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Resumo
Nesta tese, estudamos a equac¸a˜o estoca´stica de reac¸a˜o-difusa˜o e a equac¸a˜o estoca´stica do
transporte. Inicialmente, para a equac¸a˜o de reac¸a˜o-difusa˜o estudamos o problema de “estabili-
dade”. Especificamente, partindo de uma teoria estoca´stica desenvolvida atrave´s de processos
chamados “medidas martingales” e considerando condic¸o˜es Lipschitz sobre os coeficientes da
equac¸a˜o de reac¸a˜o-difusa˜o, mostraremos, via o me´todo de “regularizac¸a˜o” a propriedade de
estabilidade no sentido que existe alguma aproximac¸a˜o que converge para a soluc¸a˜o. Por outra
parte, a equac¸a˜o de transporte estoca´stica linear e´ considerada e o problema da existeˆncia e
fundamentalmente a unicidade e´ resolvido no caso quando o campo vetorial (termo “drift”) da
equac¸a˜o e´ limitada. Demonstraremos esta unicidade atrave´s do me´todo de dualidade para equa-
c¸o˜es parabo´licas. Ale´m disso, sob certas hipo´teses sobre o termo drift e o dado inicial da equac¸a˜o
estoca´stica de transporte, desenvolvemos o problema de “unicidade implica renormalizac¸a˜o”.
Palavras-chave: Equac¸a˜o Diferencial Parcial Estoca´stica, Equac¸a˜o de Reac¸a˜o-Difusa˜o,
Equac¸a˜o de Transporte, Soluc¸o˜es Renormalizadas, Problema de Cauchy.
Abstract
In this thesis, we study the stochastic reaction-diffusion equation, and the stochastic trans-
port equation. Initially, for the reaction-diffusion equation we study the problem of “stability”.
Specifically, based on a stochastic theory developed by so-called processes “martingales mea-
sures”and considering Lipschitz conditions on the coefficients of the reaction-diffusion equation,
we will show, via the method of “regularization”, the stability property in the sense that there
is some approach that converges to the solution. On the other hand, the linear stochastic
transport equation is considered and the problem of existence and fundamentally uniqueness
is solved in the case when the vector field (the term “drift”) the equation is bounded. We
will prove this uniqueness through of the duality method to parabolic equations. In addition,
under certain assumptions about the term drift and initial condition of the stochastic transport
equation, we developed the problem of “uniqueness implies renormalization”.
Keywords: Stochastic Partial Differential Equation, Reaction-Diffusion Equation, Trans-
port Equation, Renormalized Solution, Cauchy Problem.
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Cap´ıtulo 1
Introduc¸a˜o
O a´rea de equac¸o˜es diferenciais estoca´sticas parciais e´ de grande importaˆncia, tanto desde
um ponto de vista da pesquisa teo´rica assim como de suas aplicac¸o˜es. As equac¸o˜es diferenciais
estoca´sticas podem ser pensadas como “perturbac¸o˜es” de equac¸o˜es diferenciais determin´ısticas
por campos aleato´rios e como observaremos neste trabalho estamos interessados no caso onde
esse campo aleato´rio e´ algum tipo de ruido branco. Basicamente todo tipo de dinaˆmica sujeito
a uma perturbac¸a˜o estoca´stica pode ser descrito por este tipo de equac¸o˜es. Neste contexto sa˜o
perguntas naturais (entre outras) a existeˆncia e unicidade de soluc¸o˜es, como evolui o sistema, seu
comportamento assinto´tico, qual e´ a geometria associada (intr´ınseca) a este tipo de dinaˆmica.
Recentemente, tem havido grandes avanc¸os no estudo de “soluc¸o˜es” para equac¸o˜es diferenci-
ais parciais estoca´sticas (EDPE). Neste trabalho, nos limitamos simplesmente para duas famı´lia
de problemas matema´ticos concretos e interessantes: A equac¸a˜o estoca´stica de reac¸a˜o-difusa˜o
e a equac¸a˜o estoca´stica de transporte, que a seguir sera˜o descritas de maneira resumida, mas
antes, vamos a mencionar de maneira espec´ıfica os objetivos desta tese.
Objetivos desta Tese: Os principais objetivos desse trabalho de tese sa˜o os seguintes:
 Partindo de uma teoria estoca´stica desenvolvida atrave´s de processos chamados “medidas
martingales” vamos mostrar a propriedade de “estabilidade” da soluc¸a˜o para a equac¸a˜o
estoca´stica de reac¸a˜o-difusa˜o via o me´todo de regularizac¸a˜o.
 Demonstrar a existeˆncia e fundamentalmente a unicidade da soluc¸a˜o para a equac¸a˜o
de transporte estoca´stica linear, no caso que o termo “drift” da equac¸a˜o e´ limitada e a
condic¸a˜o inicial esta´ em 𝐿2(R𝑑).
 Por u´ltimo, vamos mostrar que a unicidade da soluc¸a˜o implica a propriedade de “renor-
malizac¸a˜o” da soluc¸a˜o para a equac¸a˜o linear estoca´stica de transporte.
Uma descric¸a˜o breve referente das equac¸o˜es de estudo assim como os trabalhos relacionados e´
o seguinte:
Equac¸a˜o Estoca´stica de Reac¸a˜o-difusa˜o:
Aqui nos preocupamos em estudar a equac¸a˜o estoca´stica de reac¸a˜o-difusa˜o dada por:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
𝑑𝑋(𝑡, 𝜉) =
(︁ 𝜕2
𝜕𝜉2
𝑋(𝑡, 𝜉) + 𝑓(𝑋(𝑡, 𝜉))
)︁
𝑑𝑡+ 𝑑𝐵(𝑡, 𝜉),
𝑋(𝑡, 0) = 𝑋(𝑡, 1) = 0
𝑋(0, 𝜉) = 𝑥0(𝜉),
(1.0.1)
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para 𝑡 > 0, 𝜉 ∈]0, 1[ onde 𝑓 : R→ R e´ uma func¸a˜o real globalmente Lipschitz e 𝐵(𝑡, 𝜉) sendo uma
folha browniana definido em um espac¸o de probabilidade (Ω,F,P) onde (𝑡, 𝜉) ∈ [0, 𝑇 ] × [0, 1].
Na verdade, seguindo principalmente os trabalhos de L. Bertini, N. Cancrini e G. Jona-Lasinio
em [7], X. Bardina, M. Jolis e L. Quer-Sardanyons em [51], e baseados na teoria de medidas
martingales de J. B. Wlash em [49] estudamos o problema de estabilidade para equac¸a˜o de
reac¸a˜o-difusa˜o estoca´stica com ruido aditivo.
Equac¸o˜es de reac¸a˜o-difusa˜o e suas perturbac¸o˜es estoca´sticas jogam um papel importante
em qu´ımica, f´ısica, biologia, ver J. D. Murray [42]. Para um exemplo espec´ıfico, nos referimos
a E. Dogan e E. J. Allen [21], os quais trabalharam sobre um modelo de “dinaˆmica aleato´ria de
part´ıculas que esta˜o em processo de reac¸a˜o-difusa˜o em um me´dio” e obtiveram uma equac¸a˜o
de reac¸a˜o-difusa˜o estoca´stica que modela tal situac¸a˜o. Para outros modelos no contexto das
equac¸o˜es de reac¸a˜o-difusa˜o citamos a E. J. Allen [3] e[2].
Nos restringirmos para um espac¸o 1-dimensional dado que para maiores dimenso˜es, a so-
luc¸a˜o da equac¸a˜o (1.0.1) (se existe) na˜o e´ um processo estoca´stico usual sena˜o ele deve ser
entendido em um sentido distribucional (processo estoca´stico generalizado). Mas nesse caso
na˜o ha´ maneira natural para definir 𝑓(𝑋), ver E. Pardoux [47] para mais detalhes.
O problema da existeˆncia e unicidade de soluc¸o˜es, no contexto de medidas martingales,
para a equac¸a˜o (1.0.1) com 𝑓 globalmente Lipschitz tem sido estudado por exemplo, por J.
B. Walsh em [49], E. Pardoux em [47], e I. Gyo¨ngy e E. Pardoux em [31] e [32]; neste caso,
soluc¸o˜es globais existem com probabilidade um. Havendo a unicidade, podemos estudar a
propriedade de estabilidade; uns dos me´todos para obter estabilidade da soluc¸a˜o para equac¸o˜es
de reac¸a˜o-difusa˜o estoca´stica e´ via a regularizac¸a˜o ou aproximac¸a˜o por func¸o˜es “boas” da parte
na˜o linear 𝑓 da equac¸a˜o (1.0.1), veja por exemplo L. Gawareckye e V. Mandrekar [33] e I.
Gyongy e E. Pardoux [31] e [32]. No entanto, neste trabalho no´s mostramos a propriedade
de estabilidade para tal soluc¸a˜o via o me´todo de regularizac¸a˜o da parte estoca´stica na varia´vel
espacial. A importaˆncia deste enfoque e´ que ele permite suavizar nossos processos e desse modo
ao considerar uma EDPE (1.0.1) com“processos regularizados” e´ natural pensar que as soluc¸o˜es
de ditas EDPE aproximam a` soluc¸a˜o da EDPE original. Resultados relacionados a` te´cnica da
“regularizac¸a˜o” da parte estoca´stica e que motivaram a abordagem de nosso problema, embora
trabalhem com movimentos brownianos cil´ındricos, podem ser vistos em P. Catuogno e C.
Olivera [16] e L. Bertini e N. Cancrini [8].
Equac¸a˜o Estoca´stica de Transporte
A preocupac¸a˜o mais importante aqui e´ o problema de existeˆncia e unicidade para a equac¸a˜o
estoca´stica de transporte assim como o problema de existeˆncia de soluc¸o˜es renormalizadas.
Especificamente, considerando a equac¸a˜o de transporte estoca´stica linear dado por:⎧⎪⎪⎨⎪⎪⎩
𝜕𝑡𝑢(𝑡, 𝑥, 𝜔) + (𝑏(𝑡, 𝑥, 𝜔) +
𝑑𝐵𝑡
𝑑𝑡
(𝜔)) · ∇𝑢(𝑡, 𝑥, 𝜔) = 0 ,
𝑢|𝑡=0= 𝑢0 .
(1.0.2)
onde (𝑡, 𝑥) ∈ [0, 𝑇 ] × R𝑑, 𝜔 ∈ Ω, 𝑏 : R+ × R𝑑 → R𝑑 e´ um campo vetorial aleato´rio (drift),
𝐵𝑡 = (𝐵1𝑡 , ..., 𝐵𝑑𝑡 ) e´ um movimento browniano padra˜o em R𝑑 e 𝑢0 o dado inicial, onde a integra-
c¸a˜o e´ considerado no sentido Stratonovich pois atrave´s dela obtemos propriedades usuais como
por exemplo a fo´rmula de integrac¸a˜o por partes do ca´lculo usual. Enta˜o, considerando o termo
“drift” limitado e o dado inicial no espac¸o 𝐿2(R𝑑), vamos mostrar a existeˆncia e (particular-
mente) unicidade da soluc¸a˜o. Ale´m disso, sob a suposic¸a˜o que o termo drift satisfaz a condic¸a˜o
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(1.0.4) (abaixo) ou e´ uma func¸a˜o Ho¨lder na˜o-limitado, vamos demonstrar que unicidade im-
plica renormalizac¸a˜o da soluc¸a˜o. Em ambas situac¸o˜es trabalhamos com dado inicial sendo uma
func¸a˜o Ho¨lder cont´ınua e limitada; a seguir generalizamos para um dado inicial menos regular.
Antes de abordar nossos problemas principais, observe que a equac¸a˜o de transporte linear
determin´ıstica, isto e´,
𝜕𝑡𝑢(𝑡, 𝑥) + 𝑏(𝑡, 𝑥) · ∇𝑢(𝑡, 𝑥) = 0 , (1.0.3)
tem muitas e diversas aplicac¸o˜es f´ısicas, por exemplo na dinaˆmica de fluidos como esta bem
descrito nos livros de P. L. Lions em [38] e [39]. Tambe´m, para aplicac¸o˜es mais gerais da equac¸a˜o
de transporte relacionado a` leis de conservac¸a˜o podemos consultar o livro de Dafermos em [23].
No´s tambe´m mencionamos as recentes formulac¸o˜es estoca´sticas da dinamicas dos flu´ıdos, ver
por exemplo S. Albeverio, F. Flandoli e G. Sinai [1] e R. Mikulevicius e B. L. Rozovskii [43].
Lembremos agora brevemente alguns resultados ja´ obtidos em relac¸a˜o a` equac¸a˜o de trans-
porte linear determin´ıstica (1.0.3). Se sabe que se o campo vetorial 𝑏 e´ Lipschitz cont´ınua e
limitado enta˜o existe uma u´nica soluc¸a˜o para equac¸a˜o de transporte (1.0.3); mas se o campo
𝑏 na˜o e´ Lipschitz cont´ınua (por exemplo campo Ho¨lder cont´ınuo) em geral na˜o ha´ unicidade
de “soluc¸o˜es fracas”(ver por exemplo F. Flandoli, M. Gubinelli e E. Priola [26]). Resultados
positivos nesta direc¸a˜o temos: Em 1989, no artigo de grande importaˆncia [18] R. J. Di Perna
e P. L. Lions mostraram que a regularidade espacial na classe Sobolev 𝑊 1,1 do campo vetorial
𝑏(𝑡, 𝑥), conjuntamente com uma condic¸a˜o de limitac¸a˜o sobre a divergeˆncia, e´ suficiente para
assegurar unicidade de soluc¸o˜es fracas. Mais tarde, em 1998, P. L. Lions introduziu em [40]
a classe 𝑊 1,1 caminho a caminho e estendeu os resultados de R. DiPerna e P. L. Lions [18]
para este tipo de regularidade. Depois, em 2004, L. Ambrosio em [4] demonstrou a unicidade
para quando o campo vetorial 𝑏(𝑡, 𝑥) esta na classe 𝐵𝑉 (localmente no espac¸o). Finalmente,
mencionamos tambe´m as generalizac¸o˜es para a equac¸a˜o de transporte-difusa˜o e as equac¸o˜es
diferenciais estoca´sticas associadas por C. Le Bris e P. L. Lions [41] e A. Figalli [30]. Ver L.
Ambrosio [5] e C. De Lellis [17] para um resumo atual da teoria.
Nestes u´ltimos anos, tem havido muita atenc¸a˜o sobre extenso˜es da teoria anterior, mas
com perturbac¸o˜es estoca´sticas sobre o campo vetorial “drift”, isto e´, considerando a equac¸a˜o
de transporte estoca´stica linear (1.0.2). Um primeiro resultado interessante nesta direc¸a˜o, o
qual e´ um melhoramento da teoria determin´ıstica, foi dado por F. Flandoli, M. Gubinelli e E.
Priola em [26]; eles consideraram a equac¸a˜o estoca´stica no caso quando o campo 𝑏(𝑡, 𝑥) e´ um
campo vetorial Ho¨lder cont´ınuo e limitado, com alguma condic¸a˜o de integrabilidade sobre a
divergeˆncia e com condic¸a˜o inicial 𝑢0(𝑥) ∈ 𝐿∞(R𝑑). Enquanto a unicidade pode falhar para a
equac¸a˜o parcial determinista, eles provam que a equac¸a˜o de transporte estoca´stico (1.0.2) esta´
bem colocada. A abordagem deles foi baseada essencialmente no me´todo de caracter´ısticas.
Logo, fazendo uma ana´lise parecida, E. Fedrizzi e F. Flandoli obtiveram em [29] um resultado
de boa colocac¸a˜o somente com algumas condic¸o˜es de integrabilidade sobre o termo drift, sem
suposic¸o˜es sob a divergeˆncia, mas com dado inicial estando em um espac¸o de Sobolev; eles
unicamente assumiram que
𝑏 ∈ 𝐿𝑞([0, 𝑇 ];𝐿𝑝(R𝑑)) ,
com 𝑝, 𝑞 ∈ [2,∞) , 𝑑
𝑝
+ 2
𝑞
< 1 . (1.0.4)
A u´ltima condic¸a˜o em (1.0.4) e´ conhecido na literatura de dinaˆmica de fluidos como a condic¸a˜o
Ladyzhenskaya-Prodi-Serrin. Esta condic¸a˜o foi primeiramente considerada por N. V. Krylov e
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M. Ro¨ckner em [36], onde eles mostraram a existeˆncia e unicidade de soluc¸o˜es fortes para a equa-
c¸a˜o diferencial estoca´stica (equac¸a˜o de caracter´ısticas para a equac¸a˜o de transporte estoca´stica
linear) dada por
𝑋𝑠,𝑡(𝑥) = 𝑥+
∫︁ 𝑡
𝑠
𝑏(𝑟,𝑋𝑠,𝑟(𝑥)) 𝑑𝑟 +𝐵𝑡 −𝐵𝑠 , (1.0.5)
tal que
P
(︁ ∫︁ 𝑇
0
|𝑏(𝑡,𝑋𝑡)| 𝑑𝑡 =∞
)︁
= 0 .
A boa colocac¸a˜o do problema de Cauchy (1.0.2) sob a condic¸a˜o (1.0.4) para dado inicial men-
sura´vel e limitado foi considerado recentemente em W. Neves e C. Olivera [44].
No 2014, em [12], utilizando uma te´cnica baseada no efeito de regularizac¸a˜o dos momentos
Beck, Flandoli, Gubinelli, e Maurelli observaram boa colocac¸a˜o da equac¸a˜o (1.0.2), mas para os
casos limites de 𝑝, 𝑞 =∞ ou quando a desigualdade (1.0.4) torna-se na verdade uma igualdade,
mais com dado inicial em um espac¸o com peso. Tambe´m, nesse mesmo ano, F. Fedrizzi, W.
Neves e C. OLivera em [25] obtiveram boa colocac¸a˜o da equac¸a˜o de transporte (1.0.2) mas
com uma nova noc¸a˜o de soluc¸a˜o, a saber, a noc¸a˜o de “soluc¸a˜o fraca quasiregular”. O me´todo
utilizado nesse artigo foi baseada em uma te´cnica do “lema do comutador” e regularizac¸a˜o.
Os resultados principais obtidos deste trabalho de tese com respeito a` equac¸a˜o estoca´stica
de transporte, sa˜o os seguintes:
 Drift limitado. Mostramos unicidade de soluc¸o˜es 𝐿2(R𝑑) - fracas para a equac¸a˜o (1.0.2),
quando o campo vetorial 𝑏(𝑡, 𝑥) e´ limitado e o dado inicial e´ um elemento de 𝐿2(R𝑑), via
o me´todo de dualidade para equac¸o˜es parabo´licas (ver D. Kim e N. V. Krylov [22] e N.
V. Krylov [37]).
 Soluc¸a˜o Renormalizada. Renormalizac¸a˜o implica unicidade, por exemplo podemos
ver R. J. Di Perna e P. L. Lions [18] no caso determin´ıstico e S. Attanasio e F. Flandoli
[6] e F. Flandoli [28] no caso estoca´stico. Mas na˜o necessariamente vale que “unici-
dade implica renormalizac¸a˜o”. Observamos por exemplo que em F. Bouchut e G. Crippa
[10], a propriedade de renormalizac¸a˜o no caso determin´ıstico e´ equivalente a unicidade
das equac¸o˜es forward-backward do problema de Cauchy (1.0.3). Assim, tendo em conta
essencialmente os trabalhos recentes de E. Fedrizzi e F. Flandoli [29], F. Flandoli, M.
Gubinelli e E. Priola [27] e W. Neves e C. Olivera [44], demonstramos que se o termo
drift satisfaz (1.0.4) ou e´ uma func¸a˜o Ho¨lder na˜o-limitada, a unicidade da soluc¸a˜o fraca
implica a propriedade de renormalizac¸a˜o.
Organizac¸a˜o da Tese: O presente trabalho esta´ organizado da seguinte maneira: No cap´ı-
tulo 1 damos os preliminares necessa´rios para o desenvolvimento do trabalho. No cap´ıtulo 2,
desenvolvemos o problema de estabilidade para a equac¸a˜o de reac¸a˜o-difusa˜o estoca´stica (1.0.1)
em um contexto de medidas martingales. No cap´ıtulo 3, estudamos o problema de unicidade
para equac¸a˜o de transporte estoca´stico (1.0.2) com termo drift limitado. Finalmente, no cap´ı-
tulo 4, seguindo com o estudo da equac¸a˜o de transporte estoca´stico, abordamos o problema de
existeˆncia de soluc¸o˜es renormalizadas.
Cap´ıtulo 2
Preliminares
Neste cap´ıtulo estudaremos as noc¸o˜es de ca´lculo estoca´stico e outras ferramentas necessa´rias
para o desenvolvimento dos resultados principais deste trabalho.
2.1 Alguns Resultados de Integrac¸a˜o e Regularizac¸a˜o
Nesta sec¸a˜o simplesmente recordamos alguns resultados da ana´lise funcional e equac¸o˜es
diferenciais parciais muito importantes para o desenvolvimento de nossos resultados. Para
maiores detalhes nos referimos a L. C. Evans [24] e H. Brezis [11].
Notac¸a˜o 2.1. Em todo este trabalho denotamos por 𝐶𝑐(R𝑑) o espac¸o de todas as func¸o˜es sobre
R𝑑 com suporte compacto, isto e´,
𝐶𝑐(R𝑑) = {𝑓 ∈ 𝐶(R𝑑); 𝑓(𝑥) = 0 ∀𝑥 ∈ R𝑑∖𝐾, onde 𝐾 e´ compacto} .
Trabalhar com espac¸os 𝐿𝑝 e´ uma grande vantagem pois tais espac¸os teˆm boas propriedades.
Por exemplo, para 1 < 𝑝 <∞, 𝐿𝑝 e´ reflexivo, separa´vel e o dual de 𝐿𝑝 e´ 𝐿𝑞 onde 1
𝑝
+ 1
𝑞
= 1. Um
teorema muito importante nos espac¸os 𝐿𝑝 e´ o teorema de representac¸a˜o de Riesz, pois atrave´s
dele podemos afirmar que todo funcional linear em 𝐿𝑝 com 1 < 𝑝 < ∞ pode ser representado
de maneira “concreta”como uma integral. Assim, podemos identificar de maneira “abstrata”
(𝐿𝑝)⋆ com 𝐿𝑞.
2.1.1 Estudo de 𝐿1(𝑈) e 𝐿∞(𝑈)
Na presente subsec¸a˜o descrevemos e mencionamos algumas propriedades de 𝐿1(𝑈) assim
como de 𝐿∞(𝑈).
Teorema 2.2. Seja 𝜑 ∈ (𝐿1)⋆. Enta˜o existe uma u´nica func¸a˜o 𝑢 ∈ 𝐿∞ tal que
⟨𝜑, 𝑓⟩ =
∫︁
𝑢𝑓 ∀ 𝑓 ∈ 𝐿1 .
Ale´m disso,
‖𝑢‖∞= ‖𝜑‖(𝐿1)⋆ .
Observac¸a˜o 2.3. O teorema acima afirma que cada funcional linear cont´ınuo sobre 𝐿1 pode
ser representado de maneira “concreta” como uma integral. Tambe´m a aplicac¸a˜o 𝜑 ↦→ 𝑢 e´ uma
isometria linear sobrejetiva, a qual permite identificar o espac¸o abstrato (𝐿1)⋆ com 𝐿∞.
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Observac¸a˜o 2.4. Sabemos pelo teorema 2.2 que 𝐿∞ = (𝐿1)⋆. Desta maneira 𝐿∞ possui algu-
mas propriedades boas as quais utilizaremos ao longo deste trabalho. Em particular, temos as
seguintes propriedades:
(a) A bola unita´ria fechada 𝐵𝐿∞ e´ compacto na topologia fraca-⋆ 𝜎(𝐿∞, 𝐿1).
(b) Se 𝑈 e´ um subconjunto mensura´vel de R𝑑 e {𝑓𝑛} e´ uma sequeˆncia limitada em 𝐿∞(𝑈),
enta˜o existe uma subsequeˆncia {𝑓𝑛𝑘} e algum 𝑓 ∈ 𝐿∞(𝑈) tal que 𝑓𝑛𝑘 → 𝑓 na topologia
fraca-* 𝜎(𝐿∞;𝐿1).
(c) 𝐿∞ na˜o e´ reflexivo, exceto no caso trivial onde 𝑈 consiste de um nu´mero finito de a´tomos;
caso contra´rio 𝐿1 seria reflexivo mas sabemos pelo visto acima que 𝐿1 na˜o e´ reflexivo.
Um consequeˆncia disto e´ que o espac¸o dual (𝐿∞)⋆ de 𝐿∞ contem 𝐿1.
2.1.2 Convoluc¸a˜o e Regularizac¸a˜o
Aqui introduzimos uma ferramenta importante que nos permitira´ construir aproximac¸o˜es
diferencia´veis de func¸o˜es dadas.
Notac¸a˜o 2.5. Se 𝑈 ⊂ R𝑑 e´ aberto e 𝜖 > 0, escrevemos 𝑈𝜖 = {𝑥 ∈ 𝑈 ; dist (𝑥, 𝜕𝑈) > 𝜖}.
Definic¸a˜o 2.6. Definimos:
(i) 𝜌 ∈ 𝐶∞(R𝑑) por
𝜌(𝑥) =
⎧⎪⎨⎪⎩
𝐶 exp
(︂ 1
|𝑥|2−1
)︂
se |𝑥|≤ 1
0 se |𝑥|≥ 1 ,
onde a constante 𝐶 e´ escolhida tal que
∫︀
R𝑑 𝜌(𝑥) 𝑑𝑥 = 1.
(ii) E para 𝜖 > 0 pomos
𝜌𝜖(𝑥) :=
1
𝜖𝑛
𝜌
(︁𝑥
𝜖
)︁
.
Chamamos a 𝜌 o mollifier padra˜o. As func¸o˜es 𝜌𝜖 sa˜o 𝐶
∞(R𝑑) e satisfazem∫︁
R𝑑
𝜌𝜖(𝑥) 𝑑𝑥 = 1 e supp(𝜌𝜖) ⊂ 𝐵(0, 𝜖) .
Definic¸a˜o 2.7. Seja 𝑓 : 𝑈 → R uma func¸a˜o e´ localmente integra´vel. Definimos sua mollifi-
cation ou regularizac¸a˜o por
𝑓 𝜖 = 𝜌𝜖 * 𝑓 em 𝑈𝜖 .
Isto e´,
𝑓 𝜖(𝑥) =
∫︁
𝑈
𝜌𝜖(𝑥− 𝑦)𝑓(𝑦) 𝑑𝑦 =
∫︁
𝐵(0,𝜖)
𝜌𝜖(𝑦)𝑓(𝑥− 𝑦) 𝑑𝑦 ,
para 𝑥 ∈ 𝑈𝜖.
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A continuac¸a˜o enunciamos um teorema sobre as propriedades dos mollifiers (ver L. C. Evans
[24, Apeˆndice C.4., Teorema 6]).
Teorema 2.8. Considerando a definic¸a˜o acima resulta que:
(i) 𝑓 𝜖 ∈ 𝐶∞(𝑈𝜖).
(ii) 𝑓 𝜖 → 𝑓 q.t.p. quando 𝜖→ 0.
(iii) Se 𝑓 ∈ 𝐶(𝑈), enta˜o 𝑓 𝜖 → 𝑓 uniformemente sobre subconjuntos compactos de 𝑈 .
(iv) Se 𝑓 ∈ 𝐿𝑝𝑙𝑜𝑐(𝑈) e 1 ≤ 𝑝 <∞, enta˜o 𝑓 𝜖 → 𝑓 em 𝐿𝑝(𝐾) para todo 𝐾 ⊂⊂ 𝑈 .
2.1.3 Func¸a˜o de Green
Considere 𝐺𝑡(𝑥, 𝑦), 𝑡 > 0 e 𝑥, 𝑦 ∈ [0, 1] a func¸a˜o definida por
𝐺𝑡(𝑥, 𝑦) =
∞∑︁
𝑛=−∞
[G𝑡(𝑥− 𝑦 − 2𝑛)−G𝑡(𝑥+ 𝑦 − 2𝑛)] ,
onde G𝑡(𝑥) = 1√4𝜋𝑡𝑒
−𝑥24𝑡 e´ o nu´cleo do calor. Esta func¸a˜o 𝐺𝑡(𝑥, 𝑦) e´ chamada func¸a˜o de Green
ou soluc¸a˜o fundamental e satisfaz a equac¸a˜o do calor com condic¸o˜es de fronteira Dirichlet:⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝜕
𝜕𝑡
𝐺𝑡(𝑥, 𝑦) =
𝜕2
𝜕𝑥2
𝐺𝑡(𝑥, 𝑦)
𝐺𝑡(0, 𝑦) = 𝐺𝑡(1, 𝑦) = 0
𝐺0(𝑥, 𝑦) = 𝛿{𝑦}(𝑥).
Fo´rmulas expl´ıcitas para 𝐺𝑡(𝑥, 𝑦) sa˜o conhecidas, a saber:
𝐺𝑡(𝑥, 𝑦) =
∞∑︁
𝑛=−∞
1√
4𝜋𝑡
{︁
𝑒−
(𝑥−𝑦−2𝑛)2
4𝑡 − 𝑒− (𝑥+𝑦−2𝑛)
2
4𝑡
}︁
=
∞∑︁
𝑛=−∞
𝑒−𝑛
2𝜋2𝑡 𝑒𝑛(𝑥)𝑒𝑛(𝑦) 𝑡 > 0, 𝑥, 𝑦 ∈ [0, 1] ,
onde 𝑒𝑛(𝜉) =
√
2 sin(𝑛𝜋𝜉) , 𝜉 ∈ [0, 1]. Ale´m disso, tal func¸a˜o cumpre a seguinte propriedade
cujos detalhes podem ser encontrados em V. Bally, A. Millet e Sanz-Sole´ [9, Lema B.1].
Lema 2.9. Temos que 𝐺𝑡(𝑥, 𝑦) verifica
0 ≤ 𝐺𝑡(𝑥, 𝑦) ≤ 1√4𝜋𝑡𝑒
− (𝑥−𝑦)24𝑡 , 𝑥, 𝑦 ∈ [0, 1] , 𝑡 > 0
E para qualquer 𝛽 > 0 ∫︁ 1
0
𝐺𝛽𝑡 (𝑥, 𝑦)𝑑𝑦 ≤ 𝑐𝛽 𝑡(1−𝛽)/2 .
Ale´m disso, seja 𝛼 ∈ (1, 3). Enta˜o para todo 𝑠, 𝑡 ∈ [0, 𝑇 ] tal que 𝑠 ≤ 𝑡 e 𝑥 ∈ [0, 1],∫︁ 𝑡
𝑠
∫︁ 1
0
|𝐺𝑡−𝑟(𝑥, 𝜉)|𝛼𝑑𝜉𝑑𝑟 ≤ ̃︀𝐶(𝑡− 𝑠) 3−𝛼2 .
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2.2 Noc¸o˜es do Ca´lculo Estoca´stico
Nesta sec¸a˜o desenvolveremos algumas noc¸o˜es fundamentais relacionados ao ca´lculo estoca´s-
tico que nos permitira˜o um melhor entendimento e desenvolvimento desta tese.
2.2.1 Definic¸o˜es Ba´sicas
Nesta subsec¸a˜o, para a convenieˆncia de leitores menos familiarizados com o assunto, faremos
uma breve introduc¸a˜o ao ca´lculo estoca´stico. Estaremos usando as mesmas notac¸o˜es e definic¸o˜es
usuais da literatura, ver e.g. B. Oksendal [45], P. Protter [48], P. Catuogno [14] e H. Kunita
[34], entre outros.
Iniciamos esta subsec¸a˜o lembrando as definic¸o˜es que consideramos ao longo do trabalho sem
especificar. Assim, seja a tripla (Ω,F,P) um espac¸o de probabilidade, onde Ω e´ um conjunto,
F e´ uma 𝜎-a´lgebra de subconjuntos de Ω e P e´ uma medida para F tal que P(Ω) = 1.
Definic¸a˜o 2.10. Uma filtrac¸a˜o sobre (Ω,F,P) e´ uma famı´lia {F𝑡}𝑡≥0 de sub-𝜎-algebras F𝑡 ⊂ F
tais que
se 0 ≤ 𝑠 < 𝑡 enta˜o F𝑠 ⊂ F𝑡 ,
(i.e. {F𝑡} e´ na˜o-decrescente).
Definic¸a˜o 2.11. Um processo estoca´stico e´ uma colec¸a˜o de varia´veis aleato´rias {𝑋𝑡}𝑡∈T a
valores em R (ou um espac¸o me´trico separa´vel e completo) definidas no mesmo espac¸o de
probabilidade (Ω,F,P). Aqui T e´ o conjunto tempo que usualmente e´ [0,∞), mas ele pode ser
um intervalo [𝑎, 𝑏], os inteiros na˜o-negativos e mesmo subconjuntos de R𝑑 para 𝑑 ≥ 1.
O processo estoca´stico {𝑋𝑡}𝑡≥0, da definic¸a˜o acima, e´ dito adaptado em relac¸a˜o a` filtrac¸a˜o
{F𝑡}𝑡≥0 se para todo 𝑡 ≥ 0, 𝑋𝑡 e´ F𝑡-mensura´vel. E dizemos que e´ um processo cont´ınuo se, para
quase todo 𝜔 ∈ Ω, a func¸a˜o 𝑡 ↦→ 𝑋𝑡(𝜔) e´ cont´ınua.
Definic¸a˜o 2.12. Dizemos que (Ω,F, {F𝑡}𝑡≥0,P) e´ um espac¸o de probabilidade filtrado se (Ω,F,P)
e´ um espac¸o de probabilidade e {F𝑡}𝑡≥0 e´ uma filtrac¸a˜o.
De agora em diante, quando digamos que (Ω,F, {F𝑡}𝑡≥0,P) um espac¸o de probabilidade
filtrado satisfaz as “condic¸o˜es usuais”, significara´:
 {F𝑡}𝑡≥0 e´ uma filtrac¸a˜o.
 Para todo 𝑡 ≥ 0, F𝑡 e´ completo com relac¸a˜o a` medida de probabilidade P, isto e´, todo
subconjunto de um conjunto de medida zero esta´ contido em F𝑡;
 {F𝑡}𝑡≥0 e´ cont´ınua pela direita, isto e´,
F𝑡 =
⋂︁
𝑠>𝑡
F𝑠, para todo 𝑡 ≥ 0 .
Definic¸a˜o 2.13. Suponha que {𝑋𝑡}𝑡≥0 e {𝑌𝑡}𝑡≥0 sa˜o processos estoca´sticos. Dizemos que 𝑌 e´
uma modificac¸a˜o de 𝑋 se P(𝑋(𝑥) = 𝑌 (𝑥)) = 1 para todo 𝑡 ≥ 0.
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Daqui, nos fazemos uma pergunta: Quando um processo estoca´stico 𝑋 tem uma modificac¸a˜o
cont´ınua?. Se 𝑋 e´ um processo Gaussiano enta˜o a resposta e´ completamente sabida, mas e´
bastante complicada. No entanto, no caso especial quando 𝑋 e´ um processo indexado por R𝑑
nos temos o teorema de Kolmogorov muito u´til o qual da´ um condic¸a˜o suficiente (ver H. Kunita
[34]).
Teorema 2.14. (Crite´rio de Kolmogorov ) Suponha {𝑋𝑡}𝑡∈T e´ um processo estoca´stico
indexado por um conjunto compacto T ⊂ R𝑑. Suponha tambe´m que existem constantes 𝐶 >
0, 𝑝 > 0 e 𝛾 > 𝑑 tal que uniformemente para todo 𝑠, 𝑡 ∈ T,
E[|𝑋(𝑡)−𝑋(𝑠)|𝑝] ≤ 𝐶|𝑡− 𝑠|𝛾 .
Enta˜o 𝑋 tem uma modificac¸a˜o cont´ınua ̃︁𝑋. Ale´m disso, sempre que 0 < 𝜃 < (𝛾 − 𝑑),
⃦⃦⃦⃦
sup
𝑠 ̸=𝑡
|̃︁𝑋(𝑠)− ̃︁𝑋(𝑡)|
|𝑠− 𝑡|𝜃
⃦⃦⃦⃦
𝐿𝑝(P)
<∞ .
Um exemplo importante de processo estoca´stico (real) e´ um processo gaussiano {𝐵𝑡}𝑡≥0 (na˜o
necessariamente cont´ınuo) que satisfaz, para 0 ≤ 𝑠 ≤ 𝑡 <∞, as seguintes propriedades:
(i) 𝐵𝑡 −𝐵𝑠 e´ independente de F𝑠, isto e´, E[𝐵𝑡 −𝐵𝑠|F𝑠] = E[𝐵𝑡 −𝐵𝑠].
(ii) 𝐵𝑡 −𝐵𝑠 e´ uma varia´vel aleato´ria Gaussiana com me´dia zero e variaˆncia 𝑡− 𝑠
A existeˆncia de um processo com essas propriedades e´ garantida pelo Teorema da Extensa˜o de
Kolmogorov, estendendo-se medidas sobre cilindros de dimensa˜o finita para a 𝜎-a´lgebra gerada
por eles (ver e.g. B. Oksendal [45] e P. Catuogno [14]). Uma vez que, para 𝑝 = 4, 𝐶 = 3 e
𝛾 = 2, verificamos o Crite´rio de Kolmogorov para o processo gaussiano 𝐵𝑡, i.e.:
E[|𝑋(𝑡)−𝑋(𝑠)|4] ≤ 3|𝑡− 𝑠|2 .
Enta˜o sempre existe uma modificac¸a˜o cont´ınua para {𝐵𝑡}. A essa modificac¸a˜o cont´ınua cha-
mamos de movimento browniano na reta.
Um processo adaptado e cont´ınuo {𝑀𝑡}𝑡≥0 e´ um martingale em relac¸a˜o a` filtrac¸a˜o {F𝑡}𝑡≥0
se:
1. Para todo 𝑡 ≥ 0. a esperanc¸a E[|𝑀𝑡|] <∞.
2. Para 0 ≤ 𝑠 < 𝑡, a esperanc¸a condicional E[𝑀𝑡|F𝑠] =𝑀𝑠.
Observe, pela condic¸a˜o de independeˆncia (i), verifica-se facilmente que {𝐵𝑡}𝑡≥0 e´ um martingale.
Uma varia´vel aleato´ria 𝜏 e´ chamada de um tempo de parada em relac¸a˜o a uma filtrac¸a˜o
{F𝑡}𝑡≥0 se o evento {𝜔 : 𝜏(𝜔) ≤ 𝑡} pertence a` 𝜎-a´lgebra F𝑡 para todo 𝑡 ≥ 0. Um exemplo
de tempo de parada 𝜏 usual, e´ por exemplo 𝜏(𝜔) = inf{𝑡 ≥ 0 : 𝑋𝑡 ∈ 𝐴}, onde {𝑋𝑡}𝑡≥0 e´
um processo de trajeto´rias cont´ınuas adaptado a` filtrac¸a˜o e 𝐴 ⊂ R e´ um conjunto aberto ou
fechado. Agora , um processo {𝑋𝑡}𝑡≥0 cont´ınuo e adaptado e´ chamado de martingale local se
existe uma sequeˆncia de tempos de paradas 𝜏𝑛, tal que cada processo parado 𝑋
𝜏𝑛
𝑡 = 𝑋𝑡∧𝜏𝑛 e´
um martingale. Desta maneira definimos a noc¸a˜o de semimartingales como sendo a soma de
um martingale local e um processo de variac¸a˜o limitada. Os semimartingales, em particular o
movimento browniano, sa˜o tambe´m definidos no R𝑑 (veja e.g. B. Oksendal [45]).
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A integrac¸a˜o estoca´stica e´ um ponto central na ana´lise estoca´stica. Daremos agora a de-
finic¸a˜o de dois tipos de integrais estoca´sticas, que sera˜o usadas ao longo deste trabalho. Em
seguida, daremos a definic¸a˜o de um tipo de variac¸a˜o que relaciona tais integrais. O leitor in-
teressado na teoria de integrac¸a˜o estoca´stica pode consultar, entre outras, as refereˆncias B.
Oksendal [45], P. Protter [48] e P. Catuogno [14].
Seja (𝑃𝑛)𝑛=1,2,... uma sequeˆncia de partic¸o˜es finitas de [0,∞):
𝑃𝑛 = {0 = 𝑡0 < 𝑡1 < ... < 𝑡𝑖𝑛 <∞} ,
com 𝑡𝑖𝑛 →∞ e |𝑃𝑛|= sup𝑡𝑖∈𝑃𝑛|𝑡𝑖+1 − 𝑡𝑖|→ 0 .
Observac¸a˜o 2.15. Os limites que tomaremos a continuac¸a˜o sa˜o em sentido de convergeˆncia
em probabilidade.
Definic¸a˜o 2.16. Seja 𝑌 um semimartingale. Para cada processo real 𝑋 cont´ınuo e adaptado,
definimos a integral estoca´stica de Itoˆ como∫︁ 𝑡
0
𝑋𝑠𝑑𝑌𝑠 = lim
𝑛→∞
∑︁
𝑡𝑖∈𝑃𝑛
𝑋𝑡𝑖(𝑌𝑡∧𝑡𝑖+1 − 𝑌𝑡∧𝑡𝑖) .
E a integral de Stratonovich como∫︁ 𝑡
0
𝑋𝑠 ∘ 𝑑𝑌𝑠 = lim
𝑛→∞
∑︁
𝑡𝑖∈𝑃𝑛
1
2(𝑋𝑡∧𝑡𝑖+1 +𝑋𝑡∧𝑡𝑖)(𝑌𝑡∧𝑡𝑖+1 − 𝑌𝑡∧𝑡𝑖) .
Observac¸a˜o 2.17. As integrais de Itoˆ da˜o eˆnfase a` teoria de martingales, ou seja, e´ conveniente
trabalharmos com tais integrais quando estamos interessados nas probabilidades dos processos.
Por outro lado, as integrais de Stratonovich enfatizam as trajeto´rias e a dinaˆmica do processo.
Definic¸a˜o 2.18. A variac¸a˜o quadra´tica [·, ·] entre dois semimartingales cont´ınuos e´ definida
para qualquer 𝑡 ≥ 0 por
[𝑋, 𝑌 ]𝑡 = lim
𝑛→∞
∑︁
𝑡𝑖∈𝑃𝑛
(𝑋𝑡∧𝑡𝑖+1 −𝑋𝑡∧𝑡𝑖)(𝑌𝑡∧𝑡𝑖+1 − 𝑌𝑡∧𝑡𝑖) .
Assim, a fo´rmula de conversa˜o para as integrais de Itoˆ e Stratonovich e´ dada pela variac¸a˜o
quadra´tica, i.e.: ∫︁ 𝑡
0
𝑋𝑠 ∘ 𝑑𝑌𝑠 =
∫︁ 𝑡
0
𝑋𝑠𝑑𝑌𝑠 +
1
2[𝑋, 𝑌 ]𝑡 . (2.2.1)
2.2.2 Integrac¸a˜o Estoca´stica sobre Medidas Martingales
Neste trabalho, exatamente no capitulo 2, que trata sobre equac¸o˜es de reac¸a˜o-difusa˜o, preci-
saremos dar a noc¸a˜o de soluc¸a˜o para as equac¸o˜es diferenciais envolvendo uma folha browniana;
assim precisamos definir integrais com respeito a tal folha browniana, a qual e´ uma integral
de Itoˆ respeito a` varia´vel temporal e uma integral de Bochner respeito da varia´vel espacial.
Desta maneira, em toda esta subsec¸a˜o desenvolvemos em resumo as noc¸o˜es mais importantes
de integrac¸a˜o estoca´stica respeito da folha browniana, seguindo a terminologia de J. B. Walsh
em [49].
Lembramos rapidamente a construc¸a˜o de Walsh. Inicialmente, definimos a noc¸a˜o de medida
martingale.
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Medidas martingale
Consideramos um espac¸o Lusin (𝑆,Σ), isto e´, 𝑆 e´ um espac¸o Hausdorff o qual e´ a imagem de
um espac¸o Poloneˆs atrave´s de uma bijec¸a˜o cont´ınua e Σ e´ uma sub-a´lgebra de Borel de B(𝑆).
Desta maneira, tomamos uma func¸a˜o 𝑈(𝐴, 𝜔) definido sobre 𝒜× Ω, onde 𝒜 e´ um sub-anel de
Σ o qual satisfaz:
‖𝑈(𝐴)‖22= E[𝑈(𝐴)2] <∞, ∀𝐴 ∈ 𝒜
𝐴 ∩𝐵 = ∅ ⇒ 𝑈(𝐴 ∪𝐵) = 𝑈(𝐴) + 𝑈(𝐵) q.t.p. ∀𝐴,𝐵 ∈ 𝒜.
Dizemos que 𝑈 e´ 𝜎-finita se existe uma sequeˆncia crescente (𝑆𝑛;𝑛 ∈ N) em Σ tais que
1.
⋃︀
𝑛 𝑆𝑛 = 𝑆
2. Σ𝑛 := Σ|𝑆𝑛⊆ 𝒜
3. sup{‖𝑈(𝐴)‖2: 𝐴 ∈ Σ𝑛} <∞.
A func¸a˜o de conjunto 𝑈 sera´ dita conta´vel aditiva (como uma func¸a˜o que toma valores em
𝐿2(Ω,F,P)) se para cada 𝑛, para cada sequeˆncia {𝐴𝑗} de Σ𝑛 decrescendo para ∅, ‖𝑈(𝐴𝑗)‖2
tende para zero. Desta maneira e´ fa´cil estender 𝑈 para 𝐴 ∈ Σ como 𝑈(𝐴) = lim𝑛 𝑈(𝐴 ∩ Σ𝑛)
tal que o limite exista em 𝐿2(Ω,F,P).
Definic¸a˜o 2.19. Uma func¸a˜o de conjunto o qual satisfaz todas as propriedades acima e´ cha-
mada de medida 𝜎-finita a valores em 𝐿2(Ω,F,P).
Definic¸a˜o 2.20. Seja (Ω,F, {F𝑡}𝑡≥0,P) um espac¸o de probabilidade filtrado satisfazendo as
“condic¸o˜es usuais”. Um processo {𝑀𝑡(𝐴), 𝑡 ≥ 0, 𝐴 ∈ 𝒜} e´ uma F𝑡-medida martingale se
(i) Para todo 𝐴 ∈ 𝒜, 𝑀0(𝐴) = 0 , P-q.t.p.
(ii) {𝑀𝑡(𝐴), 𝑡 ≥ 0} e´ uma F𝑡-martingale, para todo 𝐴 ∈ 𝒜.
(iii) Para todo 𝑡 > 0, 𝑀𝑡(·) e´ uma 𝐿2-medida martingale com sinal 𝜎-finita.
Exemplo 2.21. Consideramos o ruido branco 𝑊 da equac¸a˜o (A.0.3) definido no apeˆndice A.
Daqui, tomando o processo {𝑀𝑡(𝐴)}𝑡≥0,𝐴∈B(R𝑑−1) definido por 𝑀𝑡(𝐴) = ⟨𝑊,1[0,𝑡]×𝐴⟩ na˜o e´ dif´ıcil
ver que esta sequeˆncia efetivamente e´ uma F𝑡-medida martingale.
A fim de definir a integral estoca´stica, seguindo Walsh, procedemos como quando constru´ı-
mos integrais de Itoˆ usuais. No que segue assumimos 𝑆 = [0, 1].
Definic¸a˜o 2.22. Uma func¸a˜o 𝑔 : [0, 𝑇 ]× [0, 1]× Ω −→ R e´ elementar se e´ da forma
𝑔(𝑠, 𝑥, 𝜔) = 1(𝑎,𝑏](𝑠)1𝐴(𝑥)𝑋(𝜔)
onde 0 ≤ 𝑎 < 𝑏, 𝐴 ∈ B([0, 1]) e 𝑋 e´ uma varia´vel aleato´ria limitada e F𝑎-mensura´vel. Combi-
nac¸o˜es lineares finitas de func¸o˜es elementares sa˜o chamados func¸o˜es simples. Denotemos por
ℰ a classe de todas as func¸o˜es simples.
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Assim, dado 𝑀 uma medida martingale e 𝑔(𝑠, 𝑥, 𝜔) = 1(𝑎,𝑏](𝑠)1𝐴(𝑥)𝑋(𝜔) uma func¸a˜o ele-
mentar podemos definir o processo integral estoca´stica de 𝑔 com respeito de 𝑀 , denotado por
𝑔 ·𝑀 , como
(𝑔 ·𝑀)𝑡(𝐵)(𝜔) :=
∫︁ 𝑡
0
∫︁
𝐵
𝑔(𝑠, 𝑥, 𝜔)𝑀(𝑑𝑠, 𝑑𝑥)
= 𝑋(𝜔)(𝑀𝑡∧𝑏(𝐴 ∩𝐵)−𝑀𝑡∧𝑎(𝐴 ∩𝐵))(𝜔), 𝑡 ≥ 0, 𝐵 ∈ B([0, 1]).
Esta definic¸a˜o e´ estendida por linearidade para o conjunto ℰ das func¸o˜es simples. Agora, a
𝜎-a´lgebra sobre [0, 𝑇 ]× [0, 1]×Ω gerada por elementos de ℰ e´ denominada 𝜎-a´lgebra previs´ıvel e
a denotamos por 𝒫 . Desta forma, uma func¸a˜o e´ previs´ıvel se ela e´ 𝒫-mensura´vel. Assim, para
ter uma noc¸a˜o de integrac¸a˜o estoca´stica maior do que para 𝑔 ∈ 𝒫 , precisamos uma condic¸a˜o
te´cnica chamada “worthiness” sobre a medida martingale 𝑀 .
Definic¸a˜o 2.23. Seja 𝑀 uma medida martingale. A covariaˆncia funcional de 𝑀 e´ definida
como
𝑄𝑡(𝐴,𝐵) := ⟨𝑀(𝐴),𝑀(𝐵)⟩𝑡, para todo 𝑡 ≥ 0 e 𝐴,𝐵 ∈ B([0, 1]).
Na˜o e´ dif´ıcil mostrar que (ver J. B. Walsh [49]):
1. 𝑄𝑡(𝐴,𝐵) = 𝑄𝑡(𝐵,𝐴) quase certamente.
2. Se 𝐵 ∩ 𝐶 = ∅ enta˜o 𝑄𝑡(𝐴,𝐵 ∪ 𝐶) = 𝑄𝑡(𝐴,𝐵) +𝑄𝑡(𝐴,𝐶) quase certamente.
3. |𝑄𝑡(𝐴,𝐵)|2≤ 𝑄𝑡(𝐴,𝐴)𝑄𝑡(𝐵,𝐵) quase certamente, e
4. 𝑡 ↦→ 𝑄𝑡(𝐴,𝐴) e´ na˜o-decrescente quase certamente.
Esta covariaˆncia funcional nos permite definir uma func¸a˜o de conjunto aleato´ria 𝑄 como
segue: Para todo 0 ≤ 𝑠 ≤ 𝑡 e 𝐴,𝐵 ∈ B([0, 1]) definimos
𝑄(𝐴,𝐵, (𝑠, 𝑡]) := 𝑄𝑡(𝐴,𝐵)−𝑄𝑠(𝐴,𝐵),
o qual pode ser estendido por aditividade para a unia˜o finita disjunta de conjuntos da forma
𝐴×𝐵 × (𝑠, 𝑡] ⊂ [0, 1]× [0, 1]× [0, 𝑇 ]. Isto estende a definic¸a˜o de 𝑄 sobre retaˆngulos. Contudo
na˜o e´ poss´ıvel estender 𝑄 para uma medida sobre B([0, 1])×B([0, 1])×B([0, 𝑇 ]), mas nos da´
uma propriedade interessante que pode ser facilmente mostrada para func¸o˜es 𝑔 ∈ 𝒫 :
E[((𝑔 ·𝑀)𝑡(𝐵))2] = E
[︁ ∫︁
𝐵
∫︁
𝐵
∫︁
(0,𝑡]
𝑔(𝑥, 𝑠)𝑔(𝑦, 𝑠)𝑄(𝑑𝑥, 𝑑𝑦, 𝑑𝑡)
]︁
.
Dado que neste trabalho so´ precisamos das propriedades deste tipo de integrac¸a˜o a seguir
simplesmente comentamos a extensa˜o sobre “worthiness”.
Definic¸a˜o 2.24. Uma medida com sinal 𝐾(𝑑𝑥, 𝑑𝑦, 𝑑𝑠) em B([0, 1]) ×B([0, 1]) ×B([0, 𝑇 ]) e´
definida positiva se para cada func¸a˜o mensura´vel limitada 𝑓 para o qual faz sentido a integral∫︁
[0,1]×[0,1]×[0,𝑇 ]
𝑓(𝑥, 𝑠)𝑓(𝑦, 𝑠)𝐾(𝑑𝑥, 𝑑𝑦, 𝑑𝑠) ≥ 0.
Assim podemos definir:
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Definic¸a˜o 2.25. Uma medida martingale 𝑀 e´ worthy se existe uma medida 𝜎-finita 𝐾(𝐴 ×
𝐵 × 𝐶, 𝜔), onde 𝐴,𝐵 ∈ B([0, 1]), 𝐶 ∈ B([0, 𝑇 ]) e 𝜔 ∈ Ω tal que :
1. 𝐴×𝐵 ↦→ 𝐾(𝐴×𝐵 × 𝐶, 𝜔) e´ definido na˜o-negativa e sime´trica.
2. {𝐾(𝐴×𝐵 × (0, 𝑡])}𝑡≥0 e´ um processo previs´ıvel para todo 𝐴,𝐵 ∈ B([0, 1]).
3. Para todos os conjuntos compactos 𝐴,𝐵 ∈ B([0, 1]) e 𝑡 > 0, E[𝐾(𝐴×𝐵 × (0, 𝑡])] <∞.
4. Para todos 𝐴,𝐵 ∈ B([0, 1]) e 𝑡 > 0, |𝑄(𝐴×𝐵 × (0, 𝑡])|≤ 𝐾(𝐴×𝐵 × (0, 𝑡]) q.t.p.
Chamamos 𝐾 a medida dominante de 𝑀 . Daqui, se 𝐾𝑀 e´ a medida dominante para a
medida martingale worthy 𝑀 , definimos para todo func¸a˜o previs´ıvel 𝑓 ,
‖𝑓‖𝑀 :=
(︁
E
[︁ ∫︁
[0,1]
∫︁
[0,1]
∫︁
[0,𝑇 ]
|𝑓(𝑥, 𝑡)𝑓(𝑦, 𝑡)|𝐾𝑀(𝑑𝑥, 𝑑𝑦, 𝑑𝑠)
]︁)︁1/2
.
Assim, denotamos por 𝒫𝑀 a colec¸a˜o de todos os processos previs´ıveis 𝑓 tal que E[‖𝑓‖𝑀 ] <∞.
Desta maneira, e´ fa´cil ver que ‖·‖𝑀 e´ uma norma sobre 𝒫 e que 𝒫𝑀 e´ completo respeito desta
norma.
Parecida a` construc¸a˜o da teoria de integrac¸a˜o usual se mostra facilmente que ℰ e´ denso em
𝒫𝑀 . Ale´m disso, se 𝑀 uma medida martingale worthy, enta˜o para todo 𝑓 ∈ 𝒫𝑀 , (𝑓 ·𝑀) e´ uma
medida martingale tal que para todo 𝑡 ∈ (0, 𝑇 ] e 𝐴,𝐵 ∈ ℬ([0, 1]),
⟨(𝑓 ·𝑀)(𝐴), (𝑓 ·𝑀)(𝐵)⟩𝑡 =
∫︁
𝐴
∫︁
𝐵
∫︁
(0,𝑡]
𝑓(𝑥, 𝑠)𝑓(𝑦, 𝑠)𝑄𝑀(𝑑𝑥, 𝑑𝑦, 𝑑𝑠).
E[(𝑓 ·𝑀)2𝑡 (𝐵)] ≤ ‖𝑓‖2𝑀 .
Para detalhes da teoria (as propriedades acima) ver J. B. Walsh [49, Proposic¸a˜o 2.3 e 2.5].
Cap´ıtulo 3
Estabilidade para Equac¸a˜o de
Reac¸a˜o-Difusa˜o Estoca´stica
Neste cap´ıtulo desenvolvemos o problema de“estabilidade” para a equac¸a˜o de reac¸a˜o-difusa˜o
estoca´stica com ruido aditivo via o me´todo de regularizac¸a˜o seguindo principalmente os tra-
balhos de L. Bertini, N. Cancrini e G. Jona-Lasinio em [7], X. Bardina, M. Jolis e L. Quer-
Sardanyons em [51], e baseados na teoria de medidas martingales descritas por J. B. Wlash em
[49].
Aqui, nos restringirmos para um espac¸o 1-dimensional dado que para maiores dimenso˜es,
a soluc¸a˜o da equac¸a˜o (3.1.2) abaixo (se existe) ele na˜o e´ um processo estoca´stico usual sena˜o
ele deve ser entendido em um sentido distribucional (processo estoca´stico generalizado). Mas
nesse caso na˜o ha´ maneira natural para definir 𝑓(𝑋) nessa equac¸a˜o, ver E. Pardoux em [47]
para mais detalhes.
A equac¸a˜o (3.1.2) abaixo com 𝑓 globalmente Lipschitz tem sido estudado (ver J. B. Walsh
[49]), neste caso existem soluc¸o˜es globais com probabilidade um. No entanto, neste trabalho
mostramos estabilidade da soluc¸a˜o via o me´todo de regularizac¸a˜o da parte aleato´ria na varia´vel
espacial (convoluc¸a˜o com mollifiers). Resultados relacionados a` te´cnica de “regularizac¸a˜o” da
parte estoca´stica e que motivaram a abordagem de nosso problema, embora trabalhem com
movimentos brownianos cil´ındricos, podem ser vistos em P. Catuogno e C. Olivera [16] e L.
Bertini e N. Cancrini [8].
Este cap´ıtulo esta dividido em cinco sec¸o˜es as quais passaremos a explicar brevemente. Na
primeira sec¸a˜o, consideramos a regularizac¸a˜o da equac¸a˜o estoca´stica de reac¸a˜o-difusa˜o atrave´s
da regularizac¸a˜o da parte aleato´ria. Na sec¸a˜o 2.2., apoiados da teoria dada na subsec¸a˜o 2.2.2
fazemos a adaptac¸a˜o do problema no contexto de medidas martingales. Da´ı, na seguinte sec¸a˜o,
introduzimos a definic¸a˜o de soluc¸a˜o fraca, a qual e´ equivalente em nosso caso a` noc¸a˜o de soluc¸a˜o
mild, para nossa equac¸a˜o estoca´stica. Na sec¸a˜o 2.4, realizamos o estudo de existeˆncia e unicidade
para o problema regularizado. Finalmente, na sec¸a˜o 2.5 mostramos o resultado principal deste
cap´ıtulo, isto e´, estabilidade da soluc¸a˜o para a equac¸a˜o estoca´stica de reac¸a˜o-difusa˜o.
Denotaremos ao longo de todo este cap´ıtulo por 𝐵(𝑡, 𝑥) com (𝑡, 𝑥) ∈ [0, 𝑇 ] × [0, 1] e 𝑇 > 0
fixo, a folha browniana definida no apeˆndice A. Tambe´m, assumiremos que (Ω,F,P) e´ o espac¸o
de probabilidade associado a dita folha browniana. Da´ı, podemos considerar a filtrac¸a˜o gerada
por 𝐵(𝑡, 𝑥), no sentido que F𝑡 = 𝜎(𝐵(𝑠, 𝑥) : (𝑠, 𝑥) ∈ [0, 𝑡] × [0, 1]) e´ a menor 𝜎-a´lgebra tal que
𝐵(𝑠, 𝑥) e´ mensura´vel para todo 𝑠 ≤ 𝑡, 𝑥 ∈ [0, 1].
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3.1 Regularizac¸a˜o do Problema
Neste trabalho estamos interessados em estudar a equac¸a˜o reac¸a˜o-difusa˜o estoca´stica dada
por: ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
𝜕𝑋
𝜕𝑡
(𝑡, 𝜉) = 𝜕
2𝑋
𝜕𝜉2
(𝑡, 𝜉) + 𝑓(𝑋(𝑡, 𝜉)) + 𝑏(𝑋(𝑠, 𝜉))𝑊 (𝑡, 𝜉),
𝑋(𝑡, 0) = 𝑋(𝑡, 1) = 0
𝑋(0, 𝜉) = 𝑥0(𝜉) ,
(3.1.1)
para 𝑡 > 0 , 𝜉 ∈]0, 1[, onde 𝑓, 𝑏 : R → R sa˜o func¸o˜es globalmente Lipschitz, 𝑥0 ∈ 𝐿2(0, 1) e
𝑊 (𝑡, 𝜉) e´ um ruido branco no espac¸o-tempo como e´ descrito no apeˆndice A, isto e´, 𝑊 pode ser
considerado como a derivada generalizada da folha browniana (no sentido das distribuic¸o˜es) e
a denotamos como:
𝑊 (𝑡, 𝜉) = 𝜕
2𝐵
𝜕𝑡 𝜕𝜉
(𝑡, 𝜉) ,
onde 𝐵 e´ a folha browniana. Observemos que por ser 𝑊 um ruido branco ele verifica formal-
mente,
E[𝑊 (𝑡, 𝜉)] = 0 e E[𝑊 (𝑡, 𝜉)𝑊 (𝑡′, 𝜉′)] = 𝛿(𝑡− 𝑡′)𝛿(𝜉 − 𝜉′) .
Como o ruido e´ na˜o diferencia´vel no sentido usual a equac¸a˜o (3.1.1) pode ser interpretada como:
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
𝜕𝑋
𝜕𝑡
(𝑡, 𝜉) = 𝜕
2𝑋
𝜕𝜉2
(𝑡, 𝜉) + 𝑓(𝑋(𝑡, 𝜉)) + 𝑏(𝑋(𝑠, 𝜉)) 𝜕
2𝐵
𝜕𝑡 𝜕𝜉
(𝑡, 𝜉) ,
𝑋(𝑡, 0) = 𝑋(𝑡, 1) = 0, 𝑡 > 0
𝑋(0, 𝜉) = 𝑥0(𝜉), 𝜉 ∈]0, 1[ .
(3.1.2)
Agora, na terminologia da definic¸a˜o 2.7 introduzimos a regularizac¸a˜o espacial da folha browni-
ana na varia´vel espacial como:
𝐵𝑘(𝑡, 𝑥) = [𝜌𝑘(·) *𝐵(𝑡, ·)](𝑥) =
∫︁ 1
0
𝜌𝑘(𝑥− 𝑦)𝐵(𝑡, 𝑦) 𝑑𝑦 , (3.1.3)
onde 𝜌𝑘, 𝑘 ∈ N e´ o mollifier definido como 𝜌𝑘(𝑥) = 𝑘𝜌(𝑘𝑥) com 𝜌 ∈ 𝐶∞𝑐 (R) sendo uma func¸a˜o
positiva com suporte compacto tal que
∫︀ 1
0 𝜌(𝑥)𝑑𝑥 = 1. Pelas propriedades da folha browniana,
exatamente pela equac¸a˜o (A.0.1), a func¸a˜o covariaˆncia do processo regularizado e´ dado por:
E[𝐵𝑘(𝑡, 𝑥)𝐵𝑘(𝑡′, 𝑥′)] = (𝑡 ∧ 𝑡′)𝐶𝑘(𝑥, 𝑥′), com 𝐶𝑘(𝑥, 𝑥′) = 𝜌𝑘 * 𝐶 * 𝜌𝑘(𝑥, 𝑥′) , (3.1.4)
onde a convoluc¸a˜o da esquerda e´ em relac¸a˜o a` varia´vel 𝑥 e da direita e´ em relac¸a˜o 𝑥′, e a func¸a˜o
𝐶 e´ definida por 𝐶(𝑥, 𝑥′) = 𝑥 ∧ 𝑥′. Deste modo, podemos considerar a versa˜o regularizada da
equac¸a˜o (3.1.2) como sendo:⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝜕𝑋𝑘
𝜕𝑡
(𝑡, 𝜉) = 𝜕
2𝑋𝑘
𝜕𝜉2
(𝑡, 𝜉) + 𝑓(𝑋𝑘(𝑡, 𝜉)) + 𝑏(𝑋𝑘(𝑠, 𝜉)) 𝜕
2𝐵𝑘
𝜕𝑡 𝜕𝜉
(𝑡, 𝜉),
𝑋𝑘(𝑡, 0) = 𝑋𝑘(𝑡, 1) = 0, 𝑡 > 0
𝑋𝑘(0, 𝜉) = 𝑥0(𝜉), 𝜉 ∈]0, 1[ ,
(3.1.5)
onde a u´nica novidade, em relac¸a˜o a` equac¸a˜o (3.1.2), e´ simplesmente a folha browniana regula-
rizada.
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3.2 Adaptac¸a˜o do Problema ao Contexto Medida Mar-
tingale
Com as definic¸o˜es dadas na subsec¸a˜o 2.2.2, seguindo o trabalho de L. Bertini, N. Cancrini
e G. Jona-Lasinio em [7] e J. B. Walsh em [49], definimos a seguinte medida martingale
𝐵𝑡(𝐴) =
∫︁
𝐴
𝐵(𝑡, 𝑥) 𝑑𝑥, 𝑡 ∈ [0, 𝑇 ], 𝐴 ∈ B([0, 1]) (3.2.1)
onde B([0, 1]) denota a 𝜎-a´lgebra de Borel de [0, 1] e 𝐵(𝑡, 𝑥) sendo a folha browniana. Como
𝐵(𝑡, 𝑥) e´ cont´ınuo P-q.t.p resulta que a integral acima esta bem definida. Por definic¸a˜o, para
cada 𝐴 ∈ B([0, 1]), 𝐵𝑡(𝐴) e´ um F𝑡-martingale; desta forma o processo de variac¸a˜o quadra´tica
dos martingales 𝐵𝑡(𝐴), 𝐵𝑡(𝐷) e´
⟨𝐵(𝐴), 𝐵(𝐷)⟩𝑡 = 𝑡
∫︁
𝐴×𝐷
𝐶(𝑥, 𝑥′) 𝑑𝑥 𝑑𝑥′ , (3.2.2)
onde, pelo apeˆndice A, sabemos que 𝐶 e´ uma func¸a˜o definida por 𝐶(𝑥, 𝑥′) = 𝑥 ∧ 𝑥′. Enta˜o,
podemos definir a integral Itoˆ-Bochner respeito a` folha browniana para func¸o˜es 𝑓(𝑠, 𝑥, 𝜔) as
quais sa˜o F𝑡-progressivamente mensura´veis tais que verificam que
E
[︁ ∫︁ 𝑡
0
∫︁ 1
0
∫︁ 1
0
𝑓(𝑠, 𝑥, 𝜔)𝑓(𝑠, 𝑥′, 𝜔)𝐶(𝑥, 𝑥′) 𝑑𝑥 𝑑𝑥′ 𝑑𝑠
]︁
<∞.
Esta integral e´ denotada por
𝐼𝑡(𝑓) = (𝑓 ·𝐵)𝑡([0, 1]) :=
∫︁ 𝑡
0
∫︁ 1
0
𝑓(𝑠, 𝑥, 𝜔)𝐵(𝑑𝑠, 𝑑𝑥). (3.2.3)
E como sabemos, pela subsec¸a˜o 2.2.2, dita integral e´ um F𝑡-martingale com variac¸a˜o quadra´tica
⟨𝐼(𝑓), 𝐼(𝑓)⟩𝑡 =
∫︁ 𝑡
0
∫︁ 1
0
∫︁ 1
0
𝑓(𝑠, 𝑥) 𝑓(𝑠, 𝑥′)𝐶(𝑥, 𝑥′) 𝑑𝑥 𝑑𝑥′𝑑𝑠. (3.2.4)
Dentro das propriedades desta nova integral estoca´stica temos a propriedade tipo “Isometria de
Itoˆ”:
E[|𝐼𝑡(𝑓)|2] = E
[︁ ∫︁ 𝑡
0
∫︁ 1
0
∫︁ 1
0
𝑓(𝑠, 𝑥) 𝑓(𝑠, 𝑥′)𝐶(𝑥, 𝑥′) 𝑑𝑥 𝑑𝑥′𝑑𝑠
]︁
, (3.2.5)
assim como a desigualdade conhecida de Burkholder-Davis-Gundy, isto e´, para todo 𝑝 ≥ 2
existe 𝑐𝑝 > 0 tal que
E[|𝐼𝑡(𝑓)|𝑝] ≤ 𝑐𝑝E
[︁⃒⃒⃒ ∫︁ 𝑡
0
∫︁ 1
0
∫︁ 1
0
𝑓(𝑠, 𝑥) 𝑓(𝑠, 𝑥′)𝐶(𝑥, 𝑥′) 𝑑𝑥 𝑑𝑥′𝑑𝑠
⃒⃒⃒𝑝/2]︁
(3.2.6)
3.3 Soluc¸o˜es Fracas
Desde que ja´ temos a noc¸a˜o de integrac¸a˜o estoca´stica respeito da folha browniana podemos
dar agora a noc¸a˜o de soluc¸a˜o fraca para as equac¸o˜es (3.1.2) e (3.1.5).
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Definic¸a˜o 3.1. Dizemos que um processo 𝑋 e´ uma soluc¸a˜o fraca da equac¸a˜o diferencial esto-
ca´stica (3.1.2) sempre que 𝑋(𝑡, 𝑥) seja localmente integra´vel para todo 𝑇 > 0 e para toda func¸a˜o
𝜑 ∈ 𝐶∞𝑐 (R) tal que 𝜑(0) = 𝜑(1) = 0 verifique∫︁ 1
0
𝑋(𝑡, 𝜉)𝜑(𝜉)𝑑𝜉 =
∫︁ 1
0
𝑥0(𝜉)𝜑(𝜉)𝑑𝜉 +
∫︁ 𝑡
0
∫︁ 1
0
𝑋(𝑠, 𝜉)𝜑′′(𝜉) 𝑑𝜉 𝑑𝑠
+
∫︁ 𝑡
0
∫︁ 1
0
𝑓(𝑋(𝑠, 𝜉))𝜑(𝜉) 𝑑𝜉 𝑑𝑠+
∫︁ 𝑡
0
∫︁ 1
0
𝑏(𝑋(𝑠, 𝜉))𝜑(𝜉) 𝑑𝐵(𝑠, 𝜉) .
Observe que a definic¸a˜o de soluc¸a˜o fraca para a equac¸a˜o estoca´stica (3.1.5) e´ a mesma que
acima, pois e´ somente trocar 𝐵 por 𝐵𝑘.
Observac¸a˜o 3.2. A definic¸a˜o anterior, mas considerando o processo regularizado 𝐵𝑘, pode ser
expressa da seguinte maneira: seja 𝑈 = 𝐿2(0, 1), ⟨·, ·⟩𝑈 o produto interno associado a 𝑈 , e 𝜑
como na definic¸a˜o, enta˜o 𝑋 e´ soluc¸a˜o de (3.1.5) se
⟨𝑋𝑡, 𝜑⟩𝑈 = ⟨𝑥0, 𝜑⟩𝑈 +
∫︁ 𝑡
0
⟨𝑋𝑠, 𝜑′′⟩𝑈𝑑𝑠
+
∫︁ 𝑡
0
⟨𝑓(𝑋𝑠), 𝜑⟩𝑈𝑑𝑠+
∫︁ 𝑡
0
∫︁ 1
0
𝑏(𝑋𝑠(𝜉))𝜑(𝜉) 𝑑𝐵𝑘(𝑠, 𝜉)
Se escolhemos 𝜑 = 𝑒𝑛 onde 𝑒𝑛(𝜉) =
√
2 sin(𝑛𝜋𝜉), 𝜉 ∈ [0, 1] e consideramos 𝑋𝑛𝑡 = ⟨𝑋𝑡, 𝑒𝑛⟩𝑈
obtemos
𝑋𝑛𝑡 = = 𝑋𝑛0 − (𝑛𝜋)2
∫︁ 𝑡
0
⟨𝑋𝑛𝑠 , 𝑒𝑛⟩𝑈𝑑𝑠
+
∫︁ 𝑡
0
⟨𝑓(𝑋𝑠), 𝑒𝑛⟩𝑈𝑑𝑠+
∫︁ 𝑡
0
∫︁ 1
0
𝑏(𝑋𝑠(𝜉))𝑒𝑛(𝜉) 𝑑𝐵𝑘(𝑠, 𝜉).
Daqui aplicando a fo´rmula de Itoˆ (ver B. Oksendal [45, teorema 4.1.2.]) para a func¸a˜o 𝐹 (𝑡, 𝑥) =
𝑒𝑡(𝑛𝜋)
2
𝑥 resulta que
𝑋𝑛𝑡 = 𝑒−𝑡(𝑛𝜋)
2
𝑋𝑛0 +
∫︁ 𝑡
0
𝑒−(𝑡−𝑠)(𝑛𝜋)
2⟨𝑓(𝑋𝑠), 𝑒𝑛⟩𝑈𝑑𝑠
+
∫︁ 𝑡
0
∫︁ 1
0
𝑒−(𝑡−𝑠)(𝑛𝜋)
2
𝑏(𝑋𝑠(𝜉))𝑒𝑛(𝜉) 𝑑𝐵𝑘(𝑠, 𝜉).
Multiplicamos cada termo por 𝑒𝑛(𝑥) e somamos sobre 𝑛. Assim
𝑋(𝑡, 𝑥) =
∫︁ 1
0
𝐺𝑡(𝑥, 𝜉)𝑥0(𝜉)𝑑𝜉 +
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝑓(𝑋(𝑠, 𝜉)) 𝑑𝜉 𝑑𝑠
+
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝑏(𝑋(𝑠, 𝜉)) 𝑑𝐵𝑘(𝑠, 𝜉), (3.3.1)
e´ a formulac¸a˜o mild da equac¸a˜o (3.1.5), onde 𝐺 e´ a soluc¸a˜o fundamental da equac¸a˜o do
calor.
Observac¸a˜o 3.3. Em J. B. Walsh [49] e E. Pardoux [47] se mostra que, considerando certas
condic¸o˜es sobre as func¸o˜es 𝑓 e 𝑏 (por exemplo condic¸o˜es Lipschitz), as definic¸o˜es de soluc¸a˜o
fraca e mild sa˜o equivalentes.
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3.4 Existeˆncia e Unicidade do Problema Regularizado
Este sec¸a˜o e´ dedicado a mostrar a existeˆncia e unicidade da soluc¸a˜o para o problema regu-
larizado dado por:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
𝜕𝑋𝑘
𝜕𝑡
(𝑡, 𝜉) = 𝜕
2𝑋𝑘
𝜕𝜉2
(𝑡, 𝜉) + 𝑓(𝑋𝑘(𝑡, 𝜉)) + 𝑏(𝑋𝑘(𝑠, 𝜉)) 𝜕
2𝐵𝑘
𝜕𝑡 𝜕𝜉
(𝑡, 𝜉),
𝑋𝑘(𝑡, 0) = 𝑋𝑘(𝑡, 1) = 0, 𝑡 > 0
𝑋𝑘(0, 𝜉) = 𝑥0(𝜉), 𝜉 ∈]0, 1[ .
(3.4.1)
Agora, consideramos as seguintes hipo´teses sobre as func¸o˜es 𝑓 e 𝑏.
Hipo´tese 3.4. Suponhamos que existe uma constante 𝑀 > 0 tal que
|𝑓(𝑥)− 𝑓(𝑦)|+|𝑏(𝑥)− 𝑏(𝑦)|≤𝑀 |𝑥− 𝑦|, com 𝑥, 𝑦 ∈ R.
Assim, pela observac¸a˜o 3.3 temos que 𝑋 e´ soluc¸a˜o mild (fraca) da equac¸a˜o acima se satisfaz
a seguinte equac¸a˜o integral,
𝑋𝑘(𝑡, 𝑥) =
∫︁ 1
0
𝐺𝑡(𝑥, 𝜉)𝑥0(𝜉)𝑑𝜉 +
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝑓(𝑋𝑘(𝑠, 𝜉)) 𝑑𝜉 𝑑𝑠
+
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝑏(𝑋𝑘(𝑠, 𝜉)) 𝑑𝐵𝑘(𝑠, 𝜉),
Agora no contexto da definic¸a˜o 3.1 de soluc¸a˜o fraca temos o seguinte resultado de existeˆncia.
Teorema 3.5. Assuma a hipo´tese 3.4 e seja 𝑥0 ∈ 𝐿2(0, 1). Enta˜o existe uma u´nica soluc¸a˜o
fraca 𝑋 do problema regularizado (3.1.5) que satisfaz para todo 𝑇 > 0:
sup
(𝑡,𝑥)∈[0,𝑇 ]×[0,1]
E[𝑋2(𝑡, 𝑥)] <∞ . (3.4.2)
Demonstrac¸a˜o. Temos que mostrar que existe uma u´nica soluc¸a˜o 𝑋𝑘, 𝑘 ∈ N tal que verifica a
seguinte equac¸a˜o integral,
𝑋𝑘(𝑡, 𝑥) =
∫︁ 1
0
𝐺𝑡(𝑥, 𝜉)𝑥0(𝜉)𝑑𝜉 +
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝑓(𝑋𝑘(𝑠, 𝜉)) 𝑑𝜉 𝑑𝑠
+
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝑏(𝑋𝑘(𝑠, 𝜉)) 𝑑𝐵𝑘(𝑠, 𝜉) .
Para simplificar o trabalho denotamos a soluc¸a˜o 𝑋𝑘 da equac¸a˜o (3.4.1) simplesmente por 𝑋.
Existeˆncia: Para mostrar a propriedade acima, seguimos o processo de Iterac¸a˜o de Picard
como segue:⎧⎨⎩ 𝑋
0(𝑡, 𝑥) =
∫︀ 1
0 𝐺𝑡(𝑥, 𝜉)𝑥0(𝜉)𝑑𝜉
𝑋𝑛+1(𝑡, 𝑥) = 𝑋0(𝑡, 𝑥) +
∫︀ 𝑡
0
∫︀ 1
0 𝐺𝑡−𝑠(𝑥, 𝜉)(𝑓(𝑋𝑛(𝑠, 𝜉)) 𝑑𝜉 𝑑𝑠+ 𝑏(𝑋𝑛(𝑠, 𝜉)) 𝑑𝐵𝑘(𝑠, 𝜉))
Da´ı, definimos as func¸o˜es,
𝐹𝑛(𝑡, 𝑥) = E[|𝑋𝑛+1(𝑡, 𝑥)−𝑋𝑛(𝑡, 𝑥)|2] , 𝐻𝑛(𝑡) = sup
𝑥∈[0,1]
𝐹𝑛(𝑡, 𝑥)
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Daqui, considerando a equac¸a˜o (3.2.5) resulta que
𝐹𝑛+1(𝑡, 𝑥) ≤ 2E
[︁ ∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)|𝑓(𝑋𝑛+1(𝑠, 𝜉))− 𝑓(𝑋𝑛(𝑠, 𝜉))|2𝑑𝜉𝑑𝑠
]︁
+ 2E
[︁ ∫︁ 𝑡
0
∫︁ 1
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)(𝑏(𝑋𝑛+1(𝑠, 𝜉))− 𝑏(𝑋𝑛(𝑠, 𝜉)))×
×𝐺𝑡−𝑠(𝑥, 𝜉′)(𝑏(𝑋𝑛+1(𝑠, 𝜉′))− 𝑏(𝑋𝑛(𝑠, 𝜉′)))𝐶𝑘(𝜉, 𝜉′)𝑑𝜉𝑑𝜉′𝑑𝑠
]︁
,
mas da limitac¸a˜o
|𝐶𝑘(𝜉, 𝜉′)| =
⃒⃒⃒
𝜌𝑘 ⋆ 𝐶 ⋆ 𝜌(𝜉, 𝜉′)
⃒⃒⃒
=
⃒⃒⃒ ∫︁ 1
0
∫︁ 1
0
𝜌𝑘(𝜉 − 𝑦)𝜌𝑘(𝜉′ − 𝑦′)𝐶(𝑦, 𝑦′)𝑑𝑦′𝑑𝑦
⃒⃒⃒
≤
∫︁ 1
0
∫︁ 1
0
𝑘2𝐷2𝑑𝑦′𝑑𝑦, pois 𝜌𝑘(𝜉) = 𝑘𝜌(𝑘(𝜉)), |𝜌|≤ 𝐷
= 𝐷𝑘, onde 𝐷𝑘 e´ uma constante que depende de k, (3.4.3)
e usando a hipo´tese 3.4 resulta
𝐹𝑛+1(𝑡, 𝑥) ≤ 𝐿𝑘
∫︁ 𝑡
0
∫︁ 1
0
𝐺2𝑡−𝑠(𝑥, 𝜉)E[|𝑋𝑛+1(𝑠, 𝜉)−𝑋𝑛(𝑠, 𝜉)|2]𝑑𝜉𝑑𝑠,
onde 𝐿𝑘 e´ uma constante que depende de 𝑘. Assim por definic¸a˜o de 𝐹𝑛, 𝐻𝑛 e como
∫︀ 1
0 𝐺
2
𝑡−𝑠(𝑥, 𝜉)𝑑𝜉 ≤̃︀𝐿(𝑡− 𝑠)−1/2 obtemos
𝐻𝑛+1(𝑡) ≤ 𝐿𝑘
∫︁ 𝑡
0
∫︁ 1
0
𝐺2𝑡−𝑠(𝑥, 𝜉)𝐻𝑛(𝑠)𝑑𝜉𝑑𝑠,
≤ ̃︀𝐿𝐿𝑘 ∫︁ 𝑡
0
𝐻𝑛(𝑠)√
𝑡− 𝑠𝑑𝑠 (3.4.4)
Por iterac¸a˜o e mudando os limites de integrac¸a˜o tem-se
𝐻𝑛+1(𝑡) ≤ (̃︀𝐿𝐿𝑘)2 ∫︁ 𝑡
0
𝐻𝑛−1(𝑢)
(︁ ∫︁ 𝑡
𝑢
𝑑𝑠√︁
(𝑡− 𝑠)(𝑠− 𝑢)
)︁
𝑑𝑢
Fazendo a substituic¸a˜o 𝑣 = 𝑠− 𝑢
𝑡− 𝑢 chegamos a:
𝐻𝑛+1(𝑡) ≤𝑀𝑘
∫︁ 𝑡
0
𝐻𝑛−1(𝑠)𝑑𝑠, (3.4.5)
onde 𝑀𝑘 e´ uma nova constante que depende de 𝑘. Daqui por induc¸a˜o sobre 𝑚 ≥ 1, e conside-
rando 𝑛 = 0, 1 se pode mostrar com ajuda da equac¸a˜o acima que
𝐻𝑛+2𝑚(𝑡) ≤ 𝑀
𝑚
𝑘
(𝑚− 1)!
∫︁ 𝑡
0
𝐻𝑛(𝑠)(𝑡− 𝑠)𝑚−1𝑑𝑠.
Assim, considerando que
∫︀ 𝑡
0 𝐻0(𝑠)(𝑡 − 𝑠)𝑚−1𝑑𝑠 e
∫︀ 𝑡
0 𝐻1(𝑠)(𝑡 − 𝑠)𝑚−1𝑑𝑠 sa˜o finitos, para 𝑚 ≥ 1,
resulta claramente que
∞∑︁
𝑛=1
√︁
𝐻𝑛(𝑡) =
1∑︁
𝑛=0
∞∑︁
𝑚=1
√︁
𝐻𝑛+2𝑚(𝑡) <∞ ,
Cap´ıtulo 3 ∙ Estabilidade para Equac¸a˜o de Reac¸a˜o-Difusa˜o Estoca´stica 29
pois a se´rie obtida converge. Portanto, {𝑋𝑛}∞𝑛 e´ uma sequ¨eˆncia de Cauchy no espac¸o 𝐶([0, 𝑇 ]×
[0, 1];𝐿2(Ω)) o qual e´ Banach, enta˜o existe 𝑋 ∈ 𝐶([0, 𝑇 ]× [0, 1];𝐿2(Ω)) tal que 𝑋𝑛 → 𝑋. Para
terminar a prova somente falta mostrar que 𝑋 e´ soluc¸a˜o do problema regularizado (3.4.1). Para
fazer isso, basta tomar limite na definic¸a˜o de 𝑋𝑛+1:
𝑋𝑛+1(𝑡, 𝑥)→ 𝑋(𝑡, 𝑥) no espac¸o 𝐿2(Ω) quando 𝑛→∞ .
Tambe´m
E
[︁⃒⃒⃒ ∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)(𝑓(𝑋𝑛(𝑠, 𝜉))− 𝑓(𝑋(𝑠, 𝜉)))𝑑𝜉𝑑𝑠
⃒⃒⃒2]︁
≤𝑀2
∫︁ 𝑡
0
∫︁ 1
0
𝐺2𝑡−𝑠(𝑥, 𝜉)E[|𝑋𝑛(𝑠, 𝜉)−𝑋(𝑠, 𝜉)|2]𝑑𝜉𝑑𝑠→ 0 ,
quando 𝑛→∞. Assim∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝑓(𝑋𝑛(𝑠, 𝜉)𝑑𝜉𝑑𝑠→
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝑓(𝑋(𝑠, 𝜉) 𝑑𝜉 𝑑𝑠 ,
no espac¸o 𝐿2(Ω), quando 𝑛→∞. Tambe´m, pela “isometria de Itoˆ” (3.2.5), a limitac¸a˜o (3.4.3)
e a hipo´tese 3.4 temos
E
[︁⃒⃒⃒ ∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)(𝑏(𝑋𝑛(𝑠, 𝜉))− 𝑏(𝑋(𝑠, 𝜉)))𝑑𝐵𝑘(𝑠, 𝜉)
⃒⃒⃒2]︁
≤ ̃︁𝑀𝑘 ∫︁ 𝑡
0
∫︁ 1
0
𝐺2𝑡−𝑠(𝑥, 𝜉)E[|𝑋𝑛(𝑠, 𝜉)−𝑋(𝑠, 𝜉)|2]𝑑𝜉𝑑𝑠→ 0 ,
quando 𝑛→∞, onde ̃︁𝑀𝑘 e´ uma constante que depende de 𝑘. Enta˜o∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝑏(𝑋𝑛(𝑠, 𝜉)𝑑𝜉𝑑𝑠→
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝑏(𝑋(𝑠, 𝜉)𝑑𝜉 𝑑𝑠 ,
no espac¸o 𝐿2(Ω), quando 𝑛 → ∞. Portanto o 𝐿2(Ω) - limite 𝑋(𝑡, 𝑥) = lim𝑛→∞𝑋𝑛(𝑡, 𝑥) e´
soluc¸a˜o (mild) da equac¸a˜o (3.4.1), como quer´ıamos.
Unicidade: Suponhamos que 𝑋1 e 𝑋2 sa˜o duas soluc¸o˜es da equac¸a˜o (3.4.1). Assim, observe
que pela definic¸a˜o de soluc¸a˜o (mild) 𝑌 = 𝑋1 −𝑋2 verifica:
𝑌 (𝑡, 𝑥) =
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)(𝑓(𝑋1(𝑠, 𝜉))− 𝑓(𝑋2(𝑠, 𝜉)))𝑑𝜉𝑑𝑠
+
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)(𝑏(𝑋1(𝑠, 𝜉))− 𝑏(𝑋2(𝑠, 𝜉)))𝑑𝐵𝑘(𝜉, 𝑠) .
Daqui, de maneira semelhante ao caso da existeˆncia, definimos as func¸o˜es
𝐹 (𝑡, 𝑥) = E[𝑌 2(𝑡, 𝑥)] e 𝐻(𝑡) = sup
𝑥∈[0,1]
𝐹 (𝑡, 𝑥) .
Observemos que por ser 𝑋1 e 𝑋2 soluc¸o˜es de (3.4.1) eles satisfazem a estimativa (3.4.2). Enta˜o
para todo 𝑡 ∈ [0, 𝑇 ], 𝐻 e´ limitado. Deste modo, pela desigualdade de Ho¨lder, a limitac¸a˜o
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(3.4.3), a hipo´tese 3.4 e a equac¸a˜o (3.2.5) resulta:
𝐹 (𝑡, 𝑥) ≤ 2E
[︂⃒⃒⃒⃒ ∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)(𝑓(𝑋1(𝑠, 𝜉))− 𝑓(𝑋2(𝑠, 𝜉))) 𝑑𝜉 𝑑𝑠
⃒⃒⃒⃒2]︂
+ 2E
[︂⃒⃒⃒⃒ ∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)(𝑏(𝑋1(𝑠, 𝜉))− 𝑏(𝑋2(𝑠, 𝜉)))𝑑𝐵𝑘(𝜉, 𝑠)
⃒⃒⃒⃒2]︂
≤ 2𝑇 E
[︂ ∫︁ 𝑡
0
∫︁ 1
0
𝐺2𝑡−𝑠(𝑥, 𝜉)|𝑓(𝑋1(𝑠, 𝜉))− 𝑓(𝑋2(𝑠, 𝜉))|2 𝑑𝜉 𝑑𝑠
]︂
+ 2E
[︂ ∫︁ 𝑡
0
∫︁ 1
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝐺𝑡−𝑠(𝑥, 𝜉′)(𝑏(𝑋1(𝑠, 𝜉))− 𝑏(𝑋2(𝑠, 𝜉)))×
× (𝑏(𝑋1(𝑠, 𝜉′))− 𝑏(𝑋2(𝑠, 𝜉′)))𝐶𝑘(𝜉, 𝜉′) 𝑑𝜉 𝑑𝜉′ 𝑑𝑠
]︂
≤ 2𝑇 E
[︂ ∫︁ 𝑡
0
∫︁ 1
0
𝐺2𝑡−𝑠(𝑥, 𝜉)|𝑋1(𝑠, 𝜉)−𝑋2(𝑠, 𝜉)|2 𝑑𝜉 𝑑𝑠
]︂
+ 2𝐷𝑘 E
[︂ ∫︁ 𝑡
0
∫︁ 1
0
∫︁ 1
0
𝐺2𝑡−𝑠(𝑥, 𝜉)|𝑋1(𝑠, 𝜉)−𝑋2(𝑠, 𝜉)|2 𝑑𝜉 𝑑𝑠
≤ 2(𝑇 +𝐷𝑘)
∫︁ 𝑡
0
∫︁ 1
0
𝐺2𝑡−𝑠(𝑥, 𝜉)𝐹 (𝑠, 𝜉)𝑑𝜉 𝑑𝑠 .
Daqui, como
∫︀ 1
0 𝐺
2
𝑡−𝑠(𝑥, 𝜉)𝑑𝜉 ≤ ̃︀𝐿 (𝑡− 𝑠)−1/2 e pondo 𝐿𝑘 = 2(𝑇 +𝐷𝑘), resulta
𝐻(𝑡) ≤ 𝐿𝑘
∫︁ 𝑡
0
𝐻(𝑠)
(︂ ∫︁ 1
0
𝐺2𝑡−𝑠(𝑥, 𝜉)𝑑𝜉
)︂
𝑑𝑠
≤ 𝐿𝑘 ̃︀𝐿 ∫︁ 𝑡
0
𝐻(𝑠)√
𝑡− 𝑠𝑑𝑠 .
Por iterac¸a˜o da expressa˜o acima, chegamos a:
𝐻(𝑡) ≤ (𝐿𝑘 ̃︀𝐿)2 ∫︁ 𝑡
0
∫︁ 𝑠
0
𝐻(𝑢)√︁
(𝑡− 𝑠)(𝑠− 𝑢)
𝑑𝑢 𝑑𝑠 .
Mudamos os limites de integrac¸a˜o da desigualdade acima pondo 𝑣 = 𝑠− 𝑢
𝑡− 𝑢 . Enta˜o
𝐻(𝑡) ≤𝑀𝑘
∫︁ 𝑡
0
𝐻(𝑠)𝑑𝑠 ,
onde 𝑀𝑘 e´ uma constante positiva que depende de 𝑘. Portanto, aplicando a desigualdade de
Gronwall tem-se 𝐻 ≡ 0. Da´ı, 𝑋1 = 𝑋2 .
3.5 Estabilidade
Nesta sec¸a˜o presentamos o resultado principal deste cap´ıtulo, isto e´, mostraremos estabili-
dade para a equac¸a˜o de reac¸a˜o-difusa˜o estoca´stica (no sentido que existe alguma aproximac¸a˜o
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que converge para a soluc¸a˜o do problema original) dada por:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
𝜕𝑋
𝜕𝑡
(𝑡, 𝜉) = 𝜕
2𝑋
𝜕𝜉2
(𝑡, 𝜉) + 𝑓(𝑋(𝑡, 𝜉)) + 𝑏(𝑋(𝑠, 𝜉)) 𝜕
2𝐵
𝜕𝑡 𝜕𝜉
(𝑡, 𝜉), ,
𝑋(𝑡, 0) = 𝑋(𝑡, 1) = 0, 𝑡 > 0
𝑋(0, 𝜉) = 𝑥0(𝜉), 𝜉 ∈]0, 1[ .
(3.5.1)
onde 𝑓, 𝑏 sa˜o func¸o˜es globalmente Lipschitz, 𝑥0 ∈ 𝐿2(0, 1) e 𝐵 e´ a folha browniana descrita
no apeˆndice A. Abordaremos especificamente o caso quando 𝑏 ≡ 1 (ruido aditivo).
O me´todo para obter estabilidade esta relacionado com o me´todo dado por X. Bardina, M.
Jolis e L. Quer-Sardanyons em [51], apoiados dos resultados obtidos na sec¸a˜o 3.4 do problema
regularizado.
Comec¸amos lembrando o seguinte: As u´nicas soluc¸o˜es mild para as equac¸o˜es (3.5.1) e (3.4.1)
sa˜o dadas por (ver teorema 3.5):
𝑋(𝑡, 𝑥) =
∫︁ 1
0
𝐺𝑡(𝑥, 𝜉)𝑥0(𝜉)𝑑𝜉 +
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝑓(𝑋(𝑠, 𝜉)) 𝑑𝜉 𝑑𝑠
+
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉) 𝑑𝐵(𝑠, 𝜉) , (3.5.2)
e
𝑋𝑘(𝑡, 𝑥) =
∫︁ 1
0
𝐺𝑡(𝑥, 𝜉)𝑥0(𝜉) +
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝑓(𝑋𝑘(𝑠, 𝜉)) 𝑑𝜉 𝑑𝑠
+
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉) 𝑑𝐵𝑘(𝑠, 𝜉) (3.5.3)
respectivamente. Tambe´m, sabemos que as soluc¸o˜es mild das equac¸o˜es estoca´sticas
𝜕𝑋
𝜕𝑡
(𝑡, 𝜉) = 𝜕
2𝑋
𝜕𝜉2
(𝑡, 𝜉) + 𝜕
2𝐵
𝜕𝑡𝜕𝜉
(𝑡, 𝜉) ,
e
𝜕𝑋𝑘
𝜕𝑡
(𝑡, 𝜉) = 𝜕
2𝑋𝑘
𝜕𝜉2
(𝑡, 𝜉) + 𝜕
2𝐵𝑘
𝜕𝑡𝜕𝜉
(𝑡, 𝜉) ,
com condic¸o˜es iniciais iguais a zero, condic¸o˜es de fronteira Dirichlet e onde (𝑡, 𝜉) ∈ [0, 𝑇 ]×[0, 1] ,
sa˜o dadas respectivamente por
𝑈(𝑡, 𝑥) =
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉) 𝑑𝐵(𝑠, 𝜉) (3.5.4)
e
𝑈𝑘(𝑡, 𝑥) =
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉) 𝑑𝐵𝑘(𝑠, 𝜉) . (3.5.5)
Nosso truque para demonstrar a propriedade de estabilidade e´ primeiramente mostrar a
unicidade, no espac¸o 𝐶([0, 𝑇 ] × [0, 1];𝐿2(Ω)), da soluc¸a˜o da equac¸a˜o (3.5.6) descrita abaixo.
Da´ı, definiremos a aplicac¸a˜o Φ : 𝜃 ↦→ 𝑍𝜃 para cada 𝜃 ∈ 𝐶([0, 𝑇 ]× [0, 1];𝐿2(Ω)), e mostraremos
que tal aplicac¸a˜o e´ cont´ınua. Assim, pela continuidade dessa aplicac¸a˜o Φ, obteremos que a
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sequeˆncia de soluc¸o˜es do problema regularizado 𝑋𝑘 converge para a soluc¸a˜o 𝑋 do problema
original no espac¸o 𝐶([0, 𝑇 ]× [0, 1];𝐿2(Ω)).
Pelo exposto acima, para cada func¸a˜o 𝜃 ∈ 𝐶([0, 𝑇 ] × [0, 1];𝐿2(Ω)) consideramos a equac¸a˜o
integral
𝑍𝜃(𝑡, 𝑥) =
∫︁ 1
0
𝐺𝑡(𝑥, 𝜉)𝑥0(𝜉) 𝑑𝜉 +
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝑓(𝑍𝜃(𝑠, 𝜉)) 𝑑𝜉 𝑑𝑠+ 𝜃(𝑡, 𝑥). (3.5.6)
Das propriedades de 𝐺 e das suposic¸o˜es sobre as func¸o˜es 𝑥0 e 𝑓 mostraremos, atrave´s do seguinte
lema, que a equac¸a˜o acima possui uma u´nica soluc¸a˜o em 𝐶([0, 𝑇 ]× [0, 1];𝐿2(Ω)).
Lema 3.6. Assuma que 𝑓 e´ Lipschitz e 𝑥0 ∈ 𝐿2(0, 1). Enta˜o existe uma u´nica soluc¸a˜o em
𝐶([0, 𝑇 ]× [0, 1];𝐿2(Ω)) da equac¸a˜o (3.5.6).
Demonstrac¸a˜o. Existeˆncia: Utilizamos o me´todo de aproximac¸o˜es sucessivas. Para isto, defi-
nimos para 𝜃 ∈ 𝐶([0, 𝑇 ]× [0, 1];𝐿2(Ω)):⎧⎨⎩ 𝑍
0
𝜃 (𝑡, 𝑥) =
∫︀ 1
0 𝐺𝑡(𝑥, 𝜉)𝑥0(𝜉) 𝑑𝜉
𝑍𝑛+1𝜃 (𝑡, 𝑥) = 𝑍0𝜃 (𝑡, 𝑥) +
∫︀ 𝑡
0
∫︀ 1
0 𝐺𝑡−𝑠(𝑥, 𝜉)𝑓(𝑍𝑛𝜃 (𝑠, 𝜉)) 𝑑𝜉 𝑑𝑠+ 𝜃(𝑡, 𝑥) ,
e
𝐹𝑛(𝑡, 𝑥) = E[|𝑍𝑛+1𝜃 (𝑡, 𝑥)− 𝑍𝑛𝜃 (𝑡, 𝑥)|2] , 𝐻𝑛(𝑡) = sup
𝑥∈[0,1]
𝐹𝑛(𝑡, 𝑥) .
Assim
𝐹𝑛+1(𝑡, 𝑥) = E
[︁⃒⃒⃒ ∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)(𝑓(𝑍𝑛+1𝜃 (𝑠, 𝜉))− 𝑓(𝑍𝑛𝜃 (𝑠, 𝜉)))𝑑𝜉𝑑𝑠
⃒⃒⃒2]︁
≤ E
[︁
𝑇
∫︁ 𝑡
0
∫︁ 1
0
𝐺2𝑡−𝑠(𝑥, 𝜉)(𝑓(𝑍𝑛+1𝜃 (𝑠, 𝜉))− 𝑓(𝑍𝑛𝜃 (𝑠, 𝜉)))2𝑑𝜉𝑑𝑠
]︁
≤ 𝑇𝑀2
∫︁ 𝑡
0
∫︁ 1
0
𝐺2𝑡−𝑠(𝑥, 𝜉)E[|𝑍𝑛+1𝜃 (𝑠, 𝜉)− 𝑍𝑛𝜃 (𝑠, 𝜉)|2]
≤ 𝑇𝑀2
∫︁ 𝑡
0
∫︁ 1
0
𝐺2𝑡−𝑠(𝑥, 𝜉)𝐹𝑛(𝑠, 𝜉)𝑑𝜉𝑑𝑠 .
Da definic¸a˜o de 𝐻𝑛 resulta
𝐻𝑛+1(𝑡) ≤ 𝑇𝑀2
∫︁ 𝑡
0
∫︁ 1
0
𝐺2𝑡−𝑠(𝑥, 𝜉)𝐻𝑛(𝑠)𝑑𝜉𝑑𝑠 .
Do lema 2.9 existe uma constante 𝐶2 > 0 tal que
𝐻𝑛+1(𝑡) ≤ 𝐶2
∫︁ 𝑡
0
𝐻𝑛−1(𝑠)𝑑𝑠,
o qual e´ exatamente (3.4.5). Da´ı, seguindo a demonstrac¸a˜o do teorema 3.5 chegamos a que
{𝑍𝑛𝜃 }∞𝑛=1 e´ uma sequ¨eˆncia de Cauchy no espac¸o 𝐶([0, 𝑇 ] × [0, 1];𝐿2(Ω)) o qual e´ um espac¸o
Banach. Assim, existe 𝑍𝜃 ∈ 𝐶([0, 𝑇 ] × [0, 1];𝐿2(Ω)) tal que 𝑍𝑛𝜃 → 𝑍𝜃 quando 𝑛 → ∞. Daqui,
so´ falta mostrar que 𝑍𝜃 seja soluc¸a˜o da equac¸a˜o (3.5.6). De fato, tomamos limite na definic¸a˜o
de 𝑍𝑛+1𝜃 no espac¸o 𝐿
2(Ω):
𝑍𝑛+1𝜃 (𝑡, 𝑥)→ 𝑍𝜃(𝑡, 𝑥) quando 𝑛→∞ .
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Da´ı
E
[︁⃒⃒⃒ ∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)(𝑓(𝑍𝑛𝜃 (𝑠, 𝜉))− 𝑓(𝑍𝜃(𝑠, 𝜉)))𝑑𝜉𝑑𝑠
⃒⃒⃒2]︁
≤𝑀2
∫︁ 𝑡
0
∫︁ 1
0
𝐺2𝑡−𝑠(𝑥, 𝜉)E[|𝑍𝑛𝜃 (𝑠, 𝜉)− 𝑍𝜃(𝑠, 𝜉)|2]𝑑𝜉𝑑𝑠→ 0 ,
quando 𝑛 → ∞. Daqui 𝑍𝜃(𝑡, 𝑥) = lim𝑛→∞ 𝑍𝑛𝜃 (𝑡, 𝑥) e´ a soluc¸a˜o da equac¸a˜o (3.5.6), como
quer´ıamos.
Unicidade: Seja 𝜃 ∈ 𝐶([0, 𝑇 ]× [0, 1];𝐿2(Ω)). Suponha que ha´ duas soluc¸o˜es 𝑍1𝜃 e 𝑍2𝜃 tais que
verificam a equac¸a˜o (3.5.6). Pelo lema 2.9 temos
E[|𝑍1𝜃 (𝑡, 𝑥)− 𝑍2𝜃 (𝑡, 𝑥)|2]
≤𝑀2
(︁ ∫︁ 𝑡
0
∫︁ 1
0
𝐺2𝑡−𝑠(𝑥, 𝜉)𝑑𝜉𝑑𝑠
)︁(︁ ∫︁ 𝑡
0
∫︁ 1
0
E[|𝑍1𝜃 (𝑠, 𝜉)− 𝑍2𝜃 (𝑠, 𝜉)|2] 𝑑𝜉 𝑑𝑠
)︁
≤ ̃︀𝐶𝑀2𝑇 1/2 ∫︁ 𝑡
0
∫︁ 1
0
E[|𝑍1𝜃 (𝑠, 𝜉)− 𝑍2𝜃 (𝑠, 𝜉)|2] 𝑑𝜉 𝑑𝑠 .
Agora para 𝑔 ∈ 𝐶([0, 𝑇 ]× [0, 1];𝐿2(Ω)) introduzimos as normas
‖𝑔‖𝑡=
(︁
max
(𝑠,𝑥)∈[0,𝑡]×[0,1]
E[|𝑔(𝑠, 𝑥)|2]
)︁1/2
=
(︁
max
(𝑠,𝑥)∈[0,𝑡]×[0,1]
‖𝑔(𝑠, 𝑥)‖2𝐿2(Ω)
)︁1/2
. (3.5.7)
Desta forma, considerando estas normas e o lema 2.9, a desigualdade acima se transforma em
‖𝑍1𝜃 − 𝑍2𝜃‖2𝑡≤ ̃︀𝐶𝑀2𝑇 1/2 ∫︁ 𝑡0 ‖𝑍1𝜃 − 𝑍2𝜃‖2𝑠 𝑑𝑠.
Pela desigualdade de Gronwall
‖𝑍1𝜃 − 𝑍2𝜃‖2𝑡= 0, para quase todo 0 ≤ 𝑡 ≤ 𝑇 .
Portanto 𝑍1𝜃 = 𝑍2𝜃 , como desejamos.
A seguir definimos a aplicac¸a˜o
Φ : 𝐶([0, 𝑇 ]× [0, 1];𝐿2(Ω)) −→ 𝐶([0, 𝑇 ]× [0, 1];𝐿2(Ω))
𝜃 −→ 𝑍𝜃
Observamos que esta aplicac¸a˜o Φ e´ cont´ınua com respeito da topologia usual. Com efeito, sejam
𝜃1, 𝜃2 ∈ 𝐶([0, 𝑇 ]× [0, 1];𝐿2(Ω)). Assim pela hipo´tese 3.4 e a desigualdade de Ho¨lder temos
E[|𝑍𝜃1(𝑡, 𝑥)− 𝑍𝜃2(𝑡, 𝑥)|2]
≤ 2E
[︁⃒⃒⃒ ∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)(𝑓(𝑍𝜃1(𝑠, 𝜉))− 𝑓(𝑍𝜃2(𝑠, 𝜉)))𝑑𝜉𝑑𝑠
⃒⃒⃒2]︁
+ 2E[|𝜃1(𝑡, 𝑥)− 𝜃2(𝑡, 𝑥)|2]
≤ 2𝑀2
(︁ ∫︁ 𝑡
0
∫︁ 1
0
𝐺2𝑡−𝑠(𝑥, 𝜉)𝑑𝜉𝑑𝑠
)︁(︁ ∫︁ 𝑡
0
∫︁ 1
0
E[|𝑍𝜃1(𝑠, 𝜉)− 𝑍𝜃2(𝑠, 𝜉)|2]
)︁
+ 2E[|𝜃1(𝑡, 𝑥)− 𝜃2(𝑡, 𝑥)|2] .
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Utilizando as normas dadas em (3.5.7) e o lema 2.9, a desigualdade acima pode-se escrever
como:
‖𝑍𝜃1 − 𝑍𝜃2‖2𝑡≤ ̃︀𝐿 ∫︁ 𝑡0 ‖𝑍𝜃1 − 𝑍𝜃2‖2𝑠𝑑𝑠+ ‖𝜃1 − 𝜃2‖2𝑇 ,
onde ̃︀𝐿 > 0 e´ uma constante. Pela desigualdade de Gronwall existe uma constante 𝐿 > 0 tal
que
‖𝑍𝜃1 − 𝑍𝜃2‖𝑇≤ 𝐿‖𝜃1 − 𝜃2‖𝑇 .
Assim
‖Φ(𝜃1)− Φ(𝜃2)‖𝑇≤ 𝐿‖𝜃1 − 𝜃2‖𝑇 ,
e portanto Φ e´ cont´ınua, como quer´ıamos.
Tendo ja´ as ferramentas necessa´rias para confrontar nosso resultado principal, enunciamos
o teorema principal desta sec¸a˜o o qual garante que a soluc¸a˜o (mild) do problema regularizado
(3.4.1) converge para a soluc¸a˜o (mild) do problema original (3.1.2).
Teorema 3.7. Assuma a hipo´tese 3.4 e seja {𝐵𝑘(𝑡, 𝑥); (𝑡, 𝑥) ∈ [0, 𝑇 ] × [0, 1]}, 𝑘 ∈ N, uma
famı´lia de processos estoca´sticos definidos por,
𝐵𝑘(𝑡, 𝑥) = [𝜌𝑘(·) *𝐵(𝑡, ·)](𝑥) =
∫︁ 1
0
𝜌𝑘(𝑥− 𝑦)𝐵(𝑡, 𝑦) 𝑑𝑦 ,
onde 𝜌𝑘, 𝑘 ∈ N e´ o mollifier definido como 𝜌𝑘(𝑥) = 𝑘𝜌(𝑘𝑥) com 𝜌 ∈ 𝐶∞𝑐 (R) sendo uma func¸a˜o
positiva com suporte compacto tal que
∫︀ 1
0 𝜌(𝑥)𝑑𝑥 = 1 e 𝑥0 ∈ 𝐿2(0, 1). Enta˜o a famı´lia de
processos estoca´sticos {𝑋𝑘; 𝑘 ≥ 1} definidos como soluc¸o˜es mild das equac¸o˜es (3.4.1) converge
no espac¸o 𝐶([0, 𝑇 ]× [0, 1];𝐿2(Ω)) para a soluc¸a˜o mild 𝑋 da equac¸a˜o (3.5.1).
Demonstrac¸a˜o. Dividimos a prova em dois passos.
Passo 1 : Vamos a mostrar que a famı´lia de processos estoca´sticos {𝑈𝑘; 𝑘 ≥ 1} dadas por
(3.5.5) converge, no espac¸o 𝐶([0, 𝑇 ]× [0, 1];𝐿2(Ω)), para o processo 𝑈 definido em (3.5.4). Com
efeito, veja que
E[|𝑈𝑘(𝑡, 𝑥)− 𝑈(𝑡, 𝑥)|2] = E
[︁⃒⃒⃒ ∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)(𝑑𝐵𝑘(𝑠, 𝜉)− 𝑑𝐵(𝑠, 𝜉))
⃒⃒⃒2]︁
= E
[︁ ∫︁ 𝑡
0
∫︁ 1
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝐺𝑡−𝑠(𝑥, 𝜉′)
× (𝐶𝑘(𝜉, 𝜉′)− 𝜌𝑘 * 𝐶(𝜉, 𝜉′)− 𝐶 * 𝜌𝑘(𝜉, 𝜉′) + 𝐶(𝜉, 𝜉′))𝑑𝜉𝑑𝜉′𝑑𝑠
]︁
≤
∫︁ 𝑡
0
∫︁ 1
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝐺𝑡−𝑠(𝑥, 𝜉′)
× (|𝐶𝑘(𝜉, 𝜉′)− 𝜌𝑘 * 𝐶(𝜉, 𝜉′)|+|𝐶 * 𝜌𝑘(𝜉, 𝜉′)− 𝐶(𝜉, 𝜉′)|) 𝑑𝜉 𝑑𝜉′ 𝑑𝑠 ,
onde vemos, da equac¸a˜o (A.0.1) e a equac¸a˜o (3.1.4), que 𝐶 e 𝐶𝑘 esta˜o definidos por 𝐶(𝑥, 𝑥′) =
𝑥 ∧ 𝑥′ e 𝐶𝑘(𝑥, 𝑥′) = 𝜌𝑘 * 𝐶 * 𝜌𝑘(𝑥, 𝑥′) respectivamente. Desta maneira, para que se cumpra a
convergeˆncia basta verificar que:
|𝐶𝑘(𝜉, 𝜉′)− 𝜌𝑘 * 𝐶(𝜉, 𝜉′)|≤ 𝑐
𝑘
, e |𝐶 * 𝜌𝑘(𝜉, 𝜉′)− 𝐶(𝜉, 𝜉′)|≤ 𝑐
𝑘
, (3.5.8)
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onde 𝑐 e´ a constante Lipschitz da func¸a˜o 𝐶. Com efeito, por definic¸a˜o e propriedade dos
mollifiers, veja que
|𝐶 * 𝜌𝑘(𝜉, 𝜉′)− 𝐶(𝜉, 𝜉′)| =
⃒⃒⃒ ∫︁ 1
0
𝜌𝑘(𝜉′ − 𝑦′)𝐶(𝜉, 𝑦′) 𝑑𝑦′ − 𝐶(𝜉, 𝜉′)
⃒⃒⃒
=
⃒⃒⃒ ∫︁
(− 1
𝑘
, 1
𝑘
)
𝜌𝑘(𝑦′)𝐶(𝜉, 𝜉′ − 𝑦′) 𝑑𝑦′ −
∫︁
(− 1
𝑘
, 1
𝑘
)
𝜌𝑘(𝑦′)𝐶(𝜉, 𝜉′) 𝑑𝑦′
⃒⃒⃒
≤
∫︁
(− 1
𝑘
, 1
𝑘
)
𝜌𝑘(𝑦′) |𝐶(𝜉, 𝜉′ − 𝑦′)− 𝐶(𝜉, 𝜉′)| 𝑑𝑦′
≤ 𝑐
∫︁
(𝜉− 1
𝑘
,𝜉)
𝑑𝑦′
≤ 𝑐
𝑘
∫︁
(− 1
𝑘
, 1
𝑘
)
𝜌𝑘(𝑦′)𝑑𝑦′
≤ 𝑐
𝑘
, (3.5.9)
onde 𝑐 e´ a constante Lipschitz da func¸a˜o 𝐶. Fazendo uso do fato acima, tambe´m temos que
|𝐶𝑘(𝜉, 𝜉′)− 𝜌𝑘 * 𝐶(𝜉, 𝜉′)| = |𝜌𝑘 * 𝐶 * 𝜌𝑘(𝜉, 𝜉′)− 𝜌𝑘 * 𝐶(𝜉, 𝜉′)|
≤
∫︁ 1
0
𝜌𝑘(𝜉 − 𝑦) |𝐶 * 𝜌𝑘(𝑦, 𝜉′)− 𝐶(𝑦, 𝜉′)| 𝑑𝑦
= 𝑐
𝑘
, (3.5.10)
como desejamos. Assim, pelo lema 2.9 obtemos
E[|𝑈𝑘(𝑡, 𝑥)− 𝑈(𝑡, 𝑥)|2] ≤ 2𝑐
𝑘
∫︁ 𝑡
0
∫︁ 1
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝐺𝑡−𝑠(𝑥, 𝜉′)𝑑𝜉𝑑𝜉′𝑑𝑠
= 2𝑐
𝑘
∫︁ 𝑡
0
(︁ ∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝑑𝜉
)︁2
𝑑𝑠
≤ 2𝑐
𝑘
∫︁ 𝑡
0
∫︁ 1
0
𝐺2𝑡−𝑠(𝑥, 𝜉)𝑑𝜉𝑑𝑠
≤ 2𝑐𝑇
1/2
𝑘
.
Portanto, vemos que para todo (𝑡, 𝑥) ∈ [0, 𝑇 ] × [0, 1], E[|𝑈𝑘(𝑡, 𝑥) − 𝑈(𝑡, 𝑥)|2] −→ 0 quando
𝑘 →∞. Ou seja,
‖𝑈𝑘 − 𝑈‖2𝐶([0,𝑇 ]×[0,1];𝐿2(Ω))= sup
(𝑡,𝑥)∈[0,𝑇 ]×[0,1]
E[|𝑈𝑘(𝑡, 𝑥)− 𝑈(𝑡, 𝑥)|2] −→ 0,
quando 𝑘 →∞. Desta maneira, 𝑈𝑘 converge para 𝑈 .
Passo 2: Mostramos que a sequeˆncia {𝑋𝑘; 𝑘 ≥ 1} converge para o processo 𝑋. De fato, pelas
equac¸o˜es (3.5.2), (3.5.3), (3.5.4) e (3.5.5) temos que
𝑋𝑘(𝑡, 𝑥) =
∫︁ 1
0
𝐺𝑡(𝑥, 𝜉)𝑥0(𝜉)𝑑𝜉 +
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝑓(𝑋𝑘(𝑠, 𝜉))𝑑𝜉𝑑𝑠+ 𝑈𝑘(𝑡, 𝑥)
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e
𝑋(𝑡, 𝑥) =
∫︁ 1
0
𝐺𝑡(𝑥, 𝜉)𝑥0(𝜉)𝑑𝜉 +
∫︁ 𝑡
0
∫︁ 1
0
𝐺𝑡−𝑠(𝑥, 𝜉)𝑓(𝑋(𝑠, 𝜉))𝑑𝜉𝑑𝑠+ 𝑈(𝑡, 𝑥).
Pelo lema 3.6 resulta que
𝑋𝑘 = Φ(𝑈𝑘) e 𝑋 = Φ(𝑈).
Assim, pelo passo 1 e a continuidade da aplicac¸a˜o Φ tem-se que 𝑋𝑘 converge para 𝑋 no espac¸o
𝐶([0, 𝑇 ]× [0, 1];𝐿2(Ω)), com quer´ıamos.
Observac¸a˜o 3.8. Como trabalhos futuros gostar´ıamos de estender nossos resultados obtidos
neste cap´ıtulo para casos mais gerais tais como:
(i) Considerar condic¸o˜es mais fracas sobre os coeficientes; neste caso nos referimos a` parte
na˜o-linear 𝑓 , por exemplo, podemos considerar 𝑓 como sendo uma func¸a˜o Ho¨lder cont´ınua
ou como sa˜o definidos por J. Wissel em [50] podemos considerar 𝑓 com condic¸o˜es tipo
“Lipschitz em me´dia” ou “Fracamente Lipschitz em me´dia”.
(ii) Tambe´m, como desafio principal respeito das equac¸o˜es de reac¸a˜o-difusa˜o estoca´sticas que-
remos considerar o caso de ruido multiplicativo (i.e. no caso quando a func¸a˜o 𝑏 seja na˜o
constante), primeiro considerando as func¸o˜es 𝑓 e 𝑏 sendo globalmente Lipschitz e depois
tentar estender esses resultados para condic¸o˜es mais fracas sobre os coeficientes, como
por exemplo no item (i).
(iii) Por u´ltimo, estamos interessados em estudar o comportamento assinto´tico das soluc¸o˜es.
Por exemplo, seguindo o estudo de G. Da Prato e J. Zabczyk em [19] e G. Da Prato em
[20], desejamos estudar a existeˆncia e unicidade de medidas invariantes para as soluc¸o˜es
assim como a convergeˆncia fraca de suas probabilidades de transic¸a˜o associadas a ditas
soluc¸o˜es. Este enfoque induz propriedades como por exemplo obter soluc¸o˜es estaciona´rias,
etc.
Cap´ıtulo 4
Unicidade da Equac¸a˜o de Transporte
Estoca´stico com Drift Limitado
Neste cap´ıtulo estamos interessados em estudar o problema de existeˆncia e essencialmente
o problema da unicidade de soluc¸o˜es para a equac¸a˜o de transporte estoca´stico dada por:⎧⎪⎪⎨⎪⎪⎩
𝜕𝑡𝑢(𝑡, 𝑥, 𝜔) + (𝑏(𝑡, 𝑥) +
𝑑𝐵𝑡
𝑑𝑡
(𝜔)) · ∇𝑢(𝑡, 𝑥, 𝜔) = 0 ,
𝑢|𝑡=0= 𝑢0 .
(4.0.1)
onde (𝑡, 𝑥) ∈ [0, 𝑇 ]×R𝑑, 𝜔 ∈ Ω, 𝑏 : R+×R𝑑 → R𝑑 e´ um campo vetorial e 𝐵𝑡 = (𝐵1𝑡 , ..., 𝐵𝑑𝑡 ) e´ um
movimento browniano padra˜o em R𝑑. Na verdade, mostraremos a unicidade de 𝐿2(R𝑑)-soluc¸o˜es
fracas para a equac¸a˜o (4.0.1), quando o campo vetorial 𝑏(𝑡, 𝑥) e´ limitado e o dado inicial e´ um
elemento de 𝐿2(R𝑑), via o me´todo de dualidade para equac¸o˜es parabo´licas (ver D. Kim [22] e
N. V. Krylov [37]). Para mais informac¸a˜o respeito ao problema de existeˆncia e unicidade ver
H. Kunita em [34] e [35], F. Flandoli, M. Gubinelli e E. Priola em [26], E. Fedrizzi, W. Neves
e C. Olivera em [25] e P. Catuogno e C. Olivera em [15].
A seguir apresentamos o conjunto e uma definic¸a˜o adequada de soluc¸a˜o para a equac¸a˜o
acima, adaptada para tratar o problema de boa colocac¸a˜o sobre condic¸o˜es fracas na regulari-
dade dos coeficientes. Assim, consideramos (Ω,F,P) um espac¸o de probabilidade dado e fixamos
qualquer inteiro positivo 𝑇 > 0. Tambe´m supomos que para cada 𝑡 ∈ [0, 𝑇 ] existe um movi-
mento Browniano 𝑑-dimensional 𝐵𝑡 e desse modo usamos a filtrac¸a˜o natural associada a dito
movimento browniano a qual denotamos por F𝑡 = F𝐵𝑡 (ver subsec¸a˜o 2.2.1). Nos restringimos a
considerar a colec¸a˜o de conjuntos mensura´veis F = F𝑇 .
Agora damos a definic¸a˜o na qual dizemos em que sentido um processo estoca´stico e´ uma
soluc¸a˜o fraca de (4.0.1).
Definic¸a˜o 4.1. Um processo estoca´stico 𝑢 ∈ 𝐿∞(Ω × [0, 𝑇 ];𝐿2(R𝑑)) e´ chamado uma 𝐿2-
soluc¸a˜o fraca do problema de Cauchy (4.0.1) quando: Para qualquer 𝜙 ∈ 𝐶∞𝑐 (R𝑑), o pro-
cesso
∫︀
𝑢(𝑡, 𝑥)𝜙(𝑥) 𝑑𝑥 que toma valores reais tem uma modificac¸a˜o cont´ınua a qual e´ uma
F𝑡-semimartingale, e para todo 𝑡 ∈ [0, 𝑇 ], temos P-quase certamente
∫︁
R𝑑
𝑢(𝑡, 𝑥)𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝑢0(𝑥)𝜙(𝑥) 𝑑𝑥+
𝑑∑︁
𝑖=1
∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑠, 𝑥) 𝑏𝑖(𝑠, 𝑥)𝜕𝑖𝜙(𝑥) 𝑑𝑥𝑑𝑠
37
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+
∫︁ 𝑡
0
∫︁
R𝑑
div 𝑏(𝑠, 𝑥)𝑢(𝑠, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
𝑑∑︁
𝑖=1
∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑠, 𝑥) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 ∘𝑑𝐵𝑖𝑠 . (4.0.2)
Observac¸a˜o 4.2. Usando a mesma ideia do lema 13 de F. Flandoli, M. Gubinelli e E. Priola
[26], observamos que a definic¸a˜o de soluc¸a˜o fraca para o problema (4.0.1) tem a seguinte for-
mulac¸a˜o Itoˆ equivalente: Um processo estoca´stico 𝑢 ∈ 𝐿∞(Ω× [0, 𝑇 ];𝐿2(R𝑑)) e´ uma 𝐿2-soluc¸a˜o
fraca da equac¸a˜o diferencial parcial estoca´stica (4.0.1) se para cada func¸a˜o teste 𝜙 ∈ 𝐶∞𝑐 (R𝑑),
o processo
∫︀
𝑢(𝑡, 𝑥)𝜙(𝑥) 𝑑𝑥 que toma valores reais tem uma modificac¸a˜o cont´ınua a qual e´ uma
F𝑡-semimartingale, e para todo 𝑡 ∈ [0, 𝑇 ], satisfaz a seguinte formulac¸a˜o de Itoˆ P-quase certa-
mente ∫︁
R𝑑
𝑢(𝑡, 𝑥)𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝑢0(𝑥)𝜙(𝑥) 𝑑𝑥+
𝑑∑︁
𝑖=1
∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑠, 𝑥) 𝑏𝑖(𝑠, 𝑥)𝜕𝑖𝜙(𝑥) 𝑑𝑥𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
div 𝑏(𝑠, 𝑥)𝑢(𝑠, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
𝑑∑︁
𝑖=1
∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑠, 𝑥) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 𝑑𝐵𝑖𝑠
+ 12
∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑠, 𝑥)Δ𝜙(𝑥) 𝑑𝑥 𝑑𝑠 .
4.1 Existeˆncia de Soluc¸a˜o Fraca
Nesta sec¸a˜o demonstraremos o resultado de existeˆncia considerando as seguintes condic¸o˜es
sobre os coeficientes da equac¸a˜o do transporte (4.0.1).
Hipo´tese 4.3. Assuma que o campo vetorial 𝑏 satisfaz
𝑏 ∈ 𝐿∞([0, 𝑇 ]× R𝑑) (4.1.1)
e
div 𝑏 ∈ 𝐿2([0, 𝑇 ];𝐿∞(R𝑑)). (4.1.2)
Ale´m disso, a condic¸a˜o inicial e´ tomada de modo que
𝑢0 ∈ 𝐿2(R𝑑) . (4.1.3)
Teorema 4.4. Assuma a hipo´tese 4.3. Enta˜o existe 𝐿2(R𝑑) - soluc¸a˜o fraca 𝑢 do problema de
Cauchy (4.0.1).
Demonstrac¸a˜o. Devido aos detalhes da demonstrac¸a˜o, a dividimos em duas etapas. Na primeira
etapa, usamos um procedimento de regularizac¸a˜o (convoluc¸a˜o na varia´vel espacial) para obter
o problema de Cauchy (4.0.1) na forma regularizada e assim conseguir, a partir dessa equac¸a˜o,
algumas estimativas importantes. Na segunda etapa, mostramos a existeˆncia de soluc¸o˜es fracas
para o problema (4.0.1) sob a hipo´tese 4.3 tomando o “limite” no problema regularizado.
Etapa 1: Existeˆncia do Problema Regularizado. Considere {𝜌𝜖}𝜖 uma famı´lia de mollifiers
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sime´tricos padra˜o e uma func¸a˜o cut-off diferencia´vel 0 ≤ 𝜂 ≤ 1 suportada na bola de raio 2 e tal
que 𝜂 = 1 na bola de raio 1. Para cada 𝜖 > 0 introduzimos as func¸o˜es reescalonadas 𝜂𝜖(·) = 𝜂(𝜖·).
Usando estas dois famı´lias de func¸o˜es definimos a famı´lia de coeficientes regularizados como
𝑏𝜖(𝑡, 𝑥) = 𝜂𝜖(𝑥)[𝑏(𝑡, ·) * 𝜌𝜖(·)](𝑥).
De igual maneira, definimos a famı´lia de aproximac¸o˜es regulares da condic¸a˜o inicial
𝑢𝜖0(𝑥) = 𝜂𝜖(𝑥)[𝑢0(·) * 𝜌𝜖(·)](𝑥).
Observemos claramente que qualquer elemento 𝑏𝜖, 𝑢𝜖0, 𝜖 > 0 das dois famı´lias e´ diferencia´vel
no espac¸o e suportada compactamente, portanto com derivadas limitadas de todas as ordens.
Enta˜o, para qualquer 𝜖 > 0 fixado, seguindo a teoria cla´ssica de H. Kunita, ver [34], fornecemos
a existeˆncia de uma u´nica soluc¸a˜o 𝑢𝜖 para a equac¸a˜o regularizada⎧⎨⎩ 𝑑𝑢
𝜖(𝑡, 𝑥, 𝜔) +∇𝑢𝜖(𝑡, 𝑥, 𝜔) · (𝑏𝜖(𝑡, 𝑥)𝑑𝑡+ ∘𝑑𝐵𝑡(𝜔)) = 0,
𝑢𝜖|𝑡=0 = 𝑢𝜖0 ,
(4.1.4)
Ale´m disso, temos uma fo´rmula de representac¸a˜o para tal soluc¸a˜o 𝑢𝜖, a saber:
𝑢𝜖(𝑡, 𝑥) = 𝑢𝜖0((𝜑𝜖𝑡)−1(𝑥)) (4.1.5)
em termos da condic¸a˜o inicial regularizada e o fluxo inverso (𝜑𝜀𝑡)−1 associado a` equac¸a˜o de
caracter´ısticas da equac¸a˜o (4.1.4), a qual e´ dada por
𝑑𝑋𝜖𝑡 = 𝑏𝜖(𝑡,𝑋𝜖𝑡 ) 𝑑𝑡+ 𝑑𝐵𝑡 , 𝑋0 = 𝑥 .
Tambe´m, vemos que o Jacobiano do fluxo resolve caminho a caminho a equac¸a˜o diferencial
ordina´ria (ver [34])
𝑑𝐽𝜑𝜖𝑡(𝑥, 𝜔) = div 𝑏𝜖(𝑡, 𝜑𝜖𝑡(𝑥, 𝜔))𝐽𝜑𝜖𝑡(𝑥, 𝜔) 𝑑𝑡
Dessa maneira, observe que
log (𝐽𝜑𝜖𝑡(𝑥, 𝜔)) =
∫︁ 𝑡
0
div 𝑏𝜖(𝑠, 𝜑𝜖𝑠(𝑥, 𝜔)) 𝑑𝑠 .
Pela hipo´tese 4.3 podemos ver que a integral
∫︀ 𝑡
0 div 𝑏𝜖𝑑𝑠 e´ limitada uniformemente em 𝜖, enta˜o
pela expressa˜o acima o Jacobiano do fluxo tambe´m e´ limitado uniformemente em 𝜖. Assim,
usando a mudanc¸a de varia´veis (𝜑𝜖𝑡)−1(𝑥) ↦→ 𝑥 obtemos quase certamente∫︁
R𝑑
|𝑢𝜖(𝑡, 𝑥)|2𝑑𝑥 =
∫︁
R𝑑
|𝑢𝜖0((𝜑𝜖𝑡)−1(𝑥, 𝜔))|2𝑑𝑥 =
∫︁
R𝑑
|𝑢𝜖0(𝑥)|2𝐽𝜑𝜖𝑡(𝑥, 𝜔) 𝑑𝑥
≤ 𝐶
∫︁
R𝑑
|𝑢𝜖0(𝑥)|2𝑑𝑥 . (4.1.6)
Agora, veja que se 𝑢𝜖 e´ uma soluc¸a˜o da equac¸a˜o (4.1.4), enta˜o ele tambe´m e´ uma soluc¸a˜o fraca,
o qual significa que para qualquer func¸a˜o teste 𝜙 ∈ 𝐶∞𝑐 (R𝑑), a func¸a˜o 𝑢𝜖 satisfaz a seguinte
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equac¸a˜o integral na forma Itoˆ:∫︁
R𝑑
𝑢𝜖(𝑡, 𝑥)𝜙(𝑥) 𝑑𝑥 =
∫︁
R𝑑
𝑢𝜖0(𝑥)𝜙(𝑥) 𝑑𝑥+
∫︁ 𝑡
0
∫︁
R𝑑
𝑢𝜖(𝑠, 𝑥) 𝑏𝜖(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑢𝜖(𝑠, 𝑥) div 𝑏𝜖(𝑠, 𝑥)𝜙(𝑥) 𝑑𝑥𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑢𝜖(𝑠, 𝑥)∇𝜙(𝑥) 𝑑𝑥 𝑑𝐵𝑠
+ 12
∫︁ 𝑡
0
∫︁
R𝑑
𝑢𝜖(𝑠, 𝑥)Δ𝜙(𝑥) 𝑑𝑥𝑑𝑠 . (4.1.7)
Observe que por definic¸a˜o e considerando (4.1.3), temos que 𝑢𝜖0 e´ uniformemente limitada em
𝐿2(R𝑑). Desta maneira, por (4.1.6) resulta que 𝑢𝜖 e´ tambe´m uniformemente limitada no espac¸o
𝐿∞(Ω × [0, 𝑇 ];𝐿2(R𝑑)) e assim em 𝐿2(Ω × [0, 𝑇 ] × R𝑑). Portanto, pela observac¸a˜o 2.4 - item
(b) dada na subsec¸a˜o 2.1.1, existe uma subsequeˆncia {𝑢𝜖𝑛}𝑛≥0 tal que converge fracamente-⋆
em 𝐿∞(Ω× [0, 𝑇 ];𝐿2(R𝑑)) para algum processo 𝑢 ∈ 𝐿∞(Ω× [0, 𝑇 ];𝐿2(R𝑑)).
Etapa 2: Passagem do Limite. A ideia ba´sica para provar a existeˆncia de soluc¸o˜es fracas
da equac¸a˜o (4.0.1), seguindo por exemplo argumentos cla´ssicos de [26, teorema 15] e [46, Sect.
II, Cap´ıtulo 3], e´ mostrar que o limite da subsequeˆncia 𝑢𝜖𝑛 achada na etapa 1 e´ soluc¸a˜o fraca
do problema original.
Para simplificar a notac¸a˜o denotamos 𝜖𝑛 por 𝜖 e para cada 𝜙 ∈ 𝐶∞𝑐 (R𝑑) consideramos
𝑢𝜖(𝜙) :=
∫︁
R𝑑
𝑢𝜖(𝑡, 𝑥)𝜙(𝑥) 𝑑𝑥,
onde inclu´ımos o caso 𝜖 = 0. Assim veja que se 𝜙 ∈ 𝐶∞𝑐 (R𝑑) enta˜o o processo 𝑢𝜖(𝜙) e´ adap-
tado (por definic¸a˜o) e converge fracamente no espac¸o 𝐿2(Ω× [0, 𝑇 ]) ao longo da subsequeˆncia
convergente achada acima para o processo 𝑢(𝜙), o qual e´ progressivamente mensura´vel pois o
espac¸o de processos adaptados e´ um subespac¸o fechado de 𝐿2(Ω× [0, 𝑇 ]), portanto fracamente
fechado (ver H. Kunita [34]). Desta maneira, resulta que a integral de Itoˆ do processo limitado
𝑢(𝜙) esta´ bem definida. A seguir observe que a aplicac¸a˜o 𝑇 definida por
𝑇 (𝑓)(𝜔, 𝑡) :=
∫︁ 𝑡
0
𝑓(𝜔, 𝑠) · 𝑑𝐵𝑠(𝜔) ,
e´ linear e cont´ınua, do espac¸o de processos adaptados de 𝐿2(Ω × [0, 𝑇 ];R𝑑) para o espac¸o
𝐿2(Ω× [0, 𝑇 ]), portanto e´ fracamente cont´ınua. De fato,
 T e´ linear. Evidente.
 T cont´ınuo pois, pela isometria de Itoˆ, obtemos:
‖𝑇 (𝑓)‖2𝐿2(Ω×[0,𝑇 ]) =
∫︁
Ω
∫︁ 𝑇
0
𝑇 (𝑓)2(𝜔, 𝑡) 𝑑𝑡P(𝑑𝜔)
=
∫︁
Ω
∫︁ 𝑇
0
(︁ ∫︁ 𝑡
0
𝑓(𝑠) 𝑑𝐵𝑠
)︁2
𝑑𝑡P(𝑑𝜔)
=
∫︁
Ω
∫︁ 𝑇
0
∫︁ 𝑡
0
|𝑓(𝑠)|2R𝑑 𝑑𝑠 𝑑𝑡P(𝑑𝜔)
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≤
∫︁
Ω
∫︁ 𝑇
0
∫︁ 𝑇
0
|𝑓(𝑠)|2R𝑑 𝑑𝑠 𝑑𝑡P(𝑑𝜔)
≤ 𝑇‖𝑓‖2𝐿2(Ω×[0,𝑇 ];R𝑑).
Assim, da continuidade de 𝑇 e dado que 𝑢𝜖(∇𝜙) ⇀ 𝑢(∇𝜙) fracamente no espac¸o 𝐿2(Ω ×
[0, 𝑇 ];R𝑑) quando 𝜖→ 0, resulta∫︁ ·
0
𝑢𝜖(∇𝜙) · 𝑑𝐵𝑠 ⇀
∫︁ ·
0
𝑢(∇𝜙) · 𝑑𝐵𝑠 (4.1.8)
no espac¸o 𝐿2(Ω× [0, 𝑇 ]).
A seguir observe que da hipo´tese 4.3, exatamente das equac¸o˜es (4.1.1) e (4.1.2), resulta que
𝑏, 𝑏𝜖 ∈ 𝐿2𝑙𝑜𝑐([0, 𝑇 ]× R𝑑) e div 𝑏, div 𝑏𝜖 ∈ 𝐿2𝑙𝑜𝑐([0, 𝑇 ]× R𝑑) .
Assim, na˜o e´ dif´ıcil ver que
𝑏𝜖 → 𝑏 e div 𝑏𝜖 → div 𝑏 (4.1.9)
convergem fortemente em 𝐿2𝑙𝑜𝑐([0, 𝑇 ]×R𝑑) quando 𝜖→ 0. Deste modo, vejamos que para todo
𝜙 ∈ 𝐶∞𝑐 (R𝑑),
𝑏𝜖 · ∇𝜙→ 𝑏𝜖 · ∇𝜙 , (4.1.10)
e
div 𝑏𝜖𝜙→ div 𝑏𝜙 , (4.1.11)
quando 𝜖 → 0, convergem fortemente no espac¸o 𝐿2([0, 𝑇 ] × R𝑑). Com efeito, basta ver as
seguintes limitac¸o˜es∫︁ 𝑇
0
∫︁
R𝑑
|𝑏𝜖(𝑠, 𝑥) · ∇𝜙(𝑥)− 𝑏(𝑠, 𝑥) · ∇𝜙(𝑥)|2 𝑑𝑥 𝑑𝑠
≤
∫︁ 𝑇
0
∫︁
𝑠𝑢𝑝𝑝(∇𝜙)
‖∇𝜙‖2𝐿∞(R𝑑)|𝑏𝜖(𝑠, 𝑥)− 𝑏(𝑠, 𝑥)|2 𝑑𝑥 𝑑𝑠
≤ ‖∇𝜙‖2𝐿∞(R𝑑)‖𝑏𝜖 − 𝑏‖2𝐿2([0,𝑇 ]×𝑠𝑢𝑝𝑝(∇𝜙)).
De igual maneira, temos∫︁ 𝑇
0
∫︁
R𝑑
|div 𝑏𝜖(𝑠, 𝑥)𝜙(𝑥)− div 𝑏(𝑠, 𝑥)𝜙(𝑥)|2 𝑑𝑥 𝑑𝑠
≤
∫︁ 𝑇
0
∫︁
𝑠𝑢𝑝𝑝(𝜙)
‖𝜙‖2𝐿∞(R𝑑)|div 𝑏𝜖(𝑠, 𝑥)− div 𝑏(𝑠, 𝑥)|2 𝑑𝑥 𝑑𝑠
≤ ‖𝜙‖2𝐿∞(R𝑑)‖div 𝑏𝜖 − div 𝑏‖2𝐿2([0,𝑇 ]×𝑠𝑢𝑝𝑝(𝜙)).
Daqui, tendo em conta (4.1.9), tomamos limite nas duas u´ltimas desigualdades quando 𝜖 → 0
para obtermos (4.1.10) e (4.1.11).
A seguir, com as convergeˆncias obtidas acima, mostraremos que∫︁ 𝑡
0
∫︁
R𝑑
𝑢𝜖(𝑠, 𝑥)𝑏𝜖(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠 ⇀
∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑠, 𝑥)𝑏(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠 , (4.1.12)
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no espac¸o 𝐿2(Ω × [0, 𝑇 ]) quando 𝜖 → 0. Mas isto e´ equivalente a mostrar que para toda
𝑓 ∈ 𝐿2(Ω× [0, 𝑇 ]) se verifica∫︁
Ω
∫︁ 𝑇
0
∫︁ 𝑡
0
∫︁
R𝑑
𝑢𝜖(𝑠, 𝑥) 𝑏𝜖(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑓(𝑡, 𝜔) 𝑑𝑥 𝑑𝑠 𝑑𝑡P(𝑑𝜔)
−→
∫︁
Ω
∫︁ 𝑇
0
∫︁ 𝑡
0
∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑠, 𝑥) 𝑏(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑓(𝑡, 𝜔) 𝑑𝑥 𝑑𝑠 𝑑𝑡P(𝑑𝜔) .
quando 𝜖→ 0. De fato, primeiro denotemos por 𝜈𝜖𝑠(𝑥) = 𝑏𝜖(𝑠, 𝑥) · ∇𝜙(𝑥) e 𝜈𝑠 = 𝑏(𝑠, 𝑥) · ∇𝜙(𝑥).
Enta˜o
𝐼𝜖 : =
∫︁
Ω
∫︁ 𝑇
0
∫︁ 𝑡
0
∫︁
R𝑑
(𝑢𝜖(𝑠, 𝑥) 𝜈𝜖𝑠(𝑥)− 𝑢(𝑠, 𝑥) 𝜈𝑠(𝑥))𝑓(𝑡, 𝜔) 𝑑𝑥 𝑑𝑠 𝑑𝑡P(𝑑𝜔)
=
∫︁
Ω
∫︁ 𝑇
0
∫︁ 𝑡
0
∫︁
R𝑑
𝑢𝜖(𝑠, 𝑥)(𝜈𝜖𝑠(𝑥)− 𝜈𝑠(𝑥))𝑓(𝑡, 𝜔) 𝑑𝑥 𝑑𝑠 𝑑𝑡P(𝑑𝜔)
+
∫︁
Ω
∫︁ 𝑇
0
∫︁ 𝑡
0
∫︁
R𝑑
(𝑢𝜖(𝑠, 𝑥)− 𝑢(𝑠, 𝑥)) 𝜈𝑠(𝑥)𝑓(𝑡, 𝜔) 𝑑𝑥 𝑑𝑠 𝑑𝑡P(𝑑𝜔)
:= 𝐼𝜖1 + 𝐼𝜖2 ,
onde, pela limitac¸a˜o (4.1.6) e a desigualdade de Ho¨lder, tem-se
𝐼𝜖1 ≤
∫︁
Ω
∫︁ 𝑇
0
∫︁ 𝑡
0
∫︁
R𝑑
|𝑢𝜖(𝑠, 𝑥)| |𝜈𝜖𝑠(𝑥)− 𝜈𝑠(𝑥)| |𝑓(𝑡, 𝜔)| 𝑑𝑥 𝑑𝑠 𝑑𝑡P(𝑑𝜔)
≤
(︁ ∫︁
Ω
∫︁ 𝑇
0
∫︁ 𝑇
0
∫︁
R𝑑
|𝑢𝜖(𝑠, 𝑥)|2 𝑑𝑥 𝑑𝑠 𝑑𝑡P(𝑑𝜔)
)︁1/2×
×
(︁ ∫︁
Ω
∫︁ 𝑇
0
∫︁ 𝑇
0
∫︁
R𝑑
|𝜈𝜖𝑠(𝑥)− 𝜈𝑠(𝑥)|2 |𝑓(𝑡, 𝜔)|2 𝑑𝑥 𝑑𝑠 𝑑𝑡P(𝑑𝜔)
)︁1/2
≤ 𝑇 1/2𝐶1/2 ‖𝜈𝜖 − 𝜈‖𝐿2([0,𝑇 ]×R𝑑) ‖𝑓‖𝐿2(Ω×[0,𝑇 ])
(︁ ∫︁
Ω
∫︁ 𝑇
0
∫︁
R𝑑
|𝑢𝜖0(𝑥)|2 𝑑𝑥 𝑑𝑠 𝑑𝑡P(𝑑𝜔)
)︁1/2
≤ 𝑇 𝐶 ‖𝑢0‖𝐿2(R𝑑) ‖𝜈𝜖 − 𝜈‖𝐿2([0,𝑇 ]×R𝑑) ‖𝑓‖𝐿2(Ω×[0,𝑇 ]) .
Deste modo, por (4.1.10) resulta que 𝐼𝜖1 → 0 quando 𝜖→ 0. Tambe´m, note que
𝐼𝜖2 =
∫︁ 𝑇
0
[︂ ∫︁
Ω
∫︁ 𝑡
0
∫︁
R𝑑
(𝑢𝜖(𝑠, 𝑥)− 𝑢(𝑠, 𝑥)) 𝜈𝑠(𝑥)𝑓(𝑡, 𝜔) 𝑑𝑥 𝑑𝑠P(𝑑𝜔)
]︂
𝑑𝑡
=
∫︁ 𝑇
0
[︂ ∫︁
Ω
∫︁ 𝑡
0
⟨𝑢𝜖(𝑠, ·)− 𝑢(𝑠, ·) , 𝜈𝑠(·)𝑓(𝑡, 𝜔)⟩𝐿2(R𝑑) 𝑑𝑠P(𝑑𝜔)
]︂
𝑑𝑡
:=
∫︁ 𝑇
0
𝒯𝑢𝜖−𝑢(𝜈 𝑓(𝑡, ·)) 𝑑𝑡 ,
onde 𝒯𝑢𝜖−𝑢 e´ definida, pelo teorema de representac¸a˜o de Riez, como um funcional linear do
espac¸o 𝐿1(Ω× [0, 𝑡];𝐿2(R𝑑)) tal que para todo 𝑔 ∈ 𝐿1(Ω× [0, 𝑡];𝐿2(R𝑑)) temos a representac¸a˜o
𝒯𝑢𝜖−𝑢(𝑔) =
∫︁
Ω
∫︁ 𝑡
0
⟨𝑢𝜖(𝑠, ·)− 𝑢(𝑠, ·) , 𝑔(𝑠, ·, 𝜔)⟩𝐿2(R𝑑) 𝑑𝑠P(𝑑𝜔) .
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Daqui, como 𝑢𝜖 ⇀ ⋆𝑢 em 𝐿∞(Ω× [0, 𝑇 ];𝐿2(R𝑑)) e por propriedade da convergeˆncia fraca-⋆ na
topologia 𝜎((𝐿1)⋆, 𝐿1) = 𝜎(𝐿∞, 𝐿1) resulta que para todo 𝑔 ∈ 𝐿1(Ω× [0, 𝑡];𝐿2(R𝑑)),
𝒯𝑢𝜖−𝑢(𝑔)→ 𝒯0(𝑔) = 0 , quando 𝜖→ 0 ,
ou seja, ∫︁
Ω
∫︁ 𝑡
0
⟨𝑢𝜖(𝑠, ·)− 𝑢(𝑠, ·) , 𝑔(𝑠, ·, 𝜔)⟩𝐿2(R𝑑) 𝑑𝑠P(𝑑𝜔)
=
∫︁
Ω
∫︁ 𝑡
0
∫︁
R𝑑
(𝑢𝜖(𝑠, 𝑥)− 𝑢(𝑠, 𝑥)) 𝑔(𝑠, 𝑥, 𝜔) 𝑑𝑥 𝑑𝑠P(𝑑𝜔)→ 0 , (4.1.13)
quando 𝜖 → 0. Queremos mostrar que 𝐼𝜖2 → 0 quando 𝜖 → 0. Para isso vemos que 𝜈 𝑓(𝑡, ·) ∈
𝐿1(Ω× [0, 𝑡];𝐿2(R𝑑)) pois∫︁
Ω
∫︁ 𝑡
0
‖𝜈𝑠(·) 𝑓(𝑡, 𝜔)‖𝐿2(R𝑑) 𝑑𝑥 𝑑𝑠P(𝑑𝜔) =
∫︁
Ω
∫︁ 𝑡
0
(︁ ∫︁
R𝑑
|𝜈𝑠(𝑥) 𝑓(𝑡, 𝜔)|2 𝑑𝑥
)︁1/2
𝑑𝑠P(𝑑𝜔)
≤
∫︁
Ω
∫︁ 𝑇
0
(︁ ∫︁
R𝑑
|𝑏(𝑠, 𝑥) · ∇𝜙(𝑥)|2 |𝑓(𝑡, 𝜔)|2 𝑑𝑥
)︁1/2
𝑑𝑠P(𝑑𝜔)
≤ ‖∇𝜙‖𝐿∞(R𝑑)‖𝑏‖𝐿∞([0,𝑇 ]×R𝑑) |𝑠𝑢𝑝𝑝(∇𝜙)|1/2
∫︁
Ω
∫︁ 𝑇
0
|𝑓(𝑡, 𝜔)| 𝑑𝑠P(𝑑𝜔)
≤ 𝑇 |𝑠𝑢𝑝𝑝(∇𝜙)|1/2 ‖∇𝜙‖𝐿∞(R𝑑;R𝑑)‖𝑏‖𝐿∞([0,𝑇 ]×R𝑑)‖𝑓(𝑡, ·)‖𝐿2(Ω)
<∞ .
Assim, pela propriedade (4.1.13) obte´m-se que
𝒯𝑢𝜖−𝑢(𝜈 𝑓(𝑡, ·))→ 0, 𝑡− q.t.p. quando 𝜖→ 0 . (4.1.14)
Tambe´m, de novo pela desigualdade de Ho¨lder e a limitac¸a˜o (4.1.6), veja que para todo 𝜖 > 0
e 𝑡-q.t.p temos
|𝒯𝑢𝜖−𝑢(𝜈 𝑓(𝑡, ·))|≤
∫︁
Ω
∫︁ 𝑇
0
∫︁
R𝑑
|𝑢𝜖(𝑠, 𝑥)− 𝑢(𝑠, 𝑥)| |𝜈𝑠(𝑥)| |𝑓(𝑡, 𝜔)| 𝑑𝑥 𝑑𝑠P(𝑑𝜔)
≤
(︁ ∫︁
Ω
∫︁ 𝑇
0
∫︁
R𝑑
|𝑢𝜖(𝑠, 𝑥)− 𝑢(𝑠, 𝑥)|2 𝑑𝑥 𝑑𝑠P(𝑑𝜔)
)︁1/2×
×
(︁ ∫︁
Ω
∫︁ 𝑇
0
∫︁
R𝑑
|𝜈𝑠(𝑥)|2 |𝑓(𝑡, 𝜔)|2 𝑑𝑥 𝑑𝑠P(𝑑𝜔)
)︁1/2
≤ 21/2
(︁ ∫︁
Ω
∫︁ 𝑇
0
∫︁
R𝑑
|𝑢𝜖(𝑠, 𝑥)|2 𝑑𝑥 𝑑𝑠 𝑑𝑡P(𝑑𝜔) +
∫︁
Ω
∫︁ 𝑇
0
∫︁
R𝑑
|𝑢(𝑠, 𝑥)|2 𝑑𝑥 𝑑𝑠 𝑑𝑡P(𝑑𝜔)
)︁1/2×
×
(︁ ∫︁
Ω
∫︁ 𝑇
0
∫︁
R𝑑
|𝑏(𝑠, 𝑥) · ∇𝜙(𝑥)|2 |𝑓(𝑡, 𝜔)|2 𝑑𝑥 𝑑𝑠P(𝑑𝜔)
)︁1/2
≤ 21/2 𝑇 (𝐶 ‖𝑢0‖2𝐿2(R𝑑)+‖𝑢‖2𝐿∞(Ω×[0,𝑇 ];𝐿2(R𝑑)))1/2×
× ‖𝑏‖𝐿∞([0,𝑇 ]×R𝑑)‖∇𝜙‖𝐿∞(R𝑑)|𝑠𝑢𝑝𝑝(∇𝜙)|1/2 ‖𝑓(𝑡, ·)‖𝐿2(Ω)
< ∞ .
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Da´ı, 𝒯𝑢𝜖−𝑢(𝜈 𝑓(𝑡, ·)) e´ limitado em 𝜖 > 0 e claramente pertence ao espac¸o 𝐿1([0, 𝑇 ]) pois 𝑓 ∈
𝐿2(Ω × [0, 𝑇 ]). Portanto, considerando (4.1.14) e a limitac¸a˜o acima, aplicamos o teorema de
convergeˆncia dominada para a sequeˆncia {𝒯𝑢𝜖−𝑢(𝜈 𝑓(𝑡, ·))}𝜖 e chegamos a que
|𝐼𝜖2|→ 0 quando 𝜖→ 0 ,
com quer´ıamos. Assim 𝐼𝜖 → 0 quando 𝜖→ 0 e deste modo temos mostrado (4.1.12).
De maneira ana´loga ao procedimento anterior, podemos mostrar a convergeˆncia fraca:∫︁ 𝑡
0
∫︁
R𝑑
𝑢𝜖(𝑠, 𝑥) div 𝑏𝜖(𝑠, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑠 ⇀
∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑠, 𝑥) div 𝑏(𝑠, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑠 , (4.1.15)
no espac¸o 𝐿2(Ω × [0, 𝑇 ]) quando 𝜖 → 0. Portanto, considerando (4.1.8), (4.1.12) e (4.1.15),
tomamos limite em (4.1.7) e achamos que o processo limite e´ a soluc¸a˜o fraca da equac¸a˜o de
transporte estoca´stica (4.0.1).
4.2 Unicidade da Soluc¸a˜o Fraca
Nesta sec¸a˜o descrevemos o teorema principal deste cap´ıtulo referente a` unicidade da equac¸a˜o
estoca´stica de transporte (4.0.1). Aqui trabalharemos com uma hipo´tese adicional sobre a
divergeˆncia do campo (ver hipo´tese 4.5 abaixo).
Dado que na demonstrac¸a˜o para a “unicidade” usamos a teoria referente a “exponenciais es-
toca´sticas”, por convenieˆncia introduzimos o seguinte conjunto de varia´veis aleato´rias chamado
o “espac¸o de exponenciais estoca´sticas”:
Ξ :=
{︁
𝐹 = exp
(︁ ∫︁ 𝑇
0
ℎ(𝑠) · 𝑑𝐵𝑠 − 12
∫︁ 𝑇
0
|ℎ(𝑠)|2 𝑑𝑠
)︁ ⃒⃒⃒
ℎ ∈ 𝐿2([0, 𝑇 ];R𝑑)
}︁
.
Mais detalhes sobre exponenciais estoca´sticas assim como algumas propriedades sa˜o dados
no apeˆndice B. Tambe´m, para mostrar a unicidade faremos uso de alguns fatos da teoria de
equac¸o˜es parabo´licas, ver apeˆndice C.
Hipo´tese 4.5. Assuma que o divergente do campo 𝑏 satisfaz:
div 𝑏 ∈ 𝐿∞([0, 𝑇 ]× R𝑑) .
A seguir, enunciamos nosso resultado principal.
Teorema 4.6. Assuma as condic¸o˜es (4.1.1), (4.1.3) e a hipo´tese 4.5. Enta˜o existe uma
u´nica soluc¸a˜o fraca do problema de Cauchy (4.0.1) no seguinte sentido: Se 𝑢, 𝑣 ∈ 𝐿∞(Ω ×
[0, 𝑇 ];𝐿2(R𝑑)) sa˜o duas soluc¸o˜es fracas com a mesma condic¸a˜o inicial 𝑢0 ∈ 𝐿2(R𝑑), enta˜o
𝑢 = 𝑣 quase certamente em Ω× [0, 𝑇 ]× R𝑑.
Demonstrac¸a˜o. Desenvolvemos a prova em 4 passos. A estrate´gia e´ a seguinte: No primeiro
passo, simplesmente passamos de um “problema estoca´stico”, envolvendo a soluc¸a˜o 𝑢, para um
“problema determin´ıstico”, envolvendo a func¸a˜o 𝑉 = E[𝑢𝐹 ]. No segundo passo, aplicamos um
argumento de “localizac¸a˜o” e “densidade” no problema determin´ıstico achado no passo 1, para
assim obter um problema parabo´lico “adequado” para justamente aplicar o me´todo de duali-
dade para equac¸o˜es parabo´licas (ver apeˆndice C). No terceiro passo, aplicamos o me´todo de
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dualidade para nossa equac¸a˜o parabo´lica obtida no passo anterior, utilizando exponenciais es-
toca´sticas 𝐹 especiais ( ℎ limitado). No u´ltimo passo, consideramos 𝐹 qualquer e da´ı aplicamos
um resultado de densidade das exponenciais estoca´sticas para deste modo obter a unicidade.
Antes de comec¸ar observe que o conjunto de soluc¸o˜es fracas e´ um subespac¸o linear de 𝐿∞(Ω×
[0, 𝑇 ];𝐿2(R𝑑)) porque a equac¸a˜o de transporte estoca´stico e´ linear. Assim, para provar a uni-
cidade da soluc¸a˜o e´ suficiente mostrar que uma soluc¸a˜o fraca 𝑢 com condic¸a˜o inicial 𝑢0 = 0
e´ identicamente zero . Assim ao longo da demonstrac¸a˜o assumiremos como condic¸a˜o inicial
𝑢0 = 0.
Passo 1: Equac¸a˜o para 𝑉 = E[ 𝑢𝐹 ]. Fazendo manipulac¸o˜es na equac¸a˜o integral (4.0.2) da
soluc¸a˜o fraca 𝑢 obtemos uma equac¸a˜o para 𝑉 . De fato, pela hipo´tese 4.5 e a observac¸a˜o 4.2,
sabemos que a soluc¸a˜o fraca 𝑢 da equac¸a˜o (4.0.1) verifica∫︁
R𝑑
𝑢(𝑡, 𝑥)𝜙(𝑥)𝑑𝑥 =
∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑠, 𝑥) 𝑏(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑠, 𝑥) div 𝑏(𝑠, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑠, 𝑥)∇𝜙(𝑥)𝑑𝑥 𝑑𝐵𝑠
+ 12
∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑠, 𝑥)Δ𝜙(𝑥) 𝑑𝑥 𝑑𝑠 ,
para toda func¸a˜o 𝜙 ∈ 𝐶∞𝑐 (R𝑑). Assim, multiplicando por 𝐹 ∈ Ξ e aplicando esperanc¸a obtemos∫︁
R𝑑
𝑉 (𝑡, 𝑥)𝜙(𝑥)𝑑𝑥 =
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) 𝑏(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) div 𝑏(𝑠, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+ E
[︁ ∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑠, 𝑥)∇𝜙(𝑥) 𝑑𝑥 𝑑𝐵𝑠 𝐹
]︁
+ 12
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)Δ𝜙(𝑥) 𝑑𝑥 𝑑𝑠 .
Daqui, aplicando o lema B.5 tem-se∫︁
R𝑑
𝑉 (𝑡, 𝑥)𝜙(𝑥)𝑑𝑥 =
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) 𝑏(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) div 𝑏(𝑠, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)ℎ(𝑠) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+ 12
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)Δ𝜙(𝑥) 𝑑𝑥 𝑑𝑠 ,
onde ℎ ∈ 𝐿2([0, 𝑇 ];R𝑑) e´ a func¸a˜o associada a` exponencial estoca´stica 𝐹 (ver apeˆndice 𝐵).
Agora, aplicando a fo´rmula de Itoˆ ou simplesmente a fo´rmula de Integrac¸a˜o por partes para a
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func¸a˜o 𝐺(𝑡, 𝑥, 𝑦) = 𝑥𝑦, considerando o processo 𝑍𝑡 = (𝑋𝑡, 𝑌𝑡) onde 𝑋𝑡 =
∫︀
R𝑑 𝑉 (𝑡, 𝑥)𝜙(𝑥)𝑑𝑥 e
𝑌𝑡 = 𝜓(𝑡), 𝜓 ∈ 𝐶1(0, 𝑇 ), obtemos,
𝐺(𝑋𝑡, 𝑌𝑡) =
∫︁ 𝑡
0
𝜓(𝑠) 𝑑𝑋𝑠 +
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑌𝑠 +
1
2
∫︁ 𝑡
0
2𝑑⟨𝑋, 𝑌 ⟩𝑠 ,
isto e´, ∫︁
R𝑑
𝑉 (𝑡, 𝑥)𝜙(𝑥)𝜓(𝑡) 𝑑𝑥 =
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)𝜙(𝑥) 𝜕
𝜕𝑠
𝜓(𝑠)𝑑𝑥𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) div 𝑏(𝑠, 𝑥)𝜙(𝑥)𝜓(𝑠) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) 𝑏(𝑠, 𝑥) · ∇𝜙(𝑥)𝜓(𝑠)𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)ℎ(𝑠) · ∇𝜙(𝑥)𝜓(𝑠) 𝑑𝑥
+ 12
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)Δ𝜙(𝑥)𝜓(𝑠) 𝑑𝑥 𝑑𝑠 . (4.2.1)
Passo 2: Localizac¸a˜o e Equac¸a˜o Parabo´lica. Na equac¸a˜o (4.2.1) do passo 1 consideramos
como func¸a˜o teste 𝜙 a func¸a˜o:
𝜙(𝑥) = 𝜁𝑅(𝑥) 𝛾𝜖(𝑥) , (4.2.2)
com 𝜁𝑅 definida como
𝜁𝑅(𝑥) = 𝜁
(︁ 𝑥
𝑅
)︁
,
onde 𝜁 e´ uma 𝐶∞-func¸a˜o cut-off, 0 ≤ 𝜁 ≤ 1, suportada na bola de raio 2 tal que 𝜁 = 1 sobre a
bola de raio 1, e 𝛾𝜖 e´ a convoluc¸a˜o de mollifier com uma func¸a˜o 𝛾 ∈ 𝐶2𝑏 (R𝑑). Enta˜o∫︁
R𝑑
𝑉 (𝑡, 𝑥)𝜁𝑅(𝑥) 𝛾𝜖(𝑥)𝜓(𝑡)𝑑𝑥 =
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) 𝜁𝑅(𝑥) 𝛾𝜖(𝑥) 𝜕𝑠𝜓(𝑠)𝑑𝑥𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) div 𝑏(𝑠, 𝑥) 𝜁𝑅(𝑥) 𝛾𝜖(𝑥)𝜓(𝑠) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) 𝑏(𝑠, 𝑥) · ∇𝜁𝑅(𝑥) 𝛾𝜖(𝑥)𝜓(𝑠)𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) 𝑏(𝑠, 𝑥) · ∇𝛾𝜖(𝑥) 𝜁𝑅(𝑥)𝜓(𝑠)𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)ℎ(𝑠) · ∇𝜁𝑅(𝑥) 𝛾𝜖(𝑥)𝜓(𝑠) 𝑑𝑥
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)ℎ(𝑠) · ∇𝛾𝜖(𝑥) 𝜁𝑅(𝑥)𝜓(𝑠) 𝑑𝑥
+ 12
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)Δ𝜁𝑅(𝑥) 𝛾𝜖(𝑥)𝜓(𝑠) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)∇𝜁𝑅(𝑥) · ∇𝛾𝜖(𝑥)𝜓(𝑠) 𝑑𝑥 𝑑𝑠
+ 12
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) 𝜁𝑅(𝑥)Δ𝛾𝜖(𝑥)𝜓(𝑠) 𝑑𝑥 𝑑𝑠 .
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Da´ı, aplicando o teorema de convergeˆncia dominada, tomamos limite na equac¸a˜o acima quando
𝜖→ 0 para obter:∫︁
R𝑑
𝑉 (𝑡, 𝑥)𝜁𝑅(𝑥) 𝛾(𝑥)𝜓(𝑡)𝑑𝑥 =
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) 𝜁𝑅(𝑥) 𝛾(𝑥) 𝜕𝑠𝜓(𝑠)𝑑𝑥𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) div 𝑏(𝑠, 𝑥) 𝜁𝑅(𝑥) 𝛾(𝑥)𝜓(𝑠) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) 𝑏(𝑠, 𝑥) · ∇𝜁𝑅(𝑥) 𝛾(𝑥)𝜓(𝑠)𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) 𝜁𝑅(𝑥) 𝑏(𝑠, 𝑥) · ∇𝛾(𝑥)𝜓(𝑠)𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)ℎ(𝑠) · ∇𝜁𝑅(𝑥) 𝛾(𝑥)𝜓(𝑠) 𝑑𝑥
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) 𝜁𝑅(𝑥)ℎ(𝑠) · ∇𝛾(𝑥)𝜓(𝑠) 𝑑𝑥
+ 12
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)Δ𝜁𝑅(𝑥) 𝛾(𝑥)𝜓(𝑠) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)∇𝜁𝑅(𝑥) · ∇𝛾(𝑥)𝜓(𝑠) 𝑑𝑥 𝑑𝑠
+ 12
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) 𝜁𝑅(𝑥)Δ𝛾(𝑥)𝜓(𝑠) 𝑑𝑥 𝑑𝑠 .
Pela linearidade da integral e a densidade do espac¸o span{𝜓𝛾 : 𝜓 ∈ 𝐶1(0, 𝑇 ) 𝑒 𝛾 ∈ 𝐶2𝑏 (R𝑑)}
em 𝑊 1,22 ((0, 𝑇 )× R𝑑) resulta que para 𝜑 ∈ 𝑊 1,22 ((0, 𝑇 )× R𝑑) se verifica∫︁
R𝑑
𝑉 (𝑡, 𝑥)𝜁𝑅(𝑥)𝜑(𝑡, 𝑥)𝑑𝑥 =
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) 𝜁𝑅(𝑥) 𝜕𝑠 𝜑(𝑠, 𝑥)𝑑𝑥𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) div 𝑏(𝑠, 𝑥) 𝜁𝑅(𝑥)𝜑(𝑠, 𝑥) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) 𝑏(𝑠, 𝑥) · ∇𝜁𝑅(𝑥)𝜑(𝑠, 𝑥)𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) 𝜁𝑅(𝑥) 𝑏(𝑠, 𝑥) · ∇𝑥 𝜑(𝑠, 𝑥)𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)ℎ(𝑠) · ∇𝜁𝑅(𝑥)𝜑(𝑠, 𝑥) 𝑑𝑥
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) 𝜁𝑅(𝑥)ℎ(𝑠) · ∇𝑥𝜑(𝑠, 𝑥) 𝑑𝑥
+ 12
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)Δ𝜁𝑅(𝑥)𝜑(𝑠, 𝑥) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)∇𝜁𝑅(𝑥) · ∇𝑥𝜑(𝑠, 𝑥) 𝑑𝑥 𝑑𝑠
+ 12
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) 𝜁𝑅(𝑥)Δ𝑥𝜑(𝑠, 𝑥) 𝑑𝑥 𝑑𝑠 . (4.2.3)
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Definimos o operador diferencial:
𝐿𝜑(𝑡, 𝑥) := 12Δ𝑥𝜑(𝑡, 𝑥) + (𝑏(𝑡, 𝑥) + ℎ(𝑡)) · ∇𝑥𝜑(𝑡, 𝑥) + div 𝑏(𝑡, 𝑥)𝜑(𝑡, 𝑥)
:= 12
𝑑∑︁
𝑖,𝑗=1
𝛿𝑖𝑗𝜕𝑥𝑖𝜕𝑥𝑗𝜑(𝑡, 𝑥) +
𝑑∑︁
𝑖=1
(𝑏𝑖(𝑡, 𝑥) + ℎ𝑖(𝑡))𝜕𝑥𝑖𝜑(𝑡, 𝑥)
+ div 𝑏(𝑡, 𝑥)𝜑(𝑡, 𝑥), (4.2.4)
onde 𝛿𝑖𝑗 e´ tal que 𝛿𝑖𝑗 = 1 se 𝑖 = 𝑗, e 𝛿𝑖𝑗 = 0 se 𝑖 ̸= 𝑗. Portanto, a equac¸a˜o (4.2.3) se transforma
em, ∫︁
R𝑑
𝑉 (𝑡, 𝑥)𝜁𝑅(𝑥)𝜑(𝑡, 𝑥)𝑑𝑥 =
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥) 𝜁𝑅(𝑥) [𝜕𝑠 𝜑(𝑠, 𝑥) + 𝐿𝜑(𝑠, 𝑥)] 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)𝜑(𝑠, 𝑥) [ 𝑏(𝑠, 𝑥) + ℎ(𝑠)] · ∇𝜁𝑅(𝑥) 𝑑𝑥 𝑑𝑠
+ 12
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)𝜑(𝑠, 𝑥)Δ𝜁𝑅(𝑥) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)∇𝑥𝜑(𝑠, 𝑥) · ∇𝜁𝑅(𝑥) 𝑑𝑥 𝑑𝑠 . (4.2.5)
Passo 3: Caso ℎ limitado. Aqui consideramos 𝑡 ∈ (0, 𝑇 ]. Observemos que se assumimos ℎ
limitado enta˜o mostramos, com o aux´ılio do teorema C.2, que podemos tomar 𝜑 ∈ 𝑊 1,22 (𝑈𝑡) tal
que ⎧⎨⎩ 𝜕𝑠𝜑(𝑠, 𝑥) + 𝐿𝜑(𝑠, 𝑥) = 0𝜑|𝑠=𝑡 = 𝜌(𝑥) , (4.2.6)
onde 𝐿 e´ dado por (4.2.4) e 𝜌 ∈ 𝐶∞𝑐 (R𝑑). De fato, na notac¸a˜o do teorema C.2 temos ̃︀𝐿 = 𝐿
onde
̃︀𝑎𝑖𝑗(𝑡, 𝑥) = 12𝛿𝑖𝑗 ,̃︀𝑏𝑖(𝑡, 𝑥) = 𝑏𝑖(𝑡, 𝑥) + ℎ𝑖(𝑡) ẽ︀𝑐(𝑡, 𝑥) = div 𝑏(𝑡, 𝑥) .
Notemos que os coeficientes do operador diferencial 𝐿 definidos acima cumprem a hipo´tese
C.1 devido a` equac¸a˜o (4.1.1) e hipo´tese 4.5 impostas sobre o campo e a divergeˆncia de 𝑏
respectivamente, e por causa de ser ℎ limitado; isto e´, existe uma constante 𝐾 > 0 tal que para
todo (𝑠, 𝑥) ∈ [0, 𝑇 ]× R𝑑 e 1 ≤ 𝑖, 𝑗 ≤ 𝑑
1
2 |𝛿𝑖𝑗|+|𝑏
𝑖(𝑠, 𝑥)|≤ 𝐾, |div 𝑏(𝑠, 𝑥)|≤ 𝐾 e |ℎ𝑖(𝑠)|≤ 𝐾 .
Do mesmo modo, e´ evidente que existe 𝛽 = 1/4 tal que para todo 𝑦 ∈ R𝑑
1
4 |𝑦|
2≤
𝑑∑︁
𝑖,𝑗=1
1
2𝛿𝑖𝑗𝑦𝑖𝑦𝑗 ≤ 4 |𝑦|
2 .
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Agora, consideremos o problema de Cauchy dado por:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝜕𝑠𝑓 +
𝑑∑︁
𝑖,𝑗=1
𝛿𝑖𝑗𝜕𝑥𝑖𝜕𝑥𝑗 𝑓 +
𝑑∑︁
𝑖=1
(𝑏𝑖 + ℎ𝑖)𝜕𝑥𝑖 𝑓 + div 𝑏 𝑓
= −
𝑑∑︁
𝑖,𝑗=1
𝛿𝑖𝑗𝜕𝑥𝑖𝜕𝑥𝑗𝜌−
𝑑∑︁
𝑖=1
(𝑏𝑖 + ℎ𝑖)𝜕𝑥𝑖𝜌− div 𝑏 𝜌
𝑓 |𝑠=𝑡 = 0 ,
(4.2.7)
onde 𝜌 ∈ 𝐶∞𝑐 (R𝑑). Desejamos aplicar o teorema C.2 , mas pelo feito acima so´ falta verificar que
−12
𝑑∑︁
𝑖,𝑗=1
𝛿𝑖𝑗𝜕𝑥𝑖𝜕𝑥𝑗𝜌−
𝑑∑︁
𝑖=1
(𝑏𝑖 + ℎ𝑖)𝜕𝑥𝑖𝜌− div 𝑏 𝜌 ∈ 𝐿2(𝑈𝑡) .
De fato, basta ver que

∑︀𝑑
𝑖,𝑗=1 𝛿𝑖𝑗𝜕𝑥𝑖𝜕𝑥𝑗𝜌 = Δ𝑥𝜌 ∈ 𝐿2(𝑈𝑡). Isto e´ claro pois 𝜌 ∈ 𝐶∞𝑐 (R𝑑).

∑︀𝑑
𝑖=1(𝑏𝑖 + ℎ𝑖)𝜕𝑥𝑖𝜌 = (𝑏+ ℎ) · ∇𝑥𝜌 ∈ 𝐿2(𝑈𝑡). E´ o´bvio pois∫︁ 𝑡
0
∫︁
R𝑑
|(𝑏(𝑠, 𝑥) + ℎ(𝑠)) · ∇𝜌(𝑥)|2𝑑𝑥 𝑑𝑠
≤ 2
∫︁ 𝑇
0
∫︁
R𝑑
|𝑏(𝑠, 𝑥)|2|∇𝜌(𝑥)|2𝑑𝑥 𝑑𝑠+ 2
∫︁ 𝑇
0
∫︁
R𝑑
|ℎ(𝑠)|2|∇𝜌(𝑥)|2𝑑𝑥 𝑑𝑠
= 2
∫︁ 𝑇
0
∫︁
𝑠𝑢𝑝𝑝(∇𝜌)
|𝑏(𝑠, 𝑥)|2|∇𝜌(𝑥)|2𝑑𝑥 𝑑𝑠+ 2
∫︁ 𝑇
0
∫︁
𝑠𝑢𝑝𝑝(∇𝜌)
|ℎ(𝑠)|2|∇𝜌(𝑥)|2𝑑𝑥 𝑑𝑠
≤ 2 (𝑇 ‖𝑏‖2𝐿∞([0,𝑇 ]×R𝑑)+‖ℎ‖2𝐿2(([0,𝑇 ];R𝑑))) ‖∇𝜌‖2𝐿∞(R𝑑) |𝑠𝑢𝑝𝑝(∇𝑥𝜌)|
< ∞,
 div 𝑏 𝜌 ∈ 𝐿2(𝑈𝑡). E´ fa´cil ver, pela hipo´tese 4.5 e como nos casos anteriores, que∫︁ 𝑡
0
∫︁
R𝑑
|div 𝑏(𝑠, 𝑥) 𝜌(𝑥)|2𝑑𝑥 𝑑𝑠 ≤ 𝑇‖div 𝑏‖2𝐿∞(𝑈𝑇 ) ‖𝜌‖2𝐿∞(R𝑑) |𝑠𝑢𝑝𝑝(𝜌)|<∞ .
Portanto, pelo teorema C.2 existe uma u´nica soluc¸a˜o 𝑓 ∈ 𝑊 1,22 (𝑈𝑡) tal que satisfaz (4.2.7).
Assim a func¸a˜o 𝜑 = 𝑓 + 𝜌 e´ a u´nica soluc¸a˜o para o problema de Cauchy (4.2.6) no espac¸o
𝑊 1,22 (𝑈𝑡). Ale´m disso, existe uma constante 𝑁 = 𝑁(𝑑, 𝛽, 𝑡,𝐾) > 0 tal que para qualquer
𝑓 ∈ 𝑊 1,22 (𝑈𝑡)
‖𝑓‖𝑊 1,22 (𝑈𝑡) := ‖𝑓‖𝐿2(𝑈𝑡)+‖𝜕𝑠𝑓‖𝐿2(𝑈𝑡)+‖𝜕𝑥𝑓‖𝐿2(𝑈𝑡)+‖𝜕
2
𝑥𝑓‖𝐿2(𝑈𝑡)
≤ 𝑁 ‖(𝜕𝑠 + 𝐿)𝑓‖𝐿2(𝑈𝑡)
<∞ . (4.2.8)
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Desta maneira, tomando a func¸a˜o teste 𝜑 satisfazendo a equac¸a˜o parabo´lica (4.2.6), a equac¸a˜o
(4.2.5) se simplifica simplesmente a:∫︁
R𝑑
𝑉 (𝑡, 𝑥)𝜁𝑅(𝑥) 𝜌(𝑥)𝑑𝑥 =
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)𝜑(𝑠, 𝑥) [ 𝑏(𝑠, 𝑥) + ℎ(𝑠)] · ∇𝜁𝑅(𝑥) 𝑑𝑥 𝑑𝑠
+ 12
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)𝜑(𝑠, 𝑥)Δ𝜁𝑅(𝑥) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)∇𝑥𝜑(𝑠, 𝑥) · ∇𝜁𝑅(𝑥) 𝑑𝑥 𝑑𝑠 . (4.2.9)
Agora, na equac¸a˜o acima tomamos limite quando 𝑅→∞. Com efeito, fazemos isto analisando
termo a termo e aplicando na maioria deles o teorema da convergeˆncia dominada:
(1) Comec¸amos mostrando
lim
𝑅→∞
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)𝜑(𝑠, 𝑥)Δ𝜁𝑅(𝑥) 𝑑𝑥 𝑑𝑠 = 0 . (4.2.10)
De fato, veja primeiro que pela definic¸a˜o de 𝜁𝑅 resulta (para 𝑅 ≥ 1)
|Δ𝜁𝑅(𝑥)| ≤
‖Δ𝜁‖𝐿∞(R𝑑)
𝑅2
IB(𝑅,2𝑅)(𝑥) , (4.2.11)
onde I𝐴 representa a func¸a˜o indicadora do conjunto 𝐴 e B(𝑅, 2𝑅) = {𝑥 ∈ R𝑑 : 𝑅 < |𝑥|<
2𝑅}. Assim, utilizando a desigualdade de Ho¨lder e as limitac¸o˜es (4.2.11) e (B.0.4), tem-se
⃒⃒⃒ ∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)𝜑(𝑠, 𝑥)Δ𝜁𝑅(𝑥) 𝑑𝑥 𝑑𝑠
⃒⃒⃒
≤
(︁ ∫︁ 𝑡
0
∫︁
R𝑑
𝑉 2(𝑠, 𝑥) 𝑑𝑥 𝑑𝑠
)︁1/2(︁ ∫︁ 𝑡
0
∫︁
R𝑑
(𝜑(𝑠, 𝑥))2(Δ𝜁𝑅(𝑥))2 𝑑𝑥 𝑑𝑠
)︁1/2
≤ ‖Δ𝜁‖𝐿∞(R𝑑)(E[𝐹 2])1/2 ‖𝑢‖𝐿2(Ω×[0,𝑇 ]×R𝑑)
(︁ ∫︁ 𝑡
0
∫︁
R𝑑
(𝜑(𝑠, 𝑥))2IB(𝑅,2𝑅)(𝑥) 𝑑𝑥 𝑑𝑠
)︁1/2
≤ ‖Δ𝜁‖𝐿∞(R𝑑) 𝑒{
1
2‖ℎ‖2𝐿2([0,𝑇 ];R𝑑)}‖𝑢‖𝐿2(Ω×[0,𝑇 ]×R𝑑)
(︁ ∫︁ 𝑡
0
‖𝜑(𝑠, ·)IB(𝑅,2𝑅)‖2𝐿2(R𝑑)𝑑𝑠
)︁1/2
.
(4.2.12)
Daqui, observe que:
(i) 𝑠-q.t.p. temos
lim
𝑅→∞
‖𝜑(𝑠, ·)IB(𝑅,2𝑅)‖2𝐿2(R𝑑) = lim
𝑅→∞
∫︁
B(𝑅,2𝑅)
(𝜑(𝑠, 𝑥))2𝑑𝑥
= 0
(ii) Tambe´m, considerando a limitac¸a˜o (4.2.8), 𝑠-q.t.p. resulta
‖𝜑(𝑠, ·)IB(𝑅,2𝑅)‖2𝐿2(R𝑑)≤
∫︁
R𝑑
(𝜑(𝑠, 𝑥))2𝑑𝑥 <∞ .
(iii) Por u´ltimo, devido novamente a` limitac¸a˜o (4.2.8), e´ claro que ‖𝜑(𝑠, ·)‖2𝐿2(R𝑑)∈ 𝐿1([0, 𝑡]).
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Portanto, por (i), (ii) e (iii) aplicando o teorema da convergeˆncia dominada obtemos que
lim
𝑅→0
∫︁ 𝑡
0
‖𝜑(𝑠, ·)IB(𝑅,2𝑅)‖2𝐿2(R𝑑)𝑑𝑠 = 0 .
Desta modo, passando limite na desigualdade (4.2.12) e considerando o limite acima
chegamos a (4.2.10), como quer´ıamos.
(2) Agora mostramos
lim
𝑅→∞
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)∇𝑥𝜑(𝑠, 𝑥) · ∇𝜁𝑅(𝑥) 𝑑𝑥 𝑑𝑠 = 0 . (4.2.13)
Com efeito, como em (1) vemos que (para 𝑅 ≥ 1)
|∇𝜁𝑅(𝑥)| ≤
‖∇𝜁‖𝐿∞(R𝑑)
𝑅
IB(𝑅,2𝑅)(𝑥) , (4.2.14)
onde I𝐴 e B(𝑅, 2𝑅) sa˜o dados como em (1). Utilizando a desigualdade de Ho¨lder, por
(4.2.14) e a limitac¸a˜o (B.0.4), resulta⃒⃒⃒ ∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)∇𝑥𝜑(𝑠, 𝑥) · ∇𝜁𝑅(𝑥) 𝑑𝑥 𝑑𝑠
⃒⃒⃒
≤ ‖∇𝜁‖𝐿∞(R𝑑) 𝑒{
1
2‖ℎ‖2𝐿2}‖𝑢‖𝐿2
(︁ ∫︁ 𝑡
0
‖∇𝑥𝜑(𝑠, ·)IB(𝑅,2𝑅)‖2𝐿2(R𝑑)𝑑𝑠
)︁1/2
. (4.2.15)
Podemos verificar facilmente, como em (1), o seguinte:
(i) Temos 𝑠-q.t.p
lim
𝑅→∞
‖∇𝑥𝜑(𝑠, ·)IB(𝑅,2𝑅)‖2𝐿2(R𝑑)= 0 .
(ii) Tambe´m, por (4.2.8), 𝑠-q.t.p. tem-se
‖∇𝑥𝜑(𝑠, ·)IB(𝑅,2𝑅)‖2𝐿2(R𝑑)≤
∫︁
R𝑑
|∇𝑥𝜑(𝑠, 𝑥)|2𝑑𝑥 <∞ .
(iii) Por (4.2.8) temos ‖∇𝑥𝜑(𝑠, ·)‖2𝐿2(R𝑑)∈ 𝐿1([0, 𝑡]).
Pois enta˜o, desde (i), (ii), (iii) e pelo teorema da convergeˆncia dominada se cumpre que
lim
𝑅→0
∫︁ 𝑡
0
‖∇𝑥𝜑(𝑠, ·)IB(𝑅,2𝑅)‖2𝐿2(R𝑑)𝑑𝑠 = 0 .
Substituindo o limite acima em (4.2.15) obtemos (4.2.13), como desejamos.
(3) De igual maneira como foi feito em (1) e (2) podemos ver que
lim
𝑅→∞
∫︁ 𝑡
0
∫︁
R𝑑
𝑉 (𝑠, 𝑥)𝜑(𝑠, 𝑥) [ 𝑏(𝑠, 𝑥) + ℎ(𝑠)] · ∇𝜁𝑅(𝑥) 𝑑𝑥 𝑑𝑠 = 0 .
(4) Por u´ltimo, novamente por uma aplicac¸a˜o direta do teorema da convergeˆncia dominada,
se mostra que
lim
𝑅→∞
∫︁
R𝑑
𝑉 (𝑡, 𝑥)𝜁𝑅(𝑥)𝜌(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝑉 (𝑡, 𝑥) 𝜌(𝑥) 𝑑𝑥 .
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Logo, considerando o feito em (1), (2), (3) e (4), tomamos limite em (4.2.9) quando 𝑅→∞ e
obtemos que ∫︁
R𝑑
𝑉 (𝑡, 𝑥) 𝜌(𝑥) 𝑑𝑥 =
∫︁
R𝑑
E[𝑢(𝑡, 𝑥)𝐹 ] 𝜌(𝑥) 𝑑𝑥 = 0 , (4.2.16)
onde 𝑢 e´ uma soluc¸a˜o qualquer da equac¸a˜o do transporte (4.0.1).
Passo 4: Caso ℎ ∈ 𝐿2([0, 𝑇 ];R𝑑) e Passagem do Limite. Seja 𝑢 uma soluc¸a˜o qualquer da
equac¸a˜o de transporte (4.0.1). Consideremos 𝑉 = E[𝑢𝐹 ] com 𝐹 ∈ Ξ. Pelo lema B.4 resulta
que existe uma sequeˆncia 𝐹 𝑛 ∈ Ξ𝐵 tal que
𝐹 𝑛 −→ 𝐹 ,
em 𝐿2(Ω), quando 𝑛→∞, e onde para cada 𝐹 𝑛 ∈ Ξ𝐵 temos associado um ℎ𝑛 o qual e´ limitado.
Da´ı, pomos 𝑉 𝑛 = E[𝑢𝐹 𝑛] e deste modo pelo feito no passo 2, para esse ℎ𝑛 limitado, obtemos∫︁
R𝑑
𝑉 𝑛(𝑡, 𝑥)𝜌(𝑥)𝑑𝑥 = 0 .
A seguir, e´ claro ver que da limitac¸a˜o⃒⃒⃒ ∫︁
R𝑑
(𝑉 𝑛(𝑡, 𝑥)− 𝑉 (𝑡, 𝑥))𝜌(𝑥) 𝑑𝑥
⃒⃒⃒
≤
∫︁
R𝑑
∫︁
Ω
|𝑢(𝑡, 𝑥)𝐹 𝑛 − 𝑢(𝑡, 𝑥)𝐹 | |𝜌(𝑥)|P(𝑑𝜔) 𝑑𝑥
≤
(︁ ∫︁
R𝑑
∫︁
Ω
|𝑢(𝑡, 𝑥)|2 P(𝑑𝜔) 𝑑𝑥
)︁1/2(︁ ∫︁
R𝑑
∫︁
Ω
|𝐹 𝑛(𝜔)− 𝐹 (𝜔)|2 |𝜌(𝑥)|2 P(𝑑𝜔) 𝑑𝑥
)︁1/2
≤ ‖𝑢‖𝐿∞(Ω×[0,𝑇 ];𝐿2(R𝑑))‖𝜌‖𝐿∞(R𝑑) |𝑠𝑢𝑝𝑝(𝜌)|1/2 ‖𝐹 𝑛 − 𝐹‖𝐿2(Ω) ,
tomando limite quando 𝑛→∞ na u´ltima igualdade obte´m-se∫︁
R𝑑
𝑉 (𝑡, 𝑥) 𝜌(𝑥) 𝑑𝑥 = 0 ,
onde 𝑉 = E[𝑢𝐹 ] e 𝑡 ∈ [0, 𝑇 ]. Portanto 𝑉 (𝑡, 𝑥) = 0 para quase todo ponto 𝑥 ∈ R𝑑, para todo
𝑡 ∈ (0, 𝑇 ] e para todo 𝐹 ∈ Ξ. Assim, evidentemente temos∫︁
[0,𝑇 ]
∫︁
R𝑑
∫︁
Ω
𝑢(𝑡, 𝑥)𝐹 (𝜔) 𝜉(𝑡, 𝑥)P(𝑑𝜔) 𝑑𝑥 𝑑𝑡 = 0 ,
para todo 𝐹 ∈ Ξ e 𝜉 ∈ 𝐶∞𝑐 ([0, 𝑇 ]× R𝑑). Pela linearidade da integral temos tambe´m que∫︁
[0,𝑇 ]
∫︁
R𝑑
∫︁
Ω
𝑢(𝑡, 𝑥)𝑍(𝜔) 𝜉(𝑡, 𝑥)P(𝑑𝜔) 𝑑𝑥 𝑑𝑡 = 0 , (4.2.17)
para cada varia´vel aleato´ria 𝑍 a qual pode ser escrita como combinac¸a˜o linear de um nu´mero
finito de 𝐹 ∈ Ξ. Mas, pelo lema B.3 temos que o conjunto 𝑠𝑝𝑎𝑛{Ξ} e´ denso em 𝐿2(Ω), enta˜o a
equac¸a˜o (4.2.17) se cumpre para todo 𝑍 ∈ 𝐿2(Ω). Da´ı, dado que o produto de func¸o˜es 𝐹𝜉(𝑡, 𝑥)
sa˜o densos no espac¸o das func¸o˜es testes 𝜆(𝜔, 𝑥, 𝑡) ∈ 𝐿2(Ω× [0, 𝑇 ]× R𝑑) resulta que∫︁
[0,𝑇 ]
∫︁
R𝑑
∫︁
Ω
𝑢(𝑡, 𝑥)𝜆(𝜔, 𝑡, 𝑥)P(𝑑𝜔) 𝑑𝑥 𝑑𝑡 = 0 ,
e assim 𝑢 = 0 q.t.p. sobre Ω× [0, 𝑇 ]× R𝑑, como desejamos.
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Finalizamos este cap´ıtulo com uma observac¸a˜o destacando o caso determin´ıstico.
Observac¸a˜o 4.7. Observamos que no trabalho feito por F. Colombini, T. Luo e J. Rauch em
[13] existe um exemplo importante de coeficiente drift 𝑏 limitado com div 𝑏 = 0 tal que a equac¸a˜o
de transporte linear
𝜕𝑡𝑢(𝑡, 𝑥) + 𝑏(𝑡, 𝑥) · ∇𝑢(𝑡, 𝑥) = 0 ,
possui va´rias 𝐿∞([0, 𝑇 ]× R3)-soluc¸o˜es com condic¸a˜o inicial igual a zero.
Cap´ıtulo 5
Unicidade Implica Renormalizac¸a˜o
para a Equac¸a˜o de Transporte
Estoca´stica
No presente cap´ıtulo nos dedicamos a estudar o problema de existeˆncia de soluc¸o˜es renor-
malizadas para a equac¸a˜o de transporte estoca´stico linear dada por:⎧⎪⎪⎨⎪⎪⎩
𝜕𝑡𝑢(𝑡, 𝑥, 𝜔) + (𝑏(𝑡, 𝑥) +
𝑑𝐵𝑡
𝑑𝑡
(𝜔)) · ∇𝑢(𝑡, 𝑥, 𝜔) = 0 ,
𝑢|𝑡=0= 𝑢0 .
(5.0.1)
onde (𝑡, 𝑥) ∈ [0, 𝑇 ] × R𝑑, 𝜔 ∈ Ω, 𝑏 : R+ × R𝑑 → R𝑑 e´ um campo vetorial (termo drift) e
𝐵𝑡 = (𝐵1𝑡 , ..., 𝐵𝑑𝑡 ) e´ um movimento browniano padra˜o em R𝑑.
Neste cap´ıtulo vamos a considerar o espac¸o de probabilidade filtrado (Ω,F, {F𝑡}𝑡≥0,P) e
um movimento Browniano 𝑑-dimensional {𝐵𝑡}𝑡≥0 o qual assumimos ser adaptado a` filtrac¸a˜o
{F𝑡}𝑡≥0. No que segue, damos a definic¸a˜o de soluc¸a˜o fraca para a equac¸a˜o estoca´stica de
transporte (5.0.1).
Definic¸a˜o 5.1. Um processo estoca´stico 𝑢 ∈ 𝐿∞(Ω× [0, 𝑇 ]×R𝑑) e´ chamado uma soluc¸a˜o fraca
do problema de Cauchy (5.0.1) quando: Para qualquer 𝜙 ∈ 𝐶∞𝑐 (R𝑑), o processo
∫︀
𝑢(𝑡, 𝑥)𝜙(𝑥)𝑑𝑥
que toma valores reais tem uma modificac¸a˜o cont´ınua a qual e´ uma F𝑡-semimartingale, e para
todo 𝑡 ∈ [0, 𝑇 ], temos P-quase certamente
∫︁
R𝑑
𝑢(𝑡, 𝑥)𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝑢0(𝑥)𝜙(𝑥) 𝑑𝑥+
𝑑∑︁
𝑖=1
∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑠, 𝑥) 𝑏𝑖(𝑠, 𝑥)𝜕𝑖𝜙(𝑥) 𝑑𝑥𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
div 𝑏(𝑠, 𝑥)𝑢(𝑠, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
𝑑∑︁
𝑖=1
∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑠, 𝑥) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 ∘𝑑𝐵𝑖𝑠 . (5.0.2)
Dado que neste cap´ıtulo estamos interessados na noc¸a˜o de soluc¸a˜o renormalizada a conti-
nuac¸a˜o damos em que sentido uma soluc¸a˜o fraca de (5.0.1) e´ uma soluc¸a˜o renormalizada.
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Definic¸a˜o 5.2. Dizemos que uma 𝐿∞-soluc¸a˜o fraca 𝑢 de (5.0.1) e´ renormalizada se para todo
𝛽 ∈ 𝐶2(R) o processo 𝛽(𝑢(𝑡, 𝑥)) e´ uma 𝐿∞-soluc¸a˜o fraca da mesma equac¸a˜o (5.0.1), isto e´,
𝛽(𝑢(𝑡, 𝑥)) satisfaz:⎧⎪⎪⎨⎪⎪⎩
𝜕𝑡𝛽(𝑢(𝑡, 𝑥, 𝜔)) + (𝑏(𝑡, 𝑥) +
𝑑𝐵𝑡
𝑑𝑡
(𝜔)) · ∇𝛽(𝑢(𝑡, 𝑥, 𝜔)) = 0 ,
𝛽(𝑢(0, 𝑥)) = 𝛽(𝑢0(𝑥)) ,
(5.0.3)
mais precisamente, 𝛽(𝑢(𝑡, 𝑥)) verifica:
∫︁
R𝑑
𝛽(𝑢(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝛽(𝑢0(𝑥))𝜙(𝑥) 𝑑𝑥+
𝑑∑︁
𝑖=1
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑡, 𝑥)) 𝑏𝑖(𝑠, 𝑥)𝜕𝑖𝜙(𝑥) 𝑑𝑥𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
div 𝑏(𝑠, 𝑥)𝛽(𝑢(𝑡, 𝑥))𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
𝑑∑︁
𝑖=1
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑡, 𝑥)) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 ∘𝑑𝐵𝑖𝑠 . (5.0.4)
Tambe´m consideramos a noc¸a˜o de “soluc¸a˜o de distribuic¸a˜o” para a equac¸a˜o (5.0.1) no se-
guinte sentido.
Definic¸a˜o 5.3. Um processo estoca´stico 𝑢 ∈ 𝐿∞(Ω × (0, 𝑇 ) × R𝑑) e´ chamado uma soluc¸a˜o
distribuic¸a˜o do problema de Cauchy (5.0.1) quando: Para qualquer 𝜙 ∈ 𝐶∞𝑐 (R𝑑), o pro-
cesso
∫︀
𝑢(𝑡, 𝑥)𝜙(𝑥)𝑑𝑥 que toma valores reais tem uma modificac¸a˜o cont´ınua a qual e´ uma F𝑡-
semimartingale, e para todo 0 < 𝑠 < 𝑡 < 𝑇 , temos P-quase certamente∫︁
R𝑑
𝑢(𝑡, 𝑥)𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝑢(𝑠, 𝑥)𝜙(𝑥)𝑑𝑥+
∫︁ 𝑡
𝑠
∫︁
R𝑑
𝑢(𝑟, 𝑥) 𝑏(𝑟, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥𝑑𝑟
+
∫︁ 𝑡
𝑠
∫︁
R𝑑
div 𝑏(𝑟, 𝑥)𝑢(𝑟, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑟
+
𝑑∑︁
𝑖=1
∫︁ 𝑡
𝑠
∫︁
R𝑑
𝑢(𝑟, 𝑥) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 ∘𝑑𝐵𝑖𝑟 .
(5.0.5)
Definic¸a˜o 5.4. Dizemos que o termo drift da equac¸a˜o (5.0.1) tem a propriedade de renorma-
lizac¸a˜o se cada soluc¸a˜o distribuic¸a˜o e´ uma soluc¸a˜o renormalizada.
5.1 Existeˆncia de Soluc¸a˜o Renormalizada
Na presente sec¸a˜o apresentamos, sob certas condic¸o˜es sobre o campo e dado inicial, que a
u´nica soluc¸a˜o da equac¸a˜o do transporte (5.0.1), satisfaz tambe´m a propriedade de renormali-
zac¸a˜o. Consideramos duas situac¸o˜es em relac¸a˜o ao termo drift: Inicialmente supomos que o
campo vetorial 𝑏 e´ um elemento do espac¸o 𝐿𝑞𝑝 = 𝐿𝑞(0, 𝑇 ;𝐿𝑝(R𝑑,R𝑑)) e depois assumimos 𝑏 como
sendo uma func¸a˜o Ho¨lder na˜o-limitada na varia´vel espacial. Em ambas situac¸o˜es comec¸amos
trabalhando com um dado inicial sendo uma func¸a˜o Ho¨lder cont´ınua e limitada e da´ı genera-
lizamos para um dado inicial menos regular. Ale´m disso, mostramos que o campo 𝑏 possui a
propriedade de renormalizac¸a˜o no sentido da definic¸a˜o 5.4.
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5.1.1 Drift no Espac¸o 𝐿𝑞𝑝
Dado Inicial Ho¨lder e Limitado
Aqui desenvolvemos o resultado de existeˆncia de soluc¸a˜o renormalizada considerando as
seguintes condic¸o˜es sobre os coeficientes da equac¸a˜o do transporte (5.0.1).
Hipo´tese 5.5. Assuma que o campo vetorial 𝑏 satisfaz
𝑏 ∈ 𝐿𝑞𝑝 = 𝐿𝑞(0, 𝑇 ;𝐿𝑝(R𝑑,R𝑑)) , (5.1.1)
onde
𝑝 ≥ 2 𝑞 > 2 , 𝑑
𝑝
+ 2
𝑞
< 1 . (5.1.2)
Ale´m disso, suponha que a condic¸a˜o inicial e´ uma func¸a˜o 𝛼-Ho¨lder cont´ınua e limitada, isto e´,
𝑢0 ∈ 𝐶0,𝛼𝑏 (R𝑑) onde 𝛼 ∈ (0, 1] . (5.1.3)
Tambe´m consideramos a seguinte hipo´tese sobre o divergente.
Hipo´tese 5.6. Suponha que o divergente do campo 𝑏 satisfaz
div 𝑏 ∈ 𝐿2𝑙𝑜𝑐([0, 𝑇 ]× R𝑑) . (5.1.4)
Proposic¸a˜o 5.7. Assuma as hipo´teses 5.5 e 5.6. Enta˜o 𝑢(𝑡, 𝑥) = 𝑢0(𝜑−1𝑡 (𝑥)) e´ uma soluc¸a˜o
renormalizada da equac¸a˜o de transporte (5.0.1), onde 𝜑 satisfaz a equac¸a˜o de caracter´ısticas
𝑑𝜑𝑡(𝑥) = 𝑏(𝑡, 𝜑𝑡(𝑥))𝑑𝑡+ 𝑑𝐵𝑡, 𝜑𝑡(𝑥) = 𝑥 .
Demonstrac¸a˜o. Faremos a demonstrac¸a˜o em duas etapas:
Etapa 1: Regularizac¸a˜o. Considere {𝜌𝜖}𝜖 uma famı´lia de mollifiers sime´tricos padra˜o e uma
func¸a˜o cut-off diferencia´vel na˜o-negativa 𝜂 tal que 0 ≤ 𝜂 ≤ 1, suportada na bola de raio 2 e de
modo que 𝜂 = 1 na bola de raio 1. Para cada 𝜖 > 0 introduzimos as func¸o˜es reescalonadas 𝜂𝜖(·) =
𝜂(𝜖·). Usando estas dois famı´lias de func¸o˜es definimos a famı´lia de coeficientes regularizados
como
𝑏𝜖(𝑡, 𝑥) = 𝜂𝜖(𝑥)[𝑏(𝑡, ·) * 𝜌𝜖(·)](𝑥).
De igual maneira, definimos a famı´lia de aproximac¸o˜es regulares da condic¸a˜o inicial
𝑢𝜖0(𝑥) = 𝑢0 * 𝜌𝜖(𝑥).
Observemos claramente que qualquer elemento 𝑏𝜖, 𝑢𝜖0, 𝜖 > 0 das dois famı´lias e´ diferencia´vel no
espac¸o. Enta˜o, para qualquer 𝜖 > 0 fixado, seguindo a teoria cla´ssica de H. Kunita, ver [34],
fornecemos a existeˆncia de uma u´nica soluc¸a˜o 𝑢𝜖 para equac¸a˜o regularizada⎧⎨⎩ 𝑑𝑢
𝜖(𝑡, 𝑥, 𝜔) +∇𝑢𝜖(𝑡, 𝑥, 𝜔) · (𝑏𝜖(𝑡, 𝑥)𝑑𝑡+ ∘𝑑𝐵𝑡(𝜔)) = 0,
𝑢𝜖|𝑡=0 = 𝑢𝜖0
(5.1.5)
conjuntamente com a fo´rmula de representac¸a˜o
𝑢𝜖(𝑡, 𝑥) = 𝑢𝜖0((𝜑𝜖𝑡)−1(𝑥)) (5.1.6)
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em termos da condic¸a˜o inicial regularizada e o fluxo inverso (𝜑𝜖𝑡)−1 associado a´ equac¸a˜o de
caracter´ısticas da equac¸a˜o (5.1.5), a qual e´ dada por
𝑑𝑋𝜖𝑡 = 𝑏𝜖(𝑡,𝑋𝜖𝑡 ) 𝑑𝑡+ 𝑑𝐵𝑡 , 𝑋𝜖0 = 𝑥 .
Pela fo´rmula de Itoˆ, para qualquer 𝛽 ∈ 𝐶2(R) resulta∫︁
R𝑑
𝛽(𝑢𝜖(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝛽(𝑢𝜖0(𝑥))𝜙(𝑥) 𝑑𝑥
+
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥)) 𝑏𝜖(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
div 𝑏𝜖(𝑠, 𝑥)𝛽(𝑢𝜖(𝑠, 𝑥))𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
𝑑∑︁
𝑖=1
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥)) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 ∘𝑑𝐵𝑖𝑠 . (5.1.7)
Na formulac¸a˜o Itoˆ:∫︁
R𝑑
𝛽(𝑢𝜖(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝛽(𝑢𝜖0(𝑥))𝜙(𝑥) 𝑑𝑥
+
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥)) 𝑏𝜖(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
div 𝑏𝜖(𝑠, 𝑥)𝛽(𝑢𝜖(𝑠, 𝑥))𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
𝑑∑︁
𝑖=1
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥)) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 𝑑𝐵𝑖𝑠
+ 12
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥))Δ𝜙(𝑥) 𝑑𝑥 𝑑𝑠 . (5.1.8)
Etapa 2: Passagem do Limite. A ideia ba´sica e´ mostrar que
𝛽(𝑢𝜖)→ 𝛽(𝑢) , P⊗ 𝑑𝑡⊗ 𝑑𝑥− q.t.p. no espac¸o Ω× [0, 𝑇 ]×𝐵𝑅 , (5.1.9)
quando 𝜖 → 0, onde 𝐵𝑅 e´ a bola aberta centrada em zero e raio 𝑅 > 0. Assim, tendo este
limite, aplicando o teorema da convergeˆncia dominada, podemos passar o limite na equac¸a˜o
(5.1.8) no espac¸o 𝐿2(Ω × [0, 𝑇 ]) e desta maneira obter que 𝛽(𝑢(𝑠, 𝑥)) e´ uma soluc¸a˜o fraca de
(5.0.1).
Com efeito, primeiro denotemos por 𝜓𝜖𝑡 = (𝜑𝜖𝑡)−1 e 𝜓𝑡 = (𝜑𝑡)−1 os fluxos inversos associados a´s
equac¸o˜es de caracter´ısticas de 𝑏𝜖 e 𝑏 respectivamente. E´ claro que nossas sequeˆncias 𝑏𝜖 e div 𝑏𝜖
definidos acima convergem fortemente no espac¸o 𝐿𝑞𝑝 e 𝐿
2
𝑙𝑜𝑐([0, 𝑇 ]×R𝑑) respectivamente, isto e´,
‖𝑏𝜖 − 𝑏‖𝐿𝑞𝑝→ 0 , (5.1.10)
quando 𝜖→ 0; e
‖div 𝑏𝜖 − div 𝑏‖𝐿2([0,𝑇 ]×𝐾)→ 0 , (5.1.11)
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quando 𝜖→ 0, onde 𝐾 e´ um subconjunto compacto de R𝑑.
Agora, vemos que 𝑢𝜖0 e´ uma sequeˆncia de func¸o˜es diferencia´veis que converge uniformemente
para 𝑢0 sobre R𝑑. De fato, como 𝑢0 e´ uma func¸a˜o 𝛼-Ho¨lder cont´ınuo temos
|𝑢𝜖0(𝑥)− 𝑢0(𝑥)| ≤ |𝑢0 * 𝜌𝜖(𝑥)− 𝑢0(𝑥)|
≤
∫︁
R𝑑
𝜌𝜖(𝑥− 𝑦)|𝑢0(𝑦)− 𝑢0(𝑥)| 𝑑𝑦
≤ 𝐶
∫︁
R𝑑
𝜌𝜖(𝑥− 𝑦)|𝑦 − 𝑥|𝛼 𝑑𝑦
≤ 𝐶
∫︁
𝐵(0,𝜖)
𝜌𝜖(𝑢)|𝑢|𝛼 𝑑𝑢 .
Daqui, basta tomar o limite quando 𝜖→ 0.
A seguir, vamos a mostrar que
𝑢𝜖0(𝜓𝜖)→ 𝑢0(𝜓) , P⊗ 𝑑𝑡⊗ 𝑑𝑥− q.t.p. no espac¸o Ω× [0, 𝑇 ]×𝐵𝑅 , (5.1.12)
quando 𝜖→ 0. De fato, pelo lema 3 de [29] temos que para cada 𝑝 ≥ 1 e 𝑅 > 0,
lim
𝜖→0
∫︁ 𝑇
0
∫︁
𝐵𝑅
∫︁
Ω
|𝜓𝜖𝑡(𝑥)− 𝜓𝑡(𝑥)|𝑝 P(𝑑𝜔) 𝑑𝑥 𝑑𝑡
≤ 𝑇 |𝐵𝑅| lim
𝜖→0 sup𝑡∈[0,𝑇 ]
sup
𝑥∈𝐵𝑅
E[|𝜓𝜖𝑡(𝑥)− 𝜓𝑡(𝑥)|𝑝] = 0 .
Enta˜o, a sequeˆncia {𝜓𝜖} converge no espac¸o 𝐿𝑝(Ω× [0, 𝑇 ]×𝐵𝑅) para o fluxo inverso 𝜓 quando
𝜖→ 0. Assim, existe uma subsequeˆncia 𝜓𝜖𝑛 , a qual ainda denotamos por 𝜓𝜖, tal que
𝜓𝜖 → 𝜓 , P⊗ 𝑑𝑡⊗ 𝑑𝑥− q.t.p. no espac¸o Ω× [0, 𝑇 ]×𝐵𝑅 ,
quando 𝜖→ 0, onde 𝐵𝑅 e´ a bola aberta centrada em zero e raio 𝑅 > 0. Agora, para (𝑡, 𝑥, 𝜔) -
q.t.p. com 𝑥 ∈ 𝐵𝑅 temos
|𝑢𝜖0(𝜓𝜖𝑡(𝑥))− 𝑢0(𝜓𝑡(𝑥))|≤ ‖𝑢𝜖0 − 𝑢0‖𝐿∞(R𝑑)+𝐶|𝜓𝜖𝑡(𝑥)− 𝜓𝑡(𝑥)|𝛼 .
O primeiro termo da desigualdade acima converge a zero pois 𝑢𝜖0 converge uniformemente a 𝑢0
e o segundo converge devido a` convergeˆncia q.t.p de 𝜓𝜖 para 𝜓. Deste modo obtemos (5.1.12).
Considerando (5.1.12) e sendo 𝛽 cont´ınua resulta
𝛽(𝑢𝜖0(𝜓𝜖))→ 𝛽(𝑢0(𝜓)) , P⊗ 𝑑𝑡⊗ 𝑑𝑥− q.t.p. no espac¸o Ω× [0, 𝑇 ]×𝐵𝑅 , (5.1.13)
quando 𝜖→ 0, ou seja,
𝛽(𝑢𝜖0(𝜓𝜖(𝑡, 𝑥, 𝜔)))→ 𝛽(𝑢0(𝜓(𝑡, 𝑥, 𝜔))) , (𝑡, 𝑥, 𝜔)− q.t.p. no espac¸o Ω× [0, 𝑇 ]×𝐵𝑅 ,
quando 𝜖→ 0. Pela fo´rmula de representac¸a˜o (5.1.6) obtemos (5.1.9), como quer´ıamos.
Agora, para cada 𝜙 ∈ 𝐶∞𝑐 (R𝑑) consideramos 𝑅 > 0 tal que 𝑠𝑢𝑝𝑝(𝜙), 𝑠𝑢𝑝𝑝(∇𝜙) ⊂ 𝐵𝑅. Antes
de continuar denotamos por 𝐾 = 𝑠𝑢𝑝𝑝(𝜙) e por ̃︁𝐾 = 𝑠𝑢𝑝𝑝(∇𝜙). Assim, tomamos limite no
espac¸o 𝐿2(Ω× [0, 𝑇 ]) de cada termo da equac¸a˜o (5.1.8). Com efeito
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(i) Primeiro vemos que ∫︁
R𝑑
𝛽(𝑢𝜖(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥→
∫︁
R𝑑
𝛽(𝑢(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥 ,
quando 𝜖→ 0. De fato, aplicando a desigualdade de Ho¨lder observe que∫︁
Ω
∫︁ 𝑇
0
⃒⃒⃒⃒ ∫︁
R𝑑
𝛽(𝑢𝜖(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥−
∫︁
R𝑑
𝛽(𝑢(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥
⃒⃒⃒⃒2
𝑑𝑡P(𝑑𝜔)
≤ 𝑇‖𝜙‖2𝐿∞ |𝐾|
(︂ ∫︁
Ω
∫︁ 𝑇
0
∫︁
𝐾
|𝛽(𝑢𝜖(𝑡, 𝑥))− 𝛽(𝑢(𝑡, 𝑥))|2𝑑𝑥 𝑑𝑡P(𝑑𝜔)
)︂
. (5.1.14)
Por (5.1.9) temos
|𝛽(𝑢𝜖)− 𝛽(𝑢)|2→ 0 , P⊗ 𝑑𝑡⊗ 𝑑𝑥− q.t.p. no espac¸o Ω× [0, 𝑇 ]×𝐵𝑅 ,
quando 𝜖→ 0. Tambe´m, como 𝑢𝜖0 e´ limitado em 𝜖 resulta que 𝑢𝜖 e´ limitado em 𝜖. Assim,
pela continuidade de 𝛽 temos que 𝛽(𝑢𝜖) tambe´m e´ limitado em 𝜖. Ale´m disso, e´ fa´cil
ver que 𝛽(𝑢) ∈ 𝐿2(Ω× [0, 𝑇 ]×𝐵𝑅). Portanto, pelo teorema da convergeˆncia dominada o
u´ltimo termo da desigualdade (5.1.14) converge para zero quando 𝜖→ 0, como desejamos.
(ii) Aqui, mostraremos∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥)) 𝑏𝜖(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠→
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥)) 𝑏(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠 ,
quando 𝜖→ 0. De fato, como (𝑎+ 𝑏)2 ≤ 2(𝑎2 + 𝑏2) vemos que∫︁
Ω
∫︁ 𝑇
0
⃒⃒⃒⃒ ∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥)) 𝑏𝜖(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
−
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥)) 𝑏(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
⃒⃒⃒⃒2
𝑑𝑡P(𝑑𝜔)
≤ 2
∫︁
Ω
∫︁ 𝑇
0
⃒⃒⃒⃒ ∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥))(𝑏𝜖(𝑠, 𝑥)− 𝑏(𝑠, 𝑥)) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
⃒⃒⃒⃒2
𝑑𝑡P(𝑑𝜔)
+ 2
∫︁
Ω
∫︁ 𝑇
0
⃒⃒⃒⃒ ∫︁ 𝑡
0
∫︁
R𝑑
(𝛽(𝑢𝜖(𝑠, 𝑥))− 𝛽(𝑢(𝑠, 𝑥))) 𝑏(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
⃒⃒⃒⃒2
𝑑𝑡P(𝑑𝜔)
:= 2 𝐼𝜖1 + 2 𝐼𝜖2 .
Daqui, pela desigualdade de Ho¨lder tem-se
𝐼𝜖1 ≤ 𝑇‖∇𝜙‖2𝐿∞‖𝛽‖2𝐿∞(𝐵‖𝑢0‖𝐿∞ )
(︂ ∫︁ 𝑇
0
∫︁
̃︀𝐾 |𝑏𝜖(𝑠, 𝑥)− 𝑏(𝑠, 𝑥)|𝑑𝑥 𝑑𝑠
)︂2
≤ 𝑇‖∇𝜙‖2𝐿∞‖𝛽‖2𝐿∞(𝐵‖𝑢0‖𝐿∞ )|
̃︁𝐾|2/𝑝′(︂ ∫︁ 𝑇
0
‖𝑏𝜖(𝑠, ·)− 𝑏(𝑠, ·)‖𝐿𝑝𝑑𝑠
)︂2
≤ 𝑇 1+2/𝑞′‖∇𝜙‖2𝐿∞‖𝛽‖2𝐿∞(𝐵‖𝑢0‖𝐿∞ )|
̃︁𝐾|2/𝑝′‖𝑏𝜖 − 𝑏‖2𝐿𝑞𝑝 ,
onde 1
𝑝
+ 1
𝑝′ = 1 e
1
𝑞
+ 1
𝑞′ = 1. Tambe´m, na desigualdade acima 𝐵‖𝑢0‖𝐿∞ representa a bola
de centro em em zero e raio ‖𝑢0‖𝐿∞ . Agora, por (5.1.10), tomando limite na desigualdade
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acima obtemos que 𝐼𝜖1 → 0 quando 𝜖→ 0.
Da mesma forma como acima, observe que
𝐼𝜖2 ≤
∫︁
Ω
∫︁ 𝑇
0
⃒⃒⃒⃒ ∫︁ 𝑡
0
∫︁
R𝑑
(𝛽(𝑢𝜖(𝑠, 𝑥))− 𝛽(𝑢(𝑠, 𝑥))) 𝑏(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
⃒⃒⃒⃒2
𝑑𝑡P(𝑑𝜔)
≤ 𝑇‖∇𝜙‖2𝐿∞‖𝑏‖2𝐿𝑞𝑝×
×
∫︁
Ω
(︂ ∫︁ 𝑇
0
(︂ ∫︁
̃︀𝐾 |𝛽(𝑢𝜖(𝑠, 𝑥))− 𝛽(𝑢(𝑠, 𝑥))|𝑝′𝑑𝑥
)︂𝑞′/𝑝′
𝑑𝑠
)︂2/𝑞′
P(𝑑𝜔)
≤ 𝑇 2/𝑝𝑞′+1/𝑝′𝑞′ |̃︁𝐾|2/𝑝′𝑞+1/𝑝′𝑞′×
×
(︂ ∫︁
Ω
∫︁ 𝑇
0
∫︁
̃︀𝐾 |𝛽(𝑢𝜖(𝑠, 𝑥))− 𝛽(𝑢(𝑠, 𝑥))|2𝑝′𝑞′𝑑𝑥 𝑑𝑠P(𝑑𝜔)
)︂1/𝑝′𝑞′
≤ 𝑇 2/𝑝𝑞′+1/𝑝′𝑞′|̃︁𝐾|2/𝑝′𝑞+1/𝑝′𝑞′‖𝛽(𝑢𝜖)− 𝛽(𝑢)‖2𝐿2𝑝′𝑞′ (Ω×[0,𝑇 ]×𝐵𝑅) , (5.1.15)
onde novamente temos as relac¸o˜es 1
𝑝
+ 1
𝑝′ = 1 e
1
𝑞
+ 1
𝑞′ = 1. Por (5.1.9) temos
|𝛽(𝑢𝜖)− 𝛽(𝑢)|2𝑝′𝑞′→ 0 , P⊗ 𝑑𝑡⊗ 𝑑𝑥− q.t.p. no espac¸o Ω× [0, 𝑇 ]×𝐵𝑅 .
quando 𝜖 → 0. Tambe´m e´ fa´cil ver que 𝛽(𝑢𝜖) e´ limitado em 𝜖 e que 𝛽(𝑢) ∈ 𝐿2𝑝′𝑞′(Ω ×
[0, 𝑇 ]×𝐵𝑅). Enta˜o pelo teorema da convergeˆncia dominada resulta que
‖𝛽(𝑢𝜖)− 𝛽(𝑢)‖2𝐿2𝑝′𝑞′ (Ω×[0,𝑇 ]×𝐵𝑅)→ 0 ,
quando 𝜖 → 0. Daqui, tomando limite na desigualdade (5.1.15) obtemos 𝐼𝜖2 → 0 quando
𝜖→ 0, como quer´ıamos.
(iii) A seguir mostramos que∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥)) ∇𝜙(𝑥) 𝑑𝑥 · 𝑑𝐵𝑠 →
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥)) ∇𝜙(𝑥) 𝑑𝑥 · 𝑑𝐵𝑠 , (5.1.16)
quando 𝜖 → 0. Para fazer isto observe que, pela isometria de Itoˆ e a desigualdade de
Ho¨lder, obtemos:∫︁
Ω
∫︁ 𝑇
0
⃒⃒⃒⃒ ∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥)) ∇𝜙(𝑥) 𝑑𝑥 · 𝑑𝐵𝑠
−
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥)) ∇𝜙(𝑥) 𝑑𝑥 · 𝑑𝐵𝑠
⃒⃒⃒⃒2
𝑑𝑡P(𝑑𝜔)
=
∫︁ 𝑇
0
E
[︂⃒⃒⃒⃒ ∫︁ 𝑡
0
(︂ ∫︁
̃︀𝐾(𝛽(𝑢𝜖(𝑠, 𝑥))− 𝛽(𝑢(𝑠, 𝑥))) ∇𝜙(𝑥) 𝑑𝑥
)︂
· 𝑑𝐵𝑠
⃒⃒⃒⃒2]︂
𝑑𝑡
≤
∫︁ 𝑇
0
E
[︂ ∫︁ 𝑡
0
⃒⃒⃒⃒ ∫︁
̃︀𝐾(𝛽(𝑢𝜖(𝑠, 𝑥))− 𝛽(𝑢(𝑠, 𝑥))) ∇𝜙(𝑥) 𝑑𝑥
⃒⃒⃒⃒2
R𝑑
𝑑𝑠
]︂
𝑑𝑡
≤ 𝑇‖∇𝜙‖2𝐿∞ |̃︁𝐾|∫︁Ω
∫︁ 𝑇
0
∫︁
̃︀𝐾 |𝛽(𝑢𝜖(𝑠, 𝑥))− 𝛽(𝑢(𝑠, 𝑥))|2𝑑𝑥 𝑑𝑠P(𝑑𝜔)
≤ 𝑇‖∇𝜙‖2𝐿∞ |̃︁𝐾| ‖𝛽(𝑢𝜖)− 𝛽(𝑢)‖2𝐿2(Ω×[0,𝑇 ]×𝐵𝑅) .
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Daqui, por (5.1.9) e pelo teorema da convergeˆncia dominada, resulta
‖𝛽(𝑢𝜖)− 𝛽(𝑢)‖2𝐿2(Ω×[0,𝑇 ]×𝐵𝑅)→ 0 ,
quando 𝜖 → 0. Assim, tomando limite na u´ltima desigualdade acima quando 𝜖 → 0
obtemos (5.1.16), como quer´ıamos.
(iv) A convergeˆncia:∫︁ 𝑡
0
∫︁
R𝑑
div 𝑏𝜖(𝑠, 𝑥)𝛽(𝑢𝜖(𝑠, 𝑥))𝜙(𝑥) 𝑑𝑥 𝑑𝑠→
∫︁ 𝑡
0
∫︁
R𝑑
div 𝑏(𝑠, 𝑥)𝛽(𝑢(𝑠, 𝑥))𝜙(𝑥) 𝑑𝑥 𝑑𝑠 ,
quando 𝜖→ 0, pode ser feita de maneira ana´loga a` parte (ii).
(v) De forma semelhante ao procedimento feito em (i) podemos obter a convergeˆncia∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥))Δ𝜙(𝑥) 𝑑𝑥 𝑑𝑠 →
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥))Δ𝜙(𝑥) 𝑑𝑥 𝑑𝑠 ,
quando 𝜖→ 0.
Portanto, tomando limite na equac¸a˜o (5.1.8) e devido a (i), (ii), (iii), (iv) e (v) acima, temos
que 𝑢(𝑡, 𝑥) = 𝑢0(𝜑−1𝑡 (𝑥)) e´ uma soluc¸a˜o renormalizada da equac¸a˜o (5.0.1).
Dado inicial em 𝐶𝑏(R𝑑) ∩ 𝐿2(R𝑑)
Na presente subsec¸a˜o mostramos o resultado acima mas assumindo a seguinte suposic¸a˜o
sobre o dado inicial.
Hipo´tese 5.8.
𝑢0 ∈ 𝐶𝑏(R𝑑) ∩ 𝐿2(R𝑑) .
A noc¸a˜o de soluc¸a˜o renormalizada agora e´ considerada sobre uma classe mais restrita das
func¸o˜es 𝛽. Denotemos ao espac¸o de func¸o˜es Lipschitz por 𝑊 1,∞ (ver L. C. Evans [24, Cap´ıtulo
5, sec¸a˜o 5.8, teorema 4])
Definic¸a˜o 5.9. Dizemos que uma 𝐿∞-soluc¸a˜o fraca 𝑢 de (5.0.1) e´ renormalizada se para todo
𝛽 ∈ 𝐶2(R)∩𝑊 1,∞(R) o processo 𝛽(𝑢(𝑡, 𝑥)) e´ uma 𝐿∞-soluc¸a˜o fraca da mesma equac¸a˜o (5.0.1)
com condic¸a˜o inicial correspondente.
Seguindo a definic¸a˜o acima, a seguir, apresentamos e mostramos uns de nossos resultados
principais desta subsec¸a˜o.
Proposic¸a˜o 5.10. Assuma as hipo´teses 5.6 e 5.8 e as condic¸o˜es (5.1.1) e (5.1.2). Enta˜o
𝑢(𝑡, 𝑥) = 𝑢0(𝜑−1𝑡 (𝑥)) e´ uma soluc¸a˜o renormalizada para a equac¸a˜o de transporte (5.0.1), onde
𝜑 satisfaz a equac¸a˜o de caracter´ısticas dada por:
𝑑𝜑𝑡(𝑥) = 𝑏(𝑡, 𝜑𝑡(𝑥))𝑑𝑡+ 𝑑𝐵𝑡, 𝜑𝑡(𝑥) = 𝑥 .
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Demonstrac¸a˜o. Fazemos a prova em dois passos:
Passo 1: Regularizac¸a˜o. Consideremos a regularizac¸a˜o do dado inicial 𝑢0 da seguinte ma-
neira:
𝑢𝑛0 (𝑥) = 𝜂𝑛(𝑥)[𝑢0 * 𝜌𝑛](𝑥) para todo 𝑛 ∈ N , (5.1.17)
onde {𝜌𝑛}𝑛 uma famı´lia de mollifiers sime´tricos padra˜o e {𝜂𝑛}𝑛 e´ uma sequeˆncia de func¸o˜es
reescalonadas definidas como 𝜂𝑛(·) = 𝜂( ·𝑛) onde 𝜂 e´ uma func¸a˜o cut-off diferencia´vel na˜o-
negativa limitada 0 ≤ 𝜂 ≤ 1 suportada na bola de raio 2 e tal que 𝜂 = 1 na bola de raio 1.
Pelas propriedades dos mollifiers e a func¸a˜o cut-off, e dado que 𝑢0 satisfaz a hipo´tese 5.8 temos
que
𝑢𝑛0 → 𝑢0 , (5.1.18)
no espac¸o 𝐿2(R𝑑), quando 𝑛 → ∞. Agora, claramente qualquer elemento 𝑢𝑛0 , 𝑛 ∈ N e´ dife-
rencia´vel no espac¸o e suportada compactamente, portanto com derivadas limitadas de todas
as ordens. Desse modo, para cada 𝑛 ∈ N temos que 𝑢𝑛0 satisfaz (5.1.3) pois: claramente
para cada 𝑛, 𝑢𝑛0 ∈ 𝑊 1,𝑝(R𝑑), 𝑝 > 𝑑 e enta˜o pelo teorema de imersa˜o de Sobolev tem-se que
𝑢𝑛0 ∈ 𝐶
0,1− 𝑑
𝑝
𝑏 (R𝑑), isto e´, 𝑢𝑛0 e´ uma func¸a˜o 𝛼-Ho¨lder cont´ınuo e limitado (𝛼 = 1 − 𝑑𝑝). Da´ı,
como 𝑏 satisfaz a equac¸a˜o (5.1.1), resulta que 𝑏 e 𝑢𝑛0 satisfazem as hipo´teses da proposic¸a˜o 5.7.
Portanto, para cada 𝑛 ∈ N, obtemos que 𝑢𝑛(𝑡, 𝑥) = 𝑢𝑛0 (𝜑−1𝑡 (𝑥)) e´ uma soluc¸a˜o renormalizada
da equac¸a˜o de transporte estoca´stico (5.0.1), isto e´, 𝛽(𝑢𝑛(𝑡, 𝑥)) verifica (na forma Itoˆ):∫︁
R𝑑
𝛽(𝑢𝑛(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝛽(𝑢𝑛0 (𝑥))𝜙(𝑥) 𝑑𝑥+
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝑛(𝑠, 𝑥)) 𝑏(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝑛(𝑠, 𝑥)) div 𝑏(𝑠, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
𝑑∑︁
𝑖=1
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝑛(𝑠, 𝑥)) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 𝑑𝐵𝑖𝑠
+ 12
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝑛(𝑠, 𝑥))Δ𝜙(𝑥) 𝑑𝑥 𝑑𝑠 , (5.1.19)
onde 𝜙 ∈ 𝐶∞𝑐 (R𝑑) e os 𝛽 sa˜o tomados de acordo com nossa definic¸a˜o 5.9.
Passo 2: Passagem do Limite. Passamos limite na equac¸a˜o (5.1.19) para obter que
𝑢(𝑡, 𝑥) = 𝑢0(𝜑−1𝑡 (𝑥)) e´ ainda uma soluc¸a˜o renormalizada da equac¸a˜o do transporte (5.0.1).
Antes, sabemos que 𝑢𝑛(𝑡, 𝑥) = 𝑢𝑛0 (𝜑−1𝑡 (𝑥)) e consideramos a notac¸a˜o do fluxo inverso como
𝜓𝜖𝑡(𝑥) = (𝜑𝜖𝑡)−1(𝑥) e 𝜓𝑡(𝑥) = (𝜑𝑡)−1(𝑥). Aqui o ı´ndice 𝜖 indica simplesmente o fluxo associado
ao campo 𝑏𝜖 regularizado, o qual aparecera´ nas demonstrac¸o˜es abaixo ao passar o limite. A
seguir, vamos a calcular os limites de cada termo da equac¸a˜o (5.1.19) no espac¸o 𝐿2(Ω× [0, 𝑇 ]).
(i) Primeiro demonstramos que∫︁
R𝑑
𝛽(𝑢𝑛(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥→
∫︁
R𝑑
𝛽(𝑢(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥
quando 𝑛→∞. De fato, consideremos 𝐾 = 𝑠𝑢𝑝𝑝(𝜙). Enta˜o pela desigualdade de Ho¨lder,
aplicando o lema 3 e lema 5 de [29] e fazendo mudanc¸a de varia´veis tem-se,∫︁ 𝑇
0
∫︁
Ω
[︂ ∫︁
R𝑑
(𝛽(𝑢𝑛0 (𝜓𝑡(𝑥)))− 𝛽(𝑢0(𝜓𝑡(𝑥))))𝜙(𝑥) 𝑑𝑥
]︂2
P(𝑑𝜔) 𝑑𝑡
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≤ 𝑇‖𝜙‖2𝐿∞(R𝑑)|𝐾|
∫︁ 𝑇
0
∫︁
Ω
∫︁
𝐾
|𝛽(𝑢𝑛0 (𝜓𝑡(𝑥)))− 𝛽(𝑢0(𝜓𝑡(𝑥)))|2𝑑𝑥P(𝑑𝜔) 𝑑𝑡
= 𝑇‖𝜙‖2𝐿∞(R𝑑)|𝐾|
(︂
lim
𝜖→0
∫︁ 𝑇
0
∫︁
Ω
∫︁
𝐾
|𝛽(𝑢𝑛0 (𝜓𝜖𝑡(𝑥)))− 𝛽(𝑢0(𝜓𝜖𝑡(𝑥)))|2𝑑𝑥P(𝑑𝜔) 𝑑𝑡
)︂
= 𝑇‖𝜙‖2𝐿∞(R𝑑)|𝐾|
(︂
lim
𝜖→0
∫︁ 𝑇
0
∫︁
Ω
∫︁
𝜑𝜖𝑡(𝐾)
|𝛽(𝑢𝑛0 (𝑦))− 𝛽(𝑢0(𝑦))|2𝐽𝜑𝜖𝑡(𝑦) 𝑑𝑦 P(𝑑𝜔) 𝑑𝑡
)︂
≤ 𝑇‖𝜙‖2𝐿∞(R𝑑)|𝐾|
(︂
lim
𝜖→0
∫︁ 𝑇
0
∫︁
R𝑑
|𝑢𝑛0 (𝑦)− 𝑢0(𝑦)|2E[𝐽𝜑𝜖𝑡(𝑦)] 𝑑𝑦 𝑑𝑡
)︂
≤ 𝐶𝑑,𝑇‖𝜙‖2𝐿∞(R𝑑)|𝐾|
∫︁
R𝑑
|𝑢𝑛0 (𝑦)− 𝑢0(𝑦)|2 𝑑𝑦
→ 0 ,
quando 𝑛→∞, como quer´ıamos. Na desigualdade acima 𝐽𝜑𝜖𝑡(𝑦) representa o Jacobiano
do fluxo 𝜑𝜖𝑡.
(ii) Seguidamente provamos que∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝑛(𝑠, 𝑥)) div 𝑏(𝑠, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑠→
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥)) div 𝑏(𝑠, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑠 ,
quando 𝑛 → ∞. Com efeito, seja novamente 𝐾 = 𝑠𝑢𝑝𝑝(𝜙) e de novo pela desigualdade
de Ho¨lder, aplicando os lemas 3 e 5 de [29], fazendo mudanc¸a de varia´veis e pela hipo´tese
5.6 resulta,∫︁ 𝑇
0
∫︁
Ω
[︂ ∫︁ 𝑡
0
∫︁
R𝑑
(𝛽(𝑢𝑛0 (𝜓𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝑠(𝑥)))) div 𝑏(𝑠, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑠
]︂2
P(𝑑𝜔) 𝑑𝑡
≤ ‖𝜙‖2𝐿∞
∫︁ 𝑇
0
∫︁
Ω
∫︁ 𝑇
0
∫︁
𝐾
|𝛽(𝑢𝑛0 (𝜓𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝑠(𝑥)))|2𝑑𝑥 𝑑𝑠P(𝑑𝜔) 𝑑𝑡×
×
∫︁ 𝑇
0
∫︁
𝐾
|div 𝑏(𝑠, 𝑥)|2𝑑𝑥 𝑑𝑠
≤ 𝑇‖𝜙‖2𝐿∞‖div 𝑏‖2𝐿2
𝑙𝑜𝑐
∫︁
Ω
∫︁ 𝑇
0
∫︁
𝐾
|𝛽(𝑢𝑛0 (𝜓𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝑠(𝑥)))|2𝑑𝑥 𝑑𝑠P(𝑑𝜔)
= 𝑇‖𝜙‖2𝐿∞‖div 𝑏‖2𝐿2
𝑙𝑜𝑐
(︂
lim
𝜖→0
∫︁
Ω
∫︁ 𝑇
0
∫︁
𝐾
|𝛽(𝑢𝑛0 (𝜓𝜖𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝜖𝑠(𝑥)))|2𝑑𝑥 𝑑𝑠P(𝑑𝜔)
)︂
≤ 𝑇‖𝜙‖2𝐿∞‖div 𝑏‖2𝐿2
𝑙𝑜𝑐
(︂
lim
𝜖→0
∫︁ 𝑇
0
∫︁
R𝑑
|𝛽(𝑢𝑛0 (𝑦))− 𝛽(𝑢0(𝑦))|2E[𝐽𝜑𝜖𝑠(𝑦)]𝑑𝑦 𝑑𝑠
)︂
≤ 𝐶𝑑,𝑇‖𝜙‖2𝐿∞‖div 𝑏‖2𝐿2
𝑙𝑜𝑐
∫︁
R𝑑
|𝑢𝑛0 (𝑦)− 𝑢0(𝑦)|2𝑑𝑦
→ 0 ,
quando 𝑛→∞, como quer´ıamos.
(iii) A continuac¸a˜o mostramos que∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝑛(𝑠, 𝑥)) 𝑏(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠→
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥)) 𝑏(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
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quando 𝑛→∞. De fato, denotemos por ̃︁𝐾 = 𝑠𝑢𝑝𝑝(∇𝜙) e seguindo os mesmos argumen-
tos de (i) e (ii) obtemos,
∫︁ 𝑇
0
∫︁
Ω
[︂ ∫︁ 𝑡
0
∫︁
R𝑑
(𝛽(𝑢𝑛0 (𝜓𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝑠(𝑥))))𝑏(𝑠, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
]︂2
P(𝑑𝜔) 𝑑𝑡
≤ ‖∇𝜙‖2𝐿∞
∫︁ 𝑇
0
∫︁
Ω
∫︁ 𝑇
0
∫︁
̃︀𝐾 |𝛽(𝑢𝑛0 (𝜓𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝑠(𝑥)))|2𝑑𝑥 𝑑𝑠P(𝑑𝜔) 𝑑𝑡×
×
∫︁ 𝑇
0
∫︁
̃︀𝐾 |𝑏(𝑠, 𝑥)|2𝑑𝑥 𝑑𝑠
≤ 𝑇 1+1/𝑠|̃︁𝐾|1/𝑟‖∇𝜙‖2𝐿∞‖𝑏‖2𝐿𝑞𝑝×
×
∫︁
Ω
∫︁ 𝑇
0
∫︁
̃︀𝐾 |𝛽(𝑢𝑛0 (𝜓𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝑠(𝑥)))|2𝑑𝑥 𝑑𝑠P(𝑑𝜔)
= 𝑇 1+1/𝑠|̃︁𝐾|1/𝑟‖∇𝜙‖2𝐿∞‖𝑏‖2𝐿𝑞𝑝×
×
(︂
lim
𝜖→0
∫︁
Ω
∫︁ 𝑇
0
∫︁
̃︀𝐾 |𝛽(𝑢𝑛0 (𝜓𝜖𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝜖𝑠(𝑥)))|2𝑑𝑥 𝑑𝑠P(𝑑𝜔)
)︂
≤ 𝑇 1+1/𝑠|̃︁𝐾|1/𝑟‖∇𝜙‖2𝐿∞‖𝑏‖2𝐿𝑞𝑝×
×
(︂
lim
𝜖→0
∫︁ 𝑇
0
∫︁
R𝑑
|𝛽(𝑢𝑛0 (𝑦))− 𝛽(𝑢0(𝑦))|2E[𝐽𝜑𝜖𝑠(𝑦)]𝑑𝑦 𝑑𝑠
)︂
≤ 𝐶𝑑,𝑇 |̃︁𝐾|1/𝑟‖∇𝜙‖2𝐿∞‖𝑏‖2𝐿𝑞𝑝
∫︁
R𝑑
|𝑢𝑛0 (𝑦)− 𝑢0(𝑦)|2𝑑𝑦
→ 0 ,
quando 𝑛→∞, onde 𝑟, 𝑠 sa˜o nu´meros reais positivos tais que 2
𝑝
+ 1
𝑟
= 1 e 2
𝑞
+ 1
𝑠
= 1. Mas
o limite anterior e´ justamente o que deseja´vamos.
(iv) Tambe´m provamos que∫︁ 𝑡
0
(︂ ∫︁
R𝑑
𝛽(𝑢𝑛(𝑠, 𝑥)) ∇𝜙(𝑥) 𝑑𝑥
)︂
· 𝑑𝐵𝑠 →
∫︁ 𝑡
0
(︂ ∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥)) ∇𝜙(𝑥) 𝑑𝑥
)︂
· 𝑑𝐵𝑠 ,
quando 𝑛 → ∞. Para fazer isto primeiro denotamos por ̃︁𝐾 = 𝑠𝑢𝑝𝑝(∇𝜙). Da´ı, pela
isometria de Itoˆ e prosseguindo de igual forma aos procedimentos anteriores obtemos,∫︁ 𝑇
0
∫︁
Ω
[︂ ∫︁ 𝑡
0
(︂ ∫︁
R𝑑
(𝛽(𝑢𝑛0 (𝜓𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝑠(𝑥))))∇𝜙(𝑥) 𝑑𝑥
)︂
𝑑𝐵𝑠
]︂2
P(𝑑𝜔) 𝑑𝑡
=
∫︁ 𝑇
0
∫︁
Ω
∫︁ 𝑡
0
(︂ ∫︁
̃︀𝐾 (𝛽(𝑢𝑛0 (𝜓𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝑠(𝑥))))∇𝜙(𝑥) 𝑑𝑥
)︂2
𝑑𝑠P(𝑑𝜔) 𝑑𝑡
≤ 𝑇‖∇𝜙‖2𝐿∞
∫︁
Ω
∫︁ 𝑇
0
∫︁
̃︀𝐾 |𝛽(𝑢𝑛0 (𝜓𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝑠(𝑥)))|2𝑑𝑥 𝑑𝑠P(𝑑𝜔)
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= 𝑇‖∇𝜙‖2𝐿∞
(︂
lim
𝜖→0
∫︁
Ω
∫︁ 𝑇
0
∫︁
̃︀𝐾 |𝛽(𝑢𝑛0 (𝜓𝜖𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝜖𝑠(𝑥)))|2𝑑𝑥 𝑑𝑠P(𝑑𝜔)
)︂
= 𝑇‖∇𝜙‖2𝐿∞
(︂
lim
𝜖→0
∫︁ 𝑇
0
∫︁
R𝑑
|𝛽(𝑢𝑛0 (𝑦))− 𝛽(𝑢0(𝑦))|2E[𝐽𝜑𝜖𝑠(𝑦)]𝑑𝑦 𝑑𝑠
)︂
≤ 𝐶𝑑,𝑇‖∇𝜙‖2𝐿∞
∫︁
R𝑑
|𝑢𝑛0 (𝑦)− 𝑢0(𝑦)|2𝑑𝑦
→ 0 ,
quando 𝑛→∞.
(v) De maneira ana´loga a (i) podemos obter∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝑛(𝑠, 𝑥))Δ𝜙(𝑥) 𝑑𝑥 𝑑𝑠→
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥))Δ𝜙(𝑥) 𝑑𝑥 𝑑𝑠
quando 𝑛→∞.
Portanto, de (i), (ii), (iii), (iv) e (v) resulta que a soluc¸a˜o 𝑢(𝑡, 𝑥) = 𝑢0(𝜑−1𝑡 (𝑥)) e´ uma soluc¸a˜o
renormalizada da equac¸a˜o de transporte estoca´stico (5.0.1).
Estamos em condic¸o˜es de mostrar o nosso resultado principal, isto e´, unicidade implica
renormalizac¸a˜o. Denotamos por 𝐶([0, 𝑇 ], 𝐶𝑏(R𝑑)∩𝐿2(R𝑑)−𝑤) o espac¸o das func¸o˜es cont´ınuas
em 𝑡 ∈ [0, 𝑇 ] tais que e´ cont´ınua em 𝐶𝑏(R𝑑) ∩ 𝐿2(R𝑑) respeito da topologia fraca.
Teorema 5.11. Assuma a condic¸a˜o (5.1.1) e as hipo´teses 5.6 e 5.8. Enta˜o unicidade implica
renormalizac¸a˜o para toda soluc¸a˜o distribuic¸a˜o em 𝐶([0, 𝑇 ], 𝐶𝑏(R𝑑) ∩ 𝐿2(R𝑑) − 𝑤). Assim o
campo 𝑏 tem a propriedade de renormalizac¸a˜o.
Demonstrac¸a˜o. Seja 𝑢(𝑡, 𝑥) soluc¸a˜o distribuic¸a˜o em 𝐶([0, 𝑇 ], 𝐶𝑏(R𝑑)∩𝐿2(R𝑑)−𝑤). Assim, por
definic¸a˜o temos que∫︁
R𝑑
𝑢(𝑡, 𝑥)𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝑢(𝑠, 𝑥)𝜙(𝑥)𝑑𝑥+
∫︁ 𝑡
𝑠
∫︁
R𝑑
𝑢(𝑟, 𝑥) 𝑏(𝑟, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥𝑑𝑟
+
∫︁ 𝑡
𝑠
∫︁
R𝑑
div 𝑏(𝑟, 𝑥)𝑢(𝑟, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑟
+
𝑑∑︁
𝑖=1
∫︁ 𝑡
𝑠
∫︁
R𝑑
𝑢(𝑟, 𝑥) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 ∘𝑑𝐵𝑖𝑟 .
(5.1.20)
e ∫︁
R𝑑
𝑢(𝑠, 𝑥)𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝑢(𝑝, 𝑥)𝜙(𝑥)𝑑𝑥+
∫︁ 𝑠
𝑝
∫︁
R𝑑
𝑢(𝑟, 𝑥) 𝑏(𝑟, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥𝑑𝑟
+
∫︁ 𝑠
𝑝
∫︁
R𝑑
div 𝑏(𝑟, 𝑥)𝑢(𝑟, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑟
+
𝑑∑︁
𝑖=1
∫︁ 𝑠
𝑝
∫︁
R𝑑
𝑢(𝑟, 𝑥) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 ∘𝑑𝐵𝑖𝑟 .
(5.1.21)
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para todo 0 < 𝑝 < 𝑠 < 𝑡 < 𝑇 . Tomando o limite quando 𝑠→ 0 e 𝑝→ 0 em (5.1.20) e (5.1.21)
respectivamente, tem-se∫︁
R𝑑
𝑢(𝑡, 𝑥)𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝑢(0, 𝑥)𝜙(𝑥)𝑑𝑥+
∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑟, 𝑥) 𝑏(𝑟, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥𝑑𝑟
+
∫︁ 𝑡
0
∫︁
R𝑑
div 𝑏(𝑟, 𝑥)𝑢(𝑟, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑟
+
𝑑∑︁
𝑖=1
∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑟, 𝑥) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 ∘𝑑𝐵𝑖𝑟 .
(5.1.22)
e ∫︁
R𝑑
𝑢(𝑠, 𝑥)𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝑢(0, 𝑥)𝜙(𝑥)𝑑𝑥+
∫︁ 𝑠
0
∫︁
R𝑑
𝑢(𝑟, 𝑥) 𝑏(𝑟, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥𝑑𝑟
+
∫︁ 𝑠
0
∫︁
R𝑑
div 𝑏(𝑟, 𝑥)𝑢(𝑟, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑟
+
𝑑∑︁
𝑖=1
∫︁ 𝑠
0
∫︁
R𝑑
𝑢(𝑟, 𝑥) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 ∘𝑑𝐵𝑖𝑟 .
(5.1.23)
Por hipo´tese existe uma u´nica 𝐿∞-soluc¸a˜o fraca e pela proposic¸a˜o 5.10 e´ uma soluc¸a˜o renorma-
lizada. Enta˜o podemos afirmar que∫︁
R𝑑
𝛽(𝑢(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝛽(𝑢(0, 𝑥))𝜙(𝑥)𝑑𝑥+
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑟, 𝑥)) 𝑏(𝑟, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥𝑑𝑟
+
∫︁ 𝑡
0
∫︁
R𝑑
div 𝑏(𝑟, 𝑥) 𝛽(𝑢(𝑟, 𝑥))𝜙(𝑥) 𝑑𝑥 𝑑𝑟
+
𝑑∑︁
𝑖=1
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑟, 𝑥)) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 ∘𝑑𝐵𝑖𝑟 .
(5.1.24)
e ∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥))𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝛽(𝑢(0, 𝑥))𝜙(𝑥)𝑑𝑥+
∫︁ 𝑠
0
∫︁
R𝑑
𝛽(𝑢(𝑟, 𝑥)) 𝑏(𝑟, 𝑥) · ∇𝜙(𝑥) 𝑑𝑥𝑑𝑟
+
∫︁ 𝑠
0
∫︁
R𝑑
div 𝑏(𝑟, 𝑥) 𝛽(𝑢(𝑟, 𝑥))𝜙(𝑥) 𝑑𝑥 𝑑𝑟
+
𝑑∑︁
𝑖=1
∫︁ 𝑠
0
∫︁
R𝑑
𝛽(𝑢(𝑟, 𝑥)) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 ∘𝑑𝐵𝑖𝑟 .
(5.1.25)
Subtraindo (5.1.24) e (5.1.25) temos a propriedade de renormalizac¸a˜o.
5.1.2 Drift 𝜃-Ho¨lder na˜o-limitado
Nesta subsec¸a˜o, sob certas condic¸o˜es sobre o campo e dado inicial, mostramos que a u´nica
soluc¸a˜o (se existe) da equac¸a˜o do transporte (5.0.1) e´ tambe´m uma soluc¸a˜o renormalizada.
Seguimos o padra˜o de desenvolvimento da subsec¸a˜o anterior, mas antes consideramos algumas
notac¸o˜es.
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Para 𝜃 ∈ (0, 1), definimos o conjunto 𝐶𝜃(R𝑑;R𝑑), 𝑑 ≥ 1, como o conjunto de todos os campos
vetoriais 𝑓 : R𝑑 → R𝑑 tais que
[𝑓 ]𝜃 := sup
𝑥 ̸=𝑦,|𝑥−𝑦|≤1
|𝑓(𝑥)− 𝑓(𝑦)|
|𝑥− 𝑦|𝜃 <∞ .
Estes campos vetoriais sa˜o chamados func¸o˜es 𝜃-Ho¨lder cont´ınuo localmente uniformemente. A
func¸a˜o 𝑓(𝑥) = |𝑥|𝜃 e´ um exemplo cla´ssico. Observe que se
[𝑓 ]𝜃,1 := sup
𝑥 ̸=𝑦
|𝑓(𝑥)− 𝑓(𝑦)|
|𝑥− 𝑦|𝜃∨|𝑥− 𝑦| <∞ ,
onde 𝑎 ∨ 𝑏 = max(𝑎, 𝑏) para 𝑎, 𝑏 ∈ R, enta˜o por um argumento simples resulta que [𝑓 ]𝜃 ≤
[𝑓 ]𝜃,1 ≤ 2 [𝑓 ]𝜃, assim em particular func¸o˜es em 𝐶𝜃(R𝑑;R𝑑) tem no ma´ximo crescimento linear.
O conjunto 𝐶𝜃(R𝑑;R𝑑) acima torna-se um espac¸o de Banach com respeito a` norma
‖𝑓‖𝜃= ‖(1 + |·|)−1𝑓(·)‖0+[𝑓 ]𝜃 (5.1.26)
onde ‖·‖0 denota a norma do supremo sobre R𝑑.
Dado Inicial Ho¨lder e Limitado
Aqui desenvolvemos o resultado de existeˆncia de soluc¸a˜o renormalizada considerando as
seguintes condic¸o˜es sobre os coeficientes da equac¸a˜o do transporte (5.0.1).
Hipo´tese 5.12. Assuma que o campo vetorial 𝑏 satisfaz
𝑏 ∈ 𝐶𝜃(R𝑑,R𝑑) , 𝜃 ∈ (0, 1). (5.1.27)
E suponha que a condic¸a˜o inicial e´ tomada sendo uma func¸a˜o 𝛼-Ho¨lder cont´ınua e limitada,
isto e´,
𝑢0 ∈ 𝐶0,𝛼𝑏 (R𝑑) onde 𝛼 ∈ (0, 1] . (5.1.28)
Tambe´m, supomos a seguinte hipo´tese sobre o divergente.
Hipo´tese 5.13. Suponha que o divergente do campo 𝑏 satisfaz
div 𝑏 ∈ 𝐿2𝑙𝑜𝑐(R𝑑) . (5.1.29)
Proposic¸a˜o 5.14. Assuma as hipo´teses 5.12 e 5.13. Enta˜o 𝑢(𝑡, 𝑥) = 𝑢0(𝜑−1𝑡 (𝑥)) e´ uma soluc¸a˜o
renormalizada da equac¸a˜o de transporte (5.0.1), no sentido da definic¸a˜o 5.9, onde 𝜑 satisfaz a
equac¸a˜o de caracter´ısticas dada por,
𝑑𝜑𝑡(𝑥) = 𝑏(𝜑𝑡(𝑥))𝑑𝑡+ 𝑑𝐵𝑡, 𝜑𝑡(𝑥) = 𝑥 .
Demonstrac¸a˜o. Faremos a demonstrac¸a˜o em duas etapas:
Etapa 1: Regularizac¸a˜o. Seja {𝜌𝜖}𝜖 uma famı´lia de mollifiers sime´tricos padra˜o. Definimos
a famı´lia de coeficientes regularizados como
𝑏𝜖(𝑥) = 𝑏 * 𝜌𝜖(𝑥) .
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De igual maneira, definimos a famı´lia de aproximac¸o˜es regulares da condic¸a˜o inicial
𝑢𝜖0(𝑥) = 𝑢0 * 𝜌𝜖(𝑥).
E´ claro que qualquer elemento 𝑏𝜖, 𝑢𝜖0, 𝜖 > 0 das dois famı´lias e´ diferencia´vel. Assim, para
qualquer 𝜖 > 0 fixado, seguindo a teoria cla´ssica de H. Kunita em [34], obtemos a existeˆncia de
uma u´nica soluc¸a˜o 𝑢𝜖 para equac¸a˜o regularizada dada por:⎧⎨⎩ 𝑑𝑢
𝜖(𝑡, 𝑥, 𝜔) +∇𝑢𝜖(𝑡, 𝑥, 𝜔) · (𝑏𝜖(𝑥)𝑑𝑡+ ∘𝑑𝐵𝑡(𝜔)) = 0,
𝑢𝜖|𝑡=0 = 𝑢𝜖0 .
(5.1.30)
Ademais, essa soluc¸a˜o 𝑢𝜖 tem a representac¸a˜o:
𝑢𝜖(𝑡, 𝑥) = 𝑢𝜖0((𝜑𝜖𝑡)−1(𝑥)) , (5.1.31)
em termos da condic¸a˜o inicial regularizada e o fluxo inverso (𝜑𝜖𝑡)−1 associado a` equac¸a˜o de
caracter´ısticas da equac¸a˜o (5.1.30)), a qual e´ dada por
𝑑𝑋𝜖𝑡 = 𝑏𝜖(𝑋𝜖𝑡 ) 𝑑𝑡+ 𝑑𝐵𝑡 , 𝑋𝜖0 = 𝑥 .
Pela fo´rmula de Itoˆ, para qualquer 𝛽 ∈ 𝐶2(R) resulta∫︁
R𝑑
𝛽(𝑢𝜖(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝛽(𝑢𝜖0(𝑥))𝜙(𝑥) 𝑑𝑥+
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑡, 𝑥)) 𝑏𝜖(𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
div 𝑏𝜖(𝑥)𝛽(𝑢𝜖(𝑡, 𝑥))𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
𝑑∑︁
𝑖=1
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑡, 𝑥)) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 ∘𝑑𝐵𝑖𝑠 .
(5.1.32)
Na formulac¸a˜o Itoˆ:∫︁
R𝑑
𝛽(𝑢𝜖(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝛽(𝑢𝜖0(𝑥))𝜙(𝑥) 𝑑𝑥+
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥)) 𝑏𝜖(𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
div 𝑏𝜖(𝑥)𝛽(𝑢𝜖(𝑠, 𝑥))𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
𝑑∑︁
𝑖=1
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥)) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 𝑑𝐵𝑖𝑠
+ 12
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥))Δ𝜙(𝑥) 𝑑𝑥 𝑑𝑠 .
(5.1.33)
Etapa 2: Passagem do Limite. O argumento principal e´ provar que,
𝛽(𝑢𝜖)→ 𝛽(𝑢) , P⊗ 𝑑𝑡⊗ 𝑑𝑥− q.t.p. no espac¸o Ω× [0, 𝑇 ]×𝐵𝑅 , (5.1.34)
quando 𝜖→ 0, onde 𝐵𝑅 e´ a bola aberta centrada em zero e raio 𝑅 > 0. Desse modo, aplicando
o teorema da convergeˆncia dominada, podemos passar o limite na equac¸a˜o (5.1.33) no espac¸o
𝐿2(Ω × [0, 𝑇 ]) e desta maneira obter que 𝛽(𝑢(𝑠, 𝑥)) e´ uma soluc¸a˜o fraca de (5.0.1) (portanto
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renormalizada).
De fato, primeiro denotemos por 𝜓𝜖𝑡 = (𝜑𝜖𝑡)−1 e 𝜓𝑡 = (𝜑𝑡)−1 os fluxos inversos associados a´s
equac¸o˜es de caracter´ısticas de 𝑏𝜖 e 𝑏 respectivamente. Claramente as sequeˆncias 𝑏𝜖 e div 𝑏𝜖,
definidas acima, convergem fortemente no espac¸o 𝐶𝜃𝑏 (R𝑑;R𝑑) e 𝐿2𝑙𝑜𝑐(R𝑑) respectivamente, isto
e´,
‖𝑏𝜖 − 𝑏‖𝐶𝜃
𝑏
(R𝑑;R𝑑)→ 0 , (5.1.35)
quando 𝜖→ 0; e
‖div 𝑏𝜖 − div 𝑏‖𝐿2(𝐾)→ 0 , (5.1.36)
quando 𝜖→ 0, onde 𝐾 e´ um subconjunto compacto de R𝑑. Tambe´m, como 𝑢0 e´ uma func¸a˜o 𝛼-
Ho¨lder cont´ınuo enta˜o 𝑢𝜖0 e´ uma sequeˆncia de func¸o˜es diferencia´veis que converge uniformemente
para 𝑢0 sobre R𝑑.
A continuac¸a˜o, vamos a mostrar que
𝑢𝜖0(𝜓𝜖)→ 𝑢0(𝜓) , P⊗ 𝑑𝑡⊗ 𝑑𝑥− q.t.p. no espac¸o Ω× [0, 𝑇 ]×𝐵𝑅 , (5.1.37)
quando 𝜖→ 0. De fato, pelo teorema 7 de [27] temos que para 𝑝 ≥ 1, 𝑇 > 0 e 𝑅 > 0,
lim
𝜖→0
∫︁ 𝑇
0
∫︁
𝐵𝑅
∫︁
Ω
|𝜓𝜖𝑡(𝑥)− 𝜓𝑡(𝑥)|𝑝 P(𝑑𝜔) 𝑑𝑥 𝑑𝑡
≤ (1 +𝑅)𝑝 lim
𝜖→0
∫︁ 𝑇
0
∫︁
𝐵𝑅
∫︁
Ω
|𝜓𝜖𝑡(𝑥)− 𝜓𝑡(𝑥)|𝑝
(1 + |𝑥|)𝑝 P(𝑑𝜔) 𝑑𝑥 𝑑𝑡
≤ 𝑇 |𝐵𝑅|(1 +𝑅)𝑝 lim
𝜖→0 sup𝑡∈[0,𝑇 ]
sup
𝑥∈𝐵𝑅
E
[︂ |𝜓𝜖𝑡(𝑥)− 𝜓𝑡(𝑥)|𝑝
(1 + |𝑥|)𝑝
]︂
= 0 .
Enta˜o, a sequeˆncia {𝜓𝜖} converge no espac¸o 𝐿𝑝(Ω× [0, 𝑇 ]×𝐵𝑅) para o fluxo inverso 𝜓 quando
𝜖→ 0. Assim, existe uma subsequeˆncia 𝜓𝜖𝑛 , a qual ainda denotamos por 𝜓𝜖, tal que
𝜓𝜖 → 𝜓 , P⊗ 𝑑𝑡⊗ 𝑑𝑥− q.t.p. no espac¸o Ω× [0, 𝑇 ]×𝐵𝑅 ,
quando 𝜖→ 0, onde 𝐵𝑅 e´ a bola aberta centrada em zero e raio 𝑅 > 0. Daqui, para (𝑡, 𝑥, 𝜔) -
q.t.p. com 𝑥 ∈ 𝐵𝑅 tem-se a expressa˜o
|𝑢𝜖0(𝜓𝜖𝑡(𝑥))− 𝑢0(𝜓𝑡(𝑥))|≤ ‖𝑢𝜖0 − 𝑢0‖𝐿∞(R𝑑)+𝐶|𝜓𝜖𝑡(𝑥)− 𝜓𝑡(𝑥)|𝛼 ,
a qual converge a zero pela convergeˆncia a zero de 𝑢𝜖0 para 𝑢0 e pela convergeˆncia q.t.p de 𝜓
𝜖
para 𝜓. Assim obtemos (5.1.37).
Da continuidade de 𝛽 e (5.1.37) resulta
𝛽(𝑢𝜖0(𝜓𝜖))→ 𝛽(𝑢0(𝜓)) , P⊗ 𝑑𝑡⊗ 𝑑𝑥− q.t.p. no espac¸o Ω× [0, 𝑇 ]×𝐵𝑅 , (5.1.38)
quando 𝜖→ 0. Pela fo´rmula de representac¸a˜o (5.1.31) obtemos (5.1.34), como quer´ıamos.
Agora, para cada 𝜙 ∈ 𝐶∞𝑐 (R𝑑) consideramos 𝑅 > 0 tal que 𝑠𝑢𝑝𝑝(𝜙), 𝑠𝑢𝑝𝑝(∇𝜙) ⊂ 𝐵𝑅. Deno-
tamos por 𝐾 = 𝑠𝑢𝑝𝑝(𝜙) e por ̃︁𝐾 = 𝑠𝑢𝑝𝑝(∇𝜙), e tomamos limite no espac¸o 𝐿2(Ω × [0, 𝑇 ]) de
cada termo da equac¸a˜o (5.1.33). Com efeito
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(i) Inicialmente mostramos que∫︁
R𝑑
𝛽(𝑢𝜖(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥→
∫︁
R𝑑
𝛽(𝑢(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥 ,
quando 𝜖→ 0. De fato, aplicando a desigualdade de Ho¨lder temos∫︁
Ω
∫︁ 𝑇
0
⃒⃒⃒⃒ ∫︁
R𝑑
𝛽(𝑢𝜖(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥−
∫︁
R𝑑
𝛽(𝑢(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥
⃒⃒⃒⃒2
𝑑𝑡P(𝑑𝜔)
≤ 𝑇‖𝜙‖2𝐿∞ |𝐾|
(︂ ∫︁
Ω
∫︁ 𝑇
0
∫︁
𝐾
|𝛽(𝑢𝜖(𝑡, 𝑥))− 𝛽(𝑢(𝑡, 𝑥))|2𝑑𝑥 𝑑𝑡P(𝑑𝜔)
)︂
. (5.1.39)
Por (5.1.34) resulta
|𝛽(𝑢𝜖)− 𝛽(𝑢)|2→ 0 , P⊗ 𝑑𝑡⊗ 𝑑𝑥− q.t.p. no espac¸o Ω× [0, 𝑇 ]×𝐵𝑅 ,
quando 𝜖 → 0. Como 𝑢𝜖0 e´ limitado em 𝜖 temos que 𝑢𝜖 e´ limitado em 𝜖. Assim, pela
continuidade de 𝛽 temos que 𝛽(𝑢𝜖) tambe´m e´ limitado em 𝜖. Ale´m disso, e´ fa´cil ver que
𝛽(𝑢) ∈ 𝐿2(Ω× [0, 𝑇 ]× 𝐵𝑅). Portanto, pelo teorema da convergeˆncia dominada o u´ltimo
termo da desigualdade (5.1.39) converge para zero quando 𝜖→ 0, como desejamos.
(ii) Agora, demostraremos∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥)) 𝑏𝜖(𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠→
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥)) 𝑏(𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠 ,
quando 𝜖→ 0. Com efeito, como (𝑎+ 𝑏)2 ≤ 2(𝑎2 + 𝑏2) veja que∫︁
Ω
∫︁ 𝑇
0
⃒⃒⃒⃒ ∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥)) 𝑏𝜖(𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
−
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥)) 𝑏(𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
⃒⃒⃒⃒2
𝑑𝑡P(𝑑𝜔)
≤ 2
∫︁
Ω
∫︁ 𝑇
0
⃒⃒⃒⃒ ∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥))(𝑏𝜖(𝑥)− 𝑏(𝑥)) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
⃒⃒⃒⃒2
𝑑𝑡P(𝑑𝜔)
+ 2
∫︁
Ω
∫︁ 𝑇
0
⃒⃒⃒⃒ ∫︁ 𝑡
0
∫︁
R𝑑
(𝛽(𝑢𝜖(𝑠, 𝑥))− 𝛽(𝑢(𝑠, 𝑥))) 𝑏(𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
⃒⃒⃒⃒2
𝑑𝑡P(𝑑𝜔)
:= 2 𝐼𝜖1 + 2 𝐼𝜖2 .
Pela desigualdade de Ho¨lder tem-se
𝐼𝜖1 ≤ 𝑇‖∇𝜙‖2𝐿∞‖𝛽‖2𝐿∞(𝐵‖𝑢0‖𝐿∞ )
(︂ ∫︁ 𝑇
0
∫︁
̃︀𝐾 |𝑏𝜖(𝑥)− 𝑏(𝑥)|𝑑𝑥 𝑑𝑠
)︂2
≤ 𝑇 3‖∇𝜙‖2𝐿∞‖𝛽‖2𝐿∞(𝐵‖𝑢0‖𝐿∞ )|
̃︁𝐾|2(︂ ∫︁̃︀𝐾 |𝑏𝜖(𝑥)− 𝑏(𝑥)|2𝑑𝑥
)︂
.
Agora, por (5.1.35), tomando limite em 𝜖 na desigualdade acima obtemos que 𝐼𝜖1 → 0,
quando 𝜖→ 0. Da mesma forma como acima, observe que
𝐼𝜖2 ≤
∫︁
Ω
∫︁ 𝑇
0
⃒⃒⃒⃒ ∫︁ 𝑡
0
∫︁
R𝑑
(𝛽(𝑢𝜖(𝑠, 𝑥))− 𝛽(𝑢(𝑠, 𝑥))) 𝑏(𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
⃒⃒⃒⃒2
𝑑𝑡P(𝑑𝜔)
≤ 𝑇‖∇𝜙‖2𝐿∞
∫︁
Ω
⃒⃒⃒⃒ ∫︁ 𝑇
0
∫︁
̃︀𝐾 |𝛽(𝑢𝜖(𝑠, 𝑥))− 𝛽(𝑢(𝑠, 𝑥))| |𝑏(𝑥)| 𝑑𝑥 𝑑𝑠
⃒⃒⃒⃒2
P(𝑑𝜔)
≤ 𝐶𝑇 2|̃︁𝐾| ‖∇𝜙‖2𝐿∞(︂ ∫︁Ω
∫︁ 𝑇
0
∫︁
̃︀𝐾 |𝛽(𝑢𝜖(𝑠, 𝑥))− 𝛽(𝑢(𝑠, 𝑥))|2𝑑𝑥 𝑑𝑠P(𝑑𝜔)
)︂
(5.1.40)
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Por (5.1.34) temos
|𝛽(𝑢𝜖)− 𝛽(𝑢)|2→ 0 , P⊗ 𝑑𝑡⊗ 𝑑𝑥− q.t.p. no espac¸o Ω× [0, 𝑇 ]×𝐵𝑅 .
quando 𝜖→ 0. Tambe´m e´ fa´cil ver que 𝛽(𝑢𝜖) e´ limitado em 𝜖 e que 𝛽(𝑢) ∈ 𝐿2(Ω× [0, 𝑇 ]×
𝐵𝑅). Enta˜o pelo teorema da convergeˆncia dominada resulta que
‖𝛽(𝑢𝜖)− 𝛽(𝑢)‖2𝐿2(Ω×[0,𝑇 ]×𝐵𝑅)→ 0 ,
quando 𝜖 → 0. Assim, tomando limite na desigualdade (5.1.40) obtemos 𝐼𝜖2 → 0 quando
𝜖→ 0, como quer´ıamos.
(iii) A continuac¸a˜o mostramos que∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥)) ∇𝜙(𝑥) 𝑑𝑥 · 𝑑𝐵𝑠 →
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥)) ∇𝜙(𝑥) 𝑑𝑥 · 𝑑𝐵𝑠 , (5.1.41)
quando 𝜖→ 0. De fato, pela isometria de Itoˆ e a desigualdade de Ho¨lder, tem-se:∫︁
Ω
∫︁ 𝑇
0
⃒⃒⃒⃒ ∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥)) ∇𝜙(𝑥) 𝑑𝑥 · 𝑑𝐵𝑠
−
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥)) ∇𝜙(𝑥) 𝑑𝑥 · 𝑑𝐵𝑠
⃒⃒⃒⃒2
𝑑𝑡P(𝑑𝜔)
=
∫︁ 𝑇
0
E
[︂⃒⃒⃒⃒ ∫︁ 𝑡
0
(︂ ∫︁
̃︀𝐾(𝛽(𝑢𝜖(𝑠, 𝑥))− 𝛽(𝑢(𝑠, 𝑥))) ∇𝜙(𝑥) 𝑑𝑥
)︂
· 𝑑𝐵𝑠
⃒⃒⃒⃒2]︂
𝑑𝑡
≤
∫︁ 𝑇
0
E
[︂ ∫︁ 𝑡
0
⃒⃒⃒⃒ ∫︁
̃︀𝐾(𝛽(𝑢𝜖(𝑠, 𝑥))− 𝛽(𝑢(𝑠, 𝑥))) ∇𝜙(𝑥) 𝑑𝑥
⃒⃒⃒⃒2
R𝑑
𝑑𝑠
]︂
𝑑𝑡
≤ 𝑇‖∇𝜙‖2𝐿∞|̃︁𝐾|∫︁Ω
∫︁ 𝑇
0
∫︁
̃︀𝐾 |𝛽(𝑢𝜖(𝑠, 𝑥))− 𝛽(𝑢(𝑠, 𝑥))|2𝑑𝑥 𝑑𝑠P(𝑑𝜔)
≤ 𝑇‖∇𝜙‖2𝐿∞|̃︁𝐾| ‖𝛽(𝑢𝜖)− 𝛽(𝑢)‖2𝐿2(Ω×[0,𝑇 ]×𝐵𝑅) .
Daqui, por (5.1.34) e pelo teorema da convergeˆncia dominada, obtemos
‖𝛽(𝑢𝜖)− 𝛽(𝑢)‖2𝐿2(Ω×[0,𝑇 ]×𝐵𝑅)→ 0 ,
quando 𝜖 → 0. Assim, tomando limite na u´ltima desigualdade acima quando 𝜖 → 0
resulta (5.1.41), como quer´ıamos.
(iv) A convergeˆncia:∫︁ 𝑡
0
∫︁
R𝑑
div 𝑏𝜖(𝑥)𝛽(𝑢𝜖(𝑠, 𝑥))𝜙(𝑥) 𝑑𝑥 𝑑𝑠→
∫︁ 𝑡
0
∫︁
R𝑑
div 𝑏(𝑥)𝛽(𝑢(𝑠, 𝑥))𝜙(𝑥) 𝑑𝑥 𝑑𝑠 ,
quando 𝜖→ 0, pode ser feita de maneira ana´loga a` parte (ii).
(v) Seguindo o procedimento em (i) obtemos∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝜖(𝑠, 𝑥))Δ𝜙(𝑥) 𝑑𝑥 𝑑𝑠 →
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥))Δ𝜙(𝑥) 𝑑𝑥 𝑑𝑠 ,
quando 𝜖→ 0.
Portanto, de (i), (ii), (iii), (iv), (v) acima e tomando limite na equac¸a˜o (5.1.33) temos que existe
uma soluc¸a˜o renormalizada.
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Dado Inicial em 𝐿2 ∩ 𝐿∞
Tendo em considerac¸a˜o o feito na subsec¸a˜o anterior, comec¸amos nos perguntando: Se consi-
deramos nosso dado inicial 𝑢0 menos regular, ainda obteremos que a soluc¸a˜o e´ renormalizada?.
Esta questa˜o tem uma resposta positiva aqui mas no sentido da definic¸a˜o 5.9. Assim supomos
a seguinte condic¸a˜o sobre o dado inicial.
Hipo´tese 5.15. Assuma que a condic¸a˜o inicial satisfaz
𝑢0 ∈ 𝐿2(R𝑑) ∩ 𝐿∞(R𝑑) . (5.1.42)
Enunciamos agora o resultado principal desta subsec¸a˜o.
Proposic¸a˜o 5.16. Assumamos as hipo´teses 5.13, 5.15 e a condic¸a˜o (5.1.27). Enta˜o 𝑢(𝑡, 𝑥) =
𝑢0(𝜑−1𝑡 (𝑥)) e´ uma soluc¸a˜o renormalizada da equac¸a˜o (5.0.1), no sentido da definic¸a˜o 5.9, onde
𝜑 satisfaz a equac¸a˜o de caracter´ısticas dada por
𝑑𝜑𝑡(𝑥) = 𝑏(𝜑𝑡(𝑥))𝑑𝑡+ 𝑑𝐵𝑡, 𝜑𝑡(𝑥) = 𝑥 .
Demonstrac¸a˜o. A prova sera´ feita em dois passos:
Passo 1: Regularizac¸a˜o. Seja a regularizac¸a˜o do dado inicial 𝑢0 da seguinte maneira:
𝑢𝑛0 (𝑥) = 𝜂𝑛(𝑥)[𝑢0 * 𝜌𝑛](𝑥) para todo 𝑛 ∈ N , (5.1.43)
onde {𝜌𝑛}𝑛 uma famı´lia de mollifiers sime´tricos padra˜o e {𝜂𝑛}𝑛 e´ uma sequeˆncia de func¸o˜es
reescalonadas definidas como 𝜂𝑛(·) = 𝜂( ·𝑛) onde 𝜂 e´ uma func¸a˜o cut-off diferencia´vel na˜o-
negativa limitada 0 ≤ 𝜂 ≤ 1 suportada na bola de raio 2 e tal que 𝜂 = 1 na bola de raio 1.
Assim, pelas propriedades dos mollifiers e a func¸a˜o cut-off e dado que 𝑢0 satisfaz (5.1.42) temos
que
𝑢𝑛0 → 𝑢0 , (5.1.44)
no espac¸o 𝐿2(R𝑑), quando 𝑛 → ∞. Agora, claramente qualquer elemento 𝑢𝑛0 , 𝑛 ∈ N e´ dife-
rencia´vel no espac¸o e suportada compactamente, portanto com derivadas limitadas de todas
as ordens. Desta maneira, para cada 𝑛 ∈ N temos que 𝑢𝑛0 satisfaz (5.1.28) pois: claramente
para cada 𝑛, 𝑢𝑛0 ∈ 𝑊 1,𝑝(R𝑑), 𝑝 > 𝑑 e enta˜o pelo teorema de imersa˜o de Sobolev tem-se que
𝑢𝑛0 ∈ 𝐶
0,1− 𝑑
𝑝
𝑏 (R𝑑), isto e´, 𝑢𝑛0 e´ uma func¸a˜o 𝛼-Ho¨lder cont´ınuo e limitado (𝛼 = 1− 𝑑𝑝). Da´ı, como
𝑏 satisfaz a afirmac¸a˜o (5.1.27), temos que 𝑏 e 𝑢𝑛0 satisfazem as hipo´teses da proposic¸a˜o 5.14.
Portanto, para cada 𝑛 ∈ N, obtemos que 𝑢𝑛(𝑡, 𝑥) = 𝑢𝑛0 (𝜑−1𝑡 (𝑥)) e´ uma soluc¸a˜o renormalizada
da equac¸a˜o de transporte estoca´stico (5.0.1), isto e´, 𝛽(𝑢𝑛(𝑡, 𝑥)) verifica:∫︁
R𝑑
𝛽(𝑢𝑛(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝛽(𝑢𝑛0 (𝑥))𝜙(𝑥) 𝑑𝑥+
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝑛(𝑠, 𝑥)) 𝑏(𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝑛(𝑠, 𝑥)) div 𝑏(𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑠
+
𝑑∑︁
𝑖=1
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝑛(𝑠, 𝑥)) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 𝑑𝐵𝑖𝑠
+ 12
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝑛(𝑠, 𝑥))Δ𝜙(𝑥) 𝑑𝑥 𝑑𝑠 ,
(5.1.45)
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onde 𝜙 ∈ 𝐶∞𝑐 (R𝑑) e os 𝛽 sa˜o tomados de acordo com nossa definic¸a˜o 5.9.
Passo 2: Passagem do Limite. Passamos limite na equac¸a˜o (5.1.45) acima para obter
que 𝑢(𝑡, 𝑥) = 𝑢0(𝜑−1𝑡 (𝑥)) e´ ainda uma soluc¸a˜o renormalizada da equac¸a˜o do transporte (5.0.1).
Antes, lembramos que 𝑢𝑛(𝑡, 𝑥) = 𝑢𝑛0 (𝜑−1𝑡 (𝑥)) onde o fluxo 𝜑𝑡(𝑥) associado ao campo vetorial 𝑏,
pelo teorema 7 de [27], e´ um fluxo de difeomorfismos. Denotamos o fluxo inverso como 𝜓𝑡(𝑥) =
(𝜑𝑡)−1(𝑥) e calculamos os limites de cada termo da equac¸a˜o (5.1.45) no espac¸o 𝐿2(Ω × [0, 𝑇 ]).
De fato,
(i) Primeiro mostramos que∫︁
R𝑑
𝛽(𝑢𝑛(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥→
∫︁
R𝑑
𝛽(𝑢(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥
quando 𝑛 → ∞. De fato, denotemos 𝐾 = 𝑠𝑢𝑝𝑝(𝜙). Enta˜o pela desigualdade de Ho¨lder,
aplicando o teorema 7 de [27], e fazendo uma mudanc¸a de varia´veis tem-se,
∫︁ 𝑇
0
∫︁
Ω
[︂ ∫︁
R𝑑
(𝛽(𝑢𝑛0 (𝜓𝑡(𝑥)))− 𝛽(𝑢0(𝜓𝑡(𝑥))))𝜙(𝑥) 𝑑𝑥
]︂2
P(𝑑𝜔) 𝑑𝑡
≤ 𝑇‖𝜙‖2𝐿∞(R𝑑)|𝐾|
∫︁ 𝑇
0
∫︁
Ω
∫︁
𝐾
|𝛽(𝑢𝑛0 (𝜓𝑡(𝑥)))− 𝛽(𝑢0(𝜓𝑡(𝑥)))|2𝑑𝑥P(𝑑𝜔) 𝑑𝑡
= 𝑇‖𝜙‖2𝐿∞(R𝑑)|𝐾|
∫︁ 𝑇
0
∫︁
Ω
∫︁
𝜑𝑡(𝐾)
|𝛽(𝑢𝑛0 (𝑦))− 𝛽(𝑢0(𝑦))|2𝐽𝜑𝑡(𝑦) 𝑑𝑦 P(𝑑𝜔) 𝑑𝑡
≤ 𝐶𝑇‖𝜙‖2𝐿∞(R𝑑)|𝐾|
∫︁ 𝑇
0
∫︁
R𝑑
|𝑢𝑛0 (𝑦)− 𝑢0(𝑦)|2E[𝐽𝜑𝑡(𝑦)] 𝑑𝑦 𝑑𝑡
≤ 𝐶1𝑇‖𝜙‖2𝐿∞(R𝑑)|𝐾|
∫︁
R𝑑
|𝑢𝑛0 (𝑦)− 𝑢0(𝑦)|2 𝑑𝑦
→ 0 ,
quando 𝑛→∞, como quer´ıamos. Na desigualdade acima 𝐽𝜑𝑡(𝑦) representa o determinate
Jacobiano do fluxo 𝜑𝑡(𝑦).
(ii) Seguidamente provamos que∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝑛(𝑠, 𝑥)) div 𝑏(𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑠→
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥)) div 𝑏(𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑠 ,
quando 𝑛 → ∞. Com efeito, denotemos novamente 𝐾 = 𝑠𝑢𝑝𝑝(𝜙) e de novo pela desi-
gualdade de Ho¨lder, aplicando o teorema 7 de [27], fazendo uma mudanc¸a de varia´veis e
pela hipo´tese 5.13 resulta,∫︁ 𝑇
0
∫︁
Ω
[︂ ∫︁ 𝑡
0
∫︁
R𝑑
(𝛽(𝑢𝑛0 (𝜓𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝑠(𝑥)))) div 𝑏(𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑠
]︂2
P(𝑑𝜔) 𝑑𝑡
≤ ‖𝜙‖2𝐿∞
∫︁ 𝑇
0
∫︁
Ω
∫︁ 𝑇
0
∫︁
𝐾
|𝛽(𝑢𝑛0 (𝜓𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝑠(𝑥)))|2𝑑𝑥 𝑑𝑠P(𝑑𝜔) 𝑑𝑡×
×
∫︁ 𝑇
0
∫︁
𝐾
|div 𝑏(𝑥)|2𝑑𝑥 𝑑𝑠
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≤ 𝑇 2‖𝜙‖2𝐿∞‖div 𝑏‖2𝐿2
𝑙𝑜𝑐
∫︁
Ω
∫︁ 𝑇
0
∫︁
𝐾
|𝛽(𝑢𝑛0 (𝜓𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝑠(𝑥)))|2𝑑𝑥 𝑑𝑠P(𝑑𝜔)
≤ 𝑇 2‖𝜙‖2𝐿∞‖div 𝑏‖2𝐿2
𝑙𝑜𝑐
∫︁ 𝑇
0
∫︁
R𝑑
|𝛽(𝑢𝑛0 (𝑦))− 𝛽(𝑢0(𝑦))|2E[𝐽𝜑𝑠(𝑦)] 𝑑𝑦 𝑑𝑠
≤ 𝐶𝑇‖𝜙‖2𝐿∞‖div 𝑏‖2𝐿2
𝑙𝑜𝑐
∫︁
R𝑑
|𝑢𝑛0 (𝑦)− 𝑢0(𝑦)|2𝑑𝑦
→ 0 ,
quando 𝑛→∞, como quer´ıamos.
(iii) Agora, mostraremos que∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝑛(𝑠, 𝑥)) 𝑏(𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠→
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥)) 𝑏(𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
quando 𝑛→∞ no espac¸o 𝐿2(Ω× [0, 𝑇 ]). De fato, denotemos por ̃︁𝐾 = 𝑠𝑢𝑝𝑝(∇𝜙) tal quẽ︁𝐾 ⊂ 𝐵𝑅 para algum 𝑅 > 0. Seguindo os mesmos argumentos de (i) e (ii) obtemos,∫︁ 𝑇
0
∫︁
Ω
[︂ ∫︁ 𝑡
0
∫︁
R𝑑
(𝛽(𝑢𝑛0 (𝜓𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝑠(𝑥))))𝑏(𝑥) · ∇𝜙(𝑥) 𝑑𝑥 𝑑𝑠
]︂2
P(𝑑𝜔) 𝑑𝑡
≤ 𝐶𝑇 2‖∇𝜙‖2𝐿∞|̃︁𝐾|×
×
∫︁
Ω
∫︁ 𝑇
0
∫︁
̃︀𝐾 |𝛽(𝑢𝑛0 (𝜓𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝑠(𝑥)))|2𝑑𝑥 𝑑𝑠P(𝑑𝜔) 𝑑𝑡
= 𝐶𝑇 2‖∇𝜙‖2𝐿∞ |̃︁𝐾| ×
×
∫︁ 𝑇
0
∫︁
R𝑑
|𝛽(𝑢𝑛0 (𝑦))− 𝛽(𝑢0(𝑦))|2E[𝐽𝜑𝑠(𝑦)]𝑑𝑦 𝑑𝑠
≤ 𝐶𝑇‖∇𝜙‖2𝐿∞ |̃︁𝐾| ∫︁
R𝑑
|𝑢𝑛0 (𝑦)− 𝑢0(𝑦)|2𝑑𝑦
→ 0 ,
quando 𝑛→∞. Mas, isto e´ justamente o que deseja´vamos.
(iv) A continuac¸a˜o mostramos que∫︁ 𝑡
0
(︂ ∫︁
R𝑑
𝛽(𝑢𝑛(𝑠, 𝑥)) ∇𝜙(𝑥) 𝑑𝑥
)︂
· 𝑑𝐵𝑠 →
∫︁ 𝑡
0
(︂ ∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥)) ∇𝜙(𝑥) 𝑑𝑥
)︂
· 𝑑𝐵𝑠 ,
quando 𝑛 → ∞ em 𝐿2([0, 𝑇 ] × R𝑑). De fato, primeiro seja ̃︁𝐾 = 𝑠𝑢𝑝𝑝(∇𝜙). Da´ı, pela
isometria de Itoˆ e prosseguindo de igual forma aos procedimentos anteriores obtemos,∫︁ 𝑇
0
∫︁
Ω
[︂ ∫︁ 𝑡
0
(︂ ∫︁
R𝑑
(𝛽(𝑢𝑛0 (𝜓𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝑠(𝑥))))∇𝜙(𝑥) 𝑑𝑥
)︂
𝑑𝐵𝑠
]︂2
P(𝑑𝜔) 𝑑𝑡
=
∫︁ 𝑇
0
∫︁
Ω
∫︁ 𝑡
0
⃒⃒⃒⃒ ∫︁
̃︀𝐾 (𝛽(𝑢𝑛0 (𝜓𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝑠(𝑥))))∇𝜙(𝑥) 𝑑𝑥
⃒⃒⃒⃒2
R𝑑
𝑑𝑠P(𝑑𝜔) 𝑑𝑡
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≤ 𝑇‖∇𝜙‖2𝐿∞
∫︁
Ω
∫︁ 𝑇
0
∫︁
̃︀𝐾 |𝛽(𝑢𝑛0 (𝜓𝑠(𝑥)))− 𝛽(𝑢0(𝜓𝑠(𝑥)))|2𝑑𝑥 𝑑𝑠P(𝑑𝜔)
≤ 𝑇‖∇𝜙‖2𝐿∞
∫︁ 𝑇
0
∫︁
R𝑑
|𝛽(𝑢𝑛0 (𝑦))− 𝛽(𝑢0(𝑦))|2E[𝐽𝜑𝑠(𝑦)]𝑑𝑦 𝑑𝑠
≤ 𝐶𝑇‖∇𝜙‖2𝐿∞
∫︁
R𝑑
|𝑢𝑛0 (𝑦)− 𝑢0(𝑦)|2𝑑𝑦
→ 0 ,
quando 𝑛→∞.
(v) De maneira ana´loga a (i) conseguimos∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢𝑛(𝑠, 𝑥))Δ𝜙(𝑥) 𝑑𝑥 𝑑𝑠→
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥))Δ𝜙(𝑥) 𝑑𝑥 𝑑𝑠
quando 𝑛→∞ no espac¸o 𝐿2([0, 𝑇 ]× R𝑑).
Portanto, de (i), (ii), (iii), (iv) e (v) resulta que a soluc¸a˜o 𝑢(𝑡, 𝑥) = 𝑢0(𝜑−1𝑡 (𝑥)) e´ uma soluc¸a˜o
renormalizada da equac¸a˜o de transporte estoca´stico (5.0.1).
Teorema 5.17. Assumamos as hipo´teses 5.13 , 5.15 e a condic¸a˜o (5.1.27). Enta˜o unicidade
implica renormalizac¸a˜o para toda soluc¸a˜o distribuic¸a˜o em 𝐶([0, 𝑇 ], 𝐿2(R𝑑)∩𝐿∞(R𝑑)−𝑤). Assim
o campo 𝑏 tem a propriedade de renormalizac¸a˜o.
Demonstrac¸a˜o. Seja 𝑢(𝑡, 𝑥) soluc¸a˜o distribuic¸a˜o em 𝐶([0, 𝑇 ], 𝐿2(R𝑑)∩𝐿∞(R𝑑)−𝑤). Enta˜o por
definic¸a˜o temos que∫︁
R𝑑
𝑢(𝑡, 𝑥)𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝑢(𝑠, 𝑥)𝜙(𝑥)𝑑𝑥+
∫︁ 𝑡
𝑠
∫︁
R𝑑
𝑢(𝑟, 𝑥) 𝑏(𝑥) · ∇𝜙(𝑥) 𝑑𝑥𝑑𝑟
+
∫︁ 𝑡
𝑠
∫︁
R𝑑
div 𝑏(𝑥)𝑢(𝑟, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑟
+
𝑑∑︁
𝑖=1
∫︁ 𝑡
𝑠
∫︁
R𝑑
𝑢(𝑟, 𝑥) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 ∘𝑑𝐵𝑖𝑟 .
(5.1.46)
e ∫︁
R𝑑
𝑢(𝑠, 𝑥)𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝑢(𝑝, 𝑥)𝜙(𝑥)𝑑𝑥+
∫︁ 𝑠
𝑝
∫︁
R𝑑
𝑢(𝑟, 𝑥) 𝑏(𝑥) · ∇𝜙(𝑥) 𝑑𝑥𝑑𝑟
+
∫︁ 𝑠
𝑝
∫︁
R𝑑
div 𝑏(𝑥)𝑢(𝑟, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑟
+
𝑑∑︁
𝑖=1
∫︁ 𝑠
𝑝
∫︁
R𝑑
𝑢(𝑟, 𝑥) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 ∘𝑑𝐵𝑖𝑟 .
(5.1.47)
para todo 0 < 𝑝 < 𝑠 < 𝑡 < 𝑇 . Tomando o limite quando 𝑠→ 0 e 𝑝→ 0 em (5.1.46) e (5.1.47)
respectivamente temos que∫︁
R𝑑
𝑢(𝑡, 𝑥)𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝑢(0, 𝑥)𝜙(𝑥)𝑑𝑥+
∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑟, 𝑥) 𝑏(𝑥) · ∇𝜙(𝑥) 𝑑𝑥𝑑𝑟
+
∫︁ 𝑡
0
∫︁
R𝑑
div 𝑏(𝑥)𝑢(𝑟, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑟
+
𝑑∑︁
𝑖=1
∫︁ 𝑡
0
∫︁
R𝑑
𝑢(𝑟, 𝑥) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 ∘𝑑𝐵𝑖𝑟 .
(5.1.48)
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e ∫︁
R𝑑
𝑢(𝑠, 𝑥)𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝑢(0, 𝑥)𝜙(𝑥)𝑑𝑥+
∫︁ 𝑠
0
∫︁
R𝑑
𝑢(𝑟, 𝑥) 𝑏(𝑥) · ∇𝜙(𝑥) 𝑑𝑥𝑑𝑟
+
∫︁ 𝑠
0
∫︁
R𝑑
div 𝑏(𝑥)𝑢(𝑟, 𝑥)𝜙(𝑥) 𝑑𝑥 𝑑𝑟
+
𝑑∑︁
𝑖=1
∫︁ 𝑠
0
∫︁
R𝑑
𝑢(𝑟, 𝑥) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 ∘𝑑𝐵𝑖𝑟 .
(5.1.49)
Por hipo´tese existe uma u´nica 𝐿∞ - soluc¸a˜o e pela proposic¸a˜o 5.16 e´ uma soluc¸a˜o renormalizada.
Enta˜o podemos afirmar que∫︁
R𝑑
𝛽(𝑢(𝑡, 𝑥))𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝛽(𝑢(0, 𝑥))𝜙(𝑥)𝑑𝑥+
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑟, 𝑥)) 𝑏(𝑥) · ∇𝜙(𝑥) 𝑑𝑥𝑑𝑟
+
∫︁ 𝑡
0
∫︁
R𝑑
div 𝑏(𝑥) 𝛽(𝑢(𝑟, 𝑥))𝜙(𝑥) 𝑑𝑥 𝑑𝑟
+
𝑑∑︁
𝑖=1
∫︁ 𝑡
0
∫︁
R𝑑
𝛽(𝑢(𝑟, 𝑥)) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 ∘𝑑𝐵𝑖𝑟 .
(5.1.50)
e ∫︁
R𝑑
𝛽(𝑢(𝑠, 𝑥))𝜙(𝑥)𝑑𝑥 =
∫︁
R𝑑
𝛽(𝑢(0, 𝑥))𝜙(𝑥)𝑑𝑥+
∫︁ 𝑠
0
∫︁
R𝑑
𝛽(𝑢(𝑟, 𝑥)) 𝑏(𝑥) · ∇𝜙(𝑥) 𝑑𝑥𝑑𝑟
+
∫︁ 𝑠
0
∫︁
R𝑑
div 𝑏(𝑥) 𝛽(𝑢(𝑟, 𝑥))𝜙(𝑥) 𝑑𝑥 𝑑𝑟
+
𝑑∑︁
𝑖=1
∫︁ 𝑠
0
∫︁
R𝑑
𝛽(𝑢(𝑟, 𝑥)) 𝜕𝑖𝜙(𝑥) 𝑑𝑥 ∘𝑑𝐵𝑖𝑟 .
(5.1.51)
Subtraindo (5.1.50) e (5.1.51) temos a propriedade de renormalizac¸a˜o.
Observac¸a˜o 5.18. Observemos que os resultados acima na˜o necessariamente valem no caso
determin´ıstico, ver F. Bouchut e G. Crippa [10]. No caso determin´ıstico a propriedade de
renormalizac¸a˜o e´ equivalente a unicidade dos problemas forward-backward para o problema de
Cauchy:
𝜕𝑡𝑢(𝑡, 𝑥) + 𝑏(𝑡, 𝑥) · ∇𝑢(𝑡, 𝑥) = 0 .
Observac¸a˜o 5.19. Finalmente, nos mencionamos os resultados de Attanasio e Flandoli em [6],
onde eles estudam a propriedade de renormalizac¸a˜o para o caso que o campo 𝑏 tem regularidade
𝐵𝑉 no espac¸o.
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Apeˆndice A
Folha Browniana e Ruido Branco
Espac¸o-tempo
Seja (Ω,F,P) um espac¸o de probabilidade e denotemos a` folha browniana por 𝐵(𝑡, 𝑥) com
(𝑡, 𝑥) ∈ [0, 𝑇 ]× [0, 1] com 𝑇 > 0 fixo. Daqui, consideramos a filtrac¸a˜o F𝑡 = 𝜎(𝐵(𝑠, 𝑥) : (𝑠, 𝑥) ∈
[0, 𝑡] × [0, 1]), a menor 𝜎-a´lgebra tal que 𝐵(𝑠, 𝑥) e´ mensura´vel para todo 𝑠 ≤ 𝑡, 𝑥 ∈ [0, 1]. A
folha browniana seguindo J. B. Walsh em [49] e´ definida como sendo um processo gaussiano
com me´dia zero e com func¸a˜o covariaˆncia dada por:
E[𝐵(𝑡, 𝑥)𝐵(𝑡′, 𝑥′)] = (𝑡 ∧ 𝑡′)𝐶(𝑥, 𝑥′) , (A.0.1)
onde 𝐶 e´ uma func¸a˜o definida por 𝐶(𝑥, 𝑥′) = 𝑥 ∧ 𝑥′. Na˜o e´ dif´ıcil mostrar que dita func¸a˜o 𝐶 e´
Lipschitz.
Para entender melhor as propriedades da folha browniana as vezes e´ bom ver ela como
aproximac¸a˜o de “processos conhecidos” do seguinte modo: Consideramos {𝜙𝑖}𝑖∈N e {𝜓𝑗}𝑗∈N
bases de Haar de 𝐿2[0, 𝑇 ] e 𝐿2(0, 1) respectivamente. Tambe´m seja 𝑋𝑖𝑗 uma sequeˆncia de
varia´veis aleato´rias normais independentes com me´dia zero e variaˆncia 1. Agora do fato que
{𝜙𝑖𝜓𝑗 : 𝑖, 𝑗 ∈ N} e´ uma base ortonormal de 𝐿2((0, 1)× [0, 𝑇 ]) definimos a aproximac¸a˜o do ruido
branco 2-dimensional por
𝑊𝑁𝑀(𝑥, 𝑡, 𝜔) =
𝑁∑︁
𝑖=1
𝑀∑︁
𝑗=1
𝜙𝑖(𝑡)𝜓𝑗(𝑥)𝑋𝑖𝑗(𝜔),
e a aproximac¸a˜o de nossa folha browniana 2-dimensional por
𝐵𝑁𝑀(𝑥, 𝑡, 𝜔) =
𝑁∑︁
𝑖=1
𝑀∑︁
𝑗=1
∫︁ 𝑡
0
∫︁ 𝑥
0
𝜙𝑖(𝑠)𝜓𝑗(𝑦)𝑑𝑦𝑑𝑠𝑋𝑖𝑗(𝜔).
Veja que se 𝜑 ∈ 𝒟((0, 1)× [0, 𝑇 ]) = 𝐶∞𝑐 ((0, 1)× [0, 𝑇 ]) enta˜o∫︁ 𝑇
0
∫︁ 1
0
𝜑(𝑥, 𝑠)𝑑𝐵𝑁𝑀(𝑥, 𝑠) =
∫︁ 𝑇
0
∫︁ 1
0
𝜑(𝑠, 𝑥)𝜕
2𝐵𝑁𝑀
𝜕𝑥𝜕𝑠
(𝑥, 𝑠)𝑑𝑥𝑑𝑠 = ⟨𝑊𝑁𝑀 , 𝜑⟩.
Assim
⟨𝑊𝑁𝑀 , 𝜑⟩ → ⟨𝑊,𝜑⟩ :=
∞∑︁
𝑖=1
∞∑︁
𝑗=1
⟨𝜑, 𝜙𝑖𝜓𝑗⟩𝑋𝑖𝑗. (A.0.2)
81
Cap´ıtulo A ∙ Folha Browniana e Ruido Branco Espac¸o-tempo 82
quando 𝑁,𝑀 →∞ . Daqui definimos a se´rie
𝑊 (𝑥, 𝑡) :=
∞∑︁
𝑖=1
∞∑︁
𝑗=1
𝜙𝑖(𝑡)𝜓𝑗(𝑥)𝑋𝑖𝑗, (A.0.3)
a qual converge no sentido de 𝐿2(Ω,F,P). Ale´m disso
(i) E[𝑊 (𝑥, 𝑡)] = 0 e
(ii) E[𝑊 (𝑥, 𝑡)𝑊 (𝑦, 𝑠)] = 𝛿0(𝑡−𝑠)𝛿0(𝑥−𝑦). Com efeito, considerando a identidade de Parseval
temos,
E[𝑊 (𝑥, 𝑡)𝑊 (𝑦, 𝑠)] = E
[︁(︁ ∞∑︁
𝑖=1
∞∑︁
𝑗=1
𝜙𝑖(𝑡)𝜓𝑗(𝑥)𝑋𝑖𝑗
)︁(︁ ∞∑︁
𝑘=1
∞∑︁
𝑙=1
𝜙𝑘(𝑠)𝜓𝑙(𝑦)𝑋𝑘𝑙
)︁]︁
=
∞∑︁
𝑖=1
∞∑︁
𝑗=1
𝜙𝑖(𝑡)𝜓𝑗(𝑥)𝜙𝑖(𝑠)𝜓𝑗(𝑦)
=
(︁ ∞∑︁
𝑖=1
⟨𝛿𝑡, 𝜙𝑖⟩⟨𝛿𝑠, 𝜙𝑖⟩
)︁(︁ ∞∑︁
𝑗=1
⟨𝛿𝑥, 𝜓𝑗⟩⟨𝛿𝑦, 𝜓𝑗⟩
)︁
= 𝛿0(𝑡− 𝑠)𝛿0(𝑥− 𝑦).
De igual maneira tem-se
𝐵𝑁𝑀(𝑥, 𝑡)→ 𝐵(𝑥, 𝑡) :=
∞∑︁
𝑖=1
∞∑︁
𝑗=1
∫︁ 𝑡
0
∫︁ 𝑥
0
𝜙𝑖(𝑠)𝜓𝑗(𝑦)𝑑𝑦𝑑𝑠𝑋𝑖𝑗, (A.0.4)
quando 𝑁,𝑀 → ∞ , onde a se´rie, novamente como acima, converge em 𝐿2(Ω,F,P). Daqui
observe que 𝐵 = {𝐵(𝑥, 𝑡) : (𝑥, 𝑡) ∈ [0, 1]× [0, 𝑇 ]} e´ uma folha browniana. De fato
(a) 𝐵 e´ um processo Gaussiano pois pode-se ver como limite de processos Gaussianos.
(b) E[𝐵(𝑥, 𝑡)] = 0. E´ claro da definic¸a˜o (A.0.4).
(c) E[𝐵(𝑥, 𝑡)𝐵(𝑦, 𝑠)] = (𝑡 ∧ 𝑠)(𝑥 ∧ 𝑦). Com efeito, aplicando Parseval resulta,
E[𝐵𝑡(𝑥)𝐵𝑠(𝑦)] = E
[︁(︁ ∞∑︁
𝑖,𝑗=1
∫︁ 𝑡
0
∫︁ 𝑥
0
𝜙𝑖(𝑟)𝜓𝑗(𝑢)𝑑𝑢𝑑𝑟𝑋𝑖𝑗
)︁(︁ ∞∑︁
𝑘,𝑙=1
∫︁ 𝑠
0
∫︁ 𝑦
0
𝜙𝑘(𝑣)𝜓𝑙(𝑧)𝑑𝑧𝑑𝑣𝑋𝑘𝑙
)︁]︁
=
∞∑︁
𝑖,𝑗=1
(︁ ∫︁ 𝑡
0
∫︁ 𝑥
0
𝜙𝑖(𝑟)𝜓𝑗(𝑢)𝑑𝑢𝑑𝑟
)︁(︁ ∫︁ 𝑠
0
∫︁ 𝑦
0
𝜙𝑖(𝑣)𝜓𝑗(𝑧)𝑑𝑧𝑑𝑣
)︁
=
(︁ ∞∑︁
𝑖=1
⟨1[0,𝑡], 𝜙𝑖⟩⟨1[0,𝑠], 𝜙𝑖⟩
)︁
(
∞∑︁
𝑗=1
⟨1[0,𝑥], 𝜓𝑗⟩⟨1[0,𝑦], 𝜓𝑗⟩
)︁
= ⟨1[0,𝑡],1[0,𝑠]⟩𝐿2[0,𝑇 ]⟨1[0,𝑥],1[0,𝑦]⟩𝐿2(0,1)
= (𝑡 ∧ 𝑠)(𝑥 ∧ 𝑦).
Logo 𝐵 e´ uma folha browniana. A seguir, usando a regra de integrac¸a˜o por partes duas vezes,
vemos que se 𝜑 ∈ 𝒟((0, 1)× [0, 𝑇 ]) enta˜o∫︁ 𝑇
0
∫︁ 1
0
𝜑(𝑥, 𝑠)𝑑𝐵(𝑥, 𝑠) =
∫︁ 𝑇
0
∫︁ 1
0
𝜑(𝑥, 𝑠)𝜕
2𝐵(𝑥, 𝑠)
𝜕𝑥𝜕𝑠
𝑑𝑥𝑑𝑠 =
∫︁ 𝑇
0
∫︁ 1
0
𝜕2𝜑(𝑥, 𝑠)
𝜕𝑥𝜕𝑠
𝐵(𝑥, 𝑠)𝑑𝑥𝑑𝑠,
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e como ∫︁ 𝑇
0
∫︁ 1
0
𝜑(𝑥, 𝑠)𝑑𝐵(𝑥, 𝑠) =
∫︁ 𝑇
0
∫︁ 1
0
𝜑(𝑥, 𝑠)
(︁ ∞∑︁
𝑖,𝑗=1
𝜙𝑖(𝑠)𝜓𝑗(𝑥)𝑋𝑖𝑗
)︁
𝑑𝑥𝑑𝑠
=
∞∑︁
𝑖,𝑗=1
(︁ ∫︁ 𝑇
0
∫︁ 1
0
𝜑(𝑥, 𝑠)𝜙𝑖(𝑠)𝜓𝑗(𝑥)𝑑𝑥𝑑𝑠
)︁
𝑋𝑖𝑗
=
∞∑︁
𝑖,𝑗=1
⟨𝜑, 𝜙𝑖𝜓𝑗⟩𝑋𝑖𝑗
= ⟨𝑊,𝜑⟩,
resulta
⟨ 𝜕
2𝐵
𝜕𝑥𝜕𝑠
, 𝜑⟩ = ⟨𝑊,𝜑⟩.
Da´ı, tambe´m obtemos que 𝑊 = 𝜕2𝐵
𝜕𝑥𝜕𝑠
no sentido distribucional. E por (i) e (ii) tem-se que 𝑊 e´
um ruido branco espac¸o-tempo.
A.0.3 Algumas Propriedades Ba´sicas da Folha Browniana
Nesta subsec¸a˜o mostramos algumas das propriedades da folha browniana. Como vimos
acima 𝐵 = {𝐵(𝑥, 𝑡) : (𝑥, 𝑡) ∈ [0, 1]× [0, 𝑇 ]} satisfaz:
E[𝐵(𝑥, 𝑡)] = 0 e E[𝐵(𝑥, 𝑡)𝐵(𝑦, 𝑠)] = (𝑡 ∧ 𝑠)(𝑥 ∧ 𝑦).
Tambe´m observe que a folha browniana satisfaz:
(a) Temos que a folha browniana verifica:∫︁ 𝑡+Δ𝑡
𝑡
∫︁ 𝑥+Δ𝑥
𝑥
𝜕2𝐵(𝑦, 𝑠)
𝜕𝑦𝜕𝑠
𝑑𝑦𝑑𝑠 ∼ 𝒩 (0,Δ𝑥Δ𝑡).
De fato temos que∫︁ 𝑡+Δ𝑡
𝑡
∫︁ 𝑥+Δ𝑥
𝑥
𝜕2𝐵(𝑦, 𝑠)
𝜕𝑦𝜕𝑠
𝑑𝑦𝑑𝑠 =
∫︁ 𝑇
0
∫︁ 1
0
1[𝑡,𝑡+Δ𝑡](𝑠)1[𝑥,𝑥+Δ𝑥](𝑦)
𝜕2𝐵(𝑦, 𝑠)
𝜕𝑦𝜕𝑠
𝑑𝑦𝑑𝑠
=
∫︁
[0,𝑇 ]×[0,1]
1[𝑥,𝑥+Δ𝑥]×[𝑡,𝑡+Δ𝑡](𝑦, 𝑠)𝑑𝐵(𝑦, 𝑠)
= ⟨𝑊,1[𝑡,𝑡+Δ𝑡]×[𝑥,𝑥+Δ𝑥]⟩ ∼ 𝒩 (0,Δ𝑥Δ𝑡).
(b) A partir de nossa representac¸a˜o especial da folha browniana (A.0.4) podemos obter um
processo Wiener cil´ındrico definido em um espac¸o de Hilbert, na verdade, definido no
espac¸o 𝐿2(0, 1). De fato, denotamos por 𝑊𝑐 o processo Wiener Cil´ındrico e o definimos
como:
𝑑𝑊𝑐(𝑡)
𝑑𝑡
:= 𝜕
2𝐵(𝑥, 𝑡)
𝜕𝑥𝜕𝑡
,
ou melhor para 𝜑 ∈ 𝐿2(0, 1) e para cada 𝑡 ≥ 0:
⟨𝑊𝑐(𝑡), 𝜑⟩ := ⟨𝜕𝐵(·, 𝑡)
𝜕𝑥𝜕𝑡
, 𝜑⟩ =
∞∑︁
𝑖=1
∞∑︁
𝑗=1
∫︁ 𝑡
0
𝜙𝑖(𝑠)𝑑𝑠⟨𝜓𝑗, 𝜑⟩𝐿2(0,1)𝑋𝑖𝑗.
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Observamos que a definic¸a˜o acima esta´ bem definida pois, seguindo o livro de L. Gawa-
recky e V. Mandrekar [33, definic¸a˜o 2.5] temos: Dado um espac¸o de probabilidade filtrado
𝐿2(Ω,F, {F𝑡}𝑡≥0,P) enta˜o
(i) Para cada 𝑡 ≥ 0 arbitra´rio a aplicac¸a˜o 𝑊𝑐(𝑡) : 𝐿2(0, 1) → 𝐿2(Ω,F,P) e´ linear. E´
evidente da definic¸a˜o acima.
(ii) Para cada 𝜑 ∈ 𝐿2(0, 1), {⟨𝑊𝑐(𝑡), 𝜑⟩ : 𝑡 ≥ 0} e´ um F𝑡-movimento browniano tomando
valores reais. De fato basta ver que
⟨𝑊𝑐(𝑡), 𝜑⟩ =
∞∑︁
𝑖=1
∞∑︁
𝑗=1
∫︁ 𝑡
0
∫︁ 1
0
𝜙𝑖(𝑠)𝜓𝑗(𝑦)𝜑(𝑦)𝑑𝑦𝑑𝑠𝑋𝑖𝑗
=
∞∑︁
𝑗=1
⟨𝜓𝑗, 𝜑⟩ ̃︀𝐵𝑗(𝑡),
onde ̃︀𝐵𝑗(𝑡) = ∑︀∞𝑖=1 ∫︀ 𝑡0 𝜙𝑖(𝑠)𝑑𝑠𝑋𝑖𝑗 sa˜o movimentos brownianos“padra˜o”independentes
para cada 𝑗 ∈ N, isto e´, de me´dia zero e variaˆncia 𝑡.
(iii) Por u´ltimo para cada 𝜑, 𝜑′ ∈ 𝐿2(0, 1) e 𝑡 ≥ 0 tem-se E[⟨𝑊𝑐(𝑡), 𝜑⟩⟨𝑊𝑐(𝑡), 𝜑′⟩] =
𝑡⟨𝜑, 𝜑′⟩𝐿2(0,1). Com efeito, pela identidade de Parseval resulta
E[⟨𝑊𝑐(𝑡), 𝜑⟩⟨𝑊𝑐(𝑡), 𝜑′⟩] =
(︁ ∞∑︁
𝑖=1
⟨1[0,𝑡], 𝜙𝑖⟩2
)︁(︁ ∞∑︁
𝑗=1
⟨𝜓𝑗, 𝜑⟩⟨𝜓𝑗, 𝜑′⟩
)︁
= ‖1[0,𝑡]‖2⟨𝜑, 𝜑′⟩
= 𝑡⟨𝜑, 𝜑′⟩.
Assim 𝑊𝑐 e´ um processo Wiener Cil´ındrico em 𝐿
2(0, 1).
Para maior detalhe acerca das propriedades da folha browniana consultar J. B. Walsh em
[49].
Apeˆndice B
Exponenciais Estoca´sticas
Definic¸a˜o B.1. Dado um espac¸o de probabilidade filtrado (Ω,F,P,F𝑡, 𝐵𝑡) com um movimento
browniano 𝐵𝑡 que toma valores em R𝑑 e definido sobre tal espac¸o, para qualquer ℎ ∈ 𝐿2([0, 𝑇 ];R𝑑),
podemos definir os processos aleato´rios
𝐹𝑡 = exp
(︁ ∫︁ 𝑡
0
ℎ(𝑠) · 𝑑𝐵𝑠 − 12
∫︁ 𝑡
0
|ℎ(𝑠)|2 𝑑𝑠
)︁
,
para 𝑡 ∈ [0, 𝑇 ]. Tais processos aleato´rios sa˜o chamados de exponenciais estoca´sticas.
Observe que, aplicando a fo´rmula de Itoˆ para 𝐹𝑡, se pode verificar que as exponenciais
estoca´sticas satisfazem a seguinte equac¸a˜o diferencial estoca´stica (ver B. Oksendal [45, teorema
4.3.3.])
𝐹𝑡 = 1 +
∫︁ 𝑡
0
ℎ(𝑠)𝐹𝑠 𝑑𝐵𝑠 . (B.0.1)
Pela condic¸a˜o de Novikov segue que qualquer exponencial estoca´stica 𝐹𝑡 e´ uma F𝑡-martingale
com a propriedade que E[𝐹𝑡] = 1 (ver B. Oksendal [45]).
Quando 𝑡 = 𝑇 , usaremos uma notac¸a˜o simplificada 𝐹 = 𝐹𝑇 , e chamaremos a varia´vel
aleato´ria 𝐹 uma exponencial estoca´stica. Agora vamos a definir o espac¸o destas varia´veis
aleato´rias, o qual e´ chamado o espac¸o das exponenciais estoca´sticas:
Ξ :=
{︁
𝐹 = exp
(︁ ∫︁ 𝑇
0
ℎ(𝑠) · 𝑑𝐵𝑠 − 12
∫︁ 𝑇
0
|ℎ(𝑠)|2 𝑑𝑠
)︁ ⃒⃒⃒
ℎ ∈ 𝐿2([0, 𝑇 ];R𝑑)
}︁
. (B.0.2)
Observac¸a˜o B.2. Mesmo na˜o sendo essencial para nossos resultados principais, observamos
que para cada 𝐹 ∈ Ξ, existe um u´nico ℎ tal que 𝐹 e´ uma exponencial estoca´stica de ℎ. A
demonstrac¸a˜o disto resulta diretamente da isometria de Itoˆ.
O seguinte resultado mostra a densidade das varia´veis aleato´rias 𝐹 . Para a demonstrac¸a˜o
ver [45, Lema 4.3.2]. Lembremos, do cap´ıtulo 3, que F = F𝑇 .
Lema B.3. O espac¸o vetorial gerado por Ξ e´ um subespac¸o denso em 𝐿2(Ω).
Sabemos que o espac¸o 𝐶∞𝑐 ([0, 𝑇 ];R𝑑) (as quais sa˜o func¸o˜es limitadas) e´ um conjunto denso
em 𝐿2([0, 𝑇 ];R𝑑). Assim e´ natural perguntar se o conjunto das exponenciais estoca´sticas mas
com ℎ “limitado” e´ denso em Ξ ?. A resposta a esta questa˜o e´ positiva e e´ dada no seguinte
lema, o qual e´ um resultado novo na literatura das exponenciais estoca´sticas.
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Lema B.4. Seja o conjunto
Ξ𝐵 =
{︁
𝐹 = exp
(︁ ∫︁ 𝑇
0
ℎ(𝑠) · 𝑑𝐵𝑠 − 12
∫︁ 𝑇
0
|ℎ(𝑠)|2 𝑑𝑠
)︁⃒⃒⃒
ℎ ∈ 𝐶∞𝑐 ([0, 𝑇 ];R𝑑)
}︁
. (B.0.3)
Enta˜o Ξ𝐵 e´ denso em Ξ.
Demonstrac¸a˜o. Desenvolvemos a prova em duas etapas:
 Etapa 1: Limitac¸a˜o do Segundo Momento de 𝐹𝑡. De fato, aplicamos a fo´rmula de
Itoˆ para a func¸a˜o 𝑔(𝑡, 𝑥) = 𝑥2 considerando ao processo 𝐹𝑡 na forma (B.0.1), isto e´,
𝐹𝑡 = 1 +
∫︁ 𝑡
0
ℎ(𝑠)𝐹𝑠 𝑑𝐵𝑠 .
Assim, obtemos
𝑑(𝐹 2𝑡 ) = 2𝐹𝑡 𝑑𝐹𝑡 + (𝑑𝐹𝑡)2
= 2𝐹 2𝑡 ℎ(𝑡) 𝑑𝐵𝑡 + 𝐹 2𝑡 |ℎ(𝑡)|2 𝑑𝑡 .
Considerando que E[𝐹 20 ] = 1, integramos na expressa˜o acima para obter
𝐹 2𝑡 = 1 + 2
∫︁ 𝑡
0
𝐹 2𝑠 ℎ(𝑠)𝑑𝐵𝑠 +
∫︁ 𝑡
0
𝐹 2𝑠 |ℎ(𝑠)|2𝑑𝑠 .
Daqui, aplicamos esperanc¸a
E[𝐹 2𝑡 ] = 1 +
∫︁ 𝑡
0
|ℎ(𝑠)|2 E[𝐹 2𝑠 ]𝑑𝑠 .
Voltamos a` forma diferencial, isto e´,
𝑑E[𝐹 2𝑡 ] = |ℎ(𝑡)|2 E[𝐹 2𝑡 ] 𝑑𝑡 .
Resolvemos a EDO linear acima. Desta maneira obtemos como soluc¸a˜o
𝐸[𝐹 2𝑡 ] = 𝑒
∫︀ 𝑡
0 |ℎ(𝑠)|2𝑑𝑠
≤ 𝑒‖ℎ‖
2
𝐿2([0,𝑇 ];R𝑑) <∞ , (B.0.4)
como quer´ıamos.
 Etapa 2: Construc¸a˜o de Aproximac¸a˜o e Passagem do Limite. Seja 𝐹 ∈ Ξ. Enta˜o
sabemos que
𝐹𝑡 = 1 +
∫︁ 𝑡
0
ℎ(𝑠)𝐹𝑠 𝑑𝐵𝑠 ,
para algum ℎ ∈ 𝐿2([0, 𝑇 ];R𝑑). Como 𝐶∞𝑐 ([0, 𝑇 ];R𝑑) e´ denso em 𝐿2([0, 𝑇 ];R𝑑) enta˜o existe
uma sequeˆncia ℎ𝑛 ∈ 𝐶∞𝑐 ([0, 𝑇 ];R𝑑) tal que
ℎ𝑛 → ℎ
em 𝐿2([0, 𝑇 ];R𝑑). Assim para cada 𝑛 consideramos
𝐹 𝑛𝑡 = exp
(︁ ∫︁ 𝑡
0
ℎ𝑛(𝑠) · 𝑑𝐵𝑠 − 12
∫︁ 𝑡
0
|ℎ𝑛(𝑠)|2 𝑑𝑠
)︁
,
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as quais claramente pertencem ao espac¸o Ξ𝐵. Pela fo´rmula de Itoˆ resulta que
𝐹 𝑛𝑡 = 1 +
∫︁ 𝑡
0
ℎ𝑛(𝑠)𝐹 𝑛𝑠 𝑑𝐵𝑠 .
Agora, considerando a etapa (1), observe que para cada 𝑛 ∈ N, podemos tomar a sequeˆncia
ℎ𝑛 tal que
‖ℎ𝑛 − ℎ‖𝐿2([0,𝑇 ];R𝑑)→ 0,
e
‖ℎ𝑛‖𝐿2([0,𝑇 ];R𝑑)≤ ‖ℎ‖𝐿2([0,𝑇 ];R𝑑) .
Da´ı, pela limitac¸a˜o (B.0.4) resulta, para cada 𝑛 ∈ N,
𝐸[(𝐹 𝑛𝑡 )2] = 𝑒
∫︀ 𝑡
0 |ℎ𝑛(𝑠)|2𝑑𝑠 = 𝑒‖ℎ𝑛‖
2
𝐿2([0,𝑇 ];R𝑑)
≤ 𝑒‖ℎ‖
2
𝐿2([0,𝑇 ];R𝑑) <∞ . (B.0.5)
Para mostrar a densidade basta ver que
𝐹 𝑛𝑡 → 𝐹𝑡 ,
quando 𝑛→∞, no espac¸o 𝐿2(Ω). Com efeito, aplicando a isometria de Itoˆ e considerando
a limitac¸a˜o (B.0.5) acima tem-se
E[|𝐹 𝑛𝑡 − 𝐹𝑡|2] = E
[︁⃒⃒⃒ ∫︁ 𝑡
0
ℎ𝑛(𝑠)𝐹 𝑛𝑠 𝑑𝐵𝑠 −
∫︁ 𝑡
0
ℎ(𝑠)𝐹𝑠 𝑑𝐵𝑠
⃒⃒⃒2]︁
= E
[︁⃒⃒⃒ ∫︁ 𝑡
0
(ℎ𝑛(𝑠)− ℎ(𝑠))𝐹 𝑛𝑠 𝑑𝐵𝑠 +
∫︁ 𝑡
0
ℎ(𝑠)(𝐹 𝑛𝑠 − 𝐹𝑠) 𝑑𝐵𝑠|2
]︁
≤ 2E
[︁⃒⃒⃒ ∫︁ 𝑡
0
(ℎ𝑛(𝑠)− ℎ(𝑠))𝐹 𝑛𝑠 𝑑𝐵𝑠
⃒⃒⃒2]︁
+ 2E
[︁⃒⃒⃒ ∫︁ 𝑡
0
ℎ(𝑠)(𝐹 𝑛𝑠 − 𝐹𝑠) 𝑑𝐵𝑠
⃒⃒⃒2]︁
= 2E
[︁ ∫︁ 𝑡
0
|ℎ𝑛(𝑠)− ℎ(𝑠)|2(𝐹 𝑛𝑠 )2 𝑑𝑠
]︁
+ 2E
[︁ ∫︁ 𝑡
0
|ℎ(𝑠)|2(𝐹 𝑛𝑠 − 𝐹𝑠)2 𝑑𝑠
]︁
= 2
∫︁ 𝑡
0
|ℎ𝑛(𝑠)− ℎ(𝑠)|2E[(𝐹 𝑛𝑠 )2] 𝑑𝑠+ 2
∫︁ 𝑡
0
|ℎ(𝑠)|2E[(𝐹 𝑛𝑠 − 𝐹𝑠)2] 𝑑𝑠
≤ 2
∫︁ 𝑡
0
|ℎ𝑛(𝑠)− ℎ(𝑠)|2𝑒‖ℎ‖
2
𝐿2(0,𝑇 ) 𝑑𝑠+ 2
∫︁ 𝑡
0
|ℎ(𝑠)|2E[(𝐹 𝑛𝑠 − 𝐹𝑠)2] 𝑑𝑠
≤ 2 𝑒‖ℎ‖
2
𝐿2([0,𝑇 ];R𝑑)‖ℎ𝑛 − ℎ‖2𝐿2(0,𝑇 )+2
∫︁ 𝑡
0
|ℎ(𝑠)|2E[(𝐹 𝑛𝑠 − 𝐹𝑠)2] 𝑑𝑠 .
Tomamos limite na u´ltima expressa˜o acima. Observe que devido as desigualdades (B.0.4)
e (B.0.5) a sequeˆncia 𝑎𝑛 = E[|𝐹 𝑛𝑡 − 𝐹𝑡|2], 𝑛 ∈ N de nu´meros reais e´ limitada por
2 exp{‖ℎ‖2𝐿2([0,𝑇 ];R𝑑)} a qual e´ uma quantidade finita pois ℎ ∈ 𝐿2([0, 𝑇 ];R𝑑). Enta˜o (se
necessa´rio passamos a uma subsequeˆncia):
lim
𝑛→∞E[|𝐹
𝑛
𝑡 − 𝐹𝑡|2] ≤ lim𝑛→∞ 2
∫︁ 𝑡
0
|ℎ(𝑠)|2E[|𝐹 𝑛𝑠 − 𝐹𝑠|2] 𝑑𝑠
= 2
∫︁ 𝑡
0
|ℎ(𝑠)|2 lim
𝑛→∞E[|𝐹
𝑛
𝑠 − 𝐹𝑠|2] 𝑑𝑠 , (B.0.6)
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onde a u´ltima igualdade (passo do limite dentro da integral) e´ uma consequeˆncia do
teorema de convergeˆncia dominada. Assim pelo lema de Gronwall
lim
𝑛→∞E[|𝐹
𝑛
𝑡 − 𝐹𝑡|2] = 0 𝑡 ∈ [0, 𝑇 ]− q.t.p.
Portanto, 𝐹 𝑛𝑡 → 𝐹𝑡, quando 𝑛→∞ no espac¸o 𝐿2(Ω), como desejamos.
Tambe´m consideramos o seguinte resultado importante, ver E. Fedrizzi, W. Neves e C.
Olivera [25, Apeˆndice].
Lema B.5. Seja 𝐹 sendo uma exponencial estoca´stica qualquer e 𝑌𝑠 ∈ 𝐿2(Ω × [0, 𝑇 ]) um
processo quadrado integra´vel que assume valores em R𝑑. Enta˜o
E
[︁ ∫︁ 𝑡
0
𝑌𝑠 · 𝑑𝐵𝑠 𝐹
]︁
=
∫︁ 𝑡
0
ℎ(𝑠) · E[𝑌𝑠 𝐹 ] 𝑑𝑠 . (B.0.7)
Demonstrac¸a˜o. Da fo´rmula de representac¸a˜o (B.0.1) tem-se
E
[︁ ∫︁ 𝑡
0
𝑌𝑠 · 𝑑𝐵𝑠 𝐹
]︁
= E
[︁ ∫︁ 𝑡
0
𝑌𝑠 · 𝑑𝐵𝑠
]︁
+ E
[︁ ∫︁ 𝑡
0
𝑌𝑠 · 𝑑𝐵𝑠
∫︁ 𝑇
0
ℎ(𝑠)𝐹𝑠 · 𝑑𝐵𝑠
]︁
= E
[︁ ∫︁ 𝑡
0
𝑌𝑠 · 𝑑𝐵𝑠
∫︁ 𝑡
0
ℎ(𝑠)𝐹𝑠 · 𝑑𝐵𝑠
]︁
+ E
[︁ ∫︁ 𝑡
0
𝑌𝑠 · 𝑑𝐵𝑠
∫︁ 𝑇
𝑡
ℎ(𝑠)𝐹𝑠 · 𝑑𝐵𝑠
]︁
= E
[︁ ∫︁ 𝑡
0
𝑌𝑠 · ℎ(𝑠)𝐹𝑠 𝑑𝑠
]︁
.
Do fato que 𝑌𝑠 e´ um processo F𝑠-adaptado e usando a representac¸a˜o (B.0.1), resulta
E[𝑌𝑠 𝐹 ] = E[E[𝑌𝑠 𝐹𝑇 |F𝑠]] = E[𝑌𝑠 E[𝐹𝑇 |F𝑠]] = E[𝑌𝑠 𝐹𝑠] .
Portanto conseguimos (B.0.7), como quer´ıamos.
Apeˆndice C
Equac¸o˜es Parabo´licas com Coeficientes
Mensura´veis
Aqui damos alguns resultados referentes ao problema parabo´lico:⎧⎨⎩ 𝜕𝑡𝜑+
̃︀𝐿𝜑 = 0
𝜑(𝑇, 𝑥) = 𝜙(𝑥) ,
(C.0.1)
com 𝜙 ∈ 𝐶∞𝑐 (R𝑑) e ̃︀𝐿 sendo um operador diferencial dado por:
̃︀𝐿𝜑(𝑡, 𝑥) = 𝑑∑︁
𝑖,𝑗=1
̃︀𝑎𝑖𝑗(𝑡, 𝑥)𝜕𝑥𝑖𝜕𝑥𝑗𝜑(𝑡, 𝑥) + 𝑑∑︁
𝑖=1
̃︀𝑏𝑖(𝑡, 𝑥)𝜕𝑥𝑖𝜑(𝑡, 𝑥) + ̃︀𝑐(𝑡, 𝑥)𝜑(𝑡, 𝑥), (C.0.2)
onde ̃︀𝑎𝑖𝑗, ̃︀𝑏𝑖 e ̃︀𝑐 sa˜o func¸o˜es mensura´veis definidos sobre R𝑑+1 de modo que ̃︀𝐴 = (̃︀𝑎𝑖𝑗)1≤1,𝑗≤𝑑 e´
uma matriz sime´trica na˜o-negativa. Sobre os coeficientes deste operador assumimos a seguinte
hipo´tese.
Hipo´tese C.1. Assuma que exista uma constante 𝐾 > 0 tal que para todo (𝑡, 𝑥) ∈ (0, 𝑇 )×R𝑑
e 1 ≤ 𝑖, 𝑗 ≤ 𝑑
|̃︀𝑎𝑖𝑗(𝑡, 𝑥)|≤ 𝐾, |̃︀𝑏𝑖(𝑡, 𝑥)|≤ 𝐾, ̃︀𝑐(𝑡, 𝑥) ≤ 𝐾. (C.0.3)
Ale´m disso, suponha que existe uma constante 𝛽 ∈ (0, 1) tal que para todo 𝑦 ∈ R𝑑 e (𝑡, 𝑥) ∈ R𝑑+1
a matriz ̃︀𝐴 = (̃︀𝑎𝑖𝑗)1≤1,𝑗≤𝑑 verifica
𝛽|𝑦|2≤
𝑑∑︁
𝑖,𝑗=1
̃︀𝑎𝑖𝑗(𝑡, 𝑥)𝑦𝑖𝑦𝑗 ≤ 𝛽−1|𝑦|2. (C.0.4)
Antes de prosseguir consideraremos a seguinte notac¸a˜o respeito aos elementos de R𝑑+1. Aqui
(𝑡, 𝑥) denota um ponto de R𝑑+1, isto e´, (𝑡, 𝑥1, 𝑥′) ∈ R × R𝑑, onde 𝑡 ∈ R, 𝑥1 ∈ R, 𝑥′ ∈ R𝑑−1 e
𝑥 = (𝑥1, 𝑥′) ∈ R𝑑.
Definimos o espac¸o Sobolev
𝑊 1,2𝑝 ((𝑆, 𝑇 )× R𝑑) = {𝑢 : 𝑢, 𝑢𝑡, 𝑢𝑥, 𝑢𝑥𝑥 ∈ 𝐿𝑝((𝑆, 𝑇 )× R𝑑)} ,
onde −∞ ≤ 𝑆 < 𝑇 ≤ ∞ com a norma usual, isto e´,
‖𝑢‖𝑊 1,2𝑝 ((𝑆,𝑇 )×R𝑑)= ‖𝑢‖𝐿𝑝((𝑆,𝑇 )×R𝑑)+‖𝑢𝑥‖𝐿𝑝((𝑆,𝑇 )×R𝑑)+‖𝑢𝑥𝑥‖𝐿𝑝((𝑆,𝑇 )×R𝑑)+‖𝑢𝑡‖𝐿𝑝((𝑆,𝑇 )×R𝑑).
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Como em [22] e [37], consideramos a notac¸a˜o
𝑈𝑇 = (0, 𝑇 )× R𝑑 .
Deste modo, por exemplo,
𝐿𝑝(𝑈𝑇 ) = 𝐿𝑝((0, 𝑇 )× R𝑑) , 𝑊 1,2𝑝 (𝑈𝑇 ) = 𝑊 1,2𝑝 ((0, 𝑇 )× R𝑑) .
Tambe´m, denote por ˜𝑊 1,2𝑝 (𝑈𝑇 ) a colec¸a˜o de func¸o˜es em 𝑊 1,2𝑝 (𝑈𝑇 ) consistindo das func¸o˜es que
se anulam em 𝑡 = 𝑇 (ver D. Kim e N. V. Krylov [22] e N. V. Krylov [37]). Lembre que para
𝑇 ∈ (0,∞) o espac¸o 𝑊 1,2𝑝 (𝑈𝑇 ) pode ser visto como sendo o fecho do conjunto 𝐶1,2((0, 𝑇 )×R𝑑)
na norma acima. Assim ˜𝑊 1,2𝑝 (𝑈𝑇 ) representa o fecho, na norma dada acima, do subconjunto
de 𝐶1,2(𝑈𝑇 ) de func¸o˜es que anulam em 𝑡 = 𝑇 .
A seguir enunciamos o teorema para o caso 𝑝 = 2. Dado que este resultado na forma parte
de nosso resultado principal para a demonstrac¸a˜o nos referimos a [22, Teorema 2.2].
Teorema C.2. Assuma a hipo´tese (C.1) e considere os coeficientes ̃︀𝑎𝑖𝑗 sendo independentes
de 𝑥′ ∈ R𝑑−1. Enta˜o para qualquer 𝑔 ∈ 𝐿2(𝑈𝑇 )) existe uma u´nica 𝜑 ∈ ˜𝑊 1,22 (𝑈𝑇 ) tal que
(𝜕𝑡+ ̃︀𝐿)𝜑 = 𝑔 em (0, 𝑇 )×R𝑑. Ale´m disso, existe uma constante 𝑁 , dependendo unicamente de
𝑑, 𝛽, 𝑇,𝐾, tal que para qualquer 𝑢 ∈ ˜𝑊 1,22 (𝑈𝑇 )
‖𝑢‖𝑊 1,22 (𝑈𝑇 )≤ 𝑁 ‖(𝜕𝑡 + ̃︀𝐿)𝑢‖𝐿2(𝑈𝑇 ) .
