We investigate the feasibility of using a combined absorption -planar laser-induced fluorescence (PLIF) method for measuring nitric oxide (NO) number density in the freestream of a free-piston shock tunnel. The absorption coefficient is determined from the exponential decay in PLIF intensity through a uniform region of flow. The NO density is determined from the measured absorption coefficient, assuming a known pressure and temperature, determined independently. The measured NO density is insensitive to the pressure and temperature, however.
INTRODUCTION
Free-piston shock tunnels are used to study real gas flows; that is, flows where chemical and vibrational relaxation influence the fluid mechanics and heat transfer experienced by aerospace vehicles. For many years, free-piston shock tunnels were used to study a variety of important fluid phenomena without accurate knowledge of the conditions in the freestream. However, the recent improvement of the precision and accuracy of sophisticated computational fluid dynamics (CFD) codes requires equivalently improved comparison data. It is particularly important to have accurate measurements of the freestream parameters such as temperature, pressure and species densities. Since these parameters are used as inputs for CFD computations, errors in the freestream conditions can be propagated through and sometimes amplified by the CFD solutions. Accurate knowledge of the conditions generated by shock tunnels are also important because these data are sometimes used as evidence to support chemical kinetics models themselves.
In a recent review paper, Park 1 compared freestream compositions predicted from his widely-used chemical "Park Rate Model" to mass spectrometry measurements from Skinner and Stalker 2 . Measured concentrations of N and NO were much higher than predicted by theory, while measured O and O 2 concentrations were much lower than theory. In view of these discrepancies, Park proposed a "New Empirical Model" where he adjusted activation energies and rate coefficients in four different reactions to fit Skinner and Stalker's data.
However, more recently, Skinner and Stalker's experiment has been shown to be contaminated by catalytic effects on the skimmers used in the mass spectrometer, casting doubt on the New Empirical Model. 3 Other methods that can independently measure NO densities are required to improve confidence in the flow codes and chemical rate models.
Mass Spectrometry is probably the best method for measuring species densities in shock tunnels. 3 It has the important advantages of measuring relative concentrations of all gaseous species as a function of time. It is limited to measuring a single point in the flow. Further, it suffers from dissociative-ionization effects which cause vast overestimates of the species densities of N and O when they are low. Other non-ideal effects include skimmer interference and Machnumber focusing, which can be mostly accounted for by calibrating with gas mixtures of known composition. Determination of species densities depends strongly on these calibration factors as well as ionization cross sections from the literature; errors in these propagate through to the estimated number densities. In recent measurements in the freestream of the T4 shock tunnel, Boyce et al. measured NO densities using mass spectrometry with typical uncertainties of ±30%.
3 They found much better agreement than Park between measured and calculated NO densities over a range of flow enthalpies from 2 to 14 MJ/kg. Nonetheless, it is important to develop accurate alternative methods to verify these mass spectrometry results.
Nitric oxide densities are often measured in shock tubes using line-of-sight absorption of a rapidly-scanning narrow-frequency laser (see for example, Chang et al. 4 and Mohamed et al. 5 ). While these methods are generally robust and reliable, they have two important limitations. First, since they are line-of-sight, they pass through and sample flow nonuniformities such as boundary layers and/or shear layers. Second, they use single point detectors, so they are not usually able to measure spatial distributions of the NO density in a single measurement. The first limitation has been partially overcome by mounting the transmission and detection optics on a small probe that can be inserted into the middle of the flow. 6 The second limitation has also been partially overcome by measuring NO density as a function of time during the flow, which is as good as measuring the spatial distribution of the NO density. One significant advantage of these methods in flows where the laser beam is attenuated by scattering from particles, for example, is that they scan over the entire absorption lineshape; thus, beam attenuation caused only by that spectral transition can be separated from nonresonant attenuation.
Planar laser-induced fluorescence can potentially measure two-dimensional distributions of NO density in a shock tunnel flow. Measurement schemes based on directly relating measured fluorescence intensities to species density in flames exist. 7 Most of these rely on saturating the molecular transition to overcome large uncertainties associated with unknown collisional quenching rates. In practice it is very difficult to saturate the transitions because the approximation of a top-hat profile beam (in frequency, time and space) is rarely met, and the resulting signal intensities still have some residual unpredictable dependence on the collisional environment. Strategies for overcoming this problem exist, but they usually involve restricting the sampling region in space and shortening the sampling time to a few nanoseconds. Such measurements are usually limited to a single point and can often remain susceptible to uncertainties from collisional quenching.
Approaches involving measurement of absolute fluorescence intensities are undesirable in the current experiment where we would like to measure the NO distribution in a single laser pulse. Also, the required calibrations usually necessary for the methods described above would be very difficult to implement in the shock tunnel and would result in large uncertainties.
Ruyten 8 has previously measured NO density in a shock-tunnel freestream flow.
In his experiment, the freestream temperature was not known apriori. Thus, he was required to determine both the temperature and the NO density simultaneously. He compared PLIF intensity ratios for three different excitation transitions from different tunnel runs. The ratios of PLIF intensities for three transitions are a unique function of temperature and NO density. While this method is reasonably sensitive to temperature, it is very insensitive to NO density, resulting in uncertainties of roughly 50% (an uncertainty was not stated by the author). As noted by the author, to perform their measurement in a single tunnel run would require 3 lasers and 3 cameras.
A new method has recently been demonstrated by Versluis et al. 9 , who used a combined absorptionfluorescence method to image absolute OH concentrations in a turbulent atmospheric pressure flame. His method uses two counter-propagating laser sheets that are tuned to a very strong absorption transition of OH. Two CCD cameras acquire an image for each laser sheet. Dividing and further processing the two images removes effects such as collisional quenching and collection efficiency. The two dimensional OH distribution is determined from rate of change in signal intensity across the images. The stated uncertainty in their density measurements is ±20%.
In this paper, we propose a combined absorptionfluorescence method similar to that of Versluis et al. for measuring NO freestream density in a single tunnel run using a single laser and single camera. The NO distribution is measured as a function of axial distance in the freestream of the T2 free-piston shock tunnel. The density is determined by measuring the exponential attenuation of the PLIF intensity over a uniform region in the flow -the signal decrease is attributed to absorption from the NO. The method assumes that the flow is uniform in the transverse direction and requires prior knowledge of the freestream temperature and pressure. However, the experiment has been designed so that the measured density is insensitive to the temperature and pressure. Unfortunately, the current measurements are contaminated by a large systematic error in the predicted spectral overlap integral. But, we show how this systematic error can be eliminated in future experiments.
THEORY
Our densiometry method is based on planar laserinduced fluorescence (PLIF), a technique that has been used extensively in combusting environments 7 as well as supersonic 10 and hypersonic 11 flows. The laser-induced fluorescence signal intensity is given by:
where C is a constant that incorporates the collection efficiency of the optics and camera system, n NO is the number density of nitric oxide, f B is the Boltzmann fraction of the excited transition's ground state, A is the rate of spontaneous emission, Q is the collisional quenching rate, B LU is the Einstein coefficient for absorption, I is the laser intensity and G is the spectral overlap integral, defined as:
where Y(ν) and L(ν) are the absorption transition and laser lineshapes, normalized so that each of their integrals over all frequency is unity. Thus, G has units of cm when the frequency, ν, is in cm -1 .
The laser intensity varies through the images because of absorption that occurs according to Beer's law:
where I 0 is the incident laser intensity, y is the spatial variable in the direction that the laser sheet propagates and k int is the integrated absorption coefficient:
where the term on parentheses represents the energy of an absorbed photon. In Eq. (1), A and B LU are constants. In the proposed densiometry method, we assume that C, Q, n NO, f B and G are constant along a short line that is parallel to the laser sheet. Then, according to Eq. (1), fluorescence intensity variations are due only to changes in the laser intensity, I. By measuring the exponential decay in PLIF intensity along that line we determine k int . Rearranging Eq. (4), the NO density can then be determined from:
Since k int is measured and B LU , h, ν and c are known constants, we must estimate f B and G to determine n NO . The Boltzmann fraction depends only on the temperature. The freestream temperature at similar conditions in this same facility has previously been mapped with an uncertainty of ±4%.
12 These temperature measurements were performed with a gas mix of 98.9% N 2 and 1.1% O 2 in the shock tube, whereas the current experiments used air in the shock tube. However, as described in the Experiment section, the freestream temperatures for these two experiments are predicted to differ by less than 3%, justifying the use of the previously measured temperatures in the current work. The uncertainty in n NO caused by calculating f B has been minimized by choosing a transition ( s R 21 (13.5) ) that is insensitive to temperature for the temperature range (390-460 K) encountered in this flow.
The spectral overlap integral depends on the temperature, pressure and also depends weakly on the gas composition through the collisional broadening rates. However, for NO, most common collision partners have similar collisional broadening rates (excluding He and H 2 ). 13 Also, in the present experiment, N 2 is the dominant collisional partner, so the collisional broadening can be determined within ±5% given the pressure, temperature, and approximate species concentration. Furthermore, in the present experiment the collisional broadening is very small compared to the Doppler broadening, so G depends very weakly on the gas pressure.
We estimate the gas pressure and species concentrations from the quasi-one dimensional nonequilibrium nozzle flow code STUBE. 14 In the future, it would be better to measure the static pressure using a staticpressure probe instead of relying on a pressure predicted by STUBE. However, previous static pressure measurements at similar conditions in a similar facility 15 showed very good agreement between static pressures measured on a flat plate and those predicted by STUBE. Nonetheless, in the present experiment a 10% uncertainty in the estimated pressure results in only a 1% uncertainty in the measured NO density.
EXPERIMENT
The experiments were performed on the T2 freepiston shock tunnel at the Australian National University. A description of the shock tunnel and its operation is given by Stalker 16 . The T2 nozzle has a 15° full-angle conical geometry with a 6.4-mm diameter throat and an exit-to-throat area ratio of 144. Two different test gasses were used in the shock tube on different tunnel runs: air and a mixture of 98.9% N 2 , 1.1% O 2 . The air mixture resulted in approximate freestream composition (by volume) of 74.3% N 2 , 7.3% NO, 17.1% O 2 , and 0.29% O and 0.95% Ar, while the N 2 /0 2 mix resulted in 98.1% N 2 , 1.1% NO, 0.4% O 2 , and 0.3% O. For the air shots, the primary shock speed was 2.4 km/s which corresponds to a flow enthalpy of 5.2 MJ/kg. The nozzle-reservoir pressure was measured to be 27.9 MPa and the calculated reservoir temperature was 3890 K (from Palma 17 , calculated using the equilibrium shock tube code ESTC 18 ). At a distance of 285 mm from the nozzle throat, the freestream temperature, pressure, Mach number and velocity calculated assuming sudden vibrational freezing in the nozzle flow were 407 K, 4.7 kPa, 7.5, and 2.94 km/s respectively. 17 The conditions for the N 2 /O 2 mix test gas differed only slightly.
For example, the calculated temperature was slightly colder (396 K) than the air test gas.
A schematic of the experiment is shown in Fig. (1) . We frequency-doubled the output of an excimer-pumped dye laser to obtain 5-mJ, 25-ns pulses at 225 nm; coinciding with the (0,0) vibrational band of the A-X electronic transition of NO. Most of the laser light was formed into a sheet 8 cm wide and was directed into the test section perpendicular to the flow. In the flow, the laser sheet had a thickness of ~0.8 mm. Only ~100 µJ was used to form the laser sheet, resulting in a laser irradiance of 6 kW/cm 2 . Such a low laser energy was used to prevent saturation of the molecular transition, though the low energies reduced the signal counts. Based on comparisons to measurements in a low pressure gas cell, we estimate that the laser irradiance is approximately 5% of the saturation laser irradiance for the conditions of this experiment. 17 A small portion of the laser beam was split off and used for wavelength calibration by performing LIF in a gas cell filled with a small quantity of NO together with 4.7 kPa of N 2 . This pressure was chosen to match the freestream pressure in the shock tunnel so that the pressure shift in the cell would compensate for the pressure shift in the flow, allowing us to tune the laser to the peak of the transition. Previously, the laser linewidth was measured to be 0.18±0.01 cm -1 based on LIF measurements in the same gas cell. 17 This is consistent with specifications from the manufacturer.
We tuned the laser to the peak of an NO transition prior to each 'shot' of the shock tunnel. Immediately before the shot (<2 sec), the tunnel operator stopped the laser via a remote switch next to the firing valve. After the firing valve was opened, the nozzle reservoir pressure transducer detected the shock reflection at the end of the shock tube and the laser fired 350 µs later. This delay was chosen to coincide with the period of steady flow in the shock tube. An intensified CCD camera (Princeton Instruments, 16-bit CCD, 576 by 384 pixels, ~50-ns gating period) captured the fluorescence image at right angles to the laser sheet. A UG-5 filter on the camera passed the higher wavelength non-resonant NO fluorescence bands to the camera 11 . This filter passes sufficient fluorescence while attenuating natural flow luminosity and laser scatter and reducing influences from radiative trapping.
Prior to the experiments, we obtained a 10-shot averaged CCD image of the dark noise. We subtracted this image from each image acquired in the experiment to remove the dark noise. We did not correct the images for spatial variations in the signal intensity caused by nonuniformities in the laser sheet. Measurement of k int is independent of the initial laser energy so correcting for spatial variations in Figure 1 . Experimental Setup. In the current experiment, the coneshaped model was removed from the test section and a low pressure gas cell was used to monitor the laser frequency instead of the flame shown in the diagram.
energy by dividing the images by the beam profile would have increased noise in the images without improving the measurement of k int . The images were then binned by a factor of 15 in the axial (streamwise) direction and a factor of 3 in the transverse direction to reduce shot noise. Finally, the PLIF intensity at the central portion of each image (flow near the centerline) was fit with an exponential to determine k int . Figure 2 shows a typical PLIF image of the freestream flow with air as the test gas. The flow is from left to right and the laser sheet enters the flow from the top. In the axial direction, spatial variations in the PLIF intensity are caused by spatial variations in laser intensity. In the transverse direction, the fluorescence decreases from the top of the image to the bottom because of absorption.
RESULTS
A cross section through the image acquired is shown in Fig. 3 as the curve labeled s R 21 (13.5), Air. For comparison, an identical cross section is shown for similar conditions, using a stronger transition ( q Q 11 (16.5) + q P 21 (16.5), Air) and a nearly non-absorbing transition and gas mix ( s R 21 (17.5), 98.9% N 2 /1.1% O 2 mix).
By using a test gas with a low NO concentration and by choosing a weak transition with a low population, we can make a measurement with negligible absorption. For example, in Fig. 3 , the " s R 21 (17.5) , N 2 mix" curve shows negligible absorption. The flow is fairly uniform in the center of the flow, dropping off slightly towards the edgesprobably because of the small Doppler shift of the gas towards the laser at the top of the image and away from the laser at the bottom. Then, the fluorescence drops off rapidly, indicating the top and bottom edges of the nozzle flow.
Using air as the test gas, the NO density increases by a factor of 7. Also, the s R 21 (13.5) has a higher population at the flow temperature than the s R 21 (17.5) transition. Thus, the s R 21 (13.5), Air measurement shows significantly more attenuation from the top to the bottom of the image because of absorption. However, the fluorescence decay does not appear to be exponential. This is probably caused by the Doppler shift which decreases the signal at the top and bottom of the images.
Even more absorption occurs when the strong q Q 11 (16.5)+ q P 21 (16.5) transitions are probed. The cross section shown in Figure 3 illustrates the familiar exponential decay from which, k int can be accurately determined. Unfortunately, as discussed below, for the conditions of our experiment such severe absorption causes a dramatic change in the spectral profile of the laser, which invalidates our assumption that G is constant. So, in the remainder of the analysis, the s R 21 (13.5), Air data is used, resulting in a smaller error in G. We determine k int by fitting an exponential to the fluorescence signal in the uniform region of the flow near the centerline, as shown in Fig. 4 . Eq. (3) was used in a leastsquares fit to determine best-fit values of I 0 and k int . The uncertainty in measuring k int was determined for each measurement and was one of the random errors used to determine the overall uncertainty in the number density.
The fitting process illustrated in Fig. 4 was performed at successive points along the flow axis to determine the axial distribution of k int . Over a number of images, we found that the measured value of k int was insensitive to the laser intensity. If transition saturation or spectral hole burning was occurring, one would expect k int to be systematically lower in regions of higher laser intensity. However, we found no evidence for this, providing further evidence that we were in the linear fluorescence limit.
From the measured values of k int we determined the NO density using Eq. (4). The measured NO distribution along the centerline is shown in Fig. 5 along with the predicted NO density from STUBE, computed for the conditions of the experiment. The magnitude of the predicted NO density is in rough agreement with STUBE. However, the downward trend in NO density caused by the gas expansion with distance (dropping the overall density) is not verified by the experimental data.
DISCUSSION
Several sources of error are present in these measurements. There are random errors associated with a variety of inputs to both the theoretical prediction (i.e. STUBE) and also the measurement. There is also a large systematic error in the measurement caused by the laser spectral profile, which is discussed in detail below.
An uncertainty analysis was undertaken to determine the sensitivity of the measured NO density to the uncertainty in the various input parameters used to determine the NO density. The error bars on the data points in Fig. 5 indicate the uncertainty in the measurement associated with the combined random uncertainties of the various inputs. Sources of error that contributed 7% or less to the uncertainty in the NO density are: measured freestream temperature, predicted freestream pressure, laser detuning, Doppler shifts in the freestream, transition saturation and laser spectral linewidth. The random uncertainties were dominated by the uncertainty in measuring k int from the data. For the present data, the k int was measured with uncertainties ranging from ±7 to ±25%. In the future, k int can be measured more accurately by designing an experiment with better signal/noise and also an experiments exhibiting more absorption across the image.
An important source of random error that has not been included above is the uncertainty associated with the random variations in the spectral profile originating from the laser. If the laser linewidth is substantially narrower than the transition linewidth, the error caused by laser mode fluctuations will be small, since all modes will be absorbed nearly equally by the molecules. This is not the case in the present experiment, where the laser linewidth is slightly larger than the transition linewidth. By modelling the laser mode structure 19 , we could estimate this uncertainty in the current experiment, but a better approach is to use a narrower laser, thereby reducing the resulting uncertainty to a negligible level.
The largest and most important error in these measurements is caused by the variation in the laser's spectral profile as it propagates through the flow. The resulting systematic error is not included in the error bars in Fig. 5 . We estimate that this error caused the measured NO densities to be systematically low by 30% at 300 mm from the nozzle throat.
One of the critical assumptions in this method is that the spectral overlap integral, G, is constant and calculable over the region in which the measurement is made. If the spectral profile of the laser changes as the laser propagates through the flow, then this assumption may be violated. Below, we show that if the laser is sufficiently narrow, G stays relatively constant through the flow. However, if the laser is broader than the absorption lineshape (as in the present experiment) then G is not constant -resulting in a systematic error. Figure 6 shows the changes in the laser spectral profile as it propagates through the flow. We computed the laser spectral profile as a function of distance through a computed freestream flowfield using our computational flow imaging (CFI) PLIF code. 20 Two Voigt absorption profiles and two laser profiles are shown in the figure. The two dashed curves show the laser and the transition lineshapes at a point corresponding to a distance of 300 mm from the nozzle throat and 37.5 mm above the flow axis. At this point in the flow, the laser has just entered the flow and very little absorption has occurred. The laser frequency is tuned to line center for stationary atoms. Since at this point in the flow, the gas has a component of velocity towards the laser beam, the transition has been Doppler shifted away from the laser frequency by nearly 0.1 cm -1 . As the laser propagates thought the flow, it is absorbed. By the time it reaches the flow axis (0 mm), the spectral shape of the laser is modified substantially, as shown by the solid black curve in Fig. 6 . Along the flow axis, the gas velocity in the direction of the laser is zero, resulting in zero Doppler shift.
From this figure it is apparent that two effects cause G to vary spatially in the flow. The first is the Doppler shift which causes the relative positions of the laser and transition to change. This can cause G to change by as much as 30% across the flow. However, by making the measurement over the central part of the image, where the Doppler shift is small, this error can be reduced substantially -to about 5%. In the analysis of the experimental data presented above, we restricted the measurement of k int to the central portion of the flow to minimize this error.
The second reason that G changes is because the spectral profile changes so dramatically. The computed G is 15% smaller at the center of the flow (0 mm) than at the top (37.5 mm). And, at the center of the flow, the computed G is 30% smaller than the nominal value of G one would compute by ignoring the change in the laser's spectral profile. This nominal value is the one used in the above calculation of n NO .
These trends are summarized in Fig. 7 which shows the variation of G with distance through the flow for a variety of conditions. The "nominal" value, computed for the center of the flow is very easy to compute and ignores the complicated process of spectrally-varying absorption through the image. Ideally, the spectral overlap integral computed from the CFI-PLIF code should equal the nominal value. In that case, there is no systematic error in G. Figure 7 shows that when probing a very strongly absorbing transition pair ( q Q 11 (16.5 )+ q P 21 (16.5) ) with a 0.18 cm -1 linewidth laser, the systematic error in G is very large: 300%.
The systematic error in the current measurement was computed at a distance of 300 mm from the nozzle throat. Since the temperature and pressure change with distance, the magnitude of this systematic error also changes with distance -possibly explaining why the drop in NO density with distance in Fig. 5 was not observed. One could possibly use the CFI-PLIF estimate of G to correct the measured NO densities for this systematic error. However, it would be much more reliable to design a method for measuring the NO density that doesn't rely on complicated modelling of the flowfield.
Two strategies can be used to minimize this systematic error. The first is to probe a weaker transition, thereby reducing the perturbation to the laser's spectral profile. Clearly, using the weaker s R 21 (13.5) line decreases the systematic error. The second strategy is to use a narrower laser. Figure 8 shows that when a narrower laser is used to probe the flow, the spectral shape of the laser changes only slightly. No dip forms in the laser profile. However, there is a slight shift in the laser's spectral profile because the Doppler shifted transition preferentially absorbs the low-frequencies of the laser. The shift can be minimized by choosing a transition with less absorption, such as the s R 21 (13.5) line. Figure 7 shows the variation of G with distance in the flow when a narrower laser is used. For the case of a weakly-absorbing transition ( s R 21 (13.5)) and narrower laser (0.05 cm -1 ), the spectral overlap integral peaks at the center of the flow, where the Doppler shift is zero. At that point the overlap integral is within 2% of the nominal value at the center of the image. Thus, by choosing a weakly-absorbing transition and using a spectrally narrow laser, it is possible to reduce this systematic error to a level that is smaller than the other uncertainties in the experiment.
We plan to modify our dye laser by inserting an etalon into the laser cavity, thereby reducing the linewidth to 0.05 cm -1 . Then we will repeat the s R 21 (13.5), Air measurements. The systematic error in G will be reduced substantially. Also, the new data should exhibit more laser beam attenuation than those shown above (because of the larger G), allowing more accurate measurement of k int . After making these modifications, we expect to be able to determine the NO density with an uncertainty of ±10%. Additionally, we are constructing a low-pressure cell in which we can verify the method with known gas compositions. One potential problem in applying this method to other facilities is that attenuation of the laser energy by particles or other absorption by other molecules would result in measurement errors.
However, we can measure the attenuation from particle scattering by probing very weak transitions with PLIF.
Weakly absorbing transitions shouldn't exhibit a drop in signal with distance in the image. Curve " s R 21 (17.5) , N 2 Mix" in Fig. 3 provides experimental evidence in the current experiment that we do not observe attenuation from scattering. Such a measurement doesn't rule out coincidental overlaps between the probed transition and, say, an O 2 absorption transition. But the absorption spectrum near 226 nm for air-derived species is well understood, so coincidental overlaps can be avoided.
The method described in this paper is an alternative to performing NO density measurements using line-of-sight absorption. While line-of-sight absorption is more robust, and capable of providing simultaneous measurement of NO density, temperature and pressure, the present method has the advantage of being easily implemented with equipment commonly used for PLIF thermometry. Also the present method allows the absorption to be measured while avoiding "edge effect" problems usually associated with line-of-sight absorption.
CONCLUSIONS
We have investigated a combined absorption / fluorescence method for measuring the density of nitric oxide in the freestream of free-piston shock tunnels.
We demonstrated the method in the freestream of the T2 freepiston shock tunnel.
While rough agreement between predicted and measured NO densities was obtained, we showed that the current measurements have a large systematic error caused by the variation of the spectral profile of the laser as it propagates through the flow. Further computations show that this error can be reduced substantially by using a spectrally narrower laser.
We plan to repeat the measurements with the narrower laser. 
