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Abstract
We introduce a general technique for proving estimates for certain random planar
maps which belong to the γ -Liouville quantum gravity (LQG) universality class for
γ ∈ (0, 2). The family of random planar maps we consider are those which can be
encoded by a two-dimensional random walk with i.i.d. increments via a mating-of-trees
bijection, and includes the uniform infinite planar triangulation (UIPT; γ = √8/3);
and planar maps weighted by the number of different spanning trees (γ = √2),
bipolar orientations (γ = √4/3), or Schnyder woods (γ = 1) that can be put on the
map. Using our technique, we prove estimates for graph distances in the above family
of random planar maps. In particular, we obtain non-trivial upper and lower bounds
for the cardinality of a graph distance ball consistent with the Watabiki (Prog Theor
Phys Suppl 114:1–17, 1993) prediction for the Hausdorff dimension of γ -LQG and
we establish the existence of an exponent for certain distances in the map. The basic
idea of our approach is to compare a given random planar map M to a mated-CRT
map—a random planar map constructed from a correlated two-dimensional Brownian
motion—using a strong coupling (Zaitsev in ESAIM Probab Stat 2:41–108, 1998) of
the encoding walk for M and the Brownian motion used to construct the mated-CRT
map. This allows us to deduce estimates for graph distances in M from the estimates
for graph distances in the mated-CRT map which we proved (using continuum theory)
in a previous work. In the special case when γ = √8/3, we instead deduce estimates
for the
√
8/3-mated-CRT map from known results for the UIPT. The arguments of
this paper do not directly use SLE/LQG, and can be read without any knowledge of
these objects.
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1 Introduction
1.1 Overview
A planar map is a graph embedded in the plane, viewed modulo orientation-preserving
homeomorphisms.1 Random planar maps are a natural model of discrete random
surfaces and are of fundamental importance in mathematical physics, probability, and
combinatorics. Many interesting random planar maps converge in various topologies to
γ -Liouville quantum gravity (LQG) surfaces—a family of continuum random fractal
surfaces—with the parameter γ ∈ (0, 2] depending on the random planar map model.
Such random planar maps are said to belong to the γ -LQG universality class.
The
√
8/3-LQG universality class contains uniform random planar maps, including
uniform triangulations, quadrangulations, and uniform maps with unconstrained face
degree. The γ -LQG universality class for γ = √8/3 contains random planar maps
sampled with probability proportional to the partition function of some statistical
mechanics model on the map, e.g., the uniform spanning tree (γ = √2), bipolar
orientations (γ = √4/3), the Ising model (γ = √3), or the Schnyder wood (γ = 1).
It is expected (and in some cases known) that the universality class is affected only by
changing the statistical mechanics model, not by changing the microscopic features
of the planar map such as constraints on face or vertex degree.
The goal of this paper is to set up a general framework for proving estimates for a
certain family of random planar maps in the γ -LQG universality class for γ ∈ (0, 2)
and apply this framework to obtain estimates for graph distances on these maps (see
Sect. 1.4 for precise statements). The family of planar maps we consider are those
1 It is more common in the planar map literature to define a planar map to be a graph embedded in the
2-sphere, rather than in the plane. We choose to embed in the plane since we will only be working with
infinite planar maps and finite planar maps with boundary, so it is convenient to have a notion of “infinity”.
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which can be encoded by a two-dimensional random walk with i.i.d. increments via a
so-called mating-of-trees bijection. It includes the uniform infinite planar triangulation
(UIPT) as well as infinite-volume limits of planar maps sampled with probability pro-
portional to the number of different spanning trees, bipolar orientations, or Schnyder
woods that can be put on the map.
Using a strong coupling of the encoding walk with Brownian motion [47,64], we
will obtain a coupling of each map in our family with the γ -mated-CRT map—a
specific random planar map in the γ -LQG universality class constructed from a cor-
related two-dimensional Brownian motion (see Sect. 1.2.1 for a precise definition).
The mated-CRT map, in turn, is directly connected to SLE and LQG, so can be stud-
ied using continuum theory (we will not use this theory directly in the present paper,
however).
To estimate graph distances in our family of random planar maps, we will show that
in the above coupling the mated-CRT map and the other map are roughly isometric up
to a polylogarithmic factor with high probability (Theorem 1.5). We will then deduce
estimates for distances in the other map from the estimates for distances in the mated-
CRT map which were proven in [35]. See Fig. 1 for a schematic illustration of our
approach.
In particular, for each of the maps in our family, we obtain upper and lower bounds
for the cardinality of a graph-metric ball consistent with the prediction of Watabiki
[63] for the dimension of γ -LQG (Theorem 1.6); and establish the existence of an
exponent χ which describes various distances in the planar map and which, at least
for γ ≤ √2, we expect be the scaling exponent for the graph distance needed to get
a non-trivial scaling limit in the Gromov-Hausdorff topology (Theorem 1.7). To our
knowledge, our results constitute the first non-trivial bounds for distances for planar
maps weighted by spanning trees, bipolar orientations, or Schnyder woods. Since
distances in uniform maps are already well understood, in the case when γ = √8/3
we instead obtain sharper bounds for distances in the
√
8/3-mated-CRT map than
those in [35] (Theorem 1.8).
The results of this paper can also be used to prove other results for random planar
maps. For example, our coupling theorems are used in [33,37] to solve several open
problems concerning the simple random walk on the UIPT and on the other random
planar maps considered in this paper (including computing the exponents for the
return probability and graph distance displacement of the walk). Our results are also
used in [24] to relate the metric ball volume exponent for random planar maps to
various exponents related to LQG—arising from the Liouville heat kernel, Liouville
graph distance, and Liouville first passage percolation—and to obtain new bounds
for these exponents. More generally, since there is a wide range of tools available for
studying mated-CRT maps (due to their connection to SLE/LQG) we expect that the
techniques developed in this paper could potentially be useful whenever one needs
to prove estimates for random planar maps which can be encoded by mating-of-trees
bijections.
In the rest of this section, we provide some background on distances in random
planar maps, define mated-CRT maps, introduce some notation, and state our main
results. Section 2 contains the core of our argument, where we apply the strong coupling
theorem of [64] to compare graph distances for mated-CRT maps and other random
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Fig. 1 Schematic illustration of how the results of this paper fit together with other works (blue indicates
what is done in the present work). As explained in Sect. 1.2.1, the mated-CRT map can be constructed
from a two-dimensional correlated Brownian motion, or equivalently from a γ -LQG surface decorated by
a space-filling SLEκ for κ = 16/γ 2 due to the results of [25]. In [35], we proved estimates for distances
in mated-CRT maps using a combination of Brownian motion and SLE/LQG techniques. In the present
paper, we transfer these estimates to other random planar map models which can be bijectively encoded by
a two-dimensional random walk with i.i.d. increments. This is done by coupling the encoding walk with
the Brownian motion used to define the mated-CRT map using [64]; and arguing that in such a coupling,
the other random planar map and the mated-CRT map are roughly isometric up to a polylogarithmic factor
(color figure online)
planar maps. In Sect. 3 we review the mating-of-trees bijections for several particular
random planar maps, then use the results of Sect. 2 to deduce our main results (since
the bijections for the various maps are defined in slightly different ways, we need to
treat the maps individually). In Sect. 4, we discuss some open problems.
1.2 Background and context
1.2.1 Mating-of-trees bijections andmated-CRT maps
Many random planar map models in the γ -LQG universality class for γ ∈ (0, 2) can be
encoded by a two-dimensional random walk via a bijection of mating-of-trees (a.k.a.
peanosphere) type. The reason for the name is that these bijections can be interpreted
as gluing together two discrete trees (corresponding to the two coordinates of a two-
dimensional random walk) to construct a planar map decorated by a space-filling
(“peano”) curve.
The first mating-of-trees bijection is that of Mullin [58] (explained more explicitly
in [15]), which encodes a random spanning tree-decorated planar map by means of
a nearest-neighbor random walk in Z2. Sheffield’s hamburger-cheeseburger bijection
[62] (which is a re-formulation of a bijection in [15]) is a generalization of Mullin’s
bijection which encodes a planar map decorated by the critical Fortuin Kasteleyn (FK)
model [30] with parameter q ∈ (0, 4). There are also mating-of-trees bijections for
bipolar-oriented planar maps [46], uniform random triangulations decorated by site
percolation [14,16], random planar maps decorated by a Schnyder wood [51], and
random planar maps decorated by an activity-weighted spanning tree [36].
For γ ∈ (0, 2), the γ -mated-CRT map is a random planar map in the γ -LQG
universality class, constructed by means of a semi-continuous variant of a mating-
of-trees bijection with a correlated two-dimensional Brownian motion in place of a
123
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Fig. 2 Left: To construct the mated-CRT map G geometrically, one can draw the graph of L (red) and the
graph of C − R (blue) for some large constant C > 0 chosen so that the parts of the graphs over some
time interval of interest do not intersect. One then divides the region between the graphs into vertical strips
(boundaries shown in orange) and identifies each strip with the horizontal coordinate x ∈ Z of its rightmost
point. Vertices x1, x2 ∈ Z are connected by an edge if and only if the corresponding strips either share a
boundary segment (i.e., |x1 − x2| = 1) or are connected by a horizontal line segment which lies under the
graph of L or above the graph of C − R. One such segment is shown in green in the figure for each pair of
vertices for which this latter condition holds. Right: One can draw the graph G in the plane by connecting
two vertices x1, x2 ∈ Z by an edge by an arc above (resp. below) the blue line if the corresponding strips
are connected by a horizontal segment above (resp. below) the graph of L (resp. C − R); and connecting
each pair of consecutive vertices of Z by an edge. This gives G a planar map structure under which it is a
triangulation. Note that the two pictures do not correspond to the same mated-CRT map realization (color
figure online)
random walk. Suppose γ ∈ (0, 2) and Z = (L, R) is a two-sided, two-dimensional
Brownian motion with variances and covariances
Var(Lt ) = Var(Rt ) = |t | and Cov(Lt , Rt ) = − cos(πγ 2/4)|t |, ∀t ∈ R.
(1.1)
Note that the correlation of L and R ranges over (−1, 1) as γ ranges over (0, 2).
We define the mated-CRT map G to be the graph with vertex setZ, with two vertices
x1, x2 ∈ Z with x1 < x2 connected by an edge if and only if either
(
inf
t∈[x1−1,x1]
Lt
)
∨
(
inf
t∈[x2−1,x2]
Lt
)
≤ inf
t∈[x1,x2−1]
Lt or
(
inf
t∈[x1−1,x1]
Rt
)
∨
(
inf
t∈[x2−1,x2]
Rt
)
≤ inf
t∈[x1,x2−1]
Rt . (1.2)
Note that (1.2) holds in particular if |x1−x2| = 1. The vertices x1 and x2 are connected
by two edges if both conditions in (1.2) hold but |x1 − x2| > 1. See Fig. 2 for an
illustration of this definition and an explanation of why G is a planar map (in fact, a
triangulation).2
The mated-CRT map is a discretized mating of the continuum random trees (CRT’s)
[4–6] associated with L and R. As we will see in Sect. 3, this adjacency condition (1.2)
2 The papers [35,39] consider the mated-CRT maps G with vertex set Z, with each vertex x corresponding
to an interval of the form [x − , x]. In this notation G = G1. By Brownian scaling the law of G does not
depend on .
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is an exact continuum analogue of the condition for two vertices to be adjacent in terms
of the encoding walk in various discrete mating-of-trees bijections.
It follows from [25, Theorem 1.9] (and is explained in more detail in [35]) that the
mated-CRT map is directly connected to SLE-decorated Liouville quantum gravity.
We will not directly use this relationship here, but we briefly mention it for the sake
of context. Suppose h is the distribution corresponding to a γ -quantum cone (a type
of γ -LQG surface) and η is an independent whole-plane space-filling SLEκ from ∞
to ∞ for κ = 16/γ 2, as constructed in [57, Sections 1.2.3 and 4.3]. If we parametrize
η : R → C in such a way that the γ -LQG mass of η([s, t]) equals t − s whenever
s < t , then two vertices x1, x2 ∈ Z of G are joined by an edge in G, i.e., (1.2) holds,
if and only if the “cells” η([x1 − 1, x1]) and η([x2 − 1, x2]) intersect along a non-
trivial connected boundary arc (this adjacency graph of cells is sometimes called the
structure graph associated with (h, η)). This gives an embedding of the mated-CRT
map into C which can be analyzed using SLE and LQG estimates.
Using a combination of the above relationship between mated-CRT maps and
SLE/LQG and Brownian motion techniques, the paper [35] proves a number of esti-
mates for graph distances in the mated-CRT map G, valid for all γ ∈ (0, 2). This
paper will transfer these estimates to other random planar maps. We also mention the
recent paper [39], which proves that the mated-CRT map under the so-called Tutte
embedding converges to γ -LQG by showing that it is close to the a priori embedding
(coming from SLE-decorated LQG) discussed above. We will not need the results of
this latter paper here.
1.2.2 Graph distances in random planar maps
To put our results in context, we provide here some background about graph distances
in random planar maps.
Uniformly random planar maps (i.e., those in the √8/3-LQG universality class) can
be analyzed by means of the Schaeffer bijection [61] and variants thereof (e.g., [13]),
which, unlike mating-of-trees bijections, describe graph distances in a simple way. In
particular, for a number of different types of uniformly random planar maps (including
k-angulations for k = 3 or k ≥ 4 even) it is known that if we sample a map of size n
and re-scale graph distances by n−1/4 then the re-scaled metric converges in law with
respect to the Gromov-Hausdorff topology to the Brownian map [49,52], a continuum
metric measure space constructed via a continuum analogue of the Schaeffer bijection.
It is shown in [54–56] that the Brownian map is equivalent, as a metric measure space,
to a certain type of
√
8/3-LQG surface. Hence the metric space structure of uniformly
random planar maps is well understood.
For random planar maps in the γ -LQG universality class for γ = √8/3, however,
the graph distance is not at all well understood. In this case there is no known bijective
encoding analogous to the Schaeffer bijection which describes distances in a simple
way. However, a candidate for the Gromov-Hausdorff limit, the so-called γ -LQG
metric has recently been constructed in [38].
In fact, even the basic exponents for distances in random planar maps outside the√
8/3-LQG universality class are unknown. Such exponents include the exponent for
the diameter of a random planar map of size n or the exponent for the cardinality of a
123
Amating-of-trees approach for graph distances in random… 1049
metric ball of radius n in an infinite-volume random planar map (which is expected to
be its reciprocal). This latter exponent should be the same as the Hausdorff dimension
dγ of the γ -LQG metric. It was predicted by Watabiki in [63] that
dγ = 1 + γ
2
4
+ 1
4
√
(4 + γ 2)2 + 16γ 2. (1.3)
The prediction (1.3) appears to match closely with numerical simulations [1] and there
are several rigorous upper and lower bounds for quantities associated with γ -LQG
which are consistent with this prediction [3,9,24,28,35,41,53].
However, (1.3) is known to be false for small values ofγ . Indeed, Ding and Goswami
[23] proved an estimate for various discrete approximations of the LQG metric which
shows that 2/dγ ≤ 1 − c γ 4/3log γ−1 for small enough γ , whereas (1.3) gives 2/dγ =
1 − Oγ (γ 2). It follows from the results of [24,28] that one has an analogous estimate
for the γ -mated CRT map when γ is small, which then extends to other random planar
maps (in particular, the biased bipolar-oriented maps in 4 below) using the results of
the present paper. This then contradicts (1.3) for random planar maps. It is not clear
whether (1.3) is true in the regime when γ is not close to 0. See [23,24,35] for further
discussion of Watabiki’s prediction and the problem of computing dγ .
1.3 Basic notation
We write N for the set of positive integers and N0 = N ∪ {0}.
For a, b ∈ Rwith a < b, we define the discrete intervals [a, b]Z := [a, b]∩Z and
(a, b)Z := (a, b) ∩ Z.
If a and b are two quantities depending on a variable x , we write a = Ox (b) (resp.
a = ox (b)) if a/b remains bounded (resp. tends to 0) as x → 0 or as x → ∞ (the
regime we are considering will be clear from the context). We write a = o∞x (b) if
a = ox (bs) for every s ∈ R.
1.3.1 Notation for graphs
For a planar graph G, we write V(G), E(G), and F(G), respectively, for the set of
vertices, edges, and faces of G, respectively. We write v1 ∼ v2 in G if v1, v2 ∈ V(G)
is connected by an edge in G. For v ∈ V(G), we write deg(v; G) for the degree of v
(i.e., the number of edges with v as an endpoint).
A path in G is a function P : [0, n]Z → V(G) for some n ∈ N such that P(i) ∼
P(i + 1) for i = 0, . . . , n − 1. The length |P| of P is the integer n.
For sets A, B consisting of vertices and/or edges of G, we write dist(A, B; G) for
the graph distance from A to B in G, i.e., the length of the shortest path from a vertex
in A or the endpoint of an edge in A to a vertex or an endpoint of an edge in B. If
A = {x} and/or B = {y} is a singleton, we drop the set brackets.
For a set A consisting of vertices and/or edges of G and r > 0, we define the graph
metric ball Br (A; G) to be the subgraph of G consisting of the set of vertices of G
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which lie at graph distance at most r from A and the set of edges of G which join two
such vertices (the set brackets are omitted if A = {x} is a singleton).
We write diam(A; G) := maxx,y∈V(A) dist(x, y; G) for the graph-distance diame-
ter of A with respect to the graph metric on G. We abbreviate diam(G) := diam(G; G).
1.4 Main results
We will consider the following infinite random planar maps M with a distinguished
oriented root edge e0, each decorated by statistical mechanics models, which are the
local limits of corresponding finite random planar maps in the Benjamini–Schramm
topology [20].
1. γ = √2 and (M, e0, T ) is the uniform infinite spanning-tree decorated map,
which can be constructed via the infinite-volume version of Mullin’s bijection
[15,21,58,62].
2. γ = √8/3 and (M, e0, θ) is the uniform infinite planar triangulation of type II [10]
(i.e., it allows multiple edges but not self-loops) decorated by a critical (p = 1/2
[8]) site percolation configuration.
3. γ = √4/3 and (M, e0,O) is the uniform infinite bipolar-oriented map, con-
structed via the infinite-volume version of the bijection in [46].3
4. γ <
√
2 and (M, e0,O) is an infinite bipolar-oriented map with one of the other
face degree distributions considered in [46, Section 2.3] for which the face degree
distribution has an exponential tail and the correlation between the coordinates of
the encoding walk is − cos(πγ 2/4) (e.g., an infinite bipolar-oriented k-angulation
for k ≥ 3—in which case γ = √4/3—or one of the bipolar-oriented maps with
biased face degree distributions considered in [46, Remark 1]).
5. γ = 1 and (M, e0, T ) is the uniform infinite Schnyder wood-decorated triangula-
tion, as constructed in [51].
The reason why we consider these five cases is that in each of the above cases, the
map (M, e0) and its associated statistical mechanics model can be encoded by a
two-sided two-dimensional random walk Z : Z → Z2 with i.i.d. increments via
a mating-of-trees bijection (these bijections are reviewed in Sect. 3), so we can apply
the two-dimensional version of the KMT strong coupling theorem [47,64] to couple
Z with the correlated Brownian motion Z of (1.1).
We emphasize that all of our results can be extended to any other random planar
map model which can be encoded by a mating-of-trees bijection wherein the encoding
walk can be strongly approximated by Brownian motion—the models listed above are
just the most natural ones for which we presently know this to be the case. Section 2
considers a larger (but perhaps less natural) class of random planar map models for
which slightly stronger versions of our results hold. See Sect. 4 for open problems and
additional discussion concerning expanding the set of models for which the results of
this paper apply.
3 We give a careful proof that this and other infinite-volume limits of bipolar-oriented planar maps exist in
Sect. 3.3.2. See Proposition 3.16.
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As in Sect. 1.2.1, in each of the above four cases we let Z = (L, R) be a correlated
two-dimensional Brownian motion correlation − cos(πγ 2/4), as in (1.1), and we let
G be the mated-CRT map constructed from Z as in (1.2).
Just below, we will state a coupling result (Theorem 1.5) which allows us to compare
M and G. The strong coupling theorem [64] only allows us to compare random walk
and Brownian motion on a finite time interval, so to state our result we need to describe
finite (approximate) subgraphs of M and G which correspond to finite time intervals.
We start by defining such graphs for G.
Definition 1.1 For n ∈ N we write Gn for the subgraph of G whose vertex set is
[−n, n]Z and whose edge set consists of all of the edges of G between two such
vertices (Gn is called G1|[−n,n] in [35]). We also write ∂Gn for the subgraph of Gn
consisting of all vertices of Gn which are connected by an edge to a vertex of G\Gn ;
and all edges of Gn which join two such vertices.
We now discuss the analogue of Definition 1.1 for the map M . In each of the
above situations, the corresponding bijection gives for each n ∈ N a planar map
Mn associated with the random walk increment Z|[−n,n]Z . The maps Mn are defined
slightly different in each of the four cases and will be defined precisely in Sect. 3.
The map Mn is not necessarily a subgraph of M (see, however, Remark 1.2), but
there is a distinguished boundary4 ∂Mn and an “almost” inclusion function
ιn : Mn → M which is injective on Mn\∂Mn, (1.4)
i.e., a function from V(Mn)∪E(Mn) to V(M)∪E(M). The injectivity of ιn on Mn\∂Mn
means that we can canonically identify Mn\∂Mn with a subgraph of M . We emphasize
that ιn is not injective on all of Mn in case 2: see Remark 1.2. The map Mn possesses
a canonical root vertex which is mapped to v by ιn , and which (by a slight abuse of
notation) we identify with v.
To set up a correspondence between the vertex sets V(Mn) and V(Gn) = [−n, n]Z,
we will define in Sect. 3 for each n ∈ N functions
φn : V(Mn) → [−n, n]Z and ψn : [−n, n]Z → V(Mn), with
φn(v) = 0 and ψn(0) = v, (1.5)
where v denotes the initial endpoint of e0. Roughly speaking, the vertex ψn(i) corre-
sponds to the i th step of the walk Z|[−n,n]Z in the bijective construction of (M, e0, T )
from Z and φn is “close” to being the inverse of ψn . However, the construction of Mn
from Z|[−n,n]Z does not set up an exact bijection between [−n, n]Z and the vertex set
of Mn , so the functions φn and ψn are neither injective nor surjective. See Fig. 3 for
an illustration of the above definitions.
Remark 1.2 In cases 1 and 3 through 5 above, each of the planar maps Mn can be
canonically identified with a subgraph of M and one can take ιn to be the identity
4 Recall that a planar map with boundary is a planar map G with a distinguished face (the external face),
in which case the boundary ∂G is the set of vertices and edges on the boundary of this face.
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Fig. 3 Illustration of the map Mn , the “almost inclusion” map ιn : Mn → M , and the maps φn : V(Mn) →
V(Gn) and ψn : V(Gn) → V(Mn). Note that two edges of ∂Mn get identified when we apply ιn . Theo-
rem 1.5 asserts that φn and ψn are rough isometries up to polylogarithmic factors
map. Moreover, there are functions φ : V(M) → Z and ψ : Z → V(M) for which
φn = φ|V(Mn) and ψn = ψ |[−n,n]Z . However, in case 2 Mn cannot be identified with
a subgraph of M since it may be be the case that one or more pairs of vertices or edges
of Mn get identified together to a single edge of M at a later step of the bijection; see
Fig. 11.
Remark 1.3 For each of the random planar maps considered here, for i ∈ Z the trans-
lated encoding walk j → Z j+i −Zi has the same law as Z , so encodes rooted planar
map with the same law as (M, e0), decorated by a statistical mechanics model. It is
easy to see from the definitions of the bijections, as reviewed in Sect. 3, that the ran-
dom planar map encoded by the translated walk is the same as M but with a different
choice of root edge which we denote by λ(i) (the statistical mechanics model may
not be the same). The function λ : Z→ E(M) is a bijection in cases 2 through 5 and
is two-to-one in case 1. It is tempting to try to define Mn to be the subgraph of M
whose edge set is λ([−n, n]Z) and whose vertex set consists of the endpoints of edges
in λ([−n, n]Z). This definition does not work in general, however, since the result-
ing graph is not necessarily connected in cases 3 and 4 and the resulting graph may
have pairs of vertices which get identified at a later step in case 2, as in Remark 1.2.
However, with our definitions of Mn one can check that in each of cases 1 through 4
above,
λ−1 (ιn (E(Mn)\E(∂Mn))) ⊂ [−n, n]Z and λ([−n, n − 1]Z) ⊂ ιn (E(Mn)) .
(1.6)
In the case 5 of the Schnyder wood-decorated map, (1.6) does not hold with our
definitions since we treat such maps as a special case of bipolar-oriented maps for
the sake of convenience (see Sect. 3.3.4). However, we expect that one can use the
bijection from [51] to give a different definition of Mn for which (1.6) holds.
The main result which allows us to compare the graph metrics on M and G is
Theorem 1.5 just below, which says that these two maps are roughly isometric (up to
a polylogarithmic factor), in the following sense.
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Definition 1.4 Let (X1, d1) and (X2, d2) be metric spaces. For a, b, c > 0, a map
φ : X1 → X2 is called a rough isometry with parameters (a, b, c) if
a−1d1(x, y) − b ≤ d2(φ(x), φ(y)) ≤ ad1(x, y) + b, ∀x, y ∈ X1 (1.7)
and for each z ∈ X2, there is an x ∈ X1 such that
d2(z, φ(x)) ≤ c. (1.8)
Theorem 1.5 Suppose we are in one of the five settings listed above. For each A > 0,
there is a constant C = C(A) > 0 such that for each n ∈ N, there is a coupling of
Z and (M, e0, T ) such that with probability 1 − On(n−A), the map φn of (1.5) is a
rough isometry from Mn to Gn (each equipped with their respective graph distances)
with parameters a = C(log n)4, b = 2, and c = C(log n)4; and the map ψn is a
rough isometry from Gn to Mn with these same values of a, b, and c.
In cases 1 and 3 through 5 above, Theorem 1.5 will be used to deduce estimates for
the graph metric on M from the estimates for the graph metric on the mated-CRT map
G from [35] (in case 2, these estimates for M are weaker than the ones obtained from
a Schaeffer-type bijection or from peeling). We now state the results we can obtain for
the graph metric on M . Our first main result concerns the cardinality of graph metric
balls in M , and is a planar map analogue of [35, Theorem 1.10].
Theorem 1.6 In each of the settings listed above, the following is true. Let
d− := 2γ
2
4 + γ 2 − √16 + γ 4 and d+ := 2 +
γ 2
2
+ √2γ. (1.9)
Then for each u > 0, there exists c = c(u) > 0 such that with probability 1−On(n−c),
we have the following bounds for the number of vertices in graph metric balls of M
centered at the root edge:
nd−−u ≤ #V (Bn (e0; M)) ≤ nd++u . (1.10)
As noted in [35], it is expected that typically #V(Bn(e0; M)) = ndγ +on(1), where
dγ is the Hausdorff dimension of the γ -LQG metric (in fact, it can be proven that this
is the case by combining [24, Theorem 1.6] and [43, Corollary 1.7], both of which
were established after this paper). Hence Theorem 1.6 gives upper and lower bounds
for dγ . See Fig. 4 for a graph of these bounds and a table giving their values for various
special planar map models.
The papers [24,41] build on the results of the present paper to prove new upper
and lower bounds for #V(Bn(e0; M)) which are sharper than those of Theorem 1.6
for most values of γ . For example, the bound in the case of spanning-tree weighted
maps is improved to 3.550408 ≤ d√2 ≤ 3.63299 [41, Corollary 2.5]. The proof of
these new bounds relies crucially on the results of the present paper both to transfer
from the mated-CRT map to other random planar maps and to obtain that the volume
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Fig. 4 Left: graph of the upper and lower bounds for the cardinality of a graph metric ball from Theorem 1.6
(blue and red) and the Watabiki prediction (1.3) for the Hausdorff dimension of γ -LQG (green). This graph
was produced using Mathematica, and also appears in [35]. Right: Table of the exact and approximate
values of the the known upper/lower bounds and the Watabiki prediction for several special planar map
models (color figure online)
growth exponent for the
√
8/3-mated-CRT map is 4 (Theorem 1.8), which is used
in combination with the monotonicity (in γ ) of various exponents to obtain the new
bounds.
In [35, Theorem 1.12], it is shown that for γ ∈ (0, 2), there exists an exponent
χ = χ(γ ) > 0 which can be defined as the limit
χ = lim
n→∞
logE [diam (Gn)]
log n
(1.11)
and which satisfies
1
2 + γ 2/2 + √2γ ∨
(
1 − 2
γ 2
)
≤ χ ≤ 1
2
. (1.12)
Our next result shows that this same exponent χ also describes distances in the other
random planar maps considered above.
Theorem 1.7 Suppose we are in one of the settings listed above and let χ be as in (1.11)
(for our given choice of γ ). For u > 0 we have (with the notation o∞n (n) as in Sect. 1.3),
P
[
diam (Mn) ≤ nχ+u
] ≥ 1 − o∞n (n) (1.13)
and
P
[
diam (Mn) ≥ nχ−u
] ≥ n−on(1). (1.14)
In particular, for each p > 0,
E
[
diam (Mn)p
] = nχ p+on(1). (1.15)
We note that (1.14) does not tell us that diam (Mn) ≥ nχ−on(1) with probability
tending to 1 as n → ∞, although we expect this to be the case. In the special case
123
Amating-of-trees approach for graph distances in random… 1055
of spanning-tree weighted planar maps (γ = √2), a much stronger version of this
statement is proven in [42, Theorem 3.1].
In case 2, certain exponents for graph distances in the UIPT are already known (see,
e.g., [7]), so we can deduce estimates for graph distances in the √8/3-mated-CRT map
from our coupling result Theorem 1.5. For example, we get the correct exponent for
the cardinality of a metric ball.
Theorem 1.8 Suppose γ = √8/3, so the correlation of L and R is 1/2. For each
u > 0, the graph metric ball in the mated-CRT map satisfies
lim
n→∞P
[
n4−u ≤ #V (Bn (0;G)) ≤ n4+u
]
= 1. (1.16)
1.5 A stronger coupling theorem
Our proof of Theorem 1.5 yields a stronger statement than just the existence of rough
isometries between the maps Gn and Mn , which we state here.
Theorem 1.9 Suppose we are in one of the five settings listed at the beginning of
Sect. 1.4 For each A > 0, there is a constant C = C(A) > 0 such that for each n ∈ N,
there is a coupling of Z and (M, e0, T ) such that with probability 1 − On(n−A), the
following is true (with φn and ψn as in (1.5)).
1. For each v1, v2 ∈ V(Mn) with v1 ∼ v2 in Mn, there is a path PGv1,v2 from φn(v1)
to φn(v2) in Gn with |PGv1,v2 | ≤ C(log n)4; and each i ∈ [−n, n]Z is hit by a total
of at most C(log n)7 of the paths PGv1,v2 for v1, v2 ∈ V(M[−n,n]) with v1 ∼ v2.
2. For each i1, i2 ∈ [−n, n]Z with i1 ∼ i2 in Gn, there is a path P Mi1,i2 from ψn(i1) to
ψn(i2) in Mn with |P Mi1,i2 | ≤ C(log n)4; and each v ∈ V(Mn) is hit by a total of at
most C(log n)7 of the paths P Mi1,i2 for i1, i2 ∈ [−n, n]Z with i1 ∼ i2.
3. We have dist (ψn(φn(v)), v; Mn) ≤ C(log n)4 for each v ∈ V(Mn) and
dist (φn(ψn(i)), i;Gn) ≤ C(log n)4 for each i ∈ [−n, n]Z.
Theorem 1.9 is strictly stronger than Theorem 1.5. Indeed, Theorem 1.9 trivially
implies Theorem 1.5 (we record this fact as Lemma 1.10 below for the sake of ref-
erence). However, the upper bounds on the total number of the paths PGv1,v2 or P Mi1,i2
which hit a given vertex in Theorem 1.9 are not implied by Theorem 1.5. These bounds
will be important in [37].
Lemma 1.10 Let A > 0 and n ∈ N. Any coupling of Z with (M, e0, T ) which satisfies
the conditions of Theorem 1.9 for this choice of A and n also satisfies the conditions
of Theorem 1.5 for this choice of A and n, with the same value of C.
Proof The second condition from Definition 1.4 with c = C(log n)4 for either φn or
ψn is immediate from condition 3 of Theorem 1.9, so we just need to check the first
condition (concerning the amount by which each of φn and ψn distort distances).
We first argue that the conditions of Theorem 1.9 imply that
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dist (φn(v1), φn(v2);Gn) ≤ C(log n)4 dist (v1, v2; Mn) , ∀v1, v2 ∈ V(Mn).
(1.17)
Indeed, suppose we are given v1, v2 ∈ V(Mn) and let P be a geodesic in V(Mn) from
v1 to v2. Condition 1 from Theorem 1.9 implies that
dist (φn(P(k − 1)), φn(P(k));Gn) ≤ C(log n)4,
for each k ∈ [1, |P|]Z. Summing over all such k and applying the triangle inequality
yields (1.17). Similarly, condition 2 from Theorem 1.9 implies that
dist (ψn(i1), ψn(i2); Mn) ≤ C(log n)4 dist (i1, i2;Gn) , ∀i1, i2 ∈ [−n, n]Z.
(1.18)
Combining (1.18) (applied with i1 = φn(v1) and i2 = φn(v2)) and condition 3
from Theorem 1.9 and using the triangle inequality gives that for v1, v2 ∈ V(Mn),
dist (φn(v1), φn(v2);Gn) ≥ C−1(log n)−4 dist (v1, v2; Mn) − 2. (1.19)
Similarly, combining (1.17) and condition 3 from Theorem 1.9 gives
dist (ψn(i1), ψn(i2); Mn) ≥ C−1(log n)−4 dist (i1, i2;Gn) − 2. (1.20)
Combining (1.17), (1.18), (1.19), and (1.20) gives the first condition from Defini-
tion 1.4 with a = C(log n)4 and b = 2. unionsq
1.6 Comparison of graphmetric balls
In order to use Theorem 1.5 (or Theorem 1.9) to compare graph metric balls in M and
G, we need to make sure that such balls are contained in Mn and Gn , respectively, with
high probability. This is the purpose of the present subsection. In particular, we will
establish the following lemma, which is sufficient for our purposes.
Lemma 1.11 Suppose we are in one of the five settings listed at the beginning of
Sect. 1.4. For each A > 0, there exists K = K (A) > 0 such that with probability at
least 1 − On(n−A), we have Bn(0;G) ⊂ GnK and the map ιnK of (1.4) restricts to a
graph isomorphism from Bn(v; MnK ) to Bn(v; M).
To prove Lemma 1.11 we will need the following lemma.
Lemma 1.12 Suppose m < n are positive integers such that
max
{
min
i∈[m+1,n]Z
Li , min
i∈[−n,−m−1]Z
Li
}
< min
i∈[−m−1,m+1]Z
Li (1.21)
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and the same holds with R in place of L. Then the map φn of (1.5) satisfies
φn(∂Mn) ∩ [−m, m]Z = ∅. (1.22)
In each of the five cases we consider, Lemma 1.12 is an easy consequence of
the definitions in Sect. 3. We will check the lemma separately for each case in the
appropriate subsection of Sect. 3.
Proof of Lemma 1.11 In light of (1.4), we only need to find K = K (A) as in the
statement of the lemma such that
P
[
Bn(0;G) ⊂ GnK and Bn(v; MnK ) ⊂ MnK \∂MnK
] ≥ 1 − On(n−A).
(1.23)
By [35, Corollary 3.2], there exists K > 2 such that with probability at least
1 − On(n−A),
Bn2(0;G) ⊂ GnK . (1.24)
We will now deduce from (1.24), Lemma 1.12, and Theorem 1.9 that after possibly
increasing K , we also have P
[
Bn(v; MnK 2 ) ⊂ MnK 2 \∂MnK 2
]
≥ 1 − On(n−A).
Since (1.24) implies the analogous statement with K 2 in place of K , this will
imply (1.23) with K 2 in place of K .
Recall that each of the two coordinates of Z is a one-dimensional random walk
started at zero with i.i.d. increments having an exponential tail at ∞. Just below, we
will explain using basic random walk estimates that if K is chosen to be sufficiently
large, in a manner depending only on A, then with probability at least 1 − On(n−A),
max
⎧⎨
⎩ mini∈[nK +1,nK 2]
Z
Li , min
i∈
[
−nK 2−1,−nK
]
Z
Li
⎫⎬
⎭ < mini∈[−nK −1,nK +1]Z Li (1.25)
and the same holds with R in place of L. One way to justify this is as follows. Let B
be a standard linear Brownian motion. Using the reflection principle to estimate the
running minima of B, one gets that if K is chosen to be sufficiently large, in a manner
depending only on A, then with probability at least 1 − On(n−A),
max
⎧⎨
⎩ inft∈[nK +1,nK 2] Bt , inft∈[−nK 2−1,−nK ] Bt
⎫⎬
⎭ < inft∈[−nK −1,nK +1]Z Bt − n. (1.26)
We then deduce (1.25) from (1.26) and the KMT coupling theorem [47] (see [50,
Theorem 7.1.1] for the precise version which we use here).
By Lemma 1.12, if (1.25) holds, then
φ
nK
2 (∂M
nK
2 ) ∩
[
−nK , nK
]
Z
= ∅. (1.27)
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By Theorem 1.5, there is a C = C(A) > 1 such that with probability at least 1 −
On(n−A),
dist
(
v,v; M
nK
2
)
≥ C−1(log n)−4 dist
(
φ
nK
2 (v), 0;G
nK
2
)
− 2, ∀v ∈ V(M
nK
2 ).
(1.28)
Henceforth assume that (1.24), (1.27), and (1.28) all hold, which happens with prob-
ability at least 1− On(n−A). If v ∈ ∂MnK 2 , then by (1.27), φnK 2 (v) /∈
[−nK , nK ]Z =V(GnK ). By (1.24), this means that
dist
(
φ
nK
2 (v), 0;G
nK
2
)
≥ dist
(
φ
nK
2 (v), 0;G
)
≥ n2. (1.29)
By (1.28), it therefore follows that for large enough n,
dist
(
v,v; M
nK
2
)
≥ C−1(log n)−4n2 − 2 ≥ n + 1. (1.30)
That is, v /∈ Bn(v; MnK 2 ). This gives the lemma statement with K 2 in place of K . unionsq
Remark 1.13 All of the results in this and the previous two subsections remain true with
M replaced by its dual map M∗. One can even use the same coupling in Theorems 1.5
and 1.9 for both M and M∗ simultaneously. This is because one can formulate the
bijections used in this paper in terms of M∗ rather than M , and then use similar
arguments to the ones in Sect. 3 to transfer from Theorem 2.1 below to estimates
for M∗ instead of estimates for M . Similar considerations hold if, instead of M∗, we
consider, e.g., the so-called radial quadrangulation Q = Q(M) whose vertex set is
V(M) ∪ V(M∗) with two vertices joined by an edge if and only if they correspond to
a face of M and a vertex on the boundary of this face; or the dual map Q∗ of Q.
2 Comparing distances via strong coupling
In this section, we prove a variant of Theorem 1.9 which will be the main technical
input in the proofs of our main theorems. This theorem compares the mated-CRT map
G to a random planar map H constructed from a general two-sided random walk inR2
with i.i.d. increments. Roughly speaking, this planar map is constructed via a simpler
bijection than the ones corresponding to the four cases in Sect. 1.4, where the functions
φn and ψn of (1.5) can be taken to be restrictions of globally defined inverse bijections
φ : V(H) → Z and ψ : Z → V(H), so the vertex set of H can be identified with
Z = V(G). As we will explain in Sect. 3, for several particular choices of Z the graph
H is a close approximation of one of the random planar maps considered in Sect. 1.4.
Let Z = (L,R) : Z→ R2 be a two-sided two-dimensional random walk normal-
ized so that Z0 = 0. We assume that the increments Z j − Z j−1 of Z are i.i.d. with
mean-zero; that there is a constant c > 0 such that the increment distribution satisfies
E
[
exp
(
(Z j − Z j−1) · ξ
)]
< ∞, ∀ξ ∈ R2 with |ξ | ≤ c; (2.1)
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and that the walk is truly two-dimensional in the sense that the correlation ρ :=
Corr(L j −L j−1,R j −R j−1) belongs to (−1, 1). We note that the hypothesis (2.1) is
precisely the condition needed to apply the strong coupling result [64, Theorem 1.3].
We define an infinite random planar map H = H(Z) via the following discrete
analogue of the formula (1.2) defining the mated-CRT map. The vertex set of H is Z,
and for i1, i2 ∈ Z with i1 < i2 we declare that i1 and i2 are connected by an edge in
H if and only if either
Li1−1 ∨ Li2 < minj∈[i1,i2−1]Z L j or Ri1−1 ∨ Ri2
< min
j∈[i1,i2−1]Z
R j or i2 − i1 = 1. (2.2)
(The arguments in this subsection are robust with respect to small modifications
of (2.2); see Remark 2.5).
As in Definition 1.1, for n ∈ Nwe define Hn to be the subgraph of H whose vertex
set is [−n, n]Z, with two vertices connected by an edge in Hn if and only if they are
connected by an edge in H.
Let γ ∈ (0, 2) be chosen so that ρ = − cos(πγ 2/4), so that the Brownian motion
Z of (1.1) for this choice of γ has correlation ρ.
Theorem 2.1 For each n ∈ N and each A > 0, there is a C > 0 depending on A
and the particular law of Z and a coupling of Z with the Brownian motion Z (and
thereby the mated-CRT map G) such that for each n ∈ N, the following is true with
probability at least 1 − On(n−A). For each i1, i2 ∈ [−n, n]Z with i1 ∼ i2 in H, there
is a path PGi1,i2 from i1 to i2 in Gn with |PGi1,i2 | ≤ C(log n)3; and each i ∈ [−n, n]Z is
hit by a total of at most C(log n)6 of the paths PGi1,i2 . Moreover, the same is true withH and G interchanged. In particular, for each i1, i2 ∈ [−n, n]Z,
C−1(log n)−3 dist (i1, i2;Gn) ≤ dist (i1, i2;Hn) ≤ C(log n)3 dist (i1, i2;Gn). (2.3)
The proof of Theorem 2.1 proceeds by coupling Z and Z using the two-dimensional
variant of the KMT coupling theorem [64, Theorem 1.3] then comparing the adjacency
conditions 1.2 and (2.2). See Fig. 5 for an illustration.
The formula (2.2) is unaffected if we rescale each of the coordinates L and R by a
(possibly different) constant, so we can assume without loss of generality that these
coordinates are normalized so that Var(L j − L j−1) = Var(R j − R j−1) = 1.
By the multi-dimensional strong coupling theorem [64, Theorem 1.3] (the higher
dimensional analogue of [47]), there are constants b0, b1 > 0, depending only on the
law of the increments of Z , and a coupling of Z with Z such that
E
[
exp
(
b0 maxj∈[−n,n]Z
|Z j − Z j |
)]
≤ On(nb1). (2.4)
By the Chebyshev inequality, (2.4) implies that there is a constant C0 > 0, depending
on A and the law of the increments of Z , such that except on an event of probability
On(n−A) we have max j∈[−n,n]Z |Z j − Z j | ≤ C0 log n. Henceforth fix such a coupling
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Fig. 5 Illustration of the proof of Theorem 2.1. If i1, i2 ∈ Z are adjacent in G, then by (1.2) either we can
draw a horizontal line segment (dark green) under the graph of L connecting (t1, Lt1 ) and (t2, Lt2 ) for some
t1 ∈ [i1 − 1, i1] and t2 ∈ [i2 − 1, i2]; or the same holds with R in place of L . By the strong coupling result
[64, Theorem 1.3] we can couple Z and Z such that they differ by at most On(log n) on [−n, n]Z with high
probability. The purple segment is obtained by translating the dark green segment upward by On(log n).
The blue and red dots correspond to times j ∈ [i1, i2]Z for which ( j,L j ) lies below the purple line. For
each such j , ( j, L j ) lies within distance On(log n) of the dark green segment (in particular, in the light
green region), so Lemma 2.3 implies that there are at most On((log n)3) blue dots. By (2.2), successive
blue or red dots are connected by edges of H, which gives a path in H from i1 to i2 of length at most
On((log n)3). Similar considerations hold with the roles of H and G interchanged (color figure online)
and constants C1, C2 ≥ C0 ∨ 1 to be chosen later in a manner depending only on γ ,
A, and the law of the increments of Z .
We will show that the conditions in the statement of Theorem 2.1 are satisfied on
an event En depending on Z and Z (c.f. Lemma 2.4). In particular, we let En =
En(C0, C1, C2) be the event that the following is true.
1. max j∈[−n,n]Z |Z j − Z j | ≤ C0 log n.
2. For each i ∈ [−n, n]Z, we have sups,t∈[i−1,i] |Zt − Zs | ≤ log n.
3. For each pair of integers (i1, i2) satisfying −n ≤ i1 < i2 ≤ n and
inf
t∈[i1,i2]
(Lt − Li1) ≥ −6C1 log n and |Li2 − Li1 | ≤ 6C1 log n, (2.5)
we have
#
{
j ∈ [i1, i2]Z : inf
t∈[ j−1, j](Lt − Li1) ≤ 7C1 log n
}
≤ C31(log n)3. (2.6)
and the same holds with R in place of L .
4. For each j ∈ [−n, n]Z, the number of pairs (i1, i2) ∈ [−n, n]2Z with i1 < i2 for
which (2.5) holds and j belongs to the set in (2.6) is at most C2(log n)6; and the
same holds with R in place of L .
The condition (2.5) says that [i1, i2] is in some sense “close” to being an excursion
interval for L , in the sense that the minimum of Lt − Li1 over this interval is not much
less than zero and the difference |Li2 − Li1 | is small. The condition (2.6) requires the
L does not get close to zero too many times during any such interval. See also Fig. 5.
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Before checking that the conditions in the theorem statement are satisfied on En , we
show that En occurs with high probability.
Lemma 2.2 If the constants C1, C2 ≥ C0∨1 are chosen sufficiently large, in a manner
depending only on γ , A, and the law of Z , then
P
[
En
] ≥ 1 − On(n−A). (2.7)
For the proof of Lemma 2.2, we will need the following elementary lemma about
Brownian motion.
Lemma 2.3 Let B be a standard linear Brownian motion and for r ≥ 1, let Tr :=
inf{t ≥ 0 : Bt ≤ −r}. For each c > 0, there are constants a0, a1 > 0 depending only
on c such that for r ≥ 1 and s > 0,
P
[
#
{
j ∈ (0, Tr ]Z : inf
t∈[ j−1, j] Bt ≤ cr
}
> sr2
]
≤ a0e−a1s . (2.8)
Proof Let τ0 = 0 and for k ∈ N inductively let τk be the smallest t ≥ τk−1 + r2
for which Bt ≤ cr . Also let K be the smallest k ∈ N for which τk ≥ Tr , i.e.,
K = inf {k ∈ N : inf t∈[τk−1,τk ] Bt ≤ −r}. Then for r ≥ 1,
#
{
j ∈ (0, Tr ]Z : inf
t∈[ j−1, j] Bt ≤ r
}
≤ K (r2 + 2) ≤ 3Kr2.
By the strong Markov property and Brownian scaling, there is a p = p(c) ∈ (0, 1)
such that for each k ∈ N,
P
[
inf
t∈[τk−1,τk ]
Bt ≤ −r | B|[0,τk−1]
]
≥ p.
Hence for s > 0, P [K ≥ s] ≤ (1 − p)s, whence (2.8) holds. unionsq
Proof of Lemma 2.2 Condition 1 holds except on an event of probability On(n−A) by
our choice of coupling and condition 2 holds except on an event of sub-polynomial
probability in n by the Gaussian tail bound, the reflection principle, and a union bound
over all i ∈ [−n, n]Z.
By Lemma 2.3 applied with r = 6C1 log n, c = 7/6, and s = 136 C1 log n, there
is a constant a1 = a1(γ ) > 0 such that for each i1, i2 ∈ [−n, n]Z with i1 ≤ i2 and
each choice of C1 > 0, the probability of that (2.5) holds but (2.6) fails is at most
On(n−a1C1). If we choose C1 sufficiently large, then by a union bound over all such
pairs (i1, i2), we find that condition 3 holds except on an event of probability On(n−A).
Now we turn our attention to condition 4, which will also be obtained using
Lemma 2.3. If (i1, i2) ∈ [−n, n]2Z for which (2.5) holds and j ∈ [i1, i2]Z, then
for some universal constant K > 0,
inf
t∈[i1, j]
(Lt − Li1) ≥ −K C1 log n and inft∈[ j,i2](Lt − Li2) ≥ −K C1 log n. (2.9)
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If also j belongs to the set in (2.6) for this choice of (i1, i2), then also inf t∈[ j−1, j](Lt −
Li1) ≤ 7C1 log n. If these properties are satisfied and furthermore condition 2 in
the definition of En holds, then L j differs from inf t∈[ j−1, j] Lt by at most log n so
|L j − Li1 | ∨ |L j − Li2 | is bounded above by a universal constant times C1 log n.
Hence, for a possibly larger universal constant K ,
inf
t∈[i1, j]
(Lt − L j ) ≥ −K C1 log n, inf
t∈[ j,i2]
(Lt − L j ) ≥ −K C1 log n,
and (Li1 − L j ) ∨ (Li2 − L j ) ≤ K C1 log n. (2.10)
By Lemma 2.3, applied to each of the Brownian motions t → Lt+ j − L j and t →
L−t+ j −L j and with s equal to a large enough constant times log n and r = K C1 log n,
there is a constant C2 = C2(A) > 0 such for each fixed j ∈ Z, the probability that
the number of pairs (i1, i2) ∈ Z2 for which (2.10) holds is larger than C2(log n)6 is at
most On(n−A−1). By a union bound over all j ∈ [−n, n]Z, we see that the probability
that condition 2 holds but condition 4 fails is at most On(n−A). Combining the four
preceding paragraphs shows that (2.7) holds. unionsq
Lemma 2.4 Let C1, C2 ≥ C0 ∨1 be the constants from Lemma 2.2. There is a constant
C ≥ 1, depending only on C1, C2, and C0 such that if the event En defined just above
Lemma 2.2 occurs, then the first part of the conclusion of Theorem 2.1 is satisfied.
That is, for each i1, i2 ∈ [−n, n]Z with i1 ∼ i2 in H, there is a path PGi1,i2 from i1
to i2 in Gn with |PGi1,i2 | ≤ C(log n)3; and each i ∈ [−n, n]Z is contained in at most
C(log n)6 of the paths PGi1,i2 . Moreover, the same is true with H and G interchanged.
Proof Throughout the proof we assume that En occurs.
First consider a pair of vertices i1, i2 ∈ [−n, n]Z with i1 < i2 and i1 ∼ i2 in H.
We will construct a path PGi1,i2 from i1 to i2 in Gn with length at most C31(log n)3.
By (2.2) either |i1 − i2| = 1, Li1−1 ∨ Li2 < min j∈[i1,i2−1]Z L j , or the same holds
with R in place of L. If |i1 − i2| = 1 we take PGi1,i2 to be the length-1 path in G from
i1 to i2. We will construct PGi1,i2 in the case when Li1−1 ∨ Li2 < min j∈[i1,i2−1]Z L j ;
the construction when this holds with R in place of L is similar. By conditions 1 and
2 in the definition of En and since C0 ≤ C1,
inf
t∈[i1,i2]
(Lt − Li1) ≥ −3C1 log n and |Li2 − Li1 | ≤ 3C1 log n. (2.11)
By condition 3 in the definition of En , the set
{
j ∈ [i1, i2]Z : inf
t∈[ j−1, j](Lt − Li1) ≤ 3C1 log n
}
(2.12)
has cardinality at most C31(log n)3. By (1.2), any two consecutive elements of the
set (2.12) are connected by an edge in G. Hence this set is connected in G. Since the
set (2.12) contains i1 and i2, the vertices i1 and i2 can be connected by a path PGi1,i2
contained in this set which has length at most C31(log n)3.
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Using condition 4 in the definition of En , we see that each j ∈ [−n, n]Z is contained
in at most C2(log n)6 of the sets (2.12) for i1 < i2 such that i1 ∼ i2 in H, so each
such j is hit by at most C2(log n)6 of the paths PGi1,i2 . This gives the statement of the
lemma for adjacent vertices in H.
We next prove the reverse relationship. Assume i1, i2 ∈ [−n, n]Z with i1 < i2 and
i1 ∼ i2 in G. We will construct a path PHi1,i2 in Hn from i1 to i2 with length at most
C31(log n)3. The argument is similar to the one for adjacent vertices of H given above.
By (1.2), the condition that i1 ∼ i2 in G implies that either
(
inf
t∈[i1−1,i1]
Lt
)
∨
(
inf
t∈[i2−1,i2]
Lt
)
≤ inf
t∈[i1,i2−1]
Lt (2.13)
or the same holds with R in place of L . Assume without loss of generality that we are
in the former setting. By (2.13) and condition 2 in the definition of En ,
inf
t∈[i1,i2]
(Lt − Li1) ≥ −2 log n and |Li1 − Li2 | ≤ 2 log n. (2.14)
By this and condition 1 in the definition of En ,
inf
t∈[i1,i2]
(Lt − Li1) ≥ −4C1 log n and |Li2 − Li1 | ≤ 4C1 log n. (2.15)
Moreover, by condition 2 in the definition of En we have |L j − L j−1| ≤ log n for
each j ∈ [−n, n]Z so by condition 1 in the definition of En ,
{ j ∈ [i1, i2]Z : L j ∧ L j−1 − Li1 ≤ 4C1 log n}
⊂ { j ∈ [i1, i2]Z : L j − Li1 ≤ 7C1 log n} . (2.16)
By (2.14) and condition 3 in the definition of En , the set on the right side of (2.16)
has cardinality at most C31(log n)3. By (2.15) the set on the left side in (2.16) contains
i1 and i2. If j1 and j2 are consecutive elements of the left set in (2.16) then either
j2 = j1 + 1 or
L j1−1 ≤ 4C1 log n + Li1 , L j2 ≤ 4C1 log n + Li1 , and
min
j∈[ j1, j2−1]Z
L j > 4C1 log n + Li1 ,
so by (2.2) j1 and j2 are connected by an edge in H. Hence i1 and i2 can be connected
by a path PHi1,i2 in H with length at most C31(log n)3 which is contained in the set on
the left side of (2.16).
Using condition 4 in the definition of En , we see that each j ∈ [−n, n]Z is contained
in at most C2(log n)6 of the sets on the right side of (2.16) for i1 < i2 such that (2.14)
holds, so each such j is contained in at most C2(log n)6 of the paths PHi1,i2 .
Consequently, the statement of the lemma holds with C = C2 ∨ C31 . unionsq
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Proof of Theorem 2.1 The first statement of the lemma (concerning the existence of
paths satisfying the desired properties) is immediate from Lemmas 2.2 and 2.4 . To
deduce (2.3) from this statement, suppose i1, i2 ∈ [−n, n]Z and let P̂ be aHn-geodesic
from i1 to i2. By concatenating paths of length at most C(log n)3 in Gn between the
vertices of Gn corresponding to the vertices traversed by P̂ , we obtain a path of length
at most C(log n)3|P̂| in Gn from i1 to i2, which gives the lower bound in (2.3). We
similarly obtain the upper bound in (2.3). unionsq
Remark 2.5 The arguments in this subsection still work almost verbatim if we slightly
modify the adjacency condition (2.2), e.g., by inserting ±1 in various places. The
reason for using (2.2) is that this particular adjacency condition is closely connected to
the mating-of-trees bijections for spanning tree-decorated maps and for site percolation
on the UIPT (see Sects. 3.1 and 3.2 ). In the case of bipolar-oriented and Schnyder
wood-decorated maps (Sect. 3.3), we will apply Theorem 2.1 in the case when H is
defined with (2.2) replaced by (3.15) below.
3 Combinatorial arguments
In this section we review the bijective encodings of each of the random planar maps
M listed in Sect. 1.4 by means of a certain two-dimensional random walk. We then
compare M to the random planar map H constructed in Sect. 2 from this same two-
dimensional random walk; and deduce the strong coupling result Theorem 1.9 from
this and Theorem 2.1. Our other main results will be easy consequences of Theorem 1.9
and the results of [35].
Since the comparison between M and H relies on the fine geometric properties of
the bijection, each of the cases needs to be treated separately. The reader may wish
to read only one of the subsections of this section to get a general idea of the sort of
arguments involved.
We start in Sect. 3.1 by treating the simplest case—that of the infinite spanning
tree-decorated map (case 1), which is encoded by a simple random walk on Z2 via
the Mullin bijection. We review this encoding, show how the map H from Sect. 2
arises from the bijection (Proposition 3.3) then prove our main results in this case. In
Sect. 3.2, we treat the case of site percolation on the UIPT (case 2) by relating the
bijection from [14,16] to the Mullin bijection.
In Sect. 3.3, we treat the case of the uniform infinite bipolar-oriented map (case 3)
using the bijection of [46]. Along the way, we check carefully that this infinite map
exists and is the local limit of the finite bipolar-oriented maps considered in [46] (unlike
in the other cases, the existence of this local limit has not previously been established
rigorously). We then treat the case of more general bipolar-oriented maps (case 4)
and deduce the case of Schnyder-wood decorated maps (case 5) from the result for
bipolar-oriented maps plus a bijection relating Schnyder wood with a special type of
bipolar-oriented maps [29]. Section 3.3 can be read independently of Sects. 3.1 and
3.2 .
Several places in this section we will use the following notion of submap of a planar
map.
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Fig. 6 Left: The subset of the triangulation Q ∪ T ∪ T∗ consisting of the triangles in t([a, b]Z), with
edges of Q (resp. T , T∗) shown in black (resp. red, blue). The green curve indicates the order in which
the triangles are hit by t. The edges of triangles of T which do not belong to t([a, b]Z), but which are
adjacent to triangles in t([a, b]Z), are shown as dotted lines. If a = −n and b = n, then the vertices of
Mn are the red vertices and the edges of Mn are the edges of M which join these vertices (this includes
the red edges in the figure plus some additional edges of M which cross blue edges in the figure). Right:
The correspondence between M and Z . If i ∈ Z and t(i) has an edge in the red tree T , then Zi − Zi−1
is equal to (1, 0) or (−1, 0) according to whether the other triangle which shares this same edge of T is
hit by t before or after time i . The other coordinate of Z is defined symmetrically. Bottom: The steps of Z
corresponding to this segment of t if we assume that each of the exterior triangles (i.e., those with dotted
edges) is hit by t before each of the non-dotted triangles (color figure online)
Definition 3.1 A planar map M ′ is a submap of a planar map M if, with F∞ ⊂ F(M ′)
denoting the set of faces of M ′ containing ∞, we have
V(M ′) ⊂ V(M), E(M ′) ⊂ E(M), F(M ′)\F∞ ⊂ F(M).
The boundary of M ′ is the set of v ∈ V(M) and e ∈ E(M ′) which is incident to a face
in F∞.
3.1 Spanning-tree decorated planar maps
3.1.1 Mullin bijection
The first mating-of-trees bijection to be discovered is the Mullin bijection [58], which
encodes a spanning-tree decorated map by a nearest-neighbor walk in Z2. This bijec-
tion is explained in more detail in [15], and is also equivalent to the p = 0 case of
Sheffield’s hamburger-cheeseburger bijection [62]. Here we will review the infinite-
volume version of the Mullin bijection, which is also explained in [18,21,40] in the
more general setting of the hamburger-cheeseburger bijection with arbitrary p ∈ [0, 1].
See Fig. 6 for an illustration.
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Let (M, e0, T ) be the uniform infinite spanning-tree decorated map, which is the
Benjamini–Schramm [20] local limit of uniformly random triples consisting of a planar
map with an oriented root edge and a distinguished spanning tree. This infinite-volume
limit is shown to exist in [21,62].
Let M∗ be the dual map of M and let T∗ be the dual spanning tree of T , so that
E(T∗) is the set of edges of M∗ which do not cross edges of T . Also let Q = Q(M)
be the radial quadrangulation, whose vertex set is V(M) ∪ V(M∗), with two vertices
of Q connected by an edge if and only if they correspond to a face of M , i.e., a vertex
of M∗, and a vertex of M incident to that face (the number of edges is equal to the
multiplicity of the vertex as a prime end on the boundary of the face). We declare that
the root edge of Q is the edge e0 ∈ E(Q) whose primal endpoint coincides with the
initial endpoint of e0 and which is the first edge in clockwise order after e0 with this
property.
Each face of Q is crossed diagonally by an edge of M and an edge of M∗, exactly
one of which belongs to T ∪ T∗. Hence the graph Q ∪ T ∪ T∗ is a triangulation with
the same vertex set as Q. Let T be the planar dual of this triangulation, so that T is the
adjacency graph of triangles of Q ∪ T ∪ T∗, with two triangles considered adjacent if
they share an edge. We declare that the root edge of T is the edge of T which crosses
e0, oriented so that the primal (resp. dual) endpoint of e0 is to its left (resp. right).
There is a unique path t : Z → V(T ) which hits each triangle (vertex) of T
exactly once; hits the initial and terminal points of the root edge of T at times 0 and
1, respectively; and does not cross T or T∗ in the sense that t(i) and t(i − 1) share an
edge belonging to Q for each i ∈ Z.
We define a walkZ = (L,R) : Z→ R2 with increments in {(0, 1), (1, 0), (−1, 0),
(0,−1)} as follows. Define Z0 := 0. Suppose i ∈ Z and the triangle t(i) ∈ V(T ) has
an edge in T on its boundary (the other two boundary edges are in Q). There is one
other triangle of T with this same edge of T on its boundary. If this triangle is hit by t
before (resp. after) time i , we set Zi − Zi−1 = (1, 0) (resp. (−1, 0)). Symmetrically,
if t(i) has a boundary edge in T∗ and the other triangle of T sharing this boundary
edge is hit before (resp. after) time i , we set Zi −Zi−1 = (0, 1) (resp. (0,−1)). Then
Z has the law of a standard nearest-neighbor simple random walk in Z2.
We next state and prove a proposition which will allow us to transfer from the results
of Sect. 2 to results for the infinite spanning-tree weighted map. For the statement, we
will use the following definition.
Definition 3.2 Let G and G ′ be graphs and let f : V(G) → V(G ′). We say that f is
a graph isomorphism modulo multiplicity if f is a bijection and two distinct vertices
v,w ∈ V(G) are connected by at least one edge in G if and only if f (v) and f (w) are
connected by at least one edge in G ′ (i.e., adjacency, but not necessarily the number
of edges between two vertices, is preserved).
Since we are primarily interested in graph distances, there is no difference for
our purposes between a true graph isomorphism and a graph isomorphism modulo
multiplicity. However, some of the graphs we consider naturally have multiple edges
whereas the graphs H from Sect. 2 by definition do not, so we often get isomorphisms
modulo multiplicity instead of true isomorphisms.
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Proposition 3.3 The function i → t(i) is an isomorphism modulo multiplicity from
the graph H of Sect. 2 with the walk Z as above and adjacency defined as in (2.2); to
the graph of triangles T .
Proof For i ∈ Z, the triangle t(i) has two edges in Q which are shared by t(i − 1)
and t(i + 1), respectively, and one edge in either T or T∗. Let ei be this third edge.
For each edge e of T , there are precisely two values of i ∈ Z for which ei = e, and
the corresponding triangles t(i) are adjacent in T . The ordering of the edges of the
tree T obtained from i → ei by ignoring the values of i for which ei ∈ T∗ is the
same as the contour (depth-first) ordering of T : indeed, this follows immediately from
the definition of the path of triangles i → t(i). The same holds with T∗ in place of
T . By combining this with the above definitions of L and R, we find that L and R
coincide with the contour functions of the trees T and T∗ [48, Section 1] except that
they have extra constant steps (which do not affect the trees). From this, it follows that
for i1 < i2, the condition that ei1 = ei2 is equivalent to the adjacency condition (2.2)
for H. Since the three neighbors of t(i) in T are t(i −1), t(i +1), and the other triangle
with ei on its boundary, we obtain the statement of the lemma. unionsq
3.1.2 The inverse construction and the sewing procedure
In the above discussion, we only explained how to produce the walk Z from the deco-
rated map (M, e0, T ). We can also go in the reverse direction and produce (M, e0, T )
from Z by first constructing T from Z via (2.2) (see Proposition 3.3) then constructing
(M, e0, T ) from T . Note that this uses the fact that we can tell which edges of the dual
map Q ∪ T ∪ T∗ of T belong to each of Q, T , and T∗ since edges of Q correspond
to edges of T between consecutive vertices. We emphasize that the procedure for
constructing (M, e0, T ) works for any bi-infinite walk Z = (L,R) inZ2 with nearest
neighbor steps such that
lim inf
n→−∞ Ln = lim infn→∞ Ln = lim infn→−∞ Rn = lim infn→∞ Rn = −∞, (3.1)
not just a.s. We refer to [21, Section 4.1] for more details on the inverse bijection.
The construction of (M, e0, T ) from Z is uniquely characterized by an inductive
relationship between certain submaps of the triangulation Q ∪ T ∪ T∗, called the
sewing procedure, which we now describe (see Fig. 7 for an illustration). For i ∈ Z,
let M̂−∞,i be the submap of Q ∪ T ∪ T∗ consisting of the vertices and edges on the
boundaries of the triangles in t((−∞, i]Z). For i ∈ Z, let ehi (the “head”) be the edge
shared by the triangles t(i − 1) and t(i). Then M̂−∞,i is an infinite triangulation with
boundary, and the external face has infinitely many edges lying to the left and right of
ehi . We can recover (M̂−∞,i+1, e
h
i+1) from (M̂−∞,i , e
h
i ) by attaching a certain triangle
(corresponding to t(i + 1)) with one edge equal to ehi and one edge equal to ehi+1.
If Zi+1 − Zi = (1, 0) (resp. (0, 1)), this triangle has two edges in the external face
of M̂−∞,i and ehi+1 is the right (resp. left) one of these two edges if we face outward
toward the external face. If Zi+1 −Zi = (−1, 0) (resp. (0,−1)), then one of the edges
of the new triangle coincides with the edge of M̂−∞,i immediately to the left (resp.
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Fig. 7 Illustration of the inverse Mullin bijection as described in Sect. 3.1.2. The leftmost panel shows the
outer boundary of the map M̂−∞,i , which is a subgraph of the triangulation Q ∪ T ∪ T∗ (with the external
face lying above the line). The next four panels show how to construct M̂−∞,i+1 from M̂−∞,i depending
on the walk increment Zi+1 − Zi
right) of ehi , and the remaining edge lies in the external face of M̂−∞,i and equals ehi+1.
The edges of the tree T (resp. T∗) are precisely the edges of Q ∪ T ∪ T∗ which are
not crossed by t and which lie to the left (resp. right) of the path t. It follows from the
inverse bijection described above [21,62] that, given a walk Z with i.i.d. increments
there a.s. exists a unique tuple (M, e0, T ) which can be constructed via the sewing
procedure just described.
3.1.3 Proofs of main theorems in the case of spanning-tree decorated maps
In this subsection we prove our main results in case 1, when γ = √2 and (M, e0)
is an infinite-volume spanning-tree weighted planar map. Throughout, we define the
quadrangulation Q, the graph of triangles T , and the bijective path t : Z → V(T )
as in Sect. 3.1.1. We also let Z = (L, R) be the Brownian motion as in (1.1) for
γ = √2, so that L and R are independent; and we let G be the associated mated-CRT
map.
Our first task is to define the maps Mn and the functions φn and ψn from Sect. 1.4 in
this setting. In keeping with Remark 1.2, we will first define functions φ : V(M) → Z
and ψ : Z → V(M). For v ∈ V(M), we choose φ(v) ∈ Z to be the integer with the
smallest absolute value for which the triangle t(φ(v)) ∈ V(T ) has the vertex v on its
boundary (in the case of a tie, we choose i to have a positive sign). For i ∈ Z, we
define ψ(i) ∈ V(M) to be one of the vertices of M on the boundary of the triangle
t(i), chosen via some arbitrary deterministic convention in the case when there are
two such vertices. We require ψ(0) to be the initial endpoint of e0 (i.e., the primal
endpoint of e0), in order to ensure that the last condition in (1.5) is satisfied.
For n ∈ N, we define Mn the vertex set of Mn to be φ−1([−n, n]Z). Equiva-
lently, V(Mn) consists of all of the vertices of M on the boundaries of the triangles
in t([−n, n]Z). The edge set of Mn is defined to be the set of edges e of M such that
either e lies on the boundary of a triangle in t([−n, n]Z); or e is contained in the union
of two triangles of t([−n, n]Z) (if the endpoints of e are in V(Mn), this latter condition
is equivalent to requiring that the dual edge of e lies on the boundary of a triangle
in t([−n, n]Z)). We define ∂Mn to be the subgraph consisting of those vertices and
edges of Mn which lie on the boundary of the unbounded connected component of Mn
(viewed as a subgraph of M) and we define ιn : Mn → M to be the inclusion map.
Set
φn := φ|V(Mn) and ψn := ψ |[−n,n]Z . (3.2)
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Note that φn maps V(Mn) into [−n, n]Z by definition and ψn maps [−n, n]Z into
V(Mn) since the above definitions of φ and ψ show that |φ(ψ(i))| ≤ |i | for each
i ∈ Z.
Let us now prove our main coupling theorems with this choice of φn and ψn .
By Proposition 3.3, if we let Z be the simple random walk on Z2 which encodes
(M, e0, T ) via Mullin’s bijection, then the map H of Theorem 2.1 with this choice of
Z is isomorphic to T via i → t(i). The basic idea of the proof is to deduce Theorem 1.9
from the analogous statements for T from Theorem 2.1 and straightforward geometric
arguments. We first need the following degree bound, which is the reason why we have
(log n)4 in Theorem 1.9 as compared to the (log n)3 in Theorem 2.1.
Lemma 3.4 For A > 0, there exists C = C(A) > 0 such that for each n ∈ N, it holds
with probability at least 1 − On(n−A) that each vertex of Mn lies on the boundary of
at most C log n triangles of T .
Proof It follows from [21, Lemma 6] (see the proof of recurrence in [21, Section 4.2])
and the stationary increments property of the walk Z that there are universal constants
c0, c1 > 0 such that for i ∈ Z and k ∈ N, the probability that the triangle t(i) has
a vertex of M with degree (in M) at least k on its boundary is at most c0e−c1k . By a
union bound over all i ∈ [−n, n]Z, we can find C = C(A) > 0 as in the statement of
the lemma such that
P
[
max
v∈V(Mn)
deg (v; M) ≤ 1
2
C log n
]
≥ 1 − On(n−A). (3.3)
If v ∈ V(M), then each quadrilateral of Q with v on its boundary is bisected by a
unique edge of M with v as an endpoint. Consequently, the number of triangles of T
with v on their boundaries is at most 2 deg(v; M). Combining this with (3.3) concludes
the proof. unionsq
Proof of Theorems 1.5 and 1.9 in case 1 In light of Lemma 1.10, we only need to prove
Theorem 1.9.
We first define a high-probability event on which we will show that the conditions
in the theorem statement are satisfied. Let C0 > 0 be the constant from Theorem 2.1
for our given choice of A and for Z the simple random walk on Z2. Recall from
Proposition 3.3 that the corresponding graph H from that proposition is isomorphic to
the graph of triangles T via i → t(i). Hence Theorem 2.1 shows that with probability
at least 1− On(n−A), the following is true (where here, in obvious notation, we define
Tn to be the graph t(Hn)).
(A) For each i1, i2 ∈ [−n, n]Z with t(i1) ∼ t(i2) in T , there is a path P˜Gi1,i2 from i1 to
i2 in Gn with |P˜Gi1,i2 | ≤ C0(log n)3; and each j ∈ [−n, n]Z is contained in at most
C0(log n)6 of the paths P˜Gi1,i2 .
(B) For each i1, i2 ∈ [−n, n]Z with i1 ∼ i2 in G, there is a path P˜Ti1,i2 from t(i1) to
t(i2) in Tn with |P˜Ti1,i2 | ≤ C0(log n)3; and each j ∈ [−n, n]Z is contained in at
most C0(log n)6 of the paths P˜Ti1,i2 .
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By Lemma 3.4, there exists C1 = C1(A) > 0 such that with probability at least
1 − On(n−A),
(C) Each vertex of Mn lies on the boundary of at most C1 log n triangles of T .
Henceforth assume that conditions (A), (B), and (C) above are all satisfied. We will
check the conditions of the theorem statement in order.
Proof of condition 1 Suppose v1, v2 ∈ V(Mn) with v1 ∼ v2. We will construct a path
PGv1,v2 in Gn between φ(v1) and φ(v2).
By the definition of E(Mn), either the edge of Mn joining v1 and v2 lies on the
boundary of a triangle of Tn or this edge is contained in the union of two triangles of
Tn . In either case, we can find i1, i2 ∈ [−n, n]Z such that v1 is a vertex of t(i1), v2 is
a vertex of t(i2), and the triangles t(i1) and t(i2) are either identical or they share an
edge (i.e., they are adjacent in T ).
By the definition of φ, the triangle t(φ(v1)) also has v1 as a vertex. The set of
triangles in t([−n, n]Z) with v1 as a vertex is connected in Tn . Consequently, there
exists a path in Tn from t(i1) to t(φ(v1)) with length at most the total number of
triangles of T with v on their boundaries. Similar considerations hold with v2 in place
of v1.
By the preceding paragraph and condition (C) above, there is a d ≤ 2C1 log n and
integers j0, . . . , jd ∈ [−n, n]Z such that j0 = φ(v1), jd = φ(v2), and t( jk) ∼ t( jk−1)
in T for each k ∈ [1, d]Z. For each such k, let P˜Gjk−1, jk be the path from jk−1 to
jk afforded by condition (A) above and let PGv1,v2 be the concatenation of all d of
these paths. Then PGv1,v2 is a path from φ(v1) to φ(v2) in Gn with length at most
C0d(log n)3 ≤ 2C0C1(log n)4.
Each of the triangles t( jk) for k ∈ [0, d]Z has either v1 or v2 on its boundary.
Therefore, for each j ∈ [−n, n]Z the number of pairs (v1, v2) ∈ [−n, n]Z ×[−n, n]Z
for which v1 ∼ v2 in M and j is one of the corresponding jk’s is at most the sum of
the degrees of the (at most two) vertices of M on the boundary of t( j), which is at
most 2C1 log n by condition (C) above.
Consequently, each of the paths P˜Gj, j ′ for j, j ′ ∈ [−n, n]Z with t( j) ∼ t( j ′) in Tn
is a sub-path of at most 2C0 log n of the paths PGv1,v2 for v1, v2 ∈ V(M). Since the
total number of the P˜Gj, j ′’s which hit each specified vertex of Gn is at most C0(log n)6,
the total number of the PGv1,v2 ’s which hit each such vertex is at most 2C0C1(log n)
7
.
This gives condition 1 in the theorem statement with C = 2C0C1. unionsq
Proof of condition 2 Suppose i1, i2 ∈ [−n, n]Z with i1 ∼ i2 in G. Let P˜ = P˜Ti1,i2 be
the path from t(i1) to t(i2) in t([−n, n]Z) as in condition (B) above. We will construct
a path P Mi1,i2 in Mn between the vertices ψ(i1) and ψ(i2) of M .
Set v0 = ψ(i1), let v|P˜| = ψ(i2), and for k ∈ [1, |P˜| − 1]Z let vk be a vertex of
the triangle P˜(k) which belongs to V(Mn). For k ∈ [1, |P˜|]Z, the triangles P˜(k − 1)
and P˜(k) share an edge. This implies that the vertices vk−1 and vk can be connected
by a path of length at most 2 in Mn which hits only vertices of P˜(k − 1) or P˜(k) (see
Fig. 8). If we let P Mi1,i2 be the concatenation of these |P˜| paths, then P Mi1,i2 is a path
from v1 to v2 in Mn with length at most 2|P˜| ≤ 2C0(log n)3.
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Fig. 8 Illustration of the seven different situations that can arise when two triangles of T share a vertex.
Vertices and edges of M (resp. M∗) are shown in red (resp. blue). Edges of Q are shown in black. The
dotted red edge is an edge of M which does not belong to the tree T . Note that in each case, there is a path
of length at most 2 in M from any given red vertex of the first triangle to any given red vertex of the second
triangle. Note that if the two triangles are in Tn , then by definition the red vertices and edges in the figure
are in Mn (color figure online)
Fig. 9 Illustration of the proof of Lemma 1.12 in case 1. The triangles in the path P in T which separates
t([−m, m]Z) from T \t([−n, n]Z) are shown in light green. The edges on the boundary of the union of the
triangles in each of t([−m, m]Z), t([−n − 1,−m]Z), and t([m + 1, n]Z) are shown in red, blue, or black
according to whether they below to T , T∗, or Q. Other edgeds are not shown (color figure online)
It remains to bound the number of paths P Mi1,i2 for i1, i2 ∈ [−n, n]Z with i1 ∼ i2 in
G which hit a fixed vertex v of Mn . Indeed, if P Mi1,i2 hits v then the above construction
shows that P˜Ti1,i2 must hit one of the triangles of T which has v as a vertex. By
condition (C), the number of such triangles is at most 2C1 log n. By condition (B)
above, the total number of the paths P Mi1,i2 which hit each such triangle is at most
C0(log n)6. Therefore, v is hit by at most 2C0C1(log n)7 of the P Mi1,i2 ’s, which gives
condition 2 in the theorem statement with C = 2C0C1. unionsq
Proof of condition 3 Since the vertices v and ψ(φ(v)) lie on the boundary of the same
triangle of T by definition, we obviously have dist (ψ(φ(v)), v; Mn) ≤ 1. On the other
hand, the triangles t(i) and t(φ(ψ(i))) share a common vertex of M , so by condition (C)
the Tn-graph distance between these triangles is at most C1 log n. By considering a
path in Tn between these two triangles and applying condition (A) to the successive
pairs of triangles which it hits, we get dist (φ(ψ(i)), i;Gn) ≤ C0C1(log n)4. unionsq
Proof of Lemma 1.12 in case 1 See Fig. 9 for an illustration of the proof. Recall that the
adjacency graph of triangles T is isomorphic to the graph H of (2.2) via i → t(i).
Furthermore, the condition on the minimum of L (resp. R) in (2.2) holds if and only if
t(i1) and t(i2) share an edge of T (resp. T∗). From this, we infer that if the random walk
condition (1.21) and its analog for R hold, then there exists i+, j+ ∈ [m + 1, n]Z and
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i−, j− ∈ [−n,−m − 1]Z such that t(i+), t(i−) share an edge of T and t( j+), t( j−)
share an edge of T∗. Since consecutive triangles ofT share a side, each of t([m+1, n]Z)
and t([−n,−m − 1]Z) is connected in T . Hence we can find a path of triangles P+ in
t([m+1, n]Z) from t(i+) to t( j+) and a path of triangles P− in t([−n,−m−1]Z) from
t( j−) to t(i−). The concatenation P of the paths P+ and P− is a cycle in t([−n, n]Z).
We claim that P necessarily disconnects t([−m, m]Z) fromT \t([−n, n]Z). Indeed,
consider the set of edges of triangles in T which lie on the boundary of both a triangle of
t([m +1, n]Z) and a triangle of t([−n,−m −1]Z). This set has at most two connected
components, one of which is a subset of T and the other of which is a subset of
T∗. By definition, P crosses an edge of each of these two connected components
(in particular, they are both non-empty). It follows that the union of the triangles in
t([−n, n]Z)\t([−m, m]Z) has the topology of a Euclidean annulus whose inner and
outer boundaries are disconnected by P . Our claim thus follows.
The vertex set V(Mm) consists of all vertices on the boundaries of triangles in
t([−m, m]Z), so the preceding paragraph implies that no vertex of Mm can lie on the
boundary of a triangle which is not in t([−n, n]Z) (otherwise, such a triangle would
have to cross P). If v ∈ ∂Mn then v lies on the boundary of a triangle which is not
in t([−n, n]Z), so φ(v) does not lie on the boundary of a triangle in t([−m, m]Z).
Since φ(v) ∈ Z is chosen so that v lies on the boundary of t(φ(v)), we therefore have
φ(v) /∈ [−m, m]Z. Hence φ(∂Mn) ∩ [−m, m]Z = ∅. unionsq
Proof of Theorems 1.6 and 1.7 in case 1 Theorem 1.6 in the case of the spanning-tree
weighted map is an immediate consequence of Theorem 1.5, Lemma 1.11, and [35,
Theorem 1.10]. Theorem 1.7 follows from Theorem 1.5 and [35, Theorem 1.15]. unionsq
3.2 Site percolation on the UIPT
3.2.1 Bijection for site percolation on the UIPT
In this subsection we review the infinite-volume version of the bijection between
site-percolated triangulations of type II (no self-loops, but multiple edges allowed)
and Kreweras walks—those with steps in {(1, 0), (0, 1), (−1,−1)}—which was first
described in [16]. This bijection is based on an earlier bijection by Bernardi [14]
between such walks and trivalent maps decorated by a depth-first search tree. We
emphasize that the only part of [16] needed here is the definition of the bijection in
[16, Section 2].
Let (M, e0) be an instance of the uniform infinite planar triangulation (UIPT) of
type II, rooted at a directed edge e0. Let P be an instance of critical site percolation
on the map, i.e., P associates each v ∈ V(M) with either red or blue, uniformly
and independently at random. In [16, Section 2.5] (based on [14]) it was proved that
(M, e0, P) can a.s. be encoded by a bi-infinite walk with increments a = (1, 0),
b = (0, 1), c = (−1,−1).5 Conversely, a bi-infinite walk Z = (Zk)k∈Z with Z0 = 0
and steps a, b, c chosen uniformly and independently at random, a.s. encodes an
5 To be precise, the correspondence between walks and triples (M, e0, P) in [16] is for the case where the
edge e0 is undirected. The direction of e0 does not play an important role in this section, and we may for
example assume that the direction of e0 is determined by an additional binary random variable.
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Fig. 10 Illustration of the sewing procedure for the measure-preserving map between percolation-decorated
triangulations and Kreweras walks (i.e., walks with steps a, b, c). The black arrows indicate that we glue
ehk−1 to an adjacent edge, i.e., the two edges are identified. See the main text for the precise description.
Vertices are colored gray if their color is not yet determined, while they are colored black if their color has
been determined, so they are either blue or red, but the color cannot be determined from the figure (color
figure online)
instance of (M, e0, P). Throughout this section we let (Zk)k∈N denote the steps of
Z , i.e.,
Zk := Zk − Zk−1 ∈ {a, b, c}.
As in the case of the Mullin bijection (see Sect. 3.1.2), the construction of (M, e0, P)
from the walk Z is uniquely characterized by a sewing procedure, which we now
describe. Each k ∈ Z corresponds to a map M−∞,k with a percolation configura-
tion P−∞,k on the inner vertices and a marked edge ehk . Again the sewing procedure
describes how to obtain (M−∞,k, P−∞,k, ehk ) from (M−∞,k−1, P−∞,k−1, e
h
k−1) by
observing the step Zk of the walk. The map M rooted at e0 is the local limit of
M−∞,k rooted at e0 as k goes to ∞ in the Benjamin-Schramm sense. We will see
that each k can be associated with a unique element λ˜(k) ∈ V(M) ∪ F(M). More
precisely, we have λ˜(k) ∈ V(M) if Zk = c and λ˜(k) ∈ F(M) if Zk ∈ {a, b}. The
root edge e0 of the map is eh−1. For any k ∈ Z the map M−∞,k has an infinite left fron-
tier and an infinite right frontier. Note that the sewing procedure is only an inductive
procedure, but, as for the Mullin bijection, it can be shown that given a walk Z with
i.i.d. increments there is a.s. a unique collection of triples (M−∞,k, P−∞,k, ehk ) such
that (M−∞,k, P−∞,k, ehk ) is obtained from (M−∞,k−1, P−∞,k, e
h
k−1) via the sewing
procedure. We refer to [16, Section 2.5] for a more complete description, and to Fig. 10
for an illustration.
Given M−∞,k−1 and ehk−1, we will now explain how to construct M−∞,k via the
sewing procedure. See Fig. 10. If Zk = a (resp. Zk = b), we add a triangle to
the edge ehk−1. We let the new head e
h
k be the right (resp. left) side of the triangle. We
define λ˜(k) ∈ F(M) to be the triangle we added. Next consider the case Zk = c. For
an edge e on the frontier of the map we say that a face f is behind e if it is the unique
face of the map for which e is on its boundary. Let eL (resp. eR) be the edge on the
frontier of M−∞,k−1 immediately to the left (resp. right) of ehk−1, and let fL (resp. fR)
be the face behind eL (resp. eR). If λ˜−1( fL) < λ˜−1( fR) (resp. λ˜−1( fL) > λ˜−1( fR))
define ehk = eR (resp. ehk = eL). Then identify ehk−1 with eL (resp. eR), i.e., glue the
two edges together. The common vertex of eL (resp. eR) and ehk−1 is colored red (resp.
blue), and we define λ˜(k) ∈ V(M) to be this vertex. We see from this description that
the function L (resp. R) represents the net change in the length of the left (resp. right)
frontier of the map, relative to the length at time 0.
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Fig. 11 The figure shows Mn embedded into M (left) and Mn (right) in light blue. Notice that vertices
which are adjacent in M may correspond to vertices of Mn which are far apart. The green path is part of the
depth-first search (DFS) tree of the dual map M∗ as defined in [16, Section 4.1] (this DFS tree is not used
in the present paper). The DFS tree gives an ordering of the faces of M that is consistent with the ordering
given by λ˜ (color figure online)
We remark that M−∞,k is not a submap of M , since for every step Zk = c in
the sewing procedure we identify two edges and two vertices, and vertices and edges
which are identified in the sewing procedure at times > k are not identified in M−∞,k .
However, as remarked above, there are natural maps from the set of vertices (resp.
inner faces, edges) of M−∞,k to the set of vertices (resp. faces, edges) of M−∞,k+1
and M . For faces this map is injective, while this is not the case for vertices and edges.
We will often identify vertices (resp. faces, edges) of the various maps when this
identification is well-defined. We remark that for k ∈ Z, the edge λ(k) of Remark 1.3
is the edge of M corresponding6 to ehk .
Given n ∈ Nwe now define the map Mn introduced in Sect. 1.4. We will let Mn be
a particular submap of M−∞,n (see Fig. 11). Let the vertex set V(Mn) ⊂ V(M−∞,n)
of Mn be the set of all vertices which are either an endpoint of some edge ehk−1
or ehk or on the boundary of some face λ˜(k) ∈ F(M−∞,n) for k ∈ [−n, n]Z. Let
E1 ⊂ E(M−∞,n) be the set of edges e = {v1, v2} which are on the boundary of some
face λ˜(k) ∈ F(M−∞,n). Let E2 = {ehk−1 : k ∈ [−n, n]Z,Zk = c} ⊂ E(M−∞,n)
be the set of edges which were glued to another edge in the sewing procedure. Define
E(Mn) = E1 ∪ E2. We let ιn : Mn → M be the function which sends each vertex,
face, and edge of Mn to the corresponding vertex, face, or edge of M . We will define
the mappings φn and ψn of (1.5) in (3.4) just below.
3.2.2 Proofs of main theorems in the UIPT case
To prove the theorems from Sect. 1 in case 2, we will make small local changes in the
map M and the walk Z defined above and observe that the resulting map and walk
are related by Mullin’s bijection as described in Sect. 3.1. In particular, as we will
see, if we replace each of the c steps of the walk Z by a −a step followed by a −b
step and each of the corresponding “gluing steps” in the sewing procedure by a step
which adds a certain subgraph consisting of two triangles to the map, then the resulting
6 Note that the function λ : Z → E(M) is not the same as the function ηe : Z → E(M) considered in
[16]. For all k ∈ Z, we have λ(k − 1) = ηe(k).
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Fig. 12 Illustration of α̂ : Z → Z, which describes the time change of Ẑ relative to Z (color figure online)
modified walk and planar map are related via Mullin’s bijection (Sect. 3.1.1). This will
allow us to reduce the proof of Theorem 1.9 in the UIPT case to the Mullin bijection
case, which we have already treated. It is also possible to treat case 2 directly, without
reference to the Mullin bijection, but the argument given here is shorter and simpler.
We first define a modified walk Ẑ with steps in {−a,−b, a, b} by replacing each
step c in Z by one step −a followed by one step −b. More precisely, Ẑ and the maps
αn and α̂n describing the associated time changes are defined as follows. First define
α : Z→ Z and α̂ : Z→ Z by
α̂(k) =
{
k + #{ j ∈ {0, . . . , k − 1} : Z j = c} for k ≥ 0
k − #{ j ∈ {k, . . . ,−1} : Z j = c} for k < 0,
α(k) = sup{ j ∈ Z : α̂( j) ≤ k}.
See Fig. 12 for an illustration. Let α̂n = α̂|[−n,n]Z , and let n− = −α̂n(−n). If Zn = c
set n+ = α̂n(n), and if Zn = c set n+ = α̂n(n) + 1. Define αn : [−n−, n+]Z →
[−n, n]Z by αn = α|[−n−,n+]Z , and define Ẑ by
Ẑk =
⎧⎪⎨
⎪⎩
Zα(k) if Zα(k) ∈ {a, b},
−a if Zα(k) = c and α(k) = α(k + 1),
−b if Zα(k) = c and α(k) = α(k + 1).
Since the walk Ẑ has nearest-neighbor steps, it determines an infinite triangulation
M̂ (analogous to the triangulation Q∪T ∪T∗ from Sect. 3.1.1), a map t̂ : Z→ F(M̂),
and an infinite triangulations with boundary M̂−∞,n for n ∈ N (which is a submap of
M̂) via the Mullin bijection sewing procedure described in Sect. 3.1.2.
More precisely, for steps Ẑk ∈ {a, b} the sewing procedure is as before and t̂(k) is
the triangle which we add. If Zk = −a (resp. Zk = −b) we instead add a triangle
t̂(k) adjacent to ehk−1, we glue the right (resp. left) side of t̂(k) to the edge immediately
to its right (resp. left) on the frontier, and we define ehk to be the (only) edge of t̂(k)
which is still on the frontier of the map.
We define M̂n be the (finite) submap of M̂−∞,n consisting of the vertices and edges
on the boundaries of the 2n + 1 triangles added at times in [−n, n]Z, as in Sect. 3.1.3.
Given k ∈ [−n, n]Z such that Zk = c, let D̂k be the submap of M̂n of boundary
length 4 consisting of the two faces t̂n (̂αn(k)) and t̂n (̂αn(k)+1) (which correspond to
consecutive steps of the Ẑ of the form −a and −b) and the vertices and edges on their
boundaries. We say that we contract D̂k if we modify the map M̂n by the following
procedure. (See Fig. 13 for an illustration.) Let e1, e2, e3, e4 denote the edges on the
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Fig. 13 Contraction of D̂k (light blue), as defined before the statement of Lemma 3.5, and illustration (in
purple) of the map βn : V(M̂n) → V(Mn) defined after Lemma 3.5 (color figure online)
boundary of D̂k in counterclockwise order, such that e1 = êhα̂n(k)−1 and e3 = êhα̂n(k)+1.
A contraction means that we remove the two faces t̂n (̂αn(k)) and t̂n (̂αn(k) + 1) from
the map, and then we identify edges pairwise along the boundary of D̂k . The edge
between the two faces is removed, while the other faces on the boundary of the two
faces are kept. Let fL (resp. fR) be the face of M̂−∞,n which has e4 (resp. e2) on
its boundary, but is not equal to t̂n (̂αn(k)) or t̂n (̂αn(k) + 1). If λ˜−1( fL) < λ˜−1( fR)
(resp. λ˜−1( fL) > λ˜−1( fR)) then we identify e1 and e4 (resp. e1 and e2), and e2 and e3
(resp. e3 and e4); notice that the two edges we identify will always have one common
vertex and one not common vertex, and when we identify the edges we choose the
orientation of the edges in the natural way, such that the common (resp. not common)
vertices are identified.
Lemma 3.5 Let Ĥn denote the map with vertex set [−n−, n+]Z and adjacency condi-
tion defined by (2.2) with the walk Ẑ in place of Z .
(i) The map k → t̂(k) is a graph isomorphism modulo multiplicity (recall Defini-
tion 3.2) from Ĥn to the dual of M̂n.
(ii) If we contract all the submaps D̂k of M̂n for k ∈ [−n, n]Z such that Zk = c,
then we get a map which is isomorphic to Mn.
Proof (i) This is immediate by Proposition 3.3, and since Ẑ and M̂n (in the limit as
n → ∞) are related by Mullin’s bijection.
(ii) Consider two walks Z ′ and Z ′′ with steps Z ′ and Z ′′, respectively, in
{a, b, c,−a,−b}. Assume Z ′′ is obtained from Z ′ by choosing a k0 ∈ Z such that
Z ′k0 = c, and replacing this step c by two steps −a and −b. In other words, we
have Z ′′k = Z ′k for k < k0, Z ′′k0 = −a, Z ′′k0+1 = −b, and Z ′′k = Z ′k−1
for k > k0 + 1. Let M ′ (resp. M ′′) denote the map we get when applying the sewing
procedure described above to Z ′ (resp. Z ′′), and let D′′ be the submap of M ′′ of
boundary length 4 corresponding to the faces added in steps k0 and k0+1 of the sewing
procedure. Since we can proceed by induction, in order to conclude it is sufficient to
show that when we contract D′′, we get the map M ′. This property is immediate by
the sewing procedure applied to Z ′ and Z ′′, respectively. unionsq
From Lemma 3.5(ii) we see that there exists a natural map βn : V(M̂n) → V(Mn)
given by contracting all of the D̂k’s. See Fig. 13. We define β̂n : V(Mn) → V(M̂n)
in an arbitrary way such that βn ◦ β̂n is the identity map V(Mn) → V(Mn), and such
that β̂n sends ∂Mn to ∂ M̂n . Note that it is possible to find a map β̂n satisfying the
latter property by the construction in the proof of Lemma 3.5(ii). Let ˚F(M̂n) denote
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the set of bounded faces of M̂n , i.e., F(M̂n)\ ˚F(M̂n) consist of the single unbounded
face of M̂n . Let φ̂n : V(M̂n) → ˚F(M̂n) map v ∈ V(M̂n) to some arbitrarily chosen
face of M̂n which has v on its boundary. Let ψ̂n : ˚F(M̂n) → V(M̂n) map f ∈ ˚F(M̂n)
to some arbitrarily chosen vertex on its boundary. We also require that φ̂n, ψ̂n, β̂n are
defined such that the maps φn and ψn defined just below satisfy the requirements on
the root in (1.5) (note that by the definition of the contraction operation, it is possible to
satisfy both this requirement and the second requirement on β̂n specified right above).
By Lemma 3.5(i), we may identify ˚F(M̂n) with [−n−, n+]Z in a natural way, so we
may view ψ̂n and φ̂n as maps ψ̂n : [−n−, n+]Z → V(M̂n) and φ̂n : V(M̂n) →
[−n−, n+]Z. Define
φn : V(Mn) → [−n, n]Z by φn := αn ◦ φ̂n ◦ β̂n and
ψn : [−n, n]Z → V(Mn) by ψn := βn ◦ ψ̂n ◦ α̂n . (3.4)
Proof of Lemma 1.12 in case 2 By the definition of the maps φn it is sufficient to show
the following to conclude the proof of the lemma:
(i) β̂n sends ∂Mn to ∂ M̂n ;
(ii) αn sends the complement of [−m−, m+]Z to the complement of [−m, m]Z;
(iii) if (1.21) holds then (1.21) also holds with L̂, R̂, n±, m± instead of L,R, n, m;
(iv) the map M̂n satisfies Lemma 1.12, with (1.22) replaced by φ̂n(∂ M̂n) ∩
[−m−, m+]Z = ∅.
It follows from the definition of β̂n that (i) holds, and it follows from the definition of
α and Ẑ that (ii) and (iii), respectively, hold. Property (iv) follows from the argument
for case 1 since the sewing procedure for M̂n and the definition of φ̂n are the same as
for case 1. unionsq
Proof of Theorem 1.9 in case 2 Define the planar maps H and {Hn}n∈N as in (2.2) and
the discussion just after with Z the encoding walk for M . Throughout the proof, we
fix A > 0 and n ∈ N and we couple Z with the correlated Brownian motion Z in
such a way that the conclusion of Theorem 2.1 is satisfied for this choice of H.
To prove condition 1 from the theorem statement, we will argue that for sufficiently
large C > 1, depending only on A, the following is true for each n ∈ N.
(i) For any v1 ∼ v2 in V(Mn) we can find a path P M̂nv1,v2 from β̂n(v1) to β̂n(v2) in M̂n of
length at most 3, and each edge of M̂n is on at most 10 of these paths. (Notice that
when we bound the number of paths hitting each i ∈ V(Gn) below, it is sufficient
to bound the number of paths hitting each edge, rather than each vertex, in this
step.)
(ii) With probability at least 1 − On(n−A), for any v̂1 ∼ v̂2 in V(M̂n) we can find
a path PĤnv̂1 ,̂v2 from φn (̂v1) to φn (̂v2) in Ĥn of length at most C log n, and each
i ∈ [−n−, n+]Z is hit by at most C log n of the paths PĤnv̂1 ,̂v2 .
(iii) For any i1 ∼ i2 in Ĥn we can find a path PHni1,i2 from αn(i1) to αn(i2) in Hn of
length at most 2, and each vertex i of Hn is hit by at most 10 of the paths PHni1,i2 .
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(iv) With probability at least 1 − On(n−A), for any i1 ∼ i2 in Hn we can find a path
PGni1,i2 from i1 to i2 in Gn of length at most C(log n)3, and each i ∈ [−n, n]Z is hit
by at most C(log n)6 of the paths PGni1,i2 .
Before we prove (i)–(iv), we will argue that they imply condition 1 upon replacing
C by 100C2. Indeed, if the events in (i)–(iv) occur (which happens with probability
at least 1 − On(n−A)) and v1 ∼ v2 in V(Mn) we can construct the path PGnv1,v2 from
φn(v1) to φn(v2) in G by considering the path P M̂nv1,v2 from (i), replacing each step
(̂v1, v̂2) by the path PĤnv̂1 ,̂v2 from (ii), replacing each step of the resulting path by the
appropriate path from (iii), then replacing each step of this last path by the appropriate
path from (iv). It is immediate from (i)–(iv) that the length of the path will be at
most 3 · C log n · 2 · C(log n)3 = 6C2(log n)4, and that each i is hit by at most
10 · C log n · 10 · C(log n)6 = 100C2(log n)7 of the paths P M̂nv1,v2 .
The property (i) follows from Lemma 3.5(ii), while (iii) is immediate from the
adjacency condition (2.2) for Hn and Ĥn . It follows from Theorem 2.1 that we can
couple so that (iv) holds. Since the degree of the root of the UIPT has an exponential
tail [10, Lemma 4.2], we know that for large enough C with probability at least
1 − On(n−A),
deg(v; Mn) ≤ C log n, ∀v ∈ V(Mn). (3.5)
The property (ii) follows from Lemma 3.5(i) and (3.5), since the definition of φn
implies that the face of M̂n associated with φn (̂v1) (resp. φn (̂v2)) has v̂1 (resp. v̂2) on
its boundary, so we can find a path of faces for M̂n from φn (̂v1) to φn (̂v2) of length
at most C log n (c.f. the proof of condition 1 of Theorem 1.9 from Sect. 3.1.3 for a
similar argument).
The proof of condition 2 is very similar, and we therefore only give a brief sketch.
First we prove variants of (i)–(iv) above for the inverse maps. For example, instead of
(i) above, we show that for any v̂1 ∼ v̂2 in V(M̂n) we can find a path P Mnv̂1 ,̂v2 from βn (̂v1)
to βn (̂v2) in Mn of length at most 3, and each edge of Mn is on at most 10 of these
paths. The new variants of (i)–(iv) are proved as before, and they imply condition 2
similarly as in the proof of condition 1.
To prove condition 3 we will only explain how to bound dist(φn ◦ ψn(i), i;Gn),
since the bound for dist(ψn ◦ φn(v), v; Mn) is proven in a similar way. Assume the
events in (i)–(iv) and (3.5) are satisfied, and choose an arbitrary i ∈ [−n, n]Z. Define
î = α̂n(i), v̂ = ψ̂n (̂i), v = βn (̂v), v̂′ = β̂n(v), î ′ = φ̂n (̂v′), i ′ = αn (̂i ′).
By the definition of contraction and since v̂′ = β̂n(βn (̂v)), we have dist(̂v, v̂′; M̂n) ≤
2. By the triangle inequality,
dist(̂i, î ′; Ĥn) ≤ dist(̂i, φ̂n (̂v); Ĥn) + dist(φ̂n (̂v), î ′; Ĥn).
The first term on the right side is bounded by C log n, since it follows from the definition
of ψ̂n and φ̂n that the faces t̂(̂i) and t̂(φ̂n(ψ̂n (̂i))) have a common vertex, so the
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distance between the two faces in the dual of M̂n (equivalently, Ĥn) is at most C log n
by (3.5). The second term on the right side is bounded by 2C log n, since (ii) and
dist(̂v, v̂′; M̂n) ≤ 2 imply that dist(φ̂n (̂v), φ̂n (̂v′); Ĥn) ≤ 2C log n. We conclude
that dist(̂i, î ′; Ĥn) ≤ 3C log n. Using this bound, (iii), the definition of αn, α̂n , and
i ′ = αn (̂i ′), we get further
dist(i, i ′;Hn) ≤ dist(i, αn (̂i);Hn) + dist(αn (̂i), i ′;Hn) ≤ 1 + 2 · 3C log n.
Combining this with (iv) concludes the proof: dist(i, i ′;Gn) ≤ (1+6C log n)(log n)3 ≤
7C(log n)4, where we assume that n is chosen sufficiently large in the last step. unionsq
Proof of Theorems 1.6, 1.7, and 1.8 in case 2 By [7, Theorem 1.2], the metric ball
Bn(e0; M) of radius n centered at the root edge in the UIPT satisfies
#V(Bn(e0; M)) = n4+on(1) with probability tending to 1 as n → ∞, (3.6)
which is stronger than the UIPT case of Theorem 1.6. (Observe that the weaker vari-
ant stated in Theorem 1.6 can also be proved by proceeding as in the UST case
considered above.) Theorem 1.7 follows from Theorem 1.9 and [35, Theorem 1.15].
Theorem 1.8 is immediate from (3.6) together with the UIPT versions of Theorem 1.9
and Lemma 1.11. unionsq
3.3 Bipolar-oriented planar maps and Schnyder woods
In this section we study the case of planar maps decorated by a bipolar orientation or
Schnyder wood. We first do the necessary combinatorial arguments for finite bipolar-
oriented maps in Sect. 3.3.1. Then we move to the infinite-volume setting in Sect. 3.3.2,
and explain why the uniform infinite bipolar-oriented map, the local limit of finite
bipolar-oriented maps, exists (the analogous arguments in the case of the other maps
considered in this paper have already been carried out elsewhere). We then prove The-
orem 1.9 in the case of the uniform infinite bipolar-oriented map (case 3) in Sect. 3.3.3.
Finally in Sect. 3.3.4 we treat the case of bipolar-oriented maps with other face degree
distributions (case 4) and show that Schnyder wood-decorated maps (case 5) can be
treated as a special case of bipolar-oriented maps.
3.3.1 The mating-of-trees bijection for bipolar-oriented maps
An orientation on a graph is an assignment of a direction to each edge. A vertex is
called a sink (resp. source) if there are no outgoing (resp. incoming) edges incident to
the vertex. Sources and sinks are also called poles. A bipolar orientation of G with
specified source and sink is an acyclic orientation with no source or sink except at the
specified poles. A bipolar-oriented planar map is a planar map M , with a marked face
f0 and a bipolar orientation O on M whose source and sink are both on the boundary
of f0. Bipolar-oriented planar maps have rich combinatorial structures and numerous
applications in algorithms. For an overview of the graph theoretic perspective on
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Fig. 14 In the first panel, we embed a bipolar-orientated map (M, f0,O) so that each edge is pointing to
the north direction. We use blue and red vertices to represent their corresponding north and south poles. The
second panel illustrates the (blue) NW tree and (red) SE tree. On the third panel, there is a path λ, drawn in
green, as the interface between the NW and SE trees. The path λ induces a total ordering of E(M) which
we still denote by λ. The fourth panel lists the two cases in the definition of λ and λ˜. In both cases λ(t − 1)
is colored green and λ(t) is colored purple. In case 1 (top figure) λ˜(t) is the boldfaced vertex and in case 2
(bottom figure) λ˜(t) is the face (color figure online)
bipolar orientations, we refer to [22] and references therein. See also [12,31] and the
references therein for enumerative and bijective results.
The plane R2 is naturally associated with the notion of east, west, south and north.
It is known [2] that any bipolar-orientated planar map can be embedded into R2 in
such a way that every edge is north oriented and the marked face is unbounded. See
Fig. 14 for an example. Given a bipolar-oriented map (M, f0,O), we always embed
it this way so that O can be read off from the embedding and the source and sink can
be identified as the south pole and north pole, respectively, of the map. We therefore
denote the source and sink by S(M) and N(M), respectively. For any edge e ∈ E(M)
directed as in O, we also write S(e) and N(e), respectively, for the initial and terminal
edge of e.
Let ˚V(M) := V(M)\{N(M), S(M)} be the set of non-polar vertices of M and
˚F(M) := F(M)\{ f0} the set of bounded faces of M . We call a bipolar-oriented map
consisting of a simple cycle (separating a single bounded face from the unbounded
face) a bipolar-oriented face. The edges of a bipolar-oriented face can be divided into
those which lie on the west and east boundary arcs connected the two poles, which we
call west edges and east edges, respectively. We can think of any face in ˚F(M) as a
bipolar-oriented face. We call the clockwise (resp. counterclockwise) arc on f0 from
S(M) to N(M) the west (resp. east) boundary of M . An edge e is on both the west
and east boundaries of M if and only if removing e separates M into two connected
components.
We will now review the mating-of-trees bijection for finite bipolar-oriented maps
from [46]. For any v ∈ V(M)\{N(M)}, there is a unique edge incident to v which is
oriented away from v and is the furthest west among all such edges. We call this edge
the NW (northwest) edge of v. Similarly, there is a unique edge incident to v which is
oriented toward v and is the furthest east among all such edges. We call this edge the
SE (southeast) edge of v. The NW tree TNW of (M, f0,O) is the directed planar tree
that can be drawn as follows: each NW edge is entirely in TNW; for each other edge,
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a segment containing the head of the edge is in TNW. Similarly, the SE tree TSE can
be drawn as follows: each SE edge is entirely in TSE; for each other edge, a segment
containing the tail of the edge is in TSE. Once TNW and TSE are drawn, we can draw an
interface path λ winding between them from S(M) to N(M). The path λ introduces
an ordering on E(M), i.e. a mapping (still denoted by λ) from [0, #E(M) − 1]Z to
E(M). It also defines a bijection λ˜ : [1, #E(M) − 1]Z → ˚V(M) ∪ ˚F(M). We now
give a formal definition of λ, λ˜.
Definition 3.6 Set λ(0) to be the NW edge of S(M). Inductively, for 1 ≤ t ≤ |E(M)|−
1, given λ(t − 1):
1. If λ(t − 1) is the SE edge of N(λ(t − 1)), let λ(t) be the NW edge of N(λ(t − 1))
and set λ˜(t) := S(λ(t)) ∈ V(M).
2. Otherwise, let λ˜(t) be the unique face where λ(t − 1) is a west edge and λ(t) be
the unique east edge of λ˜(t) where S(λ(t)) = S(˜λ(t)).
See Fig. 14 for an illustration of TNW, TSE, λ, λ˜.
Suppose (M, f0,O) has m + 1 edges on the west boundary and n + 1 edges on
the east boundary. We can associate (M, f0,O) with a walk Z = (L,R) on Z2,
starting from (m, 0) when t = 0 and ending at (0, n) when t = #E(M) − 1. For
t ∈ [1, #E(M) − 1]Z, if λ˜(t) ∈ ˚V(M), we define the increment Zt := Zt − Zt−1
to be (−1, 1). If λ˜(t) ∈ ˚F(M), we set Zt = (i,− j) where i + 1 and j + 1 are
the number of the east and west edges of the face λ˜(t) respectively. It is shown in
[46, Theorem 2] that this procedure gives a bijection from bipolar-oriented maps to
finite-length lattices walks on Z2≥0 starting at the x-axis, ending at the y-axis, whose
steps are in the set7
{(−1, 1)} ∪ {(i,− j) : i, j ∈ Z≥0}. (3.7)
Following [46, Section 2.2], we now describe the sewing procedure in this case,
which is a way to dynamically build a bipolar-oriented map (M, f0,O) from the lattice
path (Z)0≤t≤#E(M)−1 of this type. For each 0 ≤ k ≤ #E(M) − 1, we inductively
associate (Zt )0≤t≤k with a bipolar-oriented map (Mk, f k0 ,Ok) with a marked edge ek
on its east boundary. When k = 0, the map (M0, f 00 ,O0) is just a directed edge e0.
For 0 < k ≤ #E(M) − 1, suppose (Mk−1, f k−10 ,Ok−1, ek−1) is constructed.
1. If Zk = (−1, 1) and N(ek−1) = N(Mk−1), then (Mk, f k0 ,Ok) = (Mk−1, f k−10 ,
Ok−1) and ek is the unique edge on the east boundary of Mk−1 with S(ek) =
N(ek−1).
2. If Zk = (−1, 1) and N(ek−1) = N(Mk−1), then (Mk, f k0 ,Ok, ek) is obtained
by attaching a north going edge ek to (Mk−1, f k−10 ,Ok−1) at N(Mk−1) so that
N(Mk) = N(ek).
3. If Zk = (i,− j) for some i, j ≥ 0, to construct (Mk, f k0 ,Ok, ek), we glue a
bipolar-oriented face f k with i + 1 east edges and j + 1 west edges to Mk−1, so
that N( f k) = N(ek), the west edges of f k are east edges of f k0 , and the east edges
of f k are not edges of Mk−1. The marked edge ek is updated to be the unique east
edge of f k satisfying S(ek) = S( f k).
7 The walk in [46] is written as (R,L), thus the set of steps differs from (3.7) by a reflection against
{x = y}.
123
1082 E. Gwynne et al.
Fig. 15 We present ten snapshots of the sewing procedure for the bipolar-oriented map in Fig. 14 where
k ∈ {1, 2, 3, 5, 6, 8, 9, 11, 12, 13}. The ten figures represent these (Mk , f k0 ,Ok )’s in order with the corre-
sponding incremental step below. Z = (−1, 1) corresponds to a Type 1 or Type 2 move, i.e. adding an
edge. Here the Type 2 moves are displayed in gray . Z = (−1, 1) corresponds to a Type 3 move., i.e.
adding a face. The marked edge ek of (Mk , f k0 ,Ok ) is always the current edge visited by the (green) path
λ, i.e. λ(k). The final map (M13, f 130 ,O13) recovers Fig. 14 (color figure online)
From the construction, {(Mk, f k0 ,Ok)}0≤k≤#E(M)−1 is an increasing family of
bipolar-oriented maps with S(M) as its common south pole. See Fig. 15 for an illustra-
tion. It is explained in [46] (and can be easily checked by induction) that the final map
(M#E(M)−1, f #E(M)−10 ,O#E(M)−1) is the bipolar-oriented map (M, f0,O) producing
Z , thus each (Mk, f k0 ,Ok) can be considered as a submap of (M, f0,O). Moreover,
the number of edges from S(ek) to S(M) (resp. N(ek) to N(M)) on the east boundary
of (Mk, f k0 ,Ok) is equal to Rk (resp. Lk). From 1 and 2 in the Definition 3.6 we
observe that
λ(k) = ek for all k,
λ˜(k) = f k whenever λ˜(k) ∈ ˚F(M),
λ˜(k) = S(ek) whenever λ˜(k) ∈ ˚V(M).
By the definition of Z , λ and the sewing procedure, we get the following.
Lemma 3.7 For two integers i, j , the edge λ(i) is the NW edge of N(λ( j)) if and only
if i = inf{t > j : Lt = L j − 1}. Similarly, λ(i) is the SE edge of S(λ( j)) if and only
if i = sup{t < j : Rt = R j − 1}.
The following observation will allow us to apply Theorem 2.1 in the proof of
Theorem 1.9 in the bipolar-oriented map case. In its statement we extend Z to
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Fig. 16 Illustration of the proof of Lemma 3.8. The left panel is an example of R and τ t−1• when Zt ∈
Z≥0 × Z≤0. We write τ t−1• as τ• for simplification. In the right panel, the straight line represents the east
boundary of Mt−1. The green edge is λ(t − 1) and the purple edge is λ(t). The vertices to the south of
N(λ(t − 1)) are λ˜(τ1), λ˜(τ2), . . . in order. At time t we add a face λ˜(t) with west boundary length  = 7.
We see that S(˜λ(t)) = λ˜(τ7). Moreover, in the left panel for t,R fixed, the time s satisfies the inequality
(3.9) if and only if s ∈ {τi }1≤i≤7, which proves Assertion 1 (color figure online)
[−1, #E(M)]Z and λ˜ to [0, #E(M)]Z by setting
Z0 −Z−1 = Z#E(M) −Z#E(M)−1 = (−1, 1), λ˜(0) = S(M), and λ˜(n) = N(M).
(3.8)
Lemma 3.8 For s, t ∈ [0, #E(M)]Z with s < t , we have that
1. λ˜(s) is the tail of a west edge on the boundary of λ˜(t) if and only if
Rs−1 ∨ (Rt − 1) < min
s≤ j<t R j (3.9)
2. λ˜(t) is the head of an east edge on the boundary of λ˜(s) if and only if
Lt ∨ (Ls−1 − 1) < min
s−1< j≤t−1 L j (3.10)
Proof See Fig. 16 for an illustration of the proof. For all k ∈ [0, #E(M)]Z, let τ k0 = k.
For i ≥ 0 and τ ki ≥ 0, we set sup ∅ = −∞ by convention and inductively define
τ ki+1 = sup{t < τ ki : Zt = (−1, 1) and Rt = Rτ ki − 1}.
We first prove the following claim by an induction on k:
S(ek) = λ˜(τ k1 ) and the vertices on the east boundary of Mk between S(ek) and
spole(Mk) are λ˜(τ k1 ), λ˜(τ
k
2 ), · · · , λ˜(τ kRk+1) in order. (3.11)
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For k = 0, (3.11) holds by (3.8). For 1 ≤ k ≤ #E(M), assume (3.11) holds for k − 1.
If Zk = (−1, 1), then τ ki = τ k−1i−1 for i ≥ 1 and by the definition of the sewing
procedure we add an edge at time k (so we do not cover up any boundary vertices),
which shows that (3.11) holds for k. If Zk ∈ Z≥0 × Z≤0, then at time k we add a
face λ˜(k) with west boundary length k := Rk − Rk−1. Therefore τ ki = τ k−1k+i−1 for
i ≥ 1 and S(ek) = λ˜(τ k−1k ) = λ˜(τ k1 ). Thus (3.11) holds for k. This proves (3.11).
Note that s, t satisfies (3.9) if and only if s ∈ {τ t−1i : 1 ≤ i ≤ t−1}. Now Assertion 1
follows from (3.11).
By rotating R2 by 180 degrees, we reverse the direction of each edge on (M, f0,O)
and swap the role of south and north as well as west and east. We can also reverse
the path λ and the walk Z . Then the role of R is played by the time reversal of L
and vice versa. Here we note that after the time reversal, (s − 1, s, t − 1, t) becomes
(t, t − 1, s, s − 1). This time reversal trick gives Assertion 2 from Assertion 1. unionsq
Remark 3.9 The time reversal trick in the proof of Lemma 3.8 will be used frequently.
3.3.2 The uniform infinite bipolar-oriented map
In this section, we construct an infinite planar map which will be the local limit of
the uniform bipolar-oriented maps as the size tends to ∞ (see Proposition 3.16 and
Definition 3.18.). Consider a bi-infinite simple random walk Z = (L,R) with Z0 = 0
and the step distribution ν supported on (3.7) such that
ν(i,− j) = 2−i− j−3 for i, j ≥ 0 or i = j = −1. (3.12)
As above, we write Zt = Zt −Zt−1 for all t ∈ Z. For two integers m < n, we choose
K ∈ N large enough so that Z([m, n]Z)+(K , K ) ⊂ (0,∞)2. Let x = Lm +Rm +2K
and y = Ln +Rn +2K so that the straight line segment between Zm + (K , K ) (resp.,
Zn + (K , K )) and (x, 0) (resp., (0, y)) has slope −1. By concatenating the trajectory
of Z|[m,n]Z + (K , K ) with these two line segments of slope −1, each traversed by
steps of the form (−1, 1), we get a walk Zm,n,K with steps in (3.7), starting from
(x, 0) and ending at (0, y). Applying the sewing procedure in Sect. 3.3.1 to Zm,n,K
we obtain bipolar-oriented map (Mm,n,K , f m,n,K0 ,Om,n,K ). We define λm,n,K as λ in
Definition 3.6 with (Mm,n,K , f m,n,K0 ,Om,n,K ) in place of (M, f0,O). See Fig. 17 for
an illustration.
Since Zt = Zm,n,KRm+K+t−m for each t ∈ [m, n]Z, the map Mm,n,K can be
identified as a submap of Mm,n,K+1 with compatible edge orientations. In this iden-
tification, for each t ∈ [m, n]Z, λm,n,K (Rm + K + t − m) and λm,n,K+1(Rm +
K + 1 + t − m) represent the same edge, which we denote by λm,n(t). This
edge corresponds to the step Zm,n,KRm+K+t−m = Zt . If Mm,n,K is removed from
Mm,n,K+1, we are left with two disjoint edges, one oriented from N(Mm,n,K )
to N(Mm,n,K+1), the other from S(Mm,n,K+1) to S(Mm,n,K ). Taking the union⋃
K Mm,n,K , we obtain an infinite planar map Mm,n with an edge orientation Om,n
where Om,n|E(Mm,n,K ) = Om,n,K for large enough K . Moreover, Mm,n,K is a submap
of Mm,n such that E(Mm,n)\E(Mm,n,K ) form two disjoint rays emanating from
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Fig. 17 The walk Zm,n,K for m = 1, n = 6, K = 4 and its corresponding bipolar-oriented map
(Mm,n,K , f m,n,K0 ,Om,n,K ), adjusted from the fifth figure in Fig. 15. The green edges are λm,n(t) for
t ∈ [m, n]Z. An edge of a certain color in the map corresponds to a step of the same color in the walk (color
figure online)
N(Mm,n,K ) and S(Mm,n,K ), respectively. Concatenating the ray from N(Mm,n,K )
to the NW tree of Mm,n,K , we obtain an infinite planar tree which we call the NW
tree of Mm,n that does not depend on K . Similarly, by concatenating the ray from
S(Mm,n,K ) to the SE tree of Mm,n,K , we obtain the SE tree of Mm,n .
By the time reversal trick in the proof of Lemma 3.8 (see also Remark 3.9), we
have the following.
Lemma 3.10 For each t ∈ Z, let Z t = (R−t ,L−t ). For m < n ∈ Z, let O˜m,n be
the orientation obtained by reversing each arrow in Om,n. Then (Mm,n, f m,n0 , O˜m,n)
is isomorphic to (M−n,−m, f −n,−m0 ,O
−n,−m
), which is defined in the same way as
(M−n,−m, f −n,−m0 ,O−n,−m) with Z replaced by Z .
Recall that Mm,n can be embedded so thatOm,n is pointing upward for each edge. By
Lemma 3.10, (M−n,−m,O−n,−m) is obtained by rotating this picture by 180 degrees.
For  ∈ [m, n]Z, let {bm,n (i)}i∈Z ⊂ E(Mm,n) be such that bm,n (0) = λm,n(),
bm,n (i + 1) is the NW edge of N(bm,n (i)) for i ≥ 0, and bm,n (i − 1) is the SE edge
of S(bm,n (i)) for i ≤ 0. Intuitively, we can think of {bm,n (i)}i>0 as the branch of the
NW tree of Mm,n from N(λm,n()) to infinity, and {bm,n (i)}i<0 as the branch of the
SE tree of Mm,n from S(λm,n()) to infinity.
Lemma 3.11 For m′ < m < n < n′, Mm,n is isomorphic to the submap of Mm′,n′
bounded by the bi-infinite lines bm′,n′m and bm
′,n′
n in Mm,n. Under this identification,
Om,n|E(Mm,n) = Om,n. For each t ∈ [m, n]Z, we have λm,n(t) = λm′,n′(t) and
bm
′,n′
t = bm,nt .
Proof This can be checked straightforwardly from the definition of the sewing proce-
dure in the finite volume setting. We leave the details to the reader. unionsq
Now for each n ∈ N we let e0 = λ−n,n(0) be the root edge of M−n,n . Taking the
union
⋃
n∈N M−n,n , we obtain an infinite planar map M with the root edge e0 and
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Fig. 18 We use the notations in the proof of Lemma 3.12. Left: An illustration of the times τ, ρ±, T•, T̂•.
The green step is Zτ . Right: The corresponding picture for Nb0. The arrowed edge is e0. The green
edge is λ(τ). The faces of Nb0 correspond to the blue and red steps in the left panel. From Assertion 1 in
Lemma 3.8, the time τ is first time when S(λ(τ)) = S(e0). Moreover, ρ+ (resp. ρ−) is the unique time
t such that λ˜(t) is a face and S(e0) is on the west (resp. east) boundary of λ˜(t) but is not a pole of λ˜(t).
Finally, {˜λ(Ti )}ξ−<i≤ξ+ (resp. {˜λ(T̂i )}1≤i≤ζ ) describes the set of faces where S(e0) is the south (resp.
north) pole (color figure online)
an edge orientation O such that O|E(M−n,n) = O−n,n for each n ∈ N. For each t ∈ Z,
let λ(t) = λ−n,n(t) for n > |t |. This defines a function λ : Z→ E(M). By definition
λ is an injection. Lemma 3.14 below will show that λ is in fact a bijection.
So far there is no probability involved. Now we prove a few probabilistic lemmas
ensuring that almost surely M does not have certain pathological behaviors. We will
use the following notation. For integers m < n, we call the union of the east (resp.,
west) boundary of Mm,n,K for all large enough K ’s the west (resp. east) boundary of
Mm,n .
Lemma 3.12 With probability 1, there exists n ∈ N such that S(e0), i.e., the tail of e0,
is not on the east or west boundary of M−n,n.
Proof Consider the following special times for Z:
τ := max{t ≤ 0 : Zt = (−1, 1) and Rt = R0 = 0},
ρ+ := inf{t ≥ 0 : Rt < 0}, and ρ− := sup{t < τ : Zt
= (−1, 1) and Lt−1 ≤ Lτ−1}. (3.13)
These times are illustrated in Fig. 18. Note that all three times are finite almost surely.
Let K be so large that Mρ−−1,ρ+,K is well defined and let (M ′, f ′0,O′) :=
(Mρ−−1,ρ+,K , f ρ−−1,ρ+,K0 , Oρ
−−1,ρ+,K ) Now we define a function λ˜ : [ρ−, ρ+]Z →
˚V(M ′) ∪ ˚F(M ′) with λ˜ as in Definition 3.6 but with a different interval of definition.
For t ∈ [ρ−, ρ+]Z, if λ(t − 1) is the SE edge of N(λ(t − 1)), set λ˜(t) := S(λ(t)).
Otherwise, let λ˜(t) be the unique face where λ(t − 1) is a west edge. Here the notion
of east/west/south/north is with respect to (M ′, f ′0,O′). We define λ˜ this way so that
Lemma 3.8 can be adapted to this situation straightforwardly.
Let Nb0 be the subgraph of M ′ consisting of all faces of M ′ with S(e0) on their
boundaries, and all vertices and edges of M ′ that are on the boundaries of such faces.
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We claim that faces in Nb0 all belong to ˚F(M ′), which will imply Lemma 3.12 with
n = |ρ−| ∨ |ρ+|.
Let ξ+ = #{t ∈ (0, ρ+) : Rt = 0} and ξ− = −#{t ∈ [τ, 0) : Rt = 0}. Let
{Ti }ξ−≤i≤ξ+ be the set of times in [τ, ρ+] for which Rt = 0, in increasing order. Note
that τ = Tξ− and T0 = 0. Let ζ := #{t ∈ (ρ−, τ − 1) : Lt = Lτ−1} and let {T̂i }1≤i≤ζ
represent this time set in decreasing order. Recall Lemma 3.8 and its proof. We make
the following observations which imply the claim in the previous paragraph. We will
justify them just below.
1. {λ(Ti )}ξ−≤i≤ξ+ is equal to the set of outgoing edges in Nb0 in clockwise order. In
particular, λ(τ) is the NW edge of S(λ(0)).
2. The cardinality of the set of faces in M ′ with S(e0) as south pole equals ξ+ − ξ−.
When the set is nonempty, it equals {˜λ(Ti )}ξ−<i≤ξ+ .
3. λ˜(ρ+) is the unique face in M ′ with S(e0) on its west boundary but not as one of
its poles.
4. The cardinality of the set of faces in M ′ with S(e0) as north pole equals ζ . When
the set is nonempty, it equals {˜λ(T̂i )}1≤i≤ζ .
5. λ˜(ρ−) is the unique face in M ′ with S(e0) on its east boundary but not as one of
its poles.
See Fig. 18 for an illustration of observations 1-5. Note that if Z0 = (1,−1), then
τ = 0. Otherwise τ = inf{s : s and 0 satisfy (3.9)}. In both cases S(λ(τ )) = S(e0).
Since Zτ = (1,−1), condition 1 in the definition of λ implies that λ(τ) is the
NW edge of S(λ(0)) = S(e0). Now {Ti }ξ−<i≤ξ is the set of times t satisfying τ =
inf{s : s and t satisfy (3.9)}. Moreover, ρ+ is the unique time > τ such that τ and ρ+
satisfy (3.9) and Rρ+ < Rτ . This combined with Assertion 1 in Lemma 3.8 proves
observations 1-3. Recall Remark 3.9 and Lemma 3.10. If we replace τ by τ − 1 and
R by the time reversal of L in the above argument, we obtain observations 4-5. unionsq
Lemma 3.13 The following occurs with probability 1. Each vertex in M has finite
degree. For each r, there exists n = n(r) ∈ N large enough such that Br (S(e0); M)
is a subgraph of M−n,n and has no vertices on the east or west boundary of M−n,n.
Proof By Lemma 3.12, the degree of S(e0) is finite. Note that e0 = S(λ(0)). By the
stationarity of Z , Lemma 3.12 remains true if S(e0) is replaced by S(λ(k)) for each
k ∈ Z. Let v be an adjacent vertex of S(e0). Then by the proof of Lemma 3.12 there
exists k ∈ Z such that v = S(λ(k)) or v = N(λ(k)). In the later case, we must have
v = S(λ(k′)) where k′ = inf{t > k : Lt = Lk − 1}. Therefore we can always find
k ∈ Z such that v = S(λ(k)). Thus there almost surely exists nv ∈ N such that
v ∈ V(M−nv,nv ) and v is not on the east or west boundary of M−nv,nv . Let n(1) be the
maximum over all such nv’s. Then n(1) satisfies the desired property for B1(S(e0); M).
Iterating this argument for each vertex in B1(S(e0); M) gives the desired result for
B2(S(e0); M). The general statement follows from further iterations. unionsq
By Lemma 3.13, given each v ∈ V(M), by considering M−n,n with large enough
n, we can talk about the SE and NW edges of v as in the finite volume case.
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Lemma 3.14 For each edge e on M, there exists n ∈ N such that e ∈ E(M−n,n) and
e has no endpoints on the east or west boundary of M−n,n. In particular, there exists
k ∈ [n, n]Z such that e = λ(k) and the two faces with e on their boundaries belong
to ˚F(M−n,n).
Proof The existence of M−n,n in the first statement immediately follows from
Lemma 3.13. By the definition of east and west boundaries, the two faces in F(M−n,n)
with e on their boundaries belong to ˚F(M−n,n). Choose K large enough so that
M−n,n,K is well defined. By Lemma 3.8 and the definition of Z−n,n,K , for each
t < R−n + K there is no face in ˚F(M−n,n,K ) with λ−n,n,K (t) being an edge. There-
fore, λ−n,n,K (t) must be on the west boundary of M−n,n,K . Similarly, λ−n,n,K (t) must
be on the east boundary of M−n,n,K for each t > R−n + K + 2n. Therefore there
exists k ∈ [−n, n]Z such that e = λ−n,n(k) = λ(k). unionsq
By Lemma 3.14 λ is a bijection between Z and E(M). Moreover, the degree of
each face of M is bounded. Therefore, given a face of M we can define its poles and
east/west boundaries as in the finite map case. Now for each t ∈ Z, if λ(t − 1) is the
SE edge of N(λ(t − 1)), set λ˜(t) := S(λ(t)). Otherwise, let λ˜(t) be the unique face
where λ(t − 1) is a west edge. Then λ˜ : Z→ V(M) ∪ F(M) is a bijection. For each
t ∈ Z, both Items 1 and 2 in Definition 3.6 hold in this infinite volume setting. The
following fact is an immediate consequence of this extension of definition.
Lemma 3.15 For n ∈ N and K large enough such that M−n,n,K is well defined, we
have that λ˜([−n, n]Z) ∩ F(M) = ˚F(M−n,n,K ).
We adapt the notion of Benjamini–Schramm convergence [20] to the setting of
oriented rooted graphs. Given planar maps G and G ′ with oriented root edges e and e′,
respectively, the Benjamini–Schramm distance [20] from (G, e) to (G ′, e′) is defined
by
dloc = inf{2−r : r ∈ N, Br (o; G)  Br (o′; G ′)},
where o and o′ are the tail of e and e′ respectively and Br (e; G)  Br (e′; G ′)means that
the two metric balls are isomorphic as oriented rooted planar maps. Then dloc defines
a metric on the space of finite rooted planar maps. Let M be the Cauchy completion
of the space of finite oriented rooted planar maps under dloc. Elements in M which are
not finite are infinite rooted oriented planar maps. The following proposition asserts
that M is the Benjamini–Schramm limit of the uniform finite bipolar-oriented maps
viewed from a typical edge.
Proposition 3.16 Let (M(n),O(n)) be a uniformly chosen bipolar-oriented map with
n edges, and let e(n) be an edge uniformly chosen in E(M(n)). Then as n → ∞,
(M(n), e(n),O(n)) converges in law to (M, e0,O) defined above in the Benjamini–
Schramm topology.
Proof Let (ξ1, ξ2) be independent of Z so that P[(ξ1, ξ2) = (i, j)] = 2−i− j−2 for
all (i, j) ∈ Z≥0 × Z≥0. Let En be the event that {(ξ1, 0) + Zt }0≤t≤n−1 is a walk
starting at (ξ1, 0), ending at (0, ξ2) and staying in Z≥0 ×Z≥0 during [0, n − 1]. Then
123
Amating-of-trees approach for graph distances in random… 1089
conditioning on En and applying the sewing procedure to {(ξ1, 0) + Zt }0≤t≤n−1, we
obtain a sample of (M(n),O(n)) (see [46, Remark 2]). Let λn be the edge-valued
function associated with this sewing procedure and let Un be a uniform sample from
[0, n − 1]Z. Then (M(n), λ(Un),O(n)) is a sample of (M(n), e(n),O(n)).
Now let Zn(•) be sampled from the conditional law of Z(• + Un) − Z(Un) given
En . Standard results for random walk in cones (see, e.g., [27, Theorem 4] and [26, The-
orem 1]) yield that as long as P[En] > 0, it holds that P[En] decays sub-exponentially
in n. Therefore, Cramer’s large deviation theorem implies that for all N > 0 the walks
Zn and Z can be coupled so that their restrictions to [−N , N ] agree with probability
1 − on(1) (see [62, Section 4.2] for a similar application of Cramer’s theorem). Now
Proposition 3.16 follows from Lemma 3.13. unionsq
For each  ∈ Z, let M,∞ be the submap of M obtained by taking the union⋃
n> M,n , rooted at the edge λ(). Then M,∞ has a bi-infinite boundary, which
coincides with the west boundary of M,n for each integer n > . List these boundary
edges as {b(i)}i∈Z such that b(0) = λ() and N(b(i)) = S(b(i + 1)) for each
i ∈ Z. By Lemma 3.11, we have the following.
Lemma 3.17 In the setting right above, almost surely, b(i + 1) is the NW edge of
N(b(i)) for each i ≥ 0, and b(i − 1) is the SE edge of S(b(i)) for each i ≤ 0.
For each  ∈ Z, we can also consider M−∞, = ⋃n< Mn,, where λ() is assigned
to be the root edge. Then M−∞, and M,∞ share the same boundary.
Definition 3.18 We call (M, e0,O) the uniform infinite bipolar-oriented map (UIBOM).
We call {M−∞,}∈Z and {M,∞}∈Z the forward and backward sewing procedure of
(M, e0,O), respectively.
Proposition 3.19 For each  ∈ Z, {Zk − Z}k≤ and (M−∞,, λ(),O|E(M−∞,))
almost surely determine each other. The same statement holds for M,∞ with {Zk −
Z}k≤ replaced by {Zk − Z}k≥. In particular, Z and (M, e0,O) almost surely
determine each other.
Proof For n > , by definition M,n is determined by {Zk − Z}k∈[,n]Z . Therefore{Zk−Z}k≥ determines (M,∞, λ(),O|E(M,∞))Now given (M,∞, λ(),O|E(M,∞)),
let f be the face with λ() on its west boundary. According to whether N(λ()) =
N( f ), we can decide λ( + 1). By Lemma 3.17, (M+1,∞, λ( + 1),O|E(M+1,∞))
is determined by (M,∞, λ(),O|E(M,∞)). By induction, (Mk,∞, λ(k),O|E(Mk,∞))
is determined by (M,∞, λ(),O|E(M,∞)) for all k > . This allows us to recover{Zt }t> hence {Zk − Z}k∈[,n]Z . Using the time reversal trick in Lemma 3.10, we
obtain the same result for M−∞, and {Zk − Z}k≤. unionsq
Given v ∈ V(M), we define Nbv to be the subgraph of M consisting of all faces
of M with v on their boundaries and all vertices and edges of M on the boundaries of
such faces. In the proof of Lemma 3.12, if M ′ is identified as a subgraph of M , then
NbS(e0) equals Nb0 defined there. For f ∈ F(M), let Nb f be subgraph of M given
by the union of Nbv’s where v is a boundary vertex of f , i.e., Nb f is the set of all
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faces of M which share a vertex with f and all vertices and edges which lie on the
boundaries of such faces. Let
|Nbx | := #V(Nbx ) + #F(Nbx ) + #E(Nbx ), ∀x ∈ V(M) ∪ F(M).
We conclude this section by a degree-bound type estimates for the UIBOM.
Lemma 3.20 For all fixed i ∈ Z, set Nbi := NbS(λ(i)) and N˜bi := Nb˜λ(i). Then
the laws of both |Nbi | and |N˜bi | do not depend on i and have exponential tails. In
particular, the degrees of the two endpoints of the root edge of the UIBOM have
exponential tails.
For the proof of Lemma 3.20, we need the following elementary estimate.
Lemma 3.21 Suppose {Xi }i≥1 is a sequence of i.i.d. nonnegative random variables
such that E[ebX1 ] < ∞ for some b > 0. Let ξ be a nonnegative random variable
(not necessarily independent from the Xi ’s) with an exponential tail. Then there exists
c > 0 only depending on the law of X1 and ξ so that
P
[ ξ∑
i=1
Xi ≥ n
]
≤ e−cn .
Proof By a union bound, for δ > 0,
P
[ ξ∑
i=1
Xi ≥ n
]
≤ P[ξ ≥ δn] + P
[ δn∑
i=1
Xi ≥ n
]
.
By choosing δ small enough according to the law of X1, the lemma follows from
Cramer’s Large Deviation Theorem. unionsq
Proof of Lemma 3.20 The stationarity of {Nbi }i∈Z and {N˜bi }i∈Z follows from the sta-
tionarity of Z . So it suffices to focus on i = 0 in the rest of the proof.
To deal with Nb0, we retain the notation used in the proof of Lemma 3.12. By the
Markov property of Z , all of ξ−, ξ+ and ζ have geometric distributions. Moreover,
conditioning on ξ− = 0, we have that {ZTi }ξ−<i≤0 are i.i.d and have exponential
tails. The same also holds for {ZTi }1≤i≤ξ+ and {ZT̂i }1≤i≤ζ . (However, the laws of
ZT−1 and ZT1 are not the same.) Now observations 1-5 in the proof of Lemma 3.12
combined with Lemma 3.21 and (3.12) imply that |Nb0| has an exponential tail. We
obtain the same result for {NbN(λ(i))}i∈Z by reversing the time direction and apply
Lemma 3.10.
It remains to treat N˜b0. Set t0 = 0. For a positive integer k, we inductively define tk =
inf{t > tk−1 : Lt = Ltk−1 −1}. Then {tk}k≥0 are stopping times for the filtration {F =
σ({Zi }i≤)}∈Z. Moreover, λ(tk) is the NW edge of λ(tk−1) for k ≥ 1. Let Nb+k =
(NbS(λ(tk−1)) ∪ NbS(λ(tk )) ∩ Mtk−1,tk . Then {Nb+k }k≥1 is a sequence of independent
identically distributed random variables. Recall the M0,∞ in Definition 3.18. On the
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event v ∈ V(M), N˜b0 = Nb0 is handled in the previous paragraph. On the event
λ˜(0) ∈ F(M), let  be the number of edges on the east boundary of λ˜(0), which has
an exponential tail. Then {Nb+k }1≤k≤ and NbS(λ(t)) ∩ M0,∞ cover N˜b0 ∩ M0,∞. Let
|Nb+k | = #V(Nb+k ) + #F(Nb+k ) + #E(Nb+k ). Since |Nb+1 | ≤ |NbS(e0)| + |NbN(e0)|,
we see that |Nb+k | has an exponential tail. On the other hand, NbS(λ(t)) ∩ M0,∞ has
the same law as Nb0 ∩ M0,∞, whose size has an exponential tail. By Lemma 3.21 and
reversing the time as in Lemma 3.10, we can bound |N˜b0| by the sum of two random
variables with exponential tails, thus proving Lemma 3.20. unionsq
Remark 3.22 A bipolar orientation on a map can be associated with a bipolar orienta-
tion on its dual map via rotating the orientation of each edge by 90 degrees. Therefore
the UIBOM and its dual map agree in law. Thus bounds on |N˜b0| immediately follow
from bounds on |Nb0|. However, our proof of Lemma 3.20 is more robust and works
for the more general setting in Sect. 3.3.4.
3.3.3 Proof of Theorem 1.9 for the UIBOM
From the discussion in Sect. 3.3.2, Assertions 1 and 2 in Lemma 3.8 hold for the
UIBOM for all s, t ∈ Z with s < t . We still refer to this fact as Lemma 3.8 for the
UIBOM. Let Q := Q(M) be the radial map associated with M , i.e., the quadrangu-
lation obtained from M by connecting the center of each face of M with its adjacent
vertices and removing all edges of M . We identify V(M) ∪ F(M) with V(Q) so that
λ˜ is a bijection between Z and V(Q). By Lemma 3.8 for the UIBOM, we have the
following.
Proposition 3.23 The graph Q is isomorphic via i ↔ λ˜(i) to the graph Ĥ defined as
follows. The vertex set of Ĥ is Z. For s, t ∈ V(Ĥ) with s < t , the vertices s and t are
connected by an edge in Ĥ if and only if either
(Ls−1 − 1) ∨ Lt < min
s−1< j≤t−1 L j or Rs−1 ∨ (Rt − 1) < mins≤ j<t R j . (3.14)
Remark 3.24 Although it is not needed later, we note that Q is a quadrangulation with
boundary which can be oriented as follows. Each edge e ∈ E(Q) must be of the
form {v, f } with v ∈ V(M) and f ∈ F(M). Orient e from f to v if v = N( f ) or
S( f ) and from v to f otherwise. This combinatorial object is called a 2-orientation
on quadrangulation (see e.g. [29, Section 5.2]) because every vertex has out-degree
2. This constructions gives a general bijection between bipolar orientations and 2-
orientations. When M = Z2, the 2-orientation on Q is called a 6-vertex configuration.
This special case is considered in [45], based on which a connection between SLE12
and the 6-vertex model is found.
To use Theorem 2.1 and Remark 2.5 to prove Theorem 1.9 , we define a planar
map H = H(Z) via the following discrete analogue of (1.2). The vertex set of H is
V(H) = Z, and for s, t ∈ V(H) with s < t , we declare that s and t are connected by
an edge in H if and only if either
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(Ls−1 − 1) ∨ Lt < min
s−1< j≤t−1 L j or Rs−1 ∨ (Rt − 1)
< min
s≤ j<t R j or t − s = 1. (3.15)
By Proposition 3.23, the radial map Q can be identified with a submap of H via
i ↔ λ˜(i). Moreover, H can be recovered from Ĥ in Proposition 3.23 by adding
edges {t, t + 1} for all t ∈ Z. Recall Definition 3.6 of λ and λ˜ and its infinite volume
extension in Sect. 3.3.2. We have that H is isomorphic via λ˜ to the graph Q such that
V(Q) = V(Q) and v,w ∈ V(Q) are connected in Q if and only if one of the following
three possibilities occurs:
1. v and w are connected in Q;
2. v,w are two vertices of M and are connected by an edge e ∈ E(M) so that e is
the NW edge of S(e) and the SE edge of N(e) (see Item 1 in Definition 3.6);
3. v,w are two faces of M which share an edge e so that S(e) is the south pole of
one face and N(e) is the north pole of the other face (see Item 2 in Definition 3.6).
For n ∈ N, let Hn be the subgraph of H whose vertex set is [−n, n]Z, with two
vertices connected by an edge in Hn if and only if they are connected by an edge
in H. Let Qn be the image of Hn under the isomorphism λ˜. Let Mn be the smallest
connected subgraph of M containing each vertex in {˜λ(t)}t∈[−n,n]Z and all vertices
and edges on the boundary of each face in {˜λ(t)}t∈[−n,n]Z .
One can give a more direct description of Mn . Recall Definition 3.18. For n ∈ N, let
{bn(i)}i∈Z and {b−n(i)}i∈Z be as in Lemma 3.17 with  = n and  = −n, respectively.
Define
τn = inf{t ≥ n : λ(t) = b−n(i) for some i > 0} and v+,n = S(λ(τn));
τ−n = sup{t ≤ −n : S(λ(t)) = S(bn(i)) for some i ≤ 0} and v−,n = S(λ(τ−n)).
Both v+,n and v−,n are on the boundary of both M−n,∞ and M−∞,n . The seg-
ments between v+,n and v−,n on these two boundaries enclose a bipolar oriented
map (M̂n, f̂n, Ôn). In other words. M̂n is the unique finite connected component of
M−n,n after removing {v+,n, v−,n}. Moreover, O|E(M̂n) = Ôn , v+,n = N(M̂n) and
v−,n = S(M̂n).
Lemma 3.25 Mn is isomorphic to M̂n when M̂n is viewed as a graph.
Proof We first show that M̂n is a subgraph of Mn . Since both M̂n and Mn are connected
subgraphs of M , it suffices to show that E(M̂n) ⊂ E(Mn). Choose K large enough
so that Mn,n,K is well defined. Given e ∈ E(M̂n), if e is on the boundary of a face
f ∈ ˚F(Mn,n,K ), by Lemma 3.15 there exists i ∈ [−n, n]Z such that λ˜(i) = f .
Therefore e ∈ E(Mn). Now we suppose e is not on the boundary of any face in
˚F(M−n,n,K ). Then e must be on the boundary of both M−n,∞ and M−∞,n . Let k ∈ Z
be such that λ(k) = e. If k ≥ n, by the minimality of τn , we must have τn ≤ k. This
contradicts that v+,n = S(λ(τn)) is the north pole of M̂n . Therefore k < n. Similarly,
if k < −n, we must have τ−n ≥ k which contradicts that v−,n = S(λ(τ−n)) is the
south pole of M̂n . Therefore k ≥ −n. Let i be such that b−n(i) = e. Then we must
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have i ≥ 0. Therefore e is the NW edge of S(e) and hence S(e) = λ˜(k) ∈ V(Mn). On
the other hand, λ(k+1) must be the NW edge of N(e). Namely, λ(k+1) = b−n(i +1).
Otherwise λ˜(k +1) would be a face with e on its boundary. Therefore N(e) ∈ V(Mn),
which concludes the proof that E(M̂n) ⊂ E(Mn).
It remains to show that Mn is a subgraph of M̂n . By the definition of Mn
above, it suffices to show that {˜λ(t)}t∈[−n,n]Z ⊂ V(M̂n) ∪ ˚F(M̂n). By Lemma 3.15,
{˜λ(t)}t∈[−n,n]Z ∩ F(M) = ˚F(M−n,n) = ˚F(M̂n). Now suppose j ∈ Z is such that
v = λ˜( j) ∈ V(M−n,n,K )\V(M̂n). Then v must be in one of the two infinite connected
of M−n,n after removing {v+,n, v−,n}. Therefore j > τn ≥ n or j < τ−n ≤ −n. This
gives {˜λ(t)}t∈[−n,n]Z ∩ V(M) ⊂ V(M̂n) and concludes the proof. unionsq
From now on we identify the graph Mn with the submap M̂n of M in Lemma 3.25.
Let ιn : Mn → M be the inclusion map. Define ψ : Z → V(M) by ψ(i) = S(λ(i))
and set ψn := ψ |[−n,n]Z . Define
φn(v) := λ˜−1(v)1v =S(e0) for v ∈ V(Mn) with |˜λ−1(v)| ≤ n.
To define φn(v) for the case when |˜λ−1(v)| > n we proceed as follows. Suppose
v ∈ V(Mn) and F(Nbv)∩F(Mn) = ∅. Then v cannot be on any inner face of Mn . Here
recall that F(Nbv) is a subset of F(M) and note that the outer face of Mn is not a face
in M . So F(Nbv)∩F(Mn) is just F(Nbv)∩ ˚F(Mn). By the first paragraph in the proof
of Lemma 3.25, v ∈ {˜λ(t)}t∈[−n,n]Z . Therefore, for v ∈ V(Mn) with |˜λ−1(v)| > n,
we must have F(Nbv)∩F(Mn) = ∅. In this case, we let φn(v) be the integer with the
smallest absolute value for which λ˜(φn(v)) ∈ F(Nbv) ∩ F(Mn) (in the case of a tie,
we choose φn(v) to be positive). Now we have a function φn : V(Mn) → [−n, n]Z.
Since λ˜(0) ∈ F(Nb0) ∩ F(Mn) when λ˜(0) ∈ F(M), we see that φn(S(e0)) = 0.
Therefore ψn, φn, Mn satisfy (1.5).
Proof of Lemma 1.12 in case 3 We first prove that under the condition (1.21) of
Lemma 1.12, there does not exist v ∈ V(∂Mn) such that k = φn(v) ∈ [−m, m]Z
and |˜λ−1(v)| ≤ n. Suppose by way of contradiction that there exists such a v. If v
is on the west boundary of Mn , by the definition of φn , we have v = λ˜(k) and λ(k)
is the NW edge of v. If v is on the west boundary of Mn then there exists i > 0
such that λ(k) = b−n(i). (Recall b−n in Lemma 3.17.) Therefore, by Lemma 3.7 and
Lemma 3.17, k = inf{t > −n : Lt = L−n − i}. Since k ∈ [−m, m]Z, this contra-
dicts the assumption (1.21) for L. Similarly, if v is on the east boundary of Mn , by
the time reversal trick in Remark 3.9 and Lemma 3.10, there exists i < 0 such that
λ(k − 1) = bn(i) and k − 1 = sup{t < n : Rt = Rn + i}. This contradicts the
assumption (1.21) for R.
It remains to show that there exists no v ∈ V(∂Mn) such that k = φn(v) ∈
[−m, m]Z and |˜λ−1(v)| > n. Suppose by way of contradiction that there exists such a
v. Then λ˜(k) is a face in ˚F(Mm) with v on its boundary. Suppose λ˜−1(v) > n. Then v
must be on the east boundary of Mn . Thus the north pole of λ˜(k), which is N(λ(k−1)),
must be on the east boundary of Mn . Let  = inf{t > k − 1 : Lt = Lk−1 − 1}. By
Lemma 3.7, λ() is the NW edge of N(λ(k − 1)). Since λ˜−1(v) > n, we must have
 > n. Therefore Lk−1 = mint∈[k−1,n]Z Lt , which contradicts (1.21) for L. Suppose
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λ˜−1(v) < −n. Then similarly, v and S(λ(k)) must be on the east boundary of Mn .
This gives sup{t < k : Rt = Rk − 1} < −n, which contradicts (1.21) for R. unionsq
Recall the notations above Lemma 3.20. The following fact follows from
Lemma 3.12 and the definition of Qn .
Lemma 3.26 Suppose v ∈ V(Mn) and f1, f2 ∈ F(Nbv) ∩ F(Mn). Then f1, f2 are
connected inQn only using vertices and faces in Nbv . (Recall the identificationV(M)∪
F(M) = V(Q).)
Proof We leave the reader to check the following fact. Write F(Nbv) as {˜λ(ik) : 1 ≤
k ≤ #F(Nbv)} where i1 < · · · < i#F(Nbv). Then for any 1 ≤ k ≤ #F(Nbv) − 1, if
λ˜(ik) and λ˜(ik+1) are both in F(Mn) but do not satisfy condition 3 in the definition
of Q, then they are connected in Qn only using vertices and faces in Nbv . These facts
together with the definition of Qn imply the statement of the lemma. unionsq
From here on the proof of Theorem 1.9 in this case is very similar to the case of
the infinite spanning tree-decorated map (Sect. 3.1.3) but there are minor technical
differences so we give the complete argument.
Let C1 > 0 be the constant from Theorem 2.1 for A in Theorem 1.9 and for Z above.
As in the spanning tree case, by the isomorphism (modulo multiplicity) λ˜ between
H and Q plus Remark 2.5, we see that with probability at least 1 − On(n−A), the
following is true
(A) For each i1, i2 ∈ [−n, n]Z with λ˜(i1) ∼ λ˜(i2) in Q, there is a path P˜Gi1,i2 from i1
to i2 in Gn with |P˜Gi1,i2 | ≤ C1(log n)3; and each j ∈ [−n, n]Z is contained in at
most C1(log n)6 of the paths P˜Gi1,i2 .
(B) For each i1, i2 ∈ [−n, n]Z with i1 ∼ i2 in G, then there is a path P˜Qi1,i2 from λ˜(i1)
to λ˜(i2) in Qn with |P˜Qi1,i2 | ≤ C1(log n)3; and each j ∈ [−n, n]Z is contained in
at most C1(log n)6 of the paths P˜Qi1,i2 .
By basic properties of Brownian motion, deg(i;G) has an exponential tail. See [39,
Lemma 2.2] for a proof. Combined with Lemma 3.20, a union bound implies that
there exists C2 = C2(A) such that with probability at least 1 − On(n−A),
(C) maxx∈V(Mn)∪F(Mn) |Nbx | ≤ C2 log n and maxi∈[−n,n]Z deg(i;G) ≤ C2 log n.
From here on we work on the event that (A)–(C) hold.
Proof of condition 1 For v1, v2 ∈ V(Mn) such that v1 ∼ v2 in Mn , let e be the edge
connecting them. If both of the two faces of M with e on their boundaries are not
in Mn , then one can check that v1, v2 satisfy condition 2 in the definition of Q and
v1, v2 ∈ V(Qn). Indeed, if {v1, v2} is not on a face, it must be of the form λ(t) for
some t ∈ [−n, n)Z by the definition of Mn . This means that it is the NW edge of its
tail. If it is not the SE edge of its head, then the face on its right will be visited at t +1.
By the definition of φn , we have that φn(vi ) = λ˜−1(vi ) for i = 1, 2. In this case we
let PGv1,v2 = PGλ˜−1(v1),˜λ−1(v2).
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If there exists f ∈ F(Mn) with e on its boundary, then f ∈ F(Nbv1) ∩ F(Nbv2).
Now Lemma 3.26 yields that λ˜(φn(vi )) and f are connected by a path Pi in Qn using
only vertices and faces in Nbvi for i = 1, 2. Let PGv1,v2 be the concatenation of paths
P˜G
λ˜−1(v),˜λ−1(w) where {v,w} is an edge on P1 or P2. Now
|PGv1,v2 |
(A)≤ 2 max
f ∈F(Mn)
|Nb f | · C1(log n)3
(C)≤ 2C1C2(log n)4. (3.16)
Given f ∼ v in Qn , if { f , v} is an edge on P1 or P2 defined above for some
v1, v2 ∈ V(M), we must have v1, v2 ∈ V(Nb f ). Therefore for each j ∈ [−n, n]Z,
the number of paths of the form PGv1,v2 hitting j is at most
max
f ∈F(Mn)
|Nb f | · C2(log n)6
(C)≤ C1C2(log n)7. (3.17)
unionsq
Proof of condition 2 Given a path P on Q of length m, we write it as {˜λ(ki )}1≤i≤m .
In addition, if λ˜(k1) ∈ F(M) (resp. λ˜(km) ∈ F(M)), we add ψ(k1) (resp. ψ(km)) at
the beginning (resp. end) of P . Denote this possibly augmented path by P . Now we
define a path (P) on Mn in two steps:
1. for any two consecutive faces f1, f2 of M , insert a vertex v ∈ V(Mn) which is an
endpoint of the edges shared by f1, f2. Denote this path by P ′.
2. For any three consecutive vertices v1, f , v2 on P ′ so that v1, v2 ∈ V(M) and
f ∈ F(M), replace the segment [v1, f , v2] with an arbitrary arc (say, clockwise)
on f between v1 and v2.
For each i1, i2 ∈ [−n, n]Z with i1 ∼ i2 in G, set P Mi1,i2 := (P˜Qi1,i2). Then P Mi1,i2
connects ψn(i1) and ψn(i2) and
|P Mi1,i2 |
(B)≤ max
f ∈F(Mn)
(#Nb f ) · 2C1(log n)3
(C)≤ 2C1C2(log n)7. (3.18)
For each v ∈ V(Mn), in order for v to be hit by some P Mi1,i2 , there must exist a face
in Nbv that is hit by some path P˜Qi1,i2 . By (B), the number of paths of the form P Mi1,i2
hitting v is bounded by
|Nbv| · C1(log n)6
(C)≤ C1C2(log n)7. (3.19)
unionsq
Proof of condition 3 For all v ∈ V(Mn), we can check case by case that v and
ψ(φn(v)) are both on Nb˜λ(φn(v)). Therefore by (C) dist (ψ(φn(v)), v; Mn) ≤
max f ∈F(Mn) |Nb f | ≤ C2 log n.
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Now we proceed to bound dist (φ(ψ(i)), i;Gn) for i ∈ [−n, n]Z. If λ˜(i) ∈ V(Mn),
then (C) implies that dist (˜λ(φn(ψ(i))), λ˜(i);Qn) = dist (˜λ(φn (˜λ(i))), λ˜(i);Qn) ≤
C2 log n. If λ˜(i) ∈ F(Mn), then λ˜(φn(ψ(i))) and λ˜(i) are both in Nbψ(i) ∩ F(Mn).
By Lemma 3.26 and (C), we have dist (˜λ(φn(ψ(i))), λ˜(i);Qn) ≤ C2 log n. Now (A)
implies that dist (φn(ψ(i)), i;Gn) ≤ C2 log n · C1(log n)3 = C1C2(log n)4. unionsq
3.3.4 Bipolar orientations with other weights and Schnyder woods
The only properties of Z = (L,R) that we used in Sects. 3.3.2 and 3.3.3 are as
follows:
{Zi }i∈Z are i.i.d with E[Zi ] = (0, 0) and the correlation of L and R is in (−1, 1)
(3.20)
The support of Z1 is contained in (3.7) and E[eb|Z1|] < ∞ for some b > 0.
(3.21)
In particular, as long as Z satisfies (3.20)–(3.21), we can construct an infinite pla-
nar map associated with Z , analogous to the UIBOM, via the sewing procedure.
This gives a large family of measures on infinite bipolar-oriented maps. By [46, The-
orem 6, Remark 2] and the argument for Proposition 3.16, this family of infinite
bipolar-oriented maps includes the Benjamini–Schramm limits of the uniform mea-
sures on size n bipolar-oriented k-angulations8 for any k ≥ 3. More generally, one
can consider Boltzmann-type distributions where each face has a certain weight. We
note that the above family includes maps encoded by walks with any correlation in
(−1, 0), which corresponds to κ > 8 and γ < √2.
The exact same argument as in Sect. 3.3.3 shows that Theorem 1.9 still holds for this
family of maps (with Mn , φn , and ψn defined in exactly the same way and γ determined
by corr(L1,R1) = − cos(πγ 2/4)). We remark that in Sect. 3.3.3 we sometimes rotate
the plane 180 degree and switch Zt = (Lt ,Rt ) to (R−t ,L−t ). But we never need the
fact that (Lt ,Rt ) d= (R−t ,L−t ). All we need is that the walk (R−t ,L−t ) also satisfies
(3.20)–(3.21), so we do not have to impose this kind of symmetry condition on Z
to ensure our generalization of Sect. 3.3.3. Thus, we have established Theorem 1.9 in
case 4.
As an example, suppose Z is a bi-infinite random walk satisfies (3.20)–(3.21) with
step distribution
ν(−1, 1) = 2−1 and ν(1,− j) = 2− j−2 for j ≥ 0. (3.22)
Let MZ be the infinite map produced by Z via the sewing procedure. For any positive
integer n we apply the finite sewing procedure to the walk {Zt }0≤t≤n−1. We condition
on {Zt }0≤t≤n−1 starting at (0,0), ending at (0, 1), and staying in Z≥0 × Z≥0. This
produces a uniform sample of an n-edge bipolar-oriented map with the following
property:
8 The infinite bipolar-oriented triangulation has been considered in [34], where the authors shows that the
triangulation and its dual map jointly converge to two SLE12’s coupled in imaginary geometry.
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The west (resp. east) boundary length equals 1 (resp. 2),
and each bounded face has exactly 2 east edges. (3.23)
By the same argument as in Proposition 3.16, the Benjamini–Schramm limit as n → ∞
is MZ .
We choose to elaborate on the example of MZ because of its close relation to
Schnyder wood-decorated random planar maps. Following the notations in [51],
consider a simple plane triangulation (i.e. without self-loops or multiple edges)
M with unbounded face Ab Ar Ag, where the outer vertices Ab, Ar, and Ag are
arranged in counterclockwise order. We denote by Ar Ag the edge connecting Ar and
Ag, and similarly for Ag Ab and Ab Ar. Vertices, edges, and faces of M other than
Ab, Ar, Ag, Ar Ag, Ag Ab, Ab Ar and Ab Ar Ag are called inner vertices, edges, and
faces respectively. A 3-orientation on M is an orientation on inner edges where every
inner vertex has out-degree 3. Given a 3-orientation O on M , the following algorithm,
gives a way of coloring the inner edges in blue, red and green:
1. Color Ab, Ar, Ag blue, red, and green.
2. For an inner edge e, set e1 = e, and inductively for k ≥ 1 do the following: if the
head of ek is an outer vertex, we stop. Otherwise, let ek+1 be the second outgoing
edge encountered when clockwise (or equivalently, counterclockwise) rotating ek
about its head. This procedure always terminates in finitely many steps and yields
a path P = [e1, e2, · · · e].
4. Assign to e the color of the outer vertex at which P terminates.
It is elementary to check (see e.g. [51, Introduction]) that the set of blue edges forms
a tree Tb spanning all inner vertices plus Ab, and similar statements hold for red
and green edges, where we denote the corresponding trees by Tr and Tg respectively.
{Tb, Tr, Tg} is called the Schnyder wood associated with the 3-orientation O. In this
paper we treat the notion of 3-orientation and Schnyder wood interchangeably and call
(M,O) a Schnyder wood-decorated triangulation, or simply a wooded triangulation.
See Fig. 19 for an illustration.
The Schnyder wood was first introduced by Walter Schnyder [59] to prove a char-
acterization of graph planarity. He later used Schnyder woods to describe an efficient
algorithm for embedding planar graph in such a way that its edges are straight lines and
its vertices lie on a grid [60]. Schnyder’s celebrated construction has continued to play
an important role in graph theory and enumerative combinatorics [11,32]. It is proved
in [51] that uniformly wooded triangulation converges to a triple of SLE16 curves on
Liouville quantum gravity with γ = 1 in the peanosphere topology. Although inspired
by [51], arguments in this paper do not rely on any ingredient from [51], thus can be
read independently.
Suppose M has n inner vertices. Let M ′ be the submap of M with all of the green
edges removed. Reverse the orientation of each red edge, and give the outer edges the
orientations Ar Ab, Ar Ag and Ag Ab. It is explained in [29, Proposition 7.1] that this
operation gives a bipolar orientation (M ′,O′) and is a bijection between the set of
wooded triangulations with n inner vertices and the set of bipolar-oriented maps with
2n + 3 edges satisfying (3.23). Moreover, to recover M from M ′, one just needs to
connect an edge between any pair vertices v,w where
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Fig. 19 On the left is the output of the coloring algorithm for a 3-orientation on a simple triangulation,
(M,O). On the right is the bipolar-oriented map (M ′,O′) obtained by deleting all green edges and reversing
the direction of red edges. We see that (M ′,O′) satisfies (3.23) (color figure online)
v,w lie on opposite sides of a bounded face f of M ′
so that neither v nor w is a pole of f . (3.24)
These edges form the green tree Tg that we deleted. Then we can reverse the lower
right edge of each face to recover the red tree. In light of this bijection, given a sample
of MZ , (deterministically) connecting all such pairs in V(MZ ) as in (3.24), we obtain
a sample of the Benjamini–Schramm limit of a uniform wooded triangulation with n
inner vertices, which we call the uniform infinite wooded triangulation or UIWT.9 This
provides an alternative proof of the existence of UIWT other than [51, Proposition 2.9].
Proof of Theorem 1.9 and Lemma 1.12 for the UIWT Define ψn, φn, λ˜, Nb•, MZn in
the same way as in Sects. 3.3.2–3.3.3 with M replaced by MZ . SinceZ satisfies (3.20)–
(3.21), the same argument for case 3 of Lemma 1.12, Lemma 3.20, and Theorem 1.9
yields the analogs of these results for MZ . Now let M be a sample of UIWT generated
by adding green edges of M to MZ as in (3.24), with MZ in place of M ′. Let Mn
be obtained from MZn by adding edges as in (3.24) with MZn in place of M ′. Since
V(M) = V(MZ ), we see that ψn maps [−n, n]Z to V(Mn) and φn maps V(Mn) to
[−n, n]Z.
Since V(∂MZn ) = V(∂Mn) for each n ∈ N, Lemma 1.12 in case 5 follows from
the same statement for MZ . Moreover, conditions 2 and 3 in Theorem 1.9 hold for
MZn implies that the same holds for Mn . So it only remains to prove condition 1. In
this case we work on the event that (A)–(C) in Sect. 3.3.3 hold, with MZ in place
of the UIBOM. In this case the only additional case to consider is when v1, v2 are
connected by a green edge in Mn . By (3.24) we can find a face f incident to v1, v2
9 If we take a Benjamini–Schramm limit of a uniform wooded triangulation rooted at typical edge, then
the rooted edge is colored blue, red or green with equal probability. But if we first sample MZ then obtain
UIWT by adding edges as in (3.24), the rooted edge must to blue or red. However, if we think of the UIWT
as a vertex rooted map whose vertex is the tail of the root edge, since each vertex has a unique outgoing
edge of each color, these two ways of generating UIWT are equivalent.
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so that |˜λ−1( f )| ≤ n. Therefore the exact same proof of condition 1 for the UIBOM
still works. unionsq
Proof of Theorems 1.6 and 1.7 in cases 3 through 5 This follows from Theorem 1.9,
Lemma 1.11, and the results of [35], exactly as in case 1. unionsq
4 Open questions
The proofs of our main results extend to any random planar map which can be encoded
by a peanosphere-type bijection for which the encoding random walk can be suffi-
ciently closely approximated by Brownian motion. This leads us to ask whether there
are any more random planar map models, aside from the ones listed in Sect. 1.4, for
which this is the case.
Question 4.1 Is there an analogue of the strong coupling theorem [47,64] for ran-
dom walk and Brownian motion for the non-Markovian random walk appearing
in Sheffield’s hamburger-cheeseburger bijection [62] for p = 0, or for the non-
Markovian random walk appearing in the generalized hamburger-cheeseburger model
of [36]?
An affirmative answer to Question 4.1 would enable us to generalize the results of
this paper to critical Fortuin-Kasteleyn planar maps for q ∈ (0, 4) which are encoded
by Sheffield’s hamburger cheeseburger bijection and belong to the γ -LQG universality
class for γ ∈ (√2, 2); and to the planar maps decorated by active spanning trees with
bending energy which are encoded by the model of [36] and which belong to the
γ -LQG universality class for γ ∈ (0,√2).
The results of the present paper can be easily generalized to other random planar
map models for which the corresponding encoding walk has i.i.d. increments since
the needed strong coupling result comes from [64].
Question 4.2 What random planar map models, other than the ones listed in Sect. 1.4,
can be encoded by a mating-of-trees bijection where the random walk has i.i.d. incre-
ments?
It is natural to ask for a bijective encoding of a planar map decorated by a variant
of the Ising model (or some other decorated random planar map model in the √3-
LQG universality class) by a random walk with i.i.d. increments, since this model is
in some sense the simplest statistical mechanics model for which no such encoding
is currently known. Note that the hamburger-cheeseburger bijection encodes a planar
map decorated by an instance of the FK Ising model, but the walk in this case does
not have i.i.d. increments.
A potential candidate for the encoding walk in such a hypothetical bijec-
tion is the Gessel walk [17,19,44], whose increment distribution is uniform on
{(−1, 0), (1, 0), (1, 1), (−1,−1)}. This walk is exactly solvable and its coordinates
have correlation 1/
√
2 = − cos(π(√3)2/4), which is the same as the correlation of
the Brownian motion used to define the mated-CRT map when γ = √3.
123
1100 E. Gwynne et al.
We also note that the results of the present paper provide additional motivation to
prove stronger estimates for distances in the mated-CRT map G (improving on the
results of [9,24,35,41]) since these results can be immediately transferred to other
random planar map models by means of Theorem 1.5.
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