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Topological physics is a burgeoning new area of study in condensed matter systems, focusing on
the topological excitations as well as the transport phenomena of systems with topologically non-trivial
band structures. These systems being either gapped or gapless, are topologically protected and can support
new phenomena which are absent in topologically trivial systems. The gapless topological superconductors
can host Majorana zero modes, known as the interpretation of the Majorana fermions in condensed mat-
ter systems, which have been proposed as the ideal qubit for topological quantum computation due to their
non-Abelian topological properties. The gapped topological insulators, on the other hand, can realize the
non-dissipation transport charge and spin currents, which are immune to defects and directly related to the
topologically non-trivial Berry curvature of the Bloch bands of the electrons. In this thesis, we will discuss the
topological features of topological superconductors, higher-order superfluids, and topological insulators. For
the studies on topological superconductors, we focus on investigating the properties of Majorana fermions
using numerical modeling as well as theoretical methods. We also elucidate the formation of the so-called
quasi-Majoranas or partially separated Andreev bound states in semiconductor-superconductor heterostruc-
tures, and discuss the feasibility of braiding in the quasi-Majorana regime. Using ultra-cold atoms in optical
lattices, we propose a Hofstadter-Hubbard model to realize the higher-order topological superfluid capable of
supporting the Majorana corner modes, which are degenerate and protected by time-reversal symmetry. In the
aspect of the anomalous transport phenomena manifested by Berry phase effect, we propose the non-linear
anomalous Nernst effect and the non-linear anomalous thermal Hall effect in time-reversal invariant systems.
By analyzing the anomalous transport coefficients, we also propose the analog of the Wiedemann-Franz law
and Mott formula for the non-linear transport phenomena.
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2.1 (a) Proximitized nanowire junction in which a portion of the semiconductor wire (SM) is not
covered by the superconductor (SC), represented by a quantum dot (QD). (b) Quantum dot
potential V (x) = Vbarrier + Vdot as described by Eq. 2.2 may form within the QD due to a
combination of tunnel coupling to the metallic lead (Vbarrier) as well as application of the
tunnel gate potentials (Vdot). Parameters used here were, barrier potential height Z = 16∆
and width xt = 0.02µm, a quantum dot of width x0 ∼ 0.5µm with a potential height V ∼
5.5∆ which varies over a length scale of σV ∼ 27.5nm. Induced pairing ∆(x) described by
Eq. 2.3 is present within the proximitized region of the wire. Here we used ∆ind ∼ 0.25meV
which varies over a length scale of σ∆ ∼ 27.5nm. Robustness of the zero bias peaks to
different values of the barrier and dot potentials is shown in Fig. 2.2. (c)-(d) Vertical line cuts
from the differential conductance spectra shown in (g) showing a ZBCP quantized to 2e2/h
due to the presence of a ps-ABS (blue, Zeeman field Γ < Γc with Γc the critical field) and a
MZM (red, Γ > Γc). Temperature dependence of ZBCP from 20 mK to 440 mK in steps of
20 mK shows gradual decrease of the peak height. (e) Full width at half maximum (FWHM)
as a function of temperature T for ps-ABS (blue) and MZM (red) of curves taken from (c)-(d).
(f) Low-energy spectra as a function of Zeeman field for a nanowire with the potential profile
pictured in (b). The Zeeman field Γ > Γc region is marked by the red zero energy mode
(MZM), while the blue zero mode marks the region supporting ps-ABSs. (g) Differential
conductance spectra as a function of Zeeman field corresponding to energy spectra in (f). (h)-
(j) Profiles of lowest energy mode wave functions: (h) A standard ABS consisting of a pair
of overlapping MBSs, (i) a ps-ABS consisting of two overlapping MBSs whose separation is
on the order of the Majorana decay length ζ, and (j) a pair of non-Abelian MZMs localized at
opposite ends of the wire. (k) Zero bias line cuts from conductance spectra showing 2e2/h-
quantized conductance plateaus against variation of the Zeeman field for two representative
values of the chemical potential due to the presence of a ps-ABS (blue) and MZM (red). . . 19
2.2 (Color online) (a)-(c) Differential conductance as a function of barrier height Z and bias
potential associated with a standard ABS (Γ = .25Γc) (a), a ps-ABS (Γ = .75Γc) (b), and
a pair of MZMs (Γ = 1.05Γc) (c).(d-f) Zero bias line cuts for (a-c) showing the MZMs
and ps-ABSs forming nearly identical profiles which plateau at 2e2/h for a wide range of
barrier heights. The standard ABS peak height (d) may take any value between 0 and 4e2/h
and quickly goes to 0 with increased barrier height. (g-h) Vertical line cuts from (b) and (c)
showing ZBCPs quantized at 2e2/h over a large range of barrier potential heights Z for both
ps-ABS and MZM. (i-j) Low energy spectra as a function of quantum dot potential height V
associated with potential profile in Fig. 2.1(b) for ps-ABS (blue, Γ < Γc) and MZM (red,
Γ > Γc). Here and in the following plots Vc = 2µ is taken as the reference dot potential,
while the dot potential V is varied between .25Vc = 2∆ and Vc = 2µ = 8∆. (k-l) Plots
of differential conductance as a function of dot potential height V and bias potential for
values consistent with energy-spectra shown in (i-j). (m) Horizontal zero bias line cuts with
(m) corresponding to (k-l) showing a 2e2/h-quantized plateau for both ps-ABSs (blue) and
MZMs (red). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
vi
2.3 (Color online)(a)Low-energy spectra as a function of chemical potential. The red line signi-
fies the topological region supporting MZMs, the blue line shows a non-topological region
supporting ps-ABSs which stick to zero energy for a wide range of chemical potential. (b)
Zero bias line cut taken from (c) showing a robust 2e2/h quantized conductance plateau
forming in the topologically trivial regime due to the presence of a ps-ABS. (c) Differential
conductance spectrum as a function of chemical potential for parameter values consistent
with Fig. 2.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4 (Color online) Differential conductance as a function of the in plane angle of the Zeeman field
for the ps-ABS (a) and the MZM (b) shown in Fig. 2.1(i)-(j). A ZBCP appears for a small
angle in which the Zeeman field is almost aligned with the wire. As the angle between the
wire and the direction of the Zeeman field is increased the ZBCP is destroyed in both cases
due to splitting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.1 (Color online) Lowest-energy spectra for the finite length Kitaev chain in the topological
phase µ > 0 as a function of chemical potential µ in (a)–(b) and Length L in (c)–(d). Analyt-
ical results (red dotted line) are based on Eq. (3.18), while the simulation results (blue solid
line) are from direct diagonalization of the tight binding hamiltonian in Eq. (3.1) for a finite
length L. The cyan dashed lines in (a)–(b) show the condition µ ≥ ∆2/4 discussed below
Eq. (3.18), after which the analytical solutions are valid. It shows a lower hopping energy t
reduces the energy splitting in (a) relative to that in (b); a higer SC ∆ offers a more effective
exponential protection in (d) than that in (c). All of this can be explained by the dependence
of the lowest energy E on the parameters µ,L, respectively, through Eq. (3.18). A slight shift
of the analytical results relative to the simulation results is caused by the dropped terms for
q and k in Eq. (3.18). The other model parameters are L = 71 in (a)–(b) and µ = 0.25t0 in
(c)–(d), and t0 = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 (Color online) Lowest energy wave functions φ±E as defined in Eq. (3.19) and its counter-
part by particle-hole transformation, for the lowest energy modes of a pure Kitaev chain in
the topological regime (µ > 0). The inset shows the corresponding MZMs as defined by
Eq. (3.20). The dotted lines correspond to analytical results while the solid lines correspond
to numerical simulation. The black dashed line shows the exponential decay envelope of the
wave function which is proportional to e−qFL. Parameters used were ∆ = t0, t = 15t0, and
µ = 2t0. In the topological phase the putative MZM wave functions are localized at the two
ends of the chain as shown in the inset. No such near-zero-energy subgap state exists as low
energy solution in the non-topological phase of the Kitaev chain without the quantum dot. . . 35
vii
3.3 (Color online) (a) Schematic of a finite length Kitaev chain in which a fraction of the chain is
not covered by the superconductor. This part of the chain (yellow) with vanishing supercon-
ducting pair potential ∆(x), and an effective electric potential V (x) which may be induced
by tunnel gates, is called a quantum dot. A proximitized region within the quantum dot (QD)
with finite length δx is introduced. We also show the wave functions of the topological MZMs
and the partially separated ABSs (in which the component MBSs are spatially separated over
the length of the quantum dot), which are the generic lowest energy excitations in the topo-
logical and the non-topological phases of the Kitaev chain, respectively. (b) Numerically
calculated spectrum of a specific finite length kitaev chain with a potential-well-like QD,
where V = −2.5t0,∆ = t0, x0 = 30 , and δx = 20 as defined in Eq. (3.21). The spectrum
shows a robust near-zero-energy state even before the bulk gap closes around µ = 0, which is
present due to the potential-well like QD. The square of the amplitude of the wave functions
at zero energy at µ = −t0 and µ = t0 (marked by black dots in 3(b)) are shown in (c) and (d),
respectively. (c) shows the two component MBSs of the ps-ABS in the topologically trivial
phase, while (d) shows the true MZMs in the topoloically non-trivial state that emerges after
the bulk gap closing. The vertical black dashed lines in (c) and (d) indicate the boundaries
at x = x0 − δx and x = x0 respectively, indicating the spatial separation of the component
MBSs of the ps-ABS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 (Color online) Wave functions for the lowest energy modes of a QD-Kitaev chain without
a proximitized region in the QD (δx = 0 in Fig. 3.3) (a) corresponding to Eq. (3.24) for
the topologically trivial regime with µ = −0.5t0, showing a pair of BdG wave functions
φ±ε in which the constituent MBSs are sitting directly on top of each other (see inset); and
(b) corresponding to Eq. (3.26) for the topological regime with µ = 3.5t0 in which a pair
of MZMs are separated by the length of the wire (see inset). The insets show the MBSs
associated with the low energy BdG wave functions. The dotted lines show the analytical
results while the solid lines are from numerical simulations. Because the constituent MBSs
are strongly overlapping in (a), there is no robust near-zero-energy ABS in the topologically
trivial phase in the absence of a proximitized region (δx = 0) in the QD. The black dashed
lines mark the QD-SC boundary at x = x0. Parameters used were V = −1.5t0, ∆ = t0 and
t = 10t0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.5 (Color online) Wave functions for the lowest energy mode of a Kitaev chain coupled to a QD
where the QD contains a proximitized region of finite length δx (see Fig. 3.3)). (a) Wave
functions for the lowest energy modes within the bare QD (yellow), the proximitized part
of the QD (green), and the bulk Kitaev chian (orange), plotted using analytical results based
on Eq. (3.28) (dotted lines) and direct numerical solutions using a tight binding Hamiltonian
(solid lines). Here, the parameters are such that the proximitized region of the QD satisfies
µ − V > 0, with V = −2.5t0, while the Kitaev chain is topologically trivial with µ =
−1.25t0. (b)-(d) Spatial profiles of the component pair of MBSs of a partially separated ABS
for the proximitized regions of various lengths δx. (b) shows the MBSs corresponding to the
wave functions in (a). Samples are taken for values corresponding to the crossed diamonds
in Fig. 3.6(c). The MBSs are separated on the order of the length of the proximitized region
δx within the QD, marked by the black dotted lines. The figures illustrate that the ps-ABSs
form essentially because the proximitized region in the QD satisfies the effective chemical
potential µ̃ > 0, partially decoupling the ABS into a pair component MBSs, which are then
spatially separated by the width of the proximitized region. Here the dot length is x0 = 30,
the total length of the QD-Kitaev chain is L = 100, the hopping energy is t = 2.5t0, and
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3.6 (Color online) Overlap between the left and right MBSs 〈φL|φR〉 of a partially separated
ABS, as a function of the width of the proximitized region δx within the QD, and chemical
potential µ, for a potential well (a) and a potential barrier (b) in the QD region. Since the
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3.7 (Color online)(a) Overlap of the left and right MBSs 〈φL|φR〉 of a partially separated ABS
as a function of chemical potential µ for a Kitaev chain of varying length δL coupled to
a QD which with a finite proximitized region of length δx = 5. Increasing the length of
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3.8 (Color online) Lowest energy eigenvalues plotted with effective chemical potential for a Ki-
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4.2 (Color online) Lowest energy E0 of Hamiltonian given in Eq. (4.3) as a function of Zee-
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potential µ = 3∆ in (a) and µ = 5∆ in (b). The green dotted lines represent the critical
Zeeman potential of TQPT (Γ/Γc = 1). The dark blue regions indicate the ps-ABSs with
energy splittings E0 ∈ (0, 20 m∆) < εw, which are also below the braiding energy scale
εm. The insets show the lowest energy E0 for system at µ = 3∆, 4∆ with Vmax = 0, 1.5µ
respectively. The rest of the parameters used here are the same as in Fig. 4.1. . . . . . . . . 59
4.3 (Color online) (a) The logarithm of the lowest energy E0 at Γ = 4∆ (< Γc = 5∆) as a
function of effective mass (m∗/me ∈ (0.01, 0.06)) and spin-orbit coupling strength (α ∈
(0, 0.6) eV Å). The dark blue region indicates the trivial states with near zero energy E0 ∼
0.1 m∆ . εm, which in principle can be utilized in measurement-based braiding. Panel (b),
(c) show the line-cuts from panel (a), with fixed spin-orbit couplings (α = 0.15, 0.30 eV Å)
and fixed effective masses (m∗ = 0.02, 0.05me), respectively. The other parameters used
here are the same as in Fig. 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4 (Color online) Top panel: spatial profile for spin-orbit coupling strength where the blue line
represents a uniform SOC α and the envelop line of the green area represents the position-
dependent α(x). Middle panel: spatial profile for Zeeman potential where the magenta line
represents a uniform Zeeman field Γ while the envelop line of the cyan area represents the
position-dependent Zeeman potential Γ(x). Γ0 indicates the twisting amplitude of the Zee-
man field (or amplitude of magnetic disorder), π/ω indicates the frequency and xΓ is taken
to smoothly connect the twisted region with the uniform region along the direction of the
nanowire (see Eq. (4.6)). Here the gray line represents another possible function Γ(x). Bot-
tom panel: spatial profile for confinement potential where V (x),∆(x) are the same as that
givn in Fig. 4.1(b) and the orange area represents a local potential disorder δV (x) with local-
ization center x0. The length of the nanowire is L = 2 µm, and the equations of the spatial
profiles in this figure are given in Eqs. (4.5), (4.6), (4.7), respectively. . . . . . . . . . . . . 61
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4.5 (Color online) Low-energy spectrum as a function of Zeeman potential for a system with
spin-orbit coupling given as a constant α in panel (a) and a spatially varying function α(x)
in panel (b), respectively. A schematic plot of the position-dependent SOC α(x) is given in
the top panel of Fig. 4.4. Large energy splitting oscillations (panel (b)) are induced by the
presence of the local perturbation in SOC, in contrast to a constant SOC (panel (a)). The wave
function profiles associated with the marked lines are given in Fig. 4.6. We consider a system
at µ = 5∆ with m∗ = 0.03me, α = 0.4 eV Å,∆ = 0.25 meV , and a confinement potential
with xV = 0.2 µm, δxV = 0.15µm, Vmax = 6∆. The parameters for α(x) (Eq. (4.5)) in
panel (b) is given as xα = 0.25 µm, dxα = 0.02 µm, α1 = 0, and a symmetric α(x) is
applied here. The other parameters used here are: x∆ = 0.5 µm, δx∆ = 0.15 µm. . . . . . 63
4.6 (Color online) (a), (b) Wave functions associated with the near-zero energy ps-ABS marked
as the green and cyan lines in Fig. 4.5, respectively. Similarly, panel (c), (d) show the wave
function profiles for the topological MZMs marked by the black and orange line in Fig. 4.5,
respectively. In the presence of a step-like SOC, the splitting energy of the ps-ABS has been
increased from E = 6.4m∆ in (a) to E = 48.6m∆ in (b), while the splitting energy of
the topological MZMs has not been significantly changed (E = 38.9m∆ in (c) and E =
25.6m∆ in (d)). Note that, the energy splittings of topological MZMs can be reduced (hence
satisfy E0 . εw, εm) by extending the length of the nanowire, while that of the topologically
trivial ps-ABSs can not be controlled externally. . . . . . . . . . . . . . . . . . . . . . . . 64
4.7 (Color online) Low-energy spectrum as a function of applied Zeeman field for a system
with SOC given as a constant α in (a) and a spatially varying function α(x) in (b). Panels
(c), (d) show the wave functions along with the corresponding energy splittings associated
with the green and cyan lines marked in panel (a), (b) respectively. In the presence of lo-
cal perturbation in SOC, an obvious overlap appears between the two component MBSs, as
shown in panel (d). Also, the corresponding energy splitting has been greatly increased from
(E = 0.1 m∆ . εm) to (E = 43.5 m∆ ∼ εw). In contrast to Fig. 4.5, here we have
considered a smoother confinement potential with δxV = 0.3 µm, and a position-dependent
SOC given with xα = 0.55 µm, dxα = 0.02 µm,α1/α = 0.2. The other parameters used are
m∗ = 0.05me, α = 0.2 eV Å,∆ = 0.25meV, µ = 6∆, Vmax = 8∆, xV = 0.20 µm, δxV =
0.30 µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.8 (Color online) Dependence of low-energy spectrum on the strength of the applied Zeeman
field for a) system with a uniform Zeeman field, b) system with a locally twisted Zeeman
field (Eq. (4.6)) with Γ0/Γ = 0.3, ω = −3π/100, c) system with a locally twisted Zeeman
field (Eq. (4.6)) with Γ0/Γ = 0.4, ω = 4π/200. The twisted Zeeman potentials used here
are schematically shown in the middle panel of Fig. 4.4. The chemical potential here is
µ = 5∆ and the confinement potential is characterised by xV = 0.2 µm, δxV = 0.15 µm
and Vmax = 8∆. The other parameters used here are the same are Fig. 4.7. . . . . . . . . . 67
4.9 (Color online) Majorana wave functions associated with the near-zero energy ABS mode
from Fig. 4.8 corresponding to the marked lines. The energy splitting of the trivial ps-ABS
in the case of a uniform Zeeman field is small, with E = 0.93 m∆ in (a); while as shown in
panel (b), (c), in the presence of the twisted Zeeman fields as have been described in Fig. 4.8,
the energy splitting has been increased to E = 45 m∆, 42.1 m∆, respectively. . . . . . . . 68
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4.10 (Color online) Dependence of low-energy spectrum on the applied Zeeman field for a) sys-
tem with a confinement potential (Eq. (4.2)) and without any potential disorder, b) system
with a confinement potential (Eq. (4.2)) as well as a local potential disorder, described by
Eq. (4.7). Clearly, the trivial near-zero energy splittings in panel (a) have been lifted by the
local potential perturbation in panel (b). The wave functions and their corresponding energy
splitting associated with the green and cyan line in panel (a), (b) are shown in panel (c), (d)
respectively. An obvious overlapping between the component MBSs has been induced by the
local potential disorder for ps-ABS in panel (d). The chemical potential is µ = 5.5∆, and the
local potential disorder is characterized by δV/Vmax = 0.3, x0 = 0.2 µm, δx0 = 0.05 µm.
The other parameters used here are m∗ = 0.05me, α = 0.15 eV Å, Vmax = 8∆, and x∆ = 0. 70
4.11 (Color online) Dependence of the logarithm of (E′0/E0) on the parameters α0, xα that char-
acterize the step-like SOC described by the function in Eq. (4.5). Here E′0, E0 are the energy
splitting of the system with and without the presence of a local SOC perturbation, respec-
tively. The black dashed lines indicate log(E′0/E0) = 1, before which the energy splittings
E′0 are considered still applicable for braiding (E
′
0 ∼ εm). (a) Energy splittings of the trivial
states for systems with a fixed xα = 0.55 µm for SOC perturbation, here log(E′0/E0) go
over the black dashed line (E′0 > εm) even at a small perturbation strength α0/α ∼ 0.05.
(b) Energy splittings of the trivial states for systems with a fixed SOC perturbation strength
α0/α = 0.30, in this case a perturbation length scale xα & 0.35 µm is required to break
the readout condition for braiding. In contrast, the energy splittings of the topological states
satisfy log(E′0/E0) ≈ 0 for all different values of α0 and xα of the SOC perturbations, as
shown in Fig. (c), (d), respectively. The chemical potential is µ = 6∆. The other parameters
used here are m∗ = 0.05me, α = 0.2 eV Å,∆ = 0.25 meV , and the confinement potential
is given with Vmax = 8∆, xV = 0.20 µm, δxV = 0.30 µm. . . . . . . . . . . . . . . . . . 71
4.12 (Color online) The logarithm of (E′0/E0) (indicated by the colors) as a function of the pa-
rameters α0 and xα that characterize the step-like SOC described by the function in Eq. (4.5).
The cyan dashed lines imply the energy splittings (log(E′0/E0) = 0) for system without SOC
perturbation (α0 = 0). The yellow color implies ps-ABSs with energy splittingsE′0/E0 ≥ 10
in the presence of SOC perturbations, which as assumed are not applicable for measurement-
based braiding (E′0 > εm), as shown in the top panels. However, all of the energy splittings
of the topological states satisfy log(E′0/E0) . 0 (E
′
0 . E0 ∼ εm), as shown in the bot-
tom panels, where nearly no region with yellow color are present. Note that, the threshold
amplitude for εm of SOC perturbation is as small as α0/α ∼ 0.05 (provided a length scale
xα ∈ (50, 80)site and smoothness parameter δxα = 0.02 µm), as shown in the top left panel.
A higher threshold perturbation strength α0/α ∼ 0.25 (positive α0) is observed in the top
right panel, where δxα = 0.05 µm. The chemical potential is µ = 5∆, the other parameters
used here are the same as Fig. 4.11. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.13 (Color online) Similar plot as Fig. 4.11, but is the dependence of the logarithm of (E′0/E0)
on the parameters Γ0, xΓ that characterize the twisted Zeeman field described by the function
in Eq. (4.6). Panels (a), (c) show the value of log(E′0/E0) as a function of Γ0/Γ for a
system with fixed xΓ = 0.60 µm in trivial states (Γ = 3.5∆) and topological states (Γ =
7.5∆), respectively. Here, two different values of δxV , which defines the smoothness of the
confinement potential V (x) (Eq. (4.2), are considered. The energy splittings of trivial states,
as shown in panel (a), are consistent for braiding (E′0 ∼ εm) for perturbations in Zeeman
field with Γ0/Γ . 0.30. On the other hand, a threshold value with Γ0/Γ ∼ 0.40 is observed
for measurement-based braiding in quasi-Majorana regime (with ps-ABSs) for topologically
trivial systems (Γ = 4.5∆) with fixed δxV = 0.30 µm but with two different length scales
xΓ, as shown in panel (b). Panel (d) shows the topological case (Γ = 6.5∆) of panel (b),
where energy splittings are well below the black dashed line, as expected. The chemical
potential is µ = 5.5∆, and the other parameters used here are the same as Fig. 4.11. . . . . 73
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4.14 (Color online) Similar plot as Fig. 4.12 for log(E′0)/E0 under the influence of a twisted
Zeeman potential (Eq. (4.6)). Here Γ0/Γ indicates the perturbation strength from the twisting
of the Zeeman field. Length scale xΓ and frequency ω are varied simultaneously to satisfy
2ωxΓ = 5π in the left panels and ωxΓ = −3π in the left panels, respectively. A threshold
perturbation amplitude for ps-ABSs admitting braiding is found to be Γ0/Γ ∼ 0.25 for both
the two types of the twisted Zeeman field, as shown in the top panels. In addition, the ps-
ABSs can not be significantly perturbed in the presence of Zeeman filed perturbation with
length scale xΓ . 40sites, in which case, their energy splittings are all consistently below the
braiding energy scale εm. The chemical potential is µ = 5∆, and the other parameters used
here are the same as Fig. 4.12. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.15 (Color online) Dependence of log(E′0/E0) on the perturbation strength δV/Vmax for sys-
tem perturbed by a local potential perturbation, described by Eq. (4.7). As shown in panel
(a) and (b), the energy splittings are generically increased (except for the decrease around
δV/Vmax ≈ 0.3 ) with δV 6= 0 for the trivial ps-ABSs (Γ = 4∆). On the contrary,
the energy splittings for the topological MZMs (Γ = 6∆) do not show this feature, as
shown in panels (c), (d). For local perturbations with positive amplitude δV/Vmax . 0.40,
the energy splittings are well below the black dashed line, implying their applicability for
braiding(E′0 ∼ εm), as shown in panel (a). In the case of a negative potential perturbation,
as shown in panel (b), a smaller minimum perturbation strength with −δV/Vmax ∼ 0.10
is found to be able to increase the energy spitting as log(E′0/E0) ≥ 1. Panel (c), (d) give
energy splittings in the topological case for the system in panel (a), (b), respectively, which
are below the black dashed lines (though an enhancement might be present, as shown by the
green dotted line in panel (c)). Here, the value of x0 implies the location of the potential
disorder, µ = 5∆, and the confinement potential is characterized by the same parameters
used in Fig. 4.11. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.16 (Color online) The energy splittings (log(E′0/E0)) under the influence of a local potential
perturbation δV (x) described by Eq. (4.7). As shown in the top left panel (δx0 = 0.02 µm), a
threshold amplitude δV/Vmax ∼ 0.10 forE′0 ∼ εm is observed for both positive and negative
δV (x) if the perturbation is localized around x0 ∼ (50, 80)sites (where the component MBSs
of ps-ABSs overlap with each other, consistent with the results found in Fig. 4.12). For the
system perturbed by potential perturbation with δx0 = 0.10 µm, as shown in the top right
panel, log(E′0/E0) ≥ 1 is satisfied at a relatively higher perturbation strength δV/Vmax ∼
0.3 for a positive perturbation δV (x). For both cases with different values of δx0, the energy
splittings in the topological states (bottom panels) do not show any significant enhancement
(E′0/E0 ≥ 10) as that observed for the trivial states. The parameters used here are the same
as Fig. 4.15. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
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4.17 (Color online)The logarithm of the lowest energy E0 of the Hamiltonian given in Eqs. (4.1,
4.3) as a function of the applied Zeeman potential (Γ, x-axis) and the smoothness parameter
of the confinement potential (δxV , y-aixs). The values of log(E0) (unperturbed) or log(E′0)
(perturbed by local perturbations) are indicated by the colors. Panel (a) shows the log(E0) for
a system with m∗ = 0.05me, µ = 5∆, Vmax = 8∆, α = 0.2 eV Å,∆ = 0.25 meV without
the presence of any local perturbations. The dark blue color (with green index−4 ) represents
energy splittings in the trivial state with E0 . εm, which satisfy the readout condition in the
measurement-based braiding scheme. The energy splittings in the presence of disorder from
a local potential are shown in panels (b), (c), (d), where the dark blue region are greatly
reduced. Similarly, the energy splittings of the trivial states are all unavoidably enhanced by
the local perturbations either from a step-like SOC, as shown in panels (e), (f), or from a
twisted Zeeman field, as shown in panels (g), (h). The topologically trivial states that satisfy
E0 . εm in the unperturbed system in (a) (dark blue regions with index (−4)), generally
obtain higher energy splittings that fail to meet braiding requirement. In contrast, the energy
splittings for the topological states are not showing any evident changes in the presence of
the local perturbations. Note that, for systems with a smoother confinement potential (δxV &
0.40 µm), ps-ABSs in the trivial regime with energy splittings below the energy scale εm
for measurement-based braiding still exist in the presence of the local perturbations with
relatively weaker strength, as shown in panel (b, c, e, g). . . . . . . . . . . . . . . . . . . . 78
5.1 Band structure of the non-interacting two-component Hofstadter model, H0, with α = 1/3
and periodic boundary conditions in the y-direction. (a) System with Nx = 92 and hard
confinement in the x-direction. (b) System with Nx = 92 and soft (Gaussian) confinement
(see Eq. (5.2), (5.3)). The bulk states are shown in blue and the red curves represent the
gapless edge modes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.2 (Color online) Left: The mean-field phase diagram obtained by plotting the self-consistent
value of the pairing order parameter ∆ for kBT = 10−4t. The dashed-white line indicates
the phase boundary. Center: Chemical potential as function of the filling factor for ∆ = 0.
Right: Mean-field ∆ as function of the interaction strength for two different filling factors.
The n0 = 1 line shows ∆ 6= 0 (i.e. superfluid phase) all the way to U ∼ 0, while for
n0 = 2/3 one needs U ∼ 3t to enter the superfluid phase.. The green dotted lines mark the
band edges of the bulk spectrum in Fig. 5.1. . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.3 Position-dependent pairing potential ∆(x, y) for a strongly interacting system with U = 3.5t,
i.e., in the SF phase. The pairing potential is obtained as the self-consistent solution of the
mean-field equations (5.12-5.15) for a finite system with Nx × Ny = 50 × 34 and soft
confinement (see Eqs. (5.2, 5.3)) at finite temperature, kBT = 0.01t. The total number of
particles is fixed, N = 800. Top: Self-consistent solution with constant phase. The (self-
consistent) chemical potential is µ = −1.250t. Bottom: Self-consistent solution with a line
soliton. The chemical potential is µ = −1.248t. Note that ∆(x, y) is nonzero in the bulk
– consistent with phase diagram in Fig. 5.2(b) – as well as on the boundary of the system,
except along the line soliton. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.4 Top: Low-energy spectrum of the Hofstadter-Hubbard model with strong interaction (U =
3.5t) within the mean-field approximation for a system with constant phase pairing potential
and parameters corresponding to Fig. 5.3 (top panel). Bottom: The same but for parameters
corresponding to the bottom panel of Fig. 5.3. Note that in the presence of a line soliton the
system hosts two pairs of zero-energy Majorana bound states (red dots). The insets plot the
wave functions of the states marked by arrows. . . . . . . . . . . . . . . . . . . . . . . . . 89
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5.5 The same as Fig. 5.3 but for weak pairing, U = 2t (i.e. in the QSHI phase). Top: Self-
consistent solution with constant phase. The (self-consistent) chemical potential is µ =
−1.258t. Bottom: Self-consistent solution with a line soliton associated with a π phase
change. The (self-consistent) chemical potential is µ = −1.255t. Note that ∆(x, y) is
nonzero only on the boundary of the system (where the low-lying edge modes are located),
while the bulk ∆(x, y) vanished, in agreement with the phase diagram in Fig. 5.2(b). . . . . 90
5.6 Low-energy spectrum of the Hofstadter-Hubbard model within the mean-field approximation
for a weakly interacting system (U = 2t) with constant phase pairing potential and all other
parameters corresponding to Fig. 5.3 (top panel). The bottom plots the same but with a line
soliton. The red circles in the bottom panel correspond to MKPs found at the soliton edges
in the weak pairing phase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.7 Low energy spectrum of the Hamiltonian in Eq. 5.13 as a function of chemical potential
in the presence of a soliton (see the initial value of the order parameter ∆̃i,j for the BdG
Hamiltonian in Eq. 5.12) for a finite system with Nx ×Ny = 50 × 34 and soft confinement
(Eq. 5.3). The red line represents the robust degenerate Majorana zero modes. The rest of
parameters used here are the same as in Fig. 5.1. . . . . . . . . . . . . . . . . . . . . . . . 91
5.8 The same as Fig. 5.1(a) but with α = 0, i.e., the energy eigenvalues for a zero-field hopping
model. There is no magnetic field coupling with the spin components, rendering the system
a non-interacting two-band Fermi gas. The two bands are separated by a gap of about 2t,
within which the blue lines represent trivial edge modes. . . . . . . . . . . . . . . . . . . . 92
5.9 The same as Fig. 5.7 but for a trivial superfluid for which the parent system is a two-
component Fermi gas, i.e., α = 0. We see that this system reveals the same qualitative
spectrum as the one in Fig. 5.7 for which the parent system is a QSHI but there is no Majo-
rana zero mode (red line in Fig. 5.7). This shows that the soliton induces (D-2)-dimensional
Majorana zero modes only when the parent system is a QSHI and not when the non-SF system
is a Fermi gas. The parameters used are the same as in Fig. 5.7. . . . . . . . . . . . . . . . 93
5.10 The same as Fig. 5.7 but with on-site disorder (with a disorder strength V0 = 0.8t). Here we
see that the Majorana zero mode (red line) remains in spite of the applied disorder. Compared
with Fig. 5.7, the system now is clearly gapped within the whole range. The other parameters
used are the same as in Fig. 5.7. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.1 (Color online) (a) Schematic experimental setup for measuring the non-linear anomalous
Nernst effect in a time-reversal symmetric but inversion symmetry broken system. Vx is
measured as the non-linear anomalous Nernst voltage when a temperature gradient (−∇T ,
represented by the red arrow) is applied along y−direction forming an angle θ with the prin-
cipal axis a (black dashed line). (b) Ma is the mirror line which takes ka to −ka. Due to the
mirror symmetry and time reversal symmetry, only the a−component (black arrow) of the
non-linear anomalous Nernst coefficient (Λ), which is perpendicular to the mirror line Ma,
is non-zero. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.2 (Color online) Energy dispersions of bilayer WTe2 (a) without spin-orbit coupling (η = 0)
and (b) with spin-orbit coupling (η = 0.15 eV Å). The colors represent the local Berry
curvature distribution corresponding to each k point of the bands. A finite SOC explicitly
lifts the spin degeneracy of the bands. (b) shows an anti-crossing at the band touching point
with SOC of strength η = 0.15 eV Å indicating by the sign-change (change of the color)
of their Berry curvatures. The other parameters of the Hamiltonian are v0 = 2 eV Å, t =
1.5 eV Å, m = 0.1 eV , ζ1 = 1, ζ2 = −1, E1 = 0.02 eV , K1 = −0.1π, K2 = −0.15π,
E2 = −0.08 eV , and γ = 0.05 eV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
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6.3 (Color online) The non-linear anomalous Nernst coefficient Λx as a function of chemical
potential EF for different strengths of SOC (a) η = 0 and (b) η = 0.15 eV Å respectively.
Insets in (a) and (b) show different Fermi surfaces where the Fermi energies are indicated
by magenta dashed line. The color of the insets displays the distribution of Berry curvature
weight on the Fermi surface. The color scale is the same as that in Fig. (6.2). Here T = 50 K
and the other parameters used are the same as in Fig. (6.2). . . . . . . . . . . . . . . . . . . 111
6.4 (Color online) (a) Non-linear Nernst coefficient Λx as a function of chemical potential (EF )
at different temperatures (T) for spin-orbit coupling η = 0.3eV Å. The position of the local
extreme points of Λx shifts with increasing temperature. (b) The locus of the local minimum
points (indicated by the black dashed line in panel (a)) and the locus the local maximum
points (indicated by the white line in panel (a)) are shown for different spin-orbit (η). In all
cases, with increasing temperature, the chemical potential at the local minimum point shows
a sudden drop while the chemical potential at the local maximum point decreases almost
linearly. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.5 (Color online) (a) Non-linear Nernst coefficient (ΛTx ) at T = 50 K with different values
of the chemical potential (EF ) and SOC strengths (η). There are two nodes of NLANE
coefficient circled by the black dashed line. Clearly, these two nodes behave opposite to
each other where this behavior of the NLANE coefficient is related to the band anti-crossing
and band inversion near the Dirac nodes situated at EF = 0.02 eV , and EF = −0.08 eV
respectively. With increasing the SOC strength the Nernst coefficient at EF = 0 (indicated
by the dashed line) goes from positive value (white yellow) to negative value (dark orange)
showing an obvious sign change around η = 0.15 eV Å. (b) NLANE coefficient at the zero
Fermi energy for different temperatures are shown. The magnitude of the Nernst coefficient
decreases with increasing the temperature. The strength of spin-orbit coupling, at which all
the NLANE coefficient curves intersect, remains unaltered with changing temperature. The
other parameters used here are the same as in Fig. (6.3). . . . . . . . . . . . . . . . . . . . 115
6.6 (Color online) (a) Non-linear Nernst coefficient (ΛTx ) at T = 50 K as a function of chemical
potential (EF ) and tilt parameter (tx) in the presence of SOC η = 0.2eV Å. Interestingly, in
the absence of tilt, ΛTx at the non-zero chemical potential becomes finite whereas it vanishes
when EF is at zero energy. (b) ΛTx at EF = 0 (indicated by the green dashed line in (a)) as
a function of tilt parameter for different temperatures. At tx = 1.25v0, the non-linear Nernst
conductivity vanishes in bilayer WTe2 at all temperatures. The other parameters used here
are the same as that in Fig. (6.3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.7 (Color online) Non-linear Nernst coefficient (ΛTx ) at T = 50 K as a function of chemical
potential (EF ) and inter-layer coupling (γ) in the presence of SOC η = 0.15eV Å (a) and
η = 0.20eV Å (b). The magnitude of ΛTx decreases to zero (and stays at zero) when the
inter-layer coupling goes over γ = 0.15eV , in spite of the different spin-orbit coupling in (a)
and (b). The insets correspondingly show the values of ΛTx versus γ at EF = 0 (green dashed
line in main figure), where the short black lines indicate the point (γ ≈ 0.15eV ) above which
ΛTx = 0. All the other parameters used here are the same as in Fig. (6.2). . . . . . . . . . . 117
6.8 (Color online) The angular dependence factor f1 (n0, θ) as a function of the angle θ between
the temperature gradient and principal axis for different values of n0.The plot in each panel
(a) shows the non-scaled curves, where we see the relative magnitude of the f1 for different
n0. While all the curves are scaled relatively to the value at θ = 3π/2 in panel (b). For a
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This first chapter is intended to introduce the central concepts of the topological phenomena in topo-
logical condensed matter systems, including Majorana fermions, topological quantum computation, higher-
order topology and anomalous topological responses. We begin with introducing the Majorana fermions,
which was proposed by Ettore Majorana as fundamental particles in the context of high energy particle
physics. Then we talk about the Majorana zero mode, an emergent quasi-particle in topological superconduc-
tors, which has been understood as the condensed matter version of the Majorana fermion. Next, we provide
an introduction to the topological quantum computation. Different braiding schemes for the Majorana-based
topological quantum computation are discussed as well. Majorana zero modes in topological superconduc-
tors are non-degenerate and they correspond to the (N − 1)-dimensional Majorana boundary states of the
N -dimensional systems. In this chapter, we also introduce the concept of Majorana corner mode, a (N − 2)-
dimensional Majorana excitation in the higher-order topological superfluids. At last, we turn our attention
to the anomalous responses in topological insulators and Weyl systems, where we focus on the Berry phase
effect on the motions and transport phenomena of Bloch electrons in the external fields. The effects from the
Berry curvature and Berry curvature dipole are discussed for the linear and non-linear anomalous transport
phenomena, respectively.
1
1.1 Majorana fermions in topological superconductors
1.1.1 Majorana fermions as fundamental particles
In an attempt to synthesize special relativity and quantum mechanics, Dirac equation was originally




ψ = (cα · p+ βmc2)ψ (1.1)
Here, ψ is a four-component spinor, c is the speed of light, p = −i~∇ is the momentum operator. In the
Dirac representation, the “gamma” matrices α, β written in the format of Kronecker product are given by,
α = (τ3 ⊗ σ1, τ3 ⊗ σ2, τ3 ⊗ σ3) , β = −τ1 ⊗ σ0 (1.2)
where τi, σi with i = 0, 1, 2, 3 are the family 2× 2 Pauli matrices. Note that, the Dirac matrices in Eq. (1.2)
obey anti-commutations {αi, αj} = 0(i 6= j), {αi, β} = 0, satisfying the Clifford algebra [2]. Provided with
the above Dirac matrices, the eigen solutions to the Dirac equation in Eq. (1.1) come as positive and negative
pairs E = ±
√
p2c2 +m2c4, which satisfy the relativistic energy momentum relation. The positive energies
are associated with the states of particles (spin-1/2 electrons here), while the negative energy solutions were
predicted by Dirac to be attributed to anti-particles, now called positrons, which was soon discovered in
experiment four years later [3]. Particles described by the Dirac equation (Eq. (1.1)) are called Dirac fermions,
whose anti-particles with opposite energies are distinct from themselves.
In fact, there are many sets of “gamma” matrices that satisfy the Clifford algebra. Another possible
representation of these matrices for Eq. (1.1) were given by Ettore Majorana in 1937 [4] as,
αM = (τ1 ⊗ σ1, τ3 ⊗ I2, τ1 ⊗ σ3) , βM = τ1 ⊗ σ2, (1.3)
which is now known as the Majorana representation [5]. The Dirac equation only admits positive energies
in the Majorana representation. Interestingly, in this representation the Dirac equation yields a real wave
function describing a particle that satisfy the self-conjugate Majorana condition ψ = ψ†, called Majroana
fermions, which are different from the Dirac fermions. Assume operator f†, f respectively creates and an-
nihilates a Dirac fermion while operator γ†, γ respectively creates and annihilates a Majorana fermion. The
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difference (relation) between Dirac fermions and Majorana fermions can be mathematically presented by,
f = (γ1 + iγ2)/
√
2,




Here, each Dirac fermion is decomposed as two Majorana fermions that obey the anti-commutation {γi, γj} =
2δij . By rewriting the equations in Eq. (1.4) as γ1 = (f + f†)/
√
2, γ2 = i(f
† − f)/
√
2, it is obvious to see
that γ1, γ2 satisfy γ = γ†.
Majorana fermion, being its own anti-particle, was proposed as a chargeless and spinless funda-
mental particle, which unfortunately has not yet been experimentally shown to exist. However, Majorana
femrions can be understood as collective excitations of a complex many-body ground state [6] and they have
been predicted to appear as quasi-particle excitations in various condensed matter systems. The condensed
matter version of Majorana fermions will be introduced soon in the following section.
1.1.2 Majorana zero modes
Though it was intended to describe the relativistic electrons, Dirac equation can also describe the
low-energy dynamics in the non-relativistic condensed matter systems. In the context of condensed mat-
ter physics, positive (negative) energy solutions to the Dirac equation are associated with conduction (va-
lence) electrons, which usually are the modified quasi-electrons (holes) rather than the fundamental elec-
trons. Similarly, Majorana fermions can emerge as the quasi-particle excitations, referred to as Bogoliubov
quasi-particles, in topological superconductors [7].
In superconducting systems, the Bogoliubov quasi-particles or Bogoliubons are elementary excita-
tions expressed as the linear combinations of positively charged electrons and negatively charged holes [7, 8].
For instance, in superconductors with s-wave pairing symmetry, the creation operator b†k of the Bogoliubov
quasi-particle can be written as b†k = ukck↑+vkc
†
−k↓ in the language of second quantization, where c
†
kσ, ckσ
create and annihilate an electron with spin σ, respectively. In the presence of Cooper pairs (energetically
favored paired states c†−k↓c
†
k↑ , ck↑c−k↓) [9, 10], an electron excitation is equivalent to an electron hole exci-
tation. In the superconducting systems, the electronic excitation with energy E (b†k(E)) is correlated with the
hole excitation with energy −E (bk(−E)) due to the particle-hole symmetry. This indeed renders the super-
conductors natural platforms to host self-conjugate Majorana fermions (γ = γ†). When energy E = 0, par-
ticle and anti-particle states coincide, i.e., b†(E = 0) = b(E = 0). Therefore, Majorana fermions can likely
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be realized as the zero-energy states in superconductors, which normally are bound to topological defects.
Note that, the condensed matter version of Majorana fermions require an equal superposition (|uk| = |vk|) of
an electron and hole state to make γ†, γ Hermitian and hence equal to their own anti-particles. Additionally,
in contrast to the Bogoliubov quasi-particles operators b†, b, the two equal-weighted components comprising
the Majorana fermion operators have same spin projections. Therefore, to realize the zero-energy Majorana
bound states (MBSs) or Majorana zero modes (MZMs) in superconductors, the spinless or effectively spinless
superconductivity is a key element [6, 11].
How Majorana fermions can emerge in p-wave superconductors can be intuitively illustrated by
Kitaev’s toy model [6], which is a 1-dimensional tight-binding chain with p-wave superconducting pairing.
Two unpaired Majorana fermions appear when the chain goes through a topological quantum phase transition,
shown as the spatially isolated Majorana zero modes localized at opposite ends of the chain. However,
electrons in materials have spin 1/2 and spinless superconducting pairings are rather rare in realistic systems
(the majority superconductors found in nature are spin-singlet). This had been an obstacle in searching
Majorana fermions in solid state systems, until it was found that the effective px± ipy-wave superconducting
pairing symmetry can possibly be realized in the strong topological insulators with proximity-induced s-
wave superconductivity [12]. Now various platforms for realizing Majorana zero modes in condensed matter
systems have been put forward, including topological insulator-superconductor heterostructures, spin-orbit-
coupled semiconductor-superconductor nanowires, and magnetic atom chains in superconducting substrates,
etc.
There is a mounting experimentally detected signatures of the existence of the Majorana zero modes
in these systems, however, there has been no sufficient evidence for the existence, nor unique confirmation,
of the Majorana zero modes in experiments. In Chapter 2, we focus on the model Hamiltonian describing
the proximitized nanowires [13, 14, 15], which have been investigated extensively in experiments. We will
investigate the properties of Majorana zero modes as well as the low-energy Andreev Bound states based
numerically simulations of the model Hamiltonian. In Chapter 3, we revisit the Kitaev chain toy model. An
analytical solution to the model Hamiltonian of the finite-length Kitaev chain will be shown and the extended
Kitaev chain model by coupling to a quantum dot will also be investigated.
4
1.2 Topological quantum computation
Majorana zero modes have been proposed as the leading candidate for the building block for topo-
logical quantum computation [16], owing to their non-Abelian statistic properties and the potentially rich
operations generated by braiding. In this section, we discuss how qubits can be made up from Majorana
zero modes, and how the logic operations for quantum computation can be realized by Majorana braiding.
We also introduce the requirements for realizing quantum computation and the related braiding schemes for
Majorana-based topological quantum computation, especially the measurement-only braiding scheme. In
the following, we convey these main messages by first introducing the non-Abelian statistic properties of
Majorana fermions.
1.2.1 Majorana qubit and Majorana braiding
The change of quantum state |Ψ〉 can be represented by the unitary rotation operator U (U† = U−1).
Unlike the bosons and fermions where the quantum state |Ψ〉 of the system picks up a phase difference
(|Ψ〉 → ±|Ψ〉) after the exchange of any two particles, Majorana fermions are anyons and they follow non-
Abelian statistics. Any exchange or change of order of the exchange of two Majorana fermions will lead
to non-trivial rotation operations. The exchange of two non-Abelian anyons is usually called braiding. As




where the fact that Majorana fermion changes sign i.e., γ → −γ under the change of the phase by 2π of the
superconducting order parameter is considered. Here, γ1, γ2 are exchanged in a certain direction (e.g., anti-
clockwise) and can be described by the following transformation, γ1 → U12γiU†12 = γ2, γ2 → U12γ2U
†
12 =






(1 + γ2γ1) (1.6)
Note that, the braiding operation associated with Ũ12 = (1− γ2γ1) /
√
2 = (1 + γ1γ2) /
√
2 is also possible,
provided γ1, γ2 are exchanged in the direction opposite to that of U12 (e.g., clockwise direction). In contrast
to the result in Eq. (1.5), the two Majorana fermions are exchanged as γ1 → −γ2, γ2 → γ1 under the braiding
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operation of Ũ12.
Consider a system with 2N spatially well separated Majorana fermions or Majorana zero modes
{γ1, γ2, γ3, γ4, ...γ2N−1, γ2N}, each two Majorana fermions (γ2j−1, γ2j , j = 1, 2, ...N ) can be paired as
a fermionic state (fj = (γ2j−1 + iγ2j)/2, j = 1, 2, ...N ), giving us N pairs of Majorana fermions or N
fermionic states. Every paired state can be either empty (|0〉) or occupied (|1〉) by a fermion without costing
any energy, it is therefore, we will have 2N possible degenerate quantum states for N pairs of Majoranas. We
can represent each such state as
|φ〉 = |n1, n2, n3, ...nN 〉 (1.7)
where nj with i = 1, 2, ...N is the occupation number for each paired fermionic state. Note that, nj is also
the eigenvalue of the fermion parity operator defined as Pj = 2f
†
j fj − 1 = iγ2j−1γ2j . As we see from
Eq. (1.5), the fermion parity is not affected by the Majorana braiding operations.
Classically, the basic unit for processing information is a binary bit restricted to the value either 0 or
1. In contrast, a quantum bit, or qubit, in general can be any linear coherent superposition of quantum state
|0〉 and |1〉. Normally, the pure quantum states |0〉 and |1〉 are used as computation basis states. This indeed
renders the quantum information processing subject to the principle of quantum superposition, endowing
quantum computation the massive parallel processing power. In principle, any quantum-mechanical system
with two different energy states can be used as a qubit. For instance, the two spin states of an electron, the
two polarizations of a single photon or the two energy level states of cold atom in optical lattice.
A semiconductor-superconductor nanowire in topological state, hosting two spatially isolated Majo-
rana zero modes, naturally forms a two-state system. The nanowire now is associated with a regular fermion
state comprised of the two Majorana zero modes as have been mentioned earlier, represented by |0〉 and
|1〉 = f†|0〉. However, such two quantum basis states can not be used for coherent superpositions, because
linear combinations of states with different fermion parity e.g. |0〉 ± |1〉, violate the superselection rules and
are forbidden [18]. This actually accords with the fact that Majorana braiding can not change the fermion
parity of system with two Majorana fermion states. Fortunately, it is easy to overcome this drawback.
To define a topological logic qubit, we can use a pair of topological quantum wires i.e., a system
with four Majorana zero modes, where the non-trivial effect of Majorana braiding could be also found [18].
For a system with four Majorana fermions γ1,2,3,4, there are four states on the ground state manifold, namely,
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|00〉, |10〉, |01, 〉, |11〉 (1.8)
Here we assume the first and second digit respectively represents the occupation number nj of the regular
fermion state with f†j = (γ2j−1 + iγ2j) /2 with j = 1, 2, i.e., |10〉 = f
†
1 |00〉, |11〉 = f
†





Following the braiding logic given in Eqs. (1.5) and (1.6), the non-Abelian transformations resulted from












(1 + i) |00〉
(1.9)
Here each state vector is a 4 × 1 ket vector and the braiding operators Uij are 4 × 4 matrices which can












































1 0 0 −i
0 1 −i 0
0 −i 1 0
−i 0 0 1

(1.11)
Note that, braiding operator U12, U34 are diagonal while U23 is not. It is the fact that not all the braiding
operators are diagonal renders the order of braiding matter a lot, e.g., U12U23 6= U23U12 (namely they do not
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commute). In general, two braiding operations that involve some same Majorana fermions satisfy
[U2j−1,2j , U2j,2j+1] = γ2j−1γ2j+1 (1.12)
This in effect represents the non-trivial braiding operations and the non-Abelian statistics of Majorana fermions [11,
17, 18]. On the other hand, two Majorana braiding operations that do not involve any same Majorana fermions
indeed commute with each other, for instance, [U12, U34] = 0, because both of them are diagonal matri-
ces. Note that, a superposition of states |00〉, |11〉 is explicitly realized by Majorana braiding U23. This is
allowed now, because the two fermion states being both empty or occupied give an even parity and super-
conducting condensate conserves fermion number module 2. Therefore, we can define the two basis states
as |0̃〉 = |00〉, |1̃〉 = |11〉, with which any general state is expressed as their superpositions. We could also
consider the case with a fixed odd parity and define the qubit as |0̃〉 = |10〉, |1̃〉 = |01〉. Since each fermion
state is delocalized and composed of a pair of spatially well separated Majorana states, it is unaffected by
any local interactions. Non-local encoding of the Majorana zero modes in the topological quantum nonawire
allows the storing and processing of information immune to any local perturbations. Qubits made up from
Majorana fermions are therefore fundamentally decoherence free, topologically protected from any quantum
errors and suitable for fault-tolerent quantum computation.
1.2.2 Quantum computation and measurement-based braiding
According to DiVincenzo Criteria [19], there are several minimum requirements for creating a
quantum computer, including the conditions for realizing quantum computing and quantum communication.
In this thesis, we mainly talk about the conditions for quantum computation. In the context of building qubits
from Majorana zero modes hosted in topological semiconductor nanowires, the requirement of long rele-
vant decoherence times is satisfied, because Majorana fermions are decoherence free due to their topological
properties. A scalable physical systems with well characterized qubits can also be realized by building su-
perconducting nanowire networks. The rest of the requirements are significantly important for processing
quantum computation, which usually are considered as the three major steps for quantum computation, i.e.,
(1) initialize the qubits into a predetermined state (the ability to initialize the state of the qubits to a simple
fiducial state); (2) perform quantum logic operations to braid to qubits (a ”universal” set of quantum gates)
and (3) read out the information encoded in the qubits (a qubit-specific measurement capability).
Initializing the qubit states can be controlled via tuning gate potentials or external fields, given a
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superconducting nanowire network. The information encoded in the qubits will finally be converted as some
observable quantities (e.g., topological charge) that require physical measurements. The quantum logic gates
operating on qubits, a quantum-mechanical analog of the classical logic gates for conventional digital circuits,
are the building block for quantum circuits. For example, the Pauli-X gate or NOT gate, defined by the Pauli
σx matrix, maps state |0〉 to |1〉 and |1〉 to |0〉; the Hadamard (H) gate, defined as H = (σx + σz) /
√
2, on
the other hand can create superposition states by mapping the basis state |0〉, |1〉 into (|0〉+ |1〉) /
√
2 and
(|0〉 − |1〉) /
√
2, respectively. These logic gates are all acting with a single qubit, which could be generated
by Majorana braiding operations. Majorana braiding can also lead to some other single-qubit gates like π/4
phase gate. It is computationally sufficient if one can get the braiding-generated gate set comprised of a
single-qubit π/8 phase gate and a two-qubit CNOT gate in system of Majorana fermions [20]. In addition,
qubits or Majorana fermions must be braided in order to process the information encoded. Next, we will
introduce the Majorana braiding schemes for topological quantum computation.
There are several braiding schemes that utilize the non-Abelian statistics of Majorana fermions,
including gate-controlled braiding using junctions of topological nanowires, Coulomb-assisted braiding in
Josephson junctions, and measurement-based braiding in superconducting islands coupled to quantum dots.
Tremendous experimental progress has been made over the past few years in realizing Majorana zero modes
in 1-dimensional semiconductor-superconductor hybrid nanowires, owing to the great possibility of imple-
menting Majorana braiding by tuning the gate voltages of junction-based superconducting nanowire net-
works. However, this braiding scheme requires “physically manipulating” of individual Majorana zero
modes in the coherent topological junctions, which is hard and has not yet been realized in experiments.
Further more, actual physical movement of the Majorana fermions will possibly introduce thermal errors into
the quantum computation which will restrict the self-correction of the whole quantum computing architec-
ture [21].
In contrast to the gate-controlled braiding, measurement-based braiding is a scheme for “braiding
without braiding” [22]. In this braiding scheme, the braiding operations are effectively realized by a sequence
of projective parity measurements (Pjk = iγjγk) of a group of Majorana zero modes without any physically
movement of the qubits. As have been defined in Eq. (1.6), braiding process for exchanging two Majorana
fermions γi, γj could be described by operator Uij = (1 + γjγi) /
√
2 (one can also use Ũij). By using
the measurement-only protocol [23], a unitary braiding transformation may be implemented through the
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Here operator P̂γjγk projects an occupied fermion state (fermion parity Pjk = 1) back to vacuum. Consider
a system with two logic qubits with Majorana zero modes γ1, γ2, γ3, γ4. With the help of the ancillary pair
of Majorana zero modes γa, γb, the braiding operation U12 can be explicitly expressed as following [22, 24],
















Similarly, we could express Majorana braiding U23 as U23 ∝ P̂γaγb P̂γaγ2 P̂γ2γa . In the measurement-based
braiding scheme, the topological qubits encoded in the Majorana zero modes can be read out via the change of
the total fermion parity of the superconductor island-quantum dot system in the Coulomb-blockade regime.
The ground state energy of the system is parity dependent, hence a change of the qubit states is reflected
by the shift of the ground state energy, which can be measured by a transmission line resonator coupled
with Cooper pair box or transmon [24, 25]. Compared to the braiding with the junctions by manipulating
the Majoranas physically, the measurement-based braiding can avoid the possible engineering issues in the
fabrications and implementations, and also get rid of the possible thermal errors from the environment. In
Chapter 4, we will talk more about the measurement-based braiding for topological quantum computation.
Specifically, we will discuss the feasibility of measurement-based braiding in the quasi-Majorana regime.
1.3 Higher-order topology
Typically, D-dimensional topological insulators/superconductors are characterized by an insulating
bulk and stable gapless conducting states localized on (D − 1)-dimensional boundaries, which constitutes
the topological bulk-boundary correspondence. For example, as have been introduced in the previous sec-
tions, the zero-dimensional Majorana zero modes localized right at the opposite ends of the 1-dimensional
superconducting nanowires are corresponding to a (D − 1)-dimensional topology. Another example is the
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non-degenerate gapless Dirac cones on the 2-dimensional surfaces of the 3-dimensional topological insula-
tors. The robustness of these gapless states are usually promised by the presence of local symmetries, like the
time-reversal symmetry T , particle-hole symmetry P and the chiral symmetry S (S = PT ). The conducting
(D − 1)-dimensional states will not be gapped unless certain symmetries are broken in the systems, e.g.,
the conducting surface states in a strong 3-dimensional topological insulator can not be gapped or localized
without breaking the time-reversal symmetry.
In topological crystalline insulators, where crystalline symmetries like mirror, rotation or inversion
symmetry are additionally preserved, the bulk-boundary correspondence only works for boundaries which
preserve the crystalline symmetry. The bulk-boundary correspondence can be generalized into a version
of higher-order, namely, the gapped bulk are associated with protected gapless states of more than one di-
mension lower. This corresponds to the so-called higher order topology [26, 27, 28]. Higher (second) or-
der topological system is a novel class of topological matters, where the D-dimensional bulk as well as
the (D − 1)-dimensional boundaries are gapped, but with robust gapless topological modes hosted on the
(D − 2)-dimensional “edges” defined on the boundary, e.g., corners in 2D systems and hinges in 3D sys-
tems. This idea has been used to explain the topologically protected corner modes in quantized electric
multipole insulators [29], and the robust 1-dimensional hinge states localized at the edges of the surfaces of
3D crystals of bismuth [30]. Very recently, higher-order topology has also been demonstrated in phononic
quadrupole topological insulator [31], twisted bilayer graphene [32] and centrosymmetric transition metal
dichalcogenides [33], etc.
Considering of the huge potential of Majorana fermions in topological quantum computation and
their emergence as Majorana bound state in topological superconductors, it is a natural question to ask that
is there any higher-order topological superconductor can also lead to the emergence of Majorana states?
Theoretically, the answer is Yes. It has been proposed that higher-order topological superconductors can
be realized by proximitizing 2-dimensional topological insulators with unconventional superconductors like
s±-wave or d-wave superconductors [34, 35]. In these systems, the bulk are insulated from being topologi-
cal insulators, and the conducting edges acquire superconducting gaps due to the proximity effect. Distinct
from the non-degenerate Majorana zero modes that breaks time-reversal symmetry in topological nanowires,
excitations in the higher-order topological superconductors appear as Majorana Kramer pairs which are pro-
tected by time-reversal symmetry. Rather then the more familiar vortex or end modes, the generated gapless
Majorana Kramer pairs here are corner modes, where the corners are defined by the points on the edges with
zero superconducting order parameter.
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Though, in principle, Majorana braiding for topological quantum computation requires non-degenerate
Majorana zero modes, braiding with Majorana corner modes which admits non-Abelian statistics is still pos-
sible [36, 37]. This indeed makes the Majorana corner modes an alternative candidate for building the qubits
for realizing topological quantum computation. However, Majorana corner modes, realized either through
defects/impurities/disclinations, or emerging in second order topological superconductors produced using
unconventional cuprate (d) or iron-based (s±) superconductors proximity-coupled to a topological substrate
have not been realized to date.
Quantum simulation of topological phases with ultra-cold atoms is a rapidly evolving field. There
are several remarkable advantages for studying topological phases with cold atoms, including the possibil-
ity of engineering single particle Hamiltonians, the high flexibility and controllability of tuning complex
many-body interactions, and the feasibility to experimentally probe otherwise inaccessible quantities such
as topological invariants, etc. We propose a model of ultra-cold atoms in optical lattices to realize Majo-
rana corner modes and higher order topological superfluids with ordinary s-wave superfluidity, which are
experimentally realizable, as will be discussed later in Chapter 5.
1.4 Anomalous transport phenomena
In the previous sections, we have introduced the topological excitations in topological superconduc-
tors and higher-order topological superconductors, namely, the Majorana zero modes and Majorana corner
modes respectively. In this section we will talk about the topological phenomena − anomalous transport
phenomena − in topological insulators and Weyl systems.
1.4.1 Berry phase effect
During the adiabatic evolution of a quantum state, in addition to the dynamic phase factor, the
quantum state acquires an additional geometrical phase γn, called Berry phase [38]. The Berry phase can be







Here An(R) = 〈n(R)
∣∣∣ ∂∂R ∣∣∣n(R)〉 is defined as the Berry connection, or Berry vector potential, where
|n(R)〉 represent the basis state that adiabatically moves along a path C in the parameter space. According








where Ωn(R) is the so-called Berry curvature. Note that, the relations between An,Ωn are exactly analo-
gous to that between the magnetic field B and vector potential field A in electrodynamics. It is therefore,
Berry phase is a flux quantity similar as the magnetic flux, and Berry curvature can be viewed as a fictitious
magnetic field in momentum space. Berry phase effect is indeed essential for a complete understanding of all
the basic phenomena in solid state physics [39].
The motion of the Bloch electrons in momentum space driven by electric filedE and magnetic field
B can be described by equation ṗ = e (E + ṙ×B), where ṙ = v is the electron velocity in real space.
It has been believed [40] that electron velocity v can be simply determined from the Bloch band energy εk,
i.e., v = ∂εk/~∂k, until the Berry curvature was clearly found to play an important role in the dynamics of
the Bloch electrons. Owing to the non-trivial Berry phase effect, Bloch electrons in the presence of electric
field acquire an additional, anomalous velocity that is proportional to the Berry curvature. In the wave packet
approach [39], the conventional semi-classical equation of motion for the Bloch electron becomes modified










ṗ = e (E + ṙ×B)
(1.17)
Here εmk = εk − B · mk is the modified electron energy with mk the orbital magnetic moment. It is
obviously shown from Eq. (1.17) that Berry curvature is acting similarly as the magnetic field, i.e., ṗ×Ωk ↔
ṙ×B. The anomalous velocity supported by the Berry curvature is responsible for a number of anomalous
thermoelectric transport phenomena, e.g., the anomalous Hall effect and anomalous Nernst effect.
In fact, if all the Bloch energy states (states |n(R)〉 are energy states for Bloch electron in Brilouin
zone with energy level index n ) are included, the total Berry curvature is identically zero, i.e.,
∑
n Ωn(k) =
0. However, each single energy level has non-trivial Berry phase effect. Note that, to have a non-trivial Berry
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curvature (Ω(k) 6= 0), time-reversal and space inversion symmetry can not be simultaneously present in a
system. This is because, time-reversal symmetry explicitly respects Ω(−k) = −Ω(k) while space inversion
symmetry leads to Ω(−k) = Ω(k), and both symmetries being respected renders Ω(k) identically zero.
1.4.2 Hall response in the linear and non-linear regime
Generally, the Berry curvature integrated over the entire Brillouin zone, namely, over the filled state,
is quantized in the units of 2π. This quantized number is called Chern number [39, 41], corresponding to
the net number of monopoles inside the closed manifold. Hence the flux of Berry curvature is also called
Chern flux. This quantized flux of Berry curvature is responsible for a number of quantization effect like
the quantized adiabatic particle transport and the quantized quantum Hall effect, etc. On the other hand, the







d [k] f(εk)Ωkx,ky (1.18)
with f(εk) the Fermi-Dirac distribution function. Note that, anomalous Hall conductivity σxy relies on
contributions from non-zero local Berry curvature, instead of a non-zero Chern number (the total Berry
curvature flux). Due to the symmetry properties T ΩkT † = −Ωk, T εkT † = εk, σxy identically vanishes
in the presence of time-reversal symmetry. Therefore, all the linear anomalous Hall responses including
the anomalous Hall, Nernst and thermal Hall effect, must vanish in the systems that preserve time-reversal
symmetry as mandated by the Onsager’s reciprocity relations [42]. However, non-linear Hall responses have
no such restriction.
Very recently, non-linear anomalous Hall effect has been proposed by Inti and Liang in Ref. [43] for
the time-reversal invariant materials like Dirac and Weyl materials. Unlike the anomalous Hall effect in the
linear-response regime, the non-linear anomalous Hall effect does not require broken time-reversal symmetry
but needs inversion symmetry breaking. Rather than directly by the Berry curvature, the non-linear anomalous
Hall response is induced by the Berry curvature dipole, which is defined as,
Dab =
∫






Two-dimensional transition metal dichalcogenides, topological crystalline insulators, and three-dimensional
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Weyl semimetals all are excellent candidate platforms to observe the non-linear Hall response. In some
recent electric transport experiments, the non-linear anomalous Hall effect has been successfully observed in
the few-layer WTe2 [44, 45].
With the increasing interest in the non-linear properties of topological materials, Berry curvature
dipole-related non-linear responses are now being intensively studied in theory as well as in experiments.
In Chapter 6 and Chapter 7, within the framework of semiclassical Boltzmann theory, we focus on the non-
linear anomalous responses induced by thermal gradient in systems that respect time-reversal symmetry. We
propose the non-linear anomalous Nernst effect in the bilayer WTe2 and the non-linear anomalous thermal
Hall effect for the transition metal dichalcogenides, respectively. We also make several experimental predic-
tions for these non-linear effects that can be verified in experiments. In addition, we analyze the relations
among the anomalous transport coefficients for the non-linear Hall effects in time-reversal invariant systems,
including the non-linear anomalous Hall, Nernst and thermal Hall effect. Additionally, for the first time,








Recent observations of robust zero bias quantized conductance plateaus of height 2e2/h in quantum
dot-semiconductor-superconductor nanowires have been interpreted as clear evidence for the presence of
non-Abelian Majorana zero modes (MZMs), since other sources of low energy conductance are believed to
be unable to produce such quantized plateaus. Based on extensive numerical calculations, we show that in
fact quantized conductance plateaus can also arise as a result of partially separated Andreev bound states
(ps-ABSs), in which the component Majorana modes are somewhat shifted in space without being non-
Abelian MZMs. As ps-ABSs can form rather generically, our results suggest that the observation of quantized
conductance plateaus does not represent sufficient evidence for the existence of non-Abelian MZMs localized
at the opposite ends of a wire.
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2.1 Introduction
Semiconductor nanowires with proximity induced superconductivity and strong Rashba spin-orbit
coupling, which are predicted theoretically [13, 46, 47, 48, 14, 15, 49] to support a pair of mid-gap non-
Abelian Majorana zero modes (MZMs) at the opposite ends of a wire [50, 6, 16, 51, 52], have become the
leading candidate for the realization of topological quantum computation (TQC) [6, 16] due to the tremen-
dous experimental progress realized in the past few years [53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64].
The most recent important development of far reaching consequence to TQC has been the observation
of quantized zero-bias conductance plateaus in local charge tunneling experiments [64], with the theoreti-
cally predicted height (2e2/h) required by topological MZMs [65, 66, 67, 68]. While previous theoretical
work on proximitized semiconducting nanowires has shown the formation of zero bias conductance peaks
(ZBCPs) even in the absence of MZMs due to disorder [69, 70, 71, 72, 73, 74], non uniform system parame-
ters [75, 76, 77, 78, 79, 80, 81, 82, 83, 84], weak antilocalization [85], and coupling to a quantum dot [86, 87],
these peaks of non-Majorana origin do not result in a 2e2/h–quantized conductance plateau whose height re-
mains constant against variations of the control parameters (e.g., Zeeman field, tunnel barrier height). Note
that a quantized conductance plateau does not simply mean the presence of a robust zero-bias conductance
peak (of arbitrary height) that sticks at zero energy as a function of the magnetic field, or the realization
of a quantized zero-bias peak of height 2e2/h at some specific values of the control parameters, but rather
the persistence of a zero-bias peak with a constant quantized height of 2e2/h over a finite range of control
parameters such as the magnetic field and the tunnel coupling. This type of feature was so far believed to be
associated with the presence of (topological) Majorana zero-modes. Consequently, in the recent experiments
[64] the quantized peaks of height 2e2/h and the persistence of the plateaus against the variation of the control
parameters have been used as a key evidence for the presence of topologically-protected MZMs localized at
the opposite ends of the experimental system. Here, we demonstrate that the quantized conductance plateaus
can also have non-Majorana origins, emerging in the topologically-trivial regime.
In this paper we perform detailed numerical calculations of the experimental system [64], which is a
quantum dot-semiconductor-superconductor (QD-SM-SC) nanowire heterostructure, and show that quantized
conductance plateaus of height 2e2/h, which are robust over a large range of Zeeman field and tunnel barrier
potential, are also possible due to the presence of low energy Andreev bound states (ABSs) whose component
Majorana bound states (MBSs) are somewhat shifted in space: the so-called partially separated ABSs (ps-
ABS) introduced in Ref. [88]. The ps-ABSs, on the other hand, are topologically trivial, and cannot be used
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in TQC because the separation of the component MBSs, which are localized on the same side of the wire,
cannot be controlled externally [88]. Essentially, when coupling locally to a ps-ABS one couples strongly
to only one of the constituent MBSs (see Fig. 2.1(i)), while the other remains “invisible”. We thus arrive
at the important result, relevant to the remarkable set of recent experiments [64] and all other tunneling
conductance measurements preceding it [53, 54, 55, 57, 58, 59, 60, 61, 62, 63], that the observation of
quantized conductance plateaus in local charge tunneling experiments, even if of the theoretically predicted
height 2e2/h, cannot be taken as the clinching evidence for the presence of non-Abelian MZMs, distinguished
from other “non-Majorana” sources such as robust low energy ABSs as claimed in the experiments [64].
We interpret the results of this study within a framework based on two observations: i) MZMs
and ps-ABSs can be described theoretically using the same modeling of the hybrid structure. However, in
the low Zeeman field regime the ps-ABSs are significantly more common, because the parameter region
corresponding to inhomogeneous systems that support ps-ABSs is much larger than the parameter region
associated with nearly homogeneous systems that host MZMs. ii) The goal of this study is not to identify
the nature of the low-energy states responsible for the signatures observed experimentally (much less to
demonstrate that these states are ps-ABSs). Given the fundamental uncertainty regarding key parameters of
the hybrid systems used in experiments, such as, e.g., work function differences and couplings across the
SM-SC interface, any attempt to solve these problems purely theoretically would be futile. The answer has
to come from experiment. Here, we only show that the signature produced by a ps-ABS in a local tunneling
measurement is indistinguishable from the corresponding signature of a MZM, even if we test the robustness
of this signature by varying the control parameters.
2.2 SM-SC heterostructure coupled to a quantum dot
We consider a semiconductor (SM) nanowire with strong spin orbit coupling, proximity coupled to a
superconductor (SC) in the presence of an applied magnetic field. A portion of the SM wire is not covered by
the SC, which may be thought of as a quantum dot [86, 87, 88], see Fig. 2.1(a). The Bogoliubov-de Gennes
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Figure 2.1: (a) Proximitized nanowire junction in which a portion of the semiconductor wire (SM) is not
covered by the superconductor (SC), represented by a quantum dot (QD). (b) Quantum dot potential V (x) =
Vbarrier + Vdot as described by Eq. 2.2 may form within the QD due to a combination of tunnel coupling
to the metallic lead (Vbarrier) as well as application of the tunnel gate potentials (Vdot). Parameters used
here were, barrier potential height Z = 16∆ and width xt = 0.02µm, a quantum dot of width x0 ∼ 0.5µm
with a potential height V ∼ 5.5∆ which varies over a length scale of σV ∼ 27.5nm. Induced pairing ∆(x)
described by Eq. 2.3 is present within the proximitized region of the wire. Here we used ∆ind ∼ 0.25meV
which varies over a length scale of σ∆ ∼ 27.5nm. Robustness of the zero bias peaks to different values of
the barrier and dot potentials is shown in Fig. 2.2. (c)-(d) Vertical line cuts from the differential conductance
spectra shown in (g) showing a ZBCP quantized to 2e2/h due to the presence of a ps-ABS (blue, Zeeman
field Γ < Γc with Γc the critical field) and a MZM (red, Γ > Γc). Temperature dependence of ZBCP from 20
mK to 440 mK in steps of 20 mK shows gradual decrease of the peak height. (e) Full width at half maximum
(FWHM) as a function of temperature T for ps-ABS (blue) and MZM (red) of curves taken from (c)-(d). (f)
Low-energy spectra as a function of Zeeman field for a nanowire with the potential profile pictured in (b).
The Zeeman field Γ > Γc region is marked by the red zero energy mode (MZM), while the blue zero mode
marks the region supporting ps-ABSs. (g) Differential conductance spectra as a function of Zeeman field
corresponding to energy spectra in (f). (h)-(j) Profiles of lowest energy mode wave functions: (h) A standard
ABS consisting of a pair of overlapping MBSs, (i) a ps-ABS consisting of two overlapping MBSs whose
separation is on the order of the Majorana decay length ζ, and (j) a pair of non-Abelian MZMs localized
at opposite ends of the wire. (k) Zero bias line cuts from conductance spectra showing 2e2/h-quantized
conductance plateaus against variation of the Zeeman field for two representative values of the chemical
potential due to the presence of a ps-ABS (blue) and MZM (red).
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with x̃ = m∗αx and H̃ = (H/m∗α2). Here σi and τj are the Pauli matrices operating in spin and particle-
hole spaces, respectively, Γ is the Zeeman field and µ is the chemical potential. Parameters used were, an
effective mass m∗ ≈ 0.03m0 (m0 being the electron mass), and a Rashba coefficient of α = 400 meV · Å,
consistent with the experiments. All calculations were done at a temperature T ≈ 20 mK unless otherwise
noted. Here V (x̃) = Vbarier + Vdot, in which Vbarrier represents the potential which arises due to tunnel
coupling between the normal lead and the SM wire, and Vdot which is due to the tunnel gates shown in
Fig. 2.1(b). The potential V (x̃) used throughout this manuscript is of the form










in which Z and xt are the the height and width of the tunnel barrier Vbarrier respectively, V is the height of
the gate potential Vdot within the QD, x0 is the length of the QD, and σV is the length scale over which V











where ∆ is the height of the pairing potential, δx is a parameter that controls the extension of the pairing
potential in the QD region due to proximity effect, and σ∆ is the length scale over which ∆ varies. In Fig. 2.1
we take V = 5.5∆, σV = σ∆ = 25nm, x0 = 0.5µm, Z = 16∆, xt = 0.02µm, ∆ = 0.25meV , and
δx = 4σ∆.
The low-energy spectrum is obtained by numerically diagonalizing the BdG Hamiltonian corre-
sponding to the nanowire. The robustness of the ZBCP is shown for different values of the barrier and dot
potentials in Fig. 2.2. Values for the differential conductance G were found by discretizing the Hamiltonian
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Figure 2.2: (Color online) (a)-(c) Differential conductance as a function of barrier height Z and bias potential
associated with a standard ABS (Γ = .25Γc) (a), a ps-ABS (Γ = .75Γc) (b), and a pair of MZMs (Γ =
1.05Γc) (c).(d-f) Zero bias line cuts for (a-c) showing the MZMs and ps-ABSs forming nearly identical
profiles which plateau at 2e2/h for a wide range of barrier heights. The standard ABS peak height (d) may
take any value between 0 and 4e2/h and quickly goes to 0 with increased barrier height. (g-h) Vertical line
cuts from (b) and (c) showing ZBCPs quantized at 2e2/h over a large range of barrier potential heights Z for
both ps-ABS and MZM. (i-j) Low energy spectra as a function of quantum dot potential height V associated
with potential profile in Fig. 2.1(b) for ps-ABS (blue, Γ < Γc) and MZM (red, Γ > Γc). Here and in the
following plots Vc = 2µ is taken as the reference dot potential, while the dot potential V is varied between
.25Vc = 2∆ and Vc = 2µ = 8∆. (k-l) Plots of differential conductance as a function of dot potential height
V and bias potential for values consistent with energy-spectra shown in (i-j). (m) Horizontal zero bias line
cuts with (m) corresponding to (k-l) showing a 2e2/h-quantized plateau for both ps-ABSs (blue) and MZMs
(red).




(N −Ree +Rhe), (2.5)
was found using the S matrix method in KWANT [89], a Python package for transport calculations for systems
with tight binding Hamiltonians. Here N is the number of electron channels in the lead, Ree is the total
probability of normal reflection and Reh is the total probability of Andreev reflection for an electron in the
lead. Finite temperature is represented by broadening the zero temperature conductance through a convolution









Figure 2.3: (Color online)(a)Low-energy spectra as a function of chemical potential. The red line signifies
the topological region supporting MZMs, the blue line shows a non-topological region supporting ps-ABSs
which stick to zero energy for a wide range of chemical potential. (b) Zero bias line cut taken from (c)
showing a robust 2e2/h quantized conductance plateau forming in the topologically trivial regime due to the
presence of a ps-ABS. (c) Differential conductance spectrum as a function of chemical potential for parameter
values consistent with Fig. 2.1.
To analyze the low-energy ABSs, we represent the BdG eigenstates φ±ε (i) of Eq. 2.4 as a pair of
overlapping MBSs, χA (i) = 1√2 [φε (i) + φ−ε (i)] and χB (i) =
i√
2
[φε (i)− φ−ε (i)]. Using this formal-
ism, a standard ABS is defined as a superposition of constituent MBSs that are sitting directly on top of one
another (Fig. 2.1(h)), a ps-ABS as a superposition of constituent MBSs that are separated on the order of the
Majorana decay length ζ (Fig. 2.1(i)), while topological MZMs correspond to constituent MBSs separated
by the length of the wire (Fig. 2.1(j)). From the wave function profiles, it is straightforward to see that if a
ps-ABS is present in the quantum dot region, as in Fig. 2.1(i), a tunnel probe placed on the left hand side of
the wire will predominantly couple to a single MBS (purple), making it indistinguishable from a MZM, as
in Fig. 2.1(j). Note that in a finite wire the bulk gap does not completely close and thus a ps-ABS can be
continuously connected to a pair of non-Abelian MZMs. By contrast, in an infinite (or long) wire, in which
the bulk gap closes signaling a TQPT, the ps-ABS and MZMs are separated by a quantum phase transition
and only the pair of MZMs for Γ > Γc are topologically non-trivial. Moreover, ps-ABSs cannot be used in
TQC, because the separation between the component MBSs in a ps-ABS can not be controlled independently.
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2.3 Results
In Fig. 2.1(f) we show the low energy spectrum of the QD-SM-SC structure as a function of the
applied Zeeman field. A pair of robust zero modes emerge in this plot (blue) well before the bulk band
gap has a minimum signaling the TQPT. We associate these modes with ps-ABSs, while the zero energy
modes beyond the bulk gap closing (red) are topological MZMs. The corresponding plot of the differential
conductance as a function of Zeeman field (Fig. 2.1(g)) shows a robust ZBCP in the topologically trivial
regime indistinguishable from the ZBCP in the topological regime. Furthermore, Figs. 2.1(c-e) show an
exponential dependence of the ZBCP height and width on the temperature for both MZMs and ps-ABSs.
These robust ZBCPs form 2e2/h-quantized conductance plateaus both in the topologically trivial and non-
trivial regimes (Fig. 2.1(k)), similar to those observed in the experiments [64].
Next, in Fig. 2.2(a-f), we plot the differential conductance as a function of bias potential and barrier
potential (Z). These results show that while the ZBCP height due to a standard ABS may take any value (0−
4e2/h) and quickly drops to zero upon increasing the barrier potential (Fig. 2.2(d)), the behavior of the ZBCPs
induced by ps-ABSs and MZMs is nearly the same. Indeed, upon varying the barrier height, both the ps-ABS
and the MZM induce (practically indistinguishable) quantized zero bias conductance plateaus of height 2e2/h
(Fig. 2.2(e-f)). The low energy spectrum as a function of the quantum dot potential V corresponding to the
potential profile shown in Fig. 2.1(b) is shown in Fig. 2.2(i) for a ps-ABS (blue, Γ < Γc) and in Fig. 2.2(j)
for a MZM (red, Γ > Γc). The corresponding dependence of the differential conductance shown in panels
(k) and (l), respectively, has similar (practically indistinguishable) features. Finally, the ps-ABS and the
MZM have nearly identical 2e2/h-quantized conductance peaks that are robust against variations of the dot
potential, as shown in Fig. 2.2(m).
The dependence of the low energy spectrum on the chemical potential, which experimentally can be
controlled by changing the super-gate potential, is shown in Fig. 2.3(a). A robust zero energy mode emerges
in the trivial regime (blue) due to a ps-ABS, well before the topologically non-trivial regime (red). This
results in a robust 2e2/h-quantized conductance plateau as function of the chemical potential (Fig. 2.3(b,c)).
As in Ref. [64], the quantized ZBCP exhibits some oscillatory behavior due to peak splitting, with the ZBCP
returning to the 2e2/h-quantized value but never exceeding it. Finally, SM-SC nanowires require a magnetic
field oriented along the wire in order to support topological MZMs [13, 46, 47, 48, 14, 15, 49]. Re-orientating
the magnetic field toward the direction of the spin-orbit field should rapidly destroy the MZM-induced ZBCP




Figure 2.4: (Color online) Differential conductance as a function of the in plane angle of the Zeeman field
for the ps-ABS (a) and the MZM (b) shown in Fig. 2.1(i)-(j). A ZBCP appears for a small angle in which the
Zeeman field is almost aligned with the wire. As the angle between the wire and the direction of the Zeeman
field is increased the ZBCP is destroyed in both cases due to splitting.
Fig. 2.4 for both a trivial ps-ABS (a) and a MZM (b). In both cases the ZBCP is only present for small values
of the angle φ, for which the magnetic field is almost aligned with the direction of the wire.
2.4 Summary and conclusion
In summary, based on extensive numerical calculations, we show that, quantized zero bias conduc-
tance peaks, who’s height remains constant at 2e2/h as a function of varying system parameters such as
Zeeman field, tunnel barrier height, dot potential, etc. (the so called quantized conductance plateaus [64], can
arise as a result of partially separated Andreev bound states, in which the component Majorana bound states
are somewhat shifted in space without being topological MZMs. As partially separated Andreev bound states
can form generically in the topologically trivial phase, as illustrated in this paper with a step like potential in
the quantum dot region which can be induced by tunnel gates, we conclude that the recent experimental obser-
vations showing quantized conductance plateaus of height 2e2/h as a function of various control parameters
cannot represent definitive evidence for the presence of MZMs. We emphasize that a more “realistic” mod-
eling of the experimental system (which would face major challenges, considering our limited knowledge of
key microscopic parameters that characterize the hybrid systems studied experimentally) is not expected to
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modify this conclusion. Essentially, when coupling locally to the end of the quantum dot, which may harbor
a ps-ABS, one couples much stronger to one of the constituent MBSs than to the other because of the partial
separation between the pair of MBSs. Thus, the other constituent MBS basically remains “invisible” to the
tunneling lead. For instance, in Fig 1(i) the tunnel lead, which couples from the left end, should couple much
more strongly to only one of the MBSs (shown in blue), while coupling to the other MBS (shown in yellow)
is strongly suppressed because of partial decoupling of the MBSs. Thus, the local coupling to a ps-ABS is
effectively equivalent to the local coupling to a MZM.
In a recent preprint [90] it has been argued (based on a smooth confinement potential scenario
similar to that proposed in Ref. [75]) that quantized conductance plateaus can also arise in the trivial regime
due to differences in the spin polarization of the constituent MBSs, even if the MBSs are fully overlapping.
By contrast, in this paper we find that for a step-like potential in the quantum dot region, the stability of
the quantized conductance plateaus is essentially controlled by the separation between the constituent MBSs
of a ps-ABS, as shown in Fig. 2.2(p). The details of the relationship between the ps-ABSs found in this
paper and the quasi-Majoranas emerging in the presence of a smooth confinement potential as described in
Refs. [90, 75], including the effects of spin polarizations and the spatial separation of the component MBSs
on the stability of the conductance plateaus, will be addressed in a forthcoming publication. Based on the
results of this paper, we conclude that the local charge tunneling measurement, which was, so far, the primary
type of probe used in experiments, has exhausted its potential to reveal useful information regarding the
distinction of MZMs from low energy ABSs (ps-ABSs in particular), both of which can appear in SM-SC
hybrid structures. The next stage must involve non-local probes, such as, for example, the two-terminal
charge tunneling measurement [88, 91].
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Chapter 3
Analytical solution of the finite length
Kitaev chain coupled to a quantum dot
We solve analytically the problem of a finite length Kitaev chain coupled to a quantum dot (QD),
which extends the standard Kitaev chain problem to the quantum dot-semiconductor-superconductor (QD-
SM-SC) nanowire heterostructure currently under intense investigation for possible occurrence of Majorana
zero modes (MZMs). As a first step, we obtain the analytical solution of the finite length Kitaev chain without
the quantum dot, which, to the best of our knowledge, has also not appeared before. Our full solution of the
Kitaev chain coupled to a quantum dot reveals the emergence of a robust near-zero-energy Andreev bound
state (ABSs) localized in the quantum dot region as the generic lowest energy solution in the topologically
trivial phase. By contrast, in the Kitaev chain without the quantum dot such a solution does not exist. The
robustness of the ABS in the topologically trivial phase is due to a partial spatial decoupling of the component
Majorana bound states (MBSs) over the length of the dot potential. As a result, the signatures of the ABS
in measurements that couple locally to the quantum dot, e.g., tunneling measurements, are identical to the
signatures of topologically-protected MZMs, which arise only in the topological superconducting (TS) phase
of the Kitaev chain.
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3.1 Introduction
Non-Abelian Majorana zero modes (MZMs) [50, 6, 16], which were theoretically predicted [13,
46, 47, 48, 14, 15, 49] to arise as zero-energy excitations at the edges of low-dimensional spin-orbit cou-
pled semiconductors with proximity induced superconductivity in the presence of a Zeeman field, have
emerged [92, 51, 52] as the leading candidate in the creation of topological quantum bits essential to fault-
tolerant quantum computation [6, 16]. This research has been bolstered by recent experimental progress lead-
ing to observations of key signatures of Majorana zero modes [53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64] in
semiconductor-superconductor (SM-SC) nanowire heterostructures, particularly the emergence of a zero bias
conductance peak in the tunneling conductance spectra at a finite magnetic field. Theoretically, such zero bias
conductance peaks (ZBCPs) were shown to also arise due to low energy states generated by several different
phenomena unrelated to topology [69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87].
However, the low-energy states of non-topological origins are usually found to generate ZBCPs that are not
quantized at peak height 2e2/h and/or are not stable against variations of various experimental control pa-
rameters such as magnetic field, chemical potential, and tunnel barrier height. This is the main reason why
recent experiments capable of measuring ZBCPs which remain quantized at 2e2/h over a finite range of con-
trol parameters [64], as required theoretically for the signatures of topological MZMs [65, 66, 67, 68], have
garnered a great deal of excitement [93].
To properly analyze the Majorana zero mode experiments on SM-SC heterostructures, it is use-
ful to note that many of the systems under experimental investigation should be described as a quantum
dot-semiconductor-superconductor (QD-SM-SC) nanowire heterostructure (rather than a simple SM-SC het-
erostructure without the QD as was originally proposed [13, 46, 47, 48, 14, 15, 49]), because a QD is almost
inevitably formed in the bare SM wire segment between the normal tunnel lead and the epitaxial SC shell
owing to band bending and/or disorder [60, 64]. Therefore, while the topological properties of the theoret-
ically proposed simple SM-SC heterostructure in the presence of spin-orbit coupling and Zeeman field can
be described in terms of an effective model consisting of a finite length Kitaev chain [6], the correct effec-
tive model for the systems under experimental investigation is a finite length Kitaev chain coupled to a QD,
where the QD is defined by a region at the end of the chain in the presence of a local electric potential and
vanishing superconducting pair potential ∆. In this paper, we analytically solve this effective model in the
long-wavelength, low-energy limit. In addition to providing the analytical solution to a valuable extension
of the celebrated Kitaev model (i.e., Kitaev chain coupled to a quantum dot, an extension motivated by ex-
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periment), our study allows a qualitative understanding of recent numerical work [88, 94] on proximitized
SM-SC heterostructures coupled to a QD, which has shown that it is possible to have quantized ZBCPs of
height 2e2/h forming robust plateaus with respect to the experimental control parameters even in the topo-
logically trivial phase.
In this paper we analyze a Kitaev chain of lengthL, characterized by a superconducting pair potential
∆, which is coupled to an end QD of length x0 (see Eq. (3.21)) defined by an effective potential of height V
(V = 0 in the bulk of the Kitaev chain, see Fig. 3.3). Experimentally, the effective potential in the QD region
(which we model, for simplicity, as a step-like potential well of depth V ) may be induced by a local gate
and/or by a position-dependent work function difference between the SM and the SC (which is nonzero in
the proximitized segment of the wire and vanishes in the uncovered regions). Note that this type of position-
dependent effective potential is manifestly different from the smooth confinement potential at the end of the
chain considered in Ref. [75] (see also Ref. [88]). More importantly, the mechanisms for the formation of
robust near-zero-energy non-topological ABSs are qualitatively different in the two models. In particular, in
the presence of a smooth confinement potential [75, 88] the pair of component MBSs constituting a robust
near-zero-energy ABS originates from two different spin channels of a confinement-induced sub-band, while
in the presence of a step-like potential well in the QD region (Fig. 3.3(a), the component MBSs originate from
the same spin channel (see Sec. 3.5 and Fig. 3.9). This is why the topological properties of the QD-SM-SC
hybrid structure with a step-like potential well can be understood in terms of an effective representation of a
Kitaev chain coupled to a QD (since the low-energy physics involves a single spin channel), while the SM-
SC heterostructure with smooth confinement potential [75] cannot be analyzed using such a representation
(because in this case both spin channels are required).
First, we solve analytically the Hamiltonian for a finite length bare Kitaev chain (i.e. without the
quantum dot) and obtain the wave functions corresponding to the lowest energy eigenvalues. To the best
of our knowledge, the lowest energy wave functions with eigenvalues ±ε emerging in the “topological”
phase of a finite length Kitaev chain, with the putative Majorana energy eigenvalues ±ε oscillating with
the chemical potential and the chain length L, have so far only been estimated perturbatively based on the
overlap of end-localized wave functions corresponding to a semi-infinite Kitaev chain or SM-SC Majorana
wire [91, 95, 96, 97]. By contrast, our analytical treatment of the finite chain provides non-perturbative solu-
tions for the energy splitting oscillations of the putative Majorana modes (as function of the chain length and
chemical potential), as well as the exponential decay of the amplitude of these oscillations with increasing
system size. In particular, we show explicitly that the energy splitting oscillations are a direct consequence
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of imposing appropriate boundary conditions in a finite system. Next, armed with these solutions, we solve
the problem of a finite length Kitaev chain coupled to a quantum dot, where by quantum dot we mean a small
region at the end of the chain defined by a local potential well of height V and a reduced (possibly vanishing)
induced superconducting pair potential, as suggested by the experimental setups involving semiconductor-
superconductor hybrid structures [60, 64]. Our analytical solution of the full problem is characterized by a
pair of robust low energy Bogoliubov-de Gennes (BdG) states with energies ±ε localized in the quantum
dot region as the generic lowest energy eigenstates in the topologically trivial phase of the Kitaev chain. We
emphasize that no such near-zero-energy robust BdG states exist as low energy solutions in the topologi-
cally trivial phase of the finite length Kitaev chain without a QD. In the topological superconducting phase,
the lowest energy solutions are (topological) MZMs localized at the two ends of the chain. We find that the
robustness of the near-zero-energy BdG states φ±ε that emerge in the presence of the QD is due to a partial de-




over the length of the quantum dot. It follows that such partially-separated ABSs (ps-ABSs), which were first
introduced in the numerical study of the SM-SC heterostructure coupled to a QD [88, 94], generate signa-
tures in experiments involving local probes, e.g., in charge tunneling experiments, identical to the signatures
of topological MZMs.
The reminder of this paper is organized as follows. In Section 3.2 we provide some preliminaries for
the Kitaev chain model with periodic boundary conditions, which is applicable for infinitely long systems.
In Section 3.3, we detail the non-perturbative solution of the finite length Kitaev chain (with open boundary
conditions). In Section 3.4, we solve the problem of a finite length Kitaev chain coupled to a QD both
analytically and numerically (for comparison). First, in Section 3.4 A, we consider the case of no proximity
effect in the QD from the adjoining SC, and find that, in this case, near-zero-energy ABSs do not exist as low
energy solutions in the topologically trivial phase of the Kitaev wire. In Section 3.4 B, we assume a slice of
the QD adjoining the SC to be proximitized and show that correct matching of the boundary conditions in
the different regions of the Kitaev chain coupled to the QD produces robust near-zero-energy ABSs localized
in the QD region as generic low energy solutions in the topologically trivial phase of the bulk Kitaev chain.
We also analyze the wave functions of the component MBSs of the low energy ABSs and find that these
states are spatially separated by the length of the proximitized region in the QD. We discuss the overlap of the
component MBSs and the resultant splitting oscillations of the so-called partially separated ABSs, and find
that the splitting is generically lower for these states because of the existence of the adjoining Kitaev chain
in which the component MBSs can relax. We end with a summary of the main results and some concluding
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remarks in Section 3.5.
3.2 Kitaev model preliminaries
The one-dimensional model of topological superconductivity proposed by Kitaev [6] can be derived







tc†j+1cj −∆cjcj+1 + h.c.
)]
(3.1)
where t, µ, and ∆ are the nearest neighbor hopping amplitude, chemical potential, and superconducting
pairing potential, respectively, and c† and c are the second quantized creation and annihilation operators.
Introducing the operators γ2j−1 = cj + c
†
j and γ2j = i(c
†











[(t+ |∆|)γ2jγ2j+1 + (−t+ |∆|)γ2j−1γ2j+2]
(3.2)





Because γ1 and γ2N do not appear in the Hamiltonian this represents the topological phase of the wire
described in Eq. (3.2), in which a single pair of zero energy MZMs appear at the ends of the wire while
the bulk of the wire remains gapped at an energy of ± |t|. More generally, applying periodic boundary
conditions, and Fourier transforming the Hamiltonian in Eq. (3.1) into momentum space, the Bogoliubov-de
Gennes (BdG) Hamiltonian can be written as (with the lattice constant a = 1),
H =
∫





HBdG = (−2t cos k − µ)τz + 2∆τy sin k
(3.4)
where k is the momentum and τz, τy are the Pauli matrices operating in the particle-hole space. The bulk
band structure for the wire, found by diagonalizing Eq. (3.4) is E =
√
(2t cos k + µ)2 + 4 |∆|2 sin2 k,
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which shows a bulk band gap closure at k = {0, π} for µ = ±2t, representing the topological quantum phase
transition (TQPT) as described in the Kitaev model.
In the long wavelength limit near the band gap closure as k → 0, such that sin k → k and cos k →(
1− k2/2
)
, Eq. (3.4) can be rewritten as,
H̃BdG = (−t∂2x − µ̃)τz + i∆̃∂xτy (3.5)
where µ̃ = µ − 2t and ∆̃ = 2∆. Because the chemical potential is being measured from the bottom of the
band (µ̃ = µ− 2t), the phase transition points in Eq. (3.5) (µ̃ = ±2t) are now at µ = 0 and µ = 4t.
Solutions to the eigenvalue equation
H̃BdGφ (x) = Eφ (x) (3.6)
are found by applying a trial wave function of the form φ (x) = (u (x) , v (x))T = φ̃ (x) (ũ, ṽ)T in which
the spatial dependence is fully incorporated in the function φ̃ (x) ∝ eiλx with ũ, ṽ being independent of x.




)2 −∆2λ2 = 0 (3.7)
along with the following constraint on the spinor degrees of freedom
ṽ = i
λ2 − µ− E
∆λ
ũ. (3.8)
Here, all the terms are written in terms of the hopping energy t, so all the parameters with dimension of
energy are rendered dimensionless in the rest of the paper.
Note that λ in the trial wave function φ̃(x) is a complex number which can be written as, λ = k+ iq
(k, q ∈ R). Substituting it back to Eq. (3.7) gives us,
(









The eigen-energy E being real, it follows that the imaginary part in Eq. (3.9) must vanish,
−2iqk
(
2(k2 − q2) + ∆2 − 2µ
)
= 0 (3.10)
There are three possible cases which can be extracted from Eq. (3.10), namely, (a) q = 0, and λ = k is
purely real, (b) k = 0 and λ = iq is purely imaginary, and (c) k, q 6= 0 with λ = k + iq a complex number.
Substituting the three solutions to Eq. (3.10), namely, q = 0, k = 0, and 2(k2 − q2) = (2µ −∆2) back in
Eq. (3.9) for the cases (a), (b), and (c), respectively, we have,
(k2 − µ)2 + ∆2k2 − E2 ≡ 0 (3.11a)
(q2 + µ)2 −∆2q2 − E2 ≡ 0 (3.11b)
(∆2µ−∆4/4)− 4k2q2 − E2 ≡ 0 (3.11c)
We can now solve k, q in a form k(E), q(E) (energy dependent) for each case in Eq. (3.11). However, we
can roughly analyze the approximate range of the eigen-energy E in each case before moving on. In case (a),
E2 = (k2 − µ)2 + ∆2k2 would give us |E| ≥ |µ| if µ ≤ 0. As for µ > 0 we have E2 u µ2 + (∆2 − 2µ)k2
for k2  µ, which would again give us |E| with some value near µ. Similarly in case (b), we have E2 u
µ2 + (2µ − ∆2)q2 for q2  µ. It follows that both cases (a) and (b) cannot support a low energy solution
(E  |µ|) appropriate for MZMs in the topological phase. However, in case (c), we can have a solution with
low energy-eigenvalue E, which is our main interest. In case (c) we have E2 = ∆2(µ − ∆2/4) − 4k2q2,
which could be tuned to get a near-zero-energy solution independently of k, q in the topological phase. It will
indeed provide us with a nontrivial solution in terms of putative Majorana zero modes as discussed below.
3.3 Finite length Kitaev chain and splitting oscillations
In order to find the solutions to the full problem of a finite length Kitaev chain coupled to a QD,
we first analytically solve the finite length bare Kitaev chain without the QD. To the best of our knowledge,
these solutions, which reveal the exponential decay and splitting oscillations of the lowest energy eigenvalues
with the chain length L and the chemical potential µ non-perturbatively, have not been written before. Later,
we will use these exact solutions to find the solutions for the full problem of the Kitaev chain coupled to a






Figure 3.1: (Color online) Lowest-energy spectra for the finite length Kitaev chain in the topological phase
µ > 0 as a function of chemical potential µ in (a)–(b) and Length L in (c)–(d). Analytical results (red dotted
line) are based on Eq. (3.18), while the simulation results (blue solid line) are from direct diagonalization of
the tight binding hamiltonian in Eq. (3.1) for a finite length L. The cyan dashed lines in (a)–(b) show the
condition µ ≥ ∆2/4 discussed below Eq. (3.18), after which the analytical solutions are valid. It shows a
lower hopping energy t reduces the energy splitting in (a) relative to that in (b); a higer SC ∆ offers a more
effective exponential protection in (d) than that in (c). All of this can be explained by the dependence of
the lowest energy E on the parameters µ,L, respectively, through Eq. (3.18). A slight shift of the analytical
results relative to the simulation results is caused by the dropped terms for q and k in Eq. (3.18). The other
model parameters are L = 71 in (a)–(b) and µ = 0.25t0 in (c)–(d), and t0 = 1.
For a given one-dimensional Kitaev chain in the topological superconducting phase of finite length
L, to support a pair of low energy solutions at energies ±E, the roots λi of Eq. (3.7) are necessarily complex
(case (c) below Eq. (3.10)). combining Eq. (3.11c) with 2(k2− q2) = (2µ−∆2) (requirement for a complex


























When combined with the constraint on the spinor degrees of freedom in Eq. (3.8), and the assumption that
















with φ3 (x) = φ∗1 (x) and φ4 (x) = φ
∗



















The energy E can be found by constructing a matrix equation AX = 0 such that A consists of the four wave
functions φi (x) with the boundary conditions φũ (x = 0) = φṽ (x = 0) = φũ (x = L) = φṽ (x = L) = 0
applied, here φũ, φṽ are the spinor components of φ(x) andX = (c1, c2, c3, c4)T . The existence of nontrivial
solution for X requires Det(A) = 0, which yields the transcendental equation
k|β| sinh qL = qα| sin kL| (3.15)
Because we are interested in the lowest energy modes such that E  µ, Eq. (3.12) is expanded to first order
in E/µ, q u qF +O(E2) and k u kF +O(E2), resulting in
qF = ∆/2, kF = (µ− (∆/2)2)
1
2 (3.16)







Combining Eqs. 3.16-3.17 with Eq. (3.15) and solving for E, we analytically find the exponentially protected





Results following from Eq. (3.18) are plotted in Fig. 3.1 (dotted lines) and compared with those of
a direct numerical diagonalization of the Hamiltonian in Eq. (3.5) (solid lines). Here we note that because q
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Figure 3.2: (Color online) Lowest energy wave functions φ±E as defined in Eq. (3.19) and its counterpart by
particle-hole transformation, for the lowest energy modes of a pure Kitaev chain in the topological regime
(µ > 0). The inset shows the corresponding MZMs as defined by Eq. (3.20). The dotted lines correspond
to analytical results while the solid lines correspond to numerical simulation. The black dashed line shows
the exponential decay envelope of the wave function which is proportional to e−qFL. Parameters used were
∆ = t0, t = 15t0, and µ = 2t0. In the topological phase the putative MZM wave functions are localized at
the two ends of the chain as shown in the inset. No such near-zero-energy subgap state exists as low energy
solution in the non-topological phase of the Kitaev chain without the quantum dot.
and k shown in Eq. (3.12) are real, the above solution is valid for energy values which are not near the TQPT




, resulting in µ ≥ ∆2/4. The cyan line in Fig. 3.1(a)-(b) shows
this critical value of the chemical potental µ, above which the analytical and simulated results are in close
agreement.
Because the Hamiltonian as shown in Eq. (3.6) is real, the non-degenerate eigenfunctions φ(x)
associated with this Hamiltonian must be either purely real or purely imaginary, resulting in c1,2 = ±c3,4.
In the limit E → 0, the weight coefficients in Eq. (3.14) are qα ' 1 and β ' 0, hence the spinor part for
wavefunction φ(x) can be written as (ũ, ṽ)T = (1,−sign(q))T (the spinor term ũ is incorporated into the
normalization factor c1, c2, and sign(q) is introduced considering of the ±λ in Eq. (3.13)). After applying
the boundary conditions φ (0) = φ (L) = 0, solutions to the eigenvalue equation Eq. (3.6) can be found of
the form,
φ(x) = c1e
−qF x sin kFx
 1
−sign (q)




where c1 and c2 are normalization coefficients and sin (kF (L− x)) is taken to satisfy the boundary condition
at x = L. Because kF and qF in Eq. (3.19) are derived from k and q to first order inE/µ as seen in Eq. (3.16),
the two terms in φ (x) will not simultaneously equal to zero at the boundaries x = 0 and x = L, but will
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when the full expressions for k and q are used.
Due to the particle-hole symmetry (τ †xH̃BdGτx = −H̃BdG) of the Hamiltonian in Eq. (3.6), if
φE (x) = (u (x) , v (x))
T is a solution to the BdG equation with energyE, then φ−E (x) = (v∗ (x) , u∗ (x))
T
is also a solution with energy −E. From these solutions linear combinations of the form, χA = 1√2 (φE (x)
+φ−E (x)) and χB = i√2 (φE (x)− φ−E (x)), are constructed representing a pair of partially overlapping
MBSs. The BdG states φ±E(x) described in Eq. (3.19) are represented as a pair of partially overlapping
MBSs of the form,
χA = c̃1e










where c̃1, c̃2 are the normalization coefficients. Though the Majorana wave functions χA, χB defining bound
states at the left and right ends are not exact eigenstates of the BdG Hamiltonian for the finite length Kitaev
chain, they are useful in describing the interpolation of a low energy ABS into a pair of MBSs. Fig. 3.2
shows analytical results (dotted lines) based on Eq. (3.19), 3.20 in close agreement with numerical results
(solid lines). The left and right MBSs |χA/B |2 are spatially protected due to exponential decay (black dashed
lines) of the wave functions. Note the boundaries from analytical results now are modified to be consistent
with that from numerical simulation, where the boundary condition for the first and last site in TBM is not
well defined. We find no near-zero-energy subgap state as low energy solution in the non-topological phase
of the Kitaev chain without the quantum dot.
3.4 Finite length Kitaev chain attached to a quantum dot
The one-dimensional finite length Kitaev chain with a quantum dot attached at the left end of the
wire, schematically shown in Fig. 3.3(a), can be modeled with the Hamiltonian,
H̃BdG = −
(
∂2x + µ− V (x)
)
τz − i∆ (x) ∂xτy (3.21)
for which V (x) = VΘ (x0 − x) in which V can be positive (representing a potential barrier) or negative






Figure 3.3: (Color online) (a) Schematic of a finite length Kitaev chain in which a fraction of the chain
is not covered by the superconductor. This part of the chain (yellow) with vanishing superconducting pair
potential ∆(x), and an effective electric potential V (x) which may be induced by tunnel gates, is called
a quantum dot. A proximitized region within the quantum dot (QD) with finite length δx is introduced.
We also show the wave functions of the topological MZMs and the partially separated ABSs (in which the
component MBSs are spatially separated over the length of the quantum dot), which are the generic lowest
energy excitations in the topological and the non-topological phases of the Kitaev chain, respectively. (b)
Numerically calculated spectrum of a specific finite length kitaev chain with a potential-well-like QD, where
V = −2.5t0,∆ = t0, x0 = 30 , and δx = 20 as defined in Eq. (3.21). The spectrum shows a robust near-
zero-energy state even before the bulk gap closes around µ = 0, which is present due to the potential-well
like QD. The square of the amplitude of the wave functions at zero energy at µ = −t0 and µ = t0 (marked
by black dots in 3(b)) are shown in (c) and (d), respectively. (c) shows the two component MBSs of the
ps-ABS in the topologically trivial phase, while (d) shows the true MZMs in the topoloically non-trivial state
that emerges after the bulk gap closing. The vertical black dashed lines in (c) and (d) indicate the boundaries
at x = x0 − δx and x = x0 respectively, indicating the spatial separation of the component MBSs of the
ps-ABS.
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the length of the proximitized region within the quantum dot (shown in Fig. 3.3(a)), caused by the adjacent
superconductor. A numerical calculation for a specific model as schematically illustrated in Fig. 3.3(a) with
x0 = 30, δx = 20, V = −2.5t0,∆ = t0 is conducted first before we move to the analytical solutions. The
numerical results are shown in Fig. 3.3(b), which illustrates the existence of a robust near-zero-energy state
as the lowest energy solution even in the topologically trivial phase (µ < 0). The square of the amplitude of
the wave functions |χ(x)|2 of the lowest energy modes at µ = ∓t0 (marked as black dots in Fig. 3.3(b)) are
the ps-ABS state and the MZM, respectively, shown in (c) and (d). In particular, the component MBSs of the
ps-ABS are spatially separated by the length of the QD (separation marked by the black dashed lines in (c)
and (d), with the right one at x = x0 and the left one at x = x0 − δx). Next we will analytically solve the
problem of a Kitaev chain coupled to a QD to understand the origin of the ps-ABS in the topologically trivial
phase.
Looking for E → 0 eigen-energy solutions for the Hamiltonian given in Eq. (3.21) we consider the
eigenvalue equation given as Eq. (3.6). Uncoupling the near-zero-energy wave function solutions gives,
(
−∂2x + ∆(x)∂x − µ+ V (x)− E
)
f = 0 (3.22a)(
−∂2x −∆(x)∂x − µ+ V (x)− E
)
g = 0 (3.22b)
in which f = u+ v and g = u− v, where u(x) and v(x) are the spinor components of φ(x). The uncoupled
equations in Eq. (3.22) are equivalently valid to the coupled BdG equation given by Eq. (3.6) in the near-
zero-energy limit. In the limit that the proximitized region within the quantum dot goes to zero (δx → 0)
solutions to Eq. (3.22) can be written as,
f(x) = f0(x)Θ(x0 − x) + f1(x)Θ(x− x0)
g(x) = g0(x)Θ(x0 − x) + g1(x)Θ(x− x0)
(3.23)
where f0 and g0 represent the wave functions within the dot region and f1 and g1 are wave functions within
the Kitaev-chain (the case δx 6= 0 is discussed in Sec. 3.4.2). The Equations for f(x) and g(x) in Eq. (3.22)
are identical except for a change in sign of the superconducting term ∆ (x). Thus if a solution to g (x)
is found, the corresponding wavefunction f (x) can be inferred using the relation f (x) ∝ g (−x+ dx) in
which dx is a constant shift.
Below we first consider the case where the quantum dot has no proximitized region with non-zero




Figure 3.4: (Color online) Wave functions for the lowest energy modes of a QD-Kitaev chain without a
proximitized region in the QD (δx = 0 in Fig. 3.3) (a) corresponding to Eq. (3.24) for the topologically trivial
regime with µ = −0.5t0, showing a pair of BdG wave functions φ±ε in which the constituent MBSs are
sitting directly on top of each other (see inset); and (b) corresponding to Eq. (3.26) for the topological regime
with µ = 3.5t0 in which a pair of MZMs are separated by the length of the wire (see inset). The insets
show the MBSs associated with the low energy BdG wave functions. The dotted lines show the analytical
results while the solid lines are from numerical simulations. Because the constituent MBSs are strongly
overlapping in (a), there is no robust near-zero-energy ABS in the topologically trivial phase in the absence
of a proximitized region (δx = 0) in the QD. The black dashed lines mark the QD-SC boundary at x = x0.
Parameters used were V = −1.5t0, ∆ = t0 and t = 10t0.
proximitized region within the quantum dot of width δx. From our analytical solutions we find that, in
the absence of a proximitized region within the QD, there are no robust low energy ABS solutions in the
topologically trivial phase, whereas topological MZMs do appear in the topological superconducting phase
of Kitaev chain. The low energy partially separated ABSs, on the other hand, are the generic lowest energy
solutions localized in the quantum dot in the presence of a slice of proximitized region of width δx adjacent
to the SC interface.
3.4.1 No Proximity Coupling Within the QD
We first consider the case for which the length of the proximitized region within the QD is zero
(δx = 0). Assuming a topologically trivial state (µ < 0) within the bulk of the Kitaev chain, and a potential
well in the QD region (V (x) < 0) the effective chemical potential in the QD is (µ− V (x)) ' 0. Under
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these conditions the solutions to the Eq. (3.22) for the entire QD-Kitaev chain can be written as











|µ− V + E|, k1 ≡
√
(∆/2)
2 − (µ+ E), and λ0 = qF (defined from Eq. (3.22)). Here the
wave vector k1 appearing in the definition of f1 and g1 in Eq. (3.24) describes the topologically trivial state
within the Kitaev chain, and thus is not the same as k previously defined for the topological state in Eq. (3.12).
For a potential barrier within the QD region (µ− V (x) < 0) as opposed to a quantum well (µ− V (x) > 0)
the sin (k0x) term as defined in Eq. (3.24) can be replaced by sinh (k0x). The coefficients c0, c1, and c′1 are
found by applying the boundary conditions g0(x)|x0 = g1(x)|x0 , f0(x)|x0 = f1(x)|x0 , g′0(x)|x0 = g′1(x)|x0 ,
and f ′0(x)|x0 = f ′1(x)|x0 resulting in the energy dependent transcendental equations,
λ0 = −k0 cot k0x− k1 coth k1 (L− x0)
λ0 = k0 cot k0x+ k1 coth k1 (L− x0)
(3.25)
through which the lowest energy E can be found numerically. Note two solutions for E could be found from
Eq. (3.25), and we take the lower one as the eigen energy E (actually these two solutions for E are giving
an approximately equal value for k0, k1). Once we know eigen energy E, k0, k1 could be derived, so are the
wave functions in Eq. (3.24). For the case in which the Kitaev chain is in the topological phase (µ > 0), wave
functions of the form
f0(x) = g0(x) = a0 sin(k0x)
g1(x) = ae
−qF (x−x0) sin(kF (x− L))
f1(x) = a
′e−qF (L−x) sin(kF (L− x))
(3.26)
can be found, where a0, a, and a′ are normalization factors. Note wave functions like Eq. (3.19) are used for
the topological chain here. The sin(k0x) term within the dot region can again be replaced with sinh (k0x)
for values of the chemical potential such that (µ − V ) < 0. The wavefunction within the Kitaev chain
is expected to be of the same format as that of the pure Kitaev chain in topological phase. Matching the
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boundary conditions at x = x0 for g0, g1 and f0, f1 respectively gives
k0 cot(k0x0) = −qF + kF cot(kF (x0 − L))
k0 cot(k0x0) = qF − kF cot(kF (L− x0))
(3.27)
The above two equations are effectively equivalent for qF  kF cot (kF (L− x0)). Similarly we can take
the lower energy solution from Eq. (3.27) as the eigen energy E, and then the wave functions given in
Eq. (3.26) could be derived. Analytical solutions for the topologically trivial (Eq. (3.24)) and topological
(Eq. (3.26)) lowest energy wave functions of a finite QD-Kitaev chian are shown in Fig. 3.4 (dotted lines)
to be in close agreement with numerical results (solid lines). The sinusoidal wave within the dot region
and the exponentially decaying wave over the Kitaev chain are shown in Fig. 3.4(b) with the black dashed
line marking the boundary between the QD and the Kitaev chain. In Fig. 3.4(a) inset, the constituent MBSs
are sitting directly on top of each other, resulting in the absence of a robust near-zero-energy ABS in the
topologically trivial phase of the Kitaev chain with no proximitized region in the QD (δx = 0 in Fig. 3.3).
3.4.2 Finite Proximitized Region Within the QD
Now we consider the case in which a finite proximitized region forms within the quantum dot ad-
jacent to the SC interface (δx > 0). In this case, the solutions to H̃BdGφ (x) = Eφ (x), associated with
Eq. (3.21) are found by dividing the QD-Kitaev chain system into three regions as shown in Fig. 3.3: a pure
quantum dot (∆ = 0, V 6= 0), a finite proximitized region within the QD located near the QD-SC boundary
(∆ 6= 0, V 6= 0), and a finite length Kitaev chain (∆ 6= 0, V = 0). As before we assume that the chemical
potential µ within the bulk of the Kitaev chain is µ / 0 such that the chain is in the topologically trivial
phase. We also assume a potential well (V (x) < 0) within the QD region. It follows that the effective chemi-
cal potential within the proximitized region of the QD satisfies µ̃ ≡ (µ− V (x)) ' 0. Under these conditions
we will use a sinusoidal wave function g0(x) in the region covered by the pure QD, the wave function given
in Eq. (3.19) for the proximitized region within the QD (call it gp(x), with “p” indicating solution valid in
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Figure 3.5: (Color online) Wave functions for the lowest energy mode of a Kitaev chain coupled to a QD
where the QD contains a proximitized region of finite length δx (see Fig. 3.3)). (a) Wave functions for the
lowest energy modes within the bare QD (yellow), the proximitized part of the QD (green), and the bulk
Kitaev chian (orange), plotted using analytical results based on Eq. (3.28) (dotted lines) and direct numerical
solutions using a tight binding Hamiltonian (solid lines). Here, the parameters are such that the proximitized
region of the QD satisfies µ− V > 0, with V = −2.5t0, while the Kitaev chain is topologically trivial with
µ = −1.25t0. (b)-(d) Spatial profiles of the component pair of MBSs of a partially separated ABS for the
proximitized regions of various lengths δx. (b) shows the MBSs corresponding to the wave functions in (a).
Samples are taken for values corresponding to the crossed diamonds in Fig. 3.6(c). The MBSs are separated
on the order of the length of the proximitized region δx within the QD, marked by the black dotted lines. The
figures illustrate that the ps-ABSs form essentially because the proximitized region in the QD satisfies the
effective chemical potential µ̃ > 0, partially decoupling the ABS into a pair component MBSs, which are
then spatially separated by the width of the proximitized region. Here the dot length is x0 = 30, the total
length of the QD-Kitaev chain is L = 100, the hopping energy is t = 2.5t0, and superconducting pairing
potential is ∆ = t0.
42
in which a0, ap, and a1 are normalization factors, kp =
√
(µ+ E − V )− (∆/2)2 and k0, k1, λ0 are as
defined earlier. A phase factor δφ is introduced for gp(x) because there are no fixed boundary values for
the region x ∈ [(x0 − δx) , x0]. Matching the boundary conditions at x = x0 − δx for g0(x) and gp(x) and
at x = x0 for gp(x) and g1(x) will result in a pair of energy dependent transcendental equations given as
Eq.3.29 which can be solved numerically for E and δφ.
λ0 + k0 cot(k0(x0 − δx)) = kp cot(kp(x0 − δx) + δφ)
kp cot(kpx0 + δφ) = −k1 coth (k1(L− x0))
(3.29)
Once the eigen energy E is know, wave vectors k0, kp, k1 could be derived as well. The coefficients
(a0, ap, a1) for the wave functions in Eq. (3.28) are then found by substituting the values E, δφ back into
the boundary value equations. The term e−λ0x sin(kpx + δφ) for the proximitized region will show a pair
of spatially separated MBSs which are separated by the length of the proximitized region forming inside the
QD.
The lowest energy BdG wave functions based on Eq. (3.28), shown in Fig. 3.5(a), illustrate the
critical importance of the proximitized region within the QD. When the effective chemical potential within
the proximitized region µ̃ ' 0, the solution given in Eq. (3.19) is used, implying the formation of a pair of
MBSs at the boundaries of the proximitized region. One of this pair of component Majorana bound states
can “leak” into the normal part of the QD, while the other bound state remains localized within the QD,
effectively separating the MBSs [98, 99]. When the MBSs are separated on the order of the characteristic
energy decay length ζ ∝ q−1F (as defined in Eq. (3.18)) they form a ps-ABS [88, 94] as shown in Fig. 3.5(b)–
(d) (where only the first 60 sites of the QD-chain is shown). We now define the overlap between the pair
of component MBSs in terms of spatial integral of the product of the absolute values of the wave functions,
〈φL|φR〉 =
∫
dx|φL||φR|. Plotting this overlap 〈φL|φR〉 as a function of the length of the proximitized region
δx as in Fig. 3.6 shows that if δx = 0, as shown in Fig. 3.6(a), there is a strong overlap (in red) throughout
the topologically trivial region (µ < 0), signaling the presence of an ABS comprised of a pair of strongly
overlapping MBS. On the other hand a proximitized region of finite length δx ' 5 within the QD allows for
the formation of a robust low overlap (in blue) region, even in the topologically trivial regime, signaling the
presence of a ps-ABS. As the length of the proximitized region δx increases, the overlap between the left
and right MBSs comprising a ps-ABS decreases exponentially (Fig. 3.6(c)) even when the bulk of the Kitaev




Figure 3.6: (Color online) Overlap between the left and right MBSs 〈φL|φR〉 of a partially separated ABS,
as a function of the width of the proximitized region δx within the QD, and chemical potential µ, for a
potential well (a) and a potential barrier (b) in the QD region. Since the mechanism for the formation of the
ps-ABS involves the effective chemical potential (µ̃ = µ − V ) in the proximitized part of the QD being in
the topological regime, the potential well in the QD region (V < 0) works for the bare µ < 0, while the
potential barrier in the QD region works for the bare µ > 4t. As the length of the proximitized region δx
within the QD approaches zero, the overlap between the left and right MBSs dramatically increases (red).
For finite values of the length of the proximitized region δx ≥ 5 minimal overlap between the left and right
MBSs (blue) can be seen within the topologically trivial regime, µ ∈ {−2.5t0, 0} (a) and µ ∈ {10t0, 12.5t0}
(b) supporting the presence of ps-ABSs. Here δx = 30, L = 100, and t = |V | = 2.5t0. (c) Overlap between
the left and right MBSs as a function of the length of the proximitized region within the dot. The red line
corresponds with vertical line cuts taken from (a)(dotted red) and (b)(solid red), and the blue line represents
identical values with decreased hopping energy t. The cyan diamonds and the magenta circles represent the
analytical results. The wave modes for the three black crossed diamonds are given in Fig. 3.5
For a partially proximitized QD of length x0 = 30 attached to a Kitaev chain of length δL, in
which the effective potential within the proximitized region of the dot is µ̃ ' 0 and the Kitaev chain is
topologically trivial, the overlap between the left and right MBSs 〈φL|φR〉 decreases with increasing length
of the Kitaev chain δL, due to a portion of one of the component MBS leaking into the Kitaev chain. Fig. 3.7
shows results for a partially proximitized (0 < δx < x0) QD of length x0 = 30 attached to a Kitaev chain
of length δL, in which the effective potential within the proximitized region of the dot is µ̃ ' 0 and the
Kitaev chain is topologically trivial (µ < 0). As shown in Fig. 3.7(a), the overlap 〈φL|φR〉 decreases with
increasing length of the Kitaev chain δL, owing to the fact that one of the component MBS of the ps-ABS





Figure 3.7: (Color online)(a) Overlap of the left and right MBSs 〈φL|φR〉 of a partially separated ABS as
a function of chemical potential µ for a Kitaev chain of varying length δL coupled to a QD which with
a finite proximitized region of length δx = 5. Increasing the length of the Kitaev chain δL decreases the
overlap between the left and right modes. The overlap value 0.1748 is significantly reduced to 0.06 for µ
marked by the black dashed line. (b)-(c) Majorana wave functions for the lowest energy modes of a QD-
Kitaev chain associated with red diamonds in (a) for numerical simulation (b) and analytical results based
on Eq. (3.26c). Significant portions of the mode distribution leak into the Kitaev chain region δL, reducing
the overlap between the left and right modes, increasing the robustness of the ps-ABS. Here t = 5t0, x0 =
30,∆ = t0, V = −2.5t0 were used.
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are analyzed, showing a reduction in overlap between the left and right MBSs comprising a ps-ABS with
increasing length of δL. The oscillation of 〈φL|φR〉 with µ can be attributed to the oscillation of the wave
functions (∼ sin(kFx)) when the boundary conditions are matched at x = (x0 − δx) and x = x0. The
reduction in overlap between the left and right MBSs is less prevalent between δL = 5 and δL = 10 than
between δL = 0 and δL = 5, signaling that only the part of the Kitaev chain adjacent to the QD-Kitaev
chain interface controls the relaxation of the MBS, and the progressive decrease of the wave function overlap
in the ps-ABS, as expected. Analytical results for the square of the absolute values of the MBSs associated
with the red diamonds in Fig. 3.7(a) are shown and compared to numerical simulation in Fig. 3.7(b)–(c),
where a significant fraction of the probability density is shown to leak into the superconducting region of the
Kitaev chain. This leads to a lower overlap between the left and right MBSs, decreasing the amplitudes of
the splitting oscillations in ps-ABS compared to those for topological MZMs for an equivalent bare (without
the quantum dot) Kitaev chain of length x0, as shown in Fig. 3.8.
3.5 Discussion and conclusion
In this paper, we have analytically solved the problem of a finite-length Kitaev chain coupled to a
quantum dot. This problem, in addition to being a valuable extension of the classic Kitaev chain problem,
is an effective representation of a system investigated in recent Majorana experiments: a spin-orbit coupled
quandum dot-semiconductor-superconductor hybrid nanowire in the presence of a Zeeman field. Here, the
quantum dot is defined by a portion of the SM wire not covered by the epitaxial SC, which can be under
an electric potential controlled using external gates. In this paper we take the QD potential as a step-like
potential well, as shown in Fig. 3.3(a). The assumption of a step-like potential well in the quantum dot region
produces an effective potential profile that is manifestly different from the smooth confinement potential at
the end of the SM-SC system as considered in Ref. [75]. Specifically, while the pair of component MBSs
that constitute a robust near-zero-energy ABS in the presence of smooth confinement potential [75] originate
from two different spin channels of a confinement-induced sub-band [100], in the case of a potential well
in the QD region, the component MBSs originate from the same spin channel as shown in Fig. 3.9(c). The
simulation results based on the experimental QD-SM-SC heterostructure with a potential-well like QD are
shown in Fig. 3.9. The spectrum shows a robust near-zero-energy state in the topologically trivial phase
for values of the magnetic field smaller than the critical field Bc required for a topological quantum phase
transition (Bc =
√






Figure 3.8: (Color online) Lowest energy eigenvalues plotted with effective chemical potential for a Kitaev
chain with QD in the topologically trivial phase (solid blue) and bare Kitaev chain of length equal to the QD
in the topological phase (dashed red) with different parameters t,∆, and the length of the proximitized region
δx. The parameters x0 = 30, L = 100 indicate a dot-chain system with a total length of 100 sites attached to a
QD with 30 sites with the effective chemical potential in the QD µ̃ = µ−V . The parameters x0 = 0, L = 30
indicate a bare Kitaev chain of length 30 sites (and no QD), with the effective chemical potential µ̃ = µ
(V = 0 in the bare chain). We fix µ = −0.05t0 for the dot-chain system and vary the dot potential V in a
range such as µ̃ > 0 within the QD, which varies within the same range as that for the bare Kitaev chain. The
lowest energy in the topologically trivial (µ < 0) dot-chain system (i.e., the ps-ABS) shows a significantly
suppressed energy splitting as compared to that of the topological (µ̃ = µ > 0) Kitaev chain of length x0. We





Figure 3.9: (Color online) (a) Energy spectrum for an experimental SM-SC heterostructure attached to a
potential well-like QD (V (x) ≤ 0) where the QD potential and SC pairing potential are given schematically
in the top panel in(b) with potential depth |V (x)min| = 5.5t0, and µ = −4t0,∆0 = t0. For these parameters
the critical phase transition point is Bc ∼ |µ| = 4t0, where the bulk gap closes signifying a topological
transition. As can be seen, in the presence of the QD, a robust near-zero-energy state is also present in the
topologically trivial phase, i.e., for B < Bc. The spatial profile for the amplitude of the square of the wave
function at µ = 3.4t0 is shown in the bottom panel in (b), where we have the two MBS components of a
ps-ABS state, separated by the QD size x0 ∼ 50. The spin density profile 〈sx〉 for the ps-ABS state is plotted
in (c), where we see that the two MBS components are characterized by the same spin polarization, i.e., the
spin polarizations are mainly in the negative sx direction in both cases. Here length L=200 sites.
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of the component MBSs corresponding to this topologically trivial state for B = 3.4t0 (marked as a black
dot in Fig. 3.9 (a)) are plotted in Fig. 3.9 (b). The spin polarization profile of a BdG state could be defined




s(x)[σν ]ss′u(x)s′ , where u(x) is the electron component in the BdG basis, ν is the
x, y, z spin component, σν is the corresponding Pauli matrix [100, 101]. The spin polarizations 〈sx〉 of
the component MBSs of the ABS for B = 3.4t0 are shown in Fig. 3.9(c). It is clear that the two MBS
components of a ps-ABS nucleated in a step-like potential well have the same spin polarization, i.e., the QD-
SM-SC hybrid structure with a potential-well like QD supports a ps-ABS state coming from the same spin
channel. Consequently, while the topological properties of the QD-SM-SC hybrid structure with local step-
like dot potential well can be understood using an effective representation in terms of a Kitaev chain (which
has a single spin channel) coupled to a QD, as discussed in the present work, the SM-SC heterostructure with
a smooth confinement potential [75] cannot be analyzed within such a representation.
Our key analytical result for the Kitaev chain coupled to a QD is demonstrating the existence of a
robust near-zero-energy ABS (localized in the QD region) in the topologically trivial phase (µ < 0) of the
Kitaev chain. By contrast, topological near-zero-energy MZMs separated by the chain length L are the lowest
energy excitations in the topological superconducting phase (µ > 0) of the Kitaev chain. Our analysis reveals
the crucial importance of a slice of the QD being proximitized, which may correspond in the experiments to
the potential barrier slightly penetrating into the region covered by the SC. We show that only in the presence
of such a slice of proximitized region in the QD, the eigenvalue equation and the boundary conditions admit a
robust, near-zero-energy, subgap ABS in the topologically trivial phase of the Kitaev chain. Furthermore, the
component pair of MBSs of this topologically trivial ABS are spatially separated by the width of the proxim-
itized part of the QD, leading to the so-called partially separated ABSs (ps-ABS) and the resultant robustness
to local perturbations of the zero bias conductance peaks in tunneling measurements [94], as seen in the
experiments [64]. For a meaningful comparison with experiment, the properties of the proximitized region
(namely, its width and the position-dependence of the induced gap) should be determined by a self-consistent
solution of a spinful interacting model of the semiconductor-superconductor nanowire heterostructure cou-
pled to a quantum dot, which is left for future work. On the other hand, performing such a study in the
context of the effective model consisting of a spinless Kitaev chain coupled to a quantum dot is not expected
to generate experimentally-significant results and is beyond the scope of the present work.
The analytical calculations also reveal that the ps-ABSs appear whenever the effective chemical
potential in the proximitized part of the QD µ̃ = µ−V ' 0, allowing the partial decoupling of the component
MBSs and nucleating a ps-ABS in the QD, even though the bulk of the Kitaev chain may be in the trivial
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phase µ < 0. In the present case, this requires a potential well V < 0 in the QD near the Kitaev chain TQPT
at µ = 0. Near the Kitaev chain TQPT at µ = 4t, the conditions µ̃ = µ− V / 4t and µ > 4t in the bulk of
the chain require the presence of a potential barrier (V > 0) at the QD. In the analogous spin-full problem of
the QD-SM-SC heterostructure the nucleation of a ps-ABS in the proximitized part of the QD can take place
in the presence of either a potential well (V < 0), or a potential barrier (V > 0), but the separation of the
component MBSs (hence, the robustness of the ps-ABS) is typically stronger for V > 0.[88, 94]. Finally,
we also find the important result that the energy splittings in the ps-ABS are significantly suppressed than the
energy splittings expected in a bare topological segment of equivalent length (typically, the size of the QD),
because the component MBS of a ps-ABS localized near the QD-SC interface can relax into the adjacent




braiding in the quasi-Majorana regime
in semiconductor-superconductor
heterostructures
We discuss the feasibility of measurement-based braiding in semiconductor-superconductor (SM-
SC) heterostructures in the so-called quasi-Majorana regime − the regime of parameters where the robust
zero-bias conductance peaks (ZBCPs) in charge tunneling experiments are due to partially-separated Andreev
bound states (ps-ABSs, low energy Andreev bound states in which the component Majorana bound states
(MBSs) are separated by a length scaleL∗ . ζ with ζ the SC coherence length), rather than due to topological
Majorana zero modes (MZMs, separated by the length of the wire ∼ L). In this regime, the ZBCPs may
appear to be robust to various perturbations as long as the energy splittings of the ps-ABSs are less than the
typical peak width, εw, of low-energy conductance peaks (εw ∼ 10 − 20 µeV ). However, the feasibility
of measurement-based braiding crucially depends on a different, much smaller, energy scale εm (εm ∼
0.1 µeV ), given by the typical fermion parity-dependent ground state energy shift due to virtual electron
transfer between the SM-SC system in the presence of charging energy and a quantum dot, measurable in a
transmon-type measurement, which reveals the fermion parity of a pair of MZMs.
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4.1 Introduction
Fault-tolerant quantum computation requires the qubits to be protected from quantum errors. Due
to their non-Abelian topological properties, Majorana zero modes (MZMs) have been proposed as the ideal
qubits for topological quantum computation (TQC) [6, 102, 16]. Non-local encoding of the spatially separated
MZMs allows the storing and processing of the quantum information immune to any local perturbations.
Spin-orbit coupled semiconductor nanowires with proximity induced superconductivity were pre-
dicted theoretically to support MZMs in the presence of a Zeeman field [13, 48, 46, 14, 47, 15, 49]. In this
platform, MZMs arise as the zero-energy excitations localized at the opposite ends of the nanowire. Braiding
Majoranas could be possibly implemented by tuning the gate voltage of junctions in the superconducting
nonawire networks [20, 103, 104, 105, 106, 107]. Because of this significant advantage, tremendous experi-
mental progress has been made over the past few years in realizing topological MZMs in the one-dimensional
SM-SC heterostructures [56, 53, 55, 54, 60, 59, 62, 61, 64]. The most recent significant development involves
the observation of the quantized-plateau of height 2e2/h of the ZBCPs in the local charge tunneling exper-
iments of a single topological nanowire [64]. In other recent works [94, 87, 108, 88, 101], however, this
experimentally observed strong signature of topological MZMs have been shown to be possible even in a
topologically trivial system due to the presence of the so-called partially-separated Andreev bound states (ps-
ABSs) or quasi-Majoranas [88]. Therefore, gate-controlled braiding or physically moving the MZMs on the
junction-based networks cannot support TQC because the ps-ABSs, which mimic most of the behaviors of
topological MZMs in local charge tunneling experiments, do not obey non-Abelian statistics.
In contrast to gate-controlled braiding, measurement-based braiding consists of a sequence of pro-
jective parity measurements of a group of MZMs that has the same effect as a braiding operation without
actual physical movement of the Majorana fermions [109, 110, 111, 112, 22]. In the measurement-based
braiding scheme, quantum information processing could be realized by joint parity measurement of pairs and
quartets of MZMs in the Coulomb-blockade regime. By coupling to the probing quantum dots, the ground
state energy is shifted and become fermion parity-dependent, which can be read out by suitable energy level
spectroscopy. Compared to the braiding with the junctions by manipulating the Majroanas physically, the
measurement-based braiding can avoid the possible engineering issues in the fabrications and implementa-
tions, and also get rid of the possible thermal errors from the environment [21]. It has been argued in Ref. [90]
that the measurement-based braiding scheme even works in the quasi-Majorana (ps-ABSs) regime, because
of the exponentially different couplings of the component Majorana bound states (MBSs) of the ps-ABSs to
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the external quantum dot. However, in light of the non-topological nature of the quasi-Majoranas (because
they appear in the topologically trivial regime, and occur, essentially, on the same side of the wire), a discus-
sion of how sensitive the quasi-Majoranas are to the local perturbations is indispensable for considering their
utility in measurement-based braiding.
In the measurement-based braiding scheme, the ability to perform the projective parity measure-
ments rests with non-local couplings to at least a pair of MZMs, instead of coupling to a single one [22, 24].
In this scheme, a quantum dot is coupled to multiple MZMs in a SC island with charging energy. In the
presence of charging energy, the virtual transfer of electrons between the island and the quantum dot intro-
duces an energy shift of the island-QD system, which is dependent on the fermion parity of the MZMs. By
measuring this ground state energy shift via the frequency shift in a transmon-type measurement, the fermion
parity of the MZM system can be identified. Since It can be shown that a sequence of parity measurements of
a group of MZMs is equivalent to an effective braiding operation, this process realizes braiding without ac-
tually moving the MZMs physically. It is important to emphasize that the parity-dependent energy splittings
of the ground state of the MZM island due to virtual electron transfers in the Coulomb blockade regime are
required to satisfy the readout condition, i.e, the corresponding frequency shift should fall within the range of
the sensitivity of the transmon-type measurements [25, 113, 24]. Therefore, the feasibility of measurement-
based braiding through the projective parity measurements crucially depends on the robustness of the energy
splittings of the MZM system under consideration.
It has been shown recently that ps-ABSs are quite generic in SM-SC heterostructures and can pro-
duce ZBCPs in local charge tunneling experiments which are robust to various perturbations giving rise to
quantized conductance plateaus similar to toplogical MZMs [87, 94, 108, 88]. Despite the apparent robust-
ness of the ZBCPs in charge tunneling experiments, the ps-ABSs (or quasi-Majoranas) themselves are not
topologically protected. Various local perturbations may produce energy splittings in the low energy spec-
trum of the ps-ABSs which are sufficient to invalidate measurement-based braiding, in spite of not showing
up as splitting of the zero bias peaks in tunneling conductance experiments. For instance, energy splittings
induced by perturbations which are less than εw ∼ 10 − 20 µeV may be consistent with robust ZBCPs
(which typically has the full-width at half maximum comparable to ∼ εw), but may severely limit the feasi-
bility of measurement-based braiding because the energy scale εw  εm ∼ 0.1 µeV , where εm is the typical
fermion parity-dependent energy shift of the SC island due to coupling to external dot which is measured as
frequency shifts in transmon type measurements. In this paper we explicitly test the stability of the ps-ABSs
in the presence of local perturbations in spin-orbit coupling, Zeeman field, and confinement potential etc. By
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comparing with the response of the topological MZMs to similar perturbations, we show that the ps-ABSs
are very sensitive to the local perturbations, especially near the region of overlap of the component MBS
wave functions. By considering the local deformations described by Eqs. (4.5, 4.6, 4.7) to a system given
in Eq. (4.1), we show that the energy splittings of the near-zero energy quasi-Majorana states in the topo-
logically trivial regime can be explicitly lifted to values higher than εm, invalidating topologically protected
measurement-based braiding, even if such energy splittings can be smaller than the much larger energy scale
of ZBCP peak widths ∼ εw, which may explain the robustness of the quantized conductance plateau due to
the ps-ABSs.
The remainder of the article is organized as follows: In Sec. 4.2 we briefly describe the basic idea
behind measurement-based braiding. In Sec. 4.3 we introduce the model Hamiltonian (Eq. (4.1)) for the SM-
SC heterostructures that host the topological MZMs as well as the topologically trivial ps-ASBs. We also
discuss the effects on the ps-ASBs from the confinement potential, effective mass, and spin-orbit coupling
strength. In Sec. 4.4, we introduce three different local perturbations in the real system with or without
measurement, namely, the deformation in spin-orbit coupling (Eq. (4.5)), Zeeman potential (Eq. (4.6)) and
deformation in the confinement potential (Eq. (4.7)). We discuss the stability of the ps-ABSs under the effect
of each of these perturbations. Additionally, we also test the susceptibilities to the local perturbations of the
topologically trivial ps-ABSs and the topologically non-trivial MZMs. We end in Sec. 4.5 with a discussion
and summary of our conclusions.
4.2 Measurement-based braiding
In the Coulomb-blockade regime, a finite charging energy can exponentially suppress the quasi-
particle exitations from outside the superconducting island. This renders the topological superconductor
fermion parity-protected (charge does not change during the process of measurement). The parity of any
two MZMs are represented by the eigenvalue of Pjk = iγjγk, and a braiding process for exchanging γ1
and γ2 could be realized by the operator PB(1 ↔ 2) = (1 + γ1γ2)/
√
2. In the language of non-Abelian
topology, braiding can be alternatively realized by the topological charge measurement [23, 22]. Therefore,
performing a sequence of parity measurement of iγ3γ4, iγ1γ3, iγ2γ3, iγ3γ4 is equivalent to PB(1↔ 2) with
only a difference of the normalization factor. Note that, the above procedure for parity measurements or the
measurement-based braiding requires the help of the ancillary pair of MZMs (γ3, γ4).
The parity measurement is realized in the system of the superconductor island coupled to the quan-
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tum dot. Within the context of generic tunneling (with a complex tunneling amplitude) between the SC
island and QD, the ground-state energies of the superconductor island-quantum dot system obtain a parity-
dependent shift. In addition, the tunneling path a fermion takes in the virtual charging process is expected
to be a full loop. Therefore, the parity of the MZMs is reflected by the energy dependence of the system.
For example, the dependence of the ground state energy shift on the two-MZM joint parity p = p12 and
Four-MZM joint parity p = p12p34 has been discussed in Ref. [24]. The MZM parity-dependent energy shift
can be measured by energy level spectroscopy.
Compared to the typical Cooper pair box quantum bit and the current-biased phase quantum bit,
transmon quantum bit has greatly improved insensitivity to charge noise, and stronger coupling to the trans-
mission line resonator [114]. The parity-dependent energy shift discussed early, estimated to be approxi-
mately 100 MHz, can be observed by the transmon-type measurement. This readout condition of the energy
splitting being∼ 100MHz can be satisfied for MZMs in the topological regime, because the energy splitting
of the MZMs are exponentially suppressed by the length of the nanowire.
Thus, a sufficiently small energy splitting can be reached for the MZMs in the topological regime
by increasing the lengths of the nanowires. On the other hand, the component MBSs of the ps-ABSs are sep-
arated by a length scale L∗ ∼ ζ which can not be easily controlled externally. Here we show that the energy
splittings of the ps-ABSs can be made sufficiently small less than (∼ 100 MHz) provided the confinement
potential is sufficiently smooth. However, various local perturbations introduced by the measurement process
itself typically increase the energy splittings of the component MBSs. Therefore, it follows that, there are
threshold upper limits of the magnitudes of the local perturbations beyond which the measurement-based
braiding will not work without error correction in the quasi-Majorana regime of the SM-SC heterostructures.
4.3 General properties of quasi-Majoranas
In this section, we consider a perturbation-free quantum dot − semiconductor-superconductor (QD-
SM-SC) heterostructure where the QD in a realistic device is a bare SM segment not covered by the su-
perconductivity. Quantum dot confinement potential is expected to naturally arise due to the mismatch of
the Fermi energy between the lead and semiconductor [60]. For such a system, we show that the ps-ABSs
can generally arise as the lowest energy states in the topologically trivial regime, even with energy splittings
below the energy scale εm.
A smooth confinement potential is commonly believed to be responsible for the emergence of the
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near-zero-energy ABSs in the SM-SC heterostructures in the topologically trivial regime [75, 86, 80, 88]. Re-
cently, it was shown that the topologically trivial near-zero-energy ABSs also exist in the finite-length Kitaev
chain attached to a QD with a position-dependent step-like potential [115]. Several types of potential that can
induce the low-energy ABSs in the topologically trivial regime have also been discussed recently [101, 88]
. In what follows, we discuss the emergence of the near-zero-energy ps-ABSs for a system with a Gaussian
confining potential (see Eq. (4.2), Fig. 4.1(b)).






∂2x − iα(x)∂xσy − µ+ V (x)
]
τz
+ Γ(x)σx + ∆(x)τx
(4.1)
with m∗ the effective mass, µ the chemical potential, α(x) the spin-orbit coupling (SOC) strength, V (x) the
confinement potential, Γ(x) the externally applied Zeeman field and ∆(x) the SC proximitized gap. Here
σi and τj (i = x, y, z) are the Pauli matrices operating in the spin and particle-hole spaces, respectively.
A position dependence is also considered for the SOC and the Zeeman potential, which will be exploited
in Sec. 4.4 to describe local perturbations in these parameters. In this section, we investigate the above
Hamiltonian with spatially uniform Γ and α, but with inhomogeneous confinement potential V (x) and pairing
potential ∆(x), given as,
V (x) = Vmax ×
{







if xV < x < L,





Here, xV defines a “flat-top” region with potential Vmax and δxV describes the smoothness of the decaying
potential. Similarly, x∆ indicates the length of the bare SM region on the nanowire and δx∆ controls the
smoothness of ∆(x).

























. Here, a = 10 nm is the
lattice constant, and c†i (ci) is the electron creation (annihilation) operator at lattice site i. Note that, the
position-dependence of the parameters (Γ(x), V (x), α(x),∆(x)) is now reflected by the site-dependence
(Γi, Vi, αi,∆i) based on x = ia. To obtain the low energy spectra and wave functions of the system, we
numerically diagonalize the above Hamiltonian, HBdGΦi = EΦi.
Consider a positive low energy solution E = ε  ∆ with the eigen function given as Φ+ε(i) =
(ui↑, ui↓,vi↑, vi↓)
T . Then, a negative energy solution E = −ε is guaranteed by the particle-hole symmetry







T . To analyze the low-energy Majorana wave










Here χn with n = A,B are the Majorana representations of the wave functions, i.e., the component MBSs,
satisfying 〈χn|HBdG|χn〉 = 0 and 〈χA|HBdG|χB〉 = iε. In this way, we can express the wave functions
with near-zero-energy eigen values as superpositions of MBSs.
In Fig. 4.1(a), we show the low energy spectrum as a function of the applied Zeeman field of the QD-
SM-SC hybrid structure. Here, the red lines indicate the lowest energies ±E0 while the blue lines represent
the energies of bulk states. A topological quantum phase transition (TQPT) of the system from a topologically
trivial state to topologically non-trivial state is indicated by the bulk gap closing at a critical Zeeman potential
Γc with Γc =
√
∆2 + µ2 i.e., Γc ≈ 5∆ for µ = 5∆. The confinement potential V (x) and the SC-induced
pairing potential ∆(x) are schematically shown in Fig. 4.1(b). In the presence of the quantum dot potential
V (x), the near-zero-energy eigenstates (associated with the ps-ABSs) emerge and stay within a considerable
range of Zeeman potential in the topologically trivial regime (Γ < Γc). The wave functions χA,B associated
with the near-zero-energy eigenvalues at Γ = 4∆ (green line in panel (a)) are plotted in Fig. 4.1(c) as the
red and yellow lines, respectively. The low-energy ps-ABSs are represented as a pair of overlapping MBSs
located at the ends of a segment of the wire with a finite quantum dot potential (see V (x) in Fig. 4.1(b)). The
two component MBSs of the ps-ABS are partially separated on the order of the length scale of the QD. On
the other hand, the MZMs in the topological regime are separated by the length of the nanowire, as shown in
Fig. 4.1(d) with Γ = 6∆ (black line in panel (a)).
Note that, in a finite-length wire the lowest energy of the system can not strictly be zero even in
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Figure 4.1: (Color online) (a) Dependence of the low energy spectrum on the applied Zeeman field for a
system described by the Hamiltonian in Eq. (4.1) with chemical potential µ = 5∆. The bulk gap has a
minimum at Γc ≈ µ = 5∆, the critical field associated with the TQPT. (b) Potential profiles corresponding
to Eq. (4.2) with ∆0 = 0.25 meV, Vmax = 8∆. (c), (d) Wave functions associated with the near-zero energy
eigenstates marked as the green and black lines in panel (a), respectively. The component MBSs of ps-ABS
are now separated by QD length scale (L∗ ∼ x∆, the length of the bare SM segment), as shown in panel (c).
Here a uniform Zeeman field is applied along the length of the wire and the other parameters are as follows:
m = 0.03me, α(x) = α = 0.4 eV Å, xV = 0.20 µm, δxV = 0.15 µm, δx∆ = 0.10 µm, x∆ = 0.50 µm.
the topological regime. In this sense, the near-zero-energy ps-ABSs can be continuously connected to the
topological MZMs when the yellow Majorana mode gradually move towards the right end of the wire with
an increasing Zeeman field. The energy splittings of the topological MZMs induced by the finite overlapping
between the component MBSs can be exponentially suppressed by increasing the length of the nanowire
(E ∼ e−L/ζ). Therefore, topological MZMs can satisfy the requirement on the energy splittings withE . εw
for local charge tunneling measurements as well as E . εm for the measurement-based braiding. In contrast,
the length scale of the confinement potential (L∗) i.e., the spatial separation between the component MBSs of
ps-ABSs (see Fig. 4.1(c)), can not be externally controlled in principle, rendering the ps-ABSs not a natural
platform for building a qubit for TQC. However, due to the rapid development in designing the experimental
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Figure 4.2: (Color online) Lowest energy E0 of Hamiltonian given in Eq. (4.3) as a function of Zeeman
potential Γ and the maximum potential height of the quantum dot Vmax with chemical potential µ = 3∆ in
(a) and µ = 5∆ in (b). The green dotted lines represent the critical Zeeman potential of TQPT (Γ/Γc = 1).
The dark blue regions indicate the ps-ABSs with energy splittings E0 ∈ (0, 20 m∆) < εw, which are also
below the braiding energy scale εm. The insets show the lowest energy E0 for system at µ = 3∆, 4∆ with
Vmax = 0, 1.5µ respectively. The rest of the parameters used here are the same as in Fig. 4.1.
devices, it may still be possible to produce the topologically trivial ps-ABSs with energy splittings small
enough to meet the braiding requirement.
Quantum dot potential (V (x)) can affect the emergence as well as the energy splittings of ps-ABSs
in the QD-SM-SC systems. It has been discussed in Ref. [90] that the energy splitting of ps-ABSs can be
reduced by increasing the smoothness of the confinement potential. In Fig. 4.2, we show the lowest energy
E0 of the Hamiltonian in Eq. (4.3) as a function of Zeeman potential Γ and quantum dot potential height
Vmax for a fixed smoothness parameter δxV = 0.15 µm, where the green dotted lines indicate the critical
Zeeman potential for TQPT with Γ/Γc = 1. Here, the magnitudes of the energy splittings are represented by
the colors with units m∆ = 0.25 µeV . As shown in Fig. 4.2, parameter region with E0 . 20 m∆, indicated
by the dark blue color, appears even in the trivial regime (Γ < Γc) for a non-zero Vmax. Trivial systems
with parameters within the dark blue regions host ps-ABSs with energy splittings below the energy scale of
the charge tunneling experiments (E0 < εw ∼ 40 − 80 m∆), which also meet the braiding condition when
the energy splittings satisfy E0 . εm ∼ 0.4 m∆. As shown in Fig. 4.2, system with chemical potential
µ = 5∆ in panel (b) shows a larger blue region that supports ps-ABSs than the system with µ = 3∆ as
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Figure 4.3: (Color online) (a) The logarithm of the lowest energy E0 at Γ = 4∆ (< Γc = 5∆) as a function
of effective mass (m∗/me ∈ (0.01, 0.06)) and spin-orbit coupling strength (α ∈ (0, 0.6) eV Å). The dark
blue region indicates the trivial states with near zero energy E0 ∼ 0.1 m∆ . εm, which in principle can be
utilized in measurement-based braiding. Panel (b), (c) show the line-cuts from panel (a), with fixed spin-orbit
couplings (α = 0.15, 0.30 eV Å) and fixed effective masses (m∗ = 0.02, 0.05me), respectively. The other
parameters used here are the same as in Fig. 4.1
given in panel (a). On the other hand, the energy splittings for the MZMs in the topological state is smaller
(see the dark blue region in Fig. 4.1(a) after the green line) in systems at lower chemical potential, which can
be attributed to the smaller critical Zeeman field in the system at µ = 3∆ than that at µ = 5∆. Note that,
Fig. 4.2(a), (b) both show a maximum range of Zeeman potential associated with the quasi-Majorana regime
with Vmax ∼ 1.5µ. A comparison of E0 versus Γ for systems with Vmax = 0 and Vmax = 1.5µ is given in
the inset for µ = 3∆, 5∆ in panel (a), (b) respectively.
In realistic experiments, effective mass could be different due to the effect of proximity-induced
energy renormalization[101] for a known material. Similarly, due to the non-uniform gate potentials, SOC
strength of the system can also be different in experiments[116]. In Fig. 4.3(a), we show the dependence of
logarithm of the lowest energy (log(E0/∆)) in a trivial phase (Γ = 4∆ < Γc) on the effective mass (m∗) and
SOC strength (α). Here the effective mass and SOC are taken as m∗ ∈ (0.01, 0.06)me, α ∈ (0, 0.6) eV Å,
respectively. The colors indicate the value of log(E0/∆), e.g., in Fig. 4.3(a) the dark blue color with scale−4
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Figure 4.4: (Color online) Top panel: spatial profile for spin-orbit coupling strength where the blue line
represents a uniform SOC α and the envelop line of the green area represents the position-dependent α(x).
Middle panel: spatial profile for Zeeman potential where the magenta line represents a uniform Zeeman
field Γ while the envelop line of the cyan area represents the position-dependent Zeeman potential Γ(x).
Γ0 indicates the twisting amplitude of the Zeeman field (or amplitude of magnetic disorder), π/ω indicates
the frequency and xΓ is taken to smoothly connect the twisted region with the uniform region along the
direction of the nanowire (see Eq. (4.6)). Here the gray line represents another possible function Γ(x). Bottom
panel: spatial profile for confinement potential where V (x),∆(x) are the same as that givn in Fig. 4.1(b) and
the orange area represents a local potential disorder δV (x) with localization center x0. The length of the
nanowire is L = 2 µm, and the equations of the spatial profiles in this figure are given in Eqs. (4.5), (4.6),
(4.7), respectively.
represents E0 . 0.1 m∆. Therefore, for systems with parameters (α,m∗) within the dark blue regions, the
energy splittings of the topologically trivial ps-ABSs are well within the range of E0 . εm. In Fig. 4.3(b),
we plot the energy splitting E0 as a function of the effective mass for systems with different SOCs (α =
0.15, 0.30 eV Å), indicatng that systems with smaller SOC (red dots) are more sensitive to the variation of
the effective mass. Similarly, we show the dependence of E0 on SOC for systems with different effective
masses (m∗ = 0.02, 0.05me) in Fig. 4.3(c). Here we find that systems with small effective mass (blue
dashed line) can host ps-ABSs with very low energies (E0 . 0.1 m∆) for a large SOC, while systems with
relatively larger effective mass (cyan solid line) can host ps-ABSs with very low energies for small SOCs.
In general, the near-zero-energy ps-ABSs in topologically trivial phase are more favorable for a system with
larger effective mass and smaller SOC when the other parameters of the system are fixed.
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Based on the discussions above, we find that the low-energy ps-ABSs are quite generic in the QD-
SM-SC nanowires investigated in experiments, where a quantum dot is naturally introduced. In addition,
the energy splittings of the topologically trivial ps-ABSs are possible to be tuned below the energy scale
εm ∼ 0.1 µeV , as shown in Fig. 4.2 and Fig. 4.3(a). In this sense, these ps-ABSs will not only reproduce
the robustness of ZBCPs in the local charge tunneling experiments, but also are possibly applicable for
measurement-based braiding in TQC. However, in spite of their sufficiently small energy splittings, the ps-
ABSs are topologically trivial, whose energies are sensitively dependent on the local quantities such as the
local values of SOC, Zeeman field and confinement potential, etc. Therefore, it is essential to examine
the robustness of the energy splitting of the MZM system in the quasi-Majorana regime in the presence of
different types of local perturbations.
4.4 Stability of quasi-Majoranas in the presence of local perturbations
Partially separated Andreev bound states, or quasi-Majoranas can mimic almost all the behavior of
topological Majoranas, including the zero-bias conductance features in the local tunneling experiment and
the 4π-Josephson effect [87, 108, 117]. The non-topological quasi-Majoranas are even considered suitable
for TQC via measurement-based braiding as long as the corresponding energy splittings are below the energy
scale εm [90]. However, it is important to emphasize that, in contrast to the topological MZM modes with
spatial separation given by the length of the nanowire, the spatial separation between the component Majorana
modes of ps-ABSs are on the order of the length scale of the QD, rendering the ps-ABSs topologically unpro-
tected against local perturbations. In the following, we consider three types of local perturbations as shown
in Fig. 4.4, namely, deformations of spin-orbit coupling, local twisting of the applied Zeeman potential, and
local perturbation in the confinement potential (defined by Eq. (4.1)). We first show how the near-zero-energy
states in the topologically trivial phase are affected by these local perturbations (Secs. 4.4.1,4.4.2, 4.4.3), then
discuss the conditions for ps-ABSs admitting measurement-based braiding as long as these perturbations are
small (Sec. 4.4.4).
4.4.1 Perturbation from step-like spin-orbit coupling
In most of the theoretical calculations, the SOC strength is taken as a constant. However, due to
the effect of the gate potentials and the inevitable quantum dot in a realistic device, a non-uniform SOC is
possible and can be considered as local perturbation to an ideal system. For example, it has been shown that
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Figure 4.5: (Color online) Low-energy spectrum as a function of Zeeman potential for a system with spin-
orbit coupling given as a constant α in panel (a) and a spatially varying function α(x) in panel (b), respec-
tively. A schematic plot of the position-dependent SOC α(x) is given in the top panel of Fig. 4.4. Large
energy splitting oscillations (panel (b)) are induced by the presence of the local perturbation in SOC, in con-
trast to a constant SOC (panel (a)). The wave function profiles associated with the marked lines are given
in Fig. 4.6. We consider a system at µ = 5∆ with m∗ = 0.03me, α = 0.4 eV Å,∆ = 0.25 meV , and a
confinement potential with xV = 0.2 µm, δxV = 0.15µm, Vmax = 6∆. The parameters for α(x) (Eq. (4.5))
in panel (b) is given as xα = 0.25 µm, dxα = 0.02 µm, α1 = 0, and a symmetric α(x) is applied here. The
other parameters used here are: x∆ = 0.5 µm, δx∆ = 0.15 µm.
a step-like SOC can lead to decaying oscillations of the energy splitting of MZMs [116]. In this section, we
consider a position-dependent SOC described by a function given as












where α1 = α − α0 and α0, α represents the minimum and maximum strength of SOC. Parameter xα, δxα
describe the length scale and the smoothness of the deformation respectively. A schematic plot of the non-
uniform SOC is depicted in the top panel of Fig. 4.4. In what follows, we investigate the influence from the
spatially varying SOC defined by α(x) in Eq. (4.5) on the near-zero-energy states.
First, we show the dependence of low energy spectrum for a system with spatially uniform SOC
namely, α(x) = α, on the Zeeman potential in Fig. 4.5(a). Here, µ = 5∆, and a quantum dot potential
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Figure 4.6: (Color online) (a), (b) Wave functions associated with the near-zero energy ps-ABS marked as the
green and cyan lines in Fig. 4.5, respectively. Similarly, panel (c), (d) show the wave function profiles for the
topological MZMs marked by the black and orange line in Fig. 4.5, respectively. In the presence of a step-like
SOC, the splitting energy of the ps-ABS has been increased from E = 6.4m∆ in (a) to E = 48.6m∆ in
(b), while the splitting energy of the topological MZMs has not been significantly changed (E = 38.9m∆ in
(c) and E = 25.6m∆ in (d)). Note that, the energy splittings of topological MZMs can be reduced (hence
satisfy E0 . εw, εm) by extending the length of the nanowire, while that of the topologically trivial ps-ABSs
can not be controlled externally.
with amplitude Vmax = 6∆ is considered. The robust near-zero energy states are present in the trivial region
(Γ < Γc ∼ 5∆), with an energy splitting even smaller than that of the topological states (Γ > Γc). After
we switch on the SOC inhomogeneity described by Eq. (4.5), the ps-ABSs in the trivial regime show visible
energy splitting oscillations, as shown in Fig. 4.5(b), while the energy splittings in the topological regime
(Γ > 5∆) are not affected significantly.
The wave function profiles corresponding to the marked lines in Fig. 4.5 at Γ = 3.8∆ (green,
cyan) and Γ = 6.2∆ (black, orange) are given in Fig. 4.6, along with their corresponding energy splittings.
Although the changes in the overlap region (or spatial separation) between the two Majorana components
of the ps-ABS (and MZMs in Fig. 4.6(c, d)) can not be observed, the energy splitting associated with the
ps-ABS has changed significantly from E = 6.4 m∆ (< εw) in Fig. 4.1(a) to E = 48.6 m∆ (> εw) in
Fig. (b). On the other hand, the energy splitting for the topological MZMs does not change significantly,
as shown in Fig. 4.5(c), (d). Note that, the energy splittings for the topological MZMs can be controllably
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reduced by extending the length of the nanowire to be well below the energy scales εw, εm.
In Sec. 4.3, we remarked that a system hosting topologically trivial ps-ABSs with energy splittings
E0 . εm is realizable. In Fig. 4.7, we show similar profiles as those in Fig. 4.5, 6, but for a system with
different parameters: bigger effective mass m∗ = 0.05me, smaller SOC strength α = 0.2 eV Å, and bigger
smoothness parameter δxV = 0.30 µm of the confinement potential defined by Eq. (4.2). Consequently,
the energy splitting associated with the ps-ABSs at Γ = 4∆ (green line in Fig. 4.7(a)) is now sufficiently
small to meet the requirement for a transmon readout namely, E0 = 0.1 m∆ ≤ εm ∼ 0.4 m∆, as shown
in Fig. 4.7(c). Compared with the wave functions given in Fig. 4.6(a), the component MBSs in Fig. 4.7(c)
are now separated more from each other and overlap much less as well. However, the seemingly “robust”
near-zero-energy state still suffers from the local perturbation inevitably. As shown in Fig. 4.7(b), the energy
splittings are greatly enhanced in magnitude after a step-like SOC is applied. The wave functions of the
component MBSs corresponding to the cyan line in Fig. 4.7(b) overlap, as shown in Fig. 4.7(c), and the lifted
energy splittings with E = 43.5 m∆ now fail to meet the braiding condition.
Next, we show the influence from a local perturbation in the externally applied Zeeman field on the
stability of the ps-ABSs in the trivial regime.
4.4.2 Perturbation from a twisted Zeeman potential
The semiconductor-superconductor heterostructure is driven into the topological phase when an
external Zeeman field parallel to the nanowire is gradually increased. A helical magnetic field that rotates
along the wire has been used to generate the topologically non-trivial states in superconducting nanowires
without SOC [118]. Also, a twisted Zeeman potential has been used to illustrate the irrelevance of the spin
degree of freedom in the emergence of near-zero energy quasi-Majoranas [101]. In this section, we investigate
the effect from a locally position-dependent Zeeman field, equivalently acting as a magnetic perturbation, on
the energy splitting of topologically trivial ps-ABSs.
We consider a magnetic perturbation localized within the quantum dot region, with which the effec-
tive Zeeman field can be described by the following position-dependent function,
Γ(x) =
[
Γ1 + Γ0 sin(ωx)
]
Θ(xΓ − x) + ΓΘ(x− xΓ) (4.6)
with Γ1 = Γ − Γ0 the Zeeman field magnitude at x = 0 and Γ the Zeeman field magnitude without any
magnetic perturbation. ω, xΓ indicate the twist period and twisting length scale, respectively. A schematic
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Figure 4.7: (Color online) Low-energy spectrum as a function of applied Zeeman field for a system with
SOC given as a constant α in (a) and a spatially varying function α(x) in (b). Panels (c), (d) show the wave
functions along with the corresponding energy splittings associated with the green and cyan lines marked in
panel (a), (b) respectively. In the presence of local perturbation in SOC, an obvious overlap appears between
the two component MBSs, as shown in panel (d). Also, the corresponding energy splitting has been greatly
increased from (E = 0.1 m∆ . εm) to (E = 43.5 m∆ ∼ εw). In contrast to Fig. 4.5, here we have
considered a smoother confinement potential with δxV = 0.3 µm, and a position-dependent SOC given
with xα = 0.55 µm, dxα = 0.02 µm,α1/α = 0.2. The other parameters used are m∗ = 0.05me, α =
0.2 eV Å,∆ = 0.25 meV, µ = 6∆, Vmax = 8∆, xV = 0.20 µm, δxV = 0.30 µm.
plot of this position-dependent Zeeman potential is shown in the middle panel of Fig. 4.4. Armed with the
position-dependent Zeeman field Γ(x), we show how the low energy spectrum is affected by the magnetic
field perturbation below.
With a uniform Zeeman potential, Γ(x) = Γ, the system (Eq. (4.1)) hosts robust near-zero energy
states even in the trivial regime (Γ < Γc ∼ 5∆), as shown in Fig. 4.8(a). When a local position-dependence
is introduced to the applied Zeeman field, namely, Γ(x) with Γ0 = 0.3Γ, ω = −3π/100 (black line in the
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Figure 4.8: (Color online) Dependence of low-energy spectrum on the strength of the applied Zeeman field for
a) system with a uniform Zeeman field, b) system with a locally twisted Zeeman field (Eq. (4.6)) with Γ0/Γ =
0.3, ω = −3π/100, c) system with a locally twisted Zeeman field (Eq. (4.6)) with Γ0/Γ = 0.4, ω = 4π/200.
The twisted Zeeman potentials used here are schematically shown in the middle panel of Fig. 4.4. The
chemical potential here is µ = 5∆ and the confinement potential is characterised by xV = 0.2 µm, δxV =
0.15 µm and Vmax = 8∆. The other parameters used here are the same are Fig. 4.7.
middle panel of Fig. 4.4), the near-zero energies associated with the trivial ps-ABSs are lifted while the energy
splittings in the topological states do not show any significant changes, as shown in Fig. 4.8(b). In Fig. 4.8(c),
we show another example of the low energy spectrum for a system perturbed by the position-dependent
Zeeman potential Γ(x) with Γ0 = 0.4Γ, ω = π/25 (grey line in the middle panel of Fig. 4.4). Note that,
parameter xΓ has been selected accordingly for Γ(x) to realize a smooth connection from the twisted region
to the constant region of the Zeeman potential for both of these two position-dependent Zeeman fields, as
schematically shown in Fig. 4.4.
The wave function profiles, corresponding to the marked lines at Γ = 4∆ in Fig. 4.8, along with
their corresponding energy splittings are given in Fig. 4.9. Under the effect of the local perturbation in
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Figure 4.9: (Color online) Majorana wave functions associated with the near-zero energy ABS mode from
Fig. 4.8 corresponding to the marked lines. The energy splitting of the trivial ps-ABS in the case of a
uniform Zeeman field is small, with E = 0.93 m∆ in (a); while as shown in panel (b), (c), in the presence
of the twisted Zeeman fields as have been described in Fig. 4.8, the energy splitting has been increased to
E = 45 m∆, 42.1 m∆, respectively.
Zeeman field, the energy splitting of ps-ABS increases from E0 = 0.93 m∆ (∼ εm) in Fig. 4.9(a) to
E0 = 45 m∆, 42.1 m∆ in Fig. 4.9(b), (c) respectively. The overlap region of the component MBSs have
changed in different ways for Fig. 4.9(b), (c). In Fig. 4.9(b), the increased overlap is because of the rightward
movement of the MBS sitting at the left end of the nanowire. In Fig. 4.9(c), on the other hand, the increased
overlap is due to the leftward movement of the MBS sitting on the right when we apply a different Γ(x)
(see grey line in the middle panel of Fig. 4.4). Note that, the perturbation strength for Fig. 4.9(b),(c) are
Γ0/Γ = 0.3, 0.4, respectively, which is a reasonably small deviation from the applied magnetic field strength
that might be induced by the measurements. This should be understandable within the context of a position-
dependent Zeeman field, since only the region with Γ(x) ≥ Γc can host the near-zero-energy states. Though
the wave functions and energy splittings for the topological states are not shown here, we have checked that
similar susceptibility to the local perturbations in magnetic field is not present for topological MZMs, as is
expected for a topological state.
4.4.3 Local potential perturbation
We have investigated the effects of perturbations in SOC and externally applied Zeeman field in the
previous sections. In this section, we consider the effect from perturbations in the local potential on the energy
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splittings of the topologically trivial ps-ABSs. In contrast to the topological MZMs, which are immune to
local potential perturbations, the overlap of the component MBSs of the ps-ABS state make them sensitive
to local potential perturbations. Here we consider a Gaussian-like potential perturbation localized at x = x0,
which can be described by the function
δV (x) = δV e−(x−x0)
2/(δx0)
2 (4.7)
with δV , δx0 the magnitude and sharpness of the potential perturbation. A schematic plot of the local
potential disorder (shown in orange) is given in the bottom panel of Fig. 4.4. In Fig. 4.10, we show the
low energy spectrum as a function of the Zeeman potential for the system without and with the local potential
δV (x) in panel (a), (b) respectively. Similar to the effect from local perturbations in SOC (Fig. 4.5, 4.7)
and the applied Zeeman field (Fig. 4.8), a local potential perturbation δV (x) with δV = 0.3Vmax, x0 =
0.2 µm also leads the topologically trivial ps-ABS split away from near-zero energy. The wave function
corresponding to the green line in Fig 10 (a) is given in Fig. 4.10(c), where the component MBSs associated
with energy splitting E0 = 5.02 m∆ are partially separated and almost non-overlapping. Perturbed by the
local potential δV (x), a finite overlap between the component MBSs can be observed in Fig. 4.10(d), which
is associated with a significantly increased energy splitting E0 = 46.9 m∆. By contrast, as shown in the low
energy spectrum in Fig. 4.10(a, b), the energy splitting in the topological regime does not show any obvious
effect of the local potential δV (x).
Though we have considered three types of local perturbations in this paper (Fig. 4.4), it is impor-
tant to note that the perturbations induced by the measurements (or environment) are uncontrolled. Within
the framework of these assumed local perturbations, however, it is still possible to identify the perturba-
tion strengths sufficient to split the energy of the ps-ABSs away from the condition E0 . εm needed for
measurement-based braiding,
4.4.4 Energy splitting sensitivity of the quasi-Majoranas to local perturbations
As has been shown above, the energy splittings of the topologically trivial ps-ABSs and topologi-
cally protected MZMs react differently to local perturbations. Instead of focusing on the exact value of the
energy splittings below a certain estimated limit, in what follows, we now focus on the changes in the energy
splitting in response to the local perturbations. More specifically, we analyze the ratio E′0/E0, where E
′
0, E0
represent the energy splitting of the ground state with and without the local perturbations, respectively. We
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Figure 4.10: (Color online) Dependence of low-energy spectrum on the applied Zeeman field for a) system
with a confinement potential (Eq. (4.2)) and without any potential disorder, b) system with a confinement
potential (Eq. (4.2)) as well as a local potential disorder, described by Eq. (4.7). Clearly, the trivial near-zero
energy splittings in panel (a) have been lifted by the local potential perturbation in panel (b). The wave
functions and their corresponding energy splitting associated with the green and cyan line in panel (a), (b) are
shown in panel (c), (d) respectively. An obvious overlapping between the component MBSs has been induced
by the local potential disorder for ps-ABS in panel (d). The chemical potential is µ = 5.5∆, and the local
potential disorder is characterized by δV/Vmax = 0.3, x0 = 0.2 µm, δx0 = 0.05 µm. The other parameters
used here are m∗ = 0.05me, α = 0.15 eV Å, Vmax = 8∆, and x∆ = 0.
assume that ps-ABSs with perturbed energy splittings E′0 ≥ 10E0 are not robust enough in the presence of
local perturbations and are not suitable for measurement-based braiding.
For a position-dependent SOC, defined in Eq. (4.5), the deformation amplitude α0, length scale xα
and steepness parameter δxα can all affect the perturbation strength. We consider a system described by the
Hamiltonian in Eq. (4.3), with µ = 6∆ and confinement potential amplitude Vmax = 8∆. In Fig. 4.11(a),
we show the logarithm of E′0/E0 as a function of the strength of the SOC perturbation (α0/α) with fixed
perturbation length scale xα = 0.55 µm. Here the blue line (Γ = 4∆) and the cyan dashed line (Γ = 5∆)
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Figure 4.11: (Color online) Dependence of the logarithm of (E′0/E0) on the parameters α0, xα that char-
acterize the step-like SOC described by the function in Eq. (4.5). Here E′0, E0 are the energy splitting of
the system with and without the presence of a local SOC perturbation, respectively. The black dashed lines
indicate log(E′0/E0) = 1, before which the energy splittings E
′
0 are considered still applicable for braiding
(E′0 ∼ εm). (a) Energy splittings of the trivial states for systems with a fixed xα = 0.55 µm for SOC per-
turbation, here log(E′0/E0) go over the black dashed line (E
′
0 > εm) even at a small perturbation strength
α0/α ∼ 0.05. (b) Energy splittings of the trivial states for systems with a fixed SOC perturbation strength
α0/α = 0.30, in this case a perturbation length scale xα & 0.35 µm is required to break the readout condi-
tion for braiding. In contrast, the energy splittings of the topological states satisfy log(E′0/E0) ≈ 0 for all
different values of α0 and xα of the SOC perturbations, as shown in Fig. (c), (d), respectively. The chemical
potential is µ = 6∆. The other parameters used here are m∗ = 0.05me, α = 0.2 eV Å,∆ = 0.25 meV , and
the confinement potential is given with Vmax = 8∆, xV = 0.20 µm, δxV = 0.30 µm.
are associated with the energy splitting ratios E′0/E0 of the trivial states with unperturbed splitting energy
E0 = 0.09 m∆, 0.04 m∆, respectively. The black dashed line indicates log(E′0/E0) = 1, i.e., E
′
0/E0 = 10.
As shown in Fig. 4.11(a), energy splittings increase by more than 10 times (across the black dashed line) even
with a small perturbation strength α0/α ≈ 0.05. However, the topological MZMs, as shown in Fig. 4.11(c),
do not show any significant increase in their energy splittings in the presence of SOC perturbation. Instead,
the energy splitting ratio of the MZMs follows log(E′0/E0) ≤ 1 for all the values of α0/α, where E0 =
18 m∆, 17.3 m∆ for Γ = 7∆, 8∆, respectively.
Similarly, we show the logarithm of E′0/E0 as a function of the deformation length scale xα with
a fixed α0 = 0.8α for the trivial and topological states in Fig. 4.11(b) and 4.11(d), respectively. For the
trivial ps-ABSs, as shown by the blue line with Γ = 4∆, E0 = 0.11 m∆ and the cyan dashed line with
Γ = 5∆, E0 = 0.04 m∆ in Fig. 4.11(b), the values of their corresponding log(E′0/E0) exceed the black
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Figure 4.12: (Color online) The logarithm of (E′0/E0) (indicated by the colors) as a function of the param-
eters α0 and xα that characterize the step-like SOC described by the function in Eq. (4.5). The cyan dashed
lines imply the energy splittings (log(E′0/E0) = 0) for system without SOC perturbation (α0 = 0). The
yellow color implies ps-ABSs with energy splittings E′0/E0 ≥ 10 in the presence of SOC perturbations,
which as assumed are not applicable for measurement-based braiding (E′0 > εm), as shown in the top panels.
However, all of the energy splittings of the topological states satisfy log(E′0/E0) . 0 (E
′
0 . E0 ∼ εm), as
shown in the bottom panels, where nearly no region with yellow color are present. Note that, the threshold
amplitude for εm of SOC perturbation is as small as α0/α ∼ 0.05 (provided a length scale xα ∈ (50, 80)site
and smoothness parameter δxα = 0.02 µm), as shown in the top left panel. A higher threshold perturbation
strength α0/α ∼ 0.25 (positive α0) is observed in the top right panel, where δxα = 0.05 µm. The chemical
potential is µ = 5∆, the other parameters used here are the same as Fig. 4.11.
dashed line with xα ≥ 0.35 µm. On the other hand, for the topological MZMs, as shown by the red line with
Γ = 7∆, E0 = 18.1 m∆ and the green dashed line with Γ = 8∆, 17.7 m∆ in Fig. 4.11(d), the values of
the corresponding log(E′0/E0) stay around or below zero (log(E
′
0/E0) . 0) for all the values considered for
xα.
A SOC perturbation with length scale xα = 0.55 µm and strength α0/α ∼ 0.05 is found to be able
to split the unperturbed energy by more than 10 times for the topologically trivial ps-ABSs, i.e., E′0/E0 ≥
10 as shown in Fig. 4.11(a). In Fig. 4.12, we map the logarithm of E′0/E0 into the (xα, α0) parameter
space, where the left, right panels are for systems with SOC perturbation with δxα = 0.02 µm, 0.05 µm
respectively, and the top, bottom panels are for systems in the trivial and topological state, respectively. The
yellow regions in the top panels of Fig. 4.12 indicate energy splittings with log(E′0/E0) ≥ 1, corresponding to
ps-ABSs in the trivial systems which are not applicable for measurement-based braiding. For a stiff step-like
SOC with δxα = 0.02 µm, SOC perturbations with both positive and negative α0 show a considerable yellow
region with enhancement E′0/E0 ≥ 10 on the energy splittings, as shown in the top left panel of Fig. 4.12. A
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Figure 4.13: (Color online) Similar plot as Fig. 4.11, but is the dependence of the logarithm of (E′0/E0)
on the parameters Γ0, xΓ that characterize the twisted Zeeman field described by the function in Eq. (4.6).
Panels (a), (c) show the value of log(E′0/E0) as a function of Γ0/Γ for a system with fixed xΓ = 0.60 µm
in trivial states (Γ = 3.5∆) and topological states (Γ = 7.5∆), respectively. Here, two different values of
δxV , which defines the smoothness of the confinement potential V (x) (Eq. (4.2), are considered. The energy
splittings of trivial states, as shown in panel (a), are consistent for braiding (E′0 ∼ εm) for perturbations
in Zeeman field with Γ0/Γ . 0.30. On the other hand, a threshold value with Γ0/Γ ∼ 0.40 is observed
for measurement-based braiding in quasi-Majorana regime (with ps-ABSs) for topologically trivial systems
(Γ = 4.5∆) with fixed δxV = 0.30 µm but with two different length scales xΓ, as shown in panel (b). Panel
(d) shows the topological case (Γ = 6.5∆) of panel (b), where energy splittings are well below the black
dashed line, as expected. The chemical potential is µ = 5.5∆, and the other parameters used here are the
same as Fig. 4.11.
very small SOC perturbation with α0/α ∼ 0.05 can increase the energy splittings of the unperturbed ps-ABS
(cyan dashed line) by 10 times, provided the perturbation length scale xα ∼ 50, 80sites (1 site = 0.01µm).
On the other hand, for the energy splitting in the presence of SOC perturbation with a smoother step-like
α(x) (δxα = 0.05 µm), as shown in the top right panel of Fig. 4.12, the yellow region for a negative α0 is
now mostly reduced compared with the top left panel in Fig. 4.12. Also, a general higher threshold value with
α0/α ∼ 0.25 is observed now for increasing the energy splitting by 10 times (yellow regions). As shown in
the bottom row of Fig. 4.12, there is no region with log(E′0/E0) > 0 and most of the energy splittings in the
presence of the SOC perturbation ( E′0) admit log(E
′
0/E0) ∼ (−1, 0).
Based on the results in Fig. 4.11, 4.12, we find that: i) the energy splittings of topologically triv-
ial ps-ASBs can be affected by SOC perturbations with an enhancement E′0/E0 ≥ 10, even with a small
perturbation strength (∼ 0.05) if the length scale falls within xα ∼ 50, 80 sites; ii) either an increase of
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Figure 4.14: (Color online) Similar plot as Fig. 4.12 for log(E′0)/E0 under the influence of a twisted Zeeman
potential (Eq. (4.6)). Here Γ0/Γ indicates the perturbation strength from the twisting of the Zeeman field.
Length scale xΓ and frequency ω are varied simultaneously to satisfy 2ωxΓ = 5π in the left panels and
ωxΓ = −3π in the left panels, respectively. A threshold perturbation amplitude for ps-ABSs admitting
braiding is found to be Γ0/Γ ∼ 0.25 for both the two types of the twisted Zeeman field, as shown in the
top panels. In addition, the ps-ABSs can not be significantly perturbed in the presence of Zeeman filed
perturbation with length scale xΓ . 40sites, in which case, their energy splittings are all consistently below
the braiding energy scale εm. The chemical potential is µ = 5∆, and the other parameters used here are the
same as Fig. 4.12.
the smoothness or the length scale of the step-like SOC perturbation will increase the threshold value of the
perturbation strength needed to break the condition for measurement-based braiding in the quasi-Majorana
regime; iii) the energy splittings of topologically trivial ps-ABSs are more likely to admit braiding in the
presence of a negative SOC perturbation.
For a position-dependent Zeeman field, defined by Eq. (4.6), parameters Γ0, xΓ and ω that describe
the perturbation in Γ are of interest. In Fig. 4.13(a), we show the logarithm of E′0/E0 for trivial ps-ABSs
(Γ = 3.5∆) with two different smoothness parameters for the confinement potential, namely δxV = 0.30 µm
(blue line) and δxV = 0.35 µm (cyan dashed line), where a perturbation strength Γ0/Γ ∼ 0.25 can split the
energy from E0 to E′0 ≥ 10E0. As expected, the energy splittings of the topological MZMs with Γ = 7.5∆
are immune to the twisted Zeeman potential, as shown in Fig. 4.13(c). Here a period ω = 3π/100 is used
(the black line in the middle panel of Fig. 4.4). In terms of different xΓ for a fixed ω = 3π/100, we show the
plot of log(E′0/E0) as a function of Γ0/Γ for the trivial state with Γ = 4.5∆ in Fig. 4.13(b), and topological
state with Γ = 6.5∆ in Fig. 4.13(d). Here, the threshold value for E′0 ≥ 10E0 becomes Γ0/Γ ∼ 0.4 for
the trivial ps-ABSs, while the topological MZMs still do not show any significant enhancement of the energy
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Figure 4.15: (Color online) Dependence of log(E′0/E0) on the perturbation strength δV/Vmax for system
perturbed by a local potential perturbation, described by Eq. (4.7). As shown in panel (a) and (b), the energy
splittings are generically increased (except for the decrease around δV/Vmax ≈ 0.3 ) with δV 6= 0 for
the trivial ps-ABSs (Γ = 4∆). On the contrary, the energy splittings for the topological MZMs (Γ =
6∆) do not show this feature, as shown in panels (c), (d). For local perturbations with positive amplitude
δV/Vmax . 0.40, the energy splittings are well below the black dashed line, implying their applicability
for braiding(E′0 ∼ εm), as shown in panel (a). In the case of a negative potential perturbation, as shown in
panel (b), a smaller minimum perturbation strength with −δV/Vmax ∼ 0.10 is found to be able to increase
the energy spitting as log(E′0/E0) ≥ 1. Panel (c), (d) give energy splittings in the topological case for the
system in panel (a), (b), respectively, which are below the black dashed lines (though an enhancement might
be present, as shown by the green dotted line in panel (c)). Here, the value of x0 implies the location of the
potential disorder, µ = 5∆, and the confinement potential is characterized by the same parameters used in
Fig. 4.11.
splittings. In Fig. 4.14, we show the log(E′0/E0) as a function of Γ0, xΓ for system applied with a twisted
Zeeman field with different periods satisfying 2ωxΓ = 5π (left panels) and ωxΓ = −3π (right panels),
respectively. The yellow regions (with log(E′0/E0 ≥ 1)) are present for both cases in the trivial regime,
requiring a perturbation strength Γ0/Γ ≥ 0.2. However, in the topological regime, the energy splittings show
log(E′0/E0) ≤ 0 for all the parameter ranges.
Based on the results in Fig. 4.13, 4.14, we conclude that, for the type of perturbation in the Zeeman
field analyzed in this paper, i) ps-ABSs can sustain a perturbation in the Zeeman field provided the strength
Γ0/Γ . 0.2; ii) a higher threshold of the perturbation strength for the topologically trivial phase can be found
for Γ(x) with different length scales, e.g., for perturbations in the Zeeman field with xΓ = 50, 60, 80 sites
as shown in the top left panel of Fig. 4.14; and iii) perturbations with xΓ ≤ 40 in Zeeman potential cannot
perturb the energy splittings of the ps-ABSs significantly (more than 10 times), i.e., ps-ABSs in these cases
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Figure 4.16: (Color online) The energy splittings (log(E′0/E0)) under the influence of a local potential pertur-
bation δV (x) described by Eq. (4.7). As shown in the top left panel (δx0 = 0.02 µm), a threshold amplitude
δV/Vmax ∼ 0.10 for E′0 ∼ εm is observed for both positive and negative δV (x) if the perturbation is local-
ized around x0 ∼ (50, 80)sites (where the component MBSs of ps-ABSs overlap with each other, consistent
with the results found in Fig. 4.12). For the system perturbed by potential perturbation with δx0 = 0.10 µm,
as shown in the top right panel, log(E′0/E0) ≥ 1 is satisfied at a relatively higher perturbation strength
δV/Vmax ∼ 0.3 for a positive perturbation δV (x). For both cases with different values of δx0, the energy
splittings in the topological states (bottom panels) do not show any significant enhancement (E′0/E0 ≥ 10)
as that observed for the trivial states. The parameters used here are the same as Fig. 4.15.
still admit TQC in the measurement-based braiding scheme.
Next, we investigate the sensitivity of the energy splitting to local potential perturbation, which
can be described by the function given in Eq. (4.7). We consider both positive and negative local potential
perturbations. As shown in Fig. 4.15, the left and right panels are associated with a positive and negative
potential disorder, respectively. For the location of the perturbation x0 = 0.30 µm (blue line) and x0 =
0.40 µm (cyan dashed line) in Fig. 4.15(a), the energy splitting of ps-ABS can be lifted from E0 to 10E′0
by a positive potential perturbation with strength δV/Vmax ∼ 0.35. In the case of a negative potential
perturbation, log(E′0/E0) ≥ 1 can be satisfied even at a small perturbation strength −δV/Vmax = 0.1, as
shown in Fig. 4.15(b). On the other hand, a positive potential perturbation (Fig. 4.15(c)) can lift the energy
splitting of a topological MZM much more in comparison with the negative potential (Fig. 4.15(d)), though
they still satisfy log(E′0/E0) ≤ 0 at different perturbation strengths. Note that, the locations of the negative
perturbations we considered in Fig. 4.15(b, d) are x0 = 0.50 µm, 0.60 µm.
We plot log(E′0/E0) as a function of the potential perturbation parameters δV and x0 for different
smoothness in Fig. 4.16, where δV (x) with δx0 = 0.05 µm (left panels in Fig. 4.16) is a sharp local potential
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perturbation and δV (x) with δx0 = 0.10 µm (left panels in Fig. 4.16) is a relatively broader local potential
perturbation. It is seen, as expected, that the 10-times increase of the energy splittings (yellow) appears at a
very small perturbation strength (δV/Vmax ∼ 0.1), if the perturbation is located around the overlap region
of the component MBSs of the ps-ABSs, i.e. x0 ∼ (0.50− 0.80)µm for both positive and negative potential
perturbations. On the other hand, for δV (x) with δx0 = 0.10 µm, a larger threshold value of the perturbation
strength is required to split the energy from E0 to E′0 ≥ 10E0, while for negative potential perturbation,
almost no region with log(E′0/E0) ≥ 1 is present.
Based on the results in Fig. 4.15, 4.16, we find that, in the presence of a Gaussian-like local potential
perturbation, i) the energy splittings of the ps-ABSs satisfy E′0/E0 ≥ 10 even for a small perturbation
strength δV/Vmax ∼ 0.1 if the perturbation is localized around the overlap region of the component MBSs
of the ps-ABSs (x0 ∼ (50 − 80) sites); ii) a higher threshold value for the perturbation strength is needed
to satisfy E′0/E0 ≥ 10, for either a perturbation with bigger x0 or bigger δx0; iii) a broad negative potential
perturbation almost can not increase the energy splitting significantly.
It has been discussed in Ref. [90] that a sufficiently smooth confinement potential can host ps-ABSs
with energy splitting below the braiding requirement. We test the stability of the seemingly robust ps-ABSs
in the presence of local perturbations when the confinement potential is sufficiently smooth. We consider
a system described by Eq. (4.3) with µ = 5∆ and a confinement potential V (x) with Vmax = 8∆, xV =
0.2 µm. The lowest energy E0 without any perturbations is shown by the contour plot of log(E0) as a
function of the Zeeman potential and the confinement potential smoothness parameter δxV in Fig. 4.17(a).
Here the dark blue region with green index−4 indicates the energy splittingE0 ∼ 0.1m∆, which falls within
the range of transmon sensitivity and are suitable for measurement-based braiding. It is clearly seen that, the
energy splittings for the ps-ABSs in the trivial regime (Γ < Γc) are smaller when the confinement potential
is smoother (δxV = 0 → 0.50 µm), while the energy splittings in the topological regime ((Γ > Γc) ) are
not significantly affected by the change of δxV . In the presence of local perturbations, the dark blue regions
in the trivial regime with energy splitting E′0 ∼ 0.1 µ∆ are greatly reduced by local potential perturbations
(Fig. 4.17(b, c, d)), perturbations in the step-like SOC (Fig. 4.17(e, f)), and perturbations in the twisted
Zeeman potential (Fig. 4.17(g, h)). By contrast, the energy splittings of the topological MZMs do not show
any obvious changes under the effects of the local perturbations. However, it is important to note that, in
the presence of the perturbations with relatively smaller strengths, as shown in Fig. 4.17(b, c, e, g), the dark
blue regions corresponding to a green index -4 are still present, though over a reduced area. Therefore,
the topologically trivial ps-ABSs can also be robust in the presence of weak perturbations, rendering the
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Figure 4.17: (Color online)The logarithm of the lowest energy E0 of the Hamiltonian given in Eqs. (4.1, 4.3)
as a function of the applied Zeeman potential (Γ, x-axis) and the smoothness parameter of the confinement
potential (δxV , y-aixs). The values of log(E0) (unperturbed) or log(E′0) (perturbed by local perturbations)
are indicated by the colors. Panel (a) shows the log(E0) for a system with m∗ = 0.05me, µ = 5∆, Vmax =
8∆, α = 0.2 eV Å,∆ = 0.25meV without the presence of any local perturbations. The dark blue color (with
green index −4 ) represents energy splittings in the trivial state with E0 . εm, which satisfy the readout
condition in the measurement-based braiding scheme. The energy splittings in the presence of disorder from
a local potential are shown in panels (b), (c), (d), where the dark blue region are greatly reduced. Similarly,
the energy splittings of the trivial states are all unavoidably enhanced by the local perturbations either from
a step-like SOC, as shown in panels (e), (f), or from a twisted Zeeman field, as shown in panels (g), (h).
The topologically trivial states that satisfy E0 . εm in the unperturbed system in (a) (dark blue regions with
index (−4)), generally obtain higher energy splittings that fail to meet braiding requirement. In contrast, the
energy splittings for the topological states are not showing any evident changes in the presence of the local
perturbations. Note that, for systems with a smoother confinement potential (δxV & 0.40 µm), ps-ABSs in
the trivial regime with energy splittings below the energy scale εm for measurement-based braiding still exist
in the presence of the local perturbations with relatively weaker strength, as shown in panel (b, c, e, g).
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measurement-based braiding scheme realizable even in the quasi-Majorana regime.
Based on our extensive numerical calculations we conclude that the energy splittings for the topo-
logical MZMs are robust due to topological protection, and are immune to all types of local perturbations.
By contrast, the topologically trivial ps-ABSs are very sensitive to local perturbations, failing to meet the
readout requirement in the measurement-based braiding scheme (E0 . εm) above a threshold strength of the
perturbations. This is the case even if the energy splittings are sufficiently small in the unperturbed systems
in the presence of sufficiently smooth confinement potentials. However, we also find that, in some cases,
the energy splittings of the topologically trivial ps-ABSs may satisfy the braiding requirement E0 . ε0 in
the presence of certain types of perturbations when they are sufficiently weak (as shown in Figs. (4.12, 4.14,
4.16, 4.17)).
4.5 Discussion and conclusion
In conclusion, we explicitly examine the robustness of the energy splitting of the MZM system in
the quasi-Majorana regime, i.e., when the zero-bias tunneling peaks from the nanowire system are from the
ps-ABSs rather than topological MZMs. Here by ps-ABSs we mean the low energy ABSs in which the
MBSs are separated from each other by a length scale ∼ L∗ . ζ with ζ being the SC coherent length. These
modes, which appear in the system even in a topologically trivial phase, can be contrasted with the topological
MZMs which are separated by the length of nanowire L. In this paper we show that, it is possible to prepare
the SM-SC system in the quasi-Majorana regime with energy splittings . εm, so measurement-based braid-
ing is possible in principle. However, despite the apparent robustness of the ZBCPs in the quasi-Majorana
regime to perturbations in local charge tunneling experiments, ps-ABSs are in reality topologically unpro-
tected. Starting with ps-ABSs with energy below εm we identify the maximum amplitudes of different types
of perturbations (see Eqs. (4.5, 4.6, 4.7)) that are consistent with energy splittings below εm. Since any
measurement is expected to generate one or more such local perturbations, we argue that, measurements
generating perturbations larger than the threshold amplitudes appropriate for εm can not realize topologi-
cally protected measurement-based braiding in SM-SC heterostructures in the quasi-Majorana regime (see
Figs. 4.12, 4.14, 4.16). Topological quantum computation (TQC) based on measurement-based braiding in
the quasi-Majorana regime thus requires a larger set of error corrections introduced by the measurement
processes themselves, while such errors are absent in TQC involving topological MZMs.
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Chapter 5
Majorana corner modes and higher
order topological superfluidity in an
attractive Hubbard-Hofstadter model of
cold atom optical lattices
Higher order topological superconductors hosting Majorana-Kramers pairs (MKPs) as corner modes
have recently been proposed in a two-dimensional (2D) quantum spin Hall insulator (QSHI) proximity-
coupled to unconventional cuprate or iron-based superconductors. Here, we show that such MKPs can
be realized using a conventional s-wave superfluid with a soliton in cold atom systems governed by the
Hubbard-Hofstadter model. The MKPs emerge in the presence of interaction at the “corners” defined by
the intersections of line solitons and the one-dimensional edges of the system. Our scheme is based on the
recently realized cold atom Hubbard-Hofstadter lattice and will pave the way for observing possible higher
order topological superfluidity with conventional s-wave superfluids/superconductors.
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5.1 Introduction
D-dimensional topological insulators/superconductors (TI/TS) are characterized by a fully gapped
bulk spectrum and stable gapless conducting states localized on (D− 1)-dimensional boundaries [119, 120].
Examples include the 3D strong TI with an odd number of gapless Dirac cones localized on 2D surfaces
and the 1D spinless p-wave superconductors (SC) with zero-dimensional Majorana zero modes (MZMs)
localized near the end points of the system. By contrast, the recently-introduced so-called higher order TI/TS
are gapped in the bulk as well as on the (D − 1)-dimensional boundary, but have robust gapless topological
modes on (D − 2)-dimensional “edges” defined on the boundary, e.g., corners in 2D systems and hinges
in 3D systems. This idea has been used to explain the existence of protected low energy corner modes in
2D quantized eletric quadrupole insulators [29, 121, 122, 27, 26, 123, 31, 124, 125] and the existence of 1D
protected gapless hinge-modes in 3D crystals of bismuth [30].
It has been recently proposed [126, 34, 35] that zero-dimensional Majorana corner modes (MCMs)
in 2D SC systems can be realized from a combination of 2D TI (QSHI) and unconventional (non-s-wave)
superconductors. Excitations in these systems come in the form of MKPs, which are distinct from non-
degenerate MZMs [6, 12, 127, 67, 13, 128, 129, 14, 130, 131, 66] and are protected by time reversal (TR)
symmetry [132, 133, 134, 135, 136, 137, 138, 36, 139, 140, 141, 142, 143, 144, 145, 146, 147, 148, 149, 150].
Unfortunately, MCMs proposed in the condensed matter systems [151, 152, 153, 126, 34, 35, 154, 155] have
not been realized to date.
In this paper, we propose ultracold atoms in optical lattices as a clean and straightforward route to
realize MCMs and higher order topological superfluidity with ordinary s-wave superfluids. 2D QSHI Hamil-
tonians have now been experimentally realized in cold atom systems on square optical lattices [156]. These
systems are accurately modeled by a two-component Hofstadter model in a TR invariant scheme where the
atoms experience opposite uniform magnetic fields for each of the two components [157, 158, 159, 156, 160,
161, 162, 163]. Furthermore, s-wave superfluidity can be induced with an attractive Hubbard interaction aris-
ing from a Feshbach resonance between the fermions [164, 165, 166, 167, 168, 169, 170]. Specifically, we
study a 2D TR invariant Hofstadter model, H0, with an attractive Hubbard interaction, HI : H = H0 + HI .
The model is characterized by an interaction-controlled phase transition between a QSHI and a superfluid
(SF). Above a critical value of the attractive interaction, both the edge and the bulk have a non-zero su-
perfluid order parameter due to BCS-like pairing. Since the edge spectrum is gapped, the 2D superfluid is
topologically trivial, according to the conventional (lower order) bulk-boundary correspondence. We show,
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however, that the superfluid can host MKPs when a line soliton intersects the edges, changing the sign of the
superfluid order parameter [34, 35]. Dark solitons [171], which have been successfully observed recently in
Fermi gases [172, 173, 174] using phase imprinting [175], can arise as topological defects where the order
parameter vanishes and the phase changes by π [176, 177]. Intuitively, the edge states are gapped by the
superfluid order parameter, which acts as a Dirac mass. At the intersection of the dark line soliton with the
sample edges, the superfluid order parameter (hence the Dirac mass) changes sign, producing a pair of lo-
calized zero-dimensional MZMs protected by TR symmetry. Tunneling into the soliton edges can be used
to observe these MKPs [176]. We emphasize that the uniform superfluid with no soliton is topologically
trivial (in the conventional sense), with the appropriate Z2 invariant [178] being trivially zero because of the
absence of gapless edge modes. Therefore, our work proposes the first cold atom-based realization of (D−2)-
dimensional MZMs in what is a D-dimensional topologically trivial system in the conventional sense and is
thus an experimentally realizable higher order topological superfluid.
5.2 Non-interacting model and Hofstadter bands
The Hofstadter model [158] describes non-interacting particles on a 2D lattice in the presence of
a perpendicular magnetic field B = Bẑ given by the vector potential A = (0, Bx, 0). We consider a
















(Vi,j − µ) c†i,j,σci,j,σ, (5.1)
where (i, j) labels the sites of a square lattice with lattice constant a, c†i,j,σ (ci,j,σ) creates (annihilates) a
particle at (i, j) with spin σ ≡ {↑, ↓}, tx = t and |tσy (i)| = t are nearest-neighbor hopping amplitudes
along the x and y directions, respectively. We set t = 1 and consider i) periodic boundary conditions,
ii) a cylindrical geometry (periodic in the y-direction and a finite width in the x direction, Lx = aNx),
and iii) a rectangular geometry with Lx = aNx, Ly = aNy . The chemical potential is µ, while Vi,j is a
position-dependent confinement potential. To investigate the effect of soft confinement onH0 in Eq. (5.1), we
consider a Gaussian potential characterized by the following spatial dependence for systems with cylindrical
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geometries:
































Here δ is a parameter controlling the edge confinement strength. These forms for V induce edge modes used
in simulations in this paper where we choose δ = 1.5a and V0 = 5t.
In the presence of the (spin-dependent) magnetic field, the hopping amplitude tσy (i) acquires a spin-
and x-dependent phase factor ei2πφxi,σ , with φxi,σ = sσeBaxi/h. Here, xi = ia is position along the
x-direction while s↑ = 1, s↓ = −1 correspond to opposite magnetic field orientations for the two spin
components, which explicitly restores TR symmetry, in contrast with the original Hofstadter model. We
define the number of magnetic-flux quanta per unit cell as α = (Ba2)/φ0, with φ0 = h/e the magnetic-flux
quantum, and we have tσy (`) = te
sσi2πα`. For α = p/q, with p and q primes, the single-particle energy
spectrum is given by q sub-bands εkn, with n = 0, 1, 2, ..., q − 1. Here, we focus on the case α = 1/3. We
expect similar physics for other values of α that support QSHI phases.
Eq. (5.1) with α = 0 can be written as H0(k) = −2t
∑
kx,ky,σ
[cos (kx) + cos (ky)] in momentum
space with k = (kx, ky). The corresponding energy spectrum has a bandwidth of 8t and the system is
topologically trivial. To explore a topologically nontrivial regime, we consider α = 1/3 and use the Fourier





ikrck,β,σ, where r = (i, j) and N0 is the total number of lattice sites. The
field-induced phase factors contained in tσy (`) give rise to a new periodicity in the x-direction: e
i2πsσα` =
1, ei2πsσ/3, ei4πsσ/3 for `mod 3 = 0, 1, 2, respectively. We label the non-equivalent sites in the nth magnetic
unit cell as β = 0, 1, 2 and we have x`/a = `(n, β) = nq + β. The corresponding first Brillouin zone is
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Figure 5.1: Band structure of the non-interacting two-component Hofstadter model, H0, with α = 1/3 and
periodic boundary conditions in the y-direction. (a) System with Nx = 92 and hard confinement in the x-
direction. (b) System with Nx = 92 and soft (Gaussian) confinement (see Eq. (5.2), (5.3)). The bulk states
are shown in blue and the red curves represent the gapless edge modes.












where In is the n × n identity matrix, kβ = (kx − β2πα, ky), ψk,σ = (ck1,σ, ck2,σ, ck3,σ)T , and hβ =
2 cos (kx − 2πβα), with β = 0, 1, 2. The corresponding band structure is characterized by q = 3 spin-
degenerate bands with non-zero Berry curvature Ωσk and non-zero spin-dependent Chern number. Although
the total Chern number of a fully-filled band is zero due to TR symmetry [179], the corresponding Z2 invari-
ant reveals a topological-nontrivial QSHI phase.
The characteristic edge modes can be obtained using a cylindrical geometry with periodic boundary condi-
tions in the y-direction. The corresponding band structure for a system with both hard and soft confinement
(Eqs. (5.2, 5.3)) is shown in Fig. 5.1. The red lines indicate the (confinement-dependent) gapless edge states,
while the (dense) blue lines correspond to the bulk spectrum. When the chemical potential intersects the red
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lines, e.g., at±kσ , the system supports a pair of gapless edge states (k↑,−k↓) located along one of the edges
and another pair (−k↑,k↓) located on the other edge. Consequently, if µ lies within a bulk gap, the system
is in a topological QSHI phase with pairs of counter-propagating gapless modes located along the edges.
5.3 Attractive interactions





where U > 0 is the magnitude of the on-site attraction. In cold atom systems, the interaction can derive
from an attractive Feshbach resonance [167, 170]. We study the effect of this attractive interaction at the















where we have introduced a uniform [180] order parameter ∆ = −(U/N0)
∑
k 〈c−k,β↓ck,β↑〉, with 〈...〉





 hB(k)− µ ∆·I3
∆†·I3 −h∗B(−k) + µ
Ψk + E (5.8)
where Ψk = (ψk,↑, ψ
†
−k,↓)




3µ− 3|∆|2/U + TrE−k,↓
)
is an energy offset. We solve HMF using a BCS-like self consistent method [165, 166]. We find that the
















Note the quasiparticle energy Ek,β =
√
εk,β + |∆|2 is the same for both spin states due to TR symmetry.
We also have a self-consistent equation for µ since now, µ is determined by the total number of particles
N =
∑



















Figure 5.2: (Color online) Left: The mean-field phase diagram obtained by plotting the self-consistent value
of the pairing order parameter ∆ for kBT = 10−4t. The dashed-white line indicates the phase boundary.
Center: Chemical potential as function of the filling factor for ∆ = 0. Right: Mean-field ∆ as function of
the interaction strength for two different filling factors. The n0 = 1 line shows ∆ 6= 0 (i.e. superfluid phase)
all the way to U ∼ 0, while for n0 = 2/3 one needs U ∼ 3t to enter the superfluid phase.. The green dotted
lines mark the band edges of the bulk spectrum in Fig. 5.1.
To obtain the phase diagram we self-consistently solve Eqs. (5.9) and (5.10).
The mean-field phase diagram corresponding to Eq. (5.8) is shown in Fig. 5.2. When the chemical
potential lies within the bulk gap, the self-consistent value of the s-wave pairing becomes non-zero only
above a finite interaction strength Uc(µ). For U < Uc(µ) the system is in a QSHI phase with ∆ = 0, while
U > Uc(µ) corresponds to the superfluid phase (∆ 6= 0). Note that for µ ∈ [−2t,−0.7t], the phase transition
from a QSHI state with filling factor n0 = 2/3 to the SF state occurs at a critical interaction on the order of
3t. On the other hand, at half filling (n0 = 1) ∆ 6= 0 for any finite U and the system is in a SF phase. Below,
we will show that the SF phase supports MKPs in the presence of a line soliton, when the order parameter
changes sign.
5.4 Soliton-induced Majorana zero-energy modes
Next, we show that in the presence of a line soliton, MKPs emerge at the “corners” defined by the
intersection of the soliton with the edge of the system, which is in a TR symmetric SF phase. In the presence
of a dark soliton, the order parameter changes sign, vanishing along a node line. To study the impact of the
soliton, we construct the self-consistent BdG formalism in real space. We start by decomposing the Hubbard
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Figure 5.3: Position-dependent pairing potential ∆(x, y) for a strongly interacting system with U = 3.5t, i.e.,
in the SF phase. The pairing potential is obtained as the self-consistent solution of the mean-field equations
(5.12-5.15) for a finite system with Nx × Ny = 50 × 34 and soft confinement (see Eqs. (5.2, 5.3)) at finite
temperature, kBT = 0.01t. The total number of particles is fixed, N = 800. Top: Self-consistent solution
with constant phase. The (self-consistent) chemical potential is µ = −1.250t. Bottom: Self-consistent
solution with a line soliton. The chemical potential is µ = −1.248t. Note that ∆(x, y) is nonzero in the bulk
















where the real-space order parameter is defined as ∆i,j = −U 〈ci,j,↓ci,j,↑〉.
By combining Eqs. (5.1) and (5.11), we arrive at a real-space mean field approximation to H . We










, where dn, d†n are
the quasiparticle operators with index n = 1, 2, ..., 2N0, and unrσ = [ur↑, ur↓]
T , vnrσ = [vr↑, vr↓]
T are the

























where E ′ is the ground state energy, σy is the usual Pauli matrix, Hrr
′
0 are the individual terms in the non-














with En the nth excitation energy, and the corresponding eigenvectors are the wave functions in real space.
The BdG equations given in Eq. (5.12) and Eq. (5.13) should be solved self-consistently with the number





















where f(E) = 1/(1 + eE/kBT ) is the Fermi-Dirac distribution and E is taken relative to the Fermi energy.
Eq. (5.14) is constrained by n0 =
∑
rσ 〈nrσ〉 /N0. As for the pairing order parameter, we first need to choose
a set of different values of ∆r and self-consistently solve the BdG Hamiltonian in real space for all of the
quasiparticle wavefunctions and their corresponding eigen-energies. In the last stage of the calculation we
find improved values for ∆r from Eq. (5.15) while the chemical potential is adjusted to satisfy the filling
factor constraint, based on Eq. (5.14). We do these iterative steps to reach convergence for both Eq. (5.14)
and Eq. (5.15). We choose the initial value of the order parameter to be used in the self-consistent scheme
as: ∆̃i,j = ∆i,j tanh[(i− 28 + 5 cos[(j − 1)π/(Ny − 1)])/ξ], where ∆i,j is a constant phase self-consistent
solution (i.e. obtained without the soliton) and ξ = 2.5. We then solve the BdG equations for Nx × Ny =
50× 34 sites and n0 = 2/3.
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Figure 5.4: Top: Low-energy spectrum of the Hofstadter-Hubbard model with strong interaction (U = 3.5t)
within the mean-field approximation for a system with constant phase pairing potential and parameters cor-
responding to Fig. 5.3 (top panel). Bottom: The same but for parameters corresponding to the bottom panel
of Fig. 5.3. Note that in the presence of a line soliton the system hosts two pairs of zero-energy Majorana
bound states (red dots). The insets plot the wave functions of the states marked by arrows.
In Fig. 5.3 we show the self-consistent solution for ∆(x, y) for a system with U = 3.5t without a
soliton (top panel) and with a line soliton (bottom panel). Note that U > Uc(µ), so that, without the soliton,
the system is in a SF phase with a non-vanishing order parameter both in the bulk and on the edge. The
bottom panel shows that the soliton changes the sign of the order parameter, as expected. The low-energy
spectra corresponding to the self-consistent solutions in Fig. 5.3 are shown in Fig. 5.4. The top panel (no
soliton) is characterized by a finite quasiparticle gap and low-energy states located along the edges of the
system (see inset). The bottom panel, corresponding to a system with a soliton, has four zero-energy states
(red circles) representing the MKPs. As shown in the inset, the corresponding wave functions are localized
at the intersection of the line soliton with the edges of the system.
Fig. 5.5 plots the same as Fig. 5.3 but for weaker attraction, U = 2t. Here we see that, in the weak
pairing regime with U < Uc(µ), the order parameter vanishes in the bulk, but remains finite on the edge,
where it changes sign in the presence of a soliton. These edge modes still allow MKPs even for weak pairing.
The soliton shown in Fig. 5.5 hosts MKPs at the edge. To see this Fig. 5.6 plots the states in the weak pairing
regime as that in Fig. 5.3. Here we also see that the zero-energy states (red circles) correspond to MKPs.
Our results show that MKPs can be induced at soliton edges in a conventional s-wave SF. In the
following section, we will show that the line soliton and the corresponding MKPs are robust against small
perturbations (e.g., thermal fluctuations and on-site disorder) and are thus topologically robust.
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Figure 5.5: The same as Fig. 5.3 but for weak pairing, U = 2t (i.e. in the QSHI phase). Top: Self-
consistent solution with constant phase. The (self-consistent) chemical potential is µ = −1.258t. Bottom:
Self-consistent solution with a line soliton associated with a π phase change. The (self-consistent) chemical
potential is µ = −1.255t. Note that ∆(x, y) is nonzero only on the boundary of the system (where the
low-lying edge modes are located), while the bulk ∆(x, y) vanished, in agreement with the phase diagram in
Fig. 5.2(b).
Figure 5.6: Low-energy spectrum of the Hofstadter-Hubbard model within the mean-field approximation
for a weakly interacting system (U = 2t) with constant phase pairing potential and all other parameters
corresponding to Fig. 5.3 (top panel). The bottom plots the same but with a line soliton. The red circles in
the bottom panel correspond to MKPs found at the soliton edges in the weak pairing phase.
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Figure 5.7: Low energy spectrum of the Hamiltonian in Eq. 5.13 as a function of chemical potential in the
presence of a soliton (see the initial value of the order parameter ∆̃i,j for the BdG Hamiltonian in Eq. 5.12)
for a finite system withNx×Ny = 50×34 and soft confinement (Eq. 5.3). The red line represents the robust
degenerate Majorana zero modes. The rest of parameters used here are the same as in Fig. 5.1.
5.5 Connection with higher-order topological superconductors
The relation of the proposed setup with higher order topological superconductors can be argued
as follows: In the presence of the superconducting pair potential, i.e, when the system is in the superfluid
phase, the edge state spectrum is fully gapped (see Fig. 5.4, top panel). The absence of gapless edge modes
in the superfluid phase signals that the two-dimensional time reversal invariant superfluid is topologically
trivial (according to the conventional classification). Thus, one would expect an order parameter defect,
such as a line soliton, to not harbor robust gapless Majorana zero modes of any dimension. Yet, we find
that precisely the opposite happens: zero-dimensional MKPs are nucleated at the edges of the 2D trivial
superconductor/superfluid whenever the gap changes sign along a line soliton.
Fig. 5.7 shows explicitly the low-energy spectrum of the system as function of the chemical potential
(in the presence of a soliton). Here the red line represents the (degenerate) Majorana modes, which have
characteristic energies on the order on 10−8t, orders of magnitude smaller than the thickness of the line.
The low-energy modes around µ = −2.5t, 0, 2.5t correspond to states localized along the soliton line when
the system is not gapped (note that the corresponding spectrum is shown in the paper as Fig. 5.1(b)). Their
characteristic energy is small but finite and depends on the characteristic (transverse) length scale ξ of the
soliton. The finite energy in-gap modes (blue lines) corresponding to a non-superconducting QSHI phase are
edge modes that are highly dependent on the confinement of the cold atom system.
Next, we examine whether the emergence of the MKPs is an effect due to the special properties
of the defect (as has been discussed, for instance, in Ref. [184], with defects defined by a Hopf invariant),
rather than a property of the underlying superfluid. Consequently, we have considered a “garden variety”
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topologically trivial superconductor, that is, an s-wave superconductor with the non-superconducting normal
state being a two-band Fermi gas. The normal state spectrum of the system (in the stripe geometry) is shown
in the Fig. 5.8. There are two bulk bands separated by a gap of about 2t and, inside the gap, there are three
(degenerate) trivial edge modes. Note that the structure of the spectrum is, basically, the same as that in
Fig. 5.1 (with two bands, instead of three), except that the edge modes are now topologically trivial. We
also plot the the low-energy spectrum as function of the chemical potential in the presence of supeconducting
pairing with a soliton in Fig. 5.9. Note that the only qualitative difference between Fig. 5.9 and Fig. 5.7 is the
absence of the Majorana zero modes (red line) in the trivial case. The other types of in-gap states (localized
along the soliton or along the physical edge of the system) are present in both systems.
The results allow us to conclude that the presence of the MKPs in the proposed system (where
the non-superconducting parent system is a QSHI) is not due to some special properties of the defect (as it
does not induce MKPs in a topologically trivial superconductor/superfluid), but due to the intrinsic properties
of the superfluid. Since this superfluid is topologically-trivial, according to the conventional classification,
it must represent a type of higher order topological superfluid. It remains to be shown that the topological
robustness of the MKPs induced in the proposed system. We have considered the effect of (potential) disorder.
Fig. 5.10 plots the corresponding low-energy spectrum (as function of the chemical potential) where we have
applied potential disorder. Here we note that that the Majorana modes are robust (characteristic energies
on the order on 10−8t) within the whole range of parameters characterized by a sizable quasiparticle gap
(0.05t and above). By contrast, the low-energy modes localized along the soliton line (which are now clearly
gapped) are strongly dependent on the disorder potential. To summarize, the above arguments convincingly
Figure 5.8: The same as Fig. 5.1(a) but with α = 0, i.e., the energy eigenvalues for a zero-field hopping
model. There is no magnetic field coupling with the spin components, rendering the system a non-interacting
two-band Fermi gas. The two bands are separated by a gap of about 2t, within which the blue lines represent
trivial edge modes.
92
Figure 5.9: The same as Fig. 5.7 but for a trivial superfluid for which the parent system is a two-component
Fermi gas, i.e., α = 0. We see that this system reveals the same qualitative spectrum as the one in Fig. 5.7
for which the parent system is a QSHI but there is no Majorana zero mode (red line in Fig. 5.7). This shows
that the soliton induces (D-2)-dimensional Majorana zero modes only when the parent system is a QSHI and
not when the non-SF system is a Fermi gas. The parameters used are the same as in Fig. 5.7.
Figure 5.10: The same as Fig. 5.7 but with on-site disorder (with a disorder strength V0 = 0.8t). Here we see
that the Majorana zero mode (red line) remains in spite of the applied disorder. Compared with Fig. 5.7, the
system now is clearly gapped within the whole range. The other parameters used are the same as in Fig. 5.7.
show that (1) The proposed system is topologically trivial (in the conventional sense), as demonstrated by the
absence of gapless edge modes (in the absence of a soliton); the conventional invariant for a time reversal
symmetric topological superconductor is trivially zero in this case. (2) In the presence of a topological defect,
the proposed system supports MKPs, despite being topologically trivial (in the conventional sense). (3) The
presence of the MKPs at the ends of the soliton cannot be attributed to any special property of the defect
[185, 184, 186], as demonstrated by the absence of MZMs in “garden variety” superconductors/superfluids
in the presence of such soliton. (4) The MKPs induced in the proposed system are robust against disorder.
Thus, although the classifications of higher order topological superconductivity/superfluidity is not nearly
as well developed as their conventional counterpart, by demonstrating the presence of (D-2)-dimensional
topologically protected MZMs in a D-dimensional topologically trivial SC/SF (in the conventional sense),
we have presented strong evidence for higher order topological superfluidity in our proposed cold atom
system. We have checked that essentially the same arguments apply to the claims of higher order topological
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superconductivity in the solid state systems.
5.6 Discussion and conclusion
To implement H0 we envision an experimental setup similar to Ref. [156] since this scheme does
not rely on the internal atomic structure. We consider a 3D cubic optical lattice were confinement along z
separates the system into parallel x − y planes. The 2D Hubbard model then approximates the dynamics
of 40K or 6Li placed with one atom per site in a deep optical lattice with uniform hopping t if we equally
populate two Zeeman levels with opposite magnetic moments. A magnetic field gradient along the y-direction
creates a splitting (much larger than t) between opposite spins in neighboring sites. In addition to the primary
lattice beams, a pair of running-wave beams are applied parallel to the x − y bonds of the square lattice to
dynamically restore resonant tunneling assuming the running-wave lattice depth is much smaller than the spin
splitting. This setup induces the complex spin-dependent phase in Eq. (5.1) in a rotating wave approximation.
To implement HI we require an attractive Feshbach resonance. For magnetic Feshbach resonances,
typical magnetic field gradients (∼ 10mG/µm) leave the attractive interaction spatially uniform since com-
mon resonances occur at relatively high fields (∼ 400− 700G) and can be broad, as in, e.g., 6Li. It also safe
to assume that close proximity to the Feshbach resonance does not lead to strong heating and loss [187] since
the Raman coupling [156] between the same hyperfine states (and neighboring lattice sites) does not induce
any new three-body loss channel.
Tuning the chemical potential near zero (Fig. 5.4) allows observation of MZMs. Spatially resolved
radio-frequency spectroscopy and probing of the density profile have been proposed as an experimental ap-
proach to detect these MZMs [177, 181]. The soliton-induced MZMs can be manipulated by controlling
the spatial location of the soliton excitation, which may be beneficial for topological braiding [16, 188] of
MZMs.
The essential physics for the creation of MKPs and higher order topological superfluidity in the
current system is similar to the proposals for higher order topological superconductors in solid state systems.
In both cases, the non-SC “normal” system is a 2D QSHI. This system has counter-propagating Kramer’s pairs
of gapless edge states (see Fig. 5.1), which can support spin-singlet superconductivity. Furthermore, in both
systems introducing superconductivity (by proximity effect in solid state systems and interaction-induced,
via Feshbach resonance, in the present work) gaps out the edge modes, which signals that the system is a
topologically trivial superconductor/superfluid (because the edge modes are gapped). However, whenever
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the superconducting gap changes sign (and thus goes through zero) at a point along the edge, a Kramer’s
pair of localized MZMs are nucleated by the Jackiew-Rebbi mechanism, which is common to both the solid
state proposals and the present work (a Kramer’s pair of zero modes is nucleated because the system is time
reversal invariant).
The key difference between the solid state case and the current set-up is that in the former system
the change of sign of the superconducting gap is proposed to be realized by proximity effect with an un-
conventional superconductor (such as d-wave or s±wave, which change sign in momentum space), while in
our work the change of sign of the superconducting gap is due to a soliton in the s-wave superfluid. The
other significant difference between the two proposals is that, while the proximity effect of unconventional d
or s±wave superconductivity on QSHI in solid state systems has not yet been demonstrated experimentally
(and is probably going to be hard) the main ingredients of the same physics within our proposal, namely,
the two-component Hofstadter model (and thus a QSHI, [157, 158, 159, 156, 160, 161, 162, 163]), on-site
attractive interactions and non-zero SC pair potential [164, 165, 166, 167, 168, 169, 170], and creation of
dark solitons [171, 172, 173, 174], have all been individually realized in the cold atom systems.
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Chapter 6
Non-linear Nernst effect in bilayer WTe2
Unlike the linear anomalous Nernst effect, the non-linear anomalous Nernst effect (NLANE) can
survive in an inversion symmetry broken system even in the presence of time-reversal symmetry. Using
semiclassical Boltzmann transport theory, we study the non-linear anomalous Nernst effect that arises as the
second-order response function to the applied temperature gradient. We find that the non-linear Nernst cur-
rent, which flows perpendicular to the temperature gradient even in the absence of a magnetic field, arises
due to the Berry curvature of the states near the Fermi surface, and thus is associated with purely a Fermi
surface contribution. We apply these results to bilayer WTe2, which is an inversion broken but time reversal
symmetric type-II Weyl semimetal supporting chiral Weyl fermions. By tuning the spin-orbit coupling, we
show that the sign of the NLANE can change in this system. Together with the angular dependence, we cal-
culate the temperature and chemical potential dependencies of NLANE in bilayer WTe2, and predict specific
experimental signatures that can be checked in experiments.
6.1 Introduction
The Berry phase effects in anomalous transport phenomena driven by the gradient of temperature
or chemical potential is now well-developed theoretically and have been seen in experiments [189, 39, 190,
191, 192, 193, 194]. A nonzero Berry curvature along with the nonuniform statistical distribution of carriers
resulting from the external fields have been used to explain the transport anomalies like the anomalous Hall
effect (AHE [195, 194, 193, 196, 197, 192, 191, 198, 199, 200] and anomalous Nernst effect (ANE) [201,
202, 203, 204, 205, 206, 207, 208, 209, 210, 211, 212]. These Berry curvature-related topological transport
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anomalies are linear responses, which require the breaking of time reversal (TR) symmetry by a complex
order parameter or internal magnetization [194, 213, 214, 215, 196, 193, 199]. With the increasing interest
in non-linear properties of topological materials [216, 217, 218, 219, 220, 221, 222, 223], the second-order
non-linear Hall effect was proposed as a new type of Hall effect that could survive even in the TR invariant
systems with broken inversion symmetry [43, 223]. Rather than being induced by the Berry curvature itself,
the non-linear response depends on the Berry curvature dipole (BCD), a moment of the Berry curvature over
the occupied states [43, 224, 225].
Monolayer transition metal dichalcogenides (TMDCs) have been proposed as the platforms support-
ing the non-linear Hall effect due to their large spin-orbit coupling and non-centrosymmetric band structure
[226, 227, 228]. Recently, it has been reported that the non-linear Hall currents can occur as a second-order
response to the applied external electric field in TR invariant but inversion symmetry breaking materials, es-
pecially the TMDCs and Weyl semimetals (WSMs) [229, 44, 45, 230]. The underlying physics associated
with the non-linear anomalous Hall effect (NLAHE) has been shown to be related to the band structure prop-
erties. Several candidate materials with low crystalline symmetries have been proposed to exhibit a finite or
enhanced BCD [231, 232, 233, 234, 235].
WTe2 as a type-II WSM exhibiting chiral Weyl Fermions that break Lorentz invariance [236, 237],
has attracted tremendous attention in the studies of transport anomalies [238, 239, 240, 241, 242]. The
topological properties of WTe2 are caused by its Berry curvature concentrated around the Weyl points with
linear band-crossing, acting like monopoles of Berry curvature whose value for the valence band and con-
duction band are opposite [243]. The nontrivial phenomena in TR invariant systems such as WTe2 requires
an asymmetric distribution of the Fermi occupations at k and −k. Interestingly, a few-layered WTe2 sys-
tem, e.g. a bilayer WTe2, intrinsically breaks the inversion symmetry and leaves a nonzero Berry curvature
distribution on the Fermi surface. It is the rearrangement of the positive and negative Berry curvature in
different momentum that leads to the so-called BCD. Specifically, due to the big net BCD on a given Fermi
plane, the bilayer WTe2 system shows a strong non-linear Hall response when a small spin-orbit torque is
induced [231, 232, 230]. The strong tunability of bilayer WTe2 by electric gating and/or strain makes the
discovery of non-linear phenomena in inversion-symmetry-breaking 2D materials particularly promising.
In the linear regime, the ANE originating from the Berry curvature describes the generation of a
charge current in the presence of a transverse temperature gradient and a broken TR symmetry, and vanishes
when the TR symmetry is preserved. However, as a counterpart of the NLAHE revealed by charge current,
the non-linear anomalous Nernst effect could possibly be non-zero even in the presence of TR symmetry and
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measured through the heat transport. Recently the intrinsic non-linear anomalous thermoelectric effects have
been proposed for the loop-current model of the cuprate superconductors where the combined TR symmetry
and inversion symmetry is retained [244]. However, in this model, the TR symmetry is still broken individ-
ually due to the orbital toroidal moment. Very recently, a Hamiltonian of TMDCs under uniaxial strian has
been used to demonstrate the NLANE within the two-dimensional TR invariant system with broken inver-
sion symmetry [245]. Here the non-linear anomalous Nernst current is found to have a different temperature
dependence in the high and low temperature regimes. In another recent work on non-centro-symmetric crys-
tals [246], the non-linear thermo-electric conductivity has been derived up to the second order to the applied
thermal gradient by considering a thermally induced nonlinear perturbation to the Fermi distribution function.
In contrast to these works, in this paper we focus on bilayer WTe2, because this system has recently been
successfully used to experimentally demonstrate the NLAHE in a TR invariant system [44, 45]. Because of
the existence of nonzero NLAHE, we also expect a nonzero NLANE in this system from Onsager reciprocity.
Our calculations and results in this paper will thus be of immediate experimental relevance for the demon-
stration of NLANE in a system that has already been shown to support NLAHE. In the recent experiments of
the NLAHE in bilayer WTe2 [45, 44], a transverse voltage drop at the second-harmonic frequencies is found
quadratically dependent to the longitudinal driving current. In analogy with the NLAHE, a second-harmonic
type response is also possible in principle for the NLANE provided the thermal gradient is time dependent.
In what follows, we perform a systematic derivation of the NLANE in a TR invariant but inversion sym-
metry broken system based on the Boltzmann semiclassical approach. We then provide the general angular
dependence of the NLANE response relevant for the Nernst experimental setup (Fig. (6.1)). We apply these
results to the case of bilayer WTe2 and make several experimental predictions, including the dependence of
the NLANE conductivity on various experimental parameters such as temperature (T ), chemical potential
(µ = EF ), inter-layer coupling (γ), tilting of the Dirac cones (tx), and spin orbit coupling (η).
This paper is organized as follows: In Sec. 6.2 we discuss the Boltzmann semiclassical approach
to systematically calculate the NLANE response. We derive the general expressions for the NLANE in the
presence of a temperature gradient in an appropriate Nernst setup. In Sec. 6.3, we develop the general angular
dependence of the NLANE response, where the angle refers to that between the principal axes and applied
temperature gradiant (Fig. 6.1(a)). In Sec. 6.5, we apply these general semiclassical results to the specific case
of bilayer WTe2 described in Sec. 6.4 and make several experimental predictions. We end with a conclusion
in Sec. 6.6.
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6.2 Semiclassical Boltzmann formalism of non-linear Nernst response
In addition to the band energy, the Berry curvature of the Bloch bands is required for a complete
description of the electron dynamics in topological systems. Therefore, the transport properties get substan-
tially modified due to the presence of non-trivial Berry curvature of the Bloch bands [39, 189]. The Berry














where |i〉 is the eigenvector for the ith band with eigenenergy εik and εa′b′c′ is the Levi-Civita symbol. The
general form of the Berry curvature can be obtained using symmetry analysis. From the Eq. (6.1), it is clear
that the Berry curvature follows Ω−k = −Ωk under TR symmetry. On the other hand if the system has
spatial inversion symmetry, then it follows Ω−k = Ωk. Therefore, for a system with both TR and spatial
inversion symmetry the Berry curvature vanishes identically throughout the Brillouin zone [39]. However,
in the presence of broken inversion and/or TR symmetry, the Berry curvature of the Bloch bands can be
non-trivial.
In the presence of non-zero Berry curvature, the conventional semiclassical equation of motion for










ṗ = eE + eṙ×B,
(6.2)
where εk is the energy dispersion for given momentum k, and E,B are the external electric and magnetic
fields respectively. The above coupled equations for ṙ and ṗ could be solved together to get [248, 249, 223],



















where vk = ~−1∂εk/∂k is the group velocity, and D (B,Ωk) = (1 + e (B ·Ωk) /~)−1 is the phase space










where τ is the average scattering time between two successive collisions, f0 = (eβ(εk−µ) + 1)−1 is the equi-
librium Fermi-Dirac distribution function, and fk is the distribution function in the presence of perturbative
fields. For simplicity, in what follows we ignore the momentum and band dependence of τ and treat it to be
a constant with τ(k) = τ .
In this paper we are interested in the NLANE of a TR invariant system where we measure a trans-
verse electric current in response to the second-order of an applied temperature gradient∇T in the absence









Now from the above equation, we can write fk as




where a′ = x, y, z. For consistency of notation, all the component subscripts in this section indicate the
principal axes coordinates. For a system with non-zero Berry curvatures, the complete description of the
















where the first term is the usual charge current proportional to the carrier’s group velocity and the second
term is the intrinsic charge current supporting the transport anomaly. From Eq. (6.7), the thermally induced
















It has been discussed in Ref. [245] that a generalization of the above equation to the nonlinear regime could
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be obtained by replacing the equilibrium distribution function f0 by a non-equilibrium distribution function
fk. Because of the spatial variation of the temperature, the extra terms contained in fk will be proportional
to the thermal gradient and therefore contribute as the NLANE response. To calculate the general expression
for the NLANE coefficient, we assume the distribution function as fk = f0 + f1 + f2, where the term fn
is understood to vanish as (∇T )n (for simplicity, (∇T )n is denoted as ∇nT in the following). Now the
Eq. (6.6) becomes
f1 + f2 = −τva′
∂
∂ra′

























































where ∇a′T = ∂T/∂ra′ , is the temperature gradient along ra′ . Substituting the distribution function fk =


























where the first term of the current (j0) varies linearly with the scattering time τ and is along the longitudinal
direction of applied∇T . On the other hand, the second term gives the anomalous Nernst-like current along
the transverse direction of∇T and is independent of τ .
Similarly, we can go further and calculate the non-linear Nernst-like current by extracting the terms
depending on second-order in∇T after substituting fk into Eq. (6.8). The non-linear response of the charge
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where the first three terms of the above equation are purely semiclassical and Berry phase independent. In
Eq. (6.12), the contributions of the first three terms to the transport current can be distinguished from the last
term based on their different orders of τ dependence, where τ is approximately picoseconds in experiments.
Moreover, under the approximation of constant relaxation time, the first three terms will vanish in a TR
invariant system because the integrand is odd under TR symmetry. Therefore, only the last term contributes












From the above equation, the expression of non-linear Nernst current flowing in the a direction can be written




(∇b′T∇d′T ) ΛTd′c′ , (6.14)











Clearly, the NLANE coefficient is a pseudotensorial quantity and has a different form compared to the Berry
curvature dipole which produces the NLAHE. The non-linear anomalous Nernst conductivity, which is pro-




d′c′ . Therefore, unlike the linear case, this quantity is found to be a Fermi
surface quantity indicating the fact that the main contribution to it comes from the states near the Fermi sur-
face. Moreover, the NLANE coefficient is also linearly proportional to the scattering time whereas the linear
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anomalous Nernst coefficient is independent of τ . Interestingly, the NLANE can be finite for a TR invariant
system which can be easily checked by looking at Eq. (6.15). In the presence of TR symmetry, Ωk = −Ω−k,
εk = ε−k and ∂f0/∂kd′ = −∂f0/∂ (−kd′). Therefore, the integrand of Eq. (6.15) is an even function with
respect to kd′ which makes the integral finite and results in a non-zero NLANE.
In three-dimension (3D), the Berry curvature Ωk is a pseudovector and therefore, the NLANE co-
efficient (ΛTd′c′ ) becomes a pseudotensor. On the other hand, in the case of a two-dimensional (2D) system,
the only nonzero component of the Berry curvature Ωk is Ωzk (c
′ = z) which is perpendicular to the x − y
plane indicating the fact that the Berry curvature behaves as a pseudoscalar. Therefore, in 2D the pseudoten-
sorial quantity ΛTd′c′ is reduced to a pseudovector quantity (Λ
T
d′ ) confined in the 2D plane with only two








∇T × ẑ. (6.16)
It can be shown that the largest symmetry required for a 2D system to get the non-vanishing non-linear
anomalous Nernst conductivity (or ΛT ) is a single mirror line (i.e. a mirror plane that is perpendicular to
the 2D system). In a TR invariant 2D system, the presence of single mirror symmetry forces the ΛT to be
orthogonal to the mirror plane. Moreover, according to Eq. (6.16), when the applied temperature gradient
is aligned with the direction of ΛT , we find that the current which flows in the transverse direction of it
explicitly originate from ΛTd′ [43, 245].
6.3 Angular dependence of non-linear anomalous Nernst response
In this section we will study the angular dependence of the NLANE for a Nernst experimental setup
which is schematically shown in Fig. 6.1. Angle θ is due to the misalignment between the temperature
gradient −∇T (red arrow) and the a-axis of the crystal (black dashed line). In Fig. 6.1(b), Ma is the mirror
symmetry line (black long dashed line) along b−axis [231, 232, 45]. Based on the analysis in Sec. 6.2, Λa is




Figure 6.1: (Color online) (a) Schematic experimental setup for measuring the non-linear anomalous Nernst
effect in a time-reversal symmetric but inversion symmetry broken system. Vx is measured as the non-linear
anomalous Nernst voltage when a temperature gradient (−∇T , represented by the red arrow) is applied along
y−direction forming an angle θ with the principal axis a (black dashed line). (b) Ma is the mirror line which
takes ka to −ka. Due to the mirror symmetry and time reversal symmetry, only the a−component (black
arrow) of the non-linear anomalous Nernst coefficient (Λ), which is perpendicular to the mirror line Ma, is
non-zero.



























which represent the longitudinal and transverse components of the thermo-electric conductivity respectively [208,





[dk] Ωksk, where the entropy density is given by sk = −f0 log (f0)− (1− f0) log (1− f0).










It is shown in Fig. (6.1) that we are dealing with two sets of coordinates ((x, y) and (a, b)) related by angle
θ. For this reason, we introduce the transformation matrix G(θ) which transforms the principal axes (a, b)
coordinates to the (x, y) coordinates in experiment [231]. In the linear regime, both the charge current and
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 cos θ sin θ
− sin θ cos θ
 (6.19)
Now under the transformation G(θ), we have the thermo-electric conductivity tensor α̃0 = G†α0G given by
α̃0 =
 α0bb + δα0 cos2 θ δα0 sin θ cos θ + α0ab
δα0 sin θ cos θ − α0ab α0bb + δα0 sin
2 θ
 (6.20)
where δα0 = α0aa − α0bb is the anisotropy of the thermo-electric conductivity along the principal axes. Now,













 ν0bb + δν0 sin2 θ −ν0ab − δν0 sin θ cos θ












, |α̃0| = α0aaα0bb + (α0ab)2. (6.23)






νxy = −ν0ab − δν0 sin θ cos θ.
(6.24)
Following Eq. (6.16), the non-linear response to the second-order of ∇T along the principal axes
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 0 αaab 0 αabb









where we have a similar analogy as the non-linear Hall conductivity [231]. Here ∇2ii′T = ∇iT∇i′T for
i, i′ = a, b. Now after the transformation by G(θ), the non-linear response tensor in the experimental coordi-










,with α̃ = G†(θ)αG(θ)⊗ G(θ) (6.26)
Therefore, the non-linear Nernst conductivity tensor α̃ expressed in the experimental coordinates (x, y) takes
the form
α̃ =
 0 αxxy 0 αxyy
αyxx 0 αyyx 0
 (6.27)
where all the non-zero terms have an angular dependence given as
αxxy = αaab cos θ − αabb sin θ,
αxyy = αaab sin θ + αabb cos θ,
αyxx = −αxxy, αyyx = −αxyy
(6.28)
Similar to the NLAHE experiment, the measurable quantity in NLANE coefficient experiment is non-linear
Nernst voltage. Therefore, we will now derive the angular dependence of the non-linear Nernst voltage which
can be directly checked in experiments.
Based on Eq. (6.21) and Eq. (6.12), the non-linear Nernst voltage can be defined as












Assuming the temperature gradiant along the y direction and measuring the non-linear Nernst voltage along
the x direction (shown as the schematic setup in Fig. (6.1)), the above equation can be written with the help
































, which we denote as ν′, is not the same
as the determinant |ν| = |α̃0|−1. Substituting all the components in the Eq. (6.30), the non-linear Nernst
voltage takes the form
Vx =ν














Now the linear longitudinal voltage in response to the applied temperature gradiant along the y direction is
given by











To get rid of the current dependence (j0y ) from the above expression, we take the ratio between the non-linear
Nernst voltage (Eq. (6.31)) and linear longitudinal voltage (Eq. (6.32)) which takes the form
Vx(
V 0y
)2 =ν′ (−αaab cos θ + αabb sin θ) ν0ab(
ν0aa sin













2 θ + ν0bb cos
2 θ
)2 . (6.33)
Replacing the resistivity by the conductivity, the above equation can be rewritten as
Vx(
V 0y
)2 =ν′′ (−αaab cos θ + αabb sin θ)α0ab(
α0aa sin













2 θ + α0bb cos
2 θ
)2 (6.34)





)2−α0abδα0 sin 2θ. To simplify the above equation we now define n0 = α0bb/α0aa
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and n1 = α0ab/α
0
aa where n0 represents the conductivity anisotropy ratio along the principal axes. Therefore,
the Eq. (6.34) takes the form
Vx(
V 0y
)2 =f1α0aaαaab + f2α0aaαabb (6.35)
where the angular dependence factors f1, and f2 can be written in terms of n0, n1 and θ as
f1 =
n0(1 + n1 sin 2θ) + n1(n1 + sin 2θ)(
sin2 θ + n0 cos2 θ
)2 (n0 sin θ − n1 cos θ)
f2 =
n0(1 + n1 sin 2θ) + n1(n1 + sin 2θ)(
sin2 θ + n0 cos2 θ
)2 (n1 sin θ + cos θ) (6.36)
Eq. (6.35) and (6.36) give the general expressions of angular dependence of the NLANE. Moreover, for the
TR invariant system the linear Nernst conductivity vanishes i.e., n1 = 0, then we have
f1 =
n20 sin θ(




sin2 θ + n0 cos2 θ
)2 (6.37)
6.4 Model Hamiltonian of two-dimensional bilayer WTe2
In this paper, we take the model Hamiltonian of bilayer WTe2 to study the NLANE in this system.
The bilayer WTe2, which is created by the stacking of two monolayers [45], preserves the TR symmetry
and contains a pair of coupled tilted Dirac nodes. Unlike the monolayer, the inversion symmetry is naturally
broken in bilayer case and a tunable spin orbit coupling is allowed via electric gating [236, 243, 237, 231].
The only crystalline symmetry that exists for bilayer WTe2 is the mirror plane symmetry [44]. Therefore,
following our analysis in Sec.6.2, the non-linear Nernst conductivity is expected to appear perpendicular to
this mirror plane in response to an external temperature gradiant. The model Hamiltonian of bilayer WTe2
can be written as
HC =
 HK1 + P ⊗ sx γI0 ⊗ sx
γI0 ⊗ sx HK2 + P ⊗ sx
 (6.38)
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where P = ηkxτz . Here, η is the spin-orbit coupling strength, and γ is the hybridization strength between







+mσz + Ei (6.39)
where k̃ix = (kx −Ki) with Ki are the wave vector components of the Dirac point. Here, tx represents
the tilt parameter which tilts the Dirac node along kx direction, v0 is the velocity, m and Ei are the size
of the gap and energy of the Dirac point respectively. The σi, si(i = 1, 2, 3) are the Pauli matrices, and
I0 is a 2 × 2 unit matrix. ζi = ±1 is the chirality of the Dirac fermions. HKi with i = 1, 2 describe
the individual spinless Dirac fermion from each layer. The time reversal partner of Eq. (6.39) is defined
by HTRKi (k) = T
†HKi(−k)T (T = K is the TR symmetry operator for spinless fermion, where K is the









+mσz + Ei (6.40)
where k̃i′x = (kx +Ki), indicating the time reversal Dirac points of the Hamiltonian in Eq. (6.39) located
at kx = −Ki. Therefore, the model Hamiltonian of bilayer WTe2 given in Eq. (6.38) describes only half of
the Brillouin zone [231, 44]. However, studying the Hamiltonian in Eq. (6.38) only is sufficient to show the
NLANE for bilayer WTe2, since the TR partner of Eq. (6.38) contributes the same to NLANE.
The energy dispersion of bilayer WTe2 in the absence as well as in the presence of spin-orbit cou-
pling (SOC) are shown in Fig. (6.2). The colors associated with each point of the bands represent the weight
of the local Berry curvature. In the absence of spin-orbit coupling, the bilayer WTe2, which is a semimetal
with a small gap opened by the interlayer coupling, contains four tilted Dirac nodes. In Fig. 6.2(a) we can
identify two tilted Dirac cones which carry the opposite Berry curvature because the two layers of the system
are related through a mirror reflection. After turned on, the non-zero coupling η lifts the spin degeneracy of
the bands and splitted the four bands (Fig. 6.2(a)) into eight bands (Fig. 6.2(b)). With increasing the strength
of the spin-orbit coupling, the band gap successively shrinks to zero and the system undergoes band inversion
and then the band gap reopens again around the Dirac nodes as shown in Fig. 6.2(b). The Berry curvatures of
the conduction and valence bands switch their sign due to the band inversion. However, with further tuning
SOC, the system could become insulating [239].




Figure 6.2: (Color online) Energy dispersions of bilayer WTe2 (a) without spin-orbit coupling (η = 0) and
(b) with spin-orbit coupling (η = 0.15 eV Å). The colors represent the local Berry curvature distribution
corresponding to each k point of the bands. A finite SOC explicitly lifts the spin degeneracy of the bands.
(b) shows an anti-crossing at the band touching point with SOC of strength η = 0.15 eV Å indicating by the
sign-change (change of the color) of their Berry curvatures. The other parameters of the Hamiltonian are
v0 = 2 eV Å, t = 1.5 eV Å, m = 0.1 eV , ζ1 = 1, ζ2 = −1, E1 = 0.02 eV , K1 = −0.1π, K2 = −0.15π,
E2 = −0.08 eV , and γ = 0.05 eV .
band edges in the absence of SOC, which is now asymmetrically distributed at k and−k at the Fermi surface
(see insets of Fig. (3)). The sign of the Berry curvature is opposite at any k point for the upper and lower
bands. When we turn on the SOC, the bands split and anti-cross with their neighbors due to the hybridization
factor γ. The Berry curvature of the conduction band exchanges sign with the valence band at the band
inversion and band anti-crossing. In the presence of spin-orbit coupling, the Berry curvature are intensively
concentrated around the Dirac point where the band anti-crossing occurs as shown in Fig. 6.2(b). It has been




Figure 6.3: (Color online) The non-linear anomalous Nernst coefficient Λx as a function of chemical potential
EF for different strengths of SOC (a) η = 0 and (b) η = 0.15 eV Å respectively. Insets in (a) and (b) show
different Fermi surfaces where the Fermi energies are indicated by magenta dashed line. The color of the
insets displays the distribution of Berry curvature weight on the Fermi surface. The color scale is the same as
that in Fig. (6.2). Here T = 50 K and the other parameters used are the same as in Fig. (6.2).
originates within a small gap region i.e., a large gradiant of the Berry curvature occurs which allows a strong
NLAHE in the bilayer WTe2. Therefore, it is expected to get a strong NLANE response in bilayer WTe2
based on Eq. (6.15). We would like to point out that we can get a non-uniform distribution of the Berry
curvature at a given Fermi level even without tilting in bilayer WTe2 because the Dirac cones in this system
are coupled due to the hybridization factor (γ) and also situated at different energies, i.e., E1 = 0.02eV, and
E2 = −0.08eV.
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6.5 Results and discussions
Recently, non-linear anomalous Hall effect has been observed experimentally in bilayer WTe2 sys-
tem due to the nonuniform distribution of the Berry curvature at Fermi surface. It has been shown that the
tilted band anti-crossings and band inversions lead to a large Berry curvature dipole which produces the strong
non-linear Hall effect in this system. Therefore, it is expected to get a finite non-linear anomalous Nernst sig-
nal based on the Eq. (6.15) for the same system. Since the Dirac nodes are tilted along the kx direction by
tx in this system, the Berry curvature has an asymmetric distribution along kx direction while symmetric
distribution along ky direction as clearly seen from the figure. Therefore, combing the mirror symmetry and
the TR symmetry for the bilayer WTe2 system, only the ΛTx is nonzero while Λ
T
y = 0. Note, the component
indexes mentioned for Λ is within the principal axes coordinates.
The non-linear anomalous Nernst coefficient Λx (a = x) at different Fermi energies in the presence
as well as absence of spin-orbit coupling are depicted in Fig. (6.3). It is clear from the figure that in the
absence of SOC, the magnitude of ΛTx increases and reaches to a maximum value when the chemical poten-
tial approaches towards the band edge. We would like to point out that despite of being the largest Berry
curvature at the band edge, the ΛTx will be zero because the group velocity vanishes at the band edge in the
presence of a gap. Now, when we turned on the SOC, band inversions and band anti-crossings occur due
to the hybridization factor. Therefore, sharp peaks (divergence like behavior) of the ΛTx appear at the band
inversions which is clearly seen from the Fig. 6.3(b). In particular, with tuning the spin-orbit coupling, the
magnitude of the ΛTx enhances with the shrinking gaps and the divergences appear at the band inversions. A
similar dependence of Berry curvature dipole on chemical potential has been obtained recently [231, 232].
The insets in Fig. (6.3) show the Berry curvature distribution at the given Fermi surfaces (indicated by ma-
genta dashed lines). We would like to mention that due to the spin-orbit coupling and hybridizations, the
Berry curvature could be significantly large on the Fermi surface in bilayer system compared to the single
layer WTe2 system [231].
Now we study the temperature dependence of NLANE using the Eq .(6.15) where the temperature
dependence will come from (−∂fk/∂εk) besides the 1/T 2 factor. Since the Fermi-Dirac distribution func-
tion becomes broader for higher temperature, the integrand in Eq. (6.15) collects more contributions and
leads to different NLANE coefficients.
The non-linear anomalous Nernst coefficient ΛTx for different temperatures and chemical potentials




Figure 6.4: (Color online) (a) Non-linear Nernst coefficient Λx as a function of chemical potential (EF ) at
different temperatures (T) for spin-orbit coupling η = 0.3eV Å. The position of the local extreme points of
Λx shifts with increasing temperature. (b) The locus of the local minimum points (indicated by the black
dashed line in panel (a)) and the locus the local maximum points (indicated by the white line in panel (a))
are shown for different spin-orbit (η). In all cases, with increasing temperature, the chemical potential at the
local minimum point shows a sudden drop while the chemical potential at the local maximum point decreases
almost linearly.
and local minimum value of ΛTx in (EF , T ) parameter space. The shift of the chemical potential for these
extreme points are plotted in Fig. (6.4b). When we increase the temperature from 20K to 500K, there is a
linear increasing of the magnitude of the chemical potential of the extreme points far away from the band
edge (EF ≈ 0). On the other hand, for the extreme points nearby the band edge, there is an obvious drop in
chemical potential with increasing the temperature.
This temperature-dependent phenomena could be well explained by the tilted band structure in
Fig. (6.2). For the local maximum peak of the NLANE coefficient (bottom in Fig. 6.4 (b)), its Fermi en-
ergy lies away from the band edge. The broadened Fermi distribution function f(Ek, EF , β) moves with the
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Fermi energy EF . When the temperature increases, the chemical potential of these extreme points moves
away from the band edge resulting in the linear increasing in negative direction of the chemical potential.
On the other hand, for the local extreme points nearby the band edge (top in Fig. 6.4 (b)), with an increas-
ing temperature the chemical potential of these extreme points do not need to move to reach a minimum or
maximum due to the significantly large Berry curvature around the band edge. However, the integrand for
the NLANE coefficient will drop suddenly around T = 250 K because the width of (−∂fk/∂εk) contains
both the positive and negative Berry curvature monopoles. This explains why the chemical potential for the
extreme points in Fig. 6.4(b) drops around T = 250 K.
Next we study the dependence of NLANE on the spin-orbit coupling because the SOC can affect the
band structure as well as the Berry curvature distribution for the bilayer WTe2 system as already discussed
in the previous section. The NLANE coefficient as a function of spin-orbit coupling strength η and chemical
potential EF is depicted in Fig. (6.5). The colors indicate the magnitude of non-linear Nernst coefficient and
the green dashed line is the zero energy level as shown in Fig. 6.5 (a). From the figure we find that there are
two nodes circled by the black dashed line in the (EF , η) parameter space around which we can choose a local
co-ordinate system. Clearly, these two nodes behave opposite to each other. In the local coordinate system,
the node above EF = 0 carries positive conductivity (bright yellow color) in one direction whereas the other
node below EF = 0 carries negative conductivity (dark red color) in the same direction and vice-verse in the
perpendicular direction. This behavior of the NLANE coefficient is related to the band anti-crossing and band
inversion near the Dirac nodes situated at EF = 0.02eV , and EF = −0.08eV respectively in the system.
Clearly, with increasing the SOC strength the non-linear Nernst coefficient for a fixed chemical potential
EF = 0 goes from positive value to negative value showing an obvious sign change around η = 0.15
eV Å. The NLANE coefficient at EF = 0 for different temperatures from T = 20 K to T = 120 K is
shown in Fig. 6.5 (b). It is clear from the figure that all the curves intersect around
(
η = 0.15eV Å
)
and the
strength of SOC corresponding to the intersection point remains unaltered with changing temperature whereas
enhances with increasing the chemical potential (η = 0.12 eV Å and η = 0.16eV Å for EF = −0.08 eV
and EF = 0.02 eV respectively). The magnitude of the NLANE coefficient decreases with increasing
the temperature. We find that the strength of spin-orbit coupling at which the NLANE coefficient changes
sign shifts towards lower value with increasing temperature. For large value of SOC, the system becomes
insulating and EF = 0 lies in the gap. Therefore, the NLANE coefficient at EF = 0 vanishes due to
vanishing Fermi surface at large SOC.




Figure 6.5: (Color online) (a) Non-linear Nernst coefficient (ΛTx ) at T = 50 K with different values of
the chemical potential (EF ) and SOC strengths (η). There are two nodes of NLANE coefficient circled by
the black dashed line. Clearly, these two nodes behave opposite to each other where this behavior of the
NLANE coefficient is related to the band anti-crossing and band inversion near the Dirac nodes situated at
EF = 0.02 eV , andEF = −0.08 eV respectively. With increasing the SOC strength the Nernst coefficient at
EF = 0 (indicated by the dashed line) goes from positive value (white yellow) to negative value (dark orange)
showing an obvious sign change around η = 0.15 eV Å. (b) NLANE coefficient at the zero Fermi energy
for different temperatures are shown. The magnitude of the Nernst coefficient decreases with increasing
the temperature. The strength of spin-orbit coupling, at which all the NLANE coefficient curves intersect,
remains unaltered with changing temperature. The other parameters used here are the same as in Fig. (6.3).
Berry curvature distributions at the Fermi surface which result in different Nernst conductivities based on
the Eq. (6.15). This fact convinces us to study the dependence of the non-linear Nernst conductivity on
the tilt parameter which could be varied by tuning the intrasublattice hoppings [253]. The x component of
NLANE coefficient as a function of the tile parameter (tx) for different EF values is plotted in Fig. 6.6(a).
For bilayer WTe2 system with spin-orbit coupling η = 0.2 eV Å, the negative non-linear Nernst conductivity
arises (shown by the dark red colors) around EF = 0. The dependence of NLANE coefficient on the tilt




Figure 6.6: (Color online) (a) Non-linear Nernst coefficient (ΛTx ) at T = 50 K as a function of chemical
potential (EF ) and tilt parameter (tx) in the presence of SOC η = 0.2eV Å. Interestingly, in the absence of tilt,
ΛTx at the non-zero chemical potential becomes finite whereas it vanishes when EF is at zero energy. (b) Λ
T
x
atEF = 0 (indicated by the green dashed line in (a)) as a function of tilt parameter for different temperatures.
At tx = 1.25v0, the non-linear Nernst conductivity vanishes in bilayer WTe2 at all temperatures. The other
parameters used here are the same as that in Fig. (6.3).
tilt, the Berry curvatures distribute symmetrically near the band edge and therefore, the NLANE coefficient
vanishes. Now in the presence of tilt tx, the band extrema are shifted from the original K(−K) point to
opposite directions in kx axis and makes the Berry curvature distribution asymmetric at the Fermi surface
along kx. Therefore, as the Dirac nodes are getting tilted more and more with increasing tx, the magnitude of
NLANE coefficient increases and reaches a maximum around tx = 0.8v0 (near the critical point tx/v0 = 1
beyond which the Dirac cone becomes overtilted). After that it decreases with further increasing tx as shown
in Fig. 6.6(b). Interestingly, all the curves for different temperatures intersect around tx = 1.25v0, where the
NLANE coefficient also vanishes. Moreover, in the overtilted region, we have a change in sign of the Nernst
conductivity from negative to positive for high temperatures as clearly seen from the figure. We consider




Figure 6.7: (Color online) Non-linear Nernst coefficient (ΛTx ) at T = 50 K as a function of chemical potential
(EF ) and inter-layer coupling (γ) in the presence of SOC η = 0.15eV Å (a) and η = 0.20eV Å (b). The
magnitude of ΛTx decreases to zero (and stays at zero) when the inter-layer coupling goes over γ = 0.15eV ,
in spite of the different spin-orbit coupling in (a) and (b). The insets correspondingly show the values of
ΛTx versus γ at EF = 0 (green dashed line in main figure), where the short black lines indicate the point
(γ ≈ 0.15eV ) above which ΛTx = 0. All the other parameters used here are the same as in Fig. (6.2).
layer coupling in our model (Eq. (6.38)). Without the inter-layer coupling (γ = 0), the two uncoupled Dirac
fermions contribute independently, not showing any anti-crossings. A small inter-layer coupling between the
two monolayers of bilayer WTe2 explicitly breaks the inversion symmetry and opens a tiny gap at the band
crossings of the uncoupled systems [44, 231]. The effect of the inter-layer coupling γ on the NLANE ΛTx
for different SOC is shown in Fig. (6.7). For both (a) and (b) ΛTx decreases to zero at all Fermi levels when
γ goes over 0.15eV , as shown in the figure. A cross-section of the maps at EF = 0 (green dashed line) is
shown in the inset in panel (a) and (b), where the blue line is the value for ΛTx for varied γ and the short black
line indicates ΛTx = 0 around γ = 0.15eV . This could be understood from the band structure based on the
Hamiltonian model (Eq. (6.38)) for bilayer WTe2. When the coupling between the Dirac cones for bilayer
WTe2 increases, their Dirac points would approach each other and coalesce in momentum space despite the




Figure 6.8: (Color online) The angular dependence factor f1 (n0, θ) as a function of the angle θ between
the temperature gradient and principal axis for different values of n0.The plot in each panel (a) shows the
non-scaled curves, where we see the relative magnitude of the f1 for different n0. While all the curves are
scaled relatively to the value at θ = 3π/2 in panel (b). For a time reversal symmetric system where the linear
Nernst response is zero (n1 = 0), a similar angular dependence (given in Eq. (6.37)) of the NLANE is found
as that of the NLAHE in the recent work by Du, et. al, 2018.
decrease of the unevenness of the berry curvature Ω(k) and the Fermi distribution function f(k). Increasing
γ further would open a gap for the system, rendering the whole system insulating and a zero NLANE.
For clarity, we point out that all the components mentioned so far in this section are discussed in
the principal axes coordinates, i.e., tx, Λx are the a−component (with a = x is the principal axes) of the
tilting and the NLANE coefficient respectively. However, the x−component should be distinguished from
the a−component for the angular dependence analysis based on the setup shown in Fig. (6.1).
In Sec. 6.3, we have systematically derived the general expressions for the angular dependence of
the non-linear Nernst voltage (Eq. (6.35)) which is tightly connected to the experiments. For a system with
given parameters including η, tx, γ and µ, the angular dependence of NLANE can be shown by calculating
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the angular dependence factors f1 and f2. In Eq. (6.36), the conductivity anisotropy ratios n0 and n1 can be
tuned via gate voltage in experiments. In this paper we study the angular dependence of the non-linear Nernst
voltage in bilayer WTe2. Considering the presence of time-reversal symmetry and the mirror plane Ma of
the bilayer WTe2, the only non-zero component of the NLANE coefficient is ΛTa which is perpendicular to
the mirror plane (as shown in Fig. (6.1)). Therefore, we have αabb = −αbba = 0 leading to the fact that
we only have to calculate f1 to get the full angular dependence of non-linear Nernst voltage in this system.
Note, for Hamiltonian HC given in Eq. (6.38), both the linear AHE response (α0ab) and the NLANE (αaab)
are non-zero based on Eq. (6.11) and Eq. (6.13) respectively. Including the contribution of the TR partner
of Eq. (6.38), the linear ANE vanishes (n1 = 0) while the total NLANE doubles which is indicated by its
coefficient 2ΛTa .
Now we consider that the temperature gradient is applied along the y direction and the non-linear
Nernst voltage is measured along the x direction in bilayer WTe2 (shown in Fig. (6.1)). For the TR invariant
system, n1 = 0 i.e. no linear Nernst response is present, the angular dependence of f1 depends on the
anisotropy ratio n0 could be described by Eq. (6.37). The angular dependence factor f1 (n0, n1, θ) as a
function of the angle θ between the applied temperature gradient and principal axes for different values of n0
with n1 = 0 is depicted in Fig. (6.8). Here, a non-scaled plot is given in (a) where the relative magnitudes for
different n0 value are shown correspondingly while in (b) all the curves are scaled by the value at θ = 3π/2.
In the absence of anisotropy (n0 = 1), the Eq. (6.37) dictates that the angular dependence will be a sin θ
dependence which is also clearly seen from the figure. When the anisotropy ratio is large (n0 > 1), the
angular dependence is deviated from the sine dependence. On the other hand, in the case of small anisotropy
(n0 = 0.6), a double-peak line shape appears where the maxima at θ = π/2, 3π/2 turn into a minima.
All these features of the angular dependence of the non-linear Nernst voltage can be checked by tuning the
anisotropy ratio through gate voltage in experiments.
6.6 Conclusion
In conclusion, we study the nonlinear anomalous Nernst effect of time-reversal invariant but inver-
sion symmetry broken systems, specifically, bilayer WTe2. We have systematically derived the nonlinear
Nernst current as a second order response to the temperature gradient through the Boltzmann semiclas-
sical approach. By a symmetry analysis, we show that the transverse nonlinear Nernst response has an
explicit origin in a pseudotensorial quantity, ΛTa , which plays a role similar to the Berry curvature dipole
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determining the nonlinear anomalous Hall effect in the recent studies. We calculate and make experimen-
tal predictions for the NLANE coefficient for its dependence on temperature, spin-orbit coupling, tilting,
inter-layer coupling, and chemical potential for the bilayer WTe2, in which signatures of NLAHE have been
observed recently. In addition to the Berry curvature dipole contribution, disorder mediated effects such as
non-linear side-jump and skew scatterings from impurities that contribute to the non-linear anomalous Hall
effect [235, 232, 254, 255, 233], may also contribute to non-linear anomalous Nernst effect. These effects are
beyond the scope of this paper and are left for future study.
Through the mapping of NLANE coefficient into the parameter space of chemical potential and spin-
orbit coupling (EF , η), we find there are two nodes that could be associated with the Dirac points of the model.
Between these two nodes in the parameter space, there is a region where we find the NLANE coefficient
changes sign with tuning the spin-orbit coupling. We also show a mapping of the NLANE coefficient into
the (EF , tx) and (EF , γ) parameter space, where the tilting (tx) and the inter-layer coupling (γ) effect on the
NLANE could be observed respectively. We also derive the angular dependence of the NLANE in detail,
where the angle is between the applied temperature gradient and the principal axes. Finally we wish to
remark that the derivations in this work can also be applied to other 2D and 3D systems in addition to WTe2.
Since NLAHE has already been experimentally observed in bilayer WTe2, we apply the general theoretical




Wiedemann-Franz law and Mott
relation for anomalous transport in the
non-linear regime
Berry curvature dipole has been shown to produce non-linear anomalous Hall and Nernst effects
which are non-zero even in the presence of time-reversal symmetry. Here, within the framework of Boltz-
mann theory, we predict another Berry curvature induced non-linear response function, namely, the nonlinear
anomalous thermal Hall effect as the second-order response of an applied longitudinal temperature gradient.
The analytical calculations of the transport coefficients allow us to derive the fundamental relations which
can be viewed as the analog of the celebrated Wiedemann-Franz law and Mott relation in the non-linear
regime. Our predictions on thermal Hall effect along with the relations among the thermoelectric transport
coefficients in the non-linear regime can be directly checked in experiments.
7.1 Introduction
Onsager’s reciprocity relations mandate that the Hall effect in linear response has to vanish in a time
reversal invariant system whereas the non-linear Hall effect has no such restriction [42]. The generalized
Onsager’s relation appropriate for non-linear current response indicates that in order to get a non-zero DC
non-linear conductivity, the current response requires dissipation and should be proportional to the relaxation
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time τ [246]. Unlike the anomalous Hall effect in the linear-response regime [190, 39, 256, 191, 196, 257,
198, 197, 192, 195, 213, 193, 194], the non-linear anomalous Hall effect (NLAHE) does not require bro-
ken time reversal symmetry (TRS) but needs inversion symmetry (IS) breaking. The Berry curvature dipole
(BCD), which is defined as the first order moment of the Berry curvature over the occupied states, is found to
be responsible for NLAHE [216, 43, 45, 44, 235]. Motivated by the idea of NLAHE, another second-order re-
sponse, non-linear anomalous Nernst effect (NLANE) has been predicted in transition metal dichalcogenides
(TMDCs) very recently [246, 245, 258]. Interestingly, these nonlinear responses could manifest distinctive
behaviors and have become promising tools for understanding novel materials with low crystalline symmetry
in experiments.
In this paper, we first calculate a third non-linear response function, namely, the non-linear anoma-
lous thermal Hall effect (NLATHE) which can be directly observed in experiments. NLATHE refers to the
appearance of a transverse thermal gradient as a second order response to an applied longitudinal heat cur-
rent (Fig. 7.1). Armed with these calculations we then revisit the question of fundamental relations among
all three anomalous transport coefficients in the non-linear regime. In linear response theory, the relations
among electric, thermo-electric and thermal transport coefficients of metals are encapsulated by the cele-
brated Wiedemann-Franz law and Mott formula [40]. These formulae in the context of linear anomalous
transport coefficients have been studied in topologically trivial and non-trivial materials in theory as well as
experiments [189, 259, 39, 260, 209, 261, 208, 262, 263]. While according to the Wiedemann-Franz law,
the electric and thermal conductivities (regular or anomalous) are directly proportional to each other, the
Mott formula predicts that the Nernst coefficient is proportional to the derivative of the Hall coefficient with
respect to the chemical potential (see Eq. (7, 8)). Interestingly, our analytical calculations for all three anoma-
lous transport coefficients allow us to predict fundamentally new relations among the transport coefficients
in the non-linear regime. The principal result of this work, other than proposing new experiments to mea-
sure the non-linear anomalous thermal Hall effect, is the remarkable prediction that in the non-linear regime,
the anomalous Hall and Nernst coefficients are directly proportional to each other (Eq. (7.16)), while the
derivative appears in the analog of the Wiedemann-Franz law (Eq. (7.14)). These results should be tested in
experiments as confirmation of the intrinsic non-linearity, rather than a more conventional departure from the
Wiedemann-Franz law and the Mott formula. We check the validity of our analytical results by full numerical
evaluation of the relevant quantities for MoS2, a TR invariant but inversion symmetry broken TMDC that has
been intensively studied in experiments recently.
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Figure 7.1: (Color online) Schematic experimental setup for measuring the non-linear anomalous thermal
Hall effect. A transverse thermal gradient (∆T ) can be measured as a second-order response of the longitudi-
nal heat current even in the absence of external magnetic field. The sample breaks inversion but respects time
reversal symmetry, so the linear response anomalous thermal Hall current is known to vanish by symmetry.
7.2 Boltzmann theory and anomalous thermal Hall effect in the non-
linear regime
The phenomenological Boltzmann transport equation can be written as
{∂t + ṙ∇r + k̇∇k}f(k, r, t) = Icoll{f(k, r, t)} (7.1)
where the collision integral Icoll{f(k, r, t)} incorporates the effects of electron correlations (inelastic scat-
tering) and elastic scattering from impurities. For the sake of simplicity, we here focus only on the impurity
scattering. Invoking the relaxation time approximation, the steady-state solutions to the Boltzmann equation
is given by




where gk = f(k) − f0 is the difference between the perturbed Fermi-Dirac distribution fk and equilibrium
Fermi-Dirac function f0. Considering the homogeneous uniform fields, we have dropped the r dependence
of f(k, r, t). Here, τ is the average scattering time between two successive collisions. For simplicity we
ignore the momentum dependence of the scattering time τ and assume it to be a constant for this work.
To find the non-linear anomalous thermal Hall coefficient in the absence of the external fields, we
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expand gk as gk = g1k + g
2
k + ..., where g
n
k is understood as the n
th order response to the applied thermal
gradient, i.e., gnk ∝ (∇T )n. Substituting f(k) = f0 + gk into the steady-state Boltzmann equation given in














where µ is the chemical potential, vk = ~−1∇kεk is group velocity with εk the energy dispersion.
After accounting for both the normal and anomalous contributions, the total thermal current jQtot






T , where j
Q
N is the standard contribution to thermal current coming from
the conventional velocity vk of the carriers, and j
Q
E is the anomalous thermal current mediated by the Berry
curvature Ωk in the presence of electric field E [189]. In this paper, we are interested in the last term j
Q
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− In2 (1− f0)− 2 Li2 (1− f0)
] (7.4)
which describes the transverse thermal response to the applied thermal gradient −∇T in the presence of a
non-trivial Berry curvature Ωk.
Substituting Eq. (7.3) into the thermal Hall term in Eq. (7.4) (with f0 replaced by fk = f0 + gk)),




















where the prime on (jQT )
′ indicates the nonlinear response and a, b, c, d represent the components x, y, z,
and n is the band index. In this paper we focus on this Berry curvature-dependent anomalous contribution
to (jQT )
′
a which is non-zero in TRS invariant systems. Note that there is another non-anomalous, Berry
curvature-independent contribution to (jQT )
′
a which is τ
2-dependent and only exists in the absence of both
TRS and inversion symmetries [246], which we ignore. From Eq. (7.5), the non-linear anomalous thermal
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This is one of the main results of this paper. We find that NLATHE, which is linearly proportional to the scat-
tering time, appears due to the Berry curvature from the states near the Fermi surface. Under TR symmetry,
we know Ωk = −Ω−k, εk = ε−k and ∂f0/∂kd = −∂f0/∂ (−kd). Therefore, it is clear from the Eq. (7.6)
that NLATHE can survive even in the time-reversal invariant systems.
7.3 Analog of Wiedemann-Franz law and Mott relation in the non-
linear regime
We now investigate the celebrated Wiedemann-Franz law and Mott relation in the non-linear regime
at low temperatures. In the linear response regime, the Wiedemann-Franz law which gives the ratio between




with L = π2k2B/3e





where αab is the thermo-electric conductivity. To derive the analog of these formulas in the non-linear regime,
we first consider the non-linear anomalous Hall effect. The BCD induced NLAHE at a finite temperature can






















Using the Sommerfeld expansion [40], the BCD term (Dbd) of NLAHE at low temperature can be written as












and G(n)(µ) = ∂nG(µ)/∂µn. Here, the first term G(µ) is the zero-temperature BCD at Fermi energy µ
whereas the second term shows a T 2 temperature dependence of the NLAHE which agrees well with previous
experimental results [45]. Similarly, the NLATHE at low temperature can be written as
l′cd(T, µ) = −
7τπ4k4B
15~2
T 2G(1)(µ) +O(T 4) (7.13)
with the higher order derivatives G(n)(µ) (odd number n ≥ 3) included in O(T 4).













2/e2. Clearly, unlike the linear response regime, where the thermal Hall coefficient and charge
Hall coefficient are directly propotional to each other (see Eq. ( 7.7)), the analog of the Wiedemann-Franz law
in the non-linear regime given by Eq. (7.14) shows that the anomalous thermal Hall coefficient is proportional
to the first order derivative of the anomalous Hall coefficient with respect to the chemical potential. Also,
in contrast to the linear regime, the proportionality factor depends on T 2, rather then T as in conventional
Wiedemann-Franz law. The results in Eq. (7.14) should be taken as a result of the intrinsic non-linearity, rather
than a conventional departure from the Wiedemann-Franz law [266, 267, 268, 269, 270, 271, 208, 263, 272].
We could also derive the analog of the Mott formula in the non-linear regime by first writing down















Figure 7.2: (Color online) (a) Berry curvature Ωn,sk and (b) modulated Berry curvature β
3(Ek − µ)3Ωn,sk
projected on the k space for Hamiltonian given in Eq. (7.17). The black dash lines indicate the Fermi surface
at µ = 1.5∆. Panel (c) and (d) show the derivative of Fermi distribution function at Fermi energy µ = 1.5∆
for ∂xfk and ∂yfk respectively. The parameters used here are n = 1, s = 1, t = 1.1eV, a = 3.19Å, v =
at, α = 0.1v,∆ = 1.8eV , kx,y ∈ [−0.5π, 0.5π], β = 1(eV )−1 is considered for (a), (b) and temperature
T = 100K is applied for (c), (d).






where we have considered only the first term for α′cd (where the higher-order terms are smaller by the suc-
cessive higher-order directive of the zero temperature BCD, see Eq. (7.11)). Eq. (7.16) is the Mott relation
in the non-linear regime which shows a finite value for the NLANE (α′) even at zero temperature. In con-
trast to the linear regime, where the Nernst coefficient is proportional to the derivative of the Hall coefficient
(see Eq. (7.8)), in the non-linear regime, the corresponding anomalous coefficients are directly proportional
to each other. Therefore, we find that, remarkably, the intrinsic non-linearity introduces a derivative in the
Wiedemann-Franz law while it removes the same from the Mott relation. These formulas can be directly
tested in experiments in TR invariant but inversion broken systems where the anomalous coefficients are zero
in the linear regime by symmetry.
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7.4 Non-linear transport coefficients for 2D massive Dirac fermions
We consider a model Hamiltonian of tilted 2D Dirac cones [43], which captures the low energy
properties of various Dirac materials, such as the surface of topological crystalline insulators and strained
transition metal dichalcogenides [273, 274]. The corresponding model Hamiltonian can be written as
Hs = sαkyτ0 + vF~(kxτy − skyτx) + ∆τz, (7.17)
Here, vF is the Fermi velocity, ∆ is the energy band gap opened at the ±K-valley, α is the tilting parameter
and τx,y,z,0 represent Pauli matrices. The wave vector k is measured from the valley center ±K with index
s = ±1 (which also indicates the opposite chirality of the Dirac fermions). Note that the Hamiltonian in
Eq. (7.17) is TR invariant and the two massive Dirac cones Hs=±1 are mapped to each other by the TR
symmetry.
The low energy dispersion and the corresponding Berry curvature of the Hamiltonian are given as,








It is clear that Ωk = −Ω−k is satisfied for Ωk in Eq. (7.18). The tilting parameter α is required to produce
a non-zero Berry curvature dipole contribution which can produce NLAHE, NLANE and NLATHE. In what
follows, we use parameters relevant to MoS2, a TR invariant TMDC, to compute the anomalous transport
coefficients. For a system tilted along the ky-axis, only the x-direction mirror symmetry (Mx) that takes
kx → −kx is preserved. As shown as in Fig. 7.2(a), the Berry curvature Ωk is azimuthally symmetric in
kx-ky plane, whereas in Fig. 7.2(b) the modulated Berry curvature β3(Ek − µ)3Ωk is only symmetric with
respect to kx. Due to the shift of the Fermi surface (black dash line in (a), (b) or the ring in (c), (d)) along
ky , the net integral of Ωk in 2(a) and β3(Ek − µ)3Ωk in 2(b) over the Fermi surface are non-zero. This
explicitly renders the NLATHE a Fermi surface property. Fig. (7.2) shows that the only non-zero component
for NLATHE given in Eq. (7.6) is l′zy where c = z, d = y represent Ωk,z, ∂yf0 respectively.
It has been shown in Ref. [258] that the non-linear anomalous Nernst coefficient has a dependence on
the chemical potential similar to that of the non-linear anomalous Hall coefficient studied in the experiments
of Ref. [45, 44]. This is consistent with the analog of the Mott formula valid in the non-linear regime given
in Eq. (7.16). To verify the relations between the coefficients of anomalous Hall and thermal Hall effects
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Figure 7.3: (Color online) Non-linear anomalous thermal Hall coefficient l′y/(kBT )
2 versus chemical poten-
tial µ at different temperatures T . The red dotted line represents the analytical results based on the non-linear
Wiedemann-Franz law (Eqs. (7.13, 7.14)). The rest of the data points are results of numerical calculations
based on Eq. (7.6). The inset is a zoom-in of the plot around µ = ∆ (black dash line). For µ < ∆ the
numerical results deviate from the modified Wiedemann-Franz law valid in the non-linear regime because
of the absence of higher orders temperature contributions (see Eq. (7.13)). Here the unit for the y-axes is
τk2B/~2, the other parameters are the same as in Fig. (7.2).
Figure 7.4: (Color online) Non-linear thermal Hall coefficient l′y plotted as a function of (kBT )
2 for different
values of the chemical potential. The circles are from numerical calculations based on Eq. (7.6), while the
black lines corresponding to each chemical potential are the analytical results based on Eqs. (7.13, 7.14).
Here the units for y-axes is τk2B/~2, the applied temperature T ∈ [5K, 100K] with a unit step (1K), and all
other parameters are the same as in Fig. (7.2).
(namely the Wiedemann-Franz law in the non-linear regime given by Eq. (7.14)), we compare the results
for l′y (index z for Ωk,z is suppressed in a 2D system) based on Sommerfeld expansion in Eq. (7.13) with
that from numerical calculations based on Eq. (7.6). As shown in Fig. 7.3, the analytical results (red dotted
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line) from Eq. (7.13, 7.14), coincide with the numerical results (the rest of the data besides the red dotted
line) at low temperatures (T = 5 ∼ 50K). The numerical results and the prediction from the modified
Wiedemann-Franz law differ from each other at higher temperatures (T = 100K ∼ 300K). To verify the
quadratic temperature dependence in Eqs. (7.13, 7.14), we plot the NLATHE coefficient l′y as a function
of (kBT )2 at different chemical potentials in Fig. (7.4). At low temperatures (T ≤ 50K) the numerical
(circles) and analytical (black lines) results are consistent with each other, while they start deviating from
each other around T = 60K with µ = 1.05∆ (blue circles). The deviations in Fig. 7.3 and Fig. 7.4 are
due to the omission of the higher orders terms in temperature (O(T 4)) in Eq. (7.13). These contributions
to l′y can be ignored in the regime of low temperatures. We have checked that our results for NLATHE
are robust against all the monotonous modulation of the band gap ∆ such as tuning effect by external field
[275], finite temperature effects such as electron-phonon coupling [276], doping effect through the mixing of
chalcogens in MoX2(X=S,Se,or Te) [277], etc., as well as strength of the tilting parameter due to uni-axial
strain [278, 279, 280, 281].
7.5 Conclusions
In conclusion, we study the non-linear anomalous thermal Hall effect of the time reversal invariant
but inversion symmetry broken systems, which is attributed to a combined effect from the modulated Berry
curvature (β3(εk − µ)3Ωk) and the non-equilibrium Fermi distribution (fk) purturbed by a thermal gradient
(−∇T ). We have systematically derived the transverse non-linear thermal current as a second order response
to the longitudinal thermal gradient using the Boltzmann semiclassical approach with a relaxation time ap-
proximation. The non-linear anomalous thermal Hall coefficient l′cd is a pseudotensorial quantity, which
plays a similar role as the non-linear anomalous Hall coefficient and non-linear anomalous Nersnt coeffi-
cient respectively [43, 231, 245, 258]. By Sommerfeld expansion in low temperature regime, we analytically
found the non-linear anomalous thermal Hall coefficient, which is shown to have an explicit relation with the
zero temperature Berry curvature dipole and a T 2 temperature dependence. We also found the analog of the
Wiedemann-Franz law and the Mott relation relating the anomalous transverse transport coefficients in the
non-linear regime. An important byproduct of these calculations is the realization that the non-linear anoma-
lous Nernst coefficient remains non-zero even in the limit of zero temperature (Eq. (7.15)). We then apply
our theoretical derivations to the monolayer MoS2, a TR invariant but inversion symmetry broken TMDC
that has been intensively studied recently. Our predictions for the analog of the Wiedeman-Franz law and the
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Mott formula relating the anomalous transport coefficients in the non-linear regime can be experimentally
verified on inversion asymmetric but time reversal symmetric topological systems where the linear anoma-
lous transport coefficients are identically zero by symmetry. In addition, we make specific predictions for the




We now summarize the research works of the thesis in this last chapter. This thesis was based on
topological condensed matter systems, where specifically we have studied the topological excitations involv-
ing Majorana zero modes and Majorana corner modes and the non-trivial topology-manifested anomalous
transport phenomena. For the superconducting systems, we have investigated the properties of Majorana
zero modes and quasi-Majorana zero modes in 1-dimensional superconducting nanowire. For the topologi-
cal insulators and Weyl systems, we have studied the Berry curvature dipole-induced non-linear anomalous
response in time-reversal invariant systems. We have also proposed an attractive Hubbard-Hofstadter model
of ultra-cold atoms in optical lattices as a clean and straightforward route to realize Majorana corner modes
and higher order topological superfluids with ordinary s-wave superfluidity. Below, we will summarize the
results of each chapter of the thesis.
In Chapter 1, we first introduced the fundamental particle version as well as the condensed mat-
ter version of Majorana fermions. We also discussed their non-Abelian statistical properties and how could
they be used as qubits for topological quantum computation. Specifically, we introduced in detail about the
measurement-only Majorana braiding. In addition, the Berry phase effect on the motions and transport phe-
nomena of electrons, the anomalous Hall responses in the linear and non-linear regime were also discussed.
In Chapter 2, we numerically simulated the model Hamiltonian of the realistic 1-dimensional semiconductor-
superconductor heterostructures coupled to a quantum dot, investigating the properties of Majorana zero
modes. We showed that robust low-energy partially-separated Andreev bound states or quasi-Majoranas in
the topologically trivial regime can mimic the behavior of the topological Majorana zero modes, resulting in
experimental signatures very similar to those observed in the most recent experiments [64]. In other word,
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the local charge tunneling measurements of the superconducting nanowire in the quasi-Majorana regime can
also result in a quantized zero-bias conductance peak plateau at height 2e2/hwhich are robust against various
control parameters in experiments. In general, these types of topologically trivial low-energy modes can not
be distinguished from the topologically non-trivial Majorana zero modes through any type of local measure-
ment at the ends of the nanowire, provided the energy splittings of these quasi-Majoranas are well below the
energy resolutions of the measurements.
As a subsequent work on the studies of realistic quantum dot-semiconductor-superconductor het-
erostructures in Ref. [94], in Chapter 3, we analytically solved the Kitaev Hamiltonian for Majorana fermions
in a finite-length wire, augmented by a coupled quantum dot. We produced the exact results for both the Ma-
jorana zero modes in topological phase and the partially-separated Andreev bound states in trivial phase. Note
that, to the best of our knowledge, we were the first to analytically solve the Kitaev model for a finite-length
1D p-wave superconducting nanowire in this research work, finding the exponentially protected ground state
energy solution as E u 4µqFkF e
−qFL| sin(kFL)| + O(e−3qFL) (see Eq. (3.18)). Furthermore, we elucidated
the formation of partially-separated Andreev bound states in the presence of material imperfections such as
external gate voltages and disorder potentials, providing a theoretical support in favor our findings of the
numerical results for the hybrid system.
In Chapter 4, we discussed the feasibility of the measurement-based braiding in the quasi-Majorana
regime, i.e., using the quasi-Majorana-based qubits. We explicitly examined the robustness of the energy
splitting of the Majorana zero mode system in the quasi-Majorana regime. Instead of focusing on the sig-
nature of zero-bias conductance peak of the quasi-Majoranas, we turned our attention to the feasibility of
measurement-only Majorana braiding in this regime, which crucially depends on a different, much smaller,
energy scale εm ∼ 0.1µeV than the typical peak width εw ∼ 10 − 20µeV of the low-energy conduc-
tance peaks. Based on our extensive numerically calculations, we showed that, it is possible to prepare the
semiconductor-superconductor system in the quasi-Majorana regime with energy splittings ε . εw as well
as ε . εm, so in principle measurement-based braiding is possible. Considering of the topologically trivial
nature of the quasi-Majoranas, we identified the maximum amplitudes of different types of perturbations that
are consistent with energy splittings below εm. We argued that, measurement inducing perturbations larger
than the threshold amplitudes appropriate for εm we found in this work, can not realize the measurement-
based braiding for topological quantum computation in the quasi-Majorana regime. Thus, we concluded that,
to realize topological quantum computation based on measurement-braiding in the quasi-Majorana regime, a
larger set of error corrections is indispensable, while such errors are absent in the topological regime.
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In Chapter 5, we proposed an attractive Hubbard-Hofstadter model of ultra-cold atoms in optical
lattices as a clean and straightforward route to realize Majorana corner modes and higher order topological
superfluids with ordinary s-wave superfluidity. We considered a two-fermion Hofstadter lattice along with
an attractive Hubbard-type interaction which can be induced by Feshbach resonance. We then solved the
self-consistent mean-field equations in both the momentum space and real space to produce the conventional
s-wave superfluidity. We found that in the presence of a line soliton, the topologically trivial superfluid can
support two pairs of Majorana zero modes localized right at the corners defined by the intersections of the line
soliton and the edges of the system. We also discussed in detail about the connection of our proposed system
with higher-order topological superconductors. The major ingredients in our proposal including a quantum
spin Hall insulator and the superconductivity with pairing nodes, have all been individually realized in the
cold atom systems. It is this advantage that makes our proposal for realizing the higher-order topological
superfluid and Majorana corner modes more experimentally realizable.
In Chapter 6, we studied the non-linear anomalous Nernst effect in bilayer WTe2. Starting with
semi-classical Boltzmann approach to linear transport in a system, we first derived the expressions for trans-
port charge current in the presence of thermal gradient −∇T in response to the first order as well as the
second order in ∇T . For the time-reversal symmetric but inversion symmetry broken model Hamiltonian
of the bilayer WTe2, we found that the Nernst current flows perpendicular to the temperature gradient even
in the absence of a magnetic field. We showed that the non-zero non-linear anomalous Nernst response is
attributed to the Berry curvature of the states near the Fermi surface. We also made several predictions that
could be verified in experiments, including the angular dependence, the effects on the non-linear anoma-
lous Nernst coefficient from tilting parameter of the Dirac cones, spin-orbit coupling strength, inter-layer
interaction strength, temperature and chemical potential, etc. Because the bilayer WTe2 system has been
recently successfully used to demonstrate the non-linear anomalous Hall effect in time-reversal invariant sys-
tems [45, 44], our calculations and results in this work thus will be of immediate experimental relevance for
the demonstration of the non-linear anomalous Nernst effect.
Another thermoelectric transport phenomena we studied was the non-linear anomalous thermal Hall
effect in Chapter 7. Within the framework of Boltzmann transport theory, we first calculated a third non-linear
response function, namely, the non-linear anomalous thermal Hall effect, of which we also made experimental
predictions for monolayer transition metal dichalcogenides. We then revisited the fundamental relations
among all three anomalous transport coefficients in the non-linear regime, namely, the non-linear anomalous
Hall, Nernst Hall and thermal Hall coefficients. By doing Sommerfeld expansions, these coefficients were
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interestingly found to be related to each other through the Berry curvature dipole and its derivatives with
respect to chemical potential. We also predicted the fundamental relations between the non-linear anomalous
electric and thermoelectric transport coefficients, which are the analog of the Wiedemann-Franz law and the
Mott relation in the non-linear regime. Our results showed that in the non-linear regime, the anomalous
Hall and Nernst coefficients are directly proportional to each other (Eq. (7.16)), while the derivative appears
in the analog of the Wiedemann-Franz law (Eq. (7.14)). We argued that these results should be tested in
experiments as confirmation of the intrinsic non-linearity, rather than a more conventional departure from the
Wiedemann-Franz law and the Mott formula. We also checked the validity of our analytical results by full
numerical evaluation of the relevant quantities for MoS2, a time-reversal invariant but inversion symmetry
broken transition metal dichalcogenide that has been intensively studied in experiments recently.
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interactions in a single-component fermi gas near an s-wave feshbach resonance. Phys. Rev. Lett.,
111:095301, Aug 2013.
[188] C. Zhang, V. W. Scarola, S. Tewari, and S. Das Sarma. Anyonic braiding in optical lattices. Proc. Natl.
Acad. Sci., 104(47):18415–18420, nov 2007.
[189] Di Xiao, Yugui Yao, Zhong Fang, and Qian Niu. Berry-phase effect in anomalous thermoelectric
transport. Phys. Rev. Lett., 97:026603, Jul 2006.
[190] Naoto Nagaosa, Jairo Sinova, Shigeki Onoda, A. H. MacDonald, and N. P. Ong. Anomalous hall
effect. Rev. Mod. Phys., 82:1539–1592, May 2010.
[191] Y. Taguchi, Y. Oohara, H. Yoshizawa, N. Nagaosa, and Y. Tokura. Spin chirality, berry phase, and
anomalous hall effect in a frustrated ferromagnet. Science, 291(5513):2573–2576, 2001.
[192] Zhong Fang, Naoto Nagaosa, Kei S. Takahashi, Atsushi Asamitsu, Roland Mathieu, Takeshi Oga-
sawara, Hiroyuki Yamada, Masashi Kawasaki, Yoshinori Tokura, and Kiyoyuki Terakura. The anoma-
lous hall effect and magnetic monopoles in momentum space. Science, 302(5642):92–95, 2003.
[193] Rui Yu, Wei Zhang, Hai-Jun Zhang, Shou-Cheng Zhang, Xi Dai, and Zhong Fang. Quantized anoma-
lous hall effect in magnetic topological insulators. Science, 329(5987):61–64, 2010.
[194] Cui-Zu Chang, Jinsong Zhang, Xiao Feng, Jie Shen, Zuocheng Zhang, Minghua Guo, Kang Li, Yunbo
Ou, Pang Wei, Li-Li Wang, Zhong-Qing Ji, Yang Feng, Shuaihua Ji, Xi Chen, Jinfeng Jia, Xi Dai,
Zhong Fang, Shou-Cheng Zhang, Ke He, Yayu Wang, Li Lu, Xu-Cun Ma, and Qi-Kun Xue. Experi-
mental observation of the quantum anomalous hall effect in a magnetic topological insulator. Science,
340(6129):167–170, 2013.
[195] F. D. M. Haldane. Berry curvature on the fermi surface: Anomalous hall effect as a topological fermi-
liquid property. Phys. Rev. Lett., 93:206602, Nov 2004.
[196] T. Jungwirth, Qian Niu, and A. H. MacDonald. Anomalous hall effect in ferromagnetic semiconduc-
tors. Phys. Rev. Lett., 88:207208, May 2002.
147
[197] Wei-Li Lee, Satoshi Watauchi, V. L. Miller, R. J. Cava, and N. P. Ong. Dissipationless anomalous hall
current in the ferromagnetic spinel cucr2se4-xbrx. Science, 303(5664):1647–1649, 2004.
[198] Masaru Onoda and Naoto Nagaosa. Quantized anomalous hall effect in two-dimensional ferromagnets:
Quantum hall effect in metals. Phys. Rev. Lett., 90:206601, May 2003.
[199] Gang Xu, Hongming Weng, Zhijun Wang, Xi Dai, and Zhong Fang. Chern semimetal and the quan-
tized anomalous hall effect in hgcr2se4. Phys. Rev. Lett., 107:186806, Oct 2011.
[200] Zhenhua Qiao, Shengyuan A. Yang, Wanxiang Feng, Wang-Kong Tse, Jun Ding, Yugui Yao, Jian
Wang, and Qian Niu. Quantum anomalous hall effect in graphene from rashba and exchange effects.
Phys. Rev. B, 82:161414, Oct 2010.
[201] Z. A. Xu, N. P. Ong, Y. Wang, T. Kakeshita, and S. Uchida. Vortex-like excitations and the onset of
superconducting phase fluctuation in underdoped la2-xsrxcuo4. Nature, 406:486–488, Aug 2000.
[202] Yayu Wang, Z. A. Xu, T. Kakeshita, S. Uchida, S. Ono, Yoichi Ando, and N. P. Ong. Onset of the
vortexlike nernst signal above Tc in la2−xsrxcuo4 and bi2sr2−ylaycuo6. Phys. Rev. B, 64:224519,
Nov 2001.
[203] Wei-Li Lee, S. Watauchi, V. L. Miller, R. J. Cava, and N. P. Ong. Anomalous hall heat current and
nernst effect in the cucr2se4−xbrx ferromagnet. Phys. Rev. Lett., 93:226601, Nov 2004.
[204] Yayu Wang, Lu Li, and N. P. Ong. Nernst effect in high-Tc superconductors. Phys. Rev. B, 73:024510,
Jan 2006.
[205] Chuanwei Zhang, Sumanta Tewari, Victor M. Yakovenko, and S. Das Sarma. Anomalous nernst effect
from a chiral d-density-wave state in underdoped cuprate superconductors. Phys. Rev. B, 78:174508,
Nov 2008.
[206] Chuanwei Zhang, Sumanta Tewari, and S. Das Sarma. Berry-phase-mediated topological thermoelec-
tric transport in gapped single and bilayer graphene. Phys. Rev. B, 79:245424, Jun 2009.
[207] Zhen-Gang Zhu and Jamal Berakdar. Anomalous nernst effect in strained graphene coupled to a
substrate inducing a time-reversal symmetry breaking. New Journal of Physics, 15(7):073028, jul
2013.
[208] Girish Sharma, Pallab Goswami, and Sumanta Tewari. Nernst and magnetothermal conductivity in a
lattice model of weyl fermions. Phys. Rev. B, 93:035116, Jan 2016.
[209] Rex Lundgren, Pontus Laurell, and Gregory A. Fiete. Thermoelectric properties of weyl and dirac
semimetals. Phys. Rev. B, 90:165115, Oct 2014.
[210] Ki-Seok Kim, Heon-Jung Kim, and M. Sasaki. Boltzmann equation approach to anomalous transport
in a weyl metal. Phys. Rev. B, 89:195137, May 2014.
[211] Girish Sharma. Tunable topological nernst effect in two-dimensional transition-metal dichalcogenides.
Phys. Rev. B, 98:075416, Aug 2018.
[212] Subhodip Saha and Sumanta Tewari. Anomalous nernst effect in type-ii weyl semimetals. The Euro-
pean Physical Journal B, 91(1):4, Jan 2018.
[213] Chao-Xing Liu, Xiao-Liang Qi, Xi Dai, Zhong Fang, and Shou-Cheng Zhang. Quantum anomalous
hall effect in hg1−ymnyTe quantum wells. Phys. Rev. Lett., 101:146802, Oct 2008.
[214] K. Yasuda, R. Wakatsuki, T. Morimoto, R. Yoshimi, A. Tsukazaki, K.S. Takahashi, M. Ezawa,
M. Kawasaki, N. Nagaosa, and Y. Tokura. Geometric hall effects in topological insulator heterostruc-
tures. Nature Physics, 12:555–559, Feb 2016.
148
[215] A. A. Burkov. Chiral anomaly and diffusive magnetotransport in weyl metals. Phys. Rev. Lett.,
113:247203, Dec 2014.
[216] J. E. Moore and J. Orenstein. Confinement-induced berry phase and helicity-dependent photocurrents.
Phys. Rev. Lett., 105:026805, Jul 2010.
[217] Steve M. Young and Andrew M. Rappe. First principles calculation of the shift current photovoltaic
effect in ferroelectrics. Phys. Rev. Lett., 109:116601, Sep 2012.
[218] Takahiro Morimoto and Naoto Nagaosa. Topological nature of nonlinear optical effects in solids. Sci.
Adv., 2(5):e1501524, 2016.
[219] Alexander B. Khanikaev, S. Hossein Mousavi, Wang-Kong Tse, Mehdi Kargarian, Allan H. MacDon-
ald, and Gennady Shvets. Photonic topological insulators. Nature Materials, 12:233–239, Dec 2012.
[220] Lei Zhang, Ye-Yan Qin, Zhao-Ji Li, Qi-Pu Lin, Jian-Kai Cheng, Jian Zhang, and Yuan-Gen Yao.
Topology analysis and nonlinear-optical-active properties of luminescent metal-organic framework
materials based on zinc/lead isophthalates. Inorganic Chemistry, 47(18):8286 – 8293, 9 2008.
[221] Liang Wu, S. Patankar, T. Morimoto, N. L. Nair, E. Thewalt, A. Little, J. G. Analytis, J. E. Moore,
and J. Orenstein. Giant anisotropic nonlinear optical response in transition metal monopnictide weyl
semimetals. Nature Physics, 13:350–355, Dec 2016.
[222] Shuqing Chen, Chujun Zhao, Ying Li, Huihui Huang, Shunbin Lu, Han Zhang, and Shuangchun Wen.
Broadband optical and microwave nonlinear response in topological insulator. Opt. Mater. Express,
4(4):587–596, Apr 2014.
[223] Takahiro Morimoto, Shudan Zhong, Joseph Orenstein, and Joel E. Moore. Semiclassical theory of
nonlinear magneto-optical responses with applications to topological dirac/weyl semimetals. Phys.
Rev. B, 94:245121, Dec 2016.
[224] Yang Zhang, Yan Sun, and Binghai Yan. Berry curvature dipole in weyl semimetal materials: An ab
initio study. Phys. Rev. B, 97:041101, Jan 2018.
[225] Jorge I. Facio, Dmitri Efremov, Klaus Koepernik, Jhih-Shih You, Inti Sodemann, and Jeroen van den
Brink. Strongly enhanced berry dipole at topological phase transitions in bitei. Phys. Rev. Lett.,
121:246403, Dec 2018.
[226] Di Xiao, Gui-Bin Liu, Wanxiang Feng, Xiaodong Xu, and Wang Yao. Coupled spin and valley physics
in monolayers of mos2 and other group-vi dichalcogenides. Phys. Rev. Lett., 108:196802, May 2012.
[227] Gui-Bin Liu, Wen-Yu Shan, Yugui Yao, Wang Yao, and Di Xiao. Three-band tight-binding model for
monolayers of group-vib transition metal dichalcogenides. Phys. Rev. B, 88:085433, Aug 2013.
[228] Xiaodong Xu, Wang Yao, Di Xiao, and Tony F. Heinz. Spin and pseudospins in layered transition
metal dichalcogenides. Nature Physics, 10:343–350, Apr 2014.
[229] Yang Zhang, Jeroen van den Brink, Claudia Felser, and Binghai Yan. Electrically tuneable nonlinear
anomalous hall effect in two-dimensional transition-metal dichalcogenides WTe2 and MoTe2. 2D
Materials, 5(4):044001, jul 2018.
[230] Benjamin T. Zhou, Cheng-Ping Zhang, and K. T. Law. Highly tunable nonlinear hall effects induced by
spin-orbit couplings in strained polar transition-metal dichalcogenides. arXiv:1903.11958, Dec 2019.
[231] Z. Z. Du, C. M. Wang, Hai-Zhou Lu, and X. C. Xie. Band signatures for strong nonlinear hall effect
in bilayer wte2. Phys. Rev. Lett., 121:266601, Dec 2018.
149
[232] Z. Z. Du, C. M. Wang, Shuai Li, Hai-Zhou Lu, and X. C. Xie. Disorder-induced nonlinear Hall effect
with time-reversal symmetry. Nature Communications, 10:3047, Jul 2019.
[233] Cong Xiao, Hailong Zhou, and Qian Niu. Scaling parameters in anomalous and nonlinear hall effects
depend on temperature. Phys. Rev. B, 100:161403, Oct 2019.
[234] Jhih-Shih You, Shiang Fang, Su-Yang Xu, Efthimios Kaxiras, and Tony Low. Berry curvature dipole
current in the transition metal dichalcogenides family. Phys. Rev. B, 98:121109, Sep 2018.
[235] S. Nandy and Inti Sodemann. Symmetry and quantum kinetics of the nonlinear hall effect. Phys. Rev.
B, 100:195117, Nov 2019.
[236] Alexey A. Soluyanov, Dominik Gresch, Zhijun Wang, QuanSheng Wu, Matthias Troyer, Xi Dai, and
B. Andrei Bernevig. Type-ii weyl semimetals. Nature, 527:495–498, Nov 2015.
[237] Li-kun Shi and Justin C. W. Song. Symmetry, spin-texture, and tunable quantum geometry in a wte2
monolayer. Phys. Rev. B, 99:035403, Jan 2019.
[238] Xiaofeng Qian, Junwei Liu, Liang Fu, and Ju Li. Quantum spin hall effect in two-dimensional transi-
tion metal dichalcogenides. Science, 346(6215):1344–1347, 2014.
[239] Zaiyao Fei, Tauno Palomaki, Sanfeng Wu, Wenjin Zhao, Xinghan Cai, Bosong Sun, Paul Nguyen,
Joseph Finney, Xiaodong Xu, and David H. Cobden. Edge conduction in monolayer wte2. Nature
Physics, 13:677–682, Apr 2017.
[240] Sanfeng Wu, Valla Fatemi, Quinn D. Gibson, Kenji Watanabe, Takashi Taniguchi, Robert J. Cava, and
Pablo Jarillo-Herrero. Observation of the quantum spin hall effect up to 100 kelvin in a monolayer
crystal. Science, 359(6371):76–79, 2018.
[241] Paul Seifert, Florian Sigger, Jonas Kiemle, Kenji Watanabe, Takashi Taniguchi, Christoph Kastl, Ur-
sula Wurstbauer, and Alexander Holleitner. In-plane anisotropy of the photon-helicity induced linear
hall effect in few-layer wte2. Phys. Rev. B, 99:161403, Apr 2019.
[242] Su-Yang Xu, Qiong Ma, Huitao Shen, Valla Fatemi, Sanfeng Wu, Tay-Rong Chang, Guoqing Chang,
Andrés M. Mier Valdivia, Ching-Kit Chan, Quinn D. Gibson, Jiadong Zhou, Zheng Liu, Kenji Watan-
abe, Takashi Taniguchi, Hsin Lin, Robert J. Cava, Liang Fu, Nuh Gedik, and Pablo Jarillo-Herrero.
Electrically switchable berry curvature dipole in the monolayer topological insulator wte2. Nature
Physics, 14:900–906, Sep 2018.
[243] Xiangang Wan, Ari M. Turner, Ashvin Vishwanath, and Sergey Y. Savrasov. Topological semimetal
and fermi-arc surface states in the electronic structure of pyrochlore iridates. Phys. Rev. B, 83:205101,
May 2011.
[244] Yang Gao and Di Xiao. Orbital magnetic quadrupole moment and nonlinear anomalous thermoelectric
transport. Phys. Rev. B, 98:060402, Aug 2018.
[245] Xiao-Qin Yu, Zhen-Gang Zhu, Jhih-Shih You, Tony Low, and Gang Su. Topological nonlinear anoma-
lous nernst effect in strained transition metal dichalcogenides. Phys. Rev. B, 99:201410, May 2019.
[246] Ryota Nakai and Naoto Nagaosa. Nonreciprocal thermal and thermoelectric transport of electrons in
noncentrosymmetric crystals. Phys. Rev. B, 99:115201, Mar 2019.
[247] Ganesh Sundaram and Qian Niu. Wave-packet dynamics in slowly perturbed crystals: Gradient cor-
rections and berry-phase effects. Phys. Rev. B, 59:14915–14925, Jun 1999.
[248] C. Duval, Z. Horvath, P. A. Horvathy, L. Martina, and P. C. Stichel. Berry phase correction to electron
density in solids and ”exotic” dynamics. Modern Physics Letters B, 20(07):373–378, 2006.
150
[249] Dam Thanh Son and Naoki Yamamoto. Berry curvature, triangle anomalies, and the chiral magnetic
effect in fermi liquids. Phys. Rev. Lett., 109:181602, Nov 2012.
[250] Girish Sharma, Christopher Moore, Subhodip Saha, and Sumanta Tewari. Nernst effect in dirac and
inversion-asymmetric weyl semimetals. Phys. Rev. B, 96:195119, Nov 2017.
[251] Timothy M. McCormick, Itamar Kimchi, and Nandini Trivedi. Minimal models for topological weyl
semimetals. Phys. Rev. B, 95:075133, Feb 2017.
[252] Vatsal Dwivedi and Srinidhi T. Ramamurthy. Connecting the dots: Time-reversal symmetric weyl
semimetals with tunable fermi arcs. Phys. Rev. B, 94:245143, Dec 2016.
[253] Lukas Muechler, A. Alexandradinata, Titus Neupert, and Roberto Car. Topological nonsymmorphic
metals from band inversion. Phys. Rev. X, 6:041069, Dec 2016.
[254] E. J. König, M. Dzero, A. Levchenko, and D. A. Pesin. Gyrotropic hall effect in berry-curved materials.
Phys. Rev. B, 99:155404, Apr 2019.
[255] Cong Xiao, Z. Z. Du, and Qian Niu. Theory of nonlinear hall effects: Modified semiclassics from
quantum kinetics. Phys. Rev. B, 100:165422, Oct 2019.
[256] Jinwu Ye, Yong Baek Kim, A. J. Millis, B. I. Shraiman, P. Majumdar, and Z. Tešanović. Berry phase
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