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第 1章                           
序論 
 






















































エミュレータの実装は，Linux に実装されている netem (Network 
Emulation) [3]のプログラムを可変の遅延を与えるように変更したもので
ある． 
(3) さらに，エミュレータにおける評価結果の検証と実際の LTE ネットワーク
におけるハンドオフ時の状況を評価するため，KDDI の LTE ネットワーク





1.2  本論文の構成 
 










第 2章                          
TCPの輻輳制御と LTEおよび関連研究 
 





2  TCPの輻輳制御と LTEおよび関連研究 
 
 この章では本研究で使用する，TCP通信に関する技術と LTEネットワークに
ついて説明する．2.1 節では TCP 輻輳制御アルゴリズムについて，2.2 節では
LTE ネットワークについてそれぞれ説明する．2.3 節では LTE ネットワーク上
での TCPの性能評価に関連する研究について示す． 
 
2.1  TCP の誤り制御 
 




















2.2  TCP の輻輳制御アルゴリズム 
  
TCP の輻輳制御では，セグメント単位の輻輳ウィンドウによるフロー制御を

















図 2.1：TCP の輻輳ウィンドウの変化 
 
 TCP にはさまざまな輻輳制御アルゴリズムが存在する．その複数ある輻輳制
















   Delay-based 方式 





   Hybrid 方式 

















スロースタートを始めてから輻輳ウィンドウ(cwnd)が Slow Start Thresh 
(ssthresh)の値まで増加すると，輻輳回避アルゴリズムに移行する．輻輳回避ア
ルゴリズムでは輻輳ウィンドウの逆数の値だけ増加する．図 2.2 に TCP 
NewRenoの輻輳ウィンドウの時間による変化を示す． 
 






 図 2.2：TCP NewReno の輻輳ウィンドウの時間による変化 
 





下がらないように，重複 ACK を 3 個受信するまでの間に送信したパケットの
ACKが返ってくるまでは，再送モードを維持するようにしている．これにより，
再送間において輻輳ウィンドウを重複して半分にすることはない． 





2.2.2  TCP Westwood+ 
 
 TCP Westwood+[5]の輻輳制御アルゴリズムは 2.2 節の方式で分類すると 
Delay-based方式にあたる． TCP Westwood+の輻輳制御アルゴリズムは TCP 
NewReno と同様にスロースタートと輻輳回避アルゴリズムで構成されている． 
TCP Westwood+の輻輳制御アルゴリズムでは TCP NewReno 同様にスロース
タートを行う．輻輳回避アルゴリズムはセグメント損失が発生するまで増加し
続ける．輻輳とみなされた場合，TCP Westwood+では TCP NewRenoと異なる



















cwnd⁡ = 1 
 
 ここで BWE は利用可能な帯域幅の推測値であり，RTTmin は測定された最































𝑑𝑚 ⁡= ⁡𝑇𝑚𝑎𝑥 ⁡− ⁡𝑇𝑚𝑖𝑛 
𝑑𝑎 ⁡= ⁡𝑇𝑎 ⁡⁡⁡− ⁡⁡⁡𝑇𝑚𝑖𝑛 
 
 dmは最大キューイング遅延時間，daは平均キューイング遅延時間である．Tmax


















それぞれκの値は Tmax または Tmin が更新されるたびに変化する．また，d1 と
























































𝑐𝑤𝑛𝑑⁡ = ⁡𝑐𝑤𝑛𝑑⁡ + ⁡𝛼⁡/⁡𝑐𝑤𝑛𝑑 
 
 また，Loss-based 方式と同様に 3 回重複 ACK を受信した場合，輻輳ウィン
ドウを減少させる．その場合は，βの値を用いて，以下の式ように求められる． 
 
𝑐𝑤𝑛𝑑⁡ = ⁡𝑐𝑤𝑛𝑑⁡ − ⁡𝛽 ∙ 𝑐𝑤𝑛𝑑 
 




2.2.4  HighSpeed TCP 
 





























なお TCP NewRenoでは，a(w)=1，b(w)=0.5となる． 
 
 
2.2.5  CUBIC TCP 
 
 CUBIC TCP[8]は Linuxにデフォルトで実装されている方式である．CUBIC 












ト損失時のウィンドウ減少率である．図 2.4 に CUBIC TCP の輻輳ウィンドウ
の変化を示す 
 





















2.3  LTE (Long Term Evolution) 
  
LTEは移動通信システムの第3世代と第4世代を結ぶ3.9世代の技術である．









2.3.1  LTE のアーキテクチャ 
 
 LTEにおける基本的なアーキテクチャを図 2.5に示す． 
 
 
図 2.5：LTE における基本的なアーキテクチャ([9]より) 
 
各システムについて簡潔に述べる． 




 Serving Gateway：LTE及び 3Gネットワークを収容し，ユーザデータの転
送，IPアドレスの払い出し等を行う．そのため，異なる Serving Gateway
へ接続しなおす場合は IPアドレスが変更される． 
 PCRF (Policy and Charging Rules Function)：課金制御ルールや QoS制御
を決定する装置で，SGWや PGW は PCRFの情報に基づき，パケット単位
で制御を行う 
 P-GW (PDN Gateway)：UEに対する IPアドレス割り当てや，PCRFから
のルールに従った QoSの実行やフローベースの課金を行う． 
 MME(Mobility Management Entity)：LTE ネットワークにおいて，移動端
末の移動管理や認証，ユーザデータの転送経路の設定を行う．実際にユーザ
データ転送を行うのは Serving Gateway であり，MME ではユーザデータ
の転送は行われない． 
 HSS（Home Subscriber Server）：ユーザの SAE加入者データ（QoSプロ






 GMLC（Gateway Mobile Location Centre）：位置情報サービス機能をサポ
ートするために必要な機能を提供．認証を行った後，GMLC は MME にポ
ジショニング要求を送り，最終的な位置の推定を受け取る． 









接，端末の情報をやり取りする X2 ハンドオフを行う．X2 ハンドオフを行うた
めには，基地局同士が同一の MME に接続されている必要がある．そのため，




ハンドオフ手順を図 2.6，図 2.7に示す． 






図 2.6：X2 ハンドオフ手順([10]より) 
 






図 2.7：S1 ハンドオフ手順([10]より) 
 
 
2.4  関連研究 
 




式に BIC (Binary Increase Congestion control)[12]が使用され，Linux Kernel
は 2.6.24の実装を使用されている．この文献では，A3オフセットを小さくする





















る．CUBIC は BIC のウィンドウサイズ制御を簡素化し，RTT 公平性を改善し
ている．そのため，本研究では 5章の LTEネットワークでのハンドオフ実験に














































FTPサーバ OS Ubuntu 12.04 
 ftpサーバ vsftpd 2.3.5 
iPhone5 OS iOS 6.1.4 
 ftpクライアント FTP精霊 
 転送データサイズ 10MB 
 周波数帯 2.1GHz帯 
RVI監視 PC OS Mac OS X 10.7.5  
 パケットキャプチャ Wireshark 
 
FTPサーバには vsftpd[14]を使用した．ftpクライアントアプリケーションに
は FTP 精霊[15]を使用した．実験時間は 2013 年 7 月 16 日の 10 時~11 時であ
る．実験場所は JR山手線の秋葉原駅から神田駅の間，および新宿駅から新大久
保駅の間である．測定方法は，電車が動き出した時点で iPhone5 からサーバへ
FTP アップロード通信を開始させ，その通信状況を Wireshark にて送信側
(iPhone5)のパケットキャプチャを RVI監視 PCにて行った． 
iPhone5の周波数帯は 2.1GHz帯であり，2.1GHz帯は 5MHz幅，10MHz幅，
15MHz 幅，20MHz 幅の 4 つの帯域幅で提供されている．通信速度は，それぞ
れ下り最大 35Mbps，75Mbps，112.5Mbps，150Mbps で提供されている．人
口カバー率は，下り最大 35Mbpsの 5MHz幅が最も高くなっている． 
 
 






























図 3.3：秋葉原～神田の RTT 
 
図 3.2～3.3の結果から，おおよそ開始 8秒後，シーケンス番号が約 1.5MBの






データ送信から約 6 秒間の RTT が発生していることがわかる．この結果から，







図 3.4から，おおよそ 5秒から 15秒付近はスループットが大きく低下してい
ることがわかる．また，送信が途切れていた開始約 40秒付近はスループットが
大きく低下した直後にスループットの値が急増していることがわかる． 




































図 3.6：新宿～新大久保間の RTT 
 






図 3.5，3.6の結果からおおよそ通信開始 10 秒後から 15秒後までの間，通信
が行われていないことがわかる．シーケンス番号が 1000000Byte から
1500000Byte の間は RTTが増加している．図 3.6 より 5 秒以上の RTTの経過
がみられた．その付近の拡大図では，遅延が徐々に増加していることがわかる．
また，秋葉原駅～神田駅の RTT と比べて全体的に RTT の増加量が大きいこと
がわかる． 





























4  遅延エミュレータによる評価 
 





















イマ割り込みは tick (clock tick)と呼ばれる．つまり，システム時刻は tick単位

































ラムでは 64分の 100ナノ秒として，計算されるため注意しなければならない． 
プログラム上では最初のパケットが到着する時刻を firstTimeとし，初期値を










𝑝𝐷𝑒𝑙𝑎𝑦[𝑖 + 1] ∗ (𝑃𝑇 − 𝑝𝑇𝑖𝑚𝑒[𝑖]) + 𝑝𝐷𝑒𝑙𝑎𝑦[𝑖] ∗ (𝑝𝑇𝑖𝑚𝑒[𝑖 + 1] − 𝑃𝑇)
𝑝𝑇𝑖𝑚𝑒[𝑖 + 1] − 𝑝𝑇𝑖𝑚𝑒[𝑖]
 
 
























プログラム上では，出力時刻を time_to_send とし，現在時刻を nowとした．
よって，プログラムでの出力時刻 time_to_sendは以下の式で求められる． 
 
time_to_send⁡ = now+ qDelay 
  
このような流れで，エミュレータの処理が行われる． 






6 − 1 = ⁡5 
 キューイング遅延 
 


















































送信側端末 CPU Intel(R) Core(TM)2 Quad CPU    
Q9400 2.66GHz 
 メモリ 4GB 
 ネットワークインターフェ
イスカード 
Broadcom Corporation NetLink 
BCM57780 
 OS Ubuntu 12.04 
 Linux Kernel 3.2.0 
 輻輳ウィンドウの取得 tcpprobe 
 パケットキャプチャ tcpdump 
ブリッジ端
末 
CPU Intel(R) Pentium(R) 4 CPU 
2.80GHz 
 メモリ 1.79GB 
 ネットワークインターフェ
イスカード eth4 




Intel Corporation 82562EZ 
10/100Ethernet Controller  
 OS Ubuntu 12.04 
 Linux Kernel 3.2.0 
受信側端末 CPU Intel(R) Pentium(R) 4 CPU 
2.60GHz 
 メモリ 1GB 
 ネットワークインターフェ
イスカード 
Digital Equipment Corporation 
DECchip 21142/43 
 OS Ubuntu 12.04 
























到着してから 13秒間は 300msのキューイング遅延を発生させた．経過時間 13
秒後からは経過時間 15秒の時点で，2300ms のキューイング遅延に達するよう
に，徐々に遅延を増加させた．この設定によって，キューイング遅延を 2 秒間
で，300msから 2300msに徐々に増加させる．経過時間 13秒から 15秒の間に
キューに到着したパケットは，4.1節のキューイング遅延の計算によって増加す
るキューイング遅延が求まる．経過時間 15 秒からは，10ms 間で急激に遅延が
増加するように，経過時間 15.01秒でキューイング遅延を 5300msに設定した．














4.3  各 TCP 輻輳制御アルゴリズムの測定結果 
4.3節では，送信側にて取得したキャプチャデータを解析した結果を示す． 
図 4.3～4.4に TCP NewRenoの測定結果を示す． 
 












図 4.3からシーケンス番号が 11000000Byte以後のデータ送信および，図 4.2
の結果から通信開始 15 秒から，おおよそ 5 秒間の RTT が発生しており，エミ
ュレータによる遅延が行われていることが確認できる．  
 


















図 4.6：TCP Westwood+の RTT 
 
図 4.6からおおよそ 5秒間の RTTが発生していることがわかる．シーケンス
番号が 10000000Bye 以降のデータ送信から徐々に RTT が増加していることが
わかる．この遅延が発生した時間は，図 4.5 から通信開始およそ 15秒後からの
通信であることがわかる． 
 







図 4.7 からスロースタートフェーズから 200 の値で輻輳回避フェーズに移行
していることがわかる．タイムアウト後は輻輳ウィンドウサイズが急増加して
いる．これは，RTT の値が急速に低下したことから，帯域推定値が高くなり輻
輳ウィンドウの増加幅が大きくなったためと考えられる．図 4.8～4.10 に TCP 
Illinoisの測定結果を示す． 
 










図 4.9 からシーケンス番号が 15MByte 付近から，約 5 秒間の RTT が経過し
ていることがわかる．図 4.8 より通信開始後約 17 秒後に RTT 増加したものと
考えられる．また，RTT はシーケンス番号が 13MByte から徐々に増加してい
ることがわかる． 
 
図 4.10：TCP Illinois の輻輳ウィンドウサイズ
 








図 4.11～4.13にHigh Speed TCPの測定結果を示す． 






図 4.11：HighSpeed TCP の送信シーケンス番号
 




図 4.12：HighSpeed TCP の RTT
 
図 4.12からシーケンス番号が 15000000Byte付近のデータ送信から 5秒間の
RTT が経過していることがわかる．図 4.11 からおおよそ通信開始 17 秒後から
RTTが 5秒以上経過したと考えられる．また，シーケンス番号が 13000000Byte







図 4.13：HighSpeed TCP の輻輳ウィンドウ
 

















図 4.15：CUBIC TCPの RTT
図 4.15 からシーケンス番号が 15MB 付近から 5 秒間の RTTが経過している


































































 図 4.18：輻輳ウィンドウサイズ 
 
























































































































KDDI の LTE ネットワーク上でハンドオフが行われた場合の各 TCP 輻輳制御
アルゴリズムの有効性について評価を行う．5.1節では，実験環境と設定につい




5.1  実験環境と設定 
 
 図 5.1のような実験環境で，スマートフォンとして，KDDI社から販売されて



















CPU Intel(R) Core(TM) i7-3770 CPU 
3.40GHz 
 メモリ 8GB 
 ネットワークインターフ
ェイスカード 
Intel Corporation 82579LM Gigabit 
Network Connection 
 OS Ubuntu 12.04 
 Linux Kernel 3.2.0 
 ftpサーバ vsftpd 2.3.5 
 転送データサイズ 30MB 
 パケットキャプチャ tcpdump 
 輻輳ウィンドウの取得 tcpprobe 
iPhone5 OS iOS 6.1.4 
 ftpクライアント FTP Client Pro 
 周波数帯 2.1GHz 
 
FTPサーバには vsftpdを使用した．ftpクライアントアプリケーションには．
FTP Client Pro[19]を使用した． 
実験時間は 2013 年 12 月 29 日の 13 時~16時である．実験場所は JR 山手線
の新宿駅から代々木駅の間，および代々木から新宿駅の間である．測定方法は，
電車が動き出した時点でサーバから iPhone5へFTPダウンロード通信を開始さ


















5.2  各 TCP 輻輳制御アルゴリズムの測定結果 
 





5.2.1  代々木駅～新宿駅における測定結果 
 
5.2.1節では，代々木駅～新宿駅間での測定結果を示す． 
図 5.2～5.4に TCP NewRenoの測定結果を示す． 
 
 
図 5.2：TCP NewReno の RTT 
 
 図 5.2から 2箇所で 5秒以上の RTTが経過していることがわかる．シーケン
ス番号が 1000000Byte までは RTT が 1 秒未満となっている．シーケンス番号
が 1100000Byte付近の RTTの変化は 3章で測定された RTTと同じように変化
していることがわかる．18000000Byte 付近の RTTは多くのパケットの遅延が







図 5.3：TCP NewReno の送信シーケンス番号 
 
 図 5.3から約 20秒でシーケンス番号の増加幅が小さくなっていることがわか
る．また，約 50秒付近でデータの送信間隔が広がっていることがわかる．開始
約 20秒から 50秒付近のシーケンス番号は緩やかに増加していることがわかる．
これは図 5.2から 11000000Byteから 18000000Byteの RTTの値が高い値とな
っているためと考えられる． 
 
図 5.4：TCP NewReno の輻輳ウィンドウサイズ 











図 5.5：TCP Westwood+の RTT 
 
 図 5.5から 2箇所で RTTの増加が高くなっていることがわかる．シーケンス
番号が 16000000Byte付近のデータ送信では約 4秒間のRTTが経過しているこ
とがわかる．また，20000000Byte 付近では 12 秒間の RTT が経過しているこ
とがわかる． 






図 5.6：TCP Westwood+の送信シーケンス番号 
図 5.6からおおよそ通信開始 30秒後からデータ送信が行われていないことが








の増加係数が高くなったためであると考えられる．図 5.8～5.9 に Illinois の実







図 5.8：TCP Illinoisの RTT 
図 5.8から，シーケンス番号が 20000000Byteのデータ送信から RTTが増加
していることがわかる．RTTは最大で約 25 秒経過していることがわかる． 
 
図 5.９：TCP Illinois の送信シーケンス番号 
 
 図 5.9から通信開始およそ 40秒からデータの送信が行われていないことがわ
かる．図 5.8 から 23000000Byte のデータ送信付近から RTT が 25 秒程度経過
しており，この遅延によって送信が長時間行われていないことがわかる． 





 図 5.11に TCP Illinoisの輻輳ウィンドウサイズを示す． 
 






図 5.11～13にHighSpeed TCPの測定結果を示す．  
 
図 5.11：HighSpeed TCP の RTT 
図 5.11からシーケンス番号が 7000000Byte付近と 12000000Byte付近で約 5
秒間の RTTが経過していることがわかる．また，シーケンス番号 14000000Byte
付近では，RTTが 20秒以上経過していることがわかる． 






図 5.12：HighSpeed TCP の送信シーケンス番号 
 
 通信開始 10 秒後から，シーケンス番号が緩やかに増加している．図 5.11 か
らシーケンス番号が 7000000Byte から RTT が増加しているため，シーケンス
番号の増加量が少なくなっていると考えられる． 
 
図 5.13：HighSpeed TCP の輻輳ウィンドウサイズ 
 











図 5.14～16に CUBIC TCPの測定結果を示す．  
 
図 5.14：CUBIC TCPの RTT 
図 5.14 からシーケンス番号が 18000000Byte から RTT の値が増加している
ことがわかる．18000000Byte 付近で 8 秒ほどの RTT が経過しており，
22000000Byte付近では 20秒以上の RTTが経過していることがわかる． 
 
図 5.15：CUBIC TCPの送信シーケンス番号 
 
 図 5.15 から通信開始 20 秒付近でシーケンス番号の増加量が少なくなってい
ることがわかる．5.14図 14からシーケンス番号が 18000000Byte付近からRTT







いることがわかる．図 5.14から RTTが 20秒以上経過しているためだと考えら
れる． 
 






次に，各 TCP 輻輳制御アルゴリズムの比較を行う．図 5.17 に送信シーケン
ス番号の比較結果を示す． 
 








 図 5.17 から Illinois が最もデータの転送量が多くなっていることがわかる．












































































 図 5.19 から，平均スループットは Illinois が最も高い値となっている．次い
















































5.2.2  新宿駅～代々木駅における測定結果 
 
5.2.2節では，新宿駅から代々木駅間の実験結果を示す． 
図 5.21～23に新宿駅から代々木駅間での TCP NewRenoの測定結果を示す．  
 
図 5.21：TCP NewRenoの RTT 
図 5.21 からシーケンス番号が 500000Byte 付近のデータ送信からおよそ 25
秒程度の RTT が経過していることがわかる．約 1000000Byte 以降のデータ送
信では RTTが 1秒以下となっていることがわかる． 
 
． 
図 5.22：TCP NewReno の送信シーケンス番号 










図 5.23：TCP NewReno の輻輳ウィンドウサイズ 
図 5.23 から輻輳ウィンドウの値が 80 までスロースタートで増加し，その後タ
イムアウトが発生していると考えらる．タイアウトからスロースタートフェー
ズで 40まで増加し，その輻輳回避フェーズに入っていることがわかる． 
図 5.24～26に TCP Westwood+の測定結果を示す． 
 
 
図 5.24：Westwood+の RTT 
 図 5.24からシーケンス番号がおよそ 1000000Byte以降のデータ送信から
RTTの値が増加していることがわかる．シーケンス番号が 5000000Byte以降の










 図 5.25から通信開始およそ 5秒後からのシーケンス番号の増加幅が低くなっ
ていることがわかる．また，通信開始から 60秒後は，シーケンス番号の増加幅
が高くなっていることがわかる．図 5.24からその時刻に対応するシーケンス番




図 5.26 からスロースタートフェーズで，160 付近まで輻輳ウィンドウが増加










図 5.27～29に TCP Illinoisの測定結果を示す 
 
図 5.27：TCP Illinois の RTT 
 図 5.27 からデータの送り始めから高い RTT が経過していることがわかる．
また，全体的には RTTが低い値となっていることがわかる． 
 
図 5.28：TCP Illinois の送信シーケンス番号 
 
図 5.28から開始 65秒までは，データの送信量が非常に少ないことがわかる．










図 5.29：TCP Illinois の輻輳ウィンドウサイズ 
 図 5.29 から illinois の輻輳ウィンドウはスロースタートフェーズでタイムア
ウトが発生していることがわかる．通信開始およそ 60秒後の輻輳ウィンドウは
200程度まで増加していることがわかる． 
図 5.30～図 5.32にHighSpeed TCPの測定結果を示す．  
 
図 5.30：HighSpeed TCP の RTT 
  図 5.30から通信開始直後から RTTが増加していることがわかる．また，RTT







図 5.31：HighSpeed TCP の送信シーケンス番号 
  図 5.31 から通信開始 10 秒後から送信間隔が大幅に広がっていることがわ
かる．これは，図 5.30より 50秒以上の RTTの増加によるものであることがわ
かる．開始 60秒後からはシーケンス番号の増加幅が大きいことがわかる． 
 
図 5.32：HighSpeed TCP の輻輳ウィンドウサイズ 
おおよそ通信開始 10 でウィンドウサイズが 140 まで増加し，おおよそ開始
60 秒でスロースタートし，ウィンドウサイズ 70 付近から輻輳回避フェーズに






図 5.33～35に CUBIC TCPの通信結果を示す．  
 
図 5.33：CUBIC TCPの RTT 
 図 5.33 からシーケンス番号が図 1MB 付近から 20 秒以上の RTTが経過して
いることがわかる．また，シーケンス番号が 1MB 以降では，RTT の値が 1 秒
未満となっていることがわかる． 
 
図 5.34：CUBIC TCPの送信シーケンス番号 
 図 5.34から通信開始約 15秒後からシーケンス番号の送信間隔が 15秒間にわ
たり大幅に広がっていることがわかる．また，送信開始 65秒付近から送信シー
ケンス番号の増加幅が大きくなっていることがわかる．これは，図 3.3からシー





ケンス番号が 10MByte 以降のデータ送信の RTT が低下しているためと考えら
れる． 
 
図 5.35：CUBIC TCPの輻輳ウィンドウサイズ 
  






次に各 TCP 輻輳制御アルゴリズムの比較を行う．図 5.36 に各アルゴリズム
の送信シーケンス番号の比較結果を示す． 








図 5.36 の CUBIC のシーケンス番号の値が最も高いことがわかる．Illinois，
















































































































































































し，JR 山手線の車内で iPhone5 を用いて FTP 通信のダウンロード実験を行っ
た．実際の LTEネットワーク環境では，CUBICが高いスループットを示した． 
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