Abstract. We give some new refinements of Heinz inequality and an improvement of the reverse Young's inequality for scalars and we use them to establish new inequalities for operators and the Hilbert -Schmidt norm of matrices. We give a uniformly and abbreviated form of the inequalities presented by Kittaneh and Mansarah, and the inequalities presented by Kai and we obtain some of their operator and matrix versions.
introduction
The classical Young inequality says that if a, b ≥ 0 and ν ∈ [0, 1], then Kittaneh and Mansarah [5, 6 ] obtained a refinement of Young , s inequality and its reverse as follows:
where r 0 = min{ν, 1 − ν}.
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In the recent paper [9] , the authors present multiple-term refiements of Young's inequality and its reverse as follows:
So far the mentioned inequalities were involving a convex combination of a, b, i.e., a∇ ν b = νa + (1 − ν)b.
There exist some inequalities which involving a nonconvex combination of a, b. In the following some of them are listed.
Kai in [4] gave the following Young type inequalities
Recently, Burqan and Khandaqji [2] gave the following reverses of the scalar Young type inequality
for a, b ≥ 0 and ν ∈ [ 
for a, b ≥ 0 and ν ∈ [0, 1 2 ]. Also, the following important inequalities were obtained by Cartwright and Field [3] ,
where a > 0, b > 0, m = min{a, b}, M = max{a, b} and 0 ≤ ν ≤ 1.
Let a, b ≥ 0 and 0 ≤ ν ≤ 1. The Heinz mean and Heron mean respectively are defined as follows:
and
It follows from the inequalities (1.1) and (1.2) that the Heinz and Heron means interpolate between the geometric mean and arithmetic mean:
The second inequality of (1.14) is know as Heinz inequality for nonnegative real numbers. Bhatia [1] , proved that the Heinz and the Heron means satisfy the following inequality
As a direct consequence of the inequality (1.3), Kittaneh and Manasrah [6] obtained a refinement of the Heinz inequality as follows:
where r 0 = min{ν, 1 − ν}. Zou and Jiang [12] obtained a refinement of inequality (1.16) as follows:
Theorem 1. Let a, b ≥ 0 and 0 ≤ ν ≤ 1. If r 0 = min{ν, 1−ν}, and suppose that
(1.17)
The results and discussion
First, we give some new refinements of Heinz inequality and an improvement of the reverse Young's inequality for scalars and we use them to establish new inequalities for operators and the Hilbert -Schmidt norm of matrices.
Proof.
In view of the inequalities (2.1) and second inequalities in (1.5) and (1.6), we want to know the relationship between them. It is easy to observe that the left hand side and the right hand side in the inequality (2.1) are greater than or equal to the corresponding sides in the inequalities (1.5) and (1.6), respectively. It should be noticed here that neither (2.1) nor second inequalities in (1.5) and (1.6) is uniformly better than the other. 
To reach inequalities for bounded self-adjoint operators on Hilbert space, we shall use the following monotonicity property for operator functions: If X ∈ B h (H) with a spectrum Sp(X) and f, g are continuous real-valued functions on an interval containing Sp(X), then
For more details about this property, the reader is referred to [8] .
Zhao et al. in [10] gave an inequality for the Heron mean as follows: If A and B be two positive and invertible operators then
for ν ∈ [0, 1], where α(ν) = 1 − 4(ν − ν 2 ).
Proof. If ν ∈ [0, 1], the inequality (2.1) for a = 1, b > 0, becomes
The operator X = A 
Finally, if we multiply inequality (2.4) by A 1 2 on the left and right sides, we get
It is shown in [8, p.148] , that B♯ 1−ν A = A♯ ν B . By replacing A by B and B by A, we have
Adding (2.5) and (2.6), we have 
Proof. From (1.13) we obtain the following inequalities
The first inequality in (2.8) for a = 1 ≤ b, becomes
According to (2.2), we can insert X in above inequality, i.e., we have
Finally, if we multiply inequality (2.9) by A − 1 2 on the left and right sides, we get the first inequality in (2.7) . Similarly, the second inequality in (2.7) is obtained. 
Where r = min{ν, 1 − ν}, R = max{ν, 1 − ν}.
Proof. From inequlities (1.9), (1.10), (1.11) and (1.12), we obtain that if 0 ≤ ν ≤ 1 then
where r = min{ν, 1 − ν}, R = max{ν, 1 − ν}. This implies that
From inequality (2.12), by the same method used in the proof of Theorem 4, we get the inequalities in (2.10). 
Proof. Since A and B are positive semidefinite, it follows by the spectral theorem that there exist unitary matrices U, V ∈ M n (C) such that
where
Therefore,
Similarly, we have n i,j=1
It follows from the inequality (2.1) that (λ i + aµ j ) 2 .
Using the same strategy as in the proof of Theorem 6 and inequality (2.12), we get the following theorem: Where r = min{ν, 1 − ν}, R = max{ν, 1 − ν}.
Conclusions
In the present paper we got some improved Heinz type inequalities for operators and the Hilbert -Schmidt norm of matrices. Meanwhile, We gave a uniformly and abbreviated form of the inequalities presented by Kittaneh and Mansarah, and the inequalities presented by Kai and we obtained some of their operator and matrix versions.
