Localized numerical impulses solutions in diffuse neural networks
  modeled by the complex fractional Ginzburg-Landau equation by Mvogo, Alain et al.
Localized numerical impulse solutions in diffuse neural
networks modeled by the complex fractional
Ginzburg-Landau equation
Alain Mvogoa,b,c,∗, Antoine Tambued,e, Germain H. Ben-Boliea,c, Timole´on
C. Kofane´a,c
aDepartment of Physics, Faculty of Science, University of Yaounde I, P.O. Box 812,
University of Yaounde, Cameroon
bThe African Institute for Mathematical Sciences (AIMS), 6-8 Melrose Rd, Muizenberg
7945, South Africa
cCentre d’Excellence Africain en Technologies de l’Information et de la Communication,
University of Yaounde I, Cameroon
dThe African Institute for Mathematical Sciences (AIMS) and Stellenbosch University,
6-8 Melrose Road, Muizenberg 7945, South Africa
eCenter for Research in Computational and Applied Mechanics (CERECAM), and
Department of Mathematics and Applied Mathematics, University of Cape Town, 7701
Rondebosch, South Africa.
Abstract
We investigate localized wave solutions in a network of Hindmarsh-Rose
neural model taking into account the long-range diffusive couplings. We
show by a specific analytical technique that the model equations in the in-
frared limit (wave number k → 0) can be governed by the complex fractional
Ginzburg-Landau (CFGL) equation. According to the stiffness of the sys-
tem, we propose both the semi and the linearly implicit Riesz fractional
finite-difference schemes to solve efficiently the CFGL equation. The ob-
∗Corresponding author
Email addresses: mvogo@aims.ac.za (Alain Mvogo), antonio@aims.ac.za (Antoine
Tambue), gbenbolie@yahoo.fr (Germain H. Ben-Bolie), tckofane@yahoo.com
(Timole´on C. Kofane´)
Preprint submitted to Communications in Nonlinear Science and Numerical SimulationJune 20, 2016
ar
X
iv
:1
41
1.
79
83
v2
  [
ma
th.
NA
]  
16
 Ju
n 2
01
6
tained fractional numerical solutions for the nerve impulse reveal localized
short impulse properties. We also show the equivalence between the con-
tinuous CFGL and the discrete Hindmarsh-Rose models for relatively large
network.
Keywords: Localized solutions, Hindmarsh-Rose neural model, complex
fractional Ginzburg-Landau equation, Riesz fractional finite-difference
schemes.
1. Introduction
The interest in investigating and controlling the propagation of waves in
neural tissues has been increasingly growing during the last decades. This is
because the conditions under which cortical waves occur are very primordial
in the understanding of the normal processing of sensory stimuli as well as
more pathological forms of behavior [1, 2]. In that sense, many studies have
been carried out that indicated the presence of localized nonlinear waves in
the neural systems (see, e.g., [3] and references therein). Interestingly, the
recent work by Kakmeni et al. reported on the presence of these waves of
the nerve impulse in diffusive Hindmarsh-Rose (HR) neural networks with
nearest-neighbor couplings [3]. Also, as recently demonstrated, the dynamics
of an individual neuron in diffusive HR neural networks may be influenced by
the interaction or coupling with other neurons [4, 5]. It would be interesting
now to see what are the effects that the long-range diffusive coupling or
interaction has on the wave propagation in such a network.
The intuitively obvious fact that many biological systems are systems with
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memory or aftereffects is now confirmed by many researches. The modeling
of these systems by fractional-order differential equations has more advan-
tages than the classical mathematical modeling using the integer-order, in
which such effects are neglected. As it has been shown, even processing of
external stimuli by individual neural oscillator can be described by fractional
differentiation [6, 7]. In many cases memory effect obeys the power law and
the corresponding system could be described by fractional differential equa-
tion. It becomes also now interesting to investigate localized waves in such an
equation in diffusive neural networks when the long-range coupling is taken
into account.
We aim in this paper to study the properties of localized waves in the
diffusive HR neural networks with long-range interactions that can work in
some way as a long memory. We show that the model can be governed in
the infrared limit (wave number k → 0) can be governed by the complex
fractional Ginzburg-Landau (CFGL) equation. According to the stiffness of
the system, we propose both the semi and the linearly implicit Riesz frac-
tional finite-difference schemes to solve efficiently the CFGL equation. The
obtained fractional numerical solutions for the nerve impulse reveal localized
short impulse properties. The fractional order mostly contributes to the be-
havior of the tails of the impulse. It is also shown the equivalence between
the continuous CFGL and the discrete Hindmarsh-Rose models for relatively
large network.
The rest of the paper is organized as follows. In Section 2, we present
the neural network taking into account the long-range diffusive coupling. In
Section 3, by means of the perturbation technique, we derive the complex
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fractional Ginzburg-Landau (CFGL) equation which describes the equation
of motion. In Section 4, we solve efficiently the CFGL equation following
closely [8] in space discretization, and propose the semi-implicit Riesz frac-
tional finite-difference scheme and the linearly implicit Riesz fractional finite-
difference scheme where only one linear system is solved by time iteration.
We then present the numerical results and show the equivalence between
the continuous CFGL model and the discrete HR model for relatively large
network. Our work is summarized in Section 5.
2. The Hindmarsh-Rose coupled model
Many nontrivial examples of dynamical systems have been provided by
phenomenological and neurophysiological models developed to reproduce the
activities of neural oscillators. The Hindmarsh-Rose model [9], a generaliza-
tion of the Fitzhugh equations [10], represents a paradigmatic example of
these systems. It aims to study the spiking-bursting behavior of the mem-
brane potential observed in the single neuron experiments. In this paper, fol-
lowing Refs. [3, 4] we generalize the HR neural model assuming only that the
coupling between neural oscillators are long-ranged through the membrane
potential variable. The HR neural network is then assumed as a system of
N neural oscillators in which the configuration of couplings is assumed to be
power long-ranged. In this case, each unit of HR neural model is coupled
to any other. The model can be reformulated by means of the following
nonlinear ordinary differential equations:
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
u˙n = vn − au3n + bu2n − wn + I +
N∑
m=1,m 6=n
Kα(n−m)(un − um),
v˙n = c− du2n − evn,
w˙n = r[s(un − u0)− wn],
(1)
where the variable u is the membrane potential (nerve impulse), v is the
spiking variable which takes into account the measure of the rate at which
transport of sodium and potassium ions is made through fast ion channels,
and w is the bursting variable which takes into account the rate at which
the transport of other ions (Cl− and proteins anions) made through slow
ions channels. The values of the parameters of the HR model are a = 1.0,
b = 3.0, c = 1.0, d = 5.0, r = 0.008, s = 4.0, e = 1.0, u0 = −1.60 and
2.92 < I < 3.40.
Physiologically, responses generated within the cell can travel not only to
neighboring cells through intercellular communication using a gap-junction
but also through extracellular communication, involving the secretion of
molecular signals such as neurotransmitters. Then, in comparison to the
model of Ref. [3], the present HR model is generalized via the presence of
the term
∑
m6=n
Kα(m − n)(un − um) which characterizes long-range diffusive
interaction in the system and can appear as an effective interaction in disper-
sive and complex systems [11, 12, 13]. The latter is due to the fact that the
extracellular messenger can propagate from one cell to its direct neighbors
and even extend to other neighboring non-contacting cells. The nonlocal
coupling interaction is given by the power-law dependence
Kα(n) =
K
|n|α+1 , (2)
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where K is the coupling parameter such as the synaptic strength, while α
which is the LRI parameter, physically describes a level of collective interac-
tion of neural oscillators.
It has been demonstrated by Steur et al. [5] that such a neural system
(1) coupled via diffusive coupling is semi-passive, then the solutions of all
connected systems in the network are bounded. We are interested by non-
linear waves in the network. To achieve this, we first differentiate the first
equation of (1) and substitute v˙n into the obtained second-order ordinary
differential equation. Then, we rewrite suitably (1) in a Lienard form, that
is a second-order differential equation with a small damping term, such that

u¨n + Ω
2
0un + (η0 + η1un + η2u
2
n)u˙n + λ1u
2
n +
η2
3
u3n + λ3wn + I0
=
N∑
m=1,m 6=n
1
|n−m|α+1
[
c0(un − um) + c1(u˙n − u˙m)
]
v˙n = c− du2n − evn
w˙n = r[s(un − u0)− wn],
(3)
where Ω0, η0, η1, η2, λ1, λ3, I0, c0 and c1 are constant parameters related
to those of (1) such as Ω20 = rs, η0 = e, η1 = 2b, η2 = 3ea, λ1 = d − eb,
λ3 = e− r, I0 = c+ rsu0 + I, c0 = eK and c1 = K. In general, the solutions
of (3) can be obtained using perturbation techniques. In that sense, we
introduce the following variables un = εψn, vn = εΦn and wn = εβn, where
ε << 1. By keeping in the development the first two nonlinear terms, the
governing equations of motion in the neural network then become
6

ψ¨n + Ω
2
0ψn + ε(εη0 + η1ψn + εη2ψ
2
n)ψ˙n + ελ1ψ
2
n + ε
2 η2
3
ψ3n + ε
2λ3βn
=
N∑
m=1,m 6=n
1
|n−m|α+1
[
c0(ψn − ψm) + ε2c1(ψ˙n − ψ˙m)
]
Φ˙n + εdψ
2
n + eΦn = 0
β˙n + rβn − Ω20ψn = 0.
(4)
While writing (4), the coupling parameter λ3 of the membrane potential
with the bursting variable has been perturbed of order ε2, taking into account
the fact that the variation of the bursting variable is slower than the one of
the membrane potential. In addition, as we are interested by an analysis in
a weakly dissipative medium, we have assumed the parameters η0 and c1 to
be perturbed at the order ε2.
3. Equation of motion
The chain of the neural network is a very long having several thousand
neural oscillators compared to the distance between the neighboring neural
oscillators along the chain. It is therefore appropriate to make a continuum
approximation, which is also valid in the long wavelength limit. The non-
locality features of the medium often impose the necessity of using non-
traditional tools. In that follows, we first assume for Eq. (4) the following
solutions

ψn = ε(B
(1)
n eiθn + c.c) + ε2[C
(1)
n + (D
(1)
n e2iθn + c.c)]
Φn = ε(B
(2)
n eiθn + c.c) + ε2[C
(2)
n + (D
(2)
n e2iθn + c.c)]
βn = ε(B
(3)
n eiθn + c.c) + ε2[C
(3)
n + (D
(3)
n e2iθn + c.c)],
(5)
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with θn = kn − Ωt, where k is the normal mode wave vector and Ω is
the angular velocity of the wave. The variable t is rescaled through the
perturbative small parameter ε as t→ ε2t.
In the following, we replace the solutions (5) and their derivatives in the
new membrane potential equation of motion given by the first equation of (4).
We then group the terms in the same power of ε, which leads us to a system
of equations. Each of these equations will correspond to each approximation
for specific harmonics. To reach this goal, we consider the infinite network
of neural oscillators (N → ∞). We multiply Eq. (4) by exp(−ikn) and we
sum over n from −∞ to +∞. Then, we introduce the following functions

f j(k, t) =
∞∑
n=−∞
e−iknB(j)n (t)
gj(k, t) =
∞∑
n=−∞
e−iknC(j)n (t)
hj(k, t) =
∞∑
n=−∞
e−iknD(j)n (t)
J˜α(k) =
∞∑
n=−∞
e−ikn 1|n|α+1 ,
(6)
with j = 1, 2, 3, and
J˜α(0) = 2
∞∑
n=1
1
|n|α+1 = 2ζ(α + 1),
where ζ(α) is the Riemann zeta function.
In the long-wave limit, we may adopt f j(k, t), gj(k, t) and hj(k, t) as kth
Fourier components of continuous functionsB(j)(x, t), C(j)(x, t) andD(j)(x, t),
respectively such that B
(j)
n (t)→ B(j)(x, t), C(j)n (t)→ C(j)(x, t) and D(j)n (t)→
D(j)(x, t). The functions are related each other by the Fourier transforms
such that
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
B(j)(x, t) = 1
2pi
∫∞
−∞ e
ikxf j(k, t)dk
C(j)(x, t) = 1
2pi
∫∞
−∞ e
ikxgj(k, t)dk
D(j)(x, t) = 1
2pi
∫∞
−∞ e
ikxhj(k, t)dk.
(7)
After some algebras, at the order ε1 after the annihilation of terms in
e±iθ, we obtain the relation
Ω2 = Ω20 + c0aα|k|α, (8)
which determines the dispersion relation of linear waves of the system. As
displayed in Figure 1, the corresponding linear spectrum is reduced when α
increases. To obtain (8), we have used the infrared approximation [14, 16]
[J˜α(0)− J˜α(k)] ≈ aα|k|α, (0 < α < 2, α 6= 1) (9)
where aα = 2Γ(−α) cos(piα/2).
At the order ε2, terms without exponential dependence give
C(1) = −2λ1
Ω20
|B(1)|2, (10)
while at the same order, terms with e2iθ give the relation
D(1) =
λ1 − iΩη1
Ω21
(B(1))2. (11)
where Ω21 = 2Ω
2
0 + Ω
2 + 4(Ω2 − Ω20)2.
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For the third equation of (3), at the order ε1 the terms with eiθ give the
relation
B(3) =
Ω20(r + iΩ)B
(1)
r2 + Ω2
. (12)
Collecting all the terms depending on eiθ in (4) at the order ε3, we obtain
the following equation
−2iΩ∂B
(1)
∂t
=iΩη0B
(1) + (iΩη1 − 2λ1)(B(1)C(1) +B(1∗)D(1))
+ (iΩ− 1)η2|B(1)|2B(1) − λ3Ω
2
0(r + iΩ)
r2 + Ω2
B(1)
− ic1Ω(aα|k|αB(1)).
(13)
Rewriting this equation taking into account the connection between the
Riesz fractional derivative and its Fourier transform [17]
|k|α ←→ − ∂
α
∂|x|α , |k|
2 ←→ − ∂
2
∂|x|2 (14)
we obtain
∂B(1)
∂t
= γB(1) + Pr
∂αB(1)
∂|x|α −Q|B
(1)|2B(1), (15)
where the coefficients γ, Pr and Q are given by
γ = γr + iγi, Pr = c1aα/2 and Q = Qr + iQi.
The coefficients γr and γi are the real and imaginary parts of the dissi-
pation coefficient. For the nonlinearity coefficient the same terminology is
used. The coefficients Qr, Qi, γr and γi are given by
γr =
λ3Ω
2
0
2(r2 + Ω2)
− η0
2
, γi = − rλ3Ω
2
0
2Ω(r2 + Ω2)
,
Qr =
η2
2
− η1λ1
Ω20
+
3η1λ1
2Ω21
, Qi =
1
Ω
(
η2
2
− Ω
2η21 − 2λ21
2Ω21
− 2λ
2
1
Ω20
)
.
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Equation (15) which is a new general theoretical framework derived in our
neural network is the complex fractional Ginzburg-Landau equation. This
confirm the fact that the brain may actively work effectively using the spatial
dimension for information processing but not only in time domain [20, 21, 22].
In Ref. [15], the fractional Ginzburg-Landau equation is derived from the
variational Euler Lagrange equation for fractal media. In the present work,
we confirm once more the fact that using the Fourier transforms and the
infrared limit, the long-range interactions lead under special conditions to the
fractional dynamics [14, 16, 17]. The fractional Ginzburg-Landau equation
has been proposed by Weitzner and Zaslavsky [18] to describe the dynamical
processes in a medium with fractal dispersion. Its generalization has been
used by Milovanov and Rasmussen [19] as an unconventional approach to
critical phenomena in complex media.
In this work, the motion of modulated waves in diffuse neural networks
are proven to be described by the CFGL equation. The infrared limit of an
infinite chain of neural oscillators with the long-range diffusive interactions
can be described by equations with the fractional Riesz coordinate derivative
of order α < 2. To the best of our knowledge, this is the first research work
that attempts to describe the dynamical behavior of neural networks with an
equation of fractional order. This result suggests that neurons can participate
in a collective processing of long-scale information, a relevant part of which
is shared over all neurons.
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4. The Semi-implicit Riesz fractional finite-difference and the lin-
early Riesz fractional finite-difference schemes
In the previous section, we have demonstrated that the HR neural net-
work can be elegantly described by the CFGL equation. In general, ana-
lytical and closed solutions of fractional equations cannot be obtained. In
that case, numerical techniques are used to identify the solution behavior
of such fractional equations. In this section, we provide the semi-implicit
Riesz fractional finite-difference scheme and the linearly implicit Riesz frac-
tional finite-difference scheme to find numerically localized wave solutions for
the CFGL equation (11). We also show numerically the equivalent between
the continuous CFGL model and the discrete HR model for relatively large
network.
To begin our numerical analysis, it is convenient to recall the CFGL
equation (15) as
∂B1
∂t
= Pr
∂αB1
∂|x|α + (γr + iγi)B
1 − (Qr + iQi)|B1|2B1,
B1(x, 0) = g(x), x ∈ [0, b0],
B1(0, t) = φ1(t), B
1(b0, t) = φ2(t), t ∈ (0, T ],
(16)
The functions g, φ1 and φ2 are sufficiently smooth functions. Note that B
1 ≡
B(1), the function g is the initial solution, T > 0 is the final time and
∂α
∂|x|α
is space Riesz fractional derivative of order α given for 0 < α < 2, α 6= 1 by
∂α
∂|x|α = −cα
(
−∞Dαx +x D
α
+∞
)
, (17)
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where the coefficient
cα =
1
2 cos(αpi/2)
,
−∞DαxB
1 =
(
d
dx
)m
[∞Im−αx B
1(x, t)] ,
xD
α
+∞B
1 = (−1)m
(
d
dx
)m [
xI
m−α
+∞ B
1(x, t)
]
,
(18)
with m ∈ N such that m− 1 < α ≤ m. The terms −∞Dαx and xDα+∞ are re-
spectively the left and the right side Riemann-Liouville fractional derivatives.
The left and right side Weyl fractional integrals used in (18) are defined by
∞Im−αx B
1(x, t) =
1
Γ(α)
∫ x
−∞ (x− ζ)α−1B1(ζ, t)dζ,
xI
m−α
+∞ B
1(x, t) =
1
Γ(α)
∫ +∞
x
(x− ζ)α−1B1(ζ, t)dζ.
(19)
By setting B1 = U + iV , where U and V are respectively the real and
imaginary parts of B1, (16) is equivalent to the following coupled system

∂U
∂t
= Pr
∂αU
∂|x|α + γrU − γiV − (QrU −QiV ) (U
2 + V 2) ,
∂V
∂t
= Pr
∂αV
∂|x|α + γiU + γrV − (QiU +QrV ) (U
2 + V 2) ,
(U(x, 0), V (x, 0) = g(x), x ∈ [0, b0],
U(0, t) = Re(φ1(t)), U(b0, t) = Re(φ2(t)),
V (0, t) = Im(φ1(t)) V (b0, t) = Im(φ2(t)), t ∈ (0, T ],
(20)
where Re and Im are respectively the real part and the imaginary part. Let
us use the following identification B1 ≡ (U, V )T . By setting
A =
 Pr
∂α
∂|x|α+γr −γi
γi Pr
∂α
∂|x|α+γr
 , (21)
F1(B
1) =
(
−(QrU−QiV )(U2+V 2)
−(QiU+QrV )(U2+V 2)
)
, (22)
13
the coupled system (20) becomes
∂B1
∂t
= AB1 + F1(B1),
B1(x, 0) = g(x), x ∈ [0, b0],
B1(0, t) = φ1(t), B
1(b0, t) = φ2(t).
(23)
For space discretization, we use the weighted Riesz fractional finite-difference
approximation as presented in [8, 30]. We divide the interval (0, b0) into
M sub-interval with the step h = b0/M . In order to perform the space
discretization with our homogeneous boundary conditions, the function B1
should be extended to the whole R (see [8]) as
B1∗(x, t) ≡ (U∗, V ∗)T =
 B1(x, t), x ∈ [0, b0],(0, 0)T , x ∈ (−∞, 0) ∪ (b0,+∞). (24)
Using (24), each component of the function B1 can be discretized by the
centered finite difference as follows for 0 < α < 2, α 6= 1
∂αB1∗
∂|x|α =
 − 1hα +∞∑−∞wαkU∗(x−kh,t)+O(h2)
−
1
hα
+∞∑
−∞
wαk V
∗(x−kh,t)+O(h2)
 . (25)
Since B1∗(x, t) = (0, 0)
T for x ∈ (−∞, 0) ∪ (b0,+∞), we therefore have
∂αB1
∂|x|α =
 −
1
hα
(x−0)/h∑
−(b0−x)/h
wαkU(x−kh,t)+O(h2)
−
1
hα
(x−0)/h∑
−(b0−x)/h
wαk V (x−kh,t)+O(h2)
 . (26)
where
wαk =
(−1)kΓ(α + 1)
Γ(α/2− k + 1)Γ(α/2 + k + 1) . (27)
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Denote by Uhi (t) and V
h
i (t) the approximated values of U(xi, t) and V (xi, t)
respectively, the central finite difference approximation is therefore given by
∂αB1(xi, t)
∂|x|α ≈
 − 1hα i∑k=−M+iwαkUhi−k(t)
−
1
hα
i∑
k=−M+i
wαk V
h
i−k(t)
 , i = 1, ..,M − 1. (28)
Note that Uh0 (t) = Re(φ1(t)), U
h
M(t) = Re(φ2(t)), V
h
0 (t) = Im(φ1(t)) and
V hM(t) = Im(φ2(t)). By setting Uh = (U
h
i )1≤i≤M−1, Vh = (V
h
i )1≤i≤M−1 and
B1h = (Uh, Vh)
T , the semi discrete version of (23) after space discretization is
given by 
dB1h
dt
= AhB1h + F (B1h),
B1h(0) = (g(xi))1≤i≤M−1 .
(29)
where
Ah =
( −P+γrI −γiI
γiI −P+γrI
)
, (30)
P = (pi j)1≤i,j≤M−1, pi j =
Pr
hα
wαi−j, F (B
1
h) = F1(B
1
h) +Bc(t), (31)
Bc(t) being the contribution of the Dirichlet boundary condition, which
should be expressed as a function of φ1(t) and φ2(t). Note that I is the
(M − 1) × (M − 1) identity matrix. Please also note that the matrix Ah is
more than 50 % full.
Let N being the time subdivision, we use the constant time step τ = T/N .
In order to fully discretize (23), let B1h,n being our approximated solution of
B1(nτ) = (B1(xi, nτ))1≤i≤M−1. From (29), the θ− Euler Riesz fractional
finite-difference scheme to approximate (23) is given by
B1h,n+1 −B1h,n
τ
= θ
(AhB1h,n + F (B1h,n))+ (1− θ) (AhB1h,n+1 + F (B1h,n+1))(32)
0 ≤ θ ≤ 1.
15
For θ = 1, the scheme is an explicit Riesz fractional finite-difference scheme,
while for θ = 0, the scheme is a fully implicit Riesz fractional finite-difference
scheme. The high order accuracy in time is obtained for θ = 1
2
, which corre-
sponds to the Crank-Nicholson Riesz fractional finite-difference approxima-
tion scheme. Note the for θ = 0, the corresponding explicit scheme is only
stable for very small time step τ . For θ 6= 1, the scheme is more stable, but
the fact that the matrix Ah is likely to be more than 50 % full (depending of
the sparseness of P) makes the Newton iterations less efficient. High order
implicit Runga-kutta methods can be used if high order accuracy is needed,
but these methods will be extremely less efficient.
To solve the efficiency drawback of the implicit schemes, we propose in
this work two simple schemes.
For nonstiff nonlinear part F , we consider the semi-implicit Riesz frac-
tional finite-difference scheme where the linear part of (29) is approximated
implicitly and the nonlinear part explicitly. Following [23, 24, 25], the corre-
sponding scheme is given by
B1h,n+1 −B1h,n
τ
= AhB1h,n+1 + F (B1h,n). (33)
For stiff nonlinear part F , scheme (33) will require small time steps to be
stable, following [29] we consider the following the linearly implicit Riesz
fractional finite-difference scheme given by
B1h,n+1 = B
1
h,n + τ (I− τJn)−1
(AhB1h,n + F (B1h,n) , (34)
Jn = Ah + ∂B1F (B1h,n).
(35)
Obviously the semi-implicit scheme given at (33) and the linearly implicit
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Riesz fractional finite-difference scheme are very efficient than the implicit
schemes given in (32) for θ 6= 1, as only one linear system is solved per time
iteration.
Following again [29], we can also obtain the s−stages Rosenbrock Riesz
fractional finite-difference schemes if high order accuracy is needed. Such
schemes will be efficient as only s linear systems are required by time itera-
tion.
4.1. Numerical results
4.1.1. Numerical simulations of the CFGL equation and localized wave solu-
tions
Numerical simulations of (15) are performed using the the linearly im-
plicit Riesz fractional finite-difference scheme given by (34) as the nonlinear
function F is stiff. We choose the solution of B1(x, 0) in the form of a non-
linear solution of the standard complex Gingburg Landau equation [26, 27]
B1(x, 0) =
B0e
θ
1 + e(θ+θ∗)(1+iµ)
, φ1(t) = φ2(t) = 0, t ∈ (0.T ]. (36)
where the real part and the imaginary part of B1(x, 0) are given respectively
by
 B
1
r (x, 0) = U(x, 0) = B0
[
e−θ+cos(2µθ)eθ
2(cosh(2θ)+cos(2µθ))
]
,
B1i (x, 0) = V (x, 0) = −B0
[
sin(2µθ)eθ
2(cosh(2θ)+cos(2µθ))
]
,
(37)
where θ = kx, µ = −β +√2 + β2 and β = −3Qr
2Qi
.
The parameter values are: Ω20 = 0.032, k = 1.5, I = 3 λ1 = 2, λ3 = 0.992,
η0 = 1, η1 = 6, η2 = 3, r = 0.008, c0 = 0.001, c1 = 0.001 and B0 = 0.5.
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Figure 2 displays the spatiotemporal evolution on the amplitude for α =
1.8 at time t = 0.001. We observe in this figure that the solution is well
localized nonlinear excitation in space and time, it has the shape of a short
pulse and propagates without any change of its profile. It is clear from there
that as time evolves, the form of the pulse does not change; it is structurally
stable.
Figure 3 displays spatial profiles of the amplitude of the solution for three
distinct values of parameter α, namely α = 1.7, α = 1.8 and α = 1.92 for
the time instant t = 0.001. We observe in the graphs of Figure 3 that the
solution is well localized in space with the shape of a short pulse and it am-
plitude decreases with the increasing of α. Then, The fractional order mostly
contributes to the behavior of the tails of the short pulse numerical solutions.
Remarkably, the pulse profiles in Figure 3 are in qualitative agreement with
the typical results reported in electrodynamics theory in both myelinated
and myelin-free nerve fiber contexts [28].
4.1.2. Reconstruction of the discrete solutions from continuous CFGL solu-
tion
In order to check the validity of our fractional approach and to get an idea
of what kind of dynamical waves one might obtain in the neural network, we
carried out numerical simulation of (1) and compare the results with the one
of the fractional model (16). The simulation of (1) is performed through the
fourth-order Runge-Kutta scheme.
Remember that
B1(x, t) = B(1)r (x, t) + iB
(1)
i (x, t) = U(x, t) + iV (x, t).
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From the first equation of (5), we have
ψ = 2ε(B(1)r cos θ −B(1)i sin θ) + ε2[C(1) + 2(D(1)r cos 2θ −D(1)i sin 2θ)], (38)
where θ = k x− Ωt, D(1)r and D(1)i are the real and imaginary parts of D(1).
From (11) we have
D(1) = (a1 − ia2)[B1]2, a1 = λ1
Ω21
, a2 =
Ωη1
Ω21
, (39)
which leads to
D(1)r (x, t) = a1(B
(1)2
r −B(1)2i ) + 2a2B(1)r B(1)i , (40)
D
(1)
i (x, t) = a2(B
(1)2
i −B(1)2r ) + 2a1B(1)r B(1)i . (41)
Inserting (39) into (38) and using the relation u = εψ, we obtain for the
nerve impulse the following solution
u = 2ε2
{
[B(1)r cos(θ)−B(1)i sin(θ)]−
λ1
Ω20
[B(1)2r +B
(1)2
i ]
}
+ 2ε3
{
[a1(B
(1)2
r −B(1)2i ) + 2a2B(1)r B(1)i ] cos(2θ)
+ [a2(B
(1)2
i −B(1)2r ) + 2a1B(1)r B(1)i ] sin(2θ)
}
.
(42)
Applying a similar procedure, we obtain for the bursting variable the follow-
ing initial solution
Φ = 2ε(B(2)r cos θ −B(2)i sin θ) + ε2[C(2) + 2(D(2)r cos 2θ −D(2)i sin 2θ)], (43)
where B
(2)
r (D
(2)
r ) and B
(2)
i (D
(2)
r ) are the real and imaginary parts of B(2)
(D(2)), respectively. Then we have
v = εΦ
= 2ε2(B(2)r cos θ −B(2)i sin θ) + ε3[C(2) + 2(D(2)r cos 2θ −D(2)i sin 2θ)],
(44)
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where
B(2)r = B
(2)
i = 0, (45)
C(2) = −2d
e
[B(1)2r +B
(1)2
i ], (46)
D(2)r = −
d
e
[B(1)2r −B(1)2i ], (47)
D
(2)
i = −
2d
e
[B(1)r ×B(1)i ]. (48)
We also have
β = 2ε(B(3)r cos θ −B(3)i sin θ) + ε2[C(3) + 2(D(3)r cos 2θ −D(3)i sin 2θ)], (49)
where B
(3)
r (D
(3)
r ) and B
(3)
i (D
(3)
i ) are the real and imaginary parts of B
(3)
(D(3)), respectively. Then we have
w = εβ
= 2ε2(B(3)r cos θ −B(3)i sin θ) + ε3[C(3) + 2(D(3)r cos 2θ −D(3)i sin 2θ)],
(50)
where
B(3)r (x, t) = b1B
(1)
r − b2B(1)i , (51)
B
(3)
i (x, t) = b1B
(1)
i + b2B
(1)
r , (52)
D(3)r (x, t) = c11D
(1)
r − c2D(1)i , (53)
D
(3)
i (x, t) = c11D
(1)
i + c2D
(1)
r , (54)
C(2)(x, t) =
Ω20
r
C(1), (55)
20
with
b1 =
Ω20r
r2 + Ω2
, b2 =
Ω20Ω
r2 + Ω2
,
c11 =
Ω20r
r2 + 4Ω2
, and c2 =
2Ω20Ω
r2 + 4Ω2
.
(56)
To have discrete solutions from continuous fractional model (16), we pro-
ceed as follows
• We use the initial solution (37) at the points θ = θn,0 = k xn, where
xn = nh, 1 ≤ n ≤ M − 1, and obtain from the linearly implicit Riesz
fractional finite-difference scheme the approximated solution B1h,m w
(B1(xn, tm))1≤n≤M−1.
• The numerical solution B1h,m is now used in (42),(44) and (50) with
θ = θn,m = kxn − Ωtm to obtain the discrete solution un(tm) :=
u(xn, tm),vn(tm) := v(xn, tm) and wn(tm) := w(xn, tm).
The discrete solutions un(tm),vn(tm) and wn(tm) obtained from the continu-
ous fractional model (16), can be compared with the numerical solution of
(1) from implicit fourth-order Runge-Kutta method. Note that the initial
solution used to solve (1) is obtained from (42),(44) and (50) with the same
initial solution (37) for θ = θn,0 = kxn.
In our graphs, the surface plots of un,vn and wn from the continuous
fractional model (16) will be called fractional discrete solutions, while the
one coming directly from (1) will be called discrete solutions. We should
always remember that to have the fractional model (16) the time t, the
coefficients η0, c1 and λ3 have be perturbed at order ε
2. So, the fractional
discrete solution at time t will be compared with the discrete solution at time
t
ε2
.
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Figure 4, Figure 5 and Figure 6 show the surface plots of un,vn and wn
with different values of ε. The fractional graphs of un are those in (a) and the
discrete graphs of un are those in (b). The fractional graphs of vn are those in
(c) and the discrete graphs of vn in (d). The fractional graphs of wn are those
in (e) and discrete graphs of wn in (f). All fractional numerical solutions are
up to final time T = 0.001, but in Figure 4 the discrete numerical solutions
are up to the final time Tf =
T
ε2
= 0.0111 with ε = 0.2. In Figure 5, the
discrete numerical solutions are up to the final time Tf =
T
ε2
= 0.0111 with
ε = 0.3, while in Figure 6, the numerical discrete solutions are up to final
time Tf =
T
ε2
= 0.0062 with ε = 0.4. From those graphs, we can observe that
as the final time Tf =
T
ε2
decreases, the fractional numerical solutions of un,vn
and wn are extremely close to the discrete numerical solutions, therefore the
fractional continuous model at (16) and discrete model at (1) are equivalent
for relatively small time. The long-range effect therefore mostly contributes
to the behavior of the tails of the solutions, as already mentioned.
5. Conclusion
The goal of this paper was to study the nonlinear dynamics of a diffu-
sively Hindmarsh-Rose neural network with long-range couplings. Perform-
ing a perturbation technique, we have shown that the dynamics of modu-
lated waves in our neural network can be elegantly described by the complex
fractional Ginzburg-Landau equation. In general, exact analytical solutions
of fractional nonlinear equations cannot be obtained. We have proposed ac-
cording to the stiffness of the system, the semi implicit Riesz fractional finite-
difference scheme and the linearly implicit Riesz fractional finite-difference
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scheme to solve efficiently the complex fractional Ginzburg-Landau equation.
It has been revealed that the numerical solutions for the nerve impulse are
well-localized stable short impulses. The results have been confirmed by the
numerical simulations of discrete equations. The work suggests that long-
range diffusive couplings could be perceived as a way to transport informa-
tion via nonlinear waves both in spatial and temporal dimensions for specific
processes of the brain to be controlled. The fractional properties observed
in our neural network may be also advantageous in excitable systems for
crucial intuitions into spatio-temporal dynamics, synchronization and chaos.
The work gives also the opportunity to familiarize with improved fractional
analytical and numerical methods which can be used to study other systems
with long-range couplings.
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Figure 1: The dispersion relation of the nerve impulse according to three different values
of α, namely α = 1.6, α = 1.7 and α = 1.8. Ω20 = 0.032 and c0 = 0.001. It appears that
the long-rang parameter α affects the dispersion area.
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(a)
Figure 2: (Color online) Profile of the numerical solution |B1(x, t)|2 according to time and
space for α = 1.8 at up to the final time T = 0.001.
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Figure 3: Spatial profile of the numerical solution |B1(x, t)|2 at time t = 0.001 with initial
nonlinear localized solution with α = 1.7, α = 1.8, and α = 1.92.
30
(a) (b)
(c) (d)
(e) (f)
Figure 4: Fractional un (a) and discrete un(b), fractional vn (c) and discrete vn (d),
and fractional wn (e) and discrete wn (f). The fractional solutions are up to final time
T = 0.001 while the discrete solutions are up to the final time Tf =
T
ε2 = 0.025 with
ε = 0.2
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(a) (b)
(c) (d)
(e) (f)
Figure 5: Fractional un (a) and discrete un (b), fractional vn (c) and discrete vn (d),
and Fractional wn (e) and discrete wn (f). The fractional solutions are up to final time
T = 0.001 while the disrete solutions are up to the final time Tf =
T
ε2 = 0.0111 with
ε = 0.3.
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(a) (b)
(c) (d)
(e) (f)
Figure 6: Fractional un (a) and discrete un(b), fractional vn (c) and discrete vn (d),
and fractional wn (e) and discrete wn (f). The fractional solutions are up to final time
T = 0.001 while the discrete solutions are up to the final time Tf =
T
ε2 = 0.0062 with
ε = 0.4.
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