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Abstract
A super Lie group is a group whose operations are G∞ mappings in the sense of Rogers.
Thus the underlying supermanifold possesses an atlas whose transition functions are G∞
functions. Moreover the images of our charts are open subsets of a graded infinite-dimensional
Banach space since our space of supernumbers is a Banach Grassmann algebra with a count-
ably infinite set of generators.
In this context, we prove that if h is a closed, split sub-super Lie algebra of the super Lie
algebra of a super Lie group G, then h is the super Lie algebra of a sub-super Lie group of
G. Additionally, we show that if g is a Banach super Lie algebra satisfying certain natural
conditions, then there is a super Lie group G such that the even part of g is the even part of
the super Lie algebra of G. In general, the module structure on g is required to obtain G, but
the “structure constants” involving the odd part of g can not be recovered without further
restrictions. We also show that if H is a closed sub-super Lie group of a super Lie group G,
then G → G/H is a principal fiber bundle.
Finally, we show that if g is a graded Lie algebra over C, then there is a super Lie group
whose super Lie algebra is the Grassmann shell of g. We also briefly relate our theory to
techniques used in the physics literature.
We emphasize that some of these theorems are known when the space of supernumbers is
finitely generated in which case one can use finite-dimensional techniques. The issues dealt
with here are that our supermanifolds are modeled on graded Banach spaces and that all
mappings must be morphisms in the G∞ category.
Keywords: super Lie group, supermanifold, Banach Lie group, Grassmann algebra, Banach
manifold
M.S. classification: 58B25, 17B65, 81R10, 57P99
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1 Introduction
Although mathematicians and physicists have been developing the theory of super Lie groups for
over a quarter of a century, there remains a gap in one of the formulations of this theory. From
almost the beginning, there have been at least two distinct approaches to the foundations of the
superanalysis underlying the theory. Chronologically, the first of these is based on techniques
reminiscent of ideas from algebraic geometry. We think of this approach as the sheaf theoretic
development of supermathematics even when the theory of sheaves may not explicitly appear
in some specific treatments of the subject. Certainly, Berezin, Leites, and Kostant [3], [14] were
forerunners of this method and for that matter of the entire theory.
A second approach to the formulation of superanalysis and supermanifolds was initiated sep-
arately and differently by Rogers [17] and DeWitt [7]. Their work is more closely related to tra-
ditional ideas in manifold theory. Much work has been done describing both the sheaf theoretic
and manifold theoretic descriptions of supermanifolds and how they are related, but we men-
tion only a few whose work has directly impacted our work here, namely Rogers [17], [18], [19],
Batchelor [2], and Bruzzo [5].
The gap which we perceive to exist has to do with the treatment of super Lie groups due to
Rogers [19]. She, in fact, has laid out the basic theory of supermanifolds based on a space Λ
of supernumbers which is in fact a Banach algebra generated by either a finite or a countably
infinite number of Grassmann generators. Her supermanifolds are locally modeled on Banach
spaces Kp|q = (Λ0)p × (Λ1)q where either Λ = ΛN has N generators or Λ = Λ∞ has an infinite
number of such generators. In her paper on super Lie groups [19] she derives basic theorems
about super Lie groups, but the deeper results are obtained only when Λ = ΛN . In this case it
turns out that, with considerable effort, one can reduce the deeper theorems to corresponding
theorems for ordinary finite dimensional Lie groups. It is asserted that it would be interesting
to develop these ideas in case Λ = Λ∞ and that there are explicit areas of quantum field theory
where such results would be useful. This same conclusion is asserted in the book by Freund [9].
It is our purpose to fill this gap in the Rogers approach to super Lie groups. Infinitely
generated Grassmann algebras are both more and less complicated than in the finitely generated
case. Since there is no generator of maximal order, there are no ambiguities in the top dimension.
In the finitely generated case, the highest order derivatives of a function are not unique; this
ambiguity sporadically surfaces and can be a source of difficulty which continually requires
consideration. On the other hand, in the infinitely generated case, we are not able to appeal
to corresponding theory of finite dimensional Lie groups. We are able to utilize the theory of
Banach Lie groups at various points of our development, but even when we are able to do so,
we often must develop the machinery needed to assure that we remain in the “supersmooth
category”.
Our notation throughout the paper is an amalgam of that of Rogers [17] and Buchbinder and
Kuzenko [6]. We strive for completeness, thus Section 1 provides the basic definitions and results
from Rogers [17], [19] essential to our development. Section 2 provides the connections needed
between smooth Banach manifolds and supersmooth super manifolds. Section 3 examines what
is required in order that a subset of a supermanifold be a sub-supermanifold.
Section 4 contains our main results. This includes a determination of when a sub-super
Lie algebra h of the super Lie algebra L(G) of a super Lie group G is in fact the super Lie
algebra of a sub-super Lie group of G. We also find conditions under which the even part of
an abstract Banach super Lie algebra is the even part of the super Lie algebra of some super
2
Lie group G. Given a super Lie algebra g we show that there exists a super Lie group whose
G∞ structure is determined by the even part of g, but the odd part participates only through
its module structure. Without other conditions, which we do not obtain here, the super Lie
structure on g is not recovered from the super Lie group G. In fact different super Lie structures
on the odd part do not change the super group G, although different module structures on g
will result in different super group structures on G. Along the way we also show that if H is a
closed sub-super Lie group of a super Lie group G, then G → G/H is a principal fiber bundle.
We emphasize that all of this work requires an infinite number of Grassmann generators of our
space of supernumbers.
Finally, in the last section of the paper, we show how to apply our results to those types of
super Lie groups prevalent in the physics literature. In that context super Lie groups often arise
by beginning with a super Lie algebra which is used to construct a super Lie group using the
exponential mapping and the Campbell-Hausdorff formula. This is an effective procedure but
does not address the issue of finding a super smooth atlas for the group. In particular, one also
has no way of determining the topology of the super Lie group. Our theory settles these issues
when the underlying module structures utilize infinitely generated supernumbers as scalars; we
emphasize that the finitely generated case was dealt with by Rogers [19]. In this last section we
show how our results relate to procedures utilized in the physics literature especially for super
Lie groups and super Lie algebras of matrices with supernumbers as entries. Additionally, we
show that for every graded Lie algebra g over C, there exists a super Lie group G whose super
Lie algebra is the Grassmann shell ĝLie of the Lie algebra g.
The authors are grateful to T. Ratiu who provided us with information and references re-
garding the theory of Banach Lie groups. He is, of course, in no way responsible for any
misunderstanding or misuse of these ideas in this paper.
2 Preliminary Definitions and Results
We first briefly describe our conventions regarding supernumbers. Let K denote either the field
R of real numbers or the field C of complex numbers. For each positive integer p let Ip denote
the set of all mult-indices I = (i1, i2, · · · , ip) of positive integers such that 1 ≤ i1 < i2 < · · · < ip.
Let {ζ1, ζ2, ζ3, · · · } denote a countably infinite set of distinct Grassmann generators of the
Grassmann algebra of formal power series
z =
∞∑
p=0
∑
I∈Ip
zIζ
I (1)
where ζI is defined to be the formal product ζ i1ζ i2 · · · ζ ip for each multi-index I. Our supernum-
bers are by definition the set Λ of all such formal series z for which the norm of z defined by
||z|| =
∞∑
p=0
∑
I∈Ip
|zI |. (2)
is finite. Although Ip is infinite, it is countable and the series
∑
I∈Ip
|zI | is therefore absolutely
convergent. See [17] for full details. Let 0Λ denote the set of all even supernumbers, i.e., z is in
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0Λ if and only if
z =
∞∑
p=0
∑
I∈I2p
zIζ
I (3)
Such supernumbers are called commuting supernumbers where the p = 0 term is understood to
be an element of K. Similarly, odd supernumbers are by definition those z ∈ 1Λ for which
z =
∞∑
p=0
∑
I∈I2p+1
zIζ
I . (4)
Odd supernumbers are anticommuting supernumbers. The supernumbers in 0Λ ∪ 1Λ are called
pure. Pure supernumbers have parity ǫ = ±1 where ǫ(0Λ) = 0 and ǫ(1Λ) = 1. The soul of a
supernumber is defined to be
zS =
∞∑
p=1
∑
I∈Ip
zIζ
I . (5)
The body of a supernumber is denoted zB ∈ K and is defined for each z ∈ Λ by z = zB + zS .
Our space Λ of supernumbers is denoted B∞ in [17] where K = R. We have not included a notion
of super conjugation as we do not assume that K has a conjugation. When K = C we could
give Λ a conjugation as is done in [6]. In other treatments supernumbers are often formed from
a finite set of L-Grassmann generators, for example in [17] this is denoted BL. We consistently
work in the infinite case throughout this work.
Proposition 2.1. The set Λ of supernumbers is a Grassmann algebra and is a Banach space
relative to its norm. Moreover, for z, w ∈ Λ, ||zw|| ≤ ||z||||w|| and consequently Λ is a Banach
algebra over K.
The proof can be found in [17].
Definition 2.2. Let Kp|q denote the set of all (p + q)-tuples z = (x1, . . . , xp, θ1, . . . , θq) where
xm ∈ 0Λ for m = 1, 2, . . . , p and θα ∈ 1Λ for α = 1, 2, . . . , q. In a more compact notation we
also write z = (zM ) for M = 1, 2, . . . , p+ q. The norm on Kp|q is induced from the norm on Λ,
|| z || =
p∑
m=1
||xm||+
q∑
α=1
||θα|| =
p+q∑
M=1
||zM ||. (6)
We define the dimension of Kp|q to be (p|q).
Since Λ is complete it is straightforward to prove that Kp|q is complete and consequently Kp|q
is a Banach space.
Definition 2.3. A Z2-graded vector space U over a field K is a vector space over K with
subspaces U0 and U1 such that U = U0 ⊕ U1. Vectors in U0 are termed even and have parity
ǫ(U0) = 0 whereas vectors in U1 are termed odd and have parity ǫ(U1) = 1. Suppose dim(U0) = p
and dim(U1) = q then we say U has graded dimension (p, q).
Algebraists often refer to such spaces as called superspaces, however we will reserve that term
for spaces built over Λ. Graded will always refer to Z2-grading in this paper.
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Definition 2.4. A Z2-graded algebra V = V0⊕V1 is a graded vector space with a multiplication
such that 1 ∈ V0 and VrVs ⊂ Vr+s mod 2.
Definition 2.5. A graded-commutative algebra W is a Z2-graded algebra such that for all v ∈Wr
and w ∈Ws we have vw = (−1)
rswv for r, s = 0, 1.
Definition 2.6. A graded Lie algebra is a graded vector space U = U0 ⊕ U1 over K with a
bilinear bracket [ , ] : U × U → U which is graded [Ur, Us] ⊂ Ur+s for r, s = 0, 1, and for all
a, b, c ∈ U0 ∪ U1 with parities ǫa, ǫb, ǫc satifies the graded Jacobi indentity
(−1)ǫaǫc [a, [b, c]] + (−1)ǫbǫa[b, [c, a]] + (−1)ǫcǫb [c, [a, b]] = 0
and the graded skewsymmetry condition,
[a, b] = −(−1)ǫaǫb [b, a].
Algebraists often refer to such graded Lie algebras as superalgebras, however we will reserve
that term for algebras built over Λ. An associative graded algebra can be given the structure of
a graded Lie algebra by defining the bracket to be
[a, b] = ab− (−1)ǫaǫbba.
This is the supercommutator which functions both as a commutator and an anticommutator
depending on the inputs. A graded commutative algebra has a trivial supercommutator and
will be called a graded-Abelian Lie algebra. Many things are known as graded Lie algebras over
C, see [11] for the classification of all finite dimensional graded Lie algebras and a rehashing of
much of classical Lie theory in the graded case.
Definition 2.7. A graded left Λ-module is a graded vector space U = U0 ⊕ U1 which is a left
module which respects the parity structures of U and Λ; that is 0ΛUr ⊂ Ur and
1ΛUr ⊂ Ur+1
for r ∈ {0, 1} = Z2. Likewise a graded right Λ-module is a graded vector space U = U0 ⊕ U1
which is a right module which respects the parity structures of U and Λ; that is Ur
0Λ ⊂ Ur and
Ur
1Λ ⊂ Ur+1 for r ∈ {0, 1} = Z2. A Λ bimodule is a left-right Λ-module U that satifies an
intertwining relations (αv)β) = α(vβ) for all α, β ∈ Λ, v ∈ U , and γw = (−1)ǫγǫwwγ for all
w ∈ U0 ∪ U1 and γ ∈
0Λ ∪ 1Λ.
If K = C and we add conjugation to a Λ-bimodule we would have the structure of a supervector
space similar to that defined by DeWitt. We will focus on left module actions, but this is not a
necessary restriction, many constructions allow a right multiplication of Λ and a conjugation if
we have K = C. We will avoid the issue of conjugation in this paper.
Definition 2.8. A graded Lie left Λ-module is a graded Lie algebra W over K which is a left
Λ-module such that
[αX, Y ] = α[X,Y ]
for all α ∈ Λ and X,Y ∈W .
Definition 2.9. A graded Lie right Λ-module is a graded Lie algebra W over K which is a right
Λ-module such that
[X,Y α] = [X,Y ]α
for all α ∈ Λ and X,Y ∈W .
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Proposition 2.10. Given a left Λ-module V we can construct a right Λ-module according to
the rule
Xα ≡ (−1)ǫ(X)ǫ(α)αX. (7)
for all X ∈ V0 ∪ V1 and α ∈
0Λ∪ 1Λ. Likewise, a graded Lie left Λ-module W is given a natural
graded right Lie Λ-module under the same rule.
It is trivial to verify that V has a right Λ-module structure as defined in the proposition.Consider
the following to see that W is a right Lie Λ-module,
[X,Y α] = (−1)ǫ(X)ǫ(Y α)+1[Y α,X]
= (−1)ǫ(X)(ǫ(Y )+ǫ(α))+1[(−1)ǫ(Y )ǫ(α)αY,X]
= (−1)ǫ(X)ǫ(Y )+ǫ(α)(ǫ(X)+ǫ(Y ))+1α[Y,X]
= (−1)ǫ(X)ǫ(Y )+ǫ(α)(ǫ(X)+ǫ(Y ))+1(−1)ǫ(α)ǫ([Y,X])[Y,X]α
= (−1)ǫ(X)ǫ(Y )+ǫ(α)(ǫ(X)+ǫ(Y ))+1(−1)ǫ(α)(ǫ(Y )+ǫ(X))(−1)ǫ(X)ǫ(Y )+1[X,Y ]α
= [X,Y ]α
(8)
we have employed the useful relations ǫ(Y α) = ǫ(Y ) + ǫ(α) and ǫ([Y,X]) = ǫ(Y ) + ǫ(X) for all
pure X,Y ∈ W and pure α ∈ Λ to make the needed cancellations. This calculation shows that
we can always induce a right Lie-Λ-module structure on W given that W is a left Lie-Λ-module.
Notice that if V is a left Λ module then it is also a right Λ module, this is almost a supervector
space. When K = C and there is a conjugation on V which is an anti-involution respecting the
Λ module structure then we say that V is a supervector space.
Definition 2.11. A super Lie algebra is a left Lie Λ-module.
As we have discussed this automatically induces a right Lie Λ-module structure. Other authors
include a conjugation in the definition of a super Lie algebra but we allow the base field K to be
R or C only in the later case is it natural to introduce a super conjugation on Λ.
Definition 2.12. Let V be a graded left Λ module and let m = 1, 2, . . . p, α = 1, 2, . . . q and
Em ∈ V0, E˜α ∈ V1 then we call {Em, E˜α} a pure basis of graded dimension (p, q) if there exist
vm, v˜α ∈ Λ for each v ∈ V such that
v =
p∑
m=1
vmEm +
q∑
α=1
v˜αE˜α =
p+q∑
M=1
vMEM
where we also denote {Em, E˜α} = {EM} with EM = Em for M = m = 1, 2, . . . p and EM = E˜α
for M = p+ α = p+ 1, p + 2, . . . p+ q. For convenience denote ǫ(EM ) by ǫM .
One should notice that Kp|q is not a left Λ-module, multiplication by 1Λ distorts the structure
of Kp|q. It will be important to distinguish the difference between graded dimension (p, q) and
supermanifold dimension (p|q). It is fairly obvious that we can obtain left Λ modules from
graded vector spaces by simply tensoring with Λ, however not all left Λ-modules have such
structure (see Example 4.2a in [17]). Hence the class of left Λ modules is larger than that of
graded vector spaces.
Definition 2.13. Given a Lie left Λ-module V of graded dimension (p, q) with pure basis {EM},
M = 1, 2, . . . , p+q there exist structure constants fKMN ∈ Λ such that [EM , EN ] =
∑p+q
K=1 f
K
MNEK
for all M,N = 1, 2, . . . , p+ q. If V possesses a pure basis for which s(fKMN ) = 0 for all M,N,K
then we say that V is a conventional Lie left Λ-module, otherwise we say V is unconventional.
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In fact, conventional Lie left Λ-modules correspond to graded Lie algebras. Our treatment of
super Lie groups will include unconventional Lie left Λ-modules which to our knowledge are not
fully classified at this time.
Definition 2.14. Let U be open in Kp|q and let f : U → Λ. Then
(1.) f is said to be G0 on U if f is continuous on U.
(2.) f is said to be G1 on U if there exist p+q functions GMf : U → Λ, M = 1, 2, . . . , p+ q and
a function η : Kp|q → Λ such that, if (a, b), (a + h, b+ k) ∈ U
f(a+ h, b+ k) = f(a, b) +
p∑
m=1
hm(Gmf)(a, b) +
q∑
α=1
kα(Gp+αf)(a, b) + ||(h, k)||η(h, k)
where ||η(h, k)|| → 0 as ||η(h, k)|| → 0.
(3.) for a positive integer s, f is said to be Gs on U if f is G1 on U and it is possible to choose
GMf : U → Λ, M = 1, 2, . . . , p+ q which are G
s−1 on U.
(4.) f is said to be G∞ on U if f is Gs for every postive integer s.
(5.) for a postive integer s, let g : U → Λs where Λs is the Cartesian product of s-copies of Λ,
and let PM : Λ
s → Λ be the projection onto the M-th factor (PM (c
1, c2, . . . , cp+q) = cM ). Then
g is said to be Gs or G∞ if each component function gM = PM ◦ g, 1 ≤ M ≤ p + q is likewise
Gs or G∞.
We comment that there are ambiguities that arise in choosing the functions GMf in the case that
the underlying Grassmann algebra has only finitely many generators. That ambiguity has been
dealt with in various ways by different authors. To deal with this difficulty, Rogers introduced
the ”z-mapping” in [17] and later the GH∞ functions [20]; additionally Rothstein [21] suggested
another solution and Bruzzo [5] introduced the notion of a G-function. All of these are similar
in spirit to Roger’s original definition which is of course inspired by classical analysis. We avoid
the controversy by focusing on the case of infinitely many Grassmann generators, in this case
the ambiguity is not present. As a consequence we are forced to use infinite dimensional Banach
manifolds in our treatment, as opposed to Roger’s who was able to capitalize on the fact that
super Lie groups over BL ( for L <∞ ) are also finite dimensional analytic Lie groups.
Proposition 2.15. If U is open in Kp|q and f ∈ G∞(U), then f ∈ C∞(U,Λ) the space of all
C∞ maps of U into Λ. In particular, regarding the s-th total derivative of f as a multi-linear
transformation from (Kp|q)s to Λ,
dscf(H1, . . . ,Hs) = [d
sf(c)][H1, . . . ,Hs] =
∑p+q
M1,...,Ms=1
HM11 · · ·H
Ms
s (GMs · · ·GM1f)(c)
for all c ∈ U and [H1, . . . ,Hs] ∈ (K
p|q)s
This is Proposition 2.8 of [17]. The ds is an iterated Frechet derivative and is explained in [15]
for the infinite dimensional case.
Proposition 2.16. Let U be open in Kp|q, f, g ∈ G∞(U), a ∈ 0Λ ∪ 1Λ, and λ ∈ K. Then
(1.) f + g ∈ G∞(U) and GM (f + g) = GMf +GMg for 1 ≤M ≤ p+ q
(2.) λf ∈ G∞(U) and GM (λf) = λGMf for 1 ≤M ≤ p+ q
(3.) If E and Q represent projection maps of Λ onto 0Λ and 1Λ, respectively, then E ◦ f and
Q ◦ f are in G∞(U). Moreover G∞(U) is a graded vector space with
G∞(U)0 = {f ∈ G
∞(U) | E ◦ f = f} G∞(U)1 = {f ∈ G
∞(U) | Q ◦ f = f}
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We define ǫ(G∞(U)r) = r for r = 0, 1 as usual.
(4.) f ∈ G∞(U)0 ∪G
∞(U)1 then af ∈ G
∞(U) with GM (af) = (−1)
ǫ(a)ǫMaGMf
(5.) f, g ∈ G∞(U)0 ∪G
∞(U)1 then fg ∈ G
∞(U) with GM (fg) = (GMf)g + (−1)
ǫ(f)ǫM fGMg.
(6.) V open in Kr|s and h ∈ G∞(V,Kp|q) then f ◦ h ∈ G∞[h−1(U) ∩ V ] with
GM (f ◦ h)(a) =
∑p+q
N=1
(GMH
K)(a)(GKf)[h(a)]
for HM = PM ◦H for 1 ≤M ≤ p+ q and for all a ∈ h
−1(U) ∩ V , K = 1, 2, . . . , r + s.
(7.) If the interval I is open in R and h˜ ∈ C∞(I,Kp|q) then f ◦ h˜ ∈ C∞[h˜−1(U) ∩ I,Kp|q] and
∂
∂t
(f ◦ h˜) =
∑p+q
M=1
∂h˜M (t)
∂t
(GMf)[h˜(t)]
for t ∈ I.
This is Proposition 2.12 of [17]. Parts (4.) and (5.) of the proposition above are easily extended
by linearity to objects which are not pure.
Definition 2.17. Let M be a Hausdorff topological space.
(1.) An (p|q) open chart on M over Λ is a pair (U,ψ) with U open in M and ψ a homeomor-
phism of U onto an open subset of Kp|q.
(2.) An (p|q) Gs structure on M over Λ is a collection {(Uα, ψα) | α ∈ I} of open charts on
M such that (i) M = ∪α∈IUα, (ii) for Uα ∩ Uβ 6= ∅ the mapping ψβ ◦ ψ
−1
α is a G
∞ mapping
of ψα(Uα ∩ Uβ) onto ψβ(Uα ∩ Uβ), and (iii) the collection {(Uα, ψα) | α ∈ I} is a maximal
collection of open charts for which (i) and (ii) hold. A collection for which (i) and (ii) hold but
is not necessarily maximal is called a (p|q) Gs subatlas on M over Λ.
(3.) An (p|q) dimensional Gs supermanifold over Kp|q, is a Hausdorff topological space M with
an (p|q) Gs structure on M over Λ.
(4.) Each Uα is called a coordinate neighborhood, and each ψα is a coordinate map. For each
α ∈ I, p+ q local coordinate functions are defined by,
um = Pm ◦ ψα v
β = Pp+β ◦ ψα u
M = PM ◦ ψα
where m = 1, 2, . . . , p, β = 1, 2, . . . , q, and M = 1, 2, . . . , p+ q. We use lower case Latin indices
for the commuting coordinates, Greek indices for the anticommuting coordinates, and upper case
Latin indices for both.
(5.) Setting r =∞ defines the structure of a G∞ supermanifold.
There are other popular definitions used in the literature for supermanifold. For example, graded
manifolds of Kostant [14], or the DeWitt [7] or H∞-manifold, and the definition due to Berezin
and Leites [3]. All of these are included under the category of G∞-manifold as is discussed in
[17]. The G∞ supermanifolds allow a richer class of topologies than the other definitions.
Definition 2.18. Let M be G∞ supermanifold and {(Uα, ψα) | α ∈ I} a subatlas of M. If U
is open in M we define G∞ functions on U by
G∞(U) = {f | f : U → Λ, with f ◦ ψ−1α ∈ G
∞[ψα(U ∩ Uα)], ∀α ∈ J }.
Then G∞(p), the germ of G∞ functions at a point p ∈M, is likewise defined by
G∞(p) = {f | ∃ an open neighborhood N of p such that f ∈ G∞(N)}
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We say two functions in G∞(p) are equivalent iff they agree on some open set about p. Conse-
quently it would be more rigorous to say that G∞(p) is the set of equivalence classes of functions
defined near p.
Proposition 2.19. Given U open in M, then
(1.) G∞(U) is a graded commutative algebra over K with,
G∞(U)0 = {f ∈ G
∞(U) | f(U) ⊂ 0Λ}
G∞(U)1 = {f ∈ G
∞(U) | f(U) ⊂ 1Λ}
(9)
(2.) G∞(U) is a graded left Λ module with parity defined as in (1.).
In general we define the parity of functions according to the parity of their range.
Definition 2.20. Let V and W be graded Λ-bimodules then we denote L(V,W ) to be the set of
all ordinary K-linear transformations from V to W . A mapping L ∈ L(V,W ) is a left linear
mapping if
L(vα) = L(v)α
for all v ∈ V and α ∈ Λ. The space of all such left linear maps is denoted by L+(V,W ). A
mapping L ∈ L(V,W ) is a right linear mapping if
L(αv) = αL(v)
for all v ∈ V and α ∈ Λ. The space of all such right linear maps is denoted by L−(V,W ). In
each of the above cases a linear map is deemed even if it preserves the parity of pure vectors and
it is odd if it reverses the parity of pure vectors,
ǫ(L(v)) = ǫ(L) + ǫ(v)
for all L ∈ L(V,W ). When V =W we use the usual notation L(V, V ) = End(V ) with End+(V )
and End−(V ) for left and right endomorphisms, respectively.
Definition 2.21. Let End+[G∞(U)] denote the set of all left vector space endomorphisms of
G∞(U), i.e. L ∈ End+[G∞(U)] iff it is an endomorphism over K in the traditional sense and
L(fa) = L(f)a
for all a ∈ Λ and all f ∈ G∞(U).
We note that the super partial derivatives GM are in End
+[G∞(U)]. Other authors prefer to
use right endomorphisms, for example [10]. Our notation is a synthesis of [6] and [17].
Proposition 2.22. Let U be open in M then
(1.) End+[G∞(U)] is a graded commutative algebra over K with,
End+[G∞(U)]0 = {L ∈ End
+[G∞(U)] | ǫ(Lf) = ǫ(f), f ∈ G∞(U)0 ∪G
∞(U)1}
End+[G∞(U)]1 = {L ∈ End
+[G∞(U)] | ǫ(Lf) = ǫ(f) + 1, f ∈ G∞(U)0 ∪G
∞(U)1}.
If L ∈ End+[G∞(U)]0 ∪ End
+[G∞(U)]1 and f ∈ G
∞(U)0 ∪G
∞(U)1 then
ǫ(Lf) = ǫ(L) + ǫ(f)
(2.) End+[G∞(U)] is a graded left Λ module with parity defined as in (1.).
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A similar proposition is true regarding End−[G∞(U)].
Definition 2.23. Let U be open inM. A G∞ vector field on U is an element X of End+[G∞(U)]
such that
(1.) X(fg) = (Xf)g + (−1)ǫ(f)ǫ(X)fXg for all f, g ∈ G∞(U)0 ∪G
∞(U)1
(2.) X(af) = (−1)ǫ(a)ǫ(X)aXf for all f ∈ G∞(U)0 ∪G
∞(U)1 and a ∈
0Λ ∪ 1Λ
The set of all G∞ vector fields is denoted D1(U).
We have affixed the qualifier G∞ to distinguish these vector fields from the ordinary C∞ vector
fields which stem from the Banach space structure ofM. Also although our definition is given for
pure elements it should be clear how to extend linearly to impure functions and supernumbers.
Proposition 2.24. Let U be open in M then D1(U) is a graded Lie left Λ module with bracket
[X,Y ] = XY − (−1)ǫ(X)ǫ(Y )Y X
Since G∞ vector fields are in End+[G∞(U)] we already know how to grade them. This is
Proposition 5.5 of [17].
Definition 2.25. Let (U,ψ) be a chart on a G∞ supermanifoldM where ψ = (u1, . . . , up, v1, . . . , vq).
For m = 1, 2, . . . , p, define
∂
∂um
: G∞(U)→ G∞(U), where
∂f
∂um
≡ [Gm(f ◦ ψ
−1)] ◦ ψ
for all f ∈ G∞(U). Also, for α = 1, 2, . . . , q define
∂
∂vα
: G∞(U)→ G∞(U), where
∂f
∂vα
≡ [Gp+α(f ◦ ψ
−1)] ◦ ψ
for all f ∈ G∞(U). These are the coordinate derivatives.
Proposition 2.26. Let (U,ψ) be a chart on a G∞ supermanifold M of supermanifold di-
mension (p|q). The coordinate derivatives are pure G∞ vector fields on U. In particular,
for m = 1, 2, . . . , p ∂/∂um ∈ D1(U)0, and for α = 1, 2, . . . , q ∂/∂v
α ∈ D1(U)1. In short,
∂/∂uM ∈ D1(U)ǫM for M = 1, 2, . . . , p + q.
Proposition 2.27. Let (U,ψ) be a chart on a G∞ supermanifoldM where ψ = (u1, . . . , up, v1, . . . , vq),
(1.) D1(U) is a graded left G∞(U) module.
(2.) D1(U) is a free left G∞(U) module with basis {∂/∂uM} for M = 1, 2, . . . p+ q.
The definition of a graded left G∞(U) module is analogus to that of the graded left Λ module
with supernumbers being replaced with G∞ functions.
3 Supermanifolds Viewed as Banach Manifolds
Let M be a supermanifold. Then one has a maximal G∞-atlas AM on M such that for φ,ψ ∈
AM, φ ◦ ψ
−1 : ψ(U ∩ V ) → φ(U ∩ V ) is a G∞ mapping from an open subset ψ(U ∩ V ) of Kp|q
of Kp|q to another open subset φ(U ∩ V ) . By Proposition 2.8 of [17] φ ◦ψ−1 is also a C∞ map.
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Proposition 3.1. If M is a supermanifold with G∞-atlas AM, then M is also a Banach
manifold relative to the unique maximal C∞-atlas, containing AM. We denote this Banach
manifold by (BM,ABM) where, as sets BM = M and where ABM is the maximal C
∞-atlas
containing AM.
We will use BM when we wish to emphasize the Banach manifold structure of M. In prac-
tice we will work with the subatlas AM of the maximal atlas of the Banach manfold BM since
it has the additional G∞ structure.
Recall that one definition of what it means to say v is tangent to a Banach manifold is the
which follows (see [15])
Definition 3.2. Let M be a Banach manifold modeled on a Banach space B. We say that v is
tangent to M at x ∈M and write v ∈ TxM iff v is a mapping from the set of all C
∞ charts of
M at x into B such that if (U,ψ) and (V, φ) are C∞ charts of M at x then
v(ψ) = dφ(x)(ψ ◦ φ
−1)(v(φ)).
Remark 3.3. A tangent vector v is uniquely determined by the latter transfomation law and its
values on an atlas of M . So to define a tangent vector v to M at x it suffices to define v at all
those charts of some atlas of M which contain x in their domain.
We find the following slight modification of Roger’s definition in [17] to be useful in our
context.
Definition 3.4. Let M be a supermanifold and x ∈ M. We say that v is a tangent to M at x
and write v ∈ TxM iff v is a mapping from G
∞(x) to Λ such that for some open set U ⊆ M
such that x ∈ U and for some G∞ vector field X ∈ D1(U),
v(f) = X(f)(x)
for all f ∈ G∞(U). We say that v is even and write v ∈ T 0xM iff v(G
∞(x)ǫ) ⊆
ǫΛ for ǫ = 0, 1.
Likewise, v is odd and write v ∈ T 1xM iff v(G
∞(x)ǫ) ⊂
ǫ+1Λ for ǫ = 0, 1.
Note that TxM is a graded vector space with TxM = T
0
xM⊕ T
1
xM. Moreover TxM is a
left Λ-module which is called the tangent module at x ∈ M.
Definition 3.5. LetM and N be supermanifolds and g :M→N a class G1 function we define
dxg : TxM→ Tg(x)N by,
dxg(Xx)(f) ≡ Xx(f ◦ g) (10)
for all f ∈ G∞
g(x) and Xx ∈ TxM.
Proposition 3.6. Let M and N be supermanifolds and g :M→N then dxg : TxM→ Tg(x)N
is a parity preserving (even) right linear transformation, that is dxg ∈ L
−(TxM, Tg(x)N ).
This follows from the fact that the parity of a composite function is determined as follows,
f ◦ g ∈ ǫG∞(U) ⇐⇒ f ∈ ǫG∞. (11)
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Thus, the parity of g does not determine the parity of f ◦ g :M→ Λ. This means that dxg is
always parity preserving; for y = g(x)
dxg(T
ǫ
xM) ⊆ T
ǫ
yN . (12)
If (U,ψ) is a chart at x of AM with ψ = (x
1, . . . , xp, θ1, . . . , θq) and U ⊂ g−1(V ) for some chart
(V, φ) ∈ AN with φ = (y
1, . . . , yr, β1, . . . , βs) then the matrix of dxg is,
[dxg]φ,ψ =
(
(dx(y
j ◦ g)( ∂
∂xi
) (dx(y
j ◦ g)( ∂
∂θα
)
(dx(β
γ ◦ g)( ∂
∂xi
) (dx(β
γ ◦ g)( ∂
∂θα
)
)
where we note that the local coordinate representative of the Frechet derivative is a Grassmann
valued matrix. Also notice that the matrix has the usual block decomposition(
A B
C D
)
where A,D have entries from 0Λ and B,C have entries from 1Λ.
Remark 3.7. If M is a supermanifold and g : M → Λ is a class G1 mapping the Tg(x)Λ is
identified with Λ for each x ∈ M and dxg is regarded as the mapping from TxM to Λ defined by
(dxg)(Xx) = Xx(g).
Notice that in this case dxg is not always even, ǫ(g) = ǫ(dxg) for all x ∈ M.
Obviously our definition of a tangent vector v ∈ TxM depends on the vector field X used in the
definition. We examine this dependence in more detail. Assume that U, V are open in M, that
x ∈ U ∩ V , that X is a vector field on U , that Y is a vector field on V , and that
v(f) = X(f)(x), v(g) = Y (g)(x)
for all f ∈ G∞(U), g ∈ G∞(V ). Then
X(f)(x) = Y (f)(x)
for all f ∈ G∞(U ∩ V ). Moreover if (O, ψ) is a chart of M at x then, on O ∩ U ∩ V ,
X =
p+q∑
A=1
XAψ
∂
∂zA
, Y =
p+q∑
A=1
Y Aψ
∂
∂zA
where ψ = (z1, z2, . . . , zp+q) and where XAψ , Y
A
ψ are G
∞ maps from O∩U ∩V into Λ. Moreover
p+q∑
A=1
XAψ (x)
∂f
∂zA
(x) = X(f)(x) = Y (f)(x) =
p+q∑
A=1
Y Aψ (x)
∂f
∂zA
(x)
for all f ∈ G∞(O ∩ U ∩ V ). If we choose f = zB , 1 ≤ B ≤ p+ q, we see that
XBψ (x) = Y
B
ψ (x)
12
for all B.
Notice that if M is a supermanifold then TM = ∪p∈MTpM may be given a supermanifold
structure just as in the case for ordinary manifolds. This follows using the G∞ transformation
laws relating two sets of components of tangent vectors to M.
Observe that there exists a well-defined mapping βx : TxM→ TxBM defined by
βx(v)(ψ) = (X
1
ψ(x),X
2
ψ(x), · · · ,X
p+q
ψ (x))
for v ∈ TxM and ψ a chart of BM. Notice that we have defined βx(v) only on charts of BM
at x but if we show that the appropriate transformation law holds then βx(v) has a unique
extension to all charts of BM at x ( see Remark 3.3) and thus uniquely defines an element of
TxBM. With this in mind let (U,ψ), (V, φ) be charts of BM at x, and observe that
βx(v)(ψ) = (X
1
ψ(x),X
2
ψ(x), · · · ,X
p+q
ψ (x))
= dφ(x)(ψ ◦ φ
−1)(X1φ(x),X
2
φ(x), · · · ,X
p+q
φ (x))
= dφ(x)(ψ ◦ φ
−1)βx(v)(φ).
Proposition 3.8. If M is a supermanifold and x ∈ M then βx is a
0Λ-linear vector space
isomorphism from T 0xM onto TxBM.
Proof. It is clear that βx is a
0Λ-linear vector space homomorphism. We show that βx is in-
jective. Assume that v ∈ T 0xM such that βx(v) = 0. Then there is an open set U ⊆ M and
a vector field X on U such that x ∈ U , v(f) = X(f)(x) for f ∈ G∞(U) and 0 = βx(v)(ψ) =
(X1ψ(x),X
2
ψ(x), · · · ,X
p+q
ψ (x)) for all charts ψ of M at x. Thus X = 0 and v(f) = 0 for all
f ∈ G∞(U). It follows that v is zero on the germ G∞(x) and βx is injective.
We now show that βx is surjective. Let Xx ∈ TxBM and recall that Xx is a mapping from
the set of all charts of BM into B = Kp|q. We want to find v ∈ TxM such that βx(v) = Xx.
First we need to find a vector field defined on an open subset of M about x which agrees with
Xx on charts of M. Choose any chart (U,ψ) of M at x. Then Xx(ψ) ∈ B = K
p|q and we can
define a constant vector field Y on U by
Y =
p+q∑
A=1
XAx (ψ)
∂
∂zA
where ψ = (z1, z2, . . . , zp+q). Thus the functions Y Aψ : U → Λ are the constant functions
Y Aψ (u) ≡ X
A
x (ψ) for all u ∈ U . Notice that Y ∈ D
1(U)0. Define v : G
∞(x)→ Λ by
v(f) = Y (f)(x) =
p+q∑
A=1
XAx (ψ)
∂f
∂zA
(x).
Then for any chart (V, φ) of M at x
βx(v)(φ) = (Y
1
φ (x), Y
2
φ (x), · · · , Y
p+q
φ (x))
= dψ(x)(φ ◦ ψ
−1)(Y 1ψ (x), Y
2
ψ (x), · · · , Y
p+q
ψ (x))
= dψ(x)(φ ◦ ψ
−1)(X1x(ψ),X
2
x(ψ), · · · ,X
p+q
x (ψ))
= dψ(x)(φ ◦ ψ
−1)(Xx(ψ))
= Xx(φ).
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Thus βx(v)(φ) = Xx(φ) for all charts of M, but since the charts of M form a subatlas of the
manifold structure of BM, βx(v) can be uniquely extended to agree with Xx at every chart of
BM. Thus βx is surjective. The proposition follows.
The mapping βx induces a mapping of vector fields as follows. Recall that a vector field on
a Banach manifold M is uniquely determined by defining a function Y from charts (U,ψ) of M
into C∞-maps from U into the Banach space B on which M is modeled. Of course if (U,ψ) and
(V, φ) are charts of M such that U ∩ V 6= ∅ the usual transformation holds,
Y (ψ)(x) = dφ(x)(ψ ◦ φ
−1)(Y (φ)(x))
for all x ∈ U ∩ V .
Note that if O ⊆M is open and X ∈ D1(O), then for each x ∈ O we may define Xx ∈ TxM
by
Xx(f) = X(f)(x)
for all f ∈ G∞(W ) where W is open and x ∈W ⊆ O. Thus if (U,ψ) is a chart of M at x,
βx(Xx)(ψ) = (X
1
ψ(x),X
2
ψ(x), · · · ,X
p+q
ψ (x))
and the mapping β(X)(ψ) given by x 7→ βx(Xx)(ψ) is a G
∞ function from V into B = Kp|q.
Since G∞ maps are necessarily C∞ maps we see that β(X) is a vector field on BM since as a
maps of charts of M it transforms correctly and thus can be extended to all charts of BM.
Thus we can write v =
∑p+q
A=1X
A
ψ (x)∂/∂z
A where (X1x(x),X
2
x(x), . . . ,X
p+q
x (x)) ∈ Kp|q. If
φ is another chart G∞ related to ψ and φ = (w1, w2, . . . , wp+q) then we can also write v =∑p+q
B=1X
B
φ (x)∂/∂w
A. Moreover as in the classical case,
(X1ψ(x),X
2
ψ(x), . . . ,X
p+q
ψ (x)) = dφ(x)(ψ ◦ φ
−1)(X1φ(x),X
2
φ(x), . . . ,X
p+q
φ (x)).
Because the Banach space B = Kp|q is a Λ0 module, vector fields on BM have a 0Λ-module
structure.
Corollary 3.9. If O ⊆M is an open subset of a supermanifold M then β is a 0Λ-linear vector
space injection of the 0Λ-module of all vector fields D1(O) on O into the 0Λ-module of C∞-vector
fields of the Banach manifold O ⊂ BM.
The mapping β is not surjective since for X ∈ D1(O) and for each chart (U,ψ) of M,
β(X)(ψ) : U → Kp|q is a G∞-mapping and not every C∞-vector field on O ⊂ BM has this
property.
Recall that if U ⊆ Kp|q = B is open and f˜ : U → Λ is a class Ck mapping, then its p-fold
Frechet derivative is a mapping from U into symmetric multilinear maps from Bk = B×B×· · ·×B
into Λ. Thus for x ∈ U
dpxf˜ : B × B × · · · × B → Λ
is symmetric. It is obtained by iterating the Frechet derivatives, for example,
d2xf˜(v,w) = dx(y → (dy f˜)(w))(v).
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Definition 3.10. Let M and N be supermanifolds and f : M→ N a class Cp-mapping from
BM into BN . Define a mapping dpxf by
dpxf : TxBM× TxBM× · · · × TxBM→ Tf(x)N
where
dpxf(v1, v2, . . . , vp) = (dφ(f(x))φ
−1)
(
dp
ψ(p)(φ ◦ f ◦ ψ
−1)(dxψ(v1), dxψ(v1), . . . , dxψ(vp))
)
and where (U,ψ) is any chart M and (V, φ) is any chart of N such that f−1(V ) ⊆ U. Since
T 0xM⊆ TxBM for each x, notice that there is an induced mapping
dpxf : T
0
xM× T
0
xM× · · · × T
0
xM→ Tf(x)N .
Theorem 3.11. Let M and N be supermanifolds of dimension (p|q) and (r|s) respectively and
let f : BM → BN be a C∞ function. The function f : M → N is a class Gl function iff for
every chart (U,ψ) of M and (V, φ) of N such that f−1(V ) ⊂ U there exist functions bψJA1...Ak
with 1 ≤ A1 . . . Ak ≤ p+ q, 1 ≤ J ≤ r + s and 1 < k ≤ l, such that
(1) each function bψJA1...Ak is in G
0(U), and
(2) for x ∈ U and X1,X2, . . . ,Xk ∈ T
0
xM,
dkx(φ
J ◦ f)(X1, . . . ,Xk) =
∑p+q
A1=1
· · ·
∑p+q
Ak=1
XA11 · · ·X
Ak
k b
ψJ
A1...Ak
(x).
Proof. If f is of class Gk for k ≤ l then for charts ψ, φ of M,N respectively φ ◦ f ◦ ψ−1 is of
class Gk. By Proposition 2.8 of [17], where the partials are of class G0,
dkψ(x)(φ
J ◦ f ◦ ψ−1)(v1, . . . , vk) =
p+q∑
A1..Ak=1
vA1 · · · vAk
∂k(φJ ◦ f ◦ ψ−1)
∂uAk · · · ∂uA1
(ψ(x))
for 1 ≤ J ≤ r + s and v1, v2, . . . , vk ∈ K
p|q. We identify vi with dxψ(Xi) for arbitrary given
X1,X2, . . . ,Xk ∈ T
0
xM so that
dkx(φ
J ◦ f)(X1, . . . ,Xk) =
p+q∑
A1..Ak=1
XA1 · · ·XAk
∂k(φJ ◦ f)
∂zAk · · · ∂zA1
(x)
where zA ≡ PA ◦ψ (recall that PA is the projection of Kp|q onto its A-th factor). Thus we note
that,
bψJA1...Ak(x) =
∂k(φJ ◦ f)
∂zAk · · · ∂zA1
(x) for x ∈ U.
and (1) and (2) hold.
Conversely, assume the existence of the functions bψ
J
A1...Ak
: U → Λ with k ≤ l that satisfy
conditions (1) and (2) above. We show f is of class Gk for all k ≤ l.
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Begin with the case k = 1. Let ψ, φ of M,N respectively and choose U open in M small
enough so that φ◦f ◦ψ−1 is defined on the open set ψ(U). By hypothesis we have for X ∈ T 0xM
and x ∈ U ,
dx(φ
J ◦ f)(X) =
p+q∑
A=1
XAbψJA (x) (13)
where bψJA (x) ∈ G
0(U). Thus there are supernumbers bψJA (x) that encode the Frechet derivative
of (φJ ◦ f) at x. Moreover, if we identify H with dxψ(X) we find from eq.(13),
dψ(x)(φ
J ◦ f ◦ ψ−1)(H) =
p+q∑
A=1
HAbψJA (ψ(x)). (14)
This identity implies that φJ ◦ f ◦ ψ−1 is of class G1 on ψ(U) for each J and that bψJA (x) =
GA(φ
J ◦ f ◦ ψ−1)(ψ(x)) in the notation of [17]. Hence φ ◦ f ◦ ψ−1 is of class G1 on ψ(U) and
therefore, f is of class G1 on U . The case k = 1 is proved.
Next we prove the case k = 2. Consider the mapping F from ψ(U) to Λ defined by F :
y 7→ dy(φ
J ◦ f ◦ ψ−1)(V2) where V2 ∈ K
p|q is given by V2 = dxψ(X2) for an arbitrary, but fixed,
X2 ∈ T
0
xM. Then by construction, V2 is an arbitrary element of the Banach space B = K
p|q
which does not change as y changes. Consider the Frechet derivative of F at u = ψ(x). We
Have for X1 ∈ T
0
xM and V1 = dxψ(X1) and,
duF (V1) = du(d(φ
J ◦ f ◦ ψ−1)(V2))(V1)
= d2u(φ
J ◦ f ◦ ψ−1)(V1, V2)
= d2
ψ(x)(φ
J ◦ f ◦ ψ−1)(dxψ(X1), dxψ(X2))
= d2x(φ
J ◦ f)(X1,X2)
=
∑p+q
A1=1
∑p+q
A2=1
XA11 X
A2
2 b
ψJ
A1A2
(x)
=
∑p+q
A1=1
∑p+q
A2=1
V A11 V
A2
2 b
ψJ
A1A2
(x).
(15)
Since we have already shown that f is of class G1 on U we have that dy(φ
J ◦ f ◦ ψ−1)(V2) =∑p+q
A2=1
V A22
(
∂(φJ◦f◦ψ−1)
∂uA2
)
(y). From the definition of F we note
F (y) =
p+q∑
A2=1
V A22
(
∂(φJ ◦ f ◦ ψ−1)
∂uA2
)
(y). (16)
Thus for fixed V2, we have
duF (V1) =
p+q∑
A2=1
(−1)ǫA2 ǫ(V1)V A22 du
(
∂(φJ ◦ f ◦ ψ−1)
∂uA2
)
(V1). (17)
And so, comparing eq.(15) and eq.(17) we find,
p+q∑
A2=1
(−1)ǫA2 ǫ(V1)V A22 du
(
∂(φJ ◦ f ◦ ψ−1)
∂uA2
)
(V1) =
p+q∑
A1=1
p+q∑
A2=1
V A11 V
A2
2 b
ψJ
A1A2
(x). (18)
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Thus,
p+q∑
A2=1
(−1)ǫA2 ǫ(V1)V A22 du
(
∂(φJ ◦ f ◦ ψ−1)
∂uA2
)
(V1) =
p+q∑
A2=1
V A22
p+q∑
A1=1
(−1)ǫA1ǫA2V A11 b
ψJ
A1A2
(x). (19)
This holds for all V2 so,
du
(
∂(φJ ◦ f ◦ ψ−1)
∂uA2
)
(V1) =
p+q∑
A1=1
(−1)ǫA1 ǫA2+ǫA2ǫ(V1)V A11 b
ψJ
A1A2
(x). (20)
It follows that
(
∂(φJ◦f◦ψ−1)
∂uA2
)
is of class G1 on ψ(U) ⊆ Kp|q, and for u ∈ ψ(U). Since ∂(φ
J◦f◦ψ−1)
∂uA2
is of class G1 for each A, φJ ◦ f ◦ ψ−1 is of class G2 on ψ(U) for each J . Thus f is of class G2
on U . An inductive argument using similar computations will show that f is of class Gk for all
k ≤ l
Remark 3.12. Given a C∞-mapping f :M→ N as in the theorem above we have conditions
under which f is of class G∞. One begins with maps
dkxf : TxBM× · · · × TxBM→ Tf(x)N . (21)
Then since T 0xM× · · · × T
0
xM ⊆ TxBM × · · · × TxBM one has a mapping on even vectors
X1,X2, . . . Xk ∈ T
0
xM. Moreover, one obtains the formula for even vectors
dkxf(X1,X2, . . . ,Xk) =
p+q∑
A1..Ak=1
(XA11 X
A2
2 · · ·X
Ak
k )
(
∂kf
∂zAk · · · ∂zA2∂zA1
)
(x). (22)
It now follows that this mapping can be extended to a mapping from TxM× TxM× · · · × TxM
to Tf(x)N where the components of pure tangent vectors X1,X2, . . . ,Xk may be in K
p|q or
possibly in (1Λ)p × (0Λ)q. If the vectors X1,X2, . . . ,Xk are not of definite parity then the
components (XA11 ,X
A2
2 , . . . ,X
Ak
k ) will reside in Λ
k in general. As an example, consider the
case k=1. Observe that
dxf(X) = Xx(f) =
p+q∑
A=1
XA
∂f
∂zA
(x) (23)
makes sense for even and odd vectors Xx ∈ TxM. It is interesting that the operation of dxf on
T 0xM defines its operation on the other half of TxM namely T
1
xM.
In other words, a supermanifold M is modeled on Kp|q but the G∞-tangent module ”doubles
the dimension”. Even vectors are summed over ALL of the even and odd coordinate vector fields
(expanded against even and odd components in order that the vector field be even); so to have
the derivative of some map defined for even vector fields actually means the map is defined on
the coordinate vector field basis of the tangent module. This is why we can extend the derivative
to act on both even and odd vector fields. Even vector fields have the (p|q) data hidden in them,
the tangent module at a point is the direct sum of the Banach space Kp|q on whichM is modeled
and the Banach space (1Λ)p × (0Λ)q.
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Definition 3.13. LetM be a supermanifold and v a Banach supervector space. Provide v0 with
the supermanifold structure obtained by defining the obvious single global chart obtained from a
basis of v. Let f denote a smooth function from M into v0 and let {fB} denote its components
relative to a pure basis of v. We define the higher derivatives of fB at w ∈ M inductively
as follows. Define dwf
B : TwM → Λ by dwf
B(X) = X(fB) for X ∈ TwM. Define d
k+1
w f
B :
TwM×TwM×· · ·TwM→ Λ by d
k+1
w f
B(X1,X2, · · · ,Xk+1) = dw[d
kfB(X2,X3, · · · ,Xk+1)](X1)
for X1,X2, · · · ,Xk+1 ∈ TwM. Here d
kfB(X2,X3, · · · ,Xk+1) denotes the function from M into
Λ defined by x→ dkxf
B(X2,X3, · · · ,Xk+1).
We now consider an important special case of these ideas which we find useful in the last
section of the paper. Let g and v denote Banach super vector spaces. Consider g0 as a
supermanifold with a single global chart ψ : g0 → Kp|q whose components are defined by
ψ(x) = (u1(x), u2(x), · · · , up+q(x)), x ∈ g0. For each x ∈ g0, Txg
0 may be identified with g by
identifying the basis {uB} of Txg
0 with a given fixed basis {eB} of g. Similarly, choose a single
coordinate chart on v0. Moreover if f is a function from g0 to v0, then denote its components
relative to the chart on v0 by the functions fB : g0 → Λ. Recall that if f is of class C∞, then it
is also of class G∞ iff each component function fB is of class G∞. Notice that the components
f1, f2, · · · fp are all even while fp+1, fp+2, · · · , fp+q are all odd. Also notice that the derivatives
dkwf
B of each component function are maps from gk = g × · · · × g to Λ at each w ∈ g0 due to
the identification of g with Twg
0.
Definition 3.14. Let g be a supervector space with basis {eB} and let β : g
k → Λ. We say that
β is multi-linear over g0 iff for some, pure basis {eB} of g,
β(v1, v2, · · · , vk) = v
A1
1 v2
A2 · · · vAkk β(eAk , · · · , eA2 , eA1)
for v1, v2, · · · , vk ∈ g
0.
Notice that one must require that β be defined on all of gk rather than (g0)k, since it must
be possible to evaluate β at arbitrary elements of a basis of g. This is also the case for higher
derivatives such as dkfB as defined above. This shows up explicitly in the proof of the following
proposition.
Proposition 3.15. Let g and v denote Banach super vector spaces and f : g0 → v0 a C∞
function. Then f is of class G∞ iff for each x ∈ g0 and each positive integer k, dkxf
B : gk → Λ
is multi-linear over g0 for each component fB of f.
Proof. Assume first that f : g0 → v0 is of class G∞ and that fB is a component of f. Choose a
pure basis {eB} of g and define u
B on g0 by uB(
∑
aKeK) = a
B . Regard the (uB) as coordinates
on g0. We first show for x ∈ g0 and v1, v2, · · · vk ∈ g
0, that
dkxf
B(v1, v2, · · · , vk) = v
A1
1 v
A2
2 · · · v
Ak
k
∂kf
∂uAk · · · ∂uA2∂uA1
(x).
The proof proceeds by induction. First observe that dxf
B(v) = v(fB) = vA ∂f
B
∂uA
so the result is
true for k = 1 Now assume the result for arbitrary k and we show that
dk+1x f
B(v1, v2, · · · , vk+1) = v
A1
1 v
A2
2 · · · v
Ak+1
k+1
∂k+1f
∂uAk+1 · · · ∂uA2∂uA1
(x).
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By definition
dk+1x f
B(v1, v2, · · · , vk+1) = dx[d
kfB(v2, v3, · · · , vk+1)](v1) =
dx[v
A2
2 v
A3
3 · · · v
Ak+1
k+1
∂kf
∂uAk+1 · · · ∂uA3∂uA2
](v1) = v
A1
1
∂
∂uA1
[vA22 v
A3
3 · · · v
Ak+1
k+1
∂kf
∂uAk+1 · · · ∂uA3∂uA2
].
Now the partial derivative ∂
∂uA1
can be pushed through the term vA22 v
A3
3 · · · v
Ak+1
k+1 but in doing so
it produces a sign change ε = (−1)ε(A1)ε(A2)(−1)ε(A1)ε(A3) · · · (−1)ε(A1)ε(Ak+1). Thus one obtains
dk+1x f
B(v1, v2, · · · , vk+1) = ε[v
A1vA22 v
A3
3 · · · v
Ak+1
k+1
∂kf
∂uA1∂uAk+1 · · · ∂uA3∂uA2
].
Now one must permute the order of the partials but one finds that
∂kf
∂uA1∂uAk+1 · · · ∂uA3∂uA2
= ε[
∂kf
∂uAk+1 · · · ∂uA3∂uA2∂uA1
].
The two signs cancel to give the desired result
dk+1x f
B(v1, v2, · · · , vk+1) = v
A1
1 v
A2
2 · · · v
Ak+1
k+1
∂k+1f
∂uAk+1 · · · ∂uA2∂uA1
(x).
This finishes the first part of the proof.
To complete the proof we must show that for each positive integer k,
dkxf
B(
∂
∂uA1
,
∂
∂uA2
, · · ·
∂
∂uAk
) =
∂kf
∂uA1∂uA2 · · · ∂uAk
(x).
This proof also proceeds by induction. The result is obvious when k = 1, since dxf
B( ∂
∂uA
) = ∂f
B
∂uA
.
Assume, inductively, that for some positive k,
dkxf
B(
∂
∂uA2
,
∂
∂uA3
, · · ·
∂
∂uAk+1
) =
∂kf
∂uA2∂uA3 · · · ∂uAk+1
(x).
By the definition of dk+1x f
B we have
dk+1x f
B(
∂
∂uA1
,
∂
∂uA2
, · · ·
∂
∂uAk+1
) = dx[d
kfB(
∂
∂uA2
,
∂
∂uA3
, · · · ,
∂
∂uAk+1
))(
∂
∂uA1
]
= dx(
∂kf
∂uA2∂uA3 · · · ∂uAk+1
)(
∂
∂uA1
) =
∂k+1f
∂uA1∂uA2 · · · ∂uAk+1
(x)
and the result follows. From these two results, we have that for for all k and for v1, v2, · · · vk ∈ g
0
dkxf
B(v1, v2, · · · , vk) = v
A1
1 v
A2
2 · · · v
Ak
k
∂kf
∂uAk · · · ∂uA2∂uA1
(x)
= (vA11 v
A2
2 · · · v
Ak+1
k )d
k
xf
B(
∂
∂uAk
, · · · ,
∂
∂uA2
,
∂
∂uA1
).
Thus dkxf
B is k-multi-linear and consequently if f is of class G∞, then all the derivatives of the
components of f are multi-linear over g0.
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Conversely, assume that all the derivatives of the components of f are multi-linear over g0.
We show that f is of class G∞. In fact the result is an immediate consequence of Theorem 3.11
since we have that
dkxf
B(v1, v2, · · · , vk) = (v
A1
1 v
A2
2 · · · v
Ak
k )d
k
xf
B(
∂
∂uAk
, · · · ,
∂
∂uA2
,
∂
∂uA1
)
= vA11 v
A2
2 · · · v
Ak
k
∂kf
∂uAk · · · ∂uA2∂uA1
(x)
and the hypothesis of Theorem 3.11 holds with bJA1A2···Ak =
∂kf
∂uAk ···∂uA2∂uA1
. The proposition
follows.
4 Submanifolds of Supermanifolds
Definition 4.1. Let M be a (p|q) supermanifold and S ⊆M. A chart of (U,ψ) of M is called
an (r|s)-submanifold chart of M relative to S iff
ψ(U ∩ S) = ψ(U) ∩ (Kr|s × {(0, 0)})
where (0, 0) ∈ K(p−r|q−s). We say that S is a (r|s) submanifold of M iff for each x ∈ S
there exists a (r|s)-submanifold chart (U,ψ) of M relative to S such that x ∈ U . There is
a subtle point to be made here and that is that the definition depends on a specific splitting
K
p|q = Kr|s × K(p−r|q−s). In general many such splittings are possible. In our definition we
choose one specific splitting and all submanifold charts are required to respect this particular
splitting.
Remark 4.2. If S is a (r|s)-submanifold of M let AS denote the set of all pairs (U ∩ S, ψS)
such that there exists an (r|s)-submanifold chart (ψ,U) of M relative to S such that S ∩U 6= ∅
and ψS : U ∩ S → K
r|s is defined in terms of ψ by requiring that ψS be the restriction of
ψ to U ∩ S composed with the obvious projection of Kr|s × {(0, 0)} to Kr|s which discards the
{(0, 0)} ∈ K(p−r|q−s). It is obvious and well-known that if (U,ψ) and (V, φ) are such charts with
U ∩ V ∩ S 6= ∅ then
φS ◦ ψ
−1
S : ψS(U ∩ V ∩ S)→ ψS(U ∩ V ∩ S)
is a C∞ mapping. Thus S inherits a C∞-manifold structure from BM which we denote BS
when we wish to emphasize that it is a Banach manifold. Moreover φS ◦ ψ
−1
S is essentially the
restriction of φ ◦ψ−1 : ψ(U ∩V )→ φ(U ∩V ) to ψ(U ∩V )∩ (Kr|s×{(0, 0)}) which maps this set
to φ(U ∩V )∩ (Kr|s×{(0, 0)}) and consequently it is easy to see that φS ◦ψ
−1
S is a G
∞- mapping.
Indeed the inclusion mapping
i : Kr|s →֒ Kr|s × {(0, 0)} →֒ Kp|q
is a G∞-mapping as is also its restriction iQ to the open set Q = ψS(U ∩ V ∩ S) ⊆ K
r|s. For
1 ≤ i ≤ r and 1 ≤ α ≤ s
φS
i ◦ ψ−1S = φ
i ◦ ψ−1 ◦ iQ and φS
r+α ◦ ψ−1S = φ
r+α ◦ ψ−1 ◦ iQ.
Consequently the components of φS ◦ ψ
−1
S are G
∞ maps and thus so is φS ◦ ψ
−1
S . This proves
the next proposition.
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Proposition 4.3. If S is a (r|s)-submanifold of a (p|q)-supermanifold M then S is a (r|s)-
supermanifold.
Corollary 4.4. If S is a (r|s)-submanifold of a (p|q)-supermanifold M then the inclusion i :
S →֒ M is a G∞-mapping.
Proof. Let (U,ψ) be a (r|s) submanifold chart ofM relative to S. We must show that ψ◦i◦ψ−1S
is a G∞-mapping. But ψ−1S = ψ
−1 ◦ iQ where Q = ψS(U ∩ S) ⊆ K
r|s and iQ is the inclusion
Q →֒ Q× {(0, 0)} →֒ Kp|q. Thus ψ ◦ i ◦ ψ−1S = ψ ◦ ψ
−1 ◦ iQ = iQ which is a G
∞-mapping.
Definition 4.5. Let M be a supermanifold of dimension (p|q) with S ⊆ M. A chart (U,ψ) ∈
AM is called an initial submanifold chart relative to S centered at x ∈ U iff
ψ(Cx(U ∩ S)) = ψ(U) ∩ (K
r|s × {(0, 0)}) (24)
relative to a specific splitting
K
p|q = Kr|s ×K(p−r|q−s) (25)
and Cx(U ∩ S) denotes the set of all y ∈ U ∩ S such that there is a smooth curve in M from
x to y lying in U ∩ S. We say S is an initial super submanifold of M of dimension (r|s) iff
for each x ∈ S there exists an initial submanifold chart relative to S centered at x whose image
is contained in Kr|s ⊆ Kp|q. See [13] for details regarding initial submanifolds of an ordinary
manifold.
The authors are grateful to Ratiu for the last reference and for clarifying the status of these
concepts for Banach Lie groups. He is, of course, not responsible for any misunderstanding of
these ideas by the authors.
Theorem 4.6. Let M be a supermanifold and S ⊆ M an initial super submanifold of M of
dimension (r|s). Then there exists a unique C∞-manifold structure on S such that the injection
i : BS →֒ BM is an injective immersion. Moreover, S is in fact a supermanifold and i is a
G∞-mapping.
Proof. Given that S is an initial super submanifold ofM it is clear that as a subset of BM, BS
is an initial submanifold of BM.
It is known that an initial submanifold of a Banach manifold, such as BM, possesses a unique
C∞-structure relative to which i : BS →֒ BM is smooth.
Thus given an atlas AM of M and ABM = AM we have that the set of pairs
(Cx(U ∩ S), ψ|Cx(U ∩ S))
such that x ∈ U, (U,ψ) ∈ AM, and U ∩ S is nonempty is an atlas of S. Moreover S is a Banach
manifold relative to this atlas and i : S →֒ BM is smooth. To see that it is a supermanifold we
must show that for two overlapping charts (U,ψ), (V, φ) in AM which are used to define charts
on S we have that
φ¯ ◦ ψ¯−1 : ψ¯(U¯x ∩ V¯x)→ φ¯(U¯x ∩ V¯x) (26)
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is of class G∞ where U¯x = Cx(U ∩ S), V¯x = Cx(V ∩ S) and ψ¯ = ψ|U¯x, φ¯ = φ|V¯x. Let φ
J denote
the J-th component of φ and observe that for u ∈ ψ(U ∩ V )
dku(φ
J ◦ ψ−1)(V1, V2, . . . , Vk) =
p+q∑
A1..Ak=1
V A11 V
A2
2 · · · V
Ak
k
(
∂k(φJ ◦ ψ−1)
∂zAk · · · ∂zA2∂zA1
)
(u). (27)
for V1, V2, . . . , Vk ∈ K
p|q. Eq.(27) holds by the definition of supermanifold which implies that
the transition maps φJ ◦ψ−1 are G∞. If we restrict to u ∈ ψ(U¯x ∩ V¯x) and V1, V2, . . . , Vk ∈ K
r|s
where we identify Kr|s with Kr|s × {(0, 0)} ⊆ Kp|q, then
dku(φ¯
J ◦ ψ¯−1)(V1, V2, . . . , Vk) = d
k
u(φ
J ◦ ψ−1)(V1, V2, . . . , Vk) (28)
Thus,
dku(φ¯
J ◦ ψ¯−1)(V1, V2, . . . , Vk) =
p+q∑
A1..Ak=1
V A11 V
A2
2 · · · V
Ak
k
(
∂k(φJ ◦ ψ−1)
∂zAk · · · ∂zA2∂zA1
)
(u). (29)
Therefore, φ¯J ◦ ψ¯−1 is G∞ on ψ(U¯x ∩ V¯x) by Theorem 3.11. We simply take f = ψ¯
−1 and
N = Kp|q which is of course a trivial supermanifold.
To see that i : S →֒ M is G∞ note that, using the same notation as above, ψ ◦ i ◦ ψ¯−1 is the
inclusion of ψ¯(U¯x) into ψ(U). To be more explicit, it is the inclusion
ψ(U) ∩ (Kr|s × {(0, 0)}) →֒ ψ(U) ⊆ Kp|q
which is clearly class G∞ because the inclusion
K
r|s h→֒ Kp|q
is G∞ since its components hI are.
Corollary 4.7. AssumeM is a supermanifold of dimension (p|q) and that S is a leaf of a folia-
tion of the Banach manifold BM such that, for each x ∈ TxS is a subspace of TxM of dimension
(r, s). Then S is an initial super submanifold of M of dimension (r|s) and consequently S is a
supermanifold whose inclusion of S into M is a G∞ mapping.
Proof. It is known that each leaf of a foliation of a Banach manifold BM is an initial submanifold
of BM and consequently if S is such a leaf then it follows from the theorem that S is an initial
super submanifold of M. The corollary follows.
Proposition 4.8. Assume thatM,N are supermanifolds, that P is a supermanifold of dim(r|s),
that ψ :M→N is a G∞ mapping, and that i : P → N is a class G∞ injective immersion onto
an initial submanifold i(P) of N of dimension (r|s). If ψxo : M → P is the unique mapping
such that i ◦ ψxo = ψ, then it is of class G
∞.
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Proof. First assume that i(P) is an initial submanifold of N of dimension (r|s) and that the
inclusion i : P → N is a class G∞ injective immersion. Notice that BP is an initial submanifold
of the Banach manifold BN and that ψ : BM → BN is a C∞ mapping. It is known [13] that
for Banach manifolds the unique mapping ψo : BM → BP such that i ◦ ψo = ψ is necessarily
continuous and is in fact of class C∞.
To finish the proof, it suffices to show that each point p ∈ P is in the domain U of a chart
(U, y) of P such that y ◦ ψo|ψ−1o (U) is of class G
∞ (observe that ψ−1o (U) is open in M). Let
p ∈ P and let (V, x) be a chart of N at i(p). There exists j1 < j2 < · · · < jt such that
xj1 ◦ i, xj2 ◦ i, . . . , xjt ◦ i are components of a chart on a neighborhood Up of U = i
−1(V ) ⊆ P.
If y = (xj1 ◦ i, xj2 ◦ i, . . . , xjt ◦ i) then for q ∈ ψ−1o (Up), 1 ≤ k ≤ t,
(yk ◦ ψo)(q) = (x
jk ◦ i ◦ ψo)(q) = (x
jk ◦ ψ)(q)
and yk ◦ ψo = x
jk ◦ ψ which is a class G∞ mapping. Since y ◦ ψo is of class G
∞, it follows that
ψo is a class G
∞ mapping.
5 Bundles and Supergroups
Definition 5.1. A supermanifold G which is also an abstract group is called a super Lie group
if the group operations are G∞ with respect to the supermanifold structure on G.
When G is given the Banach manifold structure implicit in its definition the resulting Banach
manifold is denoted by BG.
Definition 5.2. A Banach manifold B which is also an abstract group is called a Banach Lie
group if the group operations are C∞ with respect to the manifold structure on B.
Remark 5.3. Since G∞ functions are always class C∞ functions, it follows that the Banach
manifold BG corresponding to a super Lie group G is necessarily a Banach Lie group.
Left invariant vector fields are defined just as in the classical case,
Definition 5.4. Let G be a super Lie group with left translation map lx(g) = xg. Then a vector
field X on G is said to be left invariant if for g, x ∈ G
X(gx) = dxlg(X(x)).
For each v ∈ TeG the vector field X
v defined by
X(x) = delx(v)
for all x ∈ G is left invariant and for every left invariant vector field X there exists a v ∈ TeG
such that X = Xv. We denote the set of all left invariant vector fields on G by L(G). Moreover
L(G)0 denotes the set of even left invariant vector fields while L(G)1 denotes those which are
odd.
The first assertion of the following Theorem is Theorem 3.4 in [19].
23
Theorem 5.5. Let G be an (p|q)-dimensional super Lie group, then L(G) is an (p|q)-dimensional
graded Lie left Λ module subject to the bracket operation [ , ] : L(G)× L(G)→ L(G) defined by
[X,Y ] = XY − (−1)ǫ(X)ǫ(Y )Y X
for all X,Y ∈ L(G). Moreover, there is a norm || · || on L(G) such that it is a Banach space and
(1) L(G)0 and L(G)1 are closed subspaces of L(G),
(2) L(G) is a Banach super Lie algebra in the sense that there exists M > 0 such that
||[X,Y ]|| ≤M ||X|| ||Y || for all X,Y ∈ L(G),
(3) the Banach Lie algebra of the Banach Lie group BG is L(G)0.
Proof. The first assertion is proved in [19]. To obtain a norm on L(G) we first define a norm on
g = TeG. Choose a chart ψ = (u
1, u2, · · · , up+q) at the identity e of G. For X ∈ TeG, let
Xψ = (X
1
ψ ,X
2
ψ, · · · ,X
p+q
ψ ) ∈ Λ
p+q
where X =
∑
AX
A
ψ eA and the basis {eA} of g = TeG is that defined by eA =
∂
∂uA
. Now define
||X|| = ||(X1ψ ,X
2
ψ , · · · ,X
p+q
ψ )|| =
∑
A ||X
A
ψ || which is the norm of (X
1
ψ ,X
2
ψ, · · · ,X
p+q
ψ ) in Λ
p+q.
Clearly, g is a Banach space with respect to this norm. It is equally clear that g0 = L(G)0 and
g1 = L(G)1 are closed subspaces of g.
We show that the norm satisfies condition (2) of the Theorem. In this part of the proof we
abandon the notation used in the first paragraph choosing to represent elements of g as the value
Xe of some left invariant vector field X ∈ L(G). Using this notation we define a norm on L(G)
by ||X|| = ||Xe|| where ||Xe|| is the norm of Xe as defined in the first paragraph. Let (e˜A)x =
delx(eA), x ∈ G, denote the left invariant vector field defined by an element eA of the basis of
g. For Z ∈ L(G) note that, because delx is even for x ∈ G, Zx = delx(Ze) =
∑
A delx(Z
AeA) =∑
A ZA(e˜A)x, for ZA ∈ Λ. Define structure constants f
C
AB ∈ Λ by [e˜A, e˜B ] =
∑
C f
C
AB e˜C and let
M > 0 be a number such that ||fCAB|| ≤M for all A,B,C.We have for appropriate ǫ(A,B) ∈ Z2,
||[X,Y ]|| = ||
∑
A
∑
B
(−1)ǫ(A,B)XAY B [e˜A, e˜B ]|| ≤
∑
A,B,C
||XA||||Y B ||||fCAB e˜C ||
≤M(p+ q)
∑
A
||XA||
∑
B
||Y B || =M(p+ q)||X||||Y ||
and (2) follows. Part (3) follows from the fact that as Banach spaces L(G)0 is isometric and
isomorphic to g0 = T 0e G.
Remark 5.6. Notice that the norm defined on L(G) above depends on the chart chosen at the
identity e and that, relative to this norm, L(G) is isometric to the Banach space Kp|q⊕ [(1Λ)p×
(0Λ)q]. Another chart produces a different norm on L(G) but also provides an isometry from
L(G) onto Kp|q ⊕ [(1Λ)p × (0Λ)q]. It follows that L(G) relative to the first norm is isometric to
L(G) with the second norm, but the two spaces are not identical. Thus the topology on L(G) is
chart independent and so a subspace of L(G) is closed relative to one norm iff it is relative to
the other. This becomes important in our next theorem. We refer to a norm which is defined by
some chart at the identity as an admissible norm.
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Definition 5.7. Assume that g is a super Lie algebra. We say that it is a Banach super Lie
algebra if there is a norm on g such that
(1) g is a Banach space relative to the norm such that both g0 and g1 are closed subspaces
of g, and
(2) there exists a number M > 0 such that ||[X,Y ]|| ≤M ||X||||Y || for all X,Y ∈ g.
We prepare to determine when a sub-super Lie algebra of L(G) is L(H) for some super Lie
group H. If h is a sub-super Lie algebra of L(G), then we say that it is closed and split in L(G) iff
it is closed with respect to some admissible norm on L(G) and there is a closed complementary
subspace m of h in L(G). More precisely, we require that L(G) = h⊕m as graded normed linear
spaces so that in particular h0 is closed and split in L(G)0.
Remark 5.8. Suppose M,N are supermanifolds and that φ is a G∞ mapping from M into N .
If X is a vector field on M and Y is a vector field on N , then we say X is φ-related to Y if
and only if dxφ(Xx) = Yφ(x) for each x ∈ M. For ordinary manifolds, M,N it is well-known
that if X1,X2 are vector fields on M and Y1, Y2 are vector fields on N such that Xi is φ-related
to Yi for i = 1, 2, then [X1,X2] is φ-related to [Y1, Y2]. This also holds in the present case for
supermanifolds M,N when φ is a G∞ mapping. The proof is identical to the classical proof and
is left to the reader. This fact is needed in the proof of the next theorem.
Theorem 5.9. Let G denote a type (p|q) dimensional super Lie group and g = L(G) its super
Lie algebra of left invariant vector fields. Let h ⊆ g be a (r, s) dimensional sub-super Lie algebra
of g which is closed and split in L(G). Then there is a type (r|s) super Lie group H which is a
subgroup of G such that L(H) = h and the inclusion i : H → G is a G∞ injective immersion.
Proof. Let G be a super Lie group of type (p|q) and g its Banach super Lie algebra of left invari-
ant vector fields. Let h ⊆ g be a sub-super Lie algebra of type (r, s) which is closed and split.
Then h0 ⊆ g0 is a closed and split sub-Lie algebra of the Banach Lie algebra g0. Moreover g0 is
the Lie algebra of the Banach Lie group BG. Since h0 is closed and split in g0 it is known (see
[15]) that there is a Banach Lie subgroup H of BG with Lie algebra h0.
Moreover H can be obtained as the maximal integral submanifold through the identity of
BG of the subbundle E → BG of the tangent bundle TBG → BG defined by Ex = delx(h
0
e) for
each x ∈ BG where he = {Xe|X ∈ h} and ge = {Xe|X ∈ g}. Here h
0
e is identified as a closed split
subspace of g0e which is identified with TeBG. It is known that a leaf of a foliation is an initial
submanifold (see the book by Kolar, Michor, and Slovak [13]). Moreover it is known that the
inclusion i : H →֒ BG is a smooth injective immersion. It follows from Corollary 4.7 that H can
be given a supermanifold structure and if we call H with this structure H, then the Corollary
also assures that the inclusion i : H →֒ G is a G∞ mapping. Note that Ex has dimension (r, s)
for each x ∈ G, and Ee = h
0
e. So TeH = h
0
e and charts take their values in the appropriate
subspace Kr|s of Kp|q. Since the charts of H take their values in Kr|s, H has dimension (r|s).
Let µ : G×G → G denote the group multiplication on G. It follows that µ◦(i×i) : H×H → G
is a G∞ mapping. Since H is an initial submanifold of G and µ(H × H) ⊆ H it follows from
Proposition 4.4 that the mapping µH : H×H → H such that i ◦ µH = µ ◦ (i× i) is a class G
∞
mapping. A similar application of Proposition 4.4 shows that invH(x) = x
−1 is also a class G∞
mapping. Thus H is a super Lie group and i : H → G is a G∞-immersion.
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Finally, since H is a super Lie group, lx : H → H is a G
∞-mapping for each x ∈ H and dylx
maps TyH into TxyH for all x, y ∈ H. In particular dylx also maps T
0
yH into T
0
xyH so that for
each x ∈ H, delx(T
0
eH) = T
0
xH and h
0
e = TeBH = T
0
eH. Thus T
0
eH may be identified with h
0. It
is perhaps, not as obvious that T 1eH can be identified with h
1.
We show that h is isomorphic to L(H) as super Lie algebras in a succession of steps. To do
this first observe that L(G) can be identified with TeG by identifying v ∈ TeG with X
v
G ∈ L(G)
where XvG(x) = delx(v) for all x ∈ G. Notice that since h is a sub-super Lie algebra of L(G), h
is identified with he ≡ {Xe|X ∈ L(G)} ( notice the change in notation, he here and below is a
subset of L(G) not L(H)). Both he and TeG are given a super Lie algebra structure by defining
[v,w]G for v,w ∈ TeG by
X
[v,w]G
G = [X
v
G ,X
w
G ].
Thus h ∼= he which is a sub-super Lie algebra of TeG.
We now show that TeH can also be identified as a sub-super Lie algebra of TeG to be
followed later by a proof that he = TeH. To do this recall that ι : H → G is an immersed
initial submanifold of G and consequently that deι : TeH → TeG is a right Λ-linear injection
of TeH into TeG. For v ∈ TeH let X
v
H denote the left invariant vector field on H defined by
XvH(y) = dely(v), y ∈ TeH. For v,w ∈ TeH define [v,w]H by
X
[v,w]H
H = [X
v
H,X
w
H].
Notice that for every v ∈ TeH, the vector field X
v
H is ι-related to X
deι(v)
G . It follows from Remark
5.8 that for v,w ∈ TeH,
X
[v,w]H
H = [X
v
H,X
w
H] and X
[deι(v),deι(w)]G
G = [X
deι(v)
G ,X
deι(w)
G ]
are ι-related. Consequently deι[v,w]H = [deι(v), deι(w)]G , and (TeH, [, ]H) may be identified as
a sub-super Lie algebra of (TeG, [, ]G).
It remains only to show that he and TeH are equal as subsets of TeG. To see this notice that
a pure basis of he can be extended to a pure basis of TeG. It follows that there exists a pure basis
{eA|1 ≤ A ≤ p + q} of TeG such that {eA|A ∈ A},A = {1, 2, · · · , r, p + 1, p + 2, · · · , p + s} is a
pure basis of he. Choose a chart ψ : U → T
0
e G of G at e ∈ U. Then ψ ◦ ι : ι
−1(U)→ h0e is a chart
of H at e ∈ ι−1(U). If we define coordinate functions (uA) of ψ by ψ(x) =
∑p+q
A=1 u
A(x)eA, x ∈ U,
then we have coordinate functions defined on H by (ψ ◦ ι)(y) =
∑
A∈A u
A(ι(y))eA, y ∈ ι
−1)(U).
Thus { ∂
∂uA
|A ∈ A} in TeH is identified with {eA|A ∈ A} in he and
TeH = {
∑
A∈A
λAeA |λ
A ∈ Λ} = he.
Consequently, we have that as super Lie algebras
h = he = TeH = L(H),
from which the theorem follows.
Definition 5.10. Let G be a super Lie group and g its tangent module TeG at the identity e of
G. For each v ∈ g0 we define a left invariant vector field Xv on BG by
Xv(x) = delx(v) ∈ T
0
xG = TxBG
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for x ∈ BG. Let φv : R×BG → BG denote the flow of the vector field X
v on BG. Thus
d
dt
φv(t, x) = X
v(φv(t, x)) where φv(0, x) = x. (30)
Definition 5.11. exp is the mapping from g0 into BG defined by exp(v) ≡ φv(1, e).
Note that exp is C∞ mapping which is also a local diffeomorphism. Also, we can regard exp as
a mapping from g0 into G since as sets BG = G. In fact it can be shown that exp : g0 → G is a
G∞-mapping. We now establish several lemmas towards that goal.
We fix the notation from this point up through the proof of Theorem 4.15. Let
G denote an arbitrary super Lie group and g its tangent module TeG at the identity.
Even vectors are denoted g0. We have a fixed pure basis {ea} of g which can be taken
to be the partials relative to a chart at e.
Definition 5.12. The adjoint mapping defined on g is the mapping ad : g→ End(g) where, for
x, y ∈ g,
ad(x)(y) = adx(y) = [x, y]
Observe that adαx = αadx for all α ∈ Λ; the adjoint ad on g is right-Λ-linear, thus ad ∈
L−(g, End(g)). However, for a particular x ∈ g, we note that adx(yα) = adx(y)α for all α ∈ Λ,
thus adx ∈ End
+(g).
Lemma 5.13. Let (End+g)0 denote the linear space of all even left endomorphisms of g. Once
for all, identity these linear mappings with their matrices relative to our fixed basis of g. For
each matrix M (representing such a linear mapping), define,
|| M || =
p∑
i=1
q∑
j=1
|| Mij ||.
Assume that {ak}
∞
k=0 are numbers in K such that
∑∞
k=0 |ak| ||M ||
k converges for all M ∈
(End+g)0 such that ||M || ≤ R for some R > 0. Let BR(0) be the open ball at zero in (End
+g)0,
then f : BR(0)→ (End
+g)0 defined by f(M) =
∑∞
k=0 akM
k is of class G∞.
Remark 5.14. Having chosen a basis {ei, e˜α} of g the even endomorphisms of g are identified
with matrices with a (p,q) block-form,
M ∈ (End+g)0 =⇒ M =
(
A B
C D
)
(31)
where Amn,Dα,β ∈
0Λ and Bmβ , Cα,n ∈
1Λ. Notice that as a vector space over K (End+g)0 may
be identified with K(p
2+q2+2pq).
We now prove the Lemma.
Proof. Note that for ||M || < R,
f(M +H) = f(M) +
∞∑
k=1
ak
k∑
i=0
(Mk−i−1HM i) +O(H2).
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Thus,
dMf(H) =
∞∑
k=1
ak
k∑
i=0
(Mk−i−1HM i).
The components of this matrix are
dMfbc(H) =
∞∑
k=1
ak
k∑
i=0
∑
m,n
(Mk−i−1)bm(H)mn(M
i)nc =
∑
m,n
HmnΛ
mn
bc (M) (32)
where, for some ǫbmn ∈ Z2
Λmnbc (M) =
∞∑
k=1
ak
k∑
i=0
(−1)ǫbmn(Mk−i−1)bm(M
i)nc.
Thus ∂fbc
∂zmn
exists and is equal to Λmnbc ; moreover the components fbc of f are of class G
1 on
BR(0). Thus f is of class G
1 on BR(0). Observe that
dM
( ∂fbc
∂zmn
)
(H) =
∑
r,s
HrsΛ
mnrs
bc (M)
where for some ǫbrs, ǫbmnrs ∈ Z2,
Λmnrsbc (M) =
∞∑
k=1
ak
k∑
i=0
∑k−i−1
j=0
(−1)ǫbrs(Mk−i−1−j−1)br(M
j)sm(M
i)nc
+
∞∑
k=1
ak
k∑
i=0
(−1)ǫbmnrs(Mk−i−1)bm
∑i
l=0
(M i−l−1)nr(M
l)sc.
Thus ∂fbc
∂zmn
is of class G1 and consequently f is of class G2 on BR(0). An inductive argument
with calculations similar to those above show that all the partials of fbc exist and are power
series in the components of powers of M which converge on BR(0). Moreover their Frechet
derivatives are linear in the components of H. Thus f is of class G∞. We leave the details to
the reader.
Corollary 5.15. Let g be any super Lie algebra such as the one defined above and let g0 be its
even elements. Define a mapping f from g0 into (End+g)0 by
X
f
7−→
∫ 1
0
e−s adXds.
Then f is of class G∞.
Proof. First note that if X ∈ g0 and adX(Y ) = [X,Y ] then since X is even and
ǫ([X,Y ]) = ǫ(X) + ǫ(Y ) = ǫ(Y ) we find that adX is an even left endomorphism of g. The
composite of even endomorphisms is even, thus the series
e−s adX =
∞∑
k=0
1
k!
(−s)k (adX)
k
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is an even left endomorphism of g. This series is absolutely and uniformly convergent on every
ball about zero relative to the matrix norm defined in the lemma. It follows from the lemma
that the mapping from (End+g)0 to itself defined by
M 7−→ e−s M
is a G∞ mapping.
To finish the proof we must show that ad : X → adX is a class G
∞ mapping. The mapping
ad : g0 → (End+g)0 is linear over K as is clear from adX(Y ) = [X,Y ] and the definition of the Lie
bracket. Hence the best linear approximation to the adjoint mapping is itself; dX(ad) = ad. Thus
the mapping X 7→ dX(ad) is constant, its higher derivatives are zero. To see that ad is class G
∞
we have only to show that it is of class G1, so we must show that for X ∈ g0,H ∈ g0, dX(ad
c
a)(H)
is linear in the components of H where the adca : g
0 → Λ are the component mappings of ad
defined by representing adX as a matrix .
Since adX is left linear its matrix is defined by adX(ea) = [X, ea] =
∑
Xb[eb, ea] =
∑
Xbf cbaec
so that adca(X) =
∑
Xbf cba. Now observe that dXad
c
a(H) = ad
c
a(H) =
∑
Hbf cba which is linear
in the components of H. It follows from Proposition 3.15 that ad is a class G∞ mapping, hence
X 7→ e−s adX is the composite of G∞ maps and is consequently G∞ for each s ∈ R. Finally
integrate to obtain the desired result.
Notice that the proof that ad : g→ End(g) is a class G∞ mapping is completely analogous
to this proof since it is also linear over K and posseses the required properties with respect to
the module operations over Λ. Moreover the mapping ad regarded as a mapping from g0 to
(End+g0) is also a class G∞ mapping. Its components adca are obtained as before even though
the basis is not a basis of g0.
Lemma 5.16. exp : g0 → G is a class G1 mapping.
Proof. We need to compute the Frechet derivative of exp at X ∈ g0. Since BG is a Banach Lie
group we have the following formula for the Frechet derivative (see [8]),
dX(exp)(H) = delexp(X)
(∫ 1
0
e−s adX (H)ds
)
. (33)
Define a function F : g0 → (End+g)0 by
F (X)(H) =
∫ 1
0
e−s adX (H)ds. (34)
It follows from Corollary 5.15 that F is a class G∞ mapping. Notice that dX(exp)(H) =
delexp(X)(F (X)(H)) even though, in this formula, not only is H restricted to g
0, but it is also
the case that F (X)(H) ∈ g0. We have insisted, however, that F (X) be defined on all of g since
we need the identity F (X)(H) = H iF (X)(ei) + H
α˜F (X)(eα˜) which requires that F (X) be
defined on odd elements of g. On the other hand this very formula shows that the mapping from
g0 to (End+g0)0 defined by X → F (X)|g0 is also a class G
∞ mapping. We will occasionally
abuse notation by failing to distinguish between the two mappings. Let µ : G × G → G be the
29
class G∞ group multiplication of the supergroup G. We have that,
dX(exp)(H) = delexp(X)
(
F (X)(H)
)
= de
[
µ(exp(X), ·)
]
(F (X)(H))
= (d2µ)(exp(X), e)(F (X)(H)).
(35)
Where d2µ denotes the Frechet derivative with respect to the second slot of µ. If H =∑p
i=1H
iei +
∑q
α=1 H˜
αe˜α with respect to the pure basis {ei, e˜α} of g then
dX(exp)(H) = (d2µ)(exp(X), e)(F (X)(
∑p
i=1H
iei +
∑q
α=1 H˜
αe˜α))
=
∑p
i=1H
i(d2µ)(exp(X), e)(F (X)(ei)) +
∑q
α=1 H˜
α(d2µ)(exp(X), e)(F (X)(e˜α))
=
∑p
i=1H
idX(exp)(ei) +
∑q
α=1 H˜
αdX(exp)(e˜α).
To pull the “scalars” out of d2µ in the above we used the following observation. Since µ :
G × G → G is G∞ so is the mapping with one argument fixed, that is (µa)(x) ≡ µ(a, x) is G
∞.
Therefore deµa is a mapping from the full tangent module TeG = g into TaG such that
(deµa)(H) =
p∑
i=1
H i(deµa)(ei) +
q∑
α=1
H˜α(deµa)(e˜α).
We have shown that dX(exp) is linear over the components H
i, H˜α and hence that exp is
superdifferentiable at X for each X ∈ g0. It follows that exp is of class G1.
Lemma 5.17. exp : g0 → G is a class G2 mapping.
Proof. Let H,K ∈ g0 and let λ 7→ Xλ be a curve in g
0 whose value at λ = 0 is X0 and whose
derivative at zero is given by d
dλ
(Xλ)|λ=0 = K.
For each λ we have
dXλ(exp)(H) = (d2µ)(exp(Xλ), e)(F (Xλ)(H))
from which it follows that
d2X0(exp)(K,H) ≡
d
dλ
[
dXλ(exp)(H)
]
= d
dλ
[
(d2µ)(exp(Xλ), e)(F (Xλ)(H))
]
= d1(d2µ)(exp(X0, e)
(
d
dλ
(exp(Xλ))(F (X0)(H)
)
+ (d2µ)(exp(X0, e)
(
d
dλ
(F (Xλ))(H)
)
= d1(d2µ)(exp(X0, e)
(
dX0(exp)(K)(F (X0)(H))
)
+ (d2µ)(exp(X0, e)((dX0F )(K),H)
= d1(d2µ)(exp(X0, e)
(
(d2µ)(exp(X0, e))(F (X0)(K)(F (X0)(H))
)
+ (d2µ)(exp(X0, e)
(
dX0F (K)(H)
)
.
Since F and µ are of class G∞ we find that we can expand d2X0(exp)(K,H) linearly in the
components of K and H as is required by Theorem 3.11 in order that exp be a class G2 mapping.
Thus exp is of class G2.
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Theorem 5.18. exp : g0 → G is a class G∞ mapping.
Proof. The proof is by induction on k. Inductively, assume that for each k there exists a G∞
mapping λk from g0×G into the space of all Λ-multi-linear mappings from gk into TG such that
dkX(exp)(v1, v2, . . . , vk) = λ
k(X, exp(X))(v1 , v2, . . . , vk).
Note first that there exists such λk for k = 1, 2 by the previous two lemmas. In particular,
dX(exp)(v) = λ
1(X, exp(X))(v)
where
λ1(X, a)(v) = (d2µ)(a, e)(F (X)(v)).
Likewise,
d2X(exp)(v1, v2) = λ
2(X, exp(X))(v1 , v2)
where
λ2(X, a)(v1, v2) = d1(d2µ)(a, e)
(
(d2µ)(a, e)(F (X)(v1)(F (X)(v2))) + (d2µ)(a, e)(
(
dXF )(v1)(v2)
)
.
Now assume the existence of λk and prove λk+1 exists. If λ→ Xλ is a curve in g
0 whose value
at zero is X0 and whose derivative at zero is v1, then
dk+1X0 (exp)(v1, v2, . . . , vk+1) = dX0
[
dk(exp)(v2, v3, . . . , vk+1)
]
(v1)
= dX0
[
dk(exp)(v2, v3, . . . , vk+1)
]
( d
dλ
Xλ|λ=0)
= d
dλ
[
dkXλ(exp)(v2, v3, . . . , vk+1)
]
λ=0
= d
dλ
[
λk(Xλ, exp(Xλ))(v2, v3, . . . , vk+1)
]
λ=0
= [(d1λ
k)(X0, exp(X0))(v1)](v2, . . . , vk+1)
+[(d2λ
k)(X0, exp(X0))
(
d
dλ
(expXλ)|λ=0
)
](v2, . . . , vk+1)
= [(d1λ
k)(X0, exp(X0))(v1)](v2, . . . , vk+1)
+[(d2λ
k)(X0, exp(X0))
(
λ1(X0, exp(X0))(v1)](v2, . . . , vk+1).
Thus,
dk+1X0 (exp)(v1, v2, . . . , vk+1) = λ
k+1(X, exp(X), e)(v1 , v2, . . . , vk+1).
where
λk+1(X, a)(v1, v2, . . . , vk+1) = [(d1λ
k)(X, a)(v1)](v2, . . . , vk+1)
+[(d2λ
k)(X, a)
(
λ1(X, a)(v1)
)
](v2, . . . , vk+1).
By the induction hypothesis it follows that λk+1 is of class G∞ and dk+1X0 (exp)(v1, v2, . . . , vk+1)
is multi-linear over g0 for each X0 ∈ g
0. It follows from Theorem 3.11 that exp is a class G∞
mapping from g0 to G.
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Theorem 5.19. Let G be a (p|q)-super Lie group and S a subgroup which is also an initial
(r|s)-submanifold of G. Then S is a (r|s)-super Lie group.
Proof. Let i : S →֒ G denote the inclusion mapping and µS , µG the group ”multiplications” on
S and G respectively, then by Theorem 4.5 µG ◦ (i × i) is the composite of G
∞ mappings and
so is of class G∞. Since S is an initial submanifold, it follows from Proposition 4.7 4.4 that
the unique mapping µS : S × S → S such that i ◦ µS = µG ◦ (i × i) is of class G
∞. A similar
argument shows that invS is a class G
∞ mapping. The Theorem follows.
Definition 5.20. If G is a (p|q) super Lie group and S ⊆ G is a subgroup which is also a
(r|s)-submanifold of G then we say S is a sub-super Lie group of G.
Remark 5.21. If S is a closed sub-super Lie group of a super Lie group of G then BS is a
closed sub-Lie group of BG as Banach Lie groups. Moreover the coset space BG/BS is known to
be a Banach manifold and BG → BG/BS is a principal fiber bundle with structure group BS.
Theorem 5.22. If G is a (p|q) super Lie group and S is a closed (r|s) sub-super Lie group of
G then G/S is a (p − r|q − s) supermanifold. Moreover G → G/S is a G∞-mapping and is a
principal fiber bundle with structure group the super Lie group S. All local trivializing maps are
G∞-maps.
Proof. One only needs to check that the mappings which define the bundle structure of BG →
BG/BS are in fact G∞-maps so there is little to prove. We sketch the main features of the proof
for the convenience of the reader but in fact the argument is borrowed from Bro¨cker and Dieck
[4]
First notice that since i : S →֒ G is G∞ the mapping dei : T
0
e S →֒ T
0
e G is injective. Choose a
pure basis {ei, e˜α} , 1 ≤ i ≤ r and 1 ≤ α ≤ s of TeS, and extend it to a pure basis {ei, e˜α} ,
1 ≤ i ≤ p and 1 ≤ α ≤ q of TeG. Thus,
T 0e S
∼= Kr|s →֒ Kr|s ×K(p−r|q−s) ∼= T 0e G
and one may factor T 0e G = T
0
e S ×Me as Banach spaces where
v ∈ Me ⇐⇒ v =
p∑
j=r+1
vjej +
q∑
α=s+1
v˜αe˜α
where vj , v˜α ∈ 0Λ. The Banach structure is given by the norm on T 0e G which is defined by,
||
p∑
i=1
H iei +
q∑
α=1
H˜αe˜α || =
p∑
i=1
|H i|Λ +
q∑
α=1
|H˜α|Λ
for H i ∈ 0Λ and H˜α ∈ 1Λ and | · |Λ is the norm on the Banach algebra of supernumbers Λ. The
definition for the norm on subspaces of T 0e G is obvious.
Now define Mǫe = {X ∈ Me | ||X|| < ǫ} for ǫ > 0 and let Dǫ = exp(Me). Recall that
exp : T 0e G → G is both a local C
∞ diffeomorphism and a G∞-mapping. Consider µ : Dǫ×S → G
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defined by µ(g, s) = gs in G. We claim that for ǫ small enough µ is an embedding. To see
this first note that (dµ)(e,e)|(T
0
eDǫ × {0}) and (dµ)(e,e)|({0} × T
0
e S) are identity maps on T
0
eDǫ
and T 0e S respectively. So (dµ)(e,e)(v,w) = v + w and if (dµ)(e,e)(v,w) = 0 then v = −w ∈
T 0eDǫ ∩ T
0
e S = {0} and ker(dµ)(e,e) = {(0, 0)}. By the inverse function theorem for Banach
manifolds there exists an open set U about e in S and ǫ > 0 small enough
so that µ : Dǫ × U → DǫU is a C
∞ diffeomorphism. It is also a G∞-mapping since the group
operation on G is a G∞-mapping and since the inclusions Dǫ × U →֒ Dǫ × S →֒ G × S →֒ G × G
are all G∞-mappings. Note that for s ∈ S the right multiplication map Rs : G → G defined by
Rs(x) = xs is a G
∞-mapping and so is
µ|(Dǫ × (Us)) = Rs ◦ [µ|(Dǫ × S)] ◦ [idDǫ ×Rs−1 ].
Moreover µ|(Dǫ × (Us)) is a C
∞ diffeomorphism from Dǫ × (Us) onto DǫUs for each s ∈ S and
µ|(Dǫ × S) is a local C
∞-diffeomorphism and a G∞-mapping. We claim that for small enough
ǫ, µ|(Dǫ ×S) is injective. Indeed if one chooses V ⊆ G open about e such that (V
−1V )∩S ⊆ U
then for each ǫ′ < ǫ , ǫ′ > 0 such that Dǫ′ ⊆ V one can show that µ|(Dǫ′ × S) is injective.
Thus we have the existence of ǫ > 0 such that µ : Dǫ × S → DǫS is an embedding.
We now show how to obtain a G∞ structure on the coset space G/S. Let η : G → G/S
denote the mapping which sends x ∈ G to the coset η(x) ∈ G/S. For g ∈ G let Ug = gDǫS and
notice that Ug = µ(Dǫ × S) is open in G. Since Ug is the union of cosets η(Ug) is open in the
quotient topology on G/S. Let ψ−1g denote the inverse of a chart where ψ
−1
g : Dǫ → η(UgS) is
defined by
Dǫ −→ Dǫ × {e} → Dǫ × S
µ
−→ DǫS
lg
−→ gDǫS = Ug
η
−→ η(Ug).
For g, h ∈ G such that the relevant maps are well defined,
(ψh ◦ ψ
−1
g )(x) = ψh(ψ
−1
g (x))
= ψh(η(lg(µ(x, e))))
= ψh(η(lh(lh−1 lg)(µ(x, e))))
= ψh(η(lh(µ(h
−1gx, e))))
= ψh(ψ
−1
h (h
−1gx, e))
= lh−1g(x).
Thus ψh◦ψ
−1
g is a G
∞-mapping and consequently {(η(Ug), ψg) | g ∈ G} is a G
∞ structure on G/S.
We now produce a G∞ local trivialization of G as bundle over G/S
For g ∈ G let φ−1g : η(Ug)×S → Ug ⊆ G be the inverse of our proposed trivialization mapping
where φ−1g is defined by
η(Ug)× S
ψg×id
−→ Dǫ × S
µ
−→ DǫS
lg
−→ gDǫS = Ug
meaning,
(x, s) 7→ (ψg(x), s) 7→ µ(ψg(x), s) 7→ lg(µ(ψg(x), s)).
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For appropriate g, h ∈ G
(φh ◦ φ
−1
g )(x, s) = φh(lg(µ(ψg(x), s)))
= φh(lh((h
−1g)µ(ψg(x), s)))
= φh(lh((h
−1g)ψg(x)s))
= φh(lh((ψh ◦ ψ
−1
g )(ψg(x)s)))
= φh(lh(ψh(x)s))
= φh(lh(µ(ψh(x), s)))
= φh(φ
−1
h (x, s))
= (x, s).
Thus two ”adjacent” local trivializing maps agree and one has a principal bundle structure on
G → G/S.
6 A Super Version of Lie’s Third Theorem
Our next result requires us to show that if one has a supersmooth (G∞) vector field on the even
part of a super Lie algebra and if this vector field depends supersmoothly on a parameter then
the solution depends supersmoothly on both the parameter and the initial condition.
Consider then a Banach super Lie algebra g and a function F : g0 × g0 → g0 which we
interpret as a parameterized vector field on g0. What does it mean to say F is a G∞ func-
tion? We choose a basis of g and identify g0 with Kp|q via the obvious globally defined chart.
We actually choose two copies of the same chart but denote the components of the first by
(u1, u2, · · · , u
p+q) and its copy by (v1, v2, · · · , vp+q). So coordinates on g0 × g0 will be denoted
by (u1, u2, · · · , up+q, v1, v2, · · · , vp+q) although strictly speaking these should be reordered so
that all even coordinates come first in the 2(p+q)-tuple and the odd coordinates last so that the
chart has its values in K2p|2q. Throughout this section, E will denote the Banach space g0 × g0
with the norm defined below. Thus E is a G∞ manifold with a single global chart. Now F is a
G∞ function iff all its component functions are.
In that which follows we will assume F is of class G∞ in which case it is necessarily of class
C∞ on the Banach space E. Additionally, by Theorem 3.11 there will exist continuous functions
buA1A2···Ak , b
v
B1B2···Bl , b
uv
A1A2···AkB1B2···Bl
such that
(dk1F )(x,y)(X1,X2, · · · ,Xk) =
∑
XA11 X
A2
2 · · ·X
Ak
k b
u
A1A2···Ak
(x, y),
(dl2F )(x,y)(Y1, Y2, · · · , Yl) =
∑
Y B11 Y
B2
2 · · ·Y
Bl
l b
v
B1B2···Bl(x, y),
(dk1d
l
2F )(x,y)(X1,X2, · · · ,Xk, Y1, Y2, · · · , Yl) =
∑
XA11 · · ·X
Ak
k Y
B1
1 · · ·Y
Bl
l b
uv
A1···AkB1···Bl .
Here driF denotes the i-th partial Frechet derivative iterated r times for i = 1, 2 while
(dk1d
l
2F denotes l iterations of the second partial Frechet derivative followed by k iterations of
the first partial Frechet derivative. Not all cases are exhibited above; one should consider iterated
partial derivatives obtained via any permutation of first and second partial Frechet derivatives
and similar formula would exist for each reordering. All such conditions characterize when a
class C∞ function F is of class G∞ by Theorem 3.11.
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If g denotes such a Banach super Lie algebra let E = g0 × g0 denote the Banach space
with norm defined by ||(X,Y )||E = max{||X||g0 , ||Y ||g0} for (X,Y ) ∈ E. We write Br(0) to
denote {X ∈ g0| ||X||g0 < r} and B
E
r (0) for {(X,Y ) ∈ E| ||(X,Y )|| < r}. We also drop the
subscripts on both || · ||E and || · ||g0 below since it should be obvious from the context which
norm is intended.
Lemma 6.1. Let F : g0 × g0 → g0 be a class G∞ mapping such that F (0, 0) = 0, and such that
for some positive number M and each positive number r, ||(d2F )u|| ≤ rMe
rM for all u ∈ BEr (0).
Then, for some r > 0, there exists a unique mapping f : [0, 1] ×BEr (0)→ g
0 such that
(1) for each t ∈ [0, 1] the mapping from E into g0 defined by u→ f(t, u) is a class G∞ mapping
and
(2) df
dt
(t,X, Y ) = F (X, f(t,X, Y )) and f(0,X, Y ) = Y for all (X,Y ) ∈ BEr (0).
Proof. First we show that there exists a C∞ mapping f which satisfies condition (2) of the
lemma. For this purpose consider the mapping F˜ : E → E defined by F˜ (X,Y ) = (0, F (X,Y )).
Then F˜ is a smooth vector field on E such that F˜ (0, 0) = 0 and by Corollary 4.1.25 of [1]
there exists r > 0 such that whenever u ∈ E and ||u|| < r there exists an integral curve of F˜
through u which is defined on [−1, 1]. Since there exists a flow box of F˜ at (0, 0) on E it follows
that, for some r > 0, there exists a smooth function f˜ : [−1, 1] × BEr (0) → E such that for
(t, u) ∈ [−1, 1] ×BEr (0)
df˜
dt
(t, u) = F˜ (f˜(t, u)) f˜(0, u) = u.
Since, for u = (X,Y ) ∈ BEr (0), F˜ (f˜(t, u)) = (0, F (f˜(t, u))) and
df˜
dt
= (df˜1
dt
, df˜2
dt
) it follows that
df˜1
dt
= 0 and df˜2
dt
= F (f˜(t, u)) = F (X, df˜2
dt
(t, u)). Consequently, f ≡ f˜2 is a smooth mapping from
[0, 1] ×BEr (0) into g
0 such that
df
dt
(t,X, Y ) = F (X, f(t,X, Y )) and f(0,X, Y ) = Y
for all (X,Y ) ∈ BEr (0).
We must now show that (1) of the Lemma holds. To do this we require an explicit formula
which shows how the derivatives of the function (X,Y ) → f(t,X, Y ) depend on X and Y for
each fixed t ∈ [0, 1].
Let F denote the Banach space of all continous maps g from I = [0, 1] into g0 equipped with
the sup-norm:
|| g || = lubt∈I |g(t)|.
It is our intent to show that the mapping h : BEr (0) → F defined by h(u)(t) = f(t, u) for
u ∈ BEr (0), t ∈ [0, 1] is of class G
∞, that is, we will show that the mapping from BEr (0) to g
0
defined by u→ h(u)(t) is of class G∞ for each t ∈ [0, 1]. It will then follow that the solution of
our differential equation is a G∞ function of (X,Y ) where X ∈ g0 is a parameter and Y is an
initial condition of the differential equation. To avoid excessive language we simply say h is of
class G∞ in this situation.
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Notice that g × g is a Banach super vector space such that (g × g)0 = g0 × g0 = E and
(g× g)1 = g1× g1. A function such as h : BEr (0)→ F is of class G
∞ iff the function ht : E → g
0
defined by ht(w) = h(w)(t) is of class G
∞ for each t and by Proposition 3.15 this is true iff it
is of class C∞ and the derivatives dkwh
B
t of the components h
B
t are multi-linear. Here d
k
wh
B
t is
a mapping from (TwE)
k = Ek into Λ. Since this is a condition on the components hBt of ht we
may write dkwht = d
k
wh
B
t eB and think of it as a g
0-valued function. Indeed, ht = h
B
t eB where
{eB} is a basis of g (not g
0) and so h1t , h
2
t , · · · h
p
t are even functions while h
p+1
t , h
p+2
t , · · · , h
p+q
t
are odd. Thus dkwh
B
t maps into Λ
0 for 1 ≤ B ≤ p and maps into Λ1 for p+ 1 ≤ B ≤ p+ q from
which it follows that dkwht = d
k
wh
B
t eB is g
0-valued.
Observe that multi-linearity implies that for each t ∈ [0, 1], there exist continuous functions
γuvtC1C2···Cl : B
E
r (0)→ g
0 such that
dlwht(Y1, Y2, · · · , Yl) = Y
C1
1 Y
C2
2 · · ·Y
Cl
l γ
uv
tC1C2···Cl(w)
for Y1, Y2, · · · , Yl ∈ E. We do not need to write explicit formulas for the functions γ
uv
tC1C2···Cl
we
need only know that if Y1, Y2, · · · , Yl are arbitrary elements of E and are written in terms of their
components relative to the basis ∂
∂uA
, ∂
∂vB
then dlwht(Y1, Y2, · · · , Yl) is linear in the components
of each Yi. The order in which the components Y
C1
1 Y
C2
2 · · ·Y
Cl
l occur will not be important since
they can be permuted up to signs and the definition of γuvtC1C2···Cl can be adjusted in a manner
to agree with Theorem 3.11.
Define K : E ×F → F by
K((X,Y ), g)(t) = Y +
∫ t
0
F (X, g(s))ds
for (X,Y ) ∈ E. Notice that K((X,Y ), g) = g iff
dg
dt
= F (X, g(t)) and g(0) = K((X,Y ), g)(0) = Y.
If f is the smooth solution of the vector field F obtained above and h : BEr (0)→ F is defined
by h(u)(t) = f(t, u) for t ∈ [0, 1], u ∈ BEr (0), then h is smooth (since solutions depend smoothly
on parameters and initial conditions) and
K(u, h(u)) = h(u) ∀ u ∈ BEr (0) ⊂ E
Thus if H(u, f) ≡ f −K(u, f), then
H(u, h(u)) ≡ 0
and for λ→ uλ a curve through u in B
E
r (0) and δ =
d
dλ
(uλ)|λ=0
H(uλ, h(uλ)) = 0
we have
(d1H)(u,h(u))(δ) + (d2H)(u,H(u))((dh)u(δ)) = 0.
If we can show that r > 0 can be chosen small enough so that (d2H)(u,h(u)) : F → F has an
inverse for all (u, h(u)), then it will follow that
(d2H)((dh)u(δ)) = −(d1H)(δ)
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and that
(dh)u(δ) = −(d2H)
−1
(u,h(u))((d1H)(u,h(u))(δ). (36)
This explicit formula for dh will enable us to show that h is of class G1 and eventually that it is
of class G∞. In order to obtain the required r > 0 first notice that d2H can be written in terms
of d2K which, in turn, can be written in terms of d2F. Indeed, if λ→ fλ is a curve in F through
f ∈ F , then
(d2H)(u,f)
(
d
dλ
(fλ)|λ=0
)
= d
dλ
(H(u, fλ))|λ=0
= d
dλ
(fλ −K(u, fλ))|λ=0
= d
dλ
(fλ)|λ=0 − (d2K)(u,f)(
d
dλ
(fλ)|λ=0)
and denoting δf ≡
d
dλ
(fλ)|λ=0, we have
(d2H)(u,f)(δf ) = δf − (d2K)(u,f)(δf ) (37)
It follows that (d2H)(u,f) = IF−(d2K)(u,f) as operators and so if the operator norm of (d2K)(u,f)
is smaller than 1, then (d2H)(u,f) will be invertible. But we also know that K((X,Y ), fλ)(t) =
Y +
∫ t
0F (X, fλ(s))ds so that
(d2K)((X,Y ),f)(δf )(t) =
d
dλ
(K((X,Y ), fλ)(t))
=
∫ t
0
d
dλ
(F (X, fλ(s))ds
=
∫ t
0(d2F )(X,f(s))(δf (s))ds.
Note that,
||(d2K)(u,f)(δf )|| ≤
∫ 1
0
||(d2F )(X,f(s))|| ||δf (s)||ds ≤ rMe
rM ||δf ||
and ||(d2K)(u,f)|| ≤ rMe
rM < 1 for appropriately chosen r > 0. Now let wλ = (Xλ, Yλ) ∈ B
E
r (0)
be a curve through w = (X,Y ) and δ = d
dλ
(wλ)|λ=0 = (δ1, δ2) ∈ E = g
0 × g0, then
H(wλ, f)(t) = f(t)−K(wλ, f)(t) = f(t)− Yλ −
∫ t
0
F (Xλ, f(s))ds
and (d1H)(w,f)(δ)(t) = −δ2 −
∫ t
0 (d1F )(X,f(s))(δ1)ds.
Let δˆ(t) = (d1H)(w,h(w))(δ)(t), then
δˆ(t) = −δB2
∂
∂vB
− δA1
∫ t
0
(d1F )(X,h(w)(s))(
∂
∂uB
)ds.
It follows that eqn.[36] becomes
(dh)w(δ) = −(d2H)
−1(d1H)(w,h(w))(δ))
= (d2H)
−1(δˆ)
= [IF − (d2K)(w,h(w))]
−1(δˆ) by eqn.[37]
= [IF + (d2K)(w,h(w)) + (d2K)(w,h(w)) ◦ (d2K)(w,h(w)) + · · · ](δˆ)
= δˆ + (d2K)(w,h(w))(δˆ) + (d2K)(w,h(w))(d2K(w,h(w))(δˆ)) + · · · + (d2K)
l
(w,h(w))(δˆ) + · · · .
(38)
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We now show that h is of class G1. For δˆ as defined above,
(d2K)(w,h(w))(δˆ)(t) =∫ t
0
(d2F )(w,h(w)(s))(−δ
B
2
∂
∂vB
− δA1
∫ s
0
(d1F )(X,h(w)(r))(
∂
∂uB
)dr)ds = δB2 γ
v
B(w)(t) + δ
A
1 γ
u
A(w)(t)
where
γuA(w)(t) = −
∫ t
0
(d2F )(w,h(w)(s))(
∫ s
0
(d1F )(X,h(r))(
∂
∂uB
)dr)ds
and
γvB(w)(t) = −
∫ t
0
(d2F )(w,h(w)(s))(
∂
∂vB
)ds.
Write (d2K)(w,h(w))(δˆ)(t) =
∑
C δ
CγC(w)(t) where the components δ
C include all the compo-
nents of both δ1 and δ2 and the γC include both types of indexed functions γ
u
A and γ
v
B . We have
[(d2K)(w,h(w))]
l(δˆ)
= [(d2K)(w,h(w))]
l−1(
∑
B
δCγC(w)) =
∑
C
δC [(d2K)(w,h(w))]
l−1(γC(w)) =
∑
C
δC bˆlC(w)
for some set of continuous functions bˆlC from B
E
r (0) to F . It follows that if w ∈ B
E
r (0) and
δ = (δ1, δ2) ∈ E = g
0 × g0 then,
dwht(δ) = (dh)w(δ)(t) =
∑
C
δC
∞∑
l=0
bˆlvB(w)(t)
and by Theorem 3.11, h is of class G1.
To show that h is of class G2 one selects a curve λ→ wλ in B
E
r (0) with value w at λ = 0 and
with δ1 =
d
dλ
(wλ)|λ=0 ∈ E. Then, for fixed δ2 ∈ E, d
2
wh(δ1, δ2) =
d
dλ
(dwλh)(δ2) can be computed
in terms of d1(d2K)(w,h(w)) and d2(d2K)(w,h(w)). Indeed, d
2
wh(δ1, δ2) is a sum of terms each of
which is multi-linear in both variables δ1, δ2. Explicitly, by Equation (51), if we define δˆ1, δˆ2 as
above, then
d2wh(δ1, δ2) =
∞∑
l=1
{
l∑
i=0
[(d2K)(w,h(w))]
i d
dλ
((d2K)(wλ,h(wλ)))([(d2K)(w,h(w))]
l−i−1(δˆ2))|λ=0
where
d
dλ
((d2K)(wλ,h(wλ)))([(d2K)(w,h(w))]
l−i−1(δˆ2))|λ=0
= (d1d2K)(w,h(w))(δ1, [(d2K)(w,h(w))]
l−i−1(δˆ2))+(d2d2K)(w,h(w))((dh)w(δ1), [(d2K)(w,h(w))]
l−i−1(δˆ2)).
In order to show that d2wh is 2-multi-linear it is useful to first show that for arbitrary
φ1, φ2 ∈ E, (d1d2K)(φ1, φˆ2)(t) is bilinear in the components of φ1, φ2. Here, for arbitrary φ ∈ E,
φˆ(t) = −φB2
∂
∂vB
− φA1
∫ t
0 (d1F )(X,h(w)(s))(
∂
∂uB
)ds.
Recall that (d2K)((X,Y ),f)(δf )(t) =
∫ t
0 (d2F )(X,f(s))(δf (s))ds, and note that for φ1 = (φX , φY ) ∈
T(X,Y )E = E and φ2 ∈ E with φˆ2 as defined above
(d1d2K)(φ1, φˆ2)(t) =
∫ t
0
(d1d2F )(X,f(s))(φX , φˆ2(s))ds.
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Since (d1d2F )(X,f(s))(φX , φˆ2(s)) is linear in the components of φ1, φ2 we see that (d1d2K)(φ1, φˆ2)(t)
is linear in the components of φ1 and φ2. Thus (d1d2K) is 2-multi-linear in both input variables.
Since this holds for arbitrary φˆ2 and since for any δ2 we can define φ2 by taking it to be
[(d2K)(w,h(w))]
l−i−1(δˆ2)) and since the latter is linear in its components we see that the compos-
ite
(d1d2K)(w,h(w))(δ1, [(d2K)(w,h(w))]
l−i−1(δˆ2))
is linear in the components of δ2. It is obvious that it is also linear in the components of δ1 and
so is multi-linear in the components of δ1, δ2.
A similar argument shows that (d2d2K)(w,h(w))((dh)w(δ1), [(d2K)(w,h(w))]
l−i−1(δˆ2)) is also
multi-linear in the components of both δ1 and δ2. It follows that d
2
wh(δ1, δ2) is as well. Conse-
quently, h is of class G2 as asserted above.
To see that h is of class G∞ we must examine higher derivatives of both F and K. Since
F is of class G∞, (dl2F )w : g
0 × g0 → g0 is multi-linear over g0 for each positive integer l and
w ∈ BEr (0). Moreover, we have for w = (X,Y ) ∈ B
E
r (0) and Y1, Y2, · · · , Yl ∈ F
(dl2K)(w,h(w))(Y1, Y2, · · · , Yl)(t) =
∫ t
0
(dl2F )(X,h(w)(s))(Y1(s), Y2(s), · · · , Yl(s))ds.
Consider the special case when each Yi : I → g
0 is either constant or satisfies the condi-
tion Yi(t) = δˆi(t) = −δ
iB
2
∂
∂vB
− δiA1
∫ t
0 (d1F )(X,h(w)(s))(
∂
∂uB
)ds for supernumbers δiA1 , δ
iB
2 . In this
case, it follows that (dl2K)(w,h(w))(Y1, Y2, · · · , Yl)(t) is linear in the components of Y1, Y2, · · · , Yl
since (dl2F )(X,h(w)(s))(Y1(s), Y2(s), · · · , Yl(s)) is (recall that F is of class G
∞ and so is multi-
linear over g0). Similar results hold in the “mixed” case. For example, if w ∈ BEr (0) and
X1,X2, · · · ,Xk, Y1, Y2, · · · Yl ∈ F , then
(dk1d
l
2K)(w,h(w))(X1,X2, · · · ,Xk, Y1, Y2, · · · , Yl)(t)
=
∫ t
0
(dk1d
l
2F )(X,h(w)(s))(X1(s),X2(s), · · · ,Xk(s), Y1(s), Y2(s), · · · , Yl(s))ds
and the latter is linear in the components of Xi(s), Yj(s) whenever each of them is either constant
or assumes the special form of δˆ(s) for some δ ∈ E.
To show that h is of class G∞ one proceeds inductively. Assume that dkwht : E
k → g0 is
multi-linear over g0 for each t ∈ I, w ∈ BEr (0) and that d
k
wh : E
k → F is a linear combination
of terms each of which is a composite of the functions drwh, r < k, and iterates and composites
of partial Frechet derivatives of K (see, for example, the formula for d2h above). Notice that if
w ∈ BEr (0), t ∈ I, then for δ1, δ2, · · · , δk+1 ∈ E
dk+1w ht(δ1, δ2, · · · , δk+1) = d
k+1
w h(δ1, δ2, · · · , δk+1)(t) = dw[d
k
wh(δ2, · · · , δk+1)](δ1)(t)
and
dw[d
k
wh(δ2, · · · , δk+1)](δ1)(t) =
d
dλ
(dkwλh)(δ2, · · · , δk+1)|λ=0(t)
where λ → wλ is a curve through w ∈ B
E
r (0) such that δ1 =
d
dλ
(wλ)|λ=0. Now the inductive
assumption guarantees that dwλh is multi-linear over g
0 and that it is sum of terms each of which
is a composite of functions drwh, r < k, and iterates of various partial derivatives of K evaluated
at the point (wλ, h(wλ). Derivatives of such terms with respect to λ generically increase the
number of partial Frechet derivatives of K and will increase the number of derivatives of h by
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at most one. Thus dk+1w h has the same form as that of d
k
wh with at most one extra derivative
of h. It follows from the discussion in the paragraph preceding this one and from calculations
analogous to those showing that d2wht is bi-linear that d
k+1
w ht : E
k+1 → g0 is multi-linear over
g0. This inductive argument assures that dlwht : E
l → g0 is multi-linear over g0 for every positive
integer l and every w ∈ BEr (0) and so by Proposition 3.15 it follows that ht : B
E
r (0) → g
0 is of
class G∞ for each t ∈ I. The lemma follows.
Corollary 6.2. Let F : g0 × g0 → g0 be defined by
F (X,Z) = X +
∞∑
k=1
Bk
k!
adkZ(X)
where B0, B1, B2, · · · are the Bernoulli numbers. Then there exists a positive number r and a
function W : [0, 1] ×BEr (0)→ g
0 such that
(1) for each t ∈ [0, 1] the mapping from BEr (0) into g
0 defined by u → W (t, u) is a class G∞
mapping and
(2) dW
dt
(t,X, Y ) = F (X,W (t,X, Y )) and W (0,X, Y ) = Y for all (X,Y ) ∈ BEr (0).
Proof. Given F as defined above, observe that it follows from Lemma 5.13 and the second half
of the proof of Corollary 5.15 that F is of class G∞ since
F (X,Z) =
∞∑
k=1
Fk(X,Z)
where
Fk(X,Z) = ad
k
Z(X)
is Λ-linear in X and is the diagonal of a Λ-multilinear mapping in Z up to signs.
(Here (z1, z2, . . . , zk) 7→ [z1, [z2, [· · · , [zk,X], · · · ] is multilinear up to signs in the zi over Λ for
each i = 1, 2, . . . k and adkZ(X) is the diagonal of this map in the z variables.) Also, notice that
for X,Z ∈ Br(0),
||(d2F )(X,Z)(H)|| ≤
∞∑
k=1
k
|Bk|
k!
Mk||Z||k−1||X||||H|| ≤ rM
∞∑
k=1
1
(k − 1)!
(rM)k−1||H|| = rMerM ||H||.
Since F (0, 0) = 0 it follows from the Lemma that there exists a function W : [0, 1] × Br(0) ×
Br(0)→ g
0 which satisfies (1) and (2) of the Lemma. The Corollary follows.
6.1 A Super Lie Theorem
Theorem 6.3. Assume that g is a Banach super Lie algebra such that
(1) g0 is enlargable with Lie group the Banach Lie group G, and
(2) for all g ∈ G, Adg : g
0 → g0 is 0Λ-linear.
Then there exists a G∞-atlas on G such that the corresponding supermanifold G is a super Lie
group with respect to the group operations on G. Moreover the even factor L(G)0 of the super
Lie algebra of left-invariant vector fields on G is Lie algebra isomorphic to g0. In general, it
does not follow that g is isomorphic to L(G) as super Lie algebras. In fact, g can be given two
different super Lie structures such that L(G)0 is Lie algebra isomorphic to g0.
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Proof. Using our Lemma and Corollary, the proof follows that of Duistermaat and Kolk [8]. Let
g0e = {X ∈ g
0 |
eadX − I
adX
=
∞∑
k=0
1
(k + 1)!
adkX has an inverse }
If η : g0e → g
0 is defined by η(X) = e
adX−I
adX
then the inverse of η(X) is given by ζ(X) where ζ is
the mapping from g0e to g
0 defined by
ζ(X) =
adX
eadX − I
=
∞∑
k=0
Bk
k!
adkX
where B0, B1, B2, . . . are the Bernoulli numbers (see [8]). We know that X 7→ adX is a G
∞
mapping from g0 to End(g0), moreover we also know that the mappings from End(g0) to
End(g0) defined by
A 7→
∞∑
k=0
1
(k + 1)!
Ak and A 7→
∞∑
k=0
Bk
k!
Ak
are G∞-mappings (by Lemma 5.13 and the proof of the second half of Corollary 5.15)
Define a mapping F : g0e × g
0
e → g
0 by
F (X,Z) = ζ(Z)(X) =
∞∑
k=0
Bk
k!
adkZ(X).
It follows from the last Corollary that there exists a function W : [0, 1] × Br(0) × Br(0) → g
0
such that
(1) for each t ∈ [0, 1] the mapping from Br(0) ×Br(0) into g
0 defined by (X,Y ) → W (t,X, Y )
is a class G∞ mapping and
(2) dW
dt
(t,X, Y ) = F (X,W (t,X, Y )) and W (0,X, Y ) = Y for all (X,Y ) ∈ BEr (0).
Thus if we define µ : g0 ×Br(0)→ g
0 by
µ(X,Y ) =W (1,X, Y ),
then µ is a class G∞-mapping. It follows from the argument of the proof of Theorem 1.6.1 of
Duistermaat and Kolk [8] that
exp(µ(X,Y )) = exp(X)exp(Y )
for all X,Y ∈ Br(0) ⊂ g
0
e. Now we know exp : g
0 → G is a C∞-diffeomorphism on a small
ball about 0 ∈ g0 (here G is the Banach Lie group having g0 as its Lie algebra). For each
x ∈ G define κx(y) = log(lx−1(y)) where log = exp
−1. Then κx is a local C∞ diffeomorphism.
Duistermaat and Kolk show that for x, y such that κy ◦ (κx)−1 is defined it follows that
(κy ◦ (κx)−1)(X) = Y ⇐⇒ Y = µ(µ(Yo,−Xo),X)
for a choice of Xo, Yo in dom(κ
x) ∩ dom(κy). Thus
(κy ◦ (κx)−1)(X) = µ(µ(Yo,−Xo),X)
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and consequently, κy ◦ (κx)−1 is a G∞ mapping. It follows that the family of maps {κx} is a
G∞-atlas on G and we denote the resulting supermanifold by G. Following Duistermaat and
Kolk once more, let m : G × G → G be defined by m(x, y) = xy−1 where m is just the group
operations on G. We show m is of class G∞. We have(
κxy
−1
◦m ◦ [(κx)−1 × (κy)−1]
)
(X,Y ) = κxy
−1(
m((κx)−1(X), (κy)−1(Y ))
)
= κxy
−1(
(κx)−1(X)(κy)−1(Y ))−1
)
= ady(µ(X,−Y ))
since
xexp(X)(yexp(Y ))−1 = xexp(X)exp(−Y )y−1
= xy−1yexp(µ(X,−Y ))y−1
= xy−1exp(ady(µ(X,−Y ))).
Since ady : g
0 → g0 is a G∞-mapping for all y ∈ G we see that
κxy
−1
◦m ◦ [(κx)−1 × (κy)−1]
is a G∞ mapping since it is just the map
(X,Y ) 7→ ady(µ(X,−Y )).
Thus G is a super Lie group. Finally notice that L(G) can be identified as a super Lie algebra
with TeG and consequently L(G)
0 = T 0e G = TeBG = g
0 as Lie algebras.
Notice, however, that without further restrictions L(G) can not generally be shown to be
isomorphic to g as super Lie algebras. To see this note that we can define a trivial super Lie
algebra structure on g which is generically distinct from the given one in such a way that the Lie
structure on g0 is not affected. Indeed, keep the module structures on g intact so as to leave our
construction of G unchanged. On the other hand distort the super Lie structure by requiring
that the Lie structure of g0 remain unchanged, but require that [g0, g1] = 0 and [g1, g1] = 0.
Thus generically, one has two super Lie structures on g which give rise to the same super Lie
group G.
Remark 6.4. If G and H are super Lie groups and φ : G → H is a class G∞ homomorphism
then the mapping deφ is a homomorphism from the super Lie algebra TeG to the super Lie
algebra TeH ( using their obvious identifications with the super Lie algebras of left invariant
vector fields). Moreover the diagram
G
g h
H
exp
deφ
φ
exp
✲
❄ ❄
✲
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is commutative. The proof of this result is almost identical to the proof in the usual Lie group
case and is left to the reader. The point is that since deφ is Λ left-linear it is also a class G
∞
mapping so the entire diagram is in the G∞ category. In particular notice that if φ is an injective
inmmersion then this shows that the exponential mapping on H is simply the restriction of the
exponential mapping on G to φ(H). This fact makes it possible to make contact with the physicist
usual technique for identifying the super Lie groups of matrices of given super Lie algebras of
matrices.
7 Formal Supergroups
The physics literature sometimes defines supergroups in terms of a formal multiplication. The
rules for muliplying group elements are obtained from the Campbell-Hausdorff formula (see [6]).
Apparently this is related to the approach taken by Berezin and Leites [3], Kac [11], and Kostant
[14] which are analogus to the formal groups in ordinary Lie theory (see [22] for example). The
formal approach assumes a certain algebraic structure as the starting point. We, in contrast,
have shown that the exponential function is a G∞ mapping and can use our general results to
prove that the relevant algebraic structure is correct.
Let V = V0 ⊕ V1 denote a graded left Λ-module which is finitely and freely generated over
Λ. Once for all, select a fixed pure basis of V of type (p, q) and recall that left Λ endomorphisms
of V0 may be represented by matrices.
M =
(
A B
C D
)
(39)
where A,B,C,D are respectively, p × p, p × q, q × p, q × q matrices over Λ which respect the
grading. Also recall that M is even iff both A and D have only even entries while B and C have
only odd entries. Similarly M is odd iff both A and D have only odd entries while B and C
have only even entries.
Let W = V0 and notice that W is isomorphic as a vector space to Kp|q. We denote the set of
all matrices M defined above by gl(W) and observe that it is a super Lie algebra with respect
to the bracket
[M,N ] =MN − (−1)ǫ(M)ǫ(N)NM.
Moreover it is a Banach super Lie algebra relative to the norm ||M || =
∑p+q
i,j=1 ||Mij ||Λ. Clearly
the subspace of even elements gl0(W) is a Banach Lie algebra whose Lie bracket is induced by
the multiplication of the associative Banach algebra structure on gl0(W). It is well-known that
the group of units Gl0(W) of this associative Banach algebra is open in the associative algebra.
Moreover it is a Banach Lie group whose Lie algebra is precisely the Lie algebra structure on
gl0(W) induced by the associative structure (see Neeb [N]).
According to our general construction we may define a G∞ atlas of charts on Gl0(W) having
values in the even part of the super Lie algebra gl(W). We denote the resulting super manifold
by Gls(W).
Proposition 7.1. The super Lie algebra of left invariant vector fields L(Gls(W)) of Gls(W) is
isomorphic to the super Lie algebra gl(W).
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Proof. We omit most of the details as they closely follow the usual proof that the Lie algebra
of Gl(n,R) is gl(n,R). One shows that if B in gl(W) is identified with the vector tangent to
Gls(W) at the identity e, then the left invariant vector field on Gls(W) is given by
XB(A) = delA(B) =
∑
i,j
(AB)ij
∂
∂xij
|A
for A ∈ Gls(W). Here xij is a chart on Gl
s(W) where xij(M) denotes the ij-component of the
matrix M ; thus xij is a Λ-valued function on Gl
s(W). Notice that xij is even for 1 ≤ i, j ≤ p
and for p + 1 ≤ i, j ≤ p + q but otherwise is odd. Using the fact that XB =
∑
i,j,k xikBkj
∂
∂xij
one can now show that X [M,N ] = [XM ,XN ] as in the usual case. The tedious details require
careful, but straightforward, considerations of parities; they are left to the reader.
It should now be clear that the various supergroups of matrices which occur in the physics
literature are indeed super Lie groups relative to the Rogers definition of a supermanifold when
the supernumbers are infinitely generated. The usual physics treatments of the subject begin
with a super Lie algebra of matrices and then define the corresponding super Lie group by a
formula which is tacitly assumed to be a supermanifold. The Campbell-Hausdorff formula is
then used to link the super Lie algebra to its super Lie group. We have developed the machinery
necessary to understand the super manifold structure of the underlying super Lie group and
have shown that the exponential mapping is indeed a G∞ mapping. These results then justify
the physicist’s intuition and also show how the super Lie group structure in the matrix case
derives from more general principles.
Definition 7.2. If gLie is a graded Lie algebra over C, then its Grassmann shell is the super
Lie algebra ĝLie = Λ ⊗ gLie defined by [λX,µY ] = λµ(−1)
ǫ(µ)ǫ(X)[X,Y ]gLie for λ, µ ∈ Λ and
X,Y ∈ gLie. More generally, one says that a super Lie algebra g is a conventional Berezin
superalgebra of dimension (p, q) if and only if it possesses a pure basis for which the structure
constants have no soul.
Notice that if we choose a basis {Em, E˜α}, m = 1, 2, . . . p and α = 1, 2, . . . q of a graded Lie
algebra gLie over C where we define Em to be even and E˜α to be odd, then it is also a pure basis
of the Grassmann shell of ĝLie and the corresponding structure constants relative to this basis
are complex numbers. Thus the Grassmann shell of a graded Lie algebra over C is a special
type of conventional Berezin superalgebra.
Theorem 7.3. Let gLie = g
0
Lie ⊕ g
1
Lie denote a (p, q) graded Lie algebra over C. Then there
exists a super Lie group H whose super Lie algebra of left invariant vector fields is isomorphic
to the Grassmann shell ĝLie of gLie.
Proof. First apply Ado’s theorem for the case of graded Lie algebras over C (see [11] page 79).
This theorem assures us that there exists an even injective homomorphism φ : gLie →֒ gl(r|s,C).
We choose gl(r|s,Λ) to be the set of all left endomorphisms on a (r, s) supervector space V and
identify these endomorphisms with their corresponding (r+ s)× (r+ s) Λ-valued matrices. Now
identify gLie with its image in gl(r|s,Λ) and choose a basis {Em, E˜α}, 1 ≤ m ≤ p, 1 ≤ α ≤ q
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of gLie. Finally, extend this (p, q) basis to a basis {Em, E˜α}, m = 1, 2, . . . (r + s)
2, α =
1, 2, . . . (r + s)2 of gl(r|s,C). The Grassmann shell of gl(r|s,C) is
gl(r|s,Λ) ≡ {
r∑
m=1
ξmEm +
s∑
α=1
ξαE˜α | ξ
m, ξα ∈ Λ}.
Likewise the Grassmann shell of gLie , denoted ĝLie, is constructed by replacing complex scalars
by Grassmann scalars. Notice that the injective homomorphism naturally extends to the Grass-
mann shell, thus we injectively embed the Grassmann shell of the graded Lie algebra into
matrices having Grassmann supernumbers as entries:
φ : ĝLie →֒ gl(r|s,Λ).
Now we know that gl(r|s,Λ) = gl(V0) is the Lie super algebra of the super Lie group Gs(V0)
and that ĝLie is a sub-super Lie algebra of gl(V
0). It follows from Theorem 5.9 that there is a
super Lie group H which is a sub-super Lie group of Gls(V0) having ĝLie as its super Lie algebra
of left invariant vector fields. Thus we have the commutative diagram.
gLie −−−−→ gl(r|s,C)y y
ĝLie −−−−→ gl(r|s,Λ)
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