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I. INTRODUCTION 
The traditional way developed by Darwin (1) and Mott 
(2, 3) to attack the problem of an unbound Dirac particle in 
a Coulomb field is to obtain an eigenfunction of the Dirac 
Hamilton!an corresponding to the desired energy which is also 
a simultaneous eigenfunction of a component of the angular 
momentum and the Dirac operator E (4, p. 268) whose eigenvalue 
specifies the total angular momentum and the parity. One may 
then express the scattering wave function as an expansion in 
terms of these angular momentum eigenfunctions, where the 
expansion coefficients are chosen so that for large distances 
r the wave function behaves like a plane wave plus an outgoing 
spherical wave. In this way, one obtains the exact scattering 
wave function in the form of an infinite series. Although the 
series has been summed numerically for certain ranges of 
energy and interaction parameters (5-8), in general the series 
converges slowly, and for analytical manipulations one must 
resort to an approximation. 
Various approximations have been developed for the scat­
tering wave function in a Coulomb field. One of these is the 
Born approximation which is based on the iteration of a plane 
wave as the zero order solution in a Green's function formula­
tion of the problem. This approximation gives useful results 
for high energies where the criterion v = aZE/p < 1 is satis-
2 
fled, Analytical expressions for various orders in the Born 
approximation have been developed by Dalitz (9), Gursey (10), 
and Mitter and Urban (11), among others. 
Another type of approximation that has been used is the 
Sommerfeld-Maue (12, 13) approximation which incorporates the 
interaction in analogy to the separation of the non-relativis-
tic Schroedinger problem in parabolic coordinates. Modifica­
tions of this approximation have been developed by Bethe and 
Maximon (14), and Johnson et al. (15, 16), who used a Green's 
function constructed by Meixner (17). The range of validity 
of this approximation is generally taken to be aZ/(E In E) < 1. 
A third type of approximation used in potential scatter­
ing is based on a direct ctZ expansion of the exact Mott series. 
Expansions in increasing order of &Z have been given by Mott 
(3), McKinley and Feshbach (6), and Johnson et_ al. (16). The 
g e n e r a l  c r i t e r i a  f o r  t h e s e  e x p a n s i o n s  i s  & Z  <  1 ,  v < i .  
Recently, Johnson and Deck (18) reorganized the infinite 
Mott series so that it explicitly had the form of an operator 
acting on a plane wave spinor. The appearance of the plane 
wave spinor is especially useful in the calculation of matrix 
elements. However, the operator contains three functions 
which are expressible by an infinite series, so again an 
approximation (18, 19) of the series must be made. 
In this thesis, a wave function of the Johnson and Deck 
form is assumed, and the requirement that it is an eigenfunc-
3 
t-ion of the Hamilton!an. yields a second order- partial differ­
ential equation for a single function which in turn determines 
the wave function. The three functions of Johnson and Deck 
are derivable from this single function. Thus, the problem of 
finding a scattering wave function is reduced to the non-matrix 
problem of finding a solution of a single partial differential 
equation satisfying the asymptotic boundary condition. The 
cross section for potential scattering and also the polariza­
tion of the incident plane wave is exhibited for a wave func­
tion in the Johnson and Deck form. 
The Sommerfeld-Maue approximation follows naturally as a 
zero order approximation of the solution of the partial dif­
ferential equation. An exact Green's function solution is 
developed, which may then be iterated using the Sommerfeld-
Maue approximation as the zero order solution. 
As a particular application of this approximation, the 
asymptotic form of the Coulomb scattering wave function ob­
tained from the first iteration is determined and the relevant 
potential scattering results are obtained. Here, the wave 
function is correct to and including (aZ)^ for all values of 
v, where ctZ and v are considered as independent parameters. 
These results are then examined for the limiting cases of 
small and large Born parameters v. For small v, agreement is 
obtained with Johnson et, al. (16), whereas the large v expan­
sion yields results not available in the literature. Graphs 
4 
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A. Notation 
The Dirac equation for a central potential is E$ = E$ 
where 
H = -ici-v + P + XV(r) 
Here, units are used for which 6 = m = c = 1. The strength 
of the interaction is measured by X. For a Coulomb field, 
X = (aZ), where a is the fine structure constant and V(r) = 
-l/r so that for X > 0, the potential is an attractive one. 
The Bom parameter v is defined by v = XE/p. 
The symbols a and g represent the usual Dirac matrices 
and are given in terms of the Hermitian Dirac matrices (20) 
Yp by the relations: 
Ô = iR4R, p = Y4 . 
A set of Dirac matrices that will be referred to is: 
â = iY4Y5T , 
PI = -R5 = -R1Y2R3Y4 , 
Pg =-iTiYgY3 , 
p3 = Y4 * 
These have the convenient algebra: 
6 
rfirrj j * 1 "ijk^k 5 
PiPj = ôij + leijkPk ' 
*ipj = Pfl > 
where latin indices range from 1 to 3 and the summation con­
vention is employed. In terms of these, sixteen independent 
Dirac matrices are 1, P, cr and P^o^. 
The symbols A* and A+ denote the complex and Hermitian 
conjugate of any matrix A, respectively. The caret p indi­
cates a unit vector, and the vector cross product is given 
typically by the notation â.b. 
B. Wave Function and Differential Equations 
A scattering wave function 
t = D(E,r,p)U(p) , (2.1) 
is postulated that has the Johnson-Deck form where the 
operator D is defined by 
D(B,r,p) = G + iXMÔ- (p-r) + iL(pAr) •<? . (2.2) 
Here, U(p) is a free particle plane wave spinor for positive 
energy E and arbitrary polarization, p is a unit vector in the 
direction of the asymptotic plane wave, and G, M, and L are 
unspecified functions. 
Since the wave function is postulated to be an eigen­
function of H, it must satisfy the relation 
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(H-E)B(E>rJ)n(p) = 0 , (2 = V 
As a consequence it follows that 
traceCYA(H-E)D(B,r,p)P+(E,p) 3 = 0 , (2.4) 
where Y^ is any one of the sixteen independent Dirac matrices, 
and P+(E,p) is the free particle positive energy projection 
operator given by 
P+(E,p) = £jjj{ô.p + 0 + E} . (2.5) 
The usual relativistic connection relates p and E, namely 
p2 + 1 = E2. 
Letting Y^ be successively the matrices 1, P, cr, P^a, 
Pgcr, P^cr, Eq. 2.4 yields sixteen equations. Resolving the 
vector equations in the directions r, p, and r»p, and using 
the cartesian coordinate system defined by 
x = r sin 9 cos 0 , 
y = r sin 9 sin 0 , (2.6) 
z = r cos 9 , 
where the angle 9 is defined by 
cos 9 = r-p , (2.7) 
it is found that only seven of the equations are independent. 
These are: 
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5G/W = 0; 
dM/B0 = 0; 
ÔL/Ô0 = 0; 
G = elP,[d-T ») + £ + SiSj* |_]e-iPrM; 
L = «lpr[»fe-fé=^SISff]--lp^ 
[& " r(l+cos 9) të]e"1Pr<î = 
[ (1-cos 9)^ + + (1+00 8 Q? Je~lprL; 
£ 003 9tr " r Sin @ |© + ivV " ip JG 
+ I -sin2© + —(sin20 - 2) - — sin 9 cos 9 ~ ~~jL 
L ôr r r 39 J 
iv{ (1-cos 9)|— + — + — sin 9 —} 
8r r r 89 M = 0 . 
+ X(XV — E)(1 — cos 9) 
Upon substitution of Bqs. 2.11 and 2.12 into Bqs. 
and 2.14, the last two equations may be replaced by 
[_h -  c o s  e ) M  =  0  *  
and 
(2 .8 )  
(2.9) 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
2.13 
(2.15) 
9 
.2d' 
rl7 + 3r fc+ &+ (1^ces e) k 
M = 0. 
+ p2r2 - (1 + 2vrV)pr + (XVr)2 
+ r2(|^ln TV) + IP + ^cos^ + 9) 
- l(Vr-l)v{r â- + (lf s^e9) |g + {1_eg8 9)) 
(2.16) 
For rV not equal to a constant, Eq. 2.15 indicates that 
M = (1 - cos 9)-1 f(r), but by direct substitution, it is 
easily seen that this form is incompatible with Eq. 2.16. 
Thus the assumption of the Johnson-Deck form is valid only for 
V proportional to l/r. Therefore, the subsequent discussion 
will deal only with the Coulomb field. 
It is seen that Eq. 2.15 is now identically satisfied. 
Defining 
a = cos 9 , (2.17) 
b = p(| + iv) , (2.18) 
the three independent equations specifying the r and a 
dependence of G, L, and M become: 
G = elpr£ (a-l)r ^  + (1-a2) jL. - 2]e~iprM ; (2.19) da 
L = eipr[-r ~ + (a-1) ; (2.20) 
10 
^2 + ia7 + ^t(1"a2)^2 ' (1+3a)fe) 
21b + p2 + 4 
r2 
M = 0 ; (2.21) 
so that the problem has been reduced to a determination of M 
alone. This result was not previously known. 
The partial differential equation is separable in r and 
9, and the solution satisfying the asymptotic boundary condi­
tion is an expansion in the eigenfunctions having the separa­
tion parameter k = 1, 2, 3, .... In agreement with Johnson 
and Deck (18), this is given by: 
00 
M = S C(k,r,v)XT"1e"X/21P1(r-iv,2T+l,X){P 1^(a) + P^.(a)} , 
k=l 
(2 .22)  
where 
V7C 
cu.r.v, = (-i>k -a 
r = £K2 - X231/2 , 
X = -2ipr . 
I 
Here, Is the confluent hypergeometric function, P^ is the 
derivative of the Legendre polynomial of order k with respect 
O 
to its argument. 
In terms of a parabolic coordinate system defined by 
11 
Ç-i = ipr(i + a), = iprfl - a). (2 = 2  6 )  
Bqs. 2.19 to 2.21 become 
G = (Cg - 2 - 2C2 §£-)M ; (2.24) 
L 
= (C% + ~ |ç~")M î (2.25) 
[C1 ^2 + Ici + C2 + 2 C1 + C2) 
2 
F ' (ci ; Co) 
(2 .26)  
-  £  +  7 - — ,  ] m  =  0  
The function M is not separable in parabolic coordinates 
p 
due to the term in X . Later it will be shown that neglect 
p 
of X gives the Sommerfeld-Maue approximation. 
A convenient change of dependent variable that will be 
used later is 
Q = [r(l - a) 31/2 M . (2.27) 
The second order partial differential operator now becomes 
self-adjoint (see Section III-B) and 
P x2 (0(f) + + 4_)Q = o , (2.28) 
r^ 
where 
0(?) 
= i[l? r2 h * ti(1"a2)fe " âTî^T " 21br] • t2-29' 
12 
Hhsn acting en functions independent of 0, 0(r) may be :cri tten 
as 
0(r) = V2 - C— , (2.30) 
2r (1-a) r 
O 
where V is the Laplacian. Thus, Eq. 2.28 is a Schroedinger 
equation, but the "potential" is such that it is separable 
only in spherical coordinates (21). 
C. Cross Section for Potential Scattering 
For large r the asymptotic form of the Johnson-Deck wave 
function, that is required to satisfy the asymptotic boundary 
condition of a plane wave plus an outgoing spherical wave, is 
given by 
t = e^^ud-L.p) +^rs(ïIÎJ)ïï(51,p) , (2.31) 
where 
Dg(E,r,p) = Gs + iXMga- (p-r) + 11^(2.f-F) , (2.32) 
and the incident plane wave has been assigned the polarization 
direction This means that the incident plane wave satis­
fies 
{ÔCp)"#i)U(#i,p) = U(§1}p) (2.33) 
where the three-vector polarization operator (22) 0(p) is 
given by 
ÏÏ(p) = $5 + â-p(l - p)p . (2.34) 
13 
In the following, the dependence of on E will not be 
explicitly stated, since the analysis will deal with elastic 
scattering so only one definite value of energy E will be 
involved. Also, the convenient notation 
P*! = P, P2 = Pr , (2.35) 
is adopted. 
Asymptotically, for a given outgoing direction i>2, the 
scattered wave is itself proportional to a plane wave spinor 
(of positive energy) traveling in the r direction. This means 
that 
Dg(P2,Pi)U(%i,Pi) = c(9)U(§2,p2) , (2.36) 
where c(0) is some function of 9, and § is a definite polari­
zation direction related to that will be discussed in 
section II-D. However, if the scattered wave is analyzed not 
for polarization direction §2, but is analyzed for arbitrary 
direction of polarization §2, then the component of the scat­
tered wave is 
C(l2,p2; i1,p1)u(l2,p2) , (2.37) 
where 
c(%2,P2; li>Pi) = u+(i2,p2)Ds(p2,p1)u(i1,p1) . (2.38) 
Using the fact that 
U+(l,p)â-p U(?,p) = p/E , (2.39) 
14 
where a-p ±& the current operator in the p direction, it is 
easily shown that the differential cross section for potential 
scattering from the initial state ud-pPj^ to the final scat­
tered state U(§2,P2) is given by 
dcr(§2'P2; Si'PiJ/dO = |0(§2,p2; §i,P%) • (2.40) 
If the free particle Hamilton!an is defined by 
Hn = ®'Pn + p ; n = 1, 2 , (2.41) 
and the relationships 
à- (Pn - p2)= (l/p)(Hi - H2) , (2.42) 
iPl*P2*cy = (p)"2(p1*p2 + 0% + H2P - 1 - HgE^) (2.43) 
are used, it is found that for elastic scattering 
C(i2>P2î %i,Pi) = n+(§2,p2)(Ai + 0A2)U(l1,p1) , (2.44) 
where A^ and A2 are functions of 9 (P]/P2 = cos 9) given by 
Ax = Gg - 2(p)"2Lg(B2 - p2cos29/2) , (2.45) 
A2 = 2(p)"2LsB . (2.46) 
Inserting the appropriate projection operators and finding the 
differential cross section using standard trace techniques, 
one obtains the result in the standard form given by Tolhoek 
(23) 
15 
cr(l2-.î2\ tpP^/an = i±a * - I2(£^ i * ^  V 
(2 .47)  
Here, n is the normal direction to the scattering plane given 
by 
â= (Pg^P^)/!(P2^ P^)I » (2.48) 
and the four I functions, which are functions of 0 but 
independent of polarization directions, are given by the 
formulae: 
11 = A^A*[1 - (p/E)2 sin20/2 3 + A^A^ l - (p/E)2cos2©/2J 
+ (2/E) Be AXA* ; (2.49) 
t — d ri O I n /"R)2 1 I2 = sin 0 (p E) Im A-jA* ; (2.50) 
13 = (cot 0) I4 + |sin 9 (p/E)2 (AxAj - AgA*) ; (2.51) 
14 = I sin2© [ (E-1)/eU2(A1aJ + A2A* - 2 Re A^A*) . (2.52) 
These four functions are not independent but are related 
through the equation 
I4 + I5 - 21-^4 + I2 = 0 (2.53) 
which may be proven by direct substitution. 
The functions 1(0) given by Eqs. 2.49 to 2.53 may be 
determined directly from scattering experiments. In a single 
16 
scattering experiment with an initially unpolarizsd beam, the 
differential cross section dOj/dO is obtained from Eq. 2.47 by 
summing over final polarization directions and averaging over 
the initial polarization directions. This procedure yields 
dcrj/dCJ = 1^(0) (2.54) 
If there is a second scattering (shielded from the direct 
incident beam) a long distance r 2^ from the first scatterer, 
located at a polar direction 0 with respect to the incident 
beam direction p^ (where the first scatterer is the coordinate 
origin), then the beam incident on the second scatterer is a 
plane wave (r-^)™1 elp2*r DS(P2,P1)IÎ(P1, • Here the prime 
sign refers to distance measured with respect to the second 
scatterer. Substituting this incident wave in Eq. 2.31, and 
following the same steps leading to Eq. 2.40, the differential 
cross section for scattering from initial state characterized 
* A 
by Ç-j.»]?!» to a final state, analyzed after the second scat­
tering, characterized by 03,P3, is given by 
d<r(§5,P5; p2;  %i,Pi)/dO' = (rl2)"2|0(§5,p5; p2; |^, 
(2.55) 
where 
C  ( P ^ ï  P 2 î  § ^ > p 2 _ )  =  U  ( P ^ >  ) D _  ( p ^ , P 2 ) D ^ ( p 2 > p ^ ) U ( P i ,  § i ) .  
(2.56) 
This matrix element may be written 
17 
0 ( » P 3 ï  P 2 î  —  E U  (p^, § 3 ) D s ( f > 3 , P 2 ) U ^ ( p 2 ,  c Ç g )  
,l1 (2.57) 
times u£(p2,e?2)Ds(p2,p1)n(p1, 
where a complete set of states has been Inserted so that 
« = + 1, and the sum over 1 refers to both positive and nega-
A 
tlve energy spinors. For convenience §2 is chosen as the 
polarization direction related to §•]_, as indicated by Eq. 
2.36. Since Dg(p2,P1)D(p1,is proportional to Ufgg'Pg); 
the sum over i and e may be trivally performed, and the result 
is then 
C(I5,p5;  p2 ,  #i ,Pi) = C(i3,p5; f2,p2)0(f2,p2; ^,p^), (2.58) 
where the C's on the right are defined by Eq. 2.38. Thus, 
using Eqs. 2.40, 2.55, and 2.58, one finds that 
dcr(l 5 ,P3;  p2;  %]_,Pi) 
dQ1 
- - . (2-59) 
2 dcr(§3,p3; §2»P2) d^(52* P2! 5^,P^) 
M 55 
The differential cross section dtfj^/dfi1 for double scat­
tering from an initially unpolarized beam is obtained by 
averaging over initial polarization directions (+ 1^) and 
summing over final polarization directions (+ 5^). The calcu­
lations are simplified by using the fact (proven in Section 
18 
II—D) tb.2.t if is ciic3.0 n — (Pg^P^z/IPg^PiS V"-^ -2-î > 
then §2 is also n (or - n). Substituting Eq. 2.4f into Eq. 
2.59 and performing the sums and averages, one obtains the 
simple result 
(r12)2d<yII/dn' = I1(0)I1(©') + I2(0)I2(0')(n-n1) (2.60) 
where cos 0 = Pi'Pg» cos 0' = Pg'P]* n1 = (P^.P%)/|P^^P1|. 
Double scattering may also be analyzed with the formalism 
of density matrices, as is done, for example by Fano (24) and 
Rose (25), which yields identical results. 
If two measurements of the double scattering are taken 
at the same angle but 180* azimuthally apart with respect to 
§2> as shown in Fig. 1, then n'(1) = n1(2). Subtracting these 
two measurements and dividing by the sum of these two measure­
ments, one obtains a measure of the asymmetry 
I2(0)I2(e' ) [n.2(l) ]/%i(0)I]_(9' ) . 
If the whole experiment is coplanar so n is parallel to n'(1), 
one obtains Mott1s (3) definition of the asymmetry 6(0,0') 
0(0,0') = I2(e)I2(e')/l1(0)I1(0') . (2.6I) 
The asymmetry parameter S.(0), defined by Sherman (8) is the 
angular function 
8(0) = - I2(0)/I1(0) , (2.62) 
19 
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%«) t 
SECOND 
SCATTERER COUNTER 
FIRST 
SCATTERER 
( |, P3(l), |(2),COPLANAR ) 
Fig. 1. Double scattering asymmetry arrangement 
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which, is the square root of 6(6.6* ) if the measurement is made 
so that 0 equals 6*. 
With a knowledge of 1^(9) from a single scattering 
experiment, the function I2(9) can be determined by measuring 
6(9,6) = [Ig(9)/li(9)Similarly, information regarding 
1^(9) may be obtained from a triple scattering experiment or 
from a double scattering experiment if the initial incident 
beam is prepared in a polarized state. The function 14.(6) is 
related to the other three 1(9) functions by Eq. 2.53. 
D. Polarization of Scattered Wave 
For an incident plane wave with definite polarization 
A A 
the scattered wave in the direction p2 has a definite 
output polarization direction §2 which is a function of 
This output polarization direction may be determined from the 
condition that dcr(§2»P2» 5i»P^)/d(i is a maximum. 
Using a set of basis vectors p1$ n.p^, and n (where as 
before n = (Pg^P^)/jP2»PiI)» and §2 may be expressed as 
= (sin 0^ cos 8]_)P2 + (sin 0^ sin 9^) (n.p^) + (cos ^ )n , 
(2.63) 
l2 = (sin 02 cos 62)Pi + (sin 02 sin 92)(n«p1) + (cos 02)n. 
Eq. 2.47 may then be written as 
21 
2 dçr£|2;f2f l1J1)/dfi = 
sin 02. sin 02Z cos (G^-Qg) + I3 sin (^1~^g) ] 
+ (1 + cos 02. cos 02^i - (cos 0^ + cos 02)I2 . (2.64) 
In order to find the output polarization direction, the 
preceding expression is maximized in the usual way with 
respect to ©2 and 02. This procedure yields the following 
relations for the output polarization 52(©2,02): 
sin (ox - e2) = I3(I2 - i2)~1/2 , 
p p _i/p (2.65) 
COS (0X - 02) = (Ix - I4)(li - I2) 1/2 , 
and 
sin 02 = (I1! " 12 cos ^ i! )~1(Ii - IgJ'^sin 0± , 
1  (2.66) 
cos 02 = (|l% - Ig cos ) (1^ cos 0^ - I2) , 
so that the maximum and minimum differential cross sections 
are given by 
dtf(Ç2,P2î li>Pi)/dO = ^ (Ix - I2 cos 0±) , 
-  .  (2.67) 
dcr(-§2,p2; Çx,P2_)/dfi = 0. 
It is seen that in general, during the scattering, the 
polarization direction has processed and nutated about the 
normal to the plane of scattering from the original direction 
§2 to the final direction §2. 
The maximum differential cross section cannot be zero 
22 
since this would imply that the expansion coefficients of the 
scattered wave for the two spinors characterized by polariza-
A. 
tion directions §2 and are both zero, i.e., there would 
be no scattered wave. Consequently, choices of 0^ = tt/2 and 
02. = 0>n for Eq. 2.67 lead to the conclusions that 1^(0) is 
always greater than zero, and that jig(6)| is always less 
than Ijte). 
For the special case of 0j_ = 0 (or 0^ = 7t), it is seen 
from Eq. 2.67 that 0^-0 (or 0^ = 7!). Thus, if the incident 
polarization direction is parallel (anti-parallel) to the 
plane of scattering, the output polarization direction of the 
scattered wave is also parallel (anti-parallel) to the plane 
of scattering. 
23 
III. GREEN'S FUNCTION FORMULATION 
A. Sommerfeld-Mane Approximation 
The partial differential equation for M, Eq. 2.26, sug­
gests a zero order approximation that results from the neglect 
p 
of the term in X . This approximation will be designated by 
the subscript zero, tilth the neglect of X2, the partial dif­
ferential equation is separable both in spherical and para­
bolic coordinates^ It will be shown that a consideration of 
the solution separable in parabolic coordinates leads directly 
to the well known Sommerfeld-Maue approximation. 
In terms of parabolic coordinates, the partial differ­
ential equation for Mq can be written as 
*2 
(E1 + (1 + £l) «I + S} 
+ (Eg ^ 2 + (2 * y + F + s)} 
.Çvia (3.i) 
2 
e M = 0 
o 
The symbol s represents the separation parameter. 
The preceding partial differential equation has product 
solution of the form 
Cl-C2 
M0(Ci,C2) = e 2 ^(s.l.-C],)^^ + I + 8,2,Cg) > (3.2) 
where -jF^ is the confluent hypergeometrlc function whose 
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properties are summarized in Appendix A. The asymptotic 
boundary condition of a plane wave plus an outgoing spherical 
wave is satisfied if the separation parameter s is assigned 
the value zero. Thus, 
G1-G2 
M0(C1,C2) = c e 2 ^(1 + 1V,2,C2) 
C]_-Cg (3.3) 
= c (iv ) e 2 iF-^(lv,l, C2) , 
where c is a normalization constant. 
Using Eqs. 2.24 and 2.25 the auxiliary results 
^1~^2 
G0(Cx,C2) = - 2c e 2 1P1(iv,1,Ç2) , (3.4) 
LO(C1'C2) = °' (3.5) 
are obtained. In order to normalize to unit incident flux, 
the constant c is chosen as 
V7T 
c = - I r(l - iv)e 2 . (3.6) 
A substitution of these approximations into the Johnson-
Deck form then yields the corresponding approximate wave 
function: 
vrr gl~C2 
to = r(l-iv)e 2 e 2 j^l + ^  (p-£)|_- J^F^iv, l,Ç2)ïï(p) 
(3.7) 
V7T 
= r(l-iv)e 2 eip*r [l - ^  a* V]1ï,1(iv,l,i(pr-p-r) )U(p) 
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This is the usual form of the 3ommerfeld-Maue wave function. 
Through a manipulation of integral representation, 
Johnson and Deck (18) have also shown that the infinite series 
for M given in Eq. 2.22 reduces to when X2 is set equal to 
zero. 
B. Green's Function Solution 
2 Since the term proportional to X in the partial dif­
ferential equation for M is also proportional to r~2, a 
Green's function in spherical coordinates can be developed for 
a corresponding integral equation. In order to do this, the 
self-adjoint differential operator 0(r), given in Eq. 2.29 for 
the related function Q, is considered and its eigenfunctions 
are determined. 
A differential operator 0(r) is self-adjoint if for any 
two reasonably differentiable functions of r, fj_ and fg, the 
operator satisfies the relation 
f-L0(r)f2 - fgO(r)f^ = divergence g(r) , 
where g is a function of f^, fg, and their derivatives. If 
f^ and fg are bounded eigenfunctions of 0(r) with eigenvalues 
tand Tg, then the integral of the preceding equation over 
all space gives 
(t2 - Tj) J* f^fg dr = 0 
i.e., the eigenfunctions are orthogonal. For (oscillatory) 
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continuum eigenfunctions, one considère a finite set »hieh for 
discrete eigenvalues have their zeros on the surface of a 
large enclosure. As the boundary of the enclosure is moved 
away to infinity, the eigenvalue spectrum becomes continuous. 
Thus, for the continuous eigenfunctions the surface terms 
arising from div g(r) become zero, and here also one gets an 
orthogonality condition between eigenfunctions of the same 
operator. If the operator were not self-adjoint, orthogonal­
ity would exist between the respective eigenfunctions of the 
operator and its adjoint operator. Thus, the reason for con­
sidering the operator 0(r) instead of the corresponding 
operator for M is that only the eigenfunctions of one operator 
0(r) are necessary for the following discussion. 
For the continuous spectrum, s > 0, the operator 0(r) has 
eigenfunctions fk(s,r) that satisfy 
0(r)fk(s,r) = - s2*k(s,r) . (3.8) 
These eigenfunctions have the product form 
•k(s,r) = ck(s)r~1R(pk,-2isr)Ak(a) , (3.9) 
where the radial function R and the angular function Ak 
satisfy the separated equations 
+ ^ " ^r^ + g * ) Ja(^,k,-2isr) = 0, (3.10) 
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Lfe (1  - a2)fe " 2d1- a) " V ^  ]Ak (a)  = °- ( i-1X) 
The regular solutions of these differential equations 
are, for the angular part, 
, 1/2 
Ak(a) = (P^(a) + P^(a)), k = 1, 2, ... (3.12) 
which possesses the orthogonality property 
1 J A^ajAjj., (a)da = 6kjk« , (3.13) 
— 1 
and for the radial part, 
B(|,k,-2isr) = (2sr)h e" i sr1P1(h + |,2h,2isr) , (3.14) 
where h is defined by 
h = k + 1/2 . (3.15) 
In the preceding s is restricted to positive values, 
since the radial function for negative s is the same as for 
positive s (to a phase factor independent of r), as may be 
seen by applying Kummer*s relation. 
The normalization constant ck(s) is obtained by requiring 
the following continuum normalization: 
s'=s(l+c)  
lim f f fk(s,r)(^,r)dr ds' = >• • (3.16) 
e
-»°+ Js'=s(l-«) J 
Using the relation 
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à-(E- â-H-Ri-E') = (s'" - s^)RR' , (3.17) 
ar ar dr 
where R and R' have the same value of k but differ by having 
parameters s and s' respectively, and also using the asymp­
totic form of , the normalization constant is found to be: 
irrb 1/2 " On 
= "=
r(h 
- 
t/s
'
r(h + t/3) ^  ! (3.18) 
K 2irr(2h) 
The bounded eigenfxmctions of the operator 0(r) have the 
property that as r oo, their corresponding radial function 
goes to zero. Examining the asymptotic form of it can be 
seen that bounded eigenfunctions occur only for Im(b) > 0, 
i.e. for v > 0, and in that case correspond to the replacement 
s b/(h + n), where n = 0, 1, 2, .... Consequently, the 
bounded eigenfunctions are 
$k(n,r) = ck(n)r""1R(h + n,k,- ^-^rn)Ak(a) . (3.19) 
These satisfy the eigenvalue equation 
0(r) $k(n,r) = - (h ^ n)2$k(n,r) . (3.20) 
The bounded radial function is given by 
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lbr 
= *h+n (3.21) 
v, lbr 
= n!r(2h) ) t ih+ii T2h-1/-2ibrx 
Cr(2h • n) 32 11 + 11 » " 
The symbol designates the Laguerre polynomial, as 
normalized by Morse and Feshbach (26, pp. 784-85). 
Using the relation 
CD 3 (3.22) |* 2h -z 2h-l. . 2h-l [r(h + n) ] 2(h + n) 
J z e Ln (z)I^ (z)dz = ^7 , 
0 
it can be shown that if the normalization constant ck(n) is 
chosen as 
_i|h _iJ£ 1/2 
Ck^n^ = (h + n)r(2h) _b(^2nt ] ' (3.23) 
then the bounded eigenfunctions have the desired normalization, 
/$k(n,F) $k,(n',r)dF = ôk>k,6n>n, . (3.24) 
In terms of the continuum and bounded eigenfunctions, a 
Green's function G°(r,r f) which behaves asymptotically like an 
outgoing wave and satisfies 
Co(?) + p2]G°(?,?') = 6(r - r') (3.25) 
30 
can be determined, where for the delta function one uses 
6(r - r') (3.26) 
= tk(s>r)tk(s,r' )ds + ~(^~- + 1) S^$k(n,r) $k(n,? ) J. 
Consequently, 
G°(r,?') (3.27) 
_ : Fr" •t(s,?)ti:(s,?')as ! v - $k(n,r) $k(n,P ) "| 
- kfiLi P2 - s2 + 5(17| + 1}  Jo p2 . (_i_—j 
* h + n 
where the outgoing boundary condition will be invoked in the 
choice of contour around s = p. 
In order to evaluate the integral over s, the relevant 
integral 
°° j— / \ —i 2 
I(r,r' ) = f — j—B(—,]c,-2isr)B(—,k,-2isr')4s (3.28) 
JQ (P2 - s2) s  s  
is examined. From Eqs. 3.14 and 3.18, this Integral can be 
written 
I(r,r') 
(4rr') 
-
h r- e"ls(r+r') s2h e  s r(h . | )r(h + |) 
I C2>tr(2h) 32LJ0 (P2 - s2) 
(3.29) 
times xF1(h + p2h,2isr)1F1(h + 2h,2isr' )ds . 
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Tiiis integral is evaluated for the case r > r' 
responding integral for r < r1 may then be obtained by the 
transposition r <-> r1 . 
For r > r1 , the confluent hypergeometric function in r is 
separated into two parts with different characteristic asymp­
t o t i c  b e h a v i o r  ( s e e  A p p e n d i x  A ) :  
xFi(h + |,2h,2isr) = i-F1 (h + |,2h,2isr) + |F°(h + |,2h,2isr). 
(3.30) 
The integral containing F°(F^") is then obtained by a consider­
ation of a contour CQ(C^) in the first (fourth) quadrant of 
the complex s plane. In order to obtain an outgoing wave for 
large r, the pole at s = p is chosen slightly above the real 
s axis. The gamma functions contribute other poles in the 
c o m p l e x  s  p l a n e  a t  s + n  =  +  b / ( h  +  n ) ,  f o r  n  =  0 ,  1 ,  2 ,  . . . ,  
since near these values the gamma functions have the behavior 
r(h + |) = ± (-1)° g . (3.31) 
s  (H + n)2 (s + —L_) 
h + n' 
The contours for the complex integration are given in 
Figs. 2 and 3. It should be noted that the position of the 
gamma function poles depend on whether v is greater or less 
than zero. The symbol L (L^) designates that part of the 
contour Og(O^) lying on the positive (negative) imaginary 
axis. 
Using the residue theorem of complex variable theory, the 
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i CD 
CONTOUR FOR F 
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• r 
-n CONTOUR FOR F 
Pig. 2. Contours for I(r,r") integration, v > 0 
i a 
.CONTOUR FOR F 
S PL 
CONTOUR FOR F 
Pig. 3. Contours for I(r,r') integration, v < 0 
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bracket in Eq. 3.29 is given by 
C 3 = 2rci Residue (C0 + C^) - (LQ + L^) , (3.32) 
since the contribution from the circular path at infinity is 
zero due to the asymptotic behavior of the F functions. 
For v < 0, the residue is given by: 
Residue (CQ +  Cj_) = (3.33) 
_e-ip(r+r' ) 
4p P e r(h+|)r(h-5.)F0(h+5.,2h,2ipr)1F1(h*k,2h,2ipr ,î 
E 
n=0 * [ < I T T n > 2 - ' 2 > !  
0 
times + (-^— + 1) 75 F (2h+n, 2h,S~~) 
|v |  (h + n)d n n 
It can also be shown that 
(Lq + L±) = 0 , (3.34) 
A 
by using Eqs. 8-16 and 8.17» and changing s -> e s on the LQ 
segment. 
Defining 
R°(|,k,-2ipr) = (2pr)he" lprF°(h + |,2h,2ipr) , (3.35) 
which is similar to Eq. 3.14 except that ]Fi has been replaced 
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— J £ > iiiiij. JÛ4.0 . V » iiû u • , £«4,0. _/ . cl-i. <=tiu.ti. J oULiU. 
Eqs. 3.14 and 3.18, substitution of Eqs. 3.32 and 3.33 into 
Eq. 3.29 yields the result: 
I(r,r' ) = ^2- R°(k,h,-2ipr)R(|,h,-2ipr') 
(3.36) 
- l(_v_ +1)  j C°k(*> ]^(h+n,k,^g)5(h+n,k,=a^l) 
2 lv! n=0 2 _ / b \ 2 
* Nh + nz  
for r > r1. It is seen from the second term in Eq. 3.36 that 
a contribution from the integral over the continuum eigen-
functions, properly normalized, precisely cancels the bound 
state eigenfunctions in Eq. 3.27. 
Defining the function f£(p,r) by 
*k(P,r) = ck(p)r"1R°(^,h,-2ipr)Ak(a) , (3.37) 
substitution of Eq. 3.36 into Eq. 3.27 finally yields the 
desired result for the Green's function G°: 
00(r.r', =£- ^ t^ (P'7,^ (P'?, , )  f°rr>r' (3.38) 
P  k = l  C * K ( P , r ) ^ k ( p , r ' ) }  f o r  r  <  r ' .  
With the aid of this Green's function, the partial dif­
ferential equation, Eq. 2.28, and the required boundary condi­
tions may be replaced by the integral equation 
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Q(r) = Q (r) - X* I dr' " x i  , (3.39) 
J  ( r 1 ) 2  
where 
[ 0(r) + p2 I]Q0(r) = 0 . (3.40) 
The explicit form of Q0(r) corresponding to MQ(r) is given by 
Q0<7) 
_ iyflc 1/2 
= j, <-i)k e 2 * [n: ; V/i] ] •*<»-*> ».4D 
IT 1/2 
= - 2 ^(1 - iv)e [ r(l - a) ] e ipra1P-L(l+iv,2,ipr(l-a) ). 
36 
IV. APPROXIMATION' FOR ASYMPTOTIC HAVE FUNCTION 
A. Asymptotic Wave Function 
The integral equation for Q(r) can be solved by a process 
of iteration, in which the zero order solution is taken to be 
— p 
Qq(r). This procedure generates a series in X independent 
of the Born parameter. Thus, the interaction is partially 
taken into account in the zero order solution (which contains 
the Born parameter v = aZE/p) in marked contrast to the 
entirely interaction independent iteration scheme of the 
successive Born approximations. 
Subsequent discussion will deal with the approximation 
resulting from one iteration in the limit of large r. For 
this case, Eqs. 3.38 and 3.39 yield 
q(ï) = v?>-è = •£(p.arg'*fc(p,ir>0',ff')- (4.D 
y k=l * J (r«)2 
Upon substitution of the infinite series form of Q0(r1) 
from Eq. 3.41, the angular integration reduces the resulting 
double series in Eq. 4.1 to a single series. Using the 
asymptotic form of $^(p,r) and the explicit form of *k(p,r'), 
Eq. 4.1 becomes: 
2 r ,  -i1/2 - lesc 
Q(r) = Q0(r) - x' \_T^T j ilpT" T(®-v> ' (4-2) 
where 
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T(Q,v) = (1 - a)^j- % e~21V ln  Uln 9/2)  e' tv  times 
2 
Jx (pi(a) + <-i'a)[riLVVii] • 
The phase factor ©sc  for the outgoing scattered wave is 
©sc  = pr + v In pr(l - a) - 2 arg r(l + iv) . (4.4) 
The symbol I(k,v) represents the Coulomb integral defined 
by 
I(k,v) = lim f e"ex x2^"2 e""^x[,?, (h+^.,2h,xe 2 ) ]^dx 
e—>0 J P 
2 
(4.5) 
In the usual way, a screening parameter e~eX has been inserted 
to ensure the existence of the integral. As defined previous­
ly, h = k + 1/2, b/p = 1/2 + iv, and a = cos 9. The Coulomb 
integral is evaluated in Appendix B, where it is found that 
I ( k
'
v )  
= B(klulv"k-lv) C^ + *i(k+l+iv) - •1(k-iv)]. (4.6) 
Here, B represents the beta function and the symbol 
designates the logarthmic derivative of the gamma function. 
Substituting Eq. 4.6 into Eq. 4.3, the angular function 
T(0,v) is expressed as 
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_ > .-2iv Infsin 9/2) 
T (9 ,v )  =  -  a / e  : times 
2iv B(-iv,l+2iv) <4.7) 
1 g 
T ^(Pk(a) + Pk-1(a) )B(k-iv,l+2iv) Qi7r+^1(k+l+iv)-*1(k-iv) 
Using the relation 
(1 - a){Pk(a) + Pk_^(a)} = -k{Pk(a) - Pk-1(a)) , (4.8) 
the angular function T(9,v) assumes the form 
-2iv In(sin 9/2) 
T ( 9
'
V )  
=  giv B(-iv,l+21v) S ( 8 ' V )  '  ( 4 - 9 )  
where S(9,v) is defined by 
3(9,v) = S (Pk(a) - P, -, (a)}B(k-iv,l+2iv) 
k=l K 
times i7r+f1(k+l+iv )-*•]_(k-iv) ~2 . 
(4.10) 
In addition to the series representation of the two 
parameter function S(9,v), it is also possible to obtain an 
integral representation. Using the Eulerian representation 
for the beta function (27, p. 9) 
B(s, t) = J* x t -1(1 - x)S 1dx , (4.11) 
0 
for Re s > 0, Re t > 0, and also using the integral represen­
tation for the product of a beta function and the difference 
of two related logarithmic derivatives of the gamma function 
(28, P. 314) 
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1 
B(s, t) [ t) - ^(s + t) 3 = J1 x t -1(l - x) S-1ln x dx, 
0 (4.12) 
where Re s > 0, Re t > 0, the expression for S(0,v ) given in 
Eq. 4.10 becomes 
1 
S(0,v) = H x" iv"1(l-x)2iv{ S (Pk(a)-Pk_1(a))xk}(i7t-ln x)dx. 
0 k=l (4.13) 
Now, using the generating function expression for 
Legendre polynomials (27, p. 154) 
p —l/2 ® , 
[l - 2az + z ~J = E z P, (a) , (4.14) 
k=0 
for IzI <1, the sum in Eq. 4.13 may be performed, yielding 
t h e  f o l l o w i n g  i n t e g r a l  e x p r e s s i o n  f o r  S ( 6 , v ) :  
Ste. v )  =  r 1 x - lv-1(l-x)alvt1-1- [ (i-ln x)dx. 
J0 [l+x2-2ax]^2 (4.15) 
In general, it has not been possible to obtain a closed 
form expression for S(©,v). However, in the limit of small v, 
a closed form expression may be obtained from the series 
representation Eq. 4.10, and for large |vj, a closed form 
expression may be obtained from an asymptotic expansion deriv­
able from the integral representation Eq. 4.15. These limit­
ing cases are discussed in section V. 
The asymptotic wave function may be expressed in terms 
of the angular function T(9,v). Using Eq. 4.2, the asymptotic 
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form of Q0 derivable from Eq. 3.41, and Eq. 2.27, the follow­
ing asymptotic form for M is obtained: 
= 2ipr(l - a) ~ 2ipr(l - a) (1  + ^2t(®»v))» (4'16)  
where the plane wave phase factor 0p is given by 
©p = pra - v In pr(l - a). (4.17) 
From the differential relations given in Eqs. 2.19, 2.20, 
2.24, and 2.25, one obtains 
S (?) = e16P - 2 t p ^i!a)|j21v(1 + X2T(0 , V ) )  + x2(l- a 2 ) | ^ e ' " >  j  
(4.18) 
m = ^IF^ 1  •  <*•«> 
Using the abbreviations 
T(6,v) = T, = T' . (4.20) 
and remembering that a = cos 9, substitution of Eqs. 4.16, 
4.18, and 4.19 into the Johnson-Deck form Eq. 2.1, gives the 
asymptotic wave function 
t ( r )  =  e 1 9 p U ( p )  +  — I S — î f  1 ~  { - 2 i v ( l + X 2 T )  -  X 2 s i n  6  T 1  }  
4pr sin29/2L ^ 
+ iX{l+X2T}<x- (p-r) + i{X2tan 0/2 T')p.r'jJu(p). 
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It is seen that the asymptotic wave function is correct 
through order X"^. 
B. Potential Scattering Results 
By comparison with the asymptotic forms given in Eqs. 
4.21 and 2.32, it is seen that: 
Gs = \  • f  2iv (1 + X2T) + X2sin 9 T' 1, (4.22) 
4p sin 0/2 L_ -I 
"•  
=  wsrf 1  +  x a , 3'  ( 4 - 2 3 )  
I"S = 1 0 f"x2 tan 9/2 T1 1. (4.24) 
4p sin 9/2 L. J 
Consequently, the auxiliary functions A1 and A^ defined 
by Eqs. 2.45 and 2.46 become 
A 1  =  "  ,  I  1 ( 1  +  X 2 T )  +  v  t a n  0 / 2  T '  1 ,  ( 4 . 2 5 )  
2p sin^ô/2 L J 
AP = F & tan 0/2 r 1. (4.26) 
* 2p sin2©/2 L P J 
Using the definition of the Rutherford differential cross 
section 
2 
2p sin2e/2 
R  
= [ 2 P  s LV2] • (4-27) 
which is the classical non-relativistic Coulomb differential 
cross section, and using the abbreviation 
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B = P/E . (4.28) 
the four I functions of Eqs. 2.49 to 2.52 take the form: 
I % ( ® )  p  9 , r -  p  4  „  
—-— = (1 - p sin^e/2) [l + 2X Re T + X TT* ] 
R 
+ X0 sin 9 Him T' + X2 Im T*T' ] (4.29) 
+ X202 sin29/2 Ct'T' * 3  ,  
I (9 ) 
— = - sin2e/2 [Re T' + X2 Re T*T' ] , (4.30) 
T? E 
= -sin ©{cos ©(^•)2+p2}H1 + 2X2 Re T + X^TT* 3 
+ 2X6 sin2©/2(cos ©(^i)+l}Tlm T'+X2 Im T*T' ] 
+ X2P2 sin29/2 sin © QT'T1*], (4.31) 
= -sin2© (I|i)2£l + 2X2 Re T + X^TT* 3 
+ 2X0 (S^) sin 9 sin29/2 [ Im T' + X2 Im T*T' ] E 
+ 2X202 sin49/2 Qt'T' * 3 -  ( 4 . 3 2 )  
If the exact solution were used, T would be replaced by 
p 4 
T + 0(X ). Consequently, in the approximation used, X TT* and 
X2 Im T*T' occurring in the expressions for the four 1(0) 
functions, are of the same order of magnitude as the next 
order neglected correction. However, if one takes the point 
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of view that the fundamental approximation is in the wave 
function, which hopefully is very good, then these contribu­
tions may be retained. 
In order to establish a criterion for the Validity of 
the approximation based on one iteration, one can compare the 
first iterated solution Q^)(r) with the second iterated 
solution Since 
Q ( l ) ( r )  =  Q 0 ( r )  -  X 2  J d r '  ( r 1  ) " 2 G 0 ( r , r '  ) Q 0 ( r '  )  ,  ( 4 . 3 3 )  
and 
Q ( 2 ) ( r )  =  ( ? )  +  X  N ( r )  ,  ( 4 . 3 4 )  
where -
N( :  7) - r rdP d?' ( r 'r" f V (r, P )G° (P ,5" >Q0 (r« ) , (4.35) 
a measure of the validity of the single iteration approxima­
tion is that 
X  <  i  .  ( 4 . 3 6 )  
| Q ( l ) ( r ) l  
2 
It Is to be emphasized that the formal expansion in X is 
independent of the Born parameter v = aZE/p and hence is good 
for all energies, subject to the condition given in Eq. 4.36. 
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V* LIMITING CASES 
A. Small Bom Parameter 
It is possible to obtain a closed form expression for the 
angular function T(9,v) in the case of small Born parameter 
v. By a Taylor's expansion, 
in + t-Jk+l+iv) - ^(k-iv) = In + i ~ + 2ivf2(k)..., (5.1) 
where f2 i s  " t i ie  poly gamma function 
( 5 . 2 )  
Thus, through order v, 
1 " T ( 9 , v )  =  -  2  ( P k ( a )  -  P k - 1 ( a ) )  t i m e s  
( 5 . 3 )  
{1 - 2iv(Y + In sin ©/2)}(^£ + _L) + 
K. 
V[3 - § +  f*l < Z )  +  f*2< k)-§*l ( k )] 
where the Euler-Mascheroni constant Y is 
Y  =  -  t i ( l )  =  0 . 5 7 7 2 1 5 7  ( 5 . 4 )  
Also, using the Legendre polynomial identity 
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C 1  *  a ) < P k ( a )  -  P k - 1 ( a ) )  =  f c ( ? k ( a }  +  P k - i ^ a - '  '  ( 5 = 5 )  
it is found that through order v, 
tp* 1 = i v  c r 9 / 2  x.(Pk(a) • ^ 
+ tan^Q/2 g (Pk(a) + Pk_1(a)) times (5.6) 
{1 - 2iv(Y + In sin 9/2 )} ( i7C + i) 
+ V [ k  "  ^  +  2 7 C ^ l ( k )  +  2 1 * 2 ( k )  "  ^ l ( k )  J  
For consistent order in X in the cross section (here v 
is not considered an independent parameter but equal to x/p), 
the sums of Eq. 5.3 for T(9,v ) for zero order in X, and the 
sums of Eq. 5.6 through first order in X, may be performed 
using the expressions given by Johnson et al. (16). The 
4. 
scattering results valid to order X are in complete agreement 
with Johnson et al., and the rather lengthy formulae will not 
be reproduced here. 
B. Large Born Parameter 
Since the results obtained apply equally well for all 
Born parameters, it is possible to obtain an asymptotic expan­
sion of the angular function T(9,v) for large Born parameters. 
The method used is to convert the integral representation of 
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S ( 9 , v )  g i v e n  I n  E q .  4 . 1 5  i n t o  a  F o u r i e r  i n t e g r a l ,  w h i c h  c a n  
then be evaluated by Lighthill1 s (29) method of asymptotic 
evaluation of Fourier transforms. Then, T(9,v) is obtained 
from Eq. 4.9. The details of the asymptotic expansion for 
v oo and for v -> - oo are presented in Appendix 0. The 
results are 
Re T = (4v2sin 9 ) -1  tan29/2(+ n + 9 + sin 9) + 0(v~3), (5.7) 
Im T = -(2v)~"1tan 9/2(9 + T C )  +  0(v"*3), (5.8) 
Re T' = (4v cos 9/2)"2(%6 tan 9/2 + (9 + x) (1 + 3 tan29/2) ] 
+  0 ( v " 3 ) ,  ( 5 . 9 )  
Im T' = -(4v cos29/2)"1(+rt + 9 + sin 9) + 0(v"3), (5.10) 
where + signifies v/jv|. 
Here, in the asymptotic expansion for v -> GO , terms 
containing cos v(2 In sin 9/2) and sin v(2 In sin 9/2) have 
been neglected, because for large v (30, p. 69) 
(sin vx)/x -» 7t 6(x) , 
(cos vx)/x -> l/x - ^/x . 
Since the asymptotic expansion is restricted to 9 ^  T C ,  i.e., 
x ^ 0, these terms do not contribute. 
Upon substitution of these asymptotic expansions into 
Eqs. 4.20 and 4.30, the following results for the potential 
scattering 1(9) functions are obtained; 
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I % ( â ) / 5  =  1  +  f ï S L * l ( ± > » )  +  X 2 g 1 (  +  , ô )  J  - r  0  ( p 4 )  ,  ( 5 .  1 1 )  
I2(0)/R = - p2(Ev)_1£f2(+,9) + X2g2(±,9) ] + 0(p4) , (5.12) 
I 3 ( e ) / R  =  P 2 f 3 ( + , e )  +  0 ( p 4 )  ,  ( 5 . 1 3 )  
I4(0)/R = |c I3(9)/R]2 , (5.14) 
where the functions f and g are defined by 
f^( + ,9) = - ^tan2@/2 F1 + cos 9 + cot 9 (sin 9 +9+x) 1 , ( 5 . 1 5 )  
§ ] _ (  +  , 9 )  =  ^  t a n 2 9 / 2  ( 9  +  tc)2 , (5.16) 
f2( + ,9) = (8) -1tan29/2r6 tan 9/2 
+ (9 + 7f) (1 + 3 tan29/2 ) ] , 
(5.17) 
62(+,i9) = ^ tan^9/2 (0 + tt) (sin 0 + 0 + T C )  , (5.18) 
f - z ) (± ,  ©) = tan 9/2 [cos 0 - i tan 9/2(9 + tt) 3 • (5-19) 
These functions are plotted in Pigs. 4 to 8* The symbol 
2 -g represents x/v, so a term of order (Xp) is actually an 
4 —2 
expansion in X and v 
The Sommerfeld-Maue value of f^ 
fSM = - sin29/2 , (5.20) 
which gives rise to the Mott approximation for the differ­
ential cross section (X2 =0), is also plotted in Figs. 4 and 
5 for comparison. 
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Mott and Massey (31. p. 80) claim that I-, (6 )/R is given 
by 1 + 02fgy for all values of 0 as long as X = &Z is small 
compared with unity. This conclusion was reached on the basis 
of a small X expansion of the exact cross section. The re­
sults obtained here, as displayed in Figs. 4 and 5, are in 
sharp disagreement with their assertion. Instead of a common 
curve for + X and - X (attractive and repulsive potential) 
these results exhibit quite different character for these two 
cases. From Fig. 4 it is seen that f-j_(-,9), pertaining to a 
repulsive potential, is positive for forward angles, is 
greater than the Mott value until 90°, thereafter is less than 
the Mott value. Here, the difference in the 1^(0)/R values, 
-  < » >  •  • = • * >  
for a p (which is less than X in this large Born parameter 
approximation) of value 1/10, is of the order of magnitude 
0.1 per cent, and for a Z (unshielded) value of 2 and an 
appropriate value of p, say, 1/300, the difference is of the 
order of (10)~4 per cent. However, the smallness of these 
differences is a reflection of the 0 dependence and not the 
0 independent angular factor, i.e., at small 0 the whole cor­
rection itself to the Rutherford value is very small. 
In the case of an attractive potential, Fig. 5 shows that 
f]_( + ,0) has a very different character to the Mott fgM* It is 
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smaller than the Mott value for all forward angles (although 
the X correction proportional to g1(+,0) tends in the 
direction of the Mott value), and becomes positive and much 
greater than the Mott value for back angles. It is presumed 
that for v -• œ , the apparent divergence of 1-^(0)/R (and 
I^(9)/R, 1^(0)/R) as 0 approaches 180° is indicative of the 
unreliability of the approximation in this region, probably 
d u e  t o  t h e  I n a b i l i t y  o f  t h e  a s y m p t o t i c  e x p a n s i o n  o f  8 ( 0 , v )  t o  
adequately represent the function for finite values of v (see 
Appendix C). For the forward angle of 45° and a 0 of 1/10, 
the difference of 1-^(0)/R is approximately 0.4 per cent, and 
for 0 = 1/300, the difference is approximately 4(10)~4 per 
cent. 
The fact that for a repulsive potential (v -> - oo ), 
f^(-,0) is less than zero, and that for an attractive poten­
tial (v -» oo ), f-^( + j9) rises steeply at back angles, is in 
qualitative agreement with the numerical results displayed by 
Mott and Massey (31, p. 81) for Z = 80 and v = 2, but is in 
sharp disagreement with the Mott formula given by fg^ alone. 
Exact numerical results are not available in the region of 
small X and large v where the approximation given here applies. 
As mentioned earlier, the Mott formula was obtained from 
a small X expansion, where X and 0 were considered independent 
parameters. However, one must also consider the relative 
magnitude of the independent parameter 0. As a general 
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example= for an arbitrary function ff,v)- the Taylor series 
expansion for both X and v small is 
f ( X , v )  =  f ( 0 , 0 )  +  ( d f / d X ) 0 0 X  +  ( ô f / a v J g Q V  +  . . .  
whereas a Taylor series expansion for X small and v large is 
f ( X , v )  =  f ( 0 , œ )  +  ( d f / d X ) 0 m X  +  ( v 2 d f / d v ) 0 œ v ™ 1  +  . . .  
which is quite a different result. Also, for small X and v, 
it is known (6) that 
I x ( 9 ) / R  =  1  +  9 2 f g M  +  * X e  s i n  9 / 2  ( 1  -  s i n  9/2) + 0(X2) , 
so only in the case that X is less than 0 does the conclusion 
of Mott and Massey hold. Of course, this is true for v less 
than one, but the point is that for large v, the term propor­
tional to X0 is no longer present, but essentially is replaced 
p 
by a term of order 0 (cf. Eqs. 5.11 and 5.15) when the non-
relativistic limit is approached by an expansion in powers 
of 1/v. 
Prom Pigs. 6 and 7> it can be seen that for a repulsive 
p o t e n t i a l ,  t h e  a s y m m e t r y  p a r a m e t e r  S ( 9 )  =  -  I 2 ( 9 ) / l 1 ( 9 )  i s  
always positive, whereas for an attractive potential the 
2 
asymmetry is generally positive. Only for the case of X 
approximately greater than 1/6 is it possible for the correc­
tion term to reverse the sign of the asymmetry in the region 
of 9 = 90°. The several oscillations in sign of the asymmetry 
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parameter exhibited by Sherman (8) in the lower energy region 
of his exact numerical calculations do not appear in these 
results. However, the largest Born parameter he considered 
was |v |  = 3 at Z = 80, so this really is not consistent "with 
the approximation |v| > > 1, X < < 1. Also, the asymmetry 
parameter is very small and he obtained the value numerically 
by summing a series of large terms with alternating signs..... 
Thus, the slow oscillations could be more apparent than real 
in the energy range where they appeared. 
Finally, it is to be noted that as expected, in the 
extreme non-relativistic limit, the differential cross section 
goes to the Rutherford value, the asymmetry becomes zero, and 
the polarization direction of the incident wave does not 
change. 
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VIII. Â±TJÏÏJBIYIX A 
A. Confluent Hypergeometric Functions 
In this appendix some of the properties of the confluent 
hypergeometric function and associated functions are listed 
for convenient reference. On the whole, the conventions of 
Meixner (32) are followed. 
The confluent hypergeometric function is a solution of 
the differential equation 
j> + (c - x) ~ - a J f = 0 (8.1) 
which is regular at the origin. It has the series representa­
tion 
lpl(a'c'l) = J0 É (8-2) 
which indicates its behavior for small x, and for |x| œ , 
it possesses the asymptotic expansion 
1P1(a,c,x) -> r ( c ^ a )  &tlKa x"a^1 " + 0(-k)} 
(8.3) 
+ Ej|j. ez xa"c{l + (c-aXl-a) + 
where e = 1 for 0 < arg x < tt, and e = - 1 for 0 > arg x > -n. 
The confluent hypergeometric function satisfies the 
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Summer relation 
( a ,  c ,  x )  =  e x 1 P 1 ( c - a ,  c ,  e i 7 t x )  ,  ( 8 . 4 )  
and its derivative is related to a contiguous function in the 
following manner: 
^2 (a> c >x ) = ~ (a+1,c+1,x) . (8*5) 
The Bulerian integral representation is given by 
1I'1(a, o,i) = r(a)j^)_ a) J ext(l - t)0-®"1 t^dt, (8-6) 
0 
where Re c > Re a > 0. 
Using a notation adapted from Meixner (32), the confluent 
hypergeometric function can be separated into two parts with 
different characteristic asymptotic behavior: 
l ? l ( a , c , z )  =  i  P 1 ( a , c , x )  +  ^  P ° ( a , c , x )  .  ( 8 - 7 )  
These two functions separately satisfy Eq. 8.1 but are not 
regular at the origin. For |x| oo , 
i  F i ( a , c , x )  r ( c )  e e l 7 r a  x " a  ,  ( 8 . 8 )  d r(c - a) 
I  F ° ( a , c , x )  e x  x a - c  .  ( 8 . 9 )  
The Mellin-Barne s type integral representations for these 
functions are: 
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— F1 (a, c,x) = —,—r ( o j x  e  f 1 times 
r (a)r (c - a)r (l + a - c)27ci 
ioo (8« 10 ) 
xSds ,  J 1  r ( s )r ( l  +  a  -  c  -  s ) r ( a  -  s ) ~ s  
-ioo 
i F°(a,c,x) =  r ( a ) r ( c ^ : ) r ( l ' C  a i a x i  times 
(8-11) 
nioo 
J r ( s ) T (l -  a  -  s )r ( c  -  a  -  s ) x  e ~ i 7 C s d s .  
-ioo 
Here |arg x| < n, and the integration path is such that the 
poles of r(s) are to the left, while the poles of the remain­
ing gamma functions are on the right. 
The function F° (26, p. 672) is also represented by 
oo 
I  P° ( a 'C ' l )  = FiajraVa) J0  e" t  t0"3"1!1  " (8-12) 
where specifically in this formula 0 < arg x < 2rt, and Re c > 
Re a > 0. 
For non-negative integer n: 
F ° ( - n , c , x )  =  0 ,  ( 8 . 1 3 )  
F 1 ( c + n , c , x )  =  0 ,  ( 8 . 1 4 )  
from which one may deduce the equivalence 
i  F ° ( c + n , c , x )  =  ] F i ( c + u , c , x )  .  ( 8 . 1 5 )  
Finally, the following circuit relations are valid: 
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F°(a,c,ze^") = eV(c-a,c,xe^) , (8.16) 
1P1(a,c,ze2i7C) = 1P-L(a, c,x) . (8.17) 
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IX. APPENDIX B 
A. Coulomb Integral 
In this appendix, the Coulomb integral 
I ( k , v )  =  
(9.1) 
oo 
lim 
c 0+ J0 
E-€X X2K-L .  2  e" C iFi (k+l+iv, 2k+l, e x) ]] dx 
is evaluated. 
Using the integral representation for the functions 
given in Eq. 8.6, interchanging orders of integration, and 
doing the Laplace integral in x, the Coulomb integral may be 
expressed in the form: 
I ( k , v )  =  
1 1 
c ( k )  l i m  f i  d t  d s [  ( 1 - t )  ( 1 - s )  ]  
e  0+ 4] 
k-iv-1 
times 
(9.2) 
where 
2 
= W = (-i)*r(a) [r (k^ffi$Lv)  (9.3) 
Upon changing the range of integration by the variable 
substitutions £ = t/(l - t) and § = s/(l - s), the previous 
integral assumes the form 
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I ( k v ) = 
c(k) lim x f r°°dC d§ (?C)k + i V  C (1+C) (1+5) 1 ^  times 
'  ^  0  °  °  - 2 k  ( , 4 )  
[1 - SG - i®(1 + C)(l + 5) U 
Defining the two auxiliary quantities 
A(C)  
= 'le'/l.C • (9-5) 
B ( c )  =  ( C  +  i e C  +  i e )  ,  ( 9 . 6 )  
the Coulomb integral I (k,v ) may now be written 
oo rk+iv 
I ( k , v )  =  l i m  c ( k )  p  i _ i  —  G ( A ( C ) , v )  ,  ( 9 . 7 )  
' 0 0 (1+Ç) CB(C) 3 
where 
oo . k+iv 
G < A ( C )
'
V )  =  (  d^)[:-A(c)]^ " ( 9"8 )  
For v = 0, the integral G (A(Ç),v) can be evaluated by 
partial fractions. For the more general case, v / 0, which 
shall be considered here, the integral G(A(Ç),v) is evaluated 
by considering a closed contour in the complex § plane indented 
around the branch cut taken on the real axis, and completed at 
infinity, as in Fig. 9. The contribution from the circular 
arc at infinity is zero, so by the residue theorem of complex 
variable theory, 
UTS) • (x'o'-e)"1^ = ( ax'o'B)^! 
(91-8) '  (o-BltiK8  = (^3 I '0 'B)0 i  
£9 
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G ( A ( Ç ) , v )  =  _ Trie 7TV 
sinh TTv E Residues 
(9-9) 
_ Trie 
TTV 
sinh V7T 
e 
iîr(k+iv ) 
2k +  r ( 2 k )  
2k-1 k+iv 
(î + 
ô§ 2k-1 § = A ( C )  
Explicitly evaluating the residue, one obtains 
G ( A ( Ç ) , v )  =  Trie 
VTT 
sinh VTT 
(k+iv) 
A(C) ]  2k 
+ 2E "1 r(k+l+iv) (-1) ÇA ( C)  ]  
8=0 r(k+l+iv-s)s!£ 1 + A(Ç) 3 
k+iv-s 
2k-s 
(9.10) 
Now, from Eqs. 9*5 and 9.6, A(Ç) and B(Ç) are in the 
fourth and first quadrant, respectively, since the ç plane has 
been cut along the real axis. Also, A(Ç) and B(Ç) may be 
written: 
- °3. (C + *)  
A ( e ) =  ( C O , ) 1  '  
B ( C )  =  ( 1  +  i e ) ( Ç  +  e 1 )  m e le(C + o^) 
(9.11) 
(9.12) 
where 
C 1  ™  1  + \ e  (9-13) 
If the phase of c^ is chosen in the first quadrant, then A(Ç) 
and B(C) have the proper phases. Consequently, to first order 
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of infinitesimal, is defined by 
ox = «e1(l " •' , (9.14) 
and it follows that A(Ç) and B(Ç) are related by 
2tt1 ,, j -x 
C l  +  X (c) 3 = 2  4 - 4 - ^ .  ( 9 . 1 5 )  
B(C ) 
Substituting Eqs. 9.10, 9.11, 9.12, and 9.15 into Eq. 
9*7, one obtains 
v 00 , - .k+iv F 
I ( k , v )  =  l i m  c  ( k ) i ^ ( - l )  r ——J 1 
c-*0+ sinh «V J0 (1 + Ç)2k+1L (9 16) 
2k~l r(k+l+iv)(1+ic) S(c1Ç+c1/c*)k +iV 3 
8=0 slr(k+l+iv-s)(l+C)"s(C+c1)k+iV 
Since the integrand is uniformly convergent, and all the 
phases have been determined unambiguously, the limit may be 
taken under the integral sign with the result: 
.k+iv 
= 
c (m ) k  
c)2k+1 
( 9 . 1 7 )  
„ 2k-1 _£Xill±lvIei,c(k+1V-s) 
s=0 s!r(k+l+iv-s) (l+C)2iC+i =•] 
The first integral is a standard integral representation 
(27, p. 9) for the beta function, defined by 
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T» f -=- \ T* f -rr \ 
B ( x , y )  =  +  y j  ,  ( 9 . 1 8 )  
and the remaining integrals are elementary. Using Eqs. 9.3 
and 9.18, Eq. 9-17 reduces to 
I ( k , v )  =  r ( 2 k )  i 7 C  times 
(2B(k+l+iv,k-iv) ] sinh ttv (9.19) 
|\ (k+l+iv, k-iv) - e'1™ Jo sTr^k+l+iv-st* 
Using the gamma function relation 
rwrd -  *> = sm"(^) - <9'20) 
and changing the variable of summation by the substitution 
s = 2k - n, Eq. 9.19 may be written in the more compact form: 
I ( k
'
v )  
= B(]C+1+£MLV) t i m e s  (9.21) 
r 1^ _ -«v - B(k+l+iv. k-n-iv ) 1 
(_ sinh rtv " n=1 n B (k+l+iv,k-iv ) J * 
In order to simplify the sum in Eq. 9* 21, the summand is 
resolved into partial fractions (33, p. 20) with respect to 
t h e  p a r a m e t e r  i v .  
2> 
t = T B(k+l+iv.k-n-lv) 
n=l n B(k+l+iv,k-iv) (9.22) 
= 
2 |  (2k):(-ir l  
n=l n(2k - n) ! r(k-1) ] {lv- (k-2) ] ... Q.V- (k-n)] 
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B U , y )  =  r f e  +  y )  '  1 9 . 1 8 )  
and the remaining integrals are elementary. Using Eqs. 9.3 
and 9.18, Eq. 9.17 reduces to 
I  ( k , v  )  =  r(2k) i7C times 
C B ( k + l + i v , k - i v )  3  s i n h  n v  ( 9 . 1 9 )  
[ B(k+l+iv,k-iv) - e-7tv B^ruiltiv-stlac-d • 
Using the gamma function relation 
rWI1 " = WW ' ( 9 '2 0 )  
and changing the variable of summation by the substitution 
s = 2k - n, Eq. 9.19 may be written in the more compact form: 
I ( k
'
V >  
=  B(k+l+ffik-iv) tlmes 
( 9 . 2 1 )  
qv 
r 1^ _ -Ttv - B(k+l+iv. k-n-iv ) 1 
(_ sinh Ttv ~ n=1 n B(k+l+iv,k-iv) J * 
In order to simplify the sum in Eq. 9* 21, the summand is 
resolved into partial fractions (33, p. 20) with respect to 
t h e  p a r a m e t e r  i v .  
2k 
» _ £ B (k+l+iv. k-n-iv ) 
n=l nB(k+l+iv,k-iv) (9.22) 
= 
2r (2t)!(- i)^ 1 
n=l n(2k - n) I riv-(k-l) ] (lv-(k-2) ] ... (iv-(k-n)] 
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Substitution of this into Sq, 9*24 yields the interesting 
relation: 
rk B(k+l+iv,k-n-lv) _ _ 1 zQ P7x 
n=l nB(k+l+iv,k-iv) n=1 (iv+n-k) 
The right hand side of Eq. 9.27 can be expressed in yet 
another form. Tr,,-;ing Eq. 9.20, it is found that in general 
_ /  , x k - 1  2 k  
r (k+l+z)r ( k - z )  =  I  n ( z  +  n  -  k )  .  ( 9 . 2 8 )  
sin \rcz) n_^ 
Defining the logarithmic derivative of the gamma function 
( 2 7 ,  p .  1 5 )  • 1 ( x )  b y  
*  =  * ! ( x )  ,  ( 9 . 2 9 )  
and taking the logarithmic derivative of Eq. 9.28, one obtains 
the relation 
2k , 
• x ( k + l + z )  -  t i ( k - z )  =  -  7 C  c o t  7 T Z  +  2 + n _ fc.  ( 9 . 3 0 )  
Setting z = iv, it is found that 
2k 
5 lv+n.k = (k+l+iv) - t]_(k-iv) - in coth Ttv . (9-31) 
Finally, substituting Eqs. 9.27 and 9.31 into Eq. 9.21, 
the Coulomb integral I(k,v) is given by the equivalent expres­
sions: 
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X i k. v ) 
2k __ 
r(2k) r iff , Q-7CV r 1 n fq 32) 
B ( k+l+ i v , k - i v )  s i r L h  7 t v  n = 1  ( i v  +  n - k) J 
-V7T 
=  B ( k + l + i v , k - i v )  C i 7 t  +  * i ( k + l + i v )  -  * 1 ( k - i v )  3 -
To the author's knowledge, the definite integral I(k,v) 
given by Bq. 9.1, has not been evaluated before. Integrals 
of this form are only known for those cases where the exponent 
of x has integral values greater than 2k - 1. 
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X. APPENDIX C 
A. Asymptotic Expansion of S ( 0 , v )  
1. Integral transformation 
The two parameter function 3(8,v) is given by the inte­
gral expression 
1 q 1/2 
S(e , v )  =  r  a i  3 C - 1 V - 1 ( 1  -  X ) 2 1 v  (1-%-Çi+z -21 c°s e] ) 
O Cl+X^-2X cos 0 ] 
times (iit - In x) . (10.1) 
By a change of integration variable, this integral is trans­
formed to a Fourier integral which can then be evaluated 
asymptotically using the methods of Lighthill (29) • 
A one to one mapping of the interior of a unit circle in 
the x plane into an infinite strip in the y plane is specified 
by the transformation 
x = 1(2 + ey - C e2y + 4ey 3 ) , (10.2) 
where - tt  < Im y < rr, so |x| <1. The inverse transformation 
is 
~  
x ) 2  =  e y  .  ( 1 0 . 3 )  
This mapping is illustrated in Figs. 10 and 11. The branch 
lines of x - e—which occur in the integrand of Eq. 10.1 are 
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Fig. 10. Contour in x plane 
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Fig. 11. Contour in y plane 
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positive real x axis, and the branch cut for In x is taken 
along the negative real axis. These choices are indicated in 
Pig. 10. 
Under this transformation, the integral for S(9,v) 
becomes 
oo 
8 ( 8 , v )  =  J  e  y f ( y )  d y  ,  ( 1 0 . 4 )  
-oo 
where 
f ( y >  =  a  -  * > U  -  »  -  [ i + = z - 2 =  ) ( 1 „  .  ^  x ) ,  ( i o . 5 ,  
( 1  +  x ) F l + x 2 - 2 x  c o s  @ 3  
in which it is understood that x is the function of y given 
explicitly by Eq. 10.2. 
For large positive y, x a- ^ e~y, and for large negative 
y, x = 1 - ^ e~^y1, so that 
f ( y )  =  -  ^  s i n 2 6 / 2  y  e ~ y  f o r  y  - >  o o  ,  ( 1 0 . 6 )  
and 
f(y) = e for y ->-oo . (10.7) 
2. Born parameter greater than zero 
For v > 0, the closed contour just within EA'B'C'E in the 
x plane is considered. The corresponding contour for the y 
plane integrand is AEF'C'B'D'A. The integrand is analytic, 
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ana tuae conmoutions rrom jmr' ana D• A vanisn. so 
(G,v) = - J e ivy f(y) dy . (10.8) 
D ' B ' C ' F '  
Setting y = iff + z, the integral becomes 
oo 
S(0,v) =  -  e ^ J  e i v z  f ( y )  d z  .  ( 1 0 . 9 )  
-oo 
Here 
2 x ( z )  =  2  +  e i 7 V  e z  -  £ e 2 i 7 t  e 2 z  +  4 e 1 "  e ^  ( 1 0 . 1 0 )  
Q 
The singularities of the integrand are at z = z^ = 2 In 2 sin ~ 
( B *  ) ,  a n d  a t  z  =  z Q  =  2 I n  2 ( C 1 ) .  
Expanding about z - Z Q  = Ç with the aid of the binomial 
theorem, it is found that 
-TT<Th ™ 1 }  
Icl^cos e/2 
f ( y )  =  Ml" 0 0 5  9 / 2 )  IC! times 
i ff /  C 
[ l - i e ^ H ' ^ I C l 1 7 2 ^  ( 1 0 . 1 1 ,  
+  | l C | e 2  ' C '  ( 1  -  2(1 +gCOS G/2))  +  . . .  1  
cos 9/2 J 
where the expansion requires 6 ^ ff. The proper phases for 
intermediate calculations are given by 
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x =  . " « •  a e ^ T c T "  " ' ( C I 1 / 2  
' (10.12) 
+19 
x  -  e  = 2  c o s  
Similarly, expanding about z - z^ = it is found that 
-1/2 ~ T-^ih " f ( y )  =  - 1  §  I  '  t a n  9 / 2  ( t t + 9  )  e  s  '  t i m e s  
Ci .  e^'TsT" 1 1  ,? !V2 (10.14) 
+ '"(]tr " 1)|6'(Vc^2 + + 
where 9 ^ tt. Here, the proper phases for intermediate calcu­
lation are given by 
™ l e E l  -  1 5  t a n  9 / 2  -  l S £ t a n 9 / 2 ( 2  c o s 2 q / 2  _  e 1 9 )  ]  ,  x - e , ^ ™ ^ - 4 cos20/2 
^5(1 + _L_) 1(5. - 9) 
x - e~ i0 = ISle I^( e tan 9/2 times 
[ 1 4" (^ - ^sec 9/2 e ) § + • • • 3 » 
(10.15) 
(10.16) 
-i2£ 
x - e i0 = 2 sin 9 e 2 £l + %sec29/2 e" i0§ + ...]]. (10.17) 
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The integral for S ( 9 , v )  may be written 
oo 
- e  S(9,v) =  J  e i v z f ( y )  H ( z 1 - z ) d z  
-00 (10.18) 
00 CO 
+ J e vzf(y)H(z0-z)H(z-Zl)dz + J eivzf(y)H(z-zQ)dz, 
-00 -00 
where the symbol H(s) signifies the step function 
H ( s )  =  0  f o r  s  <  0  ,  
(10.19) 
H ( s )  =  1  f o r  s  >  0  .  
Using Lighthill1 s theorems (29, p. 46) on asymptotic 
estimation of Fourier transforms, the integrals in Eq. 10.18 
are evaluated by expanding the integrands about their singu­
larities. Thus 
-e7tVS(@,v) = e ivzl P e lvÇf(§<)H(-§)d§ 
-00 
00 QQ 
+  e l V Z l J  e 1 V ? f ( § > ) H ( § ) d §  +  e i V Z ° J  e l v C f ( Ç < ) H ( - C ) d C  
™°° -oo (10.20) 
J elvCf(Ç>)H(Ç)dÇ , 
-oo 
where symbolically, f(?>) and f(?<) mean f(y) as given in Eq. 
10.14 for § > 0 and § < 0, respectively. The similar meaning 
is attached to f(Ç>) and f(Ç<) in relation to Eq. 10.11. 
The integrals are evaluated with the aid of Table 1, 
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which is modified from Light-hill (29, p» 4j). 
Table 1. Fourier transforms for v £ 0  
f  ( x )  g ( v )  =  P  e  i V x f ( x ) d x  
V 
-00 
_ i7f V 
M ~ 1 / 2 H ( X )  
_i7T V 
|X|1/,2H(X) .  i | v f 3 / 2  y *  e  T  M  
H ( x )  -i/v 
x  H ( x )  - ( v ) " 2  
The result of the indicated operations is the following 
asymptotic expansion for v -• oo : 
S ( 0 , v )  =  2 ( v ) " " ^ 2 s e c  9 / 2  / tt  exp [] -7iv-i7c/4+2iv In 2 sin 9/2 3 
times Si(9,v) F" 1 82^^ ) + 0(v™2) ~~| 
L  8 v  c o s  9 / 2  g 1 ( 9 , v )  ( 1 0 . 2  
where 
g 1 ( 9 , v )  =  i  s i n  9 / 2  ( 7 t + 9 )  +  2 ? r ( 1 - c o s  9 / 2 ) e x p ( - 2 1  v  I n  s i n  9 / 2 ) ,  
(10.22) 
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S o ( 6 , v )  =  F  s i n  y / 2  ( x + t i ) ( d  +  c o s - w / z )  +  d  s i n  9  s i n  0 / 2  
( 1 0 . 2 3 )  
-2x1 (1 - cos 9/2) (cos29/2 -2-2 cos 9/2) exp (-2iv In sin ~) 
In the derivation, 9 has been restricted to 0 < 9 < x. In 
order to estimate the magnitude of v necessary for this 
asymptotic expansion to approximate the function S(0,v), the 
condition 
63(8,v) 1 > 
8v COS 29/2 g1(9,v) 
(10.24) 
is imposed. This restriction may be written in terms of the 
simple relation between 9 = x - A and v, 
A2 > 1/v , (10.25) 
so that, approximately, for v = 100, 9 < 174°, for v = 10, 
9  <  1 6 0 ° ,  a n d  f o r  v  =  4 ,  9  <  1 5 0 * .  T h u s ,  a t  t h e  v e r y  b e s t ,  
for finite values of v, this asymptotic expansion does not 
represent the function at extreme back angles. For the singu­
lar angle 9 = x, one could evaluate S(9,v) directly after 
making this substitution. In that case f(y) given in Eq. 105 
would become singular as x approaches e~ l7r in the manner 
1/IC! instead of like 1/|Ç|. This would lead to the 
asymptotic expansion of S(9,v) having a pre-factor of In v 
rather than v~^"/2. Since continuous functions of 9 are of 
interest, the singular case 9 = x will not be discussed fur­
ther here. 
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3 = Born parameter less than zero 
For v < 0, the closed contour just within EABCE is con­
sidered. The corresponding contour for the y plane integrand 
is AEFCBDA. In a similar fashion to the preceding case of 
v > 0, it is found that 
oo 
S(9,v) - - e7^  J* e1VZ f (y) dz (10.26) 
-oo 
except that now y = -iff + z, so 
2 x ( z ,  =  2  +  e ' 1 *  e z  -  n  e " 2 1 "  e 2 z  +  4 e " 1 "  ez J1/2 ( 1 0 . 2 7 )  
The singularities of the integrand are at z = z^ = 
2 In 2 sin 9/2 (B), and at z = zQ = 2 In 2 (C). 
Expanding atout z - zQ = £, it is found that 
f ( y )  =  2  s e c  8 / 2 ( 1  .  c o s  9 / 2 )  [ l  •  1 ( 1 ( 1 -  ^ 2 > / 2 ) )  ] •  
(10.28) 
where again the expansion requires 9 ^  ff. 
The proper phases for intermediate calculations are 
given by 
x = eirc + 2 | C !1^2 exp [iff/4(l - C/|C|) H (10.29) 
- 2 j Ç | exp £ ~( l - + ||ç|3/2expf ^ (1 - -£_) J. 
x-eii9 = 2 cos 9/2 e+i £ i+isec 9/2 e1* (7t"9/2) (x+i) 3 . 
(10.30) 
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Expanding about- z - z-^ - I» it is found that 
f (y) = |§|™1//2(7r - 9) tan 9/2 exp - 1) J times 
{1 - { ? |1/2 eXP[^(l - y|y) ] (10.31) 
+  l ? l  e x p  j ^ ^ . ( l  -  j | j )  J ( |  +  |  s e c 2 9 / 2  -  ^ _ 9 g 2 ) ) -
Here, Q jé n also. The proper phases for intermediate calcu­
lations are 
< Q 
x = e £ 1 + i? tan 9/2 (10.32) 
+ ^ i§2sec29/2 tan 9/2 (2 cos29/2 - e 19) ], 
x-e i9 = tan 9/2 | §| exp £ -i* + i9 -
times Ql + (i - ^ sec29/2 e~19)§ 3 > 
( 1 0 . 3 3 )  
x-e™19 = 2 sin 0 e ln^2Vl + \ sec29/2 e+i0§l. (10.34) 
The integral for S(9,v) may be written 
00 
- e  S  ( 9 , v )  =  J *  e  f  ( y  )  H ( z 1 - z ) d z  
— 00 
( 1 0 . 3 5 )  
00 00 
+  J  e i v z f ( y ) H ( z 0 - z ) H ( z - z 1 ) d z  +  J  e i v z f  ( y ) H ( z - z 0  ) d z  .  
Using the same series of steps following Eq. 10.18, the 
following asymptotic expansion for v -> - oo is obtained: 
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( 1 0 . 3 6 )  
exp £ -7t|v I - ip + 2iv In 2 sin 8/2 3 (1 - |i |v | 1gj(9)+0(v~2) }, 
where 
» F O )  - F 2 + C O S 2Q/2 _ tan 9/21  
g 3 ( @ )  ~  L  4  c o s 2 e / 2  J  ( 1 0 . 3 7 )  
The angle 0 has been restricted by the derivation to 
0 < 0 < TC. As an estimate of the magnitude of v necessary for 
t h i s  a s y m p t o t i c  e x p a n s i o n  t o  a p p r o x i m a t e  t h e  f u n c t i o n  S ( 0 , v ) ,  
the condition 
is imposed. For 9 = TC - A, this restriction reduces to 
so that, approximately, for v = 100, 0 < 176°, for v = 10, 
9 < 167°, and for v = 4, 0 < 160°. It is seen that if one 
uses this criterion, the asymptotic expansion for finite values 
of - |v| represents the function S(9,-|v|) better at back 
a n g l e s  t h e n  t h e  c o r r e s p o n d i n g  e x p a n s i o n  f o r  S ( 9 , j v | ) .  
1  >  | |  V ™ 1  g 3 ( 0 )  ( 1 0 . 3 8 )  
A 2  >  |  I v f 1  ( 1 0 . 3 9 )  
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B. Asymptotic Expansion of T(9,v) 
Using the Stirling approximation for the gamma function 
z 
- k i 
r ( z) = e~z z * /2it [  1  +  ( I 2 z )  + ... J , (10.40) 
where |arg z| < tc , one finds that 
B(-iv,l+2iv) = 2 /tc |v | times 
( 1 0 . 4 1 )  
-2, 
exp [ -tc |v | + + 2ivln 2 ]{1 + i/(8v ) + 0 (v ) } 
From the relation of S(9,v) to T(0,v) given by Eq. 4.9, 
and from Eq. 10.21, is obtained the asymptotic expansion of 
1 ( 0 , v )  f o r  v  o o  :  
- as*[ - - „ * <•••-»> j <»•«> 
where g^(0,v) is given by Eq. 10.22, and g^(9,v) is defined by 
8 4 ( 6 , v )  =  +  0  +  s i n  0  +  2 r r i  s i n  0 / 2  e ~ 2 i V  1 2 1  s i n  9 ^ 2  J  .  
( 1 0 . 4 3 )  
Similarly, using Eq. 10.36, the asymptotic expansion of 
T ( 0 , v )  f o r  v  -  o o  i s  f o u n d  t o  b e :  
I ( e
-
v )  
=  ool^/2 - +  • • • ] •  
(10.44) 
For convenience, the derivatives of the asymptotic 
expansion of T(0,v) with respect to 0 are also listed here. 
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For v œ . using the abbreviation 
X = 2v In sin 9/2 , (10.46) 
it is found that 
& T ( 9 , v )  _  i7t(l - cos 9/2) - i X  _  tc sin 9/2 -iX 
98 sin 9/2 4v cos28/2 8 
" 4v coS2e/2(" + 8 + sln 6) (10.47, 
+ 
16 v 
2^—4Q//2 (1 + 2 sin2©/2) (7C+0 ) + 3 sin 9 J 
+ l7re p1XslA Q/2[ 2 + sin29/2 + ... "1 + 0(v~5), 
8 ^ cos 9/2 L -J 
where the dots signify additional terms coming from the next 
n e g l e c t e d  t e r m  i n  t h e  a s y m p t o t i c  e x p a n s i o n  o f  T ( 9 , v ) .  -
Also, for v - œ , 
= Sl* 9 " (10.48, 
+ 8| v !2ooS2e/2[3 tan 6/2 - + 3 tan2®/2) ] 
+ 0 (v"3) . 
Since the asymptotic expansion of the derivatives of 
S(9,v ) exist, which could be obtained by differentiating the 
integral representation with respect to 9 before performing 
the asymptotic expansion, the derivative of the asymptotic ex­
pansion is equal to the asymptotic expansion of the derivative. 
