A higher-order dual for a non-differentiable minimax fractional programming problem is formulated. Using the generalized higher-order η-convexity assumptions on the functions involved, weak, strong and strict converse duality theorems are established in order to relate the primal and dual problems. Results obtained in this paper naturally unify and extend some previously known results on non-differentiable minimax fractional programming in the literature. MSC: 26A51; 90C32; 49N15
Introduction
The problem to be considered in the present analysis is the following nondifferentiable minimax fractional problem: 
where Y is a compact subset of R l , the functions f (·, ·) : 
where Y is a compact subset of In this paper, we formulate a higher-order dual of (P) and establish weak, strong and strict converse duality theorems under generalized higher-order η-convexity assumptions. More precisely, this paper is an extension of second-order duality results of Hu, Chen and Jian [] to a class of higher-order duality and it also presents an answer to a question raised in [].
Notation and preliminaries
Let X = {x ∈ R n : h(x) ≤ } denote the set of all feasible solutions of (NFP). Any point x ∈ X is called a feasible point of (NFP). For each (x, y) ∈ R n × R l , we define
For each x ∈ X , we define
where
Since f and g are continuously differentiable and Y is compact in R l , it follows that for each x * ∈ X , Y (x * ) = ∅, and for anyȳ i ∈ Y (x * ), we have a positive constant
Lemma . (Generalized Schwarz inequality) Let A be a positive-semidefinite matrix of order n. Then, for all x, w ∈ R n ,
The equality Ax = ξ Aw holds for some ξ ≥ .
We will use the following definitions. Let φ : R n → R and k : R n × R n → R be differentiable functions.
Definition . []
A function φ is said to be higher-order η-convex if there exists a certain mapping η :
Definition . []
A function φ is said to be higher-order (strictly) η-pseudoconvex if there exists a certain mapping η : R n × R n → R n such that for all x, p ∈ R n , we have
Definition . []
A function φ is said to be higher-order (strictly) η-quasiconvex if there exists a certain mapping η : R n × R n → R n such that for all x, p ∈ R n , we have
Higher-order duality model
In this section, we formulate the higher-order dual for (NFP) and derive duality results.
where the set L(s, t,ỹ) = ∅, then we define the supremum over it to be ∞. 
Remark . (i) Let
J  = ∅, F(z,ȳ i , p) = p T f (z,ȳ i ) +   p T  f (z,ȳ i )p, G(z,ȳ i , p) = p T g(z,ȳ i )+   p T  g(z,ȳ i )p, i = , , . . . , s and H j (z, p) = p T h j (z)+   p T  h j (z)p, j = , , . . . , m.
Theorem . (Weak duality) Let x and (z, μ, λ, s, t, v, w,ỹ, p) be feasible solutions of (NFP)
and (NMD) respectively. Assume that
Proof Suppose to the contrary that
Then we have
It follows from t i ≥ , i = , , . . . , s, that
with at least one strict inequality since t = (t  , t  , . . . , t s ) = . Taking summation over i and using
It follows from the generalized Schwarz inequality and (.) that
By the feasibility of x for (NFP)and μ ≥ , we obtain
The above inequality with (.) gives
Now, the feasibility of x for (NFP), μ ≥  and (.) yields
The inequality (.) and Hypothesis (ii) gives Theorem . (Strong duality) Let x * be an optimal solution of (NFP) and let ∇h j (x * ), j ∈ J(x * ) be linearly independent. Assume that
