Set functions with convenient properties (such as submodularity) appear in application areas of current interest, such as algorithmic game theory, and allow for improved optimization algorithms. It is natural to ask (e.g., in the context of data driven optimization) how robust such properties are, and whether small deviations from them can be tolerated. We consider two such questions in the important special case of linear set functions.
INTRODUCTION
A set function f over a universe U of n items assigns a real value f (S) to every subset S ⊆ U (including the empty set ∅). Equivalently, it is a function whose domain is the Boolean n-dimensional cube {0, 1} n , where each coordinate corresponds to an item, and a vector in {0, 1} n corresponds to the indicator vector of a set. Set functions appear in numerous applications, some of which are brie y mentioned in Section 1.2. Though set functions are de ned over domains of size 2 n , one is often interested in optimizing over them in time polynomial in n. This o ers several challenges, not least of which is the issue of representing f . An explicit representation of the truth table of f is of exponential size, and hence other representations are sought.
Some classes of set functions have convenient structure that leads to a polynomial size representation, from which the value of every set can easily be computed. A prime example for this is the class of linear functions. Formally, a set function f is linear if there exist constants c 0 , c 1 , . . . , c n such that for every set S, f (S) = c 0 + i ∈S c i . The constants (c 0 , c 1 , . . . , c n ) may serve as a polynomial size representation of f . More generally, for set functions that arise naturally, one typically assumes that there is a so called value oracle, such that for every set S one can query the oracle on S and receive f (S) in reply (either in unit time, or in polynomial time, depending on the context). The value oracle serves as an abstraction of either having some explicit polynomial time representation (e.g., a Boolean circuit) from which the value of f on any given input can be computed, or (in cases in which set functions model some physical reality) having a physical process of evaluating f on the set S (e.g., by making a measurement).
Optimizing over general set functions (e.g., nding the maximum, the minimum, maximizing subject to size constraints, etc.) is a di cult task, requiring exponentially many value queries if only a value oracle is given, and NP-hard if an explicit representation is given. However, for some special classes of set functions various optimization problems can be solved in polynomial time and with only polynomially many value queries. Notable nontrivial examples are minimization of submodular set functions [14, 24] , and welfare maximization when the valuation function of each agent satis es the gross substitutes property (see, e.g., [20] ). For the class of linear set functions, many optimization problems of interest can be solved in polynomial time, often by trivial algorithms.
A major concern regarding the positive algorithmic results for some nice classes of set functions is their stability. Namely, if f is not a member of that nice class, but rather is only close to being a member (under some natural notion of closeness), is optimizing over f still easy? Can one obtain solutions that are "close" to optimal?
Or are the algorithmic results "unstable" in the sense that a small divergence from the nice class leads to dramatic deterioration in the performance of the associated algorithms?
A complicating factor is that there is more than one way of de ning closeness. For example, when considering two functions, one may consider the variational distance between them, the mean square distance, the Hamming distance, and more. The situation becomes even more complicated when one wishes to de ne how close f is to a given class C of nice functions (rather than to a particular function). One natural de nition is in terms of a distance to the function ∈ C closest to f . But other de nitions make sense as well, especially if the class C is de ned in terms of properties that functions in C have. For example, the distance from being submodular can be measured also by the extent to which the submodularity condition f (S) + f (T ) ≥ f (S ∪ T ) + f (S ∩ T ) might be violated by f (as in [17, 19] ), or even by the so called supermodular degree [10] .
Following the lead of Chierichetti, Das, Dasgupta, and Kumar [2015] , the goal of this work is to study questions such as the above in a setting that is relatively simple, yet important, namely, that of linear set functions. As illustrated by the work of [7] , even this relatively simple setting is challenging.
Our Results and Techniques
Kalton constants. One question that we address is the relation between two natural notions of being close to a linear function. The rst notion is that of being close point-wise in an additive sense.
We say that f is ∆-linear if there is a linear set function such that | f (S) − (S)| ≤ ∆ for every set S. Under this notion, the smaller ∆ is, the closer we consider f to being linear. The other notion of closeness concerns a di erent but equivalent de nition of linear functions, namely, as those functions that satisfy the modular equation f (S)+ f (T ) = f (S ∪T )+ f (S ∩T ) for every two sets S and T . This form of de ning linear functions is the key to generalizing linear functions to other classes of functions of interest, and speci cally to submodular functions that satisfy f (S) + f (T ) ≥ f (S ∪T ) + f (S ∩T ), and are considered to be the discrete analog of convex functions.
We say that f is ϵ-modular if | f (S) + f (T ) − f (S ∪T ) − f (S ∩T )| ≤ ϵ for every two sets S and T . We say that f is weakly ϵ-modular if the last inequality holds for every two disjoint sets S and T . The smaller ϵ is, the closer we consider f to being linear (or equivalently, to being modular). It can easily be shown that every ∆-linear function is ϵ-modular for ϵ ≤ 4∆. Establishing a reverse implication is more di cult. In [7] it was shown that every ϵ-modular function is ∆-linear for ∆ = O(ϵ log n). However, the authors of [7] were not aware of earlier work of [16] , which already showed that ∆ ≤ O(ϵ) (this work was brought to our attention by Assaf Naor). We shall use K s to denote the smallest constant such that every ϵ-modular function is K s ϵ-linear, and refer to K s as the strong Kalton constant. The bound provided in [16] was K s ≤ 89 2 , and this was subsequently improved by Bondarenko, Prymak, and Radchenko [6] to K s ≤ 35.8.
The approach initiated by Kalton and Roberts (and used almost as a blackbox in [6] ) makes essential use of expander graphs in deriving upper bounds on K s . We revisit this approach, simplify it and add to it new ingredients. Technically, the advantage that we get by our new ingredients is that we can use bipartite graphs in which only small sets of vertices expand, whereas previous work needed to use bipartite graphs in which large sets expand. This allows us to use expanders with much better parameters, leading to substantially improved upper bounds on K s . For concreteness, we prove in this paper the following upper bound.
We remark that our technique for upper bounding K s adds a lot of versatility to the expander approach, which is not exploited to its limit in the current version of the paper: the upper bound that we report strikes a balance between simplicity of the proof and quality of the upper bound. Directions for further improvements are discussed in Appendix B.3.
Obtaining good lower bounds on K s is also not easy. Part of the di culty is that even if one comes up with a function f that is a candidate for a lower bound, verifying that it is ϵ-modular involves checking roughly 2 2n approximate modularity equations (one equation for every pair S and T of sets), making a computer assisted search for good lower bounds impractical. For set functions over 4 items, we could verify that the worst possible constant is 1/2. Checking ϵ-modularity is much easier for symmetric functions (for which the value of a set depends only on its size), but we show that for such functions K s = 1 2 , and this is also the case for ϵ-modular functions that are submodular (see Section 2.3). The only lower bound on K s that we could nd in previous work is K s ≥ 3 4 , implicit in work of [21] . We consider a class of functions that enjoys many symmetries (we call such functions (k, M)-symmetric), and for some function in this class we provide the following lower bound.
). There is an integer valued set function over 70 items that is 2-modular and tightly 2-linear. Hence K s ≥ 1.
In addition, we shall use K w to denote the smallest constant such that every weakly ϵ-modular function is K w ϵ-linear, and refer to K w as the weak Kalton constant. For the weak Kalton constant we prove the following theorem.
Moreover, there is an integer valued set function over 20 items that is weakly 2-modular and 3-linear. Hence K w ≥ 3/2.
Learning algorithms. Another part of our work concerns the following setting. Suppose that one is given access to a value oracle for a function f that is ∆-linear. In such a setting, it is desirable to obtain an explicit representation for some linear function h that is close to f , because using such an h one can approximately solve optimization problems on f by solving them exactly on h. The process of learning h involves two complexity parameters, namely the number of queries made to the value oracle for f , and the computation time of the learning procedure, and its quality can be measured by the distance d(h, f ) = max S {|h(S) − f (S)|} of h from f . It was shown in [7] that for every learning algorithm that makes only polynomially many value queries, there will be cases in which d(h, f ) ≥ Ω(∆ √ n/log n). This might sound discouraging but it need not be. One reason is that in many cases ∆ < log n/ √ n.
For example, this may be the case when f itself is actually linear, but is modeled as ∆-linear due to noise in measurements of values of f . By investing more in the measurements, ∆ can be decreased. Another reason is that the lower bounds are for worst case f , and it is still of interest to design natural learning algorithms that might work well in practice. Indeed, [7] designed a randomized learning algorithm that makes O(n 2 log n) nonadaptive queries and learns h within distance O(∆ √ n) from f . We improve upon this result in two respects, one being reducing the number of queries, and the other being removing the need for randomization. T 4 (L ). There is a deterministic polynomial time learning algorithm that given value oracle access to a ∆-linear function on n items, makes O(n) nonadaptive value queries and outputs a linear function h, such that h(S) is O(∆(1 + min{|S |, n − |S |}))-close to f (S) for every set S.
The learning algorithm is based on the Hadamard basis, i.e., an orthogonal basis of R n consisting of vectors with ±1 entries, which can be constructed for every n that is a power of 2. The Hadamard basis has the following property: for every two linear functions that are O(∆)-close on the basis vectors (where each basis vector can be interpreted as a di erence between two sets, one corresponding to its +1 indices, the other to its −1 indices), the linear functions are O(∆(1 + min{|S |, n − |S |}))-close on every set S. (This property follows from the vectors having large norms, and thus a large normalization factor by which the distance of ∆ is divided.) Given O(n) value queries to a ∆-linear function f , an algorithm can learn the values of the linear function that is ∆close to f for the n Hadamard basis vectors, up to an additive error of O(∆). This is enough information to construct a linear function h that is O(∆(1 + min{|S |, n − |S |}))-close to (S), and thus to f (S), for every set S.
Additional Related Work
The stability of linearity and the connection between approximate modularity and approximate linearity, which we study on the discrete hypercube, have been extensively studied in mathematics on continuous domains (e.g., Banach spaces). An early example is [13] , and this result together with its extensions to other classes of functions are known as the Hyers-Ulam-Rassias theory [15] .
Our work is related to the literature on data-driven optimization (see, e.g., [2, 4, 12, 25] ). This literature studies scenarios in which one wishes to optimize some objective function, whose parameters are derived from real-world data and so can be only approximately evaluated. Such scenarios arise in applications like machine learning [18] , sublinear algorithms and property testing [5] , and algorithmic game theory [19] . This motivates the study of optimization of functions that satisfy some properties only approximately (e.g., submodularity [17] , gross substitutes [23] , or convexity [3] ). Our work is related to this strand of works in that we are also interested in functions that satisfy some property (modularity in our case) approximately, but unlike the aforementioned works, we are interested in the characterization and learning of functions, not in their optimization.
Learning of (exactly) submodular functions was studied by [1] and [11] , in the PMAC model and general query model, respectively. We shall discuss learning of approximately modular functions in a value query model.
Organization. In Section 2 we present preliminaries. Section 3 shows improved upper bounds on the weak and strong Kalton constants, and Section 4 shows improved lower bounds on the weak and strong Kalton constants. Section 5 describes how to learn an approximately linear function from an approximately modular one.
PRELIMINARIES 2.1 Approximate Modularity and Linearity
Let U = {1, . . . , n} be a ground set of n ≥ 2 items (also called elements). For every set S ⊆ U of items, letS denote its complement U \ S. A collection G is a multiset of sets, and its complementḠ is the collection of complements of the sets in G. Given a set function f : 2 U → R, the value of set S is f (S). Throughout we focus on additive closeness, and say that two values x, ∈ R are ∆-close (or equivalently, that x is ∆-close to ) if |x − | ≤ ∆.
A set function f is ϵ-modular if for every two sets S,T ⊆ U ,
If ϵ = 0 then f is modular.
A set function f is weakly ϵ-modular if Condition (1) holds for every two disjoint sets S,T ⊆ U . The following proposition shows the relation: P 2.1. Every weakly ϵ-modular set function is a 2ϵmodular set function.
P
. Let f be a weakly ϵ-modular set function, we show it must be 2ϵ-modular. For every two sets S and T , since f is weakly
). Let f be a weakly ϵ-modular set function, and let S ⊆ U be a set of items with a partition (S 1 , . . . , S s ) (i.e., the disjoint union S 1 · · · S s is equal to S). By iterative applications of weak ϵ-modularity,
A set function f is linear if there exist constants c 0 , c 1 , . . . , c n such that for every set S, f (S) = c 0 + i ∈S c i . A linear set function is additive if c 0 = 0. The zero function has c i = 0 for every 0 ≤ i ≤ n.
A set function f is ∆-linear if there exists a linear set function that is ∆-close to f , i.e., f (S) and (S) are ∆-close for every set S. We say that a set function f is tightly ∆-linear if it is ∆-linear and for every ∆ < ∆, f is not ∆ -linear. A closest linear function to f is a linear set function that is ∆-close to f where f is tightly ∆-linear. 
The proposition is tight, even for symmetric functions: Consider the 1-linear function on 4 items in which sets of size 0 and 4 are worth 0, sets of size 1 and 3 are worth −1, and sets of size 2 are worth +1. If S and T are two di erent sets of size 2 that intersect, the modularity equation is violated by 4.
We shall often refer to set functions whose closest linear function is the zero function. O 6 ( [7] ). For every ϵ-modular (resp., weakly ϵ-modular) set function f that is tightly ∆-linear, there is an ϵ-modular (resp., weakly ϵ-modular) set function f that is tightly ∆-linear and whose closest linear function is the zero function.
The function f can be de ned as follows: if is a closest linear function to f then f (S) = f (S) − (S) for every set S.
Kalton Constants
Let K w denote the smallest constant such that every weakly ϵmodular set function is K w ϵ-linear. Let K s denote the smallest constant such that every ϵ-modular set function is K s ϵ-linear. Notice that K s ≤ K w . We refer to K w as the weak Kalton constant (the possibility that there is such a constant K w independent of n was advocated in the works of Nigel Kalton), and to K s as the strong Kalton constant. Formally:
De nition 2.4. K s ∈ R ≥0 (resp., K w ∈ R ≥0 ) is the strong (weak) Kalton constant if:
• for every n ∈ N ≥0 , ϵ ∈ R ≥0 , every (weakly) ϵ-modular set function over [n] is K s ϵ-linear (K w ϵ-linear); and • for every κ < K s (κ < K w ) and for every ϵ ∈ R ≥0 , there exists a su ciently large n and a (weakly) ϵ-modular set function f over [n] such that f is not κϵ-linear (it is sufcient that there exist a (weakly) ϵ-modular set function that is tightly K s ϵ-linear (K w ϵ-linear)).
The propositions in Section 2.1 imply the following corollaries on Kalton constants.
. If K s is the strong Kalton constant for set functions whose closest linear function is the zero function, then K s is the strong Kalton constant (for general set functions). Similarly, if K w is the weak Kalton constant for set functions whose closest linear function is the zero function, then K w is the weak Kalton constant (for general set functions).
Kalton Constants for Special Cases
The analysis of Kalton constants becomes much easier in special cases.
Kalton Constants for Symmetric Set Functions.
Here we give tight bounds on K s for symmetric set functions. A set function f is symmetric if for every two sets S and T , |S | = |T | =⇒ f (S) = f (T ). A symmetric set function over [n] can be represented as a function over integers f : {0, . . . , n} → R. The following example shows that K s ≥ 1/2 for symmetric set functions, and Proposition 2.6 shows this is tight. 
, the distance is minimized and δ is a closest linear function to f n . Thus f n is tightly δ -linear. This shows that for every κ < 1/2, there exists n such that f n is tightly δ -linear for δ = ϵ 2 − ϵ 2n > κϵ. P 2.6. The strong Kalton constant for symmetric set functions is K s = 1 2 .
P . Let f be a symmetric ϵ-modular set function, we argue that f must be 1 2 ϵ-linear. By Observation 9 we can assume without loss of generality that f 's closest linear function is the zero function. Let M be the maximum absolute value of f , then there exist
For every symmetric ϵ-modular set function f that is tightly ∆-linear, there is a symmetric ϵ-modular set function f that is tightly ∆-linear and whose closest linear function is the zero function.
P
. Let be a linear set function ∆-close to f . We show a symmetric set function that is ∆-close to f : for every k ∈ [n], let (k) be the average value of k items according to . The proof follows as in Observation 6.
Kalton Constants for Submodular Set Functions. We now give tight bounds on K s for submodular set functions. A set function
. Example 2.5 shows that K s ≥ 1/2 not only for symmetric set functions but also for submodular ones. 
where we use that (S) + (S) = (U ) by additivity. We have shown a contradiction to ϵ-modularity, completing the proof.
Results from the Literature

Upper and Lower
Bounds. [16] prove that K w ≤ 89 2 . This upper bound was subsequently improved to K w ≤ 38.8 by [6] , who also show that K s ≤ 35.8. Let us provide more details on how the known upper bounds on K w are achieved.
De nition 2.8 (Expander). For k ∈ N ≥0 and α, r , θ ∈ R ≥0 such that α, θ < 1 and r > 2, we say that a bipartite graph G k (V ,W ; E) is an (α, r, θ )-expander if |V | = 2k, |W | = 2θk, |E| = 2kr , and every set S ⊂ V of at most 2kα vertices has at least |S | neighbors in W (and hence a perfect matching into W ).
We say that (α, r , θ )-expanders exist if there is some k ∈ N ≥0 such that for every integer multiple k of k , there exists an (α, r , θ )expander G k .
The following theorem (rephrased from [16] ) is the key to the known upper bounds on K w . T 2.9 ([16] ). Suppose that for xed r and θ and all suf-
Then an upper bound on the weak Kalton constant is:
. [22] shows that ( 1 2 , r, θ )-expanders exist with r = 6 and θ = 2 3 , if k is su ciently large (k ≥ 3). This together with Theorem 2.9 implies that K w ≤ 89 2 . In [6] it is shown that r can be reduced to 5.05, thus leading to the improved bound of K w ≤ 38.8.
As for lower bounds, [21] gives a high-level sketch of a construction that shows the following for the weak Kalton constant. His construction implies also a lower bound for the strong Kalton constant, as follows (a detailed proof appears for completeness in Appendix A). T 2.10 (L [21] ). Lower bounds on the Kalton constants are K w ≥ 3 2 − Θ(1/n) and K s ≥ 3 4 − Θ(1/n). [7] . For a set function f , let M = max S {| f (S)|} be the maximum absolute value of f (also called f 's extreme value). We say that a set S has value M if f (S) = M, and value −M if f (S) = −M. Given a distribution (p 1 , . . . , p κ ) over sets S 1 , . . . , S κ , the marginal probability of item i according to this distribution is the probability that i appears in a set randomly selected according to the distribution, i.e., j |i ∈S j p j . L 2.11 ([7] ). The closest linear function to a set function f is the zero function if and only if there exist probability distributions P + and P − with rational probabilities over sets with value M and sets with value −M, respectively, such that for every item i, the marginal probabilities of i according to P + and P − are the same.
A Characterization of
Lemma 2.11 appears as Lemma 10 in [7] . The rationality of the probability distributions follows since they are obtained as solutions to a linear program.
De nition 2.12 (Positive and Negative Supports)
. For a set function f whose closest linear set function is the zero function, let P + , P − be the distributions guaranteed by Lemma 2.11. Then the positive support PS = (P 1 , . . . , P κ ) of f is the support of P + (sets assigned a positive probability by P + ), and the negative support
We emphasize that all sets in PS have value M and all sets in NS have value −M.
IMPROVED UPPER BOUNDS 3.1 Our Approach
Our main goal in this section is to provide improved upper bounds for the strong Kalton constant K s , which was previously known to be ≤ 35.8 [6] . Along the way we also provide an improved upper bound for the weak Kalton constant K w , which was previously known to be ≤ 38.8 [6] .
Let us rst review the known upper bounds on K w and how they are derived. The basic approach of [16] is outlined in Theorem 2.9. There the value of K w is related to parameters of ( 1 2 , r , θ )-expanders. Rearranging the bound from Theorem 2.9, denoting the denominator by D and the numerator by N r + N 1 where N r depends on r and N 1 does not, it is shown that:
[16] use a previously known expander construction of [22] to get an upper bound of 44.5. The improved upper bound of 38.8 of [6] comes from constructions of expanders with a smaller value of r . The value of r cannot be substantially reduced further (without changing θ ), and so the approach of constructing better expanders is unlikely to signi cantly further reduce K w .
In Section 3.4 we improve upon the upper bound of 38.8 on K w by reducing N 1 from 7 2 − θ to − 1 2 − θ , giving an upper bound of 26.8 using the expander construction of [6] . The key to this improvement is extracting the main idea from the proof of [16] , cleaning away redundancies and using instead Lemma 3.2 (which establishes the existence of complementary collections with bounded de cit and surplus). It seems that the value of N 1 cannot be substantially reduced further within this framework of ideas, and hence new ideas appear to be needed if one wishes to obtain signi cant improvements in the upper bound on K w . In Appendix B.2 we upper-bound K w using the minimum between two expressions rather than a bound of the form (N r + N 1 )/D, and show that K w ≤ 23.82.
In Section 3.5 we consider K s , the strong Kalton constant. This places additional restrictions on f (ϵ-modularity instead of only weak ϵ-modularity). Indeed, these additional restrictions were used in [6] to reduce N 1 from 7 2 − θ to 5 2 − θ , achieving an upper bound of 35.8 in the case of K s .
Our approach for improving K s will make more extensive use of ϵ-modularity. Rather than considering sets from a collection with small de cit, we shall consider intersections of these sets. Using ϵ-modularity we shall be able to show that the function values of intersections are also close to M. In fact, using some averaging arguments we shall obtain even stronger estimates on how close these values are to M (a point that is relevant to controlling the value of N 1 ). Thereafter, we will no longer be restricted to using (α, r, θ )-expanders with α = 1 2 . We will be able to use α = 1 4 instead (for intersections of two sets), or even α = 1 8 (for intersections of three sets), and so on. The advantage of reducing α is that for smaller values of α, expanders with lower values of r and θ exist, leading to better upper bounds on K s . However, we cannot reduce α to arbitrarily small values because each reduction of α by a factor of two is accompanied by an increase in N 1 , and one needs to balance between these two factors.
Upper Bounds Preliminaries
We present de nitions and preliminary results used to establish our upper bounds. Throughout, let f be a weakly ϵ-modular set function whose closest linear set function is the zero function. 
The following is a direct corollary of Observation 10 and weak ϵ-modularity:
Let M be the maximum absolute value of f . We say that a set 3.2 (C ). There exists k ∈ N ≥0 such that for every k which is an integer multiple of k , f has a collection PS * of 2k sets (the same set might appear multiple times in the collection and we treat these appearances as distinct) with 1/2frequent items and average de cit d, whose complement collection NS * has 1/2-frequent items and average surplus s, and d + s ≤ ϵ. Towards constructing the collections PS * and NS * , consider the collections PS ∪ NS and PS ∪ NS of κ + ν sets each. We de ne a distribution Q over κ + ν sets, which can be associated with both PS∪NS and PS∪NS, to be Q = (
. This distribution has the following properties:
• First, if sets are randomly drawn from PS ∪ NS according to this distribution, the probability of selecting a set with value M is at least 1/2, since the total weight on sets in PS is exactly 1/2. Similarly, the probability of selecting a set from PS ∪ NS with value −M when sampling according to Q is at least 1/2. • Second, for PS ∪ NS and for every item i, the probability of selecting a set with item i (i.e., the marginal of i) is exactly 1/2, since it is equal to j |i ∈P j
and from the equality of the marginals of P + , P − we have that j |i ∈P j p + j = j |i ∈N j p − j = j |i N j p − j . The same holds for item marginals when the distribution is taken over PS ∪ NS.
• Third, the probabilities of the distribution Q are all rational and strictly positive.
By the third property, we can duplicate sets in PS ∪ NS and in PS∪NS to construct the collections PS * and NS * , such that sampling a set uniformly at random from PS * is equivalent to sampling a set according to Q from PS ∪ NS, and similarly for NS * and PS ∪ NS. By the rst property, the average de cit of PS * is d ≤ d /2 and the average surplus of NS * is s ≤ s /2, and d + s ≤ ϵ. By the second property, every item must appear in exactly half the sets in PS * and half the sets in NS * , meaning that the number of sets in PS * and NS * is even, and we can denote it by 2k for some integer k > 0. We have thus shown the existence of a collection PS * and its complement NS * with k sets each whose average surplus and de cit guarantee d + s ≤ ϵ. Observe that existence of such collections of size k holds for every integer multiple k = ck , since taking c copies of PS * and c copies of NS * satis es all the conditions of the lemma.
Main Lemmas for Upper Bounds
We present the two key lemmas used to establish our upper bounds. We begin with Lemma 3.3, which is a simpli ed version of Lemma 3.1 of [16] .
Let k ∈ N ≥0 and α, r , θ ∈ R ≥0 be such that there exists an (α, r, θ )expander G k . Consider a collection G of 2k sets with α-frequent items (referred to as the source sets). Then G has a re ned partition into a total of 2kr subsets (referred to as the intermediate subsets), which can be recombined by disjoint unions into a collection of 2kθ sets with α/θ -frequent items (referred to as the target sets).
P
. Let G k = G k (V ,W ; E). Align the 2k source sets with the 2k vertices of V in the (α, r , θ )-expander G k . Because every item appears in 2kα sets, then for every item i there are 2kα vertices in V corresponding to i (i.e., aligned with the source sets that contain i). By the expansion property of G k , for every item i there exists a perfect matching M i between the vertices in V that correspond to i, and some 2kα vertices in W .
We now use these matchings to label the edges: For every item i, add i to the labels of the matched edges in M i . Every edge in E is now labeled by a subset of items (some labels may be the empty set). Let these labels be the intermediate subsets. Their total number is |E| = 2kr , as desired. For every vertex ∈ V , the items of the source set S corresponding to are partitioned among the edges leaving , and hence the intermediate subsets indeed re ect a re ned partitioning of the target sets.
Observe that the edges entering a vertex w ∈ W are labeled by disjoint intermediate subsets (since for every item i, the edges labeled by subsets containing i form a matching). Let the set S w corresponding to w be the disjoint union of the subsets labeling the edges adjacent to w. The sets corresponding to the vertices in W can thus be the target sets.
Notice that by construction, every item i appears in the same number of source and target sets, so if the source sets have αfrequent items, the target sets have α/θ -frequent items, completing the proof.
Let f be a weakly ϵ-modular set function whose closest linear set function is the zero function. Let M be the absolute highest value of f . The following lemma upper-bounds M; a more nuanced version appears as Lemma B.7 in Appendix B.2. L 3.4. Let k ∈ N ≥0 and α, r, θ ∈ R ≥0 be such that there exists an (α, r, θ )-expander G k . Let G and G be collections of 2k sets each, both with α-frequent items, such that the average de cit of G is at most d and the average surplus of G is at most s. Then
P . We rst apply Lemma 3.3 to partition and disjointly recombine the sets of collection G using the expander G k = G k (V ,W ; E). We use the following notation: For a vertex ∈ V (resp., w ∈ W ) let S (resp., S w ) be the source (resp., target) set corresponding to (resp., w). Denote the neighboring vertices of a vertex by N ( ) and its degree by deg( ). Let S ,w be the intermediate subset that labels (corresponds to) edge ( , w) ∈ E. By Lemma 3.3, for every ∈ V , the intermediate subsets labeling the edges adjacent to are disjoint, and the same holds for every w ∈ W . We can thus apply Observation 5 to get
Denote the maximum absolute value of f by M. Since collection G has average de cit of at most d, by summing over vertices
Since the target sets of G have value at most M, by summing over vertices
, and by the parameters of G k both are equal to 2kr . Therefore, summing over ∈ V and w ∈ W we get
Dividing the resulting inequality by 2k and rearranging gives
(
Similarly, using that the average de cit of collection G is at most s and the value of its target sets is at most M,
Dividing the resulting inequality by 2k and rearranging gives
Rearranging Inequalities (2) and (3) as well as averaging the resulting inequalities implies the theorem.
Upper-Bounding the Weak Kalton
Constant K w
To upper bound K w in this section and in Appendix B.2, we may focus without loss of generality on a weakly 1-modular set function f , whose closest linear set function is the zero function (Corollary 8).
We show the following upper bound:
Then the weak Kalton constant satis es:
P . By Lemma 3.2, there exists k such that for every k that is a member of the arithmetic progression k , 2k , 3k , . . ., the function f has collections PS * and NS * of 2k sets with 1 2 -frequent items, and whose average de cit d and average surplus s, respectively, satisfy d + s ≤ 1. The assumption that ( 1 2 , r, θ )-expanders exist implies that there is another arithmetic progression k", 2k", 3k", . . . such that for every k in this sequence an expander G k with the above parameters exist. As the two arithmetic progressions must meet at k k", there is a common k in both progressions. The upper bound follows from applying Lemma 3.4 to collections PS * , NS * to get K w ≤ 
P
. In Lemma 3.5, if we substitute r = 6 and θ = 2 3 (using the expanders from [22] ), we get K w ≤ 32.5. If we change to r = 5.05 by using the expanders from [6] we get K w ≤ 26.8.
Using additional ideas, we further improve our upper bound on the weak Kalton constant by providing a stronger version of Lemma 3.4. Using the new ideas we show that the weak Kalton constant satis es K w ≤ 23.811, thus proving the upper bound of Theorem 3. The full proof is deferred to Appendix B.2.
Upper-Bounding the Strong Kalton Constant K s
As in the previous section, we focus here without loss of generality on a 1-modular set function f whose closest linear set function is the zero function, and on its collections PS * and NS * as de ned in P . We rst prove the following claim: d 2 + s 2 ≤ 3. To prove the claim, we begin with a simple observation: Recall that PS * and NS * are complements. For every P 1 , P 2 ∈ PS * whose complements are N 1 ,
We now take the average over P 1 , P 2 . This gives
completing the proof of the claim.
We can now prove Lemma 3.6 by induction: It holds for = 1 and = 2 using the above claim. For every sets P 1 , . . . , P ∈ PS * , by 1-modularity the value of their intersection satis es f ((
If is even we can take 1 = 2 and using the induction hypothesis get d +s ≤ 3+ 5( −2) 2 −2+2 = 5 2 −2. If is odd we can take 1 = 1 and using the induction hypothesis get d +s ≤ 1 + . For every , by taking the intersections of sets in PS * and NS * we get collections G and G , both with 1 2 -frequent items (Observation 15), whose average de cit and surplus are d and s , respectively. Moreover, there exists some k such that G and G have 2k sets each, and an expander G k with the above parameters exists. We now apply Lemma 3.4, which gives an upper bound of K s ≤ 
IMPROVED LOWER BOUNDS
In this section we prove the lower bound stated in Theorem 2 on the strong Kalton constant; i.e., we prove that K s ≥ 1. The lower bound stated in Theorem 3 on K w is proved in the full version [9] . (1) Each positive support set S ∈ PS has value f (S) = M = 2.
(2) For every two sets S 1 and S 2 in PS and every set R, we have f (S 1 ∪ (S 2 ∩ R)) = 1, and likewise f (S 1 ∩ (S 2 ∪ R)) = 1.
(In particular, for every two sets S 1 ,
We impose −f (S) = f (S) and derive from this sets with negative value. (4) All other sets have value 0.
C 17. f is tightly 2-linear.
The proofs of Claims 17 and 18 appear in the full version. They use the tool of (k, M)-symmetric set functions introduced in Appendix C. The proof of the latter claim is based on an analysis of selected cases, which are proven to be su cient to establish ϵ-modularity for f due to its symmetry properties (see Lemma C.5).
This completes the proof.
LEARNING ∆-LINEAR AND ϵ-MODULAR FUNCTIONS
Consider the following natural question: We have value-query access to a ∆-linear set function f . Our goal is to learn in polynomialtime a "hypothesis" linear set function h that is δ -close to f . How small can δ be as a function of ∆ and n? We say that an algorithm δ -learns a set function f if given value-query access to f it returns in polynomial-time a linear set function that is δ -close to f . 
Learning with the Hadamard Basis
A Hadamard basis is an orthogonal basis { 1 , . . . , n } of R n which consists of vectors in {±1} n . Let { 1 , . . . ,
then { 1 , . . . , n } is an orthonormal basis of R n . Easy recursive constructions of a Hadamard basis are known whenever n is a power of 2 (and also for some other values of n). For all values of n for which a Hadamard basis exists, and for every choice of one particular vector ∈ {±1} n , we may assume that is a member of the Hadamard basis. This can be enforced by taking the rst vector 1 in an arbitrary Hadamard basis of R n , and ipping -in all vectors of the basis -those coordinates in which and 1 do not agree. For every set of items S ⊆ [n], let S ∈ {0, 1} n be the indicator vector of S. Vector S can be written as a linear combination n i=1 λ i i of the basis vectors { 1 , . . . , n }. We shall make use of the following property of orthonormal bases: Express S as n i=1 λ i i ; since { 1 , . . . , n } is orthonormal, then by the Pythagorean theorem generalized to Euclidean spaces,
Given a basis vector i we denote by S i the set of indices in which i has entries +1, and byS i the set of indices in which i has entries −1.
Throughout this section, i ∈ [n] speci es the index of a basis vector (as in i or i ), whereas to index other objects (such as coordinates of vectors, or items) we shall use j rather than i. When a vector is indexed by a set (such as S , or {j } ) then the vector is the indicator vector (in {0, 1} n ) for the set. 
where here λ 1 , . . . , λ n are the unique coe cients for which S = n i=1 λ i i . In particular j = ({j}) can be obtained by substituting in the unique λ 1 , . . . , λ n for which {j } = n i=1 λ i i .
P
. Let be the additive function de ned as (S) = (S) − (∅). Extend the domain of from {0, 1} n to R n , giving the additive function˜ over R n de ned as follows:˜ (x) = j ∈S j x j for every x ∈ R n . Observe that for every Hadamard basis vector i ,˜ ( i ) = (S i ) − (S i ) (by de nition of the sets S i ,S i ). By additivity of˜ , for every set S whose indicator vector S can be expressed as
). Finally, (S) − (∅) = (S) − 0 =˜ ( S ) for every set S. 
Taking the minimum among (5) and (6) completes the proof. 
The Algorithm
For simplicity, we state the following theorem for values of n that are a power of 2. In Remark 22 we explain how to extend it beyond powers of 2. In the following Theorem, when referring to Algorithm 1, we mean Algorithm 1 run with the rst Hadamard basis vector 1 being the all-ones vector. P . First note that Algorithm 1 clearly runs in polynomial time. By the construction of h in Algorithm 1 and by Claim 19, h is the function that assigns to every set S = n i=1 λ i i the value
Let be a linear set function ∆-close to f , then for every i ∈ [n], h(S i ) − h(S i ) is 2∆-close to (S i ) − (S i ), and h(∅) is ∆-close to (∅). Recall that 1 is the all-ones vector, which is the indicator vector of U . So h(U ) is also 2∆-close to (U ). Invoking Lemma 5.1, we get that for every set S, h(S) is O(∆(1 + min{|S |, n − |S |}))-close to (S). Since is ∆-close to f , this completes the proof.
Theorem 20 is essentially the best possible, in the following strong sense: Corollary 23 of [7] shows that no algorithm (deterministic or randomized) that performs polynomially-many value queries can nd a o(∆ n/log n)-close linear set function, even if the queries are allowed to be adaptive. We include a proof sketch of this tightness result in Appendix D for completeness. Our tightness proof holds even for learning monotone ∆-linear set functions. R 21 (LP ). We describe an alternative way to derive the linear function h: After querying f (S) for S = ∅ and for S = S i ,S i ∀i ∈ [n], one solves a linear program (LP). The n + 1 variables x j of the LP are intended to have the value j for every j. The constraints are f (S) − ∆ ≤ j ∈S x j ≤ f (S) + ∆ for every set S that was queried. Let h be the linear set function de ned by c j = x * j for every j where x * is a feasible solution of the LP. We claim that h is O(∆(1 + min{|S |, n − |S |}))-close to f : On each of the queried sets S, the values of h and di er by at most 2∆. Since we may assume that 1 is the all-ones vector, the set S = U is one of the queried sets. Invoking Lemma 5.1 and using that is ∆-close to f shows the claim. The advantage of this LP-based approach is that additional constraints can easily be incorporated once more data of f is collected, potentially leading to better accuracy. Likewise, one can easily enforce desirable properties such as non-negativity on h (if is nonnegative). R 22 (B 2). Using either Algorithm 1 or the LP-based algorithm described in Remark 21, we can O(∆ √ n)-learn ∆-linear set functions over n items even when n is not a power of 2, as follows. Extend f to f over n ≥ n items U , where n is a power of 2 and U ⊆ U , by setting f (S) = f (S ∩U ) for every set S ⊆ U . Extend to over U in the same way. Notice that the extended versions f , are still ∆-close.
Given h over U returned by Algorithm 1, we de ne h over U by setting h(S) = h (S) for every set S ⊆ U . The proof of Theorem 20 holds verbatim with the single following modi cation: the Hadamard basis vector 1 ∈ R n is no longer the all-ones vector, but rather the vector that is +1 on the rst n coordinates and −1 on the n − n auxiliary variables. This ensures that we can apply Lemma 5.1 to h instead of h .
For the LP-based algorithm, we can formulate the LP with n + 1 variables, but since we know there is a feasible solution in which x j = 0 for every j > n (namely x = ), we can add these constraints so that the resulting linear function h is over n items.
A APPX. TO SECTION 2 (PRELIMINARIES) P T 2.10. Let ϵ = 1, and let f be the function given in Pawlik's paper "Approximately Additive Set Functions" [21] over the items X Y . We present the function f and the proof for completeness (and due to typos and brevity in [21] ). Let f (S ∪T ) denote the value of the union of a set S ⊆ X and a set T ⊆ Y . Let X (resp., Y ) denote a non-empty proper subset of X (resp., Y ).
The function f is de ned as follows:
As claimed in [21] , f is weakly 1-modular. We observe that f is 2-modular, but no better than 2 modular (consider two non-disjoint proper subsets of X whose union is X ).
Let µ be the closest linear function to f . Consider a set C = X − x + (x ∈ X , ∈ Y will be speci ed below). By de nition f (X ) = 3 and f (C) = 0. We argue that f is no closer than 3/2-close to µ.
Assume for contradiction that f is (3/2 − δ )-close to µ for δ > 0. We show there is large enough k for which this leads to contradiction (k is the number of items in X , which equals the number of items in Y ).
First notice that µ(X ) ≥ 3/2 + δ (otherwise f and µ are more than 3/2 − δ apart on X ). If it were to hold that µ(x) ≤ µ( ), we'd get that µ(C) = µ(X ) − µ(x) + µ( ) ≥ 3/2 + δ (i.e., f and µ are more than 3/2 − δ apart on C). So µ(x) > µ( ) for every x, .
We know that µ(X ) can't be too big (since it can't exceed f (X ) = 3 by too much). For the same reason and since f (Y ) = −3 by de nition, µ(Y ) is negative but can't be too small. By letting k grow large, it becomes apparent that µ(x) cannot be bounded away from 0 from above, similarly µ( ) cannot be bounded away from 0 from below. Using µ(x) > µ( ) we conclude that µ(x) ≥ 0 for every x and µ( ) ≤ 0 for every , and that for most items µ(x) → 0 and µ( ) → 0.
Now choose x and that minimize |µ(x)| + |µ( )|. For large enough k we get that µ(x)−µ( ) < δ , so µ(C) = µ(X )−µ(x)+µ( ) > 3/2 + δ − δ > f (C) + 3/2 − δ , contradiction. The bounds asserted in the theorem follow.
B APPX. TO SECTION 3 (UPPER BOUNDS) B.1 Expanders
In this appendix we show the existence of expanders with a range of parameters. The existence arguments use the probabilistic method as in [22] , and so result in expanders that are biregular (all vertices on the same side of the bipartite graph have the same degree). More complicated expander constructions that are not biregular may achieve even better parameters, as in [6] .
We begin with a claim following from Stirling's approximation: 
The proof of this claim appears in the full version. In this appendix we use the notation of Section 3.4, and in addition denote the average de cit and surplus of the target sets of PS * and NS * by d and s , respectively. We rst state a stronger version of Lemma 3.4: L B.7 (S V L 3.4). Let k ∈ N ≥0 and α, r, θ ∈ R ≥0 be such that there exists an (α, r , θ )-expander G k . Let G and G (possibly G = G ) be collections of 2k sets each, both with α-frequent items, such that the average de cit of G is ≤ d, the average surplus of G is ≤ s, and their target sets have average de cit ≥ d and average surplus ≥ s , respectively. Then
P . We rst apply Lemma 3.3 to partition and disjointly recombine the sets of collection G via the expander G k = G k (V ,W ; E). We use the following notation: For a vertex ∈ V (resp., w ∈ W ) let S (resp., S w ) be the source (resp., target) set corresponding to (resp., w). Denote the neighboring vertices of a vertex by N ( ) and its degree by deg( ). Let S ,w be the intermediate subset that labels (corresponds to) edge ( , w) ∈ E. By Lemma 3.3, for every ∈ V , the intermediate subsets labeling the edges adjacent to are disjoint, and the same holds for every w ∈ W . We can thus apply Observation 5 to get
Denote the maximum absolute value of f by M. Since collection G has average de cit ≤ d, by summing over vertices ∈ V (where |V | = 2k) we get ∈V f (S ) ≥ 2k(M − d). Since the target sets of G have average de cit ≥ d , by summing over vertices w ∈ W (where |W | = 2θk) we get w ∈W f (S w ) ≤ 2θk(M − d ). Clearly in the bipartite graph G k , ∈V deg( ) = w ∈W deg(w), and by the parameters of G k both are equal to 2kr . Therefore, summing over ∈ V and w ∈ W we get
Similarly, using that the average de cit of collection G is ≤ s and the average de cit of its target sets is ≥ s ,
Dividing the resulting inequality by 2k and rearranging gives
Rearranging Inequalities (7) and (8) as well as averaging the resulting inequalities implies the theorem.
We use this lemma to show the following upper bound. 
Observe that there exists k such that f has collections PS * and NS * of 2k sets as described above, and expanders G k and G k with the above parameters, respectively, exist. The rst upper bound is found in Lemma 3.5. Now consider the collection G that is the complement of the target sets of PS * . Since PS * has 1 2 -frequent items, then the target sets have 1 2θ -frequent items (Lemma 3.3), and G has (1 − 1 2θ )-frequent items (Observation 13). By Corollary 12 with ϵ = 1, the average surplus of G is ≤ d + 1 + δ , and clearly the average surplus of its target sets is ≥ 0. Similarly, let G be the complement of the target sets of NS * , which has (1 − 1 2θ )-frequent items and average de cit ≤ s + 1 − δ . Clearly the average de cit of the target sets of G is ≥ 0. Applying Lemma B.7 thus gives an upper bound of
Taking the minimum of the bound in Lemma 3.5 and in (9) completes the proof.
We can now prove the upper bound in Theorem 3, by which the weak Kalton constant satis es K w ≤ 23.811. P F P T 3. By using the expanders with α = 1 2 from Lemma B.2 we can substitute r = 5 and θ = 5 7 . Since 1 − 1 2θ = 3 10 , we can complement these parameters by using the expanders with α For a given µ ≥ 0, let α[µ] denote the smallest 0 ≤ α ≤ 1 2 such that there is some µ ≤ µ for which an (α, µ )-collection-pair exists. By Lemma 3.6, we may assume for our given 1-modular function f that α[ , µ )-collectionpair (D, S) with de cit d and surplus s exists, and let m denote the number of sets in D and in S (sets appearing more than once are counted more than once). Consider now the two collectionpairs (D ∩ , S ∩ ) and (D ∪ , S ∪ ) obtained by taking all m 2 pairwise intersections or unions (respectively) of sets from D, S. (A pair is generated by picking one set and then another set, with repetitions.) Let α ∩ and α ∪ be the item frequencies associated with these two collection-pairs, respectively. Let d ∪ , d ∩ be the de cits of D ∪ , D ∩ , respectively, and let s ∪ , s ∩ be the surpluses of S ∪ , S ∩ , respectively. Let µ ∪ (resp., µ ∩ ) be the average of d ∪ , s ∪ (resp., d ∩ , s ∩ ). Then: Together, we get that K s < 12.65.
Remark: The bounds shown in this section illustrate the techniques we use. Clearly, these techniques can be extended to give even better bounds by, e.g., establishing better expanders and applying our ideas recursively. We save these extensions for future work.
C APPX. TO SECTION 4 (LOWER BOUNDS)
In this section we introduce the class of (k, M)-symmetric set functions, which enjoy many symmetries. In general, checking whether a set function over n items is approximately modular involves verifying that roughly 2 2n modular equations (one equation for every pair of sets) approximately hold. Verifying approximate modularity for (k, M)-symmetric set functions becomes an easier task thanks to their symmetries. We begin by introducing some terminology.
De nition C.1. A collection G = {S 1 , S 2 , . . . , S } of subsets of U is generating if:
(1) It is covering, i.e., S j ∈ G S j = U (every item is contained in at least one set). (2) It is item-di erentiating, i.e., S j ∈ G |i ∈S j S j = {i} for every item i (equivalently, for every pair of items, there is a set containing one but not the other). Note that this implies in particular that S j ∈ G S j = ∅ (no item is contained in all sets).
Observe that if a collection G is generating, then every subset of U can be generated from sets in G by a sequence of intersections and unions (possibly, in more than one way). Also observe that given a generating collection G = {S 1 , S 2 , . . . , S }, the complement collectionḠ = {S 1 ,S 2 , . . . ,S } (obtained by complementing each of the generating sets) is also generating. This can be shown by applying De Morgan's laws.
De nition C.2.
A generating collection G is canonical if the number of generating sets is even (we denote = 2k for some positive integer k), every item is contained in exactly k sets from G, every set in G contains exactly n/2 items, and n = 2k k .
Observe that given a canonical generating collection G where G = {S 1 , S 2 , . . . , S 2k }, items can be thought of as balanced vectors in {±1} 2k , where coordinate j of item i is +1 if i ∈ S j , and −1 if i ∈S j . Observe also that if G is a canonical generating collection, then so is its complementḠ.
A generating circuit C is a directed acyclic graph (namely, with no directed cycles) with nodes referred to as input nodes (these nodes have no incoming edges), one node referred to as the output node (this node has no outgoing edges), and in which each nonsource node has at most two incoming edges. Nodes with two incoming edges are labeled by either a ∩ (intersection) or ∪ (union) operation, whereas nodes with one incoming edge are labeled bȳ · (complementation). Associating the input nodes with the sets of a generating collection G, the set at each node is computed by applying the respective operation on the incoming sets (either intersection, union, or complementation), and the output of the circuit is the set at the output node.
Given a circuit C, the dual circuitĈ is obtained by replacing ∩ by ∪ and vice versa. For a given generating collection G and a permutation that maps G to the input nodes of circuit C, if S is the set output by C, we refer to the set output by the dual circuitĈ as the dual of S, and denote in byŜ. It can be shown that given G and S, the dual setŜ is well de ned, in the sense that for all circuits C that generate S, their duals generate the sameŜ. (In a canonical generating collection G, every item appears in exactly k generating sets. This induces a perfect matching over items, where two items are matched if there is no generating set in which they both appear, or equivalently, if the vectors in {±1} 2k representing them are negations of each other. Given a set S, its dual can be seen to be the setŜ that contains all items that are not matched to items in S. In particular, every set in G is the dual of itself.)
From now on we restrict attention to set functions f whose closest linear set function is the zero function. Recall from De nition 2.12 that the positive and negative supports PS and NS of f are the collections of sets that f assigns maximum or minimum values to and are in the supports of distributions P + or P − , respectively (see Lemma 2.11 above).
De nition C.3. For integers k ≥ 2 and M ≥ 1, we say that a set function f over a set U of n = 2k k items is (k, M)-symmetric if it has the following properties:
(1) Integrality: f attains only integer values.
(2) Antisymmetry: for every set S and its complementS it holds that f (S) = −f (S). 
P
. Consider item 3 (canonical generating sets) in De nition C.3. By the virtue of PS being a canonical generating set, the uniform distribution over PS has marginal 1/2 for every item in U , and likewise for NS. Hence Lemma 2.11 implies that the 0 function is a linear function closest to f . As the maximum value of f is M, it then follows that f is tightly M-linear.
We shall design certain (k, M)-symmetric functions and would like to prove that they are ϵ-modular, typically for ϵ = 2. The case analysis involved in checking ϵ-modularity can be reduced to the cases outlined in the following lemma, whose proof appears in the full version. In the full version we use (k, M)-symmetric functions to prove Claims 17 and 18.
D APPX. TO SECTION 5 (LEARNING)
The following theorem establishes tightness of the learning algorithm. Results similar to Theorem 25 appear in the literature -see for example [25] . See also [7, Corollary 23] . T 25. For ∆ ≤ log n n , no δ -learning algorithm exists for δ = o( n log n ), even for monotone ∆-linear set functions f , and even if one allows for unbounded computation time (but only polynomiallymany value queries). Observe that approximates f because q n log n = ∆. If there are only polynomially many queries then w.h.p., for every query S, the underlying set is balanced. Hence these queries are not informative in exposing T , and δ ≥ 
