In this paper, we propose a new framework to perform nonrigid surface registration. It is based on various extensions of an iterative algorithm recently presented by several researchers (Besl and McKay, 1992; Champleboux et al., 1992; Chen and Medioni, 1992; Menq and Lai, 1992; Zhang, 1994) to rigidly register surfaces represented by a set of 3D points, when a prior estimate of the displacement is available. Our framework consists of three stages:
Introduction
Recently, many studies in computer vision have been devoted to the analysis of curved objects. This is an extremely important task simply because a lot of objects are curved in our environment. These objects are often described by their surfaces. They are acquired using different techniques: extraction of contours or iso-surfaces in 3D medical images, range imaging sensors or stereo algorithms.
In this paper, we are concentrating on the surface matching problem. When two surfaces represent the same object, it is often useful to superpose them. For instance, this is important for the medical diagnosis to compare images acquired at different times or coming from different modalities. Another example is when we have different surfaces describing overlapping parts of the same object: fusing the different acquisitions yields a complete description of the surface. One can refer to the article by Brown (1992) for a review of the existing techniques.
Our work is an extension of an iterative algorithm described by Besl and McKay (1992) , Zhang (1994) , Menq and Lai (1992) , Chen and Medioni (1992) , and Champleboux et al. (1992) to rigidly register surfaces. It is detailed in Section 2.1 and is called "the iterative algorithm" in this article. A more rigorous mathematical formulation is proposed by Cohen (1994) . The potential based method using principles of mechanics presented in Malandain and Rocchisani (1992) is also relatively close to this "iterative algorithm".
Of course, classical techniques to register polyhedral objects have influenced our work. The book of Grimson (1990) provides a very good review of these techniques. Our method to find the initial estimate of the rigid displacement is a kind of hypothesis-verification scheme. The work of Gurziec and to match crest lines has also influenced this part of our work. Indeed, Gurziec uses the curvature and the Frrnet frame of points on curves. But it is a geometric hashing scheme and the goal is to match space curves.
When the two surfaces do not come from the same object, but from objects of the same class (for example two faces or two brains) it is also highly desirable to establish point to point correspondences. An example of such an application is to match a brain with an anatomical atlas in order to automatically find abnormalities or to label the brain with anatomical names. Another example is to track the deformation over time of a beating heart, or to register images of a deformable region of a patient (e.g., abdomen) taken at different times. But this nonrigid matching task is much harder. One can again refer to Brown (1992) for a review of the existing (but not numerous) techniques.
Our approach to perform the nonrigid matching is quite related to the surface deformation methods because we deform the surfaces in order to bring the corresponding points nearer. For example, the deformation techniques presented in Bajcsy and Kovacic (1989) , Metaxas and Terzopoulos (1991) , Pentland and Sclaroff (1991) , Mclnerney and Terzopoulos (1993) or Nastar and Ayache (1993) are very interesting. These authors deform the surfaces using a physical model involving internal and external forces. Our deformations are quite different: they are the result of a geometric transformation, and the constraints used are based on geometric differential informations. Hence, unlike elastic surface models, the curvature of the surface tends to be preserved during the deformation process.
Our work is closer to the techniques which compute a global transformation of the 3D images to deform the surface. Indeed, we compute affine or locally affine transformations. See for example the 3D-spline deformations presented in Szeliski and Lavallre (1994) or Bardinet et al. (1994) which are very interesting. But these authors do not explicitly try to match points with similarity of shape which seems to be important to perform matching. Moreover, unlike locally affine deformations, the CPU time must be increased to obtain more local deformations with 3D-spline transformations. Indeed, the number of control points must then be increased and the size of the linear system to solve can become large. On the contrary, even if the locally affine deformation requires a very large number of coefficients, when the deformation has to be more local, the calculus become simpler, and the algorithm run faster.
The use of curvature to track points on deformable objects described by Cohen et al. (1992) (and first introduced by Duncan et al. (1991) ) has also connections with our work. Cohen uses the curvature to constraint the possible corresponding points on the two contours. But his definition of the closest point is different. Moreover, he is interested in matching plane curves and does not deform them. Finally, our approach is slightly close to the work of Delingette (1994) . Even ifthe techniques are very different (the goal of Delingette is not to match surfaces), they share two common objectives: the deformation of the surface without any prior knowledge on its topology and the notion of preservation of the local shape during the deformation process.
In this paper, we propose several extensions to the iterative algorithm in order to develop a complete scheme to match surfaces. In Section 2, we describe our contribution to find the best rigid displacement between two surfaces. We first present the original iterative algorithm (2.1). Then we present our method to efficiently find the requisite initial estimate, using curvatures and principal frames (2.2). Finally, we rapidly explain how we deal with partially occluded surfaces to find a very accurate rigid displacement (2.3).
In Section 3, we explain how we have extended the iterative algorithm in order to find a good affine transformation. We first introduce differential information in point coordinates and we show how they are transformed by an affine transformation (3.2). Then we modify the definition of best affine transformation in, troducing curvatures in the criterion in order to ensure convergence and we use extended Kalman filters to find it (3.3). Finally, we present results on real data to illustrate that the found affine transformation brings the two surfaces much nearer than the rigid one (3.4).
In Section 4, we present a very simple and promising surface deformation technique to obtain the final match of the two surfaces. First we explain how we associate an affine transformation to each point on the surface (4.1). Then we present results on real data to show that the scheme described in this paper works quite well and allows us to match surfaces (4.2). Finally, we conclude in Section 5, summarizing the contributions of this paper and presenting our future work.
Computing the Rigid Displacement
As explained in the introduction, finding the rigid displacement to superpose two identical surfaces described in two different frames is a very important task. For example, superposing brain surfaces enables to follow the evolution of a pathology (brain tumors, multiple sclerosis, etc .... ). Another application is to fuse together incomplete range data. For example, a laser technique is used to acquire teeth surfaces (Fig. 1) . Because of occlusion for each point of view, it is necessary to register together the common part of each view to obtain a complete surface.
The Iterative Algorithm
We now rapidly describe the iterative algorithm (refer to the original papers for details). The goal is to find the rigid displacement (R, 01 to superpose two surfaces, $1 on $2, given a very rough estimation (R0, to) of this rigid displacement. Each surface is described by a set of 3D-points. The algorithm consists of two iterated steps, each iteration i computing a new estimation (Ri, ti) of the rigid displacement.
The first step builds a set Match/of pairs of points. The construction is very simple: for each point M on $1, a pair (M, N) is added to Match/, where N . is the closest point on $2 to the point Ri_ 1 M + ti_ 1 . To compute the closest point, different methods are proposed but one can use for example the distance map method (Danielsson, 1980) . The second step is simple too. This is just the least square evaluation of the best rigid displacement (Ri, ti) to superpose the pairs of Match/(see for example Faugeras and Hrbert (1986) for the quaternion method).
The termination criterion depends on the authors: the algorithm stops either when a) the distance between the two surfaces is below a fixed threshold, b) the variation of the distance between the two surfaces at two successive iterations is below a fixed threshold or c) a maximum number of iterations is reached.
The convergence of the algorithm is clearly demonstrated in Cohen et al. (1992) . Let define
where Match is a function from the 3D space to $2. The iterative algorithm simply performs the minimization of this energy E. At step 1, the variables (R, t) are fixed and E is minimized with respect to Match. Indeed, the function which minimizes E in this case is ClosestPoint. At step 2, the variable Match is fixed and E is minimized with respect to (R, t). Hence, at each step, E decreases. Because E is positive, this demonstrates the convergence.
We call this algorithm "the iterative algorithm". It is summarized in Fig. 2 . It is very efficient and finds the right solution when the initial estimate (R0, to) of the rigid displacement is "not too bad" and when each Figure 1 . The teeth surfaces to superpose. They have been acquired by Sopha-Bioconcept using a laser technique. One can observe three teeth and three small spheres. 
until the termination criterion is reached Figure 2 . The "iterative algorithm".
point on S1 has a correspondent on $2. But, in practice, this is often not the case. For example, we would like to be able to superpose the teeth of Fig. 1 , but we have no initial estimate of the rigid displacement and because of occlusions, surfaces are only partially described. The algorithm has to be improved. The two next subsections describe what we propose to avoid these two problems.
of the principal frame. To deal with imprecision on curvatures, we register the points of $2 in a hash table or in a kd-tree (see (Preparata and Shamos, 1985) ) indexed by the two principal curvatures. This way, given a point M on $1, with curvatures (kl, k2), we can quickly find the set of points CloseCurvature(M) on $2 whose curvatures are close to (kl, k2). Then, we apply the following algorithm:
Finding the Initial Rigid Displacement
In this section, we explain how we find the initial estimate we need to run the iterative algorithm of Fig. 2 . As explained in the various papers describing this algorithm, the estimate does not have to be very accurate: we just want a rough estimate. We use differential informations to get it. The surfaces we have to superpose come from techniques described in Thirion (1992) , Guezidc (1993) . So, for each point M on a surface, we know the principal curvatures, and the principal frame. In the ideal case, because principal curvatures are invariant under rigid displacement, given a point M on SI with principal curvatures (kl, k2), a point N on $2 must have the same curvatures to be a possible correspondent. Moreover, if the pair (M, N) is a good match, then the rigid displacement which superposes $I on $2 is also the one which superposes the principal frames attached to M and N respectively on $1 and $2. Hence, in the ideal case, the following algorithm would be very efficient: (1) choose a point M on Sl which is not an umbilic point, (2) compute the set SameCurvature(M) of points on $2 which have the same curvatures as M, (3) for each point N in SameCurvature(M), compute the rigid displacement corresponding to the superposition of the two principal frames and stop when this rigid displacement exactly superposes $1 on $2.
But in practice, the two surfaces cannot be exactly superposed, and there is an ambiguity in the orientation 1. we randomly choose a point M on the surface SI which is not an umbilic point 2. we compute the set CloseCurvature(M) 3. for each point N in CloseCurvature(M), we compute the rigid displacements corresponding to the superposition of the two principal frames. If T~l = (M, ell, e21, nl) is the principal frame at point M and ~2 = (N, el2, e22, h2) the principal frame at point N, we compute two rigid displacements 79 and 79'. 7) corresponds to the superposition of ~I on ~2. 79' corresponds to the superposition of ~1 on 7~, where R~ = (N, --el2, --e22, n2). We have to compute these two rigid displacements because ~2 and 7~ are both direct, and there is no way to choose between them 2. The computation of 79 an 79' is easy. If A is the 3 x 3 matrix whose columns are (ell, e21, nl), if B is (e12, e22, n2) and B' is (--el2, --e22, n2), we simply have 3 79 = (BA t, NBAtM) and 79' = (B'A t, N -B'AtM) 4. we now estimate the number of points on the transformed surface RS1 + t which have their closest point on $2 below a given distance 8 to check whether 79 or 79' reaches our termination criterion. First, we randomly choose a subset S~ of points on $1. Then, for each point P in S~, we compute the closest point Q to RP +tonS2. Letm be the number of points P such that
where Diameter is the diameter of SI. If the ratio m/IS'll is larger than p (0 < p < 1), we decide that (R, t) is a good estimate of the rigid displacement which superposes $1 on $2 and we stop the algorithm. If neither 79 nor 79' reaches the termination criterion, then we return to point 1.
The parameter 8 is the estimation of the maximal distance between one point on the surface St and its closest point on $2 for a good estimate of the best rigid registration (it depends on the noise level), p is the estimation of the ratio of the number of points on S1 which have a correspondent on $2, divided by the number of points on $1 (which depends on the occlusion). Assume that (R, t) is a rigid displacement which corresponds to the superposition of the two principal frames for a bad point matching hypothesis. If the points are randomly distributed within a volume and if for a point M ~ RS1 + t the probability to have a point N ~ $2 such that IIM--~II < 8 is p, then the probability to stop the algorithm with this bad rigid displacement is
~(~)pi(1--p)n-i i=k
where n = IS~I and k = p • n.
For instance, if p = 0.4, p = 0.7 and n = 500 this probability is approximatively I0 -41. Of course, it is not possible to set a value for p and the points are not randomly distributed (they belong to a smooth surface) but this can help to understand why, in practice, for our problems, it is not difficult to choose the two parameters 8 and p and why a good solution is found after a very small number of iterations (two or three). Moreover, note that if after a given small number of iterations no solution is found, we can just stop the algorithm and rerun it choosing a lower p or a larger 8.
Typical surfaces we work with have around 10000
points. CloseCurvature(M) is the set of points N on $2 whose principal curvatures (k' t, k~) are such that ((k' 1 -kl) 2 + (k~ -k2)2) 1/2 < Dim/20 where Dim = max , assuming that Dim_k1 (respectively Dim_k2 ) is the difference between the maximum and the minimum value of kt (respectively k2) in $2. For S'l, we randomly choose 5% of points of SI. very accurate, but good enough to find the good solution, as described in the next section.
Working with Incomplete Surfaces
At step 1 of the iterative algorithm ( Fig. 2) , a point on Sz is associated to each point on Sj. But when the two surfaces are not complete because of occlusion for example, some points on Sl do not have any correspondent on $2. Thus, given a point M on $1, (Ri-I, ti-1),
and ClosestPoint(Ri_lM + ti-0, we have to decide whether (M, ClosestPoint(Ri_l M + ti-l)) is a plausible match. This is very important because, if we accept incorrect matches, the found rigid displacement will not be accurate, and if we reject correct matches, the algorithm will not converge towards the good solution.
As proposed in Ayache (1991) , we make use of the extended Kalman filter. This allows us to associate to the six parameters of (Ri, ti) a covariance matrix Si and to use a generalized Mahalanobis distance to check if a match of two points is plausible or not. This implies a change in the second step of the iterative algorithm. Given Matchi, instead of computing the rigid displacement (R, t) which minimizes the least square criterion
we recursively estimate the six parameters of (R, t), and the covariance matrix associated which minimizes the criterion lIR~M + t~ -Nil 2.
(M.N) ~ Ma~chi and (M.N) is plausible
The difficulty is just to choose the covariance matrix So associated with the initial estimate (R0, to) of the rigid displacement and to choose the covariance matrix Wi associated with each point Mi. In practice, we choose Wi corresponding to the estimation of the error after the correct registration, and So as the diagonal matrix corresponding to the largest possible error on the initial rigid displacement parameters.
We applied this technique to superpose the teeth data of Fig. 1 using the initial estimate of Fig. 3 . The three spheres present in the images are artificial markers initially used to compute the rigid displacement. Of course, we do not use this information in our algorithm but we can use them to check the accuracy of the matching. Hence, we computed the set of points on SI which have a plausible correspondent on the surface $2 in the sense described above. This represents 80% of the points on $1. Then, we computed the average distance between the points of this set and their closest point on $2 after rigid registration, using respectively the rigid displacement found by our algorithm and the one obtained superposing the center of the three spheres. The rigid displacement found by our algorithm yields an average distance of 0.0070u, where u is the largest surface diameter. The average distance is 0.0074u after superposition of the three spheres. In fact, because of the sphere center measurement error, our algorithm finds a better global registration than the method using the spheres and taking into account the fact that the surfaces are described by points, this values show that it is indeed very accurate even if the surfaces are partially occluded.
Nonrigid Matching of Two Different Surfaces
Given two surfaces representing the same object in two different frames, the algorithm of Section 2.1 with the two improvements described in Sections 2.2 and 2.3 allows us to find the best rigid displacement between the two surfaces. This rigid displacement is found even if we have no prior estimate and if the data are incomplete.
Because this algorithm is robust, we have extended it to tackle a harder problem: nonrigid matching of two different surfaces which present similarities. For example, the faces of two different persons are not identical up to a rigid displacement (Fig. 4) . But there exists a best rigid displacement which brings the two surfaces close to each other and the method described in Section 2 allows us to find it. Figure 5 , top, shows this best rigid displacement for the faces of Fig. 4 .
The nose, the eyebrows and the chin are globally not very far. But we would like, in order to bring them nearer, to relax the rigidity constraint of the rigid displacement and extend the method to unconstrained affine transformations in a way which tends to match this similar regions.
Because points of high curvature seem to have a strong anatomical meaning (Ayache, 1993) , we wish too to enhance their role as landmarks for matching. The three next subsections describe our work to find such affine transformations. The best rigid displacement found between the two faces. One surface is transparent, the other is represented by lines. When the lines are dark, they are in front of the transparent surface, when they are not, they are behind. Middle: Affine least square matching without additional constraints: The two surfaces after 45 iterations (left) and 75 iterations (right). The transformed surface tends to shrink and becomes very small. Bottom: The final affine transformation between the two faces. One can see, especially in the left images, that the nose, the mouth and the chin are now much closer. Quantitatively, the average distance decreases from 0.0193u to 0.0152u (the largest surface diameter is the unit), i.e., a 22% improvement for the affine transformation with respect to the rigid displacement.
Finding an Affine Transformation
A natural extension from rigid transformations to nonrigid ones is the search for an unconstrained affine transformation (A, b) 4. We could use the rigid displacement found in the previous section as an initial estimate (A0, b0) and just modify the second step of the iterative algorithm of Fig. 2 to search for an affine transformation. It would just be the least square evaluation of the best affine transformation (Ai, hi) to superpose the pairs of Match/. This evaluation is a classical least square problem.
But in practice, this very simple algorithm does not find a good solution: the similarities on the two surfaces do not tend to be brought nearer. Moreover, another major problem occurs with it: it often does not tend to a stable solution. Indeed, when the transformed surface ASl + b becomes very small or very fiat, the criterion is minimized and nothing in the algorithm tends to avoid it. Especially, when A is the null matrix and b corresponds to a point on $2, the criterion vanishes. Figure 5 , middle, illustrates this problem. It shows the shrinking of the transformed surface when we do not stop the algorithm using a termination criterion.
To avoid these two problems, we describe in Sections 3.2 and 3.3 the modifications we bring to the original iterative algorithm (Fig. 2) , respectively to step 1 and step 2. Figure 5 , bottom, shows the affine transformation found using this modifications for the faces of Fig. 4. 
Matching Locally Similar Points
Because points belong to surfaces, we wish to match together points belonging to a local neighborhood of "similar shape" at step 1 of the iterative algorithm (Fig. 2) . In fact, a point on a surface can be locally described by the osculating quadric (order of contact 2) (Hosaka, 1992) . When surfaces are quite smooth, this quadric approximate the shape of the surface "around" the point. Because the principal frame and the two curvatures define this quadric, this differential information can be added to the three spatial coordinates of each point to better account for the notion of "closest point of similar local shape". Hence, in our formulation, surface points are no longer 3D points: they become 8D points. Coordinates of a point M on the surface S are (x, y, z, nx, ny, nz, kl, k2) where (nx, ny, nz) is the normal on S at M, and kt, k2 are the principal curvatures. For two points M (x, y, z, nx, ny, nz, kl, 
we now define the and ~ , y, z', n x, ny, nz, kl, distance:
where oti is the inverse of the difference between the maximal and minimal value of the ith coordinate of points in $2. Using this new definition of the distance, the closest point to P on $2 is a compromise between the 3D distance, the difference of normal orientation 5 and the difference of curvatures (Fig. 6 ). But this new definition of points coordinates introduces an interesting problem. At step 1 of the iterative algorithm (Fig. 2) , we have to compute ClosestPoint(AiM + hi) where M is a point on $1. Hence, we have to compute the new coordinates (x', y', More precisely, there exists a parameterization of AS1 + b such that, denoting E', F', G' the coefficients of the first fundamental form at point AM + b on ASl + b, e', f', g' the coefficients of the second fundamental form and (M, ~1, ~2, ~) the principal frame at point M on Sl, we have:
Because we know the coefficients of the fundamental forms of the transformed surface AS1 + b at point AM + b, we can compute the coordinates (x', y', ' ' ' ' ' ' z, n x , ny, n z, k 1 , k 2) (see Appendix A). Just a problem remains to introduce this new definition of points coordinates: computing ClosestPoint(AiM + bi). In 8D, we cannot use the technique described in Danielsson (1980) as in the 3D case. The distance map would be much too big. We use the kdtree technique as proposed in Zhang (1994) for the 3D case. This takes much more time than before: the calculus time of the closest point has to be improved. But the use of kd-trees allows us to perform step 1 of Fig. 2 in a reasonable time. Each iteration now takes 45 seconds (CPU time) instead of 9 seconds (for surfaces of 7000 points). To improve the performances, it is possible to work on a subset of points of surfaces. For example, it is possible to extract crest lines points (Thirion and Gourdon, 1992) or extremal points (Thirion, 1994) . Or simply, we can select a given percentage of points, choosing points which have the highest mean curvature. What is important is that most of the selected points on $1 have a correspondent on $2 and that the selected points describe relatively well the surfaces.
With this new definition of point coordinates, points with local similarity effectively tend to be matched. Of course, we could have done the extension also including in point coordinates the two principal direction ~1 and ~2. We have not done it for two reasons. First, the higher the dimension of the space, the less efficient the kd-tree technique. Second, as explained in Section 2.2, it is very difficult to orient principal frames unambiguously.
Constraints on the Affine Transformation
We have now to focus on a major drawback in the previous search for the affine transformation which best superposes S1 on $2. Ifthedistanceused to compute the closest point at step one is not the same as the distance used to define the best affine transformation criterion, it is not possible to demonstrate the convergence of the algorithm. Then, we have to redefine this criterion to ensure convergence.
Let (x, y,z, kl,k2, el, e2)k be the 3D coordinates, principal curvatures and principal directions
of points Mk on $1. Let (x', y', z', n x, ny, n z, kl, k2) k be the 3D coordinates, the normal coordinates and the principal curvatures of points AMk + b on the transformed surface. We call g the func-
tion which associates (x', y', z', n x, ny, nz, kl, k2) k to ((x, y, z, kl, k2, el, e2)k, A, b). The existence of this function is a consequence of the Proposition 1 and we use the Eqs. (2) to compute it. The new criterion we propose to minimize at step 2 of the algorithm is:
where the coordinates of Nk are
X', yll Zlt, It tt II It t?
, n x, ny, n z, k I , k2)k :
the 3D coordinates, the normal coordinates and the two principal curvatures. This new criterion measures the 3D distance, the difference of normal orientation and the difference of curvature between $2 and the transformed surface AS1 + b. Note that the shrinking problem mentioned in Section 3.1 cannot happen with this new criterion. Moreover, the coefficients Pk allow use to increase the importance in the criterion of the match for high curvature points. They can be, for example, the mean curvature or max(lkl I, Ik21). We use the extended Kalman filter formalism (EKF) to minimize this new criterion (3). The details are given in Appendix C. This allows us to deal with occlusion as explained in Section 2.3, initializing the covariance matrices in the same way. The only difficulty is to derivate g with respect to (x, y, z, t~, 3, Y, kl, k2) where u,/~, y are the three Euler angles corresponding to the principal frame (el, e2) and with respect to each coefficient of A and b. Of course, the developed expressions are quite formidable. But, using the "Maple" software, they are computed without problem 6 Even if the minimized criterion is nonlinear, the minimization works very well: we have made numerous experiments on synthetic data, and the global minimum was always found even with rather large data noise, and rather crude initial estimates.
Using the new definition of the closest point (Section 3.2) at step 1 and this new criterion at step 2, the modified iterative algorithm find good and stable solutions. Figure 5 , bottom, shows the affine transformation found for the faces of Fig. 4 . The solution is found after ten iterations in about 7.5 minutes (CPU time) on a DEC 5000 workstation 7. It has to be compared with the rigid displacement of Fig. 5 , top. The chin, the mouth, the nose and the eyebrows of the two faces are now much closer.
To quantitatively evaluate the error, we have computed the average distance between a point of the transformed surface AS1 + b and its closest point on 82, using the 3D norm to compute both the distance and the closest point. Setting the largest surface diameter to u, the rigid displacement (Fig. 5, top) yields an average 3D distance of 0.0193u whereas the affine transformation (Fig. 5, bottom) yields an average 3D distance of 0.0152u, i.e., a 22% improvement. This shows that computing an affine transformation using our improvements brings the two surfaces much closer to each other, while preserving in a certain extent the local curvature information.
4. Results and Discussion
In this section, we present results on brain data (Fig. 7) and on skull data (Fig. 8) . In each Figure, the two top images separately show the two surfaces to superpose. Of course, the two surfaces come from two different patients. We recall that the initial relative positions of the two surfaces do not matter for the search of the affine transformation: the process is initialized using the rigid displacement found as described in Section 2 and this does not depend on the initial positions.
The two middle images of Figs. 7 and 8 show the rigid displacement found between the two surfaces whereas the bottom images show the affine transformation. Quantitatively, the error 8 in the brain example is 0.011 u for the rigid displacement and 0.0091 u for the affine transformation. This is an 18% improvement. In the skull example, the error is 0.0120u for the rigid displacement and 0.0098u for the affine transformation. This is a 22% improvement. The affine transformation is found after 12 iterations in about 7 minutes (CPU time) on a DEC 5000 workstation for the brains and after 8 iterations in about 8 minutes for the skulls.
This examples illustrate that the best affine transformation is generally found using our improvements and that this affine transformation brings the surfaces much nearer than a rigid displacement. Of course, the superposition is not perfect: an affine transformation is a particular and simple type of global deformation (it can be decomposed into successively a rotation, a scaling in the direction of the axes and a rotation). We need a more local deformation to obtain a perfect superposition. In the next section, we present our method to locally deform the surfaces in a way which tends to correctly match them.
Locally Afline Deformation
The extensions of the iterative algorithm described in the first two sections allow us to find the best affine transformation (A, b) to superpose the surface $1 on the surface $2. This transformation brings the two surfaces quite close but is too global to perform a perfect superposition. A natural extension is then to compute for each point of the transformed surface a local affine transformation. But, because our goal is to perform matching, it is very important to ensure that the global form of the deformed surface tends to be preserved during the deformation process. For example, the region corresponding to the nose on a face must not become fiat. To ensure this, the attached local affine transformations must not vary too much from one point to its neighbor.
The Locally Affine Deformation Algorithm
Description. We now describe the algorithm to compute these local affine transformations with an Middle: Result using a rigid transformation. Bottom: Result using an affine transformation. The brightest surface is transparent. Hence, when the other surface is in front, it appears dark, and when it is behind, it appears clearer. One can observe, comparing the middle-left image and the bottom-left image, that the interhemispherical fissure is not well registered with the rigid displacement, whereas it is with the affine transformation. ) is the best affine transformation to superpose $1 on $2. As a preprocessing, we first compute and store the set of points in $I which belong to the sphere of center Mt and of radius R, where R is the major parameter of the algorithm. We call this set Sphere(Mr) and we use the kd-tree technique to build it (see Preparata and Shamos, 1985) . Then, in detail, each iteration i consists of two steps.
1. We first attach to each point Mk in $1 a rigid displacement (Rt.i, tk,i). As in the iterative algorithm (Fig. 2) , we build a set of pairs of points, associating to each point Mt in Sphere(Mr) the closest point Nt on the surface S 2 to the point At.i-1Mt, + bt.i-1-The rigid displacement (Rk.i, tt.i) is simply the one which minimizes the square distance between the associated points (Ml, Nl).
2. We now smooth the set of the rigid displacements (Rt,i, tt,i) to compute the locally affine deformation {(At,i, bk.i)}. We simply let:
where 
~(MI, Mr) (Rt,iMk + tt.i). Mt cSphere(Mk )
In order to understand where this transformed point is, imagine the set of points computed by applying to Mt all the rigid displacements attached to the points Mt belonging to Sphere(Mr). The transformed point is the centroid of this set of points, each point being weighted by a value which is inversely proportional to the distance IIMt----~kll. Hence, the non rigid motion finally computed for Mt is influenced by the computed rigid displacement attached to all its neighbors.
We stop the algorithm when the distance between the two surfaces is below a fixed threshold or after a given number of iterations. Of course, at step 1 of this deformation algorithm, the definition of the closest point we use is the definition given in Section 3.2, i.e., the definition which tends to preserve the local curvature and orientation of the surface predicted by the current affine estimate of the local transformation.
To compute the principal curvatures and the principal frame at a point Pt = At,iMt 4: bt.i of the deformed surface, we assume that the affine transformation (At, bt) is constant in the neighborhood of Pk. Thus, we can use the Eqs. (2) to compute the new differential quantities. This is just an approximation but it seems to be well justified because the step 2 of the deformation algorithm tends to smooth the variation of the affine transformations along the surface 9. Moreover, it appears to yield good results in practice.
Discussion. The locally affine deformation algorithm deforms the surface AS1 + b in a way which tends to bring nearer the corresponding points. Indeed, for the same reason that the iterative algorithm of Fig. 2 rigidly registers the surfaces, each transformation (Rk,i, tk,i) tends to bring nearer the region of the surface S1 described by the points belonging to Sphere(Mr) to its corresponding region on $2. The new definition of the closest point also tends to match the corresponding points. Moreover, the global form of the deformed surface tends to be preserved because the variation of the transformations (Ak.i, bk.i) is smooth along the surface and because a global affine transformation is just a composition of a rotation, a scaling in the direction of three orthogonal axes, and a rotation. The variation is smooth for two reasons. First, for two point Mk and Ml close on the surface, the sets Sphere(Mk) and Sphere(Ml) differ only from a few points and this implies that the computed rigid displacements (Rk.i, tk,i) and (Rl,i, tl,i) cannotbe very different. Second, the affine transformation attached to Mk is a weighted average of the rigid displacements computed for the neighbors of Mk and this also tends to smooth the variation.
If we need a smoother variation, it is possible to add a third step to the locally affine deformation algorithm. It is the repetition (typically two or three times) of:
Using this third step, the variation is smoother and the displacement of points MK is influenced by the displacement of point which does not belong to Sphere(Mk). This allows us to smooth over alarge scale without increasing the radius R of Sphere(Mk). Note that the larger the radius R, the smoother the variation of the affine transformations and that if R is equal to Diameter, the locally affine deformation corresponds to a rigid displacement. This suggests a "multiscale" strategy. For the first iterations, the radius R is chosen to be quite high l°. Hence, the biggest structures of the surfaces are first registered and we choose R smaller during the last iterations to have a more local registration. Finally, we want to emphasize a major advantage of this algorithm: we do not need to know either a parameterization or the topology of the surface to deform. Figure 9 presents the result of the locally affine deformation algorithm for the faces of Fig. 4 , using as input the surface $1 transformed by the affine transformation of Fig. 5 . This result is found after three iterations, choosing Diameter/20 for R during the two first iterations and Diameter/50 for the last iteration. We do not use step 3 of the algorithm. The CPU time is 2 minutes on a DEC 5000 workstation. Quantitatively, setting the largest surface diameter to u, the final error is 0.0066u. This shows that the superposition is geometrically quasi-perfect.
But one important question remains: does the iterative algorithm also performs a qualitatively correct matching? To illustrate it, we have qualitatively colored the surface Si. In the left image of Fig. 10 , the chin, the mouth, the nose and the eyebrows are now dark and the rest of the face is bright. This way, each point on the transformed surface S~' has an attached color. In order to visualize the match induced by the locally affine deformation algorithm, we have computed for each point M on the surface $2 its closest point N on the deformed surface S~, and we have attached to M the color of N. Hence, the surface $2 is colored and the result of this coloration is shown in the right image of Fig. 10 . Like on the surface Sl, the chin, the mouth, Fig. 8 . The brightest surface is transparent. Hence, when the other surface is in front, it appears dark, and when it is behind, it appears clearer. The alternation of dark and clearer regions shows that the superposition is quasi-perfect. the nose and the eyebrows are now dark and the rest of the face is bright. This shows that the match of the two faces is both geometrically and qualitatively correct.
Results
In this section, we present the results of the locally affine deformation for skull data and brain data of Figs. 8 and 7. We also present results on heart data.
For the skulls, the result using the affine transformation of Fig. 8 (bottom) as initial estimate, is shown in Fig. 11 . The brightest surface is transparent. This explain why the other surface successively appears dark and clearer: it is because the two surfaces are so close that each one alternatively tends to appear in front of the other. This result is found after 3 iteration, and we have chosen R equal to Diameter/80. We do not use step 3 of the algorithm. The CPU time is about 4 Figure 12 . The result of the locally affine deformation algorithm for the brains of Fig. 7 . The alternation of dark and clearer regions shows that the two surfaces are very close. One can also observe, for example, that the spinal chord is now correctly registered. minutes (the surfaces have about 30000 points). Quantitatively, the error is 0.003u, where u is the largest surface diameter. In fact, for this example too, the superposition is quasi-perfect.
For the brain, the result using the affine transformation of Fig. 7 (bottom) as initial estimate, is shown in Fig. 12 . We have chosen R equal to Diameter/20 for the first four iterations and R equal to Diameter/50 for the last two iterations and we have repeated step 3 of the algorithm three times at each iteration. The CPU time is about 15 minutes (the surfaces have about 20000 points). It is quite important but the two surfaces are not very close using the best affine transformation (Fig. 7) . Quantitatively, setting the largest surface diameter to u, the error is 0.006 lu. Qualitatively, one can compare for example the positions of the spinal chord in the Figs. 7 and 12: they were quite far and the algorithm has correctly superposed them. Here, we want to point out that we have to compute an affine transformation to initialize the locally affine deformation algorithm. Otherwise, for this example, the deformation algorithm would not converge to a correct match when initialized from the best rigid registration.
Finally, the result for a beating heart is shown in Fig. 13 (bottom) . This example demonstrates that the locally affine deformation algorithm can be used to follow the points on a deformable object over time. Note in Fig. 13 (middle) that we have chosen, to illustrate the robustness of the algorithm, the two times where the form of the myocardium is the most different. This result is found after 3 iteration chosing R equal to Diameter~20. We do not use step 3 of the algorithm.
The CPU time is about 2 minutes. Quantitatively, the error is 0.0400u at the initialization of the algorithm and is 0.0041u at the end. This shows that the final registration is very good.
Conclusion
In this paper, we have introduced a complete framework to register curved surfaces nonrigidly, taking advantage first of the computation of the affine transformation of principal curvatures and directions and second of the definition of locally affine deformations. This framework does not require any prior information on the initial positions of the surfaces and applies even if we do not know either a parameterization or the topology of the surfaces to register. It leads to geometrically and qualitatively meaningful accurate registration as illustrated on various and complex real biomedical surfaces.
Future work will be oriented towards three directions. First, we would like to formalize the locally affine deformation algorithm in terms of continuous energy minimization to try to justify more theoretically why it works. Second, we will experiment the presented framework on new kind of data to estimate Figure 13 . Top: The same heart (the myocardium) at two different times. The surfaces have been extracted in nuclear medicine images (Sopha Medical France). Middle: The two times shown in the same frame. The brightest surface is transparent. Hence, when the other surface is in front, it appears dark, and when it is behind, it appears less dark. Note that we have chosen the two times where the form of the myocardium is the most different, among all the images that we have of this beating heart. Bottom: The result of the local affine deformation algorithm for the beating myocardium. The initial relative positions are shown in the middle images (note that we did not computed the best affine transformation to initialize the algorithm). The alternation of dark and clearer regions shows that the superposition is very good. the limits of the validity of the approach (which seem to be reached with brain data) and we will concentrate on a biomedical validation at a larger scale of this framework in order to perform the registration between a 3D image and a 3D anatomical atlas. We would like also to compare our approach with respect to the 3D spline one presented in Szeliski and Lavall6e (1994) and Bardinet et al. (1994) . We believe that we could use the 3D spline algorithm to find a relatively global deformation and then the locally affine one to find an accurate registration. Finally, we would like to extend these algorithms to perform the non rigid registration of non segmented images.
Appendix A

Computing the Curvatures and the Principal Directions
We just give here the formulas to compute the curvatures and the principal directions of a parametric surface S. See (do Carmo, 1976 ) for a detailed presentation. Let s(u, v) be a parameterization of the surface S. E, F, G the three coefficients of the first fundamental form expressed in the basis {su, so} of the tangent plane, and e, f, g the three coefficients of the second fundamental form are: E = su-Su, F : su.so, G : so.so, e=N.s~,f=N.s~o,g=N.soo 
In practice, we first compute K s and Km the Gaussian and the mean curvature Computing e'(uo, Vo), f'(uo, Vo), g'(uo, vo) the three coefficients of the second fundamental form in the parameterization t(u, v), we obtain: (Ael A Ae2) e'(uo, vo) = Asluu(Uo, vo). Because the new principal flame (e'l, e'2, n') and k' l , k~, the principal curvatures only depend on the coefficients of the two fundamental forms (see Appendix A) and because these coefficients only depend on A, kl, k2, el and ~2, the new principal flame and the new curvatures only depend on A, kl, k2, el and ~2. We have developed the formulae, but we do not explicit them here, as they are quite straightforward.
because each pair corresponds to a measurement ik of xk corrupted with a random error Vk: Xk = Xt + Vt, E(vk) = 0, E(vkvtk)=At >_0, E(v/v~)=0 ¥i~j (C3)
Given the measurements xt, the EKF allows us to recursively compute an estimate ak of a and the associated covariance matrix Sk (at = a + wk, where wk is a random error: E(wt) = 0 and E(wk~Ck) = Sk > 0). Only an initial estimate (~, So) is required. See the book of Ayache (1991) 
Taking So 1 ~ 0, C is exactly the criterion we want to minimize. Hence in practice, we just have to determine (rio, So) and Ak to minimize the criterion (C6). The initial estimate fi0 simply corresponds to the rotation computed as explained in Section 2. So is a diagonal matrix with a very large value. Ak depends on the noise we estimate on the data but is not critical: we just choose a diagonal matrix, each non-zero coefficient depending on the weight we desire for the associated coordinate in the criterion. Finally, to take the coefficients Pk into account, we just have to multi: ply each covariance matrix Ak by 1/qrfik.
using the 3D norm to compute both the distance and the closest point, and setting the largest surface diameter to u. 9. To compute the exact principal curvatures and principal frame at point Pk, we would need a continuous representation (Ai (u, v), b i (u, v) ) of the affine transformations in a neighborhood of order 2 of the point Pk. Especially, we would need a local parameterization of the surface around the point P~. The algorithm would be much more complicate. Our approximation assumes that the terms involving the first and second derivatives of Ai (u, v) and bi (u, v) are negligible with respect to the terms involving Ai (u, v) and bi (u, v) in the computation of the differential properties. 10. Of course, we never choose R equal to Diameter Indeed, the complexity of the locally affine deformation algorithm is (both in time and memory space) O(1Sphere(Mk)I * n), where n is the number of points in $1. In practice, we typically choose for the first iterations R equal to Diameter/20 using, if necessary, step 3 of the algorithm to smooth over a larger scale. 11. Where "A" denotes the usual cross product.
