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Abstract
Semigroup theory is a useful tool for solving linear evolution PDF’s. We’ll prove its
effectiveness and see how this theory applies. This theory is constructed from Real
and Functional Analysis theory.
Resum
Recolzant-se en la teoria de Ana`lisi Funcional i Real, i a partir de la teoria cla`ssica de
EDP’s, la teoria de semigrups ens proveeix un me`tode efectiu per resoldre equacions
en derivades parcials d’evolucio´ lineals. Veurem com, efectivament, aquesta teoria
funciona, sota certs supo`sits, i resoldrem alguns exemples de EDP’s amb els resultats
vists al treball.
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1 Introduccio´
El projecte
En aquest treball ens centrarem en l’estudi de semigrups i la seva aplicacio´ a la
resolucio´ de EDP’s. E´s a dir, una famı´lia {T (t)}t≥0 de operadors lineals acotats de
entre espais de Banach, X, que satisfa` les condicions segu¨ents.
(i) T (0) = I,
(ii) T (t+ s) = T (t)T (s) t, s ≥ 0,
(iii)
[0,∞) 7−→ X
t 7−→ T (t)x
e´s continu.
L’objectiu que tenim en ment e´s investigar la existe`ncia i unicitat de la solucio´
u : [0,∞) 7−→ X
de la EDO: {
u˙ = Au, t ≥ 0,
u(0) = u0,
on u˙ =
d
dt
u, u ∈ X, i A e´s un operador lineal.
A : D(A) ⊂ X 7−→ X.
El nostre problema e´s determinar les condicions que A ha de complir per que la
EDO tingui solucio´ u´nica, u, per cada u0 ∈ X i, aix´ı, poder transformar EDP’s en
aquesta forma.
Demostrarem que la solucio´, u(t), ve determinada per el semigrup generat per
A.
Estructura de la memo`ria
Per tal de poder fer l’estudi de semigrups hem d’introdu¨ır abans nocions ba`siques
de la teoria d’A`nalisi Funcional i Real i tambe´ justificar la existe`ncia i unicitat de
les EDP’s que farem servir com exemples d’aplicacio´ de la teoria de semigrups.
En aquest sentit, he utilitzat com a refere`ncia principal en el treball [5] recolzant-
me en la resta de refere`ncies de la bibliografia per tal d’acurar una mica me´s els
conceptes introduits.
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• En el cap´ıtol 2 comenc¸arem amb la teoria de la mesura a Rn que e´s on treba-
llarem per aquest treball i donarem definicions i resultats ba`sics i necessaris
d’espais de funcions com ara de Banach, de Hilbert, de Sobolev i espais Lp.
A me´s, adaptarem els conceptes de diferenciabilitat, integrabilitat i mesu-
rabilitat a espais de Banach. Tambe´ introdu¨ırem la teoria d’operadors, un
concepte clau en el treball ja que aquests operadors ens generen els semigrups
que estudiarem.
• En el tercer cap´ıtol parlarem de l’existe`ncia i regularitat de solucions de so-
lucions dels exemples que veurem en l’u´ltim cap´ıtol.
• En el segu¨ent cap´ıtol introdu¨ırem el concepte de semigrup i el seus resultats i
propietats elementals. Demostrarem la unicitat i existe`ncia de generadors de
semigrups i veurem la seva caracteritzacio´ i aplicacio´.
• En el u´ltim cap´ıtol veure exemples de EDP’s que es poden resoldre mitjanc¸ant
la teoria definida en el treball.
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2 Introduccio´ a Ana`lisi Real i Funcional
Notacio´ 1. K ∈ {R,C}.
2.1 Teoria de la mesura
Introdu¨ım primer les nocions ba`siques de la teoria de la mesura per tal de poder
definir me´s endavant els espais de funcions que veurem a la segu¨ent subseccio´.
Tambe´ introduirem alguns resultats de integrabilitat que ens resultaran forc¸a
u´tils me´s endavant.
Definicio´ 2.1.0.1. (σ-a`lgebra) Una col·leccio´ M de subconjunts de Rn s’anomena
σ-a`lgebra sobre X si
(i) ∅,Rn ∈M.
(ii) Si A ∈M aleshores Rn \ A ∈M.
(iii) Si {Ak}k≥1 ⊂M, aleshores
∞⋃
k=1
Ak ∈M.
Definicio´ 2.1.0.2. (Espai mesurable) Un espai mesurable e´s un parell (Rn,M) amb
X 6= ∅ i M una σ−a`lgebra sobre Rn.
Teorema 2.1.0.1. (Mesura de Lebesgue i conjunts Lebesgue mesurables) Existeix
una σ−a`lgebra M de subconjunts de Rn i una aplicacio´
µ :M 7−→ [0,+∞]
amb les segu¨ents propietats:
(i) Tot subconjunt obert de Rn i aix´ı tot subconjunt tancat de Rn pertany a M.
(ii) Si B e´s una bola de Rn, aleshores µ(B) coincideix al volum n-dimensional
de B.
(iii) Si {Ak}k≥1 ⊂M so´n disjunts 2 a 2, aleshores
µ
(
∞⋃
k=1
Ak
)
=
∞∑
k=1
µ(Ak).
(iv) Si A ⊆ B, on B ∈M i µ(B), aleshores A ∈M i µ(A) = 0.
Els conjunts en M s’anomenen conjunts Lebesgue mesurables i µ( ) la mesura
de Lebesgue n-dimensional.
Notacio´ 2. A la terna (Rn,M, µ) li diem espai de mesura.
Observacions 1. Es dedueix de (iii) que
(i) µ(∅) = 0.
(ii)
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µ(
∞⋃
k=1
Ak
)
≤
∞∑
k=1
µ(Ak).
per tota col·leccio´ numerable de conjunts mesurables {Ak}k≥1.
Notacio´ 3. Si alguna propietat e´s mante´ a tot arreu a Rn, excepte per conjunts
mesurbales amb mesura de Lebesgue zero, diem que la propietat es mante´ gairebe´
per tot punt, abreviat com g.p.t.
Definicio´ 2.1.0.3. (Funcio´ mesurable) Siguin (Rn,M) i (R,M’) dos espais mesu-
rables. Una funcio´
f : Rn −→ R
e´s mesurable si
f−1(U) ∈M
per tot subconjunt obert U ⊂ R.
Notem en particular que si f e´s cont´ınua, aleshores f e´s mesurable. La suma
i el producte de dues funcions mesurables so´n mesurables. A me´s si {fk}k≥0 so´n
funcions mesurables, aleshores hi han lim sup fk i lim inf fk.
Definicio´ 2.1.0.4. (Integral de Lebesgue) Sigui f : Rn → [−∞,+∞] una funcio´
mesurable. Siguin f+ = max{f(x), 0} i f− = max{−f(x), 0}. Es defineix∫
Rn
f dx :=
∫
Rn
f+ dx−
∫
Rn
f− dx
sempre i quan almenys una de les integrals sigui finita.
Definicio´ 2.1.0.5. (Funcio´ integrable) Es diu que f e´s integrable si e´s mesurable i∫
Rn
|f | dx < +∞.
Equivalentment, si ∫
Rn
f+ dx < +∞,
∫
Rn
f− dx < +∞.
Teorema 2.1.0.2. (Lema de Fatou) Suposem que les funcions {fk}k≥1 so´n positives
i mesurables. Aleshores∫
Rn
lim inf
k→∞
fk dx ≤ lim inf
k→∞
∫
Rn
fk dx.
Teorema 2.1.0.3. (Teorema de la converge`ncia mono`tona) Sigui {fn}n≥0 una suc-
cessio´ de funcions mesurables tals que
4
0 ≤ fn ≤ fn+1 g.p.t. per tot n.
Aleshores
lim
n→∞
∫
Rn
fn dx =
∫
Rn
lim
n→∞
f dx.
Corol·lari 2.1.0.1. Siguin f, g dues funcions mesurables i sigui α > 0.
(i)
∫
Rn
αf dx = α
∫
Rn
f dx.
(ii)
∫
Rn
(f + g) dx =
∫
Rn
f dx+
∫
Rn
g dx.
Corol·lari 2.1.0.2. Sigui {fn}n≥0 una successio´ de funcions mesurables, fn ≥ 0
per tot n. Aleshores ∫
Rn
∞∑
n=1
fn dx =
∞∑
n=1
∫
Rn
fn dx.
Proposicio´ 2.1.0.1. Siguin f, g ≥ 0 funcions mesurables en l’espai de mesura
(Rn,M, µ) i A,B ∈M. Aleshores
(i) Si f ≤ g aleshores
∫
Rn
f dx ≤
∫
Rn
g dx.
(ii) Si A ⊂ B aleshores
∫
A
f dx ≤
∫
B
f dx.
(iii) Si
∫
Rn
f dx = 0 aleshores f = 0 g.p.t.
(iv) Si
∫
Rn
f dx < +∞ aleshores f <∞ g.p.t.
Teorema 2.1.0.4. (Teorema de converge`ncia dominada de Lebesgue) Sigui {fn}n≥1
una successio´ de funcions integrables tals que
(i) lim
n→∞
fn = f g.p.t.
(ii) |fn| ≤ g g.p.t.,
per alguna funcio´ integrable g. Aleshores
lim
n→∞
∫
Rn
fn dx =
∫
Rn
f dx.
Observacions 2. Si s’esta` interessat en la demostracio´ dels resultats vistos en
aquesta subseccio´ es pot consultar [6] per resoldre aquestes qu¨estions.
Notem que en aquesta subseccio´ nome´s hem parlat de teoria de la mesura a Rn
que e´s la estrictament necessa`ria per aquesta memo`ria.
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2.2 Espais de funcions
En aquesta subseccio´ introduirem el concepte d’espai de funcions. E´s una part
important de la memo`ria perque` definirem la teoria d’operadors sobre espais de
Banach i els espais de Hilbert i Sobolev, que es recolzen en els espais Lp, so´n els
espais on venen definits els operadors de les EDP’s del cap´ıtol 5.
2.2.1 Espai de Banach
Sigui X un espai vectorial sobre K
Definicio´ 2.2.1.1. (Norma) Una aplicacio´ ‖ ‖ : X → [0,∞) e´s una norma si
(i) ‖x+ y‖ ≤ ‖x‖+ ‖y‖ per tot x, y ∈ X, (desigualtat triangular)
(ii) ‖λx‖ = |λ| ‖x‖ per tot x ∈ X, λ ∈ R,
(iii) ‖x‖ ≥ 0 per tot x ∈ X i ‖x‖ = 0 si, i nome´s si, x = 0.
Definicio´ 2.2.1.2. (Espai normat) Un espai normat e´s un espai vectorial sobre K,
X, que defineix una norma ‖ ‖.
Notacio´ 4. A vegades, quan haguem de diferenciar entre normes de diferents espais
de Banach, notarem la norma definida en X com ‖ ‖X .
Suposem d’ara en endavant que X e´s un espai normat.
Definicio´ 2.2.1.3. (Successio´ convergent) Diem que {xn}n≥0 ⊂ X convergeix a
x ∈ X, escrit com
xn → x,
si
lim
n→∞
‖xn − x‖ = 0.
Definicio´ 2.2.1.4. (Successio´ de Cauchy) Una successio´ {xn}n≥0 ⊂ X e´s de Cauchy
sempre que per tot  > 0 existeix N > 0 tal que
‖xn − xm‖ <  per tot n,m ≥ N .
Definicio´ 2.2.1.5. (Espai complet) X e´s complet si tota successio´ de Cauchy en
X convergeix; i.e., si per tota successio´ de Cauchy {xn}n≥0 ⊂ X existeix x ∈ X tal
que xn → x.
Definicio´ 2.2.1.6. (Espai de Banach) Un espai de Banach e´s un espai normat, X,
complet.
Definicio´ 2.2.1.7. (Espai de Banach separable) Diem que X e´s separable si X
conte´ un subconjunt dens numerable.
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2.2.2 Espai Lp
Definicio´ 2.2.2.1. (Suprem essencial) Sigui f : Rn 7−→ R mesurable. El suprem
essencial de f e´s
ess sup f := inf{α ∈ R |µ({f > α}) = 0}.
Definicio´ 2.2.2.2. (Espais Lp i Lploc) Sigui U ⊆ Rn un obert. Aleshores
Lp(U) := {u : U 7−→ R | u e´s Lebesgue mesurable, ‖u‖Lp(U) <∞},
i
Lploc(U) := {u : U 7−→ R | u ∈ Lp(K) per tot compacte K ⊂ U},
on
‖u‖Lp(U) :=
(∫
U
|u|pdx
)1/p
(1 ≤ p <∞),
‖u‖L∞(U) := ess sup
U
|u|.
Observacions 3. Les funcions que pertanyen a Lploc(U) es diu que so´n localment
integrables. Els espais Lp es poden definir com els espais de funcions tals que la
seva p-e`sima pote`ncia e´s integrable.
Proposicio´ 2.2.2.1. (Desigualtat de Young) Siguin 1 < p, q <∞ tals que 1
p
+
1
q
=
1. Aleshores
ab ≤ a
p
p
+
bq
q
per tot a, b > 0.
Demostracio´. L’aplicacio´ x 7→ ex e´s consequ¨entment
ab = elog a+log b = e
1
p
log ap+ 1
q
log bq ≤ 1
p
elog a
p
+
1
q
elog b
q
=
ap
p
+
bq
q
.

Proposicio´ 2.2.2.2. (Desigualtat de Ho¨lder) Siguin 1 < p, q <∞ tals que 1
p
+
1
q
=
1. Aleshores si u ∈ Lp(U), v ∈ Lq(U), tenim que∫
U
|uv| dx ≤ ‖u‖Lp(U)‖v‖Lq(U).
Demostracio´. Per homogene¨ıtat, suposem que ‖u‖Lp(U) = ‖v‖Lq(U) = 1. Aleshores
la desigualtat de Young implica que per 1 < p, q <∞
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∫
U
|uv| dx ≤ 1
p
∫
U
|u|p dx+ 1
q
|v|q dx = 1 = ‖u‖Lp(U)‖v‖Lq(U).

Proposicio´ 2.2.2.3. (Desigualtat de Minkowski) Sigui 1 ≤ p ≤ ∞ i u, v ∈ Lp(U).
Aleshores
‖u+ v‖Lp(U) ≤ ‖u‖Lp(U) + ‖v‖Lp(U).
Demostracio´. Utilitzant la desigualtat de Ho¨lder:
‖u+ v‖pLp(U) =
∫
U
|u+ v|pdx ≤
∫
U
|u+ v|p−1(|u|+ |v|)dx
≤
(∫
U
|u+ v|pdx
) p−1
p
((∫
U
|u|pdx
)1/p
+
(∫
U
|v|pdx
)1/p)
= ‖u+ v‖p−1Lp(U)(‖u‖Lp(U) + ‖v‖Lp(U)).

Observacio´ 1. Demostracions semblants estableixen les versions discretes de les
desigualtats de Ho¨lder i Minkowski:
∣∣∣∣∣
n∑
k=1
akbk
∣∣∣∣∣ ≤
(
n∑
k=1
|ak|p
) 1
p
(
n∑
k=1
|bk|q
) 1
q
,
(
n∑
k=1
|akbk|p
) 1
p
≤
(
n∑
k=1
|ak|p
) 1
p
+
(
n∑
k=1
|bk|q
) 1
q
,
per a = (a1, . . . , an), b = (b1, . . . , bn) ∈ Rn i 1 ≤ p <∞, 1
p
+
1
q
= 1.
Teorema 2.2.2.1. Per 1 ≤ p ≤ ∞, Lp e´s un espai de Banach.
Observacio´ 2. La demostracio´ d’aquest teorema es pot trobar [6].
2.2.3 Espai de Hilbert
Sigui H un espai vectorial sobre K.
Definicio´ 2.2.3.1. (Producte escalar) Una aplicacio´ ( , ) : H × H → R e´s un
producte escalar si
(i) (x, y) = (y, x) per tot x, y ∈ H,
(ii) la aplicacio´ x 7→ (x, y) e´s lineal per tot y ∈ H,
(iii) (x, x) ≥ 0 per tot x ∈ H,
(iv) (x, x) = 0 si, i nome´s si, x = 0.
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Proposicio´ 2.2.3.1. Si ( , ) e´s un producte escalar definit en H, aquest producte
defineix una norma associada a H:
‖x‖ := (x, x)1/2, per x ∈ H.
Proposicio´ 2.2.3.2. (Desigualtat de Cauchy-Schwarz)
|(x, y)| ≤ ‖x‖‖y‖ per x, y ∈ H.
Observacio´ 3. Les demostracions es poden trobar a [5].
Definicio´ 2.2.3.2. (Espai pre-hilbertia`) Sigui H un espai vectorial sobre K amb un
producte escalar associat. Si H no e´s complet diem que H e´s un espai pre-hilbertia`.
Definicio´ 2.2.3.3. (Espai de Hilbert) Un espai de Hilbert, H, e´s un espai pre-
hilbertia` complet.
Exemple 1. L’espai L2 e´s espai de Hilbert. El producte escalar en L2(U) e´s defineix
com:
(f, g) =
∫
U
fg dx.
Corol·lari 2.2.3.1. Els espais de Hilbert so´n espais de Banach.
Definicio´ 2.2.3.4. (Elements ortogonal i bases ortonormals)
(i) Dos elements u, v ∈ H so´n ortogonals si (u, v) = 0.
(ii) Una base numerable {ωk}k≥1 ⊂ H s’anomena ortonormal si{
(ωk, ωl) = 0 (k, l = 1, . . . ; k 6= l)
‖ωk‖ = 1 (k = 1, . . .).
Si u ∈ H i {ωk}k≥1 ⊂ H e´s una base ortonormal, podem escriure
u =
∞∑
k=1
(u, ωk)ωk,
la se`rie convergint en H. A me´s
‖u‖2 =
∞∑
k=1
(u, ωk)
2.
Definicio´ 2.2.3.5. (Subespai ortogonal) Si S e´s un subespai de H, S⊥ = {u ∈
H | (u, v) = 0 per tot v ∈ S} e´s el subespai ortogonal de S.
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2.2.4 Espai de Sobolev
Introduim primer una se`rie de conceptes de diferenciabilitat.
Notacio´ 5. Sigui u : U → R, x ∈ U ⊂ Rn.
(i)
∂u
∂xi
(x) = lim
h→0
u(x+ hei)− u(x)
h
, sempre que el l´ımit existeixi.
(ii) Normalment escriurem uxi per referir-nos a
∂u
∂xi
.
(iii) Similarment,
∂2u
∂xi∂xj
= uxixj
∂3u
∂xi∂xj∂xk
= uxixjxk , etc.
(iv) Notacio´ multi´ındex:
(a) Un vector de la forma α = (α1, . . . , αn), on αi e´s un enter no negatiu per tot
i, s’anomena multiindex d’ordre
|α| = α1 + . . .+ αn.
(b) Donat un multi´ındex α, definim
Dαu(x) :=
∂|α|u(x)
∂α1x1 . . . ∂αnxn
= ∂α1x1 . . . ∂
αn
xn u.
(c) Si k e´s enter no negatiu,
Dku(x) := {Dαu(x) | |α| = k},
el conjunt de totes les derivades parcials d’ordre k.
(d) |Dku| =
(∑
|α|=k
|Dαu|2
)1/2
.
(v) Si u : U → Rm per m > 1, definim
Dαu = (Dαu1, . . . , D
αum) per tot multi´ındex α.
Aleshores
Dku = {Dαu | |α| = k}
i
|Dku| :=
(∑
|α|=k
|Dαu|2
)
,
com abans.
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Notacio´ 6. (Funcio´ Test) Sigui C∞c (U) l’espai de les funcions infinitament dife-
renciables φ : U 7−→ R, amb suport compacte en U . Anomenem les funcions φ que
pertanyen a C∞c (U) funcions test.
Definicio´ 2.2.4.1. (Derivada parcial feble α-e`ssima) Suposem que u, v ∈ L1loc(U)
i que α e´s un multiindex. Diem que v e´s la derivada parcial feble α-e`ssima de u,
escrit
Dαu = v,
si compleix que ∫
U
uDαφ dx = (−1)|α|
∫
U
vφ dx
per totes les funcions test φ ∈ C∞c (u).
Definicio´ 2.2.4.2. (Espai de Sobolev) Siguin k un enter no negatiu i 1 ≤ p ≤ ∞.
Sigui U ⊆ R un obert. L’espai de Sobolev
W k,p(U)
consisteix en totes les funcions u : U 7−→ R tals que u ∈ L1loc(U) i per tot |α| ≤ k,
Dαu existeix en sentit feble i pertany a Lp(U).
Notacio´ 7. Per W k,2(U) utilitzarem la notacio´ Hk(U). La lletra H s’utilitza perque`
Hk(U) e´s un espai de Hilbert, [5]. Notem que H0(U) = L2(U).
Definicio´ 2.2.4.3. Si u ∈ W k,p(U), definim la seva norma com
‖u‖Wk,p(U) :=

(∑
|α|≤k
∫
U
|Dαu|pdx
)1/p
, 1 ≤ p <∞,∑
|α|≤k
ess sup
U
|Dαu|, p =∞.
Exemple 2. H1(U) e´s un espai de Hilbert, amb
(f, g) =
∫
U
fg +Df ·Dg dx.
Definicio´ 2.2.4.4. Sigui {um}m≥1, u ∈ W k,p(U). Diem que um convergeix a u en
W k,p(U), escrit com
um → u en W k,p(U),
si compleix
lim
m→∞
‖um − u‖Wk,p(U) = 0.
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Definicio´ 2.2.4.5. Definim W k,p0 (U) com la adhere`ncia de C
∞
C (U) en W
k,p(U).
Aix´ı, u ∈ W k,p0 (U) si, i nome´s si, existeixen funcions um ∈ C∞C (U) tal que
um → u en W k,p(U). Interpretem W k,p0 (U) com l’espai que conte´ aquelles funcions
u ∈ W k,p(U) tals que
”Dαu = 0 en ∂U”, per tot |α| ≤ k − 1.
Aixo` quedara` me´s clar quan parlem de traces me´s endavant.
Notacio´ 8. Escriurem Hk0 (U) per referir-nos a W
k,2
0 (U).
Observacio´ 4. Si U e´s un interval obert de R, aleshores u ∈ W 1,p(U) si, i nome´s
si, u e´s igual g.p.t a una funcio´ absolutament cont´ınua tal que la seva derivada, que
existeix g.p.t., pertany a Lp(U). [5]
Teorema 2.2.4.1. (Propietats de les derivades febles) Suposem que u, v ∈ W k,p(U),
|α| ≤ k. Aleshores
(i) Dαu ∈ W k−|α|,p(U) i Dβ(Dαu) = Dα(Dβu) = Dα+βu per tot multi´ındexs α, β
amb |α|+ |β| ≤ k.
(ii) Per tot λ, µ ∈ R, λu+µv ∈ W k,p(U) i Dα(λu+µv) = λDαu+µDαv, |α| ≤ k.
(iii) Si V e´s un subconjunt obert de U , aleshores u ∈ W k,p(V ).
(iv) Si ζ ∈ C∞C (U), aleshores ζu ∈ W k,p(U) i
Dα(ζu) =
∑
β≤α
(
α
β
)β
ζDα−βu (Fo`rmula de Leibniz),
on
(
α
β
)
=
α!
β!(α− β)! .
Observacio´ 5. La demostracio´ es pot consultar a [5]
Teorema 2.2.4.2. Per tot k enter no negatiu i 1 ≤ p ≤ ∞, l’espai de Sobolev
W k,p(U) e´s un espai de Banach.
Demostracio´. Primer comprovem que ‖u‖Wk,p(U) e´s una norma. E´s evident que
‖λu‖Wk,p(U) = |λ|‖u‖Wk,p(U),
i
‖u‖Wk,p(U) = 0 si, i nome´s si, u = 0 g.p.t.
Ara suposem que u, v ∈ W k,p(U). Aleshores si 1 ≤ p < ∞, la Proposicio´ 2.2.2.3
implica que, fent servir la desigualtat de Minkowski discreta i cont´ınua,
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‖u+ v‖Wk,p(U) =
(∑
|α|≤k
‖Dαu+Dαv‖pLp(U)
)1/p
≤
(∑
|α|≤k
(‖Dαu‖Lp(U) + ‖Dαv‖Lp(U))p
)1/p
≤
(∑
|α|≤k
‖Dαu‖pLp(U)
)1/p
+
(∑
|α≤k|
‖Dαv‖pLp(U)
)1/p
= ‖u‖Wk,p(U) + ‖v‖Wk,p(U).
Ara hem de demostrar que W k,p(U) e´s complet.
Suposem que {um}∞m=1 e´s una successio´ de Cauchy en W k,p(U). Aleshores per
tot |α| ≤ k, {Dαum}∞m=1 e´s una successio´ de Cauchy en Lp(U). Com que Lp(U) e´s
complet, existeixen funcions uα ∈ Lp(U) tal que
Dαum → uα en Lp(U)
per tot |α| ≤ k. En particular,
um → u(0,...,0) =: u en Lp(U).
Per u´ltim, hem de veure que
u ∈ W k,p(U), Dαu = uα (|α| ≤ k).
Per verificar-ho, fixem φ ∈ C∞c (U). Aleshores, pels teoremes de la converge`ncia
dominada i la converge`ncia mono`tona,∫
U
uDαφdx = lim
m→∞
∫
U
umD
αφdx
= lim
m→∞
(−1)|α|
∫
U
Dαumφdx
= (−1)|α|
∫
U
uαφdx.
Aix´ı es compleix el que vol´ıem veure. Ja que Dαum → Dαu en Lp(U) per tot
|α| ≤ k, tenim que um → u en W k,p(U), com vol´ıem veure. 
Teorema 2.2.4.3. (Aproximacio´ global per funcions suaus) Suposem U acotat, i
suposem tambe´ que u ∈ W k,p(U) per algun 1 ≤ p < ∞. Aleshores existeixen
funcions um ∈ c∞(U) ∩W k,p(U) tals que
uM → u en W k,p(U).
Teorema 2.2.4.4. (Aproximacio´ global de funcions suaus fins la frontera) Suposem
que U e´s acotat i ∂U e´s C1. Suposem u ∈ W k,p(U) per algun 1 ≤ p <∞. Aleshores
existeixen funcions um ∈ C∞(U) tals que
um → u en W k,p(U).
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Observacions 4. Les demostracions es troben a [5].
Ara veurem una se`rie de resultats que ens serviran per a la teoria de les equacions
el·l´ıptiques de segon ordre i la seva resolubilitat.
Definicio´ 2.2.4.6. (Conjugat de Sobolev) Si 1 ≤ p ≤ n, el conjugat de Sobolev de
p e´s
p∗ :=
np
n− p .
Observacio´ 6. Observem que
1
p∗
=
1
p
− 1
n
, p∗ > p.
Teorema 2.2.4.5. (Desigualtat de Gagliardo-Nirenberg-Sobolev) Suposem 1 ≤ p <
n. Existeix una constant C, que depe`n nome´s de p i n, tal que
‖u‖Lp∗ (Rn) ≤ C‖Du‖Lp(Rn),
per tot u ∈ C1C(Rn).
Observacio´ 7. La demostracio´ d’aquest teorema es pot trobar a [5].
Teorema 2.2.4.6. (Desigualtat de Poincare´) Suposem que U e´s un subconjunt obert
de Rn. Suposem que u ∈ W 1,p0 (U) per algu´n 1 ≤ p < n. Llavors tenim la estimacio´
‖u‖Lq(U) ≤ C‖Du‖Lp(U)
per tot q ∈ [1, p∗], i la constant C nome´s depe`n de n, p, q i U .
En particular, per tot 1 ≤ p ≤ ∞,
‖u‖Lp(U) ≤ C‖Du‖Lp(U).
Demostracio´. Com u ∈ W 1,p0 (U), existeixen funcions um ∈ C∞C (U), m = 1, 2, . . .,
convergents a u en W 1,p(U). Estenem tota funcio´ a 0 en Rn \ U i apliquem el
Teorema 2.2.4.5 per veure que ‖u‖Lp∗ (U) ≤ C‖Du‖Lp(U). Quan µ(U) < ∞, a me´s
tenim que ‖u‖Lq(U) ≤ C‖u‖Lp∗ (U) si 1 ≤ q ≤ p∗. 
2.3 Funcions en espais de Banach
Ara el que volem fer e´s estendre la nocio´ de mesurabilitat, integrabilitat, etc. a
aplicacions
f : [0, T ]→ X
14
on T > 0 i X e´s un espai de Banach real, amb norma ‖ ‖.(Podr´ıem fer-ho per
funcions f de X en Y , X i Y espais de Banach, pero` en aquesta memo`ria no e´s
necessari)
Definicio´ 2.3.0.7. (Funcio´ caracter´ıstica) Sigui (X,M) un espai mesurable. De-
finim la funcio´ caracter´ıstica de X en un conjunt A ⊂M com
χA(x) =
{
1 x ∈ A,
0 x /∈ A.
Definicio´ 2.3.0.8. (Funcio´ simple) Una funcio´ s : [0, T ] → X s’anomena simple
si e´s de la forma
s(t) =
n∑
k=1
akχAk(t) per tot 0 ≤ t ≤ T ,
on tot Ak e´s un subconjunt Lebesgue mesurable de [0, T ] i ak ∈ X per tot k.
Observacio´ 8. Tota funcio´ simple e´s mesurable.
Definicio´ 2.3.0.9. (Funcio´ fortament mesurable) Una funcio´ f : [0, T ] → X e´s
fortament mesurable si existeixen funcions simples sk : [0, T ]→ X tals que
sk(t)→ f(t) g.p.t. 0 ≤ t ≤ T .
Definicio´ 2.3.0.10. (Funcio´ feblement mesurable) Una funcio´ f : [0, T ] → X
e´s feblement mesurable si per tot u∗ ∈ X∗, l’aplicacio´ t 7→ 〈u∗, f(t)〉 e´s Lebesgue
mesurable.
Definicio´ 2.3.0.11. (Funcio´ de valors quasi separables) Diem que f : [0, T ] → X
e´s de valors quasi separables si existeix un subconjunt N ⊂ [0, T ], amb µ(N) = 0,
tal que el conjunt {f(t) | t ∈ [0, T ] \N} e´s separable.
Teorema 2.3.0.7. (Teorema de Pettis) L’aplicacio´ f : [0, T ] → X e´s fortament
mesurable si, i nome´s si, f e´s feblement mesurable i de valor quasi separables.
Definicio´ 2.3.0.12. (Integral de funcions simples) Donada una funcio´ simple
s(t) =
n∑
j=1
ajχAj(t)
es defineix ∫ T
0
s(t) dt :=
m∑
j=1
ajµ(Aj).
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Proposicio´ 2.3.0.1. Siguin s1 i s2 dues funcions simples, A,B ⊂ [0, T ] i α > 0.
Aleshores
(i)
∫ T
0
αs1(t) dt = α
∫ T
0
s1(t) dt.
(ii)
∫ T
0
(s1(t) + s2(t)) dt =
∫ T
0
s1(t) dt+
∫ T
0
s2(t) dt.
(iii) Si s1 ≤ s2 aleshores
∫ T
0
s1(t) dt ≤
∫ T
0
s2(t) dt.
(iv) Si A ⊂ B aleshores
∫
A
s1(t) dt ≤
∫
B
s1(t) dt.
(v) Si µ(A) = 0 aleshores
∫
A
s1(t) dt = 0.
Definicio´ 2.3.0.13. (Funcio´ integrable) (i) Diem que la funcio´ fortament mesurable
f : [0, T ] → X e´s integrable si existeix una successio´ {sk}k≥1 de funcions simples
tals que ∫ T
0
‖sk(t)− f(t)‖ dt −−−→
k→∞
0.
(ii) Si f e´s integrable, definim∫ T
0
f(t) dt = lim
k→∞
∫ T
0
sk(t) dt
Teorema 2.3.0.8. (Teorema de Bochner) Una funcio´ fortament mesurable f :
[0, T ]→ X e´s integrable si, i nome´s si, t 7→ ‖f(t)‖ e´s integrable. En aquest cas∥∥∥∥∥
∫ T
0
f(t) dt
∥∥∥∥∥ ≤
∫ t
0
‖f(t)‖ dt,
i 〈
u∗,
∫ T
0
f(t) dt
〉
=
∫ T
0
〈u∗, f(t)〉 dt
per tot u∗ ∈ X∗.
Observacions 5. Les demostracions dels resultat vists en aquesta subseccio´ es
poden consultar a [6]. Per als Teoremes de Bochner i Pettis es pot consultar [9].
Definicio´ 2.3.0.14. (Derivada) Per tot punt t0 ∈ [0, T ] tal que t0 e´s un punt
adherent de [0, T ] \ {t0} definim la derivada de f en t0 com el l´ımit, quan existeix,
lim
t→t0,t 6=t0
f(t)− f(t0)
t− t0 =: f
′(t0).
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Notacio´ 9. Si aquest l´ımit existeix, es diu que f e´s diferenciable en t0
Proposicio´ 2.3.0.2. (Propietats de diferenciabilitat)
(i) La derivada de f en t0 e´s u´nica.
(ii) f ′(t0) e´s una aplicacio´ cont´ınua de [0, T ] en X.
Observacio´ 9. La demostracio´ es pot trobar a [4].
Definicio´ 2.3.0.15. L’espai
Lp(0, T ;X)
consisteix en totes les funcions fortament mesurables u : [0, T ]→ X amb
‖u‖Lp(0,T ;X) :=
(∫ T
0
‖u(t)‖p dt
)1/p
<∞
per tot 1 ≤ p <∞ i
‖u‖L∞(0,T ;X) := ess sup
0≤t≤T
‖u(t)‖ <∞.
Definicio´ 2.3.0.16. L’espai
C([0, T ];X)
consisteix en totes les funciones cont´ınues u : [0, T ]→ X amb
‖u‖C([0,T ];X) := max
0≤t≤T
‖u(t)‖ <∞.
Definicio´ 2.3.0.17. Sigui u ∈ L1(0, T ;X). Diem que v ∈ L1(0, T ;X) e´s la derivada
feble de u, escrit com
u′ = v,
sempre que ∫ T
0
φ′(t)u(t) dt = −
∫ T
0
φ(t)v(t) dt
per tota funcio´ test escalar φ ∈ C∞C (0, T ).
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2.4 Teoria d’operadors
En aquesta subseccio´ introduirem la teoria d’operadors. Aquests operadors so´n
essencials alhora de definir els semigrups.
Siguin X i Y dos espais de Banach sobre R.
Definicio´ 2.4.0.18. (Operador lineal) Una aplicacio´ A s’anomena operador lineal
de X en Y si les segu¨ents condicions es compleixen alhora
(i) El seu domini, D(A), e´s un subespai vectorial de X,
(ii) R(A) := {y ∈ Y | y = Ax, per algun x ∈ D(A)} ⊂ Y .
(iii) A e´s lineal; i.e., per tot u1, u2 ∈ X, i per tot λ, µ ∈ R A(λu1 + µu2) =
= λA(u1) + µA(u2).
Notacio´ 10. R(A) e´s coneix amb el nom de rang de A.
D’ara en endavant considerem A un operador lineal de X en Y .
Definicio´ 2.4.0.19. (Espai nul d’un operador) El espai nul de A e´s
N (A) := {x ∈ X | Ax = 0}.
Definicio´ 2.4.0.20. (Operador acotat) A e´s acotat si
‖A‖ := sup{‖Ax‖Y | ‖x‖X ≤ 1} <∞.
per tot x ∈ D(A).
Observacio´ 10. Si A e´s acotat aleshores e´s continu.
Notacio´ 11. Escrivim L(X, Y ) com el conjunt de tots els operadors lineals acotats
de X en Y . Si X = Y escriurem L(X).
Definicio´ 2.4.0.21. (Gra`fica d’un operador) La gra`fica de A e´s
G(A) = {(x, y) ∈ D(A)× Y | Ax = y} ⊂ X × Y .
Definicio´ 2.4.0.22. (Operador tancat) A e´s tancat si la seva gra`fica e´s un tancat
en el espai normat X × Y amb la norma ‖(x, y)‖ = ‖x‖X + ‖y‖Y .
Teorema 2.4.0.9. A e´s tancat si, i nome´s si, donades {xk}k∈N ∈ D(A) i x ∈ X
tal que si xk → u i Axk → y, aleshores
x ∈ D(A) i Ax = y.
Demostracio´. Primer demostrem que e´s condicio´ necessa`ria. Sigui {xk}k∈N ⊂ D(A)
tal que xk → x i Axk → y aleshores (x, y) pertany a la adhere`ncia de G(A) doncs
x ∈ D(A) i y = Ax.
Demostrem ara que e´s suficient. Sigui (x0, y0) ∈ G(A) aleshores existeix {(xk, Axk)}k∈N
tal que (xk, Axk)→ (x0, y0). Llavors xk → x0 i Axk → y0. Per tant, (x0, y0) ∈ G(A).

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Definicio´ 2.4.0.23. (Operador compacte) A e´s compacte si envia conjunts acotats a
conjunts precompactes; i.e., si per tot conjunt acotat Ω ⊂ D(A), tenim que A(Ω) ⊂
Y e´s compacte.
Els segu¨ents resultats que veurem so´n els teoremes de la gra`fica tancada i el
principi d’acotacio´ uniforme, pero` necessitem una se`rie de coneixements previs per
tal de poder demostrar el seu enunciat; i.e., els teoremes de Baire i de la apliacio´
oberta.
Observacions 6. Recordem que un espai me`tric e´s un conjunt M no buit sobre
el qual s’ha fixat una dista`ncia, d, amb les propietats caracter´ıstiques de separacio´
(d(x, y) > 0 si x 6= y), simetria (d(x, y) = d(y, x)) i desigualtat triangular (d(x, y) ≤
d(x, z) + d(z, y)).
Teorema 2.4.0.10. (Teorema de Baire) Si {Gn;n ∈ N} e´s una successio´ d’oberts
densos en un espai me`tric complet X, la interseccio´
⋂
Gn e´s densa en X.
Demostracio´. Si A =
⋂
Gn, s’ha de provar que tota bola de X te´ interseccio´ no
buida amb A, e´s a dir, que tot obert no buit G de X talla A.
Sigui a1 ∈ G1∩G i considerem una bola tancada B¯(a1, r1) continguda en G1
⋂
G.
Sigui B(a1, r1) la bola oberta corresponent. Ana`logament, siguin a2 ∈ B(a1, r1)∩G2,
B¯(a2, r2) ⊂ B(a1, r1) ∩G2 i r2 < r1/2.
Per recurre`ncia constru¨ım {an} ⊂ X i {rn} ⊂ (0,∞) de manera que rn <
rn−1/2 < r1/2n i B¯(an, rn) ⊂ B¯(an−1, rn−1) ∩Gn.
La successio´ {an} e´s de Cauchy (si p, q ≥ m, d(ap, aq) ≤ 2rm, ja que ap, aq ∈
B¯(am, rm)). Vegem que a = lim
n
an pertany a G ∩ A.
En efecte, an ∈ B¯(am, rm) si n ≥ m; per tant a ∈
⋂
m
B¯(am, rm), contingut en⋂
m
Gm = A. A me´s, a ∈ G, ja que G conte´ B¯(a1, r1). 
Corol·lari 2.4.0.1. Si X e´s un espai me`tric complet que e´s la reunio´ d’una successio´
{Fn} de tancats, almenys un d’aquests tancats te´ punts interiors.
Demostracio´. Si un tancat F no te´ punts interiors, G = X \ F e´s obert i dens
(qualsevol punt de F te´ tots els seus entorns amb punts fora de F , e´s a dir, amb
punts de G). Sigui Gn = X \ Fn.
El conjunt
⋂
n
Gn e´s buit. Pel Teorema de Baire, hi ha un Gn no dens i el
corresponent tancat Fn te´ punts interiors. 
Teorema 2.4.0.11. (Teorema de la aplicacio´ oberta) Si A e´s exhaustiu, A e´s obert
(A(U) e´s obert en Y si U ho e´s en X). En particular, si A e´s bijectiu, A−1 e´s
acotat.
Demostracio´. Ho fem en tres etapes.
(i) Observem primer que, si els conjunts A(B(0; r)) so´n entorns de zero en Y , A e´s
obert. En efecte, si U e´s un obert de X, considerant Au ∈ A(U) amb u ∈ U , existeix
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una bola B(u; r) = u + B(0; r) ⊂ U i A(U) conte´ A(B(u; r)) = Au + A(B(0; r)),
entorn de Au. Aixo` prova que A(U) e´s un obert de Y .
(ii) Per tot r > 0, A(B(0; r)) e´s un entorn de zero en Y , e´s a dir, conte´ una bola
B(0;σ). En efecte,
X =
∞⋃
n=1
nB(0; r), Y =
⋃
n = 1∞A(B(0; r))
i del Teorema 2.4.0.10 resulta que un dels tancats A(B(0;nr)) = nA(B(0; r)) te´
interior no buit. Pero` tots so´n homeomorfs, de manera que A(B(0; r)) conte´ una
bola oberta. Aix´ı, per a B1 = B(0; r/2), tambe´ existeixen y ∈ A(B1) i un entorn
de zero, V , que compleixen y + V ⊂ A(B1).
D’aqu´ı i de −A(B1) = A(B1) resulta que
V ⊂ −y + A(B1) ⊂ A(B1) + A(B1) ⊂ A(B1 +B1) ⊂ A(B(0; r)).
(iii) Fixat s > 0, demostrarem que A(B(0; s)) e´s un entorn de zero prenent 0 < r < s
i demostrant que de B(0;σ) ⊂ A(B(0; r)) com a (ii), resulta que A(B(0; s)) tambe´
conte´ B(0;σ) i, en virtut de (i), A e´s obert.
Per aixo` considerem y ∈ B(0;σ) arbitrari, de manera que ‖y‖Y < σ. Escrivim
s =
∑
n≥1
rn, amb r1 = r, i sigui σn → 0 amb σ1 = σ de manera que A(B(0; rn))
contingui B(0;σn), com a (ii).
Procedim ara per recurre`ncia formant
y ∈ B(0;σ), ‖z1‖X < r, ‖y − Az1‖Y < σ2(y ∈ A(B(0; r1))),
y − Az1 ∈ B(0;σ2), ‖z2‖X < r2, ‖y − Az1 − Az2‖Y < σ3,
· · ·
y − Az1 − . . .− Azn−1 ∈ B(0;σn), ‖zn‖X < rn, ‖y − Az1 − . . .− Azn‖Y < σn+1.
De ‖zn‖X < rn resulta que la se`rie
∑
n
zn e´s absolutament convergent. Existeix x =
lim
n
(z1+ . . .+zn), ja que X e´s complet, i x ∈ B(0; s), ja que
∑
n
‖zn‖X <
∑
n
rn = s.
Per continu¨ıtat, Ax = lim
n
(Az1 + . . .+ Azn) = y ∈ A(B(0; s)). 
Teorema 2.4.0.12. (Teorema de la gra`fica tancada) Si D(A) = X aleshores A e´s
acotat si, i nome´s si, A e´s tancat.
Demostracio´. Siguin ΠX : X × Y → X i ΠY : X × Y → Y les projeccions definides
per ΠX(x,Ax) = x i ΠY (x,Ax) = Ax. Si A e´s acotat
G(A) = {z = (x,Ax) : AΠX(z) = ΠY (z)}
e´s un tancat de X × Y .
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Veiem el rec´ıproc. Suposem que G(A) e´s un tancat de X × Y . E´s un espai de
Banach, sobre el qual la projeccio´ ΠX : G(A) → X e´s lineal bijectiva i cont´ınua.
La seva inversa H : X → G(A) e´s cont´ınua per el Teorema 2.4.0.11, i A = ΠYH e´s
cont´ınua com a composicio´ d’aplicacions cont´ınues. 
Teorema 2.4.0.13. (Principi d’acotacio´ uniforme) Siguin X i Y espais de Banach.
Sigui {Ti}i≥0 ∈ L(X, Y ). Aleshores,
(i) o be´ sup ‖Ti‖ = M <∞,
(ii) o be´ hi ha un conjunt A ⊂ X Gδ−dens (interseccio´ numerable d’oberts densos,
necessa`riament densa) en X de manera que
sup ‖Tix‖Y =∞
per tot x ∈ A.
Demostracio´. Sigui f(x) sup ‖Tix‖, funcio´ de X en [0,∞). Cada un dels conjunts
Gn = {x ∈ X : f(x) > n} e´s obert en X (si z ∈ Gn, ‖Tjz‖Y > n per algun j ≥ 0, i,
per continu¨ıtat, {x : ‖Tjx‖Y > n} e´s obert contingut en Gn).
(i) Si un dels conjunts, Gm, no e´s dens enX, hi ha una bola B(a; r) que no el talla.
Per tant f(a + x) ≤ m si ‖x‖ ≤ r, de manera que ‖Ti(a + x)‖Y ≤ m si ‖x‖X ≤ r.
Aleshores, ‖Tix‖Y ≤ ‖Ti(a+ x)‖Y + ‖Tia‖Y ≤ 2m. E´s a dir, sup ‖Ti‖ ≤ 2m
r
.
(ii) En cas contrari, A =
⋂
n
Gn e´s un Gδ−dens (Teorema 2.4.0.10) i, per a cada
x ∈ A, f(x) =∞. 
Corol·lari 2.4.0.2. Siguin X i Y espais de Banach. Sigui {Tn}n≥1 ⊂ L(X, Y ). Si
se satisfan:
(i) existeix Tx = lim
n
Tnx per a tot x d’un subconjunt D dens en X, i
(ii) la successio´ {Tnx} e´s acotada per a cada x ∈ X,a
aleshores T : X → Y es prolonga a un operador lineal acotat de X en Y i
‖T‖ lim inf
n
‖Tn‖.
En particular, si {Tn}n≥1 ⊂ L(X, Y ) i Tx = lim
n
Tnx per a tot x ∈ X, aleshores
T ∈ L(X, Y ) i ‖T‖ sup
n
‖Tn‖ <∞.
Demostracio´. En virtut del teorema anterior, sup
n
‖Tn‖ <∞.
Si x ∈ X, {Tnx} e´s de Cauchy, ja que, prefixat ε > 0, existeixen z ∈ D i n tals
que
‖x− z‖X ≤ ε i ‖Tpz − Tqz‖Y ≤ ε
si p, q > n; aplicant la desigualtat triangular resulta
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‖Tpx− Tqx‖Y ≤ ‖Tpx− Tpz‖Y + ‖Tpz − Tqz‖Y + ‖Tqz − Tqx‖Y ≤ 2Mε+ ε
si p, q > n.
Definim Tx := lim
n
Tnx i la desigualtat de l’enunciat resulta ara de
‖Tx‖Y = lim
n
‖Tnx‖Y ≤ lim inf
n
‖Tn‖ ‖x‖X .

Definicio´ 2.4.0.24. (Conjunt resolvent i espectre) Sigui A : X 7−→ X un operador
lineal acotat.
(i) El conjunt resolvent de A e´s
ρ(A) = {λ ∈ R | (A− λI) e´s bijectiva}.
i e´s obert.
(ii) El espectre de A e´s
σ(A) = R \ ρ(A).
Observacio´ 11. Si λ ∈ ρ(A), el Teorema 2.4.0.12 implica que la inversa (A−λI)−1 :
X 7−→ X e´s un operador lineal acotat. [5]
Definicio´ 2.4.0.25. (Valors i vectors propis) (i) Diem que η ∈ σ(A) e´s un valor
propi de A sempre que
N (A− ηI) 6= {0}.
Escrivim σp(A) per referir-nos al de valors propis de A; σp(A) e´s el espectre puntual.
(ii) Si η e´s un valor propi i ω 6= 0 satisfa`
Aω = ηω,
diem que ω e´s el vector propi associat al valor propi η.
Definicio´ 2.4.0.26. (Funcional lineal acotat) (i) Un operador lineal acotat u∗ : XR
s’anomena funcional lineal acotat en X.
(ii) Escrivim X∗ per referir-nos al conjunt de tots el funcionals lineals acotats
en X; X∗ e´s l’espai dual de X.
Definicio´ 2.4.0.27. (i) Si u ∈ X, u∗ ∈ X∗ escrivim
〈u∗, u〉
per referiri-nos al nombre real u∗(u). El s´ımbol 〈 〉 denota l’aparellament de X∗ i
X.
(ii) Definim
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‖u∗‖ := sup{〈u∗, u〉 | ‖u‖ ≤ 1}.
(iii) Un espai de Banach e´s reflexiu si (X∗)∗ = X. Me´s acuradament, aixo`
significa que per tot u∗∗ ∈ (X∗)∗, existeix u ∈ X tal que
〈u∗∗, u∗〉 = 〈u∗, u〉 per tot u∗ ∈ X∗.
Teorema 2.4.0.14. (Representacio´ de Riesz) Sigui H un espai de Hilbert amb
producte escalar ( , ). H∗ pot ser cano`nicament identificat amb H; me´s acuradament,
per tot v∗ ∈ H∗ existeix un u´nic element u ∈ H tal que
〈u∗, v〉 = (u, v) per tot v ∈ H.
L’aplicacio´ u∗ 7→ u e´s un isomorfisme lineal de H∗ en H.
Observacio´ 12. La demostracio´ es pot trobar a [2].
Definicio´ 2.4.0.28. (Operador ajdjunt i operador sime`tric) Sigui H un espai de
Hilbert amb producte escalar ( , ).
(i) Si A : H → H e´s un operador lineal acotat, el seu adjunt A∗ : H → H satsifa`
(Au, v) = (u,A∗v).
per tot u, v ∈ H.
(ii) A e´s sime`tric si A∗ = A.
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3 Equacions el·l´ıptiques de segon ordre i regula-
ritat
Aquest cap´ıtol es centra en els resultats necessaris per poder resoldre les EDP’s del
u´ltim cap´ıtol. Volem assegurar la existe`ncia de solucions i la seva regularitat.
3.1 Definicions
Definicio´ 3.1.0.29. (Operador diferencial) Sigui H un espai de Hilbert. Un opera-
dor diferencial e´s un operador lineal definit com una funcio´ lineal de de les derivades
parcials de x per x ∈ H.
A partir d’ara suposem que L e´s un operador diferencial.
Definicio´ 3.1.0.30. (Estructura divergent i no divergent) Per funcions coeficients
donades aij, bi, c, (i, j = 1, . . . , n), es diu que L e´s d’estructura divergent si
Lu = −
n∑
i,j=1
(aij(x)uxi)xj +
n∑
i=1
bi(x)uxi + c(x)u.
i es diu que te´ estructura no divergent si
Lu = −
n∑
i,j=1
aij(x)uxixj +
n∑
i=1
bi(x)uxi + c(x)u.
D’ara en endavant assumim la condicio´ de simetria
aij = aji, i, j = 1, . . . , n.
Definicio´ 3.1.0.31. (Operador diferencial el·l´ıptic) Es diu que L e´s el·l´ıptic (uni-
formement) si existeix una constant θ > 0 tal que
n∑
i,j=1
aij(x)ξiξj ≥ θ|ξ|2
per g.p.t. x ∈ U i tot ξ ∈ Rn.
3.2 Solucions febles
Considerem el problema de valor inicial{
Lu = f en U,
u = 0 en ∂U,
(3.1)
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on U e´s un subconjunt obert i acotat de Rn i u : U :→ R. f : U → R e´s una funcio´
donada i L un operador diferencial amb estructura divergent.
El nostre objectiu e´s definir primer i cosntruir despre´s una solucio´ feble apropiada
u a (3.1).
Suposarem que
aij, bi, c ∈ L∞(U), ∀i, j ∈ {1, . . . , n}
i
f ∈ L2(U).
Com hem de definir una solucio´ feble o generalitzada? Suposant per el moment
que u ∈ C∞(U), multipliquem la EDP Lu = f per una funcio´ test v ∈ C∞C (U) i
integrem sobre U , per trobar∫
U
n∑
i,j=1
aijuxivxj +
n∑
i=1
biuxiv + cuv dx =
∫
U
fv dx,
on hem integrat per parts en el primer terme de la part esquerra.
No tenim problemes en la frontera perque` v = 0 en ∂U . Per aproximacio´ trobem
la mateixa identitat reemplac¸ant v per qualsevol funcio´ v ∈ H10 (U), i la identitat
resultant te´ sentit nome´s si u ∈ H10 (U).
Definicio´ 3.2.0.32. (i) La forma bilineal B[ , ] associada al operador el·l´ıptic L en
forma divergent de la Definicio´ 3.1.0.30 anteriorment ve definida per
B[u, v] :=
∫
U
n∑
i,j=1
aijuxivxj +
n∑
i=1
biuxiv + cuv dx
per u, v ∈ H10 (U).
Diem que e´s sime`trica si B[u, v] = B[v, u], u, v ∈ H.
(ii) Diem que u ∈ H10 (U) e´s una solucio´ feble del problema de valor inicial si
B[u, v] = (f, v)
per tot v ∈ H10 (U), on ( , ) e´s el producte escalar en L2(U)
3.3 Existe`ncia de solucions febles
Ara discutirem la existe`ncia de solucions febles per als problemes de valor en la
frontera que veurem seguidament.
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3.3.1 Teorema de Lax-Milgram
Teorema 3.3.1.1. (Teorema de Lax-Milgram) Suposem que
B : H ×H → R
e´s una aplicacio´ bilineal, per la qual existeixen α, β > 0 constants tals que
(i)
|B[u, v]| ≤ α‖u‖ ‖v‖, u, v ∈ H
i
(ii)
β‖u‖2 ≤ B[u, u], u ∈ H.
Finalment, sigui f : H → R un funcional lineal acotat en H. Aleshores existeix un
u´nic element u ∈ H tal que
B[u, v] = (f, v)
per tot v ∈ H.
Demostracio´. 1. Per tot element fixat u ∈ H, la aplicacio´ v 7→ B[u, v] e´s un funcional
lineal acotat en H, pel Teorema 2.4.0.14 existeix un u´nic ω ∈ H que satisfa`
B[u, v] = (ω, v), v ∈ H.
Escrivim Au = ω sempre que la identitat anterior es mantingui, aix´ı que
B[u, v] = (Au, v), u, v ∈ H.
2. Primer vegem que A : H → H e´s un operador lineal acotat. Efectivament, si
λ1, λ2 ∈ R i u1, u2 ∈ H, veiem que per tot v ∈ H tenim
(A(λ1u1 + λ2u2), v) = B[λ1u1 + λ2u2, v]
= λ1B[u1, v] + λ2B[u2, v]
= λ1(Au1, v) + λ2(Au2, v)
= (λ1Au1 + λ2Au2, v).
Aquesta igualtat es compleix per tot v ∈ H, i llavors A e´s lineal. A me´s
‖Au‖2 = (Au,Au) = B[u,Au] ≤ α‖u‖‖Au‖.
Consequ¨entment ‖Au‖ ≤ α‖u‖ per tot u ∈ H, i llavors A e´s acotat.
3. Juntament afirmem
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{
A e´s injectiu
R(A) e´s un tancat en H.
Per provar aixo`, calculem
β‖u‖2 ≤ B[u, u] = (Au, u) ≤ ‖Au‖ ‖u‖.
Per tant β‖u‖ ≤ ‖Au‖. Aquesta desigualtat implica que A e´s injectiu i R(A) e´s un
tancat en H.
4. Demostrem ara que
R(A) = H.
Perque` si no, llavors, ja que R(A) e´s un tancat, no existiria un element diferent de
zero ω ∈ H amb ω ∈ R(A)⊥. Pero` aquest fet al seu torn implica que
β‖ω‖ ≤ B[ω, ω] = (Aω, ω) = 0.
i arribem a una contradiccio´.
5. Ara observem que, pel Teorema 2.4.0.14,
(f, v) = (ω, v) per tot v ∈ H
per algu´n element ω ∈ H. Aleshores utilitzem 3 i 4 per trobar u ∈ H satisfent
Au = ω. Aleshores
B[u, v] = (Au, v) = (ω, v) = (f, v), v ∈ H,
i aixo` e´s la hipo`tesi (iii).
6. Finalment, demostrem que hi ha nome´s un element u ∈ H que verifica aquesta
hipo`tesi.
Per ambdo´s B[u, v] = (f, v) i B[u˜, v] = (f, v), llavors B[u − u˜, v] = 0, v ∈ H.
Posem v = u− u˜ per veure β‖u− u˜‖2 ≤ B[u− u˜, u− u˜] = 0. 
Teorema 3.3.1.2. (Estimacio´ energe`tica) Existeixen constants α, β > 0 i γ ≥ 0
tals que
|B[u, v]| ≤ α‖u‖H10 (U)‖v‖H10 (U)
i
β‖u‖2
H10 (U)
≤ B[u, u] + γ‖u‖2L2(U)
per tot u, v ∈ H10 (U).
Demostracio´. 1. Comprovem amb facilitat que
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|B[u, v]| ≤
n∑
i,j=1
‖aij‖L∞
∫
U
|Du| |Dv| dx
+
n∑
i=1
‖bi‖L∞
∫
U
|Du| |v| dx+ ‖c‖L∞
∫
U
|u| |v| dx
≤ α‖u‖H10 (U)‖v‖H10 (U),
per alguna constant apropiada α.
2. A me´s, per la condicio´ de elipticitat tenim
θ
∫
U
|Du|2 dx ≤
∫
U
n∑
i,j=1
aijuxiuxj dx
= B[u, u]−
∫
U
n∑
i=1
biuxiu+ cu
2 dx
≤ B[u, u] +
n∑
i=1
‖bi‖L∞
∫
U
|Du| |u| dx+ ‖c‖L∞
∫
U
u2 dx.
Ara, per la desigualtat de Cauchy (ab ≤ εa2 + b
2
4ε
, a, b, ε > 0), tenim∫
U
|Du| |u| dx ≤ ε
∫
U
|Du|2 dx+ 1
4ε
∫
U
u2 dx
Inserim aquesta estimacio´ en la desigualtat anterior i escollim ε > 0 suficientment
petit que
ε
n∑
i=1
‖bi‖L∞ < θ
2
.
Aix´ı
θ
2
∫
U
|Du|2 dx ≤ B[u, u] + C
∫
U
u2 dx
per alguna constant C adient. A me´s, per el Teorema 2.2.4.6,
‖u‖L2(U) ≤ C‖Du‖L2(U).
Seguidament es veu fa`cilment que
β‖u‖2
H10 (U)
≤ B[u, u] + γ‖u‖2L2(U)
per constants apropiades β > 0, γ ≥ 0. 
Notacio´ 12. Observem que si γ > 0 en aquestes estimacions energe`tiques, aleshores
B[ , ] no satisfa` totes les hipo`tesis del Teorema de Lax-Milgram.
El segu¨ent resultat sobre l’existe`ncia de solucions febles enfronten aquesta pos-
sibilitat.
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Teorema 3.3.1.3. Existeix un nombre γ ≥ 0 tal que per tot
µ ≥ γ
i tota funcio´
f ∈ L2(U),
existeix una u´nica solucio´ feble u ∈ H10 (U) per el problema de valor en la frontera{
Lu+ µu = f en U,
u = 0 en ∂U.
Demostracio´. 1. Prenem γ com en el Teorema 3.3.1.2, sigui µ ≥ γ, i definim ales-
hores la forma bilineal
Bµ[u, v] := B[u, v] + µ(u, v), u, v ∈ H10 (U),
que correspon al operador Lµu := Lu+ µu. Com abans, ( , ) e´s el producte escalar
en L2(U). Aleshores Bµ[ , ] satisfa` les hipo`tesis del Teorema de Lax-Milgram.
2. Ara fixem f ∈ L2(U) i definim (f, v) := (f, v)L2(U). E´s un funcional lineal
acotat en L2(U) i aix´ı en H10 (U).
Apliquem el Teorema de Lax-Milgram per trobar una u´nica funcio´ u ∈ H10 (U)
satisfent
Bµ[u, v] = (f, v)
per tot v ∈ H10 (U); u e´s consequ¨entment la u´nica solucio´ feble del problema. 
Ara discutirem la possibilitat d’assignar ”valors de frontera”sobre ∂U a una
funcio´ u ∈ W 1,p(U), assumint que ∂U e´s C1. Ara si u ∈ C(U), aleshores u clarament
assoleix valors en ∂U en el sentit usual. El problema e´s que una funcio´ t´ıpica
u ∈ W 1,p(U) en general no e´s continua i, encara pitjor, nome´s es defineix g.p.t. en
U . Com ∂U te´ mesura zero, no hi ha un significat directe a ”u restringit a ∂U”. La
nocio´ de operador de la trac¸a resol el problema.
Suposem que 1 ≤ p <∞.
Teorema 3.3.1.4. (Teorema de la trac¸a) Suposem que U e´s acotat i ∂U e´s C1.
Aleshores existeix un operador lineal acotat
T : W 1,p(U)→ Lp(∂U)
tal que
(i) Tu = u|∂U si u ∈ W 1,p(U) ∩ C(U)
i
(ii)
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‖Tu‖Lp(∂U) ≤ C‖u‖W 1,p(U),
per tot u ∈ W 1,p(U), amb contstant C depenent nome´s de p i U .
Definicio´ 3.3.1.1. Anomenem Tu la trac¸a de u i ∂U .
Teorema 3.3.1.5. (Funcions de trac¸a zero en W 1,p) Suposem U acotat i ∂U e´s
C1. Suposem a me´s que u ∈ W 1,p(U). Aleshores
u ∈ W 1,p0 (U) si, i nome´s si, Tu = 0 en ∂U .
Observacions 7. Les demostracions d’aquests dos u´ltims teoremes es poden trobar
a [5].
Ara introduirem dos teoremes que en serviran per a la segu¨ent subseccio´ on
introduirem un teorema necessari per a la resolucio´ de les EDP’s de la seccio´ 5.
Teorema 3.3.1.6. (i) Existeix com a ma`xim un conjunt numerable Σ ⊂ R tal que
el problema de valor a frontera.{
Lu = λu+ f x ∈ U
u = 0 x ∈ ∂U
te´ solucio´ u´nica per tot f ∈ L2(U) si, i nome´s si, λ /∈ Σ.
(ii) Si Σ e´s infinit, aleshores Σ = {λk}k≥1, els valor de una successio´ no decrei-
xent amb
λk → +∞.
Observacio´ 13. La demostracio´ d’aquest teorema es pot trobar a [5].
Definicio´ 3.3.1.2. Diem que Σ e´s l’espectre (real) de L.
Teorema 3.3.1.7. (Acotacio´ de la inversa) Si λ /∈ Σ, existeix una constant C tal
que
‖u‖L2(U) ≤ C‖f‖L2(U),
sempre que f ∈ L2(U) i u ∈ H10 (U) e´s la solucio´ u´nica de{
Lu = λf x ∈ U
u = 0 x ∈ ∂U.
La constant C depe`n nome´s de λ, U i els coeficients de L.
Observacio´ 14. La demostracio´ d’aquest teorema es pot trobar a [5].
30
3.4 Regularitat
Ara enfrontem la pregunte sobre quan la solucio´ feble u de la EDP
Lu = f en U
e´s, de fet, suau.
Aquest e´s el problema de regularitat per solucions febles.
Observacio´ 15. En aquesta memo`ria nome´s introduirem el concepte de frontera
suau que e´s el resultat que necessitem per resoldre les equacions de la seccio´ 5.
Suposem que U ⊂ Rn e´s un obert acotat. Suposem tambe´ que u ∈ H10 (U) e´s
una solucio´ feble de la EDP (3.1), on L e´s d’estructura divergent
Lu = −
n∑
i,j=1
aij(x)uxixj +
n∑
i=1
bi(x)uxi + c(x)u.
Continuem requerint la condicio´ de elipticitat de la Definicio´ 3.1.0.31.
Teorema 3.4.0.8. (H2-Regularitat de la frontera) Suposem que
aij ∈ C1(U), bi, c ∈ L∞(U), i, j = 1, . . . , n
i
f ∈ L2(U).
Suposem que u ∈ H10 (U) e´s una solucio´ feble del problema el·l´ıptic de valor inicial
i frontera {
Lu = f, x ∈ U
u = 0, x ∈ ∂U. (3.2)
Suposem finalment que
∂U e´s C2.
Aleshores
u ∈ H2(U),
i tenim la estimacio´
‖u‖H2(U) ≤ C(‖f‖L2(U) + ‖u‖L2(U)), (3.3)
la constant C depe`n nome´s de U i els coeficients de L.
Observacions 8. (i) Si u ∈ H10 (U) e´s la solucio´ u´nica de (3.2), la estimacio´ (3.3)
es simplifica i obtenim
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‖u‖H2(U) ≤ C‖f‖L2(U).
Aixo` es dedueix a partir del teorema 3.3.1.7.
(ii) Observem tambe´ que en contrast al Teorema 3.3.1.4, estem suposant ara que
u = 0 sobre ∂U (Tu = 0).
Observacio´ 16. La demostracio´ d’aquest teorema es pot trobar a [5].
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4 Teoria de semigrups
La teoria de semigrups e´s l’estudi abstracte de EDO’s de primer ordre amb valor
s en espais de Banach, definides per operadors lineals acotats. En aquesta seccio´
esbossem els conceptes ba`sis d’aquesta teoria.
4.1 Definicions i propietats elementals
Sigui X un espai de Banach, i considerem la segu¨ent equacio´ diferencial ordina`ria
en forma abstracte. {
u˙ = Au, t ≥ 0,
u(0) = u0,
on u˙ =
d
dt
u, u ∈ X, i A e´s un operador lineal.
A : D(A) ⊂ X 7−→ X.
Investigarem la existe`ncia i unicitat de la solucio´
u : [0,∞) 7−→ X
de la EDO. El nostre problema e´s determinar les condicions que A ha de complir
per que la EDO tingui solucio´ u´nica, u, per cada u0 ∈ X i, aix´ı, poder transformar
EDP’s en aquesta forma.
En general dir´ıem que la solucio´ e´s exp(At), pero` malauradament no e´s tan fa`cil.
Hem d’enfrentar-nos al problema de donar sentit a exp(At). La teoria de semigrups
de operadors lineals generalitza la nocio´ de matriu exponencial a problemes en espais
de dimensio´ infinita involucrant operadors no acotats.
4.1.1 Semigrups
Suposem per un moment, informalment, que u : [0,∞) 7−→ X e´s una solucio´ de la
EDO anterior i que aquesta equacio´ te´ una u´nica solucio´ per tot punt inicial u0 ∈ X.
Notacio´ 13. Escriurem
u(t) := T (t)u0 (t ≥ 0)
per mostrar expl´ıcitament la de depende`ncia de u(t) i el punt inicial u0 ∈ X. Per
tot t ≥ 0 podem, per tant, referir-nos a T (t) com a una aplicacio´ de X en X.
Observacio´ 17. Si A e´s una matriu n×n, tenim exp(A(t+s)) = exp(At) exp(As);
i.e., les matrius exp(At), t ≥ 0, formen un semigrup. Considerarem famı´lies d’ope-
rador lineals acotats amb la mateixa propietat.
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Definicio´ 4.1.1.1. (Semigrup) Una famı´lia {T (t)}t≥0 de operadors lineals acotats
de X en X s’anomena semigrup si satisfan les condicions segu¨ents.
(i) T (0)x = x, x ∈ X,
(ii) T (t+ s)x = T (t)T (s)x = T (s)T (t)x t, s ≥ 0, x ∈ X,
(iii)
[0,∞) 7−→ X
t 7−→ T (t)x
e´s continu. (continuitat forta)
Observacio´ 18. E´s comu´ referir-se a aquests semigrups com semigrups fortament
continu. Els anomenarem nome´s semigrups per comoditat.
Observacio´ 19. Els semigrups de operadors lineals acotats, {T (t)}t≥0, so´n unifor-
mement continus si
lim
t→0+
‖T (t)x− x‖ = 0, x ∈ X.
Aquests semigrups tenen poca releva`ncia en l’aplicacio´ a EDP’s aix´ı que no els
tractarem en aquesta memo`ria.
Observacio´ 20. Si A e´s un operador acotat en X, aleshores exp(At) pot ser definit
per
∞∑
n=0
(At)n
n!
. E´s fa`cil de veure que els operadors exp(At) formen un semigrup.
Teorema 4.1.1.1. Sigui {T (t)}t≥0 un semigrup. Existeixen constants ω ≥ 0 i
M ≥ 1 tals que
‖T (t)‖ ≤M exp(ωt) per 0 ≤ t < +∞.
Demostracio´. Primer demostrem que hi ha una η > 0 tal que ‖T (t)‖ e´s acotat per
0 ≤ t ≤ η.
Si aixo` no e´s cert aleshores tenim una successio´ {tn} que satisfa` tn ≥ 0, lim
n→∞
tn =
0 i ‖T (tn)‖ ≥ n. Per el Corol·lari 2.4.0.2 es dedueix que per algun x ∈ X, ‖T (tn)x‖
no e´s acotat contra`riament a la definicio´ de semigrup. Aix´ı, ‖T (t)‖ ≤ M per
0 ≤ t ≤ η. Com ‖T (0)‖ = I, M ≥ 1.
Sigui ω = η−1 logM ≥ 0. Fixat t ≥ 0 tenim t = nη + δ on 0 ≤ δ < η i
consequ¨entment per les propietats de semigrup
‖T (t)‖ = ‖T (δ)T (η)n‖ ≤Mn+1 ≤MM t/η = M exp(ωt).

Definicio´ 4.1.1.2. (Semigrup de contraccions) Diem que {T (t)}t≥0 e´s un semigrup
de contraccions si e´s semigrup i, a me´s,
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‖T (t)‖ ≤ 1, t ≥ 0
on ‖ ‖ e´s la norma del operador.
Aix´ı
‖T (t)x‖ ≤ ‖x‖, per tot x ∈ X, t ≥ 0.
Definicio´ 4.1.1.3. (Semigrup de ω-contraccions) Un semigrup {T (t)}t≥0 s’anome-
na de ω-contraccions si
‖T (t)‖ ≤ exp(ωt), t ≥ 0.
4.1.2 Propietats elementals i generadors
El problema ara e´s determinar quins operadors generen semigrups de contraccions.
Respondrem a aquesta pregunta en la seccio´ 4.2, abans, pero`, necessitem resultats
generals que veurem en aquesta subseccio´.
Definicio´ 4.1.2.1. (Generador infinitesimal) El generador infinitesimal del semi-
grup e´s el operador A : D(A)→ X definit per
Ax := lim
h→0+
T (h)x− x
h
,
i el domini de A e´s
D(A) :=
{
x ∈ X | lim
h→0+
T (h)x− x
h
existeix en X
}
Teorema 4.1.2.1. (Propietats de diferenciabilitat dels semigrups) Sigui A el gene-
rador infinitesimal d’un semigrup {T (t)}t≥0. Aleshores,
(i) Per tot x ∈ X,
lim
h→0
1
h
∫ t+h
t
T (s)x ds = T (t)x.
(ii) Per x ∈ X i qualsevol t > 0,∫ t
0
T (s)x ds ∈ D(A)
i
A
(∫ t
0
T (s)x ds
)
= T (t)x− x.
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(iii) Per x ∈ D(A) tenim que T (t)x ∈ D(A). A me´s, la funcio´
(0,∞) 7−→ X
t 7−→ T (t)x
e´s diferenciable. De fet,
d
dt
T (t)x = AT (t)x = T (t)Ax.
(iv) Per x ∈ D(A),
T (t)x− T (s)x =
∫ t
s
T (τ)Ax dτ =
∫ t
s
AT (τ)x dτ .
Demostracio´. La primera propietat e´s consequ¨e`ncia directa de la propietat de con-
tinuitat dels semigrups.
Per a la propietat (ii), escollim h > 0, i obtenim
T (h)
∫ t
0
T (s)x ds−
∫ t
0
T (s)x ds
h
=
1
h
∫ t
0
(T (s+ h)− T (s))x ds
=
1
h
∫ t+h
t
T (s)x ds− 1
h
∫ h
0
T (s)x ds.
D’acord amb la propietat (i), l’expressio´ de la que prenem el l´ımit tendeix a T (t)x−
x. Aixo` prova (ii). Per a la propietat (iii), considerem les identitats
T (t+ h)x− T (t)x
h
= T (t)
T (h)x− x
h
i
T (t)x− T (t− h)x
h
= T (t− h)T (h)x− x
h
,
i prenem el l´ımit h → 0+. Finalment, (iv) es dedueix de (iii) i el Teorema fona-
mental del ca`lcul. 
Observacio´ 21. Com t 7→ AT (t)x = T (t)Ax e´s continu, aleshores t 7→ T (t)u e´s C1
en (0,∞), si u ∈ D(A).
Teorema 4.1.2.2. (Propietats dels generadors) Sigui A : D(A) ⊂ X 7−→ X el
generador infinitesimal d’un semigrup. Aleshores D(A) e´s dens i A e´s tancat.
Demostracio´. Tenim
x = lim
h→0+
1
h
∫ h
0
T (s)x ds,
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i per el Teorema 4.1.2.1 la part de la dreta esta` en D(A). Aix´ı D(A) e´s dens.
Suposem ara que xn ∈ D(A), xn → x i Axn → y. Aleshores
T (h)xn − xn =
∫ h
0
T (s)Axn ds
per la propietat (iv) del Teorema anterior. Fent tendir n→∞, obtenim
T (h)x− x =
∫ h
0
T (s)y ds.
Nome´s ens queda dividir per h i fer h→ 0+. 
Teorema 4.1.2.3. Siguin {T (t)}t≥0, {S(t)}t≥0 semigrups de operadors lineals aco-
tats amb A i B els seu generadors infinitesimals respectivament. Si A = B aleshores
T (t) = S(t) per tot t ≥ 0.
Demostracio´. Sigui x ∈ D(A) = D(B). Per el Teorema 4.1.2.1 (iii) es dedueix
fa`cilment que la funcio´ s→ T (t− s)S(s)x e´s diferenciable i que
d
ds
T (t− s)S(s)x = −AT (t− s)S(s)x+ T (t− s)BS(s)x
= −T (t− s)AS(s)x+ T (t− s)BS(s)x = 0.
Per tant s → T (t− s)S(s)x e´s constant i en particular el seu valor a s = 0 i s = t
so´n el mateix; i.e., T (t)x = S(t)x. Aixo` es mante´ per tot x ∈ D(A) i com, per el
Teorema anterior, D(A) e´s dens en X i T (t), S(t) so´n acotats, T (t)x = S(t)x per
tot x ∈ X. 
4.1.3 EDO’s abstractes
En aquesta seccio´, {T (t)}t≥0 e´s un semigrup d’operadors enX i A e´s el seu generador
infinitesimal. Estem interessats en solucions del problema de valor inicial
u˙ = Au+ f(t), u(0) = u0.
Suposem que u0 ∈ D(A) i volem trobar una solucio´ u ∈ C1([0;T ];X)∩C([0;T ];D(A));
i.e, que u sigui cont´ınua sobre D(A) i amb derivada cont´ınua a X per tal que estigui
ben definida.
Teorema 4.1.3.1. Sigui u una solucio´ de u˙ = Au, u(0) = u0 en les condicions
esmentades anteriorment. Aleshores u e´s representada per.
u(t) = T (t)u0 +
∫ t
0
T (t− s)f(s) ds.
Demostracio´. Sigui g(s) = T (t− s)u(s). Aleshores
37
dg
ds
= −AT (t− s)u(s) + T (t− s)u˙(s)
= −AT (t− s)u(s) + T (t− s)(Au(s) + f(s)) = T (t− s)f(s).
Aix´ı obtenim que
g(t)− g(0) = u(t)− T (t)u0 =
∫ t
0
T (t− s)f(s) ds.

Observacions 9. Pel Teorema de Cauchy-Lipschitz-Picard aquesta solucio´ existeix
i e´s u´nica. El que estem dient es que aquest Teorema e´s va`lid per espais de Banach.
Aquest resultat es troba a [2]
Notem que en aquesta memo`ria treballem amb EDO’s homoge`nies pero` he donat
la solucio´ per no homoge`nies per tal de no perdre generalitat.
4.1.4 Resolvents
En aquesta subseccio´ introdu¨ım la nocio´ de operador resolvent que ens servira` me´s
endavant per el Teorema de Hille-Yosida 2. Aquest Teorema ens caracteritzara` els
generadors d’un semigrup de contraccions.
Sigui A un operador lineal tancat en X, amb domini D(A). Sigui {T (t)}t≥0 e´s
un semigrup de contraccions generat per A.
Definicio´ 4.1.4.1. (i) Diem que un nombre real λ pertany a ρ(A), el conjunt re-
solvent de A, sempre que
λI − A : D(A)→ X
e´s bijectiva.
(ii) Si λ ∈ ρ(A), el operador resolvent Rλ : X → X ve definit per
Rλx := (λI − A)−1x.
Pel Teorema de la gra`fica tancadas Rλ : X → D(A) ⊆ X e´s un operador lineal
acotat, [5]. A me´s,
ARλx = RλAx si x ∈ D(A).
Teorema 4.1.4.1. (Propietats dels operadors resolvents)
(i) Si λ, µ ∈ ρ(A), tenim que
Rλ −Rµ = (µ− λ)RλRµ (identitat resolvent)
i
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RλRµ = RµRλ.
(ii) Si λ > 0, aleshores λ ∈ ρ(A),
Rλx =
∫ ∞
0
e−λtT (t)x dt, x ∈ X,
i llavors ‖Rλ‖ ≤ 1
λ
.
Demostracio´. Tenim que Rλ(A− λI) = Rµ(A− µI) = I. Aleshores
Rλ −Rµ = Rλ(I − (λI − A)Rµ)
= Rλ((µ− A)− (λ− A))Rµ
= (µ− λ)RλRµ.
Aleshores
RλRµ =
Rλ −Rµ
u− λ =
Rµ −Rλ
λ− µ = RµRλ.
I amb aixo` acabem la demostracio´ de (i).
Vegem ara (ii). Com que λ > 0 i ‖T (t)‖ ≤ 1, la integral esta` ben definida.
Posem R˜λx per referir-nos a aquesta integral. Aleshores per h > 0 i x ∈ X,
T (h)R˜λx− R˜λx
h
=
1
h
{∫ ∞
0
e−λt[T (t+ h)x− T (t)x]dt
}
= −1
h
∫ h
0
e−λ(t−h)T (t)x dt
+
1
h
∫ ∞
0
(e−λ(t−h) − e−λt)T (t)x dt
= −eλh 1
h
∫ h
0
e−λtT (t)x dt
+
(
eλh − 1
h
)∫ ∞
0
e−λtT (t)x dt
Com a consequ¨e`ncia
lim
h→0+
T (h)R˜λx− R˜λx
h
= −x+ λR˜λx.
Aix´ı AR˜λx = −x+ λR˜λx; i.e.
(λI − A)R˜λx = x, x ∈ X.
D’altra banda si x ∈ D(A),
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AR˜λx = A
∫ ∞
0
e−λtT (t)x dt =
∫ ∞
0
e−λtAT (t)x dt
=
∫ ∞
0
e−λtT (t)Ax dt = R˜λAx.
Aix´ı
R˜λ(λI − A)x = x, x ∈ D(A).
Aleshores (λI − A)R˜λx = R˜λ(λI − A)x = x i (λI − A)−1 = Rλ. 
Observacions 10. A la demostracio´ hem utilitzat que A passa a dins de la integral.
Aixo` es deu a que A e´s tancat. Es pot demostrar aproximant la integral per una
suma de Riemann. [5]
4.2 Teorema de Hille-Yosida
4.2.1 Teorema de Hille-Yosida
En les seccions anteriors, hem vist que tot semigrup te´ un generador infinitesimal i
tambe´ com el semigrup es pot fer servir per resoldre problemes de valor inicial.
La questio´ me´s important des de el punt de vista de les EDP’s e´s com recone`ixer
quins so´n els operadors que so´n generadors infinitesimal d’un semigrup.
El Teorema de Hille-Yosida ens do´na la resposta. En donarem dos versions
diferents.
Teorema 4.2.1.1. (Teorema de Hille-Yosida 1) Sigui A un operador en un espai
de Banach X. Aleshores A e´s el generador infinitesimal d’un semigrup {T (t)}t≥0
tal que ‖T (t)‖ ≤ M exp(ωt) si, i nome´s si les dues condicions segu¨ents es satisfan
alhora.
(i) A e´s tancat i D(A) e´s dens en X.
(ii) Tot nombre real λ > ω pertany a ρ(A) i ‖Rnλ‖ ≤
M
(λ− ω)n per tot n ∈ N.
Observacions 11. La demostracio´ d’aquest Teorema es pot trobar a [8]. En aques-
ta demostracio´ no nome´s assegura la existe`ncia de semigrups; tambe´ ens proporciona
una aproximacio´ pra`ctica al semigrup generat per A. Tenim
{T (t)}t≥0 = lim
n→
(
I − t
n
A
)−n
.
Que correspon al esquema de difere`ncies
u(t+ h)− u(t)
h
= Au(t+ h)
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per resoldre la equacio´ u˙t = Au, que e´s conegut com l’esquema de Euler impl´ıcit.
Tambe´ correspon a la fo`rmula de Crandall-Liggett per matrius exponencials (veu-
re [9]). Aleshores podem donar la segu¨ent definicio´.
Definicio´ 4.2.1.1. Sigui A el generador infinitesimal de un semigrup {T (t)}t≥0 de
operadors lineals acotats en X. Aleshores exp(At), t ≥ 0 e´s el semigrup generat per
A.
Preferim demostrar la segu¨ent versio´ del Teorema de Hille-Yosida perque` e´s la
que ens caracteritza els generadors del semigrups que utilitzarem en les aplicacions
de la seccio´ 5
Teorema 4.2.1.2. (Teorema de Hille-Yosida 2) Sigui A un operador lineal acotat
en un espai de Banach X tal que D(A) e´s dens i A e´s tancat. Aleshores A e´s el
generador infinitesimal d’un semigrup de contraccions, {T (t)}t≥0 si i nome´s si
(0,∞) ⊂ ρ(A) i ‖Rλ‖ ≤ 1
λ
per λ > 0.
Demostracio´. Si A e´s un generador, aleshores per la propietat (ii) del Teorema
4.1.4.1 que descriu les propietats dels operadors resolvents el Teorema de Hille-
Yosida e´s immediat.
Rec´ıprocament, suposem que A e´s tancat, D(A) e´s dens en X i que satisfa` la
hipo`tesi del Teorema. Hem de construir un semigrup de contraccions amb A com
el seu generador. Per fer-ho, fixem λ > 0 i definim
Aλ := −λI + λ2Rλ = λARλ.
Vegem que
Aλx→ Ax quan λ→∞, x ∈ D(A).
Efectivament, com que λRλx − x = ARλx = RλAx, ‖λRλx − x‖ ≤ ‖Rλ‖ ‖Ax‖ ≤
1
λ
‖Ax‖ → 0 quan λ → ∞. Aix´ı λRλx → x quan λ → ∞ si x ∈ D(A). Pero` com
que ‖λRλ‖ ≤ 1 i D(A) e´s dens, dedu¨ım llavors que
λRλx→ x quan λ→∞, per tot x ∈ X.
Ara si x ∈ D(A), aleshores
Aλx = λARλx = λRλAx.
Aleshores, com que λRλx → x quan λ → ∞ per tot x ∈ X, Aλ := −λI + λ2Rλ =
λARλ e´s cert.
Ara, definim
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Tλ(t) := e
tAλ = e−λteλ
2tRλ = e−λt
∞∑
k=0
(λ2t)k
k!
Rkλ.
Observem que com que ‖Rλ‖ ≤ λ−1,
‖Tλ(t)‖ ≤ e−λt
∞∑
k=0
λ2ktk
k!
‖Rλ‖k ≤ e−λt
∞∑
k=0
λktk
k!
= 1.
Consequ¨entment {T (t)}t≥0 e´s un semigrup de contraccions, i e´s fa`cil veure que el
seu generador e´s Aλ amb D(A) = X.
Siguin ara λ, µ > 0. Com que RλRµ = RµRλ, veiem que AλAµ = AµAλ, i aix´ı
AµTλ(t) = Tλ(t)Aµ per tot t > 0.
Per tant podem calcular
Tλ(t)x− Tµ(t)x =
∫ t
0
d
ds
[Tµ(t− s)Tλ(s)]ds
=
∫ t
0
Tµ(t− s)Tλ(s)(Aλx− Aµx)ds,
perque`
d
dt
Tλ(t)x = AλTλ(t)x = Tλ(t)Aλx. Consequ¨entment λRλx → x quan x →
∞, per tot x ∈ X, implica que si x ∈ D(A), aleshores ‖Tλ(t)x−Tµ(t)x‖ ≤ t‖Aλx−
Aµx‖ → 0 quan λ, µ→∞. Per tant
T (t)x := lim
λ→∞
Tλ(t)x existeix per tot t ≥ 0, x ∈ D(A).
Com ‖Tλ(t)‖ ≤ 1, el l´ımit de fet existeix per tot x ∈ X, uniformement per t un
subconjunts compactes de [0,∞). Ara e´s fa`cil de verificar que {T (t)}t≥0 e´s un
semigrup de contraccions en X.
Queda per demostrar que A e´s el generador de {T (t)}t≥0. Escrivim B per referir-
nos a aquesta generador. Ara
Tλ(t)x− x =
∫ t
0
Tλ(s)Aλx ds.
Addicionalment
‖Tλ(s)Aλx− T (s)Ax‖ ≤ ‖Tλ(s)‖ ‖Aλx− Ax‖+ ‖(Tλ(s)− T (s))Ax‖ → 0
quan λ→∞, si x ∈ D(A). Passant per tant als l´ımits en la igualtat, dedu¨ım que
T (t)x− x =
∫ t
0
T (s)Ax ds
si x ∈ D(A). Aix´ı D(A) ⊆ D(B) i
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Bu = lim
t→∞0+
T (t)x− x
t
= Ax, x ∈ D(A).
Ara si λ > 0, λ ∈ ρ(A)∩ ρ(B). Tambe´ (λI −B)(D(A)) = (λI −A)(D(A) = X, per
hipo`tesi. Per tant (λI −B)|D(A) e´s bijectiu, d’on D(B) = D(A). Aleshores A = B,
i aix´ı A efectivament e´s el generador de {T (t)}t≥0. 
Observacio´ 22. Una variant senzilla del Teorema de Hille-Yosida afirma que un
operador lineal tancat amb domini dens A genera un semigrup de ω-contraccions
si, i nome´s si,
(ω,∞) ⊂ ρ(A) i ‖Rλ‖ ≤ 1
λ− ω per tot λ > ω.
La demostracio´ d’aquesta variant e´s ana`loga a la del Teorema anterior.
Observacions 12. En els autors que he consultat no hi ha consens en quina versio´
del Teorema utilitzar. [5] i [7] fan servir la versio´ 2 del Teorema de Hille-Yosida i [1]
i [8] fan servir la primera versio´.
La versio´ 2 te´ major intere`s en la aplicacio´ a EDP’s pero` he volgut introduir la
primera versio´ per tal de justificar la caracteritzacio´ del semigrup com exp(At).
Per acabar la subseccio´ introdu¨ım el concepte d’operador maximal mono`ton. So´n
d’utilitat ate`s que venen definits en espais de Hilbert que so´n els mateixos espais
on es defineixen les equacions en derivades parcials.
Definicio´ 4.2.1.2. (Operador maximal mono`ton) Sigui H un espai de Hilbert. Sigui
A : D(A) ⊂ H → H un operador lineal no acotat. Es diu que A e´s mono`ton si
(Ax, x) ≥ 0 per tot x ∈ D(A),
i A e´s maximal mono`ton si a me´s R(I − A) = H; i.e.,
per tot y ∈ H existeix x ∈ D(A) tal que x− Ax = y
Proposicio´ 4.2.1.1. Sigui A un operador maximal mono`ton. Aleshores
(i) D(A) e´s dens en H.
(ii) A e´s tancat.
(iii) Per tot λ > 0, λI − A e´s bijectiu de D(A) sobre H, (λI − A)−1 e´s un
operador acotat i ‖(λI − A)−1‖ ≤ 1
λ
.
Observacio´ 23. La demostracio´ es pot trobar a [2].
Corol·lari 4.2.1.1. Si A e´s un operador maximal mono`ton, aleshores e´s el gene-
rador d’un semigrup de contraccions.
Demostracio´. Si A e´s un operador maximal mono`ton, aleshores D(A) e´s dens en H
i A e´s tancat. Hem de veure que
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(0,∞) ⊂ ρ(A) i ‖Rλ‖ ≤ 1
λ
per λ > 0.
Per la Definicio´ 4.1.4.1 λ ∈ ρ(A) per tot λ > 0 i com ‖Rλ‖ = ‖(λI −A)−1‖ ≤ 1
λ
les
hipo`tesi del Teorema de Hille-Yosida 2 es compleixen. 
4.2.2 Teorema de Lumer-Phillips
Les condicions del Teorema de Hille-Yosida no so´n fa`cils de verificar perque` reque-
reixen acotar el conjunt resolvent. Per tal de facilitar la seva verificacio´ introduim
el Teorema de Lumer-Phillips per generadors de semigrups de ω-contraccions.
Observacions 13. E´s obvi que si A genera un semigrup de ω-contraccions, ales-
hores A− ωI genera un semigrup de contraccions. En realitat, tot semigrup es pot
transformar en un semigrup de ω-contraccions. Aquesta propietat ve donada per el
segu¨ent Teorema.
Teorema 4.2.2.1. Sigui {T (t)}t≥0 un semigrup en X, amb norma ‖ ‖1, que satisfa`
‖T (t)‖1 ≤M exp(ωt).
Aleshores existeix una norma equivalent en X, ‖ ‖2,tal que, en la norma del operador
corresponent a aquesta nova norma en X, tenim que ‖T (t)‖2 ≤ exp(ωt).
Aix´ı, T defineix en particular un semigrup de ω-contraccions en X.
Observacio´ 24. La demostracio´ es pot trobar a [1].
En moltes aplicacions, e´s me´s efectiu buscar una norma equivalent apropiada que
intentar verificar directament les hipo`tesi del Teorema de Hille-Yosida. Un criteri
pra`ctic per generadors de semigrups de ω-contraccions ve donat per el Teorema de
Lumer-Phillips.
Teorema 4.2.2.2. (Teorema de Lumer-Phillips) Sigui ω ≥ 0. Siguin H un espai
de Hilbert i A un operador lineal de H en H que satisfa` les segu¨ent condicions:
(i) D(A) e´s dens.
(ii) (x,Ax) ≤ ω(x, x) per tot x ∈ D(A).
(iii) Existeix λ0 > ω tal que λ0I − A e´s exhaustiu.
Aleshores A genera un semigrup de ω-contraccions i ‖T (t)‖ ≤ exp(ωt).
Observacio´ 25. La demostracio´ d’aquest teorema es pot trobar a [8].
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5 Aplicacio´ a Equacions en Derivades Parcials
Demostrarem en aquesta seccio´ que equacions d’evolucio´ lineal de segon ordre pa-
rabo`liques i hiperbo`liques es poden resoldre mitjanc¸ant la teoria de semigrups.
5.1 EDP parabo`lica de segon ordre
La variant del Teorema de Hille-Yosida esmentada en la Observacio´ 22 ens servira`
per resoldre el segu¨ent problema.
Considerem el segu¨ent problema de valor inicial i frontera

ut + Lu = 0, x ∈ U, t ∈ [0, T ],
u(x, t) = 0, x ∈ ∂U, t ∈ [0, T ]
u(x, 0) = g(x), x ∈ U.
(5.1)
On, L e´s d’estructura divergent i satisfa` la condicio´ de el·lipticitat (definicions
3.1.0.30 i 3.1.0.31). A me´s suposem que els seus coeficients no depenen de t.
Tambe´ suposem que U ⊂ Rn obert acotat amb frontera suau, f : U× [0, T ]→ R,
g : U → R i u : U × [0, T ]→ R.
Amb aij, bi, c ∈ L∞(U × [0, T ]), f ∈ L2(U × [0, T ]), g ∈ L2(U) i aij = aji per tot
i, j = 1, . . . , n.
Proposem reinterpretar (5.1) com el flux determinat per un semigrup en X =
L2(U), Per fer-ho, posem
D(A) := H10 (U) ∩H2(U)
i definim
Au := −Lu si u ∈ D(A).
Aleshores, A e´s un operador lineal no acotat en X. Per el Teorema 3.3.1.2
β‖u‖2H10 (U) ≤ B[u, u] + γ‖u‖
2
L2(U), (5.2)
per constants β > 0, γ ≥ 0, on B[ , ] e´s la forma bilineal associada amb L.
Teorema 5.1.0.3. El operador A genera un semigrup de contraccions γ, T (t), en
L2(U).
Demostracio´. (i) Hem de verificar les hipo`tesis de la Observacio´ 22 reemplac¸ant ω
per γ. Primer, D(A), per la definicio´ d’espai de Sobolev (Definicio´ 2.2.4.2), e´s dens
en L2(U).
(ii) Vegem ara que el operador A e´s tancat. Certament, sigui {uk}∞k=1 ⊂ D(A)
amb
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uk → u, Auk → f en L2(U).
D’acord al Teorema 3.4.0.8,
‖uk − ul‖H2(U) ≤ C(‖Auk − Aul‖L2(U) + ‖uk − ul‖L2(U))
per tot k, l. Aix´ı uk → u, Auk → f en L2(U) implica que {uk}∞k=1 e´s una successio´
de Cauchy en H2(U) i aix´ı
uk → u en H2(U).
Per tant u ∈ D(A). A me´s uk → u en H2(U) implica que Auk → Au en L2(U), i
consequ¨entment f = Au.
3. Ara comprovarem les condicions del operador resolvent de la Observacio´ 22,
reemplac¸ant ω per γ. D’acord al Teorema 3.3.1.3, per tot λ ≥ γ el problema de
frontera
{
Lu+ λu = f en U
u = 0 en ∂U
(5.3)
te´ una u´nica solucio´ feble u ∈ H10 (U) per tot f ∈ L2(U). A causa de la teoria
de regularitat el·l´ıptica, de fet u ∈ H20 (U) ∩ H10 (U). Aix´ı u ∈ D(A). Ara podem
reescriure (5.3), utilitzant que Au = −Lu, i veure que
λu− Au = f .
Aix´ı (λI − A) : D(A)→ X e´s bijectiu, sempre que λ ≥ γ. Per tant [γ,∞) ⊂ ρ(A).
4. Considerem la forma bilineal (Definicio´ 3.2.0.32) del problema de frontera
(5.3):
B[u, v] + λ(u, v) = (f, v)
per tot v ∈ H10 (U), on ( , ) e´s el producte escalar en L2(U). Posem v = u i recordem
(5.2) i calculem per λ > γ
(λ− γ)‖u‖2L2(U) ≤ ‖f‖L2(U)‖u‖L2(U).
Per tant, com u = Rλf , tenim la estimacio´
‖Rλf‖L2(U) ≤ 1
λ− γ ‖f‖L2(U).
Aquesta cota e´s va`lida per tot f ∈ L2(U) i llavors
‖Rλ‖ ≤ 1
λ− γ , λ > γ,
com vol´ıem veure. 
46
La teoria de semigrups proporciona un me`tode elegant per a la construccio´ d’una
solucio´ al problema de valor inicial o de frontera (5.1). Val la pena assenyalar pero`,
que aquesta te`cnica requereix que els coeficients de L siguin independents de t.
D’altra banda, la teoria de semigrups construeix solucions me´s regulars que altres
me`todes.
5.2 EDP hiperbo`lica de segon ordre
Posem ara la nostra atencio´ al problema de valor inicial i frontera hiperbo`lic

utt + Lu = 0, en x ∈ U, t ∈ [0, T ],
u(x, t) = 0, en x ∈ ∂U, t ∈ [0, T ]
u(x, 0) = g, en x ∈ U,
ut(x, 0) = h, en x ∈ U,
(5.4)
amb L i U en les mateixes condicions de la seccio´ anterior amb g ∈ H10 (U) i
h ∈ L2(U). Tambe´ suposem que aij, bi, c ∈ C1(U × [0, T ]) i aij = aji i els coeficients
no depenen del temps com abans. Transformem (5.4) en un de primer ordre prenent
v := ut. Aleshores tenim
ut = v, en x ∈ U, t ∈ [0, T ],
vt + Lu = 0, en x ∈ U, t ∈ [0, T ],
u(x, t) = 0, en x ∈ ∂U, t ∈ [0, T ]
u(x, 0) = g, en x ∈ U,
v(x, 0) = h, en x ∈ U,
Suposem d’ara en endavant que el operador L e´s de la forma sime`trica
Lu = −
n∑
i,j=1
(aijuxi)xj + cu,
on
c ≥ 0, aij = aji, i, j = 1, . . . , n.
Aix´ı per alguna constant β > 0
β‖u‖2H10 (U) ≤ B[u, u], (5.5)
per tot u ∈ H10 (U). Ara prenem
X = H10 (U)× L2(U),
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amb la norma
‖u, v‖ :=
√
B[u, u] + ‖v‖2L2(U).
Definim
D(A) := [H2(U) ∩H10 (U)]×H10 (U)
i establim
A(u, v) := (v,−Lu) per tot (u, v) ∈ D(A).
Demostrem que verifica les hipo`tesis del Teorema de Hille-Yosida.
Teorema 5.2.0.4. El operador A genera un semigrup de contraccions {T (t)}t≥0 en
H10 (U)× L2(U).
Demostracio´. 1. El domini de A e´s dens en H10 (U)× L2(U).
2. Per veure que A e´s tancat, sigui {(uk, vk)}k≥1 ⊂ D(A), amb
(uk, vk)→ (u, v), A(uk, vk)→ (f, g), en H10 (U)× L2(U).
ComA(uk, vk) = (vk,−Luk), concloem que f = v i Luk → −g en L2(U). Ana`logament
a la demostracio´ anterior, segueix que uk → u en H2(U) i g = −Lu. Aix´ı
(u, v) ∈ D(A), A(u, v) = (v,−Lu) = (f, g).
3. Sigui ara λ > 0, (f, g) ∈ X := H10 (U) × L2(U) i considerem la equacio´ del
operador
λ(u, v)− A(u, v) = (f, g). (5.6)
Aixo` e´s equivalent a les funcions escalars
{
λu− v = f, u ∈ H2(U) ∩H10 (U),
λv + Lu = g, v ∈ H10 (U). (5.7)
Pero` aquestes equacions impliquen que
λ2u+ Lu = λf + g, u ∈ H2(U) ∩H10 (U). (5.8)
Com λ2 > 0, utilitzant l’estimacio´ (5.5) i el Teorema 3.3.1.3, aleshores existeix una
u´nica solucio´ u de (5.8). Definint a continuacio´ v := λu − f ∈ H10 (U), tenim que
(5.6) te´ una u´nica solucio´ (u, v). Consequ¨entment (0,∞) ⊂ ρ(A).
4. Sempre que (5.7) e´s mantingui, escrivim (u, v) = Rλ(f, g). Ara, per la segona
equacio´ en (5.7), dedu¨ım que, per la definicio´ de forma bilineal (Definicio´ 3.2.0.32),
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λ‖v‖2L2 +B[u, v] = (g, v)L2 .
Substituint v = λu− f , obtenim
λ(‖v‖2L2 +B[u, u]) = (g, v)L2 +B[u, f ]
≤ √‖g‖2L2 +B[f, f ] √‖v‖2L2 +B[u, u].
Aqu´ı hem utilitzat la desigualtat de Cauchy-Schwarz, que es mante´ a causa de la
condicio´ de simetria de L. Per Definicio´ de ‖(u, v)‖,
‖(u, v)‖ ≤ 1
λ
‖(f, g)‖;
i llavors
‖Rλ‖ ≤ 1
λ
, λ > 0,
com vol´ıem veure. 
Observacions 14. Nome´s he utilitzat els exemples de [5] perque` [1] utilitzava exem-
ples massa llargs i e´s un llibre bastant me´s dif´ıcil i menys dida`ctic. Tambe´ he tingut
problemes amb [8] perque` utilitza el Teorema de Lumer-Phillips i penso que e´s me´s
important el Teorema de Hille-Yosida per ser el teorema principal de la memo`ria,
a me´s no deixava gens clar quins resultats utilitzava per demostrar la existe`ncia i
unicitat de solucions dels problemes plantejats. En quant a [2], els seus exemples
so´n me´s assequibles pero` fa servir una versio´ diferent del Teorema de Hille-Yosida.
Aquest llibre parla de operadors maximals mono`tons i nome´s fa una petita resse-
nya dels semigrups de contraccions assenyalant que existeix una correspo`nde`ncia
bijectiva entre els operadors maximal mono`tons i els semigrups de contraccions. El
Teorema de Hille-Yosida utilitzat en [2] e´s nome´s per aquests operadors i fa que
sigui una versio´ una diferent tant en enunciacio´ com en demostracio´. Aixo` m’ha
complicat bastant alhora d’adaptar aquests exemples al guio´ d’aquesta memo`ria.
De tota manera els seus exemples so´n l’equacio´ de la calor i l’equacio´ d’ones que
so´n els exemples t´ıpics d’equacions en derivades parcials parabo`lica i hiperbo`lica,
respectivament, de segon ordre que so´n els exemples que he inclo`s en la memo`ria.
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6 Conclusions
La meva conclusio´ e´s molt positiva ja que aquest treball m’ha perme`s cone`ixer com
desenvolupar un treball de recerca matema`tica i poder aprende conceptes nous que
no coneixia. Per exemple, els cap´ıtols 3 i 4. Tambe´ he pogut cone`ixer un petita
part de la teoria de ana`lisi funcional i real, una assignatura que no he cursat al grau
i que m’hague´s agradat fer.
En quant al treball espero que hagi pogut transmetre amb claredat els conceptes
que apre`s durant la seva realitzacio´.
En definitiva, aquesta memo`ria proporciona una eina u´til per resoldre equaci-
ons en derivades parcials d’evolucio´ lineal que no ha estat treballada al Grau de
Matema`tiques.
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