An efficient algorithm for the direct solution of a linear system associated with the discretization of boundary integral equations with oscillatory kernels (in two dimensions) is described without having to compute the complete matrix of the linear system. This algorithm is based on the unitary-weight representation, for which a new construction based on adaptive cross approximation is proposed. This low rank approximation uses only a small part of the entries to construct the adaptive cross representation, and therefor the linear system can be solved efficiently.
Introduction
Solving integral equations by use of the Galerkin, Nyström or collocation method results in solving a linear system, Ax = b, where the matrix entries of A consist of time-consuming evaluation of integrals. The goal of this research is to solve efficiently the linear system without having to compute all entries of the matrix A. Matrices coming from integral equations are large and dense, and have no explicit structure in general but they may be well approximated by a rank structured matrix. This is a set of nested submatrices at some distance from the diagonal, starting in the left bottom matrix corner which can be well approximated by matrices of low rank. In [1] , two compact representations are constructed for a rank structured matrix, a unitary-weight representation and a Givens-weight representation. The last representation is used in [2] as a basis for the QR-based solver for rank structured matrices which solves efficiently the linear system. This solver can be updated for a unitary-weight representation, which will be used throughout this paper. When having a compact representation of the rank structure, the QR-based solver from [2] can be used to solve the linear system efficiently. In fact, the construction of the unitaryweight representation is based on the fact that all the entries of the rank structure are known. This is not preferable, therefor another method to construct a unitary-weight representation using only a few entries of the rank structure, is elaborated. The new construction uses adaptive cross approximation [3, 4, 5] . This purely algebraic method approximates a rank-deficient matrix 1 M by only using a part of the matrix entries, by successively computing skeletons or rank one matrices. Already several methods, for instance, the panel clustering method, the multipole method [6, 7, 8] , the hierarchical (H) matrix method [9, 10] and the mosaic-skeleton method [11, 12, 13, 14, 15] exist to solve efficiently large dense linear systems coming from integral equations. The methods provide an approximation to the matrix in almost linear complexity and solve a perturbed linear system. The first three methods are based on explicitly given kernel approximations by degenerate kernels (finite sum of separable functions) which may be seen as a block-wise low-rank approximation of the system. The other method is an algebraic method because it works on the matrix level. It partitions the matrix into mosaic blocks (no common elements) mostly based on the H-format and determines also a block-wise low-rank approximation of the system. The block-wise approximation in all the methods permits a fast matrix-vector multiplication which can be exploited in iterative solvers and can be stored efficiently. A way to determine the low rank approximation of the blocks in the mosaic-skeleton method is based on Tyrtyshnikov's observation [3] , to construct a low rank approximation by only using a few original matrix entries without explicitly dealing with the kernel function. This has as a result that the existing computer code can be adjusted easily, whereas the other non-algebraic methods require a complete recoding of the matrix-vector multiplication including coefficients. The method proposed in this paper, does not deal explicitly with the kernel function because adaptive cross approximation is used. The method differs in two ways from the previously discussed methods. The first difference is according to the partitioning of the blocks. It is assumed that the approximation of A consist of a rank structured matrix instead of a mosaic partitioning with no common elements. The second difference is that a direct solver is applied instead of an iterative solver. Section 2 explains the idea behind cross approximation. Section 3 contains information about the construction of the unitary-weight representation. Section 4 shows how to solve efficiently the linear system with a QR-based solver which is based on a unitary-weight representation. Section 5 gives the numerical results for a scattering wave problem. Section 6 states the conclusion.
Cross approximation
In general, the best low rank approximationM of a matrix M up to an accuracy τ can be found by the singular value decomposition of the matrix M . But computing the singular value decomposition of a matrix, is unattractive for large-scale computations because of the computational complexity it cannot lead to fast algorithms. The aim of cross or skeleton approximation is to find an approximation using less computational effort and using especially only few entries from the original matrix. Given a matrix M ∈ C m×n , the idea is to choose a small set of indiceŝ n ⊂ {1, . . . , n} and indicesm ⊂ {1, . . . , m} so that for a matrix S ∈ Cn ×m there holds
In [3] it is proven that if a sufficiently good low rank approximation exists, then also a cross approximation with almost the same approximation quality exists. It is not stated how to determine the suitable index setsn andm, and to construct the matrix S. This is done in [4] where it is stated that the matrix S has to be chosen such that it is the submatrix of M with maximal volume (i.e. determinant in modulus). Different methods exist to construct the matrix S they are all based on the same principle, computing successively rank one approximations or skeletons. The first method is cross approximation with full pivoting. In this case all the entries of the matrix M have to be computed in advance. In fact a low rank approximation of a matrix, is a sum of skeletons
In general, to determine a skeleton the following procedure is followed:
• Step 1: Determine the index pivot pair (i * , j * ) as the indices of the maximal in modulus entry of M and set δ := M i * ,j * .
• Step 2: Compute the entries
The product of the vector a and b T is the first skeleton. To compute the other skeletons, the same procedure is applied (r − 1)-times to the remainder (p = 2, . . . , r)
When the r skeletons are computed, the approximation is
In the case that the value δ = 0, the method stops and an approximation of rank p − 1 is determined. The two main drawbacks of this method are the determination of the pivot pairs and the computation and updating of the complete matrix M . The second method introduces a method to determine the pivot pair without having to update the complete matrix M , and is called cross approximation with partial pivoting. The idea behind partial pivoting is to determine the indices of the rows and columns by looking for the maximum in modulus entry in one particular column or row. To start this method an arbitrary row index i * 1 has to be chosen. Then the following procedure will be followed until the r skeletons are determined (p = 1, . . . , r). Compute the row
and determine the maximum in modulus element of it, the location of the maximum will be the column pivot j *
, when it is not zero compute the column
Set p = p + 1 and compute the pivot index i * p as the index of the maximum element in modulus of column a p−1 . Then proceed as before. The pivot pair (i * , j * ), which is computed in each step p, is not the maximum in modulus element of the whole remaining matrix, but at least for one row. The complete matrix M need no update because only single rows and columns are needed in the approximation and these can be computed using the previous skeletons (see Equation (2)- (3)). The two methods normally stop when r skeletons are determined. It means that the rank r of the matrix M has to be known in advance, which is in general not the case. Therefor adaptive cross approximation (ACA) is introduced (see Algorithm 1). This method determines the rank adaptively by using a stopping criterion. In the literature, several possible stopping criteria are proposed [5] . These stopping criteria are not based on the complete approximation but on the single already computed skeletons. For instance, let
then the stopping criterion could be
A drawback of the ACA is that it is not robust, for instance let the matrix M have the following form
and n = n 1 + n 2 . When a start row index i * is chosen, it can be in the index set I 1 = {1, . . . , m 1 } or I 2 = {m 1 + 1, . . . , m 1 + m 2 }, and as a result the next chosen pivot indices will also be elements of the same index set. So, only one of the two blocks (M 11 or M 22 ) will be approximated correctly. To avoid this problem an improved adaptive cross approximation (ACA+) is proposed. In this method two reference vectors are chosen, which will tell where to start with the pivot search. Such that both blocks of the matrix will be approximated. This improved method works well for the above mentioned problem but convergence is not yet proven. For more information about these methods and improvements to these methods the reader is referred to [5] . Another method to avoid that only one of the blocks (M 11 or M 22 ) is well approximated, is to adjust the stopping criterion. Stopping criterion (4) uses only the computed rows and columns, and does not take the rest of the matrix into account. The new stopping criterion which is used in our numerical tests is based on a fixed amount t of arbitrarily taken matrix entries 
the algorithm will stop (M max is the maximum in modulus of the computed entries of the matrix M ). The accuracy of the approximation will depend on the amount of matrix entries k that are taken into account in the stopping criterion. For instance, if only one matrix entry of a 100 × 100 matrix is taken into account the algorithm stops when that matrix entry fulfills the stopping criterion, but it is possible that the matrix is not well approximated. The determination of the amount of matrix entries t to derive an approximation of accuracy τ , is related to the probability that all the chosen matrix entries are in the set of the already well approximated matrix entries. After each iteration, the indices of the matrix elements of the remainder R p can be divided into three disjunct subsets of indices:
with R s the set of indices coming from the skeletons, R g the set of indices outside the area spanned by the skeletons which fulfill criterion (6) and R b the set of indices outside the area spanned by the skeletons which violate criterion (6) . In every iteration a the indices of the new row and column elements will be added to the sets R s . Over several iterations, the set R g will obtain more and more indices. For a specific iteration step, this is not always the case because it is possible, when adding a new skeleton, that some indices from the set R g will move to set R b . It is assumed that this case does not occur very often. When choosing t indices from the set R g ∪ R b , it is not preferable that all these indices after some iteration will be in the set R g when the matrix does , with q g + q b = 1. The probability that the t elements (taking only t elements) are all in the set R g is
.
If t is relatively small with respect to d g , then the following holds Figure 1 (consider a considerably large matrix (m, n ≥ 100)) shows for different values of q g , the probability that all the t indices are in the set R g . When t increases the probability decreases, for q g = 0.8 and q g = 0.7 the decrease is faster than for q g = 0.95. Normally over several iterations, the set of elements R g increases because more elements will fulfill criterion (6) . If the chosen amount of matrix entries t is small, the probability that all the indices of the t elements are in the set R g is big, this can be seen in Figure 1 . Meaning that there is a great probability that the algorithm will stop before reaching the wanted accuracy τ . In this paper, an approximation of a low rank matrix is wanted without computing all the matrix entries, especially computing as less as possible elements. Therefor it is not possible to know the probability q g . The only thing that is known about q g , is that in the beginning it is close to zero, when skeletons are added, it slowly increases and when p (iteration step) approaches the rank (for that given accuracy τ ) it becomes close to one. This concludes that the amount of matrix entries t, which has to be checked in the stopping criterion, has to be considerably large (t ≥ 100), but not too large because as less as possible elements have to be computed. The matrices which are tested are low rank submatrices taken from matrices coming from an integral equation (see Section 5) . Figure 2 shows the average number (sample size is ten) of iteration steps. These figures show that taking more matrix entries, will not increase the accuracy or the amount of iterations. In our future numerical experiments, one percent of the total matrix entries is taken as the number of checkpoints. Remark: This value 1% will not work in all cases. It depends on what you want to achieve and what kind of matrix it is. In our case, with dense matrices coming from oscillatory integrals it satisfies our requirements.
Unitary-weight representation
A unitary-weight or Givens-weight representation is a compact representation for a rank structure of a matrix. The method to construct these representations for rank structured matrices was introduced in [1] . A rank structure R on C m×n is defined in [1] as a collection of so-called structure blocks R = {B l } l . Each block B l is characterized as a 3-tuple B l = (i l , j l , r l ) with i l the row index, j l the column index and r l the rank upper bound. A matrix A ∈ C m×n satisfies the rank structure
. . , n}, stopcrit:=false. while Not stopcrit do found := false while Not found do Compute the maximal entry in modulus of the row 
Compute the maximal entry in modulus of the column
Determine logical stopcrit by checking the stopping criterion. end while 
. , L).
The representation is internal and works strictly on the area spanned by the structure blocks. Each unitary transformation has a certain action radius, in the sense that it acts only on a limited number of columns. By definition, it is assumed that all structure blocks start from the lower left matrix corner. Two representations are possible, a unitary-weight representation and a Givens-weight representation. The last one is in fact a special case of a unitary-weight representation because each unitary transformation Q l is then decomposed into a product of Givens arrows. For more details, the reader is referred to [1] . This paper will only focus on the unitaryweight representation.
In general, the process to construct a unitary-weight representation of a rank structure works from the bottom to the top of the structure. Consider a rank structure which consists of L blocks as shown in Figure 3 .
Apply a unitary transformation on block M L with the intention to create zeros in all these rows
Save the unitary transformation Q L and that part of the matrixW L that lies outside the action radius of the next structure block
For all the other blocks l = L − 1, . . . , 1 the method proceeds as follows. Construct a new block M l , by concatenating vertically two matrices. The first matrix contains the elements of the new structure block and the second matrix contains the weights of the previously handled block l + 1 which lie inside the action radius of the structure block B l . Block M l becomes 
Save the unitary transformation Q l and that part of the matrixW l that lies outside the action radius of the next structure block B l−1 as the weight matrix
A simple example consisting of three blocks is elaborated in Figure 4 . The above construction of the unitary-weight representation, assumes that all entries of the rank structure are computed. As mentioned before, this is time-consuming and therefor another construction of the unitary-weight representation is proposed. This one is based on the fact that only a small part of the original entries of each structure block of the rank structure have to be computed. This new construction uses adaptive cross approximation to construct a low rank approximation for each of the structure blocks. Consider, as before, a rank structure consisting of L blocks and a construction starting at the bottom of the structure. Let j 0 = 0 and start at the bottom block L.
• Step 1 : Construct the low rank approximation of the block
• Step 2 : In fact, now a compact representation is available but the matrix A L is not a unitary matrix and this is necessary to obtain a unitary-weight representation. Therefor, a QR-factorization is applied to the matrix 
• Step 3 : Save the unitary transformation Q L and the weight matrix
For all the other blocks l = L − 1, . . . , 1:
• Step 2 : Construct the block of interest based on previous information. The block of interest consists of the new block M l and weights containing compressed information about the previous block M l+1 . The block of interest can be represented in the following waȳ
• Step 3 : MatrixB l is not of full rank, therefor apply a truncated singular value decomposition (consider only the singular values greater than
• Step 4 :
, and apply a QR-factorization on
• Step 5 : Save the unitary transformation Q l and the weight matrix
At the end, a unitary-weight representation is obtained for a rank structure without having to compute all the entries of the rank structured matrix. Remark: Notice the difference between the rank s l and r l . With s l the rank of the block M (i l :
and with r l the rank of the block M (i l : n, 1 : j l ) is indicated.
Solving a rank structured linear system
In [2] , it is shown how to compute efficiently the QR-factorization of a rank structured matrix, using the Givens-weight representation which was introduced in [1] . It is also shown how this QR-factorization can be used as a preprocessing step for the solution of linear systems. In this section, the efficient computation of the QR-factorization of a rank structured matrix, using a unitary-weight representation, and the method to use this QR-factorization as a preprocessing step for solving the linear system, are explained. In the previous section only the rank structure of the matrix was considered, in this section the complete matrix is considered to solve the linear system Ax = b. It is also considered that A and A T are rank structured matrices. The output of the algorithm, to construct a QR-factorization of a rank structured matrix, assuming that there is a given unitary-weight representation for this matrix, consists of the Q and R-factors of the QR-factorization. The Q-factor is decomposed as a product of unitary transformations and the R-factor has the form of a unitary-weight representation. In [2] , the inheritance of the structure by the upper triangular matrix R = Q H A obtained at the end of the algorithm is investigated. The following result is achieved if A is a square nonsingular matrix. Let A ∈ C m×m be a matrix having two low rank submatrices A(I 1 , J 1 ) = Rk r and A(I 2 , J 2 ) = Rk s, where
Figure 5: Explanation of coloring.
• I 1 and I 2 form a partition of the index set {1, 2, . . . , m},
• J 2 is arbitrary.
Then for the QR-factorization A = QR it holds that R(J 1 , J 2 ) = Rk (r + s). For the proof of this result and for the case that A is a general rectangular matrix the interested reader is referred to [2] . This result is used in the algorithm to construct efficiently a QR-factorization of a rank structured matrix. The algorithm consists of a preparative and a residual phase. In [2] , the algorithm is elaborated for a general rank structure. This means that A and A T are rank structured matrices and that there is no restriction on the size of blocks and the distance between the blocks and the diagonal. In this paper, the following restrictions will be valid for the rank structure. Blocks of the same size are considered, and the distance between the blocks and the diagonal has to be the same for all blocks and this value is a multiple of the size of each block. It is also assumed that a unitary-weight representation is available for the rank structure. Figure 6 (a) shows an example. In Figure 5 , the different types of coloring are shown which are used in Figure 6 -7. Color 1 indicates unstructured elements, color 2 indicates weight elements from the lower part of the matrix, color 3 indicates weight elements from the upper part of the matrix, color 4 indicates elements after applying the precomputed unitary transformations to the elements lying to the right of the current action radius, color 5 indicates elements after applying the precomputed unitary transformations to the column weights (color 2) and color 6 indicates elements after applying the precomputed unitary transformations to the column weights (color 3). The first phase of the algorithm is the preparative phase. The unitary-weight representation is in fact an internal representation and the precomputed unitary transformations are only applied to the rank structure. In the preparative phase these precomputed unitary transformations are applied to the columns lying on the right of their current action radius, this means to the unstructured part as well as to the weights of the upper triangular representation, hereby updating the representation in the upper triangular part. This is shown in Figure 6 (b). When applying these unitary transformations, it is not allowed to mix real-size elements and weights. To avoid this problem, the column representation is enlarged, see Figure 6 (c)-(d). This means that the rows which lie below the column representation and where the unitary representation has effect on, will be brought into the column representation. After this, it is safe to apply the unitary transformation but it is better to bring the elements of these rows as much as possible to the right. Otherwise the upper triangular part will be completely filled in. The procedure to make the matrix completely upper triangular will be done in the residual phase and will proceed from top to bottom of the matrix. The basic flow of the residual phase is to apply unitary transformations to make the subsequent blocks upper triangular. But mixture of real-size elements and weights is not allowed.
Therefor, the action radius of the column representation has to be regressed. This means that the necessary unitary column representations are spread out on the corresponding rows. See Figure 7 (a)-(d). Note that in Figure 7 (d), the underlying structure corresponds to the predictions from the inheritance of structure by the upper triangular part. At the end of the algorithm a QR-factorization of A is achieved, which is used to solve the linear system Ax = b. This is done by rewriting the system in the form Rx = Q H b which can be solved by backward substitution. For more information the reader is referred to [2] . The basic flow of the algorithm is determined by solving the subsequent blocks of the upper triangular matrix R by backward substitution, hereby obtaining the subsequent components of the vector x. When a new structure block in the upper triangular part is entered, the vector x has to be multiplied with the inverse of the precomputed unitary column operations associated to this structure block. An auxiliary vector is used for performing these operations, such that the already computed values of the vector x are not overwritten. At the end the full vector x is obtained, hereby solving the linear system.
Numerical results
In this section, the described method is tested for a specific problem which results in solving a linear system with a dense, unstructured matrix. First the problem is formulated, then the parameters of the problem are defined, and finally the results of the numerical experiments are discussed.
Problem formulation
The problem that is considered in this report is the scattering of a time-harmonic wave by a scattering obstacle Ω ⊂ R 2 with boundary Γ := ∂Ω [16] . This can be modelled by the Helmholtz equation
with the Laplacian and k the wavenumber that determines the frequency of the waves (k ∈ R). Outside the obstacle the unknown function u(x) is defined and at the boundary Γ a boundary condition u(x) = f (x) is implied. This elliptic boundary value problem can be reformulated as a Fredholm integral equation of the first kind over the boundary by use of Green's identities [16] , [17] 
0 (z) the Hankel function of the first kind and order zero, and i = √ −1. This formulation has two numerical advantages, the unknown function q(y) is now defined on a finite domain Γ and the dimension of Γ is lower than that of R 2 . With Galerkin discretization this integral equation results in a linear system Aq = f with
with ϕ i (x) (i = 1, . . . , N ) basis functions. In general, the matrix A is a dense, unstructured matrix with N 2 elements but it can be well approximated with a rank structured matrix. The problem 
The first two unitary transformations are applied (shaded region). 
(c) Enlarging action radius of third structure block. 
(d) All the precomputed unitary transformations are applied to the elements outside the action radius of the lower blocks. To be entirely correct the action radius of the second block above has to be enlarged before going to the next phase. 
(a) Spreading out of column representation to avoid mixing of real-size elements and weights. 
Make first block column upper triangular, and apply the same unitary transformation to the other part of the matrix. 6 ¡ 6 ¡ 6 ¡ 6 ¡ 6 6 ¡ 6 ¡ 6 ¡ 6 ¡ 6 6 ¡ 6 ¡ 6 ¡ 6 ¡ 6 6 ¡ 6 ¡ 6 ¡ 6 ¡ 6 6 ¡ 6 ¡ 6 ¡ 6 ¡ 6
9 ¡ 9 ¡ 9 ¡ 9 ¡ 9 9 ¡ 9 ¡ 9 ¡ 9 ¡ 9 9 ¡ 9 ¡ 9 ¡ 9 ¡ 9 9 ¡ 9 ¡ 9 ¡ 9 ¡ 9 9 ¡ 9 ¡ 9 ¡ 9 ¡ 9 9 ¡ 9 ¡ 9 ¡ 9 ¡ 9 Normally a fixed number (at least two) of basis functions is chosen per wavelength 4 . The values k and N have also an effect on the underlying rank structure of the approximation of the matrix A. At larger frequencies the rank of the structure blocks increases to capture the increasing amount of oscillations. Also when the discretization error of the matrix becomes smaller, for instance, when k is fixed and N increases, the rank becomes larger. In [16] , the condition number of A for a Fredholm integral equation of the first kind is derived, κ(A) = O(N ), this means that the condition number increases linearly with the amount of basis functions.
Choosing the parameters of the problem
The choice of the problem parameters occurs in two steps. In the first step, the choices according to the discretization of the integral equation (13) are made. To obtain the matrix A and the right-hand side f , choices have to be made according to, for instance, the basis functions and the domain of the integral equation. A black box routine created by D. Huybrechs is used to construct the entries of the matrix A and the right-hand side f of the linear system, given the wavenumber k and the number of test functions N . The parameters of the black box routine are chosen as follows. Tent functions are used as basis functions, the domain of the integral equation is a circle with radius one, the integral formulation used is the Fredholm integral formulation of the first kind and the boundary condition is an incoming plane wave. These choices are the same for all the test problems. In the second phase, the choices of the rank structure of the matrix for a given value k and N are made. These choices are different for every test problem. To solve the system, the size of the blocks of the rank structure, s b , and the distance between the rank structure and the diagonal, D b , have to be defined. These values have to be as small as possible because then the rank structure covers the most elements of the matrix and less elements have to be computed in the neighborhood of the diagonal. This is shown in Figure 8 .
The optimal rank structure for each matrix is different because of the wavenumber k and the size of the matrix N . To give an indication for the size of the blocks (which is chosen equal to the rank of the blocks) and the distance to the diagonal, the number of singular values greater than Figure 9 , for different values of k = 4, 16, 64 and N = 256, 1024. The values related to the point where the rank of the submatrices for a given accuracy increases dramatically, are a good indication for the distance between the rank structure and the diagonal and the size of the structure blocks. For small k, Figure 9 shows that the structure can be taken close to the diagonal and the size of the blocks has to increase as N increases. For larger k, the structure has to be further away from the diagonal and the size of the blocks also has to increase. Looking (in one figure) at the different accuracies, it follows that a higher accuracy needs a rank structure further away from the diagonal and a higher block size. In section 4, the following restriction on the rank structure was assumed. The distance between the rank structure and the diagonal has to be a multiple of the size of the blocks: ∈ N. These restrictions are taken into account in the numerical experiments, where the values of Table 1 for the rank structure are used. Also the condition number and the norm of the different matrices are shown in this table.
Results
The numerical results of this subsection are obtained by considering all the elements of the matrix A. This is done such that an estimate of the relative errors q −q / q and Aq − f / q can be derived. Otherwise nothing can be said about the correctness of the proposed method. Values for the numerical experiments are N = 256, 1024 and k = 4, 16, 64. The method is tested ten times for each problem, and the average results are shown in Table 2 for an accuracy of τ = 10 −6 and in Table 3 for an accuracy of τ = 10 −10 . The results are discussed column by column. The first two columns of Tables 2 and 3 18 solution:
Looking at the results together with the condition number it shows that all the test problems satisfy this condition for both the accuracies. The third column of Tables 2 and 3 discusses the percentage of the computed elements of the rank structure in the lower part of the matrix, i.e. the elements computed in the approximation of the rank structure in the lower part of the matrix. The fourth column of Tables 2 and 3 discusses the percentage of the computed elements, i.e. the elements computed in the approximation of the rank structure and the elements outside the rank structure necessary to solve the linear system. For the matrices of size N = 256, the column shows that more than 50% is computed and this percentage rises as the wavenumber increases because the rank structure is in this case further away from the diagonal. For the matrices with size N = 1024 and k = 4, 16 around 30% of the matrix elements are computed. These matrices have the same rank structure which lies close to the diagonal. But for k = 16 the rank of the blocks is bigger, therefor more elements have to be computed. The last column of Tables 2 and 3 discusses the total average rank, i.e. the sum of the ranks of all the structure blocks, of the nested structure. If k is fixed and N increases, the rank of the structure blocks increases. If N is fixed, and k increases the rank of the structure blocks increases. When the number of basisfunctions in one wavelength is kept constant, this is the case when N k = 64, 16 then also the rank increases. When comparing the two last columns of Tables 2 and 3 , it shows that for a higher accuracy a higher rank is needed.
Conclusion
The main goal of this paper was to design an efficient algorithm to solve a linear system coming from an oscillatory integral equation without having to compute all the entries of the matrix A. The method proposed is based on adaptive cross approximation which is adapted such that for a given accuracy τ and one percent test points it derives a low-rank approximation of M with accuracy τ . This approximation is used to construct a unitary-weight representation. Exploiting this representation, the corresponding linear system can then be solved efficiently by a QR-based method designed by Delvaux and Van Barel [2] . From the numerical results it can be concluded that an accurate solution is obtained and that the total amount of computed elements is related to the chosen rank structure which is determined by the wave number k and the amount of basis functions N . For small k, the proposed method is efficient because only a small part of the elements have to be computed. For higher values of k, the proposed method becomes less efficient. 
