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Abstract
Let M be a smooth, compact, orientable, weakly pseudoconvex manifold of dimension 3,
embedded in CN (N2), of codimension one or more, and endowed with the induced CR
structure. Assuming that the tangential Cauchy-Riemann operator ¯b has closed range in L2(M)
in order to rule out the Rossi example, we push regularity up to show ¯b has closed range in
Hs(M) for all s > 0. We then use the Szegö projection to show there is a smooth solution for
the ¯b problem given smooth data. The results are obtained via microlocalization by piecing
together estimates for functions and (0,1) forms that hold on different microlocal regions.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The starting point of this work is the second author’s thesis [N] accomplished under
the direction of the ﬁrst author. In [N] the main result is that on a smooth, compact,
orientable, and weakly pseudo-convex CR manifold of real dimension 5 or higher,
embedded in CN and of codimension one or higher, the tangential CR operator ¯b has
closed range in L2 and every Sobolev space Hs with s > 0. This is proven using
microlocalization with a specially constructed variant of a strongly plurisubharmonic
function as weight, this function being the way in which the embeddeding of the
manifold is exploited. Such a microlocalization, however, does not hold for a CR
manifold of real dimension 3, whose Levi form is merely a function, because some
positive semi-deﬁnite quadratic forms involving the Levi form that appear in the proof
are identically zero in this case. The aim of this paper is to extend the results of [N]
to the case of a CR manifold of dimension 3.
We will employ the same setup as in [N], which is described in detail in Sec-
tion 2. We will use the same type of microlocalization, namely the division of the
cotangent space into two truncated cones, a positive and a negative one, plus a region
called the zero portion that overlaps somewhat these two and on which one obtains
the best possible estimates, elliptic ones. On the positive cone, the estimates for (0, 1)
forms are the same as the ones in [N], but as explained above, one cannot expect
any such estimates to hold on the negative cone. There, one can only prove esti-
mates for functions. On the zero region, good estimates hold for both functions and
(0, 1) forms. Putting all these estimates together, we are able to prove the following
theorem:
Theorem 1.1. Let M be a smooth, compact, orientable, and weakly pseudo-convex
manifold of real dimension 3 embedded in a complex space CN and endowed with
the induced CR structure. If the range of ¯b is closed in L2(M), then the range of
¯b is also closed in Hs(M) for each s > 0. Moreover, for every ¯b-closed (0, 1)
form  ∈ C∞, such that  ⊥ N (¯∗b), there exists some function u ∈ C∞, such that
¯b u = .
Compared to the main result in [N], this theorem contains the extra hypothesis that
the range of the tangential CR operator ¯b is closed in L2(M). We do not believe
this hypothesis to be necessary; on the contrary, we conjecture that the embeddabil-
ity assumption combined with weak pseudo-convexity should sufﬁce for the range for
¯b to be closed in L2(M). None of the current methods, however, is strong enough
to allow us to prove this conjecture. Until such a method is developed, we shall
justify somewhat this additional hypothesis by pointing out that Dan Burns proved
in [B] that the range of ¯b fails to be closed in L2 on the well-known Rossi ex-
ample of a non-embeddable CR structure on the three-dimensional sphere discussed
in [R].
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2. Deﬁnitions and notation
Deﬁnition 2.1. Let M be a smooth manifold of real dimension 3 embedded in a
complex space CN. An induced CR structure on M is a complex line bundle of
the complexiﬁed tangent bundle CT (M) denoted by T 1,0(M) satisfying T 1,0(M) =
CT (M) ∩ T 1,0(CN). M endowed with such a CR structure is called a CR manifold.
Let Bq(M) be the bundle of (0, q) forms which consists of skew-symmetric multi-
linear maps of (T 0,1(M))q into C. B0(M) is then the set of functions on M. Since
M is endowed with the induced CR structure coming from CN , there exists a natural
restriction of the de Rham exterior derivative to Bq(M), which we will denote by ¯b.
Thus, ¯b : Bq(M) → Bq+1(M). Clearly, the target space contains non-zero elements
only for q = 0.
Next, it is only natural to choose as a metric the restriction on CT (M) of the usual
Hermitian inner product on CN , since this Riemannian metric is compatible with the
CR structure on M , namely the spaces T 1,0P (M) and T
0,1
P (M) are orthogonal under it
because 〈 zi ,

z¯j
〉 = 0 for all 1 i, jN . We then deﬁne a Hermitian inner product
on Bq(M) by
(,) =
∫
〈,〉z dV,
where dV denotes the volume element and 〈,〉z the inner product induced on Bq(M)
by the metric on CT (M) at each z ∈ M . Let ‖ · ‖ be the corresponding norm and
L
q
2(M) the Hilbert space obtained by completing B
q(M) under this norm. We will only
consider the L2 closure of ¯b, which we will once again denote it by ¯b. Its domain
is deﬁned as follows:
Deﬁnition 2.2. Dom(¯b) is the subset of Lq2(M) composed of all forms  for which
there exists a sequence of {} in Bq(M) satisfying:
(i)  = lim→∞  in L2, where  is smooth and
(ii) {¯b} is a Cauchy sequence in Lq+12 (M).
For all  ∈ Dom(¯b), let lim→∞ ¯b = ¯b which is thus well-deﬁned. We need
to deﬁne next ¯∗b, the L2 adjoint of ¯b. Again, we ﬁrst deﬁne its domain:
Deﬁnition 2.3. Dom(¯∗b) is the subset of L
q
2(M) composed of all forms  for which
there exists a constant C > 0, such that
|(, ¯b)|C‖‖
for all  ∈ Dom(¯b).
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For all  ∈ Dom(¯∗b), we let ¯∗b be the unique form in Lq2(M) satisfying
(¯∗b,) = (, ¯b)
for all  ∈ Dom(¯b).
The tangent space to M in the neighborhood U, T (U) is spanned by some (1, 0)
vector L, its conjugate L, and one more vector T taken to be purely imaginary, i.e.
T = −T . Since we only consider orientable CR manifolds, the Levi form can be
deﬁned globally. We let  be a purely imaginary global 1-form on M which annihilates
T 1,0(M) ⊕ T 0,1(M).  is not unique, so we normalize by choosing it in such a way
that 〈, T 〉 = −1. Note this implies  is nowhere vanishing.
Deﬁnition 2.4. The Levi form at a point z ∈ M is the Hermitian form given by
〈dz, L ∧ L〉, where L is a vector ﬁeld in T 1,0z (U), U a neighborhood of z in M. In
dimension 3, the Levi form has only one coefﬁcient, so we call M weakly pseudo-
convex if there exists a form , such that this coefﬁcient is non-negative at all z ∈
M and strongly pseudo-convex if there exists a form , such that it is positive at
all z ∈ M.
If L is the vector ﬁeld that spans T 1,0(U) for some neighborhoood U of M , let  be
the (1, 0) form dual to it. In this setup, ¯b is given by the following: if u is a smooth
function on U, then
¯b(u) = L(u).
If  = v is a (0, 1) form on U automatically ¯b  = 0. As for the L2 adjoint, ¯∗b,
¯∗b = L ∗(v) = −L(v),
where L ∗ is the L2 adjoint of L.
We will work with the same inner product on Lq2(M) as in [N], which will be
the sum of three inner products: the inner product without any weight deﬁned above,
which we will denote from now on by (·, ·)0; the inner product with weight e−t
(·, ·)t = (e−t ·, ·)0; and the inner product with weight et (·, ·)−t = (et·, ·)0. Notice
that each of these three inner products determines an L2 adjoint, so we denote by ¯∗,+b
the L2 adjoint on (·, ·)t , by ¯∗,−b the L2 adjoint on (·, ·)−t , and by ¯∗, 0b the L2 adjoint
on (·, ·)0, although since there is no weight function in this case, ¯∗, 0b equals precisely
¯∗b. Now let us compute ¯
∗,+
b and ¯
∗,−
b . Let u be a smooth function and  = v a
smooth (0, 1) form, then
(¯b u,)t = (¯b u, e−t)0 = (u, ¯∗b(e−t))0 = (u, e−t(¯∗b − t[¯∗b, ]))0
= (u, (¯∗b − t[¯∗b, ]))t .
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Therefore, ¯∗,+b  = (¯∗b − t[¯∗b, ]) = L
∗, t
(i ) = −L(v) + tL() v, where L ∗, t is
the L2 adjoint of L with respect to (·, ·)t . Similarly,
(¯b u,)−t = (¯b u, et)0 = (u, ¯∗b(et))0 = (u, et(¯∗b + t[¯∗b, ]))0
= (u, (¯∗b + t[¯∗b, ]))−t .
So then ¯∗,−b  = (¯∗b + t[¯∗b, ]) = L
∗,−t
(v) = −L(v) − tL() v, where L ∗,−t is
the L2 adjoint of L with respect to (·, ·)−t . Just as in [N],  is chosen to be CR
plurisubharmonic, which is deﬁned as follows:
Deﬁnition 2.5. Let M be a CR manifold. A C∞ real-valued function  deﬁned in
the neighborhood of M is called strongly CR plurisubharmonic if ∃ A0 > 0, such that
〈 12 (b¯b−¯bb)+A0 d, L∧L〉 is strictly positive ∀ L ∈ T 1,0(M), where 〈d, L∧L〉
is the invariant expression of the Levi form.  is called weakly CR plurisubharmonic
if 〈 12 (b¯b− ¯bb) + A0 d, L ∧ L〉 is just non-negative.
Remark. Note that the previous deﬁnition is trivially satisﬁed for any  if M is strongly
pseudo-convex. This reﬂects the fact that in such a case the microlocal argument can
be carried out in absence of a weight function.
The following properties of CR plurisubharmonic functions stated here for
3-dimensional CR manifolds were proven for (2n − 1)-dimensional CR manifolds in
[N] and are relevant for the upcoming argument:
Proposition 2.6. Let M be a compact, smooth, orientable, weakly pseudo-convex CR
manifold of real dimension 3 embedded in a complex space CN and endowed with an
induced CR structure.
(i) Around each point P ∈ M , there exists a small enough neighborhood U and a local
orthonormal basis L,L′, L, L′ of the 2-dimensional complex bundle containing
TM when restricted to U, satisfying [L,L]∣∣
P
= c T , where T = L′ − L′ and c
is the coefﬁcient of the Levi form in the local basis L,L, T of TM .
(ii) If  deﬁned on M is strongly CR plurisubharmonic, then ∃ A0 > 0, such that
1
2 (LL() + LL()) + A0 c is positive in a neighborhood U ′ around P which is
smaller than U. A0 is of course independent of P or U, and the size of U ′ depends
on it. If  is weakly CR plurisubharmonic, then 12 (LL()+LL())+A0 c is just
non-negative.
(iii) If  is strongly plurisubharmonic on CN , then  is also strongly CR plurisubhar-
monic on M.
(iv) Let
L
∗,±t = −L ± tL().
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For each small positive number 	G, there exists a covering {V
}
, a local basis
L,L, T of T V
 for each 
, and C∞ functions a, b, g, and e so that the bracket
[L,L] has the following form:
[L,L] = cT + aL + bL ∗,±t ± t e, (2.1)
where |e| is bounded independently of t , namely
|e|	G.
Just as in [N], we will use microlocalization to prove the main estimates, so the
following deﬁnitions are necessary:
Deﬁnition 2.7. Let P be a pseudo-differential operator of order zero, then another
pseudo-differential operator of order zero, P˜ is said to dominate P, if the symbol of
P˜ is identically equal to 1 on a neighborhood of the support of the symbol of P and
the support of the symbol of P˜ is slightly larger than the support of the symbol of P.
In particular, the previous deﬁnition also applies to cutoff functions, all of which are
pseudo-differential operators of order zero.
Deﬁnition 2.8. Let P(t) be a family of pseudo-differential operators depending upon
a parameter t. Such a family is called zero order t dependent if it can be written as
P1 + t P2, where P1 and P2 are pseudo-differential operators independent of t and P2
has order zero.
Deﬁnition 2.9. Let P(t) be a family of pseudo-differential operators depending upon
a parameter t, such that P(t) has order zero. Such a family P(t) is called inverse zero
order t dependent if its symbol (P ) satisﬁes D(P ) = Dp(x, ) = 1t || q(x, ) for||0, where q(x, ) is bounded independently of t.
Notice that the two adjoint operators ¯∗,+b and ¯∗,−b are zero order t dependent,
according to the deﬁnition given above.
The microlocalization consists in dividing the Fourier transform space into three con-
veniently chosen regions, two truncated cones C+ and C− and another region C0, with
some overlap. Let the coordinates on the Fourier transform space be  = (1, 2, 3).
Write ′ = (1, 2), so then  = (′, 3). The work is done in coordinate patches
on M , each of which has deﬁned on it local coordinates, such that ′ is dual to
the holomorphic part of the tangent bundle T 1,0(M) ⊕ T 0,1(M) and 3 is dual to
the totally real part of the tangent bundle of M spanned by the “bad direction,” T .
Duality in this context merely means that the pairing between the speciﬁed cotan-
gent and tangent sub-bundles is non-degenerate at each point of the coordinate patch.
Deﬁne C+ = { | 3 12 |′| and || 1}. Then C− = { | −  ∈ C+}, and ﬁnally
C0 = { | − 34 |′|3 34 |′|} ∪ { | ||1}. Notice that by deﬁnition, C+ and C0
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overlap on two smaller cones and part of the sphere of radius 1 and similarly C− and
C0, whereas C+ and C− do not intersect.
Let us now deﬁne three functions on {|′|2 +|3|2 = 1}, which is the unit sphere in
 space. +, −, and 0 are smooth, take values in [0, 1], and satisfy the condition
of symbols of pseudo-differential operators of order zero. Moreover, + is supported
in { | 3 12 |′|} and + ≡ 1 on the subset { | 3 34 |′|}. Then let −(x, ) =
+(x,−) which means that − is supported in { | 3 − 12 |′|} and − ≡ 1 on
the subset { | 3 − 34 |′|}. Finally, let 0() satisfy (0())2 = 1 − (+())2 −
(−())2 which means that 0 is supported in C0 and 0 ≡ 1 on the subset { | −
1
2 |′|3 12 |′|}. Next extend +, −, and 0 homogeneously by setting +() =
+( || ), for  in C+ outside of the unit sphere. Similarly, let −() = −( || ), for 
in C− outside of the unit sphere and 0() = 0( || ), for  in C0 outside of the unit
sphere. Extend +, −, and 0 inside the unit sphere in some smooth way so that
(+)2 + (−)2 + (0)2 = 1 still holds. Now we have the functions +, −, and 0
deﬁned everywhere on  space. We then deﬁne +t () = +( tA ), 0t () = 0( tA ),
and −t () = −( tA ) for some positive constant A to be chosen later. Let +t , 0t ,
and −t be pseudo-differential operators of order zero with symbols +t , −t , and 0t ,
respectively. By construction, the following is true:
(+t )∗+t + (0t )∗0t + (−t )∗−t = Id,
modulo a smoothing operator. The global norm is deﬁned using a very special covering
of M , {U}, satisfying a number of technical conditions proven in [N] and summarized
in the next lemma:
Lemma 2.10. Let M be a compact, smooth, orientable, weakly pseudo-convex CR man-
ifold of real dimension 3 embedded in a complex space CN and endowed with an
induced CR structure. Let +t, , 0t, , and −t,  be the pseudo-differential operators
of order zero deﬁned on U for each  and C+ , C0 , and C+ be the three regions of
the  space dual to U on which the symbol of each of those three pseudo-differential
operators is supported. Moreover, deﬁne ˜+t,  and ˜−t,  so that they dominate +t, 
and −t, , respectively, and are also inverse zero order t dependent. We denote by C˜+
and C˜− the supports of the symbols of ˜+t,  and ˜−t, , respectively.
(i) If {V
}
 is the covering of M given by part (iv) of Proposition 2.6, then {U}
is such that for each , ∃ 
() with the property that U and all U satisfying
U ∩ U = ∅ are contained in the neighborhood V
() of {V
}
.
(ii) Let U and U
 be two neighborhoods such that U ∩ U
 = ∅. There exists a
diffeomorphism ϑ between U and U
 with Jacobian Jϑ satisfying tJϑ(C+
 )∩C− =
∅ and C+ ∩ tJϑ(C−
 ) = ∅, where tJϑ is the inverse of the transpose of the Jacobian
of ϑ.
(iii) Let ϑ+t,
 , ϑ−t,
 , and ϑ0t,
 be the transfers of +t,
, −t,
, and 0t,
, respec-
tively, via ϑ, then on { | 2n−1  45 |′| and ||(1 + 	)tA}, the principal symbol
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of ϑ+t,
 is identically equal to 1, on { | 2n−1  − 45 |′| and ||(1 + 	) tA},
the principal symbol of ϑ−t,
 is identically equal to 1, and on
{ | − 1
3
|′|  2n−1  13 |
′|
and ||(1+	) tA}, the principal symbol of ϑ0t,
 is identically equal to 1, where
	 > 0 and can be very small.
(iv) tJϑ(C˜+
 ) ∩ C− = ∅ and C+ ∩ tJϑ(C˜−
 ) = ∅.
(v) Let ϑ˜+t,
, ϑ˜
−
t,
 be the transfers via ϑ of ˜+t,
 and ˜−t,
, respectively. Then
the principal symbol of ϑ˜+t,
 is identically 1 on C+ and the principal symbol of
ϑ˜
−
t,
 is identically 1 on C− .
(vi) C˜+
 ∩ C˜−
 = ∅.
Henceforth, the left superscript ϑ indicating the transfer of a pseudo-differential op-
erator into another local coordinate system will be suppressed to simplify our notation.
Let now {} be a partition of unity subordinate to the covering {U} satisfying∑
 
2 = 1, and for each  let ˜ be a cutoff function that dominates , such that
supp (˜) ⊂ U. Then we deﬁne the global norm as follows:
〈||〉2t =
∑

(‖˜+t, v‖2t + ‖˜0t, v‖20 + ‖˜−t, v‖2−t )
where  = v is a (0, 1) form in L12(M) and v is the coefﬁcient of the form
expressed in the local coordinates on U. We deﬁne the norm exactly the same way
for functions. The following two facts are proven in [N]:
Lemma 2.11. Let M be a compact, smooth, orientable, weakly pseudo-convex CR man-
ifold of real dimension 3 embedded in a complex space CN and endowed with an
induced CR structure.
(i) For any t, there exist two positive constants depending on t, Ct and C′t , such that
Ct‖‖20〈||〉2t C′t‖‖20,
where  is a form in L12(M);
(ii) There exists a self-adjoint operator Gt , such that
(,)0 = 〈|,Gt |〉t
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for any two forms  and  in L12(M). Gt is the inverse of the operator Ft given
by
∑

((
+
t, )
∗˜e−t˜+t,  + (0t, )∗˜
2

0
t, 
+(−t, )∗˜et˜−t, ).
Finally, here is the deﬁnition of the Sobolev norm for forms in this context. Clearly,
we make the same deﬁnition for functions.
Deﬁnition 2.12. Let the Sobolev norm of order s for a form  = v supported on
M be given by
‖‖2s =
∑

‖˜ s  v‖20,
where as usual  is deﬁned to be the pseudo-differential operator with symbol (1 +
||2) 12 . Then
Hs = { ∈ B1(M) ∣∣ ‖‖s < +∞}.
A few more deﬁnitions are needed to lay out the terminology used in the statement
of Theorem 1.1.
Deﬁnition 2.13. An operator P has closed range if ∀  ∈ R(P ), where R(P ) is the
closure of the range of P ,  ∈ R(P ).
In particular, for ¯b to have closed range in L2(M) means that if we denote by L12(M)
the set of (0, 1) forms in L2 of M , the set of closed, (0, 1) forms in L2 decomposes
as follows:
L12(M) ∩ N (¯b) = R(¯b) ⊕ Ht ,
where for each t the corresponding harmonic space is
Ht = { ∈ Dom(¯b) ∩ Dom(¯∗b)
∣∣ ¯b  = 0 and ¯∗b,t  = 0}.
In other words, given some ¯b-closed (0, 1) form  that is in L2 of M and such that
 ⊥ Ht , where orthogonality is deﬁned with respect to the 〈| · |〉t norm, there exists
some function ut in L2 of M, such that
¯but = .
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Note that we index the function by t since the norm depends on t , hence such a
function exists for each t , and functions corresponding to different values of t are not
necessarily equal.
The closed range property is equivalent to three other properties because ¯b is a
linear, closed, densely deﬁned operator on a Hilbert space. See for example [H]:
Theorem 2.14. The following four conditions are equivalent:
(i) R(¯b) is closed in Hs .
(ii) There exists a t-dependent constant Ct , such that
〈|sut |〉tCt 〈|s |〉t , (2.2)
where ut ∈ Dom(¯b) ∩ R(¯∗b,t ) ⊂ Dom(¯b) ∩ ⊥N (¯b) and ¯b ut = .
(iii) R(¯∗b,t ) is closed in Hs .
(iv) There exists a t-dependent constant Ct , such that
〈|st |〉tCt 〈|sut |〉t , (2.3)
where t ∈ Dom(¯∗b,t ) ∩ R(¯b) ⊂ Dom(¯∗b,t ) ∩ ⊥N (¯∗b,t ) and ¯∗b,t t = ut .
The best constants in (2.2) and (2.3) are the same.
In particular, it follows that the ¯∗b,t problem can be solved, i.e. for every function
ut ⊥ Ht , there exists a (0, 1) form t in L2, t ⊥ N (¯∗b,t ), such that
¯∗b,t t = ut .
On ⊥Ht we deﬁne the Kohn Laplacian
b,t = ¯b ¯∗b,t + ¯∗b,t ¯b.
b,t is self-adjoint, and on (0, 1) forms on a manifold M of dimension 3, b,t =
¯b ¯∗b,t . Moreover, by the considerations above, for every (0, 1) form  ⊥ Ht , there
exists a (0, 1) form t ⊥ Ht such that
b,t t = .
Let Nt be the solution operator which takes  to t . Deﬁne Nt to be identically zero
on Ht . 2.2 and 2.3 together imply that
〈|t |〉t = 〈|Nt  |〉tC′t 〈|  |〉t
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for some t-dependent constant C′t , i.e. the solution operator Nt is bounded on L2.
Furthermore, notice that ut = ¯∗b,t Nt  solves the ¯b problem
¯b ut = .
Let us now relate ⊥N (¯∗b,t ) to ⊥N (¯∗b) in order to simplify the hypotheses of our
main result, Theorems 1.1.
Lemma 2.15. Let ⊥ denote perpendicularity with respect to the unweighted norm ‖ · ‖0,
and let ⊥t denote perpendicularity with respect to the weighted norm 〈| · |〉t .  ⊥ N (¯∗b)
implies  ⊥t N (¯∗b,t ) for each t and each form or function .
Proof. For any  ∈ N (¯∗b,t ),
〈|,|〉t = ‖, Ft ‖0.
Showing that Ft  ∈ N (¯∗b) would conclude the proof of the lemma. By Eq. (4.7) of
[N], ¯∗b,t and ¯∗b are related via the operators Ft and Gt from Lemma 2.11 as follows:
¯∗b,t = ¯∗b + Gt [¯∗b, Ft ].
This means
¯∗b,t  = 0 = ¯∗b + Gt ¯∗b Ft − ¯∗b ,
i.e. ¯∗b Ft  = 0 a.e. because the operators Ft and Gt give the correspondence between
two equivalent norms, ‖ · ‖0 and 〈| · |〉t , so their kernels consist only of those functions
and forms that are zero almost everywhere. 
Deﬁnition 2.16. Let H(M) = {f ∈ Dom(¯b)
∣∣ ¯bf = 0}. Then the weighted Szegö
projection Sb,t is the operator that projects L2(M) to H(M) in the 〈| · |〉t norm.
Just as in [K4], the weighted Szegö projection can be expressed as follows:
Lemma 2.17. Let M be a compact, orientable, weakly pseudo-convex CR manifold of
dimension 3 embedded in a complex space CN and endowed with the induced CR
structure. If the range of ¯b is closed in L2(M), then
Sb,t = Id − ¯∗b,t Nt ¯b,
where Id is the identity operator.
262 J.J. Kohn, A.C. Nicoara / Journal of Functional Analysis 230 (2006) 251–272
Proof. We consider the two complementary cases, f ∈ H(M) and f ⊥ H(M), and
prove this expression for each. First, if f ∈ H(M), then (Id − ¯∗b,t Nt ¯b) f = f as
expected. If f ⊥ H(M), then ¯∗b,t Nt ¯b f = f since the ranges of ¯b and ¯∗b,t are
closed. Thus, Sb,t f = 0. 
We want to investigate the regularity of the operator Sb,t .
3. Regularity of the weighted Szegö projection
We start by recalling two results from [N], which we state in the notation appropriate
for dimension 3. These results are both local, namely we restrict the discussion to a
small neighborhood U in which all the necessary properties hold, namely part (iv) of
Proposition 2.6. Let  be a cutoff function with support in U and ˜ a cutoff function
which dominates it, whose support is contained in a slightly larger open set U ′. U ′ is
small enough to allow the existence of the three pseudo-differential operators of order
zero +t , 0t , and −t supported in C+, C0, and C−, respectively, as detailed in the
previous section. Moreover, let ˜+t , ˜0t , and ˜−t be pseudo-differential operators of
order zero whose symbols dominate those of +t , 0t , and −t and are supported in
C˜+, C˜0, and C˜−, respectively, which are slightly larger than C+, C0, and C−. We shall
work with the energy form
Qb,t (,) = 〈|¯b|〉2t + 〈|¯∗b,t |〉
2
t
and its equivalents for the t norm and the −t norm,
Qlb,+,t (,) = ‖¯b‖
2
t + ‖¯∗,+b ‖
2
t
and
Qlb,−,t (,) = ‖¯b‖
2
−t + ‖¯∗,−b ‖
2
−t .
Lemma 3.1. Let  ∈ Dom(¯b) ∩ Dom(¯∗b) be a (0, 1) form supported in U ′, a neigh-
borhood of a compact, 3-dimensional, weakly pseudo-convex CR-manifold M. Let there
exist a basis L,L, T of T (U), such that [L,L] = c T + aL+ bL ∗, t + t e, where a, b,
and e are C∞ functions independent of t and c is the coefﬁcient of the Levi form. Let
M be also endowed with a strongly CR plurisubharmonic function . Then there exists
a constant C independent of t , a t-dependent constant Ct and a positive number T0,
such that for any tT0
Qlb,+,t (˜
+
t , ˜
+
t ) + Ct ‖˜˜0t ‖20C t ‖˜+t ‖2t .
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Lemma 3.2. Let u be a function supported in U ′, such that up to a smooth term its
Fourier transform uˆ is supported in C−, and let g be a non-negative function, then the
following holds:
{(g(−T )u, u)−t } t A (g u, u)−t + O(‖u‖2−t ) + Ot(‖˜˜0t u‖20).
The crucial difference between the 3-dimensional CR manifold case and the case of
manifolds of dimension 5 and above is in the handling of the microlocalization on C−,
so we shall now obtain an estimate for Qlb,−,t ( · , · ) for functions:
Lemma 3.3. Let u ∈ Dom(¯b) ∩ Dom(¯∗b) be a function supported in U ′, a neighbor-
hood of a compact, 3-dimensional, weakly pseudo-convex CR-manifold M. Let there
exist a basis L,L, T of T (U), such that [L,L] = c T + aL+ bL ∗,−t − t e, where a, b,
and e are C∞ functions independent of t and c is the coefﬁcient of the Levi form. Let
M be also endowed with a strongly CR plurisubharmonic function . Then there exists
a constant C′ independent of t , a t-dependent constant C′t and a positive number T ′0,
such that for any tT ′0
Qlb,−,t (˜
−
t u, ˜
−
t u) + C′t ‖˜˜0t u‖20C′ t ‖˜−t u‖2−t .
Proof. Deﬁne the pseudo-differential operators +t , 0t , and −t using a constant
AA0, where A0 is the CR plurisubharmonicity constant of .
Q lb,−,t (u, u) = ‖¯b u‖2−t = (Lu,Lu)−t = (L ∗,−tLu, u)−t
= ‖L ∗,−t u‖2−t + ([L ∗,−t , L]u, u)−t
= ‖L ∗,−t u‖2−t + ([−L − t L(), L]u, u)−t
 (1 − 	) ‖L ∗,−t u‖2−t − {(c T u, u)−t }
+O(‖u‖2−t ) + t {(LL()u, u)−t } + t {(e u, u)−t }
for some 1  	 > 0. Now, replace u by ˜−t u in the previous expression, which has
the property that its Fourier transform is supported in C− up to a smooth error term.
It is now possible to apply the previous lemma to −{(c T u, u)−t } to conclude that
Qlb,−,t (˜
−
t u, ˜
−
t u)  (1 − 	) ‖L ∗,−t ˜−t u‖2−t + t A0(c ˜−t u, ˜−t u)−t
+O(‖˜−t u‖2−t ) + Ot(‖˜˜0t u‖2−t )
+t {(LL()˜−t u, ˜−t u)−t }
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+t {(e ˜−t u, ˜−t u)−t }.
Since the inner product is Hermitian, it is easily seen that
{(LL()˜−t u, ˜−t u)−t } = {( 12 (LL() + LL())˜−t u, ˜−t u)−t }.
Using this, the fact that  is CR plurisubharmonic, and that |e| < 	G  1, we obtain
that
Qlb,−,t (˜
−
t u, ˜
−
t u) + O(‖˜−t u‖2−t ) + Ot(‖˜˜0t u‖2−t ) t (C − 	G) ‖˜−t u‖2−t
for some constant C1. Take T ′0 to be the smallest value of t for which O(‖˜−t u‖2−t )
can be absorbed on the right-hand side. The conclusion of the lemma then follows. 
We recall here one more result from [N], which will be instrumental for the estimates
on the elliptic part C0 in the microlocalization.
Lemma 3.4. Let  be a function or a (0, 1) form supported in U for some  such
that up to a smooth term, ˆ is supported in C˜0 . There exist positive constants C′ > 1
and ′ independent of t for which
C′Qb,t (,Gt) + ′‖‖20‖‖21.
Now we are ready to tackle the global case, namely to prove Theorem 1.1.
Proof of Theorem 1.1. For any f ∈ Hs , let ¯b f = . As we have shown in the
previous section, ∃ ut ∈ Dom(¯b) ∩ ⊥N (¯b), such that
¯b ut =  = ¯b f.
It follows that Sb,t f = f − ut . The proof of the theorem proceeds in two steps as
follows:
(1) For each s > 0, we show that there exists some t-dependent constant Ct such that
‖ut‖sCt ‖f ‖s+1.
(2) Using the estimate in Step 1, we construct the smooth solution for ¯b.
Remark. We believe that ‖ut‖sCt ‖f ‖s should hold, in other words, that the
weighted Szegö projection maps Hs to Hs , but this exact regularity statement can-
not be obtained from the proof given here.
Step 1: It is sufﬁcient to prove that there exists a positive Ct , such that 〈|s ut |〉t
Ct 〈|s  |〉t . This estimate is trivially true for s = 0, and by induction we assume
〈|s−1 ut |〉tCt 〈|s−1  |〉t .
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Since
∑

 
2

 = 1 and (+t,
)∗+t,
 + (0t,
)∗0t,
 + (−t,
)∗−t,
 = Id,
〈|s ut |〉2t = 〈|sut ,sut |〉t =
∑


〈|s 
 (+t,
)∗+t,
 
 ut ,sut |〉t
+
∑


〈|s 
 (0t,
)∗0t,
 
 ut ,sut |〉t
+
∑


〈|s 
 (−t,
)∗−t,
 
 ut ,sut |〉t .
Set
∑

 〈|s 
 (+t,
)∗+t,
 
 u
t ,sut |〉t = I ,
∑

 〈|s 
 (0t,
)∗0t,
 
 u
t ,sut |〉t
= II , and ∑
 〈|s 
 (−t,
)∗−t,
 
 u
t ,sut |〉t = III . We will consider each of these
terms separately, and then we will put together the results.
From the previous section we know that there exists a (0, 1) form t ⊥ N (¯∗b,t ),
such that ¯∗b,t t = ut . We want to manipulate the term I in such a way that we expose
t and apply Lemma 3.1 to it.
I =
∑


〈|s 
 (+t,
)∗+t,
 
 ¯∗b,t 
t ,sut |〉t
=
∑


〈| [s 
 (+t,
)∗+t,
 
, ¯∗b,t ]
t ,sut |〉t
+
∑


〈|s 
 (+t,
)∗+t,
 
 
t , [¯b,s] ut |〉t
+
∑


〈|s 
 (+t,
)∗+t,
 
 
t ,s |〉t
 	 〈|s ut |〉2t + C 〈|s|〉2t +
1
	
∑


〈| [s 
 (+t,
)∗+t,
 
, ¯∗b,t ]
t |〉
2
t
+1
	
∑


〈|s 
 (+t,
)∗+t,
 
 
t |〉2t
 	 〈|s ut |〉2t + C 〈|s|〉2t + C
∑


〈|s 
 (+t,
)∗+t,
 
 
t |〉2t
+Ct
∑


〈|s−1 
 (+t,
)∗+t,
 
 
t |〉2t
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for some 1  	 > 0, a constant C independent of t , and a t-dependent constant Ct .
Set
∑

 〈|s 
 (+t,
)∗+t,
 
 
t |〉2t = IV . By the deﬁnition of the norm,
IV =
∑
,

‖˜+t,   s 
 (+t,
)∗+t,
 
 
t ‖2t
+
∑
,

‖˜0t,   s 
 (+t,
)∗+t,
 
 
t ‖20
+smooth errors

∑
,

‖˜+t,   s 
 (+t,
)∗+t,
 
 
t ‖2t
+C
∑

‖˜ ˜0t,   s t ‖20 + O(‖t‖20).
By Lemma 3.1,
t
∑
,

‖˜+t,   s 
 (+t,
)∗+t,
 
 
t ‖2t
Ct
∑

‖˜ ˜0t,   s t ‖20
+C
∑
,

Qlb,+,t (˜
+
t,  
s 
(
+
t,
)
∗+t,
 
 


t ,
˜
+
t,  
s 
(
+
t,
)
∗+t,
 
 


t )
for all tT0. Q lb,+,t ( · , · ) is not particularly easy to handle because ¯∗,+b and ¯∗b,t do
not compare well, so we convert Qlb,+,t ( · , · ) to Qb,t ( · , · ) using Eq. (4.2) from [N]
which says that for each (0, 1) form , there exist constants C,Ct > 0, such that∑

Qlb,+,t (˜
+
t,  
, ˜
+
t,  
) +
∑

Qlb, 0,t (˜
0
t,  
, ˜
0
t,  
)
+
∑

Qlb,−,t (˜
−
t,  
, ˜
−
t,  
)
CQb,t (, ) + Ct
∑

‖˜ ˜0t,  ‖20 + O(〈||〉2t ) + Ot(‖‖2−1).
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This means
t
∑
,

‖˜+t,   s 
 (+t,
)∗+t,
 
 
t ‖2tCt
∑

‖˜ ˜0t,   s t ‖20
+C
∑
,

‖˜+t,   s 
 (+t,
)∗+t,
 
 
t ‖2t
+Ct
∑
,

‖˜+t,   s−1 
 (+t,
)∗+t,
 
 
t ‖2t
+C
∑
,

Qb,t (˜
+
t,   
s 
(
+
t,
)
∗+t,
 
 


t ,
˜
+
t,   
s 
(
+
t,
)
∗+t,
 
 


t ).
We increase T0 in order to absorb C
∑
,
 ‖˜+t,   s 
 (+t,
)∗+t,
 
 
t ‖2t on the
left-hand side and conclude that for all t larger than this new T0
t
∑
,

‖˜+t,   s 
 (+t,
)∗+t,
 
 
t ‖2t
C
∑
,

〈|¯∗b,t ˜+t,   s 
 (+t,
)∗+t,
 
 
t |〉
2
t
+Ct
∑

‖˜ ˜0t,   s t ‖20
+Ct
∑
,

‖˜+t,   s−1 
 (+t,
)∗+t,
 
 
t ‖2t .
Next, we commute ¯∗b,t inside so that it hits  and gives ut
t
∑
,

‖˜+t,   s 
 (+t,
)∗+t,
 
 
t ‖2t
C
∑
,

〈| ˜+t,   s 
 (+t,
)∗+t,
 
 u
t |〉
2
t
+C
∑
,

〈|[ ¯∗b,t , ˜+t,   s 
 (+t,
)∗+t,
 
 ]
t |〉
2
t
+Ct
∑

‖˜ ˜0t,   s t ‖20
+Ct
∑
,

‖˜+t,   s−1 
 (+t,
)∗+t,
 
 
t ‖2t .
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Since the ﬁrst-order terms of ¯∗b,t are independent of t , we unwind the bracket and
absorb its C+ top order terms on the left-hand side by increasing the threshold value
of t to some appropriate T ′0, while absorbing the rest of the errors in the error terms
already present in the expression:
t
∑
,

‖˜+t,   s 
 (+t,
)∗+t,
 
 
t ‖2t
C 〈|s ut |〉2t + Ct
∑

‖˜ ˜0t,   s t ‖20
+Ct
∑
,

‖˜+t,   s−1 
 (+t,
)∗+t,
 
 
t ‖2t
for all tT ′0. For t large,
C
t
is very small. Altogether, this implies there exist some
1  	′ > 0 and some T ′′0T ′0; such that for all tT ′′0,
I  	′ 〈|s ut |〉2t +
1
	′
〈|s|〉2t + Ct
∑


〈|s−1 
 (+t,
)∗+t,
 
 
t |〉2t + O(‖t‖20)
+Ct
∑

‖˜ ˜0t,   s t ‖20.
We now look at II
II =
∑


〈|s 
 (0t,
)∗0t,
 
 u
t ,sut |〉t
 	 〈|s ut |〉2t +
1
	
∑


〈|s 
 (0t,
)∗0t,
 
 u
t |〉2t
 	〈|s ut |〉2t + Ct
∑


‖˜ ˜0t,   s ut ‖20
for some 0 < 	  1. By Lemma 3.4,
∑


‖˜ ˜0t,   s ut ‖20  CQb,t (s−1 ut ,Gt s−1 ut )
+C
∑


‖˜ ˜0t,   s−1 ut ‖20.
J.J. Kohn, A.C. Nicoara / Journal of Functional Analysis 230 (2006) 251–272 269
Since ¯b ut = , and Gt depends on t , but it is of order zero,
Qb,t (
s−1 ut ,Gt s−1 ut ) = 〈|¯b s−1 ut , ¯b Gt s−1 ut |〉t
= 〈|s−1 ,Gt s−1 |〉t
+〈|s−1 , [ ¯b,Gt s−1 ] ut |〉t
+〈|[ ¯b,s−1 ] ut ,Gt s−1 |〉t
+〈|[ ¯b,s−1 ] ut , [ ¯b,Gt s−1 ] ut |〉t
 Ct 〈|s−1 |〉2t + Ct 〈|s−1 ut |〉2t .
Altogether,
II	 〈|s ut |〉2t + Ct 〈|s−1 ut |〉2t + Ct 〈|s−1 |〉2t .
Finally, let us analyze III
III =
∑


〈|s 
 (−t,
)∗−t,
 
 u
t ,sut |〉t	 〈|sut |〉
2
t
+1
	
∑


〈|s 
 (−t,
)∗−t,
 
 u
t |〉2t
for some 0 < 	  1. Set ∑
 〈|s 
 (−t,
)∗−t,
 
 u
t |〉2t = V. By the deﬁnition of
the norm,
V =
∑
,

‖˜−t,   s 
 (−t,
)∗−t,
 
 u
t ‖2t
+
∑
,

‖˜0t,   s 
 (−t,
)∗−t,
 
 u
t ‖20
+ smooth errors

∑
,

‖˜−t,   s 
 (−t,
)∗−t,
 
 u
t ‖2t
+C
∑

‖˜ ˜0t,   s ut ‖20 + O(‖ut‖20).
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By Lemma 3.3, for any tT0
t
∑
,

‖˜−t,   s 
 (−t,
)∗−t,
 
 u
t ‖2−t
Ct
∑

‖˜ ˜0t,   s ut ‖20
+C
∑
,

Qlb,−,t (˜
−
t,  
s 
 (
−
t,
)
∗−t,
 
 u


t ,
˜
−
t,  
s 
 (
−
t,
)
∗−t,
 
 u


t )
Ct
∑

‖˜ ˜0t,   s ut ‖20
+C
∑
,

‖˜−t,   s 
(−t,
)∗−t,
 
 
‖2−t
+C
∑
,
,
‖2 [ ¯b, ˜−t,   s 
 (−t,
)∗−t,
 
 ] u
t ‖2−t
Ct
∑

‖˜ ˜0t,   s ut ‖20 + C 〈|s |〉2t + C 〈|s ut |〉2t
because ¯b is independent of t. Thus, there exists 0 < 	′  1 such that
III  	′ 〈|s ut |〉2t + C 〈|s |〉2t + Ct
∑

‖˜ ˜0t,   s ut ‖20 + O(‖ut‖20)
 	′ 〈|s ut |〉2t + Ct 〈|s−1 ut |〉2t + Ct 〈|s |〉2t
by the estimates for
∑
 ‖˜ ˜0t,   s ut ‖20 from above. Putting together the estimates
for I , II , and III , we conclude that there exist 0 < 	′′  1 and T ′′′0 1 such that for
all tT ′′′0
〈|s ut |〉2t  	′′ 〈|s ut |〉2t + Ct 〈|s |〉2t + Ct 〈|s−1 t |〉2t
+Ct 〈|s−1 ut |〉2t + Ct
∑

‖˜ ˜0t,   s t ‖20.
By Lemma 3.4,
∑

‖˜ ˜0t,   s t ‖20CQb,t (s−1 t , Gt s−1 t )
+C
∑

‖˜ ˜0t,   s−1 t ‖20.
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An argument similar to the one used above for Qb,t (s−1 ut ,Gt s−1 ut ) shows that
Qb,t (
s−1 t , Gt s−1 t ) = 〈|¯∗b,t s−1 t , ¯∗b,t Gt s−1 t |〉t
 Ct 〈|s−1 t |〉2t + Ct 〈|s−1 ut |〉
2
t .
Thus,
〈|s ut |〉2t Ct 〈|s |〉2t + Ct 〈|s−1 t |〉2t + Ct 〈|s−1 ut |〉
2
t .
By the induction hypothesis, 〈|s−1 ut |〉tCt 〈|s−1  |〉t , which is equivalent to
〈|s−1 t |〉tCt 〈|s−1 ut |〉t by Theorem 2.14. It follows that
〈|s ut |〉tCt 〈|s  |〉t .
This concludes the proof of Step 1.
Step 2: The estimate in Step 1 shows that having that the range of ¯b is closed in
L2 implies that the range of ¯b is also closed in Hs for all s > 0. The same estimate
implies that the weighted Szegö projection maps Hs to Hs−1 for each s0. Using
these two facts and the method in [K2], we construct a smooth solution to ¯b. Let 
be a closed (0, 1) form such that  ∈ C∞(M). We want to ﬁnd some u ∈ C∞(M)
such that ¯b u = .
Since the range of ¯b is closed in each Hs space for s0, for each k = 1, 2, . . . ,
there exists some uk ∈ Hk , such that ¯b uk = . We will modify each uk by an
element of N (¯b) in order to construct a telescoping series that is in Hk for each
k1. To do so, we need to show ﬁrst that Hs ∩ N (¯b) is dense in Hk ∩ N (¯b) for
each s > k + 1. Let g be any element of Hk ∩ N (¯b). Smooth functions are dense
in all Hk(M), so there exists a sequence {gi}i such that gi ∈ C∞(M) and gi → g in
Hk. ¯b g = 0 implies that
g − Sb,t g = ¯∗b,t Nt ¯b g = 0,
so g = Sb,t g. Let g′i = Sb,t gi . g′i ∈ Hk ∩ N (¯b) since the Szegö projection is
bounded as a map from Hs to Hs−1 and for the same reason, g′i → g in Hk. Thus
indeed, Hs ∩N (¯b) is dense in Hk ∩N (¯b). Using this fact, we inductively construct
a sequence {u˜k}k as follows:
u˜1 = u1,
u˜2 = u2 + v2,
where v2 ∈ H 3 ∩ N (¯b) is such that
‖u˜2 − u˜1‖12−1
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and in general,
u˜k+1 = uk+1 + vk+1,
where vk+1 ∈ Hk+2 ∩ N (¯b) is such that
‖u˜k+1 − u˜k‖k2−k.
Clearly, ¯b u˜k = , so we set
u = u˜J +
∞∑
k=J
(u˜k+1 − u˜k), J ∈ N.
It follows that u ∈ Hk for each k ∈ N, hence that u ∈ C∞(M) and ¯b u = . 
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