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Abstract
We present a meta-regression analysis of the relation between the concentration of car-
bon dioxide in the atmosphere and changes in global temperature. The relation is captured
by “climate sensitivity”, which measures the response to a doubling of carbon dioxide con-
centrations compared to pre-industrial levels. Estimates of climate sensitivity play a crucial
role in evaluating the impacts of climate change and constitute one of the most important
inputs into the computation of the social cost of carbon, which reflects the socially optimal
value of a carbon tax. Climate sensitivity has been estimated by many researchers, but their
results vary significantly. We collect 48 estimates from 16 studies and analyze the literature
quantitatively. We find evidence for publication selection bias: researchers tend to report
preferentially large estimates of climate sensitivity. Corrected for publication bias, the bulk
of the literature is consistent with climate sensitivity lying between 1.4 and 2.3°C.
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1 Introduction
Hundreds of researchers have tried to estimate the influence of human beings on climate change.
We focus on estimates of equilibrium climate sensitivity, often simply termed climate sensitivity
(CS), which is basically a measure of the climatic response to a doubling of CO2 concentrations
compared to pre-industrial levels (Solomon et al. 2007). These estimates play a crucial role
in evaluating the impacts of anthropogenic climate change and constitute one of the most
important inputs into the computation of the social cost of carbon, which reflects the socially
optimal value of a carbon tax. Researchers report diverse results across studies, though the
estimate of climate sensitivity most frequently oscillates around 3°C.
Our main objective is to find out, based on a collected data sample of published estimates,
whether the reported estimates of climate sensitivity suffer from publication bias. No such
analysis has previously been published. The 48 CS estimates collected from 16 studies range
from 0.7 to 10.4, with a mean of 3.27. We summarize and quantify the reported estimates using
meta-regression analysis (MRA). To avoid possible problems in the MRA we focus on a narrow
definition of climate sensitivity. The analysis is based on the assumption that the reported
estimates are not correlated with their standard errors. Graphical tests reveal that such a
relationship is present, indicating publication selection bias at first glance. As we cannot be sure
about the true distribution of the CS estimates, we assume the standard normal distribution to
be the best approximation. We provide a broader analysis by employing ordinary least squares
(OLS), weighted least squares (WLS), fixed-effects (FE), and mixed-effects multilevel regressions
of the CS estimates on their standard errors. We check for asymmetry of distribution of the CS
estimates, which could give a false impression of publication bias, and also analyze subsets of
median and mean CS estimates separately. Aside from that, we estimate the underlying effect
of climate sensitivity corrected for publication bias.
The main contribution of this study is that it provides a quantitative survey of climate sen-
sitivity estimates. Governments worldwide spend huge amounts of money on natural research,
technological research and development, and so on to reduce greenhouse gas emissions and avoid
man-made global warming. The results of this analysis could influence current policy decisions,
which concentrate in first place on cutting CO2 emissions.
The rest of this paper is organized as follows: Section 2 introduces the issue of climate
sensitivity and publication bias; Section 3 summarizes data set collection; Section 4 lists the
regressions used in this analysis; Section 5 and Section 6 refer to methods for the detection of
publication bias; Section 7 presents the results; and Section 8 concludes. Additional details on
the analysis are available in the online appendix (Reckova & Irsova 2015).
2 Climate Sensitivity
“The climate sensitivity is the equilibrium response of global surface temperature to a doubling
of equivalent CO2 concentration” (Houghton et al. 2001). This is the common definition of
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equilibrium climate sensitivity, but other sources provide different definitions. One defines
equilibrium climate sensitivity as: “the response in global-mean near-surface temperature to
a doubling of atmospheric CO2 concentrations from preindustrial levels” (Klocke et al. 2011).
Such discrepancies in the definition of climate sensitivity could damage the meta-analysis. When
sampling estimates, we therefore focused on what exactly is predicted. Not all studies provide a
definition of climate sensitivity, but many give the definition as the change from pre-industrial
levels. The character of the data used in the studies indicates that the two definitions given
above are saying the same thing and that the estimates collected are therefore all comparable
with each other.
The issue of climate change, however, is more complicated, since CO2 concentrations are not
the only factor influencing the temperature change. According to Edwards et al. (2007) the size
of forested area, ice melting, cloudiness, the frequency of extreme events, change in land cover,
and other aspects can affect the global temperature. Some of these aspects can both warm and
cool the atmosphere. Take clouds, for instance: low, white clouds reflect solar radiation back
into space, thereby cooling the atmosphere, while high, dark clouds have exactly the opposite
effect. Besides that, the prediction remains uncertain due to imperfect knowledge of the ocean
uptake of CO2, the terrestrial carbon cycle, and above all the sensitivity of the climate system
to change.
Edwards et al. (2007) also quotes techniques for estimating climate sensitivity. These include
inferring it directly from observations, comparing model simulations with observations, and
weighting climate sensitivity predictions from several different models. The climate sensitivity
predictions collected were estimated using either the comparison or weighting technique only.
Estimates of climate change and climate sensitivity occur only rarely in the scientific lit-
erature. For instance, the fifth assessment report of the Intergovernmental Panel on Climate
Change (IPCC) predicts only that climate sensitivity probably ranges from 1.5 to 4.5 with high
confidence and is extremely unlikely to be lower than 1, again with high confidence (Stocker
2013). For comparison, the IPCC’s third assessment report estimates that climate sensitivity
“likely” ranges between 2 and 4.5 and is “very unlikely” to be less than 1.5 (Pachauri & Reisinger
2007). Andronova & Schlesinger (2001) disagree with the third IPCC report and argue that
climate sensitivity lies with 54% likelihood outside the IPCC range. They find that the 90%
confidence interval for CS is 1 to 9.3.
Masters (2013) notes a robust relationship between the modeled rate of heat uptake in
global oceans and the modeled climate sensitivity. This signals that researchers could have
ways of influencing their results. We apply a common tool, meta-regression analysis, to detect
publication bias in the literature about climate sensitivity. Michaels (2008) analyses 116 issues of
two journals that forecast climate change:Science and Nature. Through vote-counting he found
bias towards “worse” results. Havranek et al. (2014) find publication bias in the estimates of
the social cost of carbon.
Publication bias arises from the various motivations of different people. Both the scientist
and the journal editor may only want to publish attractive or reliable results. Their motivations
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to bias the results or publish only selected results are similar: first, the selection of significant
estimates (type II bias in the terminology of Stanley (2005)), and second, the selection of
estimates with intuitive magnitude (type I bias). Publishing only selected results is called the
“file drawer problem” (Rosenthal 1979). Although the selection of significant estimates is more
benign (Stanley 2005), it still causes publication bias and precludes an accurate overview of the
problem (De Long & Lang 1992).
3 Data
The collected studies estimating climate sensitivity are restricted to studies written in English.
Furthermore, to allow the use of modern meta-analysis methods this analysis only includes
estimates with a reported standard error or a statistic from which the standard error can be
computed. We collect all the estimates from the papers and also codify 13 variables reflecting the
context in which researchers obtain their estimates of climate sensitivities, including information
about the character of the estimate. The literature provides multiple types of climate sensitivity
estimates. For the analysis, we use only one type of estimate from each study in this preference
order: mean, median, mode, best estimate. We add the last study to the data set on March 3,
2014 and terminate the search. The oldest study was published in 2001 and the most recent in
2013.
Although some meta-analysts argue for using estimates from all available studies in order
to avoid publication bias, we decide to not use estimates from unpublished papers, as the
magnitude of any bias caused by failure to include unpublished papers has never been well
quantified (Thornton & Lee 2000). Moreover, collecting estimates only from studies published
in peer-reviewed journals serves as simple guaranty of quality and avoids multiple inclusion of
the same results.
A total of 16 published papers provide 49 estimates of climate sensitivity. However, we
decide to exclude one estimate of infinity, which would bias the meta-analysis. It comes from a
study with multiple estimates computed using different models, and even the study itself fails
to explain how it is possible to have a value of infinity. All 16 papers included are listed in the
online appendix. The estimates of climate sensitivity range from 0.7 to 10.4, with an average
of 3.27. Full summary statistics of the estimates and a list of dummy variables are reported in
the online appendix.
Figure 1 depicts the kernel density of the estimated climate sensitivity with the use of
the Epanechnikov kernel. It indicates that the distribution is skewed. The right tail of the
distribution is much longer than the left one. A common assumption made in meta-analysis
is that in the absence of bias the estimates are normally distributed around the hypothetical
true effect (Stanley 2001). Figure 1 depicts the normal density as a long-dash dot line for
comparison.
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Figure 1: The kernel density of climate sensitivity estimates
4 The Concept of Publication Bias
Graphical tests offer a simple way of detecting publication bias. Probably the most common
is the funnel plot (Sterne et al. 2001; Stanley 2005). The name comes from the shape of the
diagram. It depicts the estimated climate sensitivity on the horizontal axis, while the vertical
axis measures the precision of the estimates, i.e., the inverse of the standard error. Without
any bias the diagram should look like an inverted funnel. The estimates should be symmetrical
around the values with the highest precision, since all estimates have the same chance of being
reported (Havranek 2015). Imprecise estimates should also be present, although these will be
infrequent and more dispersed, as shown in Figure 2.
However, the formal test for publication bias, often called the funnel asymmetry test or FAT,
is described as the relation between the reported estimates and their standard errors (Havranek
2010; Rusnak et al. 2013; Valickova et al. 2015):
csi = c0 + β0 · Se(csi) + β1 ·mea+ ui, ui|Se(csi) N(0, δ2), (1)
where csi denotes the estimate of climate sensitivity, c0 is the average climate sensitivity, Se(csi)
is the standard error of csi, β0 measures the magnitude of publication bias, mea is a dummy
variable that equals 1 if the estimate of CS is the mean, thus β1 corrects for the differences
between mean and median estimates, and ui is a disturbance term. In the absence of publication
bias the estimates are randomly distributed around the true mean climate sensitivity, c0. If,
however, some estimates fall into the “file drawer” because they are insignificant or just too low
in magnitude, the reported estimates will be correlated with their standard errors and β0 will
be positive. As the estimates with a low standard error lie close to the mean climate sensitivity,
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Figure 2: Hypothetical funnel plot in the absence of publication bias
Notes: Source: Sterne et al. (2000). The inverted y-axis of the standard error is the same as the y-axis of precision. The
x-axis shows the effect sizes (climate sensitivities). This is an example of a funnel plot in the absence of publication bias.
If the open circles were missing, bias would be present.
the bigger the standard error, the more dispersed the estimates get, with some becoming very
smalland others large. Therefore, if researchers omit estimates that are low in magnitude but
keep large imprecise ones, correlation arises between csi and Se(csi). A significant estimate of
β0 provides formal evidence for publication bias and funnel asymmetry.
However, estimates taken from one study are likely to be dependent. We therefore employ
study-level clusters to avoid within-study heterogeneity. For the same reason we also apply
the fixed-effects model. Besides that, excessive asymmetry in the distribution of the climate
sensitivity estimates could give rise to correlation between the estimates and their standard
errors. For that reason we add variables detecting the magnitude of the asymmetry in the
distribution of the estimates: first Selowup(csij), defined as the ratio of the standard errors
computed using the lower and upper bounds1 (
Se(csij)
Seup(csij)
), and second inter(csij), which detects
whether this ratio is correlated with the standard error of the climate sensitivity (Se(csij) ·
Se(csij)
Seup(csij)
). If their coefficient, β2 = 0, is statistically significant, the correlation between the
climate sensitivity estimates and their standard errors does not necessarily signal publication
selection bias. On the other hand, if we cannot reject the null hypothesis H0 : β2 = 0 we
have evidence that it is not asymmetrical distribution that causes the relationship between the
climate sensitivity estimates and their standard errors.
Specification (1) obviously suffers from heteroscedasticity, since the explanatory variable,
Se(csi), is a sample estimate of the standard error deviation of the response variable, csi. Thus
meta-analysts prefer to use weighted least squares (Stanley (2005); Havranek & Irsova (2010);
1The computation of standard errors is explained in detail in the online appendix.
5
Havranek (2013):
csij
Se(csij)
= tij = c0 · 1/Se(csij) + β1 · mea
Se(csij)
+ β0 + ξij , ξij |Se(csij) N(0, δ2), (2)
where i and j denote estimate and study subscripts and tij correspond to the t-statistics of the
climate sensitivity estimates from the primary studies; the other characteristics remain the same
as in equation (1), but the interpretation is now different, since we employ the precision term,
1/Se(csi), instead of Se(csi). The intercept and slope coefficients are reversed from equation
(1), and precision becomes the key variable in this meta-analysis. As Stanley et al. (2008) and
many other meta-analysts argue, significance of coefficient c0 may correspond to significance
of the authentic effect of climate sensitivity beyond publication bias; testing H0 : β0 = 0 is
effective in detecting publication bias.
The dependence of estimates from one study probably originates in the use of various data
sets or specific explanatory variables for estimation across studies. This produces between-study
heterogeneity. To cope with this problem, meta-analysts often apply the mixed-effects multilevel
model (Havranek & Kokes 2015; Zigraiova & Havranek 2015), which allows for unobserved
between-study heterogeneity. We use the model specified by Havranek & Irsova (2011) as
follows:
tij = c0 ·1/Se(csij)+β1 · mea
Se(csij)
+β0+ζj+ij , ζi|Se(csij) N(0, ψ), ij |Se(csij), ζj N(0, θ) (3)
The new model divides the overall error term ξij into study-level random effects ζj and estimate-
level disturbances ij . Because the model assumes both components of the error term to be
independent, we can calculate the overall error variance as follows: Var ξij = ψ + θ, where ψ
explains the between-study variance (that is, between-study heterogeneity) and θ describes the
within-study variance. If ψ is zero, the simple ordinary least squares (OLS) model would be
equally suitable as the mixed-effects multilevel estimator. We employ the likelihood-ratio test
(LR) to consider which estimator to use.
So far, only the significance of the true effect of climate sensitivity has been tested. To exam-
ine the magnitude of the authentic effect beyond publication selection bias we follow Havranek
et al. (2012) and apply Heckman meta-regression. It is based on the existence of a nonlinear re-
lationship between the estimates and their standard errors (Stanley & Doucouliagos 2007). The
specification modifies equation (3) taking into account heteroscedasticity and between-study
heterogeneity; it assumes a quadratic relationship between the standard errors and publication
bias:
tij = c0 · 1/Se(csij) + β1 · mea
Se(csij)
+ β2 · Se(csij) + β0 + ζj + ij , (4)
where c0 measures the magnitude of the average climate sensitivity corrected for publication
bias.
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5 Graphical Tests of Publication Bias
Figure 3 depicts the funnel plot for the estimate of climate sensitivity using the standard error
constructed with the lower tail of the confidence interval, and Figure 4 shows the same using the
construction with the upper tail. The funnels are heavily asymmetrical: the left-hand side of
the funnels is almost completely missing, hence we have good reason to believe that publication
selection bias is strong in this literature.
Figure 3: Funnel plot of the estimated CS
Notes: This figure excludes the single most precise estimate from the data set to zoom in on the relationship.
In Figure 3 the dotted lines pick out climate sensitivity with magnitudes 1, 2, and 3, while
the dashed line represents precision 2 (that is, standard error 0.5). With increasing precision
the estimates converge to climate sensitivity 1. Most of the estimates lie between 2 and 4, with
quite low precision between 0.6 and 2. The most precise estimates differ in magnitude: one
of them predicts climate sensitivity at around 3.5, while four predict it at between 1 and 2.
Although the magnitude of the climate sensitivity estimates varies, Figure 3 clearly displays the
relationship between the estimates and their precision: the higher the precision, the lower the
estimate of climate sensitivity. In the absence of publication bias these figures should look like
an inverted funnel. However, Figure 3 depicts only the right-hand side of the inverted funnel
and the left-hand side is completely missing, indicating publication selectivity bias.
Figure 4 represents a check on whether the situation is similar with the use of the standard
error constructed from the upper bound of confidence interval for the CS estimates. Figure 4
again signals publication bias, since the left-hand side of the inverted funnel is missing. The
relationship between the estimates and their standard errors, however, is not so straightforward
in Figure 4 as in previous figures. Estimates with very low precision (lower than 1, which means
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Figure 4: Funnel plot of the estimated climate sensitivities with the use of Seup
Notes: In the absence of publication bias, the funnel plot should be symmetrical around the most precise estimates of climate
sensitivities. This funnel is asymmetrical. This suggests publication bias – nonegative or very low positive estimates are
reported even though, according to the law of chance, there should be at least a few of them.
standard error higher than 1) converge with increasing precision to a CS value of 4. However,
the high-precision estimates range around a CS of 2 and increase with decreasing precision. In
addition, there are six estimates excluded from Figure 4, since the collected sample includes one
missing and five infinity values of the upper limit, so the standard error cannot be calculated.
The limit of infinity alone assumes that the estimate is more and more imprecise going to
infinity. It provides evidence that the upper tail of the confidence interval for the estimates is
not well constrained. For that reason, and because upward publication bias is expected, the
subsequent analysis employs only the lower tail. The meta-analysis literature argues that the
funnel plot explains both sources of publication bias – selection of significant estimates and
selection of the expected magnitude or sign, although the explanation is often poor.
Figure 1 depicts the density of the estimated climate sensitivity using the Epanechnikov
kernel. Again, in the absence of publication bias the distribution should be symmetrical, which
is not the case with Figure 1. The left-hand side of the graph is completely missing and the shape
of the solid line representing the kernel density of the CS estimates does not correspond to the
normal density, shown as the long-dash dot line. All the figures indicate publication selectivity
bias. However, asymmetry in funnel plots can be caused by factors other than publication bias,
such as data irregularities or heterogeneity in the data set (Sterne et al. 2000; Havranek et al.
2015b). Further analysis is therefore needed.
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6 Econometric Tests of Publication Bias
Let us proceed to the formal test of publication bias, described by regression (1). It is often
called the funnel asymmetry test, or FAT, since it follows directly from the funnel plot. Though
regression (1) only depends on the standard errors, according to many sources in the meta-
analysis literature (for instance, Havranek & Sedlarikova 2014) it still captures both sources of
publication bias: first, the selection of significant estimates (type II bias in the terminology of
Stanley 2005), and second, the selection of estimates with intuitive magnitude (type I bias). The
suitability of funnel plots for detecting both sources of publication bias needs to be discussed,
as the literature seldom explains it in detail (Havranek et al. 2012).
Figure 5: Visualization of the funnel asymmetry test
Notes: The dotted line denotes the combinations of the estimates of climate sensitivity and their standard errors for which
the t-statistic equals two. The solid line denotes a linear fit of the points – that is, regression (1); its positive slope suggests
publication bias.
Figure 5 visualizes the regression relationship (1) between the estimates and their standard
errors. (Compared with the funnel plot, the axes are switched and the values on the new
horizontal axis are inverted.) In the absence of publication bias, regression (1) would yield no
significant slope coefficient β0, as the estimates should be randomly distributed around the true
mean climate sensitivity c0. Moreover, Figure 5 would depict an isosceles triangle with the
most precise estimates at the tip. In Figure 5 the tip would estimate the predicted true climate
sensitivity, 1.69. First, let us assume that only enough high estimates, with no dependence on
their statistical significance, were reported. In such case, the triangle would lose its lower part.
Regression (1) would yield a positive slope coefficient, which is evidence of publication bias.
Second, let us suppose that researchers omit to report estimates insignificant at the 5% level,
irrespective of the magnitude of the estimates. In such case, the imaginary triangle would lose
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its middle part. The boundary of significance at the 5% level as depicted by the dotted line in
Figure 5 isolates the significant part from the insignificant one, as it represents the t-statistic
2 (since the estimates from primary studies are all positive, the figure does not picture the
t-statistic -2). In the case of type II bias researchers do not report estimates with |t| < 2.
Regression (1) would again predict a positive slope coefficient, indicating publication bias.
The steep positive slope of the regression line inFigure 5 signals the presence of strong upward
publication bias. The source of it is identified as lying in both types of bias. The missing values
in the right-hand lower corner of the imaginary isosceles triangle provide evidence for type I
publication bias, since only 5 out of the 48 estimates are lower than 1.69. The low number
of estimates with high standard errors (higher than 2) indicates the presence of type II bias.
According to the law of chance, in Figure 5 there should be more estimates lower than 1.69, the
tip of the hypothetical triangle, including insignificant ones. Negative estimates rarely occur in
the field of climate sensitivity. Still, it is possible to estimate negative climate sensitivity and
there should be at least few negative insignificant estimates and definitely more low positive
estimates of climate sensitivity.
To sum up, the solid line in Figure 5 shows a linear fit based on regression (1), and its
positive slope indicates strong publication bias. Assuming the standard error to be close to
zero, the regression calculates the average estimate of climate sensitivity. In other words, if
the precision were infinite, the hypothetical estimate of climate sensitivity would be shown in
Figure 5 as the intercept of the solid line with the vertical axis (climate sensitivity of 1.69 in
Figure 5). Table 1 shows the results of regression (1) compared to regression (1) with robust
standard errors clustered at the study level. Both specifications detect publication bias, since
the coefficient of the standard error is significant even at the 1% level.
Table 1: Test of publication bias using OLS regression
Response variable: OLS Clustered OLS
Estimate of CS
Se (evidence of publication bias) 1.817*** 1.817***
(0.088) (0.065)
Constant (average true effect of CS) 1.692*** 1.692***
(0.138) (0.177)
mea (correction for mean estimates) -0.365** -0.365*
(0.171) (0.203)
Observations 48 48
R2 0.906 0.906
Notes: Standard errors are shown in parentheses and for second OLS clustered at the study level. ***, **,
and * denote statistical significance at the 1%, 5%, and 10% level.
However, because of heteroscedasticity and between-study heterogeneity, regression (1) is not
commonly estimated itself. Moreover, excessive asymmetry in the distribution of climate sensi-
tivity estimates could be the cause of the correlation between the estimates and their standard
errors. Table 2 summarizes the results based on specifications which control for the magnitude
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Table 2: Test of asymmetric distribution of CS estimates
Response variable: Model-Share of SE Model-Interaction term
Estimate of CS
Se 2.131*** 1.713***
(0.153) (0.351)
inter 0.848
(0.587)
Selow/Seup 0.538
(0.344)
mea -0.389* -0.395**
(0.182) (0.178)
Constant 1.18*** 1.451***
(0.285) (0.203)
Observations 42 42
R2 0.741 0.741
Notes: Standard errors, clustered at the study level for OLS, are shown in parentheses. ***, **, and * denote
statistical significance at the 1%, 5%, and 10% level. The interaction term (inter = Se(csij) · Se(csij)Seup(csij) ) and
the share of SE detect the magnitude of the asymmetry in the distribution of the estimates.
of the asymmetric distribution. As inter and the share of SE are not significant at the 14%
level, we have good reason to believe that the relationship between the climate sensitivity esti-
mates and their standard errors stems from publication bias. The WLS regression (2) corrects
for heteroscedasticity, the fixed-effects (FE) regression for within-study heterogeneity, and the
mixed-effects multilevel (ME) regression (3) for between- and within-study heterogeneity. We
can see in Table 3 that the results of the OLS and ME regressions are consistent. This serves
as a robustness check of the mixed-effects multilevel regression, since testing the exogeneity
assumptions behind this model is difficult because of the high degree of unbalancedness of the
data. As the differences between the mixed-effects multilevel and clustered OLS regressions are
negligible, the exogeneity assumption behind the mixed-effects model is not seriously violated.
Likelihood-ratio tests reject the null hypothesis of the absence of between-study heterogeneity,
which suggests that the OLS is misspecified and the mixed-effects model is more reliable. In
the online appendix we additionally control for the different methods used in the estimation
of climate sensitivity, which is commonly done in meta-analysis to evaluate the robustness of
results (Irsova & Havranek 2010; Havranek & Irsova 2012; Havranek & Rusnak 2013; Havranek
& Irsova 2015; Irsova & Havranek 2013; Babecky & Havranek 2014; Havranek et al. 2015a), but
the robustness checks corroborate the results reported here.
7 Discussion of the Results
We analyze 48 estimates of climate sensitivity from 16 studies. The estimates range from 0.7
to 10.4, with a mean of 3.27. The analysis yields interesting results. Although the estimates
of climate sensitivity should not be correlated with their standard errors in the absence of
11
Table 3: Test of publication bias
Response variable: ME Clustered OLS Clustered FE
t-statistic
Constant (publication bias) 2.192*** 2.577*** 2.043***
(0.328) (0.178) (0.08)
1/SE 1.689*** 1.425*** 2.15***
(0.188) (0.3) (0.085)
mea/SE -1.105*** -0.832*** -1.573***
(0.186) (0.274) (0.077)
Observations 48 48 48
R2 0.707 0.637
Likelihood-ratio test (χ2) 8.82***
Notes: Standard errors are shown in parentheses and clustered at the study level. ME denotes mixed-effects
multilevel, OLS ordinary least squares, and FE fixed-effects regression. Null hypothesis for the likelihood-ratio
test H0: no between-study heterogeneity (that is, mixed-effects multilevel has the same benefit as OLS). ***
denotes statistical significance at the 1% level.
publication bias, 14 models indicate the opposite. Publication bias is present in the climate
sensitivity literature at least at the 5% significance level. Unfortunately, the analysis cannot
precisely identify the reasons for such bias. Researchers and journal editors may be displaying
selectivity in publishing only significant or preferred magnitude estimates.
In the studies in our sample, researchers report their estimates of climate sensitivity in the
form of means, medians, modes or best estimates (here, “best” means as decided by the re-
searchers without specifying whether the estimate is the mean, the median or anything else).
Even their decision on what to report is fundamental. Mean or median estimates are reported
most commonly, but only 11 studies state both of them. The mean estimates in the sample are
higher than the median estimates on average. At the same time, the magnitude of median esti-
mates reported together with mean estimates is lower on average than that of median estimates
reported alone. This suggests that researchers tend to report higher estimates because of their
magnitude or in order to achieve higher significance, since the higher the t-statistic the higher
the significance level, and thet-statistic is computed as the ratio of the estimate to its standard
error.
Both the mixed-effects and WLS models on the mean and median subsets indicate serious
publication bias. According to the mean estimates the publication bias (β0) is 4 at least at
the 1% significance level, and according to the median estimates β0 is 2 at least at the 5%
significance level. The LR test detects between-study heterogeneity in the subset of median
estimates. The definitions of the median as the middle value and the mean as the average
offer a possible explanation, since the median may vary across different samples with the same
mean. The mean and median subsets of the CS estimates are of similar magnitude: 25 coming
from six studies and 28 coming from 11 studies, respectively. Samples of such magnitude
should provide significant results. This analysis signals stronger selectivity in studies reporting
mean estimates of climate sensitivity than in studies reporting median estimates. However, the
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analysis of the whole sample does not confirm such selectivity. On the contrary, it indicates
stronger publication bias according to the median estimates. Furthermore, the mean estimates
still suffer from serious selectivity (the coefficient of publication bias, β0, ranges between 1.72
and 2.71 depending on the calculation method). The results are summarized in the online
appendix.
Table 4: Test of true climate sensitivity beyond publication bias
Response variable: ME Clustered OLS Clustered FE
t-statistic
1/SE (true CS) 1.617*** 1.276*** 2.087***
(0.19) (0.316) (0.086)
mea/SE -1.074*** -0.732** -1.55***
(0.183) (0.286) (0.079)
SE -0.234* -0.316*** -0.226***
(0.132) (0.086) (0.017)
Constant (bias) 2.5*** 3.054*** 2.353***
(0.369) (0.232) (0.068)
Observations 48 48 48
Likelihood-ratio test (χ2) 8***
R2 0.728 0.647
Notes: Standard errors are shown in parentheses and clustered at the study level. ME denotes mixed-effects
multilevel, OLS ordinary least squares, and FE fixed-effects regression. Null hypothesis for the likelihood-ratio
test H0: no between-study heterogeneity (that is, mixed-effects multilevel has the same benefit as OLS). ***,
**, and * denote statistical significance at the 1%, 5%, and 10% level.
As expected, after we create funnel plots for the whole data set, the meta-regression identifies
upward publication selection bias significant at least at the 1% level for all the models applied.
In all specifications the intensity of publication bias, β0, ranges between 1.8 and 3. Such
magnitude of publication bias signals serious selection efforts. Doucouliagos & Stanley (2013)
regard a FAT result of higher than 2 in absolute terms as “severe” selectivity: if the true
climate sensitivity was zero and only statistically significant estimates of climate sensitivity
were reported, the estimated coefficient of publication bias would be approximately 2 as the
most common critical value of the t-statistic. The publication bias in this literature is hence
strong enough to produce a significant average estimate of climate sensitivity that is much higher
than the true value. Table 3 also shows that the estimate of the true effect after correcting for
publication bias ranges between 1.4 and 2.2 at least at the 1% significance level in all the
specifications. However, to estimate the true average climate sensitivity precisely, we employ
the Heckman meta-regression specified in equation (4) in line with Stanley & Doucouliagos
(2007) and Moreno et al. (2009). Table 4 summarizes the results. The likelihood-ratio test
suggests again that at least at the 1% significance level, mixed-effects multilevel regression is
more suitable. The models provide similar estimates of the true climate sensitivity: 1.3 (WLS),
1.6 (ME), and 2.1 (FE).
After correction for publication bias, the best estimate assumes that the mean climate
sensitivity equals 1.6 with a 95% confidence interval (1.246, 1.989). This is one half of the
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Table 5: List of true effects of climate sensitivity
Specification model: True climate sensitivity
OLS 1.692***
(0.138)
clustered OLS 1.692***
0.177
clustered WLS 1.425***
(0.3)
clustered WLS with dummy variables 1.476***
(0.309)
clustered WLS: correction of publication bias 1.276***
(0.316)
mixed-effects 1.689***
(0.188)
mixed-effects with dummy variables 1.74***
(0.187)
mixed-effects: correction of publication bias 1.617***
(0.19)
fixed-effects 2.15***
(0.085)
fixed-effects with dummy variables 2.255***
(0.099)
fixed-effects: correction of publication bias 2.087***
(0.086)
Notes: Standard errors are shown in parentheses and clustered at the study level. *** denotes statistical
significance at the 1% level.
simple uncorrected average, 3.27: the publication bias contains the estimate of the true CS
approximately two times. Out of the 48 collected estimates, five are smaller than or equal to
the average true effect; the lowest estimate is 0.7. This means that almost half of the estimates
of climate sensitivity may be put into the “file drawer”.
The results of this meta-analysis provide strong evidence of publication bias, and the es-
timated true effects do not significantly differ either. Table 5 compares the estimated true
sensitivities across the model specifications. The estimates of the true CS range between 1.4
and 2.3 in the extreme cases, and the average is 1.74. That is very close to the preferred
mixed-effects model estimate of 1.6, so there is good reason to believe that the result is robust.
8 Conclusion
Anthropogenic climate change is a very topical issue. We consider climate sensitivity as an
indicator and apply mixed-effects multilevel meta-regression to estimate potential publication
selection bias and the underlying mean effect. The results confirm that publication bias is strong
in this literature. After correction for the bias, the estimated true effect of climate sensitivity
is approximately one half of the simple mean of all the estimates in the collected sample of
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literature. If the simple mean reflects climate scientists’ impression of the magnitude of climate
sensitivity, that impression exaggerates the true climate sensitivity two times.
We provide the first quantitative survey of journals estimating climate sensitivity (an indi-
cator of anthropogenic climate change) and one of the first surveys of the literature concerning
climate change. Michaels (2008) focuses on publication bias in the journals Science and Nature
covering global warming. He collected a larger sample (116 articles), but his analysis does not
take into account any exact measure of global warming and therefore does not use any econo-
metric model. Using vote-counting meta-analysis he comes to the conclusion that the literature
is biased.
We sample 48 climate sensitivity estimates. These are means, medians, modes or best
estimates, but the majority are means or medians. An analysis conducted on subsets with 25
mean and 28 median CS estimates indicates that publication bias is twice as strong in the subset
of means than in that of medians. Both subsets and the whole data set suffer from upward
publication selectivity bias. The interpretation is not straightforward, however. The definition
of median, which allows the estimate to be lower and higher than the mean estimate, causes
the analysis of all the estimates together to signal stronger publication bias according to the
median estimates.
Whether the magnitude of publication bias between mean and median estimates differs or
not, the estimated climate sensitivity corrected for publication bias is approximately 1.6 when
one accounts for a single estimate from each measurement collected (in this preference order:
mean, median, mode, best estimate). Though meta-regression analysis is generally considered
to be a statistically efficient tool, the corrected climate sensitivity estimate is a reference value.
It averages across many methods, primary data sets, and factors influencing CS, and if there is
another aspect influencing all the studies, this MRA will also be biased. The level of uncertainty
in the prediction of climate sensitivity is high and is influenced by a huge number of factors. We
tried to check for as many aspects as we could, but sometimes it was not possible to take them
all into account. Still, publication selectivity is substantial in this literature, since its intensity
in the full data set, β0, is around 2 and in the models corrected for heteroscedasticity and
heterogeneity it approaches 4. This means that the literature may produce significant estimates
of climate sensitivity that are twice as high as the true effect.
What consequences might this have? Predictions of climate change caused by humans
influence policy decisions in most nations. Current environmental policy across many nations
is focused on reducing emissions of greenhouse gases (GHG), especially CO2. For instance, the
EU aims to cut GHG emissions by 20% by 2020 compared to 1990 (EU [2014]). Other countries
and territories, such as New Zealand, Australia, and Quebec in Canada, aim to reduce CO2
emissions by implementing Emission Trading Systems (OECD 2013). The U.S. government
has formed a special authority to investigate the social cost of carbon (SCC). It estimates the
SCC as the economic damages associated with a small increase in emissions, that is, it puts a
dollar figure on the benefit of a small reduction in emissions(EPA [2013]). The SCC measures
the benefit of implementing a policy to reduce CO2 emissions and can be understood as the
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amount of money spent on agriculture, human health and so on as a result of climate change
(extreme weather) caused by a small increase in CO2 emissions. This is exactly what climate
sensitivity represents, since the SCC is calculated on the basis of the climatic response to an
increase in emissions. It is possible that policy targets would be different if researchers reported
lower climate sensitivities. A lower estimate of climate sensitivity would imply a lower estimate
of the social cost of carbon. This, in turn, would influence the amount spent on reducing
carbon dioxide in the atmosphere. This money could be spent on other areas of environmental
protection.
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