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Abstract
Circulant preconditioners for functions of matrices have been recently of in-
terest. In particular, several authors proposed the use of the optimal circulant
preconditioners as well as the superoptimal circulant preconditioners in this
context and numerically illustrated that such preconditioners are effective for
certain functions of Toeplitz matrices. Motivated by their results, we pro-
pose in this work the absolute value superoptimal circulant preconditioners
and provide several theorems that analytically show the effectiveness of such
circulant preconditioners for systems defined by functions of Toeplitz matri-
ces. Namely, we show that the eigenvalues of the preconditioned matrices
are clustered around ±1 and rapid convergence of Krylov subspace methods
can therefore be expected. Moreover, we show that our results can be ex-
tended to functions of block Toeplitz matrices with Toeplitz blocks provided
that the optimal block circulant matrices with circulant blocks are used as
preconditioners. Numerical examples are given to support our theoretical
results.
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1. Introduction
Circulant preconditioners for functions of matrices have been used re-
cently. Jin, Zhao, and Tam [14] proposed using the optimal circulant pre-
conditioners in this context. Later, Bai, Jin, and Yao [2] also suggested
the use of the superoptimal circulant preconditioners for the same problem.
The authors provided several properties of functions of circulant matrices
and then numerically demonstrated the effectiveness of their proposed pre-
conditioners for certain functions of Toeplitz matrices. Note that functions
of Toeplitz matrices have some crucial applications, for example in option
pricing [9, 19] where the Toeplitz matrix exponentials arise.
Motivated by the authors’ results, we first propose the use of absolute
value superoptimal circulant preconditioners and provide several theoretical
results that account for the success of such preconditioners for functions of
Toeplitz matrices. We then show that the optimal circulant precondition-
ers are also effective for functions of Toeplitz matrices in the block matrix
case. In other words, we provide in this work two special kinds of matrices
for which the optimal type circulant preconditioners are successful, which
broaden the use of such preconditioners in preconditioning for functions of
matrices addressed by the authors in [14, 2].
In our main results, we show that |h(Tn)|−1h(An) can be decomposed into
the sum of a unitary matrix, a low rank matrix, and a small norm matrix
for sufficiently large n, where h(z) is an analytic function, An is the Toeplitz
matrix generated by a positive function in the Wiener class, and Tn is the
superoptimal circulant preconditioner derived from An. The clustered spec-
tra of |h(Tn)|−1h(An) around ±1 can then be shown. As |h(Tn)| is Hermitian
positive definite by definition, Krylov subspace methods such as the minimal
residual (MINRES) method can be employed for rapid convergence (see for
example [23, 10]). When Tn is replaced by Strang’s circulant preconditioner
[21] Sn, we show that similar results on |h(Sn)|−1h(An) also hold.
Moreover, considering the optimal circulant preconditioners, we further
extend our previous results [12, 13] to the block matrix case. Namely, we
propose the absolute value optimal block circulant preconditioners with cir-
culant blocks for functions of block Toeplitz matrices with Toeplitz blocks.
Several theorems that show their spectra around ±1 are also given.
We remark that functions of Toeplitz matrices are not Toeplitz matrices
in general (as a simple example consider A2n). The standard precondition-
ing techniques for Toeplitz systems do not straightforwardly apply to h(An).
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However, when h(z) = z, the standard results provided in [6] on the superop-
timal circulant preconditioners for the usual Toeplitz systems are recovered.
The same arguments also hold for the block Toeplitz matrix case.
By the diagonalisation of circulant matrices Cn = U
∗
nΛnUn, where Un ∈
Cn×n is the Fourier matrix of which the entries are given by [Un]jk = 1√ne
−2piijk/n
with j, k = 0, 1, . . . , n − 1, we have |h(Cn)| = U∗n|h(Λn)|Un. In other words,
|h(Cn)| is also a circulant matrix. Therefore, for any vector d the product
|h(Cn)|−1d can by efficiently computed by several Fast Fourier Transforms
(FFTs) in O(n log n) operations.
It must be noted that fast matrix vector multiplication with h(An) is not
readily archived. However, for eAn the matrix vector multiplication can be
computed efficiently in O(n log n) operations for example in [15].
Numerical results by the conjugate gradient (CG) method, MINRES, and
the generalised minimal residual (GMRES) method are given to support our
theoretical results and to demonstrate the clusters of eigenvalues around ±1
for the preconditioned matrices.
2. Preliminary results on Toeplitz matrices
In this section, we first present some preliminary results on An that will
be used in the next section.
Assuming the given Toeplitz matrix An is associated with the function f
via its Fourier series defined on [−pi, pi], we have
An =

a0 a−1 · · · a−n+2 a−n+1
a1 a0 a−1 a−n+2
... a1 a0
. . .
...
an−2
. . .
. . . a−1
an−1 an−2 · · · a1 a0
 ∈ C
n×n,
where
ak =
1
2pi
∫ pi
−pi
f(x)e−ikx dx, k = 0,±1,±2, . . . ,
are the Fourier coefficients of f . The function f is called the generating
function of the Toeplitz matrix. We refer to [16, 5, 7] for more discussions
on other aspects of Toeplitz matrices.
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Throughout this work, we assume that f is a positive function in the
Wiener class, namely
∞∑
k=−∞
|ak| <∞.
Thus, the corresponding matrix An is Hermitian positive definite for all n.
We now introduce the optimal type circulant preconditioners in the fol-
lowing. LetMUn = {U∗nΛnUn | Λn ∈ Cn×n is any n× n diagonal matrix} be
the set of all circulant matrices.
The superoptimal preconditioner Tn ∈ Cn×n proposed by Tyrtyshnikov
[22] for An is defined to be
min
Cn∈MUn
‖In − C−1n An‖F ,
where ‖ · ‖F is the Frobenius norm.
Similarly, the optimal circulant preconditioner c(An) ∈ Cn×n by T. Chan
[8] for An is defined to be
min
Cn∈MUn
‖Cn − An‖F .
We also provide the following definitions in relation to clustered spectra
around ±1 and absolute value circulant preconditioners.
Definition 2.1. [18, Definition 4.5] A sequence of matrices {Hn}∞n=1 is said
to have clustered spectrum around ±1 if for any  > 0 there exist positive
integers M and N such that for all n > N , at most M eigenvalues λ of Hn
are such that |λ− 1| >  and |λ+ 1| > .
Definition 2.2. [18] Let Cn ∈ Cn×n be a circulant matrix. The absolute
value circulant matrix |Cn| ∈ Cn×n for Cn is defined by
|Cn| = (C∗nCn)1/2
= (CnC
∗
n)
1/2
= U∗n|Ωn|Un,
where Un ∈ Cn×n is a Fourier matrix and |Ωn| ∈ Rn×n is the diagonal matrix
in the eigendecomposition of Cn with all entries replaced by their magnitude.
Remark Note that |Cn| is Hermitian positive definite by definition provided
that Cn is nonsingular.
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Given an analytic function h, |h(Cn)| = U∗n|h(Ωn)|Un is well-defined and
is also a circulant matrix by Definition 2.2.
We will require the following lemma for showing Theorems 2.2 and 2.3
concerning the matrix decomposition involving a Toeplitz matrix and its
corresponding superoptimal/Strang’s circulant preconditioner.
Lemma 2.1. [6, 4] Let f be a positive function in the Wiener class. Let
An ∈ Cn×n be the Toeplitz matrix generated by f , Tn ∈ Cn×n be the superop-
timal circulant preconditioner for An, and Sn ∈ Cn×n be Strang’s circulant
preconditioner for An. Then
‖An‖2 ≤ fmax, ‖Tn‖2 ≤ f
2
max
fmin
, and ‖Sn‖2 ≤ fmax, n = 1, 2, . . . .
The following theorem is in fact a restatement of Theorem 5 in [6], which
will be used for showing our main theorem in the next section.
Theorem 2.2. [6, Theorem 5] Let f be a positive function in the Wiener
class. Let An ∈ Cn×n be the Toeplitz matrix generated by f and Tn ∈ Cn×n
be the superoptimal circulant preconditioner for An. Then for all  > 0 there
exist integers N and M > 0 such that for all n > N
Tn − An = Vn +Wn,
where
rank(Vn) ≤ 2M and ‖Wn‖2 ≤ .
Similar to the superoptimal circulant preconditioners, the following theo-
rem are needed to show our results on Strang’s circulant preconditioners for
functions of Toeplitz matrices.
Theorem 2.3. [4, Theorem 2] Let f be a positive function in the Wiener
class. Let An ∈ Cn×n be the Toeplitz matrix generated by f and Sn ∈ Cn×n
be Strang’s circulant preconditioner for An. Then for all  > 0 there exist
positive integers N and M such that for all n > N
Sn − An = Vn +Wn,
where
rank(Vn) ≤ 2M and ‖Wn‖2 ≤ .
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3. Main results
In this section, we show that the preconditioned matrix |h(Tn)|−1h(An)
can be decomposed into the sum of a unitary matrix, a low rank matrix, and
a small norm matrix for sufficiently large n under certain conditions. As a
result, the spectra of |h(Tn)|−1h(An) are clustered around ±1.
We first provide two theorems concerning functions of matrices that will
be useful in our analysis.
Theorem 3.1. [11, Theorem 4.7] Suppose h has a Taylor series expansion
h(z) =
∞∑
k=0
ak(z − α)k,
where ak =
h(k)(α)
k!
, with the radius of convergence r. If An ∈ Cn×n, then
h(An) is defined and is given by
h(An) =
∞∑
k=0
ak(An − αIn)k
if and only if the distinct eigenvalues λ1, · · · , λs of An satisfy one of the
conditions
(a) |λi − α| < r,
(b) |λi − α| = r and the series for h(ni−1)(λ), where ni is the index of λi,
is convergent at the point λ = λi, i = 1, . . . , s.
Theorem 3.2. [11, Theorem 4.8] Suppose h has a Taylor series expansion
h(z) =
∞∑
k=0
ak(z − α)k,
where ak =
h(k)(α)
k!
, with the radius of convergence r. If An ∈ Cn×n with
ρ(An − αIn) < r then for any matrix norm ‖ · ‖
‖h(An)−
K−1∑
k=0
ak(An−αIn)k‖ ≤ 1
K!
max
0≤t≤1
‖(An − αIn)Kh(K)(αIn + t(An − αIn))‖.
6
We now show our main results on |h(Tn)|−1h(An). Without loss of gen-
erality, we assume that h(z) has the Taylor series representation
h(z) =
∞∑
k=0
akz
k.
Theorem 3.3. Suppose h(z) is an analytic function defined on |z| < r with
the radius of converge r. Let f be a positive function in the Wiener class
such that f
2
max
fmin
< r. Let An ∈ Cn×n be the Toeplitz matrix generated by f and
Tn ∈ Cn×n be the superoptimal circulant preconditioner for An. Then for all
 > 0 there exist positive integers N and M such that for all n > N
h(Tn)− h(An) = Rn + En,
where
rank(Rn) ≤ 2M and ‖En‖2 ≤ .
Proof Since h(z) is analytic on |z| < r, it has the following Taylor se-
ries representation: h(z) =
∑∞
k=0 akz
k with the radius of convergence r =
(limk→∞ |ak+1ak |)−1. By the assumption that
f2max
fmin
< r and Lemma 2.1, we have
r >
f 2max
fmin
> ‖Tn‖2 > max
j
|λj(Tn)| > |λj(Tn)| for j = 1, 2, . . . , n,
where λj(Tn) denotes the j-th eigenvalue of Tn. By Theorem 3.1, h(Tn) =∑∞
k=0 akT
k
n is well-defined. Similarly, h(An) =
∑∞
k=0 akA
k
n.
We can now decompose
h(Tn)−h(An) = h(Tn)−
K∑
k=0
akT
k
n︸ ︷︷ ︸
∆
(1)
n
+
K∑
k=0
akT
k
n −
K∑
k=0
akA
k
n︸ ︷︷ ︸
Θn
+
K∑
k=0
akA
k
n − h(An)︸ ︷︷ ︸
∆
(2)
n
.
We first measure ‖∆(1)n + ∆(2)n ‖2. By Theorem 3.2,
‖∆(1)n + ∆(2)n ‖2
≤ ‖h(Tn)−
K∑
k=0
akT
k
n‖2 + ‖h(An)−
K∑
k=0
akA
k
n‖2
≤ ‖Tn‖
K+1
2
(K + 1)!
max
0≤t≤1
‖h(k+1)(tTn)‖2 + ‖An‖
K+1
2
(K + 1)!
max
0≤t≤1
‖h(k+1)(tAn)‖2.
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Before we provide a measure of ‖∆(1)n + ∆(2)n ‖2, we notice by Lemma 2.1
that
max
0≤t≤1
‖h(k+1)(tTn)‖2 = max
0≤t≤1
‖
∞∑
k=0
(K + k + 1)!
k!
aK+k+1(tTn)
k‖2
≤
∞∑
k=0
(K + k + 1)!
k!
|aK+k+1|‖Tn‖k2
≤
∞∑
k=0
(K + k + 1)!
k!
|aK+k+1|(f
2
max
fmin
)k.
It can be shown that the series
∑∞
k=0
(K+k+1)!
k!
|aK+k+1|(f2maxfmin )k is conver-
gent. By the assumption f
2
max
fmin
< r = (limk→∞ |ak+1ak |)−1,
lim
k→∞
|aK+k+2
aK+k+1
|(K + k + 2
k + 1
)
f 2max
fmin
= lim
k→∞
|ak+1
ak
|f
2
max
fmin
< (
1
r
)r = 1.
By the ratio test, the series is convergent and is therefore independent of n.
We then denote it by
∑∞
k=0
(K+k+1)!
k!
|aK+k+1|(f2maxfmin )k =: m( f2max
fmin
)
.
Using a similar argument for max0≤t≤1 ‖h(k+1)(tAn)‖2, we have
‖∆(1)n + ∆(2)n ‖2 ≤
‖Tn‖K+12
(K + 1)!
m
(
f2max
fmin
)
+
‖An‖K+12
(K + 1)!
m(fmax)
≤ (
f2max
fmin
)K+1
(K + 1)!
m
(
f2max
fmin
)
+
fK+1max
(K + 1)!
m(fmax) =: K
which tends to zero when K is sufficiently large. Therefore, for a given
K > 0, there exists an integer K such that
‖∆(1)n + ∆(2)n ‖2 ≤ K ≤ . (1)
Next, we show that Θn can be further decomposed into the sum of a low
rank matrix and a small norm matrix. By Theorem 2.2, for all  > 0 there
exist integers N1 and M2 > 0 such that for all n > N1, we have
Tn − An = Vn +Wn,
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where Vn =

♦ ··· ♦
. . .
...
♦
♦
...
. . .
♦ ··· ♦
 with rhombuses representing nonzero entries,
rank(Vn) ≤ 2M1, and ‖Wn‖2 ≤ .
We then decompose Θn into
Θn =
K∑
k=0
akT
k
n −
K∑
k=0
akA
k
n
=
K∑
k=1
ak(
k−1∑
j=0
T jn(Tn − An)Ak−1−jn )
=
K∑
k=1
ak(
k−1∑
j=0
T jn(Vn +Wn)A
k−1−j
n )
=
K∑
k=1
ak(
k−1∑
j=0
T jnVnA
k−1−j
n )︸ ︷︷ ︸
Rn
+
K∑
k=1
ak(
k−1∑
j=0
T jnWnA
k−1−j
n )︸ ︷︷ ︸
∆
(3)
n
.
By Lemma 2.1,
‖∆(3)n ‖2 = ‖
K∑
k=1
ak
k−1∑
j=0
T jnWnA
k−1−j
n ‖2
≤ ‖Wn‖2
K∑
k=1
|ak|
k−1∑
j=0
‖Tn‖j2‖An‖k−1−j2
≤ 
K∑
k=1
|ak|
k−1∑
j=0
fk−1+jmax
f jmin︸ ︷︷ ︸
m0
(2)
where m0 is a constant independent of n.
We now estimate the rank of Rn by inspecting its sparsity structure.
Using a computational lemma given in [17] (see the proof of Lemma 3.11
9
wherein), simple calculations give Tαn VnA
β
n =

♦ ··· ♦ ♦ ··· ♦
... ♦
...
... ♦
...
♦ ··· ♦ ♦ ··· ♦
♦ ··· ♦ ♦ ··· ♦
... ♦
...
... ♦
...
♦ ··· ♦ ♦ ··· ♦
 , where the
rhombuses represent the nonzero entries. Assuming n > 2 max(α + 1, β +
1)M1, these entries appear only in the four (α + 1)M1 by (β + 1)M1 blocks
located in the corners. As the rank of Rn =
∑K
k=1 ak(
∑k−1
j=0 T
j
nVnA
k−1−j
n ) is
determined by that of
∑K−1
j=0 T
j
nVnA
K−1−j
n , which is a matrix with only four
nonzero KM1 by KM1 blocks in its corners, the rank of Rn is bounded by
2KM1 provided that n > 2KM1.
Therefore, combining (1) and (2), we let N := max {N1, 2KM1} and
conclude that for all n > N
h(Tn)− h(An) = Rn + ∆(1)n + ∆(2)n + ∆(3)n ,
where
rank(Rn) ≤ 2KM1︸ ︷︷ ︸
M
,
and
‖∆(1)n + ∆(2)n + ∆(3)n︸ ︷︷ ︸
En
‖2 ≤ (m0 + 1).

Corollary 3.4. Suppose h(z) is an analytic function defined on |z| < r with
the radius of converge r. Let f be a positive function in the Wiener class
such that f
2
max
fmin
< r. Let An ∈ Cn×n be the Toeplitz matrix generated by f and
Tn ∈ Cn×n be the superoptimal circulant preconditioner for An. If ‖h(Tn)−1‖2
is uniformly bounded with respect to n, then for all  > 0 there exist positive
integers N and M such that for all n > N
|h(Tn)|−1h(An) = Qn + R˜n + E˜n,
where Qn is Hermitian and unitary,
rank(R˜n) ≤ 2M, and ‖E˜n‖2 ≤ .
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Proof We rewrite |h(Tn)| as
|h(Tn)| = U∗n|h(Λn)|Un
= U∗nh(Λn)Un U
∗
nh(Λn)Un︸ ︷︷ ︸
Qn
= h(Tn)Qn, (3)
where h(Λn) is the diagonal matrix containing the sign of the eigenvalues of
h(Tn). As h(Tn) being Hermitian has only real-valued eigenvalues, h(Λn) is
in fact is a diagonal matrix with ±1 in its diagonal. Therefore, Qn is both
Hermitian and unitary.
By Theorem 3.3, for all  > 0 there exist positive integers N and M such
that for all n > N
h(Tn)− h(An) = Rn + En,
where
rank(Rn) ≤ 2M and ‖En‖2 ≤ .
By the uniform boundedness assumption that ‖h(Tn)−1‖2 < c0 for n =
1, 2, . . . , where c0 is a positive constant independent of n,
h(Tn)
−1h(An) = In + h(Tn)−1(h(An)− h(Tn))
= In + h(Tn)
−1(−Rn) + h(Tn)−1(−En).
By (3), we then obtain
|h(Tn)|−1h(An) = Qnh(Tn)−1h(An)
= Qn +Qnh(Tn)
−1(−Rn)︸ ︷︷ ︸
R˜n
+Qnh(Tn)
−1(−En)︸ ︷︷ ︸
E˜n
,
where
rank(R˜n) = rank(Qnh(Tn)
−1Rn) = rank(Rn) ≤ 2M
and
‖E˜n‖2 = ‖Qnh(Tn)−1En‖2 = ‖h(Tn)−1En‖2 ≤ c0.

Remark Note that the bound of ‖h(Tn)−1‖2 depends on h(z) as well as the
generating function f . For example, considering h(z) = cos z, we can have a
case in which
‖(cosTn)−1‖2 = max
j
| 1
cosλj
|,
11
where λj is the j-th eigenvalue of Tn. Namely, ‖(cosTn)−1‖2 goes to infinity
as cosλj approaches zero. Therefore, the uniform boundedness condition on
‖h(Tn)−1‖2 is required.
We can now show that the eigenvalues of |h(Tn)|−1h(An) are clustered
around ±1 using Corollary 3.4. Note however that both R˜n and E˜n in the
corollary are not Hermitian in general. Besides, one must deal with the
unitary matrix Qn instead of the usual identity matrix in the matrix decom-
position. Therefore, Cauchy’s interlace theorem that was used for example in
[5] to show clustered spectra does not straightforwardly apply. Nevertheless,
we are still able to show the clustered spectra of our concerned preconditioned
matrix via a simple trick.
Corollary 3.5. Suppose h(z) is an analytic function defined on |z| < r with
the radius of converge r. Let f be a positive function in the Wiener class
such that f
2
max
fmin
< r. Let An ∈ Cn×n be the Toeplitz matrix generated by
f and Tn ∈ Cn×n be the superoptimal circulant preconditioner for An. If
‖h(Tn)−1‖2 is uniformly bounded with respect to n, then |h(Tn)|−1h(An) has
clustered spectra around ±1 for sufficiently large n.
Proof By Corollary 3.4, for all  > 0 there exist positive integers N and M
such that for all n > N
|h(Tn)|− 12h(An)|h(Tn)|− 12︸ ︷︷ ︸
Hn
= |h(Tn)| 12Qn|h(Tn)|− 12︸ ︷︷ ︸
Qn
+ |h(Tn)| 12 R˜n|h(Tn)|− 12︸ ︷︷ ︸
Rn
+ |h(Tn)| 12 E˜n|h(Tn)|− 12︸ ︷︷ ︸
En
,
where Qn is unitary and is similar to Qn,
rank(Rn) ≤ 2M, and ‖En‖2 ≤ ,
provided that ‖h(Tn)−1‖2 is uniformly bounded with respect to n.
We introduce the following matrix decomposition[
Hn
H∗n
]
︸ ︷︷ ︸
H
=
[
Qn
Q
∗
n
]
︸ ︷︷ ︸
Q
+
[
Rn
R
∗
n
]
︸ ︷︷ ︸
R
+
[
En
E
∗
n
]
︸ ︷︷ ︸
E
,
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where Q is unitary,
rank(R) ≤ 4M, and rank(E) ≤ 2.
Note that all H, Q, R, and E are Hermitian. By Corollary 3 in [3], we
know that there are at most 2(4M) = 8M eigenvalues of H that are not
around ±1. Thus, H has clustered spectra around ±1 by Definition 2.1. As
the eigenvalues of H are the same as the singular values of Hn up to ± sign,
the singular values of Hn are clustered around 1. Consequently, as Hn is
Hermitian and is similar to |h(Tn)|−1h(An), we conclude that |h(Tn)|−1h(An)
has clustered spectra around ±1. 
Using Lemma 2.1 and Theorem 2.3, we can show similar results for
Strang’s circulant preconditioners.
Theorem 3.6. Suppose h(z) is an analytic function defined on |z| < r with
the radius of converge r. Let f be a positive function in the Wiener class
such that fmax < r. Let An ∈ Cn×n be the Toeplitz matrix generated by f and
Sn ∈ Cn×n be Strang’s circulant preconditioner for An. Then, for all  > 0
there exist positive integers N and M such that for all n > N
h(Sn)− h(An) = Rn + En,
where
rank(Rn) ≤ 2M and ‖En‖2 ≤ .
Corollary 3.7. Suppose h(z) is an analytic function defined on |z| < r with
the radius of converge r. Let f be a positive function in the Wiener class
such that fmax < r. Let An ∈ Cn×n be the Toeplitz matrix generated by f
and Sn ∈ Cn×n be Strang’s circulant preconditioner for An. If ‖h(Sn)−1‖2 is
uniformly bounded with respect to n, then for all  > 0 there exist positive
integers N and M such that for all n > N
|h(Sn)|−1h(An) = Qn + R˜n + E˜n,
where Qn is Hermitian and unitary,
rank(R˜n) ≤ 2M, and ‖E˜n‖2 ≤ .
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Corollary 3.8. Suppose h(z) is an analytic function defined on |z| < r with
the radius of converge r. Let f be a positive function in the Wiener class
such that fmax < r. Let An ∈ Cn×n be the Toeplitz matrix generated by f
and Sn ∈ Cn×n be Strang’s circulant preconditioner for An. If ‖h(Sn)−1‖2
is uniformly bounded with respect to n, then |h(Sn)|−1h(An) has clustered
spectra around ±1 for sufficiently large n.
Note that h(An) is Hermitian when An is Hermitian. Similarly, h(Tn)
(of h(Sn)) is Hermitian when Tn (or Sn) is Hermitian. Hence, we consider
the following cases: (i) when h(An) is Hermitian indefinite, MINRES can be
used with |h(Tn)| as a preconditioner. (ii) In the special case in which h(An)
is Hermitian positive definite, CG with |h(Tn)| can then be employed.
4. Extension to block Toeplitz matrices with Toeplitz blocks
Our results on Toeplitz matrices given in [12] can be extended to block
Toeplitz matrices with Toeplitz blocks (BTTB). In this section, we provide
several theorems that show the effectiveness of the optimal block circulant
preconditioners with circulant blocks (BCCB) for functions of BTTB matri-
ces.
A BTTB matrix A(n,m) ∈ Cnm×nm is given by
A(n,m) =

A(0) A(−1) · · · A(−(n−1))
A(1)
. . .
. . .
...
...
. . .
. . . A(−1)
A(n−1) · · · A(1) A(0)

where the blocks A(k) ∈ Cm×m, |k| ≤ n − 1, are Toeplitz matrices. We
denote the entries of A(n,m) by [A(n,m)]p,q:r,s = a
(r−s)
p−q for 1 ≤ r, s ≤ n and
1 ≤ p, q ≤ m. Like Toeplitz matrices, we assume that Amn is associated with
a generating function f(x, y) defined on [−pi, pi] × [−pi, pi] and its Fourier
coefficients are given by
a
(j)
k =
1
(2pi)2
∫ pi
−pi
∫ pi
−pi
f(x, y)e−i(jx+ky) dxdy, j, k = 0,±1,±2, . . . .
Throughout, we assume that f is in the Wiener class, i.e.
∞∑
j=−∞
∞∑
k=−∞
|a(j)k | <∞.
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The corresponding matrix Amn is therefore Hermitian for all n and m. Again,
we refer to [5, 16] for more about BTTB matrices.
We then introduce the absolute value BCCB matrices. Note that BCCB
matrices are diagonalisable by the 2-dimensional Fourier matrix Un ⊗ Um.
Definition 4.1. Let C(n,m) ∈ Cnm×nm be a block circulant matrix with cir-
culant blocks (BCCB). The absolute value BCCB matrix |C(n,m)| ∈ Cnm×nm
for C(n,m) is defined by
|C(n,m)| = (C∗(n,m)C(n,m))1/2
= (C(n,m)C
∗
(n,m))
1/2
= (Un ⊗ Um)∗|Ω(n,m)|(Un ⊗ Um),
where Un ∈ Cn×n is the Fourier matrix and |Ω(n,m)| ∈ Rnm×nm is the diagonal
matrix in the eigendecomposition of C(n,m) with all entries replaced by their
magnitude.
Remark Note that |C(n,m)| is Hermitian positive definite by definition pro-
vided that C(n,m) is nonsingular.
Given an analytic function h, |h(C(n,m))| = U∗n|h(Ω(n,m))|Un is well-defined
and is a BCCB matrix by Definition 4.1. Therefore, for any vector d the
product |h(C(n,m))|−1d can be efficiently computed by 2-dimensional FFTs
in O(nm log nm) operations (see Section 5.2.2 in [5]).
The following results can be shown using the similar arguments given in
the previous section and we therefore omit their proofs.
Theorem 4.1. Suppose h(z) is an analytic function defined on |z| < r with
the radius of converge r. Let f be a function in the Wiener class such that
|f |max < r. Let A(n,m) ∈ Cnm×nm be the BTTB matrix generated by f and
c(A(n,m)) ∈ Cnm×nm be the optimal BCCB preconditioner for A(n,m). Then,
for all  > 0 there exist positive integers N and M such that for all n > N
and all m > M
h(c(A(n,m)))− h(A(n,m)) = R(n,m) + E(n,m),
where
rank(R(n,m)) ≤ O(n) +O(m) and ‖E(n,m)‖2 ≤ .
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Corollary 4.2. Suppose h(z) is an analytic function defined on |z| < r with
the radius of converge r. Let f be a function in the Wiener class such
that |f |max < r. Let A(n,m) ∈ Cnm×nm be the BTTB matrix generated by
f and c(A(n,m)) ∈ Cnm×nm be the optimal BCCB preconditioner for A(n,m).
If ‖h(c(A(n,m)))−1‖2 is uniformly bounded with respect to n and m, then for
all  > 0 there exist positive integers N and M such that for all n > N and
all m > M
|h(c(A(n,m))|−1h(A(n,m)) = Q(n,m) + R˜(n,m) + E˜(n,m),
where Q(n,m) is Hermitian and unitary,
rank(R˜(n,m)) ≤ O(n) +O(m), and ‖E˜(n,m)‖2 ≤ .
Corollary 4.3. Suppose h(z) is an analytic function defined on |z| < r
with the radius of converge r. Let f be a function in the Wiener class
such that |f |max < r. Let A(n,m) ∈ Cnm×nm be the BTTB matrix gener-
ated by f and c(A(n,m)) ∈ Cnm×nm be the optimal BCCB preconditioner for
A(n,m). If ‖h(c(A(n,m)))−1‖2 is uniformly bounded with respect to n and m,
then for all  > 0 there exist positive integers N and M such that for all
n > N and all m > M there are at most O(n) + O(m) eigenvalues of
|h(c(A(n,m)))|−1h(A(n,m)) have absolute value larger than .
We remark that our results could be further generalised to functions of
multilevel Toeplitz systems. However, negative results were in fact shown by
Serra-Capizzano and Tyrtyshnikov [20] that circulant type preconditioners
are not optimal for multilevel Toeplitz systems in the sense that the spectra
of the preconditioned matrices are not tightly clustered, i.e. the number of
eigenvalues away ±1 grow with the dimensions.
5. Numerical results
In this section, we demonstrate the effectiveness of our proposed precon-
ditioners using CG, MINRES, and GMRES. Throughout all numerical tests,
eAn is computed by the MATLAB R2016b built-in function expm while the
other matrix functions are computed by funm. Also, we use the function
pcg (or minres) to solve the Hermitian positive definite (or indefinite) sys-
tem h(An)x = b, where b is generated by the function ones(n,1), with the
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Table 1: Numbers of iterations with (a) CG or (b) GMRES for eAn given in Example 5.1.
(a)
n with no preconditioner with |eTn| with |eSn|
128 34 11 11
256 53 11 11
512 79 11 12
1024 121 12 13
(b)
n with no preconditioner with eTn with eSn
128 26 11 11
256 35 11 12
512 46 12 13
1024 62 12 13
zero vector as the initial guess. As a comparison, GMRES is used and is
executed by gmres. The stopping criterion used is
‖r(j)‖2
‖b‖2 < 10
−7,
where r(j) is the residual vector after j iterations.
For all tests, the Toeplitz matrix An is generated by
f(x) = 2
∞∑
k=0
sin (kx) + cos (kx)
(1 + k)1.1
in the Wiener class analysed in [6] unless mentioned otherwise.
Example 5.1. We first consider the Toeplitz matrix exponential eAn .
Table 1 shows the numbers of iterations needed for convergence using CG
and GMRES. It appears that the proposed precondtioners are effective for
speeding up the convergence rate. Figure 1 shows the spectrum of the matrix
before or after the preconditioner |eTn| is used at n = 512. In Figure 1 (iii),
we observe the highly clustered spectrum around 1. By [1] for example, a
fast convergence rate of CG is expected due to the clustered eigenvalues.
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(i) 0 2000 4000 6000 8000 10000 12000
(ii) 0 2 4 6 8 10 12 14 16 18
(iii) -0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
Figure 1: Spectrum of eAn given in Example 5.1 at n = 512 (i) without a preconditioner
or (ii) with the preconditioner |eTn |. (iii) Zoom-in spectrum of (ii).
Example 5.2. Table 2 shows the numerical results using MINRES and
GMRES for cosAn. Again, we observe that the preconditioners appear effec-
tive for cosAn. In Figure 2, we further show the spectra of | cosTn|−1 cosAn
at different n. We conclude that the highly clusters of eigenvalues around
±1 seem independent of n.
Table 2: Numbers of iterations with (a) MINRES or (b) GMRES for cosAn given in
Example 5.2.
(a)
n with no preconditioner with | cosTn| with | cosSn|
128 178 29 42
256 412 32 50
512 952 49 46
1024 2152 47 48
(b)
n with no preconditioner with cosTn with cosSn
128 128 18 21
256 256 18 20
512 512 21 24
1024 1024 21 24
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(i) -1 -0.5 0 0.5 1
(ii) -3 -2 -1 0 1 2 3
(a) n = 128
(i) -1 -0.5 0 0.5 1
(ii) -3 -2 -1 0 1 2 3
(b) n = 256
(i) -1 -0.5 0 0.5 1
(ii) -3 -2 -1 0 1 2 3
(c) n = 512
Figure 2: Spectra of cosAn given in Example 5.2 at different n (i) without a preconditioner
or (ii) with the preconditioner | cosTn|.
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Example 5.3. We next consider the system defined by the hyperbolic
sine function. Table 3 shows the numerical results using CG and GMRES
for sinhAn. The numbers of iterations needed for convergence are reduced
significantly with the proposed preconditioners. In Figure 3, we observe the
cluster around 1 at n = 512 when the matrix is preconditioned by | sinhSn|.
Table 3: Numbers of iterations with (a) CG or (b) GMRES for sinhAn given in Example
5.3.
(a)
n with no preconditioner with | sinhTn| with | sinhSn|
128 38 11 11
256 57 11 12
512 82 11 12
1024 129 12 13
(b)
n with no preconditioner with sinhTn with sinhSn
128 27 11 11
256 36 11 12
512 47 12 13
1024 63 12 13
(i) 0 1000 2000 3000 4000 5000 6000
(ii) 0 5 10 15 20
(iii) -0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
Figure 3: Spectrum of sinhAn given in Example 5.3 at n = 512 (i) without a preconditioner
or (ii) with the preconditioner | sinhSn|. (iii) Zoom-in spectrum of (ii).
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Example 5.4. In this example, we consider the polynomial h(z) =
z3 + z2 + z+ 1. Table 4 shows the numerical results for h(An). The numbers
of iterations needed for convergence are reduced with the preconditioners
|h(Tn)| and |h(Sn)|. In Figure 4, we again observe a cluster of eigenvalues
around 1 when the system is preconditioned by |h(Sn)|.
Table 4: Numbers of iterations with (a) CG or (b) GMRES for h(An) given in Example
5.4.
(a)
n with no preconditioner with |h(Tn)| with |h(Sn)|
128 32 9 9
256 40 9 9
512 50 9 9
1024 63 9 9
(b)
n with no preconditioner with h(Tn) with h(Sn)
128 27 10 10
256 35 10 10
512 43 9 10
1024 51 10 10
(i) 0 100 200 300 400 500 600 700 800 900
(ii) 0 1 2 3 4 5
Figure 4: Spectrum of h(An) given in Example 5.4 at n = 512 (i) without a preconditioner
or (ii) with the preconditioner |h(Sn)|.
Example 5.5. Lastly, we consider the BTTB matrix A(n,m) denoted by
a
(j)
k =
1
(|j|+ 1)2.1 + (|k|+ 1)2.1 , j, k = 0,±1,±2, . . . ,
analysed in [5]. The matrix function in this case is ez.
Table 5 illustrates the numerical results with our proposed precondition-
ers. Even though we observe reduction in iteration counts for both MINRES
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and GMRES, the eigenvalues of the preconditioned matrix are not tightly
clustered as shown in Figure 5 due to the negative result mentioned in the
previous chapter.
Table 5: Numbers of iterations with (a) MINRES or (b) GMRES for eA(n,m) given in
Example 5.5.
(a)
n m nm with no preconditioner with |ec(A(n,m))|
16 8 128 12 8
16 16 256 13 8
32 16 512 22 12
32 32 1024 26 11
(b)
n m nm with no preconditioner with ec(A(n,m))
16 8 128 11 9
16 16 256 12 9
32 16 512 19 15
32 32 1024 23 14
(i) 0 100 200 300 400 500 600 700 800 900
(ii) 0 1 2 3 4 5 6 7
Figure 5: Spectrum of eA(n,m) given in Example 5.5 at (n,m) = (32, 16) (i) without a
preconditioner or (ii) with the preconditioner |ec(A(n,m))|.
6. Conclusions
We have proposed the absolute value superoptimal circulant precondi-
tioners |h(Tn)| for analytic functions of Toeplitz matrices h(An), where An
is generated by a positive function in the Wiener class. Also, we have pro-
vided several theorems that explain the effectiveness of such preconditioners.
Specifically, we have shown that |h(Tn)|−1h(An) has clustered spectra around
±1, even though both the low rank matrix and the small norm matrix in
the related matrix decomposition are not Hermitian. Furthermore, we have
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shown that the absolute value optimal BCCB preconditioners |h(c(A(n,m)))|
are effective for functions of BTTB systems h(A(n,m)), where A(n,m) is gener-
ated by a function in the Wiener class.
A number of numerical examples concerning different h have been pro-
vided. In each of the examples, we observe a significant improvement for
convergence and the expected clusters of eigenvalues with our proposed pre-
conditioners. Although in some example GMRES with h(Tn) (or h(Sn))
requires fewer iterations than MINRES with |h(Tn)| (or |h(Sn)|), it is not
necessarily reduction in work as the cost of GMRES increases for every iter-
ation whereas MINRES has a constant cost per iteration.
Our results show that the superoptimal circulant preconditioners as well
as the optimal circulant preconditioners are effective for at least two spe-
cial classes of matrices: functions of Toeplitz matrices and those of BTTB
matrices. These matrices as examples extend the applicability of optimal
type preconditioners in the context of preconditioning for functions of ma-
trices addressed by the authors in [14, 2]. It would not be inconceivable
for such preconditioners to also work well for other Toeplitz-related systems.
However, as for other more general matrices, the success of such circulant
preconditioners is less obvious.
References
References
[1] O. Axelsson and G. Lindskog. On the rate of convergence of the precon-
ditioned conjugate gradient method. Numerische Mathematik, 48:499–
524, 1986.
[2] Z. Bai, X. Jin, and T. Yao. Superoptimal preconditioners for functions of
matrices. Numerical Mathematics: Theory, Methods and Applications,
8(4):515–529, 11 2015.
[3] J. Brandts and R. Reis da Silva. Computable eigenvalue bounds for
rank-k perturbations. Linear Algebra and its Applications, 432(12):3100
– 3116, 2010.
[4] R. Chan. Circulant preconditioners for Hermitian Toeplitz systems.
SIAM Journal on Matrix Analysis and Applications, 10(4):542–550,
1989.
23
[5] R. Chan and X. Jin. An introduction to iterative Toeplitz solvers, vol-
ume 5 of Fundamentals of Algorithms. Society for Industrial and Applied
Mathematics (SIAM), Philadelphia, PA, 2007.
[6] R. Chan, X. Jin, and M. Yeung. The spectra of super-optimal circulant
preconditioned Toeplitz systems. SIAM J. Numer. Anal., 28(3):871–
879, 1991.
[7] R. Chan and M. Ng. Conjugate gradient methods for Toeplitz systems.
SIAM Rev., 38(3):427–482, 1996.
[8] T. Chan. An optimal circulant preconditioner for Toeplitz systems.
SIAM Journal on Scientific and Statistical Computing, 9(4):766–771,
1988.
[9] D. Duffy. Finite Difference Methods in Financial Engineering: A Partial
Differential Equation Approach. The Wiley Finance Series. Wiley, 2013.
[10] H. Elman, D. Silvester, and A. Wathen. Finite elements and fast itera-
tive solvers: with applications in incompressible fluid dynamics. Numer-
ical Mathematics and Scientific Computation. Oxford University Press,
Oxford, second edition, 2014.
[11] N. Higham. Functions of matrices. Society for Industrial and Applied
Mathematics (SIAM), Philadelphia, PA, 2008.
[12] S. Hon. Optimal preconditioners for systems defined by functions of
Toeplitz matrices. Linear Algebra and its Applications, 548:148 – 171,
2018.
[13] S. Hon and A. Wathen. Circulant preconditioners for analytic functions
of Toeplitz matrices. Numerical Algorithms, Feb 2018.
[14] X. Jin, Z. Zhao, and S. Tam. Optimal preconditioners for functions of
matrices. Linear Algebra and its Applications, 457:224 – 243, 2014.
[15] S. Lee, H. Pang, and H. Sun. Shift-invert Arnoldi approximation to the
Toeplitz matrix exponential. SIAM Journal on Scientific Computing,
32(2):774–792, 2010.
[16] M. Ng. Iterative methods for Toeplitz systems. Numerical Mathematics
and Scientific Computation. Oxford University Press, New York, 2004.
24
[17] M. Ng and J. Pan. Approximate inverse circulant-plus-diagonal precon-
ditioners for Toeplitz-plus-diagonal matrices. SIAM Journal on Scien-
tific Computing, 32(3):1442–1464, 2010.
[18] J. Pestana and A. Wathen. A preconditioned MINRES method for
nonsymmetric Toeplitz matrices. SIAM Journal on Matrix Analysis
and Applications, 36(1):273–288, 2015.
[19] E. Sachs and A. Strauss. Efficient solution of a partial integro-differential
equation in finance. Applied Numerical Mathematics, 58(11):1687 –
1703, 2008.
[20] S. Serra Capizzano and E. Tyrtyshnikov. Any circulant-like precon-
ditioner for multilevel matrices is not superlinear. SIAM Journal on
Matrix Analysis and Applications, 21(2):431–439, 2000.
[21] G. Strang. A proposal for Toeplitz matrix calculations. Stud. Appl.
Math., 74(2):171–176, 1986.
[22] E. Tyrtyshnikov. Optimal and superoptimal circulant precondition-
ers. SIAM Journal on Matrix Analysis and Applications, 13(2):459–473,
1992.
[23] A. Wathen. Preconditioning. Acta Numerica, 24:329–376, 5 2015.
25
