We shall say that a bounded linear operator T acting on a Banach space X admits a generalized Kato-Riesz decomposition if there exists a pair of T -invariant closed subspaces (M, N ) such that X = M ⊕ N , the reduction TM is Kato and TN is Riesz. In this paper we define and investigate the generalized Kato-Riesz spectrum of an operator. For T is said to be generalized Drazin-Riesz invertible if there exists a bounded linear operator S acting on X such that T S = ST , ST S = S, T ST − T is Riesz. We investigate generalized Drazin-Riesz invertible operators and also, characterize bounded linear operators which can be expressed as a direct sum of a Riesz operator and a bounded below (resp. surjective, upper (lower) semi-Fredholm, Fredholm, upper (lower) semi-Weyl, Weyl) operator. In particular we characterize the single-valued extension property at a point λ0 ∈ C in the case that λ0 − T admits a generalized Kato-Riesz decomposition.
Introduction and preliminaries
Let N (N 0 ) denote the set of all positive (non-negative) integers, and let C denote the set of all complex numbers. If K ⊂ C, then ∂K is the boundary of K, acc K is the set of accumulation points of K, iso K = K \ acc K and int K is the set of interior points of K. For λ 0 ∈ C, the open disc, centered at λ 0 with radius ǫ in C, is denoted by D(λ 0 , ǫ).
Let L(X) be the Banach algebra of bounded linear operators acting on an infinite dimensional complex Banach space X. The group of all invertible operators is denoted by L(X) −1 . For T ∈ L(X), let σ(T ) denote the spectrum of T , r(T ) the spectral radius of T and ρ(T ) = C \ σ(T ) the resolvent set of T . Let N (T ) denote the null-space and R(T ) the range of
T . Set α(T ) = dimN (T ) and β(T ) = codimR(T ). An operator T ∈ L(X)
is bounded below if T is injective and has closed range. Let M(X) denote the set of all bounded below operators, and let Q(X) denote the set of all surjective operators. The approximate point spectrum of T ∈ L(X) is defined by σ ap (T ) = {λ ∈ C : T − λ is not bounded below} and the surjective spectrum is defined by σ su (T ) = {λ ∈ C : T − λ is not surjective}. We set ρ ap (T ) = C \ σ ap (T ) and ρ su (T ) = C \ σ su (T ). An operator T ∈ L(X) is Kato if R(T ) is closed and N (T ) ⊂ R(T n ) for every n ∈ N. An operator T ∈ L(X) is nilpotent when T n = 0 for some n ∈ N, while T is quasinilpotent if T n 1/n → 0, that is T − λ ∈ L(X) −1 for all complex λ = 0. Sets of upper and lower semi-Fredholm operators, respectively, are defined as Φ + (X) = {T ∈ L(X) : α(T ) < ∞ and R(T ) is closed}, and Φ − (X) = {T ∈ L(X) : β(T ) < ∞}. For upper and lower semi-Fredholm operators the index is defined by ind(T ) = α(T ) − β(T ). If T ∈ Φ + (X)\Φ − (X), then ind(T ) = −∞, and if T ∈ Φ − (X)\Φ + (X), then ind(T ) = +∞. The set of Fredholm operators is defined as Φ(X) = Φ + (X) ∩ Φ − (X). The sets of upper semi-Weyl, lower semiWeyl and Weyl operators are defined as W + (X) = {T ∈ Φ + (X) : ind(T ) ≤ 0}, W − (X) = {T ∈ Φ − (X) : ind(T ) ≥ 0} and W(X) = {T ∈ Φ(X) : ind(T ) = 0}, respectively. Denote by asc(A) (dsc(A)) the ascent (the descent) of A ∈ B(X), i.e. the smallest n ∈ N 0 such that N (A n ) = N (A n+1 ) (R(A n ) = R(A n+1 )). If such n does not exist, then asc(A) = ∞ (dsc(A) = ∞). An operator A ∈ B(X) is Browder if it is Fredholm and has finite ascent and finite descent. An operator A ∈ B(X) is called upper semi-Browder if it is upper semi-Fredholm of finite ascent, and lower semi-Browder if it is lower semi-Fredholm of finite descent. Let B(X) (resp. B + (X), B − (X)) denote the set of all Browder (resp. upper semi-Browder, lower semi-Browder) operators. Corresponding to these classes we have the following spectra and resolvent sets: the upper Fredholm spectrum σ Φ+ (T ) of T is defined by σ Φ+ (T ) = {λ ∈ C : T − λ / ∈ Φ + (X)} and the upper Fredholm resolvent set is ρ Φ+ (T ) = C \ σ Φ+ (T ), and similarly for the lower Fredholm (resp. Fredholm, upper (lower) Weyl, Weyl, upper (lower) Browder, Browder) spectrum and resolvent set.
An operator T ∈ L(X) is Riesz, T ∈ R(X), if T − λ ∈ Φ(X) for all λ ∈ C\{0}. We shall say that an operator T ∈ B(X) is polynomially Riesz and write T ∈ Poly −1 R(X) if there exists a nonzero complex polynomial p(z) such that p(T ) ∈ R(X). Recall that if T ∈ Poly −1 R(X), then there exists a unique polynomial π T of minimal degree with leading coefficient 1 such that π T (T ) ∈ R(X) which we call the minimal polynomial of T (see [14] ).
If M is a subspace of X such that T (M ) ⊂ M , T ∈ L(X), it is said that M is T -invariant. We define T M : M → M as T M x = T x, x ∈ M . If M and N are two closed T -invariant subspaces of X such that X = M ⊕ N , we say that T is completely reduced by the pair (M, N ) and it is denoted by (M, N ) ∈ Red(T ). In this case we write T = T M ⊕ T N and say that T is a direct sum of T M and T N .
An operator T ∈ L(X) is said to admit a generalized Kato decomposition, abbreviated as GKD, if there exists a pair (M, N ) ∈ Red(T ) such that T M is Kato and T N is quasinilpotent. A relevant case is obtained if we assume that T N is nilpotent. In this case T is said to be of Kato type. An operator is said to be essentially Kato if it admits a GKD (M, N ) such that N is finite-dimensional. If T is essentially Kato then T N is nilpotent, since every quasinilpotent operator on a finite dimensional space is nilpotent. The semi-Fredholm operators belong to the class of essentially Kato operators [12, Theorem 16 .21]. For T ∈ L(X), the Kato spectrum, the essentially Kato spectrum, the Kato type spectrum and the generalized Kato spectrum is defined by σ K (T ) = {λ ∈ C : T − λ is not Kato}, σ eK (T ) = {λ ∈ C : T − λ is not essentially Kato}, σ Kt (T ) = {λ ∈ C : T − λ is not of Kato type}, σ gK (T ) = {λ ∈ C : T − λ does not admit a GKD}, respectively.
For T ∈ L(X) the generalized Kato-Riesz spectrum is defined by
An operator T ∈ L(X) is said to be Drazin invertible if there exists S ∈ L(X) such that T S = ST , ST S = S and T ST − T is nilpotent. This concept has been generalized by Koliha [9] by replacing the third condition in this definition with the condition that T ST − T is quasinilpotent. Recall that T is generalized Drazin invertible if and only if 0 / ∈ acc σ(T ), and this is also equivalent to the fact that T = T 1 ⊕ T 2 where T 1 is invertible and T 2 is quasinilpotent. If we replace the third condition in the previous definitions by condition that T ST − T is Riesz, we get the concept of generalized Drazin-Riesz invertible operators. The generalized Drazin-Riesz spectrum of T ∈ L(X) is defined by σ gDR (T ) = {λ ∈ C : T − λ is not generalized Drazin − Riesz invertible}. In the second section of this paper we prove that an operator T ∈ L(X) is generalized Drazin-Riesz invertible if and only if T admits a GKRD and 0 is not an interior point of σ(T ) and this is also equivalent to the fact that T = T 1 ⊕ T 2 where T 1 is invertible and T 2 is Riesz. Also we characterize operators which are a direct sum of a Riesz operator and a bounded below (resp. surjective, upper (lower) semi-Fredholm, upper (lower) semi-Weyl, upper (lower)semi-Browder) operator. These operators generalize the class of generalized Drazin invertible operators and also the class of generalized Drazin-Riesz invertible operators, and hence we shall call them generalized Drazin-Riesz bounded below (resp. generalized Drazin-Riesz surjective, generalized Drazin-Riesz upper (lower) semi-Fredholm, generalized Drazin-Riesz Fredholm, etc) operators, and we shall use the following notations:
An operator T ∈ L(X) is said to have the single-valued extension property at λ 0 ∈ C (SVEP at λ 0 for breviety) if for every open disc D λ0 centerd at λ 0 the only analitic function f : D λ0 → X satisfying (T − λ)f (λ) = 0 for all λ ∈ D λ0 is the function f ≡ 0. An operator T ∈ L(X) is said to have the SVEP if T has the SVEP at every point λ ∈ C. We denote by S(T ) the open set of λ ∈ C where T fails to have SVEP at λ.
Evidently, T ∈ L(X) has the SVEP at every point of the resolvent set ρ(T ). Moreover, from the identity theorem for analytic function and
is the adjoint operator of T , it follows that T and T ′ have the SVEP at every point of the boundary ∂σ(T ) of the spectrum. In particular, T and T ′ have the SVEP at every isolated point of the spectrum. Hence, there is implication σ(T ) does not cluster at λ 0 =⇒ T and T ′ have the SVEP at λ 0 .
Moreover, from the indentity theorem for analytic functions we have (see [2] , p. 182): σ ap (T ) does not cluster at λ 0 =⇒ T has the SVEP at λ 0 (1.2) and σ su (T ) does not cluster at λ 0 =⇒ T ′ has the SVEP at λ 0 .
(1.3) P. Aiena and E. Rosas proved that if λ 0 −T is of Kato type, then the implications (1.1), (1.2) and (1.3) can be reversed [2] . Q. Jiang and H. Zhong [7] showed that if λ 0 − T admits a GKD, then the following statements are equivalent: (i) T (T ′ ) has the SVEP at λ 0 ; (ii) σ ap (T ) (σ su (T )) does not cluster at λ 0 ; (iii) λ 0 is not an interior point of σ ap (T ) (σ su (T )), that is, the implications (1.1), (1.2) and (1.3) can be also reversed in the case that λ 0 − T admits a GKD. We extend this result to the case of operators which admit a GKRD. Precisely, we show that if λ 0 − T admits a GKRD, then the following statements are equivalent:
A Riesz operator T with the infinite spectrum is an example of an operator which admits GKRD and has the SVEP, but the spectra σ ap (T ) = σ su (T ) = σ(T ) cluster at 0. So, if λ 0 − T admits a GKRD, then the statement that T (T ′ ) has the SVEP at λ 0 is not in general equivalent to the statement that σ ap (T ) (σ su (T )) does not cluster at λ 0 .
Also, we extend the previous results to the cases of essential spectra. Namely, we prove that if λ 0 −T admits a GKRD, then λ 0 is not an interior point of σ R (T ) if and only if σ R (T ) does not cluster at λ 0 where R is one of Φ + , Φ − , Φ, W + , W − , W. In that way we extend results obtained in [4] .
The third section is devoted to investigation of corresponding spectra. We prove that the generalized Kato-Riesz spectrum is compact and that it differs from the essential Kato spectrum on at most countably many points. As one application we get for T which is a unilateral weighted right shift operator on ℓ p (N), 1 ≤ p < ∞, with weight (ω n ), and c(T ) = lim
Also we obtain that the connected hulls of the generalized Drazin-Riesz spectrum and the generalized Kato-Riesz spectrum ot T ∈ L(X) are equal and hence they are empty in the same time. Moreover, we prove that it happens if and only if T is a polynomially Riesz operator. We prove
These results are applied to some concrete cases, as the forward and backward bilateral shifts on c 0 (Z), ℓ p (Z), the forward and backward unilateral shifts on c 0 (N), c(N), ℓ ∞ (N) or ℓ p (N), p ≥ 1, as well as arbitrary non-invertible isometry, and also Cesáro operator.
2 Generalized Drazin-Riesz invertible and generalized Drazin-Riesz semi-Fredholm operators
We start with the following several assertions which will be useful in the sequel.
The following statements hold:
, and in that case
Then T is Riesz if and only if T M and T N are Riesz.
The following proposition is fundamental for our purpose.
Then the following implications hold: (i) If T is Kato and 0 is an accumulation point of ρ ap (T ) (resp. ρ su (T ), ρ(T )), then T is bounded below (resp. surjective, invertible); (ii) If T is Kato and 0 is an accumulation point of ρ B+ (T ) (resp. ρ B− (T ), ρ B (T )), then T is bounded below (resp. surjective, invertible); (iii) If T is Kato and 0 is an accumulation point of ρ Φ+ (T ) (resp. ρ Φ− (T ), ρ Φ (T )), then T is upper semi-Fredholm (resp. lower semi-Fredholm, Fredholm);
(iv) If T is Kato and 0 is an accumulation point of ρ W+ (T ) (resp. ρ W− (T ), ρ W (T )), then T is upper semi-Weyl (resp. lower semi-Weyl, Weyl).
For a subspace M of X its annihilator M ⊥ is defined by
Clearly, every Riesz operator is generalized Drazin-Riesz invertible. The set of generalized Drazin-Riesz invertible operators is denoted by L(X) DR . Harte introduced the concept of a quasipolar element in a Banach algebra [6, Definition 7.5.2]: an element a of a Banach algebra A is quasipolar if there is an idempotent q ∈ A commuting with a such that a(1−q) is quasinilpotent and q ∈ (Aa)∩(aA). Koliha [9] proved that an element is quasipolar if and only if it is generalized Drazin invertible. We shall say that T ∈ L(X) is Riesz-quasipolar if there exists a bounded projection Q satisfying
In the following theorem we show that an operator T ∈ L(X) is Riesz-quasipolar if and only if T is generalized Drazin-Riesz invertible and moreover, it is also equivalent to the fact that T admits a GKRD and T and T ′ have the SVEP at 0.
The following conditions are equivalent:
(T ). (iii) T admits a GKRD and T and T ′ have the SVEP at 0; (iv) T is generalized Drazin-Riesz invertible;
(v) T is Riesz-quasipolar; (vi) There exists a bounded projection P on X which commutes with T such that T + P is Browder and T P is Riesz; (vii) There exists (M, N ) ∈ Red(T ) such that T M is Browder and T N is Riesz; (viii) T admits a GKRD and 0 / ∈ acc σ B (T ); (ix) T admits a GKRD and 0 / ∈ int σ B (T ).
Proof. (i) =⇒ (ii):
Suppose that there exists (M, N ) ∈ Red(T ) such that T M is invertible and T N is Riesz. Then T M is Kato and hence, T admits a GKRD (M, N ). Since T M is invertible, 0 ∈ ρ ap (T M ) and there exists ǫ > 0 such that
Suppose that T admits a GKRD and 0 / ∈ int σ(T ). Then there exists (M, N ) ∈ Red(T ) such that T M is Kato and T N is Riesz and 0 ∈ acc ρ(T ). According to Lema 2.1(i), it follows that 0 ∈ acc ρ(T M ). From Proposition 2.1 (i) it follows that T M is invertible.
(ii) =⇒ (iii): Follows from the fact that σ(T ) = σ(T ′ ) and the identity theorem for analytic functions.
(iii) =⇒ (ii): Suppose that T admits a GKRD and T and T ′ have the SVEP at 0. Then there exists (M, N ) ∈ Red(T ) such that T M is Kato and T N is Riesz. Since the SVEP at 0 of T is inherited by the reductions on every closed invariant subspaces, we get that T M has the SVEP at 0. According to [1, Theorem 2.49] it follows that T M is bounded below and so there exists ǫ 1 > 0 for which
has the SVEP at 0, according to already proved we conclude that there exists
and let x ∈ X. Then x = m + n, where m ∈ M and n ∈ N , and T Sx
Suppose that T is Riesz-quasipolar. Then there exists a bounded projection Q satisfying (2.1). Let P = I − Q. Then T P = P T and T P is Riesz.
Since T P is Riesz, by [1, Theorem 3.111] it follows that I + T P is Browder. Therefore from (2.2), according to [6, Theorem 7.9 .2], we obtain that T + P is Browder.
(vi) =⇒ (vii) : Suppose that there exists a projection P ∈ L(X) that commutes with T such that T + P is Browder and T P is Riesz. For M = N (P ) and N = R(P ) we have that (M, N ) ∈ Red(T ) and T N = (T P ) N is Riesz by Lemma 2.2. From Lemma 2.1(i) it follows that
From [12, Theorem 16 .21] it follows that there exist two closed T -invariant subspaces
(viii) =⇒ (ix): Obvious.
(ix) =⇒ (i): Suppose that T admits a GKRD and 0 / ∈ int σ B (T ). Then there exists (M, N ) ∈ Red(T ) such that T M is Kato and T N is Riesz. Since 0 ∈ acc ρ B (T ), from Lema 2.1(i) we get that 0 ∈ acc ρ B (T M ), which according to Proposition 2.1 (ii) implies that T M is invertible.
Evidently, every Riesz operator and every Browder operator is generalized Drazin-Riesz invertible operator.
Using Proposition 2.1 ((i), (ii)), similarly to the proof of Theorem 2.3, the following theorems can be proved.
(ii) T admits a GKRD and 0 / ∈ int σ ap (T ); (iii) T admits a GKRD and T has the SVEP at 0; (iv) There exists (M, N ) ∈ Red(T ) such that T M is upper semi-Browder and T N is Riesz, that is T ∈ gDRB + (X); (v) T admits a GKRD and 0 / ∈ acc σ B+ (T ); (vi) T admits a GKRD and 0 / ∈ int σ B+ (T ); (vii) There exists a bounded projection P on X which commutes with T such that T + P is uper semi-Browder and T P is Riesz.
T admits a GKRD and 0 / ∈ acc σ B− (T ); (vi) T admits a GKRD and 0 / ∈ int σ B− (T ); (vii) There exists a bounded projection P on X which commutes with T such that T + P is lower semi-Browder and T P is Riesz.
The condition that 0 / ∈ int σ ap (T ) (0 / ∈ int σ su (T )) in the statement (ii) in Theorem 2.4 (Theorem 2.5) can not be replaced with the stronger condition that 0 / ∈ acc σ ap (T ) (0 / ∈ acc σ su (T )). The example which shows that is a Riesz operator with infinite spectrum. Namely, if T ∈ L(X) is Riesz with infinite spectrum, then obviously T is generalized Drazin-Riesz invertible, but 0 ∈ acc σ ap (T ) = acc σ su (T ) and 0 / ∈ int σ ap (T ) = int σ su (T ).
Proof. Follows from the equivalences (ii)⇐⇒(iii)⇐⇒(v)⇐⇒(vi) in Theorem 2.4 (Theorem 2.5).
Theorem 2.6. Let T ∈ L(X) and 7 ≤ i ≤ 12. The following conditions are equivalent:
(ii) T admits a GKRD and 0 / ∈ acc σ Ri (T ); (iii) T admits a GKRD and 0 / ∈ int σ Ri (T ); (iv) There exists a bounded projection P on X which commutes with T such that T + P ∈ R i and T P is Riesz.
Proof. (i)=⇒(ii) Suppose that there exists (M, N ) ∈ Red(T ) such that T M ∈ R i and T N is Riesz. As in the proof of the implication (vii)=⇒(viii) in Theorem 2.3 it follows that T admits a GKRD.
Since R i is open, from T M ∈ R i it follows that there exists ǫ > 0 such that
Suppose that T admits a GKRD and 0 / ∈ int σ Φ+ (T ). Then there exists (M, N ) ∈ Red(T ) such that T M is Kato and T N is Riesz and 0 ∈ acc ρ Φ+ (T ). According to Lema 2.1(i), it follows that 0 ∈ acc ρ Φ+ (T M ). From Proposition 2.1 (iii) it follows that T M is upper semi-Fredholm. The cases i = 8 and i = 9 can be proved similarly.
Suppose that T admits a GKRD and 0 ∈ acc ρ W+ (T ). Then there exists (M, N ) ∈ Red(T ) such that T M is Kato and T N is Riesz. We show that 0 ∈ acc ρ W+ (T M ). Let ǫ > 0. From 0 ∈ acc ρ W+ (T ) it follows that there exists λ ∈ C such that 0 < |λ| < ǫ and T − λ ∈ W + (X). As T N is Riesz, T N − λ is Fredholm of index zero, and so, according to Lema 2.1(iii), we conclude that
. Therefore, 0 ∈ acc ρ W+ (T M ) and from Proposition 2.1 (iv) it follows that T M is upper semi-Weyl, and so T ∈ gDRW + (X). The cases i = 11 and i = 12 can be proved similarly.
(i) =⇒ (iv): Suppose that there exists (M, N ) ∈ Red(T ) such that T M ∈ R i and T N is Riesz. Let P ∈ L(X) be a projection such that N (P ) = M and R(P ) = N . Then T P = P T and since T P = (T P ) M ⊕ (T P ) N = 0 ⊕ T N and T N is Riesz, from Lemma 2.2 it follows that T P is Riesz. Also from the fact that T N is Riesz it follows that σ Ri (T N ) ⊂ {0} and so, (T + P ) N = T N + I N ∈ R i , where I N is identity on N . Since (T + P ) M = T M ∈ R i , we have that T + P ∈ R i by Lemma 2.1(i), (ii).
(iv) =⇒ (i): Suppose that there exists a projection P ∈ L(X) that commutes with T such that T + P ∈ R i and T P is Riesz. For M = N (P ) and N = R(P ) we have that (M, N ) ∈ Red(T ) and T N = (T P ) N is Riesz. For i ∈ {7, 8, 9} from Lemma 2.1(i) it follows that T M = (T + P ) M ∈ R i . Suppose that i ∈ {10, 11, 12}. Since T N is Riesz, it follows that T N + I N is Weyl and so, from
The following corollary is an improvement of Corollary 3.4 in [4] . Let T ∈ L(X) be generalized Drazin-Riesz invertible operator T , that is, there exists (M, N ) ∈ Red(T ) such that T M is invertible and T N is Riesz. For the operator T N we shall say that it is a Riesz part of T .
It is well known that a Riesz operator with infinite spectrum has the property that the sequence of its Riesz points converges to 0. In the following proposition we show that a generalized Drazin-Riesz invertible operator T , which Riesz part T N has infinite spectrum, has the same property: there exists a sequence of nonzero Riesz points of T which converges to 0. Moreover, it holds the converse: if T admits a GKRD and there exists a sequence of nonzero Riesz points of T which converges to 0, then T is generalized Drazin-Riesz operator which Riesz part has infinite spectrum. According to Theorem 2.3 we have that 0 ∈ acc σ B (T ), i.e. there exists ǫ > 0 such that µ ∈ σ B (T ) for 0 < |µ| < ǫ. From (2.3) it follows that there exists n 0 ∈ N such that 0 < |µ n | < ǫ for n ≥ n 0 . Hence µ n ∈ σ(T ) \ σ B (T ) for all n ≥ n 0 and, since the set σ(T ) \ σ B (T ) is exactly the set of the Riesz points of T , we see that (µ n ) ∞ n=n0 is the sequence of nonzero Riesz points of T which converges to 0.
(ii) =⇒ (i): Suppose that T = T M ⊕ T N where T M is Kato, T N is Riesz and let (λ n ) is the sequence of nonzero Riesz points of T such that 0 = lim n→∞ λ n . Since λ n ∈ ρ B (T ) for all n ∈ N, it follows that 0 ∈ acc ρ B (T ). As in the proof of Theorem 2.3 we conclude that T M is invertible. Thus there exists an ǫ > 0 such that D(0, ǫ) ⊂ ρ(T M ) and there exists n 0 ∈ N such that λ n ∈ D(0, ǫ) for all n ≥ n 0 . Consequently, λ n / ∈ σ(T M ) for all n ≥ n 0 and since λ n ∈ σ(T ) = σ(T M ) ∪ σ(T N ), it follows that λ n ∈ σ(T N ) for all n ≥ n 0 . Therefore, the spectrum of T N is infinite.
Corollary 2.4. Let T ∈ L(X) be generalized Drazin-Riesz invertible and let 0 ∈ acc σ(T ). Then there exists a sequence of nonzero Riesz points of T which converges to 0.
Proof. According to Theorem 2.3 it follows that T = T M ⊕T N with T M invertible and T N Riesz. Since 0 ∈ acc σ(T ), it follows that 0 ∈ acc σ N (T ) and so, σ N (T ) is infinite. Applying Proposition 2.7 we obtain that there exists a sequence of nonzero Riesz points of T which converges to 0.
Theorem 2.8. Let T ∈ L(X) and let f be a complex analytic function in a neighborhood of σ(T ). If T ∈ gDRR i (X) and
Proof. We shall prove the assertion for the case i = 4 and i = 10. Suppose that T ∈ gDRR 4 (X). Then, according to Theorem 2.3, T is generalized Drazin-Riesz bounded below and there exists (M, N ) ∈ Red(T ) such that T M is bounded below and T N is Riesz. The pair (M, N ) completely reduces (λ − T ) −1 for every λ ∈ ρ(T ) and so, f (T ) =
, where γ is a contour surrounding σ(T ) and which lies in the domain of f , is also reduced by the pair (M, N ), f (T ) M = f (T M ) and f (T ) N = f (T N ), and consequently
Suppose also that f −1 (0)∩σ B+ (T ) = {0}. Using the fact that 0 ∈ σ B+ (T M ) ⊂ σ B+ (T ), we obtain 0 ∈ f (σ B+ (T M )). According to the spectral mapping theorem it follows 0 ∈ f (σ B+ (T M )) = σ B+ (f (T M )) [13, Theorem 3.4], so f (T M ) is upper semi-Browder. Since f (0) = 0, it follows that f (T N ) is Riesz by [1, Theorem 3.113 (i)]. Consequently, f (T ) ∈ gDRR 4 (X), i.e. f (T ) is generalized Drazin-Riesz bounded below.
The cases for i = 1, 2, 3, 5, 6, 7, 8, 9 can be proved similarly. Suppose that T is generalized Drazin-Riesz upper semi-Weyl and f −1 (0) ∩ σ W+ (T ) = {0}. Then there exists (M, N ) ∈ Red(T ) such that T M is upper semiWeyl and T N is Riesz. As above we conclude that [13, Theorem 3.3] , it follows that 0 ∈ σ W+ (f (T M )), and so f (T M ) is upper semi-Weyl. Consequently, f (T ) is generalized Drazin-Riesz upper semi-Weyl.
Similarly for i = 11, 12.
The following corollary follows at once from Theorem 2.8.
Proposition 2.9. Let T ∈ L(X) and let f be a complex analytic function in a neighborhood of σ(T ) such that f
Proof. Since σ(π(T )) ⊂ σ(T ), f is analytic in a neighborhood of σ(π(T )) and we have f (π(T )) = π(f (T )). Then
according to [5, Theorem 2] . By the assumption it follows 0 ∈ acc σ(π(f (T )), i.e. π(f (T )) is generalized Drazin invertible. Now, we apply [3, Theorem 3.11], which completes the proof.
Corollary 2.6. Let T ∈ L(X) have finite spectrum and let f be a complex analytic function in a neighborhood of σ(T ). Then f (T ) =
Proof. Since acc σ(T ) = ∅, so the condition f −1 (0) ∩ acc σ(T ) = ∅ is automatically satisfied, and apply Proposition 2.9.
Corollary 2.7. Let T ∈ L(X) be polynomially Riesz and let f be a complex analytic function in a neighborhood of σ(T
T (0) = ∅ and we apply Proposition 2.9.
Spectra
For T ∈ L(X) we define the spectra with respect to the sets gDRR i (X):
Instead of σ gDRL(X) −1 (T ) we shall write simpler σ gDR (T ). From Theorems 2.4, 2.5 and 2.3 it follows that
From Theorem 2.6 it follows that
(3.6)
Clearly,
and
Remark 3.1. We remark that
(3.12)
Indeed, as the index is locally constant, the set Φ + (X) \ W + (X) = {T ∈ Φ(X) :
. Hence, 0 ∈ int σ W+ (T ) and T / ∈ gDRW + (X) according to Theorem 2.6. Similarly for (3.11) and (3.12).
The following example shows that the inclusions σ gDRΦ+ (T ) ⊂ σ gDRW+ (T ), σ gDRΦ− (T ) ⊂ σ gDRW− (T ) and σ gDRΦ (T ) ⊂ σ gDRW (T ) can be proper.
Example 3.2. If X is one of c 0 (N), c(N), ℓ ∞ (N), ℓ p (N), p ≥ 1, the forward and the backward unilateral shifts U and V on X are Fredholm, ind(U ) = −1 and ind(V ) = 1. Therefore, U ∈ Φ − (X) \ W − (X) and V ∈ Φ + (X) \ W + (X), and also U, V ∈ Φ(X) \ W(X). Hence, according to Remark 3.1, U ∈ gDRΦ − (X) \ gDRW − (X), V ∈ gDRΦ + (X) \ gDRW + (X) and U, V ∈ gDRΦ(X) \ gDRW(X). This implies that 0 ∈ σ gDRW− (U ) \ σ gDRΦ− (U ), 0 ∈ σ gDRW+ (V ) \ σ gDRΦ+ (V ) and 0 ∈ σ gDRW (U ) \ σ gDRΦ (U ).
The following example shows that the inclusions σ gDRW+ (T ) ⊂ σ gDRM (T ) and σ gDRW− (T ) ⊂ σ gDRQ (T ) can be proper. Set D = {λ ∈ C : |λ| ≤ 1}. 
Therefore, 0 ∈ int σ ap (T ) and 0 ∈ int σ su (T ) and from Theorems 2.4 and 2.5 it follows that T is neither generalized Drazin-Riesz bounded below nor generalized Drazin-Riesz surjective and so, 0 ∈ σ gDRM (T ) \ σ gDRW+ (T ) and 0 ∈ σ gDRQ (T ) \ σ gDRW− (T ).
We need the following result. Proof. If M = {0}, then T is Riesz and hence T − λ is Fredholm for all λ = 0. From [12, Theorem 16 .21] it follows that T − λ is essentially Kato for all λ = 0.
Suppose that M = {0}. From [1, Theorem 1.31] it follows that |λ| < γ(T M ), T M − λ is Kato. Since T N is Riesz, then T N − λ is esentially Kato for all λ = 0. Let ǫ = γ(T M ). From Proposition 3.4 it follows that T − λ is essentially Kato for each λ such that 0 < |λ| < ǫ.
Proof. From Theorem 3.5 it follows that σ gKR (T ) is closed and since σ gKR (T ) ⊂ σ(T ) it follows that σ gKR (T ) is bounded. Thus, σ gKR (T ) is compact.
Let λ 0 ∈ σ eK (T ) \ σ gKR (T ). Then T − λ 0 admits a GKRD and according to Theorem 3.5 there exists ǫ > 0 such that T − λ is essentially Kato for each λ such that 0 < |λ − λ 0 | < ǫ. This means that λ 0 ∈ iso σ eK (T ). Therefore σ eK (T ) \ σ gKR (T ) ⊂ iso σ eK (T ) and since σ gK (T ) ⊂ σ Kt (T ) ⊂ σ eK (T ), it follows that σ Kt (T )\σ gKR (T ) ⊂ iso σ eK (T ) and σ gK (T )\σ gKR (T ) ⊂ iso σ eK (T ), which implies that σ eK \ σ gKR (T ), σ Kt (T ) \ σ gKR (T ) and σ gK (T ) \ σ gKR (T ) are at most countable. Proposition 3.6. For T ∈ L(X) the following statements hold: 
For the other cases we apply similar consideration.
From Theorem 2.4 we obtain that λ ∈ iso σ B+ (T ) and thus, σ B+ (T )\σ gDRB+ (T ) consists of at most countably many isolated points. Similarly for the other cases when 5 ≤ i ≤ 12.
In particular, if
Proof. From (3.13) it follows that intσ Ri (T ) = ∅ and so, according to (3.1), (3.2), (3.3), (3.6), we get σ gDRR i (T ) = σ gKR (T ).
From Corollary 3.2 it follows that if σ(T ) is most countable or contained in a line, then σ gKR (T ) = σ gDR (T ). Every self-adjoint, as well as, unitary operator on Hilbert space have the spectrum contained in a line. The spectrum of a polynomially Riesz operator [14] or polynomially meromorphic operator [8] is most countable. 
Proof. Follows from the equivalences (ii) ⇐⇒ (vi) in Theorems 2.4 and 2.5, and the equivalence (ii) ⇐⇒ (ix) in Theorem 2.3. 
Proof. According to [1, Corollary 3 .118] it follows that σ ap (T ) = σ B+ (T ) = σ(T ) = D(0, r(T )) and T has the SVEP. Since every λ ∈ σ(T ) is an accumulation point of σ B+ (T ), according to Corollary 3.4 it follows that σ gKR (T ) = σ gDRR i (T ) = σ(T ) = D(0, r(T )).
Theorem 3.7. Let T ∈ L(X) and 4 ≤ i ≤ 12. Then the following implication holds:
Proof. Let 0 ∈ ∂σ B+ (T ) and let T admit a GKRD. Then 0 ∈ σ B+ (T ) and 0 / ∈ int σ B+ (T ). From the equivalence (v)⇐⇒(vi) in Theorem 2.4, it follows that 0 / ∈ acc σ B+ (T ). Since 0 ∈ σ B+ (T ), it means that 0 ∈ iso σ B+ (T ). The remaining cases (5 ≤ i ≤ 12) can be proved in a similar way.
Let 0 ∈ ∂σ ap (T ) and let T admit a GKRD. Then 0 ∈ σ ap (T ) and 0 / ∈ int σ ap (T ). From the equivalence (ii)⇐⇒(v) in Theorem 2.4, it follows that 0 / ∈ acc σ B+ (T ). Similarly for (3.19) and (3.20).
Theorem 3.8. Let T ∈ L(X). Then the following inclusions hold:
Moreover,
Proof. Follows from Theorem 3.7.
We remark that (3.21) is an improvement of [4, Theorem 4.5 (4.
3)] for the case that i ∈ {4, . . . , 12}.
It follows an example of a operator which does not admit a GKRD.
Example 3.9. Let X be an infinite dimensional Banach space and letX = ⊕ ∞ n=1 X i where
The operator A − (1/n) has finite ascent and descent and hence 1/n is a pole of the resolvent of A, but α(A−(1/n)) = β(A−(1/n)) = +∞ and so, 1/n is a pole of the infinite algebraic multiplicity and 1/n belongs to the Fredholm spectrum of A. Consequently, A is meromorphic and Fredholm spectrum of A is equal to the spectrum of A. Therefore, σ B (A) = σ W (A) = σ Φ (A) = σ(A). From (3.24) it follows that {0} = ∂σ(A) ∩ acc σ B (A) ⊂ σ gKR (A). Since σ gKR (A) ⊂ σ gK (A) ⊂ σ gD (A) = acc σ(A) = {0}, we get σ gKR (A) = {0} and hence, A does not admit a GKRD. Also, we remark that σ Φ+ (A) = σ Φ− (A) = σ W+ (A) = σ W− (A) = σ B+ (A) = σ B− (A) = σ ap (A) = σ su (A) = σ(A) and 0 / ∈ int σ(T ). This means that for T ∈ L(X) the condition that 0 / ∈ intσ Ri (T ), i ∈ {1, . . . , 12} is not sufficient for T to admit a GKRD. Therefore, the condition that the operator admits a GKRD in the statements (ii) and (ix) of Theorem 2.3, as well as in the statements (ii) and (vi) of Theorems 2.4 and 2.5, and also, in the statements (iii) of Theorem 2.6, can not be ommited.
The connected hull of a compact subset K of the complex plane C, denoted by ηK, is the complement of the unbounded component of C \ K [6, Definition 7.10.1]. Given a compact subset K of the plane, a hole of K is a bounded component of C \ K, and so a hole of K is a component of ηK \ K.
We recall that, for compact subsets H, K ⊂ C, the following implication holds ([6, Theorem 7.10.3]):
(3.25)
Evidently, if K ⊆ C is finite, then ηK = K. Therefore, for compact subsets H, K ⊆ C, if ηK = ηH, then H is finite if and only if K is finite, and in that case H = K.
Proof. According to (3.25 ) and the inclusions (3.8) and (3.9) it is sufficient to prove the inclusions
Suppose that λ 0 ∈ ∂σ gDRR i (T ). Since σ gDRR i (T ) is closed, it follows that
We shall prove that
, which contradicts to the fact that λ 0 ∈ ∂σ gDRR i (T ). Now from (3.27) and (3.28), it follows that λ 0 ∈ σ gKR (T ).
From (3.26) it follows that σ gKR (T ) is finite if and only if σ gDRR i (T ) is finite for arbitrary i ∈ {1, . . . , 12}, and in that case σ gKR (T ) = σ gDRR i (T ) for all i ∈ {1, . . . , 12}. Also, from (3.26) it follows that σ gKR (T ) = ∅ if and only if σ gDRR i (T ) = ∅ where i is one of 1, . . . , 12. Moreover, the following theorem holds:
The following statements are equivalent:
Proof. The equivalence (i)⇐⇒(ii) follows from (3.26).
The equivalences (iii)⇐⇒(iv)⇐⇒(v) have been proved in [14] .
(ii) =⇒ (iv): Suppose that σ gDR (T ) = ∅. From (3.4) it follows that acc σ B (T ) = ∅ and so, σ B (T ) is a finite set.
(iii) =⇒ (ii): Let T be polynomially Riesz and π T (0). According to [14, Theorem 2.13], X is decomposed into the direct sum X = X 1 ⊕ · · · ⊕ X n where X i is closed T -invariant subspace of X, T = T 1 ⊕ · · · ⊕ T n where T i is the reduction of T on X i and T i − λ i is Riesz, i = 1, . . . , n. Since T i − λ i is Riesz, it follows that σ B (T i − λ i ) ⊂ {0} and hence, σ B (T i ) ⊂ {λ i }, i = 1, . . . , n. It implies that T i − λ j is Browder for i = j, i, j ∈ {1, . . . , n}.
The following argument shows that X 2 ⊕· · ·⊕X n is closed. Consider Banach space X 1 × X 2 × · · · × X n provided with the canonical norm (x 1 , . . . ,
Consider the decomposition
is Browder as a direct sum of Browder operators T 2 − λ 1 , . . . , T n − λ 1 (Lema 2.1 (i)), it follows that T − λ 1 is generalized Drazin-Riesz invertible. In that way we can prove that T − λ i is generalized Drazin-Riesz invertible for every i ∈ {1, . . . , n}. Consequently, T −λ is generalized Drazin-Riesz invertible for every λ ∈ C and hence, σ gDR (T ) = ∅.
The inclusion σ gKR (T ) ⊂ σ gK (T ) can be proper as it can be seen on the example of a Riesz operator T with infinite spectrum. Namely, according to Theorem 3.11 it follows that σ gKR (T ) = ∅, while σ gK (T ) = {0}. Moreover, if T is polynomially Riesz with infinite spectrum, then σ gKR (T ) = ∅, while from [4, Corollary 4.11] we have that σ gK (T ) = σ gD (T ) = acc σ(T ) = ∅.
Corollary 3.8. Let T ∈ L(X) and let ρ gKR (T ) has only one component. Then
Proof. Since ρ gKR (T ) has only one component, it follows that σ gKR (T ) has no holes, and so σ gKR (T ) = ησ gKR (T ). From (3.26) it follows that σ gDR (T ) ⊃ σ gKR (T ) = ησ gKR (T ) = ησ gDR (T ) ⊃ σ gDR (T ) and hence, σ gDR (T ) = σ gKR (T ).
Proof. From ∂σ Ri (T ) ⊂ acc σ Ri (T ) it follows that ∂σ Ri (T ) ∩ acc σ Ri (T ) = ∂σ Ri (T ), and so from (3.21) it follows that ∂σ Ri (T ) ⊂ σ gKR (T ). (3.32) follows from (3.30), (3.31) and (3.25).
For 1 ≤ i ≤ 3, remark that σ K (T ) ⊂ σ Ri (T ) and we can proceed analogously as above.
The Goldberg spectrum of T ∈ L(X) is defined by σ ec (T ) = {λ ∈ C : R(T − λ) is not closed}.
Obviously, σ ec (T ) ⊂ σ Ri (T ) for all i ∈ {1, . . . , 12}. Proof. Suppose that σ ap (T ) = ∂σ ap (T ) and that every λ ∈ σ ap (T ) is an accumulation point of σ B+ (T ). From Theorem 3.12 it follows that σ ap (T ) = ∂σ ap (T ) ⊂ σ gKR (T ) ⊂ σ gK (T ) ⊂ σ Kt (T ) ⊂ σ eK (T ) ⊂ σ K (T ) ⊂ σ ap (T ), σ ap (T ) = ∂σ ap (T ) ⊂ σ gKR (T ) ⊂ σ gDRM (T ) ⊂ σ ap (T ), and so σ ec (T ) ⊂ σ ap (T ) = σ gKR (T ) = σ gK (T ) = σ Kt (T ) = σ eK (T ) = σ K (T ) = σ gDRM (T ). The other cases (i = 2, . . . , 12) can be proved similarly.
We remark that if K ⊂ C is compact, then for λ ∈ ∂K there is equivalence:
λ ∈ acc K ⇐⇒ λ ∈ acc ∂K. (3.35)
Theorem 3.14. Let T ∈ L(X) be an operator for which σ ap (T ) = ∂σ(T ) and every λ ∈ ∂σ(T ) is not isolated in σ(T ). Then σ ec (T ) ⊂ σ ap (T ) = σ gKR (T ) = σ gK (T ) = σ Kt (T ) = σ eK (T ) = σ K (T ) = σ gDRM (T ).
Proof. From σ ap (T ) = ∂σ(T ), since ∂σ(T ) ⊂ ∂σ ap (T ) ⊂ σ ap (T ) it follows that σ ap (T ) = ∂σ ap (T ), while from (3.35) it follows that every λ ∈ ∂σ(T ) is not isolated in ∂σ(T ). Therefore, every λ ∈ ∂σ(T ) is not isolated in σ ap (T ) and hence, σ ap (T ) ⊂ acc σ ap (T ). Since acc σ ap (T ) ⊂ σ B+ (T ) ⊂ σ ap (T ) [12, Corollary 20 .20], we get that σ ap (T ) = acc σ ap (T ) = σ B+ (T ). Hence acc σ B+ (T ) = acc σ ap (T ) = σ ap (T ) = ∂σ ap (T ). Now from Theorem 3.13 we get σ ec (T ) ⊂ σ ap (T ) = σ gKR (T ) = σ gK (T ) = σ Kt (T ) = σ eK (T ) = σ K (T ) = σ gDRM (T ).
Theorem 3.15. Let T ∈ L(X) be an operator for which σ su (T ) = ∂σ(T ) and every λ ∈ ∂σ(T ) is not isolated in σ(T ). Then σ ec (T ) ⊂ σ su (T ) = σ gKR (T ) = σ gK (T ) = σ Kt (T ) = σ eK (T ) = σ K (T ) = σ gDRQ (T ).
Proof. Follows from the inclusions ∂σ(T ) ⊂ ∂σ su (T ) ⊂ σ su (T ), (3.35) and Theorem 3.13, analogously to the proof of Theorem 3.14. For every i = 1, . . . , 12, from Theorem 3.13 (or Theorems 3.14 and 3.15), (3.36), (3.37) and (3.7) it follows that σ gKR (W 1 ) = σ gDRR i (W 1 ) = σ gDR (W 1 ) = σ(W 1 ) = ∂D, σ gKR (W 2 ) = σ gDR i (W 2 ) = σ gDR (W 2 ) = σ(W 2 ) = ∂D.
It follows also from Corollary 3.2 and the inclusions in (3.8).
Example 3.17. For each X ∈ {c 0 (N), c(N), ℓ ∞ (N), ℓ p (N)}, p ≥ 1, and the forward and backward unilateral shifts U , V ∈ L(X) there are equalities σ(U ) = σ(V ) = D, σ ap (U ) = σ su (V ) = ∂D, and hence, σ ap (U ) = ∂σ(U ) ⊂ acc σ(U ) and σ su (V ) = ∂σ(V ) ⊂ acc σ(V ). From Theorems 3.14 and 3.15, and (3.7) we get σ gKR (U ) = σ gK (U ) = σ K (U ) = σ ap (U ) = σ gDRM (U ) = σ gDRW+ (U ) = σ gDRΦ+ (U ) = ∂D and σ gKR (V ) = σ gK (V ) = σ K (V ) = σ su (V ) = σ gDRQ (V ) = σ gDRW− (V ) = σ gDRΦ− (V ) = ∂D.
Remark that the forward unilateral shift U is non-invertible isometry. In [2] , p. 187, it is noticed that every non-invertible isometry T has the property that σ(T ) = D(0, r(T )) and σ ap (T ) = ∂D(0, r(T )), and hence σ ap (T ) = ∂σ(T ) and every λ ∈ ∂σ(T ) is not isolated in σ(T ). Therefore, according to Theorem 3.14, for arbitrary non-invertible isometry T we get that σ gKR (T ) = σ gDRΦ+ (T ) = σ gDRW+ (T ) = σ gDRM (T ) = σ ap (T ) = ∂D(0, r(T )). it is known that its spectrum is the closed disc Γ p centered at p/2 with radius p/2 and σ Kt (C p ) = σ ap (C p ) = ∂Γ p [10] , [2] . According to Theorem 3.14 we get that σ gKR (C p ) = σ gK (C p ) = σ ap (C p ) = ∂Γ p .
