We revisit a recently proposed scheme [M.F. Ciappina et al 2019 Phys. Rev. A 99 043405] for accurate measurement of electromagnetic radiation intensities in a focus of high-power laser beams. The method is based on the observation of multiple sequential tunneling ionization of atoms and suggests determination of the peak intensity value from the appearance in the focal area ions with a certain charge number. Here we study the sensitivity of the approach to two essential factors: the focal volume effect and the tunneling ionization model chosen to calculate ionization rates. We show, on the one hand, that the results appear almost model independent for ionization of helium-and hydrogen-like ions and, on the other hand, that the focal averaging leaves the intensity-dependent features visible. Our findings are in favor to a practical implementation of the atomic diagnostics of extreme laser intensities.
Introduction
The recent commissioning of several laser facilities of multi-petawatt (PW) power, including APRI [1] , CAEP [2] and SULF [3] , as well as the decisive progress in the construction of the ELI laser pillars [4, 5] , belonging to the same multi-PW class, open the door to laboratory studies of the interaction between extremely intense light and matter in the new, so far unexplored regimes. The transition from sub-PW to multi-PW laser beams implies the extension of the experimentally available peak laser intensity from the currently accessible range 10 20 ÷ 10 21 W/cm 2 to 10 22 ÷ 10 23 W/cm 2 . Furthermore, the currently developing projects of even more powerful, sub-exawatt lasers sources [6] , promise reaching intensities up to 10 25 ÷10 26 W/cm 2 . These technical achievements will allow, in particular, to study in laser laboratories a number of new phenomena of classical and quantum physics, including radiation-dominated dynamics of isolated charges and plasmas, laser initiation of cascades of elementary particles, excitation of extremely strong magnetic fields, production of electron-positron pairs, etc. The respective research fields and the current achievements received a detailed description in a set of review articles [7, 8, 9] .
In order to provide a reliable correspondence between experimental data on the interaction of ultra intense laser radiation with matter and theoretical predictions, a detailed characterization of this radiation is required. This includes, in particular, knowing the peak laser intensity value in the focus with reasonable accuracy. For laserinduced and assisted phenomena, which may proceed in the strong-field regime, the dependence of observables on the laser intensity appears to be highly nonlinear so that a relatively small variation in its peak value may cause a considerable change in the response of the laser-irradiated target. Thus, an accurate determination of the focal intensity distribution and the intensity peak value is crucially important to correctly interpret experimental results and connect them to theory. At ultrahigh intensities, no direct measurement of the intensity distribution in the focus is possible with cameras or other similar detectors. Extrapolation of measurements made in the low-power mode to the high-power regime is questionable because of the various nonlinear effects happening throughout the amplifying and focusing systems. Therefore, the only reliable methods for characterization of the laser focus at extreme intensities can be those based on the observation of effects of laser-matter interactions sensitive to the laser parameters of interest.
As far as the measurement of intensity is concerned, several essential constraints limit possible interactions scenarios. Firstly, the interaction must not make any significant effect on the electromagnetic field distribution in the focus. This immediately excludes dense plasma and solids as possible targets. For this reason only low-density atomic gases or particle beams can be used. Secondly, the response should be sensitive more to the local value of intensity than to its global distribution in space and time. Recently, several effects have been discussed and numerically examined as possible tools for the determination of laser peak intensities in the ultrahigh-power regime. In Refs. [10, 11] sequential tunneling ionization of multielectron atoms has been considered. It was shown that, owing to the highly nonlinear dependence of the tunneling ionization rate on the electric field strength of the laser wave, the maximal charge state of a given atomic specie produced in the laser focus appears highly sensitive to the peak value of intensity. The same value is much less sensitive to the focal distribution of intensity and to the pulse duration. This method roots back to the experimental work [12, 13, 14, 15] where the commonly known analytic formulas for the rate of tunneling ionization [16, 17, 18] have been quantitatively verified by observing tunneling ionization of rare gases at intensities 10 19 W/cm 2 . Another proposal, based on the observation of an intensity-dependent shift in spectra of Thomson scattering, has been experimentally tested in [20] . In this approach, the wavelength shifts proportional to the laser intensity, appear to be in fair agreement with estimates of the peak intensity extracted from images of the focal area, obtained at reduced laser power. The original approach, based on the measurement of electron radiation spectra, could be extended further by using heavier particles, e.g. protons. In this way, the applicability range broadens and the scheme could be able to gauge intensities in the range of 10 25 W/cm 2 . Furthermore, a recent theoretical analysis [21] of angular distributions of radiation emitted by an ultra relativistic electron beam interacting with an intense laser pulse also identified features which can be used for precise determination of the intensity value. Finally, ponderomotive scattering of relativistic electrons has been theoretically examined in view of a more general task of the focus characterization [22] . Although this scheme involves several additional parameters characterizeing the initial and the scattered electron beams, it has also been shown potentially capable to measure the peak value of intensity in a laser focus. These four schemes utilize essentially different physical effects, assume different interaction scenarios and therefore can be considered as independent and complimentary approaches to in situ diagnostics of ultrahigh laser intensities.
In this paper, we analyze the atomic diagnostics introduced in [10, 11] . Our purpose is to check the sensitivity of the method with respect to two essential factors present in experiment and in the theory. Firstly, we check the sensitivity of our theoretical scheme to the model of tunneling ionization used to determine ionization rates which enter the system of rate equations for the populations of ionic charge states. Secondly, we examine the focal volume effect on the distributions in ionic charge and check to which extent this volume effect smears out the sharp off-set used as an indicator of the peak laser intensity. Our results show that at ultrahigh laser intensities of interest, the barrier suppression affects the charge distributions and can reduce the accuracy of the measurement. We show that its influence minimizes for ionization of He-and H-like ions, and therefore the atomic specie should be selected such to reach the complete ionization in the central part of the laser focus. Simultaneously, we show that the sharp dependance of the ion yield on the peak intensity value survives the focal averaging. These results allow us to classify the suggested atomic diagnostics as a quantitatively reliable scheme which can be realized in practice.
The paper is organized as follows. In the next section we discuss the interplay between the tunneling and the barrier suppression ionization (BSI) regimes. Section 3 presents an analysis of the focal averaging effect and, finally, the last section contains conclusions. Atomic units are used throughout unless otherwise stated.
Barrier-suppresion vs tunneling ionization
In order to calculate the populations of different charge states in a strong laser field, we solve a system of rate equations (for more details see [10] ), using tunneling expressions for sequential ionization rates known as Perelomov-Popov-Terentiev (PPT) formulas [16, 17, 18, 19] . Within the PPT theory, the time-dependent tunneling rate for a bound state with ionization potential I p , orbital and magnetic quantum numbers l and m, and residual charge Z (Z = 1 for ionization of neutral atoms) is given by
Here
is the effective principal quantum number and the coefficients B lm and C νl are
Finally, the time-dependent reduced field F (t) defined as:
where E L (t) is the laser electric field with an amplitude value E 0 . The choice of quasistatic rates is well justified by small values of the Keldysh parameter γ = 2I p ω/E 0 [23, 18, 19] , which fall into the interval γ 10 −2 ÷ 10 −3 for ionization potentials I p 2 ÷ 40 keV, laser intensities 10 20 ÷ 10 24 W/cm 2 and laser frequencies ω ≈ 0.05 a.u., i.e. parameters considered in [10] . The tunneling ionization rates are asymptotically exact in the limit F → 0 and remain quantitatively accurate in the domain F 1 [18, 19] . At the same time, applicability of the tunneling approximation for quasistatic ionization rates can be considerably restricted from the side of high field strengths. Practically, for ground states of atoms and positive ions, the tunneling ionization rate (1) deviates from the respective exact value by ∼ 10% at F ≈ 0.02...0.03. With a further growing of F the tunneling formula quickly become quantitatively inaccurate. The physical reason for that is in the suppression of the potential barrier the electron tunnels through. This suppression leads to a violation of the WKB applicability conditions resulting in a considerable disagreement between the PPT and the exact ionization rates. In Ref. [10] , a criterion of fast ionization was formulated assuming that an initially populated atomic level is fully exhausted in a single optical cycle. This takes place at F F * ≈ 0.05 (see Eqs. (13) and (14) there) and leads to the following empirical rule: an atomic level with a given ionization potential can hardly survive fields F > F * . Therefore if the tunneling rate (1) remains applicable up to F ∼ F * the scheme of [10] is expected to be quantitatively reliable, otherwise effects of barrier suppression have to be included.
Following the 1D model of a hydrogen-like ion and neglecting the bound state Stark shift we may estimate the barrier-suppression (BS) field as E BS ≈ I 2 p /4Z which gives for the corresponding reduced field
.
For the ground state of hydrogen, F BS = 1/16 ≈ 0.063 > F * while for Kr 29+ with I p = 3381 eV and ν = 1.84, F BS ≈ 0.033 < F * . This means that, at intensities when fast ionization takes place, the actual ionization rates can in general considerably differ from their tunneling asymptotics. This deviation can be accounted for numerically or by several approximate analytic methods (for a review of this long-standing problem, see e.g. Chapter 3 of [18] , recent publications [24, 25] and references there). Here we use an empiric formula proposed by Tong and Lin [26] , which has been shown quite accurate in the intermediate domain F F BS . According to [26] the BS correction reduces to an additional factor in the rate:
where the fitting numerical coefficient α is chosen in the interval 6...9 [26] . Depending on the values of ν and α, the factor exp − 2αν 2 F can vary from ∼ 2 ÷ 3 to 10, at F F BS . Thus, the influence of the BS effect on the value I s of saturation intensity (i.e., intensity at which the given ionic state is generated with the probability close to unity, see a precise definition below) could be numerically significant. Taking into account that no accurate analytic theory of BSI exists and the presently known models gain quantitatively different predictions (see, e.g. comparisons in [24] ), there is a danger that the numerically found values of intensity I s , may appear modeldependent.
Curves of Fig. 1 , where the total probability W of ionization per laser cycle is shown versus the peak reduced laser field F , allow to qualitatively estimate the significance of the BS factor in (6) . The main message of Fig. 1 is the relative insignificance of this factor for atomic states with ν 1. For ions of rare gases this corresponds to ionization of their 1s shell, i.e. of He-and H-like ions. In this case the value of (5) F BS ≈ 0.06 > F * ≈ 0.05 so that, except of extremely short laser pulses which can not be realized with µm-scale wavelengths, such shells have enough time to be ionized in the regime of tunneling before the filed amplitude enters the BS domain. Consequently, the BS correction is only expected to slightly enhance the saturation intensity I s . In contrast, the ionization probabilities for outer shells with ν ≈ 2÷3 demonstrate a stronger sensitivity to the BS regime, because the bound state lies higher and therefore F BS < F * . For such levels, the tunneling ionization process may happen too slow to fully strip the level out before the barrier is suppressed by the growing laser field. Thus, for 2s, 2p and higher shells the value of I s can be considerably enhanced by the BS effect.
In order to quantify the effect of BSI on the value of I s we numerically solve the system of rate equations with the tunneling (1) and BS (6) ionization rates for argon and krypton in the intensity interval 10 19 ÷ 10 22 W/cm 2 . The laser pulse shape and duration are the same as in [10] :
In our simulations we use ω = 0.0455 a.u. and N = 10, that correspond to a laser wavelength λ = 1 µm and a total pulse length T ∼ 33 fs, respectively. The systems of rate equations for populations 0 ≤ c n ≤ 1 of ions A n+ are taken from [10] . Figure 2 shows the intensity-dependent populations at the end of the laser pulse calculated for ionization cascades developing from Ar 14+ and Kr 26+ . These initial states were chosen different from those for neutral atoms to greatly reduce the number of rate equations in the systems. Practical independence of ionization cascades for high charge states on the initial condition was demonstrated in [10] . The value of saturation intensity I sn is defined such that c n (I sn ) = 0.9. The BS effect is clearly seen. It mostly reduces to the overall shift of the distributions toward higher intensities. As suggested by the analysis above, for ionization of He-and H-like ions Ar 16+ and Ar 17+ this shift appears smaller than for other states where ν ≈ 2. To quantify the BS effect we introduce a relative shift of the saturation intensity δ(A n+ ) = I sn (α = 9) − I sn (α = 0) I sn (α = 9) + I sn (α = 0)
For parameters of Fig.2, Eq.(8) gives δ(Ar 18+ ) ≈ 0.07, δ(Ar 16+ ) ≈ 0.16 and δ(Kr 34+ ) ≈ 0.30. Moreover, for Ar 16+ and Kr 34+ the shift in the saturation intensity ∆I s is comparable to the value of intensity interval where the number of ions of given charge grows by approximately one order in magnitude, while for Ar 18+ this value is approximately 3 times smaller. These observations are in favor of using 1s states for determination of the peak intensity value.
Focal volume effect
The ionic signal collected by a time-of-flight (TOF) detector presents a distribution in charge states averaged over the whole focal volume or its significant part. This space averaging affects both the distribution shape and the intensity dependence of the yield for a given charge state. Here we focus on the latter and calculate the number of ions produced in the laser focus using results obtained in Ref. [10] and in Section 2 above.
Taking into account that the accuracy of the method appears the highest for ionization of He-and H-like ions, we restrict the analysis by this case and use the pulse form (7) of the previous section. Ionic states populations c n (I) at the end of the laser pulse are given by plots of Fig.2 (see also Figs.4-7 in [10] ). Using these data, one can calculate the total number of ions produced in the focus by replacing I → I(r), choosing a model for the focal intensity distribution I(r) and integrating over the focal volume:
Below we assume the Gaussian beam
with w 0 and z R being the beam waist and Rayleigh length correspondingly, and the wavelength is taken λ 1µm. Using the numerically found populations c n (I) we calculated the number of ions Ar 17+ and Ar 18+ from (9) as functions of the peak intensity value I 0 for the case when the tunneling theory of ionization applies (α = 0). The initial gas concentration is taken n 0 = 2 · 10 12 cm −3 corresponding to the pressure 3 · 10 −5 Torr at room temperature. At these parameters, the number of atoms in the central part of the focus N 0 ≈ 3 · 10 3 . Results shown on Fig.3 demonstrate a steep growth in the total number of ions by two orders in magnitude when the peak intensity increases by approximately factor of two, between 3 · 10 21 and 5 · 10 21 W/cm 2 for Ar 18+ . Because of the relatively small difference in ionization potentials of the 1s 2 and 1s states of argon, the number Ar 18+ ions can exceed that of Ar 17+ because of the volume effect, that happens at I 0 ≈ 7 · 10 21 W/cm 2 . Ion yields for Xe 53+ and Xe 54+ are shown on the inset. They demonstrate a similar steep two orders of magnitude growth in the intensity interval (1.5 ÷ 2.0) · 10 24 W/cm 2 . The yields become equal at I 0 ≈ 6.5 · 10 24 W/cm 2 (not shown on the plot). This steep increase in the number of ions results from the simultaneous action of the focal volume effect and of the increase of the coefficient c n as shown on Fig.2 . Both the initial steep part of the ion yield curve and the intersection point can be used for determination of the intensity value. The main advantage of the first case is that the steep part of the yield curve only weakly depends on the focal spot shape. This becomes clear when we note that for intensities only slightly exceeding the ionization threshold, the ion signal comes from a small vicinity of the focus center (i.e. the point where the intensity reaches its peak value) where the intensity distribution can be described by a parabolic shape. From the other side, if the effectiveness of a time of flight detector, which depends in particular on the collection angle, is not precisely known, a direct correspondence between the number of ions shown on Fig.3 and the number of counts cannot be established. Then the intensity value can only be located within the interval corresponding to the steep slope of the yield. This imposes the lower limit on the measurement uncertainly equal to ∆I 0 ≈ 2 · 10 21 W/cm 2 for argon and ∆I 0 ≈ 0.5 · 10 24 W/cm 2 for xenon which gives a 50% and 30% accuracy correspondingly. The second method based on the determination of the intersection point, N (A n+ ) = N (A n+1 ), can potentially provide a higher accuracy. However the intersection of the yields happens when the laser intensity exceeds its threshold value already in the significant part of the focal spot. As a result, the position of this point can considerably depend on the focal shape introducing an additional source of uncertainty.
Conclusions
In conclusion, we presented a numerical analysis on the scheme for experimental determination of the peak value of intensity in a focus on a multy-petawatt power laser beam, based on tunneling ionization of multielectron atoms [10] . Our analysis shows that:
• The saturation intensity value I s appears sensitive to the barrier-suppresion correction to the ionization rate which makes the whole algorithm of intensity extraction dependent on the model of BS ionization. This dependence is however not crucially strong and appears minimal for ionization of He-and H-like ions with effective principal quantum numbers ν ≈ 1. Thus such ions should be used as intensity markers.
• The highly nonlinear dependence of the ion yield on intensity at I ≈ I s survives the focal averaging procedure and the steep part of the yield curve can be used to measure intensity with accuracy 30 ÷ 50%.
• A simultaneous determination of the intersection point where N (A n+ ) = N (A (n+1)+ ) can provide some information on the intensity distribution in the focal spot.
These results can be used to design experiments on characterization of extremely intense electromagnetic pulses delivered by the future multi-PW and exawatt laser sources.
