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SMOOTHNESS SPACES OF HIGHER ORDER
ON LOWER DIMENSIONAL SUBSETS OF
THE EUCLIDEAN SPACE
LIZAVETA IHNATSYEVA AND RIIKKA KORTE
Abstract. We study Sobolev type spaces defined in terms of
sharp maximal functions on Ahlfors regular subsets of Rn and the
relation between these spaces and traces of classical Sobolev spaces.
This extends in a certain way the results of Shvartsman [20] to the
case of lower dimensional subsets of the Euclidean space.
1. Introduction
A. Caldero´n proved in [7] that a function belongs to the Sobolev space
on Rn if and only if the function and its sharp maximal function of
the corresponding order are both in an Lp-space; see also [8]. This
characterization does not use the notion of derivatives and therefore it
can be used to at least formally define Sobolev spaces in more general
settings. Some recent results show that this approach is reasonable.
In particular, P. Shvartsman proved in [20] that the trace of a Sobolev
space to an arbtirary Ahlfors n-regular subset of the Euclidean space
admits an intrinsic Caldero´n type characterization. Note that this kind
of subsets may even have an empty interior. See also [14], where a
description in terms of sharp maximal functions for Sobolev spaces on
extension domains was given.
The main purpose of this paper is to extend Shvartsman’s results to
lower dimensional closed subsets of the Euclidean space. In [10] A.
Jonsson characterized the trace spaces of Sobolev spaces to Ahlfors
regular sets as certain Besov type spaces. Therefore, our problem can
be also formulated as comparison of these Besov spaces and Caldero´n
type spaces. Since traces of Sobolev spaces to lower dimensional sub-
sets are of essentially different character than classical Sobolev spaces,
an exact characterization of Caldero´n type seems not to be possible on
such subsets. However, in our main result, Theorem 4.1, we show that
Caldero´n type spaces lie between certain Besov spaces. This result in
particular implies that the trace space of a Sobolev space is embedded
in the Caldero´n type space of the corresponding order and that it con-
tains any Caldero´n space of higher order, see Corollary 4.4. Our results
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have a similar spirit as Theorem 4 in [15], where relations between the
trace spaces of first order Sobolev spaces and Haj lasz-Sobolev spaces
were explored. In particular, their result is also of embedding type,
not a sharp characterization, which is not surprising since the Haj lasz-
Sobolev space coincides with a Caldero´n type space in their context.
In this paper, we only consider Ahlfors regular sets whose codimension
is less than one. This lower bound for the dimension was due to the
observation that usual properties of sharp maximal functions on Rn,
studied e.g. in [9], remain valid on sets preserving Markov’s inequalities
for polynomials, and by [12] Ahlfors s-regular sets with n− 1 < s ≤ n
have this property. This class of sets includes, for example, many
interesting Cantor type sets and self-similar sets.
There are very few approaches to spaces of higher order smoothness
even on such kind of sets, in spite of the fact that the first order smooth-
ness spaces have been extensively studied in different situations. One of
the goals of the paper is to show the advantage of Caldero´n’s approach
or, more precisely, its local polynomial approximation interpretation in
[4], [9] and [20], in defining Sobolev type spaces in more general setting;
see the related discussion in Section 5.
2. Preliminaries
Let Hs denote the s-dimensional Hausdorff measure on Rn and let
Q = Q(x, r) be a closed cube in Rn centered at x with side length 2r
and sides parallel to the coordinate axes.
We say that a subset S ⊂ Rn is an s-set (or Ahlfors s-regular) if there
are constants c1, c2 > 0 such that for every cube Q = Q(x, r) with
center at S and diam Q ≤ diam S, we have
c1r
s ≤ Hs(Q(x, r) ∩ S) ≤ c2r
s.
In this paper, we will always assume that S ⊂ Rn is an s-set with
n− 1 < s ≤ n.
2.1. Sobolev spaces. Let Lp(Rn) be the Lebesgue space of Lp-integrable
functions in Rn. For a non-negative integer k and 1 ≤ p ≤ ∞, the
Sobolev space W k,p(Rn) consists of all functions f ∈ Lp(Rn) having
distributional derivatives Djf , |j| ≤ k, in Lp(Rn).
There are several approaches to the notion of smoothness spaces of
fractional order. One of them is as follows.
2.2. Potential spaces. The Bessel kernel of order α > 0 is the func-
tion Gα ∈ L
1(Rn) defined by
Gˆ(ξ) = (1 + 4pi2|ξ|2)−α/2.
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The potential space Lpα(R
n), α ≥ 0, 1 ≤ p ≤ ∞, is
Lpα(R
n) = {f = Gα ∗ g : g ∈ L
p(Rn)}, α > 0,
and Lp0(R
n) = Lp(Rn).
It was shown already by Caldero´n [6] that if 1 < p < ∞ and α is a
non-negative integer, the Sobolev spaces and potential spaces coincide,
i.e.
Lpk(R
n) = W k,p(Rn), 1 < p <∞, k ∈ N.
2.3. Besov spaces. Another scale of spaces which is widely used in
the study of fractional order smoothness properties of functions is the
family of Besov spaces. For α > 0 and 1 ≤ p, q ≤ ∞, the Besov space
Bp,qα (R
n) may be defined in the following way. Let k be the integer
such that 0 ≤ k < α ≤ k + 1. Then Bp,qα (R
n) consists of functions
f ∈ Lp(Rn) such that
∑
|j|≤k
‖Djf‖p +
∑
|j|=k
(∫
Rn
‖Djf(·+ h)−Djf(·)‖qp
|h|n+(α−k)q
dh
)1/q
<∞, (2.1)
if k < α < k + 1 and 1 ≤ p, q < ∞. If q = ∞, then (2.1) shall
be interpreted in the usual limiting way and if α = k + 1, the first
difference of Djf in (2.1) shall be replaced by the second difference.
For more details, see [3].
There are several equivalent characterizations of Besov spaces Bp,qα (R
n),
for a general theory of these spaces see, for example, monographs [3],
[21] and the references therein. We are interested in Besov spaces as
spaces of traces of functions from Sobolev or, more general, poten-
tial spaces to subsets of Rn. See the next paragraph for more precise
formulations.
Jonsson and Wallin [11] extended the notion of a Besov space to more
general setting. They introduced a definition of Besov spaces on general
s-sets, 0 < s ≤ n, in Rn. The definition is rather technical, but when
n − 1 < s ≤ n, it admits a more simple formulation, which is based
on the local polynomial approximation approach, see Theorem 5 on p.
135 of [12]. In this paper, we will use this formulation.
Definition 2.2. Let S be an s-set with n−1 < s ≤ n. Let 1 ≤ p, q ≤ ∞
and α > 0. Then a function f is in the Besov space Bp,qα (S) if f ∈ L
p(S)
and there is a sequence {cν}
∞
ν=0,
∑
ν c
q
ν < ∞, such that for every net
pi with mesh size 2−ν , ν = 0, 1, . . . , there is a function Pπf ∈ P[α](pi)
satisfying (∫
S
|f − Pπf |
p dHs
)1/p
≤ 2−ναcν . (2.3)
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Here Pk(pi) denotes the set of all functions g such that the trace of g
to a cube Q ∈ pi is a polynomial of degree at most k, and [α] is the
largest integer that is not greater than α.
Note that in [12], the definition is stated for s-sets preserving Markov’s
inequality. However, by Theorem 3 on p. 39 of [12], all s-sets with
s > n− 1 satisfy this condition.
2.4. Traces of Sobolev functions. We say that f can be pointwisely
defined at x if the limit
f¯(x) = lim
r→0
∫
Q(x,r)
f(y) dy = lim
r→0
1
|Q(x, r)|
∫
Q(x,r)
f(y) dy
exists. By Lebesgue’s theorem f = f¯ a.e. in Rn.
At every x ∈ S where f¯(x) exists, we define the trace of a function f
to S by
f |S(x) := f¯(x).
If f ∈ Lpβ(R
n), 1 < p < ∞, then the Hausdorff dimension of the set
of points x ∈ Rn where f¯(x) does not exists is at most n − βp, see
for example [1]. Thus the trace of a function f ∈ Lpβ(R
n) to an s-set,
s > n− βp, is well defined i.e. f |S is defined at H
s-a.e. point of S.
The next statement, which was proved by A. Jonsson in [10], gives a
characterization of the trace of the potential space to an s-set.
Theorem 2.4. Let S be an s-set, 0 < s < n, 1 < p < ∞ and α =
β − n−s
p
> 0. Then
Lpβ(R
n)|S = B
p,p
α (S),
where the equality means that the trace operator R : f 7→ f |S satisfies
the inequality
‖Rf‖Bp,pα (S) ≤ c‖f‖Lpβ(Rn)
for some constant c and for all functions f ∈ Lpβ(R
n), and there ex-
ists an extension operator E : Bp,pα (S) → L
p
β(R
n) such that for some
constant c, we have
‖Eg‖Lp
β
(Rn) ≤ c‖g‖Bp,pα (S)
for all functions g ∈ Bp,pα (S).
Since for 1 < p <∞ and for nonnegative integers β, the potential space
Lpβ(R
n) coincides with the Sobolev spaceW β,p(Rn), the theorem above,
in particular, gives a characterization for traces of Sobolev spaces.
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3. The sharp maximal functions on s-sets and
corresponding smoothness spaces
In this section, we introduce Caldero´n type smoothness spaces on s-
regular subsets of Rn which are defined in terms of fractional sharp
maximal functions. We start with the basic notions.
3.1. Local polynomial approximations. Let f ∈ Lu(S,Hs), 0 <
u ≤ ∞, Q be a cube in Rn and QS = Q∩S. Then the normalized local
best approximation of f on Q in Lu(S) norm is
Ek(f,Q)Lu(S) := inf
p∈Pk−1
(∫
QS
|f − p|u dHs
)1/u
,
where Pk, k ≥ 0, is a family of all polynomials on R
n of degree at most
k. We also set P−1 := {0}.
Note that for every pair of cubes such that Q1 ⊂ Q2, we have
Ek(f,Q1)Lu(S) ≤
(
Hs(Q2 ∩ S)
Hs(Q1 ∩ S)
)1/u
Ek(f,Q2)Lu(S) (3.1)
and by the s-regularity of a set S, this further implies that
Ek(f,Q1)Lu(S) ≤ c
(
r2
r1
)s/u
Ek(f,Q2)Lu(S). (3.2)
Here Qi = Q(xi, ri).
In the setting of the Euclidean space, Ek(f,Q)Lu(Rn) is the main object
of the theory of local polynomial approximation and, in particular,
it gives a unified framework for the description of various spaces of
smooth functions, see for example the survey [4].
3.2. Maximal functions. Fix α > 0 and set k = −[−α], i.e. the
greatest integer strictly less than α+1. For a locally integrable function
f on S, we define the fractional sharp maximal function
f ♯α,u,S(x) := sup
t>0
1
tα
Ek(f,Q(x, t))Lu(S), x ∈ S. (3.3)
From now on, we will write f ♯α,S instead of f
♯
α,1,S for short.
Since S is an s-set, it follows from (3.2) that the supremum over cubes
centered at x in the definition above can be replaced by the supremum
over all cubes with centers in S containing point x.
When S = Rn, maximal functions of this type were first introduced by
Caldero´n [7] (see also the paper of Caldero´n and Scott [8]). It follows
from the results of [7] that a function belongs to the Sobolev space
W k,p(Rn), 1 < p <∞, if and only if f and f ♯k,Rn are both in L
p(Rn).
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Motivated by Caldero´n’s characterization of Sobolev spaces define the
following function spaces on s-sets
Cpα(S) = {f ∈ L
p(S) : ‖f‖Cpα = ‖f‖p + ‖f
♯
α,S‖p <∞}, p ≥ 1. (3.4)
Remark 3.5. If, in the definition (3.3), we make another choice for
the degree of projection, namely, we set k = [α] + 1 i.e. the smallest
integer that is strictly larger than α, we will get another variant of a
fractional maximal function. We will denote it by f ♭α,S. Clearly, f
♭
α,S
differs from f ♯α,S only if α is an integer.
Fractional sharp maximal functions onRn and the corresponding smooth-
ness spaces were studied in detail in the monograph of R. DeVore and
R. Sharpley [9]. Note that in this paper, we use the same notation as
[20], but it differs from the one in [9].
P. Shvartsman proved in [20] that, when S is an n-regular subset of
R
n, the trace space to S of the Sobolev space can be characterized via
sharp maximal functions, namely,
W k,p(Rn)|S = C
p
k(S), p > 1.
We aim to study the relationship between the trace spaces ofW k,p(Rn)
to an s-set S, n − 1 < s < n, and the spaces of functions defined in
terms of sharp maximal functions on S. Since in this case the trace
space W k,p(Rn)|S coincides with the Besov space B
p,p
α (S), α = k −
n−s
p
> 0 (see Theorem 2.4), the problem can be also formulated as the
comparison of Bp,pα (S) with C
p
α(S). Note that in this case, α is not an
integer and consequently the exact choice of k for integer α does not
matter, see Remark 3.5.
3.3. Projectors. For the study of sharp maximal functions (3.3), it
is useful to construct for every cube Q ⊂ Rn a projection operator PQ
from L1(Q ∩ S) onto the subspace Pk−1(R
n)|Q∩S, k ∈ N, such that
Ek(f,Q)Lu(S) ≈ (H
s(Q ∩ S))−1/u‖f − PQf‖Lu(Q∩S).
This is possible due to the following property of polynomials.
Proposition 3.6. Let S be an s-set with n−1 < s ≤ n and 1 ≤ q, u ≤
∞. Then for every polynomial p of degree k and every cube Q centered
at S, we have(∫
Q∩S
|p|q dHs
)1/q
≤ c
(∫
Q∩S
|p|u dHs
)1/u
, (3.7)
where the constant c > 1 depends on n, k and S.
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See Proposition 3 on p. 36 in [12] for the proof. See also [5], where a
more general inequality of such kind is proved.
Actually, the reverse Ho¨lder inequality for polynomials (3.7) guarantees
that the maximal functions f ♯α,S have most of the properties of their
counterparts defined on Rn. In particular, we use it to show that, in
the definition of the space Cpα(S), the function f
♯
α,S can be replaced
with f ♯α,u,S, 1 < u ≤ p, without changing the space.
Recall that QS = Q ∩ S. We fix now one more notation, namely, for a
cube Q and a function f ∈ Lu(S,Hs), 1 ≤ u ≤ ∞, we denote
Ek(f,Q)Lu(S) := inf
p∈Pk−1
(∫
QS
|f − p|u dHs
)1/u
.
Proposition 3.8. Let k ∈ N and Q be a cube centered at S. Then
there exists a linear operator PQ : L
1(QS) → Pk−1 such that for every
1 ≤ u ≤ ∞ and every f ∈ Lu(S)(∫
QS
|f − PQf |
u dHs
)1/u
≤ cEk(f,Q)Lu(S),
with some constant c independent of Q.
Proof. Following the construction of PQ from [20], let {pβ : |β| ≤ k−1}
denote an orthonormal basis in the linear space Pk−1 with respect to
the inner product
〈f, g〉 =
∫
QS
fg dHs. (3.9)
Note that since s > n−1, formula (3.9) defines an inner product indeed.
Set
PQf :=
∑
|β|≤k−1
(∫
QS
fpβ dH
s
)
pβ.
We estimate the operator norm of PQ in L
u norm. For every f ∈
Lu(QS), we have
‖PQf‖Lu(QS) ≤
∑
|β|≤k−1
∣∣∣∣
∫
QS
fpβ dH
s
∣∣∣∣‖pβ‖Lu(QS).
By the Ho¨lder inequality,
‖PQf‖Lu(QS) ≤
( ∑
|β|≤k−1
‖pβ‖Lu(QS)‖pβ‖Lu′(QS)
)
‖f‖Lu(QS),
and by Proposition 3.6,
‖pβ‖Lu(QS)‖pβ‖Lu′ (QS)
≤ c
(
(Hs(QS))
1
u
− 1
2‖pβ‖L2(QS)
)(
(Hs(QS))
1
u′
− 1
2‖pβ‖L2(QS)
)
= c.
7
Hence
‖PQf‖Lu(QS) ≤ c‖f‖Lu(QS).
Now, let pQ denote a polynomial of degree k − 1 satisfying(∫
QS
|f − pQ|
u dHs
)1/u
= Ek(f,Q)Lu(S).
Then we can write
f − PQf = (f − pQ)− PQ(f − pQ)
and, consequently, we get the estimate(∫
QS
|f − PQf |
u dHs
)1/u
≤ (1 + ‖PQf‖Lu(QS))Ek(f,Q)Lu(S)
≤ cEk(f,Q)Lu(S). 
The proposition above together with the definition of the sharp maxi-
mal function (3.3) implies that
f ♯α,u,S(x) ≈ sup
t>0
1
tα
(∫
Q(x,t)∩S
|f − PQ(x,t)f |
u dHs
)1/u
. (3.10)
Now we consider some properties of the projectors PQ.
Lemma 3.11. Let function f ∈ L1loc(Q∩S) and cube Q = Q(x, r) ⊂ R
n
be centered at x ∈ S, then:
(1) PQ(λ) = λ for any λ ∈ R;
(2) |PQf(y)| ≤ c|f |Q∩S, y ∈ Q ∩ S;
(3) If Q′ centered at S is such that Q′ ⊂ Q and
Hs(Q′ ∩ S) ≥ cHs(Q ∩ S),
then
|PQf(z)− PQ′f(z)| ≤ c
∫
Q∩S
|f − PQ| dH
s, z ∈ Q′ ∩ S;
(4) If Q′ = Q(y, r), y ∈ S, such that Q′ ∩Q 6= ∅, then
|PQf(z1)− PQ′f(z1)| ≤ c
∫
Q(z2,2r)∩S
|f − PQ(z2,2r)f | dH
s
for every z1, z2 ∈ Q ∩Q
′ ∩ S.
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Proof. Properties (1) and (2) directly follow from the construction of
projectors PQ. Let us prove (3). By (3.7), we have
sup
Q′
S
|PQf − PQ′f | ≤ c
∫
Q′
S
|PQf − PQ′f | dH
s
≤ c
[ ∫
Q′
S
|f − PQf | dH
s +
∫
Q′
S
|f − PQ′f | dH
s
]
≤ c
[ ∫
QS
|f − PQf | dH
s + Ek(f,Q
′)L1(S)
]
≤ c
∫
QS
|f − PQf | dH
s.
Note that if cubes Q = Q(x, r) and Q′ = (y, r′) are such that Q∩Q′ 6= ∅
then Q,Q′ ⊂ Q(z2, 2r) for any z2 ∈ Q ∩Q
′. Then, since
|PQf(z1)− PQ′f(z1)|
≤|PQf(z1)− PQ(z2,2r)f(z1)|+ |PQ′f(z1)− PQ(z2,2r)f(z1)|,
the statement (4) easily follows from (3). 
Remark 3.12. If x ∈ S is a Lebesgue point of a function f ∈ L1loc(S),
then, by definition,
lim
r→0
∫
Q(x,r)∩S
|f − f(x)| dHs = 0. (3.13)
By statements (1) and (2) of Lemma 3.11, we have
|PQ(x,r)f(x)−f(x)| = |PQ(x,r)[f −f(x)](x)| ≤ c
∫
Q(x,r)∩S
|f −f(x)|dHs.
Since almost every point of S is a Lebesgue point of a function f ∈
L1loc(S) (see for example [16]), we have
lim
r→0
PQ(x,r)f(x) = f(x) a.e. on S. (3.14)
The following lemma is a special case of Theorem 1 in [17] (see also
Theorem 1 in [18]). For the sake of completeness, we will sketch the
proof here.
Lemma 3.15. Suppose that α > 0, q ≥ 1 and f ∈ L1loc(S). Then for
any cube Q = Q(x, r), x ∈ S, we have(∫
Q∩S
|f − PQf |
q dHs
)1/q
≤ crα
(∫
2Q∩S
(f ♯α,S)
σ dHs
)1/σ
, (3.16)
where 1
σ
= 1
q
+ α
s
.
Proof. Let x0 be a Lebesgue point of a function f . We will show that
|f(x0)−PQ(x0,r)f(x0)| ≤ cr
α
(
f ♯α,S(x0)
)1−ασ/s(∫
QS(x0,r)
(f ♯α,S)
σ dHs
)α/s
.
(3.17)
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For every cube Q(x, t) ⊂ Rn, let QS(x, t) denote the set Q(x, t)∩S and
consider
u(x, t) =
1
tα
∫
QS(x,t)
|f − PQ(x,t)f | dH
s,
By Proposition 3.8 and (3.2), we have
u(x, τ) ≤ cu(x, t) if τ ≤ t ≤ 2τ. (3.18)
If Qk = Q(x0, 2
−kr), k ≥ 0, then by (3.14), Lemma 3.11 and (3.18)
respectively, we obtain
|f(x0)− PQ(x0,r)f(x0)| =
∣∣∣∣∣
∞∑
k=0
(PQk+1f(x0)− PQkf(x0))
∣∣∣∣∣
≤ crα
∞∑
k=0
2−kαu(x0, 2
−kr)
≤ crαu(x0, r) + c
∫ r
0
tαu(x0, t)
dt
t
.
(3.19)
Let
I =
(∫
QS(x0,r)
(f ♯α,S)
σ dHs
)1/σ
(3.20)
and consider two cases:
(1) If f ♯α,S(x0) ≤ I then by (3.10), we have∫ r
0
tα−1u(x0, t) dt ≤ cr
αf ♯α,S(x0) ≤ cr
α(f ♯α,S(x0))
1−ασ
s I
ασ
s .
(2) If f ♯α,S(x0) > I, then define τ = rI
σ/s(f ♯α,S)
−σ/s < r and write∫ r
0
tα−1u(x0, t) dt =
(∫ τ
0
+
∫ r
τ
)
tα−1u(x0, t) dt ≡ I1 + I2.
Then
I1 ≤ cτ
αf ♯α,S(x0) = cr
α(f ♯α,S(x0))
1−ασ
s I
ασ
s .
To estimate I2, note that for every t ≤ r, we have
u(x0, t) ≤ c
(∫
QS(x0,t)
(f ♯α,S)
σ dHs
)1/σ
≤ c
(
r
t
)s/σ
I, (3.21)
and therefore
I2 ≤ cIr
s/σ
∫ r
τ
tα−1−s/σ dt ≤ cI
(
r
τ
)s/σ
τα ≤ crαI,
Consequently, we have the same estimate as in case (1) for the
integral in (3.19).
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To estimate u(x0, r), we use (3.21) with t = r. Thus
u(x0, r) = [u(x0, r)]
1−ασ
s [u(x0, r)]
ασ
s ≤ [f ♯α,S(x0)]
1−ασ
s I
ασ
s ,
which finishes the proof of (3.17).
Now consider(∫
QS
|f − PQf |
q dHs
)1/q
≤
(∫
QS
|f(y)− PQ(y,r)f(y)|
q dHs(y)
)1/q
+
(∫
QS
|PQ(y,r)f(y)− PQf(y)|
q dHs(y)
)1/q
≡I1 + I2.
By (3.17), we have
I1 ≤ cr
α
(∫
QS
(f ♯α,S(y))
q(1−ασ/s)
( ∫
QS(y,r)
(f ♯α,S)
σ dHs
)qα/s
dHs(y)
)1/q
,
and since for every y ∈ Q(x, r), the cube Q(y, r) ⊂ Q(x, 2r), we have
I1 ≤ cr
α
(∫
QS(x,2r)
(f ♯α,S)
σ dHs
)α/s(∫
QS
(f ♯α,S)
σ dHs(y)
)1/q
≤ crα
∫
QS(x,2r)
(f ♯α,S)
σ dHs
)1/σ
.
If y ∈ Q(x, r)∩S and z ∈ Q(x, 2r)∩S, then by statement (4) of Lemma
3.11, we have
|PQ(y,r)f(y)− PQf(y)| ≤ c
∫
QS(x,2r)
|f − PQ(x,2r)f | dH
s ≤ crαf ♯α,S(z).
Since the last inequality holds for any z ∈ QS(x, 2r), we have
|PQ(y,r)f(y)− PQf(y)| ≤ cr
α
(∫
QS(x,2r)
(f ♯α,S)
σ dHs
)1/σ
(3.22)
for every y ∈ QS. This completes the proof. 
Applying the Ho¨lder inequality and Lemma 3.15 respectively, we get
the following statement.
Lemma 3.23. Let α > 0, u > 1 and f ∈ L1loc(S), then
f ♯α,S ≤ f
♯
α,u,S(x) ≤ cMσ(f
♯
α,S)(x), (3.24)
where 1/σ = 1/u + α/s, M is the Hardy-Littlewood maximal operator
and Mσ(g) = [M(|g|
σ)]1/σ.
11
Remark 3.25. Recall that the function space Cpα(S) is defined as the
set of functions f ∈ Lp(S) such that f ♯α,1,S ∈ L
p(S). By Lemma 3.23
and the Lq-boundedness of the maximal operator for q > 1, the set
of functions such that f ♯α,u,S ∈ L
p(S) is independent of u as long as
1 ≤ u ≤ p. Thus, we can use any value of u in the definition of the
space Cpα(S). Furthermore, the next lemma shows that to define C
p
α(S),
it is enough to consider local best approximations on cubes with side
length less than any fixed positive number.
Lemma 3.26. Let p > 1, 1 ≤ u ≤ p and γ > 0. Then Cpα(S) coincides
with the space
{f ∈ Lp(S) : sup
0<t<γ
t−αEk(f,Q(·, t))Lu(S) ∈ L
p(S)}.
Proof. First let 1 ≤ u < p. For every x ∈ S, we have
sup
t≥γ
1
tα
Ek(f,Q(x, t))Lu(S) ≤ γ
−α sup
t≥γ
(∫
Q(x,t)∩S
|f |u dHs
)1/u
≤ c(M(fu)(x))1/u
(3.27)
and the claim follows from the Lq-boundedness of the maximal operator
for q = p/u > 1.
If u = p, we take some 1 ≤ q < p. By (3.24), we have
‖f ♯α,p,S‖Lp(S) ≤ c‖f
♯
α,q,S‖Lp(S)
≤ ‖ sup
0<t<γ
1
tα
Ek(f,Q(x, t))Lq(S)‖Lp(S) + ‖ sup
t≥γ
1
tα
Ek(f,Q(x, t))Lq(S)‖Lp(S),
where the first summand is bounded by the assumption and the second
by (3.27). 
4. Comparison with Besov spaces
The following theorem is the main result of the present paper.
Theorem 4.1. Let S be an s-set with n− 1 < s ≤ n, 1 < p ≤ ∞ and
α be a non-integer positive number. Then
Bp,pα (S) ⊂ C
p
α(S) ⊂ B
p,∞
α (S). (4.2)
Remark 4.3. If α > 0 is an integer then in the embeddings (4.2) the
space Cpα(S) shall be replaced with the space
{f ∈ Lp(S) : f ♭α,S ∈ L
p(S)},
see Remark 3.5 for the difference between functions f ♯α,S and f
♭
α,S.
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Theorem 4.1 is an analogue of Theorem 7.1 in [9] for S = Rn. Examples
similar to the ones constructed in [9] show that the embeddings (4.2)
are the best possible within the scale of Besov spaces.
The case of s-set with s strictly less than n is of our current interest
due to the characterization for traces of potential spaces to s-sets given
by A. Jonsson, see Theorem 2.4.
Corollary 4.4. Let S be an s-set, n− 1 < s < n, 1 < p < ∞, k ∈ N
and α = k − (n− s)/p > 0. Then for any 0 < ε < (n− s)/p
Cpα+ε(S) ⊂W
p
k (R
n)|S ⊂ C
p
α(S). (4.5)
To prove Theorem 4.1, we need the following representation for the
norm of Besov spaces.
Theorem 4.6. Let S be an s-set, n− 1 < s ≤ n, α > 0, 1 ≤ p, q ≤ ∞
and k = [α] + 1. Then, when q <∞, we have
‖f‖Bp,qα (S) ≈ ‖f‖Lp(S) +
(∫ 1
0
(
‖Ek(f,Q(·, t))Lp(S)‖Lp(S)
tα
)q
dt
t
)1/q
and
‖f‖Bp,∞α (S) ≈ ‖f‖Lp(S) + sup
0<t≤1
t−α‖Ek(f,Q(·, t))Lp(S)‖Lp(S).
Remark 4.7. Such characterization of Besov spaces is fairly standard,
see for example [4], [21] for the case when S = Rn and [12], [20] for the
case of n-sets.
Proof. First, suppose that the right-hand-side is finite. We note that
by (3.1), we can replace the integral by the sum
∞∑
ν=0
2ναq
(∫
S
Epk(f,Q(x, 2
−ν))Lp(S) dH
s(x)
)q/p
. (4.8)
Take a net pi = {Qi, i = 1, 2, . . . } with mesh size 2
−ν and let Pπf be a
function from Pk(pi) which will be chosen later. Clearly,∫
S
|f−Pπf |
p dHs =
∑
Q∈π
∫
Q∩S
|f−Pπf |
p dHs =
∑
Q∈π′
∫
Q∩S
|f−Pπf |
p dHs,
where pi′ = {Q ∈ pi : Q ∩ S 6= ∅}.
Set t = 2−ν−1. For any cube Q = Q(x, t) from pi′, choose a point
y ∈ Q ∩ S and set K = Q(y, 2t). Then Q ⊂ K and∑
Q∈π′
χK ≤ c,
where constant c depends only on n.
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The center of every cube K is in S. Hence, by Proposition 3.8, there
is a projector PK : L
1(K ∩ S)→ P[α] such that∫
K∩S
|f − PKf |
p dHs ≤ cHs(K ∩ S)Epk(f,K)Lp(S),
with constant c independent of f and K. Define Pπf(x) = PKf(x),
x ∈ Q, and Pπf(x) = 0 if x /∈
⋃
Q∈π′
Q. For any point z ∈ K ∩S we have
K ⊂ Q(z, 4t) and∫
Q∩S
|f − Pπf |
p dHs =
∫
Q∩S
|f − PKf |
p dHs
≤
∫
K∩S
|f − PKf |
p dHs
≤ cHs(K ∩ S)Epk(f,K)Lp(S)
≤ cHs(K ∩ S)Epk(f,Q(z, 4t))Lp(S),
where the last inequality holds by (3.1). Then we integrate the inequal-
ity over the set K ∩ S to obtain∫
Q∩S
|f − Pπf |
p dHs ≤ c
∫
K∩S
Epk(f,Q(z, 4t))Lp(S) dH
s(z).
Remember that we set t = 2−ν−1. Thus we have
(∫
S
|f − Pπf |
p dHs
)1/p
≤ c
(∑
Q∈π′
∫
K∩S
Epk(f,Q(z, 2
−ν+1))Lp(S) dH
s(z)
)1/p
≤ c
(∫
S
Epk(f,Q(·, 2
−ν+1))Lp(S) dH
s
)1/p
.
Let now cν be equal to the last integral multiplied by 2
να. Then
∞∑
ν=1
cqν = c
∞∑
ν=1
2ναq
(∫
S
Epk(f,Q(x, 2
−ν))Lp(S) dH
s(x)
)q/p
<∞,
so that, by (4.8), f ∈ Bp,qα (S) and the wanted estimate for its norm
holds.
Suppose now that f ∈ Bp,qα (S) and pi is a net with mesh size 2t, t > 0.
Denote by pi′ a family of all cubes Q from pi such that Q ∩ S 6= ∅. If
Q ∈ pi′ and x ∈ Q∩S, then Q(x, t) ⊂ 2Q, Hs(Q(x, t)∩S) ≈ Hs(2Q∩S)
and by (3.1)
Epk(f,Q(x, t))Lu(S) ≤ c E
p
k(f, 2Q)Lu(S).
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Hence,∫
S
Epk(f,Q(x, t))Lu(S) dH
s(x) =
∑
Q∈π′
∫
Q∩S
Epk(f,Q(x, t))Lu(S) dH
s(x)
≤ c
∑
Q∈π′
Hs(2Q ∩ S)Epk(f, 2Q)Lu(S).
It is easy to see that family of cubes p˜i = {2Q : Q ∈ pi′} can be
represented as p˜i = ∪mi=1pii, where m = 2
n and every pii is a subfamily
of a net with mesh size 4t.
Set k = [α] + 1 and t = 2−ν , ν = 2, . . . . Since f ∈ Bp,qα (S), there are
functions Pπif ∈ Pk−1, i = 1, . . . , m, such that∫
S
Epk(f,Q(x, 2
−ν))Lu(S) dH
s(x)
≤ c
m∑
i=1
∑
Q∈πi
Hs(Q ∩ S)Epk(f,Q)Lp(S)
≤ c sup
πi
∑
Q∈πi
(Hs(Q ∩ S))1−p/p
∫
Q∩S
|f − Pπif |
u dHs
= c sup
πi
∑
Q∈πi
∫
Q∩S
|f − Pπif |
p dHs,
≤ c sup
πi
∫
S
|f − Pπif |
p dHs ≤ c2(−ν+2)αpcpν−2
and, consequently
∞∑
ν=2
2ναq
(∫
S
Epk(f,Q(x, 2
−ν))Lu(S) dH
s(x)
)q/p
≤ c
∞∑
ν=0
cqν <∞. 
Proof of Theorem 4.1. We start with the first embedding and use here
the characterization of the spaces Cpα(S) given by Lemma 3.26. By
property (3.1) of local best approximation, we have
sup
0<t≤ 1
2
1
tαp
Epk(f,Q(x, t))Lp(S) ≤ c
∞∑
ν=1
2−ναpEpk(f,Q(x, 2
−ν))Lp(S)
≤ c
∫ 1
0
Epk(f,Q(x, t))Lp(S)
tαp
dt
t
.
Thus,
‖f ♯α,S‖
p
Lp(S) ≤ c
∫
S
∫ 1
0
Epk (f,Q(x, t))Lp(S)
tαp
dt
t
dx
= c
∫ 1
0
(
‖Ek(f,Q(·, t))Lp(S)‖Lp(S)
tα
)p
dt
t
.
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For non-integer α > 0 the number k = −[−α] is strictly greater than
α, hence, by Theorem 4.6 the last term can be estimated by ‖f‖Bp,pα (S).
To prove the second embedding, we notice that for every α > 0, k ∈ N
and t > 0, we have
‖Ek(f,Q(·, t))Lp(S)‖Lp(S)
tα
≤ ‖ sup
t>0
Ek(f,Q(·, t))Lp(S)
tα
‖Lp(S). (4.9)
Setting k − [−α] and taking the supremum over the interval (0, 1] in
(4.9) we get
‖f‖Bp,∞α (S) ≤ ‖f
♯
α,S‖Lp(S). 
Since the statements of Lemmata 3.15, 3.23, 3.26 hold true for the
sharp maximal functions f ♭α,S as well, the case of integer α can be
treated with the slight modification of the last proof; see Remark 4.3.
5. Sobolev spaces on s-sets
As mentioned above, the definition (3.4) of the function space Cpk(S)
yields the Sobolev space W k,p(Rn) if S = Rn [7] or the space W k,p(S) if
S is a W k,p-extension domain [14]. Motivated by these facts, one could
ask a natural question: Can the spaces Cpk(S) be relevant analogs of
classical Sobolev spaces in some more general settings?
If S is an n-set, then Cpk(S) is the trace space ofW
k,p(Rn) to S [20] and
therefore functions from Cpk(S) possess certain distinctive properties
of Sobolev spaces. In the case of s-sets with n − 1 < s < n, we
can not derive the corresponding properties from the trace reasoning.
Nevertheless, some results which are known for Sobolev spaces of higher
order can be obtained. In particular, we have a version of Sobolev-
Poncare´ inequality given by Lemma 3.15, and an analogue of Sobolev
embedding theorem which is proved below.
Proposition 5.1. Let S be an s-set, n−1 < s < n, p ≥ 1, kp < s and
q = sp/(s− kp). Then
‖f‖Lq(S) ≤ c(‖f
♯
α,S‖Lp(S) + (diamS)
−α‖f‖Lp(S)) (5.2)
Proof. By Lemma 3.15 and by statement (2) from Lemma 3.11(∫
QS
|f |q dHs
)1/q
≤
(∫
QS
|f − PQf |
q dHs
)1/q
+
(∫
QS
|PQf |
q dHs
)1/q
≤ c
[
rα
(∫
2QS
(f ♯α,S)
p dHs
)1/p
+
∫
QS
|f | dHs
]
.
Choosing Q = Q(x, diamS), where x is any point in S, and using the
s-regularity of S, we get (5.2). 
For the first order Sobolev space, the definition in terms of Lp-properties
of sharp maximal functions makes sense also in general situation of a
metric measure space [13]. So far, very little is known about the higher
order case. The problem is that in the definition of the sharp maximal
function, we need a family of polynomials with special properties. In
case of s-sets in Rn, n − 1 < s ≤ n, such families do exist, see Sec-
tion 3. In more general situation, one could use the related technique
assuming that some polynomial type functions exist. This kind of an
approach is used for example in [19], where a version of polynomials on
metric spaces equipped with a doubling measure have been proposed.
See also [2], where a characterization of higher order Sobolev spaces via
a quadratic multiscale expression is used to propose an other definition
for Sobolev functions on any metric space.
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