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Abstract—We propose new repair schemes for Reed-Solomon
codes that use subspace polynomials and hence generalize previous
works in the literature that employ trace polynomials. The Reed-
Solomon codes are over Fq` and have redundancy r = n− k ≥ qm,
1 ≤ m ≤ `, where n and k are the code length and dimension,
respectively. In particular, for one erasure, we show that our schemes
can achieve optimal repair bandwidths whenever n = q` and
r = qm, for all 1 ≤ m ≤ `. For two erasures, our schemes use
the same bandwidth per erasure as the single erasure schemes, for
`/m is a power of q, and for ` = qa, m = qb − 1 > 1 (a ≥ b ≥ 1),
and for m ≥ `/2 when ` is even and q is a power of two.
I. INTRODUCTION
The repair bandwidth is a crucial performance metric of
erasure codes when deployed in distributed storage systems [2],
[3]. In such systems, for an underlying finite field F, e.g.
F = GF(256), a data vector in Fk is transformed into a codeword
vector in Fn, whose components are subsequently stored at
different storage nodes. When a node fails, the codedword symbol
stored at that node is erased (lost). A replacement node (RN) has
to recover the content stored at the failed node by downloading
relevant information from the remaining operational nodes. The
repair bandwidth refers to the total amount of information (in
bits) that the RN has to download in order to complete the
repair process. If multiple erasures occur, different RNs may
also exchange information in a distributed manner, and we
are interested in the bandwidth used per erasure. Alternatively,
multiple erasures can be recovered by a centralized entity, which,
however, is not the focus of this work.
Reed-Solomon codes [4], the most practically used maximum
distance separable codes [5], have been deployed in major
distributed storage systems such as the Google File System II,
Quantcast File System, Yahoo Object Store, Facebook f4 Storage
System, Baidu Atlas Cloud Storage, Backblaze Vaults, and HDFS
(see [6, Table I]). However, they perform poorly as erasure codes
under the repair bandwidth metric. For instance, to repair a
data chunk of size 256 MB, the default repair scheme for the
Reed-Solomon code (14, 10) employed by Facebook’s f4 [7]
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implementation requires a repair bandwidth of 2.56 GB. As
observed earlier in [8], the bandwidth used for repairing Reed-
Solomon coded data in a Facebook analytics cluster amounts to
10%-20% of the total network traffic within the cluster.
There has been a considerable effort by the research com-
munity to improve and optimize the repair bandwidth of Reed-
Solomon codes [9]–[16]. Several extensions to the case of multi-
ple erasures were also studied [6], [16]–[20]. The optimal repair
bandwidth of Reed-Solomon codes is generally unknown, except
for some full-length codes [1], [10], [11] and for codes with
exponentially large subpacketizations [15], [16]. Constructions
of Reed-Solomon codes and repair schemes that trade-off the
repair bandwidth and subpacketization size were also investigated
in [21]–[23]. Another line of relevant research has focused on the
I/O cost (the number of bits accessed at helper nodes) of repairing
Reed-Solomon codes [24]–[26].
The focus of this work is on constructions of repair schemes
for Reed-Solomon codes over Fq` with redundancy r ≥ qm
using subspace polynomials in Fq` [x] whose root sets form
m-dimensional Fq-subspaces of Fq` (treated as a vector space
over Fq). For a single erasure, we show that the proposed repair
scheme uses a repair bandwidth of (n − 1)(` − m) log2 q bits,
which is optimal when n = q` and r = qm for all 1 ≤ m ≤ `,
based on a newly derived lower bound that (slightly) improves
upon that in [10], [11]. Our scheme generalizes the method
introduced in [10], [11] which employs trace polynomials and
only works when r ≥ qm and (`−m) divides `. Note that a trace
polynomial is a special subspace polynomial and the divisibility
condition is imposed by the property that the set of values of the
trace polynomial must lie in a subfield of Fq` . This constraint is
relaxed in our construction as only subspaces are required.
We also develop distributed schemes that repair two erasures
for Reed-Solomon codes. When r ≥ q`−1, it has been shown by
Dau et al. [6], [17] and by Zhang and Zhang [20] that two era-
sures can be repaired using a bandwidth of (n−1) log2 q bits per
erasure via trace polynomial approaches. Our goal is to consider
the more general case when r ≥ qm, 1 ≤ m ≤ `. We describe
constructions of several schemes repairing two erasures for Reed-
Solomon codes with a bandwidth of (n − 1)(` − m) log2 q
bits per erasure, the same bandwidth as required for a single
erasure. More specifically, our constructions apply when `/m is
a power of q, and when ` = qa and m = qb − 1 > 1 (for
all a ≥ b ≥ 1), and when m ≥ `/2 and ` is even and q is
a power of two. In this setting we also make use of subspace
polynomials: However, while any subspace polynomial may be
used for the repair scheme of a single erasure, this is not the case
for two erasures. There, subspace polynomials satisfying certain
additional properties are needed.
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2The remainder of the paper is organized as follows. We first
provide relevant definitions and terminologies and then discuss
the Guruswami-Wootters repair scheme for Reed-Solomon codes
in Section II. The improved lower bound on the repair bandwidth
of a single erasure is presented in Section III. We introduce
new repair schemes for a single erasure and for two erasures in
Section IV and Section V, respectively. We provide concluding
remarks in Section VI.
II. PRELIMINARIES
A. Definitions and Notations
Let [n] denote the set {1, 2, . . . , n} and [m,n] the set {m,m+
1, . . . , n}. Let Fq be the finite field of q elements, for some prime
power q. Let Fq` be an extension field of Fq , where ` ≥ 1.We
refer to the elements of Fq` as symbols and the elements of Fq as
subsymbols. The field Fq` may also be viewed as a vector space
of dimension ` over Fq , i.e. Fq` ∼= F`q , and hence each symbol in
Fq` can be represented as a vector of length ` over Fq . We use
spanFq (U) to denote the Fq-subspace of Fq` spanned by a set of
elements U of Fq` . We use dimFq (·) and rankFq (·) to denote the
dimension of a subspace and the rank of a set of vectors over
Fq , respectively. The (field) trace of any symbol α ∈ Fq` over
Fq is defined as TrF
q`
/Fq (α) =
∑`−1
i=0 α
qi . When clear from the
context, we omit the subscripts Fq`/Fq .
A linear [n, k] code C over Fq` is an Fq` -subspace of Fnq` of
dimension k. Each element of a code is referred to as a codeword.
Each element cj of a codeword ~c = (c1, c2, . . . , cn) ∈ Fnq` is
referred to as a codeword symbol. The dual C⊥ of a code C is the
orthogonal complement of C in Fnq` and has dimension r = n−k.
Definition 1. Let Fq` [x] denote the ring of polynomials over Fq` .
A Reed-Solomon code RS(A, k) ⊆ Fnq` of dimension k over a
finite field Fq` with evaluation points A = {αj}nj=1 ⊆ Fq` is
defined as
RS(A, k) =
{(
f(α1), . . . , f(αn)
)
: f ∈ Fq` [x], deg(f) < k
}
.
The Reed-Solomon code is full length if n = q`, i.e. A ≡ Fq` .
A generalized Reed-Solomon code, GRS(A, k, ~λ), where ~λ =
(λ1, . . . ,λn) ∈ Fn, is defined similarly to a Reed-Solomon
code, except that the codeword corresponding to a polynomial
f is defined as
(
λ1f(α1), . . . ,λnf(αn)
)
, where λj 6= 0 for
all j ∈ [n]. It is well known that the dual of a Reed-Solomon
code RS(A, k), for any n ≤ |F |, is a generalized Reed-Solomon
code GRS(A,n − k, ~λ), for some multiplier vector ~λ (see [5,
Chp. 10]).
Whenever clear from the context, we use f(x) to denote a
polynomial of degree at most k − 1, which corresponds to a
codeword of the Reed-Solomon code C = RS(A, k), and g(x)
to denote a polynomial of degree at most r − 1 = n − k − 1,
which corresponds to a codeword of the dual code C⊥. Since∑n
j=1 g(αj)(λjf(αj)) = 0, we also refer to the polynomial
g(x) as a check polynomial for C. Note that when n = q`, we
have λj = 1 for all j ∈ [n]. In general, as the column multipliers
λj do not play any role in evaluating the repair bandwidth, they
are often omitted to simplify the notation (see also Remark 1).
B. Trace repair framework
First, note that each element of Fq` can be recovered from
its ` independent traces. More precisely, given a basis {βi}`i=1
of Fq` over Fq , any α ∈ Fq` can be uniquely determined given
the values of Tr(βiα) for i ∈ [`], i.e. α =
∑`
i=1 Tr(βiα)β
∗
i ,
where {β∗i }`i=1 is the dual (trace-orthogonal) basis of {βi}`i=1
(see, e.g. [27, Ch. 2, Def. 2.30]).
Let C be an [n, k] linear code over Fq` and C⊥ its dual.
If ~c = (c1, . . . , cn) ∈ C and ~g = (g1, . . . , gn) ∈ C⊥ then
~c · ~g = ∑nj=1 cjgj = 0. Suppose cj∗ is erased and needs
to be recovered. In the trace repair framework, choose a set of `
dual codewords ~g(1), . . . , ~g(`) such that dimFq
({g(i)j∗ }`i=1) = `,
where ~g(i) = (g(i)1 , . . . , g
(i)
n ), i ∈ [`]. Since the trace is a linear
map, we obtain the following ` equations, referred to as the repair
equations,
Tr
(
g
(i)
j∗ cj∗
)
= −
∑
j 6=j∗
Tr
(
g
(i)
j cj
)
, i ∈ [`]. (1)
In order to recover cj∗ , one needs to retrieve sufficient informa-
tion from {cj}j 6=j∗ to compute the right-hand sides of (1). We
define, for all j ∈ [n],
Sj 4= spanFq
({
g
(1)
j , . . . , g
(`)
j
})
(2)
and refer to Sj as a column space of the repair scheme. The
name reflects the fact that Sj is the Fq-subspace of Fq` spanned
by the elements in the j-th column of the table whose i-th row
corresponds to the n components of the dual codeword ~g(i) (see
Table I for an example). Note that Sj∗ = Fq` , or equivalently,
dimFq (Sj∗) = `, which guarantees that cj∗ can be recovered
from the ` (independent) traces Tr
(
g
(i)
j∗ cj∗
)
on the left-hand side
of (1), referred to as the target traces. This is a necessary and
sufficient condition for the set of dual codewords {~g(i)}`i=1 to
form a repair scheme of cj∗ .
We now discuss the repair bandwidth of this repair scheme.
For j 6= j∗, to determine Tr(g(i)j cj) for all i ∈ [`], it suffices
for the RN to retrieve bj = dimFq (Sj) subsymbols in Fq from
the node storing cj . Indeed, suppose {gitj }bjt=1 is an Fq-basis
of Sj , then by retrieving just bj traces {Tr(gitj cj)}bjt=1 of cj ,
referred to as repair traces, all other traces {Tr(g(i)j cj)}`i=1 can
be computed as Fq-linear combinations of those bj traces without
any knowledge of ~c. Thus, the RN must download a total of
b =
∑
j 6=j∗ bj =
∑
j 6=j∗ dimFq (Sj) subsymbols from Fq .
We refer to the scheme described above as a repair scheme
based on {~g(i)}`i=1 using the base field Fq . Note that Fq` is
often referred to as the coding field. We omit the base field when
it is clear from the context. Note that we need one such repair
scheme for each codeword symbol cj∗ , j∗ ∈ [n]. Furthermore, we
assume that every node knows all n repair schemes, that is, all n
sets of ` dual codewords, in advance. It is known that these types
of repair schemes include every possible linear repair scheme for
Reed-Solomon codes [10]. The above discussion is summarized
in Lemma 1.
Lemma 1 (Guruswami-Wootters [10]). Let C be an [n, k] linear
code over Fq` and C⊥ its dual. The repair scheme for cj∗ based
on ` dual codewords ~g(1), . . . , ~g(`), where dimFq
(Sj∗) = `,
incurs a repair bandwidth of
∑
j 6=j∗ dimFq (Sj) subsymbols in
Fq , where Sj are column spaces defined as in (2).
3Remark 1. When C = RS(A, k) is a Reed-Solomon code with
A = {αj}nj=1 ∈ Fnq` , its dual codewords are of the form
~g = (λ1g(α1),λ2g(α2), . . . ,λng(αn)), where g(x) ∈ Fq` [x]
are polynomials of degrees at most r − 1 = n − k − 1 and
λj ∈ F∗q` are fixed column multipliers. A repair scheme for cj∗
is based on ` polynomials g1(x), . . . , g`(x). Since
Sj = λjspanFq ({gi(αj)}`i=1),
we have dimFq (Sj) = dimFq spanFq ({gi(αj)}`i=1). Therefore,
the multiplier λj are irrelevant for determining the repair band-
width of the repair scheme based on g1(x), . . . , g`(x). We slightly
abuse the notation and henceforth ignore λj and referring to
Sj = spanFq ({gi(αj)}`i=1) as the column space of the repair
scheme for a Reed-Solomon code. Another way to view this sim-
plification is that as recovering f(αj) is equivalent to recovering
λjf(αj), one can safely ignore λj and focus only on gi(x) in the
construction of low-bandwidth repair schemes for Reed-Solomon
codes.
j = 1 j = 2 j = 3 j = 4 j = 5 j = 6 j = 7 j = 8
~g(1) 1 · ξ3 ξ6 ξ ξ5 ξ4 ξ2
~g(2) ξ ξ4 1 ξ2 ξ6 ξ5 ξ3 ·
~g(3) ξ2 ξ ξ3 1 ξ6 ξ4 · ξ5
dimF2 (Sj→1) 3 2 2 2 2 2 2 2
TABLE I: A list of three dual codewords used to repair the first
codeword symbol c1 of an [8, 6] Reed-Solomon code over F8.
These dual codewords must be known to all nodes in advance.
Here, a dot “·” stands for a zero entry. It suffices for the
replacement node to download two bits from each available node,
for instance, Tr(ξ4c2) and Tr(ξc2) from the node storing c2, or
Tr(ξ2c4) and Tr(c4) from the node storing c4. Thus, the scheme
has a repair bandwidth of 14 = 7× 2 bits.
Example 1. Consider a repair scheme of the first codeword
symbol c1 of an [8, 6] Reed-Solomon code over F8 that is based
on ` = 3 dual codewords g(1), g(2), and g(3) as given in Table I.
We have q = 2, n = 8, k = 6, and j∗ = 1 in this case. This repair
scheme can be constructed using Construction I developed in
Section IV (see Example 2). First, this set of three dual codewords
corresponds to a repair scheme for c1 because
dimF2(S1) = rankF2({1, ξ, ξ2}) = 3 = `,
where ξ is a primitive element of F8 satisfying ξ3 + ξ + 1 = 0.
For instance, for the codeword ~c = (?, 1, ξ2, ξ4, 0, ξ, 0, 0) where
c1 has been erased, the three repair equations are given below.
Tr(c1) = −Tr(ξ3 × c3)− Tr(ξ6 × c4)− Tr(ξ5 × c6) = 1,
Tr(ξc1) = −Tr(ξ4c2)−Tr(c3)−Tr(ξ2 × c4)−Tr(ξ5 × c6)=0,
Tr(ξ2c1) = −Tr(ξc2)−Tr(ξ3c3)−Tr(c4)−Tr(ξ4 × c6) = 0.
As {1, ξ2, ξ} is a dual basis of {1, ξ, ξ2}, we can recover c1 as
follows.
c1 = Tr(c1) + Tr(ξc1)ξ
2 + Tr(ξ2c1)ξ = 1.
Next, the repair bandwidth is equal to the sum of the dimen-
sions (over F2) of the column spaces Sj , or equivalently, the
sum of ranks (over F2) of the entries in columns j of Table I,
2 ≤ j ≤ 8. In this scheme, all column spaces Sj , 2 ≤ j ≤ 8, have
dimension bj = 2 over F2. That means the helper node storing
cj , j 6= 1, just needs to send two repair traces (two bits) to the
replacement node. For example, Node j = 2 sends Tr(ξ4c2) and
Tr(ξc2). Nodes j = 4 sends Tr(ξ2c4) and Tr(c4). Node j = 4
does not need to send Tr(ξ6c7) because this trace can be written
as the sum of the previous two traces,
Tr(ξ6c4) = Tr((ξ
2 + 1)c4) = Tr(ξ
2c4) + Tr(c4).
Therefore, this scheme has a repair bandwidth of 14 = 7×2 bits.
C. Definition and Properties of Linearized Polynomials
A linearized polynomial L(x) over Fq` is of the form L(x) =∑t
i=0 aix
qi , ai ∈ Fq` . A few properties of linearized polyno-
mials needed for our subsequent analysis are discussed below.
As L(α + β) = L(α) + L(β) and L(cα) = cL(α) for
all α,β ∈ Fq` and c ∈ Fq , L(·) is an Fq-linear map from
Fq` to itself. For linearized polynomials over Fq , i.e. having
coefficients in Fq , we define the symbolic multiplication of L1(x)
and L2(x) as L1 ⊗ L2(x) = L1(L2(x)), which is again a
linearized polynomial. We use L⊗s(x) to denote the s-th power
of L with respect to the symbolic multiplication. The polynomial
l(x) =
∑t
i=0 six
i ∈ Fq[x] is called the conventional q-associate
(or just associate for short) of L(x) =
∑t
i=0 aix
qi ∈ Fq[x]. It is
known that the associate of L⊗s(x) is ls(x) (see, for instance,
[27, Lem. 3.59]).
III. AN IMPROVED LOWER BOUND ON THE REPAIR
BANDWIDTH OF A SINGLE ERASURE
In order to evaluate their proposed single erasure repair
scheme, Guruswami and Wootters [10] established a lower bound
on the repair bandwidth for Reed-Solomon codes. We start
our exposition by improving their bound. The result of this
derivation also suggests the number of subsymbols that needs
to be downloaded from each available node using an optimal
repair scheme. Consequently, the bound allows one to perform
a theoretical/numerical search for optimal repair schemes in a
simple manner.
Proposition 1. Any linear repair scheme for Reed-Solomon
codes RS(A, k) over Fq` that uses the base field Fq requires
a bandwidth of at least
tbbAVEc+ (n− 1− t)dbAVEe
subsymbols over Fq , where n = |A| ≤ q`, and where bAVE and t
are defined as
bAVE
4
= logq
( (n− 1)q`
(r − 1)(q` − 1) + (n− 1)
)
,
and t 4= n− 1 if bAVE ∈ Z, and
t
4
=
⌊
T − (n− 1)q−dbAVEe
q−bbAVEc − q−dbAVEe
⌋
otherwise. Here,
T
4
=
(r − 1)(q` − 1) + (n− 1)
q`
.
Proof. The first part of the proof proceeds along the same lines as
the proof of [10, Thm. 6]. But once the optimization problem is
solved to arrive at a fractional lower bound, rather than allowing
the number of subsymbols downloaded from each available node
to be real-valued, we perform a rounding procedure which leads
to an improved integral lower bound.
4Fix an α∗ ∈ A and consider an arbitrary ex-
act linear repair scheme of Reed-Solomon codes for the
node storing f(α∗) that uses b subsymbols from Fq .
By [10, Thm. 4], there is a set of ` polynomials
g1(x), . . . , g`(x) such that rankFq
({g1(α∗), . . . , g`(α∗)}) = `
and rankFq
({g1(α), . . . , g`(α)}) = bα, for all α ∈ A \ {α∗},
where b =
∑
α∈A\{α∗} bα. For each α ∈ A, let
Sα
4
= {~s = (s1, . . . , s`) ∈ F`q :
∑`
i=1
sigi(α) = 0}.
As rankFq ({g1(α), . . . , g`(α)}) = bα, we have dimFq (Sα) =
`− bα. Averaging over all nonzero vectors ~s ∈ F`q , we obtain
1
q` − 1
∑
~s∈F`q\{~0}
|{α ∈ A \ {α∗} : ~s ∈ Sα}|
=
1
q` − 1
∑
α∈A\{α∗}
|{~s ∈ F`q \ {~0} : ~s ∈ Sα}|
=
1
q` − 1
∑
α∈A\{α∗}
(q`−bα − 1) =: E. (3)
Therefore, there exists some ~s∗ = (s∗1, . . . , s
∗
` ) ∈ F`q \ {~0} so
that |{α : ~s∗ ∈ Sα}| ≥ E. Let g(x) 4=
∑`
i=1 s
∗
i gi(x). By the
choice of ~s∗, g(x) vanishes on at least E points of A \ {α∗}.
Also, since ~s∗ 6= ~0, g(α∗) = ∑`i=1 s∗i gi(α∗) 6= 0. Therefore,
g(x) corresponds to a nonzero codeword in the dual code C⊥
and hence can have at most r − 1 roots. Thus,
1
q` − 1
∑
α∈A\{α∗}
(q`−bα − 1) = E ≤ r − 1,
or equivalently,∑
α∈A\{α∗}
q−bα ≤ ((r − 1)(q` − 1) + (n− 1))/q` =: T. (4)
Let
bmin
4
= min
bα∈{0,1,...,`}
∑
α∈A\{α∗}
bα, subject to (4). (5)
Then, any feasible repair scheme has to have b ≥ bmin. To solve
the optimization problem (5), the authors of [10, Thm. 6] relaxed
the condition that bα are integer-valued and arrived at a lower
bound that reads as (n−1)bAVE, where bAVE 4= logq
(
(n−1)/T ).
But one can still solve (5) for bα ∈ {0, 1, . . . , `} and arrive at a
closed form expression for bmin. To see how to accomplish this
analysis, we first let {b1, . . . , bn−1} refer to {bα : α ∈ A\{α∗}}.
We then claim that
b∗1 = · · · = b∗t = bbAVEc, b∗t+1 = · · · = b∗n−1 = dbAVEe,
where t is the largest integer satisfying
∑n−1
i=1 q
−b∗i ≤ T , is
an optimal solution of (5). To this end, if (b1, . . . , bn−1) is an
optimal solution of (5), and bi−bj ≥ 2 for some i and j, we may
decrease bi by one and increase bj by one, and retain an optimal
solution. Repeating this “balancing” procedure for as many times
as possible, we obtain an optimal solution for which |bi−bj | ≤ 1,
i, j ∈ [n− 1]. If mini bi < bbAVEc then (b1, . . . , bn−1) cannot be
a feasible solution. Therefore, mini bi ≥ bbAVEc. Because of the
way t was chosen, we always have
∑n−1
i=1 bi ≥
∑n−1
i=1 b
∗
i , which
establishes the optimality of (b∗1, . . . , b
∗
n−1). Finally, t may be
easily computed as follows. If bAVE ∈ Z then t = n−1, otherwise
t =
⌊
T − (n− 1)q−dbAVEe
q−bbAVEc − q−dbAVEe
⌋
. 
Corollary 1. When n = q` and r = qm, for some m ∈ [`], any
linear repair scheme over the subfield Fq of a Reed-Solomon
code RS(A, k) defined over Fq` requires a bandwidth of at least
(n− 1)(`−m) subsymbols over Fq .
Proof. In this case, bAVE = ` − m ∈ Z and t = n − 1, which
according to Proposition 1 give the desired bound. 
Note that the integral bound of Corollary 1 and the Guruswami-
Wootters fractional bound coincide. However, in many other
cases, the integral bound strictly outperforms the fractional
bound. Consider as an example the Facebook RS(14,10) code
defined over GF(256). If the code is repaired over the subfield
GF(16), the fractional bound results in at least 28 downloaded
bits, while our integral bound asserts that a download of at least
44 bits is needed. It is also apparent that the fractional bound
does not depend on the base field that the code is repaired over,
while the integral bound does. In general, the bigger the order
of the base field (given that the coding field is fixed), the larger
the gap between the two bounds.
Also, one may assume that if a repair scheme that achieves
the bound of Corollary 1 were to exist, it would require that
the replacement node downloads ` − m subsymbols from each
available node. This intuitive reasoning will be highly valuable
for the design of optimal repair schemes for Reed-Solomon
codes.
IV. REPAIR ONE ERASURE FOR REED-SOLOMON CODES VIA
SUBSPACE POLYNOMIALS
We now describe a way to select dual codewords {~g(i)}`i=1 for
[n, k] Reed-Solomon codes with r = n − k ≥ qm, 1 ≤ m ≤ `,
so that the corresponding repair scheme for one erasure incurs
a low repair bandwidth. The key ingredient of our procedure
are subspace polynomials [5], [27], [28]. When the code is full
length, i.e. n = q`, and r = qm, the proposed repair scheme
indeed achieves the minimum repair bandwidth, according to
Proposition 1.
We henceforth use f(x) ∈ Fq` [x] to denote a polynomial of
degree at most k − 1, which corresponds to a codeword of the
Reed-Solomon code C = RS(A, k), and g(x) ∈ Fq` [x] to denote
a polynomial of degree at most r − 1, which corresponds to a
codeword of the dual code C⊥. In the remainder of this section,
we assume that f(α∗) is the erased codeword symbol, where
α∗ ∈ A is an evaluation point of the code. Applying the trace
repair framework to the dual codewords generated by {gi(x)}`i=1,
we arrive at the following ` repair equations
Tr
(
gi(α
∗)f(α∗)
)
= −
∑
α∈A\{α∗}
Tr
(
gi(α)f(α)
)
, i ∈ [`]. (6)
Note that in (6) we ignore the column multipliers to simplify
the notation without affecting the bandwidth results of the repair
scheme (see Remark 1). The column spaces of the repair scheme
based on {gi(x)}`i=1 are
Sα 4= spanFq
(
g1(α), . . . , g`(α)
)
, α ∈ A. (7)
In order to form a repair scheme, it is required that
dimFq (Sα∗) = `. Moreover, the scheme uses a bandwidth
of b =
∑
α∈A\{α∗} dimFq (Sα) subsymbols in Fq .
5Construction I. Let {β1, . . . ,β`} be an Fq-basis of Fq` and W
an arbitrary Fq-subspace of dimension m of Fq` . Set LW (x)
4
=∏
w∈W (x−w). The check polynomials used to repair f(α∗) are
gi(x)
4
= LW
(
βi(x−α∗)
)
/(x−α∗), i ∈ [`].
Note that LW (x) constructed as in Construction I is referred
to as a subspace polynomial, which is known to be a special
type of linearized polynomials over Fq` (see [5, Ch. 4] and
[28, p. 4]). The properties of LW (x) and gi(x) are captured in
Lemma 2. Note that for an Fq-linear mapping L : Fq` → Fq` , we
use ker(L) 4= {α ∈ Fq` : L(α) = 0} and im(L) = {L(α) : α ∈
Fq`} to denote the kernel and the image of L, respectively.
Lemma 2. Let W be an m-dimensional Fq-subspace of Fq` and
LW (x) and gi(x) defined as in Construction I. Then the following
statements hold.
(a) LW (·) is an Fq-linear mapping from Fq` to itself. Moreover,
ker(LW ) =W and dimFq (im(LW )) = `−m.
(b) deg(gi) = qm − 1 ≤ r − 1 for all i ∈ [`].
(c) gi(α∗) = τWβi for all i ∈ [`], where τW 4=
∏
w∈W\{0}w.
(d) dimFq (Sα∗) = `.
(e) dimFq (Sα) ≤ dimFq (im(LW )) = `−m for α 6= α∗.
Proof of Lemma 2. A proof of Part (a) can be found in [28, p. 4].
As |W | = qm, LW (x) has degree qm, which implies Part (b).
To prove (c), we first write
LW (x) = x
∏
w∈W\{0}
(x−w) = τWx+ x2M(x),
for some polynomial M(x) of degree qm − 2, noting that
(−1)qm−1 = 1 for both even and odd q. Therefore,
LW (βi(x−α∗)) = τWβi(x−α∗) + (βi(x−α∗))2M(x).
Hence, gi(α∗) = τWβi, for i ∈ [`]. For (d), as τW 6= 0
and {β1, . . . ,β`} is an Fq-basis of Fq` , it follows that the
set {g1(α∗), . . . , g`(α∗)} has rank ` over Fq , or equivalently,
dimFq (Sα∗) = `.
It remains to prove Part (e). For α 6= α∗, set γi = βi(α−α∗)
so that we have gi(α) = 1α−α∗LW
(
γi
)
. Hence, using Part (a),
rankFq
({g1(α), . . . , g`(α)}) = rankFq( {LW (γ1), . . . , LW (γ`)} )
≤ dimFq
(
im(LW )
)
= `−m,
or equivalently, dimFq (Sα) ≤ dimFq (im(LW )) = ` − m for
α 6= α∗. 
Theorem 1. Let q` ≥ n ≥ r ≥ qm, where 1 ≤ m ≤ `. The repair
scheme based on check polynomials generated by Construction I
can repair a codeword symbol f(α∗) of an [n, k] Reed-Solomon
code using a bandwidth of at most (n − 1)(` −m) subsymbols
in Fq . When n = q` and r = qm, this bandwidth is optimal.
Proof. We use the properties of gi(x) described in Lemma 2
to prove the result. Part (b) of the lemma implies that the
polynomials gi(x) indeed correspond to the dual codewords of
the Reed-Solomon code C with r = n − k ≥ qm. Part (c) and
Part (d) guarantee that the scheme based on {gi(x)}`i=1 can repair
f(α∗). Part (e) gives an upper bound on the bandwidths used by
the helper nodes that equals
b =
∑
α∈A\{α∗}
dimFq (Sα) ≤ (n− 1)(`−m)
subsymbols in Fq . When n = q` and r = qm, this matches the
lower bound on the repair bandwidth given in Corollary 1. 
Example 2. Consider an [8, 6] Reed-Solomon code RS(A, k)
over F8 with A ≡ F8 = {0, 1, ξ, ξ2, . . . , ξ6}, where ξ is a
primitive element of F8 satisfying ξ3+ξ+1 = 0. A repair scheme
over the base field F2 of the first codeword symbol c1 = f(0),
where f(x) ∈ F8[x] is a polynomial of degree at most five
corresponding to a codeword, can be produced by Construction I
as follows. As r = 8− 6 = 21, we have m = 1. Also, α∗ = 0.
• Select β1 = 1, β2 = ξ, and β3 = ξ2.
• Select a one-dimensional F2-subspace W = {0, 1} of F8.
• Let LW (x) = (x− 0)(x− 1) = x(x− 1).
• Set gi(x) = LW (βi(x−0))/(x−0) = β2i x−βi, for i ∈ [3].
Thus, the check polynomials used in the repair scheme are
g1(x) = x − 1, g2(x) = ξ2x − ξ, and g3(x) = ξ4x − ξ2.
By evaluating these three polynomials at the elements of A,
we can obtain three dual codewords as listed in Table I. The
corresponding repair scheme has a bandwidth of 14 = (8 −
1) × (3 − 1) bits, as illustrated in Example 1, which matches
the statement of Theorem 1. The repair schemes of f(α∗) for
α∗ = 1, ξ, ξ2, . . . , ξ6 can be constructed in a similar manner,
using the same βi’s and W .
V. REPAIRING TWO ERASURES IN REED-SOLOMON CODES
VIA SUBSPACE POLYNOMIALS
We consider an [n, k] Reed-Solomon code RS(A, k) where
r = n − k ≥ qm and suppose that two codeword symbols, say
f(α∗) and f(α), are erased. A check polynomial g(x) is said to
involve a codeword symbol f(α) if g(α) 6= 0. When only one
symbol f(α∗) is erased, every check g(x) that involves f(α∗)
can be used to generate a repair equation as follows.
Tr
(
g(α∗)f(α∗)
)
= −
∑
α∈A\{α∗}
Tr
(
g(α)f(α)
)
. (8)
However, when two symbols f(α∗) and f(α) are erased, in
order to recover, say, f(α∗), we no longer have the freedom
to use every possible check that involves f(α∗). Indeed, those
checks that involve both f(α∗) and f(α) cannot be used in
a straightforward manner for repair, because we cannot simply
compute the right-hand side sum of (8) without retrieving some
information from f(α), which is not available.
Following the approach in [6], [17], we consider a two-phase
repair scheme as follows. In the Download Phase, each RN
contacts and downloads data from the other n − 2 available
nodes, using m check polynomials involving either f(α∗) or
f(α) but not both. In this phase, each RN can recover m traces
about its erased codeword symbol. The missing ` − m traces
can be recovered in the Collaboration Phase, via several rounds
of communication in which the two RNs exchange data based
on what they have received in the Download Phase to help each
other complete the repair process. We describe below a one-round
and a multi-round repair schemes for two erasures. Both perform
the same steps during the Download Phase but follow different
procedures in the Collaboration Phase: the one-round procedure
allows the two RNs to exchange all `−m missing traces at once
while the multi-round allows the missing traces to be recovered
batch-by-batch. Note that in [6], [17], [20], only one missing
trace needs to be recovered in the Collaboration Phase, which is
easier to handle.
6A. One-Round Repair Schemes for Two Erasures
We first show that if there is an Fq-subspace W of Fq` of
dimension m satisfying certain properties then there exists a one-
round repair scheme for two erasures with low bandwidth. We
then demonstrate that such a subspace always exists when ` is
even, m ≥ `/2, and q is a power of two.
Theorem 2. Consider a Reed-Solomon code of full length n = q`
and r ≥ qm over Fq` . Suppose there exists an Fq-subspace W
of Fq` of dimension m satisfying
(P1) τW :=
∏
w∈W\{0} w ∈ Fq , and
(P2) L⊗2W (Fq`) = {0}, or equivalently, im(LW )⊆W=ker(LW ),
where LW (x) is defined as in Construction I.
Then there exists a scheme that can repair two arbitrary erasures
for this code using a bandwidth of at most (n − 1)(` − m)
subsymbols over Fq per erasure.
Note that a linearized polynomial L(x) ∈ Fq` [x] satisfying
L⊗2(Fq`) = {0}, or equivalently, L(L(x)) ≡ 0 (mod xq` − x),
is referred to as a 2-nilpotent linearized polynomial (see [29]).
However, such a polynomial may not even be a subspace polyno-
mial. We first modify Construction I to cope with two erasures.
Construction II. Let W be the m-dimensional Fq-subspace
of Fq` satisfying (P1) and (P2). Let {β1, . . . ,βm} be an Fq-
basis of W/(α − α∗), where βm+1, . . . ,β` are chosen so
that {β1, . . . ,β`} forms an Fq-basis of Fq` but are otherwise
arbitrary. The check polynomials used to repair f(α∗) and f(α)
are, respectively,
gi(x) = LW (βi(x−α∗))/(x−α∗), i ∈ [`],
hi(x) = LW (βi(x−α))/(x−α), i ∈ [`].
The following properties of gi and hi are needed to show that
Construction II ensures the claimed results.
Lemma 3. Let W , gi, hi be defined as in Construction II. Then
the following statements hold.
(a) deg(gi(x)) = deg(hi(x)) = qm − 1 ≤ r− 1, for all i ∈ [`].
(b) gi(α∗) = hi(α) = τWβi, for all i ∈ [`].
(c) gi(α) = hi(α∗) = 0, for all i ∈ [m].
(d) gi(α) and hi(α∗) belong to spanFq{τWβ1, . . . , τWβm}, for
i ∈ [m+ 1, `].
Note that (a) implies that gi and hi are check polynomials
for the code, (b) guarantees that {gi(x)}`i=1 and {hi(x)}`i=1
form repair schemes for f(α∗) and f(α), respectively, while
(b) and (c) together imply that g1(x), . . . , gm(x) involve f(α∗)
but not f(α), and h1(x), . . . , hm(x) involve f(α) but not
f(α∗). Finally, (d) allows the RNs to help each other using the
information obtained from the Download Phase (we will discuss
this point in detail later).
Proof of Lemma 3. As |W | = qm, LW has degree qm, which
implies Statement (a). To prove (b), note that LW (βi(x−α∗)) =
τWβi(x−α∗)+(βi(x−α∗))2M(x), for some polynomial M(x),
and therefore, gi(α∗) = τWβi. The same argument works for
hi(x). Next, for i ∈ [m], as βi(α−α∗) ∈W , which is the kernel
(or set of roots) of LW , it holds that LW (βi(α − α∗)) = 0,
which implies that gi(α) = 0. Similarly, hi(α∗) = 0 for
all i ∈ [m], which proves (c). Finally, to establish (d), note
that (P2) implies that LW (Fq`) ⊆ ker(LW ) = W . Therefore,
gi(α) = LW (βi(α − α∗))/(α − α∗) ∈ W/(α − α∗) =
spanFq{β1, . . . ,βm} = spanFq{τWβ1, . . . , τWβm} as τW ∈ Fq ,
for all i ∈ [m+1, `]. Similar argument holds for hi(α∗), noting
that W/(α−α∗) ≡W/(α∗ −α). 
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Fig. 1: Illustration of the two-round repair scheme using check
polynomials from Construction II. The arrows mean the target
traces available at an RN after the Download Phase can then
be used to generate (as linear combinations) the repair traces to
reconstruct the target traces at the other RN in the Collaboration
Phase (τW is ignored for notational simplicity).
Proof of Theorem 2. We describe below the two phases of the
repair scheme based on the two sets of check polynomials
{gi(x)}`i=1 and {hi(x)}`i=1 obtained in Construction II.
Download Phase. In this phase, each RN contacts n − 2
available nodes to download repair traces and also recover m
target traces. By Lemma 2 (e), to obtain all the repair traces
{Tr(gi(α)f(α))}`i=1 where α ∈ A\{α∗,α}, the RN for f(α∗)
needs to download at most `−m traces/subsymbols over Fq from
the helper node storing f(α). Hence, it uses a bandwidth of at
most (n − 2)(` − m) subsymbols in this phase. Next, the RN
for f(α∗) uses the first m check polynomials g1, . . . , gm, which
do not involve f(α) according to Lemma 3 (c), to construct the
following m repair equations.
Tr
(
gi(α
∗)f(α∗)
)
= −
∑
α∈A\{α∗,α}
Tr
(
gi(α)f(α)
)
, i ∈ [m].
As the result, it can reconstruct m target traces
Tr
(
gi(α
∗)f(α∗)
)
= Tr
(
τWβif(α
∗)
)
, i ∈ [m], of f(α∗).
Similarly, the RN for f(α) uses the m repair equations
Tr
(
hi(α)f(α)
)
= −
∑
α∈A\{α∗,α}
Tr
(
hi(α)f(α)
)
, i ∈ [m],
to reconstruct m target traces Tr
(
hi(α)f(α)
)
= Tr
(
τWβif(α)
)
,
i ∈ [m], of f(α). The bandwidth spent is at most (n−2)(`−m)
subsymbols over Fq .
Collaboration Phase. In this phase, the two RNs exchange
information to help each other recover the last ` − m missing
target traces. To this end, the following two sets of `−m repair
equations each for f(α∗) based on gm+1, . . . , g` and for f(α)
based on hm+1, . . . , h` can be used. For i ∈ [m+ 1, `],
Tr
(
gi(α
∗)f(α∗)
)
+ Tr
(
gi(α)f(α)
)
= −
∑
α∈A\{α∗,α}
Tr
(
gi(α)f(α)
)
. (9)
Tr
(
hi(α)f(α)
)
+ Tr
(
hi(α
∗)f(α∗)
)
= −
∑
α∈A\{α∗,α}
Tr
(
hi(α)f(α)
)
. (10)
7It is clear that from the repair traces collected in the Download
Phase that the right-hand-sides of (9) and (10) can be deter-
mined. However, to determine the target traces Tr
(
gi(α
∗)f(α∗)
)
,
the RN for f(α∗) also needs to know the repair traces
Tr
(
gi(α)f(α)
)
, i ∈ [m + 1, `]. It turns out that these repair
traces can be deduced from the target traces Tr
(
hi(α)f(α)
)
,
i ∈ [m], which are already available at the RN for f(α) (see
Fig. 1 for an illustration). Indeed, by Lemma 3 (d), gi(α) ∈
spanFq{τWβ1, . . . , τWβm} for i ∈ [m + 1, `]. Hence, the RN
for f(α) can compute Tr
(
gi(α)f(α)
)
, i ∈ [m + 1, `], as linear
combinations of Tr
(
τWβif(α)
)
= Tr
(
hi(α)f(α)
)
, i ∈ [m], and
send these repair traces over to the RN for f(α∗). Likewise, the
RN for f(α∗) can compute Tr
(
hi(α
∗)f(α∗)
)
, i ∈ [m + 1, `],
based on Tr
(
τWβif(α
∗)
)
= Tr(gi(α
∗)f(α∗)), i ∈ [m], and
send these repair traces to the RN for f(α). Once all repair
traces are available, each RN can recover the missing ` − m
target traces and then the corresponding codeword symbol.
The bandwidth used in the Collaboration Phase is ` − m
subsymbols over Fq per erasure. Combining with that in the
Download Phase, we conclude that this repair scheme incurs a
bandwidth of at most (n− 1)(`−m) subsymbols over Fq . 
An important question to ask is whether there exists a subspace
W satisfying both properties (P1) and (P2) listed in Theorem 2.
In the remainder of this subsection, we establish the existence of
such a subspace when q and ` are even and m ≥ `/2.
We first describe our key idea. Consider even q and `, and
m ≥ `/2. Note that it is necessary that m ≥ `/2 for (P2) to
hold. Indeed, (P2) implies that im(LW ) ⊆ ker(LW ) =W , which
means that ` − m = dimFq (im(LW )) ≤ dimFq (ker(LW )) =
m, or m ≥ `/2. It seems quite difficult to construct directly a
subspace W satisfying both (P1) and (P2). Our strategy is to
first construct a subspace satisfying (P1) and then turn it into a
subspace satisfying both (P1) and (P2). The construction of W
is broken down into two steps.
• Step 1 Constructing a subspace U of dimension m− `/2 in
Fq`/2 satisfying τU ∈ Fq (Lemma 4).
• Step 2 Using U and Fq`/2 to construct W , which satisfies
both (P1) and (P2) (Lemma 5).
Lemma 4. For all m ∈ [`], there always exists an m-dimensional
Fq-subspace U of Fq` satisfying τU = ±1 ∈ Fq .
Proof. We prove the following two claims, which together estab-
lish Lemma 4.
Claim 1. For 1 ≤ m ≤ ` and s = gcd(m, `), there exists
an Fq-subspace U0 of Fq` of dimension m over Fq satisfying
τU0
4
=
∏
u∈U0\{0} u = ±ζx(q
s−1), for some integer x, where ζ
is a primitive element of Fq` .
To prove Claim 1, take U0 to be an m/s-dimensional Fqs -
subspace of Fq` . Such a subspace always exists because m/s ∈ Z
and `/s ∈ Z. Then dimFq (U0) = m. Define a relation “∼” in
U∗0
4
= U0\{0} as follows: for u, v ∈ U∗0 , u ∼ v if u/v ∈ F∗qs . One
can verify that this is an equivalence relation and its equivalence
classes are multiplicative cosets of F∗qs , which are of the form
uF∗qs , u ∈ U∗0 . Let {uiF∗qs : i = 1, . . . , q
m−1
qs−1 } be the set of all
disjoint multiplicative cosets of F∗qs in U∗0 , each of which is of
size qs − 1. Then,
U∗0 =
qm−1
qs−1⋃
i=1
uiF∗qs ,
which implies that
τU0 =
( qm−1qs−1∏
i=1
ui
)qs−1(
τFqs
) qm−1
qs−1 .
Note that τFqs = −1. Therefore, choosing an integer x such that
ζx =
∏ qm−1
qs−1
i=1 ui, we have τU0 = ±ζx(q
s−1), as claimed.
Claim 2. Suppose that there exists an Fq-subspace U0 of
Fq` of dimension m over Fq satisfying τU0 = ±ζx(q
s−1) for
some integer x, where s = gcd(m, `). Then there exists an m-
dimensional Fq-subspace U of Fq` satisfying τU = ±1.
To prove Claim 2, note that as gcd(qm− 1, q`− 1) = qs − 1
(based on Euclid’s algorithm), there exist integers y and z
satisfying
x(qs − 1) + y(qm − 1) = z(q` − 1).
Set γ = ζy and U 4= γU0. Then
τU = γ
qm−1τU0 = ±ζy(q
m−1)ζx(q
s−1) = ±ζz(q`−1) = ±1.
Claim 1 and Claim 2 prove Lemma 4. 
Lemma 5 is referred to as the Reduction Lemma because it
reduces the existence of a subspace of Fq` satisfying (P1) and
(P2) to the existence of a subspace of Fq`/2 satisfying (P1) only.
Lemma 5 (Reduction Lemma). Suppose that q and ` are even
and m ∈ [`/2 + 1, `]. If there exists an Fq-subspace U of Fq`/2
of dimension m − `/2 satisfying (P1), i.e., τU ∈ Fq , then there
exists an Fq-subspace W of Fq` of dimension m satisfying both
(P1) and (P2), i.e., τW ∈ Fq and L⊗2W (Fq`) = {0}.
Proof. Denote by σ the trace function TrF
q`
/F
q`/2
, which is an
onto function (see [27, Thm. 2.23]). Then σ(v) = vq
`/2
+ v. As
Fq has characteristic two, σ(v) = vq
`/2−v =∏β∈F
q`/2
(v−β).
This means that σ(x) is also the subspace polynomial of Fq`/2 .
Therefore, ker(σ) = Fq`/2 .
Our proof consists of two steps. First, based on U , we construct
an Fq-subspace V of Fq` of dimension m − `/2 such that V ∩
Fq`/2 = {0} and σ(V ) = U . Then, W = Fq`/2⊕V is the desired
subspace. Indeed, we have dimFq (W ) = `/2 + (m− `/2) = m.
Moreover, as
W ∗ = F∗q`/2 ∪
(
∪v∈V ∗
(
v + Fq`/2
))
,
we have
τW = τF
q`/2
∏
v∈V ∗
( ∏
β∈F
q`/2
(v + β)
)
=
∏
v∈V ∗
( ∏
β∈F
q`/2
(v − β)
)
=
∏
v∈V ∗
σ(v) =
∏
u∈U∗
u = τU ∈ Fq.
Therefore, W satisfies (P1). Note that since Fq has characteristic
two, τF
q`/2
= −1 = 1 and v + β = v − β. We now show that
(P2) is satisfied as well. For all α ∈ Fq` , by the definition of σ,
we have
LW (α) =
∏
v∈V
∏
β∈F
q`/2
(α− (v + β))
=
∏
v∈V
∏
β∈F
q`/2
((α− v)− β) =
∏
v∈V
σ(α− v) ∈ Fq`/2 ,
8where the last equality is due to the fact that im(σ) = Fq`/2 .
Since W = Fq`/2 ⊕ V ⊃ Fq`/2 , we have LW (x) = H(x)σ(x),
where H(x) ∈ Fq` [x] and σ(x), as defined earlier, is the subspace
polynomial of Fq`/2 . Since LW (α) ∈ Fq`/2 and ker(σ) = Fq`/2 ,
we deduce that
LW (LW (α)) = H(LW (α))σ(LW (α)) = H(LW (α))× 0 = 0.
Thus, W satisfies (P2) as well.
We now discuss the construction of V , which has dimension
m − `/2 and satisfies V ∩ Fq`/2 = {0} and σ(V ) = U . Let
{uj}m−`/2j=1 be an Fq-basis of U ⊆ Fq`/2 . As σ is onto, there
exists m − `/2 elements v1, . . . ,vm−`/2 satisfying σ(vj) = uj
for all j ∈ [m − `/2]. We claim that the set {vj}m−`/2j=1 is Fq-
linearly independent. Indeed, suppose there exist a1, . . . , am−`/2
in Fq so that 0 =
∑m−`/2
j=1 ajvj . Applying σ to both sides of
this equation, we obtain 0 =
∑m−`/2
j=1 ajuj , which implies that
aj = 0 for all j ∈ [m− `/2].
Set V = spanFq ({vj}m−`/2j=1 ). Then dimFq (V ) = m− `/2 and
σ(V ) = U . Moreover, Fq`/2∩V = {0}. Indeed, as σ(V ) = U and
dimFq (V ) = dimFq (U), the only element in V that is mapped to
0 by σ is 0, while σ(Fq`/2) = {0}. Hence, Fq`/2 ∩V = {0}. 
Combining Lemma 4 and Lemma 5, we can show that Con-
struction II works for even q and ` and m ≥ `/2.
Corollary 2. Suppose that 2 | `, m ≥ `/2, and q = 2s, s ≥ 1.
Then there exists an m-dimensional Fq-subspace W of Fq` that
satisfies the properties (P1) and (P2) in Theorem 2. Hence, there
exists a distributed scheme repairing two erasures for any [n, k]
Reed-Solomon code over Fq` with r=n−k≥qm using a repair
bandwidth of at most (n−1)(`−m) subsymbols in Fq per erasure.
Proof. If m = `/2 then we set W = Fq`/2 . Then τW = −1 ∈ Fq .
Hence, W satisfies (P1). Moreover, as shown in the first para-
graph in the proof of Lemma 5, LW (x) ≡ σ(x) = TrF
q`
/F
q`/2
(x).
Therefore, LW (Fq`) = Fq`/2 = W = ker(LW ). Equivalently,
LW (LW (Fq`)) = {0}, which shows that W satisfies (P2).
Now suppose that m > `/2. By Lemma 4, there exists an
(m − `/2)-dimensional Fq-subspace U of Fq`/2 with τU ∈ Fq .
Note that here we replace m by m − `/2 and ` by `/2 in
Lemma 4. Then by Lemma 5, there exists an Fq-subspace W
of Fq` satisfying both (P1) and (P2). Applying Theorem 2 to
W , we conclude that there exists a repair scheme for the Reed-
Solomon code with the desired bandwidth. 
We summarize below the steps to construct a subspace W
satisfying both (P1) and (P2) which will prove Theorem 2 for
m > `/2. Note that when m = `/2, we set W = Fq`/2 .
• Step 1. Let U0 be an m−`/2s -dimensional Fqs -subspace of
Fq`/2 , where s = gcd(m− `/2, `/2).
• Step 2. Compute τU0
4
=
∏
u∈U0\{0} u = ±ζx(q
s−1), where
ζ is a primitive element of Fq`/2 and x ∈ Z.
• Step 3. Set U = γU0, where γ = ζy and y ∈ Z such that
x(qs − 1) + y(qm−`/2 − 1) = z(q`/2 − 1) for some z ∈ Z.
• Step 4. Let V be an (m−`/2)-dimensional Fq-vector space
of Fq` constructed as follows. For an Fq-basis {ui}m−`/2i=1 of
U , choose a set {vi}m−`/2i=1 ∈ Fq` so that TrFq`/Fq`/2 (vi) =
ui for all i ∈ [m− `/2]. Set V = spanFq ({vi}m−`/2i=1 ).
• Step 5. Set W = Fq`/2 ⊕ V .
Example 3. Let q = 2, ` = 16, m = 10, and so n ≥ r ≥ 210.
Consider an [n, k] Reed-Solomon code RS(A, k) and suppose
that we need to repair two codeword symbols f(α∗) and f(α),
where α∗ 6= α ∈ A ⊆ F216 .
To construct a distributed repair scheme for both f(α∗) and
f(α), we first need to construct a 10-dimensional F2-subspace
W of F216 , following the five steps described above. Note that
m−`/2 = 2, s = gcd(2, 8) = 2, (m−`/2)/s = 1, and qs−1 = 3.
• Step 1. Let U0 be a 1-dimensional F4-subspace of F28 . For
instance, U0 ≡ F4. Note that dimF2(U0) = 2.
• Step 2. In this case, τU0 = ζ0 = ζ0×3, where ζ is a
primitive element of F28 , so that x = 0.
• Step 3. As y = 0, we have U = ζ0U0 = U0 = F4 ⊂ F28 .
• Step 4. An F2-basis of U is {u1,u2} = {1, ζ85}. Next,
V = spanF2
({v1,v2}) = spanF2({ξ31896, ξ20312}) ⊂ F216 ,
which satisfies TrF216/F28 (vi) = ui, i = 1, 2. Here ξ is a
primitive element of F216 . Then V ∩ F28 = {0}.
• Step 5. Set W = F28⊕V . An F2-basis of W can be obtained
by combining an F2-basis of V and that of F28 , e.g. {ζi}7i=0.
One can verify that τW = 1. Moreover, LW (x) = x2
10
+
x2
8
+x2
2
+x. We can verify that im(LW ) ⊆W by checking
that LW (βi)∈W for an F2-basis {βi}16i=1 of F216 .
According to Construction II, the check polynomials used to
repair f(α∗) and f(α) are, respectively,
gi(x) = LW (βi(x−α∗))/(x−α∗), i ∈ [`],
hi(x) = LW (βi(x−α))/(x−α), i ∈ [`],
where {βi}10i=1 is an F2-basis of W/(α∗ − α) and {βi}16i=1 is
an F2-basis of F216 . In the Download Phase, since every column
space has the same dimension as im(LW ), which is ` − m =
6, each RN downloads six repair traces (bits) from each helper
node to recover m = 10 target traces: {Tr(βif(α∗))}10i=1 and
{Tr(βif(α))}10i=1, respectively (we henceforth write Tr instead of
TrF216/F2 to avoid notational clutter). This reduces to a scenario
corresponding to one erasure because gi(x) does not involve α
and hi(x) does not involve α∗, or in other words, gi(α∗) =
hi(α) = 0, for i ∈ [10].
In the Collaboration Phase, the two RNs use gi(x) and
hi(x), respectively, for i ∈ [11, 16]. As it now holds that
gi(α) 6= 0, the RN for f(α) must send six repair traces
{Tr(gi(α)f(α))}16i=11, which it can determine without the com-
plete knowledge of f(α). The reason behind this finding is that
as gi(α) = LW (βi(α − α∗))/(α − α∗) ∈ im(LW )/(α −
α∗) ⊆ W/(α − α∗) = spanF2({β1, . . . ,β10), one can write
Tr(gi(α)f(α)) for i ∈ [11, 16] as a linear combination of
Tr(β1f(α)), . . . ,Tr(β10f(α)), which are obtained during the
Download Phase. As a result, the RN for f(α∗) now has
sufficiently many repair traces to also recover Tr(βif(α∗)) for
i ∈ [11, 16]. Finally, with 16 target traces available, it can recover
f(α∗). A similar argument works for the process of recovering
f(α). The bandwidth per erasure is (n−1)(`−m) = 6(n−1) bits.
B. Multi-Round Repair Schemes for Two Erasures
Note that Property (P2) of Theorem 2 implies that im(LW ) ⊆
ker(LW ) = W , which means that ` −m = dimFq (im(LW )) ≤
dimFq (ker(LW )) = m, or m ≥ `/2.
Next, we develop a repair scheme that also applies for the case
that m < `/2. However, in this case the Collaboration Phase must
9involve multiple rounds of communications. This makes sense
intuitively because when m is small compared to `, the amount
of information (i.e., the number of target traces) each RN knows
about its erased codeword symbol after the Download Phase is
insufficient to help the other RN recover its content in only one
round of communication.
Theorem 3. Consider a Reed-Solomon code of full length n = q`
and r ≥ qm over Fq` . Suppose there exists an Fq-subspace W
of Fq` of dimension m satisfying (with t = ` mod m)
(P1) τW :=
∏
w∈W\{0} w ∈ Fq ,
(P3) im(L⊗d
`−m
m e
W ) ∩W has dimension at least t over Fq ,
(P4) im(L⊗b
`−m
m c
W ) ⊇W .
Then there exists a scheme that can repair two arbitrary erasures
for this code using a bandwidth of at most (n − 1)(` − m)
subsymbols over Fq per erasure.
Construction III generates special check polynomials that allow
a batch-by-batch reconstruction of traces, the exact meaning of
which will be made clear in the description of the Collaboration
Phase.
Construction III. Suppose W is an Fq-subspace of Fq` of
dimension m satisfying (P1), (P3), and (P4). By (P3), we can
select a set of t Fq-linearly independent elements γ1, . . . ,γt from
the intersection im(L⊗d
`−m
m e
W )∩W . Moreover, due to (P4), we can
find γt+1, . . . ,γm in W ⊆ im(L⊗b
`−m
m c
W ), so that {γ1, . . . ,γm}
forms an Fq-basis of W . By definitions of γ1, . . . ,γm, there exist
γm+1, . . . ,γ` satisfying the Chain Property defined as follows.
• γj = LW (γm+j) = L⊗2W (γ2m+j) = · · · =
L
⊗d `−mm e
W (γd `−mm em+j), for j ∈ [t].
• γj = LW (γm+j) = L⊗2W (γ2m+j) = · · · =
L
⊗b `−mm c
W (γb `−mm cm+j), for j ∈ [t+ 1,m].
In other words, γm+1, . . . ,γ` are chosen so that LW (γi) = γi−m
for all i ∈ [m+1, `]. Finally, we set βi = γi/(α−α∗) for i ∈ [`]
and choose the two sets of check polynomials as before.
gi(x) = LW (βi(x−α∗))/(x−α∗), i ∈ [`],
hi(x) = LW (βi(x−α))/(x−α), i ∈ [`].
For example, when ` = 8, m = 3, t = 2, we have
γ1 = LW (γ4) = L
⊗2
W (γ7),
γ2 = LW (γ5) = L
⊗2
W (γ8),
γ3 = LW (γ6).
Lemma 6. Let W , γi, βi, gi, hi be defined as in Construction III.
Then the following statements hold.
(a) deg(gi(x)) = deg(hi(x)) = qm − 1 ≤ r− 1, for all i ∈ [`].
(b) gi(α∗) = hi(α) = τWβi, for all i ∈ [`].
(c) gi(α) = hi(α∗) = 0, for all i ∈ [m].
(d) {γi}`i=1 and {βi}`i=1 are Fq-bases of Fq` .
(e) gi(α) = hi(α∗) = βi−m for i ∈ [m+ 1, `].
Proof of Lemma 6. The first three statements follow in the same
way as those in the proof of Lemma 3. For (d) to hold, it suffices
to show that the set {γi}`i=1 is Fq-linearly independent. We prove
this by induction.
First, γ1, . . . ,γm are Fq-linearly independent by definition.
Suppose that γ1, . . . ,γs, where s ∈ [m, `− 1], are linearly inde-
pendent. We aim to show that γ1, . . . ,γs+1 are also Fq-linearly
independent. Assume that we can write γs+1 =
∑s
i=1 aiγi, for
some ai ∈ Fq . Applying LW to both sides of this equation and
noting that LW is Fq-linear, we have
LW (γs+1)−
s∑
i=1
aiLW (γi) = 0.
Note that LW (γi) = 0 for i ∈ [m] as such γi belongs to W
and moreover, LW (γi) = γi−m for i ∈ [m + 1, `]. Hence, the
above equation implies that there exists a nontrivial Fq-linear
combination of γ1, . . . ,γs equal to zero, which contradicts our
induction hypothesis. Therefore, γ1, . . . ,γs+1 must also be Fq-
linearly independent.
Finally, to prove (e), again using the fact that LW (γi) = γi−m,
for i ∈ [m+ 1, `], we have
gi(α) =
LW (βi(α−α∗))
α−α∗ =
LW (γi)
α−α∗ =
γi−m
α−α∗ = βi−m.
Similarly,
hi(α
∗) =
LW (βi(α
∗ −α))
α∗ −α =
LW (−γi)
α∗ −α =
γi−m
α−α∗ = βi−m.
This completes the proof of Lemma 6. 
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∗))
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Tr(β3f(α
∗))
Tr(β4f(α
∗))
Tr(β5f(α
∗))
Tr(β6f(α
∗))
Tr(β7f(α
∗))
Tr(β8f(α
∗))
Tr(β1f(α))
Tr(β2f(α))
Tr(β3f(α))
Tr(β4f(α))
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Fig. 2: Illustration of the process of repairing traces batch-by-
batch using check polynomials from Construction III. An arrow
means the target trace available at an RN is then used as a repair
trace to reconstruct a target trace at the other RN (τW is ignored).
Proof of Theorem 3. We use a two-phase repair scheme based
on the check polynomials produced by Construction III that can
repair f(α∗) and f(α) with a bandwidth of (n − 1)(` − m)
subsymbols per erasure. The Download Phase is the same as
that in the proof of Theorem 2 and is hence omitted. We note
that when the Download Phase is completed,
• the RN for f(α∗) has obtained m target traces of f(α∗):
Tr
(
gi(α
∗)f(α∗)
)
= Tr
(
τWβif(α
∗)
)
, i ∈ [m],
• the RN for f(α) has obtained m target traces of f(α):
Tr
(
hi(α)f(α)
)
= Tr
(
τWβif(α)
)
, i ∈ [m].
Each RN has used a bandwidth of (n− 2)(`−m) subsymbols.
The Collaboration Phase consists of d `−mm e rounds. In the first
round, by Lemma 6 (e), based on the target traces obtained in
the Download Phase, the two RNs can construct and exchange
the following m repair traces (i ∈ [m+ 1, 2m])
Tr(gi(α)f(α))=Tr(βi−mf(α))=Tr(hi−m(α)f(α))/τW
Tr(hi(α
∗)f(α∗))=Tr(βi−mf(α∗))=Tr(gi−m(α∗)f(α∗))/τW ,
which subsequently enable them to determine the target traces
Tr(βif(α
∗)) and Tr(βif(α)), i ∈ [m + 1, 2m], respectively,
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using the corresponding repair equations. Subsequent rounds are
carried out in a similar manner, each of which allows each RN to
construct and exchange m repair traces based on the target traces
recovered in the previous round. These repair traces in turn will
allow the RNs to recover a batch of new m target traces. An
exception is when t = ` mod m > 0, as the batch of traces
recovered in the last round consists of t traces instead of m. 
Continuing the example for ` = 8,m = 3, and t = 2,
the traces repaired in the two phases are illustrated in Fig. 2.
We now describe two sets of parameters ` and m for which
Construction III is feasible.
Corollary 3. Suppose that `/m ∈ Z is a power of q. Then there
exists an m-dimensional Fq-subspace W of Fq` that satisfies
the properties (P1), (P3), and (P4) in Theorem 3. Moreover,
LW (x) = x
qm − x. Hence, there exists a scheme repairing two
erasures for full-length Reed-Solomon code over Fq` with r ≥ qm
when `/m is a power of q. The required bandwidth is at most
(n− 1)(`−m) subsymbols per erasure.
Proof. Set W = Fqm . Since m | `, W is an Fq-subspace of
Fq` and has dimension m over Fq . Then LW (x) = xq
m − x
(Fermat’s theorem, see, for example, [5, Ch. 4, Cor. 3]). Hence,
τW = −1 ∈ Fq , i.e., W satisfies (P1). Since t = ` mod m = 0,
(P3) is trivially satisfied. It remains to show that (P4) holds. As
introduced in Section II, let l(x) = xm − 1 be the associate of
LW (x). Then l
`−m
m (x) is the associate of L⊗
`−m
m
W (x). Using the
assumption that `/m is a power of q, we have
l
`−m
m (x) = (xm − 1)`/m−1 = (x
m − 1)`/m
xm − 1 =
x` − 1
xm − 1
=
`/m−1∑
i=0
xmi.
Therefore,
L
⊗ `−mm
W (x) =
`/m−1∑
i=0
xq
mi
=
`/m−1∑
i=0
x(q
m)i = TrF
q`
/Fqm (x).
As the trace function is onto (see, for instance, [27, Thm. 2.23]),
we have im
(
L
⊗ `−mm
W
)
= Fqm =W . Thus, (P4) is satisfied. 
Corollary 4. Suppose that ` = qa and m = qb−1 > 1 for some
a ≥ b ≥ 1. Then there exists an m-dimensional Fq-subspace
W of Fq` that satisfies the properties (P1), (P3), and (P4) in
Theorem 3. Moreover, LW (x) = TrFqm+1/Fq (x) =
∑m
i=0 x
qi .
Hence, there exists a scheme repairing two erasures for full-
length Reed-Solomon code over Fq` with r ≥ qm when ` = qa
and m = qb − 1 for some 1 ≤ b ≤ a. The required bandwidth is
at most (n− 1)(`−m) subsymbols per erasure.
We need an auxiliary result for the proof of Corollary 4.
Lemma 7. Suppose that ` = qa and m = qb − 1 > 1 for some
a ≥ b ≥ 1. Let t = ` mod m. Then
Tr
⊗d `−mm e
Fqm+1/Fq
(x) = TrF
q`
/Fqt (x). (11)
Proof. Note that the associates of TrFqm+1/Fq (x) and
TrF
q`
/Fqt (x) are p1(x) =
∑m
i=0 x
i and p2(x) =
∑`/t−1
i=0 x
it,
respectively. By [27, Lem. 3.59], for (11), it suffices to show
that pd
`−m
m e
1 (x) = p2(x). To this end, first let c = a mod b, so
that t = qa mod (qb − 1) = qc. Hence,⌈
`−m
m
⌉
=
`− t
m
=
qc(qa−c − 1)
qb − 1 = q
c
a−c
b −1∑
j=0
qbj .
Therefore,
p
d `−mm e
1 (x) =
( m∑
i=0
xi
)qc∑ a−cb −1j=0 qbj
=
(a−cb −1∏
j=0
( m∑
i=0
xiq
bj
))qc
=
( ∑
0≤i0,i1,...,i a−c
b
−1≤m
xi0q
0
xi1q
b
xi2q
2b · · ·xi a−cb −1q
( a−cb −1)b
)t
=
( ∑
0≤i0,i1,...,i a−c
b
−1≤m
x
∑ a−c
b
−1
j=0 ijq
jb
)t
=
( `/t−1∑
i=0
xi
)t
= p2(x),
where the second to last equality is due to the fact that the set
a−c
b −1∑
j=0
ijq
jb : 0 ≤ i0, i1, . . . , i a−c
b −1 ≤ m

comprises the representations of all integers from 0 to `/t− 1 =
qa−c−1 in base qb. The last equality follows because t = qc. 
Proof of Corollary 4. First, if we set W to be the kernel (in
Fqm+1 ) of the trace function of Fqm+1 over Fq , then by the rank-
nullity theorem (see, e.g. [30, p. 70]), dimFq (W ) = m. Note that
as m + 1 = qb divides ` = qa, W ⊂ Fqm+1 ⊆ Fq` . Clearly,
LW (x) = TrFqm+1/Fq (x). Since τW is the same as the coefficient
of x in LW (x), we deduce that τW = 1 ∈ Fq . Therefore, W
satisfies (P1).
We now show that (P3) holds. By Lemma 7,
L
⊗d `−mm e
W (x) = Tr
⊗d `−mm e
Fqm+1/Fq
(x) = TrF
q`
/Fqt (x). (12)
Therefore, since the trace is an onto map, we have
im(L
⊗d `−mm e
W ) = Fqt .
In order to show that im(L⊗d
`−m
m e
W )∩W has dimension at least t,
it suffices to prove that W ⊃ Fqt . Equivalently, we aim to show
that LW (x) is divisible by LFqt (x) = x
qt − x. By [27, Thm.
3.62], this holds if and only if the associate
∑m
i=0 x
i of LW (x)
is divisible by the associate xt − 1 of LFqt (x).
To this end, note that t = qc divides m+1 = qb, and therefore,
m∑
i=0
xi =
xm+1 − 1
x− 1 =
(xt − 1)(∑(m+1)/t−1j=0 xtj)
x− 1 ,
which is divisible by xt−1 because ∑(m+1)/t−1j=0 xtj is divisible
by x− 1. The latter holds since over Fq we have
(m+1)/t−1∑
j=0
1tj = (m+ 1)/t = qb−c = 0.
Thus, (P3) holds.
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As the last step, we demonstrate that W also satisfies (P4).
Our goal is to show that W ⊆ K 4= im
(
L
⊗b `−mm c
W
)
. Note that
dimFq
(
ker
(
L
⊗b `−mm c
W
))
≤ logq
(
deg
(
L
⊗b `−mm c
W
))
= `− t−m,
where we used the fact that
logq
(
deg
(
L
⊗b `−mm c
W
))
=m
⌊
`−m
m
⌋
=m
(`− t
m
−1
)
=`−t−m.
Therefore,
dimFq (K) = dimFq
(
im
(
L
⊗b `−mm c
W
))
= `− dimFq
(
ker
(
L
⊗b `−mm c
W
))
≥ `− (`− t−m) = t+m,
Now consider the restriction of LW on K. By (12), we have
LW (K) = LW
(
im
(
L
⊗b `−mm c
W
))
= im
(
L
⊗d `−mm e
W
)
= Fqt .
Using the rank-nullity theorem for LW restricted on K, we obtain
dim(kerK(LW )) = dim(K)−dim(LW (K)) ≥ (t+m)−t = m,
where kerK(LW ) denotes the kernel of LW restricted to K.
Since W = ker(LW ), we deduce that W = kerK(LW ) ⊆ K =
im
(
L
⊗b `−mm c
W
)
. Thus, (P4) is satisfied. 
Example 4. Consider the previous example (Fig. 2) for q = 2,
` = 8 = 23,m = 3 = 22 − 1, and t = ` mod m = 2. We
illustrate next the key steps of Construction III.
As discussed in the proof of Corollary 4, we set W to be the
kernel of the trace TrF24/F2 in F24 , that is,
W = {0, 1, ξ85, ξ170, ξ17, ξ34, ξ68, ξ134} ⊂ F24 ,
where ξ is a primitive element of F28 . Note that ξ85 and ξ17
are primitive elements of F22 and F24 , respectively. Moreover,
LW (x) = TrF24/F2(x) = x
23 + x2
2
+ x2 + x. Also, L⊗2W (x) =
TrF28/F22 (x) and im(L
⊗2
W ) = F22 ⊂W . Therefore,
im(L⊗2W ) ∩W = F22 = {0, 1, ξ85, ξ170}.
We need to find {γi}8i=1 before we can determine {βi}8i=1. Set
{γ1,γ2} = {1, ξ85}, which is a F2-linearly independent set.
Next, we pick γ3 = ξ17 to make {γ1,γ2,γ3} an F2-basis of
W . Then, we set γ4 = ξ51, γ5 = ξ7, γ6 = ξ13, γ7 = ξ3, and
γ8 = ξ
53. It is easy to verify that the Chain Property is indeed
satisfied, that is, LW (γi) = γi−3, for i ∈ [4, 8], or equivalently,
γ1 = LW (γ4) = L
⊗2
W (γ7),
γ2 = LW (γ5) = L
⊗2
W (γ8),
γ3 = LW (γ6).
Finally, we set βi = γi/(α−α∗) for i ∈ [8], and use these βi’s
and LW (x) for generating the checks {gi(x)}8i=1 and {hi(x)}8i=1
to repair f(α∗) and f(α).
VI. CONCLUSIONS
We proposed several repair schemes for a single erasure and
two erasures in Reed-Solomon codes over Fq` . Our schemes
were constructed using subspace polynomials offering optimal
repair bandwidths of (n − 1)(` − m) log2(q) bits for codes of
full length n = q` and r = qm, 1 ≤ m ≤ `, for the case of one
erasure. For two simultaneous erasures, our distributed schemes
were shown to achieve the same repair bandwidth per erasure
for certain ranges of parameters q, `, and m. It remains an open
problem to construct repair schemes for two or more erasures
that work for all possible parameter choices. Another interesting
open problem is to further improve the lower bound on the repair
bandwidth, which currently appear to be quite loose for n << q`.
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