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. Introduction
The unsupervised partitioning of data, often called clustering, represents a significant area of research effort. Clustering by density estimation through the expectation maximizing (EM) algorithm [1, 2] is called a Gaussian mixture models (GMM), which uses the likelihood function as a measure of fit [3] . GMM approximates probability density functions (PDFs) by a mixture of Gaussian PDFs, i.e., the problem of extracting each Gaussian component in a given data set. Fuzzy c-Means (FCM) clustering [4, 5] is closely related to the GMM. Gath and Geba's algorithm [6] , which appers be an extension of Gustafson and Kessel's modified FCM [7] , does not target density estimation but is similar to the GMM algorithm. Hathaway [8] interpreted the optimization problem another way, regarding the EM algorithm as a penalized version of the hard means clustering algorithm. In FCM clustering [4, 5] , an entropy method that uses an additional term of entropy for fuzzification was proposed by Miyamoto and Mukaidono [9] . A similar entropy term was considered by Davé and Krishnapuram [10] to prevent trivial solutions within the scope of possibilistic c-Means (PCM) as per Krishnapuram and Keller [11] . We proposed an FCM clustering objective function with an additional term of Kullback-Leibler (K-L) information and showed that the same algorithm as the GMM algorithm is derived from FCM with regularization by K-L information when parameter λ equals 2 [12] . This parameter specifies the fuzziness of clusters and the algorithm is called KLFCM. In this setting, a cluster with the Gustafson and Kessel's constraint [7] works as a noise cluster in the sense of Davé [10, 13] .
As with fuzzy c-varieties and fuzzy c-elliptypes clustering algorithms [4, 5] , the GMM works well only when the dataset contains clusters that are approximately the same shape, i.e., hyperelliptic. Fuzzy c-spherical shells and their modified methods target detection of shell clusters of the same model class, for example, all are spherical shells [14, 15] . In the last several years, a number of powerful kernel-based learning machines [16] , e.g., support vector machines (SVMs), kernel Fisher discriminant (KFD), kernel principal component analysis (KPCA), kernel-based clustering [17] , and kernel fuzzy c-means (KFCM) [18] , have been proposed.
We propose enhancing the KLFCM algorithm by adopting the kernel trick. Unlike global nonlinear approaches, KLFCM models nonlinear structures with a collection, or mixture, of local linear submodels of principal cpmponent analysis (PCA). When estimating covariance structures in high dimensions, while not over constraining model flexibility, Tipping and Bishop proposed a way to control the number of parameters in the mixture of probabilistic principal component analysis (PPCA) [19] . We applied this approach to fuzzy c-varieties (FCV) clustering [20, 21] . Although the dimensionality of feature space must be known in both approaches, by making this parameter adjustable, we propose modified fuzzy cmeans clustering in an extended high-dimensional feature space. When the number of feature vectors is n and of clusters is C, this kernel approach finds up to cal experiments.
. GMM Algorithm and KLFCM Clustering
The GMM is a well recognized statistical technique for density estimation where the PDF is approximated by a mixture of Gaussian distribution functions rather than a single parametric function. The PDF best fitting a dataset is defined by a parameter set that maximizes likelihood, which is a function of model parameters and gives a measure of how well the PDF defined by parameters fits the given dataset. These maximum likelihood parameters must therefore be estimated. The EM algorithm, composed of the E-step and M-step, is used to fit a fixed number of Gaussians to a dataset. If a parameter set maximizes likelihood, then these parameters are considered to define the PDF best fitting the dataset. The GMM algorithm represents the dataset as a collection of Gaussian distributions, while FCM clustering regards it as a collection of clusters. Both algorithms aim to find a mathematical function that represents data distribution appropriately. As in FCM clustering, the GMM algorithm also alternately estimates the group membership of data points using a previous estimate of model parameters, and then updates this estimate using the estimate of the group membership of data points.
Let r-dimensional vector x x x k represent the kth object or sample from a given set of n unlabeled objects. Each feature vector consists of r real-valued measurements describing features of the object represented by x x x. Means of c Gaussian distributions are denoted by v v v i . θ £ is a set of parameters with estimated values. θ is a set of updated parameters. In the GMM, PDF g´x x xµ, is approximated by a mixture of PDF denoted by g´x x x θ µ ∑ c i 1 π i p i´x x x θ i µ. Covariance matrix A i , mean v v v i of Gaussian PDF p i´x x x θ i µ, and proportion π i (a priori probability) are estimated by the maximum likelihood approach. When x x x k is given, the posteriori probability is
Proportion π l represents the contribution of the lth Gaussian PDF. The EM algorithm then maximizes loglikelihood,
The algorithm is repetition through the E-step and M-step. To be confident that resulting parameters are at a global maximum of the likelihood function, the GMM algorithm should be run a number of times using different initializations. FCM clustering partitions the dataset by introducing the membership to fuzzy clusters. r-dimensional vector v v v i denotes the prototype parameter (i.e., cluster centroid), which is used instead of the mean of Gaussian distribution. u ik denotes the membership of kth data to the ith cluster. The clustering criterion used to define good clusters for fuzzy c-means partitions is the FCM objective function,
where m is the weighting exponent on each fuzzy membership. The larger the m, the fuzzier the partition. Nonnegative membership u ik sums to one with respect to c clusters for each object. (4) is a measure of the distance from x x x to the ith cluster centroid. The Euclidean distance metric is often used where A i is a unit matrix. In FCM modified by Gustafson and Kessel [7] , matrices A i are also decision variables and A i is constrained to a predetermined value. Optimal u ik and v v v i for all i and k are sought using a fixed-point iteration similar to the EM algorithm.
Hathaway [8] interpred the optimization problem of negative log-likelihood in the GMM, regarding the EM algorithm as a penalized version of the hard means clustering algorithm. The negative log-likelihood to be minimized is written as:
Calculation of the maximum-likelihood estimation of posterior probabilities u ik 's is therefore regarded as minimization of the sum of K-L information.
In [9] , entropy term K and a positive parameter λ are introduced and
This approach is referred to as entropy regularization. By replacing the entropy term in Eq. (6) with K-L information and including the constraint term in a Lagrangian function, we considered minimization of the following objective function [12] as:
d ik is as in Eq. (4), η k and τ are Lagrangian multipliers whose corresponding terms represent constraints for 
for all k and i, partition becomes very fuzzy but when λ is 0, the optimization problem for u u u is reduced to a linear one and solution u ik 's are obtained at an extremal point, i.e., 0 or 1. Fuzziness of clusters is controlled by λ . Here, no Gaussian density function is considered explicitly. For a discussion of the relationship between Hathaway's interpretation of GMM and KLFCM [12] , and an extension to FCV [4] clustering, see [20, 21] .
We derive necessary conditions for optimality of Eq.(7) as follows:
. . . . . (9) where π i signifies the volume or ratio of the data in the ith fuzzy cluster.
The algorithm is the repetition through Eqs.(8)-(11). As shown above, when parameter λ equals 2, we have the same algorithm as that in GMM.
. Kernel-Based KLFCM
The theory below, used as a basis for applying the kernel trick, is based upon Reproducing Kernel Hilbert Spaces (RKHS). An inner product in feature space has an equivalent kernel in input space, i.e.,
provided that certain conditions -Mercer's Conditionsare met.
Assume that the original input data space will be mapped into high-dimensional feature space through some nonlinear mapping φ φ φ. The fuzzy covariance matrix for the ith cluster is then written in the matrix form as
where 
. . . . . . . (16) we have
where F i is an n ¢ r matrix. If the left side of Eq. (16) is nonsingular, the distance between φ φ φ´x x x k µ and cluster cen-
is written using Eq. (17) as
When the explicit form of φ φ φ is not known, we define n ¢ n matrix K i and rewrite it using Eq.(16) to obtain F i and ∆ i as
. . . (19)
Let Φ £ Φ £ be a matrix in terms of dot products (20) whereμ n¢n denotes the matrix of dimension n ¢ n. Elements of Φ £ Φ £ are dot products of noncentered vectors φ´x x xµ. Then centered Φ i Φ i can be written as
where 1 n¢1 denotes the vector of dimension n ¢1 with all entries equal to 1.
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. . . (26) where Φ £NEW and Φ
NEW i
denote the matrices of noncentered and centered (to cluster centroid) new test points in the feature space. We see from Eq.(26) that, for single new test point 
. Parameter Reduction
In the feature space extended by a kernel function, dimensionality r is usually unknown, and the number of observation n may exceed r. Because this kernel approach can find up to n nonzero eigenvalues, it is important to reduce the number of decision variables such as F i .
Unlike global nonlinear approaches, GMM or KLFCM models a nonlinear structure with a collection, or mixture, of local linear submodels of PCA. When estimating covariance structures in high-dimensions, but not overconstraining model flexibility, Tipping and Bishop proposed a way to control the number of parameters in the mixture of PPCA [19] . Honda et al. extended this approach to FCV type fuzzy clustering [20, 21] . Although the number r should be known in both approaches, we apply the kernel trick to clustering in a high-dimensional feature space by making this parameter adjustable.
Let S ¼ i denotes an approximation of S i in Eqs. (13) and (14) is diagonal matrix q ¢q.
Since r is an unknown dimensionality of the feature space mapped by an unknown function φ φ φ, we make r an adjustable parameter. The squared distance between point φ φ φ´x x x k µ and cluster centroid v v v φ i is approximated as
f ikp µ is p-dimensional, and the kth diagonal element of Eq. (21) 
where u u u i is defined by Eq. (22) . where r is an estimated positive integer.
When σ i is set to a small positive number, this is reduced to FCV clustering by the property shown in [20, 21] . The membership to cluster u ik and ratio π i is written as:
The algorithm repeats these updates for all clusters, i.e., i 1 c and is described as
Kernel-KLFCM algorithm
Step 1. Initialize u ik for all i and k with random numbers. Step 2. Calculate π i for all i using Eq.(34).
Step 3. Calculate K i and its eigenvalue decomposition using Eqs. (19)-(23).
Step 4. Calculate u ik using Eqs.(24)-(33).
Step 5 
. Fuzzy Kernel PCA and Denoising
The connection between feature space and input space was clarified by dealing with the question of how a vector in feature space can be given and find an approximate preimage in input space [22] . The kernel PCA algorithm was applied to nonlinear statistical denoising, which was shown to perform well. We now modify this technique for our kernel based fuzzy clustering algorithm as follows:
From singular value decomposition in Eq. (17), we have
and is attained, where P Φ i´j µ denotes a column vector composed of the jth row of P Φ i . For computing preimages of kernel expansion, we minimize the distance between P Φ i´j µ and the orthogonal projection of P Φ i´j µ onto span φ φ φ´z z zµ in the same way as the iteration procedure in [22] , i.e., To evaluate the gradient in terms of z z z, we substitute Eq.(38) to get sufficient condition
and devise an iteration of Eq.(43) to find preimage z z z.
Clustering and Denoising Artificial Data
To demonstrate the above, we show clustering results for toy datasets in Figs.1 to 4 . We used Gaussian radial basis functions of the form
We intuitively partition the dataset shown above right in Fig.1 into two clusters, i. e., the center, shown by black triangles, and its surrounding, shown by circles. This clustering result is similar to that in [18] but is nearly crisp. Membership values for both clusters are shown below in Fig.1 . Note that the 3D graph is shown by calculating memberships of new points, not used in clustering. Number of clusters and other parameters for the data in Fig.1 are given as C 2 q 8 r 9 λ 10 γ 70. One small cluster is separated from the elliptic shell in Fig.2 . In Fig.3 , the set of two small circular clusters is separated from the elliptic shell cluster with C 2 q 2 r 12 λ 5 γ 70. Although the two circular clusters are separated, as shown by the membership function (Fig.3  lower) , they are included in a single cluster. In all these Vol.8 No. 6, 2004 Journal of Advanced Computational Intelligence 5 and Intelligent Informatics examples, two clusters are clearly separated in the feature space and formed linear subspaces, which tends to result in crisp clusters. Figure 4 shows denoising results in 2D using fuzzy kernel PCA. White circles show the dataset and black points depict the extracted principal components. The two results above are the same as in Fig.7 of [22] but at lower left is unsuccessful, since principal components of the surrounding are aggregated at the corners. All results are obtained with q 4, γ 10 and 50 iterations. Fig.4 at lower right shows a result of the proposed method. Kernel KLFCM was used with λ 5 q 4 r 14 γ 70. Fuzzily clustered result shown in Fig.5 produced the result in Fig.4 at lower right. 
Conclusion
Fuzzy shell clustering by Davé [14] is the first algorithm of fuzzy clustering for the recognition of circle contours. Its extension by Krishinapuram et al. [15] entails the step of mapping original data into some higher dimensional space by using a known function. We proposed a modified fuzzy c-means approach with a kernel trick in which shapes of resulting clusters differ from conventional ones. The point raised about the kernel trick is the reduction of decision variables or parameters. We have adopted the way to control the number of parameters in PPCA. Ways for reducing parameters and selecting kernel functions may affect clustering results, and further resear is required to determine a rigorous way for selecting them.
Clustering method is often used as preprocessing for pattern recognition tasks. Human cognitive task may not be as simple as extracting parts of object such as the eyes and nose from the face. Human cognition may be able to partition the face at a glance. We hypothesize that mapping to a high dimension may be a component of a mathematical model of biological pattern recognition. 
