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Le D~redec e~t un logiciel consacr~ au traiternént lin-
gui~tique et • l'analyse de contenu des textes. Il i'agit 
d'un 'langage de programmation dont la maîtrise n'exige de 
la part de son usager que très peu de prérequis en informa-
tique. L'un des objectifs vis~s pour i'édification de ce 
système incluait qu'un ch~rcheur en sciences humaines (phi-
losophie, linguistique, psychologie ••• ) puisse rapidement 
mettre au point et appliquer ses propres hypothèses de des-
cription de texte (description syntaxique, sémantique, logi-
que ••• ), ses propres idées sur l'exploration des descrip-
tions construites et l'analyse du contenu des résultats, 
ainsi qu'~ventuellernent son propre système questions/répon-
ses (le logiciel permet d'associer automatiquement un module 
questions/r~ponses à tout ensemble d'hypothèses sur la des-
cription des textes). 
Ces possibilités de vérifier des hypothèses d'analyse 
de texte, de les faire varier et de comparer systématique-
ment et rapidement les résultats exigeraient normalement du 
chercheur un temps énorme consacré à la programmation des 
instruments, de rn~me que la constitution d'une équipe intet-
disciplinaire (incluant des informaticiens profeSSionnels). 
Il faut noter aussi qu'on découvre souvent trop tard, dans 
la ma j 0 ri t é des exp ér i e li ces de ce t y p e , le car a c t ère "ad 
hoc" des outils informatiques mis au · point pour la v~rifica­
tion d'un groupe d'hypothèses~ et donc leur non-transporta-
bilité pour le traitement d'hypothèses inscrites à d'autres 
niveaux d'analyse. 
Ainsi, le Déredec r~pond à la demande d'un logiciel gé-
néral pour le traitement sophistiqué des langues naturelles, 
logiciel dont la souplesse d'é~riture est telle, qu'un usa-
ger averti peut par ailleurs lui-rn~rne le transformer ou 
l'augmenter de procédures plus particulières. 
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L'investigation contextuelle 
C'est un lieu commun de souligner aujourd'hui l'inser-
tion rapide et croissante de la technologie informatique 
dans les sciences humaines. Cette situation rend difficile 
la taxinomie des disciplines et sous-disciplines d~velopp~es 
dans cette trarn~e. Il semble bien toutefois qu'une dis-
tinction entre des utilisations de l'ordinateur ~ des fins 
purement gestionnaires et d'autres utilisations où l'instru-
cent permet la v~rification d'hypoth~ses heuristiques puisse 
servir de première balise. 
En sciences humaines, et de façon g~n~rale dans les 
disciplines où le traitement de texte a une place pr~pondê­
rante, les utilisations de type gestionnaire ont occup~ la 
scène pendant plusieurs ann~es. C'est ainsi par exemple 
qu'on possède aujourd'hui des "index" et des "concordances" 
complètes obtenus par ordinateur pour plusieurs ouvrages de 
philosophie classique. 
Pour mieux situer par ailleurs les travaux qui ne se 
rapportent pas ~ une simple gestion de la documentation . tex-
tuelle, on doit diff~rencier les analyses selon qu'elles 
mettent en jeu des calculs de type statistique ou de type 
symbolique. 
Cette distinction présuppose qu'au moins deux orienta-
tions thêoriques puissent être associ~es au concept 
d'''investigation contextuelle". Dans les recherches liées 
habituellement au calcul statistique, le contexte d'un mot 
se dêfinit dans les termes de traits d'~dition (par exemple 
la "ligne" ou la "page") ou de bornes numêriques (un certain 
nombre de mots avant ou après le mot êtudiê). Par la suit~ 
l'analyse opère des regroupements sur les contextes d~finis 
puis exécute des opérations de comptage sur les groupes com-
posés. Quelle que soit la sophistication des calculs sta-
tistiques effectu~s sur les regroupements, l'interprêtation 
finale des résultats restera toujours liée à la pauvreté 
initiale de l'investigation contextuelle. 
C'est cette situation qui a motiv~ les développements 
plus récents d'analyseurs basés sur la calculation symboli-
que. On appelle ainsi les investigations contextuelles d~­
finies dans les termes d'une composition syntagmatique et . 
d'un jeu de relations de dépendance dont la coaplexité est 
arbitraire et dont le contenu peut être associé ~ la résolu-
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tion de différents problêmes linguistiques. Dans cette 
orientation, le chemin le plus court qui relie deux mots (ou 
entités textuelles quelconques) traverse plus souvent un 
parcours particulier d'une arborescence construite sur le 
segment auquel les ~ots appartiennent, que la suite linéaire 
des .autres mots du segment qui les séparent. 
Alors que pour le calcul statistique des co-occurences, 
toutes les relations entre les mots dans une phrase sont 
aplaties Ala relation de co-voisinage (concaténation), le 
calcul symbolique permet, au. moyen d'algorithmes d'indexa-
tion de symboles descripteurs, de privilégier certaines re-
lations dans les phrases. Le logiciel Déredec, dont la con-
ception, l'implantation, la mise au point et l'expérimenta-
tion furent l'objet de nos recherches, est orienté vers la 
résolution des problêmes ~e sémiotique textuelle par l'uti-
lisation spécifique du calcul· symbolique. 
Il s'agit d'annoncer ici une premiêre démarcation 
d'avec les syst~ces de traitement de texte dont la tâche se 
résuce A l'édition de texte, • la production d'index et de 
concordances, ainsi qu'. l'analyse des co-occurences. Le 
Dérede~ remplit minimalernent certaines de ces tâches, mais 
av~c peu d'efficacité (si on le cornpare • des logiciels com-
me JEUDEMO (Ouellette 1972), ou SATO (Meunier, Rolland et 
Daoust 1976». Il va permettre par ailleurs la program~a­
tion d'algorithmes où la notion de contexte peut se définir 
autrement que par des traits d'éditio~, ou par un simple dé-
compte opéré sur la suite des mots du texte. En fait, la 
structure des expressions admiss~bles dans laquelle l'utili-
sateur sera amené. définir ses unités d'investigation est 
suffisamment sophistiquée pour traiter plusieurs des problê-
mes qui caractérisent la simulation des phénomênes de co~­
préhension des langues naturelles: divers types de désambi-
guation syntaxico-sémantique, les simulations de dialogues 
et de processus cognitifs, la production de paraphrases ••• 
etc. 
Par 1., le Déredec se rapproche des systêmes développés 
en intelligence artificielle. Toutefois, et c'est 1. une 
seconde démarc~tion tout aussi importante que la premiêre, 
le Déredec, contrairement à la majorité de ces travaux de 
linguistique théorique va rendre possible le traitement 
d'unités langagi~res d'un ordre de grandeur élevé, permet-
tant ainsi l'implantation de eram~aires textuelles et la mi-
se en relation des programmes de l'usager. des objectifs 
d'analyse de contenu. 
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Formalisme et analyse s~miotique 
La sémiotique co~putationnelle est concernée par la si-
mulation et l'analyse de contenu des divers ph~nomênes de 
sig nif i c a t ion 0 u d e c 0 mm uni c .a t ion. L ' é t i que t te" c 0 m put a -
tionnelle" garantit de prime abord une écriture formelle des 
modêles qui soit telle que les expériences de simulation ou 
d'analyse puissent être produites par un ordinateur; nous 
verrons aussi qu'en plus d'imposer cette contrainte sur le 
type de formalisme employé, elle laisse soupçonner l'exis-
tence de caractéristiques d'écriture plus singulières telles 
les mécanismes de récursivité, de sensibilisation au contex~ 
te ••• etc. 
On sait q~e les discQssions sur l'idéologie, les cou-
rants de la philosophie analytique et les diverses sémioti-
ques modernes ont ~e part et d'autre ~té â l'origine de 
l'élévation des pratiques discursives au rang d'objet privi-
légié de la recherche philosophique. 
L'insertion de l'ordinateur dans ces recherches se jus-
tifie premièrement de ce que cette élévation implique prio~ 
ritairement une prise de possession du donné empirique que 
constituent les discours, et aussi de ce que l'analyse com-
putationnelle, mettant en relief le caractère reproductible 
de chacune de ses opérations et de chacun de ses résultats, 
observe ainsi une condition nécessaire au t~a~tement scien-
tifique des textes. 
Quelques traits forme·ls g~nér~ux du Déredec 
Le Dérede~ est un langage de programmation offrant â 
ses usagers des fonctions dites descriptives ~ texte (il 
s'agit de procédures définies par l'usacer pour l'assigna-
tion aux séquences du texte de structures sémantiques, logi-
ques, syntaxiques ou autres), des fonctions d'exploration .~ 
texte (consacrées au dépistage du contenu des descriptions 
indexées), ainsi qu'un certain nombre de fonctions ~ régie. 
Le texte analysé (tel qu'il se donne â son entrée sur 
support magnétique), les descriptions de texte obtenues par 
la programmation des fonctions descriptives, de même que les 
sous-ensembles de descriptions de texte dépistés par les 
fonctions exploratrices, sont des entités qui, du point de 
vue informatique, possèdent la même syntaxe de représenta-
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tion. 
Cette structure d'information, commune â tous les 
objets textuels manipulés en Déredec, va permettre la plus 
haute cocposition entre les fonctions descriptives et explo-
ratrices du système; les unes étant applicables sur les ré-
sultats des autres et vice-versa. Ici se trouve indiquée 
une première caractérist1que formelle du logiciel. 
Une seconde est â l'effet que toute EXpression ou suite 
d'expression de Forme ADmissible â cette syntaxe d'écriture 
(EXFAD), peut autonatiquement devenir l'une des contraintes 
d'un quelconque patron de fouille, futur argument d'une 
fonction exploratrice. Nous y reviendrons. 
Un troisième trait formel tient de ce qu'au moment de 
la construction d~une description de texte, la réa~isation 
positive d'une fouille (une exploration) peut être une con-
dition (parmi d'autres) â la poursuite éventuelle de la 
description. C'est dire ainsi que' les fonctions d'explora-
tion peuvent être appelées de l'intérieur des fonctions 
descriptives et y jouer le raIe de contraintes. 
Entrée: Sortie: Programmes: 
(FD EXFAD 
-------> EXFAD Automates 
/ 
(FE EXFAD 
-------> EXFAD Hodèles d'exploration ) 
/ 
(FT EXFAD ------------------------------ ) 
Le tableau représente les relations exprimées par les 
trois caractéristiques formelles présentées. On y so~ligne 
d'une part que les fonctions descriptives (FD) et les fonc-
tions exploratrices (FE) prennent toujours â l'entrée et 
fournissent toujours â la sortie des EXFAD, c'est-A-dire des 
objets textuels ayant même syntéxe, d'autre pa~t qu'une 
fonction de traduction (FT) peut transformer toute EXFAD en 
une contrainte dans un modèle d'exploration, et enfin, qu'un 
tel modèle d'exploration peut lui-même agir comme contrainte 
dans l'exercice d'un automate â états finis qui, comme on le 
verra, est la forme générale des programmes de description 
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de texte. ' 
Les relations de contraintes régissent la circulation 
formelle entre les objets textuels et les programmes (on no-
tera que cette circulation est non-déterministe en ce sens 
que les nouvelles EXFAD produites à la suite d'une traduc-
tion EXFAD-->programmes-->EXFAD ne conservent pas nécessai-
rement la marque de cette traduction). 
Cette circularité entre les objets textuels et les 
programmes, associée à la souplesse de composition entre les 
fonctions et au pouvoir récursif général · du système, per-
mettra l'écriture en Déredec de programmes ayant pour tâche 
la construction automatique et contextualisée (en utilisant 
des variables fournies par le ' contexte) ,de d'autres program-
mes associés eux à des tâches d'exploration ou ' de descrip-
tion de texte. 
La programmation automatique sensible au contexte 
(PASC) est une idée rn~îtresse du logiciel Déredec et plu-
sieurs fonctions pré-programmées offertes à l'usager y font 
appel (PRODEC, SIMULECART, LEXIDEC, APLEC ••• ); ce dernier a 
par ailleurs accès aux fonctions de base de la méthode, et 
peut ainsi lui-même programmer ses propres procédures PASCo 
Une autre idée est 
angulaire du Déredec; 
textuel des entreprises 
mises par le système. 
aussi, croyons-nous, une pierre 
elle a trait au caractère proprement 
de descriptionet d'exploration per-
Il est évidemment possible d'utiliser le Déredec pour 
associer à chacune des séquences d'un texte des struct~res 
grammaticales de type phrastique, mais il sera aussi possi-
ble d'exiger de la description d'un événement textuel 
qu'elle tienne compte de l'emplacement particulier de cet 
événement dans l'ensemble du ' texte, différenciant de plus la 
partie du texte qui précède l'événement étudié de celle qui 
le s~it. La sensibilité au contexte qui préside aux déci-
sions de description se trouve ainsi fortement augmentée; 
elle permet ce qu'on appellera la mise au point de grammai-
res récursives descriptives de texte. 
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Les Grammaires Descriptives de Texte 
Plusieurs scénarios d'utilisation du Déredec sont ima~ 
ginables. Nous en avons privilégié un pour les fins ~e pré-
sentation de ce travail, et nous aimerions qu'il loge dan~ 
l'esprit du lecteur plutôt à la façon d'un exemple qu'à cel-
le d'une limite. 
Ce scénario se laisse structurer en deux actes. Le Dé-
redec pourrait ainsi servir: 
a) à la mise au point et à l'application de Grammaires 
Descriptives de Textes (GOT); 
b) à l'exploration ou à l'analyse de contenu d'un tex.te 
décrit par une GOT; le logiciel offre entre autres, la pos-
sibilité d'associer automatiquement un syst~me questions/ré-
ponses à toute GOT soumise par l'usager. 
Une GOT est un ensemble de procédures reproductibles, 
susceptibles de décrire un texte à l'aide d'une batterie de 
catégories, de relations de dépendance contextuelle et de 
codèles d'exploration. 
Dans cette définition, la mention reproductibilité ren-
voie à la notion de programmation: les GOT sont des pro-
grammes (écrits in Déredec) auxquels on peut soumettre des 
textes différents; elle ren v oie aussi à la notion de con-
trôle: les expériences de description seront comparables 
entre elles grice à une série de paramètres manipulés par le 
système. 
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Le' c ~!lJ'J_t,r. ~ . 1 fou r nit une des cri p t ion g é né raI e des di f -
férentes - fonctions du logicieï ' (les fonctions des'criptives 
ou automates Déredec, les fonctions d'exploration) ainsi 
qu'une description générale de la structure des expressions 
de forme admissible à ces fonctions. On trouvera aussi dans 
ce chapitre le cadre de validation des différentes expérien-
ces de programmation au Déredec. Le chapit~e 2 donne p6ur 
ces mimes objets une description détaillée- ~~ ' formelle. Le 
chapitre 3 présente une Grammaire Descriptive de Texte - dont 
l'objectif est le dépistage de certaines structures de sur-
face des phrases françaises. On y trouvera aussi . des exer-
cices d'e~ploration du contenu des structures textuelles 
indexées. 
Le dernier chapitre présente une extension du logiciel 
consacrée à des techniques d'exploration de contenu basées 
sur des principes d'apprentissage et de programmation auto-
matique sensible au contexte. 
APLEC (APprenti-LECteur) permet en effet d:associer à 
toute GDT un système questions/réponses où les questions 
sont posées dans la langue (naturelle) du texte et où les 
réponses sont des segments du texte d'abord analysés par la 
GDT de l'usager puis explorés par une série de mod~les éga-
lement fournis par ce dernier. Lorsqu'APLEC ne peut sur ces 
bases fournir une réponse adéquate, il dépiste quand mime 
des éléments du texte qui occupent des positions structura-
les (eu égard à la GDT) analogues à celles de la question 
puis pourra à la suggestion de l'usager "apprendre" des 
équivalences sémantiques qui lui permettront de dépister une 
réponse acceptable. Apprendre signifie ici tenir compte du 
contexte dans lequel se fait la proposition d'une équivalen-
ce, puis parachuter pour tous les segments du texte qui par-
tagent ces contextes la mime relation d'équivalence. 
Ce système permet de distinguer formellement ce qui 
dans une entreprise sémiotique relève de la sémantique de la 
langue, de la sémantique d'un .groupe de textes, de la séman-
tique d'un texte particulier ou encore de celle d'un usage 
parti~ulier d'un texte dpnné. Il permet aussi de délimiter 
les bornes sémantiques d'une GDT donnée et de faciliter par 
là l'amélioration de cette derni~re. On exposera dans ce 
chapitre deux utilisations différentes d'APLEC, l'une basée 
sur la grammaire des structures de surface, et l'autre basée 
sur des principes strictement sémantiques. 
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Certains lecteurs regretteront de ne pas trouver .dans 
les pages qui suivent un ~urvol s'n'raI de la piobl'matique 
qu'a fait sienne la linguistique cornputationnelle ou encore 
l'intelligence artificielle durant les dernières d'cennies. 
La raison de cet ~bsence est simple; l'entreprise aurait 
do u b l' d ' ex c e Il e n-t s t r a vau x dé j â pub lié s • Ci ton s pou r . ex e m-
pIe le texte de Nick Cercone Representing Natural Language 
in Extented Semantic Networks (Cercone 1975), dont le pre-
mier chapitre est consacré â une revue g'nérale du genre. 
On pourrait aussi renvoyer â l'ensemble de l'oeuvre de Yo-
rick Wilks, qui, parmi les linguistes computationnels, est 
l'un des théorici.ens les moins avares de mises en situatidn 
générales. 
Nous avons quant â nous opté d'une part, pour discutter 
lorsqu'il y avait lieu de références directes aux problèmes 
pos's (on trouvera par exemple une discussion sur la compa-
raison des gramm~ires D'redec aux ATN de Woods), et d'autre 
part pour la 6onstruction d'une bibliographie étendue sur 
l'ensemble des questions soulevées. 
. . ~. 
1 1 
La pr~sente version du D~redec a ét~ mise au point dans 
le cadre d'un doctorat poursui~i au d~partement de philoso-
phie de l'UQTR (Université du Qu'bec • Trois~Rivi~res). 
Cette recherche à ét~ subventionnée -par des bourses du Con-
seil des Arts du Canada et de la DGES du Quebec (Direction 
Générale de l'Enseignement Supérieur); elle a de plus été 
rendue possible grâce. l'assistance matérielle du Service 
d'Informatique de l'UQAM; nous remercions particuli~rement 
Monsieur le directeur s'néral Richard Lacroix et lerespon-
sable des syst~rnes reli~s à l'enseignement et à la recherche 
Monsieur Hubert Manseau. 
Une premi~re version avait ~t~ produite dans le cadre 
d'un projet plus vaste sur l'analyse des textes (J.G. Meu-
nier~ F.M. Denis, M. Paquette et F. Daoust; projet ALTPO 
subventionné par le Conseil des Arts du Canada). Nous son-
mes particuli~rement reconnaissant • Monsieur F. Daoust (du 
Service d'Informatique de l'UQAM) pour son assistance tech-
nique (programmation) lors de la mise au point de la premi~­
re version. 
Nous aimerions remercier Monsieur Jean Guy Meunier qui 
a tout au long de cette p~riode suivi notre travail ainsi 
que Monsieur Claude Panaccio qui s'est joint plus récemment 
à cette tâche. 
Nous sommes de plus reconnaissant à MadameS. Lefaivre 
et à Messieurs Y. Wilks, F.M. Denis, J.N. Kaufman et E. 
Warot pour la lecture attentive qu'ils effectu~rent de notre 
manuscrit. 
CHAPITRE 1 
Description générale du logiciel 
1.1 Les automates Déredec 
Par~i les logiciels consacrés ~ la programmation de 
gram~aires ayant vu le jour au cours des derni~res quinze 
années (Mitre 1964, Petrick 1965, Kuno 1965, Earley 1968, 
Thorne, Dratley et Dewar 1968), les Augmented Transition 
Networks (ATN) de ~l.A. Woods (Woods 1970,1972) ont su rem-
porter la faveur de plusieurs chercheurs. Nous nous attar-
derons quelque peu ~ la description de ce syst~me car il a 
d'une part récupéré les traits intéressants des syst~mes qui 
l'ont précédé et il offre par ailleurs, ~ cause de sa grande 
diffusion une borne qualifiée ~ la comparaison et à la com-
préhension des autocates Déredec. 
Les ATN sont d'abord des grammaires ~ réseaux de tran-
sition. Une telle grammaire est un ensemble fini d'états 
(appelés aussi noeuds) reliés par des arcs sur lesquels se 
trouvent inscrites . des conditions portant sur la compos~tion 
des éléments de la séquence analysée, éléments dont la lec-
ture est une condition à la transition d'un état à l'autre 
dans le réseau. On distingue habituellement dans ce mod~le 
l'existence d'un état initial et celle d'un état final. 
Ainsi la grammaire à réseaux de transition suivante: 
[ 1 ] NOli > [ 2 ] VER > [ 31 < ADV 
/ \ / 
---/ 
ADJ > [ 4 ] < ART 
\ / \ 
\ NOH > [ 5 ] 
peut rendre coopte de phrases du type: 
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Les automates D~redec 
Jean mange. 
Jean mange rapidement. 
Jean mange la pOr.lme. 
Jean mange la grosse pomme. 
Jean mange rapidement la grosse pomme. 
Ces grammaires sont connues depuis d~jà quelque temps. 
Elles avaient dans Syntactic Structures (Chomsky 1957) reçu 
à la fois audience et critique. Elles ont ~t~ renforc~es 
dans la plupart des logiciels mentionnés plus haut par 
l'adjonction de m~canismes récursifs permettant le traite-
ment des constituants emboîtés (pushdown store). Il s'agit 
de suspendre dans un état donn~ le travail d'un automate 
pour en appeler un autre, 'lui faire exécuter une routine 
d'analyse puis remettre le contrôle au premier autooate à 
l'endroit dans celui-ci où l'op~ration d'appel s'est d~rou­
lée. 
Ces grammaires augmentent le pouvoir récursif du mod~le 
simple de grammaire à réseaux de transition pr~senté ci-
haut, mais conserve un caractêre trop déterministe, l'analy-
se de la phrase étant constituée par l'histoire ou la trace 
du parcours réel de l'unité de contrôle dans le réseau et 
les sous-réseaux de transition. Un autonate "déterministe" 
émet conme analyse finale, la suite des cat~ories ou morphè-
mes rencontrés sur les arcs parcourus; it) reste ainsi né-
cessairement lié au caract~re linéaire de la phrase analy-
sée. 
Les ATN de Hoods se distinguent de ces "Recursive Tran-
sition Net'olorks" par l'adjonction de fonctions suppl~mentai­
res permettant à la suite d'une condition réalisée dans un 
état (cette condition ayant habituellement trait à la caté-
gorie du mot lu sur la bande, mais pouvant par ailleurs être 
tout à fait arbitraire) d'emmagasiner de l'information dans 
des registres et cela, sous des symboles arbitrairement 
choisis. Ces registres peuvent par la suite être modifiés 
et faire l'objet de tests dans des états parcourus ultérieu~ 
rement. 
Les contenus des différents registres sont, à la fin du 
parcours de la grammaire et à la suite de la r~alisation de 
certaines conditions, rassemblés dans une structure arbores-
cente qui constitue en quelque sorte l'analyse désirée de la 
phrase étudiée. 
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Les automates D~redec 
Un trait important qui distineue les ATN des analyseurs 
pr~c~dents est la s~paration entre le parcours réalisé 
effectivement dans l'ensemble des ~tats (de l'automate prin-
cipal et des sous-a~tomates) et la structure construite par 
le jeu des manipulations (modifications plus tests) permises 
sur les registres. C'est cette s~paration qui signe le ca-
ractère hautement non-déterministe des ATN. 
La gamoe des actions exécutées éventuellement ~ la sui-
te d'une condition réalisée dans un état autorise l'implan-
tation de grammaires sensibles au contexte pouvant poursui-
vre parallèlement à l'analyse de la structure de surface la 
construction de structures plus profondes, c'est-à-dire la 
manipulation de règles de transformation. On notera que 
cette possibilité peut se réaliser sans l'adj·onction d'une 
composante séparée (composante transformationnelle), comme 
c'est le cas dans les grammaires chonskis~es. · 
Les grammaires Déredec s~nt des ~rammairesrécursives à 
réseaux de transition o~ dans un état donné, à la suite de 
conditions, différentes actions peuvent être effectuées. 
Plusieurs actions pré-programmées sont offertes par le logi-
ciel et par ailleurs, toute fonction LISP peut être program-
mée en position d'action. Cette dernière caractéristique 
permet ~videmment de programmer des actions de rétention 
d'information dans de~ registres (arbitrairement nomm~s) et 
de construire ainsi parallèlement à l'analyse de la chatne 
d'entrée, des structures d'un niveau arbitraire de complexi-
té (ceci à la suite de tests aussi arbitrairement comple-
xes). Les automates D~redec étant par ailleurs récursifs 
(on peut appeler de l'int~rieur d'un automate un ou une sé-
rie d'automates), on confèrera ainsi aux gr?mmaires D~redec 
la même puissance d'analyse (non-d~terministe) qu'aux gram-
maires ATN lorsqu'elles sont appliquées à des tâches analo-
gues. 
Ce qui donne aux automates D~redec leur singularité et 
leur puissance originale vient de ce que plusieurs op~ia­
tians néredec (on appelle ainsi les actions offertes par le 
logiciel, programmables à la suite d'une condition satisfai-
te dans un état) ont trait à des procédures de description 
(modification physique) de la séquence analysée. La diffé-
rence majeure entre les automates Déredec et les ATN tient à 
ce que les premiers sont ainsi orientés vers la construction 
et la modification d'une structure donnée pour la représen-
tation de l'information textuelle et erammatica1e (les 
EXFAD). On jugera de la puissance de ptogrammation en D~re­
dec par l'examen combiné des gualit6s structurales de réten-
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tion d'information des EXFAD ~ des diverses opérations ~­
cursives ~ sensibles ~ contexte (en Déredec la sensibilité 
au contexte est directement reliée à la souplesse d'explora-
tion des EXFAD) ~ autorisent ~ construction de ces EXFAD, 
leur modification ~ leur exploration. 
Un premier groupe de ces opérations Déredec permet de 
catégoriser l'expression pointée, de la relier à d'autres 
expressions de la séquence par des relations de dépendance 
contextuelle orientées RDC (arbitrairement nommées), de ras-
sembler différentes expressions d'une même séquence en 
.syntagmes (arbitrairement nomnés), un syntagme dev~nant par 
la suite une seule expression pouvant elle-même êt~e catégo-
risée, reliée et composée dans un autre syntagme. Bref, des 
opérations qui permettent de composer avec un degré . arbi-
traire de complexité des structures arborescentes sur les 
éléments de la séquence analysée. 
Un second groupe d'opérations descriptives a pour fonc-
tion d'associer aux éléments initiaux de la séquence 
d'entrée (ce que nous avons appelé les "expressions atomi-
quës") des réseaux d'information ayant la forme d'arbores-
cences o~ le noeud initial est une expressi6n atomique 
appartenant à la séquence analysée et les autres noeuds, 
d'autres expressions atomiques ayant avec la premi~re (ou 
entre elles) des relations orientées représentées par des 
~od~les d'Exploration. C~s réseaux (que nous appelons 
EXFAL, Expression de Forme Admissible au Lexique) permettent 
de véhiculer de l'information de type paradigmatique: de 
l'information portant sur le comportement d'une expression 
atomique dans d'autres séquences que la séquencepoin~ée, 
alors que le jeu des syntagmes construits, des catégories et 
des relations indexées informe plutôt des rapports qu'actua-
lisent entre elles des expressions atomiques d'une même sé-
quence (distinction saussurienne syntagme/paradigme). 
Toutes les structures (syntagmatiques et paradigmati-
ques) indexées aux éléments de la séquence pourront êt·re 
fouillées par ce que nous avons appelé les Mod~les d'Explo-
ration. Ces mod~les sont des patrons de ~ouille et ~~~aé­
pTs·"tage (pattern-matching) arbitrairement complexes qu!._. ont 
pour fonction de rassembler sous des registres (arbitraire-
ment nonmés) des éléments terminaux ou non-terminaux (des 
sections enti~res d'un arbre) de .. .1'expression pointée dans 
la séquence. Les contenus ainsi rassemblés ' ont ' la --mêiife 
syntaxe de formation que les expressions arborescentes 
construites sur les séquences; ils peuvent donc faire 
l'objet des mêmes manipulations (mOdifications, tests ••• 
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etc.). De plus, une fonction du système (la fonction SOIT) 
permet de transformer automatiquement le contenu d'un re-
gistre construit par un modèle d'exploration en sous-partie 
d'un futur modèle d'exploration, c'est-a-dire de transformer 
automatiquement (en contexte) les r~sultats ~'une fouille en 
un argument pour une fouille ult~rieure. 
La syntaxe des modèles d'exploration. est très souple; 
elle permet de repr~senter ~légamment les caractéristiques 
structurales des descriptions produites et de dépister de 
f .il ç on t r è s s é le c t ive 1 es é 1 é men t s d e ss t r ·u c t ure s i Il d ex ée .~ • 
On peut dès maintenant noter le double statut de ces modèles 
d'exploration; cocme éléments entrant dans la cooposition 
des EXFAL, ils appartiennent aux structures descriptives 
indexées; cocme arguments fournis aux fonctions exploratri-
ces, ils feront partié de l'algorithme d'analyse. Ainsi, 
pour nous résumer quelque peu, ~isons que les opérations Dé-
redec ont trait a des proc~dures de construction, de modifi-
cation et de dépistage d'éléments structuraux associés aux 
expressions de la s~quence analys~e. Ces op~rations sont 
exécutées dans les états de~ automates a la suite de la réa~ 
lisation de conditions portant elles-mêmes éventuellement 
sur la cooposition de ces structures. 
Voyons maintenant de façon un peu plus formelle la 
constitution des structures construites et le fonctionnement 
des automates Déredec avant de poursuivre une deseription un 
peu plus d~taillée des diverses op~tations qui y sont pro-
grammables. 
Nous avons appel~ EXFAD toute expression susceptible 
d'être construite, modifiée, fouillée ou simplement pointée 
~ar un automate Déredec, et Descript~on de Texte (DDT) toute 
suite (j'EXFAD. 
Ati niveau le plus primitif, une EXFAD a l'aspect d'une 
chatne de caractères placée entre guillemets. Exemple d'une 
DDT primitive: 
"IL" "A" "FAIT" "UNE" "BONNE" "RECETTE" " " . 
Les contrainte~ d'entrée de texte sont minimes: seuls 
les guillecets sont n~cessaires, les blancs et retours a la 
ligne sont facultatifs. 
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A un niveau p lus S 0 phi st i q u é de des cri p t ion, 1 e ~ __ .§ X F AD 
for~ent des structures arborescente~ où les noeuds des 
arbrés se trouvent indexés de catégories descriptives éven-
tuellement reliées entre elles par des relations de dépen-
dance contextuelle (RDC), et où les éléments terminaux, 
c'est-â-dire les feuilles des arbres, sont les expressions 
a~ooiques du texte auxquelles peuvent aussi s'associer des 
~~pr~ssi6ns de forme admissible au lexique (EXFAL). Les 
expressions atomiques définissent les unités primitives du 
texte, identifiées comme telles par l'~tilisateur; il peut 
s'agir de morphèmes, de lexèmes, de phrases ou de toute au-
tre entité textuelle. 
Le tableau ci-bas représente une EXFAD où les sy-mboles 
PRON, VER, CONNEC, ART, NOM, SN et SV sdnt des catégories 
descriptives, où DET, COMP et TP sont des RDC (relations de 
détermination, de complémentarité et de thème/propos), et où 
. D EI.~ __ R_ * e s ~.!! n_._~_qd. !.1e d' expl 0 rat i 0T! ~ e 1 a ~ i f ... ~ ... _) ~ .. _ .. _~d ét ~. nn:f::~ ,~­
tion nominale ("cuisine" a quelque part dans une DDT déter-
miné le " 'n~miIial "recette" ••• ). 
.~~";l~_.~. 
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Les automates Déredec sont des machines à ~tats finis 
que l'on imagine munies d'un pointeur pouv~nt parcourii dan~ 
les deux directions une s~quence ordonnée d'EXFAD, et d'une 
unité de contrôle se dépla~ant dans les différents états 
d'un réseau. A chacun de ces états se trouve associée une 
suite de règles, chacune ayant la forme d'un quadruplet con-
dition/suite d'opérations/non d'un état/direction. Lorsque, 
dans un état donné, une condition est satisfaite par l'EXFAD 
pointée sur la séquence, les op~rations qui lui sont asso-
ciées sont exécutées, l'unit~ de contrôle se dirige vers 
l'état nommé et le pointeur se déplace éventuellemen~ (il 
peut aussi rester sur place) d'une EXFAD sur la séquenee, 
observant la direction indiquée par la règle. On notera ici 
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aux ATN qui obligent une analyse prédictive unidirectionnel-




façon générale, dans une règle, les opérations exé-
a la suite de la réalisation d'une condition si rap-
a des procédures: .. ~ 
a) de catégorisation des EXFAD; lorsque l'EXFAD poin-
té e est . réd u i t eau n e exp r e s s ion a t 0 mi que, 1 e s ys t ème p e r met 
de projeter la catégorie proposée pour toutes les expres-
sions atomiques de la suite du texte qui ont m~me cooposi-
tion ( pour tous les "tokens" du m~me "type"); opérations: 
CAT et PROCAT; 
b) de regroupement syntagmatique opéré sur les EXFAD 
d'une m~me " séqüeriëe; · opérations:·· 0 et F; 1a · p·r ·o·Eédure 
~~rmet · · d'ouvrir ou d~ fermer des parenthèses arbitrairement 
a gauche ou â droite de l'expression pointée; 
c) de dépistage de RDC entre des EXFAD d'une m~me sé-
que n ce; ' - ·· 0 p é rat ion R; 
d) d'indexation de catégories â la suite de 
spéciales (par exemple la conbinaison d'une fouille 
et d'une autre non réalisée) sur l'EXFAD pointée; 




e) de modification de la structure environnante des 
expressions atomiques de l'EXFAD pointée, soit en as~o~ia~t 
des EXFAL â ces dernières, soit en les éatégorisant par · la 
base (c'est-a-dire malgré l'existence de structures syntag-
matiques déja composées); opérations LEXIOEC e~ TRANEXA; 
f) de fouilles arbitrairement complexes sur 
pointées; opération FOUIL; 
les 
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h) de transformation autonatique d'une EXFAD ou d'une 
suite d'EXFAD (résultat d'une fouille ou d'une description 
de texte) en urt argument pour une fouille à venir; opéra-
tion SOIT; 
i) de transition entre les automates; à cet égard la 
procédure est tris souple, elle permet de suspendre le tra-
vail d'un automate et de faire exécuter un ou une série 
d'automates auxiliaires; on doit noter que les opérations 
d'ALLER et de RETOUR peuvent s'effectuer dans n'importe quel 
état d'un automate. Lorsqu'une opération RETOUR est pro-
grammée, l'unité de contôle vient se loger dans l'automate 
appel~nt, puis y exécute les opérations restantes. Si l'au-
tomate appelant est le premier autonate de la série, 
l'analyse de la séquence est terminée. Ainsi il n'y a pas 
dans les automates Déredec d'''état final", il n'y a pas non 
plus "d'''état initial" sauf pour le premier état du premier " 
automate; 
j) de communication interactive automate/usager; 
l'utilisateur -- peut ·programmer des arrêts" -de "là' coop~lïfàtion "~~ 
Lors d'un tel arrêt, la procédure permet de visionner la sé-
quence et l'EXFAD pointées, de connaItre l'automate et 
l'état où se trouve l'unité de contrôle, de modifier des au-
tomates ou des registres, et enfin de faire exécuter direc-
tement l'une ou l'autre " des opérations ou fonctions Déredec; 
opérations ARRET, ARRET2, VOIRP, VOIRD, ALLER, CONTINUER, 
SUSPENDRE. Des arrêts non-programmés peuvent aussi surve-
nir, l'automate ne pouvant conpléter la description d'une 
séquence; la machine Déredec fournit alors un diagnos~ic de 
l'erreur (aucune condition n'est satisfaite dans un état, 
l'unité de contrôle boucle indéfiniment... etc.) et une 
description de son contexte d'apparition. 
k) d'analyse contextuelle hors-séquence; opérations 
PRODEC, PONDEC et ECART; la bande sur laquelle sont inscri-
tes les EXFAD et sur laquelle se déplace le pointeur ne peut 
être, pour des questions de gestion mémori~lle, de longueur 
indéfinie, et c'est séquence par séquence qu'une Description 
de Texte sera construite. La limite de ces séquences est 
déterminée par l'utilisateur selon des critères numériques 
ou grammaticaux. A ce type séquentiel d'analyse conte~tuel­
le s'ajoute une possibilité d'analyse contextuelle élargie 
sur soit l'ensemble de la description de texte, soit le seg-
ment de la description de texte qui précède la séquence 
pointée (depuis le début de la DDT), soit le segment de la 
description qui suit la séquence pointée (jusqu'à la fin de 
la DDT), ou soit encore une description de texte totalement 
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Les résultats de ces analyses hors-s~quence s'indexe-
rànt de deux manières â l'EXFAD pointée. D'une première fa-
çon en associant une EXFAL â une expression atomique de 
l'EXFAD; EXFAL composée automatiquement par une exploration . 
du contexte ~largi en question (opération LEXIDEC). D'une 
autre façon, des cat~gories descriptives seront composées et 
indexées â l'EXFAD pointée (opérations PRODEC, ECART). 
Dans ce dernier cas, lorsque l'analyse porte sur le 
segment de la description de texte qui suit la séquence cou-
rante, l'automate génère une catégorie descriptive de 
l'ATTENTE qu'exerce l'EXFAD pointée eu ~gard au ph~nomène 
que veut décrire la grammaire de l'utilisateur; et d'~utre 
part, lorsque l'analyse porte sur le segment de la descrip-
tion qui précède la séquence courante, le traitement est 
associA a la RESOLUTION du phénomène ~tudié. Ces catégories 
peuvent être pondérées (opération PONDEC), et de plus, â · la 
suite d'une mesure programmée (opération ECART) de l'écart 
entre l'ATTENTE et la RESOLUTION qu'exerce pour un phénomène 
donné une même EXFAD, l'automate indexera cette derniare d~ 
l'une des deux catégories PREMISSE ou DENOUEMENT selon qu~ 
dans cette EXFAD l'ATTENTE prédomine sur la RESOLUTION (PRE~ 
MISSE), ou que la RESOLUTION prédomine sur l'ATTENTE (DE-
NOUEHENT). 
Ainsi, de même que les analyses contextuelles séq~en~ 
tielles permettent de programmer des grammaires récursives 
de type phrastique, les analyses contextuelles élargies vont 
permettre de programmer des grammaires récursives d'un type 
nouveau, grammaires hautement sensibles au contexte, qu'il 
est permis de qualifier de proprement textuelles. 
Cette possibilité d'analyser chaque événement du texte, 
en tenant compte de la structure narrative dans laquelle il 
se situe, c'est-à-dire en marquant à chaque fois l'ATTENTE 
spécifique qu'il crée et la RESOLUTION qu'il exetce, offre a 
l'utilisateur l'occasion d'effectuer sur les descriptions de 
texte qu'il obtient des analyses de contenu o~ la cohésion 
textuelle n'est plus représentée comme une résultante uni-
que, i l'image d'un texte qui ne possèderait qu'un seul 
point de gravitation, mais c06me une courbeo~ s'exprime la 
polarisation active et en quelque sorte changeante des for-
ces d'attraction dans le texte. 
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On rappellera que l'usaner peut en fait programmer tou-
te fonction LISP en position d'op~ration Déredec, ce qui lui 
permet: 
a) tout emmagasinage d'information dans des registres 
arbitrairement nornm~s, toute modification ou tout test sur 
le contenu de ces registres; 
b) et règle générale, l'enboItement des op~rations dans 
des tests arbitrairement complexes. 
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1.2 Les fonctions Déredec 
Les fonctions Déredec se distinguent des opérations ~é­
redec en ce qu'elles sont directement programnables au noni-
teur Déredec, pouvant par ailleurs comme toute fonction être 
programm~es de l'intérieur d'un autonate. Ces fonctions 
concernent: 
a) l'application des autonates sur des DDT 
DESCRIP, SIMULECART, USAGER, TRADES, IMPRI); 
(fonctions: 
b) la construction 




ou assistée) et la ma-
LEXIQUE, TRAFIC, PREPA-
c) l'exploration des DDT. Les fonctions explo-
ratrices analysent le contenu des informations rassemblées 
dans les descriptions de texte; elles permettent d'observer 
la composition des structures dépistées, de construire d~~ 
EXFAL, c'est-à-dire à la limite d'obtenir un lexique du tex-
te décrit où se trouve associ~ à chacune des entrées un 
schéma de son comportenent dans la description de texte, et 
enfin, de construire pour une description de texte donné~, 
divers profils distributionnels des catégories descriptives 
indexées. Fonctions exploratrices: PROJEC, LEXIFORME, 
EXPAF, EXPA, PROFIL. 
d) la traduction d'une EXFAD ou d'une DDT en un argu-
ment d'exploration (fonction SOIT); 
e) des manipulations d.iverses sur les fichiers utilisés 
(fonctions: LIRFIC, COPIER, EMBELLIR). 
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1.3 Cadre de validation 
La validation des systèmes d'analyse des langues natu-
relles a l'ordinateur est une dAmarche qui varie selon que 
les systèmes implantAs ont l'aspect de "simulateurs" ou 
d'''explorateurs''. 
On oppose ici des exercices dits de simulation des phA-
nomènes de communication caractAristiques des langues natu-
relles aux exercices d'exploration ou d'analyse de contenu 
des productions d'une langue naturelle. Tous les exercices 
de simulation ont en conmun la définition prAalable , d'un 
objectif p'récis, c'est-à-dire une procAdure caractéristique 
d'un .procès de coomunication, la plupart du temps une apti-
tude qu'ont tous les sujets parlants de la langue naturelle 
utilisée (traduction d'une séquence, simulation d'un dialo-
gue, production d'une paraphrase ••• ), procédure que devra 
simuler le robot implanté. La validation d'une entreprise 
de simulation oblige la cOMparaison de la performance du ro-
bot a celle qu'aurait pour le mime procès de comnunicaeion 
les loc~teurs de .la langue (fameux test de Turing (Turing 
1950). Alors que pour ' ces exercices, l'on connait ~ 
l'avance la solution idéale que devrait fournir l'automate a 
un problème donnA, la validation des explorations de contenu 
est fond~e sur l'idée inverse: on jugera l'algorithme a ses 
possibilitAs de dépister des éléments d'information sur le 
contenu, Aléments que des moyens traditionnels d'investiga-
tion (par exemple les concordances et l~s analyses de co-oc-
curences) n'auraiint pu mettre a jour. 
Les sémioticiens computationnels se sont longtempi can-
t9nnés dans la mise au point d'algorithmes d'exploration de 
contenu basés sur des principes de calculation strictement 
statistique. Ces essais centrés sur des problèmes ùe déter-
Mination stylistique (entre autres les questions d'''authors-
hip") utilisaient les techniques de production d'index, de 
concordance et d'analyse des co-occurrences. . 
Alors que les chercheurs préoccupés de "simulations" se 
sont ùès le début emparés des techniques du talcul symboli-
que, peu d'essais d'explorations de contenu, sinon de très 
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On notera que les travaux présentés au chapitre 3 sont 
~ inscrire ~ cette orientation, alors que ceux du chapitre 4 
figurent ~ la fois sous ' la rubrique "simulations" et "explo-
rations". 
Alors que cette distinction entre les exercices de si-
mulation et ceux d'exploration est relativement bien connue, 
une autre, tout aussi importante au regard d'une théoriecle 
la validation des sémiotiques computationnelles, semble 
avoir été beaucoup moins débattue. Dans tous les systèmes 
faisant usage du calcul symbolique, un certain nombre de ma-
nipulations sont effectuées de façon ad hoc, c'est-~-dire 
manuellement. On fait référence par exemple ~ l'indexation 
de catégories grammaticales ou de représentations plus com-
plexes (les formulas de Wilks, les représentations concep-
tuelles de Schank ••• etc.), indexations effectuée~ manuel-
lement ~ certains éléments du corpus. Les manipulations 
peuvent s'appliquer sur les "tokens" des éléments étudiés du 
cor pus 0 u e n cor e sur 1 es" t Y P es" ; dan s c e der nie r c as, 1 a 
procédure utilise un dictionnaire o~ se trouve corrélés les 
éléments que l'on pense pouvoir retrouver dans le corpus 
(par exemple des lexèmes) et des représentations définies 
dans les termes de la batterie sémantique utilisée. Ces ma-
nipulations ad hoc, ces heuristiqueS en quelque sorte, cona~ 
tituent la conception du monde que doit nécessairement "rece-
voir le "robot" pour qu'il puisse fonctionner. 
Nous aimerions souligner la nécessité de prendre en 
considération le rapport existant dans chaque système entre 
le nonbre de manipulations ad hoc et le nonbre total de ma-
nipulations exécutées. La mesure de ce rapport est primor-
diale pour la conparaison et pour l'évaluation des systèmes 
différents. 
Le logiciel Déredec autorise différentes mesures rela-
tives ~ ce rapport, en émettant pour chaque expériince pro-
grammée une série de paramètres communs qui aideront l'usa·· 
~er ~ comparer et par là à valider ses expériences de des-
cription grammaticale. Ces paramètres ont trait: 
a) au nombre d'EXFAD lues durant la description; 
b) au nombre de règles exécutées; 
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c) au nombre total de cat'gories index'es (automatique-
nent et manuellement); 
d) au nombre total de RDC index'es (automatiquement et 
manuellement); 
e) au nombre d'arrêts programm's; 
f) au nombre total d'EXFAL index'es (autonatiquernent et 
manueller.lent); 
Pour obtenir l'ensemble complet des paramètres 
nents à l"valuation d'une description, on ajoutera: 
perti-
g) le nonbre de règles programmées dans les automates, 
information que l'on obtiendra à l'évaluation de la fonction 
TRADUIRE; 
h) le nombre d'entrées aux listes arguments de TRANEXA; 
ces entrées correspondent à autant d'indexations manuelles 
de catégories ou d'EXFAL. TRANEXA est la fonction utilis'e 
pour indexer des cat'gories ou des EXFAL à des expressions 
atomiques d'un texte; il s'agit en quelque sorte de la 
fonction dictionnaire du D'redec. On peut consid'rer que 
chaque entrée d'un fichier argumentée (si on nous per~et ce 
néologisme) à TRANEXA est similaire à une indexation manuel-
l~ comme si cette dernière avait été produite lors d'un 
arrêt programm'. 
Ces paramètres permetttent donc plusieurs comparaisons 
inté~essantes. L'usager pourra plus particulièrement rele-
ver les rapports suivants: 
a) le nombre de règles exécutées par rapport au nombre 
de règles programmées; une mesure de l'efficacité algorith-
mique; 
b) le nombre d'opérations exécutées de façon ad hoc, 
c'est-à-dire le nombre d'heuristiques par rapport au nombre 
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1) le nombre de catégories 
indexées Manuellement par rapport 
au nombre total de catégories inde-
xées dans la DDT; 
2) le nombre de RDC indexées 
Manuellement par rapport au nombre 
total de RDC indexées; 
3) le nOMbre d'EXFAL indexées 
manuellement par rapport au nombre 
total d'EXFAL indexées. 
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On obtient le nOMbre d'opérations manuelles par le dé- ' 
coopte du nombre d'arrgts programmés, et/ou par celui du 
nombre d'entrées aux listes argumentées. TRANEXA. 
Le cadre de validation présenté ne garantit pas la per-
tinence des grammaires implantées en Déredec. On peut tou-
jours imaginer une procédur~ enti~rement automatisée ne' pro-
duisant que des résultats triviaux; il n'en demeure pas 
moins que nos propositions de mesure viendront combler un 
vide que plusieurs ont remarqué dans la littérature sur la 
question. Il nous semble que l'actuelle prolifération des 
syst~mes de sémiotique computationnelle rend de plus en plus 
caduque la philosophie . du "il suffit que ça fonctionne" qui 
a jusqu'ici, et • de tr~s rares exceptions pr~s, prévalu 
pour unique mode de validation. 
CHAPITRE 2 
Description formelle du logiciel 
2.1 Le néta-langage BNF 
Le Déredec est un logiciel, c'est-à-dire un mini-langa-
ge évolué dont les séquences sont programnées par l'usager 
pour être par la suite traduites en UCI LISP 1.6 (Quam and 
Diffie 1973). Les séquences LISP peuvent être elles-mêmes 
traduites (compilées) en un langage plus primitif (le macro-
assembleur de la DEC-I0); l'usager a ainsi la possibilité 
de manipuler une version plus rapide (facteur de 20) de ses 
programmes Déredec. 
La difficulté liée à la description des langages for-
mels est bien connue: il s'agit de trouver un mode de pré-
sentati~n qui soit apte à différencier ce qui dans la de~­
cription appartient au langage (que l'on veut décrire) et ce 
qui appartient au méta-langage. Suivant en cela la mani~re 
la plus courante dont les informaticiens usent p6ur décrire 
les laneaees de programnation, nous nous sommes servis du 
langage BNF (Backus 1959) pour présenter la syntaxe d'écri-
ture des fonctions, opérations, automates, mod~les d'explo-
rœtion et expressions de forme admissible au néredec. 
Le HNF se construit des symboles suivants: 
< > ••• encadrent les métasymboles du langage décrit; 
: := ••• associe la définition d'une séquence du langage décrit 
à un métasymbole; 
I ..... indique le "ou" alternatif, la simple concaténation 
des éléments d'une séquence indiquant par ailleurs le "et"; 
et nous rajoutons: 
••• les trois points 
informels. 
qui précèdent les commentaires plus 
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Exemple: description BNF de la syntaxe des nombres. 
<NOHBRE> ::= <ENTIER> / <FRACTION> 
<ENTIER> ::= <VIDE> <SUITE DE CHIFFRES> / - <SUITE DE CHIF-
FRES> 
<VIDE> :: .. 
••• par opposition au signe moins (-); 
<SUITE DE CHIFFRES> ::= <CHIFFRE> / <CHIFFRE> <SUITE DE 
CHIFFRES> 
<CHIFFRE> ::= 0/1/2/3/4/5/6/7/8/9 
<FRACTION> ::= <ENTIER> • <SUITE DE CHIFFRES> 
Exemples de nombres: 42 -14 2.91 -34.12 00.14 
Mises en garde: 
1) Afin d'illustrer les possibilit~s offertes par le 
logiciel, j'ai puisé la majorité des exemples du présent 
chapitre â une grammaire descriptive des siructures de sur-
face du ' français moderne; or, on se souviendra que la 
syntaxe du Déredec' reste indifférente â ces di~tinctions 
entre la syntaxe, la sémantique ou la logique des langues 
naturelles. 
2) Ce chapitre ne suit pas une méthode programmée 
d'apprentissage. Nous suggérons une prémiére lecture rapide 
et complête m~me s'il s'en dégage une compréhensi6n partiel-
le. Au moment de la mise au point d'un premier projet de 
programmation, l'usager ùevra le relire â la maniêre d'un 
manuel de référence, c'est-A-dire dans un jeu de renvois 
multiples ~t non conme une suite linéaire de commandes indé-
pendantes les unes des autres. 
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2.2 Syntaxe des EXFAD 
<DESCRIPTION DE TEXTE> ::= <SUITE D'EXFAD> 
<SUITE D'EXFAD> ::= <EXFAD> / <~XFAD> <SUITE D'EXFAD> 
<EXFAD> ::= <FEUILLE> / <BRANCHE> 
<BRAtiCHE> ::~ «CATEGORIE> <RELATIONS> <BRANCHE» / 
«CATEGORIE> <RELATIONS> <FEUILLE» 
<RELATIONS> ::= «SUITE DE RDC» / NIL 
<FEUILLE> ::a <EXPRESSION ATOMIQUE> / <EXFAL> 
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<EXPRESSION ATOMIQUE> ::= ••• toute chaIne de caract~res 
encadrée de guillemets ("); 
<EXFAL> ::= «EXPRESSION ATOMIQUE> <SUITE DE RESEAUX» 
<SUITE DE RESEAUX> ::= <RESEAU> / <RESEAU> <SUITE DE RE-
SEAUX> 
<RESEAU> ::= «NHOD> <EXFAL» / <VIDE> 
<NHOD> ::= <IDENTIFICATEUR>* 
••• non d'un mod~le d'exploration; identificateur dont le 
dernier caractère doit obligatoirement être un astérisque; 
<IDENTIFICATEUR> ::= ••• symbole choisi par l'utilisateur; 
il s'agit d'une suite de caractères (chiffres et/ou lettres) 
dont le premier élément est une lettre, et où sont exclus 
les connecteurs (sauf indication contraire) et les blancs. 
<VIDE> ::= 
<CATEGORIE> ::= <IDENTIFICATEUR> 
••• non de la catégorie; 
<SUITE DE RDC> ::= <RDC> / <RDC> <SUITE DE RDC> 
<RDC> ::= «NRDC> <ENTIER> <+» / «NRDC> <ENTIER> <-» 
<NRDC> ::= <IDENTIFICATEUR> 
••• nom de la RDC; 
<ENTIER> : := ••• les nocbres entiers indiquent ici la distance 
séparant les EXFAD d'une même suite reliées entre elles par 
une RDC. Les entiers négatifs (exemple: -4) signifient un 
cornptaee vers le début de la suite et les entiers positifs 
(exemple: 4) un comptage vers la {in " de la suite; 
<+> ::= + 
••• marque l'EXFAD où la RDC prend son point de départ; 
(_) ::;a _ 
••• marque l'EXFAD qui reçoit la ROC; 
Exemples d'EXFAD: 
A) "JARDIN" 
B) ("JARDIN" (DAREX* ("OCCUPATIONS"») 
C) (NOH NIL "JARDIN") 
D) (SN NIL (SN «DET 2 -» 
(ART «DET 1 +» "LES") 
(NOH «DET -1 -» "FONDEMENTS» 
(PREP NIL "DE") 
(SU «DET -2 +» 
(ART «DET 1 +» "SA") 
( N 011 « ::J ET - 1 -» " ~1E T A P Il Y S 1 QUE" ) ) ) 
Description du logiciel 
E) (SN NIL (ART «DET 1 +» "UNE") 
(SN «DET -1 -» 
(ADJ «DET 1 +» "BONNE") 
(NOH «DET -1 -» 





Dans ces exemples, SN, ART, NOM, ADJ, PREP sont des cat6go-
ries, et DETER* DAREX* des noms de modèles d'exploration. 
DET symbolise une RDC, la relation de d6termination. 
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2.3 Syntaxe des mod~les d'exploration 
<HODELE> : : = «CATEGORIE> <SUITE DE PATRONS» 
<SUITE DE PATRONS> : : ::a «PATRON» <SUITE DE PATRONS> / 
<NPATRON> / <VIDE> 
<PATRON> : :- <NODELE> / <}tOD EL E > <RELATION> <HODELE> / 
«FEUILLE» 
<RELATION> : : =- «NRDC> +) / «NRDC> -) / «NRDC» 
••• dans un patron, une relation est toujours situ~e entre 
deux mod~les. Lorsque la relation renferme un +, on exigera 
que le mod~le gauche indique le point de dêpart de la rela-
tion, le signe - indique le sens inverse, et l'absence de 
signe signifie l'indiffêrence quant au sens de la relation. 
<NPATRON> ::= :<IDENTIFICATEUR> 
••• variable dont le contenu est une suite de patrons prêa-
lablement liêe par l'utilisateur ou par une opêration pro-
grammêe. Le premier caract~re de cet identificateur doit 
obligatoirement être un deux-points (:). 
Remarques sur les mod~les d'exploration. 
a) Dans un mod~le d'exploration, le signe X simule tou-
te catêgorie, tOute feuille ou toute expression atomique si-
tuêe dans une feuille (le cas d'une expression atomique dans 
une EXFAL). Par ailleurs, le signe X* renvoie à tout nom de 
mod~le d'exploration situé dans une EXFAL. 
b) Le signe = lorsque constitu~ comme premier caract~re 
d'une catêgorie, ou encore lorsque composê avec le signe X, 
indique la partie (noeud, f~uille ou exp. atone dans une 
feuille) de l'EXFAD qui sera dêplstêe par le mod~le. 
c) Les contraintes représentêes par les patrons dans 
les suites de patrons peuvent être . disjonctives, c'est-à-di-
re que la réalisation d'un seul patron de la suite suffira à 
êvaluer positivement le mod~le, ou conjonctives, tous les 
patrons devant être réalis~s pour que le mod~le soit êvalué 
positivement. L'utilisateur indique son choix en donnant 
une valeur à la variable CONJONCTION: les contraintes se-
ront conjointes si CONJONCTION est liê à T, et disjointes si 
cet t e var i a b 1 e a 1 a val e u r NIL. • Ex e m pIe d' un m 0 d ~ 1 e sus cep -
tible de dépister des EXFAD diffêre~tes selon la valeur 
accordée à CONJONCTION: 
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(=SN «NOM» «ADJ«"BOUNE"»»). 
d) Un mime modile peut se r'aliser A plus d'~n niveau 
dans une mime EXFAD. Ainsi par exemple, le modile: 
(=SN «"CHEMIN"») et l'EXFAD: 
"LE" "CHEMIN" "DE" "T ERRE" "DONT" "VOUS" "ME" "PARLIEZ'" •••• 
\ 1 1 \ 1 1 1 
SN NOM \ 1 1 1 
\ 1 \111 




SN <------- plus haut niveau 
L'usager devra donner une valeur A la variable HAUTEUR, 
indiquant s'il pr'fire que le modile d'piste l'EXFAD du plus 
haut niveau (HAUTEUR devra alors @tre lié A T), ou celle du 
plus bas niveau (HAUTEUR étant lié A NIL). 
e) Lorsque les items dépistés par un mod~le sont des 
<FEUILLES>, l'usager peut @tre int'ressé A ce que toutes les 
expressions atomiques constitutives du texte soient rassem~ 
blées (y compris les expressions atomiques des EXFAL). Il 
obtiendra ce r'sultat en liant A T la variable EXPRES qui 
autrement est liée A NIL. 
f) Une dernière variable permet de tronquer les fouil-
les effectuées sur les expressions atomiques. Lorsque LEMMA 
est li' A T, toutes les expressions atomiques qui contien-
nent minimalernent l'expression argumentée dans le modiLe se-
r 0 n t dép i sté es. Ain s i ( = X ( ( " fou r ") ) ) dép i s .t e rai t " fou r " 
"fournaise" "f·ournir" etc ••• 
Note: lorsque le n'redec est charg' en mémoire, les varia-
bles CONJONCTION, HAUTEUR, EXPRES et LEMMA sont liées A UIL. 
Exemples de modiles d'exploration: 
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(-X«"raison"»)............ d~pistera toutes les EXFAD 
(quelle que soit leur catégorie doninante) contenant minima-
lement l'expression atomique "raison". 
(SN«NOI1«( .. X»»» ••••••••••• d~pistera toute expression 
atonique entr~e d'une EXFAL elle-m~me cat~gorisée NOM puis 
SN. 
(=SN( (SN) (D -) (SN») ••••••••••• dépistera tous les SN conte-
nant un SN d~terminé par un autre SN. 
(SN«SN)(D -)(SN«:aNOH»») ••••••••••• dépistera tous les NOM 
situés dans un SN déterminant un autre SN, les deux SN étant 
situés dans un troisi~me SN. 
( SN ( (N OU ( ( ( ... X (D ETE R * ( Il rai son" ) ) ) ) ) ) ) ) • • • • • • • • • • • . dép i ste ra 
toute expression atonique située dans une EXFAL catégorisée 
NOM et par la suite SN, et ayant dans cette EXFAL une rela-
tion DETER* avec "raison". 
(SN«NOM«(X(DETER*(=X»»»»........... d~pistera toute 
expression atomique reliée par DETER* a une expression ato-
mique quelconque, et ceci, a l'int~rieur d'une EXFAL catégo-
risée NOM, cette derni~re catégorie étant elle-m~me catégo-
risée SN. 
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· 2.4 Syntaxe des automates 
<AUTOMATE> ::= «NAUT> <SUITE D'ETATS» 
<NAUT> ::- <IDENTIFICATEUR> 
••• nom de l'automate; 
<SUITE D'ETATS> ::= <ETAT> / <ETAT> <SUITE D'ETATS> 
<ETAT> ::- «NETAT> <SUITE DE REGLES» 
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<NETAT> ::~ ••• nom de l'état; lettre S suivie d'un nombre 
entier; exemples: S4, S7; SI doit être le nom du premier 
~tat; 
<SUITE DE REGLES> ::= <REGLE> / <REGLE> <SUITE DE REGLES> 
<REGLE> ::~ «CONDITION> <SUITE D'OPERATIONS> <NETAT> <DI-
RECTION» 
<CONDITION> ::= <CATEGORIE> / <SUITE DE CATEGORIES» / 
<NHOD> / X / PHI 
••• la condition sera réalisée si <CATEGORIE>, ou si l'une 
des catégories de <SUITE DE CATEGORIES> est identique â la 
catégorie dominante de l'EXFAD pointée, ou si encore un mo-
dêle d'exploration, celui lié â NMOD est réalisé sur l'EXFAD 
pointée. X est une condition par défaut, et PHI renvoie â 
une catégorie postiche composée au début de chaque séquence. 
Les catégories descriptives de la grammaire de l'usager doi-
vent être liées â une valeur (voir plus bas la section sur 
la liaison .des variables). Ces valeurs prennent la forme 
d'arborescences, et lorsqu'une condition est ramenée au dé-
pistage d'une catégorie, cette procédure peut prendre 
l'aspect d'une fouille plus ou moins complête sur cet arbre. 
Ainsi par exemple, la catégorie C2, qui a pour valeur la 
liste (C 2 2), sera dépistée sur une EXFAD catégorisée C25 
(C 2 5), puisque ce C25 est avant tout un C2. 
<SUITE DE CATEGORIES> ::= <CATEGORIE> / <CATEGORIE> <SUITE 
DE CATEGORIES> 
<SUITE D'OPERATIONS> ::= <OPERATION> / <OPERATION> ~SUITE 
D'OPERATIONS> 
<DIRECTION> ::= G / 0 / <VIDE> 
••• le pointeur poursuivra sa lecture sur la séquence vers la 
Gauche si "G", vers la droite si "0 11 , et restera sur place 
par défaut <VIDE>. 
<OPERATION> ::- <VIDE> / <APPEL A UN AUTOMATE> / <RETOUR A 
UN AUTOMATE> / <SUPPRIMER> / <OUVRIR UNE PARENTHESE> / <FER-
MER UNE PARENTHESE> / <CAT> / <PROCAT> / <DEPISTER UNE ROC> 
/ <TRANEXA> / <LEXIDEC> / <FOUDECl> / <FOUDEC2> / <PRODEC> / 
<PONDEC> / <ECART> / <ARRET> / <VOIRD> / <VOIRP> / .<ALLER> / 
<LIRE> / <ECRIRE> / <CONTINUER> / <~ETOUR> / <FOUIL> / 
<ARRET2> / <APRES> / <AVANT> / <RENPLACER> / <SUSPENDRE> 
_ ...... _~_ ... , 
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••• les opérations sont des "fonctions" Déredec ne pouvant 
être appelées que de l'intérieur d'un automate, à la suite 
d'une condition réalisée. Par ailleurs, toutes les fonc-
tions Déredec peuvent être programmées en position d'opéra-
tion (en fait toute fonction LISP peut être programmée en 
position d'opération; cette conception permet à l'usager 
avancé de programmer lui-même les opérations Déredec dont il 
aurait besoin). 1 
<APPEL A UN AUTOMATE> ::= (E <NAUT> <NETAT> <DIRECTION» 
<RETOUR A UN AUTOMATE> ::= (RETURN) 
••• lorsqu'un appel est logé, l'unité de contrôle se déplace 
vers l'automate nonmé (NAUT), dans l'état nommé (NETAT), 
s'orientant vers la direction indiquée. Lorsqu'un retour 
est commandé, l'unité de contrôle retourne à l'automate pré-
cédent, celui qui avait logé l'appel, et se positionne immé-
diatement après l'opération d'appel. La procédure est très 
souple, elle permet de revenir a un automate passé, de sus-
pendre le travail d'un automate pour en appeler d'autres 
etc. Lorsqu'un retour est logé au pre~ier automate, une 
fonction interne compose une autre séquence et lui applique 
ce premier automate. 
<SUPPRIMER> ::- (SUPPRIMER <CATEGORIE» 
••• opération dont le résultat est de supprimer une EXFAD de 
la description de texte, celle qui a pour catégorie dominan-
te l'argument programmé. 
<OUVRIR UNE PARENTHESE> ::= (0 <DIRECTION2> <CATEGORIE» / 
(0 <DIRECTION2» 
<FERMER UNE PARENTHESE> ::- (F <DIRECTION2> <CATEGORIE» / 
CF <DIRECTION2» 
<DIRECTION2> ::= G / D 
••• FERMER ou OUVRIR une parenthèse sont des opérations qui 
prennent pour premier argument une des deux directions gau-
che ou droite selon que l'usager désire fermer ou ouvrir une 
parenthèse à · la gauche ou à la droite de l'EXFAD pointée. 
Le regroupement syntagmatique se conclut lorsqu'un couple de 
parenthèses se trouve balancé. On peut d'abord ouvrir une 
parenthèse puis lire vers la droite et fermer à une ou plu-
sieurs EXFAD de l'EXFAD pointée; mais on peut aussi faire 
la démarche inverse, c'est-à-dire d'abord fermer, puis lire 
vers la cau che et alors ouvrir une parenthèse. L'une ou 
l'autre des deux opérations devra être arcumentée du nom de 
la catégorie syntagmatique composée. 
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<CAT> ::= (CAT <CATEGORIE» 
••• cette op6ration est 6quivalente J la combinaison des op~­
rations (0 G) (F D <CATEGORIE»; elle peut toujours être 
utilisée pour catégoriser une EXFAD point6e, mais elle est 
toutefois obligatoire lorsque cette dernière se ramène à une 
seule feuille. 
<PROCAT> ::a (PROCAT <CATEGORIE» 
••• PROCAT est aussi utilis6 pour cat6goriser directement une 
expression atomique, sauf que la catégorie proposée sera de 
plus indexée aux expressions atomiques des séquences restan-
tes du texte qui ont même contenu que l'expression atomique 
pointée. Ces catégories peuvent de plus être projetées s~r 
une DDT différente ou lors d'une s6ance ult6rieure, à la 
condition que soit sauv6e sur disque une liste créée par le 
système et nommée LISTCA. Le fichier ainsi form6 (par 
exemple LISTCA.DEF) devra être r~initialisé en m~moire au 
d~but des s6ances concernées (voir la section sur les accès 
disques). 
<DEPISTER UNE RDC> ::= (R <NRDC> <CONDITION> <DIRECTIOU2» 
••• la RDC nonmée reliera l'EXFAD point6e à la première EXFAD 
de la séquence (à gauche ou à droite de l'EXFAD pointée se-
lon l~indication fournie en <DIRECTION2» qui réalise la 
conditio~ (deuxième argument); la relation origine toujours 
de l'EXFAD pointée; 
<TRANEXA> ::= (TRANEXA <NLISTE» 
<NLISTE> ::= <IDENTIFICATEUR> 
.~.non donné à une liste construite par l'usager et renfer-
mant soit une <SUITE D'EXFAL>, soit une <SUITE DE COUPLES 
<CATEGORIES> <EXP. ATOH.» 
< SUI T EDE. COU P LES 
<CATEGORIE> <EXP. ATOM.» ::= <CATEGORIE> <EXP. ATOM.> / 
<CATECORIE><EXP.ATOM.><SUITE DE COUPLES <CATEGORIE><EXP. 
ATOH.» 
TRANEXA est utilisé pour transformer la structure envi-
ronnante d'une feuille de l'EXFAD point6e et ceci, en lui 
associant une EXFAL ou une cat6gorie descriptive. 
D'une première fa~on, TRANEXA permet d'associer une 
EXFAL à une expression atonique de l'EXFAD, à la condition 
que cette expression atomique . occupe une position d'entrée 
dans l'une des EXFAL de la liste propos6e conne argument; 
exenple: 
.. 
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LIS TE: « Il SEN S Il ,( D ETE R * (" RAI SON Il » ) 
("BON" (DAREX* ("CLIENT"»» 
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EXFAD avant le passage de l'automate contenant (TRANEXA 
LISTE) 
(SN , NIL (ART NIL "LE") 
(ADJ NIL "BON") 
(NOH NIL "SENS"» 
EXFAD après TRANEXA: 
(SN NIL (ART NIL "LE") 
(ADJ tlIL ("BON" (DAREX* ("CLIENT"»» 
(NOM NIL ("SENS" (DETER* ("RAISON"»») 
D'une seconde façon, TRANEXA permet de cat~goriser une 
expression atomique de l'EXFAD pointée; l'opération doit 
alors être argumentée d'une liste de couples catégo-
rie/expression atomique; si l'une des -expressions atomiques 
de ces couples est présente dans l'EXFAD point~e, a16rs la 
catégorie associée a cette expression atomique dans le cou-
ple lui sera indexée; exemple: 
LISTE: «HUMAIN "HOHHE") 
(VER "ALLER") 
(ADJ "JOYEUSE"» 
EXFAD avant le passage de (TRANEXA LISTE): 
(SN NIL (SN NIL (ART «D 1 +» "L") 
( N OH « D -1 -» "H 0 l1H E " ) ) ) 
EXFAD après TRANEXA: 
(SN NIL (SN NIL (ART «D 1 +» "L") 
(HOH «D -1 -» (HUMAIN NIL "H0!1ME"»» 
TRANEXA servira par exemple à lemmatiser les expres-
sions atomiques du texte en associant une EXFAL du type! 
(liSERAIENT" (LEHME* ("ETRE"») 
Notes: 
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a) Dans les cas où TRANEXA est argumenté d'une suite 
d'EXFAL, et qu'une expression atomique de l'EXFAD pointée 
apparaît en position d'entrée dans l'une de ces EXFAL, et 
qu'en plus cette expression atomique de l'EXFAD se trouve 
déjà associée à une EXFAL, alors les deux EXFAL en formeront 
une nouvelle et cette derni~re sera indexée ~ l'expression 
atomique en question; exemple: 
LISTE: «"EAU" (DETER* ("VIE"») 
("JARDIN" (DETER* ("SALADES"»» 
EXFAD avant (TRANEXA LISTE): 
(SN NIL (NO~1 NIL ("EAU" (DETER* ("SOURCE"» 
(CAUSE* ("PLANTES"»») 
EXFAD apr~s TRANEXA: 
(SN NIL (NOH NIL ("EAU" (DETER* ("VIE"») 
(DETER* ("SOURCE"» 
(CAUSE* ("PLANTES"»») 
b) La liste argumentée ~ TRANEXA doit subir un traite-
ment spécial de conpila~ion préalabl~ment à l'application de 
l'automate où se trouve programmé TRANEXA. Voir plus bas la 
fonction <PREPARE> •••• dans notre exemple on aurait (PREPARE 
LISTE); 
c) Une autre fonction nommée <TRAFIC> est associée de 
pr~s à TRANEXA; elle rend possibe la construction semi-au-
tonatique de la liste contenant la suite d'EXFAL ou de cou-
ples catégories/ expressions atomiques. 
<LEXIDEC> ::= (LEXIDEC <ARGl> «SUITE DE Nt1OD» <ARG3> 
<CHAIN?» 
<ARGl> ::- «SUITE D'EXP. ATOH.» / <NHOD> 
<SUITE D'EXP. ATOU.>::= <EXP. ATOH> / <EXP. ATOU.> <SUI-
TE D'EXP. ATOll.> 
<SUITE DE NHOD> ::= <NMOD> / <NUOD> <SUITE DE NHOD> 
<ARG3> ::m AVANT / APRES / TOT 
<CHAIN?> ::~ OUI/NON 
••• LEXIDEC construit des EXFAL et les associe s'il y a lieu 
aux expressions atoniques contitutives de l'EXFAD pointée. 
Les EXFAL sont composées sur les expressions atomiques four-
nies soit directement par la suite proposée au premier argu-
ment, soit encore à la suite d'une fouille sur l'EXFAD poin-
tée, fouille dont le modale tient lieu de premier argument. 
Le deuxiane argument identifie la liste des mod~les qui se-
"'~ ,, .~ 
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ront constitutifs des réseaux des EXFAL construites. Le 
troisième argument indique le segment de la description de 
texte o~ sera réalisée l'e~ploration; à cet égard, TOT ren-
voie à l'ensemble de la description de texte, AVANT à la 
partie de la description de texte qui précède la séquence 
contenant l'EXFAD pointée, et APRES, à celle qui va de cette 
séquence jusqu'à la fin de la description de texte. Le der-
nier argument informe si, dans la construction des EXFAL, 
les explorations seront réappliquées en chaIne. Il s'agit 
d'une procédure récursive qui replace chacune des expres-
sions atomiques dépistées par les modèles en position de 
contrainte dans ces mêmes modèles afin de dépister de nou-
velles expressions atomiques qui elles-mêmes r~cevront le 
même traitement et ainsi de suite; la chaIne s'arrête lors-
que les explorations ne dépistent plus rien, lorsqu'une 
expression atomique déjà rencontrée apparaIt de nouveau, ou 
lorsque l'analyse at,teint un certain niveau de profondeur 
dans la construction de l'EXFAL. L'usager décide du niveau 
de profondeur en donnant à la variable CHAIN~ une valeur 
exprimée en nombre entier positif; 
exemples (texte fictif, comme pour tous les exemples du cha-
pit re ) : 
a) 
(LEXIDEC ("RAISOtl" "HOMME" "VIANDE") 
(DAREX* DETER*) AVANT NON) 
EXFAD av~nt le passage de LEXIDEC: 
(SN NIL (NON NIL "HOUHE"» 
EXFAD après LEXIDEC: 
b) 
(SN NIL (NON NIL ("HOtiNE" (DAREX* ("OCCUPATIONS"» 
(DETE\{* ("RUE"»») 
ELEXIDEC ("RAISON" "HOl1ME" "VIANDE") 
(DAREX* DETER*) AVANT OUI) 
EXFAD avant LEXIDEC: 
(SN NIL (NOM NIL "H01m'E"» 
EXFAD après LEXIOEC: 












Description du logiciel 
) ) » 
où DETER* et DAREX* sont deux modèles d'exploration respec-
tivement li~s au contenu suivant (où D symbolise la relation 
de détermination nominale): 
DE TER * • •• ( S N ( (S tI : PAT R 0 N ) (D -) (S 11 ( (N OU ( ('" X ) ) ) ) ) ) ) 
DAREX* ••• (SN«SN :PATRON)(D +)(SN«NOH«=X»»») 
Dans l'exemple b, CHAINE fut li~ A 3 avant l'exécution 
de LEXIDEC. 
Les mod~les d'exploration utilisés dans LEXIDEC doivent 
contenir la v~riable :PATRON et le signe =X. La variable 
:PATRON sera liée â l'expression atomique que l'on veut dé-
crire, et le signe =X doit se trouver A l'endroit du nod~le 
où l'on désire dépister des expressions atoniques. 
Ainsi DETER* ••• (SN( (SN :PATRON) (D -) (SN( (NOH( (eX»»») 
deviendra au moment de son évaluation: 
( SN ( ( SN « II HOMM E II ») (D -) ( SN ( (N 0 H ( (z X) ) ) ) ) ) ) • 
Dans le cas des exemples présentés plus haut, ce rnod~le 
pourra alors dépister l'expression atonique "RUE" s'il est 
appliqué sur une description de texte COfrtenant une EXFAD 
comme: 
( S rI NIL ( SN « D 2 -» 
(ART «D 1 +» ilL ") 
(NOH «D -1 -» "HOHHE") 
(PREP NIL "DE") 
(SN «D -2 +» 
(ART «D 1 +» "LA") 
(NOH «D -1 -» "RUE"») 
<FOUDEC1> ::= (FOUDEC1 <NMODl> <NMOD2> <CATEGORIE> <NBEX-
FAD» 
<NBEX'FAD> ::= ... nonbre entier; 
••• l'opération FOUDEC1 indexe une catégorie descriptive â 
l'EXFAD pointée A la suite d'une fouille sur cette dernière. 
La catégorie indexée se compose de l'identificateur propos~ 
coume troisième argument auquel s'adjoint un chiffre associ~ 
à l'adresse relative de l'EXFAD pointée dans la description 
de texte. Cette adresse est calculée d'après le nombre 
d'EXFAD contenues dans l'ensemble de la description de tex-
te. Cette valeur peut être fournie approximativement ou â 
la suite de l'évaluation d'une fonction du système (I~PRI). 
FOUDECI indexe la catér,orie à la condition que le nodèle 
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d'exploration dont le no~ apparaît au premier argument soit 
r6alis~ dans l'EXFAD point6e, et que le Dodile dont le no~ 
est Iii au deuxiime argu~ent ne le soit pas. Exemple 
d'EXFAD index~e par FOUDECI: 
(SN43 NIL (NOrt NIL ("RAISON" (DETER* ("EVIDENCE"»») 
•• ce SN apparaît au 43% de la description de texte. 
<FOUDEC2> ::= (FOUDEC2 «SUITE DE NHOD» «SUITE DE CATEGO-
RIES» <NBEXFAD» 
••• FOUDEC2 indexe aussi une catlgorie descriptive 1 la suite 
d'une fouille sur l'EXFAD pointie. Les ~odiles proposis au 
premier argument seront successivement test6s sur cette 
tXFAD • . A chacun de ces ~odêles correspond une catigorie de 
la seconde suite (deuxiime argument). Les deux listes doi-
vent être de la même longueur de telle sorte que si un nodê-
le se trouve rialis6 dans l'EXFAD point'e, l'identificateur 
qui lui est vis-a-vis dans la pile de catigoriés · sera compo-
sA en premiire partie de la cat~gorie indexie par FOUDEC2; 
la seconde partie identifie l'adresse relative de l'EXFAD. 
Les modiles sont testis dans l'ordre o~ ils apparaissent 
dans la suite proposie par l'usager au premier argument. 
Exemple: 
(FOUDEC2 (DETER* CAUSE* DAREX*) (SN VER ADJ» 
EXFAD construite par FOUDEC2: (VER56 NIL "ROUPILLAIT") 
<PRODEe> ::= (PRODEC <NHODI> <NMOD2> ATTENT) / 
(PRODEC <NHODI> <NHOD2> RESOLU) / 
(PRODEC <NHODI> <NlIOD2> TOT) 
••• PRODEC construit et indexe des catigories descriptives. 
Ces catigories ont une valeur numérique qui indique le noo-
bre de fois o~ un modêle d'exploration constitué 1 part.ir 
. d'une fouille particuliêre de l'EXFAD pointée se rialise 
dans l'ensemble de la description de texte ou dans l'une des 
deux parties qui environnent l'EXFAD dans cette description, 
soit celle qui va du début de la description jusqu'A la si-
quence de l'EXFAD ou celle qui court de cette derniêre jus-
qu'à la fin de la description de texte. 
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PRODEC applique d'abord sur l'EXFAD pointêe le mod~le 
d'exploration qui lui sert de premier argument; les élê-
ments dépistés par ce mod~le sont ensuite liês automatique-
ment. la variable :PATRON qui elle-mime sera composêe dans 
le second mod~le fourni comme deuxi~me argument. Ce dernier 
modèle est alors projeté sur l'un des trois segments de la 
description de texte et cela .selon l'indication donnêe au 
troisième argument. A cet égard, le symbole TOT renvoie A 
la totalité de la description, ATTENT au segment qui suit 
l'EXFAD, et RESOLU. celui qui la prêcède. Les explorations 
effectuêes sur ces deux derni~res parties traitent respecti-
vement de l'ATTENTE et de la RESOLUTION du phênomène gramma-
tical étudié par le jeu des deux modèles programmês. 
Une catêgorie créée par PRODEC sera composée des trois 
arguments de cette opération su~vis de l'évaluation numéri-
que de la dernière exploration (le nombre de fois où le mo-
dèle s'est trouvé réalisê). Exemples: 
(PRODEe NOM* NOMEX* TOT) pourrait créer (au moment de 
son application sur une EXFAD d'une DDT ••• ) la 6atêgorie: 
NOM*HOMEX*TOT44........... où NOM* est liê au modèle: 
(=NOM), et où NOMEX* est lié . au mod~le: (SN :PATRON). Cet-
te catégori~ informe que les noms de l'EXFAD pointée font 44 
fois partie des SN de l'ensemble de la description de texte. 
(PRODEC NOM* NOMEX* ATTENT) aurait créê la catêgorie: 
N0l1*NOliEX*ATTENT26... indiquant que les noms de l'EXFAD 
pointêe se retrouvent 26 fois dans les SN des sêqtience~ qui 
suivent l'apparition de l'EXFAD dans la description de tex-
te. 
L'usazer peut aussi utiliser un modèle d'exploration 
vide: NIL*, et le placer en position de premier argument A 
PRODEC. La catêgorie indexêe fournira alors des indications 
sur l'environnement de l'EXFAD, indications qui ne soient 
pas liées A sa constitution. 
<PONDEC> ::~ (PONDEC <NCATPON> «PONDERATEUR> <PONDERE») 
<NCATPON> ::- «NHODI> <NllOD2> ATTENT*REL) / 
«NMODI> <NMOD2> RESOLU*REL) / 
«NHODI> <NHOD2> TOT*REL) 
<PONDERATEUR> ::= ••• nom d'une catêgorie PRODEC; 
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. <PONDERE> ::= ••• non d'une cat~gorie PRODEC; 
••• l'op~ration PONDEC pond~re la valeur des cat~gories tex-
tuelles d~ja index~es aux EXFAD par PRODEC. Le second argu-
ment de PONDEC rassemble deux noms de cat~gories cobstruit.es 
par PRODEC; le premier renvoie A la cat~gorie dont la va-
leur servira de pond~rateur, et le second a trait A li caté-
gorie que l'on veut pondérer. PONDEC fouille l'EXFAD A la 
recherche des valeurs nUQ~riques de ces deux catégories, 
exécute le calcul puis construit et indexe une nouvelle ca-
tégorie composée des informations rassemblées au premier 
argument suivies de la valeur calcul~e. Exemple: 






( S N ( AD J « D 1 +» " VER TE" ) 
(NOM «D -1 -» "CAMPAGNE"»») 
Les valeurs relatives sont signifiées en millième. 
Dans cet exemple, les nomS de l'EXFAD pointée ("campagne") 
font 14 fois partie des 464 noms du restant du texte, 
c'est-A-dire des 464 noms qui suivent l'occurrence ~tudi~e 
de "campagne". Cette fraction représente une ATTENTE rela-
tive de 30/(000. 
<ECART> ::= «ECARTSIGNE> <NPCAT> <NCATR> <NBEXFAD» 
<ECARTSIGNE> ::= ••• nombre entier; 
<NPCAT> ::~ <IDENTIFICATEUR> 
••• nom d'une partie de la catégorie construite par ECART; 
<NCATA> ::= ••• nom d'une catégorie PRODEC ou PONDEC portant 
sur l'ATTENTE; 
<NCATR> ::= ••• nom d'une cat~gorie PRODEC ou PONDEC portant 
sur la RESOLUTION; 
••• l'opération ECART calcule l'importance du rapport entre 
l'ATTENTE et la RESOLUTION d'un phénomine grammatical dans 
une EXFAD donnée. Le premier argument d'ECART est un nombroc 
entier choisi par l'utilisateur pour indiquer quel rapport 
sera retenu comme significatif. Les deuxiime et troisi~me 
arguments identifient les catégories (construites préalable-
ment par PRODEC et éventuellement pondér~es par PONDEC) dont 
on célculera ~'écart des valeurs numériques. Deux types de 
cat~gories seront construites par ECART; lorsque dans 
l'EXFAD point~e le rapport ATTENTE/RESOLUTION est égal ou 
supérieur a l'6cartsigne, ECART construit u~e catégorie PRE-
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MISSE; dans le cas inverse (RESOLUTION/ATTENTE ~gal ou su-
p~rieur ~ l'~cartsigne) ECART construit une cat~gorie DE-
NOUEMENT. Ainsi, dans une EXFAD donn~e, une ATTENTE forte 
associ6e ~ une RESOLUTION faible constitue une PREMISSE du 
d6veloppement du ph~nom~ne grammatical (analys~ par le jeu 
des cat6gories PRODEC/PONDEC index~es), alors qu'une RESOLU-
TION forte associée ~ une ATTENTE faible en constitue un DE-
NOUEMENT. 
La nouvelle catégorie est composée de l'un des symboles PRE-
MIS- ou DENOUE- suivi de l'argument NPCAT et d'un nombre 
entre 1 et 100, indiquant l'adresse relative de . l'EXFAQ dans 
la description. Exemple: 
(ECART 3 NOMI* HOH*NOHEX*ATTENT*REL 
NOM*NOMEX*RESOLU*REL 80) 








( SN ( AD J « D 1 +» " VER TE" ) 
(NOM «D -1 -» "CAMPAGNE"»»»») 
Ici, l'EXFAD point~e constitue pour le phénom~ne grammatical 
etudi~ (la nominalisation) un DENOUEMENT, et cet ~v~nernent 
se produit au 13% de la description de texte. 
<ARRET> ::= (ARRET) 
••• cette op~ration permet de programm~r un arr~t de la com-
putation et une com~unication automate/usager. Au moment de 
l'arr~t, le Déredec imprime au terminal la séquence analysée 
en soulignant l'emplacement du pointeur. . 
Lors d'un arr~t, l'utilisateur peut faire exécuter di-
rectement n'importe quelle opération ~t/ou fonction Déredec. 
A la fin de la communication l'usager remettra le contrôle ~ 
l'automate par la commande OK. 
Des arr~ts non-programmés (attribuables ~ des erreurs 
de programmation de l'usager) peuvent survenir durant l~ 
conputation d'un autonate. La machine néredec ~ournlt alors 
un diagnostic de l'erreur, imprime au terminal la séquence, 
le pointeur ainsi que les nons de l'automate et de l'état où 
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s'est produit ·l'arrêt. Diverses opérations sont spéciale-
ment utilisées lors des arrêts. Nous en donnons ci-bas la 
description. 
<ARRET2> ;;"" (ARRET2) 
••• idee d ARRET sauf que le système n'imprime pas au termi-
nal la séquence pointée. 
<VOIRD> ;;= (VOIRD POINTEUR) 
••• cette opération imprime au terminal la sé~uence cour.nte 
jusqu'à l'EXFAD pointée. 
<VOIRP> ;;= (VOIRP POINTEUR) 
••• celle-ci i~prime au terminal la séquence courante de 
l'EXFAD pointée jusqu'd la fin de la séquence. On peut aus-
si obtenir l'EXFAD pointée en faisant (CAR POINTEUR). 
<ALLER> ;;= (ALLER <DIRECTION2» 
••• ALLER déplace le pointeur d'une EXFAD sur la séquence, et 
cela en observ.nt la direction indiquée. 
<RETOUR> ;:= (RETOUR) 
••• RETOUR est une procédure de sortie rapide de l'automate. 
RETOUR écrit la séquence courante sur le fichier de sortie 
de la description de texte, ferme ce fichier dans l'état où 
il est et termine ainsi la description. 
<SUSPENDRE> ;;= (SUSPENDRE) 
•. •• fait le même travail que <RETOUR>, mais ferme toutefois 
le fichier de sortie après y avoir déposé toutes les séquen-
ces restantes du fichier d'entrée. 
<FOUIL> ::= (FOUIL <NHOD» / (FOUIL <NMOD> <NEXFAD» 
<NEXFAD> ;;a <IDENTIFICATEUR> 
••• non d'une EXFAD; 
••• FOUIL applique sur une EXFAD unmod~le d'exploration et 
dépose le résultat sous la variable EXPLOR. Lorsqu'il n'y a 
pas de nom d'EXFAD proposé, la fouille s'exécute sur l'EXFAD 
pointée. Ainsi par exemple (FOUIL MOD*) serait équivalent d 
(SETQ COCO (CAR POINTEUR» (FOUIL HOD* COCO). FOUIL s'éva-
lue au nombre de fois où le mod~le se trouve réalisé. 
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<AVANT> ::= (AVANT) 
••• AVANT construit sur un fichier parall~le la partie de la 
description de texte qui va du début de l~ description jus-
qu'à la séquence pointée. 
<APRES> ::.. (APRES) 
••• tout comme AVANT, sauf que le fichier construit se rap-
porte à la section qui suit la séquence courante. Le fi-
chier construit par <AVANT> ou <APRES> se nomme EXPLOR.TMP. 
<LIRE> ::= (LIRE) 
<ECRIRE> ::= (ECRIRE) 
••• LIRE est la fonction qui construit la séquence courante, 
alors que ECRIRE est celle qui imprime cette séquence sur le 
fichier de sortie de la description de texte. Ces fonctions 
peuvent être .quelquefois utilisées lorsque l'utilisateur est 
surpris par un arrêt non programmé, ne peut corriger adéqua-
tement ses automates et préf~re plüt5t sauter la séquence 
problématique. ECRIRE écrira la séquence courante sur le 
fichier de sortie, LIRE construir~ la prochaine séquence ct 
CONTINUER fera poursuivre la computation sur la nouvelle sé-
quence. Note: LIRE et ECRIRE n'ont pas à être programmés 
en dehors ~es cas exceptionnels d'arrêts. 
<CONTINUER> :: (CONTINUER) 
••• CONTINUER est utilisé de façon générale pour sortir d'un 
arrêt non programmé (alors que OK sert à sortir d·'un arrêt 
programmé). CONTINUER reconstruit la séquence courante dans 
l'état odelle était avant l'arrêt, et lui réapplique l'au-
tomate défaillant que l'utilisateur aura pris soin aupara-
vant de corriger. 
R~8le nénérale, les choses lors d'un arrêt non program-
mé se produisent de la façon suivante: 
a) l'unité de contr51e établit la communication -en 
fournissant un diagnostic, la séquence ct l'EXFAD pointées 
ainsi que les noms de l'automate et de l'état défaillant; 
b) l'utilisateur visionne le contexte, 
l'automate problématique, le corrige et refait 
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c) il redonne alors le contrale au Dêredec par l'op~ra­
tion CONTINUER. 
Note: au moment d'un arrêt (programmé ou pas), l'uti-
lisateur peut se rem~morer les noms de l'automate et de 
l'état o~ se trouve l'unité de contrale en faisant êvaluer 
la variable: OU. 
<REMPLACER> ::= (REMPLACER <EXFAD» 
••• Cette opêration remplace l'EXFAD pointée par l'EXFAD 
fournie en position d'argument. 
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2.5 Les fonctions Déredec 
Règle générale, les fonctions Déredec manipulent des 
fichiers ou des listes. <NFE> renvoie au nom du fichier 
d'entrée; <NFS> à celui du fichier de sortie. Lorsque la 
gestion de la m~ooire le permet, l'usaeer a intérêt à dépo~ 
ser ses descriptions de texte sur des listes plutôt que sur 
des fichiers. Une liste d'EXFAD est une suite d'EXFAD mise 
entre parenthèses. Exemple: «EXFAD><EXFAD><EXFAD». 
<NLE> renverra au nom de la liste d'entrée et <NLS> à celui 
de la liste de sortie. 
2.6 La fonction LEXIQUE 
(LEXIQUE «NFE» «NFS») 
LEXIQUE prend à l'entrée la suite alphabétiquement 
triée des expressions atomiques constitutives du texte que 
désire analyser l'usager. Habituellement, ce dernier à 
d'abord entré son texte à l'aide d'un éditeur de texte, puis 
en a fait trier une copie. Trier signifie ici que tous les 
mots du texte sont en ordre alphabétique. La plupart des 
services informatiques offrent ce type de programoe, et nous 
aurions trouvé redondant de l'inclure dans le Déredec. Sur 




••• où TEXTE.TRI sera le nom du fichier trié et où TEX-
TE.TXT est celui du texte brut. Le commutateur R précède la 
longueur maximale des mots, et K, les caractères sur les-
quels se fera le tri. 
Note: pour l'utilisation que nous en faisons~ 
oblig;--J ce que chaque mot (record) du texte d'entrée 
ex.: TEXTE.TXT) soit suivi d'un retour à la ligne (clé 




LEXIQUE produira sur le fichier trié le lexique du tex-
te, c'est-~-dire une suite alphabétique des expressions ato-
miques du texte et de leur fréquence absolue dans ce der-
nier. LEXIQUE imprime nu terminal a la fin de son évalua-
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tion, la soeme des occurrences et le nombre total de mots 
différents. Le lexique construit est déposé sur <NFS>; 
exenple: 
(LEXIQUE (TEXTE.TRI) (TEXTE.LEX» 
2.7 La fonction TRAFIC 
L'une des premières tâches que l'usager désire accom-
plir sur son texte concerne habituellement l'indexation de 
catégories descriptives ou encore celle d'EXFAL aux expres-
sions atomiques. 
On imagine par exemple un utilisateur voulant marquer 
les catégories fonctionelles ou encore les lemmes des 
expressions de son texte. Il aura ~ utiliser pour ce faire 
l'opération TRANEXA (dans un automate). TRANEXA doit 
s'argumenter d'un fichier contenant les EXFAL ou les couples 
catégories/expressions atomiques. 
TRAFIC a pour objectif la constru~tion semi-automatique 
de ce fichier. TRAFIC prend pour fichier d'entrée le lexi-





Dans le premie~~cas TRAFIC sert ~ associer une catégo-
rie ~ ~ne expression atomique et dans le second cas ~ cons-
truire une EXFAL. Exemple: 
.RUN DEREDEC 




"CIEL"*NOH ••• ETC 
•• après l'astérisque(*), l'usager donne la catégorie 
désirée suivie d'un retour de chariot. S'il ne veut pas 
fournir, il écrit: NON; si la catégorie ~ fournir est la 
mêne que celle fournie juste avant il ecrit: ID; 
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"CIEL"*"CIEL" 
"EST"*"ETRE" ••• ETC 
•• ici aussi l'usager peut utiliser les commandes NON et 
ID; 
On aura eu ainsi: 
CATEGO.TRA : 
( AD J " BLE U " ) 
(VER "BRILLE") 
(NOH "CIEL") 
LDHIES. TRA : 
("BLEU" (LEHHE* ("~LEU"}}) 
("BRILLE" (LEI'UlE* ("BRILLER")» 
("CIEL" (LEHNE* ("CIEL"») 
("EST" (LE1·tHE* ("ETRE")}) 
2.8 La fonction DESCRIP 
(DESCRIP <NAUT> «NFE» «NFS» «NFA») 
(DESCRIP .<NAUT> «NFE» «NFS») / 
(DESCRIP <NAUT> <NLE> <NLS> «NFA») / 
(DESCRIP <NAUT> <NLE> <NLS~) 
•• 1orsque DESCRIP est argurnent~ d'une liste d'EXFAD 
<NLE>, une seule s~quence sera construite,ce11e contenant 
toutes les EXFAD de cette liste. Attention: la longueur de 
cette séquence peut être prob1~matique pour la Bestion de la 
mémoire; 
<NFA> ::= ••• nom d'un fichier auxiliaire devant contenir la 
description de texte sur laquelle seront exécutées les 
analyses hors s~quences (PRODEC, LEXIDEC, AVANT, APRES ••• ). 
<NFA> est une copie de <NFE> dans les cas où l'analyse est 
a p pli q u ~ e sur 1 es se g men t s Il a van t Il 0 U Il a p r ès" de 1 a s ~ qu en·c e 
courante; dans les cas où le contexte d'analyse est ~largi 
A l'ensemble d'une description de texte, <NFA> peut bien sur 
être aussi une copi~ de <NFE>, mais peut aussi contenir une 
toute autre description de texte, c'est-A-dire la descrip-
tion d'un texte différent de celui qui renfe~me l'EXFAD 
analysée. 
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Lorsqu'une section de <RFA> est construite pour per-
mettre les analyses "avant" et "après", on retrouvera cette 
section dans un fichier nomm~: EXPLOR.TMP. 
Avant l'ex~cution de DESCRIP, l'usager aura Soin 
d'associer. la variable LIMITE une valeur d~finie soit dans 
des termes numériques (valeur associée. un nombre entier), 
soit dans des termes grammaticaux (li~e au nom d'une catégo-
rie). LIMITE fixe la limite des séquences construites. 
Exemples: 
(DESCRIP FD3 (TEXTIN .DES) (TEXTOU .DES) (TEXTIN .DES» 
(DESCRIP FD2 (TEXTIN.DES) (TEXTO.2ES) (TEXTI.2ES» 
(DESCRIP FD7 (TEXTI7.DES) (TEST7.DES» 
(DESCRIP AUT06 LISEN LISOU ) 
2.9 La fonction IMPRI 
(IMPRI) 
Lorsqu'une description de texte vient d'être construi-
te, l'usager peut être intéressé. connaître différentes 
statistiques li~es au travail de description: 
-le nombre d'EXFAD lues; 
-le nombre de règles appliquées; 
-le nombre de catégories indexées; 
-le nombre de RDC indexées; 
-le nombre d'EXFAL indexées; 
-le nombre d'arrêts programmés effectués; 
-les définitions des nouvelles catégories créées par PRO-
DEC, PONDEC etc •••• ces définitions se retrouvent sous la 
variable DEFINITIONS. 
IMPRI imprime au terminal ces résultats. 
certaines informations ne seront ramassées que si 
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2.10 La fonction EXPAF 
(EXPAF «NF») 
EXPAF est une fonction d'impression. Elle imprime au 
terminal toutes et seulement les expressions atooiques des 
EXFAD déposées sur le fichier argumenté. 
2.11 La fonction EXPA 
(EXPA <NEXFAD» 
EXPA remplit la même fonction qu'EXPAF mais s'applique 
sur une seule EXFAD. De l'intérieur d'un auto~ate on pour-
rait ainsi faire: 
(SETQ COCO (CAR POINTEUR» 
(EXPA COCO) 
••• afin d'obtenir au terminal l'impression des expres-
sions atomiques constitutives de l'EXFAD pointée. 
2.12 La fonction TRADES 
(TRADES «NFE» «NFS» <NLISTE» 
TRADES est une fonction descriptive. Elle équivaut ~ 
argumenter DESCRIP d'un autonate contenant TRANEXA auquel 
serait proposée la liste <NLISTE>. <NFE> contient la DDT 
d'entrée, et <NFS> le fichier sur lequel la DDT ira se dép~­
ser une fois ses expressions atoniques décrites. Un para-
matre concerne les descriptions produites par TRADES: EXPA-
TOM. Lorsque cette variable a la valeur T, seules les EXFAD 
de la DDT qui sont réduites à des expressions atomiques se-
ront fouillées par TRANEXA. Lorsqu'elle a la valeur NIL 
toutes les EXFAD le seront. Ce param~tre permet d'augmenter 
beaucoup la rapidité d'exécution; il sera principalement 
utilisé dans les cas de catégorisation de base intensive. 
. ) 
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La liste argument~e à TRADES doit auparavant être pré-
par~e par la fonction PREPARE (voir plus bas). 
TRADES permet une gestion m~morielle beaucoup plus 
efficace que son ~quivalent DESCRIP argument~ de l'automate 
nécessaire. Elle doit lui être pr~f~r~e dans les cas o~ 
<NLISTE> est quelque peu volumineux. 
2.13 La fon~tion SIMULECART 
L'op~ration ECART (programm~e dans un automate) cons-
truit les catégories DEHOUEHENT et PREMISSE, en calculant 
l'écart entre l'ATTENTE et la RESOLUTION d'un phénom.ne don-
né dans u~e EXFAD donn~e. Le premier argument d'ECART indi-
que le rapport minimum devant exister entre l'ATTENTE et la 
RESOLUTION pour qu'une catégorie soit créée. Plus ce chif-
fre est élevé, moins il y aura de catégories index~es par 
ECART (relativement au phénom~ne grammatical et à la des-
cription de texte étudiés). Inversement, plus l'écartsigne 
est bas, plu~ la liste des catégories construites sera 
allongée. 
Il existera toutefois toujours pour un ph~nomêne donné, 
une . liste maximale et une liste minimale de ces catégories; 
à la liste maximale correspond un écartsigne à pein~ supé-
rieur . ' l, alors qu'. la liste minimale correspond un ~cart­
signe dont la valeur serait tr~s élev~e (la valeur 1000. 
lorsque le Déredec est chargé en mémoire). 
SIMULECART permet de construire des descriptions de 
texte o~ l'écart entre les -catégories puisse être maximal, 
minimal, ou moyen. L'écart moyen correspond à la moyenne de 
tous les écarts réels observés dans toutes les EXFAD de la 
de~cription de texte concernée. 
(SIMULECART <E> <NPCAT> <NCATA> <NCATR> 
<NBEXFAD> «NFE» «l'IFS») 
<E> ::= MIN / MAX / MOY 
••• SIMULECART prend donc les mêmes arguments que l'op~­
ration ECART sauf pour le premier et les deux . derniers. 
Cette fonction s'appli~ue dans les mêmes conditions que 
DESCRIP (variables, fichiers d'entrée et de sortie). 
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2.14 La fonction USAGER 
USAGER prend quatre arguments. Le pre~ier est une sui-
te d'EXFAD, le second le nom d'un automate, et les . troisi~me 
et quatri~me des no~s de fichiers relatifs au fichier de 
sortie et • un fichier auxiliaire contenant une DDT parall~­
le. Cette fonction argumente automatiquement DESCRIP de 
l'automate nommé et l'applique sur la suite d'EXFAD. USAGER 
est habituellement lié. un automate où a été programmé 
l'opération SPRINT de telle sorte que l'usager peut définir 
par ce biais un système questions/réponses. USAGER peut 
aussi servir plus simplement. la description de très courts 
segments de texte. 
(USAGER «SUITE D'EXFAD» <NAUT> «NFS» «NFA») 
Cette fonction ne nécessite pas la définition d'un fi-
chier d'entrée: <N~E> ••• puisque la suite d'EXFAD en tient 
lieu; elle produira toutefois un fichier de sortie: <NFS>; 
elle n'exige pas non plus que la variable LIMITE soit liée; 
une seule séquence sera construite: la suite d'EXFAD. 
L'usager peut par ailleurs utiliser le fichier parallèle: 
<NFA> ,qui das lors ne pourra servir • l'édification des 
segments qui environnent la s~quence courante, mais pourra 
occasionner des projections entre la suite d'EXFAD question-
n6e et l'ensemble d'une description de texte donné.e. 
L'utilisateur peut, s'il prévoit se servir plusieurs 
fois de la fonction USAGER au cours d'une même séance, lier 
la variable QUESFIC • une liste contenant le nom de l'auto-
mate et celui du fichier auxiliaire. Cette procédure lui 
évitera de iépéter ces informations; toutefois la descrip-
tion construite ira se déposer sur un fichier de sortie bi-
don (*.TMP). Exemple: 
(SETQ QUESFIC @(AUTOQ (TEXTE.AUX))) 
(USAGER (IICECI II IIN II IIEST II IIIL II IIpAS II IIUNE II IIQUESTIOn ll Il?II)) 
Lorsque l'utilisateur se sert d'un fichier auxiliaire t 
il peut profiter d'une caractéristique supplémentaire de 
USAGER permettant de déposer la description construite sur 
la séquence d'entrée. la fin du fichier au~iliaire plut8t 
que sur le fichier de sortie. Il devra pour ce faire lier 
préalablement la variable MEMO • T (SETQ MEMO T); lorsque 
le Déredec est chargé en ~émoire cette dernière est liée • 
NIL. La procédure permet d'édifier un système questions/ré-
ponses où les questions peuvent être mémorisées et par la 
suite explorées puisqu'elles sont deposées sur un fichier 
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accessible de l'intérieur des automates ••• 
2.15 La fonction SOIT 
SOIT traduit automatiquement une suite d'EXFAD en une 
suite de patrons. Les suites de patrons sont des éléments 
des mod~les d'exploration. 
(SOIT <NPATRON> «NFE») / (SOIT <NPATRON> <NLE» 
<NPATRON> ::= <IDENTIFICATEUR> 
••• variable dont le contenu est une suite de patrons. 
Le premier caractère de cet identificateur doit obligatoire-
ment être un deux-points (:). 
La suite d'EXFAD est inscrite dans un fichier ou une 
liste. Si la variable SOITRDC est liée â NIL, la traduction 
op~re une réduction sur ces EXFAD: elle élimin~ t6utes les 
contraintes relatives aux RDC. Supposons, pour donner un 
exemple, que le fichier TEXTO.EXP contienne les EXFAD: 
(SN NIL (ART «D 1 +» "L") 
(NOH «D -1 -» "HOUHE" » 
(SN NIL (NOH NIL "DOCTEUR" » 
(SOIT :PATEXP (TEXTO.EXP» 
••• associera â :PATEXP l'expression: 
« (SN( (ART «"L"»» 
«NOl1«"HOHHE"»») 
( ( S N ( (N Ol! ( ( "DOC T E UR" ) ) ) ) ) ) ) 
Par la suite tout mod~le contenant :PATEXP contiendra 
cette suite de patrons; ainsi un modèle conme (-SP :PATEXP) 
dépistera tous les syntagmes propositionnels qui contiennent 
l'un des patrons en question (ou tous, dépendant de la va-
leur donn6e • CONJONCTION). 
Si la variable SOITRDC est par ailleurs liée â T, alors 
les contraintes relatives aux RDC sont insérées dans la sui-
te de patrons. Lorsque le Déredec est chargé en mémoire, 
SOITRDe est lié a NIL. 
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2.16 La fonction TRADUIRE 
Une fois ses autonates d~finis, l'utilisateur devra le~ 
faire traduire du D~redec vers le UCI LISP 1.6. TRADUIRE 
prend un argument: 
(TRADUIRE <NLA» 
<NLA> ::= <IDENTIFICATEUR> 
••• nom de la liste des automates. Exemple: 
(TRADUIRE AUTLIS) 
••• où AUTLIS est lié à (AUTI AUT2 AUT3). TRADUIRE va 
créer deux fichiers: <NLA>.DEC et <NLA>.LSP correspondant 
respectivement aux versions D~redec et LISP des automates. 
Ainsi dans notre exemple. TRADUIRE aura cr~é AUTLIS.DEC et 
AUTLIS.LSP. A la fin de son travail, TRADUIRE imprime au 
terminal le nonb~e de r~gles programn~es dans l'ensemble des 
automates. 
Lorsque l'usager désire pratiquer une comptabilisation 
sophistiquée des différentes opérations programmées dans ses 
automates (le nombre de.RDC t de cat~goriest d'EXFAL ••• etc. 
index~es automatiquenent), il doit lier préalablement à 
l'exécution de TRADUIRE la variable MESSAGES à T (variable 
liée à NIL lorsque le D~redec estcharg~ en mémoire). Il 
faut par ailleurs noter que cette proc~dure augmente la mk-
moire nécessaire au ranzenent des automates et qu'elle aug-
mènte aussi le temps machine consacré à l'exécution des au-
tnmates. Les différentes informations compilées sont four-
nies à l'évaluatia~ de la fonction IMPRI. 
2.17 La fonction PREPARE 
(PREPARE <NLISTE» / (PREPARE «NF») 
Cette fonction prépare la liste argumentée à TRANEXA. 
Elle prend a l'entrée soit un liste conprenant une su~tè 
d'EXFAL t soit une liste constituée d'une suite de couples 
catégories/exp. atoniques. 
Elle peut aussi accepter le non d'un fichier sur lequel 
aurait été déposée une telle liste. Fonctions associées: 
TRAFIC, TRANEXA, TRADES. 
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2.18 La fonction PROJEC 
La fonction PROJEC permet d'observer dans les descrip-
tions de texte l'organisation des structures arborescentes. 
L'utilisateur peut rassembler sur fichier (ou liste) les 
EXFAD d'une description d~ texte (ou d'une sous-partie d'une 
description de texte) qui satisfont un nodile d'exploration 
donné. PROJEC permet par là de tester rapidement et sur de 
larges corpus le comportement de telle ou telle structure 
grammaticile. PROJEC peut aussi ~tre utilisé pour dépister 
sur une description de texte divers schémas de r~currence 
affectant le jeu des indications catégorielles, celui des 
réseaux de RDC, ou encore celui des EXFAL. Ces sché~as peu-
vent s'associer â des expressions atoniques du texte mais 
aussi à des structures plus abstraites. Ils seront de ~a-
nière générale exploit~s à des fins d'analyse de contenu. 
PROJEC prend trois arguments: 
(PROJEC «NFE» «NFS» <NNOD» / 
(PROJEC <NLE> <NLS> <NMOD» / 
(PROJEC «NFE» <NLS> <NUOD» 
Les explorations obtenues sont des suite d'EXFAD (des 
descriptions de texte), elles ~ourront donc ~tre à leur tour 
manipul~es par des fonctions descriptives ou exploratrices. 
Enfin, il est à noter que PROJEC s'évalue au nombre d'EXFAD 
rassemblées par le modèle. PROJEC peut aussi s'écrire: 
(PROJEC «NFE» «NFS» (QUOTE <MODELE») / 
(PROJEC <NLE> <NLS> (QUOTE <MODELE») / 
(PROJEC «NFE» <NLS> (QUOTE <MODELE»» 
c'est-à-dire que l'on peut remplacer le noc du modiie par le 
modèle lui-m~me précédé d'un quote. (QUOTE MODELE) peut 
aussi s'écrire @MODELE. 
2.19 La fonction PROFIL 
La fonction PROFIL fournit sous la forme d'une liste, les 
valeurs nuc~riques des catégories descriptives indexées lors 
d'une description (et cela, quelque soit le niveau descat~­
gories dans les EXFAD). 
(PROFIL «NFE» «NFS» <NCAT» 
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<NFE> ::= ••• non du fichier d'entr~e; ce fichier est compo-
s~ de la liste des définitions des cat~gories construites 
par des op~rations programm~es dans des au 'tomates. Cette 
liste est fournie à l'~valuation des fonctions descriptives 
(DESCRIP S HtULECART USAGER). 
<NFS> ::~ ••• nom du fichier contenant la liste construite. 
<NCAT> ::a ••• nom de la catégorie à valeur num~rique dont le 
profil distributionnel est étudié. 
On se souviendra que les valeurs associ~es aux catégo-
ries numériques construites par PRODEC o~ PONDEC sont liées 
au nombre d'EXFAD rassemblées dans une exploration ou au ré-
sultat d'un calcu,l de pondération; alors que celles inde-
xées par ECART ou FOUDEC sont les adresses relatives (%) des 
EXFAD catégorisées dans la description de texte. Exemples: 
( PRO FIL ( D E FIN 1 • CA T) ( PRO FIL. AT T) N 0 ~1 * NO li E X * A T T EN T ) 
produira: 
(4 2 1 2 ·6 5 1 2 1 3 9 6 3 2 2 4 2 8 2 1 1 1 1 4 3 2 3 1 1 8 
1 5 6 1 1 6 1 1 2 3 5 1 2 1 1 2 1 3 1 l 1) c'est-à-dire une 
liste des attentes réelles (non-pondérées); alors que: 
( PRO FIL ( D E FIN 2 • CA T) ( PRO FIL. DR E) D EN 0 U E - RE F E * ) 
produira: 
(37 41 63 67 70 71 72 74 80 83 90 91 93 94 95 96 97 98 99), 
une liste où chaque valeur indique l'adresse d'une EXFAD ca-
tégorisée d'un DENOUEMENT nominal. 
2.20 La fonction LEXIFORME 
LEXIFORME construit des EXFAL. Elle est pour cela 
argumentée de deux nons de fichier (entr~e ct sortie), d'une 
suite d'expressions atoniques pour lesquelles LEXIFORHE gé-
nérera les EXFAL, de la suite des mod~les d'exploration qui 
serviront à dépister les expressions atomiques reli~es à 
celles de la suite argumentée, et enfin d'une indication 
pour ordonner ou pas la réapplication en chaîne des mod~les. 
(LEXIFORNE «NFE» «NFS» «SUITE D'EXP. ATOH.» 
«SUITE DE NHOD» <CHAIN?» 
<CHAIN?> ::= OUI/NON 
••• ce dernier argument informe si, dans la construction 
des EXFAL, les explorations seront réappliquées en chaîne. 
Cette procédure a déjà été décrite lors de la présentation 
de l'opération LEXIDEC. Avant l'application de LEXIFORME, 
l'usa~er doit lier la variabl e CHAI NE q~i on le sait établit 
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la limite de récursion dans la construction en chaîne des 
EXFAL. Par défaut de liaison de cette variable, la r~cur­
sion ne s'arritera que si une mime expression atomique est 
d~pistée une seconde fois, ou si les explorations s'av~rent 
vides. 
La nanipulation des fichiers 
Nous pr~sentons ici certaines fonctions permettant la 
manipulation des fichiers de l'int~rieur du D~redec. 
2.21 La fonction LIRFIC 
LIRFIC imprime le contenu d'un fichier au terminal. 
(LIRFIC «NFE») 
2.22 La fonction COPIER 
(COPIER «NFI» «NF2») 
<NF1> ::- ••• nom du fichier dont on veut obtenir une copie; 
<SF2> ::- ••• non du fichier copié. 
2.23 La fonction EMBELLIR 
L'embellissement des descriptions de texte est relatif 
à une r~écriture des EXFAD qui met en relief leur structure 
arborescente. 
(EMBELLIR «NF1» «NF2») 
<NF1> ::- ••• nom du fichier que l'on désire embellir; 
<MF2> ::- ••• non du fichier embelli. 
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2.24 Fonctions LISP couramment utilis~es 
La fonction SPRINT 
SPRINT est une fonction g~n~rale pour l'impression. 
Ell~ prend deux arguments. Le premier se rapporte l la va-
riable dont on veut voir s'imprimer le contenu au terminal 
(SPRINT ~value ses arguments; pour empêcher cette ~valua­
tion on doit mettre@ (quote», et le second indique la ni~­
me colonne sur laquelle on d~sire voir l'impression commen-
cer; exemples: 
(SPRINT (CAR POINTEUR) 2) 
••• imprimera l'EXFAD courante. SPRINT comme toute 
fonction D~redec ou LISP peut être programmAe l l'int~rieur 
d'un automate. 
(SPRINT NIL 3) 
(SPRINT @JE-SUIS-DANS-L'ETAT-S4-ET-TOUT-VA-BIEN ' 2) 
(SPRINT NBEXFAD 1) 
La fonction DSKIN 
DSKIN charge en m~moire les fichiers utilis~s au cours 
d'une s~ance D~redec. Ces fichiers concernent les program-
mes Dêredec, les automates, les dAfinitions des catAgories, 
les dAfinitions des mod~les ••• etc. 
(DSKIN <SUITE DE NF» 
<SUITE DE NF> ::~ «NF» / «NF» <SUITE DE NF> 
Exemple: 
(DSKIN (EXPLOR.DEC) (AUTLIS.DEC) (AUTLIS.LSP) (MODELE.DEC» 
La fonction DSKOUT 
DSKOUT permet d'envoyer sur espace-disque le contenu 
d'une variable (liste de catêgories ou de mod~les ••• etc.) 
sous la forme d'un fichier. 
(DSKOUT «NF» <NL> ) 
Exemples: 





La liaison des variables 
La fonction SETQ 
(SETQ <NVARIABLE> @<VALEUR» 
<NVARIABLE> ::= <IDENTIFICATEUR> 
••• n06 de la variable que l'on veut lier; 
<VALEUR> ••• valeur que l'on veut donner â la variable; 
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••.• le signe @ (qui se lit quote) indique que 1"16-
ment qu'il pr6cède doit être li' tel quel; si on omet ce 
signe, LISP tentera de lier le nom de la variable â la va-
leur de la valeur propos6e; il existe trois exceptions à 
cette règle: NIL T et les chiffres qui sont toujours li6s à 
eux-mêmes; 
(SETQ T T) = (SETQ T @T) 
La fonction SETQ associe une valeur à une · variable. On 
distingue deux types de variables: les variables particu-
lières de l'utilisateur et les variables g6n6rales du systè-
ne. 
Les variables particulières de l'usa~er se rapportent 
à: 
.) la liste des autooates; cette variable sera li6e à 
une suite de valeurs: la suite de chacun des noms des auto-
mates; exemple: 
(SETQ AUTLIS @(AUTI AUT2 AUT3 AUT4 AUTS» 
b) le contenu de chacun des autooates; exemple: 
(SETQ AUT4 @(AUT4 
(SI (PHI S2 D) 
(X SI G» 
(S2 (CONNEC (RETURN» 
( (!~ OH S li) S 3 G) 
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(X S2 D» 
(S3 (ADJ (R D (NOl-! SN) D) (0 G) S4 D) 
(X S5 D» 
(S4 «NOM SN) (F D SN) 82 D» 
(S5 «NOH SN) S2 D») 
c) la liste des mod~les d'exploration; exemple: 
(SETQ MODLIS @(MODl MOD2 MOD3 MOD4» 
d) le contenu de chacun des mod~les; . exemple: 
(SETQ HODl @(=SN«IIRAISON II »» 
(SETQ HOD2 @ (SN{ (SN) (D -) (SN( ("'NO~1))) 
e) la liste des catégories descriptives; exemple: 
(SETQ LI8CAT @(NOM ART VERl VER2 VER3 ADJ CONNEC» 
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f) le contenu de chacune des catégories descriptives; 
chaque catégorie d~scriptive peut être liée â une valeur ou 
à une suite de valeurs. Dans ce dernier cas, il s'agit de 
ramener la procédure d'identif~cat{on d'une catégorie à une 
fouille arborescente sur une suite de valeurs. Par exe~ple 
les liaisons suivantes: 
(SETQ VER @(VER» 
(SETQ VERl @(VER 1» 
(SETQ VER2 @(VER 2» 
(SETQ VER3 @(VER 3» 
(SETQ VER31 @(VER 3 1» 
(SETQ VER32 @(VER 3 2» 
permettraient de manipuler VER2 comme un VER tout aussi bien 
qu'un VER2, o~ de manipuler VER32 comme un VER, un VER3 ou 
un VER32. 
g) la liste des relations de d~pendance contextuelle 
(RDC); exemple: 
(SETQ RDCLIS @(DET INTER COHl COH2» 
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h) le contenu de chacune des nDC; 
elles-mêmes, exemple: 
(SETQ DET @DET) 
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Les diff~rentes "listes" sont pratiques pour "sauver" 
sur espace-disque les ~léments qu'elles renferment (plutôt 
que de sauver ceux-ci un A un). 
Les variables générales du système recoivent une valeur 
lorsque le D~redec est chargé én mémoire. L'usager peut 
changer la valeur de ces variables tout au long d'une s~ance 
au Déredec, même de l'intérieur d'un automate; la valeur 
courante étant toujours la dernière attribuée. Remarques: 
LIMITE doit être lié avant un appel A DESCRIP; cette 
variable peut avoir une valeur num~rique ou grammaticale; 
dans ce dernier cas, elle est liée au nom d'une catégorie; 
exemple: (SETQ LIMITE 5) ou (SE.TQ LIHITE @CONNEC); 
CONJONCTION, HAUTEUR, EXPRES et LEMMA sont des varia-
bles affectant les explorations; elles sont li~es a NIL 
lorsque le Déredec est chargé en m~moire; leur autre valeur 
est T; exemple: (SETQ HAUTEUR T) (SETQ HAUTEUR NIL); 
CHAINE prend pour valeur un nombre entier. Lorsque le 
système est chargé en mémoire sa valeur est de lOOO~ Comme 
on le sait la valeur de CHAI~E affecte les procédures LEXI-
FORME et LEXIDEC; exemple: (SETQ CHAINE 3); 
DEFINITIONS est lié a la liste des catégories créées 
par certaines opérations (PRODEe, PONDEC, ECART ••• ) program-
mées dans les automates. On obtient DEFINITIONS A la fin de 
l'évaluation de DESCRIP~ 
CONTEXTE est associé â l'utilisation d'APLEC 
chapitre sur APLEC). 
(voir le 
NBEXFAD est lié â un nombre entier: 
lues dans une description de texte. 
le nombre d'EXFAfr 
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NBARRET est lié au nombre d'arrêts programnés dans 
l'élaboration d'une description de texte. 
NBREGLES est lié au nombre de r~gles appliquées. 
NBCATE au nombre de catégories indexées. 
NBRDC au nombre de RDC indexées. 
NBEXFAL au nombre d'EXFAL indexées par TRANEXA. 
NBRT est lié au nombre de séquences 
DESCRIP. 
construites par 
LISTCA est lié à la liste des couples catégorie/expres-
sion atomique produite par PROCAT. Cette liste est pratique 
pour poursuivre en plus d'une séance une catégorisation au-
tomatique des expressions atoniques. 
HEllO est lié à T ou NIL (voir la fonction USAGER). 
EXPATOM est lié à T ou NIL (voir la fonction TRADES). 
HESSAGES est lié à T ou NIL (voir la fonction TRADUI-
RE) • 
EXPLOR est lié au contenu de la dernière EXFAD dépistée 
par une ronction de fouille. 
SOITRDC est une variable liée au fonctionnement de 
SOIT. 
" '<: ~ 
• ",t\· 
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2.25 Les erreurs de programmation 
Les messages d'erreurs qui s'inscrivent au terminal 
lors d'une séance Déredec sont de deux types. Ils peuvent 
parvenir soit du système Déredec, soit du système LISP 1.6, 
langage avec lequel l'usager est toujours en contact direct. 
Certaines erreurs entratnent une rupture de l'évaluation, 
c'est-A-dire que l'évaluation d'une fonction est stoppée et 
qu~ le contrale passe â ce que les usagers du LISP 1.6 ,nom-
ment le "break package"; exemple: 
.RUN DEREDEC 




1: (SETQ POIN @POIN) 
1: OK 
••• l'usager veut lier COCO â la valeur de POIN mais cette 
dernière variable n'a pas de valeur; l'usager do~t d'abord 
lui en donner une; 
••• â l'intérieur d'un "break" (toujours identifié par la 
présence d'un chiffre ex: 3; et précédé de la liste cons-
tituée du nom de la fonction oa se prtiduit l'arr~t et du 
terme "BROKEN"), l'usager peut faire exécuter toute fonction 
LISP ou toute fonction Déredec. Le chiffre qui remplace 
l'habituel astérisque (*) signale le niveau du "break", ceci 
parce que plusieurs "breaks" peuvent s'empiler les uns â 
l'intérieur des autres; c'est-A-dire que l'évaluation d'une 
fonction, commandée de l'intérieur d'un arr~t peut elle aus-
si ~tre sujette â un arr~t ••• On peut remonter d'un niveau 
par la commande - (accent circonflexe ou flèche vers le 
haut, selon le terminal), et remonter d'un coup jusqu'au 
plus haut niveau par la double commande: Il y a donc 
d eux f a ~ 0 n s d e qui t ter 1 e " b r e a k p a c k age" :' 
a) par la conmande OK, la computation continue; 




Les messages d'erreurs du Déredec 
2.26 Les messages d'erreurs du Déredec 
***ERREUR:LIMITE-N'A-PAS-RECU-DE-VALEUR*** 
••• erreur survenant lors de l'évaluation de DESCRIP; 
l'usager a oublié de lier LIMITE i une valeur. Il peut lier 
LIMITE de l'intérieur de l'arrit, puis poursuivre la conpu-
tation par OK. 
***LA-VERSION-TRADUITE-DE-VOS-AUTOMATES-N'EST-PAS-
CHARGEE-EN-MEMOIRE*** 
•• l'erreur peut venir de ce que les automates de l'usa-
ger ne sont pas traduits, qu'ils n'ont pas étés chargés en 
mémoire ou qu'ils n'ont pas encore été définis. Selon le 
cas, l'usager devra faire TRADUIRE, DSKIN, ou SETQ puis re-
mettre le contrôle par OK. 
Les erreurs de programmation des autonates. 
Ces erreur& surviennent durant l'évaluation de DESCRIP 
ou d'une autre fonction descriptive (SIMULECART USAGER). 
***ERREUR:BOUCLE:AUTO-EMDOITEMENT-TROP-DE-PARENTHESES*** 
~ •• il s'agit d'une boucle logique dépistée grâce â un 
décompte des parenth~ses ouvrantes et fermantes indexées aux 
EXFAD. L'automate est programmé de sorte qu'il ferme beau-
coup trop de parenthèses pour celles qu'il ouvre ou vice-
versa. 
***ERREUR:BOUCLE:TROP-DE-RDC-DEPISTEES-ENTRE-LES-MEMES-EXFAD*** 
••• ici aussi l'erreur est dépistée â l'aide d'un dé-
compte; trop de RDC relient les mines deux EXFAD, de telle 
sorte que l'existence d'une boucle logique dans le parcours 
de l'unité de contrôle est soup~onnée. 
***ERREUR:LECTURE-IMPOSSIBLE-SUR-LA-SEQUENCE:HORS-LIMITE*** 
••• de la fa~on dont il est programmé, le pointeur de-
vrait lire â la eauche de PHI, ou â la droite de la dernière 
EXFAD de la séquence, or le Déredec ne le lui permet pas. 
***ERREUR:AUCUNE-CONDITION-SATISFAITE-DANS-L'ETAT*** 
••• dans l'état od se trouve l'unité de contrôlel aucune 
condition n'est satisfaite par l'EXFAD pointée; l'unité de 
contrôle ne peut donc pas poursuivre sa route dans l'automa-
te. 
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Au conent de ces erreurs, l'us a ger devra ~diter l'auto-
mate d~faillant, corriger l'erreur de progra~~ation, faire 
traduire la liste des autonates (celle qui contient l~auto­
mate d~faillant), puis redonner le contrôle par la comnande 
(CONTINUER); sur tout ceci voir les op~rations CONTINUER, 
RETOUR, ECRIRE, et LIRE. 
~: la correction des autonates ou de toute 
valeur se fait â l'aide de l'éditeur LISP appelé 




exemple: (EDITV AUTOl). 
Les messages du LISP 1.6. 
<NOM D'UNE VARIABLE> 
UNBOUND VARIABLE-EVAL 
••• Le premier élément du ~essage est le noc d'une 
riable; le message informe que cette variable n'a pas 
de valeur. Si l'on se trouve dans un break, on devra 
la variable puis faire poursuivre . la computation par OK. 
<NOt! D'UN FICHIER> 




••• le message signifie l'impossibilité qu'il y a de 
frouver ce fichier sur espace-disque. Vérifier l'existence 
du fichier. 
Note: tous les au~res cessages LISP signalent des 
erreurs plus importantes. Il s'agira dans tous les cas de 
revoir le caractère bien formé des expressions sur lesquel-
les on travaille (variables, fonctions ••• ), de revenir au 
niveau le plus élevé (marqué par l'astérisque), puis de re- . 
commander l'exécution de la fonction problématique. 
2.27 Séance de programmation 
Nous aimerions montrer comment il est possible de pro-
gramrier des autocates de telle sorte qu'il~ puissent: 
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a) aider l'usa~er à caté~oriser à la main les expres-
sions ato~iques de son texte; on utilisera dans l'exemple 
des catégories élémentaires (NON ADJ ART POIN); 
b) construire des syntagmes élémentaires (syntagmes no-
minaux SN); 
c) explorer la description de texte construite. 
L'usa~er a d'abord construit sa DDT d'entrée (avec un 
éditeur de texte, par exemple TECO sur l'ordinateur DEC-IO). 
Cette DDT a été déposée sur le fichier CHASSE.TXT: 
.TYPE CHASSE.TXT 
"JEAN" "EST" "ALLE" "A" "LA" "CHASSE" "." 
"IL" "ESPERE" "TUER" "UN" "GROS" "ORIGNAL" " " . 
Les automates proposés permettront 
cription suivante: 
d'obtenir la des-
"JEAN" "EST" "ALLE" "A" "LA" "CHASSE" " " . 
"IL" "ESPERE" "TUER" "UN" 
ART 
\ 






ADJ -DET-> NOH 
\ / 
\ 





" " . 
••• Dans ce 
RDC, automates 
éléments • 
qui suit, SETQ servira à lier les catégori~s 
ainsi que les listes où sont rassemblés ces 
• RUtI DEREDEC 
* (SETQ CATEL l @ (Nott ADJ ART POIl~ Stl» 
*(SETQ NOt! @NOH) 
*(SETQ ADJ @i\DJ) 
S~ance de programmation 
*(SETQ ART @ART) 
*(SETQ paIN @POIN) 
*(5ETQ SN @SN) 
*(SETQ MODEL1 @(CONNEC* DETER*» 
*(SETQ DETER* @(SN «X) (DET +) (NOM «-X»»» 
*(SETQ CONNEC* @(=X «"."»» 
*(SETQ RDCL1 @(DET» 
*(SETQ DET @DET) 
*(SETQ ~UT01 @(AUT01 (SI (PHI S2 D) (X SI G» 
( S 2 ( CON NEC * ( C AT pal N) ( RET UR ln ) 
(X (RETURN) »» 
*(EDITV AUT01) 
IfPP 
(AUT01 (SI (PUI S2 D) (X SI G» 
IIOK. 
(S2 (CONNEC* (CAT paIN) (RETURN) 
(X (RETURN) ») 
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••• v~rification de la bonne formation de l'automate à 
l'aide de l'éditeur LISP • 
••• L'automate AUT01 fouille le texte à la recherche des 
"."; lorsqu'il est appliqué sur la DDT d'entrée, LUiITE est 
lié au nombre un (1), ainsi une preoi.re s~quence est cons-
truite renfermant la première EXFAD; AUTOI teste si cette 
EXFAD est un ".", la catégorise paIN dans l'affirmative, 
puis s'applique sur la séquence suivante. Cet automate a 
donc pour unique fonction de catégoriser les "." de la DDT 
d'entrée. Une fois ces indexations effectuées, l'automate 
suivant pourra s'appliquer sur des séquences élargies aux 
segments compris entre deux paIN. 
*(SETQ AUT02 @(AUT02 (SI (PIII S2 D) (X SI G» 
(S2 «NO~I ADJ ART) 32 D) (PaIN (E AUT03 SI G) 
~RETURN) ) (X (ARRET) S2 D»» 
* ( SE T Q AUTO 3 @ (AUTO 3 ( S 1 ( PlI l S 2 D) (X S 1 G» 
(S2 «NOM SN) 53 G) (PaIN (RETURN) ) (X 52 D» 
(S3 «ART ADJ) (R DET (NON SN) 0) (0 C) S4 0) 
(X 55 0» (S4 «NOH SU) (F 0 SN) S2 G» (S5 «NOH 
SN ) S2 0»» 
Séance de programmation 
*(EDITV AUT02) 
I.l pp 
(AUT02 (SI (PHI 52 D) (X SI G» 
(S2 «NOU ADJ ART) S2 D) 
tlOK 
(POIN (E AUT03 SI G) (RETURN) ) 
(X (ARRET) S2 D») 
*(EDITV AUT03) 
tlP P 
(AUT03 (SI (PHI S2 D) (X SI. G» 
tlOK 
(S2 «NON SN) S3 G) (POIN (RETURN) ) (X S2 D» 
(S3 «ART ADJ) (R DET (Nat-! SN) D) (0 G) S4 D) 
(X S5 D» 
(S4 «NOU SN) (F D SN) S2 G») 
(S5 «NOH SN) S2 D») 
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L'automate AUT02 permet lorsque le pointeur vise une 
expression no~ catégorisée d'arr~ter la procédure et de pas~ 
ser le contrôle â l'usager qui peut alors utiliser l'une des 
opérations Déredec (dans notre exemple <CAT» pour catégori-
ser l'ex~ression pointée. 
Lorsque le pointeur atteint la fin de la séquence, 
l'automate AUT03 est appelé et l'unité de contrôle s'y loge 
â l'état SI, le pointeur s'appr~tant â lire vers la gauche. 
Il tournera d'ailleurs dans cette direction jusqu'â la. ren-
contre de la catégorie PHI. Cette catégorie domine une 
expression postiche située au début de toute séquence, indi-
quant la limite Gauche de celle-ci. En S2, le pointeur 
fouillera chacune des expressions â la recherche d'un nom ou 
d'un SN. S'il en découvre, il y cherchera â la gauche la 
présence d'un article ou d'un adjectif afin de cornpléter la 
construction d'un su. a et F ouvre et ferme de~ parenth~­
ses; ces opérations sont argumentées d .'une indication 
(gauche ou droite) permettant de savoir si l'usager désire 
ou pas inclure l'expression pointée dans le syntagme cons-
truit. En S2, â la fin de la séquence, l'unité de contrôle 
retourne â l'autonate quitté précédemment, et se positionne 
imrnédiatement â la droite de l'opération E (E pour exécu-
ter). L'opération suivante lui commande encore un retour. 
Cet automate (AUT02) étant le premier de la série, elle s'y 
loge au premier état, attendant qu'une nouvelle séquence 
soit con~truite et que la séquence précédente soit envoyée 
sur le fichier de sortie. 




* (SETQ LHfITE l) 















(POIN NIL ".") 
*(SETQ LIMITE @POIN) 
*(DESCRIP AUT02 (CHASSE.POI) (CHASSE.DES» 
-ARRET-PROGRAMME-SEQUENCE: 








(POUl NIL ".") 
«AUT02 • 52) BROKEN) 
1:(CAT NOl1) 
l: OK 
-ARRET -PROGRAlntE-S EQUENCE: 
(PHI NIL NIL) 








Séance de programnation 
(POIN NIL ".") 
«AUT02 • S2) BROKEN) 
1: OK 
-ARRET-P~OGRAMME-SEQUENCE: 
(PHI NIL NIL) 







(POIN UIL ".") 
«AUT02 • S2) BROKEN) 
1: OK 
-ARRET-PROGRAMME-SEQUENCE: 
(PHI NIL NIL) 







(POIN NIL ".") 
«AUT02 • S2) BROKEN) 
1: OK 
-ARRET-PROGRAMME-SEQUENCE: 
(PHI NIL NIL) 







( PO HI NIL ".") 
«AUT02. S2) BROKEN) 
1: (CAT ART) 
1: 0 K 
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-ARRET-PROGRAMME-SEQUENCE: 
(PHI NIL NIL) 




(ART NIL "LA") 
***POINTEUR:****** 
"CHASSE" 
(POIN NIL ".") 












(PO IN NIL ".") 
«AUT02 • S2) BROKEN) 
1: OK 
-ARRET-PROGRAMME-SEQUENCE: 








(POUl NIL ".") 
«AUT02 ~ S2) BROKEN) 
1: OK 
-ARRET-PROGRAMME-SEQUENCE: 










(POIN NIL ".") 
«AUT02 • S2) BROKEN) 
1: OK 
-ARRET-PROGRAMME-SEQUENCE: 








( PO Hl NIL ".") 
«AUT02 • S2) BROKEN) 
1: (CAT ART) 
1: OK 
-ARRET-PROGRAMME-SEQUENCE: 








(POIN NIL ".") 








(ART NIL "UN") 
(ADJ NIL "GROS") 
***POINTEUR:****** 
"ORIGNAL" 
( P 0 Hl NIL ". Il ) 




S~ance de programmation 
*(LIRFIC (CHASSE.DES» 




(SN NIL (ART «DET 1 +» "LA") 
(NOH «DET -1 -» "CHASSE"» 





(ART «DET 1 +» "UN") 
(SN «DET -1 -» 
(ADJ «DET 1 +» "GROS") 
(N0l1 «DET -1 -» "ORIGNAL"») 
( P 0 HI NIL ".") 
*DETER* 
(SN «X) (DET +) (NOH «=X»») 





*(DSKOUT (NODEL1.DEF) lIODEL1) 
*(DSKOUT (CATEL1.DEF) CATEL1) 
*(DSKOUT (RDCL1.DEF) RDCL1) 
.CLOSE 
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•• cette commande au moniteur (de la DEC-10) procure 
plus de s~curitê concernant la crêation des fichiers pro-
duits durant une séance. 
CHAPITRE 3 
Une Grammaire de Texte 
3.1 Généralit~s 
La première grammaire descriptive de texte que nous 
ayons programmée à l'aide du logiciel Déredec s'inscrit dans 
le cadre d'expériences de type "bottom-up", c'est-à-dire des 
expériences où se réalise un minimum d'investissement hors-
contexte pour une batterie impressionnante de oanipulations. 
Il s'agissait en bref de réussir l'indexation de structures 
grammatic~les de surface à chacune des phrases d'un texte, 
pour permettre par la suite l'observation du comportement de 
certains lexèoes dans la distribution des structures inde-
xées. 
Le modèle le ~lus général qui sous tend l'articulation 
des structures dépistées par cette grammaire décrit des 
interactions entre deux entités de la phrase: les verbes ~t 
les nominaux. 
Trois relations de dépendance contextuelle codifient 
les différentes formations des groupes verbaux. Dans une 
proposition, ie thime est ce dont on parle et le pro~os ce 
qu'on en dit. Le thème peut être un groupe nominal, un 
groupe propositionnel ou un groupe verbal, oais le prop~s ne 
peut être qu'un groupe propositionnel ou qu'un groupe ver-
bal. On distingue habituellement cette relation de surface 
de la relation profonde sujet/verbe par un exemple du type: 
"La police a arrêté les bandits." 
"Les bandits ont été arrêtés par la police." 
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où, dans la precière phrase, "la police" est â la fois sujet 
et thème, et où dans la seconde phrase "les bandits" est le 
thème, et "la police" demeure le sujet. 
Deux autres ROC se rapportent aux d~veloppements du 
propos. Les premières rassemblent entre autres choses 
l'ensemble des objets directs alors que les secondes regrou-
pent de façon inconplète les d~veloppements circonstantiels. 
Ces deux relations sont plus 'ifaibles" que la relation 
thêne/propos, en ce sens que les ~l~ments qu'elles d~pistent 
se juxtaposent dans certains cas difficilement identifia-
bles. Nous les avons quand même pr~sent~ â titre indicatif. 
Les noninaux de la phrase sont dans cette gramnaire des 
entit~s dont la mise en place ou l'existence est en quelque 
sorte pr6suppos6e â la construction des groupes verbaux. La 
mise â jour des groupes nominaux se fait le plus souvent â 
l'occasion du d~pistage de relations de d~termination. 
La version en "français contemporain" du "Discours de 
la méthode" de Ren~ Descartes nous a servi de corpus. Ce 
texte fut retenu pour deux raisons; d'une part, il se donne 
dans une syntaxe exemplaire et il offre â la question du d~­
pistage des syntagmes propositionnels ernboît~s un niveau 
très 61ev~ de difficult6j par ailleurs il est en quelque 
sorte satur6 du point de vue de l'interpr6tation de son con-
tenu facilitant par là toute nouvelle approche de type 
analytique. Sur ce texte, les lexèmes et connecteurs furent 
d6clar6s "expressions atooiques", alors que les "s6que.nces" 
furent ramenées aux phrases ou proto-phrases, c'est-â-direâ 
tous les segments du texte conpris entre deux ponctuations 
fortes. 
Nous avons diff6renci6 trois types de cat~gories des-
criptives: les cat6gories de base, les cat6gories tempora~­
res qui servent de relais à l'indexation des cat6gories de 
base, et les cat6eories syntagmatiques qui, comnne leur non 
l'indique, repr6sentent des regroupenents sur les cat6go-
ries. 
L'ensemble de tout le traitement est divis6 en deux 
6tapes; dans la première, des autonates indexent les cat6-
bories de base aux lexèmes, alors que, dans la seconde, 
d'autres automates composent les ~roupes syntasmatiques, dé-
Une Grammaire de Texte 
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3.2 L'indexation des cat~gories de base 
Les catégories de base sont les primitifs de la gram-
maire implantée; c'est-~-dire qu'une fois leur indexation 
terminée, toutes les manipulations concernant la composition 
syntagmatique et le dépistage des ROC sont entièrement auto-
matisé~s. Le tableau ci-bas ra~semble les catégories de ba-
se et les catégories temporaires; ces dernières se définis-
sent comme des alternatives entre différentes catégories de 
base. 
Les Catégories de Base: 
NI •••• Noms propres et comnuns; 
N2ll •• Pronoms pers. sujets (je tu ••• ); 
N2l2 •• Pronoms pers. compléments (te me •• ); 
N22 ••• Autres pronoms; 
N23 ••• Prdnoms relatifs; 
Dll ••• Déterminants verbaux (ne pas ••• ); 
D12 ••• Déterminants no~inaux (mes ton ••• ); 
D2 •••• Déterminants connecteurs (que comme ••• ); 
VI •••• Autres verbes; 
V2l ••• Infinitifs; 
V22 ••• Participes présents; 
V23 ••• Participes passés et adjectifs; 
Cl •••• Conjonctions de coordination; 
C2l ••• Prépositions faibles (de d); 
C22 ••• Prépositions fortes (avec sans ••• ); 
C3l ••• Ponctuation faible ( , ); 
C32 ••• Ponctuations fortes ( ? ••• ); 
Les Catégories Temporaires: 
Tll •••• N2l2/D12/N22 (le les leur ••• ); 
T12 •••• N2l2/C22 (en ••• ); 
T131 ••• D12/Nl (son ••• ); 
T132 ••• D12/N22 (un une aucun ••• ); 
T133 ••• D12/N22/V23 (certain plusieurs ••• ); 
T134 ••• N22/V23 (seuls seule ••• ); 
T14l ••• N212/D2 (s); 
T142 ••• Dll/D2 (si); 
T151 ••• C22/Nl (contre pour ••• ); 
T152l •• Dll/N22 (plus moins •• ); 
T1522 •• DlljNl (abord ••• ); 
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Tls31 •• Dll!N22/V23 (même ••• ); 
T1532 •• D1l/D12 (toutes ••• ); 
Tls33 •• Dll/N22/D12 (tout); 
T16 •••• C22/V23 (pourvu vu ••• ); 
T17 •••• Dll/C22 (apr~s avant); 
T18.~ •• N211/N212 (nous vous). 
L'automate FD-l est responsable 
t~gorie~ de base et des cat~gories 
de l'application de cet automate, la 
est de 1; c'est-â-dire . qu'~ne seule 
par s~quence. 
(FD - 1 ( S 1 ( PH 1 S 2 D) (X SIG» 
(S2 (X (TRANEXA CATEGO) S3» 
(S3 «Dl D2 N V C Tl) (RETURN» 
eX (ARRET) (RETURN) ») 
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de l'indexation des ca-
temporaires. Au . moment 
limite des s~quences 
expression est compos~e 
On teste en S2 si cette expression n'apparaît pas sur 
CATEGO, entit~ construite par TRAFIC et renfermant une liste 
des formes fonctionnelles (dépos~e en annexe) du français; 
on appelle formes fonctionnelles des lex~mes qui, qu~ique 
peu nombreux, sont tr~~ fr~quents dans les textes (le laIes 
qui dont o~ ~ue pour vers ••• ). Si ce te~t est positif, une 
cat~gorie est index~e, l'unité de contrôle s'en rendra comp-
te en S3 et une autre s~quence sera composée; dans ie cas 
contraire, la computation est arrêtée et deux possibilités 
s'offrent â l'usager pour indexer l'expression pointée: 
a) catégoriser le seul lex~me pointé; 
b) catégoriser le lex~me pointé ainsi que tous les au-
tr~s lex~mes qui ont même moiphologie dans la suite du tex-
te. Dans ce dernier cas, la catégorie proposée (il peut 
s'agir d'une catégorie de base ou d'une catégorie temporai-
re) doit être valab~e quel que soit le contexte des lex~mes 
concernés. Les catégories temporaires posent des restric-
tions sur le nombre de catégories que peut recevoir la forme 
lexicale pointée, ces catégories seront donc plus facilement 
désambiguées par la suite. Par exemple la forme lexicale 
"en" recevra hors contexte une catégorie temporaire Tl2 qui 
deviendra par la suite un N212 ou un C22 selon le contexte. 
La série des automates FDO (déposée en annexe) transformera 
automatiquement les catégories temporaires en catégories de 
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base. 
Sur le texte du "Discours de la méthode", l'indexation 
des catfigories de base a été autonatisée a 85%~ Ce chiffre 
est obtenu en comparant le nombre total de lexèmes du texte 
au nombre d'arrêts programmfis survenus. Ce pourcenta8e est 
retenu conme un paramètre de première importance pour penser 
la validation des descriptions finales obtenues. Il est a 
remarquer que, dans les cas où on appliquerait le même algo-
rithme d'indexation a des textes difffirents, le pourcentage 
d'automatisation varierait alors selon les r~pports sui-
vants: 
a) nonbre de formes lexicales j nombre de 
des formes (rapport "types"j"tokens"); 
b) nonbre de formes fonctionnelles / nombre 
pleines; 
FDO Exemple d'une phrase a la sortie de 
exemple et dans d'autres qui sui~ent, nous 
d'entourer les expressions atoniques de leurs 






L' idfie que Jean proposait devait vite tomber dans l'oubli 
Til NI D2 NI VI VI 011 V21 C22 Tl 'l NI 
D 12, D 12 
J -.. . . , 
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3.3 Le dépistage des syntaGmes et des RDC 
La seconde étape du traitement est subdivisée en trois 
temps. Des automates vont d'abord composer sur les catégo-
ries de base indexées aux lex~mes, les molécules les plus 
fortement liées (certains syntaGmes déterminatifs et nomi-
naux), puis d'autres automates vont assurer le dépistage des 
connecteurs propositionnels . dans la phrase, et enfin un der-
nier groupe d'automates va construire l'ensemble des syntag-
mes emboÎtés. Ainsi, pour reprendre l'exemple déjâ présenté 
à la section précédente, nous obtiendrons, apr~s le passage 
des au t 0 ma tes des s é rie s F D 1 F D' 2 et F D 3 - 4 - 5, r es pee t ive me n t 
chargés des trois phases décrites ci-haut (la description de 
ces automates est déposée en annexe), la séquence: 
L'idée que Jean proposait devait vite tomber dans l'oubli 
TIl NI D2 NI VI VI D Il V21 C22 TIl ~l 
Dl2 / \ / / \ / \ Dl2 / 
\ / CP GN -I-> GVl CP \ / \ \ / 
\ / \ / / \ GVI GV2l <-P2-- GN 
\ \ / \ \ \ / 
GN <-D- CP \ \ GV21 
\ / \ \ / 
\ / \ \ / 







Les Catégories Syntagmatiques: 
GN •••• Groupe nominal; 
CVl ••• Croupe verbal construit sur un Vl; 
GV21 •• Croupe verbal construit sur un V 21 ; 
GV22 •• Groupe verbal construit sur un V22; 
GV23 •• Groupe verbal construit sur un V23; 
GDll •• Groupe déterminant construit sur un D11; 
GP •••• Groupe propositionnel; 
CP ••• • Connecteur de propositions. 
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Quatre RDC codifient les rapports possibles · entre les 
cat~gories du syst~me: 
--1--> l'interd~pendance ou la relation thame/pro~os 
--Pl--> premiare relation de dAve10ppemeht du propos; 
~-P2--> seconde relation de développement du propos; 
--D--> la relation de d~termination nominale. 
a) La relation d'interd~pendance ou th~me/propos; exemples: 
(Courageux jusqu'au bout), .(Luc (ne c~dait pas». 
GN--I--> GVl 
GV23------I--------> GVl 
(Celui qui a · invent~ cela) (n'est pas revenu). 
GN----------I-------> GVl 
(Jean (ne parle pas souvent», 
GN---I-------> GVl 
(c' (est cela qui •• ~» 
GN---I---> GVl 
GP---------------I--------------> GP 
b) Les relations de d~veloppement du propos: 
Luc mange (le canard). Luc a mang~ (ce matin). 
GVl <-PI--GN GV23 <-PI-GN 
Il voulait jouer pour gagner. Il mange avec app~tit. 
GV2l <-P2--GV21 GVl <-P2--GN 
c) Les relations de dAtermination nominale: 
L'autobus des ~co1iers. Celui (que vous voyez l~-bas). 
GN <--D-----CN GN <--D---GP 
L'ensemble de notre gramnaire (les autonates des séries 
FD-l FDO FDl FD2 FD3-4-5) totalise une soixantaine d'autona-
tes od se répartissent quelque 1,500 rag1es. Sur le "Dis-
cours de la méthode", l'indexation conplate des structures à 
toutes les séquences aura nécessit~ 2,237,600 applications 
de ces r~ g les. 46,030 c a té g ori e s et 7058 RDC auront alors 
4.' ... 
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AtA dêpistAes. Le nombre total d'heuristiques, c'est-à-dire 
lenonbre de manipulations ad hoc, reprAsente seulement 8% 
du nombre total d'indexations accomplies; on obtient ce 
chiffre en conparant le nombre de catAgorisations manuelles 
plus le nombre d'entrêes au fichier des formes fonctionnel-
les au nombre total de catêgories et de RDC dépistées. 
L'aleorithme de structuration de surface a fait l'objet 
d'une premi~re proposition (Plante 1975), qui fut longuement 
conmentAe du point de vue linguistique. Nous avons prAféré 
pour cette nouvelle version une pédagogie d'exposition dif-
férente. Nous croyons que le lecteur intéressA au contenu 
de l'algorithme pourra en prendre rapidement connaissance en 
l'appliquant "manuellement" et étape par étape sur les 
exemples qui sont pour cette fin dêposés en annexe à ce cha-
pitre. 
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3.4 Le traitement des ambiguit~s 
Certains segments du texte peuvent recevoir un traite-
ment ambicu eu ~gard à la gramMaire irnplant~e. C'est-à-dire 
qu'à certaines occasions . la machine est in~d~quate pour d6-
crire correctement la structure du segment point~. · On a 
distingu~ deux types d'inad6quations: 
a) les inad6quations faibles: 
Chaque fois que l'analyse du contexte le lui permet, 
l'automate marque les EXFAD des RDC qui les caract6risent. 
Toutefois, dans certains cas, il percevra une construction 
comme ambigu~, n'assignera pas de RDC aux cat6gories mais 
proposera quand mime un regroupement syntagmatique. Exem-
ple: 
(Le bon sens) est (la chose du monde) 
CN CVI c--PI-- CN 
(la mieux partag~e) ••• 
CV23 
















Le CV23 (la mieux partag6e) n'a reçu aucune RDC mais · 
s'est trouvé rattach6 au GVl, plutôt qu'à d'autres 61éments 
de la suite de la phrase. La description obtenue ne va pas 
à l'encontre du modèle mais en souligne certaines limita-
tions, le CV23 aurait dû se retrouver reli6 par une relation 
de détermination au CN (la chose du monde}. 
b) Les inad6quations fortes; 
Les automates ont complété une description de la 
dans les termes de la composition syntagmatique et du 
tage des RDC. Toutefois, la description obtenue 







Une Grammaire de Texte 
(le plus ferme) en (mes actions) (que je .pourrais) 
\ 
GV23 C22 GN <---D--- GP 
\ \ / 
\ \ 
\ \ \ / 
\ \ <----P2----- GN 














Le GP (que je pourrais) devrait déterminer le GV22 
(être le plus ferme), plutôt que le GN (mes actions). Les 
inadéquations fortes s'inscrivent â différents registres de 
la grammaire. Aussi, envisageons différentes possibilités 
de solution au problème. 
D'aucuns diraient que c'est l~amalgame de~ propriétés 
sémantiques du verbe pouvoir avec celles du GN (mes actions) 
et du GV2 (être le plus ferme) qui permet â Descartes 




"je pourrais être ferme" 
"je pourrais des actions" 
L'implantation de cette première solution nécessiterait 
toutefois une très grande sophistication du système des ca-
tégories de base (une sérnantisation), augmentant de beaucoup 
le caractère "ad hoc" de ces informations primitives, et ré-
duisant par là à presque rien l'automatisation de la procé-
dure de leur indexation. 
Une seconde solution impliquerait deux transformations 
au système. Il faudrait d'une part distinguer les pronons 
, démonstratifs des autres pronoms, retenant qu'ils ont la 
propriété d'impliquer une détermination, une référence au 
monde déjà connue; d'autre part, les syntagmes composés 
devraient ~arder trace du nombre de relations de détermina-
tion qui y sont constituées. L'hypothèse sous-jacente à 
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tout ceci est que plus un syntagme est d6termin', plus il 
devient facilement l'objet de nouvelles d6terminations. Il 
aurait ainsi, dans les cas ambigus, la priorit6 d'attribu~ 
tion. Considérons les exemples: 
1) être (le mieux) en moi-même (que je pouvais ••• ); 
2) être (mieux) en (ceci) (que je pouvais ••• ); 
3) étre (le mieux) en (ceci) (que je pouvais ••• ); 
4) être (le mieux) en (tout ce) (que je pouvais ••• ); 
Aux nos.1 et 2 , le GP (que je pouvais ••• ) s'attribue 
plus naturellement au syntagme déj1 d6t~rmin6 «le mieux) au 
no.1, et (ceci) au no.2». Au no.3, l'ambiguité demeure, 
les deux syntagmes sont d6termin6s au même degr6. Au no.4, 
le GP s'attribue au syntagme le plus d6terminé (tout ce). 
Alors que la premi~re solution impliquait des transfor-
mations importantes au premier niveau d'intervention 
(l'indexation des catégories de ba~e), celle-ci impliq~erait 
des modifications majeures au niveau de la construction 
syntagmatique: il faudrait marquer dans la nonenclature des 
syntagmes la trace des relations de détermination qui y sont 
dépistées. 
Une autre solution serait d'incorporer au syst~me une 
rigle qui d6fende l'attribution d'une proposition subordon- ' 
n6e au Gl! qui la pr6cide lorsque ce GN est lui-même précédé 
d'une pr6position (C22), motivant par 11 que tout GN précédé 
d'une préposition se rapporte tout d'abord aux éléments de 
sa gauche sépar's de lui par cette pr6position. Ainsi, 
1) être le plus ferme en mes actions que je pourrais ••• 
serait bien analysé par cette règle, alors que: 
2) être le plus ferme en 
j'accomplissais... lui donnerait 
toutes les actions 
contre-exemple. 
que 
Par ailleurs, les cas du type 2 sont plus fréquents que 
ceux du type 1 dans le corpus étudié, et c'est finalement 
sur . ce critère enpirique que la question fut tranch6e. 
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Cette solution, quoique moins complite (nous croyons 
qu'elle laisse passer plus d'erreurs que la premi~re sinon 
que ladeuxi~me), laisse toutefois intacte l'écononie dési-
rée des rapports d'efficacité. 
On voit ici, â l'occasion de cet exemple, comment une 
grammaire Déredec permet de ramener sur le plan de la mesure 
et de l'empirie la question de la décidabilité grammaticale: 
toute proposition relative A l'évaluation d'une description 
produite par une grammaire pourra être accompagnée de don-
nées portant sur: 
a) l'automatisation de l'indexation des catégories et 
RDC d'une grammaire; il s'agit d'une mesure du caractire 
"ad hoc" d'un syst~ne; 
b) l'importance nunérique des rigles 
une mesure de la machinerie automatique; 
de manipulation; 
c) les caractéristiques distributionnelles de la des-
cription étudiée; par exemple: la fréquence d'une solution 
relativement au nombre d'occurrences d'une structure problé-
natique. 
Ces trois niveaux d'information organisent le cadre 
empirique dans lequel pe~vent se comparer différentes hypo-
thises sur le dépistaGe des structures grammaticales. 
De façon générale, ces dispositions éviteront le rejet 
trop rapide des hypothèses: alors que l'on peut toujours 
assez facilement imaginer un contre-exemple A une rigle don-
née, on ne peut toutefois avec la même facilité construire 
un contre-corpus ou substituer une r~gle qui améliorerait la 
description dans les nêmes conditions économiques d'applica-
tion. 
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3.5 L'exploration du contenu des structures indexées 
A) L'organisation lexicale 
Nous présentons ici les résultats d'un premier exercice 
d'exploration du contenu des descriptions indexées aux phra-
ses du "Discours de la méthode" par la GDT décrite dans les 
sections précédentes. 
L'exercice est divisé en deux temps. Il s'agiss~it en 
premier lieu de rassembler les nons (N!) qui ont reçu dans 
le texte des relations de détermination. Cette contrainte 
peut se représenter par le modèle d'exploration: 
(GN · «X) (D +) (GN «N! «=X»»») 
Ainsi, le lexène "connaissance" apparait-il dix fois en 
position N! dans cette structure, le lexème "dieu" neuf 
fois, etc ••• Il nous a paru intéressant de comparer ce 
nombre de déterminations à la fréquence dans le texte des 
lexènes déterminés afin de pondérer les résultat.s obtenus. 
Le calcul a été effectué pour les nons ayant une fréquence 
absolue supérieure ou égale à dix. 
L'ensemble dépisté est un ensemble flou (fuzzy set) o~ 
chaque élément est accompagné d'un indice d'appartenance 
calculé par la formule: 
nombre de déterminations / fr6quence absolue 
rences d'une structure problématique. 
d'occur-
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Tableau no.1 
nombre de fréquence . indice de 
déterminations absolue détermination 
choses 58 66 .878 
opinions 21 27 • 777 
raisons 14 23 .608 
pensées 13 22 .590 
corps 22 38 .578 
sang 20 36 .555 
chose 27 51 .529 
hommes 17 33 .515 
sens 1 1 22 .500 
connaissance 10 20 .500 
dessein 10 20 .500 
moyen 7 23 .304 
vérite 8 27 .296 
nature 10 35 .285 
dieu 9 34 .264 
raison 10 38 .263 
monde 7 28 .250 
esprit 4 28 .142 
coeur 3 47 .063 
Un irait importarit de la structuration de surface con-
cerne le dépistaee des relations de détermination nominale. 
Chaque détermination nominale souligne dans une phrase 
l'existence d!une présupposition portant sur la connaissance 
du nominal déterminé. Ainsi dans: 
L'hypothèse de Davidson semblait fructueuse. 
GN <---D--- GN 
la connaissance du type d'''hypothèse'' dont on parle quand on 
la détermine par "Davidson" est présupposée à la pleine 
comp~éhension de la phrase. Ces faits sont en général bien 
connus des logiciens et lineuistes (voir sur la question 
Ducrot o. 1972). 
Contrairement a la relation de détermination nominale, 
la RDC thème/propos relie des éléments dont on peut dire 
qu'ils sont "posés" par la phrase plutôt que présupposés à 
celle-ci. 
(L'hypothèse de Davidson) (semblait fructueuse). 
GN -----I-~----> CVl . 
" .... 
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Il me semblait d~s lors intéressant de comparer l'uni-
vers des no~inaux déterminés â celui des nominaux thématisAs 
afin d'observer si cette relation théorique de la, co~plémen­
tarité entre les deux RDC Atudiies se décalquait empirique-
m~nt dans un texte donné. L'ensemble flou des nominaux thA-
matisAs fut construit sur les mêmes critères (hormis celui 
du mod~le d'exploration) que ceux décrits ci-haut pour le 
dépistage des nominaux déterminés. 




































Il existe effectivement entre les deux ensembles une 
complémentarité remarquable. Sauf quelques exceptions, les 
éléments les plus déterminés sont les moins thématisés et 
vice-versa. En fait, seulement deux exceptions sont frap-
pan tes: 1 e le x ème "c a e ur" qui â 1 a foi s. est f a i b 1 e men t dA -
terminé et faiblement thématisé, et le lexème "sang" qui â 
la fois est fortement déterminé et fortement thématisé. .or 
il est â remarquer que ces deux lexèmes sont presqu~ ex~lu­
sivement utilisés dans un chapitre très périphérique de la 
problématique du "Discours de la méthode", celui réservé · aux 
descriptions physiologiques (cinquième partie). On peut 
croire qu'il parait donc soutenable de débiter la régularité 
observée au coopte d'une théorie de la cohésion textuelle. 
C'est de plus l'interprétation qu'est venue renforcir une 
seconde expérience de description similaire quant à la pro-
cédure suivie mais appliquée cette fois à un corpus consti-
tué d'une vingtaine de lettres diff6rentes mais écrites sur 
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un sujet COMmun (ce corpus est prAsent6 au chapitre sui-
vant). Ce corpus a un double avanta3e. La redondance y est 
suffisamMent élevée pour permettre des études comparatives 
(entre les nOMinaux d6terminés et th6matis6s) sans qu'il 
constitue pour autant ce qu'o~ appelle habituellement un 
texte. Or, contrairement au "Discours de la mAthode", ce 
n'est qu'à de rares exceptions près que les nominaux les 
plus déterminés ne se trouvaient pas être en même temps les 
plus thématisés. 
Plusieurs questions restent toutefois ouvertes. Quoi-
que les régularités qui ressortent de notre e~amen semblent 
s'inscrire au niveau d'une structure de texte, nous ne po~­
vons trancher si elles sont communes. tous les textes, ou 
spAcifiques ' . un groupe de textes qui partageraient avec le 
"Discours" certains traits communs (les textes philosophi-
ques, les textes "cartAsiens" ••• ). 
Cette impression que les AIAments fortements d6terminAs 
("choses", "opinions", "raisons", "pens6es", "chose") sont 
des concepts quelque peu "vides" et que la d6termination se-
rait en quelque sorte une opAration première devant être 
assumée pour que le lecteur puisse acquérir (par le texte) 
des concepts plus riches, est-elle sp6cifique au texte 6tu-




6léments de réponse. ces questions ne sauront être 
que par des expérimentations comparatives Mulii-
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B) L'organisation textuelle 
Une premi~re partie de cette seconde exp~rience 
d'exploration du contenu des descriptions index~es au "Dis-
cours de la m~thode" consiste él associer aux GP (Broupes 
propositionnels) dominants de chacune des s~quences du tex-
te, des cat~gories descriptives de la participation caracté-
ristique de chacun de ces GP él certains ph~nom~nes grammati-
caux. Nous avons traité plus sp~cifiquement des phénom~nes 
de la "nominalisation", de la "distribution des pr~supposi;" 
t ion sile t deI' Il 0 r g an i s a t ion thé mat i que ',' • Dan sIe s 1 i g n e s 
qui suivent, les cat~gories relatives él ces ~tudes sont 
appelées "textuelles" pour les distinguer de celles d~jél 
introduites. 
Nous avons cherché él connaître, pour les trois ph~nom~;" 
nes, l'organisation textuelle d~ leurs Pr~misses, D~noue­
oents et Autono~ies. Les Prémisses et D~nouements sont 
construits à la suite d'un calcul sur les rapports qu'entre-' 
tiennent entre elles les Attentes et Résolutions d'un phéno-
mane dans une EXFAD donnée. Dans les deux cas, pour effec-
tuer cette description, nous nous sonmes servi de la fonc-
tion SIMULECART à laquelle nous avions donn~ conne 
prernier argument la cO~t:1ande llOY, signifiant par là que 
l'~cart significatif nécessaire à l'indexation d'une catégo-
rie devait être égal ou sup~rieur à l'~cart moyen de tous 
les écarts observés; par exemple, une catégorie Dénouement 
aurait été indexée à un GP si Le nonbre de Résolutions 
s'~cartait d'au moins un écart moyen du nombre d'attentes du 
phénomane grammatical étudié dans ce GP. 
La catégorie Autononie indexe les GP pour lesqu~ls il 
n'existe d'une part ni attente ni résolution, mais qui sont 
par ailleurs eux-~ênes des réalisations du ph~nom~ne étudié. 
Ces catégories ont été construites par FOUDECI. On trouvera 
en fin de chapitre t'ensemble des fonctionsSIMULECART ~ro­
gramnées ainsi qu'une description de l'auto~ate qui a effec-
tué l'indexation des catégories Attente et Résolution. 
1) La récurrence nominale 
La récurrence noninale est un facteur prédominant de la 
coh~sion textuelle; les catégories textuelles reiatives él 
cette étude concernent: 
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a) le· non br e de foi s 0 ù des no r:l i n a Il x du G P po i n t é a pp a-
raissent dans la partie de la description de texte qui pré-
e è de l' a p par i t ion d u G P : NO H * n 0 HE X * lt ES 0 LU; cet tee a t é go rie 
est construite des nons de deux modèles d'exploration NOH* 
et NOHEX* respectivement liés à (GN «NI «=X»») et (GN 
:PATRON). La procédure d'indexation des catégories reliées 
aux analyses hors-séquence est décrite en détail sous la 
rubrique des opérations PRODEC, PONDEC et EcART dans le cha-
pitre réservé à la description du logiciel. Rappelons en 
bref que: 
1) le premier modèle (ici NOM*) est pro-
jeté sur l'EXFAD pointée (au niveau de des-
criptiori où l'automate est appliqué, ces 
EXFAD sont des GP pouvant dominer des séquen-
ces entières du texte), ce modAle dépiste les 
n 0 In i n a u x 01 1 ) ; 
2) puis le second oodèle 
lié au résultat dépisté en 1) 
l'ensemble de la description 
précède la séquence pointée; 
(ôù :PATRON est 
est projeté sur 
de texte qui 
3) une catégorie sera construite et 
indexée à l'EXFAD pointée. Le nom de cette 
catégorié est constitué de quatre parties 
(par exemple: ~WH*NOHEX*P..ESOLU44), la der-
nière renseignant sur le nombre de fois où le 
dernier nodèle s'est trouvé réalisé sur le 
segnent de la DDT précédant la séquence poin-
tée. 
b) Le nombre de fois où des nominaux du GP apparaissent 
dans la partie de la DDT qui suit l'appatition du GP: 
NOtI*NOUEX*ATTENT. 
On a de plus observé les effets causés par la pondéra-
tion de ces caté30ries. Le calcul a été effectué en compa-
rant NOH*UOHEX*RESOLU à NIL*NOM*JlESOLU pour pondérer la ré-
solution nominale, et en comparant HOH*NOHEX*ATTENT à 
UIL*NOH*ATT-ENT pour pondérer l'attente nominale (comme on le 
sait, NIL* est un modèle vide). Dans les deux cas, on . con-
pare le noobre de fois où les noninaux du GP apparaissent 
dans la partie du texte (avant ou après) au nombre total de 
noninaux de cette nême partie. Cette pondération permet de 
contrecarrer la courbe naturelle des attentes et résolutions 
.,..~. 
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dans un texte, l'attente êtant plus forte au d~but et la r~­
solution plus forte â la fin. Les valeurs pond~r~es infor-
cent des attentes et rêsolutions nominales comme si la dis-
tance qui les s~parait de la fin du texte ~tait toujours 
uniforme. 
Observons plutôt les listes (produites par PROFIL) des 
adresses des dênouements et pr~misses des deux prerni~res 
parties du "Discours de la rn~thode" (pour lesquelles l'exp~­
rience a étê tent~e de fa~on sêparée pour des fins de compa-
raison intertextuelle) selon que les cat~gories sont pond~­
rées ou pas. Dan$ ces listes, les adresses sont relatives, 
elles sont repiésent~cs par un chiffre de 1 A 100 indiquant 
le pourcentage de texte déjA lu au moment de l'indexation de 
la catégorie textuelle. -
Attentes et R~solutions pond~rées: 
Première partie du "Discours de la m~thode": 
DENOUEMENTS: (2 5 Il 13 15 20 22 24 27 28 29 30 33 37 41 63 
67 70 71 72 74 80 83 93 94 95 96 98 99) 
PREHISSES: 
85 87 89) 
(1 6 7 9 10 17 32 35 39 43 46 48 49 51 52 56 59 
Seconde partie: 
DENOUEMENTS: (6 9 10 23 24 29 30 35 40 41 46 49 50 51 62 67 
70 73 78 19 80 83 85 87 88 90 91 93 98 99) 
PREMISSES: . (2 4 5 7 Il 13 15 16 17 20 21 32 38 43 48 52 56 
74 89) 




(37 41 63 70 72 74 80 83 88 89 90 91 94 96 98 
---_-..-
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PREMISSES: (1 2 5 6 7 9 10 Il 16 17 18 32 35 39 43 46 4& 51 
52 56 59 85 87 89) 
Second-e partie: 
DENOUEMENTS: (23 24 29 30 33 35 40 41 44 46 49 50 51 62 65 
67 70 73 78 79 80 83 85 87 88 90 91 93 96 98 99) 
PREllISSES: (2 4 5 6 7 Il 13 15 16 17 21 32 52 74) 
Une régularité ressort de l'examen: la . pondération 
n'augmente pas nécessairement la liste . des catégories mais 
elle accentue toujour~ les contrastes, et ceci en étalant la 
liste vers l'extrémité gauche (début du texte) poùr les dé-
noue~ents, et vers l'extrémité droite (fin du texte) pour 
les prémisses. Une telle procédure permet de dépister des 
événements gra~maticaux qui autrement resteraient cachés. 
2) La distribution des présuppositions 
Les déterminations nominales reçoivent dans notre gram-
~aire une attention particulière. Nous avons déjâ vu 
qu'elles soulignent un phénonène important de la structura-
tion de surface: ces relations marquent l~ présence d'élé-
ments présupposés â l'élaboration des groupes verbaux. 
Il sera du plus haut niveau d'intérêt pour la descrip-
tion textuelle de savoir si les déterminants des nominau~ 
d'un GP sont présents ailleurs dans le texte, de telle sorte 
que ces prêsuppositions du GP soient text"e1le~ent résolues, 
ou si au contraire on déduira de leur absence que certaines 
présuppositions du GPappartiennent â l'univers de la séman~ 
tique extérieure au texte, plutôt qu'à celle du texte dé-
crit. Ces questions trouveront réponse par l'indexation des 
catégories textuelles suivantes: . 
a) DARN*NOMEX*RESOLU, o~ DARN* est lié à 
(GP «GN) (D -) (GN «NI «=X»»»), indique le nombre de 
fois où des déterminants nominaux apparaissent dans la par-
tie de la description située avant l'apparition duCP poin-
té; 
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b) DARN*NOMEX*ATTENT indique le nonbre de fois o~ des 
dfiterminants nominaux apparaissent dan~ la partie de la nDT 
situfie apr~s l'apparition du GP pointfi. 
3) L'organisationth~matique 
La th~matisat~on textuelle est sans doute la probl~ma­
tique la plus rfipandue dans l'ensenble des travaux de lin-
guistique de texte. La th~natique du texte demeure ce q~i 
intuitivement semble le plus relier les phrases-les unes aux 
autres. Nous tenterons de cerner conment se repolarise • 
chacun des segments de la DDT le jeu des appartenances. 
l'univ~rs th~matique. 
a) NOT*NOHEX*RESOLU, où NOT* est li~ • 
(GP «X) (1 -) (GN «NI «=X»»»), indique dans ~uelle me-
sure les noninaux du th~me apparaissent dans l'avant texte; 
b) NOT*NOMEX*ATTENT ••• dans ' quelle mesure les nominaux 
du th~me se retrouvent dans l'apris texte. 
Ces cat~gories ont ~t~ pondfirêes par la fr6quence rela-
tive des noninaux du th~me dans l'ensemble de la DDT 
(NOT*NOHEX*TOT). Les valeurs relatives rendent compte des 
résolutions et attentes thématiques quelle que soit la fré-
quence des noninaux appartenant au th.me. Cela permettra de 
dépister les noninaux qui, quoique peu nombreux, sont forte-
ments liés. la structure th6natique du texte. 
La s~conde partie de l'exp~rience est consacr~e • 
l'observation dans le texte de la distribution des nouvelles 
catégories textuelles indexées. 
Le tableau no.l ci-bas repr~sente les profils conjoints 
des trois cat~gories (dénouements (D), pr~misses (P), auto-
nomies (A» reliê~s au phénomêne de la noninalisation. Cha-
cune des rangées de ce tableau renvoie. une tranche de 10% 
du texte (ia première rangée informant du premier 10% du 
texte, la seconde du second 10% ••• etc.). Les lettres 
indiquent le nonbre de catécories dépistées dans chacune de 
ces tranches et les tirets signifient l'absence de données 
dans une ran g ée. Ce sont des résultats relatifs à la pre-
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mière partie du "Discours de la m~thode". 
Ce tableau montre bien la diminution graduelle des pré-
misses et l'augmentation des dénouements. On remarquera 
aussi qu'à la troisième ranuée, la plus forte concentration 
d'autonomies est associée à une absence de prémisses et de 
dénouements. 

















Il peut €tre intéressant de comparer pour des textes 
différents et pour des phénomênes différents des tableaux du 
type présenté ci-haut. Ainsi, les trois catégories (P D A) 





P DDD AA 
P DDD AA 
DDDD A 
P DD A 
DDD AA 




Quelle que soit le phénomêne ~tudié, il semble bien que 
l'on doive s'attendre à ce que les prémisses soient plus 
nombreuses au début du texte, et les d~nouernents plus nom-
breux d la fin. Toutefois la liene d'inversion, c'est-à-di-
re l'endroit du texte o~ les dénouements prennent le pas sur 
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les prémisses, peut être bien différente d'un texte â l'au-
tre ou pour des phénomènes gra~maticaux différents. Le ta-
bleau no.2 est un bel exemple d'inversion rapide et . net, 
alors que le no.5 (plus bas) offre une ligne lente, et que 
le no.4 présente une ligne d'inversion plutôt diffuse. 
On observera ausGi dans chacun des tableaux le rapport 
entre le nombre des dénoue~ents et le nombre des prémisses, 
ainsi que celui entre le nombre des autonomies et la soeme 
des trois catégories. 
La premi~re partie du "Discours de la méthode" est con-
sacrée â une courte biographie de l'auteur, alors que l~ se-
conde partie a l'allure d'un classique traité de philosophie 
où Descartes présente les principales r~gles de sa méhode. 
L'étude des lignes d'inversion ne va pas à l'encontre des 
intuitions que l'on peut avoir sur l'opposition entre une 
biographie et un traité de philosophie. Alors que le ta-
bleau no.1 présente une ligne d'inversion plutôt tardive, le 
second tableau se caractérise par une ligne d'inversion plus 
rapide (survenant pr~s du début du texte). La prédominance 
du nombre des dénouements sur celui ~es prémisses dans le 
second texte renforce cette impression d'un discours systé-
matique ayant l'allure d'un long théorème; s'il y a peu de 
prémisses, c'est que les attentes nominales Gont concentrées 
dans les mêmes phr~ses, et qu'inversement ' beaucoup plus clé 
phrases servent à la di~fusion des résolutions nominales. 
Passons maintenant à l'étude comparative (toujours dans 
les deux premières parties du texte) des catégories textuel-
les relatives au phénornane de la présupposition. 
Organisation textuelle des présuppositions: 
prèmiere partie: seconde partie: 
PPP PP D AAA 
PP A fi. 
Ali. P D AAA 
A D 
PPP D DD AA 
P P D AA 
P fi. D A 
DD AAA D 
P D AA DDD 
DDDD DDDD A 
----------------------- -----------------------
Tableau no.3 Tableau no.4 
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On sait que l'indexation d'une prémisse présupposition-
nelle à une phrase souligne le fait que les déterminants no-
minaux de cette phrase sont traités dans la partie du texte 
qui suit l'apparition de la phrase, et qu'i l'inverse, dans 
le cas des dénouements, la discussion des déterminants nomi-
naux a lieu avant l'apparition de ces déterminants dans la 
phrase. 
On interprétera dès lors la prédominance du nombre de 
dénouements sur celui des prémisses comme une marque de ri-
gueur discursive: l'auteur ne se permettant pas d'introdui-
re des présuppositions sans les avoir préalablement discu-
tées. On soulignera ici la très forte prédominance des dé-
nouements sur les prémisses dans le cas du texte philosophi-
que (seconde partie), contrairement à la prédominance inver-
se dans le texte biographique (première partie). 
Nous proposons d'observer un dernier couple de ta-
bleaux,relatifs à la distribution dans léS deux parties des 
participations à l'univers thématique. 
Organisation textuelle de l'univ~rs thématique: 





































Ce qui ressort surtout de l'examen des tableaux no.5 et 
no.6 a trait à la différence entre les quantités de catégo-
ries Autonomies indexées. La seconde partie se caractérise 
par une forte prédominance. cet égard. Cela siznifie que 
les nooinaux des thèmes sont des éléments qui n'appar~issent 
pas ailleurs que dans la phrase où ils sont composés. On 
doit donc déduire que l'encha!nenent thématique s'effectue 
par le biais des propos plut6t que par celui des thèmes. 
. . 
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Pour les trois phAnomines grammaticaux (nominalisation, 
prAsupposition et th~~atique), une diffArence persiste quant 
a l'importance de l'indexation totale des catA8orie~ •. La 
somme des P, D et A de chacun des tableaux est très seQbla-
ble pour un phAnoru~ne donnA, quelle que soit la partie du 
texte, et elle est par ailleurs très diff(rente d'un phAno-
mêne à l'autre. Cette rAgularitA semble donc se rapporter à 
une structure conmune aux textes. 
Ici encore, nous 
dAfinitives, et nous 
tats ce c~s exercices 
rieures, recherches 
breux textes seraient 
mental. 
ne pouvons prAsenter de conclusions 
proposons plut6t de classer les r6sul-
comme des sch6mas de recherches ultA- . 
plus empiriques en ce sens que de nom-
alors soumis au même canevas expéri-
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3.6 Le d~pistage autooatique des paradigmes 
La fonction LEXIFORME permet la construction automati-
que des EXFA~. On sait que cette structure d'information 
fut élaborée pour faciliter la rétention des réseaux para-
digmatiques pouvant être dépistés sur les textes décrits par 
les automates néredec. Les EXFAL lorsqu'elles sont cons-
truites par LEXIFORME sont des structures . de graphe compre-
nant une expression atomique comme sommet, puis d'autres 
ex~resslons atoniques reliées a celle-ci p~r un ou plusieurs 
mod~les d'exploration, et encore d'autres expressions atomi-
ques reliées aux dernières, et ainsi de suite ••• la cons-
truction en chaîne ne s'arrêtant que lorsqu'une expression 
atonique déja dépistée réapparaît de nouveau, ou ·lorsqu'un 
seuil de récursion préalablement fixé a été atteint. 
Des modes récursifs de construction de graphes ont déja 
été proposés dans le cadre d'expériences en recherche docu-
mentaire (cf. Spark Jones 1971). Denis F.M. (1975) rap-
porte trois de ces modes systématiques d'exploration: la 




La chaîne estconsiruite a 
partir d'une forme lexicale donnée 
prise comme premier sommet, en la 
reliant par un arc a la forme lexi-
cale avec laquelle elle est le plus 
corrélée; a partir de celle-la, 
prise conrne deuxième sommet, on re~ 
commence la procédure et a son tour 
on la relie par un arc a la forme 
lexicale la plus corrélée, ainsi de 
suite. La procédure s'arrête lors-
qu'une forme lexicale identifiée 
comme sommet potentiel apparaît 
antérieurement comme so~met de la 
chaîne ••• 
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••• L'étoile est construite en 
sélectionnant les h formes lexica-
les les plus corrélées avec une 
forme lexicale donnée et en le~ re-
liant tous par un arc avec cette 
forme lexicale ••• 
••• Le clique est un eraphe où 
il n'y a aucun sommet qui ne soit 
relié à chacun des autres sommets. 
Dans un tel graphe apparaîtront les 
formes lexicales qui à la fois sont 
cbrrélées avec une forme lexicale 
donnée et entre elles deux à 
deux... (Denis F.M. 1975, pages 
64 et 65). 
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On entend ici par corrélation entre deux lexêmes une 
affinité statistique don~ée pour le partage de contextes 
communs c'est-à-dire une certaine mesure du "nompre de fois" 
où ces deux lexêmes se retrouvent dans les mêmes segments du 
texte. La principale différence entre ces voies d'&xplora-
· tion et celles permises par LEXIFORME survient de l'explo-
sion de la notion de "proximité lexicale" comne pilier défi-
nitionel du concept d'investieation contextuelle. Les con-
textes représentés par les arcs des graphes sont définis, 
dans le cas des EXFAL, comme autant de rnodêles différents 
d'exploratio~ des structures descriptives indexées par les 
. automates Déredec. Par ailleurs, on notera: 
a) sur le plan de la comparaison des modes de récur-
sion, les EXFAL LEXIFORHE sont des "étoiles" où chaque noeud 
peut lui-même devenir le noeud central d'une nouvelle étoi-
le; il s'agit en quelque sorte d'une "étoile en chaîne"; 
b) · les arcs des EXFAL sont (si désiré) orientés; dacs 
une EXFAL, un arc est un modêle d'exploration où deux pos.i-
tions sont différenciées, celle occupée par l'expression 
atomique qui constitue l'une des contraintes du modêle, et 
celle occupée par l'expression atomique que l'on désire voir 
être dépistée par le modêle; lorsque les syntagmes qui con-
tiennent les deux positions sont reliés par une ROC, il 
apparaît extrêmement difficile d'exi~er l'obtention de "cli-
ques" (ces réseaux où toutes les expressions atomiques se-
raient reliées entre elles deux à deux); toutefois, de fa-
~on plus générale, si l'on dé s ire obtenir des étoiles plus 
restrictives on peut évidennent appliquer LEXIFORHE sur des 
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explorations de texte préalablement contituées, explorations 
relatives aux contraintes souhaitées; 
c) il peut y avoir dans une même EXFAL des arcs de na-
ture différente; il y en aura en fait autant que de mod~les 
d'exploration proposés comme arguments â LEXIFORME; on re-
trouve ces mod~les â chaque nouvel embranchement. 
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Un paradig~e de la détermination nominale 
Dans l'exemple qui suit, LEXIFORME a été appliqué sur 
l'ensemble du "Discours de la Héthode" décrit par notre 
gramnaire de surface. Une EXFAL a été contruite pour chacu-
ne des huit expressions atomiques les plus déterminles du 
texte. L'EXFAL renvoie â la chaIne des déterminations: dé~ 
terminé <--- déterminant, c'est-à-dire qu'on cherche pour 
l'expression atonique de départ (:PATRON) les expressions 
atoniques qui dans le texte occupent la position =X du mod~­
le: 
DETER* (GN «GN :PATRON) (D -) (GN «NI «=X»»») 
Pour les résultats qui suivent,la récursion ne s'arrê-
te que si une expression atonique déjà déRistée l'est de 
nouveau (dans un mêne graphe), ou si évidemment une expres-
sion atonique ne reçoit aucune détermination. 
("sang" (DETER* ("veines" (DETER* ("corps"»») 
("sens" (DETEP.* ("vue"») 
("connaissance" (DETER* ("causes"» 
(DETER* ("âme" (DETER* ("bêtes"»» 
( D ET ER * (" die u " ) ) 
(DETER* ("vérité" (DETER* ("foi"»») 
("moyen" (DETER* ("écoles"» (DETER* ("disputes"») 
("vérité" (DETER* ("foi"») 
( " n a t ure i. 
(DETER* ("expérience" (DETER* ("chirurgiens"»» 
(DETER* ("sane" (DETER* ("veines" (DETER* ("corps"»»») 
Ainsi par exenple "sang" fut déterminé par "veines" et 
ce dernier mot fut déterminé quelque part dans le texte par 
"corps" (le sanG des veines ••• les veines du corps). 
L'examen de ces paradicnes montre bien comnent l'inv~s­
tissenent des relations de dépendance contextuelle permet 
une plus grande précision dans l'interprétation des graphes 
que ne le font les études sur la distribution des co-occu-
rences. Que les mots "âme" et "bêtes" eussent été dépistés 
comme fortement co-occurents dans des mêmes segments d'un 
texte aurait déjàsurement permis de dévoiler quel~ue peu la 
problénatique de ce dernier; qu'une seule relation de d6-
termination nominale (l'âme d e s bêtes) soit dépistée permet 
de donner Leaucoup plus de précision à l'interprétation de 
........ _~ . .... _-.. 
. - -" ' - '---"-"7 
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la relation sêmantique entre les deux mots. 
Il semble ainsi que ces paradigmes de dêtermination no-
minale puissent être utiles pour les êtudes sur la polysémie 
lexicale, qu'ils puissent en quelque sorte servir d'indices 
pour le dépis~age de sens particuliers associés aux lex~mes 
que l'ondêsire analyser. 
Une autre EXFAL 
tion de dépendance 
unit dans une phrase 
le propos ont une 
avec . le croupe verbal 
en chaIne sera pr6sentêe. Ici la rela-
contextuelle privilêgiêe est celle qui 
le(s) nomes) du th~me aux noms qui dans 
relation de complêmentaritê (Plou P2) 
principal de ce dernier. 
Hod~le d'exploration utilisé: 
(GP «GH :PATRON) 
(I +) 
(GVl «GVl)(Pl -)(GN«Nl«zzX»»» 
«GVl)(P2 -)(GN«Nl«=X»»»») 
Par exenple, les lex~mes "honme" et "cigare" entretien-
nent ce type de relation dans la phrase: "Cet hoome fume 
son cigare". 
Le graphe ci-bas a pour sommet le lexème "sane". Les 
flèches relient les thèmes aux compléments en pointant ces 
derniers (par exemple: "le sane circule dans les veines" ••• 



















SANG <----- COEUR <=====> ARTERE <-====> VEINE 
, ,---------------------, / 
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On renarquera dans ce tableau que les lex~mes qui sont 
reliAs entre eux deux-â-deux soit directement (veine (-=> 
artère, artère (==> coeur), soit indirectenent ("sans" et 
"c 0 e ur" e n pas s an t par ' 1 es rel a t ion s san g - - > a rt ère . et · 
artère --> coeur), et qui en quelquri sorte forment une fieu-
re rapproch6e du clique, constituent pour le lexème sonnet 
du ~raphe ("san~") un v~ritable r~suné du traitement séman-
tique réservé à ce lexème dans le texte, à savoir la ques-
tion de sa circulation dans le · "coeur" via les "art~res" et 
les "veines". 
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Appendice au chapitre 3. 
On présente ici l'automate FDT utilisé pour l'indexa-
tion des catégories textuelles. Cet automate construit et 
indexe les catégories Attente, Résolution et Autonomie. 
(FDT 
(SI (PHI S2 D) (X SI G» 
(S2 (C32 (RETURN» 
(X (PRODEC NIL* NOM* ATTENT) 
(PRODEC NIL* NOM* RESOLU) 
(PRODEC NOM* NOMEX* ATTENT) 
(PONDEC (NOH* NOHEX* ATTENT*REL) 
(NIL*NOH*ATTENT NOH*NOHEX*ATTENT» 
(PRODEC NOM* NOMEX* RESOLU) 
(PONDEC (NOM* NOMEX* RESOLU*REL) 
(N IL *NON *RE SOL U NOH *NO~lEX*RESOL U) ) 
(FOUDEC1 NOH* NOH-CONTEX* AUTONO-NOH* 122) 
(PRODEC DARN* NOMEX* RESOLU) 
(PRObEC DARN* NOHEX* ATTENT) 
(FOUDEC1 DARN* PRE-CONTEX* AUTONO-PRE* 122) 
(PRODEC NOT* N'OMEX* TOT) 
(PRODEC NOT* NOMEX* ATTENT) 
(PONDEC (NOT NOHEX* ATTENT~REL) 
(NOT*NOHEX*TOT NQT*NOUEX*ATTENT» 
(PRODEC NOT* HOMEX* RESOLU) 
(PONDEC (NOT* NOMEX* RESOLU*REL) 
(NOT*NOMEX*TOT NOT*NOHEX*RESOLU» 
(FOUDEC1 NOT* THE-CONTEX* AUTONO-THE* 122) 
S2 D») 
où les modèles sont liés aux valeurs: 
NOI1-CONTEX* (=X «NOU*lIOHEX*RESOLU» «NOH*tjOHEX*ATTENT») . 
PRE-CONTEX*(=X «DARW*NOUEX*RESOLU» «DARN*NOHEX*ATTENT») 
THE-CONTEX* (=X «NOT*NOHEX*RESOLU» «NOT*NOHEX*ATTENT») 
NOH* •••• (=Nl) 
NOHEX* •••• (=GII :PATRON) 
DAR N *. .• ( G N « G N) (D -) (G N « N 1 « = X) ) ) ) ) ) ) 
NOT* •••• (GP «X) (1 +) (GtI «NI «=X»»») 
110 
L'exploration de contenu 
. Fonctions SIMULECART programmAes pour l'indexation des 
catéGories textuelles DENOUErfENT et PRElfISSE: 
(SINULECART HOY NOMI* NOH*NOUEX*ATTENT 
NOU*NOHEX*RESOLU «NFE» «IJFS» 1 22) 
(SIMULECART MOY P-NOHI* tiOM*NOHEX*ATT ENT *REL 
NOM*HOMEX*RESOLU*REL 
«NFE» «NFS» 122) 
(SIHULECART NOY PRE* DARN*NOMEX*ATTENT 
DARN*NOMEX*RESOLU «NFE> ) «NFS» 122) 
(SIMULECART HOY TllE* HOT*NOMEX*ATTENT 
NOT*NOHEX*ItESOLU «NFE~) «NFS» 122) 
(SIMULECART MOY P-THE* NOT*NOMEX*ATTENT*REL 
NOT*NOMEX*ItESOLU*REL 
«NFE»«NFS» 122) 
dans tous ces exercices, 122 est le nombre approximatif 





4.1 Systèmes "top-down" VS ' systèmes "botton-up" 
Une forte tension secoue actuellement les 
recherche en linguistique conputationnelle. 
d'une confrontation entre deu~ options. 
milieux de la 
Elle origine 
Une première favorise le d~veloppement d'analyseurs 
syntaxiques et morphologiques pouvant être appliqués sur de 
larges corpus. ' Dans cette option, si l'on ne se satisfait 
pas d'une description incomplète, les problèmes de sémanti-
que (qui ne manquent pas de se poser lorsque la question 
analysée est aussi conplexe que la simulation d'une traduc-
tion, ou la mise en place d'un système questions/réponses) 
~ont résolus soit de façon apriorique, par la construction 
préalable d'un sous-langage auquel doit obligatoirement 
appartenir le corpus étudié, soit par l'adjonction d'une 
composante interactive qui permet à un opérateur humain de 
résoudre de façon ad hoc les impasses rencontrées à certai-
nes étapes de la description. Le projet TAUH (Traduction 
Automatique Université, de l!ontréal) fonctionne sous la pre-
mière modalité; TAUN-NETEO et TAUl1-AVIATIOll sont deux 
exemples de systèmes où la grande majorité des décisions sé-
mantiques sont prises hors-a130rithrne au moment de la cons-
truction du sous-langage. Le projet de traduction assistée 
de l'université Brigham Young (Melby 1978) fonctionne sous 
la seconde modalité, l'algorithme peut traduire plusieurs 
types de corpus mais plusieurs décisions (sémantiques) sont 
prises par un opérateur humain â certains arrêts du program-
me. 
Les , tenants de la seconde option proposent plut6t 
d'aborder directement le problème de la représentation sé-
mantique. ici les différentes sous-options tiennent princi-
palement au choix des structures d'information retenues pour 
l'organisation des données (les ensembles sémiques, les for-
mulas, les réseaux sémantiques, les représentations inter-




lingua, les fraces ••• ). On appelle habituellement "top-
dO\>ln" ces systèmes où se trouve parachutêe une batterie sê-
__ manti<t~e_! un~ c:.~~cepti:0!l du monde; alors que l'on réservé 
l'appellation "bottom-up" ·él ces autres syst~mes ot} - lés d~ci­
sions sémantiques sont totaleQent absentes ou prises en de-
hors de l'algorithme. 
Il seQble jusqu'él maintenant que la simulation de fonc-
tions complexes des langues naturelles (LN) telles la tra-
duction automatique complète, la mise au point de systèmes 
questions/réponses intelligents ou encore la production de 
paraphrases ou de déductions logiques, ait êté accomplie par 
des systèmes "top-down", systèmes habituellement présentés 
sous l'étiquette "intelligence artificielle". 
Toutefois, et il apparaît que c'est lél le prix imposé él 
l'obtention de résultats qualifiés, les systèmes "top-down" 
obligent. presque inévitableQent une réduction draconienne du 
corpus. Celle-ci survient quelquefois pour des ~aisons pu-
rement pratiques; le système de Y. Wilks par exemple peut 
traiter théoriquement des corpus étendus, mais la représen-
tation sécantique que doit recevoir hors contexte chacun des· 
lexèmes est si importante qu~on ne peut penser manipuler 
plus de quelques paragraphes él la fois, la routine d'indexa-
tion manuelle exigeant beaucoup trop du temps de l'usager. 
Dans d'autres systèmes "top-down", celui du célèbre Jeu de 
Blocs de Winograd par e~emple,la réduction est e~ quelque 
sorte inhérente él la conception mime de l'algorithme, elle 
résulte de l'osmose trafi~uée entre la sém~ntique de l'uni-
vers textuel analisé et celle étalée dans la batterie des-
criptive du système; la desription de chacun des lexèmes 
n'étant valide que pour le texte étudié et non pour 
l'ensemble de la . langue, On ne peut penser manipuler un cor-
pus d'envergure. 
Ainsi il semble bien que le principal problème associé 
au traitement des LN demeure un problème de gestion. 
L'ensemble des relations signifiantes dêposées entre les 
. mots d'un texte représente une quantité si grande d'informa-
tion que tout traitement computationnel de cet ensemble doit 
s'accommoder d'une perspective réductionniste. Cette réduc-
tion portera ou bien sur le corpus analysé (systèmes "top-
dO\oTn"), ou bien sur la batterie sémantique engagée dans 
l'algorithme (systèmes "bottom-up"). 
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Un troisième type de système laisse entrevoir une fis-
sure au dilemne rêductionniste: il s'agit de machine~ ba-
s~es sur des principes d'apprentissage. Au point de départ 
· tout se passe dans ces systèmes conne dans certains systèmes 
"botton-up", c'est-à-dire qu'aucune contrainte n'est appli-
quêe sur le choix du corpus ou sur sa longueur, la descrip-
tion sêmantique impliqu~e êtant nulle ou minime. Par la 
suite l'a~tomate tent~ la rêsolution d'une proc~dure, il 
peut s'agir de rêpondre à une question, de produire une pa-
raphrase, de traduire une sêquence ••• s'il êchoue dans sa 
tentative, il communique avec l'usager, lui diagnostique la 
difficulté et attend son aide; ce dernier peut alors four-
nir une catégorie, une relation de dépendance contextuelle, 
une association sémantique ••• etc. Cette information pour-
rait être valide pour toute la langue, mais sera le plus 





APLEC (apprenti-lecteur) est un~ extension du logiciel 
Déredec consacrée â l'exploration de contenu augmentée de 
procédures d'apprentissage. APLEC est un autOQate Déredec 
fortement inspiré des principes de programQation automatique 
sensible au contexte (la procédure PASC présentée en intro-
duction). 
Pour toute grammaire de texte (GDT) soumise â son 
attention par un usager, APLEC construit un systime d'inves-
tigation questions/réponses. 
La GDT que l'on veut soumettre â APLEC doit d'abord 
avoir été appliquée sur le texte dont on désire interroger 
le contenu. Une fois cette démarche effectuée, il ne reste 
plus pour l'usager qu'â fournir une série de modèles 
d'exploration qu'il juge représentatifs des structures inde-
xées par sa grammaire. 
Une séance avec APLEC a l'aspect d'une suite de ques-
tions posées par l'usazer et auxquelles tente de répondre 
l'apprenti-lecteur. Les questions sont formulées dans la 
langue du texte. Sur chacune d'entre elles, la GDT de 
l'usager est appliquée et APLEC essaie P?r la suite de ca-
ractériser au mieux la description obtenue, ceci au moyen 
des modèles d'exploration préalableQent proposés. Ces 
explorations servent à construire de nouveaux modèles 
qu'APLEC parachute sur le .texte (procédure PASC). Les sce-
cents du texte qui réalisent ces modèles deviennent les . ré~ 
ponses appropriées aux questions posées. 
Si l'un des modèles soumis par l'usager ne peut servir 
à fournir directement une réponse, l'apprenti-lecteur cher-
che quand nêQe à dépister les éléments du texte qui occupent 
un~ position analogue â l'élénent problématique de la ques-
tion, puis entre en communication avec l'utilisateur pour 
lui demander de confirmer si possible l'existence d'une 
équiv~lence sémantique entre cet élément et l'un ou l'autre 
des éléments dépistés sur le texte. Dans l'affirmative, les 
segments du texte qui contiennent les équivalents sémanti-
ques dans les positions structurales exigées seront considé-
rés comme appropriés et la suite des tests (modèles) leur 
sera appliquée. 
- ;;--- ,. ~, 
, . s, I .... :j: 
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Les équivalents sémantiques peuvent être appris par 
APLEC (d'o~ son nom), c'eSt-à-dire qu'd la demande de l'usa-
ner (voir plus bas la fonction MERCI) APLEC redécrit le tex-
te en y . inscrivant les équivalences sémantiques au ooyen de 
la construction autooatique d'EXFAL (exemple: ("serviette" 
(EQUI* ("sac"»». Cet apprentissage peut être contextuali-
sé ou pas, le contexte de l'équivalence sémantique étant dé-
fini par certains mots de la question (ceux dépistés par les 
mod~les de l'usager). 
L'impression générale qui se dégage de ce système 
d'analyse de contenu est celle d'un "robot" personnalisé 
fonctionnant avec les schémas sémantiques (l'ensemble des 
équivalences sémantiques) de son utilisateur; schémas qui 
se construisent au fur et a mesure des conversations avec le 
texte. Ainsi, contrairement à ces systèmes de questions/ré-
ponses o~ se trouve déterminé a l'avance .l'ensemble complet 
des relations ' sémantiques admises, et par le fait même le 
type d'univers textuel sur lequel il sera possible de le 
projeter, l'apprenti-lecteur permet de définir pour une GDT 
donnée un système de questions/réponses qui soit a même de 
construire les seules associations sémantiques dont il aura 
besoin pour améliorer son travail de fouille. 
Il est a souligner de plus que l'étude de la liste des 
équivalents sémantiques renseignera l'usager sur les limites 
sémantiques d'exploration de sa grammaire. APLEC constitue 
par là un moyen rapide de connaître ces dernières. 
Notes: 
1) S'il le préfère, l'usager peut laisser à APLEC le 
soin de caractériser la description produite par la CDT sur 
la question. Cette caractéristique souligne un degré plus 
élevé d'automatisation, mais par ailleurs un extrémisme plus 
grand dans la détermination des contraintes. C'est qu'un 
seul modèle d'exploration sera construit à partir de l'étu~e 
de la question. Les caractéristiques structurales de celle-
ci deviendront autant de PATRONS dans ce mod~le, PATRONS 
dont la suite pourrra être évaluée conjonctivement ou dis-
jonctivement sur le texte, selon la valeur qu'aura aupara-
vant donnée l'usager à la variable CONJONCTION (T ou NIL). 
Dans le prenier Gas (T), toutes les caractéristiques struc-
turales doivent se re .trouver dans un seul segment du texte 
pour que celui-ci soit considéré comme une réponse, alors 
que dans le second cas l'une ou l'autre de ces caractéristi-
ques suffira à dépister une réponse. 
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2) Lorsque l'usager décide plutôt de fournir lui-même 
la suite de modêles, il doit 1.ier la variable MODUSA à la 
liste des noms des modêles d'exploration (SETQ MODUSA 
@(MODl* MOD2* HOD3* •• » et lier par ailleurs chacun .de ces 
modêles à son contenu particulier. Ici une contrainte sup-
plêmentaire a êtê retenue, tous ces modêles ne doivent dê-
pister que des expressions atomiques. 
Les rnodêles seront testés dans un ordre prioritaire dê-
fini de gauche à droite. C'est-à-dire qu'un modêle dans la 
liste ne pourra toujours dépister qu'un sous-ensemble de la 
partie de texte jusqu'àlors dêpis~ée par le ou les modêles 
situés plus à gauche dans la liste. L'usager peut par ail-
leurs exiger un rninimu~ d'intersections entre les sous-en-
sembles construits, pour qu'il y ait rêponse à ses ques-
tions, ceci, en donnant une valeur à la variable INTERSECj 
le nombre d'intersections construites sera toujours au moins 
égal à la valeur donnêe à INTERSEC. Ainsi si INTERSEC est 
liê à 2, au moins deux intersections devront avoir êtê dé-
pistées pour qu'une réponse soit donnée (la premiêre inter-
section est celle produite par le premier dêpistage réussi 
sur le texte questionné). Si à la suite d'une fouille coo-
plête (impliquant tous les modêles de MODUSA) les intersec-
tions nécessaires n'ont pas pu être construites, la liste 
MODUSA est automatiquement transformêe, le premier modêle 
étant déposé à la fin de la liste, le second modêle devenant 
le premier. Cette procédure sera réappliquée tant que le 
nombre dêsiré d'intersect~ons n'aura pas été trouvê ou que 
la liste ne redeviendra pas ce qu'elle était au point de dé-
part (auquel cas évidemment, aucùne réponse n'est fournie). 
INTERSEC se trouvera automatiquement réduit (de 1) à 
chaque fois qu'un modêle de la série proposée (MODUSA) ne se 
réalise pas sur la question posée. Ainsi par exemple si 
INTERSEC est liê a 3 et que seulement 3 des 4 modêles propo-
sés s'appliquent sur la question, alors deux intersections 
seront exigées avant qu'une réponse soit fournie. 
3) Chacune des questions doit se terminer par un point 
d'interrogation ("?"). Si l'·usager la termine par un point 
("."), APLEC ira tout simplement déposer le contenu de cette 
question (une fois transformée par la GDT) à la fin du texte 
questionné. APLEC s'emploie de concert avec la fonction 
USAGER. Cette fonction permet d'appliquer une série d'auto-
mates (une GDT) sur une seule séquence à la fois. Au début 
d'une séance avec APLEC, l'usager devra lier la variable 
QUESFIC (voir la description de la fonction USAGER) à la 
liste constituée du nom du premier autonate de sa GDT, et du 
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no~ du fichier sur lequel est déposée la DDT qu'il désire 
analyser. 
4) APLEC est en fait le noc d'un automate que devra 
faire appeler le dernier autonate de la GDT de l'usager, ce-
ci juste avant la programmation du (RETURN) final. Il suf-
fira d'y mettie la comcande (E APLEC SI G); exemple: 
(SB (POIN (E APLEC SI G) (RETURN»). 
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4.3 Prenier exemple d'utilisation d'APLEC 
La GDT utilisée a trait à la structuration de surface 
des phrases fran~aises (chapitre 3), augmentée d'une procé-
dure de lemnatisation (il s'aeit de ramener à une même forme 
cannonique les items lexicaux qui dans un texte appartien-
nent à une même famille (radical), et ceci, selon des règles 
simples de troncature par la droite de ces items). - Cet 
algorithme est appliqué automatiquement lorsque la variable 
LEMALCO a T pour valeur. 
Voyons un peu l'aspect d'un dialogue constitué à propos 
de la lecture d'un texte court, décrit par cette grammaire, 
volontairement redondant afin de mieux exhiber les facultés 
de discernation de notre ap~renti-lecteur • 
• TYPE TEXTEQ.TXT 
"Les" "enfants" "boivent" "du" "lait" "." 
"Les" "honmes" "b'oivent" "du" "café" "." 
"Harie" "se" "lève" "tard" "." 
"Les" "enfants" "se" "lèvent" "tôt" 
• RUU DEREDEC 
" " . 
*(SETQ QUESFIC @(AUTOQ (TEXTEQ.DES») 
*(LIRFIC (TEXTEQ.DES» 
(CP NIL 
(CN «(I 1 +» 
(D12 NIL (TIl NIL "LES"» 
(N 1 NIL "E NFANTS"» 
(CVl «(I -1 -» 
(GVl «Pl 2 -» 
(VI NIL "BOIVENT"» 
(C2l NIL "DU") 
(CN «Pl -2 +» 
(C32 NIL ".") 
(CP NIL 
(NI NIL "LAIT"»» 
(Cn «1 1 +» 
( D 1 2 NIL ( T 1 1 lH L " LES" ) ) 
(NI NIL "HOHHES"» 
(CVl «1 -1 -» 
(GVl «Pl 2 -» 
( V 1 1\ IL" BOl V H : T " ) ) 
(C2I NIL DU") 
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(GN «Pl -2 +» 
(Nl NIL "CAFE"»» 
(C32 UIL ".") 
(GP NIL 
(GN «1 1 +» 
(NI IHL "HARlE"» 
(GVl «1 -1 -» 
(N212 NIL "SE") 
(GVl NIL 
(Vl NIL "LEVE") 
( GD Il NIL (D l l NIL "TARD"»») 
(C32 NIL ".") 
(GP NIL 
(GN «1 1+» 
(D12 NIL (TIL NIL "LES"» 
(Nl NIL "ENFANTS"» 
(GVl «(1 -1 -» 
(N212 NIL "SE") 
(GVl NIL 
(VI ' NIL "LEVENT") 
{GDll NIL (Dll NIL "TOT"»») 




(GP «X) (I +) (GV . «Vl «=X»»») 
*THE* 
(GP «X) (1 -) (GN «Nl «=X) ,»»» 
*(USAGER ("Harie" "boit" "elle" "?"» 
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"Harie" parmi les expressions: ("enfant" "homme") ? 
*"enfant" 




*(USAGER ("Harie" "boit" "elle" "du" "lait" "?"» 
- - "L es" " e n fan t s" " b 0 i "J e nt" " du" " 1 él i t " 
Autre-question? 
*(USAGER ("Harie" "se" "l~ve" "t" "elle" "tôt" "?"» 
--"Harie" "se" "lève" "tard" 
Autre-question? 
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•••••••••• NERCI est la fonction utilisée pour l'apprentissa-
ge des êquivalents sémantiques. Cet apprentissage peut ~tre 
contextualisé sur demande. C'est-à-dire que pour chaque 
équivalence sémantique proposée par l'usager, APLEC mémorise 
le contexte dans lequel se fait cette proposition; ce der-
nier est constitué de certains mots de la question courante 
o( c eux dép i sté spa rIe s m 0 d è 1 e s d e HO DUS A ; c e c i a pou r con -
skquence que la finesse d'apprentissage se définit directe-
ment dans les termes de la GDT et des modèles de l'usager). 
Ainsi dans notre exemple, APLEC a appris pour le mot 
" e n fan °t" l' é qui val é nt "H a rie" ; il a li rad e plu sap p ris que 
cette équivalence sémantique n'est valable que dans les 
phrases où l'on retrouve le mot "boire". Sans cette mesure, 
tous les "enfants" du texte auraient eu pour équivalent "Ma-
rie"; on voit à la dernière phrase du texte quel type 
d'erreur cela aurait entraîné. 
L'exemple souligne de plus le caractère personnalisé du 
système: alors que des équivalences sémantiques sont vrai-
semblables pour des usagers donnés dans des contextes d'uti-
lisation donnés, il serait aberrant de les déposer dans un 
dicti~nnaire apriorique de la langue. 
L'usager peut toutefois décider à sa guise du caractère 
contextualisé de l'apprentissage des équi v alents sémanti-
ques, il n'a pour cela qu'~ donner une valeur (T ou NIL) à 
la variable CONTEXTE, ceci préalablement à l'évaluation de 
(MERCI); lorsque le Déredec est chargé en mémoire, CONTEXTE 
est lié à T (T implique que l'apprentissage ~oit contextua-
lisé) • 
, '" ' 
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4.4 Second exe~pled'utilisation d'APLEC 
La GDT utilisée a ~t~ pr~posée par Claude Panaccio du 
d~parternent de philosophie de l'UQTR (Panaccio 1978). 
Le corpus étudi~ est composé d'une vingtaine de lettres 
écrites ~ des journaux a l'occasion du débat sur la chasse 
aux b~b~s phoques dans l'estuaire du Saint-Laurent. ' 
L'hypoth~se centrale de cette grammaire est ~ue l'on peut 
par l'indexation de certaines catégories aux mots d'une 
lettre, et par l'application ult~rieure sur ces catégories 
de r~gles de composition syntagmatique, réussir a · déterminer 
si l'auteur de la lettre (ou l'auteur d'une question a 
APLEC) est pour ou contre la chasse aux béb~s phoques. Les 
cat~gories permettent d'identifier les AGENTS ~t les ACTgS 
reiatifs ~ l'univers s~mantique de la chasse aux ph6ques 
ainsi que deux prldicats LOUABLE et CONDAMNABLE que cesél~­
ments ou d'autres lexèmes de la phrase peuvent recevoir. 
Les règles de composition syntagmatique quant a elles ser-
vent a transférer ces cotes axiologiques ~ des noyaux de 
plus en plus gros d'une s~quence; ainsi, un AGENT qui com-
met un ACTE LOUABLE sera cornpos~ . dans un syntagme AGENT-
LOUABLE. · •• 
La composition syntagmatique se fait préférentiellement 
de droite a gauche; de plus, si un élément re~oit une cote 
dans une phrase, il conserve cette cote pour toute la let-
tre. Nous avons programmé cette grammaire en Dérèdec et 
nous l'avons de plus augmenté d~ la procédure de lemmatisa-
tion ainsi que d'une procédure pour la saisie de certaines 
relations logiques entre les questions successives posées 
. par l'usager. 
Exemple d'un dialogue avec APLEC sur cette grammaire: 
.RUN DEREDEC 
*(BONJOUR) 
•••••••••• cette commande initialise en mémoire les informa-





Aimeriez-vous donner une opinion sur la chasse aux phoques ? 
*(DECO) 
Donnez votre opinion, le param~tre ARGUCO 6tant li6 a T, je 
m'opposerai. celle-ci! 
•••••••••• la fonction DECO 
teurs logiques aSSOC1es 
être appliqu6e au d6but de 
contrôle la mise à z~ro des comp-
à chaque conversation; elle doit 
chacune d'entre elles; 
•••••••••• ARGUCO peut aussi être li~ à NIL, auquel cas APLEC 
fournit pour réponse un argument d'appui. Dans ce cas-ci, 
il tentera de dépister sur le corpus la ou les séquences qui 
constituent les meilleurs contre-arguments. 
*(USAGER ("Brigitte" "Bardot" "cache" "des" "int6rêts" "peu" , 
"honorables" "?"» 
Pouvez-vous fournir un ~quivalent sémantique a 




--"Il" "me" "senble" "qu'il" "faudrait" "louer" "ce" "défen-
seur" "de" "la" "nature" "plutôt" "que" "de" "le" "d~nigrer" 
Il en" "p r êta nt" " à" " son" " a c t i 0 Il'' " des" " m 0 b i 1 es" pur e 1:1 e nt" 
"d" "int6rêts". Autre question? 
*(USAGER ("Pourtant" 
" cor r 'e ete " "?"» 
"Bardot" "est" "une" "dame" 
Vous vous contredisez, vous étiez pour et là vous êtes 
tre Etes-vous pour cette chasse oui ou non ? 
*nON 




--"Brizitte" "Bardot" "vient" "de" "se" "couvrir" "de"" "ri-
dicule" "par" "ses" "déclarations" "farfelues" "sur" "la" 
"chasse" "aux" "bébés" "phoques". Autre question? 
*(SETQ ARGUCO NIL) 
•••••••••• cocmande permettant de chaneer la valeur d'ARGUCOj 
*(DECO) 
D~nnez votre opinion, le param~tre ARGUCO étant lié 
je vous donnerai mon appui! 
*(USAGER ("Weber" "agit" 
"phoques" "?"» 
"pour" "protéger" 
Pouvez-vous catégoriser l'expression de 
ries: AGENT ACTE LOUA CONDA FF FP FT ? 
"AGIT" 
(APLEC BROKEN) 







•••••••.••• le mot "agit" n'apparaît pas dans le corpus et n'a 
par ailleurs jamais été mentionné dans une conversation 
antérieure; la catégorie proposée sera retenue et servira 
dans les séances ultérieures. La fonction CAT (utilisée ~ 
la place de PROCAT) aurait permis une catégorisation sans 
~pprentissage, donc valide uniquement pour cette ~uestion. 
FE signifie Forme Fonctionnelle (ex.: me te ae.~.); fP 
(pour Forme Pleine) catégorise les lex~mes chargés sémanti-
quement mais qui ne recoivent pas de catégories spécifiques 
~ l'univers concerné (c'est-~-dire la chasse aux phoques); 
FT renvoie aux fonctions de transfert des cotes, ainsi les 
particules de négations (ne pas ••• ) qui l6rsque rencontrées 
dans u~e séquence inversent la cote déj~ attribuée. Trois 
doubles catégories ont de plus étées définies: ACTELOUA, 




Pouvez-vous fournir un équivalent sémantique à l'expression: 
"phoques" parmi les expressions: ("nanti" "merveille" "ter-
re" "maison") ? 
"nerveille" 
Pouvez-vous fournir un équivalent sénantique à l'expression: 
"Heber" parmi les expressions: ("célébrité")? 
"célébrité" 
--"D'autres" "célébrités" "très" 
"rien" "pour" "la" "protection" 
"cette" "terre" "qui" "est" "notre" 
Autre question? 
*(DECO) 
"nanties" "ne" "font" 
"des" "cerveilles" "de" 
"maison" "à" "tous" "." 
*(USAGER ("Brigitte" "Bardot" 
"bons" "chasseurs" "?"» 
"vient" "défendre" "les" 
Je crois discerner une contradiction dans le processus éva-
luatif de .votre question. Je ne puis y répondre. Autre 
question ? 
Une dernière fonction appelée DIALOGUE orùonne à APLEC 
de considérer la réponse qu'il dépiste conme une nouvelle 
question. L'usager voit ainsi se dérouler devant lui ques-
tions et réponses. Il n'aura qu'd programmer la première 
question (DIALOGUE remplace alors USAGER) et à fournir les 
équivalents s~mantiques lorsqu'APLEC le lui demande. La 
procédure ne s'arrête que si une question ne trouve pas ré-
ponse dans le corpus. On peut assister à un dialogue o~ les 
i~tervenants sont d'avis opposés (ARGUCO = T) ou de Qême 
avis (ARGUCO = NIL). 
Dans l'exemple qui suit, lorsque la réponse contient 
plus d'une phrase, seule la prer.lière deviendra la "question" 




(DIALOGUE ("Les" "chasseurs" "sont" "des" "sadiques" 
"assoiff~s" "de" "sang" "et" "de" "violence" "?"» 
--"Le" "contraste" "est" "frappant" ";" "les" "phoques" 
"sont" "réellement" "de" "belles" "bêtes" "durant" "les" 
"premi~res" "semaines" "de" "leur" "existence" "et" "la" 
"publicité" "sur" "cette" "chasse" "y" "met" "même" "de" 
"la" "couleur" "en" "présentant" "toujours" "les" "coulées" 
"de" "sang" "rouge" "sur" "fond" "blanc" ";" "si" "c" 
"était" "du" "sanE" "de" "loup" , " " "une" "grande" "majori-
té" "réagirait" "différamment" 
--"Mais" "tuer" "n" "est" "il" "pas" "par" "définition" "un" 
"acte" "barbare" "privant" "un" "être" "vivant" "de" "son" 
"droit" "le" "plus" "fondamental" "j" "est" "il" "possible" 
"de" "poser" "un" "tel" "geste" "sans" "violence" 
------------------------contre-réponse: 
- -" Au" " con t rai r e" "c e" "n e" "s 0 nt" "p as" "d es" "p,e r son n es" . 
"blasées" "de" "la" "vie" "qui" "essaient" "de" "prendre" 
"la" "part" "des" "phoques" " " "mais" "bien" "des" "gens" 
"assez" "sensibles" "pour" "être" "capables" "de" "se" 
"mettre" "dans" "leur" "peau" "et" "pouvoir" "sensibi'liser" 
"le" "monde" "à" "ce" "probl~me" 
--"Quel" "carnage" "" "quelle" "monstruosité" "envers" 
"ces" "petites" "bêtes" "sans" "défense" "qu" "on" "exécute" 
"à" "coups" "de" "bâton" "pour" "assouvir" "son" "besoin" 
"de" "tuer" "et" "contenter" "son" "souci" "financier" 
--"Je" "m" "asseois" "devant" "la" "télévision" "à" "sept-
heures" "pour" "écouter" "les" "nouvelles" "," "après" "une" 
"journée" "bien" "remplie" "," "je" "voulais" "relaxer" "un" 
"peu" "et" "soudain" "j" ' ''apercois'' "ce" "massacre" "," "e .t" 
"c" "est" "le" "seul" "mot" "possible" "ou" "impossible" "," 
"on" "assomme" "ces" "merveilleux" "bébés" "phoques" 
"blancs" "à" "coups" "de" "masse" "," "on" "les" "éventre" 
"," "le" "sang" "coule" "et" "tout" "le" "monde" " " "il" 






" qui" "r:lC~" 
" "je" "suis" "contre" "ce"- "massacre" 
"place" "parmi" "la" "majorité" "cana-
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Pour tous les exemples présentés ci-haut, le param~tre 
INTERSEC était lié à 3, et MODUSA était lié à (AG*AC* FP*), 
ceS nodêles étant respectivement définis de la fa~on suivan-
te: 
(ARG? «AGENT «(X (X* (=X»») «=X»») 
(ARG? ( (A eTE « (X ( X * ( .. X ) ) ) » « .. X-) ... ) ) ) ) 
(ARG? «FP «(X (x* (=X»») «=X»») 
Les lignes qui suivent présentent un dernier exemple 
auquel on a ajouté des commentaires pour chacune des étapes 
de la procédure. 
*(DECO) 
Donnez votre opinion~ le pararnitre ARGUeO étant lié à T, je 
m'opposerai à celle-ci! 




"p r i n C i P ,e s " 
ses")? 
* "causes" 
fournir un équivalent @émantique à l'expression: 
parmi les · expressions: ("sensibilité" "cau-
--"Alors" "r.ladame" "Bardot" "et" "cie" "," "mett.ez" "donc" 
"vos" "s .ous" "et" "votre" "sensibilité" "à" "défendre" "des" 
"causes" ."plus" "pressantes". Autre question? 
Premi~re étape: description de la question par la GDT: 




( AGE N T NIL "B r i g i t te " ) 
(AGENT NIL "Bardot") 
(ACTELOUA NIL 
(ACTE NIL "défend") 
(FF NIL "de") 
(LOUA NIL "nob les") 
( F P NIL " prin c i p es" ) ) ) ) 
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"Bardot" est donc AGENTLOUA. Puisqu'APLEC sait que cet 
agent s'oppose • la chasse aux phoques (il poss~de des 
informations de ce type pour les principaux agents), il 
cherchera la réponse dans les lettres · qu'il & d'pistées au-
paravant comme étant favorables. celle-ci (ARGUCO est lié. 
T) d'où l'indexation de cette catégorie ARGUCON (ARGUCON 
pour argument contre). 
Seconde étape: application du premier mod~le sur la 
question (AGENT*). On y dépiste les expressions atomiques 
"Brigitte" et "Bardot". Un mod~le interne est construit au-
tour de ce résultat et son application sur le corpus des 
lettres favorables • la chasse aux phoques donnera l'ensem-
ble des phrases où apparaît l'expression "Bardot" (sous 
l'une des formes: "Brigitte", "Bardot", "madame" et cer-
tains pronoms "elle" qui ont été désambigués • la main). 
Troisi~me étape: le second mod~le (ACTE*) dépiste 
l'expression "défend" sur la question; un mod~le interne 
est construit sur ce résultat puis est appliqué sur la ré-
ponse courante (le sous-corpus dépisté en la seconde étape) 
éliminant du m6rne coup les phrases de cette derni~re qui ne 
renferment pas â la fois un AGENT/"Bardot" et un ACTEj"dé-
fend". 
Quatri~me étape: le dernier modèle (FP*) dépiste sur 
la question l'expression "principes". Le mod~le interne 
construit sur ce résultat et appliqué sur la réponse couran-
te (étape précédente) n'y dépiste aucun élément. Le modèle 
FP* sera alors directement appliqué sur la réponse courante; 
y dépistant les expressions "sensibilité" et"causes". Une 
réponse valable (le nombre désiré d'intersections étant 
atteint) sera fournie â cette étape si l'usager, comme c'est 
le cas dans notre exemple, indique. â APLEC l'existence d'une 
relation d'équivalence sémantique entre "principes" et "cau-
ses". Dans le cas contraire, puisque deux intersections au-




~t~ ~~or3anisêe (elle serait devenue (ACTE* FP* AGENT*» et 
la recherche d'une rêponse aurait êtê anorç~e sur ces nou-
velles bases. Si aucun arrangement possible de MODUSA (dans 
notre exemple il en existe trois) n'avait permis de dêpister 
le nombre dêsirê d'intersections, alors APLEC aurait annonçê 
ne pas trouver de réponse. Dans des situationscocne cel-
les-l., l'usager peut a) fixer INTERSEC • une valeur moin-
dre, b) changer l'ordre, le nombre ou le contenu des mod~les 
de MODUSA, ou encore se montrer plus souple dans l'attribu-
tion des équivalences. 
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Annexe RU chRpitre -3-





(PHI S2 D) (X SI C» 
( X (TRAUEXA CATEGO) S3» 
«Dl 02 N V C) (RETURN» 
(X (ARRET) (RETUR N»» 
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On obtient CATEGO en faisant préalableQent à 






































(D2 " q ue") 






























(D1 2 "lIles") 
(012 "notre") 




(012 "n n ") 


































( :'1 211 "elle") 
( H211 "ils") 
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(N211 "j") (N211 "je") (N211 "on") 
(N212 "lui") (N212 "m") (N212 "me") 
(N212 "se") (N212 "y") (N22 "ceci") 
(N22 "cela") (N22 "celle") (N22 "celle-là") 
( ~l 2 2 " c e Il es" ) ( :~ 2 2 " c e Il es - ci" ) ( N 2 2 " cel u i " ) 
(N22 "celui-ci") (N22 "ceux") (N22 "ceux-ci") 
(N 2 2 " c eux - là" ) ( N 2 2 "e Il e s - ra ê r.le s ") ( N 2 2 " eux" ) 
(N22 "eux-mêmes") (N22 "moi") (N22 "moi-même") 
(N22 "quelques-unes") 0122 "quelques-uns") n122 "quoi") 
(N22 "soi") (N22 "soi-raêP1e") (N22 "unes") 
(N22 "uns") (N23 "auquel") (N23 "auxquelles") 
' (N23 "auxquels") (N23 "desquels") (N23 "dont") 
(N23 "duquel") (N23 "laquelle") (N23 "lequel") 
(N23 "lesquelles") (N23 "lesquels") (N23 "où") 
(N23 "qui") (N23 "quiconque") (T102 "puis") 
(TIl "1") (TIl "la") (TIl "le") 
(TIl "les") (TIl "leur") (TIl "leurs") 
(T12 "en") (T131 "ce") (T131 ' "son") 
(T132 "aucun") (T132 "aucune") (T132 "aucunes") 
(T132 "aucuns") (T132 "quelle") (T132 "quelles") 
(T132 "tous") (T132 "u~") (T132 "une") 
(T133 "autres") (T133 "autres") (T133 "certain") 
(T133 "certaine") (T133 "chacun") (T133 "chacune") 
(T133 "divers") (T133 "diverses") (T133 "plusieurs") 
( T 1 3 3 " que l " ) ( T 1 3 3 " que 1 s " )( T 1 3 3 "t el" ) 
(T133 "telle") (T133 "telles") (T133 "tels") 
(T134 "seule") (T134 "seules") (T134 "seuls") 
(T141 "s") (T142 ' ''si'') (TISI "contre") 
(TISI "envers") (T151 "pour") (T152 "mal") 
(T1521 "moins") (T1521 "peu") (T1521 "plus") 
(T1521 "rien") (T1522 "abord") (T1522 "bien") 
(T1523 "or") (T1523 "pas") (T1523 "point") 
(T1531 "mêne") (T1531 "mênes") (T1531 "seul") 
(1'1532 "toute") (T1532 "toutes") (T1533 "tout") 
(T162 "pourvu") (T162 "vu") (T17 "après") 
(T17 "au-dessous") (T17 "au-dessus") (T17 , "au;"'devant") 
(T17 "avant") (T17 "dedans") (T17 "depuis") 
(T17 "devant") (T17 "par-desssus") (T17 "pendant") 
(T17 "personne") (T18 "nous") (T18 "vous") 
(T133 , "mien") (T133 "mienne") , (T133 "miennes") 
(T133 "nôtre") (T133 "nôtres") (T133 "sien"' ) 
(T133 "sienne") (T133 "siennes") (VI "a") 
(VI "ait") (VI ' ''aura'') (VI "est") 
(VI "sont") 
5Aries des automates FDO: 
(FDOO (51 (PIII 52 D) (X 51 C» 
(52 (TI02 53 G) (C32 (E FD01 51 G) U{ETURN» (X S2 D» 
(53 «PlII C3) 54 D) (X 55 D» 
(54 (TI02 (0 C) (F D 011) 52 D» 
(55 (T102 (0 C) (F D VI) 52 D») 
(FD01 (51 (PIII 52 D) (X SI G» 
(52 (TIl S3 D) (C32 (E FD02 51 G) (~ETURN» (X 52 On 
(53 «VI V21 V22 N212 T12 T162) 54 G) 
(TIl 58 G) 
(D11 55 D) 
(X 57 G» 
(54 (TIl (0 G) (F D N212) 520» 
(55 (N212 55 D) (V21 . 56 G) (X S7 G» 
(56 (TIl (0 G) (F D N212) 52 D) «N212 Dl1) 56 C» 
(57 (TIl (0 G) (F D D12) 52 D) (X S7 G» 
(58 (TIl (0 G) (F D 012) S9 D» 
( 5 9 (T 1 1 (0 G) (F D N 2 2) S 2 D»), 
( F D 0 2( 5 1 ( PlI l S 2 D) (X 5 1 G» 
(52 (T12 S3 D) (C32 (E FD031 51 G) (~ETURN» (X S2 0» 
(S3 «T152 Dl1) 53 D) «VI V21) 54 G) (X 55 C» 
(S4 (T12 (0 G) (F D N212) S2 0) (X 54 G» 
(S5 (T12 (0 G) (F D C22) 52 D) (X 55 G») 
(FD031 (51 (PHI S2 0) (X SI G» 
( 5 2 (T 1 3 1 5 3 D) ( C 3 2 (E F D 0 3 2 5 1 G) ( RET U RH» (X 5 2 D» 
(53 · «N22 T1521 NI) 55 G) «D11V23) 53 D) (X S4 G» 
(54 (T131 (0 G) (F D N22) 52 D) (X S4 G» 
(55 (T131 (0 C) (F D D12) 52 D) (X S5 G») 
(FD032 (51 (PHI S2 D) (X .51 G» 
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(S2 (T132 53 Ù) (C32 (E FD033 51 C) (RETURN» (X 52 D» . 
(53 «T142 T134 T1532 D11 012 T1533) 53 0) 
(Cl 57 0) 
«T152 T16 TISI T1531 T133 NI N22) 54 G) 
(V23 S6 D) 
(X 55 G» 
(54 (T132 (0 G) (F D D12) S2 D) (X 54 G» 
(55 (T132 (0 C) (F D N22) S2 D) (X 55 C» 
(56 «T152 T16 T1531 TISI T133 NI N22) S4 C) 
(V23 S6 D) 
(Cl S7 D) 
(XS 5 C» 
(S7 «011 V23) S3 0) (X 55 G») 
(FD033 (SI (PHI S2 D) (X 51 C» 
(S2 (T133 S3 D) (C32 (E FD034 SI C) O{ETURH» (X 52 D» 
(S3 «011 V23) 53 D) 
«NI N22 T161 T1533 T1522) S4 C) 
(T133 SIlO) 
(D2 S19 C) 
(X 55 G» 
-=~= '- ,_. .. ' d . f t " 
(S4 (T133 S9 C) (X S4 C» 
(S5 (T133 S6 C) (X S5 C» 
(S6 «NI D11 T152) SB D) (Cl S17 C) (X S7 D» 
(57 (T133 (0 C) (F D N22) S2 D) (X S7 D») 
(S8 (T133 (0 C) (F D V23) S2 D» 
(59 «012 V23) S8 D) (X S10 D» 
(510 (T133 (0 C) (F D D12) S2 0» 
(SIl «T161 T1522 T1533 NI N22) S13 C) (X S12 C» 
(S12 (T133 (0 C) (F D N22) S14 C» 
(513 (T133 (0 C) (F D V23) SIS C» 
(S14 (T133 (0 C) (F D D12) S16 D» 
(SIS (T133 (0 C) (F D N22) S16 D» 
(S16 (X 52 D» 
(S17 (V23 S18 D) (X 57 D» 
(S18 (Cl S8 D» 
(519 (T133 (D C) (F D N22) S2 D) (X S19 Cl»~ 
(FD034 (SI (PHI S2 D) (X SI C» 
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(S2 (T134 S3 C) (C32 (E FD041 SI C) (RETURN» (X 52 D» 
(53 «D11 V N22 , N23 T162) S6 D) (D12 S5 D) (X 54 D» 
(S4 (T134 (0 C) (F D N22) S2 D» 
(S5 (T134 S7 D» 
(S6 (T134 (0 C) (F D V23) S2 D» 
(S7 «T16 NI N22 T15) S9 C) «D11 V23) 'S7 ,D) (X 58 C» 
(S8 (T134 (0 C) (F D N22) 52 D) (X S8 C» 
(S9 (T134 (0 C) (F D V23) S2 D) (X S9 Cl»~ 
(FD041 (SI (PHI S2 0) (X SI C» 
(S2 (T141 53 D) (C32 (E F0042 SI C) (RETURN» (X S2 D» 
(53 «N212 011) S3 D) «T162 VI V21 V22) 55 C) (X S~ C)} 
(54 (T141 (0 C) (F D C22) (0 0) (F D D2) 52 D) (X S4 G)} 
(S5 (T141 (0 C) (F D tl212) 'S2 D) (X S5 Cl»~ 
(FD042 (SI (PHI 52 D) (X 51 C» 
(52 (T142 S3 D) (C32 (E FD051 51 C) (RETURN» (X 52 D» : 












(X S4 C» 
(S4 (T142 (0 C) (F D C22) (0 D) (F D D2) S2 D» 
(55 (T142 (0 C) (F D 011) S2 D») 
(FD051 ,(SI (PlII S2 D) (X Sl , C» 
(52 (T ISIS 3 C) (C 3 2, (E FD 052 SIC) (R ETURN » (X 5 2 D» 
(S3 (D12 S5 D) ( X S4 D» 
(S4 (TISI (0 C) ( F D C22) S2 D» 
-----_._.,, _ .... 
(55 (T151 (0 C) (F 0 N22) 52 D») 
(FD052 (51 (PHI S2 0) (X 51 C» 
(52 (T152 S3 C) (C32 (E FD053 SI C) (!{ETURN» (X S2 D» 
(53 (V23 st. D) 
(D12 S9 C) 
(C21 SIl D) 
(011 S8 D) 
(X S5 D» 
(S4 (D12 st. 0) 
«TI522 T1523) (0 Cl (F 0 NI) S2 0) 
(T1521S6D» 
(S5 (T152 (0 Cl (F 0 011) S2 D» 
(S6 «T162 VI V2 Dl T17 M23) 55 C) (X S7 C» 
(S7 (T1521 (0 C) (F D N22) S2 D» 
(S8 «T1521 T1523) (0 C) (F D D11) S2 D) (T1522 S13 D» 
(S9 (C22 S10 D) (X S4 D» 
(SlO (D12 S10 D) 
(T1521 (0 C) (F 0 011) 52 D) 
«T1522 T1523) (0 C) (F D NI) S2 D» 
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(Sil (T1521 S12 0) «TI522 T1523) (0 C) (F D D11) S2 D» 
(S12 (VI S7 C) (X S5 C» 
(S13 «V23 02) S14 C) (X SIS C» 
(S14 (T1522 (0 C) (F D 011) S2 D» 
(SIS (T1522 (0 C) (F 0 V23) S2 D» 
(S16 (02 S7 C) (X S8 Cl»~ 
(FD053 (SI (PHI S2 0) (X SI C» 
(S2 (T153 S3 C) (C32 (E FD06 SI C) (RETURN» (X S2 D» 
(S3 (012 S4 D) «011 V23) S3 C) (X S5 0» 
(S4 (T153 S6 0) (X S4 0» 
(S5 (T153 S10 0) (X S5 D» 
(S6 (NI S8 C) «D11 V23) ·57 C) (X S9 C» 
(S7 (T153 (0 C) (F D 011) S2 D) (X 57 C» 
(S8 (T153 (0 C) (F D V23) 52 D) (X S8 C» 
(S9 (T153 (0 C) (F D N22) S2 D» 
(S10 «D12 NI T161 T162 N22) Sil C) (X S12 C» 
(SIl (T1531 (0 C) (F D 011) S2 D) 
«TlS32 T1533) (0 C) (F D 012) S2 D» 
(S12 «TI531 T1533) S13 C) 
(T1532 (0 C) (F D 011) S2 D) 
(X S12 C)) 
(S13 (02 516 D) «NI N22) S14 D) (X SIS D» 
(S14 «T1531 T1532 T1533) (0 C) (F D V23) S2 D» 
(SIS (T1533 517 D) (11531 (0 C) (F DD11) S2 D» 
(S16 (T1531 (0 C) (F D 011) S2 D) 
(T1533 (0 C) (F D N22) S2 D» 
(S17 (C2 S16 C) (X 518 C» 
(S18 (T1533 (0 C) (F D 011) S2 D») 
(FD06 (SI (PHI S2 0) (X SI C» 
(S2 «T161 T162) S3 0) 
(C32 (E FD07 SI C) (RETURN» 
(X S2 D» 
(S3 (D11 S3 .D) (D2 S5 C) (X S4 C» 
(S4 (T161 (0 C) (F D NI) 52 D) 
(T162 (0 C) (F D V23) S2 D) 
(D11 54 C» 
(55 (T162 58 C) (T161 S6 C) (D11 55 C» 
(S6 (C22 S7 D) (X S4 D» 
(S7 (T161 (0 C) (F D C22) 52 D» 
(S8 (C31 S10 D) (X 59 D» 
(S9 (T162 (0 C) (F D V23) S2 D» 
(510 (T162 (0 C) (F D C22) 52 D») 
(FD07 (SI (PIII S2 D) (X 51 C» 
(S2 (T17 S3 C) (C32 (E FD08 SI C) (RETURN» (X 82 D» 
(53 (Dll 58 C) (X 85 D» 
(S4 (T17 (0 C) (F D Dll) 52 D) (X S4 D» 
(85 (T17 56 D» 
(56 «VI V21 V22 C2 D2 D12 N) 87 C) (X 84 C» . 
(57 (T17 (0 C) (F D C22) 52 D» 
(S8 . (D11 58 C) (PHI 89 D) (X 84 D» 
(89 (T17 86 D) (X S9 D») 
(FD 0 8 (8 1 (PHI S 2 D) (XS 1 C» 
(82 (T18 53 D) (C32 (E FD101 SI C) (RETURN» (X 82 D» 
(S3 (VI 54 C) «V21 V22 D2 C3 N23) S6 C) (X 85 D» 
(S4 (T18 89 C) (N22 S8 C) (D11 87 C) (X 54 C» 
. (85 «D2 C3 rI23) 56 C) (VI S4 C) (X S5 D» 
(S6 (T18 (0 C) (F D N212) S2 D) (X86 C» 
(S7 (T18 830 C) (X 87 C» 
(S8 (T18 (0 C) (F D N212) . S2 D) (X 58 C» 
(S9 «Dl V23) S9 C) 
«D2 C32) 510 D) 
«C2 N211 NI N23) 511 D) 
(T18 (0 C) CF D N211) S12 D) 
(X S13 D» 
(S10 «Dl V23) 810 D) (T18 (0 C) (F D H211) 52 D» 
(511 «Dl V23) Sil D) (T18 (0 C) (F D N212) - 82 D» 
(S12 «D11 V23) 812 D) (T18 (0 C) (F D N212) 52 D» 
(813 (T18 815 G) (X S13 D» 
(814 (T18 (0 C) (F D N212) 82 D» 
(815 (Dll S14 D) (PIII 818 D) (X 816 C» 
(S16 (PHI S18 D) (VI S17 D) (X 516 C» 
(S17 (T18 519 C) (X 517 D» 
(518 (T18 (0 C) (F D N211) 82 D) (X 518 D» 
(519 (Cl S19 C) (C31 S21 C) (X S20. D» 
(520 (T18 (0 C) (F D N212) S2 n) (X S20 D» 
(821 «PHI C3) 824 D) (N23 822 D) (X S21 .C» 
(S22 (N212 S23 D) (Dl1 522 D) (X 824 D» 
(S23 (X S20 D» 
(S24 (T18 825 C) (X 824 D» 
(825 (PlII S27 D) (VI 526 C) (X 525 C» 
(S26 (PUI S27 D) (D2 S28 C) (X 826 C» 
(527 (T18 (0 C) (F D N211) S2 D) (X 527 D» 
(S28 «NI N22) 529 G) «C31 V23 D11) 528 G) (X S27 D» 
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(S29 ((NI Dl .V23 C2) S29 G) (VI S27 D) ex S20 D» 
(S30 (D2 S32 G) (X S31 D» 
(S31 (T18 (0 G) (F D N211) S2 D) (X S31 D» 
(S32 (Dll S33 G) (X S31 D» 
(S33 (D11 S33 G) ((VI V21 V22) S20 D) (X S18 D») 
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Texte exemple. Les premiires phrases de la . premiire partie 
du "Discours de la méthode" de René Descartes. Sortie de la sé-
rie d'automates FUO: 
(NI NIL "Discours" ) 
(C21 NIL "de" ) 
(D12 NIL (TIl NIL "la"» 
(NI NIL "méthode" ) 
(C22 NIL (TISI NIL "pour" » 
(Dll NIL (TlS22 NIL "bien"» 
(V2l NIL "conduire") 
(D12 NIL "sa" ) 
(NI NIL "raison" ) 
(Cl HIL "et" ) 
(V2l NIL "chercher" ) 
( D 1 2 IH L ( TIl NIL "l a" » 
(NI NIL "vérité" ) 
(C22 NIL "dans" ) 
(D12 NIL (TIl NIL "les" » 
(NI NIL "sciences" ) 
(C32 NIL ".") 
(C22 NIL (T142 NIL "si" » 
(D2 NIL NIL) 
(D12 NIL (T131 NIL "ce" » 
(NI NIL "discours" ) 
(VI NIL "semble" ) 
(Dll NIL "trop" ) 
(V23 NIL "long" ) 
(C22 NIL (TISI NIL "pour" » 
(V21 NIL "être" ) 
(DII NIL (TIS33 NIL "tout" » 
( V 2 3 tJ IL" 1 u" ) 
(C22 NIL (TI2 NIL "en" » 
(D12 NIL (T132 NIL "une" » 
(NI NIL "fois" ) 
(C3l NIL "," ) 
(N2l1 NIL "on" ) 
(N2l2 NIL (TIl NIL "le" » 
(VI NIL "pourra" ) 
(V2l NIL "distinguer" ) 
(C22 NIL (T12 NIL "en" » 
(V23 NIL "six" ) 
(NI NIL "parties" 
(C32 nIL "." ) 
(Cl NIL "Et" ) 
(C3l NIL "," ) 
(C22 NIL (T12 NIL "en" » 
(D12 NIL (TIl NIL "la" » 
(NI NIL "première" 
CC3l NIL "," ) 
(N211 NIL "on" ) 
(VI NI .L "trouvera" 
(D12 NIL (T133 NIL "diverses" » 
(NI NIL "considérations" ) 
(V22 NIL "touchant" ) 
(D12 NIL (TIl NIL "les" » 
(!'Il NIL "sciences" ) 
(C32 NIL "." ) 
( C 2 2 IH L (T 1 2 NIL " En" » 
(D12 NIL (TIl NIL "la" » 
(NI NIL "seconde" 
(C31 NIL "," ) 
(D12 NIL (TIl NIL "les" » 
(V23 UIL "principales" ) 
(NI NIL "règles" ) 
(C21 NIL "de" ) 
(D12 NIL (TIl NIL "la" » 
(NI NIL "méthode" ) 
(D2 NIL "que" ) 
(D 1 2 NIL ( TIl NIL "1 " » 
(NI NIL "auteur" ) 
(VI NIL "a" ) 
(V23 NIL "cherchée" 
(C32 NIL "." ) 
(C22 NIL (T12 NIL "En" » 
(D12 NIL (TIl NIL "la" » 
(NI NIL "3" ) 
(C31 NIL "," ) 
(!'I22 NIL "quelques-unes" 
(C21 !'IlL "de" ) 
(N22 NIL "celles" 
(C21 NIL "de" ) 
(D12 NIL (TIl NIL "la" » 
(NI NIL "morale" ) 
(D2 NIL "qu" ) 
(N211 NIL "il" ) 
(VI ~IL "a" ) 
(V23 NIL "tirée" ) 
(C21 NIL "de" ) 
(D12 NIL "cette" ) 
(!'Il NIL "méthode" ) 
(C32 NIL "." ) 
(C22 NIL (T12 NIL "En" » 
(D12 NIL (TIl NIL "la" » 
(NI NIL "4" ) 
(C31 NIL "," ) 
(D12 NIL (TIl NIL "les" » 
(NI HIL "raisons" 
(C22 NIL "par" ) 
(N23 NIL "lesquelles" ) 
(N211 NIL "il" ) 
164 
(VI NIL "prouve" ) 
(D12 NIL (TIl NIL "1" » 
(NI NIL "existence" ) 
(é21 NIL "de" ) 
(NI NIL "dieu" ) 
(Cl NIL "et" ) 
(C21 NIL "de" ) 
(D12 NIL (TIL NIL "1" » 
(NI NIL "âl:le" ) 
(V23 NIL "humaine" 
(C31 ~IL "," ) 
(N23 NIL "qui" ) 
(VI NIL "sont" ) 
(D12 NIL (TIL NIL "les" » 
(NI NIL "fondements" 
(C21 NIL "de" ) 
(D12 NIL "sa" ) 
(l'Il NIL "nétaphysique" 
(C32 NIL "." ) 
(C22 nIL (T12 NIL "En" » 
(D12 NIL (TIL NIL "la" » 
(NI NIL "5" ) 
( C 3 l NIL "," ) 
(D12 NIL (TIl NIL "1" » 
(N l NIL fi 0 r d r e" ) 
(C21 NIL "des" ) 
(NI NIL "questions" ) 
(C21 NIL "de" ) 
(NI NIL "physique" 
(D2 NIL "qu" ) 
(N211 NIL "il" ) 
(VI NIL "a" ) 
(V23 NIL "cherchées" 
(C31 NIL "," ) 
(Cl NIL "et" ) 
(DII NIL "particulièrement" ) 
(Dl2 NIL (TIl NIL "1" » 
(NI NIL "explication" ) 
(C21 NIL "du" ) 
(NI NIL "mouvement" 
(C21 NIL "du" ) 
(NI NIL "coeur" 
(Cl NIL "et" ) 
(C21 NIL "de" ) 
(D12 NIL "quelques" ) 
( V 2 3 III L ( T l 3 3 1'1 IL" au t r es" » 
(NI NIL "difficultés" ) 
' (N23 UIL "qui" ) 
(VI NIL "appartiennent" 
(C22 tlIL "à" ) 
(D12 NIL (TIL NIL "la" » 
",' ., 
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(NI NIL "nédecine" 
(C31 NIL "," ) 
(D11 NIL (T102 NIL "puis" » 
(D11 NIL "aussi" ) 
(D 1 2 IH L (TIl NIL "1 a" » 
(NI NIL "différence" ) 
(N 2 3 ln L "q u i " . ) 
(VI NIL "est" ) 
(C22 NIL "entre" ) 
(D12 NIL "notre" ) 
(NI NIL "âme" ) 
. (CI NIL "et" ) 
(N22 NIL "celle" 
(C21 NIL "des" ) 
(NI NIL "bêtes" ) 
(C32 NIL "." ) 
(Cl NIL "Et" ) 
(C22 NIL (T12 NIL "en" » 
(D12 NIL (TIl NIL "la"» 
(NI NIL "dernière" ) 
(C31 NIL "," ) 
(D2 NIL "quelles" ) 
(NI NIL "choses" ) 
(N211 NIL "il" ) 
(VI NIL "croit" .> 
(V21 NIL "être". ) 
(V23 NIL "requises" ) 
(C22 NIL (TISI NIL "pour" » 
(V21 NIL "aller" ) 
(Dli NIL (T1521 NIL "plus" » 
(DII NIL (T17 NIL "avant" » 
(C22 NIL (T12 NIL "en" » 
(D12 NIL (TIl NIL "la" » 
(NI NIL "recherche" ) 
(C2l NIL "de" ) 
(D12 NIL (TIl NIL "la" » 
(NI NIL "nature" ) 
(D2 NIL "qu" ) 
(N21l NIL "il" ) 
(Dll NIL "n" ) 
(VI NIL "a" ) 
( V 2 3 ln L " été" ) 
(C3l NIL "," ) 
(Cl NIL "et" ) 
(D2 NIL "quelles" ) 
(NI NIL "raisons" ) 
( N 2 I 2 tn L ( TIl NIL "l" » 
(VI NIL "ont" ) 
(V23 NIL "fait" ) 
(V2l NIL "écrir e " 
(C32 NIL" " 
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(D12 NIL (TIl NIL "Le" » 
(V23 NIL "bon" ) 
(NI NIL "sens" ) 
(VI NIL "est" ) 
(D12 NIL (TIl NIL "la" » 
(NI NIL "chose" ) 
(C2l NIL "du" ) 
(NI NIL "nonde" ) 
(D12 NIL (TIl NIL "la" » 
(Dll NIL "mieux" ) 
(V23 NIL "partagée" ) 
(C32 NIL ":") 
(D2 NIL "car" ) 
(N22 UIL (T133 NIL "chacun" » 
(VI NIL "pense" ) 
(N2l2 NIL (T12 NIL "en" » 
(V21 NIL "être" ) 
(Dll NIL (T142 NIL "si" » 
(Dll NIL (T1522 NIL "bien" » 
(V23 NIL "pourvue" ) 
(C3l NIL "," ) 
(D2 NIL "que" ) 
(N22 NIL "ceux" ) 
( V 2 3 rn L ( T 1 5 3 1 NIL " m ê IJ e" » 
(N23 NIL "qui" ) 
(VI NIL "sont" ) 
(D12 NIL (TIl NIL "les" » 
(Dli NIL (T1521 NIL "plus" » 
(V23 NIL "difficiles" ) 
(C22 NIL "à" ) 
(V21 NIL "contenter" ) 
(C22 NIL (T12 NIL "en" » 
(D12 NIL (T1532 NIL "toute" » 
(D12 NIL (T133 NIL · "autre" » 
(NI NIL "chose" ) 
(C31 NIL "," ) 
(Dll NIL "n" ) 
(VI NIL "ont" ) 
(Dli NIL (Tl523 NIL "point" » 
(NI NIL "coutume" ) 
(C2l NIL "d" ) 
(N212 NIL (T12 NIL "en" » 
(V2l NIL "désirer" ) 
(Dll NIL (T1521 NIL "plus" » 
( D 2 NIL " q u 1.1 ) 
(N211 NIL "ils" ) 
(N212 NIL (T12 NIL "en" » 
CV 1 NIL " 0 nt" ) 
(C32 NIL "." ) 
(C22 NIL (T12 NIL "En" » 
(N22 NIL "quoi" ) 
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(N2ll NIL "il" ) 
(Dll NIL "n" ) 
(VI NIL "est" ) 
(Dll NIL (T1523 NIL "pas" » 
(V23 NIL "vraisemùlable" ) 
(D2 NIL "que" ) 
(N22 NIL (T132 NIL "tous" » 
(N212 NIL "se" ) 
(VI NIL "trompent" ) 
(C32 NIL ";" ) 
(Dll NIL "mais" ) 
(Dll NIL "plutôt" ) 
(N22 NIL "cela" ) 
(VI NIL "témoisne" ) 
(D2 NIL "que") 
(D12 NIL (TIl NIL "la" » 
(Nl . NIL "puissance" ) 
(C21 NIL "de" ) 
(Dll NIL (T1522 NIL "bien" » 
( V 2 l NIL "ju ge r " ) 
(C3l NIL "," ) 
(Cl NIL "et" ) 
(V2l NIL "distinguer" 
(D12 NIL (TIl NIL "le" » 
(NI NIL "vrai" ) 
(C21 NIL "d" ) 
(C22 NIL . "avec" ) 
( D l 2 N l L( TIl NIL "1 e" » 
(NI NIL "faux" ) 
(C31 NIL "," ) 
(N23 UIL "qui" ) 
(VI NIL "est" ) 
(Dll NIL "proprement" ) 
(N22 HIL (T13l NIL "ce" » 
(D2 NIL "qu" ) 
(N2l1 NIL "on" ) 
(VI NIL "nomoe" ) 
(Dl2 NIL (TIl NIL "le" » 
(V23 . NIL "bon" ) 
(NI NIL "sens" ) 
(Cl NIL "ou" ) 
(D12 NIL (TIl NIL "la"» 
(NI NIL "raison" ) 
(C31 NIL "," ) 
(VI NIL "est" ) 
(Dll NIL "naturellement" 
(V23 tlIL "égale" ) 
(C22 NIL (T12 NIL "en" » 
( D 1 2 NIL ( T 1 3 2 tlI L "t 0 us" » 
(D12 NIL (TIl NIL "les" » 
(N l NIL "horlr.Jes" ) 
. .. --..::::.::===~~ ... _- ....• -.-...• - ._-
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(C32 NIL ";" ) 
(Cl NIL "et" ) 
(Dll NIL "ainsi" ) 
(D2 NIL "que" ) 
(!)12 NIL (TIl NIL "la" » 
(NI NIL "diversité" ) 
(C2l NIL "de" ) 
(D12 NIL "nos" ) 
(NI NIL "opinions" 
(Dli NIL "ne" ) 
(VI NIL "vient" ) 
(Dli ;'HL (T1523 NIL "pas" » 
(C2l NIL "de" ) 
(N22 NIL (T131 NIL "ce" » 
(D2 NIL "que" ) 
(D12 NIL (TIl NIL "les" » 
(N22 NI):.. "uns" ) 
(VI NIL "sont" ) 
(DII ~lIL (T1521 NIL "plus"» 
(V23 nIL "raisonnables" 
(D2 NIL "que" ) 
(D12 NIL (TIl NIL "les" » 
(N22 NIL (T133 NIL "autres" » 
(C31 NIL "," ) 
(DII NIL "mais" ) 
· (DII NIL "seulet:lent" ) 
(C21 NIL "de" ) 
(N22 NIL (T131 NIL "ce" » 
(D2 NIL "que" ) 
(N211 NIL (T18 NIL "nous" » 
(VI NIL "conduisons" 
(D12 NIL "nos" ) 
(NI NIL "pensés" ) 
(C22 NIL "par" ) 
(D12 NIL (T133 NIL "diverses" » 
on NIL "voies" ) 
(C3l NIL "," ) 
(Cl NIL "et" ) 
(DII NIL "ne" ) 
(VI NIL "considérons" 
(Dli NIL (T1523 NIL "pas" » 
(D12 NIL (TIl NIL "les" » 
(V23 tlIL (T133 NIL "mêmes" » 
(NI NIL "choses" ) 
( C 3 2 NIL "." ) 
(D2 NIL "Ca r" ) 
(N22 NIL (T13l NIL "ce" » 
(D lIN IL" n Il ) 
(VI NIL "est" ) 
(Dll NIL (T1523 NIL "pas" » 
(DIl:HL "assez" ) 
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(C21 NIL "d" ) 
(V21 NIL "avoir" 
(012 NIL (TIl NIL "1" » 
(Hl NIL "esprit" ) 
( V 2 3 tlI L " bon" ) 
(C3l NIL "," ) 
(011 ~IL "mais" ) 
(012 NIL (TIl NIL "le" » 
un NIL "principal" 
(VI NIL "est" ) 
(C2l NIL "de" ) 
nI 2 1 2 NIL ( TIl NIL "1" » 
(V21 NIt. "appliquer" ) 
(Dl! NIL (T1522 NIL "bien" » 
(C32 NIL "." ) 
(D12 NIL (TIl NIL "Les" » 
(Dli NIL (T1521 NIL "plus" » 
( V 2 3 tH L "g r and es" ) 
(NI NIL "âmes" ) 
(VI NIL "sont" ) 
(V23 NIL "capables" ) 
(C2l NIL "des" ) 
(Dll NIL (Tl521 }iIL "plus" » 
(V23 NIL "grands" ) 
(NI NIL "vices" ) 
(C31 NIL "," ) 
(Dll NIL "aussi" ) 
(011 NIL (T1522 NIL "bien" » 
(D2 NIL "que" ) 
(C2l NIL "des" ) 
(011 NIL (T152l NIL "plus" » 
(V23 lIIL "grandes" ) 
(NI NIL "vertus" ) 
(C32 NIL ";" ) 
(Cl NIL "et" ) 
(N22 NIL "ceux" ) 
(N23 NIL "qui" ) 
(011 NIL "ne" ) 
(VI NIL "marchent" 
(02 NIL "que" ) 
(DII NIL "fort" ) 
(011 NIL "lentement" ) 
(C3l NIL "," ) 
(VI NIL "peuvent" ) 
(V2l NIL "avancer" ) 
(011 NIL "beaucoup" ) 
(011 ~HL "davanta~e" ) 
(C3l NIL "," ) 
(C22 NIL (T141 NIL "s" » 
(D2 NIL NIL) 
(N2ll NIL "ils" ) 
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(VI NIL "suivent" ) 
(Dll . NIL "toujours" ) 
(D12 NIL (TIl NIL "le" » 
( V 2 3 III L " d roi t" ) 
(NI NIL "chemin" ) 
(C31 NIL "," ) 
(D2 NIL "que" ) 
(Dll nIL "ne" ) 
(VI NIL "font" ) 
(H22 NIL "ceux" ) 
OT23 NIL "qui" ) 
(VI NIL "courent" ) 
(C3l NIL "," ) 
(Cl NIL "et" ) 
( N 2 3 tlI L " qui" ) 
( N 2 1 2 l~ l L ( T 1 4 1 NIL " s" » 
01212 NIL (T12 nIL "en" » 
(VI NIL "éloignent" ) 
(C32 NIL "." ) 
(C22 NIL (TISI NIL · "Pour" » 
(N22 NIL "moi" ) 
(C31 NIL "," ) 
(N211 NIL "je" ) 
(DII NIL "n" ) 
(VI NIL "ai" ) 
(DII ~JIL "janais" ) 
(V23 NIL "présumé" ) 
(D2 NIL "que" ) 
(D12 NIL "mon" ) 
(NI NIL "esprit" ) 
(VI NIL "fût" ) 
(C22 NIL (T12 NIL "en" » 
(Dll NIL (T1521 NIL "rien" » 
(D11 NIL (T1521 NIL "plus" » 
(V23 nIL "parfait" ) 
CD 2 NIL "q u e" ) 
(N22 NIL "ceux" ) 
(C2l NIL "du" ) 
(NI NIL "cor:lt:lun" 
(C32 NIL ";" ) 
1 7 1 
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Série des automates FOI: 
Note: à partir de cette étape des catégories bidons sont inde-
xées (par exemple GV23X GNX ••• ). Ces catégories .ne servent que 
de points de rep~res dans l'algorithme. 
(FD101 (SI (PHI S2 D) (X SI G» 
(52 (011 S3 0) (C32 (E FD102 51 G) (RETURN» (XS2 0» 
( S 3 ( 0 Ils 3 D V 2 1 · V 21 S 5 ~>- J X S If G u~ ____ . 
(S4 (011 S8 G» 
(55 «VI V21 V22) S7 G) (011 S5 G) (X S6 0» 
(S6 (011 S6 0) (X S4 G» 
(57 (GDll SIlO) (N212 S7 G) (X SlO 0» 
(S8 (011 S8 G) (X (0 0) S9 0» 
(S9 (011 S9 0) (X (F G GDll) S2 G» 
(SlO (011 S6 0) (X SlO 0» 
(SIl «VI V2l V22 N212) SIlO) 
(011 (0 G) (F 0 COll) S2 D») 
(FD 1 02 ( S 1 ( PH l S 2 D) (X SIG» 
(S2 (Cl 53 0) (C32 (E FDlll SI G) (RETURN» (X S2 D» 
(S3 (GDll S4 G) (X S2 0» 
(54 (GDII (O G) 56 D) (Cl S4 G) (X S5 0» 
(55 (Cl S2 0» 
(S6 (Cl S6 D) (GDll (F 0 GDlICO) S2 D») 
(FDlll (SI (PIII S2 D) (X SI G» 
(S2 (V23 S3 G) (C32 (E FD1l2 SI G) (RETURN» (X S2 D» 
(S3 (GDII S4 G) (X 57 0» 
(S4 «VI V2l V22) S6 G) (X S5 0» 
(S5 (GDII (0 G) S8 0) (X S5 0» 
(56 (N212 S6 G) (GDII S7 0) (X S5 0» 
(S7 (V23 (0 G) S9 0) (X S7 0» 
(S8 (V23 S9 0» 
(59 (COll SlO D) (X (F G GV23) S2 G» 
(SlO (V SIl G) (X (F G GV23) S2 G» 
(SIl (GDII (F G GV23) S2 0») 
(FD112 (SI (PHI 82 D) (X SI G» 
(S2 (Cl S3 D) (C32 (E FD121 SI G) (RETURN» (X S2 0» 
(53 (GV23 S4 G) (X S2 D» 
(S4 (Cl S4 G) (GV23 (0 G) S6 D) (X S5 0» 
(S5 (Cl S2 D» 
(86 (GV23 (FD GV23CO) S2 D) (Cl 56 0») 
(FD121 (SI (PIII 520) (X SI C» 
(52 (D2 S3 D) (C32 (E FD122 SI C) (RETURN» (X S2 0» 
(S3 «GD11 GV23) S4 G) 
(C32 (E FD122 SI G) (RETURN» 
(X S2 D» 
(54 (D2 S6 C» 
(S5 (GDII (F D GDll) S2 D) (GV23 (F D GV23) S2 D» 
(56 (GDll 56 G) «VI V21 V22) S7 0) (X S8 0» 
(S7 (D2 (0 G) S5 D) (X 37 D» 
(S8 (D2 S2 0) (X S8 D») 
(FD122 (SI (PHI S2 0) (X SI G» 
(S2 (C32 (E FD131 SI G) (RETURN» (Cl S3 D) (X S2 D}) 
(S3 (GDII S4 G) (X S2 D» 
(S4 (CDll (0 C) S6 D) (Cl S4 G) (X S5 D» 
(S5 (Cl S2 D» 
(S6 (Cl S6 D) (GDII (F D GDllCO) S2 D») 
(FD131 (SI (PHI S2 D) (X SI G» 
(S2 (Cl S3 D) (C32 (E FD132 SI C) (RETURN» (X S2 D» 
(S3 (VI S4 G) «V2l V22) S5 G) (X S2 D» 
(S4 (Cl S4 G) (VI (0 C) S7 D) (X S6 D» 
{S5 (Cl S5 G) (V2l S8 D) (V22 SlO D) (X S6 D» 
(S6 (Cl S2 D» 
(S7 (Cl S7 D) (VI (F D VICO) S2 D» 
(S8 (Cl S8 D) (V21 (F D) S9 C) (X S2 D» 
(S9 (V21 (OG V21CO) S2 D) (X S9 G» · 
(SlO (Cl SIO D) (V22 (F D) Sil G) (X S2 D» 
(Sil (V22 (0 G V22CO) 32 D) (X SIL Cl»~ 
(FD132 (51 (PHI S2 D) (X SI C» 
(S2 (VI S3 D) (C32 (E FD133 SI C) (RETURN» (X S2 D» 
(S3 (GDII (0 C) (F D GDl1X) S5 D) (X (F C) S4 C» 
(S4 (VI S4 G) (CDll (0 CCVI) S2 D) (X (0 D GVl) S2 D» 
(S5 (C32 S9 C) (D2 S6 C) (X 55 D» 
(S6 (C3l S8 G) (X S7 D» 
. (S7 (D2 S5 D» 
(S8 (GDllX (F C) S4 C) (X S8 G» 
(S9 (CDIlX (F D) S4 C) (X S9 G») 
(FD133 (SI (PHI S2 D) (X SI G» 
(S2 (Cl S3 D) · (C32 (E FD134 SI G) (RETURN» (X S2 D» 
(S3 (GVl S5 C) (X 32 Ù» 
(S4 (Cl S2 D» 
(S5 (Cl S5 G) (GVl (0 C) S6 D) (X S4 D» 
(S6 (Cl S6 D) (CVl (F D CVlCO) S2 D») 
(FD134 (SI (PHI 82 D) (X SI G» 
(S2 (C32 (E FD14l 31 C) (RETURN» 
«V2l V22) S3 D) 
(X 32 D» 
(S3 (GDII (0 G) (F D GDllX) S4 D) (X (F G) S9 C» 
(S4 (GDllX S7 G) (C32 S8 C) (D2 35 G) (X 34 D» 
(S5 (C3l S7 C) (X S6 D» 
(S6 (D2 S4 0» 
(S7 (GDIlX (F G) S9 G) (X S7 C» 
(S8 (CDllX (F D) S9 G) (X S8 G» 
(S9 (V2l Sil C) (V22 SlO C» 
(SlO (GDII (0 G GV22) S2 D) (X (0 DCV22) S2 D» 
(Sil (GDll (0 C CV2l) S2 D) (X (0 D CV21) S2 D») 
(FD14l (SI (PHI S2 D) (X SI C» 
(S2 (C32 (E FD142 SlG) (RETURN» (Cl S3 D) (X S2 D» 
{S3 (NI S4 G) (X S2 D» 
(S4 (Cl S4 C) (NI (0 C) S6 D) (X 55 D» 
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(S5 (Cl S2 D» 
(S6 (Cl S6 D) (NI (F D GNCO) S2 D») 
(FD142 (SI (PHI S2 D) (X SI G» 
(S2 (C32 (E FD143 SI G) (RETURN» 
«NI GN) S3 G) 
(X S2 D» 
(S3 (GV23 (0 G) S4 D) (X S5 D» 
(S4 «NI GN) (F D GN) S2 D» 
(S5 «NI GN) S2 D») 
(FD143 (SI (PHI S2 D) (X SI G» 
(S2 (C32 (E FD1S1 SI G) (RETURN» 
«GN NI N22) S3 G) 
(X S2 D» 
(S3 (D12 (0 G) S5 D) (X S4 D» 
(S4 «N22 NI GN) (0 C) (F D CN) S2 D» 
(55 (D12 (0 G) S5 D) «GN NI N22) (F D GN) S7 C» 
( S 6 CG N S 2 D» 
(S7 (D12 (0 G) S5 D) (X S6 D») 
(FD151 (SI (PUI S2 D) (X SI G» 
( S 2 Cc 3 2 (E F D 1 6 SIG) ( RET U RN» ( D 1 2 S 3 D) (X S 2 D» 
(S3 «GD11 GV23) S4 G) (X S2 D» 
(54 (D12 (0 C) 55 D» 
(55 (GD11 (F D GD11) S2 D) (GV23 (F D GV23) S2 D») 
(FDI6 (SI (PHI S2 D) (X SI G» 
(S2 (C32 (E FD17 SI G) (RETURN» (GN S3 D) (X S2 D» 
(S3 (CV23 (0 G) (F D GV23X) S4 D) 
(C32 (E FD17 SI G) (RETURN» 
(GN S3 D) 
(X S2 D» 
(S4 (C22 S2 D) (X S10 C» 
(S5 «CV1 GV21 GV22 GV23X) S7 D) 
«N23 PHI 02 C31) S8 D) 
(GN S13 D) 
(X S5 C» 
(S6 (GV23 (F D GN) S2 D» 
(57 (CV23X SIl D) (X S7 D» 
(S8 (GV23X S9 C) (X S8 D» 
(S9 (GN (0 G) S6 D» 
(S10 (CV23X S10 C) (CN S5 C» 
(SIl (C32 (E FD17 SI C) (&ETURN» 
(C31 SIl D) 
«N23 D2) S12 C) 
(GN S3 D) 
(X S2 D» 
(S12 (GV23X S9 C) (X S12 C» 
(S13 (C21 S14 G) (X S8 D» 
(S14 (GU S5 Cl»~ 
(FD17 (SI (PIII S2 D) (X SI G» 
(S2 (C32 (E FD18 SI C) (RETURN» (CDll 53 D) (X S2 D» 
(53 (C22 S4 D) (C32 (E FD18 SI C) (RETURN» (X S2 D» 
(S4 (GDII S5 C) (C32 (E FD18 SI G) (RETURN» (X S2 D» 
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(S5 (GDII (0 G) S6 D) (X S5 G» 
(S6 (GDII (F D GDll) S2 D)(X S6 D») 
(FD18 (SI (PHI S2 D) (X SI G» 
(S2 (C32 (E FD19 SI G) (RETURH» (Cl S3 D) (X S2 D» 
(S3 (GN S7 D) (X S2 D» 
(S4 «Cl C3l) 54 G) (GN (0 G) S6 D) (X S5 D» 
(S5 (Cl S2 D) (X S5 D» 
(S6 «Cl C31) S6 D) (Gt! (F D GNCO) S2 D» 
(S7 (C2 S2 D) (X S8 G» 
(S8 (GN S4 G») 
(FD19 (SI (PHI S2 D) (X SI C» 
(S2 (C32 (E FD20 SI G) (RETURN» (Cl S3 D) (X S2 D» 
(S3 (C21 S8 D) (GV23 S4 G) (C31 S3 D) (X S2 D» 
(S4 «Cl C31) S4 G) (GV23 (0 G) S6 D) (X S5 D» 
(S5 (Cl S2 D) (X S5 D» 
(S6 «C21 Cl C3l) S6 D) (GV23 (F D GV23CO) S2 D» 
( S 7 ( CV2 3 - S 6' TI) ) 
(S8 (GV23 S9 G) (X S2 D» 
(S9 «C21 Cl C31) S9 G) (GV23 S10 G) (X S5 D» 
(S10 (C21 (0 D) S7 D) (X SIl D» 
(SIl (GV23 S5 D») · 
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M~me texte exenple a la sortie de la sêrie FDl: 
(GN NIL (NI NIL "Discours" » 
(C2l NIL "de" ) 
(GN NIL (D12 NIL (TIl NIL "la" » (NI NIL "méthode" » 
(C22 llIL (TISI NIL "pour" » 
(GV2I NIL 
(GDII NIL (DII NIL (T1522 NIL "bien" ») 
(V21 NIL "conduire" » 
(GN NIL (D12 NIL "sa" ) (NI NIL "raison" » 
(Cl NIL "et" ) 
(GV21 NIL (V21 NIL "chercher" » 
(GN NIL (D12 NIL (TIl NIL "la" » (NI NIL "vêrité" » 
(C22 NIL "dans" ) 
(GN NIL 
(Dl2 NIL (TIl NIL "les" » 
(NI NIL "sciences" » 
(C32 NIL "." ) 
(C22 NIL (T142 NIL "Si" » 
(D2 NIL NIL) 
(GN NIL 
(D 1 2 NIL (T 1 31 NI L "c e" » 
(NI NIL "discours" » 
(GVl NIL (VI NIL "semble" » 
(GV23 NIL 
(GDII NIL (DII NIL "trop" » 
(V23 NIL "long" » 
. (C22 NIL (TISI NIL "pour" » 
(GV21 NIL (V2l NIL "être" » 
(GV23 NIL 
(GDII NIL (DII NIL (TIS33 NIL "tout" ») 
(V23 NIL "lu" » 
(C22 NIL (Tl2 NIL "en" » 
(GN NIL (D12 NIL (T132 NIL "une" » (NI NIL "fois" » 
(C31 NIL "," ) 
(N211 'NIL "on" ) 
(N212 NIL (TIl NIL "le" » 
(GVl NIL (VI NIL "pourra" » 
(GV21 NIL (V2l NIL "distinguer" » 
(C22 NIL (Tl2 NIL "en" » 
(GN NIL 
(GN NIL 
(GV23 NIL (V23 NIL "six" » 
(NI NIL "parties" ») 
(C32 NIL "." ) 
( C 1 NIL " E t ff ) 
(C31 NIL "," ) 
(C22 NIL (TI2 NIL "en" » 
(GN NIL 




(NI NIL "première" » 
(C31 NIL "," ) 
(N211 NIL "on" ) 
(CVI NIL (VI NIL "trouvera" » 
(GN NIL 
(D l 2 NIL ( T l 3 3 NIL Il dive r ses" » 
(NI NIL "considérations" » 
(GV22 NIL (V22 NIL "touchant" » 
(GN NIL 
(D12 NIL (TIl NIL "les" » 
(NI NIL "sciences" » 
( C 3 2 NIL "." ) 
(C22 NIL (T12 NIL "En" » 
(GN NIL (D12 NIL (TIl NIL "la" » (NI NIL "seconde" » 
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(54 (GD2 S2 D) (X S4 G» 
(55 (CD2 (0 G) (F U CP2) S2 D) (X S5 Cl»~ 
(FD26 (SI (PHI S2 D) (X SI G» 
(S2 (C32 (E FD27 51 G) (RETURN» (CP3 S3 D) (X 52 D» 
(S3 (Cl S4 D) (X S2 D» 
(S4 (GVl S5 G) (X S4 C» 
(S5 (CP S6 D) (X S5 G» 
(S6 (X 57 G» 
(S7 (CPI S9 D) (X S8 D» 
(S8 (CP3 52 D) (X S8 D» 
(S9 (CP3 (0 G) (F D CPI2) S2 D) (X S9 D») 
(FU2l (51 (PHI S2 D) (X SI G» 
(S2 (C32 (E FD30 SI G) (RETURN» 
(CV22 S5 C) 
(CP4 ~;J D) 
(X s2 D» 
( S 3 ' « C P 3 G V 2 2) 5 2 D) ( C 3 2 S 4 C) (X S 3 D» 
(S4 (CP4 (0 G) (F D C22) (0 D) (F D CP2) S2 D) (X S4 C» 
( S5 «C31 N2 12 CDII) S5 C) 
(CP2 (0 C) (F D CP4) S6 D) 
( X S6 D» 
(S6 (CV22 S2 D) (X S6 D») 
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11gce texte exemple a la sortie des auto~ates de la sArie FD2: 
(G N NIL (N 1 IH L "D i s cou r s" » 
(C21 NIL "de" ) 
( G ti NIL ( D 1 2 NIL ( T 1 1 NIL "1 a" » (N 1 HI L "m é th 0 de" » 
(C22 NIL (TISI NIL "pour" » 
(GV21 NIL 
(GDll NIL (D11 NIL (T1522 NIL "bien" ») 
(V21 NIL "conduire" » 
(GN NIL (D12 NIL "sa" ) (NI NIL "raison" » 
(Cl NIL "et" ) 
(GV21 [·IIL . (V21 NIL "chercher" » 
(GN NIL (D12 NIL (TIl NIL "la" » (NI NIL "vérité" » 
( C 2 2 1; IL" dan s" ) 
(GN NIL 
(D12 NIL (TIl NIL "les" » 
(NI NIL "sciences" » 
(C32 NIL "." ) 
(C22 NIL (T142 NIL "Si" » 
(CP2 NIL (GD2 NIL (D2 NIL NIL») 
(Gt! NIL 
(D12 NIL (T131 NIL "ce" » 
(NIN IL'·' dis cou r s" » 
(GV1 NIL (VI NIL "semble" » 
(GV23 l'lIL 
(GUll NIL (D11 NIL "trop"» 
(V23 NIL "lon~" » 
(C22 NIL (TISI NIL "pour" » 
(GV21 ~!lL (V21 HIL "être"» 
(CV 2 3 III L 
(GD11 NIL (Dll NIL (T1533 NIL "tout" ») 
(V23 NIL "lu" » 
(C22 NIL (T12 NIL "en" » 
(GN NIL (D12 NIL (T132 lIIL "une" » (NI NIL "fois" » 
( C P 3 2 H l L ( C 3 1 ~I IL" ," » 
(N211 NIL "on" ) 
(N 2 12 NIL (T 1 1 NIL "1 e" » 
( G V 1 lE L ( VIN IL" P 0 tl rra" » 
(GV21 NIL (V21 HIL "distineuer" » 
(C22 NIL (T12 NIL "en" » 
(GN NIL 
(GN NIL 
(GV23 nIL (V23 NIL "six" » 
( :1 1 1'1 IL" P .:1 r t i es" ») 
(C32 NIL "." ) 
(Cl NIL "Et" ) 
(C31 NIL "," ) 
( C 2 2 [~I L ( T 1 2 n IL" en" » 
(Gll NIL 
(D 1 2 1-1 IL (T lI N IL" 1 a " » 
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(N 1 NIL " pre r.li ère" » 
(C31 NIL "," ) 
(:~21l NIL "on" ) 
(GV1 NIL (VI NIL "trouvera" » 
(GN NIL 
(D12 UIL (T133 NIL "diverses" » 
(NI NIL "considérations" » 
. (GV22 NIL (V22 NIL "touchant" » 
(GN NIL 
(D12 NIL (TIl NIL "les" » 
(NI NIL "sciences" » 
(C32 NIL "." ) 
(C22 NIL (T12 NIL "En" » 
(GN NIL (D12 NIL (TIl NIL "la" » (NI NIL "seconde" » 
(C31 NIL "," ) 
(GN NIL 
(D12 NIL (TIl NIL "les" » 
(GN NIL 
(G V 23 III L (V 2 3 NIL "p ri n c i pal es" » 
(NI NIL "règles" ») 
(C21 NIL "de" ) 
(GN NIL (D12 NIL (TIl NIL "la" » (NI NIL "T!léthode" » 
(CP2 NIL (GD2 NIL (D2 NIL "que" ») 
(GN NIL (Di2 NIL (TIl NIL "1" » (NI NIL "auteur" » 
(GVl NIL (VI NIL "a" » 
( G V 2 3 tn L ( V 2 3 NIL " che r c h é e " » 
(C32 NIL "." ) 
(C22 NIL (T12 NIL "En" » 
(GN NIL (D12 NIL (TIl NIL "la" » (NI NIL "3" » 
(C31 NIL "," ) 
(GN NIL (N22 NIL "quelques-unes" » 
(C21 NIL "de" ) 
(GU NIL (r\22 NIL "celles" » 
(C21 NIL "de" ) 
( G 1'1 NIL (D 1 2 NIL (T 11 l'lI L "1 a" » cn NIL "mo raI e" » 
(CP2 IIlL (GD2 NIL (D2 1-:IL "qu" ») 
U.J211 NIJ., "il" ) 
(GV1 NIL (VI ~:IL "a" » 
( G V 2 3 ri IL (V 2 3 i11 L "t i rée" » 
(C21 NIL "de" ) 
(GN NIL (D12 NIL "cette" ) (NI NIL "méthode" » 
( C 3 2 r~ IL" ." ) 
(C22 NIL (T12 NIL "En" » 
( G tl NIL ( D 1 2 NIL ( TIl NIL "1 a" » ( NIN IL'.' 4" » 
( C 3 1 r: IL" ," ) 
(CN NIL (D12 NIL (TIl NIL "les"» (Nl NIL "raisons" » 
( C PlI NIL ( C 2 2 ~n L " par" ) 01 2 3 NIL "1 e s que Il es" }) 
ni 2 1 1 t!I L "i 1" ) 
( G VIN IL ( V 1 ~I IL" pro Il ve" ») 
( G N NIL ( D 1 2 NIL ( TIl tl IL" 1" » ( :'1 1 NIL "e x i ste Il ce" » 
( C 2 1 :n L "d c" ) 
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( G N NIL (N 1 IH L " die u" » 
(Cl tiIL "et" ) 
(C2l NIL "de" ) 
(CN NIL 
(GN NIL (D12 NIL (TIl NIL "1" » (NI NIL "âme" » 
(GV23X NIL (GV23 NIL (V23 NIL "humaine" »» 
(CP12 NIL (C31 NIL "," ) (l'123 NIL "qui"» 
(CVl NIL (VI NIL "sont" » 
(GN NIL 
(D12 NIL (TIl NIL "les" » 
(NI NIL "fondements" » 
(C2l NIL "de" ) 
(GN NIL (D12 NIL "sa" ) (NI NIL "métaphysique" » 
(C32 NIL "." ) 
(C22 NIL (T12 NIL "En" » 
(GN NIL (D12 NIL (TIl NIL "la" » (NI NIL "5" » 
(C3l l'TIL "," ) 
(GN NIL (D12 NIL (TIl NIL "1" » (NI NIL "ordre" » 
(C2l (-lIL "des" ) 
( G N NIL ( NIN IL" que" s t ion s" » 
(C2l NIL "de" ) . 
(Gli NIL (NI NIL "physique" » 
(C P 2 NIL ( GD 2 NIL (D 2 III L " q u" ») 
( ~1 2 lIN IL" il" ) 
(GVl NIL (VI NIL "a" » 
(GV23 NIL (V23 NIL "cherchées" » 
(C31 NIL "," ) 
( Cl NIL " et" ) 
(GDII NIL (Dll NIL "particulièrement" » 
(GN NIL 
(D12 UIL (TIl NIL "1" » 
(NI NIL "explication" » 
(C21 NIL "du" ) 
(GN NIL (NI NIL "mouvement" » 
(C2l NIL "du" ) 
(GN NIL (NI NIL "coeur" » 
(Cl NIL "et" ) 
(C2l NIL "de" ) 
(GN NIL 
(.D 1 2 NIL "CI u el que s " 
(GN NIL 
(G V 2 3 III L ( V 2 3 1'1 IL (T 1 33 NIL" a tl t r es" ») 
(NI NIL "difficultés" ») 
(CPII NIL (N23 tllL "qui" » 
(GVl NIL (VI NIL "appartiennent" » 
(C22 NIL "à" ) 
(GN tIIL 
(D12 NIL (TIl NIL "la" » 
(NI NIL "f!1édecine" » 
( C 3 1 ~! IL" ," ) 
(GDll NIL 
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(D1l ~IL . (T102 NIL "puis" » 
(D11 NIL "aussi" » 
(GN NIL 
(D12 NIL (TIl NIL "la" » 
(NI NIL "différel)ce" » 
(C PlI NIL (N 2 3 fil L "q u i" » 
(GV1 NIL (VI NIL "est" » 
(C22 NIL "entre" ) 
( G N NIL ( D 1 2 NIL " n 0 t r e " n: 1 NIL "â rn e" » 
(Cl NIL "et" ) 
(GN NIL (N22 NIL "celle" » 
(C21 NIL "des" ) 
(C N NIL (N 1 IH L "b ê tes" » 
(C32 NIL "." ) 
(Cl NIL "Et" ) 
(C22 NIL (T12 NIL "en" » 
(GU NIL 
(D12 NIL (TIl NIL "la" » 
(NI I~IL "dernière" » 
· (C31 NIL "," ) 
(CP2 NIL (CD2 NIL (D2 NIL "quelles" ») 
(GN NIL (NI NIL "choses" ) 
(N211 l'HL "il") 
(GVl NIL (VI NIL "croit" » 
(GV21 NIL (V21 NIL "être" » 
(GV23 NIL (V23 NIL "requises" » 
(C22 NIL (TISI NIL "pour" » 
(CV21 NIL 
(V21 HIL "aller" ) 
(GD11X NIL 
(CDll NIL 
(Dl1 NIL (T1521 NIL "plus" » 
(D1l NIL (T17 NIL "avant" »») 
(C22 NIL (T12 NIL "en" » 
(GN NIL 
(D12 NIL (TIl NIL "la" » 
(NI HIL "recherche"» 
(C21 NIL "de" ) 
(GN NIL (D12 NIL (TIl NIL "la" » (NI HIL "nature" » 
(CP2 NIL (CD2 NIL (D2 NIL "qu" ») 
Ul211 NIL "il" ) 
(CVl NIL (CDII NIL (Dll :--IIL "n" » (VI NIL "a" » 
(GV23 NIL (V23 NIL "été" » 
(C3l i'lIL "," ) 
(Cl NIL "et" ) 
(CP2 I1IL (CU2 NIL (D2 NIL "quelles" ») 
(CN NIL (NI NIL "raisons" » 
( N 2 1 2 NIL ( TIl tll L "1" » 
(CVl l'ilL (VI NIL "ont" » 
(GV23 NIL (V23 NIL "fait" » 







IH L ( Til NIL " Le" » 
tHL 
(GV23 NIL (V23 NIL "bon" » 
(NI NIL "sens" ») 
(GV1 NIL (VI ;HL "est" » 
(GN NIL (D12 NIL (TIl NIL "la" » (NI NIL "chose" » 
(C21 NIL "du" ) 
(GN NIL ( N I HIL "monde" » 
(GV23X NIL 
(GV23 NIL 
(D12 NIL (TIl NIL "la" » 
(GV23 NIL 
(GDII NIL (D11 NIL "mieux" » 
(V23 NIL "partaeée" »» 
(C 3 2 NIL ": ") 
(CP2 NIL . (GD2 NIL (D2 NIL "car" ») 
(GN NIL (N22 NIL (T133 NIL "chacun" ») 
( G VIN l L ( V 1 ln L " pen se" » 
(N2l2 NIL . (T12 NIL "en" » 
(GV21 NIL (V21 NIL "être" » 
(GV23 NIL 
( GD Il ~! IL 
(Dll NIL (T142 NIL "si" » . 
(Dll NIL (T1522 NIL "bien" ») 
(V23 i'HL "pourvue" » 
(C3l ~nL "," ) 
(GD2 NIL (D2 NIL "que" » 
(GU NIL 
(Gt: NIL ( N22 UIL "ceux" » 
(GV23X NIL (GV23 NIL (V23 NIL (T153l NIL "même" »») 
( C P 1 1 NIL (fI 2 3 tl IL" qui" » 
(GVlNIL(Vl NIL "sont" » 
(GV23 NIL 
(D12 NIL (TIl NIL "les" » 
(GV23 IEL 
(G D Il NI L (D 1 1 NI L (T 1 521 :n L "p lus" ») 
(V23 NIL "difficiles" ») 
(C22 NIL "à" ) 
( G V 2 1 NIL ( V 2 1 iH L "c ont e n ter " » 
(C22 NIL (T12 NIL "en" » 
(GU NIL 
(D 1 2 n l L ( T 1 5 3 2 ~'I IL" t 0 u te" » 
(GN UIL 
(D12 NIL (1'133 NIL "autre" » 
(NI NIL "chose" ») 
(CP31 NIL (C31 NIL "," » 
(GV1 NIL 
( GD 1 1 l'jJ L ( D 1 1 >1I L " n" » 
(VI :~ IL "ont" ) 
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(GDIIX NIL (GDII NIL (Dll :HL (T1523 UIL "point" »») 
(GN NIL (NI NIL "coutume" » 
(C21 NIL "d" ) 
( 1'1 2 1 2 ra L ( T 1 2 NIL " en" » 
(GV21 NIL 
(V21 UIL "désirer" ) 
(GD Il X rI IL (GD Il N IL (D lIN IL (T 1 52 1 NIL "plus" »») 
(CP2 NIL (GD2 NIL (D2 NIL "qu" ») 
(N211 NIL "ils" ) 
(N212 NIL (T12 NIL "en" » 
(GVl NIL (VI NIL "ont" » 
(C32 NIL "." ) 
(C22 NIL (T12 NIL "En" » 
(GN NIL (N22 NIL "quoi ll » 
(N211 NIL lIil ll ) 
(GVI NIL 
(GDII NIL (D11 NIL "n ll » 
(VI NIL "est ll ) 
( GD 11 X tlI 1. ( GD 1 1 1'1 IL (D lIN IL (T 1 52 3 tn L "p as" »») 
(GV2.3 NIL (V23 NIL "vraiser.lblab1e" » 
(CP2 NIL (GD2 NIL (D2 NIL IIque ll ») 
(GN NIL (N22 NIL (T132 NIL IItous" ») 
(!'J212 NIL "se" ) 
(GVI NIL (VI NIL "trompent" » 
(C32 NIL ";" ) 
( GD 1 1 ln L ( ]) lIN IL" !il ais" ) ( D 1 l NIL " plu tôt" » 
(GN NIL (N22 NIL "cela" » 
(GV1 NIL (VI NIL "témoiene" » 
(GD2 UIL (D2 NIL "que" » 
(GN NIL 
(D12 NIL ('Ill NIL "la" » 
(NI NIL "puissance" » 
(C21 NIL "de" ) 
(CV21 NIL 
(GD11 NIL (Dl1 NIL (T1522 NIL "bien" ») 
(V21 NIL "juger" » 
(C31 NIL "," ) 
(Cl NIL lIet" ) 
(GV21 NIL (V21 NIL "distineuer" » 
(Gt! NIL (D12 ~HL (TIl NIL "le" » ( N I NIL "vrai ll » 
(C21 NIL IId" ) 
(C22 NIL "avec" ) 
(GN NIL (D12 NIL (TIl NIL "le" » (NI NIL "faux" » 
( C P 1 2 NIL ( C 3 1 NIL "," ) ( ~~ 2 3 NIL " qui" » 
(GV1 tHL 
(VI NIL "est" 
(GD11X liIL (GD11 NIL (Dl1 NIL "proprement" »» 
(CN NIL ( H22 NIL (T131 NIL "ce" ») 
(CP2 tlIL ( CDZ N IL (D2 NIL "qu" ») 
( 1'1 211 NIL "on ll ) 




(D12 NIL (TIl NIL "le" » 
(GN NIL 
(GV23 tlIL (V23 NIL "bon" » 
(NI llIL "sens" ») 
(Cl NIL "ou" ) 
(GN NIL 
(D12 ~nL ('l'Il NIL "la" » 
(NI NIL "raison" ») 
(CP3l NIL (C31 ~lIL ","» 
(GVl NIL (VI NIL "est" » 
(GV23 NIL 
(GDII NIL (DII NIL "naturellement" » 
(V23 NIL "égale" » 
(C22 NIL (T12 NIL "en" » 
(GN NIL 
(D12 NIL (T132 NIL "tous" » 
(GN NIL 
(D12 NIL (TIl NIL "les" » 
(NI NIL "honmes" ») 
(C32 NIL ";" ) 
(Cl NIL "et" ) 
(G D Il NIL (D 1 l ~T l L Il a in si" » 
(CP2 NIL (GD2 NIL (D2 NIL "que" ») 
(G?T NIL 
(D12 NIL (TIl NIL "la ll » 
( N I NIL "diversité" » 
(C21 NIL IIde" ) 
(GN NIL (D12 NIL "nos" ) (NI · NIL "opinions" » 
(GVl NIL 
(GDII NIL (Dll NIL "ne" » 
(VI NIL "vient" ) 
(GDll X NIL (GIlll NIL (Dll NIL (T1523 UIL "pas ll »») 
(C2l NIL Ilde" ) 
(G N NIL (l~ 2 2 r~ l L ( T 1 31 HI L Il ce" ») 
(CP2 NIL (GD2 NIL (D2 NIL "que ll ») 
(GU NIL (D12 NIL (TIl NIL "les ll » ( N22 NIL "uns tl » 
(GVl NIL (VI NIL IIsontli » 
(GN23 il IL 
(GDII NIL (Dll i'iIL (T1521 N IL IIpl us " ») 
(V23 NIL "raisonnables" » 
(GD2 NIL (D2 NIL "que" » 
(GN tlI L 
(D 1 2 HI L ( T 1 1 NIL "1 e s Il » 
( N 2 2 NIL ( T 1 33 NIL Il a u t r es" ») 
( C 3 1 NIL ", '1 ) 
( G D 11 H l L ( D Il rI IL" r.1 ais" ) ( D lIN IL" s e u lem e nt" » 
(C 2 1 NIL Il d e Il ) 
(G N NIL 012 2 III L ( Tl 31 NIL "c e" ») 
(C P 2 r~ IL ( GD 2 HI L ( D 2 rlI L " q u e" ») 
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(N2l1 NIL (TlS NIL "nous" » 
(GVl NIL (VI NIL "conduisons" » 
(GN NIL (D12 NIL "nos" ) (NI NIL "pensés" » 
(C22 NIL "par" ) 
(Gtl NIL 
(D 1 2 NIL (T 133 NIL "d i \le r se s" » 
(NI NIL "voies" » 
(C3! NIL ·",") 
(Cl NIL "et" ) 
(CP31 NIL) 
(GVI NIL 
(GDlINIL (Dll NIL "ne" » 
(VI NIL "considérons" ) 
(GDllX NIL (CDll NIL (DII NIL (T1523 HIL "pas" »») 
(GN NIL 
(D12 NIL (TIl NIL "les" » 
(GN NIL 
(CV23 NIL (V23 NIL (T133 NIL "mêmes" ») 
(NI NIL "choses" ») 
(C32 NIL "." ) 
(CP2 NIL (GD2 NIL (D2 NIL "Car" ») 
(GN NIL (N22 NIL (T13l NIL "ce" ») 
(GVl NIL 
(GDII NIL (Dll NIL "n" » 
(VI NIL "est" ) 
(GDllX NIL 
(GDII NIL 
(C2l NIL"d" ) 
(Dll NIL (T1523 NIL "pas" » 
(Dll NIL "assez" »» 
(GV2l NIL (V2l NIL "avoir" » 
(GN NIL (D12 NIL (TIl NIL "1" » (l'Il NIL "esprit" » 
( G V 2 3 X NIL ( G V 2 3 tH L ( V 2 3 NIL " bon" ») 
(CP32 raL (C31 NIL"," » 
(GDII NIL (Dll NIL "mais" » 
(GN NIL 
(D12 NIL (TIl NIL "le"» 
(NI NIL "principal" » 
(CVl NIL (VI NIL "est" » 
(C21 NIL "de" ) 
(N2l2 NIL (TIl NIL "1" » 
(GV2l NIL 
(V21 NIL "appliquer" ) 
(GDllX NIL (GDll NIL (Dll NIL (T1522 NIL "bien" »») 
(C32 NIL "." ) 
(GN NIL 
(D12 NIL (TIl NIL "Les" » 
(GN NIL 
(CV23 UIL 
( G D lIN l L ( D 1 1 t ~ l L ( T 1 5 2 1 ~I IL" plu s" ») 
(V23 îTIL "grandes" » 
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(N 1 NIL " âm es" ») 
(GVl NIL (VI NIL "sont" » 
( G V 2 3 ill L ( V 2 3 NIL " cap a b les" » 




(GDII NIL (Dll NIL (T1521 NIL "plus" ») 
(v23 NIL "grands" » 
(Hl NIL "vices" ») 
(C3l NIL "," ) 
(GDII NIL 
(Dli ~ IL "aussi" ) 
(Dll ~nL (T1522 NIL "bien" ») 
(GD2 NIL (D2 tnL "que" » 




(GDII NIL (Dll NIL (T1521 NIL "plus" ») 
(V23 NIL "grandes" » 
(NI l'TIL "vertus" ») 
(C32 HIL ";" 
(Cl NIL "et" ). . 
(C N NIL (N22 HIL "ceux" » 
(CPII NIL ( N23 tlIL "qui" » 
(GVl NIL 
(GDII NIL (Dll NIL "ne" » 
(VI NIL "I!larchent" » 
(GDIIX NIL 
(GDII NIL 
(D2 UIL "que" ) 
(CDll NIL 
(Dll ~IL "fort" 
(Dll ~IL "lenter.1.ent" »» 
(CP3l NIL (C3l N IL "," » 
(GV1 NIL (VI NIL "peuvent" » 
(GV2l NIL (V21 N IL "avancer" » 
(GDllX NIL 
(GDII NIL 
(~ll ~l IL "beaucoup" ) 
(Dll N IL "davanta g e" ») 
(C31 NIL "," ) 
(C22 NIL (T141 NIL "s" » 
(CP2 NIL (GD2 NIL (D2 NIL NIL») 
(N211 NIL "ils" ) 
(GVl NIL (VI NIL "sui .. ,ent" » 
(GDllX NIL ( GDII N IL (Dll N IL "toujours" ») 
(Ct: N IL 
( D l 2 :n L ( T l I N l L "le" » 
(G N N I L 
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(GV23 NIL (V23 NIL "droit" » 
(NI NIL "chemin" ») 
(C3l NIL "," ) 
(CP2 NIL (GD2 NIL (D2 NIL "que" ») 
(GVl NIL (GDII UIL (Dll NIL "ne" » (VI NIL "font"» 
(GN NIL (N22 NIL "ceux" » 
(CPII NIL (N23 NIL "qui" » 
(CVl NIL (VI NIL "courent" » 
(CP12 NIL 
(C31 NIL "," ) 
(Cl NIL "et" ) 
(N23 tlIL "qui" » 
(N2l2 tiIL (T14l NIL "s" » 
(N212 NIL (T12 NIL "en" » 
(CVl NIL (VI NIL "éloignent" » 
(C32 NIL "." ) 
- -( C 2 2 RTL -( T 1 5 1 1fIL -il-p 0 ur" ) 
(GN NIL (N22 NIL "moi" » 
(C3l NIL "," ) 
(N21l NIL "je" 
(GVl NIL 
(GDII NIL (Dll NIL "n" » 
( V 1 · ~·1 IL" ai" ) 
(GDllX NIL (GDll NIL (Dll NIL "jamais" »» 
(G V 23 IH L (V 2 3 1'1 IL" pré SUD é" » 
(C P 2 NIL (G D 2 NIL (D 2 NI L "q u e" ») 
(GN NIL (D12 NIL "mon" ) (NI NIL "esprit" » 
(CVl NIL (VI NIL "fût" » 
. (C22 NIL (T12 NIL "en" » 
(GV23 NIL 
(GD Il IHL 
(D1l ;-11L (T1521 ~nL "rien"» 
(Dl1 NIL (T1521 NIL "plus" ») 
(V23 NIL "parfait" » 
(GD2 NIL (D2 NIL "que" » 
(GN NIL (N22 NIL "ceux" ) 
(C2l NIL "du" ) 
(GN NIL (NI NIL "con r:1Un" » 
(C32 NIL ";" ) 
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Série d'automates FD3-4-5: 
(FD 30 (S 1 ( C 32 S 2 C) . (X S 1 D» 
(S2 (PHI (E FD40 SI D) (RETURN) S2 D) 
(GN (E FD311 SI D) S3 G) 
«GV21 GV22) (E FD321 S2 G) S4 C) 
(CP (E FD331 SI D) S5 G) 
(GV23X S2 G) 
(CV23 (0 C) (E FD341 S2 D) S6 C) 
(X 52 C» 
(S3 (GN S7 D» 
(S4 «CV21 CV22) . S2 G» 
(S5 (GP S2 G» 
(S6 (GV23 S2 C» 
(S7 «GP31 CPl) S9 G) (C31 S7 D) (CP32 SIS C) (X S8 C» 
(S8 (CN S2 C) (X S8 C» 
(S9 (CN S10 G) (C31 59 G» 
(S10 «C2 GD2 GDII Cl) S10 G) 
«GVl CV2 GN) Sil D) 
(C31 S14 C) 
(X S13 D» 
(SIl (GN S2 C) (X Sil D» 
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(S12 «GN GVl GV2·1 GV22 C) SIl D) (CV23 S12 G) (X S13 D» 
(S13 (GP32 (E FD332 SI G) S5 G) 
(GPl CE FD312 SI G) S3 G) 
(GP31 (E FD333 SI C) 55 C) 
(X S13 D» 
(S14 (CPll SIl D) (X S13 D» 
(SIS (CNY S10 C) (C31 SIS C) (X S2 Cl»~ 
(FD311 (SI (GV21 CR 1 CN C) S4 G) 
(C21 S5 D) 
(C22 S8 G) 
«GP2 CPll) S29 C) 
(GV22 S19 G) 
(GPI2 513 G) 
(X S25 G» 
(S2 (GN (0 G) S3 D» 
(S3 (C2 S3 D) 
(GNZ (F D GN) SI D) 
(X (F D GN) (E FD314 SI D) (RETURN) SI D» 
(SLI (GN (0 G) S3 D» 
(S5 «GVl CV21 CV22) (R D GN G) 56 G) 
(GN S8 G) 
(X S7 C» 
(S6 (C2 S6 C) (GU (0 G) S3 D» 
(S7 (G N (E FD314 SI D) (RETURN» (X S7 G» 
(S8 (C N (0 G) (F D GNX) S9 G) (X S8 G» 
(59 «CP PHI C31) slb D) 
«GVl CV21 GV22) Sil D) 
( X 59 G» 
(S10 (GNX S12 D) (X S10 D» 
(SIl (GNX (E FD314 SI D) (RETURH» (X SIl D» 
(S12 (C2 S12 D) «GN CV21 GV22 GVl) (R D GN G) S6 G» 
(S13 (GN S14 G» 
(S14 «GV22 GD2) S26G) (C2 SIS G) (X S16 D» 
(SIS (GN S25 D) «C2 Cl GV23 GV22) SIS G) (X S16 D» 
(S16 (C32 S30 G) (GP12 (R D GN G) S17 G) (X S16 D» 
(S17 (GN (0 G) S18 D» 
(S18 (GP12 (F D CNY) (E FD314 SI D) (RETURN) SI D» 
(S19 (GN S28 C» 
(S20 «GP2 GV22 CPll) (R D GN G) S24 G) (X S20 D» 
(S21 (GN (0 C) S22 D) (X S20 D» 
(S22 (C21 S22 D) (GN (R D GN C) (F D GN) S23 D» 
(S23 (GV22 (R D' GN G) S24 G» 
(S24 (GN (0 C) S3 D» 
(S25 (GN (E FD314 SI D) (RETURN» (X S25 D» 
(S26 (~212 S26 G) (C31 S27 D) (X S16 D» 
(S27 (GPI2 S25 G) (X S27 D» 
(S28 (C21 S21 G) (X s10 D» 
(S29 (GNZ (E'FD314 SI D) (RETURN» (X S20 D» 
(S30 (GN (E FD314 SI D) (RETURN» (X S30 G») 
(FD312 (SI (GN (0 G) S2 D) (X SI G» 
(S2 (CPI (R D GN G) 
(F D CN) 




(X S2 D») 
(FD313 (SI (X S2 C» 
(S2 (GP32 52 C) (CP2(O C) S3 D) (X 54 D» 
(S3 (GP32 (F D CP2) S5 D» 
(S4 (CP32 S5 D» 
(S5 (X (RETURN»» 
(FD314 (SI (C31 SI D) (Cl S2 D) (X S3 C» 
(S2 (C21 S4 D) (C22 S5 D) (CN S6 C) (X S3 C» 
(S3 (GN S16 D) (X S3 G» 
(S4 (GN S8 C) (X S3 C» 
(S5 (CN S9 G) (X S3 C» 
(S6 (C S6 C) (GN S22 C» 
(S7 (CN (F D CNCO) S16 D) (X S7 D» 
(S8 (GN S10 C) (C S8 C» 
(S9 (GN SIl C) (C S9 G» 
(S10 (C21 S19 G) (X S3 D» 
(SIl (C21 S19 C) (C22 (0 D) S13 D) (X S3 D» 
(S12 (C2 S14 D) (X S12 D» 
{S13 (C22 SIS D) (X S13 D» 
(S14 (CN (F D CNCO) S16 D» 
(SIS (Ctl (F D CHCU) S16 D» 
(S16 (X (~ETUr..N») 
(S17 (GN (0 C) S18 D) (X S23 D» 
~ .... _-"t 
199 
(518 (CN (R D CN C) (F D CN) SI D) (X 518 D» 
(519 (G~ 521 C) (X S20 D» 
(S20 (C21 (0 D) S12 D) (GN S20 D» 
(S21 (C2 517 D) (X S20 D» 
(S22 (C21 S17 C) (X S23 D» 
(S23 (GN (0 C) S7 D) (X S23 D») 
(FD321 (51 (X S2 D» 
(S2 (GV21 (0 C) (F D CV21X) S3 D) 
(GV22 (0 C) (F D CV22X) S3 D) 
(X S2 D» 
(S3 «GD2 GD11 GV23X C3U C21 GP12 GP1l) S3 D) 
«GN GP2) (R Pl (GV21 GV22) G) S3 D) 
(C31 S7 G) 
(Cl S6 D) 
, (C22 S4 D) 
(X S23G» 
(S4 «C2 GD2 GDl1) S4 D) 
«GN GV2 GP2) (R P2 (GV21 GV22) C) S5 D) 
(X S23 G» 
(S5 «CV23 C21) S5 D) 
(Cl S8 D) 
( G tl (R P 1 ( G V 2 1 CV 2 2) G) 5 5 ]) 
(C31 57 G) 
(C22 54 D) 
(X S23 G» 
(S6 (GN (R Pl (GV21 CV22) G) S6 D) 
«C21 GD2 GV23) S6 D) 
(X S23 G» 
(S7 «CV21 CV22) S9 C) (X S7 C» 
(S8 «CV23 GD11 GD2) 58 D) 
«CN GP2) (R P2 (CV21 GV22) G) 55 D) 
(X S23 C» 
(59 «Cl C22 N2) S9 G) 
(C31 S10 D) 
(C21 S32 G) 
(X 511 D» 
(S10 «GV21 CV22) 512 D) (X S10 D» 
(SIl «CV21 CV22) 513 D) (X 511 D») 
(S12 (C31 S23 C) (X S12 D» 
(S13 (C31 S14 D) (X S13 D» 
(514 (GDll S14 D) 
(Cl S23 G) 
«CD2 GP2 C22) S16 G) 
(X SIS C» 
(SIS (GDll S15 G) " (C31 (0 C) (F D C30) S33 D» 
(S16 (C31 (0 G) (F D C31X) S17 G) (X S16 Cl) 
(S17 (CP S18 D) «PHI GV22) S21 D) (X S17 C» 
(518 (X S19 G» 
(519 «CPI CP2) S20 C) (X S21 D» 
( S 2 0 ( C il Z S 2 1 D) « G N CV 2) S 2 2 D) (X 5 2 1 D» 
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(S21 (CVl 527 D) (C31X (0 C) (F D C30) S33 D) (X 521 D» 
(S22 (C31X S23 G) (X S22 D» 
(S23 «Cl C2 C31) S23 C) 
(C30 (0 C) (F 0 C31) S23 C) 
(X (F 0) S24 D» 
(S24 (GV21X S25 G) (GV22X S26 G) (X S24 G» 
(S25 «N212 GDll) S25 C) (X (0 0 GV21) S29 0» 
(S26 «N212 GDll) S2fl C) (X (0 0 GV22) S29 D» 
(S27 (GDII S22 D) «GV21 CV22) S31 D) (X S30 0» 
(S28 (C31X (0 G) (F D C30) S33 D) (X S28 0» 
(S29 «GV21 CV22) (E FD322 SI D) (RETURN) SI 0» 
(S30 «GV21 GV22) S31 0) (X S30 0» 
(S31 (GDII S22 0) 
(C31X (0 C) (F 0 C30) S33 D) 
(X S28 D» 
(S32 (CNZ S9 G) (GN S12 D) (C31 SlO D) (X SIl D» 
(S33 «GD2 C30 C2 GDII GN CP2 N212 GV2) S33 0) 
(C31 S7 G) 
(Cl S6 D) 
(X S23 G») 
(FD322 (SI (C31 SI D) (Cl S2 D) (X S3 G» 
(S2 (GDII S2 D) 
(C21 S9 0) 
(C22 S10 D) 
(GV21 S5 C) 
(GV22 S6 C) 
(X S3 C» 
(S3 «GV21 GV22) S4 D) (X S3 G» 
( S 4 (X ( R ET U RN) ) ) 
(55 «C COll CV23) S5 C) (GV21 (0 C) S8 D) (X S4 D» 
(S6 «C GDll GV23) S6 G) (GV22 (0 C) S7 D) (X S4 D» 
(S7 (CV22 (F D CV22CO) S4 D) (X S7 D» 
(S8 (CV21 (F D CV21CO) S4 D) (X S8 D» 
(S9 (CV21 SIl C) (CV22 S12 C) (X S3 C» 
(S10 (CV21 513 G) (GV22 S14 C) (X 53 G» 
(Sil «C GDII .GV23) SIl G) (GV21 SIS C) (X 54 D» 
(S12 «C GDll GV23) S12 G) (CV22 S16 C) (X S4 D» 
(S13 «C GDII CV23) S13 C) (CV21 517 C) (X S4 D» 
(S14 «C GDll GV23) S14 G) (GV22 S18 C)(X S4 D» 
(SIS (C21 (0 D) S19 D) (X S3 D» 
(S16 (C21 (OD) S20 0) (X S3 D» 
(S17 (C22 (0 0) S21 D) (X S3 D» 
(518 (C22 (0 0) S22 0) (X S3 D» 
(S19 (C2 S23 D) (X S19 D» 
(S20 (C2 S24 0) (X S20 D-» 
(S21 (C2 525 D) (X S21 0» 
(S22 (C2 S26 D) (X S22 D» 
(S23 (CV21 (F D GV21CO) S4 0» 
(S24 (CV22 (F D GV22CO) S4 0» 
(S25 (GV21 (F D CV21CO) S4 0» 
(S26 (GV22 (F D CV22CO) S4 D») 
(FD331 (SI (GVl S2 D) (CCP C32 GP3) CF G) S35 C) CX SI D» 
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(S2 «GP12 CDll GV23X C3D C21) 52 D) 
,(CD2 S18 D) 
(C22 S32 D) 
(Cl 523 C) 
(C31 53 D) 
(CN (a Pl CVl C) 533 D) 
(CV2 S33 D) 
(X S29 C» 
(S3 «GD2 GV22 Cl GDII GP2 GU C22) 85 C) 
(N212 S16 D) 
(X 84 G» 
(S4 (C31 (0 C) (F D C30) 521 D» 
(S5 (CP S6 D) (PHI S7 D) (X S5 G» 
(S6 (X 89 C» 
(S7 (GV22 S13 D) (GVl 58 D) (X S7 D» 
(S8 (C31 (0 G) (F D C30) S21 D) (X S8 D» 
(S9 (CPI S10 C) (CP2 SIl G) (X 87 D» 
(S10 «GN CVl GV21 GV22 C) S13 D) (X S14 D» 
(SIl (C22 S12 D) «GN CV2) S13 D) (X S7 D» 
(S12 (C31 SIS D) (X S12 D» 
(S13 (GVl S19 D) (X S13 D» 
(S14 (CVl S20 D) (X S14 D» 
(SIS «CD2 GP2) 519 C) (X 58 C» 
(S16 (CV22 55 G) (X S17 G» 
(S17 (C31 (0 C) (F D C30) S21 D) (X S17 G» 
(S18 (GP32 S33 D) (X S33 C» 
(S19 (C31 (F C) 530 C) (X 519 D» 
(S20 (C31 (F D) 530 C) (X S20 D» 
(S21 «CDll CPI C30 C2 CV2 CD2 CN N2 CP2) 521 D) 
(Cl S23 C) 
(C31 S3 D) 
(X S29 C» 
(S22 (CVI S8 D) (X 522 D» 
(S23 «CDIICO CV23CO) S24 D) (X 825 D» 
(S24 (Cl S29 C» 
(S25 (Cl (0 C) (F D CIX) S26 D» 
(S26 «GP3 CP2) S28 C) (C32 S27 G) (X S26 D» 
(S27 (CIX 82 D) (X 527 C» 
(828 (CIX 529 C) (X 528 C» 
(S29 «Cl C2) 529 C) 
(C31 (F C) 530 C) 
(GVl (F D) 536 C) 
(G30 (0 C) (F D. C31) (F C) ' S30 C) 
(X (F D) S30 C» 
(S30 (GVl S36 G) «CP PUI) S31 D) (X 530 C» 
(S31 (X SLIl G» 
(832 «GPl GD2 C2) 832 D) 
(C31 53 D) 
«GP2 GN CV2) (R P2 GVl G) 534 D) 
(GDII 532 D) 
(C22 534 D) 
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(X 529 C» 
(S33 «Cl cnll CV23X GPl C21 CD2) 533 D) 
(C3l 53 D) 
(C22 S32 D) 
(GN (R Pl GVl G) 534 D) 
(GV2 S34 D) 
(X 529 G» 
(534 «GPl GDll C22GV23X CD2 C2l Cl) S34 D) 
(C3l S3 D) 
(CN (R Pl CVl G) 534 D) 
(CV2 S34 D) 
(X S29 C» 
(535 «CP PHI) 531 D) (X S30 C» 
(536 (N2l2 S36 C) eX (0 D GVl) S37 D» 
(S37 (CVI . (F D) 538 C» 
(S38 (N211 (R 1 CVl D) 538 C) 
«GD2 N212 GDll Cl) S38 C) 
(X539D» 
(839 (X 541 G» 
(S40 (CP (E FD334 SI D) (RETURN» (X 540 D» 
(S41 (GDII S41 G) 
«N2 GPI GP2 GP3 CV2 GN) 842 G) 
(GP4 (R P2 GVl D) S41 G) 
(PHI (0 D GPO) 540 D) 
(CPII (0 G CP11) 840 G) 
(CP12 (0 G CP12) 540 C) 
(CP2 (0 G GP2) 840 C) 
(CP31 (0 G GP31) 540 G) 
(CP32 (0 C GP32) S40 G) 
(CP4 (0 G GP4) S40 C) 
(X 541 G» 
(842 (C22 544 D) (X 543 D» 
(S43 (X (R I GVI D) 541 G» 
( S 4 /1 (X (R P 2 G V 1 D) 5 4 1 (;») 
(FD332 (SI (CN 52 G) (X 51 C» 
(S2 «CDll GV23) (0 G) 55 D) (C22 53 D) (X S4 D» 
(S3 (CN (R P2 CP3 D) (0 G) 55 D» 
(S', (GN (R I CP3 D) (0 G) 55 D» 
(S5 (CP3 (F D CP3) (E FD334 SI D) (RETURN) 51 D) 
(cn (R 1 CP3 D) S5 D) 
(X 55 D») 
(FD333 (SI (GN (0 C) 52 D) (X 51 C» 
(S2 (CP31 (R I CN G) 
(F D CP32) 




(X S2 D») 
(FD334 (SI (C31 SI D) (Cl 52 D) (X S7 C» 
(S2 (GP2 S3 C) (GP31 513 C) (GP32 S14 G) (X S7 Cl) 
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(S3 «GP2 GP4) (0 C) S9 D) 
«GP3 CPO) S8 D) 
(CP12 (0 C) S5 D) 
(CP11 S10 C) 
(X S3 C» 
(S4 (GP (F D GPllCO) S8 D) (X S4 D» 
(S5 (CP (F D GPI2CO) S8 D) (X S5 D» 
( S 6 (G P( F D G P 3 CO) S 8 D) (X 86 D)} 
(S7 (CP S8 D) (X S7 G» 
(58 (X (RETURN») 
(S9 (CP (F D CP2CO) S8 D) (X S9 D» 
(S10 «PHI CP11) SIl D) «CP2 CP4) S12 D) (X S10 G» 
(SIl (CP11 (0 C) S4 D) (X SIl D» 
(S12 (CP11 S8 D) (X S12 D» 
(S13 (CP31 (0 G) S6 D) 
(GP12 (0 C) S5 D) 
(CP11 (0 G) S4 D) 
(GP2 SIS G) 
(GP S8 D) 
(XS13C» 
(S14 «CPO CP32) (OG) 86 D) (CP S8 D) (X S14C» 
(SIS «C31 PHI) S16 D) (CVI S17 D) (X SIS C» 
(S16 (GP2 (0 C) S9 D) (X S16 D» 
(S17 (CP2 S8 D) (X S17 D») 
(FD341 (SI «CV23 CP11 CD2 GD11 C21) SI D) 
(CN (R Pl GV23 C) S2D) 
(C22 S3 D) 
(C31 S5 C) 
(X S7 C» 
(S2 «CV2 GP11 C21) S2 D) 
(CN (R Pl CV23 C) S2 D) 
(C22 S3 D) 
(X 87 G» 
(S3 (C2 S3 D) 
«CP2 GN CV21 GV22) (R P2 GV23 G) 54 D) 
(X 57 C» 
(S4 (CP11 S4 D) 
(CN (R Pl CV23 C) S2 D) 
(C22 53 D) 
(X S7 G» 
(S5 (CV23CO S6 D) 
(X (F D CV23) (E FD342 SI D) (RETUkN) SI D» 
(S6 (C31 SI D» 
(S7 (C S7 C) 
(X (F D GV23) (E FD342 SI D) (RETURN) SI D») 
(FD342 (SI (C31 SI D) (Cl S2 D) (X 83 C» 
(S2 (C21 S4 D) (C22 S5 D) (CV23 S6 C) (X S3 C» 
(S3 (GV23 S16 D) (X S3 Cl) 
(54 (CV23 S8 C) (X S3 C» 
(SS (GV23 S9 C) (X S3 G» 
(56 (CV23 (0 C) S7 D) (C S6 G» 
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(S7 (CV2J (F D GV23CO) S16 D) (X S7 D» 
(S8 (CV23 S10 C) (C SR Cl) 
(S9 (CV23 SIl C) (C S9 C» 
(S10 (C21 (0 D) S12 D) (X S3 D» 
(Sil (C22 (0 D) S13 D) (X SJ D» 
(512 (C2 S14 D) (X S12 D» 
(S13 (C2 SIS D) (X SIJ D» 
(514 (CV2J (F D CV23CO) S16 D» 
(515 (CV23 (F D CV23CO) S16 D» 
(S16 (X (RETURN»» 
(FD40 (SI (C32 (E FD41 SI C) (RETURN» 
(CP3 S2 C) 
(G VI (E FD 331 S 2 D) SIC) 
(X SI D» 
(S2 «C22 Cl CD2 CUll N212 C31) 52 C) 
(Cl (0 D) S8 D) 
(N211 (R 1 CP3 D) S2 C) 
(C32 (E FD41 SI C) (RETURN» 
«CV2 CN CP3 CPO GP2) S3 C) 
(X S7 D» 
(S3 (C22 S5 D) (X Sll D» 
( S II ( C 3 2 ( RET U RN» ( X ( R 1 C P 3 D) S 6 C» 
(S5 (X (R P2 CPJ D) S6 C» 
(56 «CV2 CN CP3 CPO GP2 Cl CD2 CDll c31 C2) S6 C) 
(X S7 D» 
(S7 (Cl (0 D) S8 D) (CP3 (0 C) S9 D) (X (0 1,) S8 D» 
(58 (CP3 S9 D) (X S8 D» 
(S9 «C21 CP2 CV2 CU2 GDII GPl Cl C31) S9 D) 
(GP4 (F C CP3) SI D) 
(CP3 (R 1 CP3 C) (F D CP3) S14 D) 
(CM (R Pl CP3 C) Sil D) 
(C22 S10 D) 
(X SI3 C» 
(S10 «CN CV21 GV22 CP2) (R P2 CP3 C) S12 D) 
(GP4 (F G (;1'3) SI D) 
(GP3 (F C CP3) SIC) 
(X S9 D» 
(Sil (C32 S13 1,) 
«(;1'4 (F C CPJ) SI D) 
(1,1'3 (F C CP3) SI G) 
(GUll Sl1 D) 
(C22 S10 D) 
(X (F D 1,1'3) S14 D» 
(512 (CN (R Pl CP3 C) Sil D) 
«(;1'4 (F G CP3) SI D) 
(CP3 (FC GP3) SI C) 
«C21 CP2 GD2 GD11 GV2 Cl C31) S12 D) 
(C22 S10 D) 
(X 513 1,» 
(S13 «Cl C31) S13 C) . (X (F D C!'3) S2 D» 
(514 (C32 (E FDld SI C) (RETUIW» (X SIG») 
205 
(FD41 (51 (PlII 52 D) (X SI G» 
(52 (C32 (E FD42 SI C) (RETURN» (GP 53 D) (X S2 D» 
(S3 (C31 5J D) 
(Cl S4 D) 
(C32 (E FD42 SI G) (RETURN» 
(X S2 D» 
(5 4 ( G D Ils 4 D) 
(C32 (E FD42 SI G) (RETURN» 
(CPS5 C) 
(X S2 D» 
(S5 (CP (0 C) 56 D) (X S5 G» 
(56 (GP (F D CPCO) S2 D) (X S6 D») 
( F D 4 2 ( 5 1 ( PlI l CE F D 5 5 1 D) ( RET U RN) ) 
(CP2 S17 C) 
(CP4 S18 G) 
(CP3 S2 C) 
(X SI G» 
(S2 (GP4 (R P2 GP3 D) (0 C) S3 D) 
(PHI (E FD5 SI D) (RETURN» 
(X S2 C» 
(S3 (GP3 (F D CP4) S4 D) (X S3 D» 
(54 (X S5 G)} 
{55 (GP4 S6 C» 
(S6 «C22 C31) S6 G) 
«GP2 GPO) S12 G) 
(PHI (E FD5 SI D) (RETURN» 
«GP3 CPO) (0 G) S7 D) 
(X SI G» 
(S 7 (CP 4 (R l (G P 3 G PO) G) (F D G P 3) S 8 D» 
(S8 (X S9 G» 
(S9 (CP3 52 G» 
(S10 (CP3 (R l (CP3 CPO) C) (F D CP3) SIl D) (X S10 D» 
(SIl (X S9 C» 
(S12 (C22 S14 D) (X S13 D» 
(S13 «GP2 GPO) (0 C) SIS D» 
(514 «GP2 CPO) (R P2 GP4 D) (O . G) S1 6 D» 
( SIS ( G P 4 ( R l ( C P 2 G PO) G) (F D G P 4) S6 G ) (X SIS D» 
(516 (GP4 (F D CP4) S6 G) (X S16 D» 
(517 «C2 C31 Cl) S 17 G) 
(PHI (E FD5 SI D) (RETURN» 
(GP3 S2 G) 
«GD CV23) (R D CP2 D) SI C) 
(X SI C» 
(S18 (GP3 (0 C) S19 D) 
(C S18 C) 
(GP2 S17 G) 
(PHI (E FD5 SI D) (RETURN» 
(X SI C» 
(519 (GP4 (R P2 CP3 C) (F D CP3) S2 G) (X S19 D») 
(FD5 (SI (PHI 52 D) (X SI C» 
(52 (X S3 D» 
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(S3 (C32 (RETURN» eX S4 C» 
(S4 (X (0 C) 55 D» 
(S5 (C32 (F G CP) (RETURN» (X S5 D») 
--_ .. -. . _--~- , ~,. ~,:., -, 
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11ême texte exemple sortie finale de la gram~aire descriptive des 
structures de surface: 
(GN NIL 
(C 3 2 
(GP3 
(GNX «D 2 -» (GN NIL (NI NIL "discours" ») 
(C21 NIL "de" ) 
(GN «D -2 +» 
(GNX «D 2 -) 
(CN NIL 
(DI2 NIL (TIl NIL "la" » 
(NI NIL "m~thode" ») 
(C22 NIL (T151 NIL "pour" » 
(GV21CO 
«D -2 +» 
(GV21 NIL 
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(CV23 NIL (V23 NIL "droit" » 
(NI NIL "chemin" »») 
(C30 NIL (C3l NIL "," » 
(CP2 
NIL 
(CP2 NIL (CD2 NIL (D2 NIL "que" ») 
(GVl 
NIL 
(GVl «PlI -» 
(GDll NIL (011 NIL "ne" » 
(VI NIL "font" » 
(CN «Pl -1 +» 
(GN «0 1 -» (N22 NIL "ceux" » 
(G Pli 
«0 -1 +» 
(CPII NIL (N23 NIL "qui" » 
(G VI 
NIL 
(GVl NIL (VI NIL "courent" » 
(G P 12 
NIL 
(CP12 NIL 
(C3l NIL "," ) 
(Cl NIL "et" ) 
(N23 NIL "qui" » 
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(GVl 
NIL 
(N212 NIL (T14l NIL "s" » 
(N212 NIL (T12 NIL "en" » 
(GVl NIL 
(C32 NIL "." ) 
(GP NIL 
(V 1 NIL Il ~ loi g n e nt" »»»»»»» 
(GPO NIL 
(C22 NIt (TISI NIL "Pour" » 
(GN «P2 3 +» (N22 NIt "moi" » 
(C31 NIL "," ) 
(N211 «(1 1 +» "je" ) 
(GVl «P2 -3 -) (1 -1 -» 
(GVl NIL 
( GD 1 1 NIL ( D 1 1 NIL "n " » 
(VI NIL "ai" ) 
(CDl1X NIL 
(CD Il N IL (D 1 1 NIL "j a ma i s " »» 
(CV23 NIL 
(GP2 NIL 
(CV23 NIL (V23 NIL "présumé" »») 
(CP2 NIL (GD2 NIL (D2 NIL "que" ») 
(GN «(1 1 +» 
(D12 NIL "mon" ) 
(NI NIL "esprit" » 
(GVl «(1 -1 -» 
(GVI «Pl 6 -) (Pl 4 -) (P2 2 -» 
(VI NIL "fût" » 
(C22 NIL (T12 NIL "en" » 
(GV23 «P2 -2 +» 
(GV23 NIL 
(GDl1 NIL 
(D Il NIL 




(GD2 NIL (D2 NIL 
(CNX «Pl -4 +» 
(C2l NIL "du" ) 
(T1521 NIL "plus" 
NIL "parfait" ») 
"que" » 
(GN NIL (N22 NIL "ceux" 
(GN «Pl -6 +» (NI NIL "commun" ) ) » ) 
";" ) 
») 
) ) ) 
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