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Abstract
The influence of four feature selection algo-
rithms on an ensemble of support vector ma-
chines is investigated and reported. Prelim-
inary results seem to indicate that it may
be possible to enhance classification perfor-
mance by grouping classifiers trained with
different feature selection algorithms. The
similarity between the feature sets used may
guide the creation of such ensembles.
1. Outline
Supervised machine learning algorithms have been
successfully applied to many automatic classification
problems such as handwriting recognition, spam fil-
tering and speech recognition. However, when dealing
with large amounts of data, training predictors can be
prohibitively expensive in terms of computer resources.
Many machine learning algorithms tend to scale badly
with increasing data size, for example the computa-
tional cost of training support vector machines (SVMs)
is bounded below by the n2, where n is the number of
training examples (Bordes et al., 2005). The training
data is moreover often characterised by a large num-
ber of input features, many of which are redundant or
noisy, adding to the training cost and adversely affect-
ing classification performance.
One way of reducing the cost of learning from this
type of large scale is by training several classifiers on
smaller parts of the data and then having them decide
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together on unseen data. These types of classifiers are
known under many different names such as multiple
classifier systems, committee of classifiers or mixture
of experts, but will here be referred to as ensemble
classifiers. Using ensemble classifiers makes it possi-
ble to learn the data at a fraction of the total com-
putational cost and to train the classifiers in parallel.
A necessary condition to obtain good performance is
that the individual members of the ensemble classi-
fiers not only be accurate but also diverse, meaning
that they do not all miss-classify the same data exam-
ples. There are several ways of promoting diversity in
an ensemble, such as using different training sets, dif-
ferent training parameters, different types of classifiers
or different feature sets.
Feature selection (FS) algorithms on the other hand
are designed to improve the classification performance
of a single classifier, by removing redundant or noisy
features from the data. This is especially important in
applications where it is not a priori known which fea-
tures are relevant and where there are a large number
of potential candidate features, for example in natural
language processing or bio-informatics.
When applied in conjunction with ensembles, these
feature selection algorithms may not automatically
lead to better performance as the increase in individual
performance of the classifiers in the ensemble can be
offset by a loss of diversity in the ensemble because a
single feature selection algorithm focusses on one par-
ticular region of the feature space. However, different
feature selection algorithms will choose different fea-
ture subsets, resulting in classifiers trained on differ-
ent parts of the original feature space. This creates the
interesting possibility of combining classifiers trained
on feature sets produced by different feature selection
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algorithms, resulting in ensembles with higher perfor-
mance classifiers while retaining a sufficient amount of
diversity. We propose to explore this idea further and
present some preliminary results.
2. Preliminary Results
Two publicly available datasets Splice (Degroeve et al.,
2005) and Gisette (Gisette, 2003) were used to test the
hypothesis. The original training data was randomly
subsampled 20 times and four feature selection algo-
rithms were applied on each of the sampled data result-
ing in an additional 80 training sets. The feature selec-
tion algorithm used were: RFE (Guyon et al., 2002),
AROM (Weston et al., 2003), feature ranking using
Relief (Kira & Rendell, 1992) and using the Kullback-
Leibler divergence (Kullback & Leibler, 1951). The
ensembles were formed by training SVM classifiers on
the 100 training sets and grouping them according to
the combinations listed in Table 1, each ensemble con-
sisting either of 20 or 40 classifiers.
In order to quantify the difference between the se-
lected feature sets selected by the feature selection al-
gorithms, we use a measure called the L-Divergence
(Lin, 1991), which is defined as:
L = 2H
(
p1 + p2
2
)
−H (p1)−H (p2)
where H is the Shannon entropy and pi is a probability
distribution. The L-divergence is zero when two dis-
tributions are identical and is bounded above by the
2. The first results are shown in Table 1. This seems
to indicate that there is little or no gain to be had
by combining classifiers whose feature sets are simi-
lar, although higher dissimilarity does not necessarily
indicate increased performance either.
3. Future Work
In future work, we would like to explore these re-
sults further, investigating under which conditions the
performance can be increased and used to adaptively
build ensembles.
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