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The Hubbard model is a prototype for strongly correlated many-particle systems, including elec-
trons in condensed matter and molecules, as well as for fermions or bosons in optical lattices. While
the equilibrium properties of these systems have been studied in detail, the nonequilibrium dynamics
following a strong non-perturbative excitation only recently came into the focus of experiments and
theory. It is of particular interest how the dynamics depend on the coupling strength and on the parti-
cle number and whether there exist universal features in the time evolution. Here, we present results
for the dynamics of finite Hubbard clusters based on a selfconsistent nonequilibrium Green functions
(NEGF) approach invoking the generalized Kadanoff–Baym ansatz (GKBA). We discuss the conserv-
ing properties of the GKBA with Hartree–Fock propagators in detail and present a generalized form
of the energy conservation criterion of Baym and Kadanoff for NEGF. Furthermore, we demonstrate
that the HF-GKBA cures some artifacts of prior two-time NEGF simulations. Besides, this approach
substantially speeds up the numerical calculations and thus presents the capability to study compar-
atively large systems and to extend the analysis to long times allowing for an accurate computation
of the excitation spectrum via time propagation. Our data obtained within the second Born approx-
imation compares favorably with exact diagonalization results (available for up to 13 particles) and
are expected to have predictive capability for substantially larger systems in the weak coupling limit.
I. INTRODUCTION
Strongly correlated quantum systems and materi-
als, e.g. [1], are of rapidly growing relevance in many
fields of physics and chemistry. Especially the out-of-
equilibrium dynamics are of great current interest in
solid-state, atomic and molecular physics, in nanoelec-
tronics, quantum transport etc. In all these fields, the
availability of intense and coherent radiation, combined
with ultra-short laser pulses, has triggered many key ex-
periments that allow one to investigate matter under ex-
treme nonequilibrium conditions where strong correla-
tions and nonlinear effects occur simultaneously [2]. Ex-
amples are the photoionization of multi-electron atoms
and molecules, e.g. [3, 4] and references therein. An-
other example are the many-body dynamics of particles
in lattice systems in condensed matter, e.g. [5, 6, 7] and
optical lattices [8] following a rapid quench of the inter-
action strength.
From the theoretical point of view, such systems pose
particular challenges since quantum, spin and strong
correlation effects have to be treated selfconsistently un-
der situations far from the ground state or from ther-
modynamic equilibrium. Here, remarkable progress
has been achieved recently using ab initio methods
such as exact diagonalization, density matrix renor-
malization group approaches, nonequilibrium dynam-
ical mean field theory [6], iterative path integral tech-
niques [9] and others. The common problem of these
approaches is an exponential scaling with the particle
number and restrictions with respect to the duration of
the time propagation.
For this reason, alternative approaches that are based
on statistical methods are of high interest. This includes
density operator methods, e.g. [10–12], nonequilibrium
Green function (NEGF) techniques and a recently devel-
oped stochastic mean field approach [13 and 14]. Here,
we focus on the NEGF method which, during the past
15 years, has been successfully applied to a variety of
many-body systems in nonequilibrium, including the
optical excitation of electron-hole plasmas in semicon-
ductors [15, 16], nuclear collisions [17], dynamics of
laser plasmas [18, 19] and the problem of baryogene-
sis in cosmology [20]. More recently, NEGF methods
have also been used to describe finite spatially inhomo-
geneous systems, including the carrier dynamics and
carrier-phonon interaction in quantum dots and quan-
tum wells [24–27], molecular transport in contact with
leads, e.g. [28, 29, and 42], or small atoms, e.g. [30, 31,
32]. For a recent overview on NEGF applications to in-
homogeneous systems, see Refs. [33, 34].
Applications of NEGF methods to small Hubbard
clusters have been presented not long ago [35 and 36]
and showed the great potential of this method. The
physical features that could be explored include the re-
laxation dynamics, the excitation spectrum and, in par-
ticular, the relevance of double excitations [37 and 38].
At the same time, NEGF simulations exhibited fun-
damental problems: The first is of conceptual nature
and is related to unphysical damping effects in case of
strong excitation which are absent in exact calculations
[35]. The second is the computational difficulty due to
the strong increase of CPU time and memory demand
with increased propagation time which limits the spec-
tral resolution and the duration of nonequilibrium cal-
culations. We have recently presented an idea how to
overcome the first and substantially weaken the sec-
ond problem: invoking the generalized Kadanoff–Baym
ansatz (GKBA) of Lipavský et al. [39]. This concept was
tested on the level of second order Born selfenergies for
the example of a one-dimensional (1D) Hubbard cluster
containing just two sites and two electrons because here
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2comparisons with available exact diagonalization meth-
ods are easily possible, cf. [12, 40, 41].
Based on these encouraging first results, in this pa-
per, we present a systematic analysis of the HF-GKBA
approach in application to Hubbard nanoclusters. We
discuss fundamental questions such as the issue of to-
tal energy conservation and we extend our previous re-
sults to larger systems. This issue has regained impor-
tance since the idea to use the GKBA in NEGF calcu-
lations has recently been taken up for charge dynamics
in molecular junctions [42] and the dynamics of local-
ization in 1D Hubbard chains [43]. While Bar Lev et al.
[43] used Hartree–Fock propagators Stefanucci et al. [42]
used the GKBA in combination with Hartree–Fock as
well as damped propagators. Here, we demonstrate that
only the use of Hartree–Fock propagators (HF-GKBA)
retains the conserving properties of the original selfen-
ergy. The constraints on the propagators are reformu-
lated giving rise to a generalization and relaxation of the
well-known energy conservation criteria of Baym and
Kadanoff46,47.
We, furthermore, report excellent numerical behav-
ior (long-time stability of the propagation) of the HF-
GKBA and confirm the advantageous scaling with the
propagation time (∼T 2, compared to T 3 in full two-
time NEGF simulations [40]). Comparing to exact di-
agonalization results, we conclude that the HF-GKBA
with second Born selfenergies is very accurate for weak
coupling, for a time duration substantially larger than
that of time-dependent Hartree–Fock and that this time
range increases with the particle number. Finally, we
use the HF-GKBA to study the short-time dynamics of
Hubbard clusters and present applications to larger sys-
tems.
This paper is organized as follows: In Sec. II, we re-
call the basics of the nonequilibrium Green functions ap-
proach. The transition to a single-time description with
the help of the GKBA is discussed in Sec. III, where we
also discuss its conserving character, in dependence on
the choice of the propagators. Our numerical results for
finite Hubbard clusters are presented in Sec. IV.
II. NONEQUILIBRIUM GREEN FUNCTIONS
To describe correlation effects and excitations in quan-
tum many-particle systems, the NEGF approach has
proven very successful, as it allows for a systematical
inclusion of correlations by diagrammatic expansions.
In contrast to density matrix based schemes, the Green
function method additionally offers direct access to the
spectral information as well as particle removal and ad-
dition energies. The main quantity is the one-particle
Green function, defined as (we set ~ ≡ 1)
G(z, z′) = −i 〈TC [Ψ(z)Ψ†(z′)]〉 , (1)
where the brackets denote thermodynamic averaging
and TC is the time ordering operator on the Schwinger–
Figure 1. Schwinger/Keldysh contour C. The C+-branch starts
from−∞ running in positive direction up to∞, the C−-branch
starts from∞ and leads in negative direction to−∞. Note that
on the contour the marked time z2 is later than z1, although the
corresponding times on the real time axis satisfy t1 > t2.
Keldysh round trip contour [44] C, on which the times
z and z′ are defined, see Fig. 1. Ψ(†) denotes a one-
particle annihilation (creation) operator in an arbitrary
one-particle basis in second quantization. To simplify
the notation we suppress the orbital index “i” regarding
Ψ(†) as vectors Ψ(†)i → Ψ(†). Correspondingly, the Green
function (1) is understood as a matrix with components
Gij .
For a quantum system of N particles in nonequilib-
rium, the generic time-dependent Hamiltonian is given
by
Hˆ(t) =
N∑
i=1
hˆi(t) +
1
2
N∑
i6=j
Vˆij , hˆi(t) =
pˆ2i
2m
+ Uˆi(t). (2)
In second quantization, this expression attains the form
Hˆ(t) = Ψ†(t)h(t)Ψ(t) +
1
2
Ψ†(t)Ψ†(t)V (t)Ψ(t)Ψ(t), (3)
where h(t) denotes the one-particle Hamiltonian includ-
ing an external potential, and V (t) is an arbitrary (pos-
sibly time-dependent) pair-interaction potential [here h
and V are understood as matrices hij and Vijkl, respec-
tively].
The equations of motion forG are the first equation of
the Martin–Schwinger hierarchy [45] and its adjoint,[
i∂z − h(z)
]
G(z, z′) = δC(z − z′) (4)
+
∫
C
dz¯ W (z, z¯)G(2)(zz¯; z′z¯+) ,
G(z, z′)
[
−i∂z′ − h(z′)
]
= δC(z − z′) (5)
+
∫
C
dz¯ W (z′, z¯)G(2)(zz¯−; z′z¯),
where W (z, z′) = V (z)δC(z − z′), and δC is a delta func-
tion on the contour C. The Martin–Schwinger hierar-
chy is equivalent to the exact many-body problem, de-
scribing the coupling of the evolution of the one-particle
Green function to the two-particle Green function,
G(2)(z1z2; z
′
1z
′
2) = −
〈TC [Ψ(z1)Ψ(z2)Ψ†(z′2)Ψ†(z′1)]〉 ,
(6)
which itself is coupled to the three–particle Green func-
tion by a similar equation (the Bethe–Salpeter equation)
and so on.
3To solve this hierarchy and to make it numerically
tractable, a formal decoupling is performed by intro-
ducing the self-energy Σ(z, z′) = Σ[G(z, z′)] which is
a functional of the single-particle Green function. This
self-energy can be found from a diagrammatic expan-
sion in terms of Feynman diagrams, where only some
classes of diagrams are chosen according to the proper-
ties of the examined system. With this, the equations of
motion (4) and (5) become formally closed equations for
G:
[i∂z − h(z)]G(z, z′) = δC(z − z′)+∫
C
dz¯Σ[G](z, z¯)G(z¯, z′) , (7)
G(z, z′)
[
−i∂z′ − h(z′)
]
= δC(z − z′)+∫
C
dz¯ G(z, z¯)Σ[G](z¯, z′) , (8)
which are the Keldysh–Kadanoff–Baym equations
(KBE). The KBE are—in principle—exact equations of
motion of the many-body system would the selfenergy
be exactly known. This is the case only for a limited
number of models. In general, therefore, one has to re-
sort to many-body approximations for the selfenergy.
Baym and Kadanoff have shown how to select approx-
imations that obey the conservation laws [46 and 47],
which we will discuss in Sec. III. The simplest approx-
imation is the Hartree–Fock (HF) approximation where
correlations are neglected entirely. It is commonly ex-
pected that this is a reasonable approximation for weak
coupling. Nevertheless, we will see that, even for small
coupling strength, in some nonequilibrium situations
correlation effects may play a crucial role, in particular,
for the long-time behavior. Among the higher order self-
energies, we mention the second(-order) Born (2B), GW
or T-matrix approximations [10]. In this paper, we will
focus on the second order Born approximation shown
diagramatically in Fig. 2, as it allows for long time sim-
ulations. Note that, due to the particular nature of the
interaction in the Hubbard model, the Fock and the 2B-
exchange diagrams (gray, second and fourth) vanish.
For the treatment of Hubbard nanoclusters in higher or-
der approximations, we refer to Ref. [36]. The remark-
able property of the NEGF theory is that, via utilization
of the roundtrip contour [44], all approximations known
from ground state theory and thermodynamic equilib-
rium situations remain fully valid in nonequilibrium, in-
cluding slow and rapid processes as well as weak and
strong excitation.
The direct numerical solution of the KBE (7,8) is now
routine, e.g. [10, 48, 33, 34] and references therein. After
preparing a correlated initial state, e.g. [49, 50], the sys-
tem is propagated in the two-time plane by computing
the NEGF as a function of both time arguments. Due
to the time-memory structure of the collision integral in
Eqs. (7, 8), the NEGF at all times and for all values of
the orbital (site and spin) indices have to be stored in
Figure 2. (a) Set of nonequilibrium Feynman diagrams used
in the present work, from left: Hartree, Fock and second order
Born (direct and exchange) selfenergy. Wiggly lines denote the
interaction potential, full lines are two-time Green functions.
(b) When the HF–GKBA is applied, all full lines are replaced
via Hartree–Fock Green functions Eqs. (17, 18), (thin lines). (c)
Non-vanishing diagrams used in the HF-GKBA calculations
for the Hubbard clusters. The exchange diagrams (gray lines)
do not appear.
memory [51]. Here, substantial advances could be re-
cently achieved via a sophisticated program structure
and parallelization [31 and 32]. Nevertheless, the com-
putational requirements for the KBE solutions exhibit an
unfavorable cubic scaling with time [40]. Clearly, this
limits the duration of propagation in nonequilibrium as
well as the accuracy and resolution of the computed en-
ergy spectra that are obtained from a Fourier transform
(time integral over the whole simulation). To overcome
these limitations and make the long-time calculations
feasible, we will apply the generalized Kadanoff–Baym
ansatz (GKBA) which leads to a quadratic scaling with
time and also has a number of other attractive features.
This ansatz is discussed in detail in the next section.
III. THE GENERALIZED KADANOFF–BAYM ANSATZ
The one-particle Green functions appearing in Eqs. (4)
and (5) depend on two times z, z′ both of which can
be located on either the upper or lower branch of the
contour C, cf. Figure 1. We note that we do not use a
contour with a third (vertical imaginary) branch to pro-
duce a correlated initial state, e.g. [50], [33]. Instead, we
will prepare this state by an initial real-time propagation
during which the interaction is turned on adiabatically,
e.g. [17 and 40]. Thus G(z, z′) on C represents a 2 × 2
matrix, i.e. 4 functions with two conventional real time
4arguments t, t′. Two of these functions are independent.
It is common to use the following definitions for the cor-
relation (>,<) and retarded (R) and advanced (A) func-
tions:
G<ij(t, t
′) = i
〈
Ψ†j(t
′)Ψi(t)
〉
, (9)
G>ij(t, t
′) = −i
〈
Ψi(t)Ψ
†
j(t
′)
〉
, (10)
GR/Aij (t, t
′) = ±Θ[±(t− t′)] [G>ij(t, t′)−G<ij(t, t′)] . (11)
To make the relations to the field operators clear, we
temporarily restored the orbital indices i, j. In the fol-
lowing, these indices will be suppressed again, i.e. G
and Σ have to be understood as matrices Gij and Σij .
The equations of motion for the correlation functionsG≷
and the propagators GR/A follow directly from the KBE
(7, 8) on the contour C, applying the Langreth-Wilkins
rules, e.g. [52, 33]. For the correlation functions, we have[
i∂t − h(t)
]
G<(t, t′) = (12)∫
dt¯
{
ΣR(t, t¯)G<(t¯, t′) + Σ<(t, t¯)GA(t¯, t′)
}
,
G<(t, t′)
[
− i∂t′ − h(t)
]
=∫
dt¯
{
GR(t, t¯)Σ<(t¯, t′) +G<(t, t¯)ΣA(t¯, t′)
}
,[
i∂t − h(t)
]
G>(t, t′) = (13)∫
dt¯
{
ΣR(t, t¯)G>(t¯, t′) + Σ>(t, t¯)GA(t¯, t′)
}
G>(t, t′)
[
− i∂t′ − h(t)
]
=∫
dt¯
{
GR(t, t¯)Σ>(t¯, t′) +G>(t, t¯)ΣA(t¯, t′)
}
,
where the components “R/A” and “≷” of Σ are defined
analogously to those of G. The propagators satisfy[
i∂t − h(t)
]
GR/A(t, t′) = δ(t− t′) + (14)∫
dt¯ΣR/A(t, t¯)GR/A(t¯, t′) ,
GR/A(t, t′)
[
− i∂t′ − h(t)
]
= δ(t− t′) +∫
dt¯GR/A(t, t¯)ΣR/A(t¯, t′) .
Lipavský et al. [39] have shown that the KBE for G< are
equivalent to an integral equation (t > t′ > t0):
G<(t, t′) = −GR(t, t′)ρ(t′) (15)
+
∫ t
t′
dt¯
∫ t′
t0
dt¯GR(t, t¯)Σ<(t¯, t¯)GA(t¯, t′)
+
∫ t
t′
dt¯
∫ t′
t0
dt¯GR(t, t¯)ΣR(t¯, t¯)G<(t¯, t′) ,
whereas for t0 < t < t′:
G<(t, t′) = ρ(t)GA(t, t′) (16)
−
∫ t′
t
dt¯
∫ t
t0
dt¯GR(t, t¯)Σ<(t¯, t¯)GA(t¯, t′)
−
∫ t′
t
dt¯
∫ t
t0
dt¯G<(t, t¯)ΣA(t¯, t¯)GA(t¯, t′) .
Note, that by exchanging (<⇔>) and replacing the den-
sity matrix ρ =: f< by f> = 1−f< in equations (15) and
(16), the analogous expression for G> is easily obtained.
Details of the derivation can be found in Ref. [40].
A. GKBA
While expressions (15) and (16) are still exact (within
the chosen approximation for Σ) they contain the un-
known two-time function G< also under the integral on
the r.h.s. Therefore, one can attempt to solve the integral
equation up to second order, approximating G< under
the integral just by the first term:
G
≷
GKBA(t, t
′) = −GR(t, t′)f≷(t′) + f≷(t)GA(t, t′). (17)
This is the generalized Kadanoff–Baym ansatz (GKBA)
of Lipavský, Špicˇka and Velický which is exact on
the time diagonal, t = t′. The importance of this
equation lies in the fact that it provides a means for
the reconstruction—though approximately—of the off-
diagonal Green functions (i.e. for arguments t 6= t′)
from single-time quantities such as the density matrix
f<. Note that the argument of f≷ is not the mean of the
two times appearing on the left but always the earlier of
the two times. This means the GKBA retains the retar-
dation structure (memory) of the collision integrals and
thus obeys causality, which turns out to be crucial for
the conservation properties, see Sec. III C.
Note that Eq. (17) indicates that the GKBA is only
formally closed in terms of ρ(t), since it still involves
two-time quantities—the retarded (advanced) propaga-
torsGR (GA). These functions obey equations of motion
of similar complexity as G≷(t, t′), cf. Eq. (14). To make
further progress, one can use approximate propagators
that are not computed selfconsistently with G≷(t, t′).
B. Hartree–Fock GKBA
In this paper, we approximate the propagators by
Hartree–Fock propagators, GR/A → GR/AHF that are ob-
tained from the solution of the KBE (14) with the re-
placement ΣR/A → ΣR/AHF , with the solution (T is the
causal time-ordering operator):
GR/AHF (t, t
′) = ∓iΘ[±(t− t′)]T
[
exp
(
−i
∫ t
t′
dt¯H(t¯)
)]
,
(18)
5where H denotes the Hartree–Fock (mean–field) Hamil-
tonian,
H(t) = h(t) + ΣHF(t), (19)
=: h0 + Σ¯HF(t) (20)
that contains the time-dependent external field [via
h(t)] and interaction effects via the Hartree–Fock (mean
field) selfenergy ΣHF(t) that selfconsistently involves
the time–dependent density matrix. For later purposes,
we also introduced the definition Σ¯HF for the sum of
Hartree–Fock selfenergy and external field, with h0 be-
ing just the stationary single-particle energy (kinetic
plus potential energy).
Approximation (18), together with the GKBA,
Eq. (17), will be called Hartree–Fock GKBA (HF–GKBA).
One motivation of this choice is that, in the special case
that the system is treated within the HF approximation
(neglecting the correlation contribution, Σcor = 0), the
HF–GKBA is exact, i.e. Eqs. (17, 18) provide the exact
solution for G≷ which is readily confirmed by direct so-
lution of the KBE (12, 13) in Hartree–Fock. Note that
HF–GKBA can be used for an arbitrary correlation self-
energy Σcor. The example of the T-matrix selfenergy will
be briefly discussed in Sec. V.
Let us now have a closer look at the HF–GKBA for the
case that correlations are taken into account and discuss
its consequences. The Dyson equation for the full Green
function on the contour C can be written as
G = Gid +Gid
(
Σ¯HF + ΣGKBA + ∆Σ
)
G, (21)
whereGid denotes the ideal Green function of the uncor-
related and field-free system. As discussed in Ref. [23],
this equation can be decomposed into several coupled
integral equations that allow to construct the full Green
function in steps. Here, we choose to split-off the corre-
lation selfenergy and introduce the HF-Green function
according to
GHF = Gid +GidΣ¯HFGHF, (22)
GGKBA = GHF +GHFΣGKBAGGKBA, (23)
G = GGKBA +GGKBA∆Σ G. (24)
We defined ΣGKBA as the correlation selfenergy in
which all two-time functions are reconstructed accord-
ing to the HF–GKBA, Eqs. (17, 18), thus, ΣGKBA ≡
Σcor[f
≷, GR/AHF ]. The deviation of the full selfenergy from
this approximation has been denoted ∆Σ ≡ Σcor −
ΣGKBA and contains terms with one, two and three full
propagators and GR/A, respectively. Thus, the Green
function computed within the HF–GKBA is given by
Eq. (23), containing renormalizations by the Hartree–
Fock selfenergy and the second Born selfenergy with
propagators on the Hartree–Fock level. In contrast, the
full Green function G that is computed by a full two-
time calculation (i.e. without the GKBA) has undergone
another renormalization given by Eq. (24). In addition
to GGKBA, the function G contains contributions from
∆Σ to all orders, so the difference of the two is given by
the infinite series
G−GGKBA = GGKBA∆ΣGGKBA (25)
+ GGKBA∆ΣGGKBA∆ΣGGKBA + . . . ,
where each subsequent term adds contributions with up
to three full (renormalized by correlations) propagators
GR/A.
The properties of the GKBA have been studied
for macroscopic spatially homogeneous systems [53].
There, it was found that the GKBA retains the conser-
vation laws of the original two-time approximation for
the selfenergy [10 and 54]. This will be considered in
more detail in Sec. III C. As to the accuracy of the GKBA,
it was found that this ansatz is a very good approxima-
tion to the full two-time solution if the exact propaga-
tors GR/A(t, t′) are being used, indicating that the ad-
ditional integral contributions in Eqs. (15) and (16) are
often of minor importance. In the case of approximate
propagators, good results were obtained with ideal as
well as Hartree–Fock propagators [15]. In contrast, the
use of damped propagators that include imaginary self-
energy contributions, violates total energy conservation
and leads to an overall worse performance [55]. The
use of the HF–GKBA for finite Hubbard clusters [40 and
41] confirms these results. Details will be presented in
Sec. IV.
C. Conservation of total energy
The issue of conserving approximations is of central
importance for the treatment of correlated many-body
systems. This is, in particular, relevant for the many-
body dynamics far from equilibrium. It is an attractive
feature of Green functions theory that conserving ap-
proximations are straightforwardly selected. Baym and
Kadanoff [46 and 47] have formulated a simple criterion
for a NEGF approximation to be conserving that consists
of two conditions:
A: the single-particle Green function obeys simultane-
ously the KBE and its adjoint, Eqs. (4) and (5), and
B: the two-particle Green function is symmetric with re-
spect to both particles, i.e.
G(2)(1, 2; 1′, 2′) = G(2)(2, 1; 2′, 1′).
These conditions easily allow one to select conserving
approximations for the two-particle Green function and
the selfenergy.
We now show that, when a conserving approximation
for Σ is being used, the subsequent application of the
HF–GKBA does not change the conservation properties.
Application of the GKBA amounts to solving the KBE
only along the time diagonal, z = z′. The corresponding
equation of motion for G(z, z) is obtained by computing
6the difference of the KBE and its adjoint, Eqs. (4, 5), cf.
Ref. [46],{
ß
(
∂z1 + ∂z′1
)− [H(z1)−H(z′1)]}G(z1, z′1)∣∣z1=z′1 =
±ß
∫
C
dz2 [V (z1 − z2)− V (z′1 − z2)]
G(2)cor(z1, z
−
2 , z
′
1, z
+
2 )
∣∣
z1=z′1
, (26)
where, in the end, z′1 = z1 is set, and we introduced
the correlation part of the two-particle Green function,
G
(2)
cor ≡ G(2) − G(2)HF [recall that H contains the Hartree–
Fock selfenergy, cf. Eq. (20)]. By construction, the solu-
tion G(z, z) fulfills condition A.
Consider now condition B. To this end we use the so-
lution for the correlation part of G(2) that follows from
the Bethe-Salpeter equation. In what follows, it will be
sufficient to consider the screened ladder approximation
(SCA), Ref. [21 and 22]
G(2)cor(z1, z2, z
′
1, z
′
2) = ß
∫
C
dz¯1dz¯2G(z1z¯1)G(z2z¯2)×
V (z¯1, z¯2)G
(2)(z¯1, z¯2, z
′
1, z
′
2). (27)
This equation can be solved by iteration, starting by
replacing G(2)(z1, z2, z′1, z′2) −→ G(2)HF(z1, z2, z′1, z′2) =
G(z1z
′
1)G(z2z
′
2) ± G(z1z′2)G(z2z′1) under the integral.
This first iteration corresponds to the dynamically
screened second Born approximation (GW) which, ob-
viously, is symmetric in the labels of particles 1 and 2, in
agreement with condition B. If we now apply the HF–
GKBA to each Green function under the integral, this
symmetry is fully retained. Thus, we have shown that
the HF–GKBA for the GW approximation is conserving.
The same applies to the static limit when V (z1, z2) →
V (z1)δc(z1 − z2), i.e. the static second Born approxima-
tion is conserving as well when the HF–GKBA is ap-
plied. The same proof applies to the T-matrix approx-
imation and to the SCA. To show this, we only need to
proceed further with the iterative procedure for the so-
lution of Eq. (27), either with the static or dynamic po-
tential. It is easy to realize that each term of the iteration
series has the needed symmetry 1←→ 2, resulting in the
fulfillment of condition B.
Thus, we conclude that the application of the GKBA
to an arbitrary conserving approximation of NEGF the-
ory does not change the exchange symmetry, condition
B. This symmetry is also retained when, in addition, the
HF-approximation for the propagators (18) is made, and
our numerical results for the HF-GKBA fully confirm
total energy conservation. There is, however, a seri-
ous problem with the previous argument. Let us con-
sider damped propagators, i.e. replace GR/AHF (t, t
′) →
G
R/A
HF (t, t
′) exp[−γ(t− t′)]. This approximation is known
to violate energy conservation [53 and 55], although it
also clearly obeys the symmetry 1 ←→ 2 and, thus, ful-
fills conditions A and B. In order to understand the ori-
gin of the violation of energy conservation for the expo-
nentially damped propagators we, therefore, now first
consider a different approach that is based on density
operator theory. We will then return to the conditions A
and B in Sec. III E and resolve this contradiction.
D. Density operator theory and the GKBA
With the application of the HF–GKBA to the KBE, the
problem becomes a closed non-Markovian equation for
the time-diagonal element of the Green function, i.e. for
the one-particle density matrix. Such an equation can, of
course, be derived independently from a one-time the-
ory of reduced density matrices. This was first shown in
Ref. [10], see also Refs. [12 and 53]. This equivalence is
important to identify the HF–GKBA with standard ap-
proximations from density operators. At the same time,
results from density operator theory, including conser-
vation laws and long-time behavior, can be used to an-
alyze the properties of the single-time solutions of the
KBE. Finally, we note recent interest in density opera-
tor methods in the context of the relaxation dynamics of
finite Hubbard clusters [11].
We, therefore, briefly recall the concept of the reduced
nonequilibrium density operators
F1...s =
N !
(N − s)!Trs+1...NρN , (28)
Tr1...sF1...s =
N !
(N − s)! ,
where ρN is the density operator of the full system
which is normalized to unity and F1...s is the associ-
ated s-particle operator. The equations of motion for the
F1...s (BBGKY-hierarchy) follow from the von Neumann
equation for ρN by taking the partial trace,
i~∂t F1 −
[
h1 , F1
]
= Tr2
[
V12 , F12
]
,
i~∂t F12 −
[
H12 , F12
]
= Tr3
[
V13 + V23 , F123
]
,
. . . . . . . . .
(29)
where the two-particle hamiltonian is H12 = h1 + h2 +
V12, and the system (29) has to be complemented by ini-
tial conditions for F1, F12 etc. The equations are coupled
and form a hierarchy that eventually stops when the
r.h.s. involves F1...N = ρN , in analogy to the two-time
Martin–Schwinger hierarchy of NEGF, see Sec. II. As in
the case of NEGF, the hierarchy is usually decoupled at
a low level by replacing the exact F1...s by an approx-
imation F app1...s[F1, ...F1...s−1] that is a functional of the
lower order operators. Key approximations of NEGF
theory, including the second Born approximation [53],
ladder approximation [56] or GW approximation [10]
are readily identified by proper choices for the three-
particle density operator, see also Ref. [12]. Since the
density operator approach does not involve two-time
Green functions, full agreement with NEGF theory re-
quires, in addition, the time-diagonal limit as provided
7by the GKBA, and in fact the GKBA is directly recovered
in the theory of reduced density operators, e.g. [10]. For
the present purpose of analyzing energy conservation,
it is sufficient to note that the HF-GKBA is directly re-
covered from the system (29). On the other hand, the
GKBA with correlated propagators containing correla-
tion selfenergy contributions Σcor [such as exponential
damping] leads to a modification of the second hierar-
chy equation by the replacement
Hˆ12 → Hˆeff12 = Hˆ12 + Σˆcor12 , (30)[
H12 , F12
]
→ Heff12 F12 − F12Heff†12
with all other terms left unchanged compared to the HF-
GKBA.
It is this renormalization of the two-particle hamilto-
nian that destroys the conservation of total energy in
the GKBA with correlated propagators. To show this,
we recall the derivation of conserving approximations
in density operator theory [10 and 57], for related is-
sues of density operator theory, we refer to Refs. [66
and 67]. We begin with expressing the mean kinetic, po-
tential and interaction energy via the one-particle and
two-particle density operators,
〈Tˆ 〉 = Tr1 pˆ
2
1
2m
F1, 〈Uˆ〉 = Tr1Uˆ1F1, (31)
〈Vˆ 〉 = 1
2
Tr12Vˆ12F12. (32)
We now compute the time derivative of kinetic energy
using the first hierarchy equation,
ß~
d
dt
〈Tˆ 〉 = Tr1 pˆ
2
1
2m
[
h1, F1
]
+
1
2
Tr12
pˆ21 + pˆ
2
2
2m
[
Vˆ12, F12
]
= −Tr1Uˆ1
[
h1, F1
]
+
1
2
Tr12
(
H12 − Uˆ1 − Uˆ2
) [
Vˆ12, F12
]
(33)
The time derivative of the potential energy follows sim-
ilarly,
ß~
d
dt
〈Uˆ〉 = ß~Tr1 ∂Uˆ1
∂t
F1+ (34)
Tr1Uˆ1
[
h1, F1
]
+
1
2
Tr12
(
Uˆ1 + Uˆ2
) [
Vˆ12, F12
]
.
Finally, the time derivative of the interaction energy is
transformed using the second hierarchy equation with
the replacement (30)
ß~
d
dt
〈Vˆ 〉 = 1
2
Tr12
(
Heff12 F12 − F12Heff†12
)
(35)
+
1
2
Tr123V12
[
Vˆ13 + Vˆ23, F123
]
.
Collecting the results (33, 34, 35), we obtain, for the
time derivative of the total energyH = T +U+V minus
the power introduced into the system by the external
potential,
d
dt
〈H〉 − Tr1 ∂Uˆ1
∂t
F1 =
1
2ß~
Tr123V12
[
Vˆ13 + Vˆ23, F123
]
(36)
+
1
2ß~
Tr12
(
Σcor12 F12 − F12Σcor†12
)
.
For a conserving approximation, the right hand side has
to be equal to zero. The first term vanishes if the three-
particle density operator is symmetric with respect to
the particle indices, F123(t) = F132(t) = F321(t), at all
times. This is an obvious and trivial condition [it is sim-
ilar to condition B of NEGF theory for the two-particle
Green function, cf. Sec. III C. Here, in the case of single-
time operators, it appears on the three-particle level],
and is fulfilled also for the exact solution.
To verify this symmetry for the second Born approxi-
mation, we first rewrite F123 in terms of correlation op-
erators (cluster expansion) and give the corresponding
expression for the pair-correlation operator, details can
be found in Refs. [10] and [12],
F123 = Λ
±
123 {F1F2F3 + F1c23 + F2c13 + F3c12} ,
Λ±123 =
1
3!
{1± P12 ± P13 ± P23 + P12P13 + P13P23}
i~∂t c12 −
[
H¯012 , c12
]
= Vˆ12F1F2 − F2F2Vˆ †12 , (37)
where Vˆ12 = (1 ± F1 ± F2)V12, H¯012 = H¯01 + H¯02 is
the two-particle Hartree–Fock hamiltonian and Λ±123 is
the three-particle (anti-)symmetrization operator. Obvi-
ously, this set of equations assures symmetry of F123 in
the particle indices. This approximation is equivalent
to the HF-GKBA in second Born approximation, i.e. no
renormalization of the two-particle hamiltonian (30) is
performed.
As noted above, for the HF-GKBA, the second term
on the r.h.s. in Eq. (36) is absent and energy conserva-
tion is confirmed for any conserving approximation of
two-time NEGF theory. In contrast, for the GKBA with
propagators that contain correlation selfenergies, Σcor,
even for a conserving approximation (with a properly
symmetric F123) energy conservation is destroyed. In
fact, just the anti-hermitean part of Σcor, which governs
the damping behavior of the propagators, contributes to
the second term on the r.h.s. This is particularly evident
in the Born approximation where Σcor12 = Σcor1 + Σcor2 ,
and each single-particle propagator GR/A1 is renormal-
ized by a single-particle correlation selfenergy contribu-
tion Σcor1 .
E. Energy conservation of the GKBA revisited. Relaxing
the conservation criteria of Baym and Kadanoff
After having confirmed energy conservation for the
HF-GKBA and violation thereof for damped propaga-
tors within an independent density operator approach,
8it remains to establish how this result can be obtained
within NEGF theory. In particular, the question arises
whether conditions A and B of Baym and Kadanoff are
indeed sufficient and necessary for energy conservation.
We first find out why the symmetry ofG12 alone (con-
dition B) does not imply energy conservation of the
GKBA for arbitrary choice of the propagators as it ap-
peared in Sec. III C. Let us go back to condition A. The
strict meaning of the statement (implied, by Baym and
Kadanoff) that the Green function G(z, z′) obeys simul-
taneously the KBE and its adjoint, Eqs. (4 ,5) is that
each of the real-time Keldysh components G>, G<, GR, GA
simultaneously fulfills these equations. Since only two
of these functions are independent it is sufficient to con-
sider G< and GR which obey the pairs of equations
(12) and (14), respectively. In these equations, the two-
particle Green function is eliminated in favor of the self-
energy Keldysh matrix with the same components Σ≷
and ΣR/A and the same link between them
ΣR/Aij (t, t
′) = ±Θ[±(t− t′)] [Σ>ij(t, t′)− Σ<ij(t, t′)] . (38)
In our argument in Sec. III C we used the condition
that G< fulfills its pair of KBE. But what about GR? In
standard two-time NEGF theory, of course, also GR ful-
fills its pair. But this is no longer the case when we ap-
ply the GKBA. In this approximation, the standard re-
lation between G≷ and GR/A is altered and replaced by
Eq. (17). This means, GR/A do not follow from the result
for G> and G< but obey an independent equation. In
other words, the equation of motion for GR/A, if written
again in the standard form (14), will contain a selfen-
ergy ΣR/A that is independent of Σ≷ and not given by
Eq. (38). In fact, the GKBA just uses this independence
in favor of a simpler choice for ΣR/A to simplify the cal-
culations. For example, the HF-GKBA uses just ΣR/A =
ΣHF, whereas the approximation with the exponentially
damped propagators is associated with ΣR/A = ΣHF−iγ
where γ is time-independent. Finally, we can establish
a connection with the corresponding approximation for
the two-particle Green function from the standard map-
ping Σ(1, 1′)G(1, 1′) ←→ Tr2W (1, 2)G(2)(12; 1′2). While
the Hartree–Fock selfenergy corresponds to G(2)HF which
is obviously symmetric in the particle indices, the term
γG1 is associated with a non-symmetric function G(2).
This explains the preservation of energy conservation
for the HF-GKBA and its violation for the GKBA with
exponentially damped propagators where both state-
ments are independent of the original choice of Σ pro-
vided it was conserving.
We may now use this result to revise the conditions
A and B such that they apply to the GKBA. In fact we
can relax the conditions of the theorem of Baym and
Kadanoff (BKT) such that they cover not only the GKBA
but a broader class of conserving approximations than
envisaged originally in Refs. [46 and 47].
Theorem: The time-dynamics of a system described
by the single-particle Green functions G< and GR con-
nected via a functional relation G< = G<ansatz[GR], with
A1: GR obeying simultaneously the real-time KBE in-
volving the selfenergy ΣI , Eq. (39), and its adjoint,[
i∂t − h(t)
]
GR/A(t, t′) = δ(t− t′) + (39)∫
dt¯ΣR/AI (t, t¯)G
R/A(t¯, t′) ,
A2: G< obeying simultaneously the real-time KBE in-
volving the selfenergy ΣII , Eq. (40), and its ad-
joint,[
i∂t − h(t)
]
G<(t, t′) = (40)∫
dt¯
{
ΣRII(t, t¯)G
<(t¯, t′) + Σ<II(t, t¯)G
A(t¯, t′)
}
,
B: and the two-particle Green functions associated with
ΣI and ΣII being symmetric with respect to both
particles, i.e.
G
(2)
I (1, 2; 1
′, 2′) = G(2)I (2, 1; 2
′, 1′) and
G
(2)
II (1, 2; 1
′, 2′) = G(2)II (2, 1; 2
′, 1′),
is conserving.
Proof: Consider first Eq. (39). This equation is de-
coupled from G<. Thus, the symmetry condition B for
GI guarantees, according to the BKT, that Σ
R/A
I and,
hence the dynamics of GR, are conserving. Consider
now Eq. (40). It contains ΣII which, according to condi-
tion B, is conserving. Eq. (40), in addition, contains GR
and GA. Since the dynamics of GR/A is conserving and
the functional relation G<ansatz[GR] is a single-particle re-
lation having the same form for G<(1, 1′) and G<(2, 2′),
we conclude that the coupling to GR/A does not destroy
the conservation properties of ΣII . Thus, the problem is
reduced to the original BKT, and the dynamics of G< is
conserving as well what proves the theorem.
Thus, instead of one selfenergy there are now two
selfenergies that have to be conserving simultaneously.
Obviously, this version of the theorem reduces to the
BKT if the connection between G< and GR is given by
the standard NEGF relation, Eq. (11) and, consequently,
ΣI ≡ ΣII . If the relation G<ansatz[GR] is given by Eq. (17)
we recover the GKBA where the choice of the retarded
propagators is given by ΣI . Finally, there exists a whole
set of new conserving approximations (ΣI ,ΣII ) where
the functional relation (17) is replaced by a different one,
G<ansatz[G
R].
IV. RESULTS FOR FINITE HUBBARD CLUSTERS
Let us now apply the NEGF formalism with the HF–
GKBA to the dynamics of standard finite lattice systems
9described by the Hubbard model. The purpose of this
section is three-fold:
(a) to test conceptual questions of the GKBA and the
numerical performance. It has been reported be-
fore that two-time NEGF simulations for small
Hubbard clusters exhibit unphysical damping be-
havior [58]. Furthermore, approximations based
on density matrices have shown numerical insta-
bilities in the long-time regime [11]. We will show
in Sec. IV B that these problems do not occur with
the HF–GKBA,
(b) to extend the simulations to larger systems where
no exact diagonalization data are available, cf.
Sec. IV B, and
(c) to investigate the dynamical relaxation behavior
of small Hubbard clusters at different coupling
strengths, cf. Sec. IV C.
A. Hubbard model and second Born approximation
We consider a finite Hubbard model with Nb sites at
half-filling (particle number N = Nb) with hopping am-
plitude J and on-site interaction U . The initial Hamilto-
nian, for times t < 0, reads
Hˆ0 = −J
∑
<s,s′>
∑
σ=↑,↓
cˆ†s,σ cˆs′,σ + U˜
∑
s
nˆs,↑ nˆs,↓ +
+
∑
ij,αβ
f˜ij,αβ(t) cˆ
†
iαcˆjβ , (41)
where s and s′ label the discrete sites, and < s, s′ > in-
dicates nearest-neighbor sites. Further, nˆs,σ = cˆ†s,σ cˆs,σ
denotes the density operator. The last term in Eq. (41)
incorporates an external time-dependent excitation that
drives the system out of equilibrium. Several cases
for the choice of the function f˜ will be specified be-
low. In the following, we will use dimensionless pa-
rameters where energy (time) is measured in units of J
(the inverse hopping amplitude J−1) and the coupling
strength and field amplitude will be given by U = U˜/J
and f = f˜/J , respectively.
In our simulations, we start from an non-interacting
initial state and adiabatically turn on the interactions to
reach a fully correlated state. After this, the external ex-
citation is turned on. Details on the procedure can be
found in Refs. [12, 17, and 41]. We have verified in ad-
vance that the switching is slow enough to avoid any ar-
tifacts in the dynamics. In practice, we use a Fermi-like
switching function
f(t) = 1−
[
1 + exp
(
t− tf/2
τ
)]−1
(42)
with a switching duration tf = 50 and a switching con-
stant τ = 3, which yields sufficiently converged results.
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Figure 3. (Color online) Top. Time evolution of the density on
site 1 for a 2-site Hubbard model at half filling and U = 1.0
within HF–GKBA (full red line), compared to the exact result
(full black line with dots) and a two-time second Born calcula-
tion (green dashed line). The HF–GKBA does not exhibit arti-
ficial damping, in contrast to the two-time result. Bottom. The
same for a cluster of Nb = 8 sites.
B. Testing the GKBA for small clusters
We start by considering small one-dimensional Hub-
bard clusters where exact diagonalization results are
available. This allows for a rigorous test of the HF–
GKBA results in its full time dependence and for a broad
variety of excitation conditions.
Let us first investigate the problem of artificial damp-
ing of the dynamics of Hubbard clusters that was ob-
served in full two-time KBE simulations when the sys-
tem was driven far out of equilibrium [35]. In that refer-
ence, at time t ≥ 0, a two-site Hubbard cluster at half
filling is strongly perturbed by a rapid change of the
energy of site “1”, which leads to the following choice
for the last term in the Hamiltonian (41), cf. Ref. [2],
fij,αβ(t) = w0δi,1δj,1δα,βΘ(t) , where w0 = 5.0. The re-
sults are shown in Fig. 3. One clearly sees the rapid
damping of the density on the perturbed site, in the two-
time simulation in second Born approximation, while
the exact result exhibits a non-decaying dynamics. The
10
0 20 40 60 80 100
time t [J−1]
0.0
0.5
1.0
1.5
2.0
de
ns
it
y
on
si
te
i=
1
HF-GKBA
Exact
HF
30 40 50 60 70 80 90
time t [J−1]
0.8
1.0
1.2
1.4
de
ns
it
y
on
si
te
i=
1
HF-GKBA Exact Full 2B
Figure 4. (Color online) Top. Density evolution on the left-
most site for an 8-site Hubbard model at half filling and cou-
pling strength U = 0.1. Initially all particles were on the
leftmost four sites. The HF–GKBA result (full red line) is
compared to the exact one (full black line with dots) and to
Hartree–Fock (dashed blue line with crosses). Bottom. Same
as above, but for a reduced time interval. Instead of TDHF,
a two-time second Born calculation (green dashed line) is in-
cluded.
HF–GKBA, interestingly, does not exhibit the damping
of the two-time result. Since the many-body approxima-
tions are in both cases identical, the difference is solely
due to the HF–GKBA and the broken selfconsistency,
as was discussed in Sec. III B, cf. Fig. 2. We note that
we observe quantitative deviations from the exact result
which, however, become substantially smaller when the
particle number increases, cf. the figures below. The re-
moval of the artificial damping is an important generic
feature of the HF–GKBA and was confirmed in all our
simulations. The same behavior is observed when the T-
matrix selfenergy is used, see Sec. V. This gives us confi-
dence for applying this approximation to Hubbard clus-
ters in nonequilibrium, in particular to larger systems
where no exact diagonalization data are available.
Let us now turn to larger clusters and a more quanti-
tative comparison with exact data. Figure 4 shows the
dynamics of 8 electrons in an 8-site Hubbard chain at
weak coupling, U = 0.1, starting from a strong nonequi-
librium situation where all particles are confined to the
four left-most sites by applying a strong confinement
potential. At time t = 0, this potential is removed in-
stantaneously and the dynamics are followed (this sce-
nario was studied in Ref. [11]). One observes very strong
oscillations of the site occupations as particles move to
the right, towards the originally empty four sites. Af-
ter about four periods, these oscillations become an-
harmonic and continue with a reduced amplitude. A
Hartree–Fock calculation fails already after about two
periods (compare the blue dashed curve to the exact
result), indicating that the dynamics are strongly influ-
enced by correlation effects. In contrast, our HF–GKBA
approach yields very good agreement with the exact
data for about 7 periods (t ∼ 60) after which devia-
tions are increasing, but still most of the features are
reproduced qualitatively. In particular, the dominant
frequencies and peak positions are still captured. Com-
paring the HF-GKBA to full two-time 2B results (green
dashed line), we even see a better agreement with the
exact solution throughout the whole simulation.
Next, we consider the energy spectrum for this sys-
tem, again at weak coupling, U = 0.1. This is done by
applying a weak very short external field pulse to site
1, fij,αβ(t) = w0δi,1δijδαβδ(t), w0 = 0.01, that excites all
possible transitions. The HF–GKBA allows us to prop-
agate the system for a long time, until t = 1000, and to
compute the time-dependence of all observables. The
energy spectrum is obtained via Fourier transform of
the occupation of the perturbed site, n1(t), and the re-
sults resolve about seven orders of magnitude. There
are two main energy regions. For frequencies below
ω = 4, all three approximations, including the Hartree–
Fock simulation, show overall very good agreement.
Only a few smaller features – the small side peaks of
the peaks around 1.3 and 2.2 and the little peaks around
ω ≈ 2.7, 3.2, 3.6 are missing in the HF-calculation, in-
dicating that these are correlation effects (most likely
double exciations [37]). For frequencies ω ≥ 4, the pic-
ture changes completely. Evidently, HF misses all peaks.
In contrast, the HF–GKBA performs impressively well,
taking into account the very low height of the peaks in
that range.
After having tested the long-time behavior of the HF–
GKBA in the linear response regime, let us now con-
sider the long-time behavior in the case of a strong non-
perturbative excitation. The results for a four-site chain
at half filling and U = 0.1 are shown in Fig. 6. The first
observation is that the simulations run stable for the en-
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Figure 5. (Color online) Energy spectrum for an 8-site Hubbard model at half filling and coupling strength U = 0.1. The HF–
GKBA result (full red line) is compared to the exact one (full black line with dots) and to Hartree–Fock (dashed blue line with
crosses).
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Figure 6. (Color online) Long-time dynamics of a 4-site Hub-
bard model at half filling and U = 0.1, following strong ex-
citation, within HF–GKBA (red), compared to the exact result
(black with dots). Initially all electrons occupy the two left-
most sites. The figures shows the time evolution of the occu-
pation of the leftmost site.
tire duration of t ≤ 500. This is confirmed by additional
tests that are several times longer (not shown) indicat-
ing that previously reported stability problems [11] do
not occur within the HF–GKBA. Further, the compari-
son with the exact result shows that the main frequen-
cies are well reproduced, and even the phase of the os-
cillations is correct up to t ∼ 180. Yet even at longer
times the overall behavior is well captured, despite the
dephasing, and deviations decrease again strongly, cf.,
e.g., the behavior around t = 450. At the same time,
quantitative deviations are observed (amplitude of the
oscillations), starting around t ∼ 90.
These observations encourage us to extend our simu-
lations also to larger systems where no exact results are
available. In all cases we confirm that the HF–GKBA is
completely stable. As an example, in Fig. 7, we show the
dynamics of a 16 site system at half filling and U = 0.1
with the same type of strong nonequilibrium initial con-
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Figure 7. (Color online) Time evolution of the density on the
leftmost site for an 16-site Hubbard model at half filling and
U = 0.1 within HF–GKBA (full red line), compared to the
HF-result (blue dashed line with crosses). Initially all particles
were at the 8 leftmost sites.
ditions (all 16 particles occupy the 8 leftmost sites). The
behavior is similar to the dynamics of the previously
studied analogous systems of four and eight particles,
cf. Figs. 6 and 4, respectively. The site occupations un-
dergo a rapid and violent evolution which is strongly
influenced by correlation effects. Hartree–Fock simula-
tions reproduce only the first 1.5 periods of the main
oscillation (t . 25). Based on our HF–GKBA results,
we can deduce a number of trends when the particle
number is increased: first, the main oscillation period
increases proportional with N and, second, the oscilla-
tions become increasingly nonlinear. Since the energy
spectrum becomes much more complex when the sys-
tem size increases it is presently not possible to relate
this oscillation to a characteristic energy transition. To
shed more light onto the physical processes involved
in the dynamics and the dependence on the coupling
strength and particle number, we will consider an in-
creased set of quantities below, in Sec. IV C.
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Figure 8. Time evolution of the 8-site Hubbard model at half
filling and U = 0.1. Initially, all particles were at the 4 leftmost
sites. Top figure: exact diagonalization. Bottom figure: HF–
GKBA result. Upper panels of both figures show the dynamics
of kinetic, Hartree–Fock and correlation energy, bottom panels
of both figures show the occupation of the four leftmost sites.
Summarizing this first part of numerical results, we
may conclude that the HF–GKBA is very well suited
to study the dynamics of finite Hubbard clusters in the
weak coupling regime, thereby (at least partially) over-
coming problems of previous approaches. No unphys-
ical damping and instabilities are observed. Since the
present results are derived from selfenergies in second
order Born approximation we have restricted the anal-
ysis to weak coupling, U = 0.1. For moderately larger
values of the coupling parameter, still acceptable results
can be obtained, as will be shown below for U = 0.25.
C. Short-time dynamics: correlation build up and
relaxation of site occupations
In the following, we consider the dynamics in the
same strong nonequilibrium situation that was dis-
cussed above, where all N particles are initially placed
on the leftmost N/2 sites (half filling). We now look
at the behavior of additional observables. In particu-
lar, we follow the time dependence of the occupations
ni(t) of all initially occupied sites (the occupations of the
N/2 rightmost sites follow by symmetry, e.g. nN (t) =
1− n1(t), nN−1(t) = 1− n2(t) and so on).
The typical dynamics can be seen in the bottom panel
of Fig. 8 displaying exact diagonalization results for the
N = 8 site chain at weak coupling, U = 0.1. Due to
Pauli blocking, initially, only electrons from site 4 can
move to the right whereas electrons from site 3 (2) can
only follow when site 4 (3) is being depopulated. This
time delay in the depopulation is clearly visible. Inter-
estingly, the rightmost site (4) is only depopulated half
and sites 3 and 2 even less. Depopulation of the leftmost
site (1) sets in last but proceeds to the lowest value of all
sites (close to zero). This is easy to understand: while
the population of sites 2-4 is increased again by newly
incoming particles from the left, no such incoming flux
exists at the boundary of the chain (site 1). After a very
short time, t ≈ 4, the rightmost site (8) is almost fully
occupied, i.e., the electron wave has reached the right
border after which it is being reflected. Subsequently,
a strongly nonlinear oscillatory dynamics of the site oc-
cupations occurs that is damped until the occupations
reach the stationary values of a homogeneous system
(ni = 0.5, i = 1 . . . 8), around t = 50. This, however,
is not a true stationary system, as our finite system has
a reversible dynamics and, consequently, we clearly ob-
serve, at later times, a strong departure from the homo-
geneous configuration.
It is interesting to consider, besides the occupations,
also the different contributions to the total energy [note
that total energy is conserved to very high accuracy] of
the system which are shown in the top panel of Fig. 8. In
the initial state, the system has only mean field (Hartree–
Fock) energy. Both, kinetic and correlation energy are
exactly zero. When the occupied sites get depopulated,
we observe a rapid increase of kinetic energy which is
almost completely compensated by a loss of HF energy.
Kinetic energy reaches its maximum (the particle cur-
rent is largest) around t = tI ∼ 3 after which it decreases
again and continues to oscillate. It is interesting to note
that this (first) maximum of kinetic energy is reached
when the population of the leftmost is decreased to 0.5.
This is observed in all simulations, independent of the
coupling strength. Thus, this is a propagation effect re-
sulting from the nonequilibrium inhomogeneous initial
condition and constitutes the shortest time scale we ob-
serve in our simulations (“phase I”).
The second time scale that is apparent from the en-
ergy relaxation (“phase II”) is characterized by a for-
mation of correlation energy and a decay and satura-
tion of Hartree–Fock energy which is reached around
t = tII ∼ 25. After this time, no qualitative changes of
the energy dynamics are observed, aside from nonlin-
ear oscillations of kinetic and correlation energy that oc-
cur with almost exactly opposite time derivatives. More
characteristic for this phase III is the relaxation of the
site occupations which terminates around t = tIII ≈ 50,
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Figure 9. Same as Fig. 8 but for U = 0.25. Top figure: Exact
diagonalization calculation. Bottom figure: HF–GKBA
followed by a longer phase IV of occupation revivals,
as mentioned above. In the following, we will analyze
whether these four phases are visible also for other val-
ues of the coupling.
Consider now Fig. 9, where the dynamics for the
same conditions are shown, but for the larger coupling
strength U = 0.25. Again, we observe the rapid depop-
ulation of the sites (phase I) and associated relaxation
of kinetic and Hartree–Fock energy, with the same char-
acteristic time tI ≈ 3. The main difference, compared
to the case U = 0.1, is the more rapid saturation of HF
energy and build up of correlation energy (phase II) ter-
minating around tII ≈ 15. The relaxation of the occupa-
tions (phase III) lasts again until t = tIII ≈ 50.
Finally, we consider the case U = 1.0, cf. Fig. 10.
As before, phase I has a duration of tI ≈ 3. The relax-
ation of the occupations now takes slightly longer, until
t = tIII ≈ 75. The most striking difference to the previ-
ous cases, however, is in the dynamics of the correlation
energy. Here, buildup of correlations is essentially over
around t = 5 whereas the Hartree–Fock energy satu-
rates only around tII ≈ 15.
We now turn to larger particle numbers. Here, no ex-
act diagonalization results are available and we have to
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Figure 10. Same as Fig. 8 but for U = 1. Exact diagonalization
calculation.
resort to the HF–GKBA approximation. Based on the
analysis of Sec. IV B, we expect that this approxima-
tion is reliable in the case of weak coupling. This can
be verified directly for the presently computed quan-
tities by comparing the HF–GKBA dynamics for an 8-
particle Hubbard chain with the exact diagonalization
results. To this end, the HF–GKBA results for U = 0.1
and U = 0.25 are also shown in Figs. 8 and 9, cf. the
lower figure parts. For U = 0.1, the exact behavior of
the occupations and energy contributions during phases
I and II is very accurately reproduced. At the later stages
deviations occur. Starting around t = 20 the kinetic and
correlation energy evolve much more smoothly than in
the exact calculation. At the same time, the evolution of
the site occupations is correct also during phase III, un-
til t ∼ 60, after which the GKBA occupations become
significantly more violent than in the exact case. At
U = 0.25, the GKBA shows the correct behavior only un-
til t ∼ 25, i.e., with increasing coupling, deviations be-
tween exact diagonalization and HF–GKBA grow more
rapidly.
Based on these observations, we can now study the
case of N = 16 particles, where we limit ourselves to
U = 0.1 and U = 0.25; the results are shown in Figs. 11
and 12, respectively. The general observation is that the
dynamics for N = 16 are much less violent than for
N = 8, and the different stages are longer. In particular,
the decay of n1 to 0.5 and the associated increase of ki-
netic energy take substantially longer, until tI ≈ 5. The
reason is that now 8 sites have to be depopulated (es-
sentially sequentially), which takes longer than for four
sites. Also, the build up of correlation energy and the
saturation of the Hartree–Fock energy (phase II) takes
longer, approximately until tII ≈ 40. In contrast, the first
relaxation of the populations to the homogeneous value
0.5 takes until tIII ≈ 50, as in the case of 8 particles.
For N = 16 and U = 0.25, we again observe a slower
increase of kinetic energy (phase I, tI ≈ 5) in agreement
with the case U = 0.1. Again, correlation energy builds
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Figure 11. Time evolution of the 16-site Hubbard model at half
filling and U = 0.1. Initially all particles were at the 8 left-
most sites. Top panel: dynamics of total energy (conserved),
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tom panels: occupation of the four leftmost sites. HF–GKBA
result.
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Figure 12. Time evolution of the 16-site Hubbard model at half
filling and U = 0.25. Initially all particles were at the 8 left-
most sites. Top panel: dynamics of total energy (conserved),
as well as of kinetic, Hartree–Fock and correlation energy. Bot-
tom panels: four leftmost sites. HF–GKBA result.
up slower than for eight particles (phase II), but here
the time scale appears to be shorter than for U = 0.1
(tII ≈ 25), although this result is less reliable.
V. SUMMARY AND DISCUSSION
In this paper, we have applied nonequilibrium Green
functions simulations to the dynamics of small Hub-
bard clusters following strong excitations. In order to
access larger times on the order of several 100 to 1000
inverse hopping amplitudes, we applied the general-
ized Kadanoff–Baym ansatz with Hartree–Fock propa-
gators (HF–GKBA). This ansatz reduced the dynamics
to a single-time dynamics while at the same time fully
retaining conservation laws and memory effects. This
was demonstrated explicitly using a density operator
approach. In contrast, the use of the GKBA with propa-
gators that contain correlation selfenergy contributions
(non-hermitean selfenergy with a non-vanishing imagi-
nary part) leads to a violation of the conservation laws,
even if the original selfenergy in the two-time NEGF the-
ory was conserving.
The question of total energy conservation in the
GKBA was reconsidered in an NEGF framework in
Sec. III E. It was shown that the theorem of Baym and
Kadanoff does not directly apply to this approximation
and we demonstrated how the condition of this theorem
can be relaxed. As a result, a new class of conserving
approximations where the retarded and the less Green
function evolve with different selfenergies is introduced
of which the GKBA is just one representative.
The HF-GKBA not only increases the computational
efficiency of the calculations, it even shows a qualita-
tively improved behavior: artificial damping effects ob-
served previously in two-time simulations of strongly
driven Hubbard clusters [58] do not occur within the
HF–GKBA. This was traced to the reduced degree of
selfconsistency in the computation of the Green func-
tions, compared to the full two-time case, cf. Fig. 2.
While in macroscopic systems this is a minor issue and
single-time and two-time calculations show compara-
ble accuracy [15, 53, and 59], the present results indicate
that, for finite systems, reduction of the selfconsistency
appears to be an important issue, in agreement with ear-
lier analysis [12 and 58].
Comparisons with exact diagonalization results for
N = 4 and N = 8 allow us to conclude that the HF–
GKBA is a reliable approach to the dynamics of weakly
coupled (U = 0.1 . . . 0.25) Hubbard clusters during the
initial relaxation period of 0 ≤ t . 25 . . . 40. An ex-
ception is the case N = 2 where quantitative agreement
is limited to t . 2 (which is not surprising since any
continuum-type approximation exhibits the strongest
inaccuracies for small N ). The accuracy of the HF–
GKBA systematically improves for increasing N .
We, therefore, expect that our HF–GKBA simulations
also provide reliable results forN ≥ 16. This will also al-
low to study 2D or 3D systems since the computational
effort of the HF–GKBA depends only on the basis size,
but is independent of the particle number and dimen-
sionality.
From the relaxation dynamics we can draw the fol-
lowing conclusions. For the studied inhomogeneous ini-
tial state, there are four distinct stages:
I.: Build-up of kinetic energy and decay of n1 to 0.5.
This phase is a consequence of the particular inho-
mogeneous initial state and corresponds to a bal-
listic motion of the particles into the previously
empty part of the cluster. This phase appears to
be independent of the coupling strength U , but in-
creases almost proportional with N .
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Figure 13. (Color online) Same as Fig. 3 (Top), N = 2, but
using T-matrix instead of 2B selfenergies. The exact result (full
black line) is compared to a full two-time T-matrix calculation
(this result exactly matches the one of von Friesen et al. [35])
and the T-matrix with the HF-GKBA [68].
II.: Build-up of correlation energy and saturation of
Hartree–Fock energy. This phase becomes shorter
when U increases, but it extends with N .
III.: Relaxation of the site occupations to the homoge-
neous values of 0.5. This scale grows with U and
is independent of N .
IV.: The fourth stage is characterized by revivals of the
occupations. With increasing U and N these oscil-
lation are more weakly pronounced.
It is interesting to compare these dynamics with ear-
lier investigations. In fact, the short-time dynamics
of interacting many-body and few-body systems have
been analyzed for a variety of systems before. For the
homogeneous electron gas or a dense plasma, studies
of interaction quenches were performed in Refs. [53, 54,
60]. Here, the observation was that there exist two dis-
tinct phases: the first is characterized by the build up
of correlations—manifest by the increase of (minus) the
correlation energy and kinetic energy, i.e., by heating
of the system. This effect has been termed correlation
induced heating [60] or disorder induced heating [61].
The duration of this stage is given by the correlation
time τcor which, in a homogeneous charged particle sys-
tem, is of the order of the inverse of the plasma fre-
quency. The second stage is characterized by a relax-
ation of the single-particle distribution function (occu-
pations) and has a duration trel–the relaxation time. Fur-
thermore, negative quenches have been studied, where
the interaction strength is rapidly reduced [49, 60, 62–
64]. In this case, kinetic energy is reduced suggesting
that the system can be cooled after it has been prepared
in an “overcorrelated” initial state. Finally, we note
that in various studies of moderately correlated macro-
scopic systems another kind of two-stage dynamics was
observed where, preceding the final thermalization, a
“pre-thermalization” plateau was found, e.g. [6, 7, and
65].
It remains an interesting question for future studies to
analyze how these different scenarios are related to each
other and how they depend on the coupling strength,
system size and dimensionality. NEGF simulations con-
nected with the HF-GKBA appear to be a powerful ap-
proach to this problem. This requires to extend these
simulations into the strong coupling range by using T-
matrix selfenergies. A first result using T-matrix self-
energies, in combination with the HF-GKBA, is shown
in Fig. 13 which is the same setup as Fig. 3.a (except for
the choice of the selfenergies). The two-time calculations
in T-matrix approximation exhibit again artificial damp-
ing, as in the case of the second Born approximation.
Again this damping is removed when the HF-GKBA is
applied, and the overall accuracy increases. This gives
further support for the concept of single-time NEGF cal-
culations in the framework of the HF-GKBA. Details of
the approximation and on its implementation are work
in progress and will be reported elsewhere68.
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