Abstract-The study of Pm, the manifold of m×m symmetric positive definite matrices, has recently become widely popular in many engineering applications, like radar signal processing, mechanics, computer vision, image processing, and medical imaging. A large body of literature is devoted to the barycentre of a set of points in Pm and the concept of barycentre has become essential to many applications and procedures, for instance classification of SPD matrices. However this concept is often used alone in order to define and characterize a set of points. Less attention is paid to the characterization of the shape of samples in the manifold, or to the definition of a probabilistic model, to represent the statistical variability of data in Pm. Here we consider Gaussian distributions and mixtures of Gaussian distributions on Pm. In particular we deal with parameter estimation of such distributions. This problem, while it is simple in the manifold P2, becomes harder for higher dimensions, since there are some quantities involved whose analytic expression is difficult to derive. In this paper we introduce a smooth estimate of these quantities using convex cubic splines, and we show that in this case the parameters estimate is coherent with theoretical results. We also present some simulations and a real EEG data analysis.
I. INTRODUCTION
The study of Symmetric Positive Definite (SPD) matrices has been recently become widely popular in many engineering applications, like radar signal processing [3] , mechanics [16] , computer vision [23] [24] , image processing [9] , and medical imaging (especially diffusion tensor imaging [17] and braincomputer interface [4] ). In particular, great improvements come from information geometry, since it has been known for some time that the space P m of m × m SPD matrices can be equipped with a Riemannian metric. This metric, usually called Rao-Fisher or affine-invariant metric, gives it the structure of a Riemannian manifold (specifically a homogeneous space of non-positive curvature). Given two elements C 1 , C 2 ∈ P m , the Riemannian distance d R : P m × P m → R + induced by the Rao-fisher metric is defined as 
or of a similar matrix C −1 1 C 2 . An exhaustive description of the theoretic aspects of Rao-Fisher metric and Riemannian distance can be found in [6] [22] . Here we remark only two useful properties. Affine-invariance: for any invertible
and self-duality
Distance (1) is used to define the concept of Riemannian center of mass [1] [15] (or barycentre, geometric mean, Karcher mean, etc.). Given a set {C 1 , ..., C N } of matrices in P m , the Riemannian center of mass C N is the unique global minimizer of:
and it is viewed as a representative of the points C 1 , ..., C N in the manifold. A large literature is devoted to the problem of defining algorithms to find the minimizer of (4) in an efficient way (see [8] and [11] and references therein) or to make the concept of barycentre essential to many applications and procedures, like, for instance, classification of SPD matrices [4] [13] . However this concept (or some robust alternatives, as the Riemannian median [2] [3]) is often used alone in order to define and characterize a set of points. Less attention is paid to the characterization of the shape of samples in the manifold, or to the definition of a probabilistic model, able to represent the statistical variability of data in P m . The more common and natural statistical distribution is the Gaussian distribution. It can also be defined on the manifold P m and we call it Riemannian Gaussian distribution. It depends on two parameter C ∈ P m and σ > 0 and its probability density function is defined as
where ζ(σ) is a normalization factor depending only on σ.
A Riemannian Gaussian distribution can be obviously used to define mixtures of Riemannian Gaussian distributions, in order to describe a wide variety of probability distributions. First attempts to describe (5) can be found in [18] , even if the treatment there remains incomplete and is based on asymptotic results. Reference [20] provides a complete description of (5). Gaussian distribution and mixtures of Gaussian distributions in the Riemannian framework have been used to improve the performances of SPD matrices classification in the context of texture image [20] [21] . Besides the good results obtained in [20] , this analysis is limited to the manifold P 2 . However in real applications, like the analysis of Electroencephalography (EEG) covariance matrices, we deal with matrices of high dimension. Increasing the dimension m of the manifold, the estimation of the parameters becomes problematic. Our goal in this paper is to overcome this drawback. In Section II we describe more in details the Riemannian Gaussian distribution and the possible problems which can arise in parameter estimation. Then, in Section III, we present a technique to overcome this drawback, through a smooth approximation of the normalization factor ζ(σ). Finally, in Section IV we show some results through numerical examples and a real application with EEG data.
II. RIEMANNIAN GAUSSIAN DISTRIBUTION
A first important issue for a complete description of (5) is the explicit definition of the normalization factor ζ(σ). In [20] it is shown that an analytic expression can be derived only for m = 2, while, for m > 2, ζ(σ) is defined through the formula
where e r1 , ..., e rm are the eigenvalues of C ∈ P m , and
with Γ m the multivariate Gamma function. Even if formula (6) seems quite complicated, it can be evaluated using Monte Carlo integration, allowing to build tables of ζ(σ) as a function of σ, for different values of m. The evaluation of ζ(σ) is necessary for parameters estimation of distribution (5), specifically for the estimate of σ. In [20] it is shown that C N , the Maximum Likelihood Estimate (MLE) of C, corresponds to the well known Riemannian center of mass of C 1 , ..., C N , while σ N , the MLE of σ, is the solution of equation
To solve equation (8) the tabulated values of ζ(σ) are considered and σ N is taken as that σ which better solve (8) . However, Monte Carlo integration provides unstable estimates of ζ(σ) (and, hence, of log ζ(σ)) as the dimension m and σ increase. This reflects in an unexpected behavior of σ N , shown in the top panels of Figure 1 . Indeed, σ N does not result to be continuous with respect to the mean square error E N , and this problem seems to be more prominent as m and σ increase.
If we consider the parameter η = − 1 σ 2 , it can be shown that the function ψ(η) = log ζ is a strictly convex function. Then, ψ ′ (η) is an increasing function. Since problem (8) can be reformulated to find η N , the MLE of η, as the solution of
it is clear that η N , and then σ N , need to be a continuous function of E N ( C N ). In the next Section we present the main contribution of this paper, i.e., exploiting the properties of ψ(η) in order to avoid this continuity problem. Our goal is thus to provide a tractable instrument to describe and analyze Riemannian distributions even for relatively high dimension of the manifold P m , thus for a wide variety of real applications.
III. PARAMETERS ESTIMATE
The procedure we propose here is to consider the convexity property of ψ(η). We evaluate log ζ for different values of η using a classic Monte Carlo integration technique, recovering log ζ as a sample average using, for each η, 10 5 observations, randomly generated according to the function in 6. Then, we use these points as starting estimates to fit a curve, constrainted to be convex, which will represent ψ(η). In order to build a convex approximation we consider splines functions.
A splines function f (x) is a piecewise polynomial function defined on the interval [a, b]. It depends on the number of knots a = x 0 < x 1 < ... < x N = b. A splines function of degree K is composed by a polynomial of order K −1 on each interval, and the connections at the knots are made such that the splines function is globally continuous up to the derivative of order K − 2. The most common splines function used in the application are that of order 4, named cubic splines. Cubic splines are very important in the approximation of a set of data points through a smooth function (where in general smooth means that the second derivative is quite regular). A strong result says that, given a sample of points (x i , y i ), ..., (x N , y N ) the function f that minimizes the quantity
is a cubic splines function [5] . Dimension 22
for dimension 4 (left panels) and 22 (right panels). On the top panels σ N is found using the tabulated value of log ζ provided by the Monte Carlo estimates, on the bottom panels the smooth splines approximation of log ζ is exploited.
Cubic splines are not necessarily globally convex. Nevertheless it is possible to define, imposing some constraints, convex cubic splines [7] [19] . To implement convex cubic splines we use the Shape Language Modeling (SLM) Matlab toolbox. In Figure 2 the splines approximation of ψ(η) in the case of P 22 is depicted 1 . The knots (green vertical line in the figures) used to build splines function have been chosen to be equally spaced in σ, hence they are not in η. Now we can use this approximation of log ζ in order to obtain the σ N . As can be appreciated in the bottom panels of Figure 1 , σ N is now a continuous function of E N ( C N ), as expected. We now can use Riemannian distributions to analyze several statistical problems, and we might consider any dimension of P m . In the next Section we focus on a numerical example and a real EEG data analysis regarding the classification problem of covariance matrices.
IV. RESULTS
Riemannian Gaussian distributions can be used, for instance, for the classification of data lying in P m . Classification in P m is a challenging problem in various applications based on signal and image analysis ranging from medical applications [4] [14] , computer vision [23] [10] to remote sensing [9] [12] . In this paper, we are interested in a motor imagery experiment for which a spatial mapping of the brain is analyzed from recorded EEG signals, with electrodes placed along the scalp [4] . The work proposed in [4] has shown that the structure of the covariance matrix between electrodes is an excellent feature to recognize mental actions. Due to the fact that, for all these previous works, a probabilistic model is not available, authors proposed a classification procedure based on Minimum Distance to Mean (MDM) classifier. From [4] , MDM is defined as follows. Given K groups and a training phase where the barycentres C(k) of the groups (k = 1, ..., K) are estimated, a new observation C i is assigned to the k group according to the classification rule
This rule takes into consideration the distance of the new observation to the barycentres, ignoring information on the variability of the groups, encoded by the parameter σ in the Riemannian Gaussian distribution. Thus, the principle of Bayesian classification can be used exploiting such a distribution. In this case, the classification rule based on the a posteriori distribution reads
In order to allow more general distributions, in [20] the authors, starting from Gaussian distribution (5), define mixtures of Gaussian distributions in a straightforward way such as
where ω j are positive weight adding up to 1. To estimate the parameters of mixtures model, in [20] an extension of EM algorithm for data lying in P m is proposed. Here this algorithm is integrated with the splines approximation of the different normalization constants. Using this class of distributions, the Bayesian classification rule is updated accordingly.
We consider here a simulated example where two classes (i.e., K = 2) are generated according to the Gaussian law (5) in P 22 . To generate random samples from (5) we follow the procedure described in [20] . The two groups are characterized by different parameters σ, specifically σ(1) = 0.15 and σ(2) = 0.17. It is worth to point out that for Riemannian Gaussian distribution σ is a dispersion parameter, and these two values allow here a different dispersion between the two groups. C(1) corresponds to the identity matrix and then we consider four different frameworks where we gradually increase d R (C(2), C(1)). We generate 60 SPD matrices for each sample and then we repeat the same experiment five times for each framework. In Table I we display the mean classification accuracy (expressed in percent) over the five runs for two classifiers, the MDM and the Bayes classifier using simple Gaussian distribution. In the following we consider also Gaussian Mixtures (GM) with M modes. The case of simple Gaussian can be seen as a Gaussian mixture with M = 1. Classification accuracy is evaluated through a 30-fold crossvalidation procedure. This means that we randomly divide the dataset in 30 parts. Then we repeat the classification procedure 30 times using each part once as test set, and the others as training set.
Looking at the results in Table I we can observe that, when the two barycentres are very close, the different variability of the classes is the only way to classify correctly. As the distance increases, the performances of the two classifiers become closer, until the limit situation of framework 4, where the barycentres are very far and the variability is no longer essential to obtain good classification performances. To conclude, we analyze a real EEG motor imagery problem. The analyzed dataset is the one from BCI competition analyzed in [4] . It contains EEG data from nine subjects who perform 4 kinds of motor imagery (right hand, left hand, foot, and tongue imagined movements). Hence in this experiment we have K = 4. A total of 576 trials per subject are available, each trial corresponding to a movement (balanced experiment, i.e., 144 trials per class). EEG signals are recorded using 22 electrodes, hence covariance matrices here belong to P 22 . In Table II the classification accuracies obtained through a 30-fold cross-validation procedure are displayed. In this case we considered also Bayesian classification using Gaussian mixtures, varying the number of modes from 1 to 4. A first thing we can observe from Table II is that classification accuracies of the MDM and the simple Gaussian (M = 1) classifiers provide comparable results. This is due to the fact that in this specific example the four classes present a similar variability. In this case, as already mentioned, rules (10) and (11) coincide. Secondly, classification accuracy of the best Bayesian classifier is, for all subjects, at least as performant as the MDM. The best classifier has not always the same number of modes. This implies that, even if the experiment is common for every subject, the shapes of data clouds is highly variable between individuals. This aspect is not usually studied in the literature of Riemannian geometry applied to EEG data, and can be useful and interesting in this domain. The example described here is a first attempt of an analysis in this direction.
It is worth to point out a comment on computational costs of the illustrated procedures. First of all, Monte Carlo integration and splines approximation done to obtain a table of ζ(σ) are offline operations which have to be performed only once. Then, when a table for ζ(σ) is available, classification algorithms can be implemented without worrying about the computational time needed to build the table. Secondly, we can observe in Table III the computational time needed to perform the 30-fold cross-validation for subject 1 for the the classification algorithms analyzed. It is interesting to observe that the Bayes classifier with Gaussian distributions requires the same time as the reference Minimum Distance to Mean classifier. On the contrary, considering mixtures of Gaussian distributions makes the classification algorithm more time consuming. To conclude, in this paper we analyzed Gaussian distribution and mixtures of Gaussian distribution on the manifold P m of SPD matrices. In particular we introduced an approximation technique to derive the normalization constant of the distribution, based on convex cubic splines. This allows to solve a problem in the parameter estimation, making the estimate coherent with the theoretical results presented in [20] . In this way Riemannian distribution can be used for applications in any dimension m, for classification analysis, introducing Bayesian classifiers, or for the observation of the shape of data clouds in the Riemannian manifold.
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