Abstract-Scientific data sharing is becoming an essential service for data driven science and can significantly improve the scientific process by making reliable, and trustworthy data available. Thereby reducing redundant work, and providing insights on related research and recent advancements. For data sharing services to be useful in the scientific process, they need to fulfill a number of requirements that cover not only discovery, and access to data. But to ensure the integrity, and reliability of published data as well. B2SHARE, developed by the EUDAT [1] project, provides such a data sharing service to scientific communities. For communities that wish to download, install and maintain their own service, it is also available as software. B2SHARE is developed with a focus on user-friendliness, reliability, and trustworthiness, and can be customized for different organizations and use-cases.
I. INTRODUCTION
Storing and sharing scientific data is an essential service that can benefit researchers greatly by improving the discoverability of research data; and projects like Zenodo [2] , CKAN [3] , Figshare [4] , DataCite [5] , and CLARIN [6] are targeting it from different perspectives. Special requirements imposed by scientific data is not sufficiently covered by general data sharing platforms like Dropbox [7] , Box [8] , or Google Drive [9] . P. Doorn and H. Tjalsma discussed some of the differences in [10] .
As is stated by J. Lewis [11] in Research Data Management (RDM); scientific data repositories need to be trustworthy, reliable, provide access control, allow reporting, and have backup/ recovery functionalities. From a system-administrators perspective it is required to comply to some policy, and regulations regarding restricting physical data-storage access.
The evaluation of technical systems, and reviewing their development goals towards a type of RDM have been described by L. Garrett et. al. [12] . Furthermore, supporting copyright licensing, and other legal requirements, such as: preservation, extensive metadata, citation, large data support, and embargo periods are also crucial according to G. Pyrounakis et al. [13] , they discus fourteen expected features for scientific data repositories.
Researchers often have large amounts of small files as a sourcing, derived data, analysis results, and many other types, which do not belong to large research organizations with well defined data management policies. This is the so-called longtail data. B2SHARE is addressing this issue by allowing registered users to upload typical "long tail" data, and also enabling users to share them. By relying on other EUDAT services [14] B2SHARE also provides the needed reliability and data retention.
EUDAT offers common data services supporting multiple research communities, and individuals. It does this through a geographically distributed network, which connects general purpose data centers, and community specific data repositories. These shared services and storage resources are distributed across fifteen European countries with data stored along Europe's most powerful supercomputers. Thanks to this collaborative data infrastructure, the EUDAT services are able to support the every day work of researchers, and infrastructure managers in all fields, by providing trustworthy, and easy to use solutions. As shown in Figure 1 , B2SHARE interacts with the EUDAT services B2SAFE to support safe replication, B2FIND for metadata harvesting and cataloguing, and B2STAGE for staging data for processing on high performance computing systems. Considering the data life-cycle, B2SHARE focuses on sharing of immutable final data by assigning a PID [15] to it. However, via the integration with B2DROP, EUDAT's solution for file storage and exchange, the two services together can also provide collaborative access to dynamic data. This way, researchers can use B2DROP for data synchronization and exchange data with other researchers before the public sharing of the final results and data via B2SHARE. The organization of this paper is as follows: Section II discusses the overall architecture of B2SHARE and its design choices, Section III presents details of our implementation, and in Section IV we give examples of the use of B2SHARE with some use cases from the biodiversity area. After a discussion of related work in Section V we end the paper with an outlook on future work and some concluding remarks.
II. ARCHITECTURE AND DESIGN
B2SHARE has been designed as a modular service consisting of four main areas (cf. Figure 2 ): Data Storage, User Interface, APIs, and Access Control.
This design allows for easy integration with external services through standardized interfaces, and customization of the service towards the specific needs of certain scientific communities while maintaining a unified view of the service. Our design considerations for these four main areas were the following:
A. Data Storage
As one of its main objectives, B2SHARE is providing a data store. Unlike a general data store, a sharing service for scientific data needs not only to manage the data properly, but also the associated metadata, and security-relevant identity data. Thus we can identify three kinds of data which B2SHARE should manage:
• Scientific Objects are the main data objects that scientists and researchers produce. They can be of any type of data: text, multimedia, experimental results or simulation outputs in key/value form, etc., and their size may vary from very small to massive scale. This in turn requires the possibility of adding quota systems and/or restricting the maximum file size. Due to browser limitations, the web interface of B2SHARE only accepts files of sizes smaller than 2GB. This limitation is not present, however, for files uploaded using the REST API. Communities can upload much larger files by contacting the B2SHARE technical team, which will apply different ingestion methods on a case-by-case basis.
• Metadata is the explanatory data that gets filled in when object data are being uploaded. They vary from community to community, and are customized based on community requirements. The metadata, which is paramount for the discoverability of scientific data, needs to be accessible through standard interfaces such that it can be harvested and used by other services as well. As will be described below, B2SHARE is using the OAI-PMH [16] for this purpose. For citability, a PID will be assigned to data.
• Identity Data is composed of account information necessary to provide access control for individual users and research organizations, and for integration with other services.
B. APIs
In order to integrate the service in different workflows and other tools, a flexible set of APIs needs to be provided. Also, for mass uploads and downloads programmatic interfaces are typically more convenient than web interfaces. At the moment, B2SHARE provides two types of APIs: a REST-API and an OAI-PMH API. The REST-API can be used as mediator for external services or additional extensions required by users. Through the REST-API users can have a JSON-based interface to interact with the B2SHARE service. B2SHARE's REST-API allows authenticated users to programmatically create a new deposit, upload data to it and share this data. Using OAI-PMH API, researchers can collect the complete metadata collection and build a meta-view on the content of the repository. OAI-PMH API provides an interface for third parties that allows unimpeded retrieval of the metadata. These APIs allow researchers and communities to integrate with other services and systems to re-use research data. Additionally, they provide a level of automation to speed up these tasks.
C. Web User Interface
In addition to the APIs discussed above, simple data deposit, search, and retrieval interfaces, ideally web-based, are required with a very low learning-curve to facilitate the uptake of the service by non-IT-experts. B2SHARE provides a very simple process for depositing data. The deposit workflow consists of three simple steps of uploading, choosing the scientific domain or research community, and describing data by adding related metadata. The graphical web interface for making deposits is customizable to meet metadata requirements specific to a research community or research topic area.
In order to have access to stored data in B2SHARE, a web-based search interface is provided. The search facility is based on the metadata entered into the system, uses a simple query language and supports regular expressions for fulltext search. Furthermore, it has the capability of searching the indexed metadata information through means of faceted search. Faceted search enables researchers to explore related works of their specified scientific fields within a controlled interface, and allows scientists to find data by walking through the indexed metadata.
D. Access Control
A key feature of B2SHARE is sharing of data and metadata. However, not all data should be publicly available, but restrictions may be imposed that restrict the accessibility of data to certain individual and groups. Also, embargo periods may be imposed. For this purpose, we are planning to provide access control lists (ACLs). Right now, users can choose, at the time of submission of their data, to make the data publicly accessible or to keep access restricted. The metadata, on the other hand, is always public and searchable. Access control can be further adapted to various scenarios and for different communities (one example is the use of federated ACLs).
When publishing data, it is also advisable to associate an appropriate license with the data to protect the owner's interest. However, there is a myriad of licenses existing and it is often difficult to choose which of these is the most appropriate one. B2SHARE provides a License wizard (originally developed by the Institute of Formal and Applied Linguistics at the Charles University in Prague) to help the researchers to select the correct license for their data [17] . Researchers can use this user-friendly tool as a guide by going through it step by step and choose the appropriate license in the simplest possible way.
III. IMPLEMENTATION
The B2SHARE implementation strategy was not to build a new system from scratch but rather to adopt and modify an existing software platform. This had the short term benefit of having a pilot service available rather quickly and the long term benefit of taking advantage of community development efforts. We evaluated a number of software platforms 1 , particularly focusing on their suitability for the aspects mentioned above (extensibility, data storage, metadata support, access control) but also their licensing model and overall readiness [18] .
The result of this evaluation was that Invenio [19] was chosen as base technology for B2SHARE, primarily because it is open source, has the possibility of adding metadata, provides a native web user interface, is extensible and scalable, supports the integration with PIDs, and supports large files.
B2SHARE is implemented as an overlay on top of Invenio and shares much of Invenio's source code for the base functionality. However, the B2SHARE development efforts focused particularly on the possibility for customisation, extensibility, and pluggability. Many organizations and particular users have different needs concerning security, performance, availability, and sustainability. The architectural diagram of B2SHARE is shown in Figure 3 . In this section we discuss the implementation of B2SHARE focusing on the four areas introduced in Section II. 
A. Data Storage
As a data repository storing data is the main role of B2SHARE. Following Invenio, B2SHARE uses a MySQL database 2 for storing metadata information, and SQLAlchemy object-relational mapping [20] for the object-oriented run-time data processing.
We have defined a generic metadata model that covers a limited metadata set that can be used for any data deposit. Community or research area specific metadata models extended the generic metadata model. This ensures that every submission contains a certain level of basic information. The B2SHARE generic metadata model is based on MARC21 format [21] which comes from Invenio, and described in table I. It is possible to export metadata to various formats like Dublin core, MARCXML, BibTex, MARC, EndNote, NLM, RefWorks. To make data reusable and citable, B2SHARE is using EPIC PIDs [15] as digital identifiers. EPIC is compatible with the DOI system, and DOI servers can interpret EPIC PIDs as well. During the deposit process, B2SHARE issues a request to the EPIC PID service to create a new PID for the deposit, as well as updating EPIC with checksums calculated from the submitted files. The EPIC PID integration is optional, and can be performed by setting the corresponding variable in the configuration file.
B2SHARE supports various filesystems for its storage back-end and can integrate with iRODS [22] 3 as a distributed storage sub-system. This allows choosing different backends with different characteristics (performance, backup, geographic distribution, etc.) according to the requirements of specific user communities. Using iRODS as back-end gives B2SHARE users the opportunity to have a safe replication service for stored data. This way, communities can have replication of their data and also support for other federation technologies. The iRODS metadata support is not used in B2SHARE. Instead, the metadata is stored in Invenio in order to make use of Invenio's supportive functionality such as search indexing, metadata format conversion and OAI-PMH for metadata harvesting.
B. APIs
As described above, B2SHARE supports two APIs: a REST API and an OAI-PMH API. The REST API provides the basic functionality (CRUD) [23] for authenticated users to interact with B2SHARE. The REST-API can be used by research communities and users for interacting with B2SHARE via external programs. Furthermore, it gives users the ability to upload or download large datasets, which are not easily handled via web browsers. B2SHARE's REST API is developed as a separate module, not using Invenio's REST API. For simplicity and convenience, the REST-API is offering the same functionality as the web interface with exactly the same steps for deposit. It gives access to all related metadata as well as download links to the stored data file(s), and returns a response in the JSON format. It is also possible to get information for a specific domain or community through the REST-API. For metadata harvesting, B2SHARE supports the OAI-PMH protocol. The internal representation of metadata within B2SHARE is in MARC format, and can be used as mapping to OAI-PMH entries.
C. Access Control
B2SHARE facilitates public read access to all the metadata in its repository, as is fit for B2SHARE's mission of enabling scientific data sharing. Accessing the actual data, however, can be restricted by the depositor. At the moment, when depositing, users can choose to make data items accessible publicly or restrict it as private data only. More sophisticated access control schemes will be implemented in the future based on the requirements of the B2SHARE user communities.
Federation is a feature that allows users at one instance of B2SHARE to access data and metadata in another instance. Federated authentication and access control can be integrated with B2SHARE. This makes it possible to for example share data and metadata between storage systems or communities, while at the same time maintain a local user administration at each node.
D. User Interface
B2SHARE offers a web interface for easy upload/download of data together with related metadata, and provides different workflows based on specific domains. The focus of our development has been a clean and easy to use interface with a short learning curve. Federation and different interfaces can also be used by different organizations. In order to reach this goal B2SHARE's deposit module, b2deposit, is providing the following simple deposit workflow: 1) Selecting or dragging the file(s) that user wants to deposit, 2) Choosing the related domain or community (Generic, BBMRI, NRM, etc.), which automatically generates the metadata form for the next step, and 3) Adding metadata by filling in the form for selected domain or community and pushing the deposit button.
These three steps give users an easy way to deposit and share their data. As default, B2SHARE offers the "Generic" domain that has a minimal number of metadata fields and can cover all data that does not belong to any other domain. The metadata fields for each domain are either mandatory, recommended or optional.
B2SHARE utilises Invenio's search facilities and allows to execute advanced queries using regular expressions, range of field values (e.g. dates) and selection of metadata. Faceted search can be used to narrow down the search results.
IV. USE CASES
In this section we discuss the usage of B2SHARE in two "long tail" data problems from the biodiversity field.
The Swedish Museum of Natural History (Naturhistoriska riksmuseet, NRM) 4 , is investigating using B2SHARE for digitized collections intended for interactions with "citizen scientists", particularly in the transcription of label data. Providing public access to the data by B2SHARE is expected to enhance access to the collections and improve the quality of the label information by collaborating with citizen scientists.
B2SHARE provides a suitable interface to store existing digital copies of NRM's collection items and store and share their new data. Uploading the images in B2SHARE enables annotating label information for previous unprocessed images, study the quality of transcribed information and gain insights in the future design of a large-scale citizen science platform. Initially, a set of images of rare plants from a herbarium is suggested by NRM to become publicly available via B2SHARE so users can add metadata to the images. NRM's detailed use case for using B2SHARE is as follows: 1) Image upload: NRM members can upload scanned images of rare plants from a herbarium using the web interface or the REST-API and add related metadata. A unique identifier for the herbarium sheet will be assigned to the image which typically corresponds to the herbarium sheet's catalogue number shown on the label. 2) Iterative commenting and annotating images: Uploaded images can be publicly visible. Comments and reviews to the images are possible for the deposited images. In future, by having editable metadata in B2SHARE, adding or modifying the entered metadata and annotating each image can further be improved. Annotations will have versioning and they will be marked as complete. 3) Metadata download: NRM staffs also can gather more information about each image from annotations and comments. REST-API feature lets users download and use annotations for evaluating of the progress and metadata quality. 5 is an international open data infrastructure for sharing data about all types of life on earth. GBIF Norway is the Norwegian participant node of GBIF, hosted by the Natural History Museum at the University of Oslo. GBIF-Norway is intending to use B2SHARE as a data archiving platform for storing and sharing their datasets. They intend to share their datasets and metadata freely available under CC0 license. Researchers and those who are interested in natural science can archive their biodiversity research data in B2SHARE. GBIF-Norway's use case for depositing data in B2SHARE is as follows: 1) Dataset upload: Researcher creates a dataset and uploads it in B2SHARE with respective metadata. 2) Update dataset content: When the data owner updated their archived datasets the previous version would be archived before replaced by the new resource. By supporting embargo in close future in B2SHARE, data owners will be able to embargo publishing their deposits for a limited time period. Using REST-API, researchers can upload batch datasets and have access to data easily. 3) Darwin Core Archive version: GBIF-Norway will be notified by automatic email when a new biodiversity dataset is uploaded or updated and will proceed to convert the respective datasets to the Darwin Core Archive format.
The Global Biodiversity Information Facility (GBIF)

V. RELATED WORK
The need for providing easy to use tools for storing and sharing research data has resulted in a wealth of different approaches and tools. Larger, organized communities, like High Energy Physics or Climate, have often developed their own data management schemes, which we consider out of scope for this work as B2SHARE is explicitly targeting the "long-tail" science. We also consider simple file deposit services such as Dropbox out of scope as they do not provide essential features such as metadata and data discovery. There are three highly related services that have emerged over the past few years and which are discussed in detail below: ZENODO, CKAN, and Figshare.
ZENODO [24] is a research data repository, developed and hosted by CERN as an overlay on top of Invenio, similar to B2SHARE, which enables users to share data and publications on a web-based document repository with searchable metadata. Their objective is to provide a proper repository for preserving research data by using all of CERNs infrastructure. The file size limit is up to 2GB and it supports all type of files. Data in Zenodo can be published under different types of licences and it can have open or closed access. It encourage users to use a Creative Commons license for sharing their data. Excluding email addresses, all metadata is licensed under CC0. For citing data, Zenodo assigns a unique DOI to each stored data. It provides two type of APIs: a REST-API for uploading data and an OAI-PMH API for harvesting metadata.
B2SHARE and Zenodo have many common features, especially as they both are based on Invenio, and both projects are improving Invenio by adding their own modules and configurations. The main difference between B2SHARE and Zenodo is that B2SHARE supports federation and gives the communities the opportunity to have their own instances and installation. The modular design of B2SHARE does also allow for using different services as backends, including other EUDAT services.
CKAN [3] is an open source data platform, developed by the Open Knowledge Foundation, a non-profit organisation. It was originally developed for governments for sharing their data publicly in an "open government" spirit. Researchers can choose license for their data from a drop down menu. CKAN also supports permanent URIs for citation, e.g. DOIs, by extension packages [25] . Also, one of the useful features of CKAN is having version control for data and metadata [26] and facilities for data preview. It has a good support for APIs: RESTful JSON API for querying and accessing data. By supporting harvesting functionality, CKAN gives the organisations that already have data in their repositories, to pull their data into CKAN. Using customisable "harvesting" mechanism, it is possible for the organisations which already have their own repositories to simply pull their data into CKAN from their existing repositories.
In contrast to B2SHARE, which is provided as a software package but also as a service, CKAN is a software solution for sharing data and it does not provide the service itself. It basically provides the required tools for sharing and finding data and organizations can use it as a platform for managing their information.
Figshare [4] is another platform for sharing data, although it is not open source code. There is a 250MB limit for file size in free plan and has different limits up to 1GB for premium users. According to [27] , data can be stored privately or publicly under CC license: CC-BY for different type of files, CC0 for datasets and, MIT for code. Figshare gives users 1GB of private storage for free while public storage is unlimited as long as the data is under CC0. It also provides a desktop uploader and badges to be added to websites, blogs, etc. Figshare assigns DataCite DOIs to every public data and citation, and can export to Endnote, RefMan and Mendeley formats. There is an API tool recently developed in Figshare which is still a beta version and helps users to push or pull data to or out of Figshare. It has different functionalities dependant on being authenticated user or not [28] .
Figshare is providing the service for sharing data and is available as a software package for large organisations (it is not end-user oriented). However, it is a commercial service, as opposed to B2SHARE which is free to use for the end users.
The integration with the other EUDAT services, B2DROP, B2SAFE, B2STAGE and B2FIND distinguishes B2SHARE in comparison with other data sharing services. The five services together represents a complete research workflow, from collaborative work within the team (B2DROP), via processing with high performance computing (B2STAGE), storing and final archiving of research data (B2SAFE) to the public sharing of the final results and data in B2SHARE.
VI. CONCLUSIONS AND FUTURE WORK
To conclude, B2SHARE is developed to be a user-friendly, customizable data sharing service for scientific data. Thanks to its modular design, it can easily be modified for different user communities, using different metadata schema, storage backends, or embedding it in the workflow tools. Ease of deployment and additional functionality are the visions for future of B2SHARE. With recent advancements in operating system containers like Docker [29], we are investigating having orchestrated containerized version of B2SHARE for deployment. Also "embargo" function will allow researchers to delay the public access to their data. Furthermore, version control for uploaded data files and, automatic preview of data will be added to B2SHARE. The REST-API will also get querying and searching functionalities.
