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Introduction
Recent years have witnessed an enormous progress in fabrication techniques
for the definition of electronic devices at the nanometer scale. Advances in
physical and chemical synthetic approaches, like the advent of epitaxial growth
techniques, molecular beam epitaxy (MBE) and metal-organic chemical vapor
deposition (MOCVD), as well as the development of nanoscale lithography tech-
niques (i.e. electron-beam lithography), allow to design and implement electronic
systems that exhibit a range of both classical charging effects and quantum me-
chanical effects.
Nanoscale systems such as quantum point contacts, quantum dots, nano-
wires, single molecules, and short carbon nanotubes exhibit interesting transport
characteristics [1, 2, 3, 4, 5], which are based on their discrete energy structure
and on correlations in the electronic transport process. Examples of novel effects
that can be observed only at nonoscale are conductance quantization [3, 6], the
Coulomb blockade [7, 8], and the Kondo effect [9, 10] that, usually, can be
investigated only at very low temperatures.
In this contest, noise characterization has emerged as an extraordinarily pow-
erful tool to investigate aspects of transport phenomena at a very basic level.
Through noise it is possible to obtain information about the structure and the
transport properties of nanoscale devices that are complementary to those given
by the DC characteristics and the small signal AC response. Single carrier
trapping and detrapping , carriers diffusion in solids, fractionally charged quasi-
particles in quantum Hall system, as well as many other phenomena have recived
a clear explanation or confirmation via noise measurements [11, 12, 13].
Time-dependent fluctuations in the measured current due to the granularity
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of charge lead to the so-called shot noise. Such statistical fluctuations show up
much stronger in nanosize electronic devices, compared to macroscopic classical
devices, due to the small number of electrons involved in device operation. It
is known from theory, as well as from experiments, that interaction effects (like
the Coulomb-interaction between electrons, the Pauli exclusion principle, the
phonon-electron interaction) may lead to correlations among carriers, resulting
in characteristic features in the shot noise. Therefore, shot noise turns out to be
sensitive to the electronic structure and the coupling strengths to the electrodes
of the system, giving information on how transport occurs. For these reasons,
it has raised an immense interest and has been developed into a fast growing
subfield of mesoscopic physics [14, 15, 16].
When carriers are emitted into and across the device randomly, without any
correlation, full shot noise is observed, with a current power spectral density
SI = 2qI, where q is the electron charge and I is the average current. This
result, as stated in Schottky’s theorem [17], is the consequence of the variance of
a Poisson process being equal to its average value. The presence of correlations
between carriers produces deviations from such a behavior: noise can be sup-
pressed if the motion of carriers is made more regular by negative correlations
or increased if fluctuations are enhanced by particle bunching [14]. The ratio of
the measured shot noise power spectral density to that predicted by Schottky’s
theorem is usually defined Fano factor, i.e. F = SI/Sfull. Fano factor of 1/3
(in diffusive wires)[18, 19, 20, 21, 22], 1/4 (in chaotic cavities)[23, 24, 25] or 1/2
(for a symmetric double barrier) [26, 27], among other, have been observed.
The experimental challenge in the measurement of shot noise consists of the
elimination of other sources of noise, such as thermal noise and low frequency
1/f noise due both to the device under test and to the external environment.
In such measurements on semiconductor devices, it is generally very difficult
to detect in a direct way noise levels associated with bias currents below a few
hundred picoamperes. This is due to the fact that noise power spectral densities,
corresponding to such current levels, are of the same order of magnitude or much
lower than those which are characteristic of common low noise amplifiers.
To overcome this problem, many techniques for reducing the noise of the
measurement system have been implemented. One technique consists in accu-
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rately evaluating the noise due to the amplifier and to other spurious sources and
in subtracting it from the overall noise at the output of the amplifier itself [28].
Another technique consists in using two noise amplifiers, with their input ports
connected in series or in parallel with the device under test and in computing
the cross correlation of the noise signals at the output of the two amplifiers: in
this way the uncorrelated noise contributions are averaged out[29, 30, 31, 32]. A
further technique consists in cooling down the amplifiers, in particular the feed-
back resistors, in order to improve the noise figure by reducing the contribution
of the thermal noise sources. A drawback of this technique consists in additional
noise contributions from the cryogenic bath[29, 32].
When a very high sensitivity is required, it is necessary to setup a system
based on a combination of the above three techniques, as described in this thesis.
Outline of the Thesis
This thesis is a presentation of the work that I have carried out over the three
years of my PhD program at the Department of Information Engineering of the
University of Pisa. It focuses on setting up of cryogenic systems for shot noise
measurements with very high sensitivity. The systems were meant to be tested
on different mesoscopic structures: double barrier resonant diodes, quantum
point contacts, double quantum dots, and chaotic cavities. These structures
should yield useful results to investigate the physics of electron transport, and
to verify the validity of some theoretical models present in the literature.
This thesis is organized as follows:
Chapter 1 is a brief introduction to noise in electrical circuits. It covers
thermal, shot, generation-recombination, and flicker noise. A brief classical and
quantum treatment of shot noise is presented.
Chapter 2 discusses the equipment setup and the issues related to low noise
measurements at cryogenic temperatures. The technique of cross correlation for
noise measurement is presented.
Chapter 3 is intended as an introduction to the fundamental physics of
resonant tunneling diodes. A theoretical model on shot noise in resonant double
tunnel diodes is presented.
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Chapter 4 is the experimental chapter which provides the description of
measurements on a resonant tunneling double barrier diode. A comparison with
the numerical simulation is also shown.
Chapter 5 details the fabrication of freestanding double quantum dots car-
ried out at the Semiconductor Physics Group of the Cavendish Laboratory, Uni-
versity of Cambridge as guest researcher.
Chapter 6 discusses the setup of a cryogenic system with a base temperature
of 25 mK.
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Noise
Noise is a random signal. It consists of frequency components that are random in
both amplitude and phase. In nature, different types of noise can occur, depend-
ing on the system property (e.g. size, material, geometry) and on the conditions
under which noise is observed (e.g. temperature, bias voltage, frequency).
In this chapter we will show the main noise mechanisms present in nature.
In particular, we will focus our attention on thermal noise and shot noise.
1.1 Thermal noise
Thermal noise is generated by the equilibrium fluctuations of the electric current
inside an electrical conductor, which happen regardless of the applied voltage. It
is due to the Brownian motion of electrons. Thermal noise was first postulated
by Walter Schottky in 1918 [17] and then observed by J.B. Johnson, in 1927,[33]
who conducted a series of experiments showing such type of noise affects all
conductors. He provided a numerical expression as well for its spectral density
[34], derived also by Nyquist on 1928 [35] by means of quantum and statistical
considerations.
Let us consider a conductor at non-zero temperature. Electrons move ran-
domly through the conductor due to thermal fluctuations. We can characterize
the occupation of a state by an occupation number n which is either zero or one.
5
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The thermodynamic average of the occupation number 〈n〉 is determined by the
Fermi distribution function fE , i.e. 〈n〉 = fE . On the other hand, the probabil-
ity that the state is empty is given by 1 − fE . The variance of the occupation
number reads
(n− 〈n〉)2 = n2 − 2n〈n〉+ 〈n〉2. (1.1)
Taking into account that for a Fermi system n2 = n, we find immediately
that the fluctuations of the occupation number at equilibrium away from its
thermal average are given by
〈(n− 〈n〉)2〉 = 〈n2〉 − 2〈n〉2 + 〈n〉2 = fE(1− fE). (1.2)
The mean-squared fluctuations vanish in the zero temperature limit. At high
temperatures and high enough energies the Fermi distribution function is much
smaller than one and thus the factor 1− fE in Eq. (1.2) can be replaced by 1.
Although the average current in the conductor resulting from these fluctua-
tions is zero, instantaneously there is a current fluctuation δI that gives rise to
a voltage across the terminals of the conductor. The variance of these random
fluctuations is given by Nyquist’s formula
〈(δI)2〉 = 4kBTG∆f (1.3)
where T is the temperature, G the conductance, and f the frequency.1 This fol-
lows from the fluctuation-dissipation theorem and from the fact that in macro-
scopic systems the electrons thermalize in a short time, so that the system re-
mains near equilibrium even under a voltage bias.
The spectral current density SI of the noise is the mean-squared current
fluctuation per unit band width:
SI(f) =
〈(δI)2〉
∆f
. (1.4)
Using Eq. (1.3), the equation above reads
SI = 4kBTG. (1.5)
1Thus, the investigation of equilibrium current fluctuations provides the same information
as the investigation of the conductance.
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Thus, following this treatment, we obtain a uniform spectrum that extends to
all frequencies.
In Nyquist’s original derivation of thermal noise, the problem of noise in a
resistor R (R = 1/G) is viewed as a simple one-dimensional case of black-body
radiation. The following frequency-dependent expression for the thermal noise
was calculated
SI(f) = 4G
hf
ehf/kBT − 1 , (1.6)
where h is Plank’s constant. For hf << kBT , the denominator in Eq. (1.6) can
be approximated by hf/kBT and Eq. (1.5) is recovered. At room temperature
the quantum-mechanical correction applies at 6.25 THz. Since most circuits
operate at frequencies that are orders of magnitude less than this value, the
zero-frequency expression (S(0) = 4kBTG) for thermal noise can be used.
S(f)
fc
Sth(0) = 4GkBT
Sth(f) = 4G
hf
ehf/kBT − 1
f
Figure 1.1: Semilog plot for thermal noise according Nyquist’s theorem.
If a voltage V 6= 0 is applied across the conductor, the total noise rises above
such an equilibrium value.
7
Chapter 1. Noise
1.2 Shot noise
Unlike thermal noise, which is caused by thermal fluctuations, shot noise results
from the discrete nature of charge transfer through a conductor.
The shot noise spectral density is proportional to the average current and, as
it happens for the thermal noise, it is characterized by a white noise spectrum up
to a certain cut-off frequency, which is related to the time taken for an electron
to travel through the conductor.
Let us now derive the expression of the shot noise power spectrum density in
the semiclassical and quantum limit, following the approach described in [14], in
which a single barrier with transmission probability T and reflection probability
R = 1− T is considered (see Fig. 1.2).
q
T
R
Figure 1.2: A current stream of unit charge q, coming from the left side of a single
barrier, is partitioned into two streams of transmitted and reflected carriers with
probabilities T and R = 1− T .
If n is the number of electrons coming from the left in the time τ , and if we
assume that electrons move independently one from the other, the probability
distribution of transmitted electron nT is binomial and reads:
pn(nT ) =
(
n
nT
)
TnT (1− T )n−nT . (1.7)
We can then compute the mean value 〈nT 〉 and the variance 〈∆n2T 〉. In
particular, 〈nT 〉 = nT and 〈∆n2T 〉 = 〈n2T 〉 − 〈nT 〉2 = 〈nT 〉(1 − T ) = nT (1 − T )
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for the variance, where 〈∆nT 〉 = 〈nT 〉 − 〈nT 〉. For perfect transmission (when
there is no barrier) the variance is equal to zero.
The current, defined as the amount of electric charge flowing through the
barrier over time, is given by I = qnT /τ and its variance therefore is found to
be 〈∆I2〉 = q〈I〉(1 − T )/τ . If we now assume that particles cross the barrier
independently from each other in the low transmission regime (n >> 1, T << 1),
Eq. (1.7) can be approximated by the Poisson distribution
pn(nT ) = e−λ
λnT
nT !
(1.8)
where λ = nT .
The noise power spectral density S(f) can now be obtained from the Wiener-
Khintchine theorem [36], which states that S(f) is equal to the Fourier transform
of the autocorrelation function. The finite frequency noise thus takes the form
S(f) =
∫ ∞
−∞
eift〈∆I(t)∆I(0) + ∆I(0)∆I(t)〉dt (1.9)
with ∆I(t) = I(t)− 〈I〉. We note that only the time difference t in the current-
current correlation is involved.
Let us now suppose that the particles arrive at random instants tk and that
the current pulses are independent and uncorrelated. After a time T >> tk, the
pulse looks like a delta function, and the current can be written as
I(t) =
∑
k
qδ(t− tk). (1.10)
Substituting Eq.( 1.10) into Eq. (1.9), the shot noise power spectrum density
reads
S(f) = 2q〈I〉. (1.11)
where the properties of the delta function are used to evaluate the integral.
On the contrary, a frequency dependence is found in the case of current with
a negligible duration. In particular, if we suppose
I(t) =
∑
k
qs(t− tk), (1.12)
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with s(t) is a square current pulse of duration τc, the following power spectrum
is obtained
S(0) = 2q〈I〉
[
sin(2pifτc)
2pifτc
]2
. (1.13)
A full derivation of this equation is reported in Appendix 1.
The equation above gives the same result as Eq. (1.11) at low frequencies,
but has a cutoff at fc = 1/τc as shown in Fig. 1.3.
S(f)
1
τc
2
τc
f
S(0)= 2qI
Figure 1.3: Frequency dependence for shot noise power spectrum density.
The time τc is of the same order of the mean transit time that the electrons
spend to cross the device (∼1-100 ps in common devices), which means the cutoff
frequency is about 10 GHz - 1 Thz. Therefore the approximate equation (1.11)
is good for almost all integrated circuit design.
We would like to observe that in Schottky’s case the full shot noise Sfull =
2eI is found because the granularity of the current is in term of the elementary
charge q = e. This does not always have to be so. For instance, multiple
charge quanta have been observed in point contact between two superconducting
electrodes [37], values of q = 2e in superconductors (due to cooper-pairs) [38,
39, 40, 41] or q = e/(2m+ 1) with an integer m in the fractional quantum Hall
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effect [42, 43, 44, 45, 46]. This shows that shot noise can be used as a tool to
measure the effective unit of charge transferred in electric devices.
1.2.1 Fano Factor
In the previous shot noise derivation, we have supposed that carriers are emitted
into and across the device randomly, without any correlation. If the events are
correlated, i.e. the statistic is not Poissonian, the above treatment leads to
SI 6= Sfull. In this case, it is helpful to use a dimensionless quantity, called Fano
factor.
The Fano factor F is defined as the ratio of the actual shot noise S to the
Poissonian (or full) shot noise, i.e.
F =
SI
Sfull
=
SI
2e〈I〉 . (1.14)
Thus, when electron transport is due to uncorrelated, independent events, the
Fano factor turns out to be equal to unity, F = 1, which is referred to as a
Poissonian Fano factor. In the case of a barrier at zero temperature, the above
treatment leads to S = Sfull(1−T ) and therefore F = (1−T ). Since the current
is proportional to T , we immediately see that, in the cases T = 0 and T = 1,
shot noise vanishes, whereas the Fano factor can have values between 0 (e.g.
ballistic conductor, T = 1) and 1 (e.g. single tunneling barrier with T << 1).
For T = 1/2 the shot noise is maximal.
As we will discuss in the following section, this picture fails when further
effects introduce correlations on charge transport. Deviations from F = 1 have
been demonstrated to be due to statistical anti-bunching or bunching, which
leads to negative or positive correlations, respectively.
For example, in fermionic systems, the Fano factor can be suppressed due
the Pauli principle, leading to sub-Poissonian values F < 1, whereas, in bosonic
systems, bunching leads to super-Poissonian values with F > 1.2 Beside the
Pauli principle, the Coulomb repulsion could be another source of correlations
in conductor. Usually Coulomb interaction yields a sub-Poissonian statistic but,
2This statement is based on a series of assumptions (e.g. zero-impedance external circuits,
spin indipendent transport). If these conditions are not met, positive correlations could be
found in fermionic systems, too.
11
Chapter 1. Noise
as we will see, there are some particular situation in which it can enhance the
Fano factor above 1.
1.2.2 Shot noise in mesoscopic system
In order to describe shot noise in mesoscopic systems, a quantum mechanical
treatment of the transport problem is required. A simple way to obtain for-
mulas for current and shot noise in this case is to use the Landauer-Bu¨ttiker
approach. The idea of this approach is to relate transport properties of the sys-
tem to its scattering properties, which are assumed to be known from a quantum
mechanical calculation.
T
T
µ1
V
lead1 lead2
x
y Conductor
µ2
E
k
E
k
µ1
µ2
Contact 1 Contact 2
I>
1
I<
1
I>
2
I<
2
Figure 1.4: A conductor having a transmission probability of T is connected to
two large contacts through two lead [taken from [1]].
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Let us to consider the system shown in Fig. 1.4, made up of a conductor,
considered as a scattering region, connected to electron reservoirs (contact 1 and
contact 2) by means of lead 1 and lead 2. It is assumed that the reservoirs are
large enough to be characterized by a temperature T1,2, and a chemical potential
µ1,2 ( µ1 > µ2 ). We assume only elastic scattering, so that the overall energy
is conserved. For N modes, the incoming and outgoing modes are related by a
2N × 2N scattering matrix S(
I<1
I>2
)
= S
(
I>1
I<2
)
(1.15)
where I>j andI
<
j (j = 1, 2) are respectively the N -component vectors denoting
the amplitudes of the incoming and outgoing modes in leads 1 and 2.
The scattering matrix S can be decomposed in four N ×N matrices
S =
(
s11 s12
s21 s22
)
≡
(
r t′
t r
)
. (1.16)
The blocks r and r′ describe electron moving back to the left and right reservoirs,
respectively. The off-diagonal blocks t and t′ describe the electron transmission
through the sample. The flux conservation in the scattering process implies that
the matrix S is unitary. In the presence of time-reversal symmetry the scattering
matrix is also symmetric.
The symmetrized current I = (〈I2〉− 〈I1〉)/2 can be obtained from the equa-
tion [1]
I =
2e
h
∑
n
∫
dETn(E)[f1(E)− f2(E)]. (1.17)
Here Tn(E) are the eigenvalues of the transmission matrix t†(E)t(E), which are
interpreted as the transmission probabilities of an eigenchannel n (i.e. they are
the transmission probabilities for each channel in a representation in which the
transmission matrix is diagonal), while the Fermi function is defined as
fj(E) =
1
e(E−µj)/kBT + 1
(j = 1, 2). (1.18)
In the zero temperature limit and for small bias, the derivative of Eq. (1.17)
with respect to bias voltage yields the Landauer’s equation for the conductance
13
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of an N channel system
G =
2e2
h
N∑
n=1
Tn. (1.19)
Equation (1.19) shows that conductance can be expressed in terms of transmis-
sion probabilities only.
An expression for shot noise can be derived by means of the Landauer-
Bu¨ttiker formalism. Substituting Eq. (1.17) in Eq. (1.9), the following expression
for the zero-frequency shot noise is derived
S =
4e2
h
∑
n
∫
dE{Tn(E)[f1(E)(1− f1(E)) + f2(E)(1− f2(E))]+
+Tn(E)(1− Tn(E))[f1(E)− f2(E)]2}
(1.20)
In an equilibrium situation the second part containing f1 − f2 vanishes and
the formula for the power spectrum density of the thermal noise is recovered
S = 4kbTG. (1.21)
In the opposite limit, when T = 0 and a finite bias Vb = µ1 − µ2 is applied,
the contribution involving fj(E)(1 − fj(E)) (j = 1, 2) vanishes and the non-
equilibrium shot noise reads
S = 2e
2e2
h
V
N∑
n=1
Tn(1− Tn). (1.22)
The Fano factor can then be expressed as
F =
∑N
n=1 Tn(1− Tn)∑N
n=1 Tn
. (1.23)
In the case of one channel (n = 1), we find the same result we derived in the
last section for the case of a single tunneling barrier.
To sum up, thermal noise dominates at low bias eVb << kBT , whereas non-
equilibrium shot noise is predominant at higher bias eVb >> kBT . The crossover
from thermal to shot noise is described by the expression
S =
2e2
h
[
2kBT
∑
n
T 2n + eV coth
(
eVB
2KBT
)∑
n
Tn(1− Tn)
]
, (1.24)
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which follows from Eq. (1.20) by evaluating the energy integral [47]. In [23] the
previous equation has been verified in chaotic cavities defined by two quantum
point contacts in series.
1.3 Generation-recombination and 1/f noise
The generation-recombination (g-r) process is a natural part of all semiconductor
behavior. In the semiconductor, carriers are set free from bonds with a particu-
lar atom by a generation process, which is necessary for both of the conduction
mechanisms to occur (i.e. drift and diffusion). This leaves “uncovered” donors
or acceptors, which will occasionally trap a passing carrier. The continuous trap-
ping and de-trapping of the charge carriers causes a fluctuation in the number
of carriers in the conduction and valence bands (electron-hole pair creation).
The time-scale on which these processes occur is characterized by τ (lifetime of
electrons in the conduction band). The noise power spectral density assumes in
a Lorentzian-like form, function of frequency [48]
S(f) ∼ 〈I2〉 τ
1 + (2pif)2τ2
. (1.25)
The power spectral density is constant at low frequency with a corner at
fc = 1/2piτ . Above this corner, the spectrum is proportional to 1/f2 (see
Fig. 1.5).
A general treatment, in which the electron number switches between discrete
values at random times, which appropriately distributed time constants, leads
to other types of noise, such as 1/f noise.
Thus, let us assume that the mean-square current contains many indepen-
dent contributions with random relaxation times τ , with a known statistical
distribution P (τ). Averaging over all τ values, we have
S(f) ∼ 〈I2〉
∫ ∞
0
τ
1 + (2pif)2τ2
P (τ)dτ. (1.26)
If we now assume that P (τ) ∼ 1/τ in an interval [τ1, τ2] and that it vanishes
otherwise, we find that [49]
S(f) ∼ 〈I
2〉
2pif
1
ln(τ2/τ1
)
∫ 2pifτ2
2pifτ1
dγ
1 + (γ)2
, (1.27)
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fc = 1/2piτ
S ∝ 1/f 2
f
S constantS(f)
Figure 1.5: A typical spectrum for the generation-recombination noise. The
noise power spectral density has a Lorentzian-like form as a function of frequency,
characterized by a constant time τ .
implying that S(f) ∼ 1/f in the frequency interval τ−11 << 2pif << τ−12 .
By proper choice of P (τ) it is thus possible to account for the 1/f noise in
this case, but of course the physical origin of precisely this distribution for P (τ)
remains to be determined. Experimentally, it has been found the power spectral
density of this noise increases without limit as frequency decreases, following the
law |f |−α, where α is more or less constant and usually lies between 0.8 and 1.4.
Thus, 1/f noise dominates ad low frequency, while it vanishes at high fre-
quency. The frequency at which the 1/f and white noise contributions are equal
(as shown in Fig. 1.6) is usually indicated as frequency corner (fc).
Since the 1/f noise power spectral density is inversely proportional to fre-
quency, the integrated power in the spectrum between the (positive) frequencies
f1 and f2 is
P (f1, f2) =
∫ f2
f1
S(f) = Cln
f2
f1
(1.28)
where C is the proportionality constant. This simple result shows that for a
fixed frequency ratio f2/f1 the total noise power per decade of bandwidth is
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S = S1/f + Sth
S1/f ∝ 1/f
Sth = 4kBTG
f
S(f)
fc
Figure 1.6: A typical spectrum for noise in which both thermal and 1/f contri-
butions are present.
constant. This property of 1/f noise is known as scale invariance.
The first observation of 1/f noise in electronic system (referred to as flicker
noise) was made by Johnson, in 1925, and since then the subject has developed
extensively. This is in particular due to the fact that 1/f noise occurs in many
physical, biological and economic systems. In physical systems it is present
in some meteorological data series, as well as in the electromagnetic radiation
output of some astronomical bodies. In biological systems, it is present in heart
beat rhythms and in the statistics of DNA sequences. In financial systems it is
often referred to as a long memory effect.
There are many theories on the origin of 1/f noise [50, 51, 52, 53, 54]. Some
theories attempt to be universal, while others are applicable to only a certain
type of material, such as semiconductors [55, 56, 57, 58, 59]. Universal theories
of 1/f noise are still a matter of current research.
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Measurement system
As stated in the Introduction, this thesis focuses on setting up a cryogenic sys-
tem for shot noise measurements on mesoscopic structures, in order to study
electron transport properties and quantum mechanical effects.
Usually, many of these effects (e.g. Pauli exclusion, Coulomb blockade,
phonon blockade, etc.) are visible only at very low temperature because thermal
fluctuations wash them out. For this reason the developed system is intended
to work at cryogenic temperatures.
Two cryogenic systems have been set up: the first system allows us to perform
shot noise measurements at 4.2 K and 77 K, using liquid Helium and Nitrogen
to cool down the device under test (DUT); the second system uses a dilution
refrigerator to reach temperatures down to 25 mK. In both systems, noise re-
duction techniques are used to achieve high sensitivity.
In this chapter we will describe the first cryogenic system based on the cross
correlation technique and on cooling of the feedback resistors.
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2.1 Noise measurements
2.1.1 Single amplifier configuration
The traditional method used to measure the noise power spectral density of
an electronic device can be described in a simple way: noise generated from
the DUT1, opportunely biased, is amplified and then analyzed with a spectrum
analyzer.
In Fig. 2.1 a block diagram is shown for the two generic configurations (series
and parallel) used to perform a noise characterization of the DUT.
Biasing
(a)
Amp
DUT
Spectrum
AnalyzerUnit
(b)
DUT Amp Spectrum
AnalyzerUnit
Biasing
Figure 2.1: Block diagram for noise measurement of a bipole: single amplifier
configuration. The bipole is connected in (a) series and (b) parallel with the
amplifier.
The noise characteristic of the DUT is determined by its equivalent current
(voltage) noise source. Such source contributes, through a factor determined by
the amplifying block, to the total noise at the output port of the amplifier, which
1In this chapter we consider a bipole as device under test.
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is the input for the spectrum analyzer in both configurations.
A current-voltage converter is commonly used as amplifying block for the
series configuration, and a voltage amplifier for the parallel one. As a conse-
quence, to maximize the contribution of DUT noise to the output voltage, the
series configuration is used when the DUT impedance is larger than the amplifier
input impedance, and parallel configuration in the other case.
In Figure 2.2 the small signal equivalent circuits for the DUT and the am-
plifiers are shown, as well as all the noise sources. In particular, the amplifier is
characterized at the input by an impedance Zin, and the equivalent voltage and
current noise sources, En and In respectively. Ip, Id, Zp, and Zd are instead the
noise current source and the differential resistance of the biasing unit and of the
DUT, respectively.
(b)
-+
Id Zd In ZinZpIp
En
Vout
-+
En
Id
ZpIp
Vout
In Zin
Zd
(a)
Figure 2.2: Noise representation En-In for the single amplifier (a) series and (b)
parallel configuration.
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Referring to the circuit in Fig. 2.2(a), the output voltage reads
Vout = Avol
Zin
Zin + Zp + Zd
[En + (Zp + Zd)In + ZdId + ZpIP ] (2.1)
Thus, the power spectral density of the total noise at the output port is given
by
SV = |A|2(SEn + SIn|Zd + Zp|2 + SId |Zd|2 + SIp |Zp|2), (2.2)
where A is defined as
A =
Zin
(Zin + Zd)
Avol. (2.3)
An analogous equation is obtained for a parallel configuration.
Equation (2.2) was obtained considering the noise voltage and current gen-
erators completely uncorrelated. Otherwise, we have to introduce a term due to
the correlation, which is SEnIn(Zd + Zp)
∗|A|2.
From Eq. (2.2) we see that the noise sensitivity of the system cannot be lower
than the noise contribution of the front-end amplifier.
In very low noise level measurements the noise contribution due to the instru-
mentation is comparable or even larger than what has to be measured. In such
a situation, it becomes necessary to implement some noise reduction techniques
that can contribute to push down the noise floor of the measuring system.
2.1.2 Cross correlation amplifiers
The cross correlation technique consists in processing the signals from two in-
dependent channels, in the series or in the parallel configuration, by computing
the signal cross-correlation, in order to get rid of the uncorrelated noise com-
ponent of the single channels, due to the amplifier contributions. When the
noise to be measured is stationary, the cross-correlation technique has proven to
be effective to overcome the limitations imposed by the electronic noise of the
amplifier and to extend the sensitivity of noise measurements to extremely low
values [31, 60, 61].
Current configuration (series)
Figure 2.3 shows a schematic diagram of the cross correlation amplifiers in se-
ries, in which the signal from the DUT is fed to two distinct and independent
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amplifiers, whose inputs are connected with the device terminals.
-+
Id
Zd
-+
En2
1
2
1
2
∓Vs
In2
Vo1
In1
Vo2
±Vs
Zt1 Zt2
En1
Biasing
Unit
Zin1 Zin2
T2T1
Figure 2.3: A basic scheme of the cross correlation amplifiers in a series config-
uration.
The switches T1 e T2 are connected to ground, position 1 (the purpose of
Vs and the shunt impedances Zt1 and Zt2 will be clarified later in this section).
As mentioned before, Enj ,Inj ,Zinj (j = 1, 2) are the input parameters of the
two amplifiers, while at the output they are represented by a voltage-dependent
current generator AvolVin (Vin is the voltage at the input port), and the output
impedance Zout. Zd is the DUT impedance and Id is the noise current, which is
the quantity that we would like to measure.
The noise model for the system is shown in Fig. 2.4. The amplifiers are
replaced by their equivalent circuits. Zj is equal to Zinj//Ztj (j = 1, 2), while
I ′n1 and I
′
n2 are defined as follows:
I ′n1 = In1 −
En1
Zd//Zt1
+
En2
Zd
, (2.4)
I ′n2 = In2 −
En2
Zd//Zt2
+
En1
Zd
. (2.5)
We underline that, until the introduction of I ′n1 and I
′
n2, the circuit repre-
sentation shown in Fig. 2.3 for each noisy amplifier is generic. The two current
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+
-
+
-
+
-
+
-
Zd
Vin2
+
-
Zo2
+
-
Vo2I
′
n2
Id
Zo1
Vo1
Vin1
IdI
′
n1
A1Vin1 A2Vin2Zin1 Zin2
Figure 2.4: Noise model of a cross correlation system in series configuration.
sources, on the other hand, are peculiar of the circuit itself, because their value
is determined by specific relations among the circuit impedances.
Referring to Fig. 2.4, the output voltage Vo1 is equal to
Vo1 = A1Vin1
= A1
Zin1(Zin2 + Zd)
Zin1 + Zin2 + Zd
(I ′n1 + Id) +A1
Zin1Zin2
Zin1 + Zin2 + Zd
(I ′n2 − Id),
or, using a compact form,
Vo1 = A1
Zin1Zd
Zin1 + Zin2 + Zd
Id +A1Vn1 (2.6)
where
Vn1 =
Zin1
Zin1 + Zin2 + Zd
[(Zin2 + Zd)I ′n1 + Zin2I
′
n2]. (2.7)
While Vo2 is
Vo2 = A1
Zin2Zd
Zin1 + Zin2 + Zd
Id +A2Vn2 (2.8)
where
Vn2 =
Zin2
Zin1 + Zin2 + Zd
[(Zin1 + Zd)I ′n2 + Zin1I
′
n1]. (2.9)
Taking into account that Id and Vn1 (Vn2) are uncorrelated, while Vn1 and
Vn2 are correlated, the power spectral density SVo1Vo2 is given by the following
equation:
SVo1Vo2 =
Vo1V
∗
o2
∆f
=
A1A
∗
2Zin1Z
∗
in2|Zd|2
|Zin1 + Zin2 + Zd|2SId +A1A
∗
2SVn1Vn2 . (2.10)
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Let us, now, analyze the second term in the previous equation in order to
show that it can be neglected (in a first approximation).
SVn1Vn2 is affected by En1, En2, In1, and In2. Referring to Fig. 2.5, the noise
-+
Zd
-+
En2
Zin2In2
Vo1
Zin1 In1
Vo2
En1
Figure 2.5: Schematic circuit in which only the contributions En and In are
represented.
contributions to the output signals due to En1 are given by
|Vo1−En1 | = A1
|En1Zin1|
|Zin1 + Zin2 + Zd| ,
|Vo2−En1 | = A2
|En1Zin2|
|Zin1 + Zin2 + Zd| .
(2.11)
Similar expressions are found if En2 is used instead of En1. These correlated
components are seen by the two channels of the instrument in the same way
as the DUT signal and can therefore not be removed. However, they can be
neglected thanks to the very low input impedance of the amplifier compared to
that of the device (|Zd| >> |Zin1|, |Zin2|). Thanks to the same condition, the
generators In1 and In2 have an effect only on the corresponding channels. Their
output noise components are thus uncorrelated over the two channels and can
be suppressed with a long enough measurement.
Equation (2.10) can thus be approximate to
SVo1Vo2 =
A1A
∗
2Zin1Z
∗
in2|Zd|2
|Zin1 + Zin2 + Zd|2SId . (2.12)
In the next section, we will show how one can rewrite Eq. (2.12) as a func-
tion of the transfer functions of both input channels, in order to simplify the
computation of SId from experimental data.
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Transfer functions
The frequency responses of the two amplifiers, H1(jω) and H2(jω), can be mea-
sured using the circuit shown in Fig. 2.3, where the switches T1 e T2 are placed
in position 2.
In this configuration, the choice of the input signal source is of primary
importance. The signal sources ±Vs and ∓Vs have equal amplitude, opposite
sign, and a white noise spectrum. The amplitude of Vs is chosen large enough
to neglect I ′n1, whereas I
′
n2 and Id contribute to the frequency response. They
are connected to the input terminals of the amplifiers through the impedances
Zt1 and Zt2.
Figure 2.6 shows the noise equivalent circuit for the transfer fuction con-
figuration. The sources Vs are replaced with their current noise sources It1 =
±Vs/Zt1 and It2 = ∓Vs/Zt2.2
+
-
+
-
+
-
+
-
Zd
Vin2
+
-
Zo2
+
-
Vo2Id
Zo1
Vo1
Vin1
Id A2Vin2It1 It2Zin1 Zin2A1Vin1
Figure 2.6: Noise equivalent circuit for the transfer function configuration.
With the assumptions made before, the output voltages Vo1 and Vo2 are
Vo1 = A1Vin1 = A1It1
Zin1(Zin2 + Zd)
Zin1 + Zin2 + Zd
+A1It2
Zin1Zin2
Zin1 + Zin2 + Zd
= A1It1
Zin1Zd
Zin1 + Zin2 + Zd
+A1It1
Zin1Zin2
Zin1 + Zin2 + Zd
(
1 +
It2
It1
)
.
2We will consider It1 = +Vs/Zt1 and It2 = −Vs/Zt2 to calculate H1(jω), vice versa for
H2(jω).
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Vo2 = A2Vin2 = A2It2
Zin2(Zin1 + Zd)
Zin2 + Zin1 + Zd
+A2It1
Zin1Zin2
Zin1 + Zin2 + Zd
= A2It2
Zin1Zd
Zin1 + Zin2 + Zd
+A2It2
Zin1Zin2
Zin1 + Zin2 + Zd
(
1 +
It1
It2
)
.
To simplify the equations, we can assume Zt1 = Zt2 = Zt. By using the
condition |Zd| >> |Zin1|, |Zin2|, we can write the following expression forH1(jω)
and H2(jω)
H1(jω) =
Vo1
Vs
=
A1Zin1Zd
Zt(Zin1 + Zin2 + Zd)
,
H2(jω) =
Vo2
Vs
=
A1Zin2Zd
Zt(Zin1 + Zin2 + Zd)
.
(2.13)
This technique is hence useful to directly determine H1(jω) and H2(jω) in an
unambiguous way, including the effect of the unavoidable parasitic capacitance
of some circuit nodes.
We can now write SVo1Vo2 as a function ofH1(jω) andH2(jω). It immediately
follows from Eq. (2.13) that
H1(jω)(−H∗2 (jω)) =
A1A
∗
2Zin1Z
∗
in2|Zd|2
|Zin1 + Zin2 + Zd|2|Zt|2 , (2.14)
where the asterisk indicates the complex conjugate. By combining Eq. (2.12) to
Eq. (2.14), the cross-spectral density between the two outputs is found to be
SVo1Vo2 = H1(jω)(−H∗2 (jω))|Zt|2SId (2.15)
and hence
SId =
SVo1Vo2
H1(jω) · (−H2(jω)∗)|Zt|2 (2.16)
The same equation is obtained if a parallel configuration is used instead of a
series one.
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2.1.3 Amplifying block
The performance of the system in terms of sensitivity is ultimately determined
by the noise characteristic of the amplifying block. For these reasons, a careful
analysis of the contributions of amplifier noise sources to the output noise voltage
must be performed in order to choose the best characteristics for the low noise
amplifier.
In our measurement system, for the series configuration, a current-voltage
converter has been implemented (see Fig. 2.7). Due to the virtual ground, the
Id
Zd
-+
RfEtRf
+
-
Amplifying block
-+
En
Vout
In
Figure 2.7: Schematic diagram for a current-voltage converter. Current and
voltage noise generators are represented.
voltage at the output of the amplifier is
Vout = −RfId (2.17)
and the system gain is
|A| =
∣∣∣∣VoutId
∣∣∣∣ = Rf . (2.18)
As underlined in the previous section, it is important to know the input
impedance of the amplifying block in order to choose the proper configuration
by means of the relation Zd >> Zin (or Zd << Zin). With respect to Fig. 2.8,
the impedance Zin is the parallel of ZinOP and the feedback impedance reported
by the Miller effect on the inverting input.
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+
-
+
-
ZK
I
ZinOP
Rf
Vin
AvolVin Vout
Rout
-
+
Figure 2.8: Equivalent circuit for the current-voltage converter. The impedance
Zin is the parallel of ZINOP and the Miller equivalent of feedback impedance.
Let us start by evaluating calculate the current I
I =
Vout − Vin
Rf
(2.19)
and the voltage output Vout
Vout = AvolVin −RoutI (2.20)
Combining Eq. (2.19) and Eq. (2.20), the Miller coefficient K is obtained as
K =
Vout
Vin
=
Rout −AvolRf
Rout +Rf
. (2.21)
With a reasonable approximation, we can assume Rf >> Rout and Eq. (2.21)
becomes K = −Avol. Thus, the input impedance of the converter is given by
ZK =
(
Rf
1−K
)
//ZinOP
∼= Rf
Avol
(2.22)
in which the condition ZinOP >> Rf/(1−K) is assumed.
To complete the discussion about the amplifying block, we have to calculate
the noise contribution to the output signal due to the voltage and current sources
En and In (as shown in Fig. 2.7).
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En contribution
The power spectral density of the Vout component due to En is given by
SVout−En = SEn |HEn |2, (2.23)
where HEn is
HEn = Avol
ZinOP
ZinOP +Rf//Zd
Rf + (ZinOP //Zd)
Rf + (1 +Avol)(ZinOP //Zd)
. (2.24)
For reasonable value of Zd, we can assume the input impedance of the am-
plifier much larger than the DUT impedance (ZinOP >> Zd). This leads to
rewriting Eq. 2.23 as
SVout−En = SEn
∣∣∣∣Avol Rf + ZdRf + (1 +Avol)Zd)
∣∣∣∣2 . (2.25)
In contribution
The equivalent impedance seen by the generator In is equal to the parallel be-
tween the DUT impedance and the input impedance of the transresistive am-
plifier. Thus, using (2.18), the output voltage power spectral density of the
component due to In is given by
SVout−In = SIn |Rf |2|ZK//Zd|. (2.26)
2.1.4 Calibration
As introduced in Chapter 1, we are mainly interested in the measurement of
the Fano Factor. In order to obtain its correct value, it is necessary to know
accurately both the noise current power spectral density SI and the value of Id.
Such value can be obtained from Eq. (2.17) as
Id =
Vout
Rf
. (2.27)
However, there are several sources of nonideality, such as the operational
amplifier offset voltage, the bias current, and the uncertainties on the value of the
feedback resistor for different operating temperatures. Therefore, a calibration
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procedure must be performed to determine the exact relationship between the
DC component of Vout and the DUT current.
Figure 2.9 shows the schematic diagram of the calibration procedure. The
voltage offset introduced by the amplifier is taken into account by means of the
offset voltage source Voff .
-
++-
Voff
A
V
Vout
Zd
Id
Rf
VB
Figure 2.9: Schematic diagram of the calibration procedure. The voltage offset
introduced by the amplifier is taken into account by means of the fictitious
voltage source Voff .
The measurement equipment for the calibration procedure consists of a pi-
coammeter HP41408, used to bias the DUT and measure the polarization current
Id, and two multimeters, HP3478A and HP34401A, to measure the bias voltage
and the output voltage Vout respectively.
All the instrumentation is controlled by a computer running in a specific
software, implemented by our group, which allows the acquisition and storage
of the data from the picoammeter and the multimeters. In order to remove the
fluctuation due to the change in the bias voltage, it is necessary to wait a few
seconds between one acquisition and the next.
An example of a plot of the output voltage as a function of the measured
current is shown in Fig. 2.10. The linear behavior of such calibration curve is due
to the resistance Rf , according the relation in Eq. (2.27); the voltage (current)
offset of the amplifier are also observed.
For the I − V plot depicted in Fig. 2.10, the measured voltage and current
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Figure 2.10: I − V characteristic achieved by the calibration procedure. The
curve exhibits a linear behavior due to the resistance Rf . The current and
voltage offset (Ioff and Voff ) are marked.
offset are
|Voff | = 0.39 mV
|Ioff | = 0.41 pA
(2.28)
Thus, this procedure of calibration becomes essential for very low currents:
when the current Id is lower than 20 pA, an error equal to Ioff on the evaluation
of the current lead to a per cent error over 2% in the Fano factor.
It is also important to underline that there are shifts in time of the calibration
curve by a fraction of a picoampere, probably due to a varying contact potential
or to a small instability of the amplifier offset. So it is necessary to perform the
calibration measurement before and after the noise acquisition for each single
data point.
For notably small current values, corresponding to Vout values in the millivolt
range, it will be necessary to insert, between the operational amplifier output
and the voltmeter, a low-pass filter with a time constant of a few seconds, in
order to remove fluctuations around the average value.
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2.2 Cooling down
The device under test is introduced in the dewar vessel containing the cryogenic
liquid by means of a stainless pipe. A distance of 1-2 mm between the helium
surface and the stainless steel pipe is necessary in order to avoid any additional
noise due to the liquid ebullition. Thus, the lowest effective temperature at
which the device can be cooled down is approximately 6 K, when using liquid
helium, and 85 K when using liquid nitrogen.
In order to determine exactly the device temperature, the system is equipped
with a temperature diode (Silicon Diode Thermometer Si410AA produce by
Scientific Instruments), with an operating range between 300 K and 1.5 K, placed
in close thermal contact with the device under test. The manufacturer provides
a temperature-voltage table for a bias current of 10 µA. The curve T − V is
shown in Fig. 2.11.
 300
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 0
 0.4  0.6  0.8  1  1.2  1.4  1.6  1.8
Te
m
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 (K
)
Voltage (V)
I = 10 µA
Figure 2.11: Temperature-Voltage curve for the Silicon Diode Thermometer
Si410AA produce by Scientific Instruments. The diode polarization curve is set
to 10 µA.
To operate the diode, the biasing circuit of Fig. 2.12 has been set up. We
have used a 1.8 M Ω resistor, an Agilent E3631A power supply, a Keithley
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617 picoammeter, and a multimeter HP3478A to detect the diode current and
voltage drop respectively.
V A
+ - HP
3478A
HP
34401A
VR R
Dewar
Cryogenic
Temperature
Diode
Figure 2.12: Biasing network for temperature diode.
In order to reduce the thermal noise introduced by the feedback resistors
(and therefore the whole system noise), they are also kept in the dewar vessel,
while the operational amplifiers are kept at a higher temperature to ensure a
normal operation.
2.3 Mechanical insulation
While setting up the system, we have noticed that its sensitivity to mechanical
vibrations transmitted from the floor turned out to be critical. Such vibrations
introduce a spurious noise contribution, mainly low-frequency noise (below 10
Hz in our specific system configuration), and they are particularly disruptive for
measurements performed with the highest gain (see Fig. 2.13, dotted line curve).
A careful insulation of the system from mechanical vibrations has been ob-
tained by means of an air cushioned structure that supports the helium dewar
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with the sample holder and the cross correlation amplifiers (see Fig. 2.14).
Furthermore, all coaxial cables connecting the amplifier with the sample and
the feedback resistors have been clamped at several locations along the support-
ing shaft, in order to prevent noise resulting from time-varying deformation.
With such solution, the mechanical vibration have an influence suppressed
down to a level no longer distinguishable in the cross spectrum. The benefits of
this improvement are well understood looking at Fig. 2.13, in which the mea-
sured power spectral density before (dotted line) and after (continuous line) the
inclusion of mechanical insulation are shown. The two curves are obtained for
a double resonant tunnel structure (described in chapter 3), for a polarization
current Id equal to 3 pA
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Figure 2.13: Power spectral density measured before (dotted line) and after
(continuous line) the mechanical insulation.
2.4 Final setup
A block diagram of the final setup of our measurement system is shown in
Fig. 2.17.
The input signal −Vs is obtained from Vs by means of a unit gain inverting
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Figure 2.14: Air cushioned structure that supports the helium dewar with the
sample holder and the cross correlation amplifiers.
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Figure 2.15: Final schematic diagram of the cross correlation configuration.
amplifier based on a µA741 amplifier.3 Vs and −Vs are injected by means of
the capacitors CT (with a value of about 350 pF). Thus, ZT = 1/(jωCT ) and
equation (2.16) can be written as
Sid =
SVo1Vo2ω
2C2T
H1(jω)(−H2(jω)∗) (2.29)
Many tests have been performed also using resistors instead of capacitors
as Zt, but, eventually, we decided to use the capacitors, in order both to have
the same configuration as in the previous measurement setup, and to avoid the
3It is not necessary to implement a low noise amplifier for this block because it is used only
to evaluate the transfer functions. Thus it does not contribute to the output noise signals used
to calculate the cross correlation. Besides, using a Vs large enough, the noise contribution of
the amplifier does not affect the transfer function.
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problems associated with the observed drift of the resistance values (see Sec.
4.2). The capacitors exhibits excellent thermal stability.
The correlation amplifier is based on the Texas Instruments TLC072 oper-
ational amplifier: with two operational amplifiers located on the same die it
is possible to obtain a very compact structure. An even further size reduction
could be achieved by using surface mount devices (see Fig. 2.16). The TLC072
Figure 2.16: Layout and picture of the printed circuit board with the TLC072.
A very compact size is obtained using a surface mount TLC072.
has been chosen because it has very low input current noise, only 0.6 fA/
√
Hz, at
1 kHz, while the voltage noise is 12 nV/
√
Hz at 100 Hz (and 7 nV/
√
Hz at 1 kHz
and beyond). The correlation amplifier is biased with ± 5 V supply voltages.
As recommended by the producer, a resistor (Rnull) of 100 Ω is placed in
series with the output of the amplifier (as shown in Fig. 2.17) in order to prevent
high frequency ringing or oscillations. Besides, the power supply decoupling has
been obtained by means of 6.8 nF capacitors placed as close as possible to the
supply terminals of the amplifiers.
The correlation amplifier and the device under test are located apart from
each other, as shown in Fig. 2.17; this allows us to keep the DUT, the feedback
resistors and the capacitors Ct at the lowest available temperature, while keeping
the operational amplifiers at a higher temperature.
The amplifier board has jumpers that are used to select the different configu-
rations for calibration, measurement and testing. In the calibration configuration
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Figure 2.17: Final schematic diagram of the cross correlation configuration for
the measurement system.
one of the amplifiers is connected in the same way as in cross correlation mea-
surements, while the other one is disconnected removing the jumpers on Vout
and IN− (the inverting input). The bias voltage VP is applied to the DUT
by means of the cable that in the cross correlation configuration reaches the
inverting input of the other amplifier.
In Fig. 2.18 a schematic representation of the position of the jumpers for the
different configurations is reported.
The circuit with the operational amplifiers is about 50 cm above the one
containing the resistors, the test capacitors, the temperature diode, and the
DUT. Therefore, the coaxial cables connecting them introduce nonnegligible
stray capacitances, which reduce the actual bandwidth over which measurements
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Figure 2.18: Position of the jumpers for different configuration: (a)cross cor-
relation measurement, (b) calibration amplifier 1, and (c) calibration amplifier
2.
can be reliably performed. Both PCBs are located in a stainless steel pipe fitted
to the dewar vessel, as shown in Fig. 2.19.
Figure 2.19: Stainless steelpipe used to introduce the device into the dewar vessel
containing the cryogenic liquid. The printed circuit board (A side) is about 50
cm above that containing the device under test (B side).
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Double barrier resonant
tunnel diode
This chapter is intended as an introduction to the fundamental physics of res-
onant tunneling diodes (RTD). Such structures have been the focus of many
experimental and theoretical investigations since their conception by Tsu and
Esaki [62] and the first realization of negative differential resistance by Sollner
et al [63]. Many important characteristics of double barrier resonant tunnel
diodes have been intensively studied, e.g. DC properties, phonon-assisted tun-
neling, time-dependent processes and frequency response. Noise properties have
also been studied both experimentally [27, 64, 65, 66, 67, 68] and theoretically
[69, 70, 68]. At low temperatures and in the presence of a transport current,
shot noise is the dominant source of electrical noise.
3.1 Tunneling
One of the most well studied transport phenomenona associated with quantum
transmission is that of tunneling through a forbidden region, that is, in our case,
a region in which the total energy of a classical particle is less than its potential
energy. Unlike the situation in classical mechanics, quantum mechanics allows
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the kinetic energy E to be negative. This makes the momentum p (equal to
(2mE)1/2 in the nonrelativistic case) imaginary, which in turn gives rise to an
imaginary wavenumber.
Figure 3.1: Wave function of a particle with energy E tunneling through a
quantum barrier.
Because the square of the wave function represents the probability density for
finding a particle in a given region of space, it follows that quantum mechanically
a particle incident on a potential barrier has a finite probability of tunneling
through the barrier and appearing on the other side.
Historically, the phenomenon of tunneling was recognized soon after the foun-
dations of quantum theory had been established in connection with field ioniza-
tion of atoms and nuclear decay of alpha particles. Shortly thereafter, tunneling
in solids was studied and, after the development of the band theory of solids,
Zener proposed the concept of interband tunneling, in which electrons tunnel
from one band to another through the forbidden energy gap of the solid.
In the late 1950s, Esaki proposed the so-called Esaki diode [71], in which
negative differential resistance (NDR) is observed in the I-V characteristics of
heavily doped p-n diodes, due to interband Zener tunneling between the valence
and conduction bands.
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3.2 Double resonant barrier
During the 1970s, advantages in epitaxial growth techniques such as MBE in-
creasingly allowed the growth of well-controlled heterostructure layers with atomic
precision and low background impurity densities. In their pioneering work in
this fields, Tsu and Esaki at IBM predicted that when bias is applied across the
structure, the current-voltage characteristics of GaAs/AlxGa1−xAs double and
multiple structures should show NDR similar to that in Esaki diodes. However,
NDR in this case occurs due to resonant tunneling through the barriers within
the same band.
Resonant tunneling refers to tunneling in which the electron transmission co-
efficient through a structure is sharply peaked about certain energies, analogous
to the sharp transmission peaks as a function of wavelength evident through
optical filters, such as a Fabry-Perot etalon consisting of two parallel dielectric
interfaces.
A resonant tunneling diode (RTD) typically consists of an undoped quantum
well layer sandwiched between undoped barrier layers and heavily doped emit-
ter and collector contact regions. The RTD is thus an open system in which
the electronic states are scattering states with a continuous distribution in the
energy space, rather than bound states with a discrete energy spectrum. Under
this circumstances quasi-bound states are formed in the quantum well1 which ac-
commodates electrons for the double-barrier structure. Since the electron may
tunnel out of this bound state in either direction, there is a finite lifetime τ
associated with this state, and the width of the resonance in energy is inversely
proportional to this lifetime.
The most common double-barrier system is based on the GaAs/AlxGa1−x-
As heterostructures as shown in Fig. 3.2(a). The double barrier structure is
surrounded by heavily doped GaAs layers which provide low-resistance emitter
and collector contacts to the tunneling region, forming the RTD structure.
So-called resonant tunneling through the double barrier structure occurs
when the energy of the electrons flowing from the emitter coincides with the
energy of the quasi-bound states, E0, in the quantum well.
1These are referred to as quasi-bond states because the barriers are thin enough that elec-
trons in the well eventually tunnel out.
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Figure 3.2: Schematic conduction band profiles for a double barrier resonant
tunneling diode in four different bias conditions: (a) zero bias, (b) threshold
bias,(c) resonance, and (d) off-resonance. On the bottom, the I−V characteristic
is depicted.
Figure 3.2 shows a simplified energy band diagram for a resonant tunnel-
ing diode under four different bias condition. The effect of the external bias,
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V, is to sweep the alignment of the emitter and quasi-bound states. Under
zero bias (Fig. 3.2(a)), the currents carried by electrons injected from the left
contact (emitter) cancel with those injected from the right contact (collector),
and no current flows. With a negative bias applied to the emitter relative to
the collector, a current begins to flow (Fig. 3.2(b): the threshold state). The
resonant tunneling current reaches its maximum when E0 passes through the
Fermi sea in the emitter (Fig. 3.2(c): the resonant state) and ceases to flow
when E0 falls below the conduction-band edge in the emitter (Fig. 3.2(d): the
off resonant state), producing a region of negative differential resistance (NDR)
in the current-voltage characteristic I(V ). Further increases in energy increase
the current slowly again, until a second resonant energy (E1) is aligned with the
cathode and a large current flows again.
The NDR is the most important practical feature of resonant tunneling, on
which amplifiers, mixer, and other devices intended for use at extremely high
frequencies have been based. Others important points in the I−V characteristic
are the peak current (voltage), the valley current (voltage) that is the minimum
current which occurs between resonances, and the peak to valley ratio (PVR).
For many applications, NDR devices should have a small valley current, and
large peak current and PVR.
In the simple form of tunneling, both the energy and momentum parallel to
the barriers are conserved since the double-barrier structure is entirely transla-
tionally invariant. In other words, the total energy of the electron, E(k), can be
separated into lateral (x- and y-directions) and vertical (z-direction) components
as follows:
E(k) =
~(k2x + k2y)
2m∗
+ Ez (3.1)
where m∗ is the electron effective mass. The lateral motion of the electron is
simply expressed in a plane-wave form with a lateral wavevector, k// = (kx, ky).2
This means that for Ec < E0 < EF (where EC is the bottom of the conduc-
tion band in the emitter and E0 is the bottom of the subband in the quantum
2This assumption is not necessary correct if there are effects which break the lateral sym-
metry significantly. However, in this discussion, this assumption will be used in order to aid
intuitive understanding of resonant tunneling.
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Figure 3.3: Fermi sphere of the electronic states.
well) tunneling is possible only for electrons whose momenta lie in a disk corre-
sponding to kz = k0 (see Fig. 3.3), where k0 =
√
2m∗(E0 − EC)/~2.
We should note that out discussion of the resonant tunneling diode assumed
that no inelastic scattering occurs. Since an electron in the well between barriers
can reflect back and forth many times before tunneling out, inelastic scattering
events can occur. However, even in that case, it can be shown that negative
differential resistance still occurs. Inelastic scattering also increases the valley
current.
3.3 Noise in double-barrier structures
The double barrier resonant tunneling diode (RTD) is an ideal testbed for the
investigation of correlation between carriers in electronic transport. Indeed it
exhibits, depending on the bias region, both shot noise suppression and enhance-
ment.
In this section a model will be briefly discussed for transport in resonant-
tunneling structures and for transmission through the barriers, following the
work of Iannaccone et al.[67]. Here, we focus on the case of Fano factor less than
unity, which is observed for an applied voltage lower than that corresponding to
the voltage peak. In this bias range, shot noise suppression is the consequence
of correlation either due to Coulomb interaction and Pauli blocking.
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3.3.1 Transport model
Transport properties of ultrasmall structures strongly depend on both elastic
scattering (due to impurities, crystal defects, and interface roughness) and in-
elastic scattering (due to phonons and electron-electron interactions). Elastic
collisions conserve energy and phase coherence, while inelastic collisions do not.
During the last two decades, many models have been developed to take into
account all these effects for resonant-tunneling structures [64, 66, 72, 73, 74, 75].
In particular, in [76], it has been shown that the sequential tunneling approach
can be adopted to describe the whole range of transport regimes, from purely
coherent to completely incoherent. The sequential model of resonant tunneling
was introduced by Luryi [77] as an alternative to the coherent picture. In this
model the transport is modeled by a classical rate equation for the density of
electrons in the resonant state. One rate describes the hopping from the emitter
to the resonant state, and another describes hopping from the resonant state to
the collector.
The idea is that an electron spends so long in the resonant state that it will
inevitably be scattered by phonons or other electrons. The dephasing effects of
both elastic and inelastic collisions are taken into account by means of a single
characteristic length l, the effective mean free path, assuming that an electron
traversing a length dx of the one-dimensional device structure has a probability
dx/l of experiencing a collision. From the collisions, the electron emerges with a
thermal quasi-equilibrium energy distribution and a completely random phase.
A generic resonant tunneling structure can be seen as consisting of three
isolated region Ωl, Ωw, and Ωr, i.e., the left reservoir, the well region, and the
right reservoir, respectively, that are coupled through the two tunneling barriers
1 and 2 (see Fig. 3.4). A state in Ωj (j = l, w, r) is characterized by a set of
parameters (longitudinal energy E, its transverse wave vector kT and its spin σ)
that we call αj . The density of states and the occupation factor in the region
Ωj are ρj(αj) and fj(αj).
Following Bardeen [78], tunneling is treated as an electron transition between
levels in different regions in which E, kT and σ are conserved. The coupling
between different regions is considered small enough that first-order perturbation
theory is applicable and tunneling probabilities per unit time are given by the
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Fermi golden rule.
The problem of transport is solved self-consistently, since the charge accu-
mulated in the well affects the conduction band profile of the structure.
Generation and recombination rates
A typical conduction band profile of a resonant tunneling diode under bias is
shown in Fig. 3.4. As can be seen, four transition mechanisms are present:
two from the contacts to the well through barrier i (i = 1, 2), described by the
number of electron transitions per unit time (generation rate) gi, and two from
the well to the contacts through barrier i, described by the recombination rate
ri.
1 2
E
Ωl Ωl Ωl
g1
r1
Efl
Efw
Efr
x
r2
g2
Figure 3.4: Typical conduction band of a generic double resonant tunneling
diode. g1 and g2 (r1 and r2) are the generation (recombination) rate from Ωl to
Ωw, and Ωr to Ωw.
Following [67], the rate g1 is obtained by summing up over all possible tran-
sition rates ναβ from any state α in the emitter to any state β in the well,
weighted by the probability that the initial state α is occupied (fl(α)) and that
the final state β is unoccupied (1 − fw(β)); r1,g2, and r2 can be obtained with
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an analogous procedure yielding:
g1 =
∑
α,β ναβfl(α)(1− fw(β)), r1 =
∑
α,β ναβfw(β)(1− flα),
g2 =
∑
α,β ναβfr(α)(1− fw(β)), r2 =
∑
α,β ναβfw(β)(1− frα).
(3.2)
We assume that generation and recombination rates depend on the occupa-
tion factor in the well fw only through the total number of electrons in the well
N , defined as
N ≡
∫
ρwfwdαw. (3.3)
In other words, we assume
gj = gj(N) for j=1,2,
r1 = r1(N) for j=1,2. (3.4)
We also define the total generation rate g(N) = g1(N) + g2(N) and the total
recombination rate r(N) = r1(N) + r2(N).
Besides, under the assumption of complete relaxation, the occupation factor
in the well depends only on the value of the quasi-Fermi level Efw in the well
and has to be calculated in the steady state condition, i.e., by letting 〈g〉 = 〈r〉,
where we denote the steady state value of a generic quantity a as 〈a〉.
The steady-state distribution p0(N) of electrons in the well can be obtained
by using the equation
p0(N + 1)
p0(N)
=
g(N)
r(N + 1)
(3.5)
obtained from a detailed balance on the rate. The rates obey to the condition
r(0) = 0 and g(N0) = 0, where N0 is the maximum number of electrons that
can be accommodated in the resonance
N0 ≡
∫
ρwdαw. (3.6)
Thus N is restricted in the range 0 ≤ N ≤ N0.
By induction, Eq. 3.5 yields
p0(N) ≡ p0(0)
N∏
m=1
g(m− 1)
r(m)
(3.7)
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and p0(0) can be obtained enforcing probability normalization.
Considering that the number of electrons in a typical resonant tunneling
diode is very large and that the distribution of N is narrow enough, we can
expand transition rates to the first order in ∆N ≡ N − N˜ , where N˜ is the
number for which g(N˜) = r(N˜) (as shown in Fig. 3.5).
Figure 3.5: A qualitative sketch of the total generation and recombination rates
is shown (thin lines), along with their linearization in N˜ , where N˜ is the number
for which g(N˜) = r(N˜). N0 is the total number of states in the well, while N˜0 is
the maximum allowed excursion for N in the linearized approximation. [Taken
from [67]].
In this first-order approximation, Eq. (3.5) takes the form
p0(N + 1)
p0(N)
=
τr
τg
N˜0 − L
L+ 1
(3.8)
where L, N˜0, and the characteristic times for generation and recombination (τg
and τr) are defined as
L ≡ ∆N + g(N˜)τr, N˜0 ≡ g(N˜)(τr + τg),
1
τg
≡ − dg
dN
|N=N˜ ,
1
τr
≡ dr
dN
|N=N˜ .
(3.9)
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From Eq. (3.7) we obtain for p0(N) the binomial distribution
p0(N) =
(
N˜0
L
)
τ N˜0
τLg τ
N˜0−L
r
. (3.10)
where τ−1 = τ−1g + τ
−1
r . Such equation allows us to calculate the average value
of N and the variance
〈N〉 ≡
∑
Np0(N) = N˜var(N) ≡
∑
N2p0(N)− 〈N〉2 = N˜0 τ
2
τgτr
= 〈g〉τ,
(3.11)
and, at last, we have
〈r〉 = 〈g〉 = g(N˜) = g(〈N〉). (3.12)
Calculation of current and shot noise
We have now to compute the form of the current. A simple way to measure the
average current is to count the number of electrons that hop out of the emitter
or into the collector. Thus the net DC current I is
I = q〈g1 − r1〉 = q〈r2 − g2〉 (3.13)
for current continuity through the device. Substituting (3.2) into (3.13), we have
I = q〈g1 − r1〉 = q
∑
α,β
ναβ(fα − fβ) (3.14)
which is the same result as we would obtain if the (1− f) factors (the so-called
“Pauli blocking” factors) were removed from (3.2). So, Pauli blocking does not
play any role in the DC current. The issue of whether the (1 − f) factors have
to be included in the description has been debated in the literature [79, 80].
Shot noise, on the other hand, is sensitive to electron-electron interaction and
therefore to Pauli blocking.
The noise in current is defined by the autocorrelation function
cII(t) = 〈i(t+ t′)i(t′)〉t′ − 〈I〉2, (3.15)
where 〈I〉 is the absolute average value of the current i(t). The averaging is
performed over a finite (but long) time T . Taking the Fourier transform, defined
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by
CII(ω) =
∫
cII(t)eiωtdt, (3.16)
gives the two-sided power spectrum of the fluctuations,
CII(ω) =
1
T
|I(ω)|2 − 2pi〈I〉2δ(ω), (3.17)
where I(ω) is the Fourier transform of i(t). The quantity measured experimen-
tally is the one-sided power spectrum, defined by S(ω) = 2CII(ω) for ω ≥ 0.
To calculate the time-dependent current i(t), we have to consider that charge
can accumulate in the resonant state leading to a difference between the two
currents (that from the emitter and the other into the collector).
According to the Ramo-Shockley theorem, and to the electrokinematics the-
orem, when an electron tunnels through the barriers j (j = 1, 2), it produces
a pulse in the current of the external circuit, associated to a passage of charge
λjq. λj is the ratio of voltage drop across barrier j to the total applied voltage.
Clearly λ1 + λ2 = 1 to ensure conservation of charge. If we observe the system
in the interval (0, T ), the current i(t) takes the form
i(t) = λ1q
[∑
k
fg1k (t− tg1k )−
∑
k
fr1k (t− tr1k )
]
+λ2q
[∑
k
fr2k (t− tr2k )−
∑
k
fg2k (t− tg2k )
]
,
(3.18)
where fg1k gives the shape of the current pulse due to a single generation via
barrier 1 starting at time tg1k (similar definition for f
g2
k ,f
r1
k ,f
r2
k ).
Using Eq. (3.18) in Eq. (3.17), the useful formula for the power spectral
density of the shot noise current S has been derived in Ref. [67] [Eq. (35)],
which we rewrite below:
S
2q2
=
(
τ1
τ1 + τ2
)2
(r1 + g1) +
(
τ2
τ1 + τ2
)2
(g2 + r2), (3.19)
where
τ−11 ≡ τ−1g1 + τ−1r1 ⇒ τ1 ≡
[
∂(g1 − r1)
∂N
]−1
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τ−12 ≡ τ−1g2 + τ−1r2 ⇒ τ2 ≡
[
∂(r2 − g2)
∂N
]−1
. (3.20)
In equation (3.19) the first (second) r.h.s. term can be interpreted as the noise
contribution of the first (second) barrier.
From (3.13) and (3.19) we can write the Fano factor γ as
γ ≡ S
2qI
=
(
τ1
τ1 + τ2
)2
r1 + g1
g1 − r1 +
(
τ2
τ1 + τ2
)2
g2 + r2
r2 − g2 . (3.21)
For the sake of brevity, let us define γ1 the first term in the r.h.s. of Eq. (3.21)
and the second γ2, so that we can write γ = γ1 + γ2.
At the bias values of interest, that is when the applied bias is much larger
than the thermal voltage, electrons enter the well only through barrier 1. So we
can consider g2 = 0 and the second fraction in γ2 is unity. As a consequence,
it is straightforward to see that if we remove the Pauli blocking factors in the
computation of the transition rates, all of the terms in (3.21) are unchanged,
except for (g1+r1) in γ1, which increases because the individual transition rates
are increased.
We should therefore expect that, when the Fano factor is dominated by γ1,
we would be able to observe the specific suppression of shot noise due to Pauli
blocking, and, possibly, to clarify whether Pauli blocking factors need to be
included in the individual current components.
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Measurements and results
This chapter describes the measurements and results obtained on a double bar-
rier tunneling diode. The work has been organized as follows: device charac-
terization, choice of the amplifying block for cross correlation, calibration of the
system, transfer functions and cross spectrum measure, and Fano factor evalua-
tion. All the measurements presented in this chapter have been performed at 85
K and 6 K by means of the cryogenic system described in Chapter 2. In the last
section, a comparison between experimental and theoretical results is reported.
It is worth noting that the frequency regime studied here is much lower
than the reciprocal of any resonant-tunneling characteristic times involved in
our devices, so that we are in effect dealing with the device shot noise in the
zero-frequency limit.
4.1 Resonant tunnel diode characterization
The device under test is an asymmetric double barrier tunneling diode produced
by the TASC-INFM Laboratory of Trieste. The layer structure and conduction
band are sketched in Fig. 4.1. The sample was grown by means of molecular
beam epitaxy (MBE) on a n-doped GaAs (001) substrate (1018 cm−3) with
the following layer structure: a silicon doped (n = 1.4 × 1018 cm−3) 500 nm-
thick GaAs buffer layer, an undoped 20 nm-thick GaAs spacer layer to prevent
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silicon diffusion into the barrier, an undoped 11.5 nm-thick Al0.36Ga0.64As (first
barrier), and undoped 5nm-thick GaAs quantum well, an undoped 10 nm-thick
Al0.36Ga0.64As (second barrier), an undoped 15 nm-thick GaAs spacer layer and
a silicon-doped (n = 1.4 × 1018 cm−3) 500 nm-thick GaAs cap layer to realize
the emitter terminal.
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Figure 4.1: Sketch of the layer structure (a) and conduction band (when no
voltage bias is applied) (b) of the asymmetric double barrier diode.
The two thin spacer layers of undoped GaAs are included on either side of the
tunneling barriers to minimize impurity scattering due to dopant interdiffusion
into the barrier regions. The barriers have equal heights but different thicknesses,
to achieve maximum symmetry of transmission coefficients for a bias voltage of
0.2÷ 0.3 V. The asymmetry of the two spacer layers is due to the large diffusion
coefficient of the dopant in the growth direction.
Ohmic contacts were defined by means of photolithography on the top layer
and used as stop-etches to define the emitter circular mesas with a diameter of
50 µm. The collector contact was formed by metallising the whole substrate
base.
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The instrument setup for characterization consists of a picoammeter HP4140B,
used to bias the DUT and measure the polarization current, and the multimeter
HP34401A to measure the bias voltage. The picoammeter is connected to the
DUT by means a shielded box, as depicted in Fig. 4.2. Even if the picoammeter
is provided with a test fixture that allows to perform I − V characteristic, we
have decided to make the necessary wire connections in the same shielded box
in which the amplifiers PCB is placed, in order to reduce leakage currents.
A
VA
V
+ -HP
34401A
I
HP 4140B
Shielded Box
Dewar
Cryogenic
Temperature
Diode
Figure 4.2: Instruments and cable connections for diode characterization.
Figure 4.3 shows the I − V characteristics for the first resonance peak in
both the direct and the inverse bias regions when the device is cooled down at
85 K and 6 K. The value of the peak voltages and currents are reported in Table
4.1. The reduction of the PVR as temperature increases is simply related to the
increase in off-resonant current over the barriers due to thermionic emission, as
well as the spreading of the distribution function around the resonant energy,
which decreases the peak current. The valley current is also increased at higher
temperatures due to inelastic phonon-assisted tunneling.
To verify the interplay between Coulomb force and Pauli blocking, as pre-
dicted by the theoretical model described in Chapter 3, we have to investigate
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Figure 4.3: DUT’s I-V characteristics for the first resonance peak at 85 K (top)
and 6 K (bottom). The value of the voltage and current peaks are reported in
the text.
the low bias range. We focused our attention in the inverse bias region.
The differential conductance of the DUT in the range of interest is shown in
Fig. 4.4. At both temperatures, its value is smaller than a few µS in the PDR
region and few tens of µS in the NDR region. Thus, due to its small differential
conductance (which means a large differential resistance) the cross correlation
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Table 4.1: Voltage and current peak for first resonance.
Temp V−p I
−
p V
+
p I
+
p
( K ) ( mV ) ( nA ) ( mV ) ( nA )
85 -240.8 -28.1 203.593 2.82
5 -249.49 -41.6 203.679 3.09
in series configuration can be used to measure shot noise.
4.2 Choice of feedback resistors
The choice of the value of the feedback resistors Rf is a compromise between
the following competing needs: (i) large Rf to maximize the amplification of
the DUT signal; (ii) small Rf to prevent the DC bias current in the DUT from
saturating the output Vo1 and Vo2 of the amplifiers; (iii) large Rf to reduce the
input current noise at each amplifier.
In practice, Rf has been chosen to satisfy the practical conditions defined in
(ii). Since the saturation voltage of amplifiers is approximately ±4 V, the value
of Rf have been chosen to be: 20 MΩ for 40 nA < Id < 200 nA, 100 MΩ for
1 nA < Id < 40 nA and 1 GΩ for Id < 1 nA .
In order to increase the sensitivity of the system, the thermal noise intro-
duced by the feedback resistors is reduced keeping the resistors in the dewar
vessel. Unfortunately, commercial resistors do not guarantee good performance
in the temperature range which in our measuring system is operated. Indeed,
at cryogenic temperature they have shown a non-linear I −V characteristic and
a short life time, i.e. the time for which a resistor does not exhibit a significant
variation of its value. A test on many resistors at different cryogenic tempera-
tures had to be made in order to choose those with the best performance for our
system.
Moreover, we should underline that the resistors have been cooled down only
for measurements in which the polarization current of the diode is under 50 pA.
For current higher than such a value, the thermal noise due to the feedback
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Figure 4.4: Conductance (dotted line) and current (continuous line) as a function
of the bias voltage for the DUT in the inverse bias region. The conductance is
obtained performing a three-point derivative of I − V data.
resistors is sufficiently suppressed by means of cross correlation. For this reason,
we have focused our attention on resistors of large value (up to 100 MΩ).
All the tested resistors have shown a linear characteristic at liquid nitrogen
temperature, with a resistance value about 10% larger than that at room tem-
60
Chapter 4. Measurements and results
perature. Under 60 K, most of them have stopped working, while the remaining
shown a non-linear and time-dependent I − V characteristic.
The best performance and reliability have been obtained with VISHAY re-
sistors. They have shown good endurance to the thermic stress induced during
the cryogenic bath immersion, a linear I − V plot and, notably, a life time of
a few hours. Nevertheless, also these resistors proved to have a time-dependent
shift in the resistance value as well as in the linearity (as shown in Fig. 4.5).
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Figure 4.5: Time dependence of the I-V characteristic of 1 GΩ VISHAY resistor
at 4.2 K: (1) just dipped, (2) after 4 hours, (3) after 10 hours, and (4) after 18
hours.
The performance of resistors has been kept under control checking the I −V
characteristic obtained in the calibration procedure before and after the measure.
4.3 Cross-spectrum measurement
The measurement of the voltage noise spectrum is performed by means of a
dynamic signal analyzer, model SR785, produced by Stanford Research Systems
(see Fig. 4.6) . It is equipped with two channels that allow to measure the
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cross spectrum, the frequency response, etc. Alternatively, the instrument can
be configured so that each input channel operates as a single-channel analyzer
with its own resolution and averaging.
CH 2CH 1
SR 785
VS
Power
Supply
-VS+VS -5V+5V
VP
Amplifier
Box
Dewar
Cryogenic
Temperature
Figure 4.6: Setup for cross-spectrum measurement.
Since we are interested in measuring the cross spectrum between the two
channels, in order to remove uncorrelated noise contributions at the output of
each channel, and thus take advantage of the cross correlation technique, a
relatively large number of spectra have to be averaged. Such number is not a
constant, but it depends on the amount of uncorrelated noise present on each
channel and on the sensitivity desired for the measurement.
As explained in [31], assuming the uncorrelated amplifier noise (SA) to be
much larger than the DUT noise (SDUT ) to be measured (which is exactly the
situation in which usage of the cross correlation technique makes sense), the
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ratio between correlated (SC) and uncorrelated (SU ) signals at the output of
the amplifiers is given by
SC
SU
=
SDUT
SA
·
√
2M. (4.1)
where M is the number of averaged independent acquisitions. We can as well
write the previous equation as a function of the total measuring time TM . Defin-
ing fs the sampling frequency and N the number of frequency points of the full
spectrum for each averaged measure, we can define the resolution bandwidth
(RBW) as fs/N . Since TM =M ·N/fs =M/RBW, Eq. (4.2) can be written as
SC
SU
=
SDUT
SA
·
√
2 ·RBW · TM . (4.2)
Experimentally we have observed that measurements at low current (under
50 pA), over a bandwidth of 200 Hz with a resolution of 0.25 Hz, need at least
800 averages in order to reach a good sensitivity. That means a measuring time
up to one hour.
The bandwidth for each measurement has been chosen in order to have the
maximum resolution in the frequency range where the contribution of shot noise
is dominant, that is where the cross spectrum is flat. The frequency limits are
a consequence of the presence of 1/f noise at lower frequency and the effect
of the circuit capacitances, Ct and stray capacitances, in combination with the
input equivalent noise voltage sources of the operational, at higher frequency
(see Fig. 4.7). To increase the frequency range over which measurements can
be performed, we have reduced the stray capacitances, shortening the wiring
between the amplifiers board and the DUT board. Unfortunately, the necessity
of keeping the amplifiers at room temperature would not allow us to increase
the bandwidth too much. Figure 4.8 shows a set of current power spectrum data
for the device under test in different bias conditions. The bandwidth decreases
with the level of shot noise to be measured, due to the contribution of spurious
correlated signals. This point will be discussed in detail in Section 4.6.
Since bandwidth reduction means increase in measurements time, it is nec-
essary to keep a check on power spectrum and stop the measurement when it
looks “clear” enough. With mathematical considerations on cross correlation
(reported in [31]), it is possible to show that the real part of power spectrum
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Figure 4.7: Examples of measured shot noise power spectrum. The dashed lines
represent limits due to the presence of circuits capacitances (high frequency
contribution) and 1/f noise (low frequency contribution).
is dominated by the DUT noise (or, to be more precise, correlated noise), while
uncorrelated noise contributes to rise the imaginary part. Thus, we expect that
the imaginary part is negligible in respect to the real part. Usually, we have
considered valid the data when the imaginary part was at least 10 times (10 dB)
lower than the real part, as shown in Fig. 4.9.
4.4 Transfer function measurement
A schematic view of the system setup is depicted in Fig. 4.10.
The white noise spectrum Vs is provided by the signal analyzer. The ampli-
tude of the signal is set in accordance with the value of Rf and Id: high enough
to neglect other spurious noise sources, but not so high to risk saturation of the
amplifier.
To measure the transfer function H1(jω), the signal Vs is injected into the
amplifier through the test capacitance Ct1 and the signal −Vs, obtained with
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Figure 4.8: Measurement bandwidth reduction. The current power spectra are
obtained for the DUT biased with a current of 5 pA, 800 fA, 190 fA.
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Figure 4.9: Real part (continuous line) and imaginary part (dashed line) of a
cross correlation power spectrum.
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Figure 4.10: Measurement setup for the transfer function H1(jω).
the inverting amplifier, is fed through the other test capacitance. Vs is used as
input for channel 1 (CH 1) of the signal analyzer and Vo1 as input for channel
2 (CH 2), as well. Then the signal Vs and −Vs are exchanged, and the transfer
function H2(jω) for Vs and Vo2 is measured.
Usually, the measurement of transfer functions has been fast: less than one
hundred averages are needed to obtain a clean curve. An example of transfer
functions measured for the two amplifier using Rf = 1GΩ and Ct = 350pF is
shown in Fig. 4.11. The transfer functions exhibit the expected linear behavior
at low frequency, while at high frequency the slope changes due to the presence
of the pole introduced by the amplifier.
The transfer functions are slightly different, due to a non perfect symmetry
(with respect to the DUT) of the system. This does not affect the sensitivity of
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Figure 4.11: Real and imaginary parts of the transfer functions for the two
amplifying blocks, obtained with Rf = 1 GΩ and Ct = 350 pF.
the system, but can increase the measuring time necessary to reach the desired
level of sensitivity when performing the cross spectrum measurement.
4.5 Test and Fano factor measure
The value of shot noise has been obtained performing the mean value of the data
in the flat region of the power spectrum SI calculated by means of Eq. (2.16).
As statistical error on such mean value the standard deviation of the data dis-
tribution is considered.
Before to measure shot noise in the double barrier resonant tunneling diode,
we have tested the system by means of thermal noise measurements on resistors
of different value (in a range from 100 MΩ to 2 GΩ) at 300 K, 85 K, and 6
K. After achieving successful results, we have moved to some additional tests
focusing on the evaluation of shot noise in a GaAs p-n junction, in which no
suppression effects are expected. The current power spectrum for a polarization
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current Id ' 4.5 pA and a temperature T = 85 K is shown in Fig. 4.12.1
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Figure 4.12: Current noise power spectral density of a GaAs diode biased at 4.5
pA and at a temperature of 85 K. The dotted line indicates the expected full
shot noise level.
We have then used this setup to perform shot noise measurements, with the
objective of investigating the Fano factor of a double barrier resonant tunneling
diode biased at low current levels. The results of the Fano factor measurements,
for the device cooled down at 85 K and 6 K, are shown in 4.13.
The main differences in the behavior of the Fano factor at the two tempera-
tures can be seen in the PDR region in the current range between 0.8 pA and
15 nA, as better shown in Fig. 4.14.
For the data at 6 K, a structure characterized by two minima for bias voltages
smaller (in absolute value) than that (−242 mV) corresponding to the current
peak is clearly visible. Moving toward lower bias values, we observe a minimum
of about 0.5 at the current peak bias, then the Fano factor increases up to about
0.7 at -210 mV, to decrease again down to a minimum of about 0.6 around -170
1p-n junctions are very sensitive to change in temperature. Thus, while performing noise
measurements on this device, temperature variation must to be smaller than 0.1 K, in order
to have a negligible current drift due to change in the I − V characteristic.
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Figure 4.13: Current (thin line) and Fano factor (continuous line with +) as a
function of bias voltage measured at 85 K (top) and 6 K (bottom) on the double
resonant tunneling diode.
mV, and to rise back to a maximum of about 0.7 at -130 mV. On the contrary,
the curve of the Fano factor at 85 K is an increasing monotonic function in
the bias range between -220 mV to -100 mV with an asymptotic value of 1 as
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Figure 4.14: Comparison between the Fano factor plot in the low bias region for
the device cooled down at 85 K (dotted line) and at 6 K (continuous line).
theoretically expected.2
To confirm these results, a new set of Fano factor data has been measured
on a different sample (sample B) on the same die and nominally identical to the
tested RTD (sample A). In Fig. 4.15 the current and Fano factor as a function
of bias voltage measured at a temperature of 6 K for both devices are shown.
We have to underline that, usually, Fano factor measurements at very low
bias (|VB | < 130 mV) are affected by a larger error than those carried out at
higher bias. This is an obvious consequence of the bandwidth reduction that
implies a lower number of points usable to calculate SI . Moreover, for currents
under few picoampers, the uncertainty on the value of the bias current I which
flows through the device increases. To avoid this problem, we have performed
more than one measurement for each point and then averaged all the obtained
values.
2The behavior at liquid nitrogen temperature has been already observed experimentally in
[81].
70
Chapter 4. Measurements and results
−0.24−0.16 −0.18−0.14 −0.2 −0.22−0.12
 1
 0.9
 0.8
 0.7
 0.6
 0.5
-10
-1
-104
-103
-102
-105
F
a
n
o
fa
c
to
r
Voltage [V]
C
u
rre
n
t
[p
A
]
sample B
sample A
Figure 4.15: Fano factor and current as a function of the bias voltage measured
at a temperature of 6 K for two different samples, A (dotted line with ×) and
B (continuous line with +). The current peak is at a bias of -242 mV, beyond
which the Fano factor increases well above unity.
4.6 Best performance and sensitivity limits
On the double resonant tunnel diode, we have achieved the highest sensitivity
with a shot noise measurement at 6 K for a bias current of 0.8 pA (see Fig. 4.16).
The mean value of the shot noise power spectral density, calculated in the range
between 1 and 10 Hz, is equal to SI = 2qIF = 1.67 · 10−31A2/Hz that leads to
a Fano factor of 0.65. The measurement has been obtained averaging 740 power
spectra and the total time of measurement3 has been about 1 hour and a half.
In order to obtain this high performance we take particulary attention to the
reduction of any spurious correlated signals which limit the sensitivity of our
system particulary at low bias current. One source of such spurious signals is
represented by electromagnetic interferences, but their effect has been effectively
reduced by properly shielding the full setup. Indeed all the measurements have
3It includes the time for calibration, transfer function and cross spectrum measurement.
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Figure 4.16: Real (continuous line) and imaginary (dashed line) part of a cross
spectrum measurement at 6 K for a bias current of 0.8 pA. The mean value of
the noise power spectral density in the flat region (thin dotted line) is equal to
1.67 · 10−31A2/Hz.
been performed in a shielded room and all the components have been placed in
shielded boxes. Another source could be voltage supply fluctuations; this effect
has been reduced by using low noise batteries.
However, the major limitation in the sensitivity appears to be the coupling
of the two amplifier channels directly through the DUT. The equivalent input
voltage noise sources of the two amplifiers (En1 and En2) act across the DUT and
produce a correlated current flowing in both channels. Although this correlated
component is reduced when the DUT impedance is very large (see Eq. (2.23)), it
becomes important for very low noise measurements. To directly compare these
correlated components with the DUT signal to be measured, we can consider
the correlated current through the DUT given by [60] (Eq. (11))
Icorr = 2 · En
[
1
RD
(
1
RF
+
1
RD
)
+ (2pif)2CD(CD + Cstray)
]
(4.3)
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where CD and RD are the equivalent resistance and capacitance of the DUT
and Cstray summarizes all capacitances to ground at the inverting input of the
amplifier, that is the capacitance CT , the stray capacitances of the amplifier,and
the stray capacitances of the connection to the DUT. The equation above shows
how at low frequencies the 1/f noise component of En may be the limiting factor,
while at high frequencies, the second term in Eq. (4.3) increases and becomes the
limiting factor especially when the impedance of the DUT is particulary large.
At present, we are working towards a reduction of these capacitances in
order to increase the bandwidth and achieve higher sensitivity. To this end, we
are performing experiments with reduced Ct values and shorter cables for the
connection between the amplifier PCB and the DUT.
4.7 Interpretation of Fano factor results
From Fig. 4.13, it is apparent how the behavior of the Fano factor in the PDR re-
gion differs from that in the NDR. Indeed, in the first region we see a suppression
of the Fano factor that, as we will discuss later, is due both to Coulomb repulsion
and to Pauli exclusion. In the second region, on the contrary, an enhancement
of shot noise is observed, due exclusively to Coulomb interaction.
The enhancement of shot noise was theoretically and experimentally proved
in [69] and [81] for the same resonant tunneling structure examined here. For this
reason, our interest has been now focused on the positive differential resistance
region.
Only to provide a complete discussion of the device under investigation, a
brief physical picture of the noise enhancement phenomenon is presented. The
microscopic mechanism which leading to such an effect is shown in Fig. 4.17.
First of all, we have to consider that in the NDR region the peak of the
density of states is below the conduction band edge of the cathode. With in-
creasing voltage, the density of states is moved downward, so that fewer states
are available for tunneling from the cathode, and the current decreases. When
an electron tunnels into the well from the cathode, the potential energy of the
well is raised by an amount q/(C1 + C2)), where q is the electron charge, C1
and C2 the capacitances between the well region and either contacts; as a conse-
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Figure 4.17: Enhanced shot noise is the result of an electron tunneling into the
well (a) from the cathode raising the potential energy of the well by an amount
q/(C1 + C2)), so that more states are available for tunneling from the cathode
(b).[Taken from [69]]
quence, the density of states in the well is shifted upwards by the same amount,
with the result that more states are available for successive tunneling events
from the cathode, and the probability per unit time that electrons enter the well
increases. This means that electrons entering the well are positively correlated,
merely leading to a Fano factor larger than one.
Let us now discuss the behavior in the positive differential region, in particu-
lar at very low bias currents, which has represented the main focus on the main
innovative aspect of this thesis.
We can now consider innovative results carried out in this work, compar-
ing the experimental results obtained in the PDR region with the theoretical
predictions.
A qualitative explanation of the behavior of the Fano factor can be given
by considering Eq. (3.21) and Fig. 4.18 (it will then be confirmed by means of
numerical simulations). At low applied voltage we have τ2 > τ1, even if barrier
1 is slightly thicker than barrier 2, because on the average electrons tunneling
through barrier 2 experience a higher potential barrier, and tunneling through
barrier 1 is suppressed due to the mismatch of the density of initial and final
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Figure 4.18: Theoretical conduction band profile of the resonant tunneling diode
under investigation at the temperature of 6 K and a voltage bias of 0.17 V
states (the resonant level in the well is above the Fermi energy of the emitter). In
this condition, the term γ1 is predominant. When the bias voltage is increased,
the effective barrier heights decrease and both τ1 and τ2 decrease. However,
τ1 decreases faster than τ2, due to the fact that the resonant level in the well
approaches the emitter Fermi level, thereby increasing transition rates through
barrier 1. At some point we therefore have τ1 = τ2, that, in the ideal case in
which r1 = 0, would lead to γ1 = γ2 = 0.25 and to the well known theoretical
minimum γ = 0.5. Since in practice r1 is not negligible with respect to g1, we
only observe a minimum of γ, that approaches 0.5 (in our case, the experimental
minimum is γ = 0.57 at V = 0.17 V).
When the bias voltage is increased above that value, we have τ2 > τ1 and
therefore γ2 becomes predominant, leading to a new increase in γ. Finally, when
the bias voltage moves close to the peak voltage, the resonant level in the well
starts to move below the emitter conduction band, and reducing the number of
states in the well available for a transition through barrier 1, τ1 increases again
and diverges to infinity at the peak voltage (see Eq. (3.20)). Slightly before the
peak voltage, we will have again τ1 = τ2 and γ ≈ 0.5 (now r1 is vanishingly
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small).
On the basis of the above considerations, we expect Pauli blocking to play
a role in the suppression of shot noise for bias voltages smaller than that of the
first peak through g1 and τ1.
We can now consider the numerical simulations of the diode under inves-
tigation: all generation and recombination rates are computed as described in
detail in Refs. [67, 69] on the basis of a 1D Poisson-Schroedinger solver (NanoT-
CAD1D) based on the effective mass approximation that allows us to consider
quantum confinement both in the emitter and in the well, and to compute each
transition rate separately.4 The current-voltage characteristics are plotted in
Fig. 4.19. As can be seen, the peak voltage is well reproduced in the simulation
results; the magnitude of the current, on the other hand, is extremely sensitive
to small variations, as testified also by the significant difference between sample
A and sample B.
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Figure 4.19: Experimental current-voltage characteristics measure at 6 K of
sample A and B, and characteristics obtained from numerical simulation.
The theoretical values for γ1, γ2, and γ, defined in Eq. (3.21), are plotted in
4Exactly the same device geometry considered in [69] has been assumed for this simulation.
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Fig. 4.20 as a function of the bias voltage. The subscript “Pauli” (“No Pauli”)
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Figure 4.20: Theory: Fano factor as a function of the bias voltage at 6 K when
Pauli blocking is included (γPauli) and when it is not included (γNoPauli). The
Fano factor is the sum of the contributions of the two barriers: γ = γ1 + γ2.
Also γ1NoPauli, γ1Pauli, and γ2 are plotted (γ2 is not affected by Pauli blocking
in this voltage range). At 0.242 V the Fano factor abruptly increases over unity.
indicates that Pauli blocking has (has not) been included in the evaluation of
the transition rates. In the considered bias voltage range γ1 is not affected by
Pauli blocking.
The two minima of γ are clearly noticeable, and the effect of Pauli blocking
can be seen for bias voltages smaller than the first minimum of γ, leading to
an additional suppression of shot noise close to 0.1. Let us also notice that
the voltage corresponding to the current peak is 0.204 V from simulations, and
0.242 V from experiments: we believe that the difference is mainly due to the
poor knowledge of the doping profiles. The main features of the experiment are,
however, clearly interpreted and reproduced.
Finally, in Fig. 4.21 we plot the experimental and the theoretical Fano fac-
tors as a function of the normalized bias voltage, i.e. the bias voltage divided
by the voltage corresponding to the current peak. Although the experimental
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Figure 4.21: The experimental Fano factors measured at 6 K for sample A and
B are plotted as a function of the normalized bias voltage and compared with
the theoretical Fano factor computed by including Pauli blocking (“Coulomb +
Pauli”) and by not including Pauli blocking (“only Coulomb”). The normalized
voltage is the applied voltage divided by the voltage corresponding to the current
peak.
and theoretical curves are slightly different, it is apparent that the theoretical
suppression factor reproduces more closely the experiments when Pauli blocking
is taken into account in the evaluation of the transition rates. Let us stress
the fact that a numerical error in the simulation can be the result of limited
information available on the doping profiles (while the layer structure has been
extracted from TEM imaging). In all of the simulations a constant doping of
5× 1017 cm−3 has been assumed for the emitter and collector regions.
The results obtained and the previous discussion show how shot noise mea-
surements play an important role in the mesoscopic physics, since they can rep-
resent an indispensable tool for the investigation of the physical effects occurring
in these nanostructures and help to understand the validity of some theoretical
model.
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Fabrication techniques
The development of precision growth and lithography techniques has led to the
realization of nanoscale structures, in which the dimensions are smaller than the
characteristic phase coherence length of the electrons. By means of these new
techniques, a wide variety of structures can be envisioned and studied, not only
to reproduce experimentally effects that have been demonstrated theoretically,
but also to find alternative device architectures.
In this chapter, we will describe the fabrication techniques used to realize
devices on GaAs/AlGaAs heterostructures and to define split-gates. In particu-
lar, the process steps required for the fabrication of freestanding quantum dots
are presented.
All fabrication work has been performed at the Semiconductor Physics Group
of the Cavendish Laboratory, University of Cambridge, as guest researcher for
six months. During this period, a training course that has taken one month
and a half has been followed to learn how to use the equipment needed for the
development of the processes.
5.1 GaAs/AlGaAs two dimensional electron gas
Since the 1970s, low dimensional systems (semiconductors structures where the
conduction electrons are physically confined in one direction) gave a big boost
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to electronics and fundamental research as well. The two dimensional electron
gas (2DEG) at the GaAs/AlGaAs heterointerface offers a particularly well de-
fined system for transport studies. It is obtained by careful band engineering
of successive layers of GaAs and AlGaAs [82], whose deposition is usually done
by means of Molecular Beam Epitaxy (MBE) [83, 84]. This process, in which
layers of material are grown by firing beams of atoms or molecules at a suit-
able substrate, takes place in an ultra high vacuum to remove impurities and
collisions with air molecules. Thus, the quality of interfaces of heterostructures
is pristine. However, the two compound semiconductors (GaAs and AlGaAs)
are particularly attractive for this sort of layered growth. In fact, they not only
have the same crystal lattice structure, but the spacing between atoms in both
structures is also almost identical.
An example of such a heterostructure is shown in Fig. 5.1(left). Usually a
Figure 5.1: Typical heterostructure displaying electrons confinment (in white).
In the middle, the electric field produced by a negative voltage on the top gates,
leading to the depletion of electrons, is shown. The corresponding band diagram
is sketched on the right.
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single crystal of GaAs is used (with a typical thickness of half a millimeter).
On top of these several layers of AlAs and GaAs are grown alternatively, which
reduce the stress given by the substrate. Then a layer of several hundreds of
microns of GaAs follows. On top of this AlxGa1−xAs is then grown with typical
values for x of 0.3. After a few tens of nanometers, the AlGaAs is usually doped
(with Si for electron carriers), doping which will assure carriers at the interface
of AlGaAs and GaAs. The doping can be bulk (several nanometers of doped
AlGaAs) or delta doped (a single monolayer of Si). The structure is usually
protected from the exposure to air with a layer of GaAs.
Because the conduction band minima in AlGaAs is higher than in GaAs,
a triangular potential at the interface between the GaAs and AlGaAs layers is
created below the Fermi energy, as shown in Fig. 5.1(right). Electrons are thus
confined within a plane in the GaAs layer, very close to its junction with the
AlGaAs layer. The spatial extent of the region is tiny-comparable with the wave-
length of the electrons, which consequently form a standing wave. All the mobile
electrons in the heterostructure have this standing wave character but are free to
move in the other two directions. Due to the confinement in the z-direction (the
growth direction of the heterostructure), the energy levels in the triangular po-
tential are quantized. Usually, only the first subband is below the Fermi energy
and all the electrons have this energy which gives the two dimensional nature of
electron transport. The confined electrons in these heterostructures are charac-
terized by a high mobilities due to the reduced scattering events at the interface
and also to the reduced electrostatic scattering on the doping sites, since there
is a physical barrier of undoped AlGaAs. For this reason, devices based on such
structures are known as high electron-mobility transistor (HEMT).
Further confinement of the electrons can be introduced by evaporating thin
metallic strips, or “gates”, to the top surface of the heterostructure. A negative
voltage applied to the gate raises the potential energy of the electrons locally
beneath the gate. Sufficient voltage can raise the potential energy enough to
reduce the electron concentration to zero. However, if there is a gap in the
metal strip forming the gate, then immediately beneath the gap there will still
be some electrons (see Fig. 5.1(middle)). These split gates, first developed by
Mike Pepper’s group at the University of Cambridge [85], enable the creation
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of narrow conducting channels in the 2DEG between the gates. If the channel
is made narrow enough, standing waves may be set up across the width of the
channel to force the electrons into one-dimensional motion along the wire.
5.2 Basic Processing Techniques
The fabrication of small semiconductor devices requires three main processing
steps. The definition of physical current paths for the electrons to move through,
contacts to connect the device to the macroscopic world, and metal surface gates
to control the operation of device. The techniques employed [86] are detailed here
and involve stages of lithography, etching, evaporating materials and annealing.
All these processes must be done in clean rooms, that is environments in
which the concentration of contaminants is reduced to a minimum. In fact,
particles of airbone contamination (e.g. dust particles), compared to the submi-
cron dimension of the device, are enormous and their presence on wafer surface
could severely damage the final result. Clean room class is a measure of clean
room cleanliness. The Class indicates the maximum concentration of airborne
particles per unit volume which is not to be exceeded. The clean rooms used
in our fabrication steps are Class 100 in the yellow photo-lithography area and
Class 1000 in the rest of the clean room complex.1
The steps described in this section have been optimized for the fabrication
of freestanding quantum dots. The wafer used is two inches in diameter and
grown by MBE as described in section 5.3.2. Prior to any patterning, the wafer
is cleaved along crystal planes into 4×4 mm2 samples in which 4 devices can be
fabricated. To make such cleaving, a diamond tipped scriber is used to mark
the crystal, introducing a fracture point.
5.2.1 Mesa etching
The mesa is the area of the wafer that remains after regions have been etched to
below the 2DEG region. This allows different parts of the device to be electrically
1Class 100 (1000) refers to air which contains no more than 100 (1000) particles of size
greater than 0.5 µm per cubic foot.
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isolated from each other. The mesa has been aligned parallel to the major flat
of the wafer (100), which coincides with the direction of maximum mobility.2
The fabrication steps to create the mesa are detailed in Fig. 5.2 and proceed
as follows:
i) Initial sample cleaning
The scribed wafer is thoroughly cleaned in acetone in an ultrasonic bath
for a few minutes. It is immediately transferred to a beaker of isopropanol
(IPA), ensuring that the acetone on the surface is not left to dry, and
put in the bath for at least one minute. When complete, the sample is
removed and dried with a dry-nitrogen gun. The wafer is checked under a
microscope for dirt and the process repeated if any remains.
ii) Prepare photoresist
The chip is transferred to an ultra-violet (UV) filtered room and pre-baked
at 125 oC for a couple of minutes to remove any moisture. The chip is put
on the chuck of a spinner and Shipley S1813 photoresist dripped on until
covered. It is spun at 5500 rpm for 60 s and checked by eye for dust. If it
is clean it is baked for 60 s at 115 C and checked again under a microscope.
iii) Align and expose
The mask plate is loaded into the UV align machine and the mesa pattern
is aligned to a center portion of the chip. This is brought into contact with
the plate and exposed for 6.5 s.
iv) Develop
Microposit MF319 is used to develop the photoresist for 40 s or until the
pattern has become clearly visible. It is rinsed for 60 s in a deionised (DI)
water weir and then blow dried with nitrogen as before. The pattern is
checked under the microscope and either reworked or developed for longer
if required.
v) Etch
The sample is etched using wet etching (immersion of the sample in a bath
2Usually, a notation on the backside of the sample is made with a diamond pen in order to
remember the major flat direction.
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of acids). Wet etching has the advantage of being quick, cheap and easy to
use. The etchant of GaAs is composed of mixture of 1 part sulphuric acid
(H2SO4) to 8 parts hydrogen peroxide (H2O2) to 111 parts water (H2O).
Since the reaction between H2SO4 and H2O increases the temperature of
the solution, the solution is left to settle (at least 30 minutes) to cool
down to the room temperature. Before to etch, the thickness of the resist
is measured at several points on the chip with a surface profiler and is
generally around 1.1 µm. The etch dissolves the wafer at approximately 5
nm·s−1. Thus the chip is dipped for around 13 s to obtain an etch 130 to
140 nm deep.3 Optionally, before the etch, the surface oxide is removed
leaving the chip 10 s dip in a solution of 5:45 HCL:H2O (10 % solution)
followed by DI rinse and blow dry with N2. Then it is rinsed for 60 s in
the DI weir, dried and retested to check the etch deep.4
vi) Clean
The chip is cleaned in acetone and IPA to remove the photoresist and leave
the surface patterned with mesas.
5.2.2 Ohmic contacts
When the mesa has been made the ohmic contacts can be processed. They
provide a low resistance metal contact area of a few hundred square microns
that can be bonded to with gold wire. Since the semiconductor in our case is
the 2DEG located below the surface (at a distance of about 60 nm) annealing
has to be included into the process flow in order to diffuse the metals into the
heterostructure. To achieve low ohmic contacts (which require highly doped
regions at the interface) gold-germanium-nickel (AuGeNi) is used.
At room temperature our ohmic contacts have a typical resistance of 25 k
which falls to 1 k at 77K and a few hundred ohms below 4 K. Fig. 5.3 shows the
steps involved:
3The etch is so dip because, in order to obtain the freestanding structure, the mesa etch
must to be taken down to the sacrificial layer (see section 5.3.3).
4This step is repeated, reducing adequately the dipped time, until the correct value of depth
is obtained.
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Figure 5.2: Mesa fabrication steps.
i) Prepare photoresist
Photoresist is spun onto the chip as before but baked at 90 ◦C for 60 s
instead of 115 ◦C.
ii) Align and expose
The ohmics pattern is precisely aligned to the mesa using the alignments
marks of both patterns, and exposed as before.
iii) Chlorobenzene
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In order to produce an undercut profile in the resist for the metallization
process, the chip is soaked in chlorobenezene for three minutes and blow
dried with nitrogen. This process hardens the top of the resist so that it
develops less quickly than the resist below.
iv) Develop
The chip is developed as before until the pattern clears and then for an
extra 30 s to produce the undercut shown in Figure 3.2(v), usually 90
to 105 seconds in total. The chip is checked under a microscope. If the
developed area of the ohmic contacts is not free from contaminations, a
RF Asher is used to clean the surface for about 60 s.5
v) Evaporate
Before the evaporation of ohmic contacts, the chip is dipped in a 10%
hydrochloric acid and water solution for 15 s and rinsed and dried to remove
the surface oxide. Then, it is immediately loaded into an evaporator, with
an appropriately sized Au/Ge/Ni slug (for n-type ohmic contacts), and
pumped down. When the base pressure of below 1 10−6 mbar is reached,
the slug is evaporated at 0.5nms−1 onto the chip. To ensure the correct
stoichometry the whole slug has to be evaporated because the different
elements evaporate at different rates and this generally gives a layer of
between 80 and 140 nm. At the end of the process the evaporator is brought
up to atmospheric pressure with dry nitrogen and the chip removed.
vi) Lift-off
The chip is placed in a beaker of acetone, which dissolves the resist and
allows the unwanted metal to float off, leaving the contacts in place. This
takes around five minutes and requires gentle agitation by squirting a
pipette of acetone onto the device. The pattern is examined by placing the
chip in a shallow dish of IPA under the microscope.6 If the metal has not
fully lifted off it is put back into the acetone for a while and, if necessary,
given a short burst in an ultrasonic bath. When the unwanted metal has
5It is better not to use the RF Asher for more than 90 s to avoid burning the resist.
6It is important not to let the chip dry before all the metal is removed as it could stick
back down where the resist has been dissolved.
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been removed the chip is rinsed in IPA, blow dried and inspected once
again.
vii) Anneal
The chip is loaded into a rapid thermal annealer (Leisk Rapid Thermal
Annealer) and annealed for 20 s at 220 ◦C, 80 s at 430 ◦C and 20 s at
220 ◦C in a gas mix of 85% nitrogen and 15% hydrogen flowing at 2 litres
per minute. The chamber is left to cool below 100 ◦C with the gas flowing
and then the chip removed. The annealing causes various gold, germanium
and nickel alloys to form and the metals to diffuse into the GaAs to form
the contact. Gallium diffuses into the gold and is replaced in the wafer by
germanium which acts as a dopant making the wafer more n+. The nickel
acts as a wetter and stops the other metals “balling up” and also appears
to aid the diffusion.
5.2.3 Gates photolithography
The fabrication process of gates is similar to the one used for ohmic contacts.
Two resists are used in order to accentuate the undercut effect seen in Fig. 5.3:
the first one is Poly-methyl methacrylate (PMMA) which is better known as
Perspex or Plexiglass. It is a resist usually used in electron beam lithography
but which is also sensitive to deep ultra-violet radiation. The second one is
Shipley S1805 photoresist.
Figure 5.4 shows the stages followed to make the gates.
i) Clean chip
The wafer is cleaned again but this time without any ultrasonic in order
not to damage the ohmic contacts.
ii) Spin PMMA
The chip is put on the 125 ◦C hotplate to drive off any moisture. It is
then placed on a spinner and PMMA (495k7 neat A58) dripped on, then
spun at 5000 rpm for 60 s. The chip is baked for 10 minutes in a 150 ◦C
7Molecular weight (495000).
85% PMMA (solid) in anisole solvent.
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Figure 5.3: Ohmic contact fabrication steps.
oven. Another layer of the same PMMA is applied on top, spun for 60 s
and then baked for around 60 minutes.
iii) Spin photoresist
Shipley S1805 photoresist which is approximately 0.5 µm thick is spun for
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60 s at 5500 rpm and then baked at 115 ◦C for a minute.
iv) Align, expose and develop
The gates layer from the mask is carefully aligned to the previous layers
and exposed for 3.5 s. The chip is developed for around 40 s and rinsed;
then the pattern is checked under a microscope.
v) Deep UV expose and develop
The device is put in the deep-UV cleaner and exposed for 20 minutes.
This completely exposes the PMMA and starts to cross-link the photore-
sist so it is more resilient against the PMMA developer. Finally the chip
is developed in 3:1 IPA:MIBK (Methyl Isobutyl Ketone) for 20 s to re-
move the PMMA under the photoresist windows. This creates the good
undercut profile shown and stops “lily-padding”. A lily-pad is shown in
the magnified section of Fig. 5.3, it is caused by the slope of the devel-
oped photoresist extending beyond the shadow of the undercut top. This
is not a problem for ohmic contacts but for gates this could cause a break
between the thick optical and thin e-beam metallisation.
vi) Evaporate
The chip is cleaned in an oxygen plasma and the oxide removed as before
before being loaded into the gates evaporator. The vacuum is pumped to
around 5 10−7 mbar and then 30 nm of nichrome evaporated at 0.2 nm s−1
followed by about 70 nm of gold at 0.5 nm s−1.
vii) Lift-off
The evaporator is opened and the chip put in acetone for around an hour
to remove the PMMA and lift-off then proceeds as in previous processing
stages.
5.2.4 Sub-micron Gates
The size of optical gates is limited to around one to two microns by diffraction
and the thickness of the resist. To create gates with dimensions of the order of
tens of nanometres electron beam lithography (EBL) has to be used. This is a
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Figure 5.4: Optical gates fabrication steps.
lithographic process that uses a focused beam of electrons to form the circuit
patterns needed for material deposition on (or removal from) the wafer, in con-
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trast with optical lithography which uses light for the same purpose. Electron
lithography offers higher patterning resolution than optical lithography because
of the shorter wavelength possessed by the 10-50 keV electrons that it employs.
An electron-sensitive resist is spun onto the wafer and exposed to a beam of
electrons that raster-scans the pattern. This makes for very slow pattern gen-
eration compared with a parallel technique like photolithography in which the
entire surface is patterned at once. One exposed, the resist is developed and
evaporation or etching performed as normal.
The fabrication steps during this stage are the following: the chip is first
heated to drive off any moisture as this affects the adhesion of the resist. It
is then placed on a spinner and the appropriate resist spun before being baked
at 150 ◦C for an hour or more to ensure the solvent has evaporated and the
resist has hardened. The pattern is then exposed in the EBL machine from an
AutoCAD DXF pattern and then developed for one second in a 5:15:1 mix of
MIBK:IPA:MEK (Methyl Ethyl Ketone) and rinsed in IPA. For a set of gates,
a double layer process is used with a sensitive layer of 495k PMMA A5 40:20
anisole spun at 5000 rpm (100 nm) under a less sensitive cap layer of 950k
PMMA A4 1:1 MIBK at 8000 rpm (40 nm) to form a good lift-off profile. This
allows around 50 nm of metal to be put down with 30/20 or 20/10 nichrome to
gold usually used. For e-beam layers that are to be etched, just a single layer of
495k PMMA A5 diluted 40:20 with anisole is spun at 5000 rpm (100 nm). After
developing it is important to do a surface oxide removal step as this appears to
clean off any PMMA residue left after developing to give a much more even etch
at the edge of the pattern.
5.2.5 Packaging
The final step for the device to be ready for measurement is to mount the sample
into a chip carrier and to connect wires to the ohmic contacts and to the gate
electrodes. In this way the device can be easily connected to the measurement
setup. The chip is first scribed into individual devices then glued with varnish
into twenty-pin leadless ceramic chip packages. The package has first had all its
pins wire-bonded together to short all parts of the chip together. An ultrasonic
ball bonder is then used to connect the ohmic and gate pads to the chip package
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using 25 µm gold wire. A deionising fan is used to protect the device from
static discharges and the finished package stored in a conductive pot. When the
device is ready to be tested it is inserted into the measurement apparatus then
the back-side bonds are broken.
5.3 Freestanding double quantum dots
5.3.1 Brief introduction
A quantum dot is a solid-state structure that confines the motion of conduction
band electrons and valence band holes in all three spatial directions. It can be
regarded as a conducting island separated from external leads by two quantum
point contacts, acting as capacitive tunnel junctions (see Fig. 5.5).
Figure 5.5: Network diagram of the tunnel barriers and capacitively coupled
gate in a single quantum dot. The tunnel barriers are characterized by a tunnel
resistor and capacitor, as indicated in the inset.
This confinement leads to quantum effects that strongly influence electronic
transport al low temperature. In particular it leads to the formation of a discrete
(0D) energy spectrum, resembling that of an atom.9
9This and other similarities have therefore led to the name artificial atoms for quantum
dots [87, 88].
92
Chapter 5. Fabrication techniques
Another important characteristic of the electronic transport through quan-
tum dots is that the number of electrons is quantized. In fact, electrons cannot
flow in and out of the dot in a continuous manner, and they can only be added
to the dot if enough energy is provided to overcome the Coulomb repulsion be-
tween the electrons. This energy, called charging energy [89, 90], is given by
E = e2/2CΣ, where CΣ is the total capacitance of the dot and leads. Due to its
extremely small dimension, the dot has a small capacitance and the energy cost
to add one electron is large. When electrons in the leads do not have sufficient
energy to overcome the charging energy, they cannot enter the dot and current
through the dot is blockaded, giving rise to the Coulomb blockade phenomenon.
Thus, this is a purely classical effect.
One of the first controllable quantum dots was made by Meirav et al. [91]
in 1990, by creating a narrow channel interrupted by two controlled potential
barriers. After that, Johnson et al. [92], in 1992, made a quantum dot using
the split gates technique that allow separate control of the quantum point con-
tacts and dot size. With such an arrangement, quantum dots can be studied
in better detail, and now the electrical properties of single quantum dots are
well-understood.
The next logical step after studying individual quantum dots is to study a
system of more than one dot. The system formed by two quantum dots coupled
to form an “artificial molecule” became an important tool to investigate the
influence of electron-electron interaction on electron transport. The first theo-
retical work was done by Ruzin et al. [93], with experimental work starting in
1994 by Kemerink & Molenkamp [94] and van der Vaart et al. [95].
In recent years, stimulated by the important advances on miniaturization of
the integrated circuits and the increasing interest on quantum computers, double
semiconductor quantum dots have been proposed as a system to implement
quantum bits (qubits) for quantum information processing.10 An approach using
a superposition of either spin [96, 97] or charge [98] states to realize entanglement
of the qubits was suggested.
Operations on qubits are limited by decoherence induced by the coupling to
the environment. Experimental work by Fujisawa et al. [99], later theoretically
10In principle, any two-level system can be used as such a qubit.
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confirmed by Brandes and Kramer [100], has shown the electron-phonon inter-
action to be the dominant dephasing mechanism. Thus, the next step towards
control of dephasing of electronic quantum states is to restrain coupling to the
environment by confining the phonon spectrum in quantum dot cavities. This is
achieved by embedding a low-dimensional electron gas into a suspended phonon
cavity, that is a heterostructure floating above the substrate, connected to the
bulk only at the ends of the device. Some work in this direction has been done
by Blick et al. [101, 102, 103, 104, 105] where the devices are made freestanding
by removing a sacrificial layer between the heterostructure and wafer substrate.
5.3.2 Wafer structure and device design
The wafer used to fabricate our freestanding double quantum dot is shown in
Fig. 5.6 and consists of a 20 nm GaAs quantum well, symmetrically sandwiched
between stacks of spacer (20 nm AlGaAs), donor layer (20 nm 3×1018 cm−3
silicon doped Al0.66Ga0.33As) and cap (10 nm GaAs). To allow the fabrication
of the freestanding devices, a layer of material that can be selectively etched to
leave the active area floating is included between the wafer substrate and the
heterostructure. The sacrificial layer chosen to create the freestanding quantum
dots is a 500 nm thick layer of Al0.66Ga0.33As.
Simulations of the band structure of the potential wafer were performed
using a 1D Poisson and a Schroedinger solver. The results shown in Fig. 5.6
indicate that the quantum well conduction band should be below the Fermi
energy, which will create a 2DEG. It also shows that the bottom cap of the non-
undercut structure will probably give rise to a second conducting channel, but
this not prove to be a limitation as long as it is removed by the etching process.
The device layout has been designed by means of the AutoCAD software. A
schematic view of the structure is shown in Fig. 5.7. The device consists of a 1
µm wide beam that when etched is reduced to around ∼ 0.7 µm. Double (triple)
quantum dots are defined by means of five (seven) gates, 100 nm large, spaced
100 nm apart. A side gate along the edge of the beam is used to move the active
region away from the etched edge. Dots formed in this structure have about a
300 nm diameter.
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Figure 5.6: Layers structure (top) and simulation of the conduction band (bot-
tom) for the wafer used to fabricate freestanding devices. Layer thicknesses in
the top figure are in nanometer. [Taken from [106]]
5.3.3 Freestanding Processing Methods
The method used to form the freestanding structure consists in the growth of
a sacrificial layer into the wafer that is successively removed by selective etch-
ing. Possible etchants of the AlxGa1−xAs material system that give selectivity
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Figure 5.7: Schematic for a freestanding double quantum dot. The two dots are
marked as 1 and 2.
include hydrofluoric acid (HF), ammonium hydroxide (NH4OH) and hydrogen
peroxide (H2O2), succinic acid (C4H5O4) and ammonium hydroxide or citric
acid (C6H8O7) and hydrogen peroxide [107].
The method optimized in the SP group consists in the use of a weak hy-
drofluoric acid etch. A 10% solution of concentrated HF in water is a highly
selective etchant of AlxGa1−xAs when x ≥ 0.5, as shown in Fig. 5.8.
The high selectivity over the materials used in the heterostructure (GaAs and
Al0.33Ga0.66As) reduce the damage of the structure due to the etch. Moreover,
the process needs no extra lithography steps or protection layers to perform the
undercut.11
To make devices using the HF methods requires an extra lithography step
in which a small mesa is written by EBL and developed, as described in the
definition of sub-micron gates. Before etching, the chip is scribed into individual
devices, because this step requires putting pressure on the chip that can break
the floating structure. The devices are then given a 15 s dip in 10% HCl to
remove the developed resist scum before etching as normal. The devices are then
etched for around thirty seconds in a 10% HF solution to remove the sacrificial
11These are two of the problems that affect the process if the other etchants are used.
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Figure 5.8: HF etch rate and selectivity as a function of aluminium fraction, x.
[Taken from [108] ]
layer. They are then viewed under a microscope to confirm that the two etches
were successful. This is possible because the floating part shows a different color
(usually in the yellow range) in respect of the non-etched parts. 5.9.12
If not etched at all, the etching process can be repeated as the resist has
been left on the devices. Finally the resist is removed and they are packaged as
normal.
12Maybe, the change in color is due to the reflection of light in the cavity created after the
etch.
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Figure 5.9: SEM images of a triple quantum dot. The etched mesa and the
normal 2DEG are marked.
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Cryogenic system (down to
25 mK)
Many of the quantum effects that are of interest in nanostructures can be ob-
served only at very low temperatures, usually under 1K. For this reason our
group bought a dilution refrigerator able to reach temperature down to 25 mK.
The refrigerator is also provided with a 9 Tesla magnet. As for the system
described in Chapter 2, correlation amplifiers are used to perform reliable mea-
surements of extremely low shot noise levels.
In this chapter, an introduction to the dilution refrigerator and to the system
that we have set up are reported.
6.1 3He/4He dilution refrigerator
The 3He/4He dilution refrigerator operation principle was originally proposed
by Heinz Loudon in 1951, but the first working systems were not built until
more than ten years later (Oxford, 1967). Since that time, the performance of
these systems has steadily improved, and the physical processes involved have
become much better understood. These days, commercial 3He/4He dilution
refrigerators are available for temperatures down to about 4 mK, however, they
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are expensive and demand substantial experience, time and manpower. The
minimum temperature obtained is about 0.6 mK in zero magnetic field and
to 2 mK in 9 Tesla, achieved by Frossati and co-workers [109]. The dilution
refrigerator used in our system is a MCK50, produced by Leyden Cryogenics,
that allows to reach a base temperature of 25 mK.
6.1.1 Physical principle
The cooling mechanism exploits the thermodynamic characteristics of 3He (a
rare helium isotope with 1 neutron) and 4He (the most abundant helium isotope,
which has 2 neutrons). The 3He/4He mixture has the phase diagram shown in
Fig. 6.1.
Figure 6.1: Left: Phase diagram of the 3He/4He mixture vs. 3He concentration
x and temperature T . The tricritical point is at x= 0.67 and T = 860 mK.
At lower temperatures, the mixture segregates into a 3He-rich concentrated (C)
phase and a 3He-poor dilute (D) phase. Right: Sketch of the chemical potential
of the two phases at T = 0. [Taken from [110]]
At temperatures below the triple point (0.86 K), the 3He/4He mixture sepa-
rates into two liquid phases, divided by a phase boundary: (1) a 3He-poor phase
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(called the dilute phase, D); it is mostly 4He, but it will, however, always be
composed of at least 6.4% 3He, no matter what temperature. This corresponds
to a point in the diagram below and to the left of the triple point, along the
equilibrium line. (2) A 3He-rich phase (called the concentrated phase, C). This
corresponds to a point in the diagram below and to the right of the triple point,
along the equilibrium line.
A qualitative understanding of the phase separation can be obtained by re-
calling that 3He is a Fermi liquid, while 4He in this regime is a Bose-Einstein
condensate. The 3He dissolved in 4He can be thought of as a dilute Fermi gas
with an effective mass given by the interaction between the 3He atoms and the
surrounding 4He, which is m∗(3He in 4He) ≈ 2.4m(3He). Since superfluid 4He
has zero viscosity, the 3He atoms can move around without friction, once the
3He-4He interaction is included in the effective mass.
In a gross simplification, the concentrated phase of the mixture is liquid 3He,
and the dilute phase is effectively 3He gas. The 4He composing the bulk of the
dilute phase acts as an inert background since the 4He atoms are Bosons in their
quantum mechanical ground state at this temperature (thus thermodynamically
can be thought of as a vacuum). Pumping on the dilute phase, mostly 3He is
removed (a move to the left off the equilibrium line in the diagram), destroying
the equilibrium. To restore equilibrium, 3He will have to cross the phase bound-
ary from the 3He rich side to the 3He poor side. This crossing of the phase
boundary can be thought of as a kind of evaporation, which removes heat from
the system.
This process is particularly useful in low temperature applications because
the entropy of this process remains significant even at very low temperatures
(the equilibrium concentration of 3He in the dilute phase is finite even at zero
temperature). The reason of this characteristic can be understood considering
the chemical potential of the two phases. As shown in Fig. 6.1, the chemical po-
tential, µ(3), of the C phase is somewhat higher than that, µ(34), of a single 3He
atom in 4He.1 Hence, 3He atoms will go into 4He until the chemical potentials
have aligned, even at T = 0 K.
1This is due to the fact that attractive van der Waals forces are slightly larger in 4He, since
the average separation of the atoms is smaller.
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6.1.2 Basic operation
The basic operation of the dilution refrigerator is as follows (a schematic view
is shown in Fig. 6.2). The circulation loop of such a system is a closed loop
Figure 6.2: A schematic of a dilution fridge.
containing a mixture of 15% 3He to 85% 4He. When the refrigerator begins
operation, the 1K pot is used to condense the 3He/4He mixture in the dilution
unit. It does not cool the mixture sufficiently to form the phase boundary, but
simply to bring it to 1.5 K. Phase separation (below the tricritical point at 0.86
K) and evaporative cooling happen in the mixing chamber.
It is important that the 3He concentration and volume of the mixture are
chose correctly, so that the phase boundary occurs inside the mixing chamber
and the liquid surface lies in the still. If this is not done, the fridge will not cool
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to base temperature. Thus it is critical to preserve the balance of the mixture.
During continuous operation, the 3He must be extracted from the dilute
phase to prevent saturation and resupplied to the concentrated phase. The still
is pumped by a booster pump and kept at 0.6 to 0.8 K where the 3He boils off
much more quickly (1000 times faster) than the 4He to maintain a concentration
gradient back down to the mixing chamber so the evaporation continues. The
boiled-off 3He passes through a rotary pump, through a nitrogen cold trap to
remove any air that has leaked in, through a helium cold trap to remove any
other impurities and into the condenser.
A flow impedance, in the form of a constriction, between the still and 1K
pot is used to maintain a sufficiently high pressure in the 1K pot region to
re-condense the 3He which then flows through coiled and sintered silver heat
exchangers to cool it further before re-entering the mixing chamber. The heat
exchangers are cooled by the cold liquid flowing between the mixing chamber
and still.
The dilution refrigerator has been designed with a two-part external gas han-
dling system. One part (the circulation system) is dedicated to the circulation
and handing of the mixture, and the other (the auxiliary system) to auxiliary
pumping operation. Both systems are connected to their relevant components
on the cryostat and fridge insert by flexible pumping lines.
6.1.3 Cables and Microwave filter
The measurements we plan to perform are very sensitive to the heating associ-
ated with thermal microwaves that are introduced from the higher temperature
part to the DUT at low temperatures through lead wires attached for mea-
surement. To solve such problem, some types of microwave filter have been
contrived in the last years, like metallic powder and resistive coaxial cable filter
[111, 112, 113, 114].
In our system, a resistive thin coaxial cable, Thermocoax2, manufactured by
Philips Co., Ltd., has been used as a microwave filter, as suggested in many
papers present in literature [114, 115, 116]. We made the microwave filter using
2This cable was originally made for a heater working in vacuum, for this reason the name
Thermocoax cable.
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a Thermocoax cable with a length of about 40 mm length attached with two
male gold pins at both ends, as shown in Fig. 6.3.
Figure 6.3: Picture of the unit with cold finger (a). Thermocoax connection to
the 1K cold plate (b) and to the chip holder (c).
The measured resistance of the inner wire is about 24 Ω. The sheath and
the inner wire are isolated by means of compacted MgO powder. The isolation
is important for a precise measurement.
Besides, the connection cables from the room temperature electronics to the
sample at the base temperature are thermally anchored at several temperature
levels. To easily connect these cables to the equipment, a new fixture, provided
with BNC connectors, has been designed and built (see Fig. 6.4).
This fixture has been designed for high vacuum application, since it is di-
rectly connected to the insert in which a high vacuum is required during normal
operation. It looks like an aluminium cylinder divided into three parts that form
two internal chambers (as depicted in Fig. 6.5): chamber 1 must be high vacuum
tight, while chamber 2 is at atmosphere’s pressure.
104
Chapter 6. Cryogenic system (down to 25 mK)
Figure 6.4: Frontal (a) and lateral (b) view of the fixture provided with BNC
connectors to simplify the connection between the electronics at room tempera-
ture and the cables in the insert.
The frontal part has been fitted with seven BNC connectors. The electrical
connections between the cables inside chamber 1 and the BNC connectors have
been made by means of feed-throughs inserted into teflon cylinders. Araldite
has been used to obtain vacuum tight seals. An O-ring, seated in a groove, is
compressed during assembly between two parts, creating a seal at the interface.
6.2 Measurement system
The conductance of devices that we plan to measure is of the order of few quanta
(G0 = 2e2/h ≈ 77.5 µS). Since the resistance is small (with respect to the input
impedance of the amplifiers that can be used), the solution of cross correlation in
parallel configuration has been adopted, in which low noise external amplifiers
(EG&G Brookdeal 5003 and 5004) have been used. Their main features are
summarized in Table 6.1.
A schematic view of the measurement setup is shown in Fig. 6.6(a), while
the front end equivalent circuit for small signals is represented in Fig. 6.6(b).
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BNC
O-ring
feed-through
chamber 1
teflon cilinder
cable
Araldite
chamber 2
Figure 6.5: Schematic of the coaxial connector fixture. Chamber 1 is high vac-
uum tight, while chamber 2 is at atmosphere’s pressure.
5003 5004
fL 0.5 Hz 0.4 Hz
Av 60 dB 60 dB
Rin 5 MΩ 5 MΩ
In 14 fArms/
√
Hz 92 fArms/
√
Hz
En (10 Hz) 5 nVrms/
√
Hz 4 nVrms/
√
Hz
En (1 KHz) 2 nVrms/
√
Hz 930 pVrms/
√
Hz
Table 6.1: Parameters for the EG&G Brookdeal 5003 and 5004 low noise ampli-
fiers.
If we define
αp =
Rd//Zin1//Zin2
RP +Rd//Zin1//Zin2
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Zd
-
+
-+
-+
(a)
AMP
AMP
Analyzer
Spectrum
DUT
-
+
EnP
ZP
Zin1
Zin2
In1
En1
In2
En2
Vout2
Vout1
(b)
End
Figure 6.6: (a) Schematic of the cross correlation amplifier in parallel configu-
ration. (b) Noise representation En − In for the configuration above.
αd =
RP //Zin1//Zin2
Rd +RP //Zin1//Zin2
αZi =
RP //Rd//Zi
Zj +RP //Rd//Zi
Z// = RP //Rd//Zin1//Zin2
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the input voltage for the two amplifiers is
VIni = αPEnP + αdEnd + Z//(Ini + Inj) + Eni + αZjEnj (6.1)
where i, j = (1, 2) , and i 6= j. We assume that the power supply and the biasing
resistance as well as the DUT noise are independent. The In is independent as
well, but a perfect correlation of their action on the amplifier inputs exists, since
they operate on the same load, Z//. As far as En1 and En2 are concerned, they
can be considered to yield uncorrelated effects, as long as Zin1, Zin2 >> Zp//Zd.
Under these conditions, the output noise power spectral density is
SV = |A|2|αP |2SEnP + |A|2|αd|2SEd
+|A|2|Z//|2[SIn1 + SIn2In1 + SIn1In2 + SIn2 ]
+|A|2αZ1SEn1 + |A|2αZ2SEn2 + C.
(6.2)
IfRd is much smaller thanRP , as well as than the amplifier input impedances,
the coefficients αP , αZ1 and αZ2 are far below unity. Moreover, due to the
difference between Rd and the other impedance, αd ≈ 1, and Z// ≈ Rd, the main
noise contribution in the output spectral density is that of the DUT and SV can
be written as
SV ≈ |A|2Sd. (6.3)
This system is actually under test in order to understand if it can be used
for shot noise measurements in nanostructures cooled down using the cryogenic
system described in this chapter. Preliminary tests have been performed mea-
suring the thermal noise of very low value resistors (a few Ohms). The results
are in perfect agreement with the theoretical value of expected noise.
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During the three years of Ph.D. work, a cryogenic system for very low level shot
noise measurements was set up. The system was optimized to work at 77 K
and 4.2 K, using liquid nitrogen and helium respectively, but it can be used to
perform noise measurement at room temperature as well. By applying different
background noise reduction techniques, i.e. cross correlation technique and cool
down of the feedback resistors, a very high sensitivity was reached, allowing the
routine measurement of noise levels which are at least 10 dB lower than the front
end amplifier noise at room temperature.
In the subpicoampere current range, the high performance of the system
was obtained by improvements in the current calibration setup and significant
reduction of the main sources of spurious noise. These are the ebullition of the
cryogenic liquid, which occurs if the sample is immersed in it, and the vibrations
transmitted from the floor to the dewar vessel, exciting resonant modes of the
structure.
This allowed reliable measurements of the shot noise associated with cur-
rent levels as low as 0.7 pA. However, for very low current measurement, the
bandwidth is very narrow (10 Hertz at maximum) due to the capacitances of
the cables and of the capacitors used to measure the transfer functions. At the
state of the art, this is the main limit in sensitivity of the system and work is
in progress to overcome it with the development of a cryogenic front end to be
placed next to the sample, thus eliminating the connection cables.
Using such a system, we have measured the shot noise power spectral density
of a resonant tunneling diode in a bias current range of five orders of magnitude
down to the subpicoampere regime, and we have revealed a double minimum
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structure of the Fano factor that our group had theoretically predicted a few
years ago. We have explained such a structure on the basis of an intuitive
picture and of detailed numerical simulations, and have shown that the Fano
factor is strongly affected by the action of the Pauli blocking principle only for
bias voltages smaller then the first minimum. In addition, we believe that our
experimental results also support the view that Pauli blocking factors have to
be considered in the evaluation of the current components in any mesoscopic
device.
Another cryogenic system has been set up for shot noise measurements in
mesoscopic structures that exhibit particular quantum effects only at very low
temperatures (under 1 K). The system is based on a dilution refrigerator (model
MCK50 - Leiden Cryogenics) that allows to reach a base temperature of 25
mK. Correlation amplifiers were also used to perform reliable measurements of
extremely low shot noise levels, and the cryogenic system was optimized for the
specific application of noise measurements on nanodevices.
Finally, the last six months were spent at the Semiconductor Physics Group
of the Cavendish Laboratory, University of Cambridge, as guest researcher in
the fabrication of devices on GaAs/AlGaAs heterostructures defined by split
gates. The activity was focused towards the fabrication of single and double
free-standing quantum dots, useful for the investigation of the electron-phonon
interaction.
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noise derivation
A frequency dependence for shot noise is found if the current pulses are of
significant duration. In particular, in this treatment, we suppose
I(t) =
∑
k
qs(t− tk), (4)
with s(t) is a square current pulse of duration τ , as illustrated in Fig. 7.
t
s(t)
0
1/τ
τ
Figure 7: A square current pulse of duration τ .
The Wiener-Khintchine theorem can be written in the form
SI(f) = 2
∫ ∞
−∞
RI(t′)e−i2pift
′
dt′, (5)
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where RI(t′) is the autcorrelation function defined by
RI(t′) = lim
T→∞
1
T
∫ T/2
−T/2
I(t)I(t+ t′)dt. (6)
We note that the factor of 2 in Eq. (5) is due to the fact that SI(f) is the
one-sided power spectral density. Substituting Eq. (4) in Eq. (8), the following
equation for the autocorrelation is found
RI(t′) = lim
T→∞
q2
T
∑
k
∑
k′
∫ T/2
−T/2
s(t− tk)s(t+ t′ − tk′)dt. (7)
In the double summation, only pulses for which |tk − tk′ | ≤ τ contribute to
the autocorrelation yielding terms that can be written as a triangular function,
as shown in Fig. 8.
t
s
′
s
s*s
′
1/τ
τt
′
−τtk tk′
Figure 8: Autocorrelation function between two square current pulses of duration
τ .
The Fourier transform of a single triangle is
F
{
1− |t′|/τ : |t′| ≤ τ
0 : |t′| ≥ τ = τ
[
sin(2pifτ)
2pifτ
]}
(8)
Since we are considering that the electrons arrive at random times and with
random transit times (i.e. random τ), we should take the Fourier transform
of all the possible cases and ensemble average the results. However it is easier
to ensemble average the τ (τ) and then apply the Fourier transform. This is
equivalent since the Fourier transform is a linear operation. Now applying 5, we
the following power spectrum is obtained
S(0) = 2q〈I〉
[
sin(2pifτ)
2pifτ
]2
. (9)
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