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INVARIANT DEFORMATION THEORY OF AFFINE SCHEMES
WITH REDUCTIVE GROUP ACTION
CHRISTIAN LEHN AND RONAN TERPEREAU
Abstract. We develop an invariant deformation theory, in a form accessi-
ble to practice, for affine schemes W equipped with an action of a reductive
algebraic group G. Given the defining equations of a G-invariant subscheme
X ⊂W , we device an algorithm to compute the universal deformation of X in
terms of generators and relations up to a given order. In many situations, our
algorithm even computes an algebraization of the universal deformation. As
an application, we determine new families of examples of the invariant Hilbert
scheme of Alexeev and Brion, where G is a classical group acting on a classical
representation, and we describe their singularities.
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1. Introduction
Let k be a fixed algebraically closed field of characteristic zero. Let us fix a
reductive algebraic group G, an affine G-scheme W of finite type over k, and a
Hilbert function h ∶ Irr(G) Ð→ N which assigns to every irreducible representation
of G a nonnegative integer. We denote by H ∶= HilbGh (W ) the invariant Hilbert
scheme of Alexeev and Brion [AB05] corresponding to the triple (G,W,h); see
section 2.1 for more details.
This is a quite thrilling and somewhat mysterious object, and there is a large
number of articles dedicated to its study. It has rendered services to the clas-
sification theory of spherical varieties; see [Bri13, §4] for an overview and fur-
ther references. Moreover, in many cases the invariant Hilbert scheme furnishes
a canonical candidate for a resolution of singularities of the categorical quotient
2 CHRISTIAN LEHN AND RONAN TERPEREAU
W //G = Spec(k[W ]G). Indeed, if we take h = h0 the Hilbert function of the general
fibers of the quotient morphism W Ð→ W //G (see section 2.1 for the precise defi-
nition of h0), then we have the so-called Hilbert-Chow morphism γ ∶ H Ð→ W //G,
which is a projective morphism that maps a unique irreducible component Hmain
of H, the so-called main component, birationally to W //G. Examples where γ is
a resolution can be found in [IN96, IN99, BKR01, LS] for finite groups, and in
[JR09, Bec11, Ter13a, Ter13b] for classical groups.
On the other side, it is difficult to get control about the invariant Hilbert scheme
in a hands-on way. It has been described only in some very special situations where
H was generally first shown to be smooth by some ad hoc arguments. Examples
where h = h0 can be found in the references mentioned above, and examples where
h takes values in {0,1} can be found in [J07, BCF08, PVS12, CF]. However, when
H is singular, explicit descriptions of examples as well as a general strategy to
describe the singularities were missing so far.
The goal of this article is to describe an algorithm which provides Zariski-local
equations of H at an arbitrary point; see section 5 and in particular Algorithm 5.1.
This is, in some sense, the strongest form of information that one can have about
a scheme. To achieve this, we developed an invariant deformation theory in a form
accessible to practice; see section 3. Our algorithm is completely general and can
be applied to any point [X] ∈H as soon as there is an action of the multiplicative
group Gm on W by G-equivariant automorphisms with strictly positive weights on
k[W ] and on the cotangent space (T[X]H)∨; see Hypothesis 4.1.
As an illustration, we apply our algorithm in three situations:
(1) G = GL3 acting on W = (k3)⊕n1 ⊕ (k3∗)⊕n2 , which is the sum of n1 copies
of the defining representation, and n2 copies of its dual (section 7.3);
(2) G = SO3 acting on W = (k3)⊕3 (section 6.1); and
(3) G = O3 acting on W = (k3)⊕n (section 7.1).
Theorems 6.1 and 7.3. Let G and W be as in situation 1 or 2, and let h = h0 be
the Hilbert function of the general fibers of the quotient morphism ν ∶W Ð→W //G.
Then the main component of the invariant Hilbert scheme is smooth, and thus the
Hilbert-Chow morphism γ ∶ Hmain Ð→ W //G is a resolution of singularities. In
both cases, H is reduced, connected, and the union of two irreducible components
Hmain ∪H′, where H′ is smooth in situation 1 but singular in situation 2.
Moreover, we give a description of the special fiber γ−1(ν(0)), both as an abstract
scheme as well as in terms of the G-stable ideals that it parametrizes. Even in the
case where we do not succeed to describe the invariant Hilbert scheme completely,
our algorithm proves helpful. We obtain the following information in situation 3:
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Theorem 7.1. Let G and W be as in situation 3, and let h = h0 be the Hilbert
function of the general fibers of the quotient morphism W Ð→ W //G. Then the
invariant Hilbert scheme H is connected and has at least two irreducible components.
We give more detailed formulations of these results in the sections 6 and 7.
These examples have entered the focus by the work [Ter] because they were the
first examples with classical groups acting on classical representations where the
invariant Hilbert scheme was known to be singular. However, this was shown simply
by calculating the dimension of the tangent space and comparing it to the dimension
of W //G. Thus, no further properties of H such as reducibility, or the smoothness
of the main component Hmain, were given. Our results also show that the geometry
of the invariant Hilbert scheme can be very diverse. Thus, it is important to have
many more examples, and our algorithm gives a powerful tool to calculate them.
Let us explain how we obtain these results. The strategy is to localize geometric
properties ofH in special points and then to compute local equations at these points
via Algorithm 5.1. The question is: which points inH contain most information and
how do we find them? In situations 1 to 3, there is each time an algebraic subgroup
H ⊂ AutG(W ) acting on H. Imagine that we want to study the singular locus
HSing ⊂H for example. Clearly, HSing is closed and H-stable. As γ ∶ H Ð→W //G is
projective, also γ(HSing) is closed and H-stable, hence it contains a closed H-orbit.
In situations 1 to 3, there is only one closed orbit for the H-action on W //G, and
it consists in a single point, say {o}. The crucial argument is that now Borel’s
fixed point theorem implies the existence of fixed points in the projective scheme
γ−1(o) ∩HSing for any Borel subgroup B ⊂ H . This technique of localizing Borel
fixed points of H obviously applies to many other geometric properties such as non-
reducedness or reducibility. Moreover, these fixed points can be calculated by hand
in many examples. In our case, there are two fixed points each in situations 2 and
3, and a single one in situation 1. This stipulates the following general strategy:
(1) Find the fixed points for the B-action on H.
(2) Try to connect these fixed points to the main component Hmain in order to
show connectedness.
(3) Determine the tangent space of H at these fixed points.
(4) For each of these fixed points, look for subgroups of B isomorphic to Gm
and satisfying Hypothesis 4.1 . (There are such groups for all fixed points
in situations 1 to 3, except for one fixed point in situation 3.)
(5) For every fixed point satisfying Hypothesis 4.1, calculate an affine open
neighborhood in H thanks to Algorithm 5.1.
Steps 1, 2, and 4 are done by hand or by ad hoc methods for each example, Steps
3 and 5 are done with a computer algebra system. A documented MACAULAY2
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file containing all the computations in situations 1 to 3 is available on the webpage
of the authors.
Equivariant deformation theory has been studied by Rim in [R80]. This includes
the case where G acts non-trivially on the base space of the versal deformation.
The difference to our work is that firstly we study embedded and not abstract
deformations, and secondly here we study invariant deformation theory, that is,
deformations where G acts trivially on the base space. Moreover, in our case due
to the existence of the invariant Hilbert scheme, it is unnecessary to assume the
existence of a versal deformation of the underlying variety without group action
(and in fact a versal deformation does not exist in our examples).
Let us also mention that, when G is a finite group and X ⊂ W is a finite sub-
scheme, our algorithm seems to be folklore. In particular, if G is trivial, then the
invariant Hilbert scheme H is a punctual Hilbert scheme; the study of this latter
via deformation theory can be found in the first chapters of [Ste03] for instance.
An example where G ⊂ SL2 is the binary tetrahedral group can be found in [LS,
§2]. However, even in the particular setting where G is a (non-trivial) finite group,
we did not find any explanation for the validity of the algorithm. That is why we
include a full treatment there.
The text is structured as follows. In section 2 we recall some basics about the
invariant Hilbert scheme and the Reynolds operator. Section 3 is the heart of this
paper. There we develop an invariant deformation theory, which we present in a
constructive way. Our algorithm can be deduced rather immediately from the pre-
sentation of the theoretical results. We summarize it in a completely algorithmic
fashion in section 5. In section 4 we add Hypothesis 4.1 on the positivity of weights,
and deduce its theoretical consequences. In particular, there we give the argument
for the stop condition of our algorithm, which is formulated in an algorithmic way
in section 5.4. Finally, sections 6 and 7 present the applications in situations 1 to
3.
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would like also to thank Michel Brion, Edoardo Sernesi, and the referee for their
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The first-named author gratefully acknowledges the support of the DFG through
the research grant Le 3093/1-1 and the kind hospitality of the IMJ, Paris. While
working on this project, the second-named author benefited from the support of
the DFG via the SFB/TR 45 “Periods, moduli spaces and arithmetic of algebraic
varieties”.
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2. Some background
The aim of this section is to provide the reader with some definitions and basic
results concerning the invariant Hilbert scheme, constructed by Alexeev and Brion
in [AB05], and about the Reynolds operator. The survey [Bri13] gives a detailed
introduction to the invariant Hilbert schemes.
All schemes we consider are supposed to be separated and of finite type over
an algebraically closed field k of characteristic zero. We refer to [Bor91] for the
necessary background material on algebraic groups.
2.1. Generalities on the invariant Hilbert scheme. Let G be a reductive
group, let S be a scheme, let Z be a G-scheme, and let pi ∶ Z Ð→ S be a G-invariant
affine morphism of finite type. The sheaf A ∶= pi∗OZ is a finitely generated OS-
algebra, and so is the sheaf of invariants AG by the Hilbert-Nagata Theorem (see
e.g. [Bri10, Theorem 1.24]). Denote by Irr(G) the set of isomorphism classes of
irreducible G-modules. For any M ∈ Irr(G), we consider the sheaf of covariants
A(M) ∶= Hom
G(M,A) on S. By [Bri10, Lemma 2.1], each A(M) is a finitely gener-
ated AG-module.
Consider the evaluation map A(M) ⊗M Ð→ A. According to [Bri13, §2.3], the
direct sum of all this evaluations gives a decomposition of the sheaf A as a (OS ,G)-
module:
(1) A ≅ ⊕
M∈Irr(G)
A(M) ⊗M.
Hereby, the (OS ,G)-module structure on each piece A(M) ⊗M is given as follows:
G acts only on the factor M , and the OS-module structure is induced by that of
A(M).
If AG is a coherent OS-module and pi is flat, then each OS-module A(M) is flat
by (1). Recall that flatness is equivalent to local freeness for a finitely generated
module over a Noetherian ring. We get that each OS-module A(M) is locally free of
finite rank, the latter being constant on each connected component of S. Suppose
that this rank is constant on S; then the function
hZ ∶ Irr(G) Ð→ N, M ↦ rkA(M)
is called the Hilbert function of the family Z Ð→ S.
Definition 2.1. Let h ∶ Irr(G) Ð→ N be a function, and let W be an affine G-
scheme. The Hilbert functor HilbGh (W ): Schop Ð→ Sets is defined by
S ↦
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Z
pi
##

 // S ×W
pr1

S
RRRRRRRRRRRRRRRRRRRR
Z is a G-stable closed subscheme;
pi is a flat morphism; and
A(M) is locally free of rank h(M) over S
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
.
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An element (pi ∶ Z Ð→ S) ∈ HilbGh (W )(S) is called a flat family over S of G-stable
closed subschemes of W .
By [Bri13, Theorem 2.11], the Hilbert functor HilbGh (W ) is represented by a
quasi-projective scheme H = HilbGh (W ): the invariant Hilbert scheme associated
with the affine G-scheme W and the Hilbert function h. We denote by U ⊂W ×H
the universal subscheme, and we write pi ∶ U Ð→ H for the universal family, that is,
the projection to the second factor.
Let ν ∶W Ð→W //G = Spec(k[W ]G) be the quotient morphism, which is induced
by the inclusion of algebras k[W ]G ⊂ k[W ]. If the affine scheme W is reduced
and W //G is irreducible, then by [Eis95, Theorem 14.4] the quotient morphism is
flat over a non-empty open subset U ⊂ W //G; the Hilbert function of the family
ν∣ν−1(U) ∶ ν
−1(U) Ð→ U is called Hilbert function of the general fibers of ν and is
denoted by h0. The next proposition will be useful in sections 6 and 7.
Proposition 2.2. ([Bri13, Proposition 3.15]) Let W be a reduced, affine G-scheme
such that the quotient W //G is irreducible, let h0 be the Hilbert function of the
general fibers of ν, and let H = HilbGh0(W ) be the corresponding Hilbert scheme.
Then there exists a projective morphism γ ∶ H Ð→ W //G, called the Hilbert-Chow
morphism, such that the diagram
(2) U
pi

q // W
ν

H
γ
// W //G
commutes, where U ⊂ W ×H is the universal subscheme, and the morphisms from
U are the projections. Moreover, γ is an isomorphism over the the biggest open
subset U ⊂W //G over which ν is flat.
Definition 2.3. In the setting of Proposition 2.2, we define the main component
Hmain of H as the Zariski closure of γ−1(U). It is an irreducible component of H
which is mapped birationally to the quotientW //G by the Hilbert-Chow morphism.
2.2. Fixed points for the action of a Borel subgroup. Let us fix an algebraic
subgroup H of the G-equivariant automorphism group
AutG(W ) ∶= {h ∈ Aut(W ) ∣ ∀g ∈ G, h ○ g = g ○ h}.
Then we have the following:
Proposition 2.4. ([Bri13, Proposition 3.10])With the above notation, the group H
acts on the invariant Hilbert scheme H and on the universal subscheme U , and the
universal family U Ð→ H is H-equivariant. Moreover, in the setting of Proposition
2.2, the Hilbert-Chow morphism γ ∶ H Ð→W //G is also H-equivariant.
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Let us fix a Borel subgroup B ⊂ H . Recall that our strategy to determine the
global structure of H, e.g. connected components, irreducible components, their
dimension and singular locus etc, is based on the study of the fixed points of H
for the B-action, and was explained at the end of the introduction. The following
result justifies the importance of these fixed points:
Lemma 2.5. Let us assume that W //G has a unique closed H-orbit, and that
this orbit is a point {o}. Then each H-stable closed subset of H contains a fixed
point for the action of the Borel subgroup B. In particular, there is a one-to-one
correspondence between closed H-orbits in H and B-fixed points in H.
Proof. The Hilbert-Chow morphism γ ∶ H Ð→W //G is projective (Proposition 2.2)
and H-equivariant (Proposition 2.4), hence γ−1(o) is a projective H-scheme. If C
is any H-stable closed subset of H, then γ(C) is a H-stable closed subset of W //G,
and thus o ∈ γ(C), that is, F ∶= C ∩γ−1(o) is non-empty. Hence, F contains at least
one B-fixed point by Borel’s fixed-point theorem ([Bor91, Theorem 10.4]). The last
statement of the lemma follows from the fact that for every parabolic subgroup
Q ⊂ G containing B the flag variety G/Q has a unique B-fixed point. 
If X ⊂ W is a G-stable closed subscheme, then we denote by [X] ∈ H the
corresponding closed point, and by I ⊂ P ∶= k[W ] the ideal of X .
Proposition 2.6. ([Bri13, Proposition 3.5]) With the notation above, let T[X]H be
the tangent space of H at [X]. Then there is a canonical isomorphism
T[X]H ≅ N
G
X/W ∶= Hom
G
P (I,P /I),
where HomGP stands for the space of P -linear, G-equivariant maps.
Remark 2.7. If H is an algebraic subgroup of AutG(W ), and if [X] ∈ H is a H-
fixed point, then the tangent space T[X]H is an H-module and the isomorphism of
Proposition 2.6 is H-equivariant.
2.3. The Reynolds operator. Let G be a reductive group, and let V be a rational
G-module. Then there is a unique G-stable complement V ′ to V G ⊂ V . According
to the decomposition V = V G ⊕ V ′, we write an element v ∈ V as v = v0 + v′, where
v0 ∈ V G and v′ ∈ V ′.
Definition 2.8. The projection on the G-invariant part
RV ∶ V Ð→ V
G, v ↦ v0
is called the Reynolds operator of the G-module V .
The Reynolds operator has the following useful property:
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Proposition 2.9. Let V1, V2, and V be rational G-modules. Let µ ∶ V1 ⊗ V2 Ð→ V
be a G-equivariant morphism. Then
(1) RV (µ(v1 ⊗ v2)) = µ(RV1(v1)⊗ v2) if v2 ∈ V G2 ; and
(2) RV (µ(v1 ⊗ v2)) = µ(v1 ⊗RV2(v2)) if v1 ∈ V G1 .
Proof. For symmetry reasons it suffices to show (1). As µ clearly sends V G1 ⊗ V
G
2
to V G it remains to show that the restriction of RV ○ µ to V
′
1 ⊗ V
G
2 , where V
′
1 is
the G-stable complement to V G1 in V1, is the zero map. But this is straightforward
as V G is the trivial G-module, V ′1 ⊗V
G
2 consists only of non-trivial G-modules, and
RV ○ µ is a G-equivariant morphism. 
Let V1 and V2 be two G-modules. Consider the induced action on Hom(V1, V2)
given by g ⋅F ∶= g ○F ○ g−1. A linear map F ∶ V1 Ð→ V2 is invariant for this action if
and only if it is a G-equivariant linear map. The next corollary will be very useful
in the proof of Proposition 3.8, and also in section 5.
Corollary 2.10. Let V1, V2, and V3 be rational G-modules. Let F1 ∶ V1 Ð→ V2, and
F2 ∶ V2 Ð→ V3 be morphisms. Then
(1) R(F2 ○ F1) =R(F2) ○ F1 if F1 is G-equivariant; and
(2) R(F2 ○ F1) = F2 ○R(F1) if F2 is G-equivariant.
To calculate the Reynolds operator in our algorithm of section 5, we implemented
Algorithm 4.5.19 of [DK] using the computer algebra system [GS, Macaulay2]. This
algorithm uses the action of the Lie algebra of G and more particularly the Casimir
operator on k[W ].
3. Invariant deformation theory
This section is the heart of this article. Given a set of equations defining a G-
stable closed subscheme X ⊂W corresponding to a point of some invariant Hilbert
scheme H = HilbGh (W ), our goal is to obtain a presentation by generators and
relations of the completed local ring ÔH,[X].
In section 3.2 we introduce the main objects of G-invariant deformation theory
such as the deformation functor and the universal deformation, and we also make
the link with the invariant Hilbert scheme. The remainder of section 3.2 is dedicated
to the explicit computation of these objects. In section 3.3, we describe the starting
point and the general strategy to determine a presentation of the ring ÔH,[X]. In
section 3.4, we recall the definition of an obstruction theory and of an obstruc-
tion map. Section 3.5 adapts some well-known technical results on G-equivariant
presentations to our framework. This is used in section 3.6, where we describe in
detail an obstruction space and an obstruction map for our deformation functor.
Our main result, Theorem 3.11, shows how to “explicitly compute” the ring ÔH,[X]
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modulo an arbitrary power of its maximal ideal, building on an explicit description
of obstruction theory which we present in section 3.7.
3.1. Setup. Let G be a reductive algebraic group, and letW be an affine G-scheme
of finite type. We fix a G-stable closed subscheme X ⊂ W , whose coordinate ring
is denoted by k[X], such that
(3) ∀M ∈ Irr(G), dim(HomG(M,k[X])) <∞.
It follows from [Bri10, Lemma 2.1] that the condition (3) is in fact equivalent to
dimk(k[X]G) <∞, which means that X has a finite number of closed G-orbits. We
call
hX ∶ Irr(G) Ð→ N, M ↦ dim(HomG(M,k[X]))
the Hilbert function of X , and we denote by
H = HilbGhX(W )
the invariant Hilbert scheme associated with the affine G-schemeW and the Hilbert
function hX . The subscheme X ⊂ W defines a point [X] ∈ H, and we denote by
ÔH,[X] the formal completion of the local ring OH,[X].
3.2. The deformation functor. We recall the formalism of deformation functors;
see [Ser06] for an introduction. For this, we need some notation:
● Art ∶= {Artinian local k-algebras with residue field k}; and
● Ârt ∶= {complete Noetherian local k-algebras with residue field k}.
Note that Art is a full subcategory of Ârt. For A ∈ Ârt, we denote by mA its
maximal ideal. Every A ∈ Ârt is the inverse limit of the A/mnA ∈ Art.
Definition 3.1. We define the functor D ∶ Art Ð→ Sets of infinitesimal G-stable
deformations of X inside W by:
A ↦
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Z
pi %%

 // Spec(A) ×W
pr1

Spec(A)
RRRRRRRRRRRRRRRRRRRRRR
Z is a G-stable closed subscheme;
pi is a flat morphism; and
pi−1(yA) =X.
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
,
where G acts trivially on A, and yA is the subscheme defined by the unique maximal
ideal of A.
A covariant functor F ∶ Art Ð→ Sets is called prorepresentable if there exists
Â ∈ Ârt and an isomorphism of functors φ ∶ HomÂrt(Â, .) Ð→ F , where we restrict
HomÂrt(Â, .) to Art ⊂ Ârt. If such a couple (Â, φ) exists, it is unique up to unique
isomorphism ([Har10, Exercise 15.1]). Such Â is said to prorepresent the functor
F .
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The functor D defined above was considered for the first time by Cupit-Foutou in
[CF, §3.4]; in particular, she mentions the next result, which is an easy consequence
of the universal property of the invariant Hilbert scheme.
Lemma 3.2. The functor D from Definition 3.1 is prorepresented by ÔH,[X].
Proof. For A ∈ Art, we have
HilbGhX (W )(Spec(A)) ≅ HomSch(Spec(A),H),
and thus
D(A) ≅ {φ ∈ HomSch(Spec(A),H) ∣ φ(yA) = [X]}
≅ {φ ∈ HomSch(Spec(A),Spec(B)) ∣ φ(yA) = [X]},
where Spec(B) is an open affine neighborhood of [X] in H,
≅ {ψ ∈ Homk-alg(B,A) ∣ ψ−1(mA) = mX},
where mX is the maximal ideal of B corresponding to X ,
≅ {ψ ∈ Homk-alg(BmX ,A) ∣ ψ−1(mA) = mX},
where BmX(=OH,[X]) is the localization of B at mX ,
≅ HomÂrt(ÔH,[X],A),
where the last isomorphism is a consequence of the fact that A is complete. We
conclude that ÔH,[X] prorepresents the functor D. 
To simplify the notation, we put
(4) R̂ ∶= ÔH,[X].
Let us mention that, at the end of the next section, we will define a polynomial
ring R whose completion along the irrelevant maximal ideal is R̂. We fix once and
for all an isomorphism of functors
(5) HomÂrt(R̂, .) Ð→D.
The natural morphisms
Spec(R̂)Ð→ Spec(OH,[X])Ð→H
and the universal family U Ð→ H induce the G-invariant morphism
X ∶= U ×H Spec(R̂) Ð→ Spec(R̂).
The latter is called the universal G-stable deformation of X inside W . When there
is no danger of confusion, we will just speak of the universal deformation. We will
refer to Spec(R̂) or R̂ as the base space of the universal deformation.
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3.3. Tangent spaces and algorithmic problem. Consider
T 1 ∶=D(k[t]/(t2)),
which is called the tangent space to the deformation functor. By means of the
isomorphism (5), the set T 1 is endowed with a vector space structure, namely
T 1 ≅ (mR̂/m2R̂)∨, and thus T 1 is nothing else than the tangent space to the invariant
Hilbert scheme at the point [X] ∈ H. We will also refer to T 1 as the space of first
order G-stable deformations of X inside W .
Denote by
M ∶= (T 1)∨ ≅ mR̂/m2R̂
the dual space of T 1, and by
(6) S ∶= Sym●M
the polynomial algebra generated by M . Next, define mS to be the maximal ideal
of S generated by M , and Ŝ to be the mS-adic completion of S.
Now let d ∶= dim(T 1), and choose once and for all elements
(7) y1, . . . , yd ∈ mR̂
such that their images t1, . . . , td ∈ mR̂/m2R̂ ≅M form a basis. The proof of the next
lemma is elementary.
Lemma 3.3. The morphism ψ ∶ Ŝ Ð→ R̂, ti ↦ yi is surjective. 
In fact, it follows from the following – more general but equally elementary –
statement that will be used several times later on.
Lemma 3.4. Any morphism A′ Ð→ A in Ârt which is surjective on the Zariski
cotangent spaces is itself surjective. Any endomorphism A Ð→ A in Ârt which is
surjective on the Zariski cotangent spaces is an automorphism. 
According to Lemma 3.3, calculating R̂ is tantamount to calculating the ideal
(8) Kˆ ∶= Ker(ψ) ⊂ m2
Ŝ
.
We will do this step by step in section 5, that is, we will device an algorithm
calculating Kˆ+mn+1
Ŝ
for each n ≥ 1. Notice also that the ideal Kˆ+mn+1
Ŝ
is generated
by polynomials in S. Therefore, we may equally well perform all our calculations
in S. The goal is then to calculate
(9) Kn ∶= (Kˆ +mn+1Ŝ ) ∩ S ⊂ m2S .
Notice that S/Kn ≅ R̂/mn+1R̂ ≅ R/mn+1R , where we denote by R ⊂ R̂ the ring of
polynomials in the yi; in other words, R is the image of S under the morphism ψ
of Lemma 3.3.
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3.4. Obstruction Spaces. An important ingredient for calculating the universal
deformation step by step is Schlessinger’s notion of a small extension. This is an
exact sequence
(10) 0Ð→ J Ð→ A′ Ð→ AÐ→ 0,
where A, A′ ∈ Art, and J is an ideal of A′ satisfying mA′J = 0. Thus, the A′-module
structure of J factors through k = A′/mA′ , and J is nothing more than a vector
space (over k).
Definition 3.5. An obstruction theory for a covariant functor F ∶ Art Ð→ Sets is
the following datum:
● a finite dimensional vector space VF ; and
● for each small extension as in (10), a map
ob ∶ F (A)Ð→ J ⊗ VF ,
with the following properties:
(1) The sequence
F (A′)Ð→ F (A) obÐ→ J ⊗ VF
is exact.
(2) A commutative diagram between small extensions
0 // J1 //
f

A′ //

A //

0
0 // J2 // B // B′ // 0
gives rise to the commutative diagram with exact rows
F (A′) //

F (A) ob1 //

J1 ⊗ VF
f⊗id

F (B) // F (B′) ob2 // J2 ⊗ VF
The map ob is called an obstruction map, and the vector space VF is called an
obstruction space.
For a given functor with an obstruction theory, the obstruction spaces are by no
means unique. One could for example use any space containing a given obstruction
space VF .
The argument of [Har10, Example 11.0.2] guarantees that the deformation func-
tor D of Definition 3.1 has an obstruction theory, an obstruction space being given
by VD ∶= (Kˆ/mŜKˆ)∨. However, this is rather an abstract existence result, and VD
is not directly accessible to calculations as the whole story is about calculating Kˆ.
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In most practical situations there are canonical obstruction spaces. We will
exhibit one for the functor D in section 3.6, but first we need a digression on
G-equivariant presentations.
3.5. G-equivariant presentations. We take the same notation as in section 3.1,
and we abbreviate P ∶= k[W ] and PA ∶= P ⊗A for a k-algebra A. Let I ⊂ P be the
defining ideal of the G-stable closed subscheme X ⊂ W . We choose once and for
all a G-equivariant presentation of P /I (one easily checks that such a presentation
always exists), that is, we take N1 ⊂ P and N2 ⊂ P ⊗ N1 two G-submodules, of
dimension n1 and n2 respectively, such that there is an exact sequence of (P,G)-
modules:
(11)
(Π0) P ⊗N2 v0Ð→ P ⊗N1 u0Ð→ P Ð→ P /I Ð→ 0
1⊗ r z→ r
1⊗ f z→ f
Hereby, G acts on P,N1, and N2, while the P -module structure is induced by
that of P given by the multiplication. Notice that u0 and v0 are morphisms of
(P,G)-modules; in particular, they are G-equivariant.
The next statement is a slight generalization of [Ser06, Theorem A.10]. The proof
is similar to the one given by Sernesi but we chose to give a sketch since, in our
case, a reductive group G acts on P , and all morphisms have to be G-equivariant.
Theorem 3.6. With the above notation, let A′ Ð→ A be a surjection in Art. Let
pi ∶ Z Ð→ Spec(A) be a family of G-stable flat subschemes of W , and denote by
IZ ⊂ PA the defining ideal of Z. Then there exists an exact sequence
(12) (Π) PA ⊗N2 vÐ→ PA ⊗N1 uÐ→ PA Ð→ PA/IZ Ð→ 0.
of (PA,G)-modules and, given a sequence (Π0) as in (11), the sequence (Π) may
be chosen to satisfy (Π)⊗ k = (Π0). Moreover, the following are equivalent for an
ideal IZ ′ ⊂ PA′ :
(1) Z ′ ∶= Spec (PA′/IZ ′) is G-stable and flat over A′, and (PA′/IZ ′) ⊗A′ A =
PA/IZ ;
(2) there exists an exact sequence of (PA′ ,G)-modules
(Π′) PA′ ⊗N2 v
′
Ð→ PA′ ⊗N1
u′
Ð→ PA′ Ð→ PA′/IZ ′ Ð→ 0
such that (Π′)⊗A′ A = (Π); and
(3) there exists a complex as in (2) which is exact except possibly at PA′ ⊗N1.
Proof. Let us show the existence of the presentation (Π) such that (Π)⊗ k = (Π0)
directly. Choose a morphism of PA-modules u ∶ PA ⊗ N1 Ð→ IZ such that the
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following diagram commutes
PA ⊗N1
u //
p1

IZ
p2

P ⊗N1 u0
// I
where the pi are the morphisms induced by AÐ→ A/mA = k. As u0, p1, and p2 are
G-equivariant, u can be chosen G-equivariant. As PA/IZ is a flat A-module, we
obtain TorA1 (PA/IZ , k) = 0. Tensoring the exact sequence
0Ð→ IZ Ð→ PA Ð→ PA/IZ Ð→ 0
over A with k and using (PA/IZ)⊗A k = P /I, we see that IZ ⊗A k = I. It follows
from Nakayama’s lemma that u is surjective. Arguing as before, we find a surjec-
tive morphism of (PA,G)-modules v ∶ PA ⊗N2 Ð→ Ker(u) such that the following
diagram commutes
PA ⊗N2
v //
p1

Ker(u)
p2

P ⊗N2 v0
// Ker(u0)
The proof of equivalence of the conditions (1), (2), and (3) requires similar argu-
ments and is left to the reader. 
Remark 3.7. We say that the couple (u, v) represents the family Z Ð→ Spec(A);
this couple is not unique in general. The implication (3) ⇒ (1) tells us that, to
construct a flat family, we only have to lift relations and we do not need to care
about verifying exactness properties.
Applying the left exact contravariant functor HomP (⋅, P /I) to the presentation
(11) and taking theG-invariants (which is a right exact functor sinceG is reductive),
we get the exact sequence of vector spaces
0 // HomGP (I,P /I) u
∗
0 // HomGP (P⊗N1, P /I) v
∗
0 //
≅

HomGP (P ⊗N2, P /I)
≅

HomG(N1, P /I) HomG(N2, P /I)
Together with Proposition 2.6, this sequence implies that
T[X]H ≅ Ker(v∗0 ∶ HomG(N1, P /I)Ð→ HomG(N2, P /I)) ,
and thus dim(T[X]H) = dim(HomG(N1, P /I)) − rk(v∗0). This observation enables
us to compute the tangent space T[X]H algorithmically; see section 5.2.
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3.6. Obstruction spaces II. In the setting of section 3.1, there is a canonical
obstruction space for the deformation functor D of Definition 3.1.
Proposition 3.8. An obstruction space for the deformation functor D is given by
Ext
1,G
P (I,P /I), where P = k[W ] and I ⊂ P is the ideal of X.
Proof. Let A′ Ð→ A be a small extension in Art, and let J ∶= Ker(A′ Ð→ A). Given
some λ ∈ D(A) we have to construct an element ob(λ) ∈ Ext1,GP (I,P /I)⊗ J which
is 0 if and only if there exists λ′ ∈ D(A′) restricting to λ over A.
Let IZ ⊂ PA = P ⊗A be the ideal of the G-stable deformation of X over A given
by λ. Suppose there were an ideal IZ ′ ⊂ PA′ such that PA′/IZ ′ is flat over A′, and
(PA′/IZ ′)⊗A′ A = PA/IZ . Then the exact sequence
Tor1A′(PA′/IZ ′ ,A) Ð→ IZ ′ ⊗A′ AÐ→ PA′ ⊗A′ AÐ→ (PA′/IZ ′)⊗A′ A
implies that IZ ′⊗A′A = IZ , since Tor
1
A′(PA′/IZ ′ ,A) = 0, and that IZ ′ is flat over A′.
Observe that the kernel of the restriction IZ ′ Ð→ IZ is canonically isomorphic to
I ⊗J . This follows from flatness and the fact that the multiplication IZ ′ ⊗J Ð→ IZ ′
factors through IZ ′ ⊗ J Ð→ I ⊗ J as m′.J = 0, where m′ denotes the maximal ideal
of A′. So extensions of IZ to A
′ are extensions of IZ by I ⊗ J .
We want to construct an extension of IZ to A
′ by using the description of The-
orem 3.6. Fix a G-equivariant presentation (Π) of k[Z] as in Theorem 3.6, and
denote by u and v the corresponding morphisms. One may check that, similarly as
for IZ ′ , a presentation (Π′) of IZ ′ is an extension of (Π) by (Π0)⊗J . Hence, in or-
der to obtain a flat extension of IZ to A
′, we have to find G-equivariant morphisms
u′ and v′ completing the following diagram
(13) P ⊗N2 ⊗ J
v0⊗id //

P ⊗N1 ⊗ J
u0⊗id //

P ⊗ J
q

PA′ ⊗N2
v′ //❴❴❴❴

PA′ ⊗N1
u′ //❴❴❴❴

PA′

PA ⊗N2
v // PA ⊗N1
u // PA
such that each square commutes, and u′ ○ v′ = 0 (flatness will follow from Theo-
rem 3.6). Here u0 = u⊗A k and v0 = v ⊗A k by assumption.
As the PA′-modules in the middle row are free, we may find horizontal arrows
making the lower squares commute. The commutativity of the upper squares is
automatic and does not depend on the choice of u′ and v′ as long as the lower
square commutes. This again is a consequence of m′ ⋅ J = 0. Replacing (u′, v′)
by (R(u′),R(v′)), where R denotes the Reynolds operator, we may assume that
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all morphisms are G-equivariant. Indeed, the application of the Reynolds operator
does not affect the commutativity of Diagram (13) by Corollary 2.10.
Thus, for a given λ ∈ D(A), we can always construct a commutative diagram
like Diagram (13), but λ is the restriction of some λ′ ∈ D(A′) if and only if the
morphisms (u′, v′) can be chosen such that u′ ○ v′ = 0. The commutativity of
Diagram (13) implies that the composition u′ ○ v′ takes values in P ⊗ J , and thus
there exists a map α ∶ PA′ ⊗N2 Ð→ P ⊗ J such that q ○α = u′ ○ v′. The composition
of the map α with the projection ψ ∶ P ⊗ J Ð→ (P /I)⊗ J gives an element
η ∈ HomGP (PA′ ⊗N2, (P /I)⊗ J) ≅ HomGP (P ⊗N2, (P /I)⊗ J)
≅ HomGP (P ⊗N2, P /I)⊗ J
where first isomorphism follows from m′.J = 0, and the second isomorphism follows
from the fact that G acts trivially on J .
If we enlarge the lines of Diagram (13) one step further to the left and consider
the sequence
(14) HomGP (P ⊗N1, P /I) d1ÐÐ→ HomGP (P ⊗N2, P /I) d2ÐÐ→ HomGP (P ⊗N3, P /I),
then we see that η is in fact a cocycle and determines an element
η ∈ Ext1,GP (I,P /I)⊗ J = (Ker(d2)/Im(d1))⊗ J.
We claim that it is possible to change u′ and v′ such that their product is zero if
and only if η = 0, and we put
(15) ob(λ) ∶= η.
To verify this last claim suppose that η is a boundary. Then there is some G-
equivariant ξ ∶ PA′⊗N1 Ð→ (P /I)⊗J such that η = ξ○v′. We lift ξ to a G-equivariant
morphism ξ˜ ∶ PA′ ⊗N1 Ð→ P ⊗ J . Note that we may always first take an arbitrary
lift and then apply the Reynolds operator. Then we replace u′ by u′′ ∶= u′ − ξ˜. The
composition u′′ ○ v′ takes values in Ker(ψ) = I ⊗ J ⊂ P ⊗ J , and hence we find an
equivariant map δ ∶ PA′ ⊗N2 Ð→ P ⊗N1 ⊗ J such that q ○ (u0 ⊗ id) ○ δ = u′′ ○ v′.
Replacing v′ by v′′ ∶= v′ − δ we thus have u′′ ○ v′′ = 0 and obtain a flat G-stable
extension IZ ′ ∶= Im(u′′) of IZ to A′.
For the converse we have to read the preceding paragraph backwards. Suppose
there were u′′ and v′′ fitting in the diagram (13). Then we have to show that the η
defined from u′ ○ v′ is a coboundary. We obtain δ as v′ − v′′ as above. It suffices to
show that η − (u0 ⊗ id) ○ δ is a coboundary. But this is equal to (u′ − u′′) ○ v = ξ˜ ○ v
and ξ = ψ ○ ξ˜ satisfies η = ξ ○ v′.
Finally, condition (2) of Definition 3.5 is tedious but straightforward. 
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The obstruction space given by Proposition 3.8 is quite reasonable, but still not
optimal for our purposes. We will introduce a more convenient obstruction space
in Corollary 3.10.
Notation 3.9. For i = 1,2 we identify P ⊗Ni with Pni . Such identifications are
equivalent to fixing bases of the vector spaces N1 and N2. Note that G acts not
only on the coefficients of Pni but also on the basis vectors.
Let (U0, V0) ∈ HomP (Pn1 , P ) × HomP (Pn2 , Pn1) be matrices representing the
morphisms (u0, v0) of the exact sequence (11). By definition of u0 and v0, the
matrices U0 and V0 are G-equivariant. Consider the morphism of (P,G)-modules
(16) µ ∶ HomP (Pn1 , P ) ⊕HomP (Pn2 , Pn1) Ð→ HomP (Pn2 , P ), (C,D) ↦ CV0 +U0D,
and define
(17) N ∶= Coker (µ).
At this point, it is useful to deal also with the non-G-equivariant situation, as the
standard procedure to solve equations for G-equivariant matrices is to solve the
equation for arbitrary matrices, and then to apply the Reynolds operator. Define
also
(18) µG ∶ HomGP (P
n1 , P ) ⊕HomGP (P
n2 , P
n1) Ð→ HomGP (P
n2 , P ), (C,D) ↦ CV0 + U0D
and
(19) NG ∶= Coker (µG).
Notice that the notation is justified as taking invariants (⋅)G is a right exact functor
since G is reductive.
Corollary 3.10. Let P = k[W ], let I ⊂ P be the ideal of X, and let NG be the
vector space defined by (19). Then there is an inclusion ι ∶ Ext1,G
P
(I,P /I)↪NG of
finite dimensional vector spaces, and thus the composition of the obstruction map
defined by (15) with ι makes NG into an obstruction space for the deformation
functor D.
Proof. First note that HomGP (Pn2 , P ) ≅ HomG(N2, P ) is a PG-module of finite type
by [Bri10, Lemma 2.1], and thus so is NG. Besides, it follows from the definition of
µ that NG is supported on the image of X = V (I) under the projection pi ∶W Ð→
W //G, which is a scheme of finite length by (3). Hence, NG is a finite dimensional
vector space.
Let us now use the presentation (11) to calculate Ext1,GP (I,P /I). After adding a
third step P ⊗N3 ≅ Pn3 to this presentation, we apply the functor HomGP (⋅, P /I)
and obtain a complex
(20) HomGP (Pn1 , P /I) d1ÐÐ→ HomGP (Pn2 , P /I) d2ÐÐ→ HomGP (Pn3 , P /I)
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such that Ext1,GP (I,P /I) = Ker(d2)/Im(d1). As Pni are free as P -modules, we
get that Ext1,GP (Pni , I) = 0, and thus the sequence (20) extends to a commutative
diagram with exact columns
(21) 0 0 0
HomGP (Pn1 , P /I)
OO
d1 // HomGP (Pn2 , P /I)
OO
d2 // HomGP (Pn3 , P /I)
OO
HomGP (Pn1 , P )
OO
D1 // HomGP (Pn2 , P )
E1
OO
D2 // HomGP (Pn3 , P )
OO
HomGP (Pn1 , Pn1)
OO
// HomGP (Pn2 , Pn1)
E2
OO
// HomGP (Pn3 , Pn1)
OO
Let us consider the preimage V ⊂ HomGP (Pn2 , P ) of Ker(d2) under the surjective
map E1. We read off from the diagram that Ker(D2) ⊂ V , and that D1 and E2
both map to V . This immediately yields that
Ext
1,G
P (I,P /I) = Coker (HomGP (Pn1 , P )⊕HomGP (Pn2 , Pn1) D1+E2ÐÐÐÐÐ→ V ) .
ButD1 is given by composition with V0 on the right, and E2 is given by composition
with U0 on the left, thus D1+E2 is nothing else but µG; see (16). As a consequence
NG = Coker (HomGP (Pn1 , P )⊕HomGP (Pn2 , Pn1) µGÐÐÐ→ HomGP (Pn2 , P ))
contains Ext1,GP (I,P /I). This completes the proof. 
3.7. The obstruction map explicitly. An obstruction map for NG is thus ob-
tained by composing the obstruction map defined by (15) with the inclusion ι of
Corollary 3.10. It turns out that the obstruction map associated with NG is more
suitable to do actual computations than the obstruction map given by (15). Indeed,
we can make the obstruction map for the obstruction space NG more explicit. For
simplicity, we will do this only in the case of the universal deformation. With the
notation at the end of section 3.3, this means that we consider a small extension
(22) 0Ð→ J Ð→ S/qÐ→ Rn Ð→ 0,
where Rn ∶= S/Kn = R̂/mn+1R̂ is the base space of the n-th truncation (n ≥ 1) of the
universal deformation
λn ∶ Xn Ð→ Spec(Rn),
and q is an ideal of S such that
mn+2S ⊂ q ⊂Kn.
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We suppose that we have calculated the universal deformation up to order n. In
other words, we have generators for the ideal Kn, and we have a complex
(23) Pn2Rn
vn
ÐÐ→ Pn1Rn
un
ÐÐ→ PRn
such that Xn = Spec (PRn/Im(un)), where PRn = P ⊗Rn and Im(un) denotes the
image of un.
We represent un and vn by G-equivariant matrices
(24)
Un = A0 + . . . +An ∈ HomP (Pn1 , P ) ⊗S and Vn = B0 + . . . +Bn ∈ HomP (Pn2 , Pn1) ⊗S
such that the coefficients of Ai and Bi in S are in Sym
iM , that is, degree i
homogeneous polynomials.
We tensorize the sequence induced by the map µG defined by (18) with Sn+1 ∶=
S/mn+2S to obtain the sequence
(25) Sn+1⊗(HomGP (P
n1 , P ) ⊕HomGP (P
n2 , P
n1)) Ð→ Sn+1⊗HomGP (P
n2 , P ) Ð→ Sn+1⊗NG.
Consider the element
(26) on+1 ∶= − ∑
p+q≤n
ApBq −
n
∑
i=1
AiBn+1−i ∈ Sn+1 ⊗Hom
G
P (Pn2 , P ),
and denote by ωn+1 its image in Sn+1 ⊗NG.
Theorem 3.11. Let n ≥ 1. With the notation above, the following hold:
(1) The obstruction map associated with the small extension (22) is given by
ob ∶ D(Rn) Ð→ J ⊗NG
λ ↦ (q ⊗ Id)(ωn+1)
where q ∶ Sn+1 Ð→ S/q is the quotient map.
(2) There exist G-equivariant matrices An+1 and Bn+1 with coefficients in Sym
n+1M
such that Un+1 ∶= Un + An+1 and Vn+1 ∶= Vn + Bn+1 satisfy Un+1Vn+1 ∈
HomP (Pn2 , P )⊗Kn+1. Every such couple represents the (n+ 1)-st trunca-
tion of the universal deformation λn+1 ∶ Xn+1 Ð→ Spec(Rn+1).
(3) Write ωn+1 ∈ Sn+1 ⊗NG as ∑i∈I ci ⊗ ni, where {ni, i ∈ I} is a basis of NG,
and each ci ∈ Sn+1. Let ci ∈ S be an arbitrary lift of ci. Then
K ′n+1 ∶= (c1, c2, . . .) +mn+2 =Kn+1.
Proof. ad (1): Let us check that (q ⊗ Id)(ωn+1) coincides with the element ob(λ)
calculated in the proof of Proposition 3.8. We choose the morphisms (u′, v′) in the
middle row of Diagram 3.8 to be residue classes of the matrices Un and Vn modulo
q. Then ob(λ) is represented by the image of UnVn in NG⊗(S/q) which indeed up
to a sign coincides with (q ⊗ Id)(ωn+1).
ad (2): By assumption (Un, Vn) represents the n-th truncation of the universal
deformation λn. By Theorem 3.6, as λn is the restriction of λn+1, the sequence (23)
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lifts to Rn+1, that is, there exist G-equivariant matrices U
′
n+1 ∈ HomP (Pn1 , P )⊗ S
and V ′n+1 ∈ HomP (Pn2 , Pn1)⊗ S representing λn+1. Because of
U ′n+1 ⊗Rn = un = Un ⊗Rn and V
′
n+1 ⊗Rn = vn = Vn ⊗Rn,
we may write
U ′n+1 −Un = κ1 +An+1 and V
′
n+1 − Vn = κ2 +Bn+1,
where the κi have coefficients in Kn+1, and An+1 and Bn+1 have coefficients in
Symn+1M . Here we used that Kn = Kn+1 +mn+1S . We may furthermore suppose
that κi, An+1, and Bn+1 are G-equivariant by applying the Reynolds operator. So
Un+1 ∶= U ′n+1 − κ1 and Vn+1 ∶= V
′
n+1 − κ2 satisfy Un+1Vn+1 ∈ HomP (Pn2 , P )⊗Kn+1.
Let IZn+1 ⊂ PRn+1 be the image of the map P
n1
Rn+1
Ð→ PRn+1 induced by Un+1.
Then the matrices Un+1 and Vn+1 determine an extension of (23) over Rn+1 so
that PRn+1/IZn+1 is flat over Rn+1 by item (3) of Theorem 3.6. It then remains to
show that any two extensions of the n-th truncation of the universal deformation
over Rn+1 are isomorphic. Thinking in terms of classifying morphisms we have to
show that a morphism ϕ ∶ Rn+1 Ð→ Rn+1 which induces the identity on Rn is an
isomorphism. As n ≥ 1, the result follows from Lemma 3.4.
ad (3): From (1) we obtain that ωn+1 ⊗S Rn+1 = 0 so that K ′n+1 ⊂ Kn+1. By
the same argument as in (2), we can lift λn ∈ D(Rn) to some λ′n+1 ∈ D(S/K ′n+1)
because ωn+1 vanishes modulo K
′
n+1. This endows us with a morphism φ ∶ Rn+1 Ð→
S/K ′n+1 induced by the classifying morphism R̂ Ð→ S/K ′n+1. Then, as the (n+1)-st
truncation of the universal deformation is the biggest (n+1)-st order deformation of
X with tangent space of dimension dim(T 1), we obtain the inclusion Kn+1 ⊂K ′n+1.
To see this last claim, consider the commutative diagram
(27) Rn+1
φ //

S/K ′n+1 q // Rn+1 = S/Kn+1

Rn
id
// Rn
where q and the unlabeled arrows are the canonical quotient maps, and φ is the
map given by the universal property of R̂.
Since q ○ φ induces an automorphism on the cotangent space, it follows from
Lemma 3.4 that q ○ φ is an automorphism. In particular, φ is injective, and thus
dim(S/Kn+1) ≤ dim(S/K ′n+1). As Kn+1 ⊂K ′n+1 and both contain mn+2, we get that
Kn+1 =K ′n+1. 
Remark 3.12. —
● Theorem 3.11 suggests a way to compute the ideal Kn for any n; see sec-
tion 5 for an algorithmic description. Notice however that here the modus
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operandi is somewhat different to what we do in theory. Theoretically, we
would pick an ideal q which is far bigger than mn+2S (e.g. q = mS .Kn), and
let the obstruction theory produce additional equations f1, f2, . . . In prac-
tice, we let an adapted version of obstruction theory take us to the ideal
directly.
● The search for the matrices An+1 ∈ HomP (Pn1 , P )⊗ Symn+1M and Bn+1 ∈
HomP (Pn2 , Pn1)⊗Symn+1M in the proof of Theorem 3.11 (2) corresponds
to the search for the elements ξ and δ in the proof of Proposition 3.8.
Strictly speaking we do not need the obstruction space Ext1,GP (I,P /I) of Propo-
sition 3.8 as we handle the obstruction theory directly in our space NG. However,
the construction of the latter is strongly motivated by the former, which becomes
clear in the proof of Corollary 3.10, and so we considered it worthwhile to include
it. Furthermore, it might also be relevant to practice. There are examples with
Ext
1,G
P (I,P /I) = 0 where NG ≠ 0 thus furnishing a way to prove unobstructedness
results. Such a situation occurs for instance in [CF].
4. The case of an extra Gm-action
Theorem 3.11 suggests an algorithm to calculate the truncation of the universal
deformation of a point [X] ∈H up to arbitrarily high order. It will be described in
section 5. In general, this procedure will never stop as the ideal Kˆ defined by (8)
may be not generated by polynomials. This is different in the presence of an extra
Gm-action with strictly positive weights; see Theorem 4.7. Such an action has even
more important practical consequences, namely it guarantees that our algorithm
stops; see section 5.4 for the stop condition.
In the setting of section 3.1, we make the following extra hypothesis on the point
[X] ∈H under consideration:
Hypothesis 4.1. There is a subgroup of AutG(W ), isomorphic to the multiplica-
tive group Gm, such that:
● Gm acts on P = k[W ] with strictly positive weights; and
● [X] ∈H is a Gm-fixed point, and the induced action on the cotangent space
(T 1)∨ = (T[X]H)∨ has strictly positive weights.
Lemma 4.2. Under Hypothesis 4.1, the morphism ψ ∶ Ŝ Ð→ R̂ of Lemma 3.3 can
be chosen Gm-equivariant. From now on, we will assume that this is the case. Then
the ideal Kˆ = ker(ψ) is generated by weight vectors for the Gm-action on S.
Proof. Recall that ψ depends on the choice of y1, . . . , yd ∈ mR̂; we may choose
the yi to be weight vectors for the Gm-action on R̂. Then so are their images
t1, . . . , td ∈ m/m2 ≅M , and thus the map ψ ∶ ti ↦ yi is Gm-equivariant. This implies
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that the ideal Kˆ = Ker(ψ) is Gm-stable. We take weight vectors f1, . . . , fk ∈ Kˆ
such that their images generate the finite dimensional vector space Kˆ/mKˆ. By
Nakayama’s Lemma, the fi generate Kˆ and asGm acts with strictly positive weights
on M , all fi are contained in Sym
≤NM for some N ≫ 0. See [Nam08, Lemma A.4]
for a constructive proof. 
DenotingK ∶= Kˆ∩S, we see that the base space of the universal deformation X Ð→
Spec(Ŝ/Kˆ) is the completion of a finite type scheme, namely that of Spec(S/K).
We knew this before: it is also the completion of an affine neighborhood of [X] in
H, which has already been used in the proof of Lemma 3.2. But the algebraization
coming from deformation theory can be calculated algorithmically; see section 5.
The next result tells us that we can use deformation theory to calculate also an
algebraization of the universal deformation.
Lemma 4.3. In the setting of section 3.1 and under Hypothesis 4.1, there exist
α ≥ 1 and G ×Gm-equivariant matrices
(Uα, Vα) ∈ (HomP (Pn1 , P )⊗ Sym≤αM) × (HomP (Pn2 , Pn1)⊗ Sym≤αM)
which represent the universal deformation XÐ→ Spec(Ŝ/Kˆ).
Proof. It follows from Hypothesis 4.1 and Proposition 2.4 that the universal de-
formation is Gm-equivariant. Hence, for any n ≥ 0, the n-th truncation of the
universal deformation is also Gm-equivariant. By Theorem 3.11, there exist (G ×
Gm)-equivariant matrices (Un, Vn) with coefficients in Sym≤nM such that UnVn ∈
HomP (Pn2 , P )⊗Kn. If we decompose Un and Vn into graded pieces for S = Sym●M
as in (24), this amounts to saying that all the Ak and Bk are (G×Gm)-equivariant.
Moreover, the G-modules N1 and N2 defined at the beginning of section 3.5 may
be chosen Gm-stable. Let us fix bases {f1, . . . , fn1} and {r1, . . . , rn2} of N1 and
N2 respectively such that each fi respectively each rj is a weight vector for the
Gm-action. Moreover, by Lemma 4.2 the system of parameters t1, . . . , td ∈ M of
S is chosen to consist of weight vectors as well. Then the matrices Ak are Gm-
equivariant if and only if for every 1 ≤ i ≤ n1 the i-th entry of Ak is either 0 or a
weight vector for the Gm-action with the same weight as that of fi. In particular,
as the weight of of the ti-monomials in Ak increases, the weight of the P variables
has to decrease. As the coefficients of An belong to P ⊗ Sym
kM , Hypothesis 4.1
implies that
n ≤ weight of any non-zero coefficient of An ≤ α1 ∶= max
l=1,...,n1
weight(fl).
Arguing similarly for Bn, we also obtain that
n ≤ weight of any non-zero coefficient of Bn ≤ α2 ∶= max
p=1,...,n1
q=1,...,n2
weight(f∗p ⊗ rq),
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where {f∗1 , . . . , f∗n1} stands for the dual basis to {f1, . . . , fn1}. Consequently, for
every n > α ∶=max(α1, α2), we have An = Bn = 0, whence the result. 
Remark 4.4. The proof of Lemma 4.3 gives an explicit bound for α. Moreover,
Lemma 4.2 and Theorem 3.11 imply that the ideal K is generated by weight vectors
whose weight is bounded by 2αw0, where w0 denotes the maximal weight of (T 1)∨
for the Gm-action.
Let us denote by U and V the matrices Uα and Vα of Lemma 4.3; these ma-
trices have coefficients in S and satisfy UV = 0 mod K. Hence, denoting U ∈
HomP (Pn1 , P ) ⊗ (S/K) and V ∈ HomP (Pn2 , Pn1) ⊗ (S/K) the residue classes of
U and V , we get that UV = 0. The family
Z ∶= Spec ((P ⊗ (S/K))/ ⟨Im(U)⟩) φÐÐ→ E ∶= Spec(S/K)
is flat over 0 ∈ E by construction. Hence, φ is flat over an open subset containing 0
by general theory, and the Gm-action allows to deduce flatness everywhere. Then
it follows from the universal property of the invariant Hilbert scheme that there
exists a Gm-equivariant diagram
(28) Z //
φ

U

E
ι // H
such that Z = U ×H E, where U Ð→ H is the universal family.
We want to show that ι is an open immersion, and that hence Z is the restriction
of the universal family. For this will need the following
Lemma 4.5. Let A = ⊕n≥0An be a graded noetherian k-algebra with A0 = k. Let
m =⊕n≥1An be the irrelevant maximal ideal. Then the completion of A at m is
Â ∶= lim←Ð
n
A/mn =∏
n≥0
An =∶ A′.
In particular, A is the subalgebra of Aˆ generated by the homogeneous elements.
Proof. Consider the maximal ideal m′ ∶= ∏n≥1An of A
′. In virtue of the equality
A′/(m′)n = A/mn, the universal property of the inverse limit endows us with a
map A′ Ð→ Â. We will argue that it is bijective. The definition of m implies that
mk ⊂ A≥k ∶= ⊕n≥k An. Take some f = (f¯n)n∈N ∈ Â where f¯n ∈ A/mn and denote by
fn ∈ A an arbitrary lift of f¯n to A. We decompose it in graded pieces
fn = f0n + f
1
n + f
2
n + . . .
with fdn ∈ Ad. As fn − fn+m is contained in m
n ⊂ A≥n for all m we have that
fdn = f
d
n+m for all d < n. If we denote f
d ∶= fdd+1 = f
d
d+2 = f
d
d+3 = . . ., then the tuple(f0, f1, . . .) ∈ A′ is a preimage of f , so we get the surjectivity.
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A morphism to Â = lim←Ðk A/mk is certainly injective if one of the induced maps
to the A/mk is. A homogeneous morphism with source A′ is injective if it is so on
each graded piece An. Injectivity is thus a consequence of the fact that An Ð→ ÂÐ→
A/mn+1 is injective, where we again used that mn+1 ⊂ A≥n+1. The last statement of
the lemma is clear. 
Remark 4.6. Lemma 4.5 is the converse of [Nam08, Lemma A.2], but much eas-
ier. In general, our presentation and arguments have been inspired by [Nam08,
Appendix A].
Theorem 4.7. The morphism ι defined by (28) is an open immersion.
Proof. It is sufficient to show that ι is étale and injective. By construction, it is
étale over the distinguished point 0 ∈ E and, by general theory, over a Zariski open
subset U containing 0. Let us note that the existence of the Gm-action with a
unique fixed point implies that every Gm-orbit of each point in E meets U . Thus,
ι is étale everywhere and its image V ∶= ι(E) ⊂H is Zariski open in H.
Suppose that V is affine, say V = Spec(A). Let us write R ∶= S/K, and let
ι# ∶ A Ð→ R be the induced map. By construction of R and by definition of A,
the map induced by ι# between the completions at the unique Gm-stable maximal
ideals Â = ÔH,[X] Ð→ R̂ is an isomorphism and, by Lemma 4.2, it is Gm-equivariant.
The claim now follows from Lemma 4.5 as A and R can be recovered from Â and
R̂ as the k-algebras generated by the eigenvectors for the Gm-action.
Let us now consider the general case. As 0 ∈ E is the only Gm-fixed point in E,
and as ι is étale, it follows that v ∶= ι(0) is the onlyGm-fixed point in V , and that 0 is
the only preimage of v. For x ∈ E ∖ {0}, the orbit Gm ⋅ι(x) is thus one dimensional.
Let Z denote its Zariski closure in V . Set-theoretically, Z = Gm ⋅ι(x)∪{v} as v is the
only Gm-fixed point in V . The restriction ι∣ι−1(Z) ∶ ι−1(Z)Ð→ Z is Gm-equivariant,
étale and its completion at the Gm-fixed points is an isomorphism. If Z is affine,
the same argument as above gives the bijectivity.
Suppose that Z is not affine; thus it is a projective singular rational curve.
Clearly Z is singular, since on a smooth complete curve, the complement of a Gm-
orbit cannot be a single point. Let ν ∶ Z̃ Ð→ Z be the normalization. The action of
Gm extends to Z̃ and ν is equivariant so that, by the set-theoretical description of
Z, we have ν−1(v) = {x+, x−}. Consider the map between the completions
ν# ∶ ÔZ,v Ð→ ÔZ̃,x+ × ÔZ̃,x− .
The map ν# is injective and equivariant. Let t+ and t− denote local parameters at
x+ and x− respectively, which are weight vectors for the Gm-action. Let mv be the
maximal ideal of v in OZ,v. Then Gm acts on mv/m2v with strictly positive weights
by Hypothesis 4.1. Both maps OZ,v Ð→ OZ̃,x± are non-zero, thus the weights of t−
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and t+ for the Gm-action are both strictly positive. But (Z̃, x+, x−) is isomorphic to
(P1,0,∞), and on the latter it is an easy exercise to check that there is no Gm-action
with strictly positive weights on both points 0 and ∞. This is a contradiction, and
hence Z cannot be projective, completing the proof. 
Sometimes it happens that we do not find a Gm-action with positive weights on
the whole of M = (T 1)∨. For a given Gm-action as above with positive weights
on k[W ] and arbitrary weights on M , let M1 ⊂ M be the subspace generated by
vectors of positive weight. The unique Gm-equivariant projection M Ð→M1 which
is the identity on M1 gives rise to a subscheme of the base space of the universal
deformation as follows.
Corollary 4.8. There exists a Gm-scheme E1 of finite type over k, and a Gm-
equivariant morphism ι1 ∶ E1 Ð→H such that the following statements hold.
(1) The Zariski cotangent space to E1 at 0 is M1;
(2) ι1(0) = [X];
(3) ι1 is an immersion, that is, the composition of an open immersion and a
closed immersion; and
(4) ι1 induces the projection M Ð→M1 on cotangent spaces.
Proof. Let S1 ∶= Sym
●M1, let Ŝ1 be its completion at the maximal ideal generated
by M1, let Ŝ Ð→ Ŝ1 be the induced surjection, and let N1 be its kernel. Then the
arguments from Lemma 4.2 show that N1 + Kˆ is generated by weight vectors for
the Gm-action. Put K1 ∶= S1 ∩ (N1 + Kˆ) and E1 ∶= Spec(S1/K1). The maximal
ideal generated by the image of M1 in S1/K1 defines the point 0 ∈ E1. Lemma 4.3
carries over mutatis mutandis and the resulting family of subschemes of W gives
a Gm-equivariant morphism ι1 ∶ E1 Ð→ H which certainly sends 0 to [X]. Finally,
the proof of Theorem 4.7 goes through literally with ι1(E1) in place of H. 
5. The algorithm
In this section we describe our algorithm (Algorithm 5.1) to calculate the uni-
versal deformation. The proof of its validity follows from Theorem 3.11 and from
section 4. We will make the link when necessary and focus mostly on how to
perform the steps of the algorithm in practice. For our calculations, we used the
computer algebra system [GS, Macaulay2].
For i = 1,2, we identify P ⊗Ni with Pni as before; see Notation 3.9. Moreover, to
simplify the notation, we will denote by P a×b the space HomP (P a, P b) of matrices
with b rows and a columns.
5.1. The presentation of P /I. Recall the setting (see sections 3.1 and 4): we
consider a reductive algebraic group G, an affine G-scheme of finite type W , and
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we want to deform a (G × Gm)-stable closed subscheme X ⊂ W , where Gm is a
subgroup of AutG(W ) satisfying Hypothesis 4.1. We denote by P the coordinate
ring of W , and by I ⊂ P the defining ideal of X . In particular, I is a (P,G ×Gm)-
module.
Recall the definition of Kn, S, and M from section 3.3. For a given n ≥ 0, we
have to find the ideal Kn such that S/Kn is the n-th truncation of the base space
of the universal deformation, and matrices
Ai ∈ (P 1×n1 ⊗ SymiM)G×Gm and Bi ∈ (Pn1×n2 ⊗ SymiM)G×Gm
such that Un = ∑ni=0Ai and Vn = ∑
n
i=0 Vi represent the universal deformation up to
order n.
Let us start with n = 0. We choose a minimal dimensional (G×Gm)-submodule
N1 ⊂ P which generates the ideal I, and we denote by {f1, . . . , fn1} a basis of N1.
We fix a minimal (G ×Gm)-submodule N2 ⊂ P ⊗N1, which gives rise to an exact
sequence of (P,G ×Gm)-modules
P ⊗N2 Ð→ P ⊗N1 Ð→ I Ð→ 0,
and we denote by {r1, . . . , rn2} a basis of N2. Here we choose bases of N1 and
N2 with respect to their decomposition into irreducible G-modules, and such that
the fi and the rj are weight vectors for the Gm-action. Then there is a unique
decomposition rj =∑
n2
i=1 pij ⊗fi, where pij ∈ P . One easily checks that the matrices
U0 = A0 = [f1 f2 . . . fn1] ∈ (P 1×n1)G×Gm
and
V0 = B0 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p11 p12 . . . p1n2
p21 p22 . . . p2n2
⋮ ⋮ ⋮
pn11 pn12 . . . pn1n2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ (Pn1×n2)G×Gm
give the presentation.
The computation of V0 for a given U0 can be done with [GS, Macaulay2] since
V0 is nothing else than the first syzygy matrix of the ideal I with respect to the
generators f1, . . . , fn1 . To be precise, [GS, Macaulay2] provides a vector subspace
N ′2 ⊂ P ⊗N1 which generates the kernel of the multiplication map P ⊗N1 Ð→ P as a
P -module, but may not be G-stable. In that case, we take for N2 the G-submodule
of P ⊗N1 generated by N ′2.
5.2. The first order deformation. Recall from section 3.3 that T 1 = HomGP (I,P /I)
is the space of first order G-stable deformations of X inside W . Let us explain how
to compute a basis of T 1.
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First, we determine a basis of the vector space
V ∶= HomGP (P ⊗N1, P /I) ≅ HomG(N1, P /I).
This is done as follows. Let N1 = ⊕j∈JM
⊕mj
j be a decomposition of N1 into
irreducible G-modules. By definition of h, we have P /I ≅ ⊕M∈Irr(G)M⊕h(M) as a
G-module, so the dimension of V is given by
D ∶= dim(V ) = dim⎛⎝HomG
⎛
⎝⊕j∈JM
⊕mj
j , ⊕
M∈Irr(M)
M⊕h(M)
⎞
⎠
⎞
⎠ = ∑j∈Jmjh(Mj).
An explicit basis of V can be obtained as follows:
(1) For 1 ≤ i ≤ n1, denote by Ei ∈ P 1×n1 = HomP (P ⊗N1, P ) the matrix whose
i-th coefficient is 1 and all the others are 0.
(2) Compute L0 ∶= {pi ○R(E1), . . . , pi ○R(En1)} ⊂ HomGP (P ⊗N1, P /I), where
R ∶ HomP (N1 ⊗ P,P ) Ð→ HomGP (N1 ⊗ P,P ) is the Reynolds operator, and
pi ∶ P Ð→ P /I is the quotient map. Extract a basis B0 of the vector space
generated by L0. If Card(B0) = D, then B0 is a basis of V , else go to the
next step.
(3) Fix a basis {p11, . . . , p1k1} of the Gm-submodule P1 of P generated by weight
vectors of weight 1. Note that, for every i ≥ 0, the vector space Pi is finite-
dimensional by Hypothesis 4.1. Compute L1 ∶= {pi ○R(p1jEl),1 ≤ j ≤ k1,1 ≤
l ≤ n1}, and extract a basis B1 of the vector space generated by L0 ∪L1. If
Card(B1) =D, then B1 is a basis of V , else go to the next step.
(4) Fix a basis {p21, . . . , p2k2} of P2 ⊂ P , compute L2, extract a basis B2 of
L2 ∪L1 ∪L0 etc.
Since V is finite-dimensional, this procedure has to stop after a finite number
of steps. Unfortunately, we were unable to get an upper bound for the number of
steps.
Once we have a basis BN = {v1, . . . ,vD} of V , it is easy to determine a basis of
T 1 seen as a vector subspace of V . Indeed, we have seen in section 3.5 that T 1 is
just the kernel of the linear map
V = HomGP (P ⊗N1, P /I)Ð→ HomGP (P ⊗N2, P /I), v ↦ vB0.
Let us denote B = {s1, . . . , sd} ⊂ (P 1×n1)G such that {pi ○ s1, . . . , pi ○ sd} is a basis of
T 1. At this point, we can assume that each si is a weight vector for the Gm-action.
Then we denote by {t1, . . . , td} the dual basis to B; in particular, each ti is also a
weight vector for the Gm-action. Note that
R̂ = k[[t1, . . . , td]]/Kˆ,
28 CHRISTIAN LEHN AND RONAN TERPEREAU
where Kˆ is the ideal defined by (8), and
A1 =
d
∑
i=1
tisi ∈ (P 1×n1 ⊗M)G×Gm .
To find B1, we have to solve A0B1 = −A1B0. This equation has a solution
because, by construction of A1, the diagram
Pn2
B0 // Pn1
A0

A1 // P ⊗M

I
∑i t
∨
i⊗ti
// (P /I)⊗M
commutes. Denoting B′1 ∈ P
n1×n2 ⊗M such that A0B′1 = −A1B0, it follows from
Corollary 2.10 that B1 ∶=R(B′1) ∈ (Pn1×n2 ⊗M)G×Gm does the job, where R is the
Reynolds operator.
All these steps can be performed with [GS, Macaulay2] or any other computer
algebra system.
5.3. The higher order deformations. The algorithm we perform is stipulated
by Theorem 3.11. Suppose that, for some n ≥ 1, we have calculated (G × Gm)-
equivariant matrices
Un = A0 + . . . +An and Vn = B0 + . . . +Bn
as well as the ideal Kn =K+mn+1S such that UnVn = 0 modulo Kn. We will perform
the step n + 1 of the algorithm, that is, the computation of An+1, Bn+1 and Kn+1.
After each step, we check for the stop condition (see section 5.4) and perform the
next step if the stop condition is not satisfied.
5.4. A stop condition. By Lemma 4.2, the ideal Kˆ ⊂ Ŝ is generated by weight
vectors for the Gm-action on S. At the step n of the algorithm, we obtain Kn by
calculating a list of weight vectors gni ∈ S with strictly positive weight
gn1 , . . . , g
n
k ∈ Sym
≤nM
such that
Kn = (gn1 , . . . , gnk ) +mn+1S .
Take dni such that g
n
i ∈ m
dni but gni ∉ m
1+dni . As all weights for the Gm-action on S
are strictly positive by Hypothesis 4.1, the gni will be in K if
(29) weight(gni ) < n ⋅ dmin
i=1
weight(ti).
Let us denote by K ′n the ideal of S generated by the g
n
i satisfying the condition
(29). Then the stop condition is that
(30) UnVn = 0 mod K ′n
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holds. By Lemma 4.3, there exists α such that UnVn = 0 mod K for every n ≥ α.
Moreover, by Lemma 4.2 and by definition of K ′n, there exists β such that K
′
n =K
for every n ≥ β. Hence, the condition (30) is satisfied for every n ≥max(α,β).
Let n0 ≥ 1 be minimal such that the condition (30) holds. Then one may check
that (Un0 , Vn0) represent the universal deformation (use Theorem 3.11 (2)), and
that K =K ′n0 (use Theorem 3.11 (3)). In particular, if A1B1 = 0, then K = {0}.
5.5. The Algorithm. The input of the algorithm is an ideal I ⊂ P = k[W ] which
is (G×Gm)-stable and satisfies the assumptions of section 3.1 and Hypothesis 4.1.
The output is a quadruplet (S,K,U,V ) where
● S is the polynomial ring defined by (6);
● K ⊂ S is the ideal such that S/K is the base space of the universal defor-
mation; and
● (U,V ) ∈ (P 1×n1 ⊗ S)G×Gm × (Pn1×n2 ⊗ S)G×Gm is a couple of matrices rep-
resenting the universal deformation X Ð→ Spec(S/K).
Algorithm 5.1. —
(1) Input: the ideal I = (f1, . . . , fn1) ⊂ P , where the fi are as in section 5.1
(2) A0 ∶= [f1 ⋯ fn1] ∈ P 1×n1
(3) Compute the syzygy matrix B0 ∈ Pn1×n2 of the ideal I
(4) For 1 ≤ i ≤ n1, denote by Ei ∈ P 1×n1 the matrix whose i-th coefficient is 1
and the other coefficients are 0
(5) m ∶= 0
(6) Fix a basis {pm1 , . . . , pmkm} of the vector subspace Pm ⊂ P generated by weight
vectors of weight m for the Gm-action
(7) Compute Lm ∶= {pi ○R(pmj El),1 ≤ j ≤ km,1 ≤ l ≤ n1}, where R ∶ P 1×n1 Ð→(P 1×n1)G is the Reynolds operator, and pi ∶ P Ð→ P /I is the quotient map
(8) If rk(Lm∪ . . .∪L0) < dim(HomG(N1, P /I)), then m ∶=m+1 and go to Step
(6)
(9) Compute a basis B ⊂ Lm of the kernel of the linear map
HomGP (N1 ⊗P,P /I) Ð→ HomGP (N2 ⊗ P,P /I), v↦ vB0
(10) Represent elements of B by matrices s1, . . . , sd in (P 1×n1)G×Gm
(11) M ∶= ⟨t1, . . . , td⟩
(12) A1 ∶= ∑
d
i=1 tisi ∈ (P 1×n1 ⊗M)G×Gm
(13) Solve the matrix equation A0X = −A1B0
(14) B1 ∶=R(X) ∈ (Pn1×n2 ⊗M)G×Gm
(15) U1 ∶= A0 +A1, V1 ∶= B0 +B1
(16) n ∶= 2
(17) Pn ∶= −∑p+q≤n−1ApBq −∑
n−1
i=1 AiBn−i ∈ P
1×n2 ⊗ Sym≤nM
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(18) Compute the image ωn of Pn in Coker (µ), where
µ ∶ (P 1×n1 ⊗ Sym●M)⊕ (Pn1×n2 ⊗ Sym●M) Ð→ P 1×n2 ⊗ Sym●M
(X1,X2) ↦ X1B0 +A0X2
(19) Take c1, . . . , cr the coefficients of ωn in Sym
≤nM
(20) Kn ∶= (c1, . . . , cr)
(21) Solve the matrix equation A0X1 +X2B0 = Pn mod Kn
(22) An ∶=R(X2) ∈ (P 1×n1⊗SymnM)G×Gm , Bn ∶=R(X1) ∈ (Pn1×n2⊗SymnM)G×Gm
(23) Un ∶= Un−1 +An, Vn ∶= Vn−1 +Bn
(24) K ′n ∶= (ci1 , . . . , cip) where {ci1 , . . . , cip} is a maximal subset of {c1, . . . , cr}
such that each cik satisfies the condition (29)
(25) If UnVn = 0 mod K ′n, then return (Sym●M,K ′n, Un, Vn)
(26) Else n ∶= n + 1 and go to Step (17)
Remark 5.2. —
● Steps (7), (14), and (22) require the computation of Reynolds operators,
which is done by implementing Algorithm 4.5.19 from [DK].
● Steps (4) to (9) implement the procedure described in section 5.2 to com-
pute the tangent space T 1 = T[X]H. This part of the algorithm can be
implemented independently of the rest if one is only interested in the tan-
gent space.
● As mentioned earlier, we have an explicit upper bound for n (see section
5.4), but we do not have such any bound for m (see section 5.2). In par-
ticular, we know that our algorithm has to stop, but we do not know its
complexity.
● If there is a subgroup Gm ⊂ Aut
G(W ) which acts on P and stabilizes the
ideal I but does not satisfy Hypothesis 4.1, then Algorithm 5.1 can still be
used to calculate the universal deformation up to a given order. However,
in this case it might happen that the stop condition (25) is never satisfied.
● Given only P and I with their G-action, our algorithm cannot decide
whether Hypothesis 4.1 holds. Hence, this part of the calculation has to be
done by hand before applying our algorithm.
6. An application: the action of SO3 on (k3)⊕3
6.1. Setting and main result. Let V , V ′ be 3-dimensional vector spaces. We
take G = SO(V ), H = GL(V ′), and W = Hom(V ′, V ) ≅ V ⊕3. For all practical
purposes, we identify W with the space of 3 × 3-matrices k3×3. The group G ×H
acts on W by:
(31) (g, h).w ∶= g ○w ○ h−1
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for w ∈W and (g, h) ∈ G ×H . We fix once and for all the Hilbert function
(32) h0 ∶ Irr(G) Ð→ N, M ↦ dim(M).
As in section 2.1, we denote by H = HilbGh0(W ) the invariant Hilbert scheme cor-
responding to the triple (G,W,h0), and by γ ∶ H Ð→ W //G the Hilbert-Chow
morphism. We will see in section 6.2 that W //G is an affine cone whose vertex,
denoted by 0, is the only closed orbit for the H-action. Hence, it is natural to
ask what the projective scheme γ−1(0) looks like. By Proposition 2.2, the point
[X] ∈ H belongs to γ−1(0) if and only if the ideal IX contains the homogeneous
G-invariants of positive degree of k[W ]. In particular, as h0(V0) = dim(V0) = 1,
where V0 denotes the trivial representation of G, the subset of H(k) corresponding
to homogeneous ideals of k[W ] is contained in γ−1(0) seen as a set.
The main result of the section 6 is the following one:
Theorem 6.1. Let G, W , and H be as defined above. Then:
(1) The invariant Hilbert scheme H is reduced, connected, and has exactly two
irreducible components:
● the main component Hmain, which is smooth of dimension 6; and
● another component H′ of dimension 5, whose singular locus has di-
mension 2.
The intersection Hmain ∩H′ is irreducible of dimension 4, and its singular
locus has dimension 2.
(2) The scheme-theoretic fiber γ−1(0) of the Hilbert-Chow morphism γ ∶ H Ð→
W //G over the vertex of the affine cone W //G is non-reduced, connected,
contained in Hmain, and has exactly two irreducible components:
● a component of dimension 5, smooth, which is exactly the subset of
H(k) formed by homogeneous ideals of k[W ]; and
● a component of dimension 3, whose singular locus has dimension 2.
Remark 6.2. The extra component H′ is not contained in γ−1(0). In particular, H′
is not formed by homogeneous ideals of k[W ]. We emphasize this fact because for
G = O3 or GL3, we will see in section 7 that the extra irreducible component of H
which appears is formed only by homogeneous ideals of k[W ].
Corollary 6.3. With the notation above, the restriction of the Hilbert-Chow mor-
phism to the main component γ ∶Hmain Ð→W //G is a resolution of singularities.
First of all, in section 6.2, we will study the quotient morphism ν ∶W Ð→W //G
and see that the general fibers of ν are isomorphic to G. This will imply that the
Hilbert-Chow morphism γ ∶H Ð→W //G is an isomorphism over a non-empty open
subset; see Corollary 6.7. Next, in section 6.3, we will determine the only two fixed
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points of H for the action of a Borel subgroup of H , and show that they live in the
main component of H. In particular, this gives the connectedness of H by Lemma
2.5. Then, we will determine the tangent spaces to H at each of these fixed points
and see that one of the fixed points is smooth while the other, say [X0], is singular.
Finally, in section 6.4, we will apply our algorithm to the ideal of X0 ⊂ W and
obtain an affine open neighborhood U ⊂H of [X0], as well as the restriction of the
universal family over U , and finish the proof of Theorem 6.1.
Sections 6.2 and 6.3 are mainly extracted from [Ter, §3.2]. However, section 6.4,
which is by far the most important part of section 6, is an original work.
6.2. The quotient morphism. The quotient morphism ν ∶ W Ð→ W //G can be
explicitly described as follows. Consider the morphism
(33)
µ ∶ W Ð→ S2(V ′∗) ×A1k
Q ↦ (tQQ, det(Q))
where S2(V ′∗) denotes the symmetric square of V ′∗, det is the determinant, and
tQ is the transpose of the matrix Q. Recall that the action of H = GL(V ′) on W
induces an action of H on W //G such that ν is H-equivariant.
Proposition 6.4. The morphism µ factors as the composition of the quotient mor-
phism ν and a closed immersion such that the following holds.
(1) The quotient W //G identifies with the closed subvariety
{(Q,x) ∈ S2(V ′∗) ×A1k ∣ det(Q) = x2}
of S2(V ′∗) ×A1k.
(2) The singular locus of W //G is {(Q,x) ∈W //G ∣ rk(Q) ≤ 1}.
(3) The variety W //G decomposes into 4 orbits for H which are given by
Ui ∶= {(Q,x) ∈W //G ∣ rk(Q) = i} , for i = 0, . . . ,3.
The closures of these orbits are nested in the following way:
{0} = U0 ⊂ U1 ⊂ U2 ⊂ U3 =W //G.
(4) The flat locus of the quotient morphism ν ∶W Ð→W //G is U3 ∪U2.
Proof. The morphism µ is G-invariant, so by the universal property of the categor-
ical quotient, µ factors through ν. By the First Fundamental Theorem for SO(V )
(see [Pro07, §11.2.1]) the coordinates of the image of µ generate the ring of invari-
ants, and thus W //G embeds into S2(V ′∗) ×A1k. Clearly, det(Q) = x2 is the only
relation, and the first statement follows.
The second assertion is easily verified using the Jacobian criterion, and the third
statement is linear algebra.
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For the last claim note that ν is flat over a non-empty open subset of W //G,
hence over U3. Now one may check (see [Ter, §3.2.1]) that the dimension of a
fiber of ν over Ui is 3 if i ∈ {2,3}, and is at least 4 if i ∈ {0,1}. The result
then follows from [Har77, Exercise III.10.9], because equidimensional morphisms
between regular schemes are flat. 
Remark 6.5. A study of the quotient morphism ν ∶ W Ð→ W //G for V and V ′ of
arbitrary dimensions can be found in [Ter, §3.2.1].
Corollary 6.6. The general fibers of the quotient morphism ν ∶ W Ð→ W //G are
isomorphic to G. In particular, the Hilbert function h0 of the general fibers of ν is
given by (32).
Proof. We fix bases for V and V ′, and we identify W = Hom(V ′, V ) with the space
of 3 × 3-matrices. Denoting id the identity map, we have ν(id) = (id,1) ∈ U3. The
stabilizer of id in G = SO(V ) is trivial, hence ν−1((id,1)) contains a closed G-
orbit isomorphic to G. As a fiber of ν always contains a unique closed G-orbit,
and as dim(G) = 3 is also the dimension of the general fibers of ν, we must have
ν−1((id,1)) ≅ G. Recalling that
k[G] ≅ ⊕
M∈Irr(G)
M ⊗M∗
as a (G × G)-module (see e.g. [Pro07, §7.3.1 Theorem]), we get that h0(M) =
dim(M). 
Combining Proposition 6.4 (4) with Proposition 2.2 we find
Corollary 6.7. The Hilbert-Chow morphism γ ∶ H Ð→ W //G is an isomorphism
over U3 ∪U2.
By definition, the main component of H is Hmain = γ−1(U2 ∪U3). It follows that
the extra components of H, if any, have to be contained in γ−1(U1).
6.3. Fixed points for the action of a Borel subgroup. By [FH91, §10.4], there
is an isomorphism of algebraic groups SO3 ≅ PSL2, where PSL2 ∶= SL2/{±Id}.
The irreducible representations of SL2 are parametrized by nonnegative integers:
d ∈ N↔ Vd, where Vd ∶= k[x, y]d is the space of homogeneous polynomials of degree
d. In particular, dim(Vd) = d + 1. The irreducible representations of G ≅ SO3 are
thus parametrized by even nonnegative integers. The trivial representation is V0,
and the defining representation is V2. We recall that one can easily decompose ten-
sor products of irreducible representations of G using the Clebsch-Gordan formula
([FH91, Exercise 11.11]).
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We have
k[W ]1 ≅ V ′ ⊗ V2; and(34)
k[W ]2 ≅ (S2V ′ ⊗ (V4 ⊕ V0))⊕ (Λ2V ′ ⊗ V2);(35)
as (G ×H)-modules.
We fix a Borel subgroup B ⊂ H . For explicit calculations, we agree to take B
to be the subgroup of upper triangular matrices. Recall that every irreducible H-
module contains a unique B-stable line. We denote by D1 ⊂ V ′ and by D2 ⊂ S2V ′
these unique B-stable lines.
Definition 6.8. Let I ⊂ k[W ] be the ideal generated by
(D2 ⊗ V4)⊕ (S2V ′ ⊗ V0)⊕ (Λ2V ′ ⊗ V2) ⊂ k[W ]2,
and let I ′ ⊂ k[W ] be the ideal generated by
D1 ⊗ V2 ⊂ k[W ]1 and (S2V ′ ⊗ V0) ⊂ k[W ]2.
Moreover, let X0 and X
′
0 be the closed subschemes of W defined by the ideals I
and I ′ respectively.
Note that the ideals I and I ′ are homogeneous and (B×G)-stable. As explained
in section 2.2, the first step to determine the global structure of H is to determine
the B-fixed points. The next result was shown in [Ter] using representation theory
of G and B.
Theorem 6.9. ([Ter, Thï¿½orï¿½me 3.2.12]) The ideals I and I ′ are the only two
fixed points of H for the action of the Borel subgroup B ⊂H.
Remark 6.10. One may check that S ∶= StabH(I ′) = StabH(I) is the parabolic
subgroup of H stabilizing the line D1 ⊂ V ′. Hence, S is maximal, of dimension 7,
and the two closed H-orbits of H are both isomorphic to P(V ′).
Following the strategy given in section 2.2, we find
Proposition 6.11. The two fixed points of H for the action of the Borel subgroup
B ⊂H belong to the main component Hmain. In particular, H is connected.
Proof. We will construct flat families p ∶ Z Ð→ A1k of G-stable closed subschemes of
W such that the zero-fiber Z0 has ideal I respectively I
′, and such that for every
t ≠ 0, the fiber of p over t corresponds to a point of Hmain.
By Corollary 6.7, the Hilbert-Chow morphism γ ∶H Ð→W //G is an isomorphism
over U3. Consequently, the unique [Xid] ∈ H such that γ([Xid]) = (id,1) is con-
tained inHmain. Let θ ∶ Gm Ð→ B be a one-parameter subgroup such that θ(t)(id,1)
goes to 0 ∈W //G when t Ð→ 0. Then, by properness of the Hilbert-Chow morphism,
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there is a unique flat family p ∶ Z(θ) Ð→ A1k of G-stable closed subschemes of W
such that Z(θ)t ∶= p−1(t) is given by θ(t) ⋅ Xid for t ≠ 0. The proposition now
follows from Lemma 6.12 below, which will ensure the existence of θ and θ′ such
that Z(θ)0 =X0 and Z(θ′)0 =X ′0. As ν is equivariant, we see that the generic fiber
of p is sent to a point in Hmain, and hence every fiber does so. The connectedness
is then a direct consequence of Lemma 2.5. 
We now introduce some notation. Let θ ∶ Gm Ð→ B be a one-parameter subgroup.
For P ∈ k[W ] let m ∈ Z be the order in t of θ(t).P at t = 0, and let
P˜ (t) ∶= t−m(θ(t).P ).
Note that P˜ (t) ∈ k[W ][t] by construction. Denote by L ⊂ k[W ] the ideal of the
scheme Xid, and by Lt ⊂ k[W ][t] the ideal of θ(t) ⋅Xid for t ≠ 0. By [Eis95, Exercise
15.25], if {P1, . . . , Pr} is a Grï¿½bner basis of L, then
Lt = (P˜1(t), . . . , P˜r(t)).
In particular, we have L1 = L and L0 = (P˜1(0), . . . , P˜r(0)) is the ideal of the “flat
degeneration” Z0 constructed in the proof of Proposition 6.11.
The proof of the next lemma is obtained by conducting the above procedure with
a computer algebra system; see [Ter, §3.2.2] for details.
Lemma 6.12. For n = (n1, n2, n3) ∈ Z3, we denote by θn the one-parameter sub-
group of B defined by
θn ∶ Gm Ð→ B
t ↦
⎡⎢⎢⎢⎢⎢⎢⎣
tn1 0 0
0 tn2 0
0 0 tn3
⎤⎥⎥⎥⎥⎥⎥⎦
Then, with the above notation, we obtain the following limit ideals: L0 = I ′ for
n = (−3,−1,−1), and L0 = I for n = (−3,−2,−2).
Next, using the method described in section 5.2 to compute the dimension of the
tangent space of H, we obtain the following:
Proposition 6.13. The tangent space T[X0]H is 8-dimensional and T[X′0]H is 6-
dimensional. In particular, Hmain is smooth at [X ′0] and singular at [X0]. 
Let us mention that the dimension of T[X0]H and T[X′0]H, and even the B-module
structure, has been calculated mostly by hand in [Ter, §3.2.2]. The innovation here
is that we are now able to calculate a k-basis algorithmically using a computer
algebra system.
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6.4. Proof of the main result. In this section, we prove Theorem 6.1. We already
know that the invariant Hilbert scheme H is connected by Proposition 6.11. One
may check that B contains a multiplicative subgroup Gm such that Hypothesis 4.1
is satisfied for [X0] ∈ H. Applying our algorithm from section 5 to the ideal I of
X0 ⊂W , we obtain the existence of an affine open neighborhood U ⊂H containing
[X0] such that
U ≅ Spec(k[t1, . . . , t8]
K
) ,
where K is the ideal generated by the four elements:
405t2t5 + 810t1t6 + 36t3t6t7 − 54t3t5t8 − 90t2t7t8 − 90t1t28 + 8t3t7t
2
8;
810t2t4 + 405t1t5 + 18t3t5t7 − 90t2t27 − 108t3t4t8 − 90t1t7t8 + 8t3t
2
7t8;
15t2t3 − 2t23t8; and
45t1t3 + 2t23t7.
One may check that K is radical, and that the prime decomposition of K is given
by K =K1 ∩K2, where
K1 = (2t3t8 − 15t2,2t3t7 + 45t1, t2t7 + 3t1t8); and
K2 = (t3,2t2t7t8 + 2t1t8 − 9t2t5 − 18t1t6,4t6t7 − 4t5t7t8 + 4t4t8 + 9t5 − 36t4t6,
2t2t7 + 2t1t7t8 − 18t2t4 − 9t1t5, t2t5t7 + 2t1t2t6t7 − 2t2t4t8 − t1t2t5t8).
Hence, U is the union of two irreducible components: C1 = Z(K1), which is 6-
dimensional and smooth, and C2 = Z(K2), which is 5-dimensional and whose singu-
lar locus is 2-dimensional. Moreover, C1∩C2 is reduced, irreducible, 4-dimensional,
and its singular locus is 2-dimensional. Let us note that, as dim(Hmain) = 6 and
[X0] ∈Hmain, we must have C1 = U ∩Hmain.
Now suppose that H is non-reduced, then the support of the non-reduced part
of H, say F , is a H-stable closed subset of H. By Lemma 2.5, F has to contain a
fixed point for the action of the Borel subgroup B ⊂H . However, we already know
that the only two B-fixed points do not belong to F ; indeed, H is reduced around
[X0], since K is radical, and [X ′0] is a smooth point of H. Hence, F is empty, that
is, H is reduced.
Arguing in the same way, we easily prove that the singular locus of Hmain is
empty, that is, Hmain is smooth, that H does not have any further irreducible
components, and that Hmain ∩H′ has the same geometrical properties as C1 ∩C2.
Let us now prove the part (2) of Theorem 6.1. First, it follows from Lemma 2.5
and Proposition 6.11 that γ−1(0) is the union of at most two connected components
that both intersect the main componentHmain. However, as γ is proper andW //G is
normal (see e.g. [SB00, §3.2, Theorem 2]), it follows from Zariski’s Main Theorem
([Har77, Corollary 11.4]) that Hmain ∩ γ−1(0) is connected, and thus γ−1(0) is
connected.
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Now our algorithm gives not only the ideal K mentioned above, but also an ideal
J ⊂ k[W ]⊗ k[t1,...,t8]
K
such that the natural morphism
Spec
⎛
⎝
k[W ]⊗ k[t1,...,t8]
K
J
⎞
⎠Ð→ U ≅ Spec(
k[t1, . . . , t8]
K
)
is the restriction over U of the universal family U Ð→ H mentioned in section 2.1.
Looking closely to this family, we can write down explicitly the restriction on U
of the Hilbert-Chow morphism γ ∶ H Ð→ W //G. We obtain that the ideal K0 of
U ∩ γ−1(0) is generated by the following seven elements:
405t2t5 + 810t1t6 + 36t3t6t7 − 54t3t5t8 − 90t2t7t8 − 90t1t28 + 8t3t7t
2
8;
810t2t4 + 405t1t5 + 18t3t5t7 − 90t2t27 − 108t3t4t8 − 90t1t7t8 + 8t3t
2
7t8;
2025t21 − 2025t
2
3t4 + 221t
2
3t
2
7;
1350t1t2 + 675t23t5 − 142t
2
3t7t8;
75t22 − 75t
2
3t6 + 7t
2
3t
2
8;
15t2t3 − 2t23t8; and
45t1t3 + 2t23t7.
One may check that the ideal K0 is not radical, that is, γ
−1(0) is non-reduced, and
that U0 ∶= U ∩ γ−1(0) is the union of two irreducible components. Now, arguing
with K0 as before with K, we easily prove the second part of Theorem 6.1. Finally,
it follows from a careful study of the restriction of the universal family U Ð→ H to
U0 that one of the two irreducible components of γ
−1(0) is exactly the subset of
H(k) formed by homogeneous ideals of k[W ].
7. Two other applications
In section 7.1 we will determine the structure of the invariant Hilbert scheme
for the action of O3 on several copies of the defining representation, and in section
7.2 we will do the same for the action of GL3 on classical representations. In both
cases, we will see that there is an extra component, besides the main component,
formed only by homogeneous ideals. Recall from Theorem 6.1 that for SO3 the
extra component also contained non-homogeneous ideals. On the other hand, we
will see that for GL3 the extra component has bigger dimension than the main
component unlike for SO3 or O3.
Hence, it appears that the geometrical properties of the invariant Hilbert scheme
can be very different from one case to another, whence the necessity to determine
many more examples in the future.
7.1. Case of O3 acting on (k3)⊕n. Let V be a 3-dimensional vector space, and
let G = O(V ) be the orthogonal group. For n ≥ 3, we consider W = V ⊕n with
the induced G-action. If we identify W with the space of matrices k3×3, then it
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follows from the First Fundamental Theorem for O(V ) (see [Pro07, §11.2.1]) that
the quotient morphism is given by:
ν ∶ W Ð→ W //G
Q ↦ tQQ
where tQ denotes the transpose of the matrix Q. In particular
W //G ≅ {Q ∈ kn×n ∣ Q = tQ and rk(Q) ≤ 3}
is a symmetric determinantal variety. The quotient morphism ν was studied for
dim(V ) and n arbitrary in [Ter, §3.1.1]. One easily checks that the general fibers
of ν are isomorphic to G; in particular, the Hilbert function of the general fibers of
ν is
h0 ∶ Irr(G) Ð→ N, M ↦ dim(M).
Theorem 7.1. Let G, W , and h0 be as defined above. Then the invariant Hilbert
scheme H = HilbGh0(W ) is connected and has at least two irreducible components:
● the main component Hmain of dimension 3n − 3; and
● another component H′ of dimension 3n − 4, whose points correspond to
homogeneous ideals of k[W ].
Moreover the intersection Hmain ∩H′ has dimension 3n − 5.
Proof. The proof is very similar to the one of Theorem 6.1 and thus we just give
an outline:
(1) We use the reduction principle obtained in [Ter, §1.5.1] to reduce from the
case n ≥ 3 to the case n = 3.
(2) Denoting V ′ = k3, we identify W with Hom(V ′, V ) on which H = GL(V ′)
acts by h.w = w ○ h−1. Then we fix a Borel subgroup B ⊂ H and we show
([Ter, Theorem 3.1.29]) that H admits only two B-fixed points [X1] and
[X2].
(3) Connectedness is obtained by showing, as in Proposition 6.11, that the
two B-fixed points belong to the main component Hmain. This has been
done for one of them, say [X1], in [Ter, Proposition 3.1.33]. For the other
one, say [X2], it is more involved to find a good starting point for the
one-parameter subgroup of diagonal matrices. We found it thanks to our
algorithm as explained in Step (5).
(4) We show, using the method described in section 5.2, that the dimension
of the tangent spaces T[X1]H and T[X2]H is 7 in both cases. For [X1], we
can find a multiplicative subgroup Gm ⊂H such that Hypothesis 4.1 holds.
Then we apply our algorithm from section 5, and we obtain the existence
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of an affine neighborhood U ⊂H of [X1] such that
U ≅ Spec( k[t1, . . . , t7](t2t4 − t2t5, t1t4 − t1t5)) .
Hence, the invariant Hilbert scheme has at least two irreducible components
which locally on U are given by C1 = Z(t4−t5) and C2 = Z(t1, t2), and whose
intersection is Z(t1, t2, t4−t5). As Hmain is 6-dimensional and [X1] ∈Hmain,
we must have C1 = Hmain ∩ U . Again, the study of the restriction of the
universal family U Ð→ H to U entails that points of the second component
correspond exactly to homogeneous ideals of k[W ].
(5) For [X2] one can show that there is no one-parameter subgroup of H with
strictly positive weights. This is because the maximal torus T ⊂ B has
three vectors of weight 0 in (T 1)∨. So whatever combination of exponents
we take for a subgroup of diagonal matrices, these three vectors will always
have weight zero. Finally, as all one-parameter subgroups are obtained
from the diagonal ones by conjugation, this holds in general. However, we
can find a subgroup Gm ⊂ B acting on a 4-dimensional subspace of (T 1)∨
with strictly positive weights. Our algorithm, with the tangent space (T 1)∨
replaced by this four dimensional subspace, produces a family of G-stable
closed subschemes of W parametrized by A4. An easy analysis of this
family gives that its general member lives in Hmain. In other words, there
is a morphism A4 Ð→Hmain sending 0 to [X2]; in particular,H is connected.
Although it is not needed in the proof, Corollary 4.8 actually shows that
A
4 Ð→Hmain is an immersion.

Remark 7.2. In the setting of Theorem 7.1, it would have been pleasant to deter-
mine whether H is reduced, whether there are other irreducible components, and
also whether the main component Hmain is smooth. Unfortunately, there is no mul-
tiplicative subgroup Gm ⊂ H such that Hypothesis 4.1 is satisfied for the B-fixed
point [X2] as explained in the proof of Theorem 7.1.
7.2. Case of GL3 acting on (k3)⊕n1 ⊕(k3∗)⊕n2. Let V be a 3-dimensional vector
space, let n1, n2 ≥ 3, and letW = V ⊕n1⊕V ∗⊕n2 on which G = GL(V ) acts naturally.
If we identify W with k3×n1 × kn2×3, then it follows from the First Fundamental
Theorem for GL(V ) (see [Pro07, §9.1.4]) that the quotient morphism is given by:
ν ∶ W Ð→ W //G
(Q1,Q2) ↦ Q2Q1
In particular
W //G = (kn2×n1)≤3 ∶= {Q ∈ kn2×n1 ∣ rk(Q) ≤ 3}
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is a determinantal variety, which is smooth if min(n1, n2) = 3, and whose singular
locus is (kn2×n1)≤2 else. Let us mention that the quotient morphism ν was studied
for dim(V ), n1, n2 arbitrary in [Ter, §2.1.1]. One may check that the general fibers
of ν are isomorphic to G, and thus the Hilbert function of the general fibers of ν is
h0 ∶ Irr(G) Ð→ N, M ↦ dim(M).
Let us denote H = HilbGh0(W ). It follows from the results of [Ter, section 2.1.3] that
the subset of H(k) corresponding to homogeneous ideals of k[W ] coincides with
the zero-fiber γ−1(0) (as a set) of the Hilbert-Chow morphism γ ∶ H Ð→W //G.
Theorem 7.3. Let G, W , and h0 be as defined above. Then:
(1) The invariant Hilbert scheme H = HilbGh0(W ) is reduced, connected, and
has exactly two irreducible components:
● the main component Hmain, which is smooth of dimension 3n1+3n2−9;
and
● another component H′, which is smooth of dimension 3n1 + 3n2 − 8,
and formed by homogeneous ideals of k[W ].
The intersection of these two components Hmain∩H′ is irreducible, smooth,
and has dimension 3n1+3n2−11; in particular, they intersect transversally.
(2) The scheme-theoretic fiber γ−1(0) of the Hilbert-Chow morphism γ ∶ H Ð→
W //G is reduced, connected, and has two irreducible components: the smooth
component H′ described above and a smooth hypersurface contained inHmain.
Proof. The proof is very similar to the one of Theorem 6.1 and thus, as we did for
Theorem 7.1, we just give an outline:
(1) We use the reduction principle obtained in [Ter, 1.5.1] to reduce from the
case n1, n2 ≥ 3 to the case n1 = n2 = 3.
(2) Denoting V1 = V2 = k3, we identify W with Hom(V1, V ) × Hom(V,V2) on
which H = GL(V1) ×GL(V2) acts by
(h1, h2).(w1,w2) = (w1 ○ h−11 , h2 ○w2)
for all (h1, h2) ∈ H and (w1,w2) ∈W . Let us fix a Borel subgroup B ⊂ H .
It was shown in [Ter, Theorem 2.1.49] that H has only one B-fixed point
[X]. In particular, H is connected.
(3) It was shown in [Ter, Proposition 2.1.53] that the dimension of the tangent
space T[X]H is 12. We easily find a multiplicative subgroup Gm ⊂ H such
that Hypothesis 4.1 holds, and we apply the algorithm described in section
5. We obtain the existence of an affine neighborhood U ⊂ H of [X] such
that
U ≅ Spec(k[t1, . . . , t12]
K
) ,
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where K is the ideal generated by the six elements:
t2t3 − t2t5 − t2t8t11,
t1t3 − t1t5 − t1t8t11,
t2t6, t1t6, t2t4, t1t4.
Hence, U is the union of the two irreducible components C1 = Z(t4, t6, t8t11−
t3 + t5) and C2 = Z(t1, t2) whose intersection is the irreducible variety
Z(t1, t2, t4, t6, t8t11 − t3 + t5). As Hmain is 9-dimensional, we must have
C1 =Hmain∩U . An analysis of the universal family U Ð→ H, restricted to U ,
shows that points of the second component C2 correspond to homogeneous
ideals of k[W ].
(4) Arguing as for the proof of Theorem 6.1, we get that:
● the reducibility of U implies the reducibility of H;
● the smoothness of U∩Hmain respectively of U∩H′, implies the smooth-
ness of Hmain respectively of H′;
● the geometrical properties ofHmain∩H′ are the same as that of C1∩C2;
and
● H has no more component.
(5) The proof of the second part of Theorem 7.3, which concerns the scheme-
theoretic fiber γ−1(0), is analogous to the proof of the first part concerning
the whole invariant Hilbert scheme. It suffices to consider U∩γ−1(0) instead
of U , the ideal K0 of U ∩ γ−1(0) being K0 =K + (t1).

Corollary 7.4. Let G, W , and H be as defined above. If n1, n2 > 3, then the
restriction of the Hilbert-Chow morphism to the main component γ ∶ Hmain Ð→
W //G is a resolution of singularities.
Remark 7.5. Let B be the Borel group mentioned in the proof of Theorem 7.3. The
varieties Hmain and W //G are normal, and contain an open orbit for the action of
B, that is, Hmain and W //G are spherical varieties. See for instance [Tim11] for an
introduction to the theory of spherical varieties. Using this theory, one can show
that the Hilbert-Chow morphism γ ∶Hmain Ð→W //G identifies with the composition
of blows-up f2 ○ f1 ○ f0, where
● f0 is the blow-up of {0} ∈W //G; and
● fi is the blow-up of the strict transform of (kn2×n1)≤i.
Similar results with other (W,G) can be found in [Ter13a, Theorem].
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