ABSTRACT Modeling signal power path loss (SPPL) for deployment of wireless communication systems (WCSs) is one of the most time consuming and expensive processes that require data collections during link budget analysis. Radio frequency (RF) engineers mainly employ either deterministic or stochastic approaches for the estimation of SPPL. In the case of stochastic approach, empirical propagation models use predefined estimation parameters for different environments such as reference distance path loss PL(d 0 )(dB), path loss exponent (n), and log-normal shadowing (X σ with N (σ, µ = 0)). Since empirical models broadly classify the environment under urban, suburban, and rural area, they do not take into account every micro-variation on the terrain. Therefore, empirical models deviate significantly from actual measurements. This paper proposes a smart deployment method of WCS to minimize the need for predefined estimation parameters by creating a 3-D deployment environment which takes into account the micro-variations in the environment. Tree canopies are highly complex structures which create micro-variations and related unidentified path loss due to scattering and absorption. Thus, our proposed model will mainly focus on the effect of tree canopies and can be applied to any environment. The proposed model uses a 2-D image color classification to extract features from a 3-D point cloud and a machine learning (ML) algorithm to predict SPPL. Empirical path loss models have received signal level (RSL) errors in the range of 6.29%-16.9% from the actual RSL measurements while the proposed model has an RSL error of 4.26%.
I. INTRODUCTION
As the demand for WCS grows, estimation of consistent and low-cost broadcasting systems for different terrains becomes more significant. In propagation planning and optimization, terrains involving mountains, hills, vegetation, and man-made construction are considered as irregular terrains by RF engineers [1] . Irregular terrains, particularly vegetation, significantly affect wireless communications due to their complex structures resulting in erroneous SPPL through multi-path reflection and absorption. Conventional propagation models such as Log Normal (LN) and Cost-231 Hata are constrained by the environment selection (i.e. urban
The associate editor coordinating the review of this manuscript and approving it for publication was Yin Zhang. and suburban). Therefore, they are not applicable for every terrain. However, each terrain contains obstacles unique and specific to the terrain-type. In other words, the same SPPL model is not applicable to all environments [2] - [4] . In the research in [5] , Sawant et al. state that both distance and surface-fitting are essential to obtain optimum SPPLs in different environments. Thus, empirical models need more accurate characterization of terrain variations. Furthermore, current systems do not consider the elevation of the terrain in estimating the path loss in Non Line-of-Sight directions (NLOS). Consequently, these systems ignore tree canopies that fall into the first Fresnel zone between transmitter and receiver as seen in Fig 1. This in turn affects the performance of the transmitted signal and causes inaccurate path loss estimation since the main signal has interference due to the tree canopy. Although trees and buildings have an impact on propagation planning, surrounding vegetation has a considerably higher impact due to its complex structure. Thus, in the link budget analysis, it is advantageous to separate and evaluate vegetation and man-made construction individually. In practical applications, this distinction doesn't seem to be feasible since it is impossible to physically distinguish between vegetation and the rest of the surrounding environment. However, when equipped with a geo-referenced satellite image and a corresponding geo-referenced 3D point cloud, it becomes possible to extract the features of the environment by means of 3D image classification and use these features in machine learning to model the environment for the purpose of deployment of the WCS. Therefore, this study uses Light Detection and Ranging (LiDAR) and machine learning to model and extract information from the environment and determine its impact on signal propagation.
LiDAR technology provides 3D images of environments and it is widely used for research and development of certain areas such as feature extraction, 3D mapping, and reconnaissance [6] . Raw LiDAR data can be obtained by performing a flight test with an unmanned aerial vehicle (UAV) equipped with Global Positioning System (GPS), Inertial Measurement Unit (IMU), camera, and laser scanner. In the literature, this system is called a Geographical Mobile Mapping System (Geo-MMS) and the UAV equipped with Geo-MMS is referred to as airborne LiDAR as seen in Fig.2.   FIGURE 2 . Obtaining 3D point cloud using airborne LiDAR.
In this system, the GPS and IMU provide the exact location and orientation of airborne LiDAR. During the flight, the UAV scans the desired area by sending laser pulses to objects located at different altitudes on the surface of the earth. It then receives these pulses with a time delay(µs) which helps calculate the distance (d) for every laser pulse with 30 cm or higher resolutions [7] . Since, data are georeferenced, it is possible to locate every data point and create the 3D simulation of the environment. It is also important to note that the obtained data provides the features of tree canopies that are used as input to the proposed Machine Learning algorithm.
Once data are collected, machine learning is used as a method of data analysis and also to conceptualize the analytical model of a complex system with the end-goal of automating the system. It achieves this by allowing the system to learn from the data, identify patterns and make decisions by itself. One of the most commonly used ML algorithms is the Artificial Neural Network (ANN). ANN comprises of an input layer, hidden layer, and output layer. A simplified illustration of an ANN is represented as a perceptron in Fig. 3 [8] . In the input layer, the data(x 1 , x 2 , .., x n ) are multiplied with randomly initialized weights (θ 1 , θ 2 , .., θ n ) and transmitted to the hidden layer. Fig. 3 only contains one hidden layer with one hidden unit. This unit is also called activation function. The activation function sums all of the processed data, adds a bias unit (+1) to the sum of processed data, and uses a nonlinear sigmoid function to predict the decision which is either one or zero. The decisions are made based on a threshold. Finally, the output layer transmits the decision to the next layer. This whole phase is called forward propagation. Once the cost is calculated by determining the error between prediction and actual values, information is back-propagated to adjusts the weights of connections between neurons via the gradient descent algorithm. With this way, we follow the direction of the descent towards the global minimum of the cost value. This process is repeated until gradient descent converges. In this research, we use the ANN with multiple hidden layers to predict the SPPL of tree canopies.
Altogether, LiDAR and machine learning are used to propose a robust SPPL model that alleviates the aforementioned problems of WCS. In addition, the proposed model will be applicable to both large-scale and small-scale applications by means of 3D image classification and ANN. The remainder of this paper is organized as follows: Section II: Literature Review and Need for Smart Deployment; Section III: 3D Color Classification Using 2D Satellite Image and Point Cloud; Section IV: Empirical Models and Proposed Smart Deployment Technique; Section V: Analysis and Results; and Section VI: Conclusion.
II. LITERATURE REVIEW AND NEED FOR SMART DEPLOYMENT
The constant growth of WCS brings forth new challenges to performance and efficiency in power. The surge of small-scale deployment of Wireless Sensor Networks (WSNs) has resulted in exceeding the acceptable level of energy consumption [9] . According to the Federal Communication Commission (FCC), the demand for wireless communication is skyrocketing but our capability of handling the services relies on the infrastructure [10] . Moreover, Intelligence, Surveillance,and Reconnaissance (ISR) Science and Technology Research Challenges states that for persistent surveillance, the environment should be modeled through the placement of available sensors within the area of interest [11] . Therefore, the best way to reduce the SPPL is to utilize the environment as efficiently as possible. Understanding how RF signal propagates in WCS is an important component. However, to design efficient large-scale or small-scale deployments, we need to understand the effects of the dynamic network environment on network performance upon deployment. Deployment and modeling are one of the essential problems in WCS [12] . When deploying WCS, methods such as routing and sensor fusion can decrease the complexity of the problem drastically. In addition, these models will extend the resiliency of the system and minimize power consumption.
For RF engineers, there are several performance metrics to make WCS deployments such as Received Signal Level(RSL), coverage, and distance. Usually, the deployment process starts with wireless network simulators which use the performance metrics to estimate required SPPL. According to the study of Stehlík in [13] existing frameworks such as ns-2, Mannasim, and MiXiM, use free space and log-normal shadowing as a random deployment model. Stehlík [13] also states that the path loss exponent (η) is determined empirically by field measurement. For instance, outdoor areas with η = 2 will have standard deviation σ = 4dB, reference distance d 0 = 1 mile at 868 MHz and those values will vary with respect to the structure of the surface. Thus, those predefined parameters are unique to their fields and may not be applicable to other environments. As a result of his study, the sophisticated models require more accurate energy models because they are not linearly applicable in the real world.
Likewise, the research that Rath et In path loss analysis, image processing is also another important factor. In his study [4] , Fernandes and Soares look for the impact of buildings and multipath propagation on path loss. Firstly, he determines the routes where he is going to collect measurements. The occupied areas are determined by implementing image classification based on a satellite image that is obtained from Google Maps. According to the study, he makes an estimation by calculating the percentage of the occupied area by roofs using a 2D image of the roofs. He also makes a comparison between experimental measurements on terrain and proposed empirical models such as Walfisch-Ikegami model (Cost-WI). Furthermore, his research also does not consider the elevation and 3D structure of the surface area. His work shows that estimated values are considerably different (i.e., 12 dB) from observed values. In the next section, we will discuss 3D image segmentation using geo-referenced satellite images.
III. 3D COLOR CLASSIFICATION USING 2D SATELLITE IMAGE AND POINT CLOUD A. DIRECT GEO-REFERENCING AND MULTI-SENSOR FUSION
Direct geo-referencing is a technique of determining the position and orientation of the Geo-MMS by using exterior orientation parameters such as altitude, orientation angles, and distances in x, y, and z. In the case of airborne LiDAR, the navigation system (GPS/IMU) and laser are separated from each other. Therefore, precise calibration is required before collecting the measurements. A general representation of the Geo-MMS elements without a camera is illustrated in Fig.4 From Fig. 4 , it is seen that the navigation system and LiDAR are apart from each other. The LiDAR system mounted on the aircraft is pointed downwards to receive the data with a rotational scanning pattern. The data are received with slant range and slant angle. The direct geo-referencing of a ground point is determined by equation 1 [14] .
where: ground and target, and the angle (η) between ground and laser's X direction is calculated as follows.
This system is also illustrated in Multi-Sensor Fusion Architecture (MSFA) in Fig 5 . From MSFA, the direction and orientation of the architecture are obtained by the Inertial Navigation System (INS) aided with Kalman filter. INS geo-references every data point that is received from IMU and LiDAR with respect to the GPS. However, INS and LiDAR work at different frequencies, which causes a non-synchronized data fusion. Therefore, during data collection, the sequential adjustment is needed to synchronize the data coming from different sensors. After the sequential adjustment, the geo-referenced points (IMU and LiDAR) are fused and the result is a geo-referenced 3D point cloud. In this paper, the Florida Institute of Technology neighborhood is selected for the purpose of this experiment as seen in Fig. 6 . The survey area is selected between (Rollin St., W University Blvd.) and (Yale Ave., Vassar St.). The required raw 3D point cloud data is acquired from Florida International University (FIU) [15] . The LiDAR operates at a maximum range of 1000 m, scan rate 70 KHz, and a resolution of 1 cm. Even though the scanner has a rapid scanning pace, it has some measurement errors due to weather conditions. Hence, the data also should be interpolated and resized by using natural neighbor interpolation (NNI) [16] to fill in the gaps where no data exists. The 3D point cloud of the Florida Institute of Technology is presented in Fig. 7 . The data was measured within [28.0639, 28.0657] latitude and [-80.628396,-80.6261] longitude. In order to extract the tree canopies from the land surface, 3D image segmentation is required. In this paper, we will use the features of 2D satellite images to segment the 3D point cloud. It should be also pointed out that there are some points which are outside of the selected area and considered as outliers. These points are flagged for removal from the original image since the geo-referenced 3D LiDAR point cloud does not contain the area outside of the prescribed limits.
B. 3D IMAGE COLOR CLASSIFICATION
Image classification is used to obtain informative and non-redundant portions of the data called features. Features can be extracted in various ways. In our paper, we implement the color-based classification which uses intensity and LAB color space. Most of the images are formed as RGB. However, RGB colors are not as suitable for digital manipulation as LAB colors are [17] . Therefore, RGB images should be converted to LAB images. LAB images contain 3 channels as L, a, and b. After the conversion is completed, we will circle out the desired color on the image to create a binary mask which will provide the average color of every channel that falls within the mask as seen in equation 2 [18] .
Determine: µ maskL , µ maska , µ maskb For every channel, corresponding masks will be calculated such as µ maskL , µ maska and µ maskb . The next step is to determine the error ( ) between masks and channel as seen in equation 3 .
The masks by themselves do not represent the desired area. Therefore we will compute the Euclidean distance for all three channels at once as seen in equation 4 .
For a proper classification, E should be within 95% Confidence Interval (CI). This is crucial since the classification of a certain color without tolerance will remove all color tones that belong to that area. Hence, 95% CI in equation 5 should be applied to the classification method to include some tones of the desired color into the estimation.
Finally, after the implementation of the 95% CI, the values in E will be checked with CI values to see whether the values are smaller or equal to the values CI ( E <= CI ).
If the values to be checked are smaller than CI, then logic 1 is assigned to that value. Otherwise a logic 0 is assigned. The obtained results are presented in Fig. 8a and 8b respectively. The purpose of this filter is to classify and extract the vegetation from the 3D environment. The 2D classified image in Fig.8b is used as a filter to remove all objects that are not considered as vegetation in 3D point cloud as seen in Fig 8c. The obtained 3D classified point cloud is shown in Fig. 9 .
IV. EMPIRICAL MODELS AND PROPOSED SMART DEPLOYMENT TECHNIQUE
Attenuation of signal power happens every time a signal encounters obstacles and loses its energy due to multi-path reflection or absorption. Thus, SPPL calculation has significant importance when deploying WCS. Throughout wireless communication history, many researchers created their own path loss models such as Free-Space, Log-Normal models, and Cost231-Hata. Every model has its unique approaches which are based on experiments. In this research, all models including the proposed model are compared with each other. The proposed model is validated by using the Mean Absolute Percentage Error (MAPE).
A. FREE-SPACE PATH LOSS MODEL
Free-space path loss (FSPL) model calculates the attenuation between transmitter and receiver in an obstacle-free environment by using the Friis transmission formula as seen in VOLUME 7, 2019 equation 6 [19] .
where: λ: Wavelength G t : Gain of the transmitting antenna. G r : Gain of the receiving antenna d: Separation between transmitter and receiver
B. LOG-NORMAL SHADOWING PATH LOSS MODEL
Log-normal shadowing can be seen as an extension of the Friis formula since it is not restricted by unobstructed paths. It works especially for long-range propagation. It is also one of the most commonly used models [20] . According to log-normal shadowing, the environment contains shadowing effects. Therefore, Gaussian random deviation is added to the model [21] .
where:
The path loss at a certain distance η: Path loss exponent X σ : N (0, σ ) Gaussian distributed random variable with zero mean For this model path loss exponent is predefined as shown in Table 1 . The SPPL can be modeled with vegetation index as explained in [19] , [22] .
C. COST231-HATA MODEL
Cost 231-Hata model is an SPPL model which extends the Okumura Hata model to cover a more detailed range of frequencies (1500-2000 MHz). This model is basically meant for urban areas, suburban and open areas. Mathematically, it is modeled as seen in equation 8 [23] . 
D. PROPOSED SMART WCS DEPLOYMENT TECHNIQUE
In order to create a smart propagation model for deployment of WCS, the effect of vegetation should be properly defined in the Line-of-Sight direction (LOS). The signal will be attenuated by transmission through vegetation due to the reflections and absorptions taking place above the user equipment in the LOS. In communication, therefore, trees can be considered as obstacles within the environment. This scenario is modeled geometrically as seen in Fig. 10 . In this model, trees cause a signal loss due to scattering and absorption. P a and P s stand for power loss due to absorption and scattering respectively. Therefore, received power is calculated as in equation 9 [24] .
Moreover, we can also calculate corresponding SPPL by considering the P a and P s as tree loss factor PL tree .
SPPL tree = FSPL + PL tree (10) There are many approaches in terms of calculating tree related SPPLs. However, most of them cannot accurately estimate the SPPL due to the complex structure of the environment as mentioned in the previous sections. In this research, we implement an ANN algorithm to determine the required tree canopy path loss and add its effect to the FSPL. Since the absorption and scattering is highly correlated with height and width of the tree canopy, our algorithm will utilize these features and predict the corresponding SPPLs.
1) EXPERIMENT AND MODEL PRESENTATION OF TREE CANOPY PATH LOSS
In this experiment, the required training data which contains the features as the height, width, and corresponding SPPL is collected by means of 40m Mini Handheld Digital Laser Distance Meter, LG G5 cell phone. LG G5 has the specification in Table 2. RSL measurements are taken by means of a special network activity tracker application called Network Cell Info (by Wilysis). After the installation of the application, the LG G5 is placed in the LOS direction of the transmitter as explained in Fig. 10 . The measurements are taken before and after the tree canopy to calculate the difference between RSL measurements. This difference corresponds to the required SPPL of that tree canopy. The same process is repeated in different locations for different size of tree canopies. After the data is collected, feature normalization is also applied to the raw data. This is necessary since the scaling will make gradient descent converge faster. The process is to subtract the mean value of each feature from every element of the corresponding feature and scale the feature by its standard deviation. The normalized data is used as input in our proposed model as seen in Fig. 11 . In the proposed model, the normalized input values are represented as x 1 (height) and x 2 (width). When the data in the neural network moves through the network, it is multiplied by randomly initialized weights(θ l ) where superscript l represents the number of the corresponding layers. Bias units (+1) are also added to the data whenever it passes through a layer. It is important to use the bias units since they have outgoing connections that contribute to the result of ANN by shifting activation function [23] . The input values (x 1 , x 2 , and + 1) are considered as input layers having m = 200 samples. The second layer of the ANN contains a hidden layer which contains 30 hidden units. Every hidden unit possesses an activation function (α 2 ) which processes the product of the previous activation function and the weights as z 2 . The third layer is called the output layer which contains the final activation function (α 3 ). The output consists of 3 elements since the real measurements only contain 1 dB, 2 dB, and 3 dB path losses. In other words, every tree canopy will be assigned one of these 3 values with respect to their height and width. As a result, the proposed ANN structure is formed as an input layer which has the final form of width and height of the data (size of 2×200), two hidden layers (size of 200×30) and one output layer (size of 30×3).
a: FORWARD PROPAGATION AND COST FUNCTION
PL tree is calculated by using activation functions as seen in Fig. 10 . The first activation function only contains the data itself. However, second and third activation functions contain a non-linear function also called the sigmoid function (e.g. logistic regression). This is due to the fact that non-linear functions are computationally easy to perform in terms of derivatives. In order to predict the PL tree , logistic regression cost function aided with regularization parameter is used as seen in equation 11 [25] . (11) where PL tree (x (i) ) is the last activation function, K and m are the number possible outcomes and number of labels respectively, y is the observed result, θ's are the weights and λ is regularization parameter. λ is used as regularization to avoid over fitting [25] . We computed the cost function for every iteration to determine the error of every step and pick the optimum result. Each result has an associated prediction which has the largest output value for labeling purposes. It is also essential to randomly initialize the θ s for symmetry breaking. The random values should be in the range of [− init , init ] in order to keep the parameters small and make more efficient learning. Thus, the required init should be determined as in equation 12 .
where: L in and L out are number of units in adjacent layers. After implementation of forward propagation with regularization λ = 0.01, the cost J is obtained as 2.052.
b: BACK-PROPAGATION
The back-propagation algorithm helps us to compute the gradients (g (z) l ) for our ANN. Gradients are crucial in terms of calculating the errors (δ j ) in hidden layers. Subscript j indicates the number of iterations. Once the gradients are determined, we will be able to train the ANN for optimization VOLUME 7, 2019 of the cost function. The sigmoid gradient is determined as follows:
In our model, the errors (δ) are responsible for deviation in the output. The errors are computed for every layer as explained in equation 14 [25] .
It should be pointed out that the obtained l is an unregularized gradient of the ANN cost function which needs to be divided by m (total number of samples). Since it is unregularized, the regularization parameter (θ (l) ij /m) should be also added to the gradient during the learning process.
The θ values are the values that minimize the cost(J (θ )) by using the gradient descent algorithm. During the process, 100 iterations are performed to simultaneously update the θ for all j's. In this model, PL tree represents the estimated tree path loss model obtained by ANN as seen in Fig. 12 . After the training the data with 100 iterations, we reduced the cost from 2.052 to 0.636. The training set achieved 94.5% accuracy. Actual values('o') versus ANN predicted values('×') of training set are demonstrated in Fig. 13 .
Since the desired accuracy is obtained by our ANN algorithm, we can implement our algorithm to the detected trees in the LOS direction. The tree canopies are detected via the Local Maximum Method(LMM) and median filter.
2) IMPLEMENTATION OF LOCAL MAXIMUM METHOD FOR DETECTION OF TREE CANOPIES
To obtain the required parameter, local maxima in 3D point cloud need to be determined with some limitations. This will maximize the accuracy of the model by avoiding many local maxima. Thus, the following assumptions are applied:
• Tree width >= 2m
• distance Peak to Peak >= 2m After the implementation of these assumptions, the local maxima can be determined as in equation 15 [19] .
where f (x, y) is a pixel of an image and f (x nn , y nn ) are the neighborhood pixels of the f(x,y).
After training the ANN, we obtained the following formula for LOS direction:
( PL tree j (h j , w j )) (16) where:
PL tree j : Estimated tree path loss when encountered. h j : Corresponding height of the detected tree canopy w j : Corresponding width of the detected tree canopy The following pseudo code in Algorithm 1 summarizes tree canopy SPPL model in the LOS direction. 
V. ANALYSIS AND RESULTS
In this study, four empirical models and measured values are compared using MATLAB. For the simulation environment, (FSPL(i) ) + PL tree constant = n tree end for the point cloud that belongs to the Florida Institute of Technology neighborhood is selected. As explained in section III, natural neighbor interpolation is applied to the data to fill the gaps between data points. Furthermore, the required 2D satellite image is imported via Google API. Both data are geo-referenced as explained in section IV. In addition, the 3D colorful image is classified to extract the green areas from the environment. Later, local maxima are determined with the provided limitation in section IV. The results are represented in the form heat map from the top view perspective as seen in Fig. 14 .
The detected trees are indicated with red ×'s whereas the labeled transmitter and receiver that belong to our WCS are indicated with yellow + signs. By using LMM techniques, the heights and widths of five trees are detected as seen in Fig. 15 . Since the features of the environment are extracted, the proposed ANN algorithm will be used to estimate the required PL tree for every detected tree canopies in LOS direction. The detected five tree canopies and their corresponding PL tree s are illustrated in Table 3 . According to Table 3 , there is a strong relationship between tree size and estimated PL tree . As the height and width increase, the corresponding SPPLs also increase. This is due to the fact that the complex structure of tree canopies causes more reflection and absorption when the size of the tree increase. The 3D environment also helps us to take the edge side of the tree canopies into account and treat them as a normal tree canopy.
Since the simulation environment is created, we implemented corresponding empirical models and compared them with our model. Our goal is to maintain communication by obtaining optimum SPPL. For estimation of SPPL, the required parameters are provided in Table 4 . Since the Florida Institute of Technology is dense with vegetation, we have chosen rural parameters for the log-normal and Cost 231-Hata models. The same parameters such as frequency and power gains are also applied to our proposed model. The obtained results are represented in Table 5 .
From Table 5 , it is obvious that as the distance is increased, LNPL and Cost231 models consume less power than the area required. In other words, predefined propagation models deviate significantly since they assume that the measurement area contains features that have the same characteristics such as the structure of terrain, elevation, and number of obstacles. The performance of the SPPL tree is also demonstrated in Fig. 16 . The graph shows that all the models have an exponential increase on SPPL as the distance increases. This is due to the fact that the distance has a negative effect on power in the logarithmic domain. However, unlike other empirical models, our model takes into account the structure of the terrain which has tree canopies in the LOS directions. Thus, whenever a tree canopy appears, the models create a peak with respect to the size of the tree canopy. In order to see how well our model has performed, we need to compare our RSL model with real measurement. For real measurement, the transmitter and receiver, which operate on 2110 MHz, are placed in a real environment as explained in Fig. 14 the transmitter and receiver. The RLSs of empirical models are estimated using measured −1 dBm Effective Radiated Power(ERP). The estimated RSLs and measured RSL are demonstrated in Fig. 17 .
The RSL results show that required power to maintain communication in the LOS direction is indicated with mRSL which is the measured values. It should be pointed out that when the distance exceeds 10 meters, the other path loss models start to fail on providing sufficient power to maintain communication. Among the four empirical models, the RSL tree shows the best performance by using MAPE. The performance of the empirical models are shown in Table 6 . The MAPE results demonstrate that PL tree has a maximum error of 4.26% MAPE has significant improvements over the other empirical models compared in this paper.
VI. CONCLUSION
In this research, we have provided a robust method which uses the 3D image color classification to extract the tree and vegetation from point cloud for the purpose of smart deployment of WCS. Since we have created a simulation environment which extracts features from the environment including micro-variations and uses these features for adjustment of RSL, it is applicable to any type of environments. In our case, we didn't take into account the effect of buildings since the structure of the building is not as complex as the trees and vegetation. However, the effect of buildings may be added to the model in future work. We also calculated the MAPE for all RSL models. The MAPE results show that the proposed model performed with 4.26% error whereas the FSPL model, log-normal model, and the Cost 231-Hata model had errors of 10.16%, 6.29%, and 16.9% respectively. Thus, in terms of performance, there is a significant difference between existing empirical models and the proposed model SPPL since the empirical models do not do not take into account the unique features of the environment such as tree canopy and other foliage locations. CARLOS E. OTERO was a Faculty Member with the College of Engineering, University of South Florida, Tampa, and The University of Virginia, Wise. He was with private industry as a Computer Software Engineer for military computer systems, including satellite communications, command and control, wireless security, and unmanned aerial vehicle systems, for 11 years. He is currently an Associate Professor of electrical and computer engineering with Florida Tech. He has authored or coauthored one university textbook and more than 70 scientific peer-reviewed publications in venues such as the IEEE INTELLIGENT SYSTEMS, the IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, the IEEE SYSTEMS JOURNAL, the IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, the IEEE TRANSACTIONS ON ENGINEERING MANAGEMENT, and Expert Systems and Applications. His research interests include computer systems, with particular emphasis on the design, performance evaluation, and optimization of embedded, wireless, and data-intensive systems. VOLUME 7, 2019 
