Abstract
Introduction 1
There is a critical need to address the emergence of drug resistant pathogens for several infectious diseases. For example, drug-resistant tuberculosis has continued to spread internationally and is now approaching critical proportions. Approaches to counter drug resistance have so far achieved limited success [1] . It has been proposed that this lack of success is due to a lack of understanding of how resistance emerges in bacteria upon drug treatment and that a systems-level analysis of the proteins and interactions involved is essential to gaining insights into the routes required for drug resistance.
1 # The first and second author contributed equally * Corresponding author ch-eslahchi@sbu.ac.ir A recent idea for a systems-level analysis is the socalled "co-targets" of a drug [2] . Typically, the intended target of a drug, referred to as the "primary target", is inhibited and the pathogen is killed or its growth is arrested. However, the pathogen sometimes develops resistance to the drug. Communication to the resistance machinery---e.g., efflux pumps and drug-modifying enzymes---is established via pathways in the protein interaction and gene regulation networks. Proteins mediating such communication are termed "co-targets". The inhibition of these co-targets, and thus partitioning the implicated pathways into disconnected pieces, should effectively disrupt the survival of the pathogen [3] .
We consider the basic scenario where we do not know the likely drug-escape mechanisms of the pathogen. So we try to disrupt the maximum number of pathways, including all target and back-up (drugescape) paths, by identifying as small a set of proteins (the "co-targets") to inhibit as many pathways as possible. The partitioning of multiple essential pathways into disconnected pieces should effectively disrupt the survival of a bacterium even when it has multiple pathways to drug resistance [3] . This problem was considered in a similar way in 2010 by Hormozdiari et al [4] . We explore here the computational problem of efficiently identifying a minimum set of co-targets to disable drug-resistance in a pathogen as described above. We test our technique on E. coli and C. jejuni.
The Problem
The input is a protein interaction network (maybe augmented with gene regulation interactions) of the pathogen expressed as a simple connected graph G = V, E . The nodes V correspond to proteins and edges E correspond to interactions of proteins. In our scenario, targets and drug-escape pathways are not known. To disrupt these pathways, we consider a cut set S of G, such that G-S splits into two partitions and the endpoints of each pathway are in different partitions. If the difference between the sizes of the two partitions is high, the probability of existence of a pathway in one partition is increased. Therefore, we partition the graph into two balanced partitions by removing the minimum number of vertices and disrupt the maximum number of pathways including unknown back-up pathways. The problem is thus to pick a subset of nodes S such that (i) S is as small as possible and (ii) the removal of S, partitions G into sub graphs G1 and G2 and (iii) |G1|/|G2| is as close to 1 as possible. Definition. Let G = V, E be a simple connected graph. A partition P is called (k, 1+ε)-separator if P partitions V into k disjoint subsets each containing at most (1+ε) n/k vertices. We know that finding (k, )-separator is NP-Complete [5] . It is also well known that the (2,1)-separator problem, in other words the Minimum Bisection problem, is NP-complete [6] . Hence, in the next section, we introduce an approximation algorithm to find a (2, 1)-separator in a graph G.
Algorithm
We approximate the balanced bipartitioning problem with spectral bipartitioning. Spectral partitioning is based on eigenvectors of Laplace eigenvalues of graphs [7] . It is one of the most successful heuristic approaches in the design of partition algorithms. This spectral method recursively bisects a graph by considering an eigenvector of a Laplacian matrix to gain an understanding of global properties of the graph. We set up the problem as follows. Define the graph G by vertex set V and edge set E. Let V= {v 1 , v 2 ,..,v n } be the vertex set of graph G and e ij in E denotes the edge between v i and v j . Now we want to assign a variable x i to each v i such that the following conditions are satisfied:
We call a vector x=(x 1 ,...,x n ) whose elements satisfy (*) conditions an indicator vector. Let M and N denot the two sets of vertices with x i = +1 and x j = -1 assigned to them respectively. In the next step, we try to minimize f(x) = 1/4 eij (x i -x j ) 2 by using laplacian matrix L(G) of G by the method mentioned by Simon [8] . If u 1 , u 2 ,…, u n are the normalized eigenvectors of L(G) with corresponding eigenvalues , , it is known that = u 2 is a good approximation to minimize f(x). Bispectral partitioning is based on this property of . In the case of bisection, we find the median of the u 2 values and then map vertices with corresponding u 2 above the median to one set, and those below to the other. This solution is the nearest discrete point to the continuous optimum.
An immediate corollary of the reasoning used to solve the continuous minimization problem is that n /4 is a lower bound on the number of cuts produced by any balanced partitioning of the graph, because the solution space of the continuous problem contains the solution space of the discrete problem. This can be slightly improved using insight from higher dimensional partitioning schemes.
Our algorithm is O(nlogn) to sort the elements of the eigen vector and sort the eigenvalues of the matrix to find minimum eigenvalue.
The rest of the algorithm is, using the set of resulting cut edges, to identify a subset S of the vertex set of graph G satisfying the following conditions:
1-For each cut edge e=ab, a ∈ S or b ∈ S. 2-G-S has two component G 1 and G 2 such that |G 1 |-|G 2 |<2.
3-|S| is as minimal as possible
To find the set S, let A= {e 1 =a 1 b 2 , …, e k =a k b k } be the set of cut edges found by the above algorithm. We form a bipartite graph H induced by A. (i.e. the graph consisting of these edges and their end point).
Any vertex cover of this induced graph (i.e. a set of vertices such that every edge has at least one endpoint in the set) will serve as a S. Here, we sort the vertices of H corresponding to their degrees. We choose vertices with respect to their degree alternatively till all of the edges in cut are covered. Since we choose alternatively, two partitions are still balanced. It is obvious that the set of S which is obtained from graph H is vertex cut of graph G The pseudo codes of our algorithm are presented in the following table.
Algorithm
Step 0. Compute Laplacian matrix of the graph.
Step 1. Compute eigenvalues of Laplacian graph.
Step 2. Compute eigenvector of Laplacian accor-ding to second smallest eigenvalue and sort its elements.
Step 3. Insert half of the vertices in partition A and remainder in partition B. The edges between these two partitions are in edge cut.
Step 4. Find vertex cut: (i) Sort vertices according to their degrees. (ii) Insert vertices as vertex cut alternatively until all edge cuts are covered.
Experiments
We validate our scenario and algorithm using the protein interaction network of E. coli and C. jejuni. C.jejuni is a Gram-negative food-borne pathogen that is a major cause of gastroenteritis in humans [9] . In our method we use the C. jejuni in file 7 from [10] . The interaction map in this data set includes a large subnetwork of putative essential genes that may be used to identify potential new antimicrobial drug targets for C. jejuni and related organisms. On the other hand, E. coli is the only bacterium for which protein complex purifications have been applied at the proteome scale. So, we used a set of highconfidence E. coli protein interactions from literature-cited low-throughput experiments compiled in the Database of Interacting Proteins (DIP) [11] . The dataset of C. jejuni has 139 vertices and 379 edges. The size of the vertex cut and partitions are 13, 64 and 61, respectively. The dataset of E. coli has 165 vertices and 333 edges ,and a cut vertex set of size 17 partitions the graph in two subsets of size 72 and 76. ~ 60% of the vertices have degree less than 5 in C.jejuni and 3 in E.coli. While the vertices in the cut sets are in the top 40% of high-degree vertices in both data sets. According to the distribution of the degree of the vertices and the large number of vertices with small degree, the selected vertex cut in both dataset seems to be a good approximation for minimum cut. Jeong et al. [12] demonstrated that high-degree nodes or hubs in a protein interaction network of S. cerevisiae contain more essential proteins than would be expected by chance. Since then the correlation between degree and essentiality was confirmed by other studies [13] [14] [15] [16] , but until recently there was no systematic attempt to examine the reasons for this correlation. Jeong et al. [12] suggested that overrepresentation of essential proteins among high-degree nodes can be attributed to the central role of hubs in mediating interactions among numerous less-connected proteins. However, Zotenko et al found that node degree is a better predictor of essentiality than other measures tested. Since then Zotenko et al [17] checked the relationship between degree and essentiality in six networks and they showed that essential genes do not always have a high degree. Note that our algorithm is not concentrated on high-degree nodes. Hence, it is consistent with their result. In Table 1 , according to relation between degree and essentiality, our algorithm can identify essential vertices with low degree in the network. Zotenko et al [17] found that while in some networks high-degree nodes are as important in maintaining the overall network connectivity as nodes having high betweenness centrality values, this property is not due to essential proteins. In particular, even though removing nodes with high betweenness centrality indices is much more effective in shattering some of our protein interaction networks, their correlation with essentiality is reduced to statistically insignificant levels by subtracting their correlation with degree centrality. Table 1 also matches well-with the results of Zotenko et al. This table also describes some biological properties of the elements of vertex cut. The first property is essentiality. Essential genes are those indispensable for the survival of an organism. Therefore, the essential genes are good targets. The next property is functional role and biological process which shows the function of proteins in cell. Over 50% of genes in the cut vertex set are essential. The essentiality information of each gene was retrieved from DEG (Database of Essential Geneshttp://tubic.tju.edu.cn/deg) [18] . Some proteins in the cut vertex set are located in cell membrane. Due to their accessibility, they are good candidate targets. It is noticeable that all proteins in the cut vertex sets have fundamental roles in cell and inhibition of each of them is harmful for cell survival. So corresponding to the diseases, we can choose specific targets from the cut. Also, according to the antibacterial targets for enteric bacteria retrieved from www.drugbank.ca, 20% and 17% of known targets are in the vertex cut in E. coli and C. jejuni respectively [19] [20] . Thus the selected vertices have good properties in biological and graph theory aspects.
Discussion
By removing the proteins that exist in a cut vertex set, the connections between some proteins are disconnected as the graph is divided in two separate parts. A pathway will be disrupted if their endpoints are in different parts. However, partitioning graph into a big part vs. a small part is likely to cause the two endpoints of a pathway to lie in the big one. We want to find targets that disrupt more pathways. So to decrease the probability of two endpoints of a pathway landing in one partition, we partition the graph into two balanced parts. And to decrease the minimum number of proteins to be targeted, we find a good approximation of minimum cut. This problem was also studied by Hormozdiari et al [4] . Their algorithm is based on -balance partitioning in weighted graph. So they found a cut set and components which have different size. In this work we introduced an algorithm which returns balance partition with similar cut size. Suppressing an essential gene in a pathogen can induce an irreparable damage to the pathogen, provided there is no alternative "back-up" pathway for the pathogen to counter or escape this effect. If a drug fails, and there is no mutation in the drug targets in the pathogen, then it is likely that some back-up pathways exist. So we need to cut off these escape routes. This requires additional proteins to be targeted (i.e. the co-targets). Co-targets are protein(s) that need to be simultaneously inhibited along with the intended target(s), to check emergence of resistance to a given drug [2] . If back-up pathways are known, suppressing them disrupts the viability of pathogen. On the other hand, as in the scenario of our paper, the target and drugescape pathways are often not known. So our algorithm tries to disrupt the maximum number of pathways. Consequently, the number of genes introduced as co-targets are many. Our algorithm can be easily adapted for the scenario where back-up pathways are known. The cut vertices produced by our algorithm destroy the maximum number of pathways, if we simultaneously inhibit them. The known target pathway and its backup pathways should be among those pathways affected by the cut vertices produced by our algorithm. So we can choose what genes of these known back-up pathways to co-target from the cut set. Obviously, the upper bound on the number of co-targets is reduced to the number of known backup pathways in this scenario. Moreover, we can filter the PPI network according to type of drugs (such as different kind of antibiotics) as follows: 1. We select all the proteins which could be affected directly by one of the specific drugs. 2. We also keep the proteins which are in the middle of the shortest paths between the selected proteins on the step 1 (as done in [2] ). 3. We run our algorithm on the resulting network. 4. The vertices in the cut set are (co-)target for the considered drugs. Also, in this scenario one can choose a subset of vertex cut as drug target genes with respect to essentiality, cellular position and functional role of the genes. Besides, we can compute the betweenness of the known drug target in our PPI network and substitute that drug target for the vertex in the cut with a lower betweenness. Then the vertex cut would destroy more paths (back-up pathways). For example, we can substitute the proteins with low betweenness in cut with rplD having betweenness 20 and 12 in E. coli and C. jejuni (shown in Tables 6  and 7 ). According to the algorithm, most of the hub vertices are in the cut set. So the chance of these proteins working well as target or co-target is higher than the others. Furthermore, most of the cut vertices are essential, which is a good reason to conclude that these vertices would be good candidate (co-)targets.
