Current theories of human speech production hypothesize that production processes work with information coded at various levels of abstraction (Garrett, 1975 (Garrett, . 1980 Kent, 1976a; MacNeilage & Ladefoged. 1976 ). The information is thought to be organized hierarchically, ranging from relatively large structures to intermediate (Lashley, 1951) . At the top of the hierarchy, there are conceptual-dependency networks (Schank. 1972) , surface-structure sequences of words (Chomsky, 1965) , and phonemic clauses (syntagma) composed of rhythmic syllable groups (Boomer & Laver. 1968; Kozhevnikov & Chistovich, 1965) . During production, a speaker presumably converts these compounds into smaller units such as individual syllables (Liberman. 1970 : MacKay, 1972 , 1974 , phonemes (Fromkin. 1973a; Shattuck-Hufnagel & Klatt, 1979) . allophones (Liberman, 1970 : Tatham, 1970 Wickelgren, 1969) , and phonetic features (Chomsky & Halle, 1968; Jakobson, Fant. & Halle, 1951) . In turn, these units may be realized as spatial articulatory targets (Henke, 1966; MacNeilage, 1970; Mermelstein, 1973) . motor commands (Fromkin, 1966; Liberman, Cooper, Shankweiler, & Studdert-Kennedy. 1967) , and acoustic templates (Ladefoged. DeClerk, Lindau. & Papcun, 1972; Lindblom, Lubker. & Gay. 1979) . Various mechanisms could mediate 3 0749-596X185 $3.00 the conversion of linguistic information from one level to the next. It has been proposed that production processes rely on temporary storage buffers, memory-scanning routines, spreading activation, and output monitors of one kind or another (Baars, Motley, & MacKay. 1975; Dell & Reich, 1980; Henke. 1966 : MacKay, 1970 . 1982 Shaffer, 1976; Shattuck-Hufnagel. 1979 : Sternberg. Monsell, Knoll, & Wright. 1978 . The present article concerns the role of phonetic features in articulatory motor programming. Phonetic features include ones such as the place, voicing, and manner of articulation of consonant phonemes (Ladefoged, 1975) . For example. consonants like /ml, Is/. and lkl have labial. alveolar, and velar places of articulation.
respectively. One of them, lmi, is voiced, and the other two, is/ and iki. are voiceless. Their manners of articulation also differ, being respectively nasal, fricative, and stop. ' We focus on the programming of phonetic features for several reasons. Feature analyses of speech segments have occupied a significant place in formal linguistic theory (Jakobson et al.. 1951) . Phonetic features might constitute an important interface between intermediate linguistic units (viz., words. syllables. and phonemes) and physical subunits (viz., articulatory targets and motor commands) of speech. However. the status of these fea- ' We use the term "phonetic feature" in the same sense as a number of previous investigator\ (e.g.. Fromkin. 1971 . pp. 123-377: Miller B Rimas. 1976 tures as part of the production process remains controversial. Some psycholinguists have offered what they consider to be good evidence of the role played by independently coded features (Bradshaw, 1970 : Fromkin, 1971 1973a , 1973b : Kent & Minifie. 1977 MacKay, 1978) . but others have questioned whether sufficient data exist to justify including them as part of performance models (e.g.. Shattuck-Hufnagel. 1979; Shattuck-Hufnagel & Klatt. 1979) . Resolving this controversy could help to clarify a significant aspect of speech production.
In subsequent sections. we first revieu some representative evidence regarding the units of speech production. Then we outline a response-priming procedure that WC have adopted to study the motor programming of phonetic features. Three experimcnts with this procedure are reported. The results concern the latency and accllracy of simple utterances involving placcof-articulation and voicing features of stop consonants. Our goal is to show that these features indeed play a salient role in motorprogramming operations. We also intend to determine more about how the output of various features is controlled. It will be demonstrated that a type of interactive-activation model. similar to ones proposed fat word recognition. speech perception, and typing (Elman & McClelland. 1984 : McClelland & Rumelhart, 1981 : Rumelhart & Norman. 1982 . may account nicely fol some of the obtained data. This demonstration helps strengthen the connections among theoretical descriptions of various input and output processes related to cognition.
EVIDENCE FOR UNITS OF SPEECH PKODUCTION
The justification for postulating certain units of speech production rests heavily on three types of data. First, there is specc.h mfr. the amount of speech produced per unit of time (Bradshaw. 1970 : Lackner Pr Levine, 197.5: Landaucr, 1962 : MacKa\~, 1974 Sternberg et al., 1978) . Second. there is (.ONl.ti(.lilClliOrl. a temporal overlapping of the movements used to produce neighboring linguistic units (Fowler, 1980; Kent, 1976a; Kent & Minifie. 1977; Moll & Daniloff. 1971 ). Third, there are spcrdl burrows, systematic exchanges, substitutions, or deletions of elements in an utterance (Fromkin, 1971 (Fromkin, . 1973a (Fromkin, , 1973b Garrett. 1975 , 1980 : MacKay. 1970 , 1971 : ShattuckHufnagel. 1979 ). All of these data bear at least indirectly on the status of phonetic features in speech production. but they have significant limitations.
Some studies of speech rate have been conducted to examine how the relationship between phonetic features of successive segments in an utterance affects the utterance's total duration. Bradshaw (1970) asked sub.jects to pronounce alternating syllables like "vah, mah. vah. mah," and "vah, nah. vah, nab." The rate of production for the former type of phrase was slower than for the latter type. This may be attributed to the fact that the phonemes /vi and lmi have similar places of articulation. one being bilabial (articulated by the two lips) and the other labiodental (articulated by, the upper lip and lower front teeth). In contrast, the phonemes Iv/ and in/ have different places of articulation, the latter being alveolar (articulated by the tongue tip and front roof of the mouth) rather than labiodental.
It has been claimed that variations of speech rate depend on the underlying phonetic features of an utterance, as well as on the structural properties of linguistic units like syllables, words, and phrases (Bradshaw. 1970 : Lackner & Levine, 1975 : MacKay, 1974 : Sternberg et al., 1978 . However, rate effects could stem at least partly from peripheral interactions between the articulators during the physical output of speech. They do not necessarily reflect the properties of central mechanisms that prepare motor programs before an utterante starts. As a result, data involving speech rate leave unanswered questions about what. if any. role is played by phonetic features in programming operations.
Further evidence regarding the status of phonetic features in speech production comes from studies of anticipatory coarticulation. The data show that phonetic features of speech segments downstream in an utterance are sometimes articulated ahead of other features associated with segments upstream. For example, anticipatory coarticulation has been observed in utterances such as "free Ontario," where lowering of the velum for the nasal consonant in/ takes place during articulation of the earlier vowel !i/ (Mall & Daniloff, 1971) . This indicates that phonetic features like nasality and vowel quality may be output as independent units during execution of an articulatory motor program.
Still. care must be taken in generalizing from coarticulation phenomena. Many phonemes have features (e.g., place of articulation) whose alternative values, unlike nasality. are incompatible with those of other speech segments. Because of their incompatibility, these features will not necessarily exhibit coarticulation. even though they function as separate underlying speech units. This may increase the difficulty of identifying the important features and of discovering how they are utilized. As Kent and Minifie (1977) noted. no systematic criteria exist for determining the compatibility of various features and segments. Consequently, feature-based descriptions of coarticulation are relatively ad hoc.
It should also be noted that some coarticulation of phonetic features perhaps stems from mechanical interactions between articulators, just as variations of speech rate do (Kent & Minifie, 1977) . After an utterance has started and speech rate or coarticulation can be observed physically. a speaker may have already finished most of the interesting mental activ-ities in production. Coarticulation does not necessarily reflect the properties of motorprogramming operations per se. The possible confounding of peripheral and central factors in coarticulation has led some investigators to examine other types of production data, such as speech errors.
Speech Errors
Speech errors have attracted considerable attention because they can reveal details about mental activities that organize and plan an utterance before overt speech begins (Garrett, 1975 (Garrett, , 1980 . When an error occurs in which an early part of the intended utterance is replaced by a later part. this implies that the two parts must have coexisted together at some time before the error. The amount of speech spanned by an exchange or substitution of elements gives an indication of how far ahead speech is planned. The types of elements that participate in these errors also suggest what units are being manipulated during production processes.
Based on an extensive corpus of speech errors collected under natural conditions, Fromkin (1971) claimed that phonetic features play a significant role in the planning stages of speech production. She cited instances such as a person saying "glear plue sky" when the intended utterance was "clear blue sky." In this case, it appears that the voicing features from the phonemes lkl and lb/ have been exchanged to yield the phonemes /g/ and ipl. However, Shattuck-Hufnagel and Klatt (1979) argued that feature-exchange errors are very rare and might be explained as minor artifacts.
In addition, there are other reasons to question the interpretation of error data. Speech errors recorded under natural conditions can be contaminated by a listener's differential biases toward detecting some types of errors as opposed to others (MacKay. 1970) . The detectibility of speech errors depends on the acoustic characteristics of an utterance and on a listener's perceptual set (Bond & Garnes. 1980 : Cole & Jakimik, 1980 . Collections of errors are not entirely random samples. Thus, arguments based on the frequency of particular error types must be treated with caution. For individual phonetic features. it seems likely that their participation in speech errors could be underestimated by comparison with errors involving larger, more salient, units.
One way to deal with these latter problems would be to induce speech errors under carefully controlled experimental conditions.
Indeed, a few investigators have started to take this kind of approach (e.g., Baars et al.. 1975; Dell. 1984 : MacKay, 1978 ). An alternative solution would be to seek other complementary measures of speech performance.
AN APPROACH BASED ON SPEECH LATENCY
The preceding considerations have led us to assess the role of phonetic features in speech production by measuring speech latency, the reaction time to begin an utterance upon command. Latency data are attractive because they overcome some of the difficulties associated with interpreting speech errors, rate, and coarticulation (Sternberg et al., 1978) . Speech latency can be measured under conditions in which errors occur very infrequently. The measurements do not depend on a listener's perceptual biases, whereas these biases may influence what speech errors are recorded. Even sma!l latency differences.
on the order of 10 milliseconds or less, are highly reliable and have potentially significant theoretical implications. It is possible to control effects on latency caused by ancillary mechanical aspects of articulation, especially if the initial physical movements for an utterance are held constant across experimental conditions. Thus. the latency differences should mainly reflect the mental activities underlying speech production. unlike coarticulation and the rate of continuous speech. which may confound central and peripheral articulatory factors. To measure speech latency, we have adopted a response-priming procedure. The procedure incorporates a series of discrete test trials, as Figure I illustrates. On each trial, a primary and secondary vocal response are first specified for a subject, who must prepare to produce the primary response as quickly and accurately as possible. After the preparation interval, there are warning signals followed by either a primary-response signal (a high-pitch tone) or a secondary-response signal (a low-pitch tone). When the primary-response signal occurs, the subject has to produce the prepared primary response immediately. When the secondary-response signal occurs instead, the subject is supposed to switch and quickly produce the secondary response rather than the primary response. The latency and accuracy of the primary and secondary responses are measured as a function of linguistic relationships between the two response types. As discussed more fully later, we take various steps to control, monitor. and evaluate the nature of subjects' preparation for the primary response. This allows the contributions of mental and physical preparatory activities to be treated separately. Our goal is to examine the role of central programming operations without confounding peripheral factors.
The rationale of the response-priming procedure paralleis those of priming procedures developed in other areas of cognitive psychology (e.g.. Meyer & Schvaneveldt, 1976 1984; Posner & Snyder, 1975) . Assuming that a subject highly prepares to produce the primary response, we analyze the latenties of secondary responses to make inferences about the nature of articulatory motor programming and execution. The time taken to switch and produce a secondary response instead of the primary response should reflect how programming operations work. depending on the relationship between the two responses. Thus. by observing variations in the secondary-rcsponse latency. it may be possible to get a better picture of which linguistic units contribute to speech production.
Several investigators have already used versions of the response-priming procedure to study arm movements (Rosenbaum, 19801, finger movements (Rosenbaum & Kornblum. 1982) . and speech production (Meyer, Sternberg, Knoll. & Wright, 1978) . Results of these studies generally support the procedure's rationale.
In particular, Meyer et al. (1978) asked subjects to produce primary and secondary vocal rcsponses consisting of short wet-d sequences. The secondary responses (e.g., "dog cup") were reversals of the primary responses (e.g.. "cup dog"). Some of the responses consisted of semantically unrelated words. as in the preceding example, while others consisted of semantically related words (c.g.. "cat dog" and "dog cat"). There was a significant interaction between response type and semantic relatedness. Primary-response latencies did not differ as a function of relatedness.
indicating that subjects can highly prepare their primary responses before the latency interval starts, and that these responses do not depend subsequently on factor-s like long-term memory structure. Secondaryresponse latencies increased as the words' relatedness decreased. The latency difference indicates that a switch to produce the secondary response requires a significant amount of additional programming. and that memory structure influences the necessary programming operations. Given this and other past successes of the responsepriming procedure. we are hopeful that the procedure might provide more information about the role of phonetic features in speech production.
For each experiment reported here, vowel-consonant (VC) syllables were used in constructing the primary and/or secondary responses.
We selected VC syllables because they constitute minimal amounts of speech that can be both produced and perceived naturally (Liberman et al., 1967) . This allows us to manipulate the phonetic features of the primary and secondary responses in a relatively simple context. The VC syllables seemed appropriate because it is possible to keep their initial vowels constant as the features of the terminal consonants vary. Such constancy helps reduce variations in peripheral articulatory adjustments that a subject makes as part of preparing to produce different syllables (Sternberg et al.. 1978) . As a result. interpretation of the speech latencies is less problematic:
observed latency effects may be attributed more readily to the properties of central-programming operations. We did not use CV syllables, which also constitute minimal amounts of natural speech (cf. MacKay. 1973) . Latency data would be harder to interpret for them. given that subjects can easily adjust the starting positions of their articulators to produce initial consonants, depending on what phonetic features are present. For example, anticipatory movements of the lips before the phonemes lpi and lbl could contaminate the latencies associated with producing the syllables "pub"
and "huh." While each experiment included a sample of VC syllables. some important details of the response-priming procedure differed from one experiment to the next. Both the primary and secondary responses in Experiment 1 consisted of VC syllable pairs. For reasons to bc discussed later. the primary and secondary responses in Experiments 2 and 3 each consisted of single VC syllables rather than syllable pairs. Furthermore, Experiment 3 also included consonant-vowel-consonant (CVC) syllable3 as primary responses.
EXPERIMENT I During Experiment
I, the primary responses were utterances of two concatenated syllables, VC, and VC,. spoken in rapid succession.
The secondary responses were utterances of these same syllables ordered as VC, VC,, reversing the primary response. We chose the vowel IN and the stop consonants lpi. lbl. itl. and Id/ to create the syllables for the responses. This yielded a syllable set whose members included "Up, .' "ub," "ut." and "ud."
The syllables were paired in all possible combinations. yielding a total of 12 primary and I2 secondary responses, as summarized in Table I . The responses varied systematically in terms of the phonetic feature5 shared by the stop consonants of the paired syllables. Some of the pairs had consonants with the same place of articulation (i.e., labial or alveolar). as in "up ub" and *'ut ud." Others had consonants with the same voicing (i.e.. voiced or voiceless), as in "ub ud" and "up ut." For control purposes. there were also syllable pairs whose consonants had neither the same place of articulation nor the same voicing.'
Latencies of the primary and secondary responses were measured as a function of the relationship between the phonetic features of the consonants in the syllable pairs. We reasoned that if these features are important for articulatory motor programming, then response latencies ought to be affected by whether or not the syllables share some of the same features. For cx-' Alternatively.
the syllable pairs could also be characterized in terms of how many different feature\ they included. At present. our choice of focusing on the "same" rather than "differ-ent" features ia somewhat arbitrary.
However. it may he useful at some future point to determine whether "same" or "different" feature\ are more important for prrk~~-mancc 1n 0~11 1a\li. where specifications of the response hand (right vs left) and finger (index vs middle) serve as programming parameters whose repeated use influences primary-and/or secondary-response latcncies (Rosenbaum & Kornblum. 1982 ). More precisely. one might expect that a sharing of phonetic features between the syllables of the secondary responses would affect the secondary-response latencies. These responses should require a considcrable amount of programming during the latency interval. because subjects are not supposed to prepare for them ahead of time. However, there need not be an effect of shared features on the primary-response latencies. assuming that programs for them are finished completely during the preparation interval before a response signal occurs. Observing the magnitudes and directions of the shared-feature effects on response latencies could therefore give us further information about the nature of programming operations and the contribution of phonetic features to speech production.
Subjrcts.
Nine University of Michigan undergraduates were sampled from the volunteer subject pool of the Human Performance Center. We screened these individuals in terms of two criteria: primary-response latency.
and error rate. For inclusion in subsequent analyses. each in-
Lid-Up tl-uh Libut dividual was required to have mean primary-response latencies less than 7-50 milliseconds and overall error rates less than 10%. The latency criterion insured that the sub.jects were ones who prepared highly for the primary responses, a necessary prerequisite of the response-priming procedure.
The error criterion insured that observed results came mainly from successful programming and execution, reducing contamination of the latency data by spurious malfunctions. Based on these criteria, six of the nine initially sampled individuals were included as subjects. All of them spoke English as their native language. None reported any speech or hearing defects. They received wages of $3.00 per session. In addition. we paid them bonuses that depended on the speed and accuracy of performance. The bonuses averaged about $1.50 per session.
Appwutus. A Digital Equipment Corporation PDP 11160 computer controlled the experiment. Visual messages, response syllables. and feedback appeared on the display screen of a Hewlett-Packard 262lA video terminal. Warning tones and response tones were played over Sennheiser HMD 334 headphones. A microphone attached to the headphones transmitted subjects' vocal responses to an A-to-D converter, which digitized the responses for on-line analysis by the computer. We measured response latencies with a software voicekey calibrated to compensate for lowlevel background noise in the audio equipmerit. The voicekey employed several statistical parameters derived from successive temporal windows of the speech waveform, including average power, frequency of zero crossings, etc. Its algorithms were similar to ones of other latency-measurement routines described in the literature (Rabiner & Samber. 197.5; Sherak, 1982; Sternberg et al., 1978) . The voicekey monitored onsets of both voiced and voiceless speech segments with high sensitivity despite differences in spectral composition and energy.?
Desigtz md procedure. Each subject participated for three sessions on separate days within a l-week span. A session lasted about 1 hour. There were seven trial blocks per session. The first session was used to instruct the subject and to provide practice. Data from it were not analyzed. The initial blocks of the second and third sessions served as warm-ups. Data from them were not analyzed either. The remaining test blocks of the second and third sessions yielded the results reported below.
The sequence of events during each trial was similar to the outline shown in Figure  I . First, the subject saw a pair of VC syllables presented side-by-side in uppercase letters in the center of the display screen. The syllable pair designated both the primary and secondary responses. The primary response was supposed to be an utterance of the two syllables in the same order as their left-to-right spatial arrangement. The secondary response was supposed to be an utterance of the two syllables in reverse (right-to-left) order. We sampled the pairs from those listed in Table I . The syllables remained visible for 3 seconds while the subject prepared to produce the primary response. After the preparation interval, the syllables disappeared. and there was a l-second pause. was followed by a silent interval of 400 milliseconds. Following the last warning signal and silent interval. either a high-pitch (660 Hz) primary-response signal or a low-pitch (220 Hz) secondary-response signal occurred. Each response signal had a probability of one-half. The high-pitch signal cued the subject to produce the primary response immediately, whereas the low-pitch signal cued the subject to produce the secondary response instead. We defined the response latency to be the amount of time from the onset of the response signal until the initial syllable of the subject's utterance triggered the software voicekey. Response accuracy was determined by the experimenter, who classified each syllable of the subject's utterance either as one of the members in Table 1 or as unintelligible.
The experimenter made this classification without knowing what the correct response was. An error message appeared on the screen if the subject produced an incorrect response.
Events on a trial were arranged to increase the likelihood that the subject would highly prepare to produce the primary response. The regularity of the three warning signals permitted the onset of the primaryresponse signal to be anticipated precisely (Sternberg et al.. 1978) . Moreover, on 50% of the trials, the subject did actually have to produce the primary response, making preparation for it worthwhile. During the initial instruction and practice session. it was strongly emphasized that each primary response should be produced as quickly as possible after the high-pitch response signal. The primary-response latencieh were compared to a deadline derived by monitoring the subject's performance with a staircase tracking algorithm (Levitt. 1971) . This deadline, which averaged about 220 milliseconds across subjects. fell roughly at the median of the primary-response latency distribution.
Whenever a primary-response latency exceeded the deadline. the subject received a messagc that said "Response Too Slo\v..' A trial block contained 24 trials; half required a primary response and half a secondary response. Each of the 12 syllable pairs in Table 1 occurred equally often as primary and secondary responses. The trial-by-trial order of the different syllable pairs and of the two alternative response signals was randomized within each block.
After each trial block, there was a Iminute rest period, during which summary feedback was given about the mean latenties and error rates for the primary and sccondary responses. Numerical values were entered on a score sheet so that each subject could see how his or her performance progressed.
The experimenter also reminded the subject about the task instructions and encouraged good performance.
Each subject received bonus points based on response speed and accuracy. For every correct primary response whose latcncy fell below the specified deadline. 20 points were awarded. No points were awarded if a primary response exceeded the deadline, and 10 points were deducted for every incorrect primary response. regardless of its latency. Also. I point was deducted for every tenth of a second in the latency of a secondary response. If an incorrect secondary response occurred, an additional 30 points were deducted. Thus. \n,hile the point system emphasized very fast and accurate performance on the primary responses, it did not neglect reinforcement of secondary responses. Secondary responses were rewarded sufficiently to encourage rapid and accurate switching whenever the low-pitch response signal occurred instead of the high-pitch signal. A bonus of I cent was paid for each IO points earned by a subject in his or her net point score.
Dtrtcl cln~ll~si.v. We evaluated the data with a repeated-measures analysis of variance that included three factors: response type (primary versus secondary). shared phonetic features (voicing. place, or none), and subjects. Response type and shared features were treated as fixed factors. and subjects were treated as a random factor. In comparisons where the subject factor did not interact significantly with the other fattors (p > .25), within-cell estimates of error variance were pooled and used to test the reliability of main effects. This yielded more degrees of freedom for the meansquare error terms, increasing the power of the analysis (Wirier, 1971) . Latencies less than 100 milliseconds were classified as errors and not analyzed, because they involved premature activation of the voicekey. Also, latencies greater than 1200 milliseconds were not analyzed, because they resulted from failures to activate the voicekey. The excluded latencies constituted less than 1% of the data.
The principal results are the mean latenties of correct primary and secondary responses, and the overall error rates for each response type. Table 2 summarizes them as a function of the relationship between the phonetic features of the two syllables that composed each response. We report the effects of shared features on the mean latenties by giving latency differences plus-orminus one standard error.
R~>S~OFLSP latrrlcirs.
The latencies of correct primary responses averaged 730 milliseconds. They tended to be longer when the terminal consonants of the syllable pairs had some shared phonetic features than when there were no shared features, However, the effects of the shared features did not reach a statistically significant level. Primary responses with a shared voicing feature were 5 i 5 milliseconds slower than primary responses with neither a shared voicing nor a shared place-of-articulation feature [F( 1,763) < 1.0; I> > ,251. Primary responses with a shared ptace-ofarticulation feature were 6 i: 5 milliseconds stower than primary responses with no shared features LfQY1.762) = 1.27; p > .3F].
The latencies of correct secondary responses averaged 460 milliseconds. 730 -+ 35 milliseconds greater than the primary- There is no evidence that the shared-feature effects on the latency data resulted from speed-accuracy trade-offs of the type occasionally encountered in reaction-time research (Pachella, 1974) .
In addition, we looked more closely at the nature of the specific errors produced on each individual syllable of the primary and secondary responses. About 68% of the errors involved changing the voicing feature but not the place of articulation of a consonant. For example. when they were incorrectly produced, the consonants ip/ imd it/ often tended to be output as ib/ and idi.
respectively.
Among the remaining errors. about 28% involved changing the place of articulation but not the voicing feature of a consonant.
For example, the consonants ipl and lb1 were sometimes produced as ItI and id/, respectively.
Only about 4% of the errors consisted of changes in both the place of articulation and voicing features of a consonant (e.g., producing ldi instead of ipi). This error pattern was very similar for the first and second syllables of a pair. The results of Experiment I take a step toward clarifying the role of phonetic features in speech production, and they raise interesting questions for further investigation. Beforehand, it might have been predicted that features shared between the syllables of an utterance should reduce the latencies of primary and/or secondary rcsponses. This seems reasonable on the assumption that less time would be needed to program and output speech segments when some of the same component operations arc used repeatedly.
In other situations. repetition of component operations often speeds performance (Kornblum. 1973 ). Yet fi'e found no such latency reduction.
Instead. the shared features either increased response latencies or had no effect. ' 1979) . linguistic factors generally have less impact on latencies (simple reaction times) of highly prepared utterances than on latenties (choice reaction times) of unprepared utterances (cf. Sternberg et al., 1978) .
By contrast. the latencies of secondary responses presumably depended on the nature of operations that occurred during the motor programming and/or execution of those responses.
Our response-priming procedure was designed specifically to require additional processing during the latency interval whenever subjects produced a secondary instead of primary response. The procedure apparently achieved this aim. since secondary-response latencieb were considerably longer than primary-response latencies.
In particular, a voicing feature shared by the two syllables of a secondary response may have slowed the progress of programming operations.
Latencies of secondary responses were significantly longer when the syllable pairs had a shared voicing featurc than when they had neither shared voicing nor shared place of articulation. AIthough the magnitude of the voicing effect ( 17 milliseconds) was not extremely large. it was reliable and comparable in magnitude to important latency differences reported by previous investigators of speech phenomena. For example, the effect of a single shared voicing feature in Experiment 1 exceeds another interesting effect reported by ANDGORDON Sternberg et al. (1978) . who found that appending an additional item to a short word list yielded approximately a l@millisecond increase in the latency to start pronouncing the list rapidly. The present shared-voicing effect allows further detailed models of articulatory motor programming to be formulated, as we outline later (General Discussion).
On the other hand, the status of shared place-of-articulation features in speech production remains uncertain at this point. Such features slowed both primary and secondary responses slightly, but their latency effects were relatively unreliable. This might mean that place of articulation, unlike voicing, does not function as an independent parameter in the programming of speech segments. However, we are reluctant to accept the latter conclusion without further efforts. Perhaps Experiment I was not powerful enough to detect real underlying effects associated with the programming of commands for a segment's place of articulation. To be specific. suppose that programs to produce the two syllables of a primary response were stored as separate routines in a motor-program buffer. Then subjects could have sometimes produced their secondary responses simply by rearranging the order of the syllable routines, without recompiling them from scratch (Meyer et al.. 1978) . This might attenuate any apparent inhibitory effects caused by shared place-of-articulation features."
EXPERIMENT 2
The purpose of Experiment 2 was to assess more fully the role of phonetic features in speech production and to increase the sensitivity of the response-priming proce- dure. It replicates and extends the effects of shared voicing and place of articulation on latency measurements. As before, we used VC syllables with terminal stop consonants (Table I) . but rather than including two concatenated syllables of this type. each primary and secondary response consisted of a single syllable. The secondary response could not be produced simply by reordering the components of the primary response. Subjects were instructed to prepare highly for the primary response and to disregard the secondary response unless a secondary-response signal actually occurred. Thus, the format of Experiment 2 more strongly encouraged the compilation of new programs for the secondary rcsponses during the measured latency interval.
Method
Suhjcc~ts. A new group of six individuals, selected from the same population as in Experiment 1, served as paid subjects. Each subject satisfied the criteria of having sufficiently short (equal or less than 2.50 milliseconds) primary-response latencies and low (equal or less than 10%) error rates.
Apyuurtlrs, design, and p~.oc~~dut~~. The apparatus, design, and procedure were similar to those of Experiment 1. except for the modifications outlined above. Each subject participated individually during one practice session and two test sessions on separate days. The sessions were divided into discrete trial blocks. On each trial, the SLIPject was presented visually with one of the syllable pairs from Table I . The first xyllable of the pair designated the primary response, and the second syllable designated the secondary response. Thus. the terminal consonants of the two responses shared either the same place of articulation. the same voicing. or no place and voicing fcatures. There was a I-second interval that allowed the subject to prepare for producing the primary response. After the preparation interval. the response syllables disappcarcd. and three warning signals oc-I5 curred in sequence, followed by a primaryor secondary-response signal. Response latency and accuracy were measured as a function of the phonetic-feature relations between the alternative responses.
Again the principal results are the mean latencies of correct primary and secondary responses, and the overall error rates for each type of response. Table 3 shows these as a function of the relations between the phonetic features of the syllable pairs.
Respc~nsc~ lrrtcncies.
Correct primary responses had latencies that averaged I85 milliseconds overall. The relationship between the phonetic features of the primaryand secondary-response syllables did not affect the primary-response latencies significantly.
A shared voicing feature reduced the latencies of primary responses by 4 t 4 milliseconds [F( 1,819) < 1.0; p > ,251. and a shared place-of-articulation feature reduced them by 0 t 4 milliseconds /~I1,819) -= 1.0; p > .2S].
Correct secondary responses had latenties that averaged 435 milliseconds overall. They exceeded the mean primary-response latencies by 350 I!X 99 milliseconds [E-(1,5) == 74.3: p c: .Ol]. Furthermore, shared phonetic features significantly affected the secondary-response latencies even though they did not affect the primary-response latencieb. The secondary-response latencies were 13 5 8 milliseconds longer when the) involved the same voicing feature as the prepared primary response than when they involved no shared features [F(1.780) = X.08: p c: .Ol]. The secondary-response latencies were 16 ? 6 milliseconds longer when they involved the same place of articulation as the prepared primary response than when they involved no shared features [F( 1,780) = 4. II: p < .05]. There was an insignificant difference of 7 2. IO milliseconds between the effects of the shared place and shared voicing features [F( 1.780) < I .o; p > ,251.
Subsequent analyses of latencies for individual responses indicated that the effects of shared features were reasonably consistent across the various syllable pairs, just as in Experiment 1. Secondary responses from pairs that had two voiceless consonants took about 26 milliseconds longer on the average than did those from pairs that had one voiceless and one voiced consonant. The analogous effect on secondary responses from pairs that had two voiced consonants was about 23 milliseconds. Likewise. the effect caused by shared places of articulation on secondary responses was approximately the same regardless of whether the consonants were labial or alveolar. Secondary responses from syllable pairs that had two labial or two alveolar consonants took about I7 and I5 milliseconds longer than did those from pairs that had one labial and alveolar consonant.
Eww rutcs. The error rates tended to be positively correlated with the response latencies. However. they were very low (3.4%) and did not differ significantly as a function of the phonetic-feature relations between the paired syllables used for the primary and secondary responses (p > .I0 in all cases). Among mistakes that occurred on individual syllables, the pattern was sim- ilar to what emerged during Experiment I. A majority of the errors involved spuriously changing just a single feature: changes of both voicing and place of articulation were very rare (less than 10%).
Discussim
The results of Experiment 2 strengthen those of Experiment 1. As before, we found no significant effects of shared phonetic features on the latencies of primary responses. This supports our assumption that subjects highly prepare those responses before the latency interval.
Still, shared voicing increased the latencies of secondary responses. A place of articulation shared by the primary and secondary response syllables also increased the secondary-response latencies significantly. The observed effects were somewhat larger than in Experiment 1, suggesting that our modification of the response-priming procedure increased its sensitivity as intended. We therefore have more confidence that shared phonetic features may slow programming operations when a subject switches from a state of high preparation for one utterance to produce another utterance instead.
EXPERIMENT 1 The purpose of Experiment 3 was to examine how other structural aspects of the response syllables affect the magnitudes of response latencies and the impact of shared phonetic features. We again used VC syllables for the secondary responses. but the primary responses were CVC syllables. In particular, the phoneme is/ was appended to the first syllables of pairs in Table 1 . yielding a set of CVC,-VC, syllable pairs as shown in Table 4 , where the terminal stop consonants of the pairs again share various combinations of phonetic features. Our use of the CVC syllables, that is, "Sup, " "sub," "sut," and "sud," for the primary responses allowed us to address several issues arising from the results of Experiments 1 and 2.
First. the CVC syllables provided an additional control on subjects' physical articulatory adjustments for the primary responses (cf. Experiment 1). Regardless of what phonetic-feature relations existed between the terminal consonants of the CVC,-VC, syllable pairs, subjects had to adopt about the same vocal-tract configuration to produce the initial /s/ in the primary responses. This further ensured that any effects of those relations on the secondary-response latencies were due to central programming operations and not pcripheral factors. Second, the CVC syllables let us examine what happens when the tel.-minal consonants of the primary and KCondary responses are identical. In Experiments I and 2, it would not have been meaningful for subjects to perform with VC,-VC, syllable pairs whose terminal consonants were identical.
because it would have been theoretically and empirically difficult or impossible to distinguish production of the primary and secondary responses. However, in Experiment 3. the two types of response were always distinguishable by the presence or absence of an initial is/ as part of the utterance. Consequently, we can took at whether an identity between the VC components of the primary and secondary responses affects their laten- for example, the phonetic-feature effects might disappear completely.
Srlhjrcts.
Four new individuals participated as paid subjects. Each subject satisfied the latency and accuracy selection critcria. .4pputxtu.s, design. rind procdrrrc~.
The apparatus. design, and procedure were similar to those of Experiment 2. except for the modification just outlined in the structure of the primary responses. During a given trial block, each syllable pair from Table 4 was presented visually on two trials. The first member of a pair designated the primary response, and the second member designated the secondary response. Response latencies and accuracy were measured as a function of the phonetic-feature relations between the terminal consonants of the primary (CVC) response syllables and the secondary (VC) response syllables.
The principal results are shown in Table  5 . which presents mean latencies of correct responses and overall error rates.
Rrsportsr
Icttrncips.
Correct primary responses had latencies that averaged 178 milliseconds overall. The phonetic-feature relations between the terminal consonants of the primary-and secondary-response syllables did not affect the primary-response latencies significantly. Primary responses with a shared voicing feature were 2 2 6 milliseconds slower than ones without any shared features [F(l .S81 I < 1.0: p > .25]. Primary responses with a shared place-of-articulation feature were 5 f 6 milliseconds slower than ones without any shared features [F( 1.581) < I .O; p > ,751. Even an exact identity between the terminal consonants of the primary and secondary responses had no significant effect on the primary-response latencies. Primary responses with both shared voicing and shared place-of-articulation features wet-c I + 6 milliseconds faster than ones without any shared features [F(l.381) < 1.0: p > ,151.
Correct secondary responses had latenties that averaged 478 milliseconds overall. They were 300 i I8 milliseconds slower than the latencies of correct primary responses [F(l.3) = 277.8: p < .Ol]. Shared longer when they shared one phonetic feature with the primary response than when they shared no features [F(1,547) = 3.86; p < .OS]. These phonetic-feature effects were equally large regardless of whether they involved shared voicing or place of articulation.
The pattern of latencies across individual syllables was similar to what occurred in Experiment 2. On the other hand. an exact identity between the terminal consonants of the primary-and secondary-response syllables decreased the secondary-response latencies significantly.
Secondary responses were 15 t 7 milliseconds faster when the terminal consonants of the paired response syllables had both the same voicing and the same place of articulation than when their terminal consonants differed completely [F(1.547) = 3.85; p < .05]. This decrease occurred despite the latency increase caused by a single shared feature.
Error
rates.
There were 4.4% errors overall. For primary responses and for secondary responses considered separately, the error rates correlated positively with the mean latencies. Significantly more errors occurred when the responses had either shared voicing or shared place of articulation than when they had no shared features [F( 1.638) = 4.81. p < .05; and F(1.638) = 3.26, .05 < p c .lOl. Responses with both shared voicing and shared place of articulation yielded somewhat fewer errors than did those without any shared features, but the latter difference was not reliable [F( 1.638) < I .O: p > .25]. Again the errors on individual syllables tended to involve changing just a single feature (cf. Experiments I and 2, Results).
Disc,rrssion
The results of Experiment 3 replicate and extend those of Experiments I and 2. We continued to find increases of secondaryresponse latencies when the paired response syllables had different terminal consonants with shared features. The effects caused by shared voicing and by shared place of articulation were equally large and reliable. This supports our inference that shared features may slow the programming operations needed to switch from a prepared primary response to another secondary response. Adding an extra phoneme, lsi, to the start of the primaryresponse syllables did not alter the shared-feature effects. Thus, we also infet that subroutines for initial consonants of syllables may be programmed separately from those for terminal consonants.
In this context, it is noteworthy that an exact identity between the terminal consonants of the paired syllables actually speeded secondary responses rather than slowing them down. The pattern of results suggests that subjects may "strip off" the subroutine for an initial consonant (C) of a primary-response CVC syllable and use the remaining (VC) subroutines for an otherwise equivalent secondary response. without completely reprogramming their utterance. Such stripping is consistent with a theory proposed by MacKay (1972 MacKay ( . 1974 about syllable structure. According to him. CVC syllables contain an initial consonant group and a terminal vowel group with ;I vowel-consonant combination (cf. Kent. 1976b; Kozhevnikov & Chistovich. 1965) . He supported this theory by citing evidence from speech errors, where exchanges of phonemes often involve the initial consonants of neighboring syllables. An independence of subroutines for the initial consonant group and terminal vowel group of a primary syllable would make it easier to use the vowel group for other purposes. just as we found.
As mentioned previously (Experiment I. Discussion). however, one should not conclude that the components of a motor program for an utterance arc completely flexible. Subjects cannot, or at least do not, typically rearrange the routines associated with different syllables of a bixyllabic utter--ante to produce another utterance that ha\ a reversed syllable order (footnotc 6). Per-haps motor programs are rigid with respect to the relative order but not to the absolute serial positions of their components. so that subroutine "rearrangement" but not "stripping" is a difficult or impossible operation.
It is also instructive in other respects to compare the results for secondary responses that shared both voicing and place features with the primary responses ( Table  5 , top row! versus those that had only one shared feature (Table 5 , middle rows). Since a combination of two shared features yielded relatively short latencies, whereas single shared features yielded relatively long latencies, we may treat the responses with no shared features (Table 5 , bottom row) as constituting a type of "neutral" condition. Latencies greater than those obtained in the neutral condition could reflect inhibitory effects, and lesser latencies could reflect facilitative effects. allowing us to separately assess the "costs" and the "benefits" of shared phonetic features (Posner & Snyder. 1975 ). We will pursue this analysis further as part of the Genera! Discussion.
GENERAL

DISCUSSION
Two results from the three experiments are most intriguing. One is the inhibitory effect of shared phonetic features on secondary-response latencies. The other is a lack of any shared-feature effects on primary-response latencies. The overall pattern is summarized in Table 6 . which shows the feature effects for primary and secondary responses averaged across Experiments 2 and 3. our most comparable studies.
It seems doubtful that the inhibitory effects of shared phonetic features on secondary-response latencies stem merely from physical adjustments of the articulators (e.g., lips, tongue, and larynx) made to prepare for the primary responses. The experiments performed here a!! constrained subjects'
initial state of peripheral preparation by using primary syllables with con- (Tables 1 and 4) . they should cause the shared phonetic features to facilitate subjects' utterances of secondary responses, not inhibit them. For example, adjusting the tongue mechanically to speed production of the phoneme it/ for the primary response "ut" would likewise put subjects in a better position to produce the phoneme id/ of the secondary response "ud," which has the same place of articulation. However, we observed no such facilitation; a shared place feature increased secondary-response latencies rather than decreasing them. This leads us to reject an explanation of our results in terms of a peripheral-preparation hypothesis.'
' in some respects to ones proposed by MacKay (1970 MacKay ( , 1971 and Dell (1984) for speech production, and by Rumelhart and Norman (1982) for typing. It also resembles some models of speech perception and word recognition (Elman & McClelland, 1984 : McClelland & Rumelhart, 1981 . We assume that when programming operations prepare to produce a particular segment (e.g.. the phoneme /pi). an activation signal is transmitted in a top-down fashion to the appropriate phoneme node. which then activates its associated phonetic features and articulatory-control mcchanisms (e.g.. the labial and voiceless nodes). As part of the process. residual activation may also pass back upward from the feature nodes to other phoneme nodes in a bottomup fashion, partially activating them. Pro vision for an upward as well as downward flow of activation is included so that the network can handle performance in a variety of tasks besides speech production. for example.
short-term memory and speech perception, where articulatory mechanisms may be used (Hintzman. 1967 : Liberman et al.. 1967 Wickelgren, 1966) . The purpose of the lateral inhibitory links is to keep the residual activation below threshold at those nodes whose phonemes are not part of current stimuli or responses. This helps to prevent intrusions of spurious segments during input and output. As in certain sensory systems (Ratliff. 1961) . the lateral inhibition serves an important tuning function here.
The interactive-activation model accounts qualitatively for most of the results from Experiments I through 3. If the model is correct, then preparing to produce a designated primary VC or CVC syllable should inhibit the nodes of phonemes contained in other secondary VC syllables whose terminal consonants have some but not all of the same features as the primary syllable. To overcome the inhibition subsequently. more activation of the inhibited phoneme nodes must accrue before they pass \uff'iciently strong signals down through the net-work. The result would be an increase of the secondary-response latencies, which is what we found (Experiments 2 and 3). On the other hand. preparing to produce a designated primary CVC syllable should activate the nodes of phonemes associated with a secondary VC syllable whose vowel and terminal consonant are identical to those of the primary syllable. Consequently, the secondary-response latencies would be reduced in the latter case, just as we found (Experiment 3). This account extends naturally to handle the production of bisyllabic primary and secondary responses as well (Experiment 1).
The results of Experiments 1 through 3 and the interactive-activation model may be related to a variety of other empirica phenomena obtained in research on speech production, perception, and manual performance.
Ton,q:rlr tki'ixter's, sprech erwrs, icnd ~~phusir~. As mentioned earlier, Bradshaw f 1970) reported that subjects' rate of production was slower for extended utterances like .'thah, nah, thah, nab," than for ones like "vah, nah. vah, nah." He attributed the observed difference to the fact that the former utterance contains initial consonants with similar places of articulation whereas the latter does not. In effect. a shared place-of-articulation feature appears to induce disruptive tongue twisting. This phenomenon occurs likewise for betterknown utterances such as the infamous phrases '-Peggy Babcock Peggy Babcock Peggy Babcock" (Butterworth Br Whittaker, 1980) and "unique New York unique New York unique New York" (Schoroup, 1973) . which involve repetitions of similar pface features that cause speech hesitations and errors. While the rate reduction and slips of the tongue associated with alternation between similar places of articulation could be due at least partly to peripheral aspects of production.
for example. muscular fatigue. some of the difficulty might arise instead from lateral inhibitory links among phoneme nodes.g Similarly, the interactive-activation model could explain patterns of speech errors that occur in ordinary discourse and in utterances produced by certain types of aphasics. Investigators have found that exchanges and substitutions of phonemes under natural conditions tend to be most prevalent when the phonemes share phonetic features (Fromkin. 1971; MacKay, 1970; Shattuck-Hufnagel & Klatt, 1979) . For example, analyses of confusion matrices reveal more slips of the tongue involving the pairs of phonemes lpi-/t/ and /p/-lb/ than involving lpi-id/. Broca's aphasics exhibit the same sorts of confusion (Blumstein, 1973; Trost & Canter, 1974) . These normal and pathological errors might stem from inhibitory links not suppressing residual activation enough at the level of adjacent phoneme nodes (cf. MacKay, 1970, I97 11." Mllrzrral /7c~r~blnrancr. Principles of the interactive-activation model also apply to other domains of motor control, not just speech production.
Using a responsepriming procedure related to ours, Rosenbaum and Kornblum (1982) studied the performance of subjects who operated keys by pressing the index and middle fingers of their right and left hands. On each trial. there was a primary response (e.g.. a left index-finger keypress) and an alternative Nager, 1975) , suggest a close correspon-2. Given this representation, preparing to dence between the phoneme nodes. phoproduce a keypress with a finger on the netic-feature nodes, and/or lower-level right (or left) hand might inhibit keypresses mechanisms used to perceive and produce by other fingers on the same hand. The in-speech. This is consistent with various thehibition could arise through a set of lateral ories in which perceptual-motor links have links between adjacent keypress nodes, just been proposed between speech production as it does for phoneme nodes with shared and perception (Pant. 1967 Meyer. 1984; Meyer & Gordon, 1983 , 1984 and perception, the inMeyer. Gordon, & Benson, in preparation) .
teractive-activation model also suggests we have discovered strong connections besome interesting directions for future retween the perception and production of search. Our formulation of the model asphonemes with shared phonetic features.
sumes that activation from higher-level Some of these experiments incorporated a units of speech (e.g., syllables) flows to a modification of the response-priming proset of phoneme nodes, which in turn acticedure used here. Subjects had to prepare vate lower-level phonetic-feature nodes and for articulating a designated primary-rearticulatory-control mechanisms. This forsponse syllable. Following the preparation mulation glosses over certain complesitie\ interval, either a high-pitch response signal of serial order and allophonic variation. In particular, it ignores the fact that the physical realization of stop consonants such as lpi. lbl. itl. and Id/ depends on their serial position within a syllable (Ladefoged, 1975) . The articulatory and acoustic correlates of voicing, for example, differ as a function of whether a consonant is initial, medial, or terminal. Additional constraints therefore need to be built into the model to accommodate such differences. It might be appropriate to replace the "phoneme nodes" of Figure 2 with segment nodes marked for serial order, making them more closely resemble "context-sensitive" allophones (Dell, 1984 : Wickelgren. 1969 ). It might also be appropriate to differentiate the phonetic-feature nodes further, acknowledging that the correlates of features such as voicing and place of articulation depend on serial order and other contextual factors (cf. footnote I).
Further empiricaf research should guide these refinements, To be specific, one could examine subjects' performance in producing primary and secondary vocal responses that consist of CVC syllables. If the current version of the model (Figure 2 ) is correct, then subjects ought to have greater difficulty producing syllables like "bad" and "pat" as opposed to "pad" and "bat." This is because the former syllables, but not the latter. have initial and terminal stop consonants with a shared voicing feature and are consequently more susceptible to effects of lateral inhibition. !Jnder a model that has position-specific segment and feature nodes, however, such inhibition need not necessarily occur across serial positions. Thus, if no latency differences were to emerge during production of the various CVC syllables, then the extended version of the mode1 would gain support over the original version. Likewise, it would be worthwhile to collect more data regarding the production of consonant clusters (e.g.. 'pt!. i'mp/. and ispi) and to elaborate the model based on them."' I" We thank D. G. MacKav for bringing these point5 lmof-c fully to our attention.
CONCLUSION
The response-priming procedure provides a valuable tool for supplementing previous data on speech production. It is sufficiently sensitive and flexible to reveal fine details of how elementary linguistic units are programmed centrally before articulation begins peripherally. There seem to be significant excitatory and inhibitory interactions between the mechanisms that control the top-down and bottom-up flow of information regarding phonemes and phonetic features. These interactions would not necessarily be as apparent from other phenomena like speech errors, rate, or coarticulation.
With further refinement, perhaps the response-priming procedure will tell us even more about the programming of phonetic features and other important linguistic units.
