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Abstract
In earlier work involving cycles in Generalized Petersen Graphs, we noticed some unexpected instances of P(m, k) ∼= P(m, l).
In this article, all such instances are characterized. A formula is presented for the number of isomorphism classes of P(m, k).
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction and definitions
We consider the question of ascertaining, for given m, which pairs (k, l) have the property that P(m, k) is
isomorphic to P(m, l). In the case of graphs G and H with the same numbers of vertices and edges, the isomorphism
problem can be notoriously difficult. If G and H differ in any respect, chromatic number, diameter, chromatic index,
clique number, etc., then certainly G and H are not isomorphic. But if no parameter can be found where G and H
differ, no conclusion follows, and the search for an isomorphism is computationally very complex.
Many standard graph theory terms are assumed. We pause to define a few others which we use throughout the
article.
Definition 1. For m ≥ 3, k < m, k ≥ 1 and k is relatively prime to m, the generalized Petersen Graph P(m, k)
is defined as follows: It contains the vertex set: {v1, v2, . . . , vm} ∪ {w1, w2, . . . , wm}. It contains the edge sets:
{viwi }, {vivi+1}, {wiwi+k} for every i , where subscript addition is modulo m.
In what follows, we refer to the vi ’s as the “outside” vertices, the wi ’s as the “inside” vertices, and following
Castagna and Prins [1] we refer to each viwi as a “spoke” which will be denoted as Si .
Algorithms were demonstrated in the previous work [3] to construct cycles. The notations for particular operations
in these algorithms will be as follows:
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Notation:
↓ vi → wi move inside
↑ wi → vi move outside
+ vi → vi+1 move clockwise; or
wi → wi+k move clockwise
− vi → vi−1 move counterclockwise; or
wi → wi−k move counterclockwise
Frequently, these symbols or blocks of these symbols will be exponentiated to indicate iterations.
Definition 2. The Euler Phi-function, ϕ, is defined for n ≥ 1 by:
ϕ(n) = the number of positive integers less than or equal to n which are relatively prime to n.
2. Additive and multiplicative inverses
In our investigation of cycle questions for Generalized Petersen Graphs, P(m, k) [3], it was noticed that for fixed
m, it sometimes happens that P(m, k) is isomorphic to P(m, l) even when k 6= l. It is trivially true when k+l = m, but
the other occurrences seemed mysterious. Why, for example, is P(13, 4) ∼= P(13, 3)? Why is P(15, 2) ∼= P(15, 7)?
In every instance, we observed that either l ≡ ±k mod m or kl ≡ ±1 mod m. This observation led to Theorem 1,
which, upon searching, we found, had already been proven by Watkins [4]. More importantly, the observation led
to the interesting question: For fixed m, how many distinct isomorphism classes of P(m, k) are there, where k is
relatively prime to m and 2 ≤ k ≤ m − 2? This article is devoted entirely to this question. After presenting our
proof of Watkin’s Theorem, we prove the converse, that is, if P(m, k) ∼= P(m, l) with k, l relatively prime to m,
then either l = k, l = m − k, or kl = ±1 mod m. Frucht, et al. [2] proved that for k ≥ 3, with a tiny handful of
exceptions, automorphisms of P(m, k) have quite a rigid structure. Wanting to use such a structure in investigating
isomorphism classes, we proved the comparable result for k = 2, using an approach involving pairs of dominating
m-cycles. Synthesizing all this has resulted in a satisfactory characterization of the number of isomorphism classes of
P(m, k) for fixed k. We begin assembling the required information with the following theorem:
Theorem 1. Let m > 3 and k, l relatively prime to m with kl ≡ 1 mod m. Then P(m, k) ∼= P(m, l).
Proof. Label P(m, k) with outer m-cycle {vi }mi=1 and inner m-cycle {wi }mi=1. Label P(m, l) with outer cycle {xi }mi=1
and inner cycle {yi }mi=1 where vi is adjacent to vi+1 and xi is adjacent to xi+1,wi is adjacent towi+k and yi is adjacent
to yi+l for all i and subscript arithmetic is modulo m. Define ϕ : P(m, k) → P(m, l) by ϕ(vi ) = y1+(i−1)l and
ϕ(wi ) = x1+(i−1)l where 1 ≤ i ≤ m. Clearly, ϕ is one-to-one and onto. We must show that ϕ preserves adjacency.
It is clear that for every i , ϕ(vi ) is adjacent to ϕ(wi ). Consider ϕ(vi ) and ϕ(vi+1). These are y1+(i−1)l and y1+il
respectively, and these are adjacent since the subscripts differ by l. Consider ϕ(wi ) and ϕ(wi+k). These are x1+(i−1)l
and x1+(i+k−1)l respectively. The subscripts are 1+il−l and 1+il−l+kl, which is 1+il−l+1 since kl ≡ 1 mod m.
Hence the two vertices are adjacent and ϕ is an isomorphism. 
The theorem seems not to be well known. It was first proven by Watkins [4]. After discovering the proof,
independently, we found his much earlier proof buried in a lemma. Our isomorphism is essentially identical to his, but
we have provided details he omits as routine.
3. Pairs of complementary dominating m-cycles
In this section, the focus will be a search for dominating m-cycles in P(m, 2), that is, m-cycles C for which every
vertex not in C is adjacent to some vertex of C . It is clear that every P(m, 2) contains at least two such m-cycles
specifically the {vi } and the {wi }. In the case m = 5 there are many such m-cycles in the Petersen Graph, but, as
we shall see, this is exceptional. Of particular interest will be the situation in which a dominating m-cycle, C , has a
complement which is also a dominating m-cycle. Again, in every P(m, 2) the {vi } and the {wi } are such m-cycles.
If m > 5, it will be shown here that these are the only such m-cycles. This will have important consequences for
investigating the isomorphisms of Generalized Petersen Graphs.
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Lemma 2. If C is a dominating m-cycle, in P(m, k), then
1. C contains no chord;
2. Every vertex not in C is adjacent to exactly one vertex of C.
Proof. Since P(m, k) is cubic, there are exactly m edges from C to vertices not in C . A chord or a vertex dominated
twice leads to a contradiction. 
Lemma 3. If C is a dominating m-cycle in P(m, k) with m > 5 then, for no value of i , C does not contain 3
consecutive spokes.
Proof. If C contains edges v1w1, v2w2 and v3w3, then all 6 of these vertices lie on C and at least one of the edges
v1v2, v2v3, v2w2 is a chord. 
Lemma 4. If C is a dominating m-cycle in P(m, 2) with m > 5 then C does not contain spokes viwi and vi+2wi+2.
Proof. If C contains both, say WLOG v1w1 and v3w3, then by Lemma 3, C does not contain spoke v2w2. If v2 lies
on C , edges v1v2 and v2v3 must lie on C . But now w1 and w3 are on C and are adjacent, so to avoid the edge w1w3
being a chord, we conclude that w1w3 is an edge of C . Hence C contains the 5-cycle v1 − v2 − v3 − w3 − w1 − v1,
contradicting m > 5. We conclude that v2 does not lie on C . But now v2 is doubly dominated, contradicting Lemma 2.

Theorem 5. If C is a dominating m-cycle in P(m, 2) and C contains any two consecutive spokes then m is an odd
multiple of 5 and C is given by the algorithm: (↓ +2 ↑ +)m5 .
Proof. Suppose that spokes Si and Si+1 lie on C . By Lemma 3, Si+2 does not lie on C , and by Lemma 4, Si+3 does
not lie on C . Since there exists no chord, vivi+1 lies on C . C does not contain vi+2, or else there would be a chord. C
does not contain edge wiwi+2, for if so vi+2 would be doubly dominated. So, C must contain wi+1wi+3. Since spoke
Si+3 is not on C , C must contain edge wi+3wi+5. Consider vertices wi+4 and vi+4. If any of these vertices were on
C , then either wi+2, or vi+3 would be double dominated. We now know that spokes Si+2, Si+3, and Si+4 do not lie
on C , but edges wi+1wi+3 and wi+3wi+5 do. If vi+4 is to be dominated, vi+5 must lie on C . Thus if vi+5 is on C and
wi+5 is on C , the spoke Si+5 must be on C to avoid a chord. Now since vi+4 is not on C , the edge vi+5vi+6 must be
on C . Similarly, if wi+4 is to be dominated, wi+6 must lie on C . Thus if vi+6 and wi+6 are on C , the spoke Si+6 must
lie on C . So spokes Si+5 and Si+6 are two consecutive spokes on C .
Summarizing, we know that if spokes Si and Si+1 lie on C , then spokes Si+2, Si+3, and Si+4 do not lie on C but
spokes Si+5 and Si+6 do lie on C . It follows that if a dominating cycle contains consecutive spokes, say S1, S2, then
C contains for every j , all spokes S5 j+1 and S5 j+2 and no spoke S5 j+3, S5 j+4, and S5 j+5. We must show that m is an
odd multiple of 5. Since m is relatively prime to 2, certainly m is odd. If m = 5k + r with 0 ≤ r ≤ 4, we will rule out
1 ≤ r ≤ 4.
S1 and S2 are on C . For every i , S1+5i and S2+5i are on C . Specifically, S1+5k and S2+5k lie on C .
If r = 1, we have S2, which is on C , equal to S5k+3, which is not on C .
If r = 2, we have S1, which is on C , equal to S5k+3, which is not on C .
If r = 3, we have S1, which is on C , equal to S5k+4, which is not on C .
If r = 4, we have S1, which is on C , equal to S5k+5, which is not on C .
Hence r = 0 and indeed m is an odd multiple of 5.
We now show that the algorithm (↓ (+)2 ↑ +)m5 yields a dominating cycle. Certainly this algorithm traverses
5(m5 ) = m edges. Beginning at vi , each iteration of (↓ (+)2 ↑ +) visits the following vertices: vi → wi → wi+2 →
wi+4 → vi+4 → vi+5. Hence k iterations beginning at v1 end at v1+5k , so m5 iterations terminate at v1+m = v1. Since
indices of visited vertices increase, there are no repetitions, and this is indeed a cycle.
It remains to show that C is a dominating cycle. The vertices not on C are the vertices v5 j+3, v5 j+4, v5 j+5, w5 j+3,
w5 j+5 for various j . These are dominated respectively by the vertices v5 j+2, w5 j+4, v5 j+6, w5 j+1, w5 j+7. 
The proof of Theorem 5 has an interesting corollary.
Corollary 6. If P(m, 2) has a dominating m-cycle whose complement is a dominating m-cycle, then m = 5.
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Fig. 1. ϕ(V ) cycle.
Proof. In the construction of the above Theorem, the vertices v5 j+3 → w5 j+3 → w5 j+5 → v5 j+5 → v5 j+4 →
v5 j+3 form a 5-cycle. 
In what follows the symbols “V” and “W” will be used to denote the vertex sets {vi }mi=1 and {wi }mi=1, respectively. In
situations where more than one Generalized Petersen Graph is being considered, a similar convention will be adopted
with an upper case letter denoting the set of all subscripted vertices with the corresponding lower case letter.
Theorem 7. If m > 5, and ϕ : P(m, 2)→ P(m, 2) is an automorphism, then either ϕ(V ) = V or ϕ(V ) = W.
Proof. Since V is a dominating m-cycle whose complement W is a dominating m-cycle, it follows that ϕ(V ) is a
dominating m-cycle whose complement is also. By Theorem 5, and Corollary 6, the only such dominating m-cycles
are V and W . So ϕ(V ) = V or ϕ(V ) = W . 
4. Clean automorphisms and special cases
Frucht, et al. [2] have shown that if P(m, k) with m relatively prime to k and 2 ≤ k ≤ m − 2, is a Generalized
Petersen Graph with dominating cycles V and W , and if ϕ : P(m, k) → P(m, k) is an automorphism, then, unless
(m, k) ∈ {(5, 2), (8, 3), (10, 3), (12, 5), (24, 5)}, either ϕ(V ) = V or ϕ(V ) = W . We use the designation “clean” to
describe such automorphisms, and more generally:
Definition 8. If V and W are a pair of complementary dominating m-cycles of P(m, k) and X and Y are such a pair
for P(m, l), then we say that an isomorphism ϕ : P(m, k)→ P(m, l) is “clean” if ϕ(V ) = X or ϕ(V ) = Y .
By Theorem 7 and Frucht, et al. [2] we know that except for a small handful of values of m, any automorphism
ψ : P(m, k)→ P(m, k)must be clean. We wish to extend this idea to any isomorphism ϕ : P(m, k)→ P(m, l). This
might seem to be a trivial consequence of the two mentioned results since, in this case, one might simply observe that
P(m, k) “is” P(m, l) and apply the theorem. But, if the complementary dominating m-cycles in P(m, k) are {vi }’s
and {wi }’s, the “redrawing” of P(m, k) as P(m, l) might have complementary dominating m-cycles which contain
both vi ’s and wi ’s. We show that this is not the case.
Theorem 9. If m > 5, m 6∈ {8, 10, 12, 24}, 2 ≤ k, l ≤ m − 2, k, l relatively prime to m, and ϕ : P(m, k)→ P(m, l)
is an isomorphism, then ϕ is clean.
Proof. We denote the complementary dominating m-cycles in P(m, k) with vi ’s and wi ’s as usual and the cycles in
P(m, l) with xi ’s and yi ’s. Viewed this way, the task is to show that either ϕ(V ) = X or ϕ(V ) = Y . If not, then the
image ϕ(V ) is an m-cycle in P(m, l)which contains at least 2 spokes, and WLOG one such spoke is S1 = x1y1. Again,
WLOG ϕ(v1) = x1. Now either ϕ(v2) = y1 or ϕ(v2) = x2. See Fig. 1 where some of the edges of ϕ(V ) are indicated
in bold. There is no significant loss of generality in assuming that ϕ(v2) = x2, and it follows that ϕ(vm) = y1. The
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cycle ϕ(V ) follows along the xi ’s, perhaps returning to yi ’s immediately along spoke S2, but eventually it must return





ϕ(v j )→ x j
ϕ(v j+1)→ y j .
Consider the rotation automorphism R : P(m, l) → P(m, l) defined by R(xi ) = xi+1 and R(yi ) = yi+1. The
composition ϕ−1 ◦ R ◦ ϕ is an automorphism of P(m, k). Hence by Theorem 7 and Frucht, et al. [2], ϕ−1 ◦ R ◦ ϕ is
clean.
But, ϕ−1 ◦ R ◦ ϕ(v1) = ϕ−1 ◦ R(x1) = ϕ−1(x2) = v2
and ϕ−1 ◦ R ◦ ϕ(v j ) = ϕ−1 ◦ R(x j ) = ϕ−1(x j+1).
We claim that ϕ−1(x j+1) = wi for some i . To see this, note that x j+1 is not on the cycle ϕ(V ), because, if it
were, the edge x j x j+1 would be a chord of this dominating cycle. Note that if x j+1 is not on the cycle ϕ(V ), then
ϕ−1(x j+1) ∈ W . Hence we have shown that, under the automorphism ϕ−1 ◦ R ◦ ϕ, v1 → v2 and v j → wi for some
i, j . Hence we have an unclean automorphism, which is impossible and the theorem is proven. 
5. Characterizations of isomorphism classes
As previously noted there are pairs (k, l) such that P(m, k) ∼= P(m, l). We are now in the position to characterize
all such pairs. It will be evident that the notion of a clean isomorphism is the key.
Theorem 10. Let m ≥ 5. Let k and l be relatively prime to m, and 2 ≤ k, l ≤ m − 2. If P(m, k) ∼= P(m, l), then
either l ≡ ±k mod m or kl ≡ ±1 mod m.
Proof. In order to invoke Theorem 9, we first dispose of the cases m = 8, 10, 12, 24 omitted from Frucht, et al. [2]. If
m = 8 {k, l} ⊆ {3, 5}
m = 10 {k, l} ⊆ {3, 7}
m = 12 {k, l} ⊆ {5, 7}
In any of these cases, l ≡ ±k mod m. In the case m = 24, we have used the Combinatorica package in
Mathematica [5] to ascertain the isomorphisms among the various graphs P(24, k) with k ∈ {5, 7, 11, 13, 17, 19}.
Clearly,
P(24, 5) ∼= P(24, 19)
P(24, 7) ∼= P(24, 17)
P(24, 11) ∼= P(24, 13).
The command
Isomorphism[GeneralizedPetersenGraph[24,k],GeneralizedPetersenGraph[24,l],All] returned ∅
for k = 5, l = 7
for k = 5, l = 11
for k = 7, l = 11,
completing the verification of the statement of the theorem for m = 24.
Now, suppose that m 6∈ 8, 10, 12, 24. Let ϕ : P(m, k)→ P(m, l) be an isomorphism. We use V and W to denote
the outer and inner m-cycles of P(m, k) and X and Y to denote the outer and inner m-cycles of P(m, l), respectively.
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By Theorem 7, ϕ(V ) = X or ϕ(V ) = Y . If ϕ(V ) = X , then, since rotations are automorphisms, there is no loss of
generality in assuming ϕ(v1) = x1. Since ϕ(V ) ⊆ X , we have ϕ(v2) ⊆ {x2, xm}. We consider the case ϕ(v2) = x2.
An easy induction now shows that ϕ(vi ) = xi for all i . Now for every i , vi has only one neighbor wi in W , so ϕ(wi )
must be the one neighbor of xi in Y , that is ϕ(wi ) = yi for each i . Each wi has wi+k as a neighbor of yi = ϕ(wi ).
But yi has in Y only the neighbors yi+l and yi−l . So either ϕ(wi+k) = yi+l or ϕ(wi+k) = yi−l .
Consider ϕ(vi+k) = xi+k . Hence xi+k is adjacent either to yi+l or to yi−l . But the only neighbor of xi+k in Y is
yi+k . So yi+k ∈ {yi+l , yi−l} mod m, i + k ∈ {i + l, i − l} mod m, and k ∈ {l,−l} mod m.
If ϕ(v2) = xm , the cases are entirely parallel.
Now we suppose that ϕ(V ) = Y . Again, WLOG ϕ(v1) = y1. Either ϕ(v2) = y1+l or ϕ(v2) = y1−l .
We consider the case ϕ(v2) = y1+l . By an easy induction ϕ(vi ) = y1+(i−1)l for each i . Since w1 is adjacent to v1,
ϕ(w1) must be adjacent to y1 = ϕ(v1). That is ϕ(w1) = x1. Now either ϕ(w1+k) = x2 or ϕ(w1−k) = x2. It follows
that either ϕ(v1+k) or ϕ(v1−k) is y2. But ϕ(v1+k) = y1+kl and ϕ(v1−k) = ϕ(v1+(m−1)k) = y1+(m−1)kl = y1+mkl−kl =
y1−kl .
Hence either 2 ≡ 1+ kl mod m or 2 ≡ 1− kl mod m, so kl ≡ ±1 mod m.
In the case ϕ(v2) = y1−l , the cases are again parallel. 
In combination with the trivial observation that P(m, k) is isomorphic to P(m,m − k) we have a good beginning
in the search for the isomorphism classes of P(m, k) for various k relatively prime to m.
Typical isomorphism classes can be expected to have at least four members since, if kl ≡ 1 mod m, we have
P(m, k), P(m, l), P(m,m − k) and P(m,m − l) all isomorphic. In those instances when k2 ≡ ±1 mod m, we have
an isomorphism class with only 2 members. To avoid repetition, we note that P(m, 1) and P(m,m − 1) constitute a
complete isomorphism class for every m. This follows since these graphs have 4-cycles and no other P(m, k) with k
relatively prime to m has cycles shorter than 5-cycles. Consider m = 7. For k = 2, 3, 4, 5, the graphs P(7, k) are all
isomorphic since 2 × 4 ≡ 1 mod 7; 2 + 5 ≡ 0 mod 7; and 3 + 4 ≡ 0 mod 7. Hence for m = 7 there are essentially
only two Generalized Petersen Graphs, P(7, 1) and P(7, 2).
When m = 9, we consider k = 2, 4, 5, 7. Again, 2× 5 ≡ 1 mod 9; 2+ 7 ≡ 0 mod 9; and 4+ 5 ≡ 0 mod 9. Hence
there are essentially only two Generalized Petersen Graphs, P(9, 1) and P(9, 2).
Similarly, when m = 11, P(m, k) with k ∈ {3, 4, 7, 8} are all isomorphic as P(m, k) with k ∈ {2, 5, 6, 9}. But,
these isomorphism classes are distinct, since P(11, 2) contains 5-cycles and P(11, 3) does not. Hence there are exactly
three Generalized Petersen Graphs P(11, 1), P(11, 2), and P(11, 3).
Now, when m = 13, we encounter the situation, mentioned above, that 5 + 8 ≡ 0 mod 13 and 52 ≡ −1 mod 13,
and we see that {5, 8} is a separate isomorphism class. Indeed reasoning as above, we tentatively guess the classes are
as follows: {5, 8}, {2, 6, 7, 11}, and {3, 4, 9, 10}. Now, P(13, 2) has 5-cycles; P(13, 3) has no 5-cycles; P(13, 5) has
no 5-cycles; P(13, 3) has 6-cycles; and P(13, 5) has no 6-cycles. It follows that there are exactly four Generalized
Petersen Graphs P(13, k) with k relatively prime to 13.
Generalizing these remarks, we offer the following enumeration of the number of isomorphism classes of P(m, k)
for fixed m. In stating Theorem 11, we allow k ∈ {1,m − 1}. It is clear that these two constitute a single isomorphism
class.
Theorem 11. If m ≥ 5, then there are exactly ϕ(m)+κ4 isomorphism classes of P(m, k) where
1. k is relatively prime to m.
2. ϕ is the Euler phi-function.
3. κ is the number of solutions to x2 ≡ ±1 mod m.
Proof. Typical isomorphism classes can be expected to contain four members P(m, k), P(m,m − k), P(m, l), and
P(m,m − l) where kl ≡ 1 mod m. We must consider the possibility of repetitions in this list. It never happens
that k = m − k, for this would mean m = 2k violating the condition that k is relatively prime to m. Hence each
isomorphism class contains either 2, 3, or 4 elements. Suppose that k = l. Then k2 = 1, so k is among the items
enumerated in κ . In this case m − k = m − l, so there are exactly 2 items in the isomorphism class of P(m, k).
Similarly, if l = m − k, then k = m − l and again there are exactly 2 items in the isomorphism class. We now know
that every isomorphism class consists of either 2 or 4 items, and the classes of 2 items consist of graphs P(m, k)where
k2 ≡ ±1 mod m. Since there are exactly ϕ(m) numbers relatively prime to m, the number of isomorphism classes is
κ
2 + ϕ(m)−κ4 = ϕ(m)+κ4 . 
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