A Toeplitz operator with symbol G such that det G = 1 is invertible if there is a non-trivial solution to a Riemann-Hilbert problem Gφ + = φ − with φ + and φ − satisfying the corona conditions in C + and C − , respectively. However, determining such a solution and verifying that the corona conditions are satisfied are in general difficult problems. In this paper, on one hand, we establish conditions on φ ± which are equivalent to the corona conditions but easier to verify, if G ±1 are analytic and bounded in a strip. This happens in particular with almost-periodic symbols. On the other hand, we identify new classes of symbols G for which a non-trivial solution to Gφ + = φ − can be explicitly determined and the corona conditions can be verified by the above mentioned approach, thus obtaining invertibility criteria for the associated Toeplitz operators.
Introduction

Invertibility of Toeplitz operators with symbol G ∈ (L ∞ (R))
is equivalent to the existence of a canonical Wiener-Hopf (or generalized) factorization of G. Let us then start by defining this type of matrix factorization.
Let H ± p , 1 < p < ∞, denote the Hardy spaces H p (C ± ) and let us identify each function φ ± ∈ H ± p with its boundary-value on R (which is a function in L p (R)). We have then
and we denote by P + the projection of L p (R) onto H + p parallel to H − p and by P − its complementary projection, P − = I − P + .
Let moreover
By a Wiener-Hopf factorization of G ∈ (L ∞ (R)) 2×2 (relative to L p (R)) we mean a representation [7, 10] 
where D is a rational diagonal matrix of the form (1.7)
We will usually omit referring to L p (R) and simply say that (1.3) is a Wiener-Hopf factorization. The integers k 1 and k 2 in (1.4) are called the partial indices of G and their sum is the total index of G (ind G = k 1 + k 2 ). If det G ∈ C(Ṙ), then ind G is the winding number of det G relative to 0, i.e., ind G = ind(det G).
The factorization (1.3) is said to be canonical if k 1 = k 2 = 0 and bounded if G ±1 + and G
±1
− belong to the Hardy spaces (H + ∞ ) 2×2 = (H ∞ (C + )) 2×2 and (H − ∞ ) 2×2 = (H ∞ (C − )) 2×2 , respectively. It is well known [7, 10] that G ∈ (L ∞ (R)) 2×2 admits a Wiener-Hopf factorization relative to L p (R) iff the Toeplitz operator
is Fredholm; the Wiener-Hopf factorization is canonical iff T G is invertible. This is one reason explaining why a lot of effort has been done to develop new criteria of existence of such a factorization, as well as new methods for explicitly obtaining it.
Since there is no general answer to this problem, the approach to its study depends mainly on the type of symbol associated with the Toeplitz operator and some classes of symbols have attracted particular attention in the literature. This is the case, for instance, of Toeplitz operators with oscillatory symbols, intimately connected with finite interval convolution operators, which are an important class presenting great difficulties.
A relevant step forward in this field was recently accomplished by using the corona theorem, which is of great value both from the point of view of Complex Analysis and Operator Algebras, as a tool to determine conditions for invertibility of Toeplitz operators (and even expressions for the inverse operator, if two associated corona problems can be solved). To state the main result in this direction, we start by defining the following classes. Definition 1.1. Let H ± ∞ = H ∞ (C ± ) denote the Hardy spaces of bounded analytic functions in C ± . We define
and if φ ± ∈ CT ± we say that (φ 1± , φ 2± ) is a corona pair in C ± .
By the corona theorem (cf. [8] ), if (φ 1+ , φ 2+ ) ∈ CT + , then there exists a pair (φ 1+ ,φ 2+ ) ∈ (H + ∞ ) 2 such that φ 1+φ1+ + φ 2+φ2+ = 1 in C + (and analogously in C − , if (φ 1− , φ 2− ) ∈ CT − ). For matrix symbols G ∈ (L ∞ (R)) 2×2 such that det G admits a bounded canonical Wiener-Hopf factorization, in which case we can assume without loss of generality that det G = 1, the following result was shown in [1] :
If there is a non-trivial (i.e., non-zero) solution to the Riemann-Hilbert problem
It should be noticed that, if G belongs to a class of functions such that a Wiener-Hopf factorization, when it exists, is bounded, then the conditions of Theorem 1.2 are necessary and sufficient for existence of a canonical Wiener-Hopf factorization. Furthermore, a generalization of the above result was obtained in [4] for the case where det G admits a non-canonical bounded factorization.
However, these results are useful only if a non-trivial solution to (1.10) can be found and if it is possible to check whether or not φ + and φ − are corona pairs. None of these difficult questions has yet an answer, except in very particular cases.
In this paper, on the one hand, we establish conditions on the solutions to (1.10), φ ± , which are equivalent to, or imply the corona conditions, but are simpler to verify, by taking advantage of some properties of G. In fact, to verify that φ ± ∈ CT ± , we must show that φ 1+ and φ 2+ do not approach 0 simultaneously in the upper half-plane and analogously for φ 1− and φ 2− in the lower half-plane. This is generally difficult or even impossible to do directly, given the usually complicated expressions of those functions. However it turns out that, in several important cases, it is easy to see whether φ 1+ , φ 2+ can approach 0 simultaneously in C + + iε 1 if ε 1 > 0 is big enough (and analogously for φ 1− , φ 2− in C − − iε 1 ). Therefore, we are reduced, in those cases, to studying the behaviour of φ 1± , φ 2± in a strip in the complex plane. In Section 2 we show that, if the elements of G ±1 are analytic and bounded in a strip S = {z ∈ C:
where γ = det G and a, d, c are elements of G, are equivalent. This means that, as far as approaching 0 simultaneously in S is concerned, we are free to choose a particular pair of functions which is easier to study (for instance, only φ 1+ and φ 2+ ).
It should be noticed that several important classes of symbols present the above mentioned property of analyticity in a strip, namely almost-periodic symbols which have attracted great attention in mathematical publications [1, 5, 6, [11] [12] [13] , see [3] for more references.
If the solutions to (1.10) are almost-periodic polynomials, then it is easy to know their behaviour "at infinity." In Section 3 we show that, through an appropriate change of variables, we may be able to reduce the verification of the corona conditions in a strip to the study of the common zeros of two polynomials.
An interesting aspect here is the interplay between classical Real Analysis and Functional Analysis which is put in evidence in the way these results are proved.
On the other hand, we identify new classes of symbols G for which a non-trivial solution to (1.10) can explicitly be obtained and the corona conditions can be verified, thus obtaining invertibility criteria for the associated Toeplitz operators. This is done in Section 4, where we apply the previous results in two different perspectives, allowing us to study new classes of Toeplitz operators with almost-periodic symbols, as well as some non-almost-periodic ones.
Corona conditions on a strip and the corona theorem
We start by establishing some notation regarding complex functions which are analytic in a strip.
we say that H ∞ (S −ε 2 ,ε 1 ) is the Hardy space of functions that are analytic and bounded in S −ε 2 ,ε 1 .
If these conditions are satisfied and φ ± ∈ (H ± ∞ ) 2 are non-trivial solutions to
then φ + admits an analytic and bounded extension to C + − iε 2 and φ − admits an analytic and bounded extension to C − + iε 1 (which we denote by φ ± as well, respectively). Taking this into account, we can state the following.
We prove only (2.5), since (2.6) can be obtained analogously. Let us assume that
then there is a sequence (ξ n ) n∈N of points in S such that
Since, according to (2.3) and (2.7),
and both a and b are analytic and bounded in S, we have also φ 1− (ξ n ) → 0, which implies that
The next theorem shows that several conditions that we might call of "corona type" are equivalent in a strip S −ε 2 ,ε 1 , with ε 1 , ε 2 ∈ [0, +∞[, so that we are free to choose different pairs of functions in the set {φ 1+ , φ 1− , φ 2+ , φ 2− } to express the same property. 
Let moreover φ ± = (φ 1± , φ 2± ) ∈ (H ± ∞ ) 2 be such that Gφ + = φ − . Then the following propositions are equivalent:
Proof. First we remark that, in (iii) and (iv), then, for some sequence (ξ n ) with ξ n ∈ S for all n ∈ N, we have
Since
where γ −1 , a, b, c, d are bounded in S, we must have also
, where the right-hand side of this equality is understood as the analytic extension at any point where c vanishes.
(
As a consequence of Theorem 2.3, we have the following.
and one of the conditions
. By Theorem 2.3, we conclude that
Analogously, as φ − ∈ CT − , we have
From (2.10) and (2.11) we conclude that
So condition (ii) of Theorem 2.3 is satisfied and it is clear that (2.8) and (2.9) also hold.
Conversely, if one of the conditions (i)-(iv) in Theorem 2.3 holds, then (i)
and (ii) both hold which, together with (2.8) and (2.9), implies that φ ± ∈ CT + . 2
We remark that for several important classes of matrix symbols G, the behaviour "at infinity," which is translated by conditions (2.8) and (2.9), is easy to study for big enough ε 1 , ε 2 . Therefore, verifying that φ ± ∈ CT ± (which implies the invertibility of the Toeplitz operator with symbol G when det G = 1) is reduced to verifying one of the conditions (i)-(iv) in Theorem 2.3. This, in turn, means roughly that we should be able to compare the zeros of two particular functions in the strip S −ε 2 ,ε 1 . The results of the next section can be understood in this context.
Corona conditions and common zeros
It is clear that verifying the corona conditions for a pair of functions in H + ∞ (or H − ∞ ) involves more than just studying their common zeros. Nonetheless in this section we show that the verification of those conditions can be closely related to the study of the common points in two algebraic curves.
Proof. If (3.1) is satisfied, then there is a sequence (ξ n ), with terms ξ n ∈ S for all n ∈ N, such that
Therefore, defining (z n , w n ) = ϕ(ξ n ), we have
Since (z n , w n ) is bounded in C 2 , it admits a convergent subsequence, so that, without loss of generality, we can assume that (z n , w n ) is convergent in C 2 .
Let
Since F and H are continuous in D, we have, from (3.3),
for some sequence (ξ n ) with terms in S. Then
and, analogously,
Let us now consider a particular case, where S = S −ε 2 ,ε 1 is defined as in (2.1), with ε 1 , ε 2 ∈ [0, +∞[, and ϕ : S → C 2 is given by
With these assumptions, let us establish conditions for a point (z 0 , w 0 ) ∈ C 2 to belong to ϕ(S). In order to do this, we first prove an auxiliary result.
Then there exist sequences (m k ) and (n k ) of integer numbers such that
. From Kronecker's theorem in one dimension [9] , there are n k ∈ N, m k ∈ Z such that
With S = S −ε 2 ,ε 1 and ϕ defined by (3.4), we have the following.
Let z n = e iαξ n , w n = e −iβξ n . We have
and since |z n | → |z 0 | and |w n | → |w 0 |, it follows that Im(ξ n ) converges when n → ∞ and
Conversely, let (z 0 , w 0 ) ∈ C 2 be such that the previous equality holds. Let θ andθ be some fixed values of arg z 0 and arg w 0 , respectively, and let
where (m k ) and (n k ) are sequences of integer numbers such thatξ k = ξ k − u k with u k → 0, according to Lemma 3.2.
We have ξ k ∈ S and
As a consequence of Theorems 3.1 and 3.3, we can now establish necessary and sufficient conditions for some pairs of functions (f, h) to satisfy the corona conditions in a strip, meaning that f and h do not approach 0 simultaneously in the strip.
Theorem 3.4. Let F, H be continuous functions
Proof. This is a direct consequence of Theorems 3.1 and 3.3. 2
Applications to some classes of Toeplitz operators
Now we use the previous results to study the existence of a canonical Wiener-Hopf factorization for matrix functions G in several classes, which is equivalent to studying the invertibility of T G , applying those results in two different ways. This is the reason why we divide this section into two subsections, each one corresponding to a particular direction of application.
4.1.
For all the classes of matrix functions studied in this subsection, G takes the form
where the notation E ν (ν ∈ R) stands for the function E ν (ξ ) = e iνξ (ξ ∈ R) and g is an almost-periodic polynomial such that the biggest distance between two points of its Fourier spectrum is less than 1. It is known that, in this case, a Wiener-Hopf factorization for G, if it exists, is bounded, canonical, and with factors in (APW) 2×2 (where APW denotes the algebra of all functions a which can be written in the form a = j a j E λ j with a j ∈ C, a j = 0 for at most countably many j , j |a j | < ∞ and λ j ∈ R) [3] . Therefore, T G is Fredholm iff it is invertible and the existence of non-trivial φ ± ∈ CT ± such that
is a necessary and sufficient condition for Fredholmness (and invertibility) of T G [1] . Thus, we approach this problem by studying Eq. (4.2) with φ ± ∈ (H ± ∞ ) 2 . It is clear that, in order to apply the preceding results, two previous questions have to be answered, namely how to determine a particular non-trivial solution to (4.2) and how to choose the best condition to verify, among (i)-(iv) in Theorem 2.3.
The answer to the second question must be given after evaluating which condition is easier to verify in each case and this obviously depends on the answer to the first question.
As to the latter, it should be noted that it has an interest of its own, independently from the fact that G admits any kind of factorization.
In the examples that we consider here, although the solutions to (4.2) are explicitly given and can be checked directly, it seems useful to understand how they were obtained. For the first and the third examples, almost-periodic polynomial solutions were obtained in [11] . In the fourth example, the results of [4] are used. As to the second example, a table method such as that presented in [5] and developed in [6] is used to obtain an almost-periodic solution with Fourier spectrum in a group αZ + βZ with given α, β ∈ R.
In all four cases we obtain necessary and sufficient conditions for existence of a Wiener-Hopf factorization for G and, thus, for invertibility of T G . It should be noted that, in Example 4.1.1, such conditions have been determined before in [2] , where a wider class of matrix functions is studied. However, we deduce them here in a different and simpler way and, with this approach, those conditions also appear naturally in a simpler form. In the other three examples, these conditions are obtained here (explicitly and merely in terms of the points of sp(g) and the corresponding Fourier coefficients) for the first time.
Throughout we assume the notation
Example 4.1.1. Let g in (4.1) be a trinomial of the form
In this case, a non-trivial solution to the Riemann-Hilbert problem (4.2) is given by
6)
. Knowing a solution to the Riemann-Hilbert problem, we now want to study this solution in order to establish necessary and sufficient conditions for existence of a (canonical) Wiener-Hopf factorization for the matrix G.
Taking into account the expressions of φ 2+ and φ 2− given by (4.8) and (4.9), respectively, it is easy to see that, for sufficiently big ε 1 , ε 2 ∈ [0, +∞[, we have inf
Therefore, from Theorem 2.5, to prove that φ ± ∈ CT ± it is enough to show that one of the conditions (i)-(iv) in Theorem 2.3 holds in the strip S = S −ε 2 ,ε 1 for ε 1 , ε 2 ∈ [0, +∞[ such that (4.10) and (4.11) hold. So we will show that inf
It is clear that, for any strip S of the above-mentioned type, (4.12) is equivalent to
With the notation
we have
with ϕ : S → C 2 defined by (3.4) and
with
Notice that H is a polynomial given by
as well as F , so that F and H are continuous in C 2 . Following Theorem 3.4, we now study the solutions of
For any solution of (4.18), we have w = 0 and z = 0 and from the first equation of (4.18) we get
On the other hand, it is clear that all the solutions to (4.18) must also satisfy the equalities
Therefore, we start by determining all the solutions to (4.20), which, taking (4.19) into account, is equivalent to
(with z = 0, w = 0). This system of equations admits k + 1 solutions which are 
It is clear that H (z
(4.24) Therefore, T G is invertible (and G admits a canonical bounded Wiener-Hopf factorization) iff (4.24) holds, which, although in a different form, is equivalent to the condition obtained in [2] . However, when we look for explicit solutions to the Riemann-Hilbert problem (4.2), we see that the case where β > α admits simpler almost-periodic polynomial solutions (cf. [6, 11] ). Therefore, taking the approach of the present paper, it is simpler to verify if a non-trivial solution to (4.2) satisfies the corona conditions when β > α. This is the main reason why we preferred to study the (more difficult) case where β < α in the previous example. Now, it seems natural to proceed to a next step in this study by adding more points to the spectrum of g, thus obtaining conditions for existence of a Wiener-Hopf factorization of matrix functions in a wider class.
Therefore, we take now g, not as a trinomial, but as an almost-periodic polynomial admitting more than three points in its spectrum. In fact, if
a non-trivial almost-periodic polynomial solution always exists and can be determined using a table method of the type presented in [5] and [6] . We consider here only the case where n = 2 and some additional conditions are satisfied. A similar study can be carried out in the general case (4.25) but this study goes beyond the scope of the present paper.
So let g in (4.1) be of the form (4.25) with n = 2 (which implies that k = 1 or k = 2), We remark that, with these conditions, we have α + β > 1 2 , but, in our case, we cannot use the results of [11] to conclude immediately from this inequality that (4.2) admits an almost-periodic polynomial solution, because g is not, in general, a trinomial. Here we will show that there is indeed such a solution and study it to obtain conditions for existence of a generalized factorization of G.
In fact, a first solution to the Riemann-Hilbert problem (4.2) can be obtained as we said before. In Table 1 , the Fourier spectrum of φ 1+ (with points of the form jα − lβ) is represented for the case where k = 2 and c 1 , c 2 = 0. In all other cases, sp φ 1+ is contained in the subset of αZ + βZ represented there. 
The Fourier coefficients of φ 1+ can easily be obtained from Table 1 (using the same reasoning as in [5] and [6] ). A non-trivial solution to the Riemann-Hilbert problem (4.2) is thus determined and we get, withc 2 = c 2 (k − 1), It is clear that, for a strip S of the above-mentioned type, (4.36) is equivalent to
with ϕ : S → C 2 defined by (3.4) and We have thus proved the following theorem. 
which is the same condition that was already obtained in [2] for the trinomial case. 
48) Table 2 Fourier spectrum of φ 1+ when n is even Table 3 Fourier spectrum of φ 1+ when n is odd Let us assume moreover that
Taking into account (4.50), we see that (4.51) is equivalent to
With these conditions, it is easy to see that α + β > 1 2 and we can conclude that (4.2) admits an almost-periodic polynomial solution and determine it according to [11] . Nevertheless, to determine this solution, it is also possible (and it may be advantageous in this case) to use a table method such as that used in the previous example, since it gives what might be called a "graphical" insight of the problem, namely as to understanding the differences between the even and odd cases. In Tables 2 and 3 , the Fourier spectrum of φ 1+ (with points of the form jα − lβ) is represented, considering the cases where n is even or odd separately.
The Fourier coefficients of φ 1+ can be obtained easily from Tables 2 and 3 (similarly to [5] and [6] ). We have the following solution to the Riemann-Hilbert problem (4.2):
52)
(4.55)
where p = 1 if n is even, 2 if n is odd. Having obtained a first solution to the Riemann-Hilbert problem, we will now use the results of Sections 2 and 3 to establish necessary and sufficient conditions for existence of a Wiener-Hopf factorization for the matrix G.
By (4.54) and (4.55), we can see that, for sufficiently big ε 1 , ε 2 ∈ [0, +∞[ we have
So, from Theorem 2.5, to prove that φ ± are corona pairs, it is enough to show that one of the conditions (i)-(iv) in Theorem 2.3 holds in a strip S = S −ε 2 ,ε 1 for ε 1 , ε 2 ∈ [0, +∞[ such that (4.56) and (4.57) hold. Therefore, we just have to show that
For a strip S of the above-mentioned type, (4.58) is equivalent to
and
On the other hand, it is clear that all the solutions to (4.64) must also satisfy
Therefore, we start by determining all the solutions to (4.66), which, taking (4.65) into account and using the change of variable x = a b z, is equivalent to
(with x = 0, w = 0). For x = −4, this system admits a solution given by
it is easy to see that H (z j , w j ) = 0. So we conclude that the unique solution to the system (4.64) is (z 0 , w 0 ) given by (4.69). Let S = S −ε 2 ,ε 1 be such that (3.5) is satisfied, as well as (4.56) and (4.57). From Theorem 3.4 we conclude that
We have proved the following theorem. 
Let n ∈ N be defined by
Moreover, we assume some further conditions on α, μ and σ ,
The case where γ = 0 was studied in [4] where necessary and sufficient conditions for the matrix G to admit a Wiener-Hopf factorization were established. In that paper, it was suggested that its results could be extended to cases with more than three points in sp g, under some additional conditions. Here we study the invertibility of T G , with symbol G of that type, using the results of Section 2 in the present paper.
A first solution to the Riemann-Hilbert problem (4.2) can be obtained following the same steps as in [4] and we get
75)
where ν, β satisfy the conditions ν + β = 1 n and
We can state the following. 
78)
79) Taking into account the particular form of φ 2− given by (4.80), it is easy to see that condition (iv) of Theorem 2.3 holds and, for any ε 2 ∈ [0, +∞[,
Therefore, from Theorem 2.5, to prove that φ ± ∈ CT ± it is enough to show that
This is an immediate consequence of the fact that φ 2+ , given by (4.79), has a non-zero constant term b. 2
It is clear that the present approach of the factorization problem for G could easily be applied when sp g has any number of points γ j , i.e., when g has the form
4.2.
The results of Section 2 can also be used to study the invertibility of some classes of Toeplitz operators by reducing it to the study of other classes with simpler symbols. Let us study this question in connection with the corona theorem, following Theorem 1.2 on one hand and Theorem 2.5 on the other hand. We see that if G, φ + and φ − satisfy the assumptions of Theorem 2.5 and moreover We apply this result to obtain conditions for existence of a canonical Wiener-Hopf factorization in the following example and we remark that in this example we are no longer restricted to almost-periodic symbols (contrary to what happened in the examples studied in the first part of this section). ∈ Q, α + β > 1. We assume that N , which will be used below, is a non-negative integer depending on the values of α and β, defined in (4.9) of [5] The subclass of matrix functions G for which d − = 0 in (4.85) (i.e., g = p) was completely studied in [5] , where it was shown that G admits a canonical Wiener-Hopf factorization, which was explicitly obtained.
A solution to the Riemann-Hilbert problem Since, in this case,
and d − E −M q + ∈ H − ∞ , μ − M > 0 and 0 ∈ sp(u − ), we see that, in fact, (2.9) holds (for sufficiently big ε 2 ) and thus we get the following. with d ∈ C, 2β − nα < 1 and β > nα, it can be easily verified that the conditions of Theorem 4.6 are satisfied (and therefore T G is invertible), while a direct study of the solutions φ ± of (4.2) would be much more difficult. For instance, for n = 4, a solution to (4.2) is given by φ 1+ = q + = 
