and pathology dependent and, in clinical practice, most of the times it is made using 6 a trial and error procedure or simply using equidistantly distributed angles. In this 7 paper we propose a genetic algorithm that aims at calculating good sets of angles in an 8 automated way, given a predetermined number of angles. We consider the discretiza- ical practice. The genetic algorithm will be described and computational results will 18 be shown.
There are approaches that try to consider a beamlet-based approach, without the need 63 to look at this problem using this three step framework, but those approaches lead to 64 the development of large-scale optimization problems.
In beam angle optimization we aim at finding the best set of beams to be used in a given 
145
From the institution's point of view, fewer beams means that more patients can be 146 treated. From the patient point of view, the faster the treatment the better because it 147 is more likely that the patient does not change his position significantly during the 148 treatment, which contributes to more accurate treatment results.
149
In this paper we consider that k is determined a priori. For each set of k beams, we 150 will need to determine a way of assessing the goodness of this set. This assessment 151 can only be done after considering how the radiation dose will be deposited into the 152 patient cells, so the FMO problem needs to be first solved so that we can consider 
171 subject to θ 1 , . . . , θ k ∈ (2)
172
If we consider a discretization of then we are in the presence of a combinatorial 173 optimization problem.
174
There is no consensual way of calculating optimal beamlet intensities. Many mathe- applied to radiotherapy problems see, for instance, Goodband and Haas (2008) .
226
The main idea used in our work is as follows: we want to train a patient specific
227
NN, that will receive sets of angles as inputs and that, for one particular patient, will 228 return as output the value of the FMO objective function (3).
229
First of all, it will be necessary to generate a set of samples. Sets of k randomly 230 generated angles are considered, and for each of these sets the true value of the objective 231 function, f , is computed by calculating the optimal solution of the FMO problem.
232
These samples are then used to train a neural network. It is not easy to decide on the best neural network architecture to use, and it is 246 expected that this best architecture will be dependent on the particular situation at hand
247
(the patient, the medical prescription, the number of angles, the number of samples 248 available to train the NN). 
267
The reasoning of using not a single NN but a set of 20 different NNs has to do with 268 the fact that this can contribute to a decrease in the estimation error (Fig. 8 ).
269
As would also be expected, the error decreases with the increase in the number of individual's fitness interval will be equal to
the real fitness value is calculated using (3)-(4), then the upper and lower limit of this 300 interval will be equal to the true fitness value.
301
It is not trivial to choose between using the original but computationally expensive we are in the presence of two individuals such that their fitness intervals are,
we can conclude that individual 1 has a better fitness than individual 2. If this does not The crossover operator used is as follows: each pair of parents will generate two twins.
348
Each twin will have all angles belonging to each of the parents (Fig. 10) . As we must 349 have k and only k genes equal to one, these twins will correspond to non-admissible 
Mutation operator

356
Each offspring will, with a given probability, suffer a mutation. This means that one 357 randomly chosen gene that is equal to one will be changed to zero, and one randomly 358 chosen gene equal to zero will be changed to one. After running the described genetic algorithm, a local search procedure is executed.
367
This local search procedure is, in fact, another genetic algorithm composed by exactly 368 the same procedures of the genetic algorithm described, but with two main differences: presents the number of voxels for each patient and for each structure considered.
424
An automated procedure for dose computation for each given beam angle set was (Table 2 ). 
Computational results for NN
471
Neural networks were implemented by using the Matlab Neural Network Toolbox.
472
The surrogate model was tested considering the ten different patients. To assess the 473 behavior of the model in different settings, we considered five, seven and nine angles. Table 3 consider a training 479 set of 100 samples. As can be observed, the error standard deviation decreases with 480 the increase in the number of angles. This means that it will be possible to use fewer 481 samples when dealing with more angles, without deteriorating in a significant way the 482 quality of the estimation, as can be seen by looking at Table 4 that considers a training 483 set of 50 samples.
484
If we try to fit a probability distribution to the estimation errors obtained, most of In the computational tests for GA we will consider IMRT treatments with five angles.
489
The genetic algorithm was implemented considering an initial population of 100 used to train the NN). Then we allow the local search procedure to take at most 2 h. solutions. This is our base set. Then, using this set, we consider a random withdrawal of 519 100 solutions and calculate the best solution among the 100 solutions. This process is 520 then repeated 100 times (so that in each time we get a possibly different sample of 100 521 solutions randomly taken from the base set). Table 6 presents the best solution found, 522 the standard deviation calculated, and the improvement regarding the equi solution. 
548
Typically, results are judged by their cumulative dose-volume histogram (DVH).
549
The DVH displays the fraction of a structure's volume that receives at least a given 550 dose. DVH results for the sixth patient illustrate the numbers presented in Fig. 14.
551
Since parotids are the most difficult organs to spare, as shown in Fig. 13 , for clarity, 
570
In this paper we introduce the use of patient dependent surrogate models embedded 571 into an evolutionary algorithm optimization framework for BAO. The BAO problem will be used to calculate the fitness of most individuals in the population.
582
The computational results obtained show that the use of surrogate models combined 583 with genetic algorithms can be an interesting path of research to follow.
584
Regarding future work, we will consider not only the improvement of the genetic 585 algorithm, but also try to improve the surrogate model. In the latter case, instead of 586 considering as inputs the angles, we can consider using scores associated with these 
