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Abstrat. In this paper we dene a new ondition number adapted to diretionally uniform
perturbations. The denitions and theorems an be applied to a large lass of problems. We show
the relation with the lassial ondition number, and study some interesting examples.
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1. Introdution
Let X and Y be two real (or omplex) Riemannian manifolds of real dimensions m and n
(m ≥ n) respetively assoiated to some omputational problem, where X is the spae of inputs
and Y is the spae of outputs. Let V ⊂ X × Y be the solution variety, i.e. the subset of pairs
(x, y) suh that y is an output orresponding to the input x. Let π1 : V → X and π2 : V → Y be
the anonial projetions, and Σ ⊂ V be the set of ritial points of the projetion π1.
In ase dimV = dimX , for eah (x, y) ∈ V \ Σ there is a dierentiable funtion loally dened
from some neighborhoods Ux and Uy of x ∈ X and y ∈ Y respetively, namely
G := π2 ◦ π−11 |Ux : Ux → Uy.
Let us denote by 〈·, ·〉x and 〈·, ·〉y the Riemannian (or Hermitian) inner produt in the tangent
spaes TxX and TyY at x and y respetively. The derivative DG(x) : TxX → TyY is alled the
ondition matrix at (x, y). The lassial ondition number at (x, y) ∈ V \ Σ is dened as
(1) κ(x, y) := max
x˙∈TxX
‖x˙‖2x=1
‖DG(x)x˙‖y.
This number is an upper-bound -to rst-order approximation- of the worst-ase sensitivity of
the output error with respet to small perturbations of the input. It plays an important role to
understand the behavior of algorithms and, as a onsequene, appears in the usual bounds of the
running time of exeution. There exist an extensive literature about the role of the ondition
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number in numerial analysis and omplexity of algorithms, see for example [13℄ and referenes
therein.
In many pratial situations, there exist a disrepany between theoretial analysis and ob-
served performane of an algorithm. There exist several approahes that attempt to retify this
disrepany. Among them we nd average-ase analysis (see [7, 10℄) and smooth analysis (see
[11, 4, 15℄). For a omprehensive review on this subjet with historial notes see [5℄.
In this paper, averaging is performed in a dierent form. In many problems, the spae of
inputs has a muh larger dimension than the one of the spae of outputs (m ≫ n). Then, it is
natural to assume that innitesimal perturbations of the input will produe drasti hanges in the
output, only when they are performed in a few diretions. Then, a possibly dierent approah to
analyze omplexity of algorithms is to replae worst diretion by a ertain mean over all possible
diretions. This alternative was already suggested and studied in [14℄ in the ase of linear system
solving Ax = b, and more generally, in [12℄ in the ase of matrix perturbation theory where the
rst-order perturbation expansion is assumed to be random.
In this paper we extend this approah to a large lass of omputational problems, restriting
ourselves to the ase of diretionally uniform perturbations.
Generalizing the onept introdued in [14℄ and [12℄, we dene the pth-average ondition number
at (x, y) as
(2) κav
[p](x, y) :=
[
1
vol(Sm−1x )
∫
x˙∈Sm−1x
‖DG(x)x˙‖py dSm−1x (x˙)
]1/p
(p = 1, 2, . . .)
where vol(Sm−1x ) =
2πm/2
Γ(m/2)
is the measure of the unit sphere Sm−1x in TxX , and dS
m−1
x is the
indued volume element. We will be mostly interested in the ase p = 2, whih we simply write
κav and all it average ondition number.
Before the statement of the main theorem, we dene the Frobenius ondition number as
κF (x, y) := ‖DG(x)‖F =
√
σ21 + · · ·+ σ2n
where ‖ · ‖F is the Frobenius norm and σ1, . . . , σn are the singular values of the ondition matrix.
Theorem 1.
κav
[p](x, y) =
1√
2
[
Γ
(
m
2
)
Γ
(
m+p
2
)
]1/p
E(‖ησ1,...,σn‖p)1/p
where ‖ · ‖ is the Eulidean norm in Rn and ησ1,...,σn is a entered Gaussian vetor in Rn with
diagonal ovariane matrix Diag(σ21, . . . , σ
2
n).
In partiular,
(3) κav(x, y) =
κF (x, y)√
m
.
This result is most interesting when n≪ m, for in that ase
κav(x, y) ≤
√
n
m
· κ(x, y)≪ κ(x, y),
AVERAGE-CASE PERTURBATIONS AND SMOOTH CONDITION NUMBERS 3
as κF (x, y) ≤
√
n · κ(x, y). Thus, in these ases one may expet muh better stability properties
than those predited by lassial ondition numbers.
In numerial analysis, many authors are interested in relative errors. Thus, in the ase (X, ‖·‖X)
and (Y, ‖ · ‖Y ) are normed vetor spaes, instead of onsider the (absolute) ondition number (1),
one ould take the relative ondition number dened as
κrel(x) :=
‖x‖X
‖y‖Y κ(x, y),
and the relative Frobenius ondition number as
κrelF (x) :=
‖x‖X
‖y‖Y κF (x, y),
(for simpliity we drop the y in the argument).
In the same way, we dene the relative pth-average ondition number as
(4) κrel
[p]
av(x) :=
‖x‖X
‖y‖Y κav
[p](x, y), (p = 1, 2, . . .).
For the ase p = 2 we simply write κrelav and all it relative average ondition number.
Theorem 1 remains true if one hange the (absolute) ondition number by the relative ondition
number. In partiular,
κrelav(x) :=
κrelF (x, y)√
m
.
2. Componentwise Analysis
In the ase Y = Rn we dene the kth-omponentwise ondition number at (x, y) ∈ V as:
(5) κ(x, y, k) := max
x˙∈TxX
‖x˙‖2x=1
|(DG(x)x˙)k| (k = 1, . . . , n),
where | · | is the absolute value and wk indiates the kth-omponent of the vetor w ∈ Rn.
Following [14℄ for the linear ase, we dene the average omponentwise ondition number as
(6) κav
[p](x, y, k) :=
[
1
vol(Sm−1x )
∫
x˙∈Sm−1x
|(DG(x)x˙)k|p dSm−1x (x˙)
]1/p
(p = 1, 2, . . .).
Then we have:
Proposition 1.
κav
[p](x, y, k) =
[
1√
π
· Γ
(
m
2
)
Γ
(
m+p
2
) · Γ(p+ 1
2
)]1/p
· κF (x, y, k).
In partiular,
κav(x, y, k) =
κF (x, y, k)√
m
.
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Proof. Observe that κav
[p](x, y, k) is the pth-average ondition number for the problem of nding
the kth-omponent of G = (G1, . . . , Gn). Theorem 1 applied to Gk yields
κav
[p](x, y, k) =
1√
2
[
Γ
(
m
2
)
Γ
(
m+p
2
)
] 1
p
E(|ησ1 |p)1/p
where σ1 = ‖DGk(x)‖ = κ(x, y, k). Then,
E(|ησ1 |p)1/p = κ(x, y, k) · E(|η1|p)1/p
where η1 is a standard normal in R. Finally,
E(|η1|p) = 2√
2π
∫ ∞
0
ρpe−ρ
2/2 dρ =
2√
2π
2
p−1
2 Γ(
p+ 1
2
)
and the proposition follows. 
3. Examples
In this setion we will ompute the average ondition number for dierent problems: systems
of linear equations, eigenvalue and eigenvetor problems, nding kernels of linear transformations
and solving polynomial systems of equations. The rst two have been omputed in [12℄ and are
an easy onsequene of Theorem 1 and the usual ondition number.
3.1. Systems of Linear Equations. We onsider the problem of solving the system of linear
equations Ay = b, where A ∈ Mn(R) the spae of n×n matries with the Frobenius inner produt,
i.e. 〈A,B〉F = trae(BtA) (Bt is the transpose of B), and b ∈ Rn.
If we assume that b is xed, then the input spae X = Mn(R) with the Frobenius inner produt,
Y = Rn with the Eulidean inner produt, and Σ equals the subset of non-invertible matries.
Then the map G : Mn(R) \ Σ→ Rn is globally dened and dierentiable, namely
G(A) = A−1b (= y).
By impliit dierentiation,
(7) DG(A)(A˙) = −A−1A˙y.
Is easy to see from (7) that κ(A, y) = ‖A−1‖ · ‖y‖ and κF (A, y) = ‖A−1‖F · ‖y‖. Then from
Theorem 1 we get
(8) κav(A, y) =
‖A−1‖F · ‖y‖
n
≤ κ(A, y)√
n
.
A similar result was proved in [12℄.
For the general ase, we have X = Mn(R) × Rn with the Frobenius inner produt in Mn(R)
and the Eulidean inner produt in R
n
. Then, G : Mn(R)\Σ×Rn → Rn satises G(A, b) = A−1b.
Is easy to see that κ((A, b), y) = ‖A−1‖ ·√1 + ‖y‖2 and κF ((A, b), y) = ‖A−1‖F ·√1 + ‖y‖2.
Again from Theorem 1 we get
κav((A, b), y) =
‖A−1‖F ·
√
1 + ‖y‖2√
n2 + n
≤ κ((A, b), y)√
n+ 1
.
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For the kth-omponentwise ondition number, we have that
κav((A, b), y, k) =

 1√
π
·
Γ
(
n2
2
)
Γ
(
n2+p
2
) · Γ(p+ 1
2
)
1/p
· κ((A, b), y).
A similar result was proved in [14℄.
In [7℄, it is proved that the expeted value of the relative ondition number κrel(A) = ‖A‖·‖A−1‖
of a random matrix A whose elements are i.i.d standard normal, satises:
E(log κrel(A)) = log n+ c+ o(1),
as m→∞, where c ≈ 1.537. If we onsider the relative average ondition number dened in (4),
we get from (8)
E(log κrelav(A)) =
1
2
log n+ c+ o(1),
as m→∞.
3.2. Eigenvalue and Eigenvetor Problem. Let X = Mn(C) be the spae of n× n omplex
matries with the Frobenius Hermitian inner produt, Y = P(Cn+1) × C and V = {(A, v, λ) :
Av = λv}. Then for (A, v, λ) ∈ V \ Σ the ondition matries DG1 and DG2 assoiated with the
eigenvetor and eigenvalue problem are
DG1(A)A˙ = (πv⊥(λI − A)|v⊥)−1
(
πv⊥A˙v
)
and DG2(A)A˙ =
〈u, A˙v〉
〈u, v〉 ,
where u is some left eigenvetor assoiated with λ, i.e. u∗A = λu∗ (see [Bez IV℄). The assoiated
ondition numbers are:
(9) κ1(A, v) =
∥∥(πv⊥(λI −A)|v⊥)−1∥∥ and κ2(A, λ) = ‖u‖ · ‖v‖|〈u, v〉| .
From our Theorem 1, we get the respetive average ondition numbers:
κav1(A, v) =
1
n
∥∥(πv⊥(λI − A)|v⊥)−1∥∥F ≤ 1√nκ1(A, v),
κav2(A, λ) =
1
n
κ2(A, λ).
A similar result for κav2(A, λ) was proved in [12℄.
3.3. Finding Kernels of Linear Transformations. Let Mk,p(C) be the linear spae of k × p
omplex matries with the Frobenius Hermitian inner produt, i.e. 〈A,B〉F = trae(B∗A) (B∗ is
the adjoint of B), and Rr ⊂ Mk,p(C) the subset of matries of rank r. We onsider the problem of
solving the system of linear equations Ax = 0. For this purpose, we introdue the Grassmannian
Gp,ℓ of omplex subspaes of dimension ℓ in C
p
, where ℓ = dim(kerA) = p− r .
The input spae X = Rr is a smooth submanifold of Mk,p(C) of omplex dimension (k+p)r−r2
(see [6℄). Thus, it has a natural Hermitian struture indued by the Frobenius metri on Mk,p(C).
In what follows, we identify Gp,ℓ with the quotient Sp,ℓ/Uℓ of the Stiefel manifold
Sp,ℓ := {M ∈ Mp,ℓ(C) : M∗M = I}
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by the unitary group Uℓ ⊂ Mℓ(C), whih ats on the right of Sp,ℓ in the natural way (see [6℄).
Then, the omplex dimension of the output spae Y = Gp,ℓ is (p− r)r.
We will use the same symbol to represent an element of Sp,ℓ and its lass in Gp,ℓ. The manifold
Sp,ℓ has a anonial Hermitian struture indued by the Frobenius norm in Mℓ(C). On the
other hand, Uℓ is a Lie group of isometries ating on Sp,ℓ. Therefore, Gp,ℓ is a Homogeneous
spae (see [8℄), with a natural Riemannian struture that makes the projetion Sp,ℓ → Gp,ℓ a
Riemannian submersion. The orbit of M ∈ Sp,ℓ under the ation of the unitary group Uℓ, namely,
oℓ(M) = {MU : U ∈ Uℓ}, denes a smooth submanifold of Sp,ℓ. In this form we an dene a loal
hart of a small neighborhood of M ∈ Gp,ℓ from the ane spaes
M + TMoℓ(M)
⊥
where TMoℓ(M)
⊥
is the orthogonal omplement of TMoℓ(M) in TMSp,ℓ. Impliit dierentiation in
loal oordinates of the input-output map G at the point G(A) = M ∈ Sp,ℓ yields
(10) DG(A)(A˙) = −A†A˙M,
where A˙ ∈ TARr, A† is the Moore-Penrose inverse of A and A†A˙M ∈ TMoℓ(M)⊥.
One way to ompute the singular values of the ondition matrix desribed in (10), is to take
an orthonormal basis in Mk,p(C) whih diagonalizes A. From the singular value deomposition,
there exists orthonormal basis {u1, . . . , uk} of Ck, and {v1, . . . , vp} of Cp, suh that Avi = σiui
for i = 1, . . . , r, and Avi = 0 for i = r + 1, . . . , p. Thus, {uiv∗j : i = 1, . . . , k; j = 1, . . . , p} is an
orthonormal basis of Mk,p(C) whih diagonalizes A. In this basis the tangent spae TARr is the
orthogonal omplement of the subspae generated by {uiv∗j : i = r + 1, . . . , k; j = r + 1, . . . , p}.
From where we onlude that
κ(A,M) = ‖DG(A)‖ = ‖A†‖, κF (A,M) =
√
p− r · ‖A†‖F .
From our Theorem 1,
κav(A,M) =
√
p− r√
(k + p− r)r · ‖A
†‖F ≤
√
p(p− r)
(k + p− r)r · κ(A,M).
In [1℄, it is proved that
E(log κrel(A) : A ∈ Rr) ≤ log
[
k + p− r
k + p− 2r + 1
]
+ 2.6,
where the expeted value is omputed with respet to the normalized naturally indued measure
in Rr. Our Theorem 1 immediately yields a bound for the average relative ondition number,
namely,
E(log κrelav(A) : A ∈ Rr) ≤
1
2
log
[
(k + p− r)r
(k + p− 2r + 1)2p(p− r)
]
+ 2.6.
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3.4. Finding Roots Problem I: Univariate Polynomials. We start with the ase of one
polynomial in one omplex variable. Let X = Pd = {f : f(z) =
∑d
i=0 fiz
i, fi ∈ C}. Identifying
Pd with Cd+1 we an dene two standard inner produts in the spae Pd:
- Weyl inner produt:
(11) 〈f, g〉W :=
d∑
i=0
figi
(
d
i
)−1
;
- Canonial Hermitian inner produt:
(12) 〈f, g〉Cd+1 :=
d∑
i=0
figi.
The solution variety is given by V = {(f, z) : f(z) = 0}. Thus, by impliit dierentiation
DG(f)(f˙) = − (f ′(ζ))−1 f˙(ζ).
We denote by κW and κCd+1 the ondition numbers with respet to the Weyl and Eulidean inner
produt. The reader may hek that
κW (f, ζ) =
(1 + |ζ |2)d/2
|f ′(ζ)| and κCd+1(f, ζ) =
√∑d
i=0 |ζ |2i
|f ′(ζ)| ,
(for a proof see [3℄, p. 228 ). From Theorem 1, we get:
κav
[2]
W (f, ζ) =
1√
2(d+ 1)
κW (f, ζ), κav
[2]
Cd+1
(f, ζ) =
1√
2(d+ 1)
κCd+1(f, ζ).
3.5. Finding Roots Problem II: Systems of Polynomial Equations. We now study the
ase of omplex homogeneous polynomial systems. Let H(d) the spae of systems f : Cn+1 → Cn,
f = (f1, . . . , fn) where eah fi is a homogenous polynomial of degree di. We onsider H(d) with
the homogeneous analogous of the Weyl struture dened above (see Chapter 12 of [3℄ for details).
Let X = P(H(d)) and Y = P(Cn+1) and V = {(f, ζ) : f(ζ) = 0}. We denote by N =∑n
i=1
(
di+n
n
)− 1 the omplex dimension of X . We may think of 2N as the size of the input.
Then,
DG(f)(f˙) = − (Df(ζ)ζ⊥)−1 f˙(ζ),
and the ondition number is
κW (f, ζ) =
∥∥∥(Df(ζ)ζ⊥)−1∥∥∥ ,
where some norm 1 ane representatives of f and ζ have been hosen (f.[3℄). Assoiated with
this quantity, we onsider
(13) κW (f) :=
√
1
D
∑
{ζ: f(ζ)=0}
κW (f, ζ)2,
where D = d1 · · · dn is the number of projetive solutions of a generi system.
The expeted value of κ2W (f) is an essential ingredient in the omplexity analysis of path-
following methods (f. [9℄, [2℄). In [2℄ the authors proved that
(14) Ef
[
κW (f))
2
] ≤ 8nN,
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where f is hosen at random with the Weyl distribution.
The relation between omplexity theory and κav is not lear yet. However, it is interesting to
study the expeted value of the κav-analogous of equation (14), namely
κavW (f) :=
√
1
D
∑
{ζ: f(ζ)=0}
κavW (f, ζ)2.
From our Theorem 1 we get,
κavW (f, ζ) ≤
κW (f, ζ)√
N/n
, Ef
[
κavW (f))
2
] ≤ 8n2.
Note that the last bound depends on the number of unknowns n, and not on the size of the input
n≪ N .
4. Proof of the main Theorem
In the ase of omplex manifolds, the ondition matrix turns to be an n × n omplex matrix.
In what follows, we identify it with the assoiated 2n × 2n real matrix. We enter our attention
in the real ase.
The main theorem follows immediately from Lemma 1 and Proposition 2 below.
Lemma 1. Let η be a Gaussian standard random vetor in Rm. Then
κav
[p](x, y) =
1√
2
[
Γ
(
m
2
)
Γ
(
m+p
2
)
] 1
p
· [E(‖DG(x)η‖p)]1/p ,
where E is the expetation operator and ‖ · ‖ is the Eulidean norm in Rn.
Proof. Let f : Rm → R be the ontinuous funtion given by
f(v) = ‖DG(x)v‖.
Then
[E(‖DG(x)η‖p)]1/p =
[
1
(2π)m/2
∫
Rm
f(v)p · e−‖v‖2/2 dv
]1/p
.
Integrating in polar oordinates we get that
(15) E(‖DG(x)η‖p) = Im+p−1
(2π)m/2
·
∫
Sm−1
f p dSm−1
where
Ij =
∫ +∞
0
ρj e−ρ
2/2 dρ, j ∈ N.
Making the hange of variable u = ρ2/2 we obtain
Ij = 2
j−1
2 Γ(
j + 1
2
),
therefore
(16) Im+p−1 = 2
m+p−2
2 · Γ
(
m+ p
2
)
.
Then joining together (15) and (16) we obtain the result. 
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Proposition 2.
E(‖DG(x)η‖p) = E(‖ησ1,...,σn‖p)
where ησ1,...,σn is a entered Gaussian vetor in R
n
with diagonal ovariane matrix Diag(σ21, . . . , σ
2
n).
Proof. Let DG(x) = UDV be a singular value deomposition of DG(x). By the invariane of
the Gaussian distribution under the ation of the orthogonal group in X , V η is again a standard
Gaussian random vetor. Then,
E(‖DG(x)η‖p) = E(‖UDη‖p),
and by the invariane under the ation of the orthogonal group of the Eulidean norm, we get
E(‖DG(x)η‖p) = E(‖Dη‖p).
Finally Dη is a entered Gaussian vetor in Rn with ovariane matrix Diag(σ21, . . . , σ
2
n), and the
proposition follows. For the ase p = 2
κav(x, y) =
[
E
(
σ21η
2
1 + . . .+ σ
2
nη
2
n
)]1/2
where η1, . . . , ηn are i.i.d. standard normal in R. Then
κav(x, y) =
(
n∑
i=1
σ2i
)1/2
= κF (x, y).

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