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Abstract
We consider the moduli space of the extremal Ka¨hler metrics on com-
pact manifolds. We show that under the conditions of two-sided total
volume bounds, L
n
2 -norm bounds on Rm, and Sobolev constant bounds,
this Moduli space can be compactified by including (reduced) orbifolds
with finitely many singularities. Most of our results go through for cer-
tain other classes of critical Riemannian metrics.
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1 Introduction
A Ka¨hler metric is called extremal if the complex gradient of its scalar curvature
is a holomorphic vector field. This includes the more famous Ka¨hler Einstein
metrics and constant scalar curvature Ka¨hler (cscK) metrics as special cases,
though one would like to understand the structure of extremal metrics as well. In
this note, we propose to study the weak compactness of extremal Ka¨hler metrics
in a bounded family of Ka¨hler classes together with bounds on the L
n
2 norm
of Riemannian curvature and on the Sobolev constants. The extremal Ka¨hler
metric equation is naturally a 6th order equation on Ka¨hler potential, and its
compactness properties are difficult to study directly. We essentially decompose
the extremal condition into three inter-related second order equations as below:
△Rm = ∇2Ric + Rm ∗Rm (1)
△Ric = Ric ∗Rm +∇X (2)
△X = Rm ∗X. (3)
The “ ∗ ” stands for tensor contraction between two multi-index tensors (more
elaboration on this below) and X is a vector field related to the critical Rie-
mannian metric1. A large class of critical metrics satisfy these three coupled
equations, for instance CSC Bach-flat metrics, harmonic curvature metrics, and
1For the extremal Ka¨hler metrics, X is the complex gradient vector field of the scalar
curvature function.
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Einstein metrics, all of which have been studied before. Below we show that an-
other class of metrics, the extremal Ka¨hler metrics, also satisfy these equations.
More specifically we study the weak compactness of the spaceM =M(n,CS ,Λ, ν, δ)
of critical metrics (where X is non-trivial) that satisfy2
i) energies are bounded:
∫
M
|Rm |n2 ≤ Λ
ii) volumes are bounded from below: VolM ≥ ν, and
iii) diameters are bounded from above: distM (x, y) ≤ δ, all x, y ∈M .
iv) the Sobolev constant Cg on (M, g) has a uniform bound, Cg ≤ CS .
The Sobolev inequality referred to here controls the embedding W 1,2 →֒ L 2nn−2 ,
and usually takes the form(∫
φ2γ
)1/γ
≤ Cg
∫
|∇φ|2 + A
(VolM)2/n
∫
φ2,
where γ = nn−2 and φ ∈ C1. In fact one often takes max (Cg, A) to be the
Sobolev constant. We require the simplified form of the inequality,(∫
φ2γ
)1/γ
≤ Cg
∫
|∇φ|2.
If one assumes Vol(supp φ) is smaller than A/2
√
ν, then we can use it in this
form. In Section 2.5 we show how sometimes A and CS are automatically
controlled.
In this paper, we study the weak compactness in all dimensions of our
“critical metrics”, which satisfy conditions (i)-(iv) above. There is a substantial
body of prior compactness results which we build on. The case of CSC Bach-
flat, harmonic curvature, and CSC Ka¨hler metrics was considered in [TV1],
[TV2]. Recent work of Anderson’s [And2], [And3] elaborates on this theme.
These works in turn can be traced back to work of M. Anderson [And1], G.
Tian [Tia1], and Bando-Kasue-Nakajima [BKN] on the moduli space of Einstein
metrics on four dimensional manifolds with L2 norm curvature bound. These
in turn were natural extensions of earlier work of J. Cheeger [Che] and later M.
Gromov [Gro], which explored geometric and topological control on manifolds
with various pointwise bounds on curvature. Readers are encouraged to read
[CT] for more references.
2For complex surfaces, the only assumption is the Sobolev constant. The others are either a
priori or can be derived from a priori constraints. Moreover, there is a large open set of Ka¨hler
classes where also the Sobolev constant is a priori bounded for the extremal representatives,
c.f. Section 2.5.
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To analyze the inter-play of the three coupled equations, one must obtain
some a priori bounds on the X = ∇(1,0)R (R indicates scalar curvature through-
out). Without using the assumption of Sobolev constant bound, we derive an
L2 norm bound on X and ∇X in all dimensions (cf. Lemma 2.1). This is
important for both geometrical and analytical reasons. Analytically, this W 2,2
bound on R, together with a bound on ‖Rm ‖n
2
, serves as our starting point for
a weak compactness argument on the moduli space of extremal metrics. Geo-
metrically, the L∞ bound on scalar curvature (likewise the L2 bound on X) is a
consequence of the scalar curvature map (from complex structure) being a mo-
ment map (if interpreted correctly). It is more difficult to to understand what∫
M
|∇∇¯R|2 represents geometrically however. A natural question is whether all
W k,2 norms of the scalar curvature function are a priori bounded.
Perhaps the main technical theorem we prove is the usual ǫ-regularity
Theorem 1.1 (cf. Theorem 4.1) Assume g is a critical metric on a Rieman-
nian manifold. When a > n2 and q ∈ {0, 1, . . .}, there exists ǫ0 = ǫ0(CS , a, q, n)
and C = C(CS , a, q, n) so that∫
B(o,r)
|Rm |n2 ≤ ǫ0
implies (∫
B(o,r/2)
|∇qX |a
) 1
a
≤ Cr−q−3+ na
(∫
B(o,r)
|R|n2
) 2
n
(4)
(∫
B(o,r/2)
|∇q Ric |a
) 1
a
≤ Cr−q−2+ na
(∫
B(o,r)
|Ric |n2
) 2
n
(5)
(∫
B(o,r/2)
|∇q Rm |a
) 1
a
≤ Cr−q−2+ na
(∫
B(o,r)
|Rm |n2
) 2
n
. (6)
This is obtained by interactive use of the three equations. From a purely
technical point of view, the case n > 4 is more complicated than the case of
n = 4 (in the smooth case at least). For n > 4, we derive all three estimates si-
multaneously using an induction argument (see appendix). The proof is lengthy
and technical and we hope it can be shortened in the future.
The main theorems we prove are:
Theorem 1.2 (cf. Theorem 4.6) Assume g is a critical metric on a Rieman-
nian manifold. Then there exists an ǫ0 = ǫ0(CS , n, p) and C = C(CS , n, p) so
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that
∫
Br
|Rm |n2 ≤ ǫ0 implies
sup
B(o,r/2)
|∇p Rm | ≤ Cr−p−2
(∫
B(o,r)
|Rm |n2
) 2
n
.
And, specializing to the case of extremal Ka¨hler manifolds,
Theorem 1.3 (Orbifold compactness) (cf. Theorem 5.6) Assume {(Mα, Jα, ωα)}
is a family of compact extremal Ka¨hler manifolds that satisfy conditions (i)
- (iv). Then a subsequence converges in the Gromov-Hausdorff topology to a
(reduced) compact extremal Ka¨hler orbifold. Further, there is a bound C1 =
C1(Λ, CS , n) on the number of singularities, and a bound C2 = C2(CS , n) on
the order of any orbifold group.
If the family does not consist of extremal metrics but their metrics satisfy the
elliptic system (1), (2), (3) and conditions (i)-(iv), this theorem still holds,
except that the singularities are only of orbifold type C0, and are not necessarily
reduced (meaning a tangent cone could be a one-point union of standard cones
over various S3/Γ). There is a variety of classes of metrics that satisfy (1),
(2), and (3), for instance the CSC Bach-flat and harmonic curvature metrics
considered in [TV1], where in fact X = 0.
A nontrivial step in proving orbifold compactness is to prove a uniform
upper bound on the local volume ratio. If there is a pointwise lower bound on
Ricci curvature, then this upper bound is automatic from the Bishop-Gromov
comparison theorem. We do not assume such curvature lower bounds, so we
prove that volume growth is uniformly bounded by generalizing a result of Tian-
Viaclovsky’s [TV1], [TV2] to cover our class of critical metrics in all dimensions.
In [TV1] Tian-Viaclovsky proved that complete manifolds with bounded energy,
bounded Sobolev constant, and quadratic curvature decay |Rm | = o(r−2) have
finitely many ALE ends and therefore a global upper bound on volume growth.
This represented a major advance; previous results had required a nearly unus-
able strengthening of the curvature decay condition. In [TV2] they use this to
prove uniform volume ratio bounds on compact manifolds with certain critical
metrics, without pointwise bounds on Ricci curvature.
Recall that a specified structure, say a differential manifold structure or a
vector bundle structure, is said to exist on an orbifold if it exists at all manifold
points and, after lifting, can be completed on any local orbifold cover. In the
4-dimensional case, in the absence of additional rigidity, the analytic methods
presently known are only strong enough to show that the orbifold metric is
continuous (see [And2]).
Showing that the completion of the orbifold metric (on a smooth orbifold
cover) is C∞ requires a way to remove apparent point-singularities. In higher
5
dimensions, powerful analytic techniques, developed originally to remove singu-
larities in Yang-Mills instantons, suffice to remove the singularities in our case
as well (e.g. Lemma 3.4, Proposition 3.5). The critical case is real dimension
4, where these analytic techniques fail. Here one needs the geometry itself to
provide additional rigidity. We find this rigidity, in the case of extremal Ka¨hler
metrics, in a partially improved Kato inequality (Lemma 4.14), which we take
advantage of using Uhlenbeck’s broken Hodge gauge technique ([Uhl], [Tia1],
[TV1]).
In [TV1] an improved Kato inequality was shown to hold for 4-dimensional
CSC Riemannian metrics with δW+ = 0 in the (sharp) form
|∇|E||2 ≤ 2
3
|∇E|2,
where E is the trace-free Ricci tensor. This is actually a consequence of the
theory of Kato constants developed in [Bra] and [CGH]. This is sufficient for
applications to Ka¨hler geometry, where for instance constant scalar curvature
implies that W+ is constant. We are able to use a direct argument to partially
recover an improved inequality. Specifically, we get
2|∇|∇E||2 ≤ 1
4
|∇∇E|2 + |∇∇E|2. (7)
This does not quite give sufficient control on the Hessian of E; see Proposi-
tion 4.14 and its use in Proposition 4.15. As a result, the removable singularity
theorem becomes correspondingly more complicated, and we need to utilize Uh-
lenbeck’s technique in slightly different manner. Our Kato inequality represents
a mild extension of the existing theory, the main difference being that we are
forced to consider a U(n), not SO(n) decomposition of tensors. As usual, the
improved Kato inequality yields an improved elliptic inequality, which (via Uh-
lenbeck’s method) allows one to improve the behavior of |Rm | at singularities
or at infinity.
Remark. In an interesting recent work [CS], a corresponding precompact-
ness result for Ka¨hler-Ricci solitons was derived with the additional assumption
of pointwise Ricci curvature bounds. These bounds on Ricci curvature in [CS]
can be removed as in our case. The details will be found in a forthcoming paper
[Web2].
Organization. In section 3 we consider the steps necessary for attaining
moduli space compactness under our assumptions, and establish the analytic
lemmas needed to overcome these difficulties. In section 4.1 we state the nec-
essary estimates and outline the Moser iteration argument needed for weak
compactness. In section 5 we give the weak compactness argument; we also give
the proof of the volume growth upper bound, and state a gap theorem for ALE
extremal metrics. We also present our adaptation of the argument for attain-
ing uniform volume growth bounds. Some details will be omitted from various
arguments, as they are nearly identical to those found elsewhere.
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2 A quick introduction to Ka¨hler geometry
2.1 Setup of notations
Let M be an n-dimensional compact Ka¨hler manifold. A Ka¨hler metric can be
given by its Ka¨hler form ω on M . In local coordinates z1, · · · , zn, this ω has
the form
ω =
√−1
n∑
i,j=1
gij¯d z
i ∧ d z¯j > 0,
where {gij¯} is a positive definite Hermitian matrix function. The Ka¨hler con-
dition requires that ω is a closed positive (1,1)-form, or in other words, that
∂gik¯
∂zj
=
∂gjk¯
∂zi
and
∂gki¯
∂z¯j
=
∂gkj¯
∂z¯i
∀ i, j, k = 1, 2, · · · , n.
The Hermitian metric corresponding to ω is given by
√−1
n∑
1
gαβ¯ d z
α ⊗ d z¯β.
For simplicity we will often denote by ω the corresponding Ka¨hler metric. The
Ka¨hler class of (M,ω) is the cohomology class [ω] in H2(M,R). The curvature
tensor is
Rmij¯kl¯ = −
∂2gij¯
∂zk∂z¯l
+
n∑
p,q=1
gpq¯
∂giq¯
∂zk
∂gpj¯
∂z¯l
, ∀ i, j, k, l = 1, 2, · · ·n.
The Ricci curvature of ω is locally given by
Ricij¯ = −
∂2 log det(gkl¯)
∂zi∂z¯j
,
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so its Ricci curvature form is
Ric =
√−1
n∑
i,j=1
Ricij¯d z
i ∧ d z¯j = −√−1∂∂ log det(gkl¯).
It is a real, closed (1,1)-form.
2.2 Historic background and motivation
In 1982, E. Calabi [Cal1] proposed to study the critical metrics of the so called
“Calabi energy” in each Ka¨hler class:
Ca(ω) =
∫
M
(R −R)2 ωn.
The critical metrics for this functional (the so-called extremal Ka¨hler metrics)
satisfy the following equation
R,α¯β¯ = 0, ∀ α, β = 1, 2, · · · , n.
In other words, the extremal Ka¨hler metrics are just those where the complex
gradient field of the scalar curvature functions is a holomorphic vector field.
This class includes the Ka¨hler-Einstein metrics, and more generally the constant
scalar curvature (cscK) metrics. The famous conjecture of Calabi states that
if the first Chern class (C1) has a definite sign, then there is a Ka¨hler Einstein
metric in the canonical Ka¨hler class. The celebrated work of T. Aubin [Aub]
(C1 < 0), S. T. Yau [Yau] (C1 < 0 and C1 = 0) and G. Tian [Tia1] (C1 > 0 for
complex surfaces) settles the Calabi conjecture in these respective cases. The
remaining case (C1 > 0 and dimension > 2) is much more complicated ([Tia2]).
In the 1980s, when he introduced the notion of extremal Ka¨hler metrics, E.
Calabi initially expected that there would exists an extremal Ka¨hler metric
in each Ka¨hler class. This conjecture of Calabi is known to be false as stated
since there are certain algebraic obstructions to the existence of extremal Ka¨hler
metrics ([Lev]). We know our list of obstructions is incomplete however, as Tian
[Tia2] constructed a example where the known obstructions vanish but there is
no cscK metric.
There is relatively little progress on the general existence problem using
PDE methods, although there is very active research in utilizing the special
symmetric structure of underlying Ka¨hler manifold as well as in deploying subtle
implicit function methods (cf. [Cal1] [LS1] [LS2] [ACGT] [AP] [APS] [Fine] and
references therein) to construct (or prove the existence of) extremal Ka¨hler
metrics. The present work is a movement in this direction using geometric
methods.
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2.3 Derivation of some useful formulas
First we show how to derive the elliptic system (1), (2), and (3). We note that
the first equation holds for any Riemannian manifold, though the derivation in
the Ka¨hler case is simpler. We compute in unitary frames
Rmij¯kl¯,mm¯ = Rmij¯ml¯,km¯
= Rmij¯ml¯,m¯k + Rmkm¯is¯Rmsj¯ml¯ − Rmkm¯sj¯Rmis¯ml¯
+Rmkm¯ms¯Rmsj¯sl¯ − Rmkm¯sl¯Rmij¯ms¯
= Ricij¯,l¯k + Rmkm¯is¯Rmsj¯ml¯ − Rmkm¯sj¯Rmis¯ml¯
+Ricks¯Rmsj¯sl¯ − Rmkm¯sl¯Rmij¯ms¯.
When the exact form of the expression is not important we will denote a linear
combination of traces of tensor products of S and T simply by S ∗T . Using this
of abbreviation, we write
△Rm = Rm ∗Rm +∇∇Ric .
Next we work with the Ricci tensor, and note that a simplification of △Ric is
possible in the Ka¨hler case because we are allowed additional permutations of
indices.
Ricij¯,mm¯ = Ricmj¯,im¯
= Ricmj¯,m¯i + Ricis¯Ricsj¯ − Rmim¯sj¯Ricms¯
= R,j¯i + Ricis¯Ricsj¯ − Rmim¯sj¯Ricms¯.
The computation for Ricij¯,m¯m is similar. Using the notation X = ∇R, we get
△Ric = Rm ∗Ric +∇X.
In the extremal case we can actually get an elliptic equation for X . Recalling
that ∇X = 0 for extremals, a commutator formula gives
X,mm¯ = R,¯imm¯ = −Rics¯iR,s¯
△X = Ric ∗X.
Essentially the same computation gives that
∇2X = Rm ∗X.
2.4 A priori bounds on the extremal vector field
In this section we establish preliminary local estimates for |X | and |∇X |. It is
well known that, given a Ka¨hler manifold and a Ka¨hler class, then the L∞ norm
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of its scalar curvature function is a priori bounded. Moreover, the extremal
vector field X is determined up to conjugation. However, one does not expect
that the length of |X | with respect to varying extremal metrics has any kind of
bound. We are pleasantly surprised that, without use of the Sobolev inequality,
we can directly bound L2(X). By Fatou’s lemma, this result will hold on any
manifold-with-singularities that arises as the limit of such manifolds. Extremal
Ka¨hler metrics have automatic upper and lower bounds on scalar curvature
which depends on the complex structure and Ka¨hler class. Using this fact, we
can prove
Proposition 2.1 AssumeM is a compact manifold and that X = ∇R , R,¯i dz¯i
is a holomorphic covector field. Then∫
M
|X |2 ≤ C sup |R|
∫
M
|Ric |2.
and ∫
M
|∇X |2 ≤ C sup |R|2
∫
M
|Ric |2.
for a constant C = C(n).
Pf
We deal with L2(|∇X |) first. We use formula (3) in a more specific form,
R,¯ijj¯ = R,¯ij¯j +Rmj¯ji¯kR,k¯ = −Ricki¯R,k¯,
and integration by parts. Note that ∇X = R,¯ij +R,¯ij¯ = R,¯ij .∫
|∇X |2 =
∫
R,ij¯R,¯ij = −
∫
R,ij¯jR,¯i = −
∫
Ricik¯R,kR,¯i
=
∫
Ricik¯,¯iR,kR +
∫
Ricik¯R,ki¯R =
∫
R,k¯R,kR +
∫
Ricik¯R,ki¯R
=
∫
|X |2R +
∫
〈Ric,∇X〉R ≤
∫
|X |2R + 1
2
∫
|Ric |2R2 + 1
2
∫
|∇X |2∫
|∇X |2 ≤ 2
∫
|X |2R +
∫
|Ric |2R2
We use
1
2
△R2 = |∇R|2 +R△R ≥ |∇R|2 − R√
n
|HessR|2 = |X |2 − R√
n
|∇X |.
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Then∫
|X |2 ≤ 1√
n
∫
R|∇X | ≤
(
1
n
∫
R2
) 1
2
(∫
|∇X |2
) 1
2
≤
(
1
n
∫
R2
) 1
2
(
2
∫
|X |2R +
∫
|Ric |2R2
) 1
2
≤ sup |R|
n
∫
R2 +
1
2 sup |R|
∫
|X |2R + 1
4 sup |R|
∫
|Ric |2R2∫
|X |2 ≤ 2 sup |R|
n
∫
R2 +
sup |R|
2
∫
|Ric |2
Thus ∫
|X |2 ≤ C sup |R|
∫
|Ric |2.

2.5 Uniform Sobolev constant bound
The large scale aim of this research program is to contribute to the under-
standing the Yau-Tian-Donaldson conjecture and the Calabi conjecture. The
most immediate natural application is the special case of complex surfaces with
Ka¨hler class in the so-called generalized Tian cone. Let us first define
Definition 2.2 The Ka¨hler class ω of a complex surface is in Tian’s cone if
c1(M)
2 − 2
3
(c1(M) · [ω])2
[ω]2
> 0.
A striking observation ([Tia3], [TV2]) of Tian’s is that a positive cscK
metric in the Tian cone automatically has a uniform Sobelev constant bound.
One can modify this to include the case of extremal Ka¨hler metrics: We say a
surface’s Ka¨hler class lies in the generalized Tian cone if
c1(M)
2 − 2
3
(
(c1(M) · [ω])2
[ω]2
+
1
64π2
‖F‖2
)
> 0 (8)
Here ‖F‖ is the norm of the Calabi-Futaki invariant [Fut] in a Mabuchi-Futaki
invariant metric [FM]; see [Chn2] for the definition of this norm. More im-
portantly, extremal metrics in this modified Tian cone sometimes enjoy similar
properties. In other words, some extremal Ka¨hler metrics in a bounded region
of the modified Tian cone have bounds (i)-(iv) a priori.
To make sense of this assertion, use
(C1 · [ω])2
[ω] · [ω] =
1
32π2
1
Vol
(∫
R
)2
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and
C21 =
1
96π2
∫ (
R2 − 12|E|2) + 1
48π2
∫
R2,
where E indicates the trace-free Ricci tensor. If the representative metric hap-
pens to be extremal, it turns out that
‖F‖2 = 2
(∫
R2 − 1
Vol
(∫
R
)2)
.
A glance at the Chern-Gauss-Bonnet formula for χ indicates that
∫ (
R2 − 12|E|2)
is a conformal invariant on 4-manifolds, so when (8) holds, we get a bound on
the square of the Yamabe minimizer. It is well-known that the Sobolev constant
is bounded in the conformal class of a positive Yamabe minimizer (ref!!), where
the constant A in (4) is controlled by the Yamabe constant and L∞(R). So
assuming (8) and a positive Yamabe constant there is abound on the Sobolev
constant. Such a bound holds, for example, on del Pezzo surfaces.
2.6 Future work
Due to LeBrun-Simanca [LS1], it is known that the set of Ka¨hler classes (and
bounded complex structures) which admit extremal Ka¨hler metrics is open in
the Ka¨hler cone. This suggests that it is possible to pursue the existence of the
extremal Ka¨hler metrics using the method of continuity. In a subsequent work,
we want to study
Problem 2.3 Let {[ωn]} be a sequence of Ka¨hler classes which converges to a
limiting Ka¨hler class [ω∞]. Suppose that the limiting Ka¨hler class is K stable,
and suppose that {gn} is a sequence of extremal Ka¨hler metrics in {[ωn]} re-
spectively. If the gi all satisfy conditions (i)-(iv), do we have a smooth limit as
i→∞? In other words, will orbifold singularities fail to develop?
A special case of this problem, perhaps more natural, is
Problem 2.4 In complex dimension 2, can we solve problem 2.3? What about
in the interior of the generalized Tian’s Ka¨hler cone3? What happens at the
border of this modified Ka¨hler cone? What if we don’t assume the limiting class
is stable?
Problem 2.5 If we remove the assumption of uniform bound on Sobolev con-
stant, does some version of Theorem 1.3 still hold? What if we restrict to
surfaces only?
3See Section 2.5 for definition.
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In a series of remarkable works [Don1] [Don2] [Don3], S. K. Donaldson ini-
tiated the study of the existence of extremal Ka¨hler metrics on toric surfaces;
see also [Zhu] for further work in toric varieties. This program might be viewed
as parallel to the one described out here. Addressing the problem in full gener-
ality would mean tackling one of two essential difficulties: on the one hand the
lack of 2-dimensional symmetry in general, and on the other the lack of Sobolev
constant control in general. The work of Cheeger-Tian [CT] on 4 dimensional
Einstein manifolds may shed some light on this problem.
Problem 2.6 What can we say about Theorem 1.3 if we assume bounds on the
L2 (instead of L
n
2 ) norm of Riemannian curvature?
In extremal Ka¨hler geometry this is an especially natural question, as the L2
norm has a priori bounds, from which we don’t know how to obtain L
n
2 bounds.
There are many important works in this direction by M. Anderson, J. Cheeger,
T. Colding, G. Tian, and others. Readers are encouraged to browse [CCT] or
[CT] for further details and references.
3 Analytic Lemmas
The results of this section hold for complete manifolds with certain kinds of
singular points, what Anderson calls “curvature singularities.” Specifically,
Definition 3.1 Assume M is a length space with a set S =
⋃N
j=1{pj} such that
M−S is a smooth Riemannian manifold. If S is the smallest such set, we call it
the singular set of M . If for each pj there is an ǫj > 0 and numbers 0 < vj ≤ vj
with the property that vjr
n ≤ VolB(pj , r) ≤ vjrn for 0 ≤ r < ǫj, then we call
M a manifold-with-singularities, and call the pj curvature singularities.
Our goal in this section is to establish the tools we shall need later to establish
the pointwise bounds for the Riemannian curvature tensor on manifolds-with-
singularities. This provides the first step in both the weak compactness and the
removable singularity theorems.
Moser iteration with the elliptic inequality △u ≥ −fu − g (roughly the
form of (1), (2), and (3)) requires the a priori conditions that u ∈ L2 and
f, g ∈ Lp for some p > n/2. We will have only p = n/2 a priori. Essentially
by exploiting the nonlinear structure of the system (1), (2), (3), with methods
pioneered in [BKN], [Tia1], [And1], we can bootstrap f and g into the needed
Lp spaces. The presence of singularities complicates this, the main difficulty
being that integration by parts leaves an uncontrollable residue at singularities.
The first task is partially recovering integration by parts, which is possible for
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functions that are differentiable away from the singular set and in L
n/(n−1)
loc at
the singularities.
Remark. The fact that the Sobolev inequality continues to hold forW 1,2-
functions across the singular points, assuming the local upper bound on volume
growth, is by now a well known.
Lemma 3.2 (Sobolev inequality for W 1,2 functions) Assume the Sobolev
inequality
(∫
U
v2γ
) 1
γ ≤ CS
∫
U
|∇v|2 holds for all domains U with closure U
compact and disjoint from the singular set, with VolU ≤ 12 VolM if VolM is
finite, and with v ∈ C1c (U). Then the Sobolev inequality holds for functions
v ∈W 1,20 (U) even if U contains singular points.
Pf See, for instance, the proof of Theorem 5.1 in [BKN] 
Lemma 3.3 (Integration by parts) Assume X is any vector field with com-
pact support which is smooth outside the singular set. If |X | ∈ L nn−1 (or just
|X | = O(r−(n−1)) near singularities) and either ∫ (div(X))− or ∫ (div(X))+ is
finite, we retain the divergence formula:
∫
M
d (iXdV ol) = 0.
Pf
Without loss of generality, we assume (div(X))− is integrable, and we
assume there is only one singularity, at o. For small values of r, let φr ≥ 0
be a test function with φr ≡ 1 outside B(o, 2r), φr ≡ 0 inside B(o, r), and
|∇φr| ≤ 2/r. Possibly
∫
M div(X) = +∞, but in any case the Dominated
Convergence Theorem and Fatou’s lemma give∫
M
div(X) =
∫
M
(div(X))+ −
∫
M
(div(X))−
≤ lim
r→0+
∫
M
φr(div(X))+ − lim
r→0+
∫
M
φr(div(X))−
= lim
r→0+
∫
M
φr div(X).
But
|
∫
M
φr div(X)| = |
∫
M
〈X,∇φr〉 |
≤
(∫
M
|∇φr |n
) 1
n
(∫
supp(∇φr)
|X | nn−1
)n−1
n
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Since
(∫
M
|∇φr|n
) 1
n ≤ 2r (VolB(o, r))
1
n is finite and
∫
supp(∇φr) |X |
n
n−1 is
bounded as r→ 0, we get that limr→0
∫
M
φr div(X) is bounded. Therefore∫
M
div(X) < ∞,
which proves that indeed
∫
(div(X))+ <∞. The DCT now gives∫
M
div(X) = lim
r→0+
∫
M
φr div(X) = 0.

We eventually wish to prove that the curvature singularities are “remov-
able,” in the sense that the Riemann curvature tensor has uniform pointwise
bounds in the neighborhood of any singular point. Thus the singularity may be
topologically nontrivial, but its metric structure will be controlled, and in all
cases one can prove such a singularity will be a Riemannian orbifold point of
regularity at least C0.
The first step in the removable singularity theorem is establishing that
|Rm | ∈ Lploc for some p > n/2. A result of [BKN] is that if |Rm | = O(r−2+α)
for any α > 0, one can construct coordinates with C1,1 bounds on metric com-
ponents. In fact, if one can obtain just C1,α coordinates, one has access to
harmonic coordinates ([DK]) and a bootstrapping argument can commence,
which we give in section 5.
For dimensions 6 and up, we obtain |Rm | ∈ Lploc using analytic methods
first developed in [Sib]. Sibner’s original purpose was to prove removable sin-
gularity theorems for Yang-Mills instantons, a problem closely related to ours.
This method was used again by Cao-Sesum in [CS] to remove singularities on
Ka¨hler-Ricci solitons. Sibner’s theorem is really only useful in dimension 5 and
higher; in the Yang-Mills case other methods were used in dimensions 2, 3, and
4. We use other methods in dimension 4 as well; see section 4.4. The proof
below does have some limited applicability in dimensions 3 and 4.
Lemma 3.4 (uk ∈ L2 implies ∇uk ∈ L2) ([Sib]) Assume 2-sided volume growth
bounds, Sobolev constant bounds, and △u ≥ −fu where f ∈ Ln/2(B −{o}) and
u ≥ 0. If k > 12 nn−2 , then uk ∈ L2(B − {o}) implies ∇uk ∈ L2(B − {o}).
Pf
The idea is to dampen the growth near the singularity while retaining
weakly an elliptic inequality. Assume 12 < q0 ≤ q, to be chosen later. We set up
a test function as follows. Let
F (t) =
{
tq if 0 ≤ t ≤ l
1
q0
(qlq−q0tq0 + (q0 − q)lq) if l ≤ t,
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and set G(t) = F (t)F ′(t). We shall need the following easily verified facts:
F (t) ≤ q
q0
lq−q0tq0 (9)
q0F (t) ≤ tF ′(t) (10)
tF ′(t) ≤ qF (t) (11)
G′(t) ≥ 2q0 − 1
q0
(F ′(t))2. (12)
For a test function ζ, ∫
〈∇ζ,∇u〉 ≤
∫
ζuf (13)
Choose ζ = η2G(u) for our test function. We have to assume η ≡ 0 across any
singularities in order to make integration by parts work. The trick will be to
make u disappear. We have
〈∇u,∇ζ〉 ≥ 2ηF (u)F ′(u) 〈∇u,∇η〉 + 2q0 − 1
q0
η2(F ′(u))2|∇u|2,
so combining with (13) and simplifying gives our main inequality:∫
2ηF (u) 〈∇η,∇F (u)〉 + 2q0 − 1
q0
∫
η2|∇F (u)|2 (14)
≤ q
∫
η2(F (u))2f (15)
We deal with the terms one by one. The first term on the left of (15) is easily
dispatched with Schwartz:∫
2ηF (u) 〈∇η,∇F (u)〉 ≥ −µ
∫
η2|∇F (u)|2 − 1
µ
∫
|∇η|2|F (u)|. (16)
For the term on the right of (15), Ho¨lder and Sobolev give∫
η2(F (u))2f ≤
(∫
f
n
2
) 2
n
(∫
η
2n
n−2 (F (u))
2n
n−2
)n−2
n
≤ 2C2S
(∫
f
n
2
) 2
n
(∫
|∇η|2F (u)2
)
+ 2C2S
(∫
f
n
2
) 2
n
(∫
η2|∇F (u)|2
)
Putting everything back into (15) and simplifying now gives(
2q0 − 1
q0
− µ− 2qC2S
(∫
f
n
2
) 2
n
)∫
η2|∇F (u)|2
≤
(
1
µ
+ 2qC2S
(∫
f
n
2
) 2
n
)∫
|∇η|2|F (u)|2 (17)
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After q and q0 are chosen, we choose µ to be small and choose the cutoff η so
that
(∫
supp(η)
f
n
2
) 2
n
is also small. Under these conditions we get that∫
η2|∇F (u)|2 ≤ C
∫
|∇η|2|F (u)|2, (18)
where C = C(q0), provided that ‖f‖Ln2 (supp(η)) ≤ C(CS , q, q0).
We want to ferret out the contribution at the singularity, so replace η
with ηηǫ, where now η ≡ 1 across the singularity, and ηǫ ≥ 0 is another cutoff
function with ηǫ ≡ 1 outside B(o, 2ǫ), ηǫ ≡ 0 inside B(o, ǫ), and |∇ηǫ| ≤ 2/ǫ.
Using F (v) ≤ qq0 lq−q0uq0 and applying Ho¨lder again:
∫
(ηηǫ)
2|∇F (u)|2 ≤ C
(
q
q0
lq−q0
)2(∫
|∇ηǫ|n
) 2
n
(∫
supp(∇ηǫ)
u
2nq0
n−2
)n−2
n
+C
∫
|∇η|2|F (u)|2.
Now choose q0 >
1
2 so q0 = k(n − 2)/n (here we use the hypothesis that k >
1
2
n
n−2 ). Then
2nq0
n−2 = 2k and so u
2nq0
n−2 is locally integrable. As ǫ→ 0 we get
(∫
|∇ηǫ|n
) 2
n
(∫
supp(∇ηǫ)
u
2nq0
n−2
)n−2
n
→ 0,
So
∫
η2|∇F (u)|2 ≤ C ∫ |∇η|2|F (u)|2. Now letting also l→∞ we finally get∫
η2|∇uq|2 ≤ C
∫
|∇η|2|uq|2. (19)
Choosing q = k (so automatically q > q0), we have our result:
∇uk ∈ L2.

Proposition 3.5 (Lp-regularity) Assume △u ≥ −fu− g, u ≥ 0 in B − {o},
with f, g ∈ Ln/2(B − {o}), and assume 2-sided volume growth bounds at the
singular point and a finite Sobolev constant. If u ∈ Lq(B − {o}) for some
q > nn−2 , then u ∈ Lp(B−{o}) for all ∞ > p ≥ q. Explicitly, with a > q > nn−2 ,
there exists ǫ0 = ǫ0(q, a, CS), C = C(q, a, CS , n) so that
∫
B(o,r)
f
n
2 ≤ ǫ0 implies(∫
B(o,r/2)
ua
) 1
a
≤ Cr na−nq
(∫
B(o,r)
uq
) 1
q
+ Cr
n
a
(∫
B(o,r)
g
n
2
) 2
n
. (20)
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Pf
We must pay special attention to any use of integration by parts; otherwise the
argument is standard. Assume p > 1. Replace u by u + C‖g‖
L
n
2 (B(o,r))
and
f by f + 1C
g
‖g‖
L
n
2 (B(o,r))
, where C is some number to be chosen later; it will be
roughly
(
a2/(a− 1))n/2. Then △u ≥ −fu. We get
(∫ (
η2up
) n
n−2
)n−2
n
≤ 2C2S
∫
|∇η|2up + 2p2C2S
∫
η2up−2|∇u|2.
The last term reads C
∫
η2|∇u p2 |2, which we can estimate using (19). This
estimate requires that
(∫
B(o,r) |f |
n
2
) 2
n
be small compared to p and CS , which,
incidentally requires choosing C. We get(∫ (
η2up
) n
n−2
)n−2
n
≤ C
∫
|∇η|2up (21)
where C = C(p, CS). Iterating this inequality will give u ∈ Lp for all q ≤ p <∞.
We carry this out explicitly. With 0 < k < 1 and an appropriate choice of
test functions φ, (21) implies(∫
B(o,kr)
upγ
) 1
γ
≤ Cr−2
∫
B(o,r)
up,
with C = C(p, k, CS), and iterating, we get(∫
B(o,ki+1r)
upγ
i+1
) 1
γi+1
≤ Cr nγi+1−n
∫
B(o,r)
up,
with C = C(p, k, i, CS). Now choose i so pγ
i ≤ a < pγi+1. Then
∫
B(o,ki+1r)
ua ≤ rn− nap
(∫
B(o,ki+1r)
upγ
i
) pγi+1−a
pγi+1−pγi
(∫
B(o,ki+1r)
upγ
i+1
) a−pγi−a
pγi+1−pγi
≤ Crn−nap
(∫
B(o,kr)
up
)γi pγi+1−a
pγi+1−pγi
(∫
B(o,r)
up
)γi+1 a−pγi
pγi+1−pγi
≤ Crn−nap
(∫
B(o,r)
up
) a
p
,
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where C = C(p, k, a, CS). Now lastly put u+ C‖g‖Ln2 (B(o,r)) back in for u:(∫
B(o,kr)
ua
) 1
a
≤
(∫
B(o,r)
(u+ C‖g‖)a
) 1
a
≤ Cr na−np
(∫
B(o,r)
(u+ C‖g‖)p
) 1
p
≤ Cr na−np
(∫
B(o,r)
up
) 1
p
+ Cr
n
a
(∫
B(o,r)
g
n
2
) 2
n
.
for C = C(a, n, k, CS). 
4 Regularity of sectional curvature
4.1 Statement of the curvature estimates
In this section we state our main curvature integral estimates, and actually
establish them in the low order case. The method of proof is standard, but
establishing the estimates in the possible presence of singularities is more com-
plicated. At smooth points, Propositions 4.2, 4.3, 4.4, and 4.5 give the result
for small values of q. The subject of Sections 4.3 and 4.4 is to prove the q = 0
case at singular points. The rest of the long, unenlightening proof by induction
is consigned to the appendix.
Theorem 4.1 Assume g is an extremal Ka¨hler metric on a Riemannian manifold-
with-singularities. When a > n2 , and q ∈ {0, 1, . . .}, there exists ǫ0 = ǫ0(CS , a, q, n)
and C = C(CS , a, q, n) so that∫
B(o,r)
|Rm |n2 ≤ ǫ0
implies (∫
B(o,r/2)
|∇qX |a
) 1
a
≤ Cr−3−q+ na
(∫
B(o,r)
|R|n2
) 2
n
(22)
(∫
B(o,r/2)
|∇q Ric |a
) 1
a
≤ Cr−2−q+ na
(∫
B(o,r)
|Ric |n2
) 2
n
(23)
(∫
B(o,r/2)
|∇q Rm |a
) 1
a
≤ Cr−2−q+ na
(∫
B(o,r)
|Rm |n2
) 2
n
. (24)
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In the presence of singularities estimate (24) holds if q = 0 and n ≥ 4, and
estimates (23) and (22) hold if q = 0, 1 and n ≥ 6. In all other cases the
estimates hold if B(o, r) consists of manifold points.
We begin the induction argument for Proposition 4.1 at smooth points,
for |Rm |, |Ric | and |∇Ric |, and |X | and |∇X |. It is worth noting that the
arguments here work in real dimension n ≥ 3.
Proposition 4.2 If p > n2 and B(o, r) consists of smooth points, there exists
ǫ0 = ǫ0(p, CS , n) and C = C(p, CS , n) so that
∫
B(o,r) |Ric |
n
2 ≤ ǫ0 implies
(∫
B(o,r/2)
|X |p
) 1
p
≤ Cr np−3
(∫
B(o,r)
|R|n2
) 2
n
Pf
This is basically a local version of Proposition 2.1. We obtain the estimates
in a series of steps. First,∫
φ2|X |2 = −2
∫
φR 〈∇φ,X〉 −
∫
φ2R△R∫
φ2|X |2 ≤ 4
∫
|∇φ|2R2 + 2
(∫
R2
) 1
2
(∫
φ4|△R|2
) 1
2
(25)
Then we estimate the last term, using |△R|2 = R,mm¯R,kk¯. We get∫
φ4|△R|2 = −4
∫
φ3△R 〈∇φ,X〉 −
∫
φ4R,mm¯kRk¯
= −4
∫
φ3△R 〈∇φ,X〉 +
∫
φ4Ricks¯R,sRk¯∫
φ4|△R|2 ≤ 16
∫
φ2|∇φ|2|X |2 + 2
∫
φ4Ric(X,X).
It is also possible to estimate the Ric(X,X) term:∫
φ4 Ric(X,X)
= −4
∫
φ3RRicks¯φ,sR,k¯ −
∫
φ4RRicks¯,sR,k¯ −
∫
φ4RRicks¯R,k¯s
≤ 2
∫
φ2|∇φ|2|X |2 + 2
∫
φ4|R|2|Ric |2 −
∫
φ4R|X |2 + 1
4
∫
φ4|∇X |2
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Finally we have to estimate the |∇X |2 term.∫
φ4|∇X |2 = −4
∫
φ3R,ij¯φ,jR,¯i −
∫
φ4R,ij¯jR,¯i
= −4
∫
φ3R,ij¯φ,jR,¯i +
∫
φ4Ricis¯R,sR,¯i∫
φ4|∇X |2 ≤ 16
∫
φ2|∇φ|2|X |2 + 2
∫
φ4 Ric(X,X).
Now we successively put these estimates back. First we get∫
φ4Ric(X,X) ≤ 12
∫
φ2|∇φ|2|X |2 + 4
∫
φ4|R|2|Ric |2 − 2
∫
φ4R|X |2.
Note that this also provides∫
φ4|∇X |2 ≤ 40
∫
φ2|∇φ|2|X |2 + 8
∫
φ4|R|2|Ric |2 − 4
∫
φ4R|X |2
and ∫
φ4|△R|2
≤ 40
∫
φ2|∇φ|2|X |2 + 8
∫
φ4|R|2|Ric |2 − 4
∫
φ4R|X |2. (26)
Using the Sobolev inequality, we can do something with the final term:∫
φ4R|X |2 ≤
(∫
R
n
2
) 2
n
(∫
φ4γ |X |2γ
) 1
γ
≤ 4CS
(∫
R
n
2
) 2
n
∫
φ2|∇φ|2|X |2 + 2CS
(∫
R
n
2
) 2
n
∫
φ4|∇X |2
≤ 4CS
(∫
R
n
2
) 2
n
∫
φ2|∇φ|2|X |2 + 16CS
(∫
R
n
2
) 2
n
∫
φ4|R|2|Ric |2
− 8CS
(∫
R
n
2
) 2
n
∫
φ4R|X |2∫
φ4R|X |2 ≤ C
(∫
R
n
2
) 2
n
∫
φ2|∇φ|2|X |2 + C
(∫
R
n
2
) 2
n
∫
φ4|R|2|Ric |2
Remarkably the constant C is bounded independently of the Sobolev constant.
Thus ∫
φ4|△R|2 ≤ C
∫
φ2|∇φ|2|X |2 + C
∫
φ4|R|2|Ric |2. (27)
Returning to (25), we get∫
φ2|X |2 ≤ 4
∫
|∇φ|2R2 + C
(∫
R2
) 1
2
(∫
φ2|∇φ|2|X |2
) 1
2
+C
(∫
R2
) 1
2
(∫
φ4|R|2|Ric |2
) 1
2
.
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Using |∇φ| ≤ 2r gives us∫
φ2|X |2 ≤ Cr−2
∫
R2 + C
(∫
R2
) 1
2
(∫
φ4|R|2|Ric |2
) 1
2
. (28)
We must deal with the final term. In the case n ≥ 8, we can easily deal
with the final term:∫
φ4|R|2|Ric |2 ≤
(∫
|Ric |n2
) 4
n
(∫
|R| 2nn−4
)n−4
n
≤ (Vol suppφ)n−8n
(∫
|Ric |n2
) 4
n
(∫
|R|n2
) 4
n
The case n = 6 is more difficult. Ho¨lder gives∫
φ4|Ric |2|R|2 ≤
(∫
φ4|Ric |3
) 2
3
(∫
φ4|R|6
) 1
3
,
and we use the Sobolev inequality to get(∫
φ4|R|6
) 2
3
≤ 4CS
∫
φ2|∇φ|2|R|4 + 4CS
∫
φ4|R|2|∇R|2.
Now integration by parts on the last term yields(∫
φ4|R|6
) 2
3
≤ 16CS
∫
φ2|∇φ|2|R|4 − 4CS
∫
φ4R3△R.
Using Ho´lder’s inequality and (27) gives(∫
φ4|R|6
) 2
3
≤ 16CS
∫
|∇φ|2|R|4 + 4CS
(∫
φ4R6
) 1
2
(∫
φ4|△R|2
) 1
2
≤ C
∫
|∇φ|2|R|4 + C
(∫
φ4R6
) 1
2
(∫
φ2|∇φ|2|X |2 +
∫
φ4|R|2|Ric |2
) 1
2
(∫
φ4|R|6
) 2
3
≤ C
∫
|∇φ|4|R|2 + C
(∫
φ2|∇φ|2|X |2
)2
+ C
(∫
φ4|R|2|Ric |2
)2
Putting this back in, we get∫
φ4|Ric |2|R|2 ≤ C
(∫
φ4|Ric |3
) 2
3
∫
|∇φ|4|R|2 + C
(∫
φ4|Ric |3
) 2
3
∫
φ2|∇φ|2|X |2.
Finally we work with the case n = 4. We use simply∫
φ4|Ric |2|R|2 ≤
(∫
φ4|Ric |4
) 1
2
(∫
φ4R4
) 1
2
,
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and use the Sobolev inequality to get(∫
φ4|Ric |4
) 1
2
≤ 2CS
∫
|∇φ|2|Ric |2 + 2CS
∫
φ2|∇Ric |2.
Using integration by parts on the last term lets us obtain(∫
φ4|Ric |4
) 1
2
≤ C
∫
|∇φ|2|Ric |2 + C
∫
φ2|Rm ||Ric |2 + C
∫
φ2|Ric ||∇X |.
Using our expressions for
∫
φ4|∇X |2 and ∫ R|X |2 allows us to obtain(∫
φ4|Ric |4
) 1
2
≤ C
∫
|∇φ|2|Ric |2 + C
(∫
|Ric |2
) 1
2
(∫
φ2|∇φ|2|X |2
) 1
2
.
The Sobolev inequality applied to
∫
φ4|R|4 gives us(∫
φ4R4
) 1
2
≤ C
∫
|∇φ|2R2 + C
∫
φ2|X |2
Putting the estimates for
∫
φ4R2|Ric |2 in the cases n = 4, n = 6, and
n ≥ 8 into (28) lets us conclude, regardless of dimension, that∫
φ2|X |2 ≤ Cr−2
∫
R2 + rn−6
(∫
R
n
2
) 4
n
The conclusion now follows from Proposition 3.5. 
Proposition 4.3 If p > n2 and B(o, r) consists of smooth points, there exists
ǫ0 = ǫ0(p, CS , n) and C = C(p, CS , n) so that
∫
B(o,r) |Rm |
n
2 ≤ ǫ0 implies(∫
B(o,r/2)
|Ric |p
) 1
p
≤ Cr np−2
(∫
B(o,r/2)
|Ric |n2
) 2
n
Pf
We use integration by parts to get∫
φl|∇X |k =
∫
φl|∇X |k−2 〈∇X,∇X〉
= −l
∫
φl−1|∇X |k−2 〈∇φ⊗X,∇X〉
−(k − 2)
∫
φl|∇X |k−3 〈∇|∇X | ⊗X,∇X〉
−φl
∫
|∇X |k−2 〈X,△X〉
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Using Ho¨lder’s inequality on the first term and using ∇2X = Rm ∗X , we get∫
φl|∇X |k ≤ C(k, l)
∫
φl−2|∇φ|2|∇X |k−2|X |2 + C(k, l)φl
∫
|∇X |k−2|X |2|Rm |
Assuming k < n we can use Ho¨lder’s inequality again to get∫
φl|∇X |k ≤
(∫
φ
ln
n−k |X | knn−k
)n−k
n
. (29)
This holds in particular when k = n2 . Now the inequality△|Ric | ≥ −C|Rm ||Ric |−
C|∇X | yields the conclusion, via Proposition 3.5. 
Proposition 4.4 If p > n2 and B(o, r) consists of smooth points, there exists
ǫ0 = ǫ0(p, CS , n) and C = C(p, CS , n) so that
∫
B(o,r)
|Rm |n2 ≤ ǫ0 implies
(∫
B(o,r/2)
|Rm |p
) 1
p
≤ Cr np−2
(∫
B(o,r/2)
|Rm |n2
) 2
n
Pf
Following the calculation leading up to (47), we get that(∫
φkγ |Rm |kγ
) 1
γ
≤ C
∫
φl−2|∇φ|2|Rm |k + C
∫
φl|Rm |k+1 +
∫
φl|Rm |k−1|∇X |
holds when suppφ consists of smooth points. The second term on the right
easily combines into the left side when
∫
suppφ
|Rm |n2 is small, and then using
Ho¨lder’s inequality on the rightmost term, we get(∫
φkγ |Rm |kγ
) 1
γ
≤ C
∫
φl−2|∇φ|2|Rm |k +
(∫
φ|∇X | nk2k+n−2
) 2k+n−2
n
.
Noticing that nk2k+n−2 < n and using (29) gives(∫
φkγ |Rm |kγ
) 1
γ
≤ Cr−2
∫
φl−2|Rm |k.
Iterating this inequality yields the conclusion. 
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Proposition 4.5 If p > n2 and B(o, r) consists of smooth point, there exists
ǫ0 = ǫ0(p, CS , n) and C = C(p, CS , n) so that
∫
B(o,r) |Rm |
n
2 ≤ ǫ0 implies(∫
B(o,r/2)
|∇Ric |p
) 1
p
≤ Cr nk−3
(∫
B(o,r/2)
|Ric |n2
) 2
n
(∫
B(o,r/2)
|∇X |p
) 1
p
≤ Cr nk−4
(∫
B(o,r/2)
|R|n2
) 2
n
Pf
Applying the Sobolev inequality, integration by parts, and the elliptic in-
equality for |Rm |, we get
C
(∫
φlγ |∇Ric |kγ
) 1
γ
≤
∫
φl−2|∇φ|2|∇Ric |k
+
∫
φl|∇Ric |k−2|Ric |2|Rm |2 +
∫
φl|∇Ric |k−2|∇X |2.
Ho¨lder’s inequality, combined with Proposition 4.4 gives(∫
φlγ |∇Ric |kγ
) 1
γ
≤ Cr−2
∫
φl−2|∇Ric |k +
(∫
φ|∇X | nkk+n−2
) n
k+n−2
Since nkk+n−2 < n, using (29), we get(∫
φlγ |∇Ric |kγ
) 1
γ
≤ Cr−2
∫
φl−2|∇Ric |k,
which we can iterate to get the stated result for |∇Ric |. Now the equation
△|∇X | ≥ −C|∇Ric ||X | − C|Rm ||∇X |, along with Proposition 3.5 (which
always works at smooth points), yields the result for |∇X |. 
4.2 Pointwise curvature regularity
Here we assume that Proposition 4.1 has been entirely proved at smooth points.
The beginning of the proof was undertaken in the previous section. The rest of
the proof, consisting of an induction argument in dimension, is in the appendix.
Theorem 4.6 Assume B(o, r) consists of manifold points. There exists an
ǫ0 = ǫ0(CS , n, p) and C = C(CS , n, p) so that
∫
Br
|Rm |n2 ≤ ǫ0 implies
sup
B(o,r/2)
|∇p Rm | ≤ Cr−p−2
(∫
B(o,r)
|Rm |n2
) 2
n
.
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Pf
First we prove a commutator formula. If T is any tensor, we have
△∇T = T,imm = T,mim + (Rmim∗∗ ∗ T ),m (30)
= T,mmi + Rm ∗∇T + Rmim∗∗,m ∗ T + Rmim∗∗ ∗ T,m
= ∇△T + Rm ∗∇T + ∇Ric ∗T.
Here the stars in the subscript positions of Rm are meant to indicate a contrac-
tion with various indices of T . Replacing T with ∇p−1T , an induction argument
gives
[△,∇p] =
p−1∑
i=0
∇iRm ∗∇p−i +
q∑
i=1
∇Ric ∗∇p−i.
Therefore
△∇p Rm =
p∑
i=0
∇i Rm ∗∇p−iRm +∇p+2Ric,
so
△|∇pRm | ≥ −C|Rm ||∇p Rm |
−C
p−1∑
i=1
|∇iRm ||∇p−i Rm | − C|∇p+2Ric |.
With u = |∇pRm |, f = C|Rm |, and g = C∑p−1i=1 |∇i Rm ||∇p−i Rm | +
C|∇p+2 Ric |, we get the elliptic inequality
△u ≥ −f u − g
which holds everywhere that u 6= 0. Proposition (4.1) gives that f, g ∈ Ls′(B(o, r/2))
for some s′ > n/2, so theorem 8.15 of [GT] gives
sup
B(o,r/4)
|∇pRm | ≤ Cr−2
(∫
B(o,r/2)
|∇p Rm |n2
) 2
n
,
and so
sup
B(o,r/4)
|∇p Rm | ≤ Cr−p−2
(∫
B(o,r)
|Rm |n2
) 2
n
.
Applying this for balls B(o′, r/2) with o′ ∈ ∂B(o, 3r/8), we get the final form
of the result. 
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4.3 Removing curvature singularities, n ≥ 6
Here we undertake the proof Proposition 4.1 in the cases where B(o, r) has
curvature singularities and the dimension satisfies n ≥ 6. We will make use of
our original elliptic system
△Rm = Rm ∗Rm +∇2Ric (31)
△Ric = Rm ∗Ric +∇X (32)
△X = Ric ∗X. (33)
In addition we will use the formulas
∇2X = Rm ∗X (34)
△∇X = ∇Ric ∗X + Rm ∗∇X (35)
△∇Ric = Rm ∗∇Ric + Ric ∗∇Rm + Rm ∗X. (36)
Our ultimate goal is to show that |Rm | ∈ Lk for all k despite the singularities.
One must only show that |∇2Ric | ∈ Ln2 , and then Proposition 3.5 theory gives
|Rm | ∈ Lk. Showing that |∇2Ric | ∈ Ln2 isn’t too bad at smooth points, but
with singularities we must use a more round-about route. We already have
|X | ∈ Lk (Proposition 3.5). We can show |∇X | ∈ Ln, so Proposition 3.5 gives
that |Ric | ∈ Lk.
Now at this stage we try to get estimates for Rm. The model case is the
real-valued system in divergence form
△u ≥ −fu − ∇igi,
where one gets that u ∈ Lk provided f ∈ Ln2 and gi ∈ Ln. Abusing both
notation and the very notion of divergence, we consider equation (31) to have a
nonhomogeneous term in divergence form, namely gi = ∇Ric. If |∇Ric | ∈ Ln
we then expect |Rm | ∈ Lk. This intuition certainly pans out in the smooth
case, but unfortunately the tool in the singular case, Proposition 3.5, is not built
to handle the divergence term. It is essentially the divergence structure that we
exploit in our argument, however, so it is likely that some improvements can be
made to Proposition 3.5 also.
Technically intricate arguments allow us to play estimates for |∇Ric | and
|Rm | off of each other; we show that |Rm | ∈ Lp implies an improved estimate
for |∇Ric |, and this improved estimate in turn lets us bootstrap |Rm | into
higher Lp spaces.
In we use the following the shorthand notation: if p is a number we use p−
to indicate a variable that may have any value less than p, and p+ to indicate
a variable that may have any value greater than p.
27
Lemma 4.7 Assume M is a manifold-with-singularities. There exist ǫ0 =
ǫ0(n, k, CS) and C = C(n, k, CS) so that
∫
B(o,r) |Ric |
n
2 ≤ ǫ0 implies
(∫
B(o,r/2)
|X |k
) 1
k
≤ Cr nk−3
(∫
B(o,r)
|R|n2
) 2
n
.
Pf
The proof of this lemma in the smooth case, given by Proposition 4.2, will
carry through provided we can justify the use of integration by parts in case
n ≥ 6.
Assume that |X | ∈ Lp−loc. Assuming that suppφ consists of smooth points,
we get∫
φp|X |p = −p
∫
φp−1R 〈∇φ,X〉 |X |p−2
− (p− 2)
∫
φpR 〈∇|X |, X〉 |X |p−3 −
∫
φpR△R|X |p−2
≤ p
∫
φp−1|R||∇φ||X |p−1
+(p− 2)
∫
φp|R||X |p−2|∇X | +
∫
φp|R||△R||X |p−2
≤ C|R|
(∫
|∇φ|n
) 1
n
(∫
|X |(p−1) nn−1
)n−1
n
+C|R|
(∫
|∇X |2
) 1
2
(∫
|X |2p−4
) 1
2
Now replace φ by φ ·φR where φ ≡ 1 across the singularity o, and φR is a cutoff
function with φR ≡ 0 inside B(o,R), φR ≡ 1 outside B(o, 2R), and |∇φR| ≤ 2R .
Then we can take a limit as R → 0 assuming first that (p − 1) nn−1 < p and
second that 2p− 4 < p; it suffices to require p < 4.
Therefore, assuming p < 4 so that integration by parts works, we can get∫
φp|X |p ≤ C
∫
|∇φ|p|R|p + C
∫
φp|R| p2 |∇X | p2 .
Now we can take a limit as p→ 4. Using the Dominated Convergence Theorem
on the right side and Fatou’s lemma on the left, we get that this inequality holds
for p = 4 as well. Now we can repeat the proof of Proposition 4.2. 
Lemma 4.8 Assume M is a manifold-with-singularities. If 2 ≤ k ≤ n there
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exist ǫ0 = ǫ0(n, k, CS) and C = C(n, k, CS) so that
∫
B(o,r)
|Rm |n2 ≤ ǫ0 implies
(∫
B(o,r/2)
|∇X |k
) 1
k
≤ Cr nk−4
(∫
B(o,r)
|R|n2
) 2
n
,
irrespective of the presence of singularities.
Pf ∫
φl|∇X |k = −l
∫
φl−1|∇X |k−2 〈∇X,∇φ⊗X〉
−(k − 2)
∫
φl|∇X |k−3 〈∇X,∇|∇X | ⊗X〉
−
∫
φl|∇X |k−2 〈△X,X〉
We use ∇2X = Rm ∗X and △X = Ric ∗X to get∫
φl|∇X |k ≤ l
2
2
∫
φl−2|∇φ|2|∇X |k−2|X |2 + 1
2
∫
φl|∇X |k
+(k − 2)
∫
φl|∇X |k−2|X |2|Rm |
+
∫
φl|∇X |k−2|X |2|Ric |,
so with C = C(k, l) we have∫
φl|∇X |k ≤ C
∫
φl−2|∇φ|2|∇X |k−2|X |2
+C
∫
φl|∇X |k−2|X |2|Rm |. (37)
If suppφ has a singularity, we now show that when k < 2p ≤ n this still holds.
We get∫
φl|∇X |k ≤ C
(∫
φl|∇X |k
) k−2
k
(∫
φl−k|∇φ|k|X |k
) 2
k
(38)
+C
(∫
φl|∇X |k
) k−2
k
(∫
φ
2pl
2p−k |X | 2pk2p−k
) 2p−k
pk
(∫
|Rm |p
) 1
p
Replace φ in the inequality by φ · φR. Assuming o is a singularity we choose
the cutoff function φR with the following properties: φR ≡ 1 outside B(o, 2R),
φ ≡ 0 inside B(o,R) and |∇φR| ≤ 2R . If we take a limit as R→ 0 (so the cutoff
function closes in around the singularity), we get that φ · φR → φ and we can
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use the dominated convergence theorem on everything except the integral with
the ∇(φφR), which we analyze separately. With k < n we get∫
(φ · φR)l−k|∇(φ · φR)|k|X |k ≤
(∫
|∇φR|n
) k
n
(∫
supp∇φ1
φ
ln
n−k |X | knn−k
)n−k
n
+
∫
φkR|∇φ|k|X |k.
Since
∫ |∇φR|n is bounded and |X | ∈ L nkn−k by Lemma 4.7, the first term on
the right side goes to zero as R → 0. Therefore (38) holds despite the possible
presence of singularities. Using p = n2 in (38) now gives∫
φl|∇X |k ≤ C
∫
φl−k|∇φ|k|X |k + C
(∫
φ
nl
n−k |X | nkn−k
)n−k
n
,
where C = C(k, l), and Proposition 3.5 yields finally (with k < n)∫
B(o,r/2)
|∇X |k ≤ Cr−k
∫
B(o,r)
|X |k.
The value of C does not degenerate as k ր n, so we can take a limit, using
Fatou’s lemma on the left side, and get the result for k = n as well. 
Theorem 4.9 Assume M is a manifold-with-singularities. For nn−2 ≤ k ≤ a <
∞, there exist ǫ0 = ǫ0(CS , n, a, k) and C = C(CS , n, a, k) so that
∫
B(o,r) |Rm |
n
2 ≤
ǫ0 implies (∫
B(o,r/2)
|Ric |a
) 1
a
≤ Cr na−nk
(∫
B(o,r)
|Ric |k
) 1
k
,
irrespective of the presence of singularities.
Pf
With
△Ric = Rm ∗Ric +∇X (39)
△|Ric | ≥ −|Rm ||Ric | − |∇X |, (40)
and since |∇X | ∈ Ln2 , we can use Proposition 3.5 to get that |Ric | ∈ Lk for all
k <∞. We get the local estimates(∫
B(o,r/2)
|Ric |a
) 1
a
≤ Cr na−nk
(∫
B(o,r)
|Ric |k
) 1
k
. (41)
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Note that the hypotheses of the following technical lemma hold because we
have independently proven Theorem 6.5 and Theorem 4.6 in the smooth case.
The proof is just a more involved version of the proof of 4.7.
Technical Lemma 4.10 Assuming |∇pRic | = o(r−2−p) near singularities,
then |∇2 Ric | ∈ Ln3 − and |∇Ric | ∈ L 23n− .
Pf
First, we know that |∇4Ric | ∈ Ln6 − . Thus assuming |∇2Ric | ∈ Lp− we
have∫
φ2|∇3 Ric |k = −2
∫
φ|∇3 Ric |k−2 〈∇φ⊗∇2Ric,∇3Ric〉
−(k − 2)
∫
φ2|∇3Ric |k−3 〈∇|∇3Ric | ⊗ ∇2Ric,∇3Ric〉
−
∫
φ2|∇3Ric |k−3 〈∇2 Ric,△∇2Ric〉
≤ c
∫
φ|∇φ||∇3 Rm |k−1|∇2 Ric |
+ c
(∫
|∇3 Ric |k−
) k−2
k
n
n−6
+ (∫
|∇2 Ric | kn2n−6k+
) 2n−6k
k(n−6)
−
+ c
∫
|∇4 Ric |n6 −
which holds across singularities provided nkn+k ≤ p. Thus nk2n−6k < p gives
|∇3Ric | ∈ Lk. Since we can always choose p > n5 , we have that
k <
2np
n+ 6p
=⇒ |∇3Ric | ∈ Lk.
We do the same thing for |∇2Ric |. Assume |∇Ric | ∈ Lq− . We get∫
φ2|∇2Ric |k ≤ 2
∫
φ|∇φ||∇2 Ric |k−1|∇Ric |
+ c
(∫
|∇2 Ric |k−
) k−2
k
m
m−1
+ (∫
|∇Ric | km2m−k+
) 2m−k
k(m−1)
−
+(k − 1)
∫
φm|∇3 Ric |m−
This holds across singularities if nkn+k < q. If |∇3 Ric | ∈ Lm
−
and km2m−k < q,
then |∇2Ric | ∈ Lk. Assuming m < n, we get k < 2mqm+q implies |∇2 Ric | ∈ Lk.
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We do the same thing for |∇Ric |. Assume |Ric | ∈ Lq− . We get∫
φ2|∇Ric |k ≤ 2
∫
φ|∇φ||∇Ric |k−1|Ric |
+ c
(∫
|∇Ric |k−
) k−2
k
m
m−1
+ (∫
|Ric | km2m−k+
) 2m−k
k(m−1)
−
+(k − 1)
∫
φm|∇2Ric |m−
This holds across singularities if nkn+k < q. If |∇2 Ric | ∈ Lm
−
and km2m−k < q,
then |∇Ric | ∈ Lk. Assuming m < n, we get k < 2mqm+q implies |∇Ric | ∈ Lk.
The result of these three inequalities is that
|∇3 Ric | ∈ Lm− , and |∇Ric | ∈ Lq− =⇒ |∇2 Ric | ∈ L 2mqm+q− (42)
|∇2 Ric | ∈ Lr− =⇒ |∇Ric | ∈ L2r− (43)
|∇2 Ric | ∈ Lr− =⇒ |∇3Ric | ∈ L 2nrn+6r (44)
Fixing m and iterating, we continue to get increases in q up until q = 3m.
Thus we get |∇Ric | ∈ L3m− and |∇2Ric | ∈ L 3m2 − . Then letting m vary and
iterating, we get improvements up until m = 2n9 .
Therefore |∇Ric | ∈ L 23n− , |∇2 Ric | ∈ L 13n− , |∇3Ric | ∈ L 29n− .

The next lemma sets up the possibility of using integration by parts across
singularities, but does not give any particular bound for Lp(|Rm |).
Technical Lemma 4.11 Assuming the above lemma, we have |Rm | ∈ Lp and
|∇Ric | ∈ Lp for all p.
Pf
We can use the improvement integral bounds of |∇2Ric | to our advantage.
Sobolev’s inequality gives
C
(∫
φ2k|Rm |kγ
) 1
γ
≤
∫
|∇φ|2|Rm |k +
∫
φ2|Rm |k−2|∇|Rm ||2.
Choosing k = n−22 so integration by parts works across singularities (by Lemma
3.3), so we get
C
(∫
φ2k|Rm |kγ
) 1
γ
≤
∫
|∇φ|2|Rm |k +
∫
φ2|Rm |k+1 +
∫
φ2|Rm |k−1|∇2 Ric |.
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Using that
∫ |Rm |n2 is small we get
C
(∫
φ2k|Rm |n2
) 1
γ
≤
∫
|∇φ|2|Rm |n−22 + C
(∫
|∇2Ric |n4
) 4
n
(∫
|Rm |n2
)n−4
n
Since |∇2Ric | ∈ Ln4 we get
C
(∫
φ2k|Rm |n2
) 1
γ
≤
∫
|∇φ|2|Rm |n−22 +
(∫
|∇2Ric |n4
) 2(n−2)
n
.(45)
Since Rm ∈ Ln/2 this holds across singularities. Using an argument similar to
Theorem 5.8 of [BKN] we can get that
∫
Br
|Rm |n2 decays like
(∫
Br
|∇2 Ric |n4
)2
(the argument needed here is given in detail in Lemma 4.17). Since |∇2Ric | ∈
L
n
3
−
, we get that ∫
Br
|Rm |n2 = O(r n2 −).
Using this in conjunction with Theorem 4.6 gives that |∇s Rm | = O(r(−s−1)− )
near singularities. Note that all this fails in the case n < 6, for in that case the
use of the Sobolev inequality that began the discussion would be unavailable to
us. This means that |Rm | ∈ Ln− , |∇Rm | ∈ Ln2 − , |∇2Rm | ∈ Ln3 − , |∇3Rm | ∈
L
n
4
−
etc.
Now we return to (42), (43), and (44) from above. We now have |∇3 Ric | ∈
L
n
4 so we can expect some improvements. We initially have that |∇Ric | ∈
L
2
3n
−
, as we got from the last theorem. We can iterate up until q = 34n, so that
|∇2Ric | ∈ L 3n8 − . We get therefore that(∫
Br
|∇2Ric |n4
)2
= O(r
2n
3
−
)
and so (45) implies that
∫
B(o,r)
|Rm |n2 decays like O(r 2n3 −). Running through
the above argument again, that |∇s Rm | = O(r−(s+ 23 )−). This yields actually
that |∇Rm | ∈ L 35n− , and with
△∇Ric = ∇Rm ∗Ric + Rm ∗∇Ric,
Now Proposition 3.5 implies that |∇Ric | ∈ Lp for all p.
Then (42) implies now that |∇2Ric | ∈ L 611n− . But then Proposition 3.5
applied to △Rm = Rm ∗Rm+∇2Ric implies that |Rm | ∈ Lp for all p. 
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Proposition 4.12 Assuming
∫
B(o,r)
|Rm |n2 < ǫ0 we get(∫
B(o,r/2)
|Rm |a
) 1
a
≤ Cr na−2
(∫
B(o,r)
|Rm |n2
) 2
n
(∫
B(o,r/2)
|∇Ric |a
) 1
a
≤ Cr na−3
(∫
B(o,r)
|Ric |n2
) 2
n
for all a > 0, regardless of the presence of singularities.
Pf
We try to gain estimates for Lp(|∇Ric |).
C
(∫
φlγ |∇Ric |kγ
) 1
γ
≤
∫
φl−2|∇φ|2|∇Ric |k +
∫
φl|∇Ric |k−2|∇|∇Ric ||2∫
φl|∇Ric |k−2|∇|∇Ric ||2 ≤
∫
φl−2|∇φ|2|∇Ric |k −
∫
φl|∇Ric |k−2 〈∇Ric,△∇Ric〉 .
Using a commutator formula on the last term, we get∫
φl|∇Ric |k−2|∇|∇Ric ||2
≤
∫
φl−2|∇φ|2|∇Ric |k +
∫
φl|∇Ric |k|Rm |
+ l
∫
φl−1|∇φ||∇Ric |k−1|△Ric | +
∫
φl|∇Ric |k−2|△Ric |2
+(k − 2)
∫
φl|∇Ric |k−3 〈∇Ric,∇|∇Ric | ⊗ △Ric〉 .
Therefore ∫
φl|∇Ric |k−2|∇|∇Ric ||2
≤ C
∫
φl−2|∇φ|2|∇Ric |k + C
∫
φl|∇Ric |k|Rm |
+C
∫
φl|∇Ric |k−2|△Ric |2
and so
C
(∫
φlγ |∇Ric |kγ
) 1
γ
≤
∫
φl−2|∇φ|2|∇Ric |k +
∫
φl|∇Ric |k−2|△Ric |2
C
(∫
φlγ |∇Ric |kγ
) 1
γ
≤
∫
φl−2|∇φ|2|∇Ric |k
+
∫
φl|∇Ric |k−2|Ric |2|Rm |2 +
∫
φl|∇Ric |k−2|∇X |2 (46)
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To continue we must estimate
∫ |Rm |a locally:(∫
φkγ |Rm |kγ
) 1
γ
≤
∫
φl−2|∇φ|2|Rm |k +
∫
φl|Rm |k−2|∇|Rm ||2
C
∫
φl|Rm |k−2|∇|Rm ||2
≤
∫
φl−2|∇φ|2|Rm |k −
∫
φl|Rm |k−2 〈Rm,△Rm〉
C
∫
φl|Rm |k−2|∇|Rm ||2
≤
∫
φl−2|∇φ|2|Rm |k +
∫
φl|Rm |k+1 −
∫
φl|Rm |k−2 〈Rm,∇2Ric〉
C
∫
φl|Rm |k−2|∇|Rm ||2
≤
∫
φl−2|∇φ|2|Rm |k +
∫
φl|Rm |k+1 +
∫
φl|Rm |k−2 〈Rm,∇φ⊗∇Ric〉
+
∫
φl|Rm |k−2 〈Rm,∇|Rm | ⊗ ∇Ric〉 +
∫
φl|Rm |k−2 〈∇Ric,∇Ric〉
C
∫
φl|Rm |k−2|∇|Rm ||2
≤
∫
φl−2|∇φ|2|Rm |k +
∫
φl|Rm |k+1 +
∫
φl|Rm |k−2|∇Ric |2
Doing the same integration-by-parts on the last term we get finally
C
∫
φl|Rm |k−2|∇|Rm ||2
≤
∫
φl−2|∇φ|2|Rm |k +
∫
φl|Rm |k+1 +
∫
φl|Rm |k−2 〈Ric,△Ric〉
Altogether therefore,(∫
φkγ |Rm |kγ
) 1
γ
≤
∫
φl−2|∇φ|2|Rm |k +
∫
φl|Rm |k+1 +
∫
φl|Rm |k−1|∇X |
Using Ho¨lder’s inequality and Lemma 4.8 on the last term, we get that(∫
φkγ |Rm |kγ
) 1
γ
≤
∫
φl−2|∇φ|2|Rm |k,
which, using Lemma 4.11, holds across singularities for all k. Iterating this gives(∫
B(o,r)
|Rm |a
) 1
a
≤ r na−2
(∫
B(o,r/2)
|Rm |n2
) 2
n
.
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Returning to (46), we get
C
(∫
φlγ |∇Ric |kγ
) 1
γ
≤
∫
φl−2|∇φ|2|∇Ric |k +
(∫
φl|∇Ric |kγ
) k−2
k
1
γ
(∫
|∇X | nkn+k−2
) 2(k+n−2)
kn
+
(∫
φlγ |∇Ric |kγ
) k−2
k
1
γ
(∫
|Ric |kγ
) 2
k
1
γ
(∫
|Rm |n
) 2
n
knowing what we do about Ln(|Rm |), Lp(|Ric |), and Lp(|∇X |), we iterate to
get
C
(∫
B(o,r/2)
|∇Ric |a
) 1
a
≤ r na−n2
(∫
B(o,r)
|∇Ric |2
) 1
2
+ r
n
a−3
(∫
B(o,r)
|Ric |n2
) 2
n
.
We can easily estimate
∫ |∇Ric |2 in terms of |Ric |, so we can get(∫
B(o,r/2)
|∇Ric |a
) 1
a
≤ Cr na−3
(∫
B(o,r)
|∇Ric |n2
) 2
n

4.4 Removing curvature singularities, n = 4
In this section we prove that for some s > 0, |Rm | = O(r−2+s) in dimension
4, where r indicates distance to a singularity. Although we do not get specific
bounds of the sort in Theorem 4.1, this result is enough to prove the full remov-
able singularity theorem in Section 5. Some parts of the argument are glossed
over here; a complete argument can be found in the thesis of the second author
[Web1].
In dimension 4 the situation is unfortunately less straightforward than in
higher dimensions. Roughly speaking our coupled elliptic system has the form
△u ≥ −fu − g, where u ≥ 0 is some curvature quantity. In dimension 4
the hypothesis that f, g ∈ Ln2 is insufficient for a purely analytical argument
to remove a point singularity. The counterexample is u = −r−2(log r)−1, for
which Sibner’s lemma also fails.
We look again to the geometry of our manifolds to provide us additional
input. Uhlenbeck’s 1982 paper on Yang-Mills connections introduced what has
become a standard technique here, which we briefly review. After a choice of
gauge (local coordinates) the connection can be written D = d+A, with A being
an so(n)-valued 1-form, and the curvature F , by definition just D ◦D, can be
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written F = DA − 12 [A,A]. Uhlenbeck used the implicit function theorem to
show that in the annulus, if the metric is almost flat and the gauge is chosen so
A is small, the gauge can be slightly modified to make D∗A = 0. A gauge in
which this holds is called a Hodge gauge. To get better control on L2(|F |), one
estimates on the annulus Ω,∫
Ω
|F |2 =
∫
Ω
〈
DA− 1
2
[A,A], F
〉
=
∫
Ω
〈a,D∗F 〉 + C
∫
Ω
|A|2|F | + Boundary T erms.
Working in a Hodge gauge has the advantage of making certain estimates in-
volving A possible; for instance the
∫ |A|2|F | term can be estimated. The D∗F
term is ordinarily uncontrollable, but whatever advantage one can squeeze out
here may improve the estimate for
∫ |F |2. For Yang-Mills connections D∗F = 0
by definition; this is also true in the Einstein case. In general the second Bianchi
identity gives only that D∗F is a combination of ∇Ric terms, so in principle
better control over L2(|F |) can come from better control over Lp(|∇Ric |). This
was essentially the method of [TV1], where they were able to get improved es-
timates for |Ric |, and then for |∇Ric |. Assuming that a good Lp estimate for
|∇Ric | is somehow achieved, one gets L2(|F |) estimates on the full punctured
disk by estimating on successively smaller annuli, piecing together the boundary
terms, and showing that the residue (the inner boundary term on the shrinking
annuli) vanishes. For details, see [Uhl], [Tia1], [TV1].
In the case most similar to ours, Theorem 6.4 of [TV1], better control on
L2(|∇Ric |) is achieved using an improved Kato inequality for the Ricci curva-
ture, which yields an improved elliptic inequality. Their inequality relied on the
Ka¨hler metric having constant scalar curvature, so their particular estimates
are unavailable to us. In the proof below we essentially take advantage of the
holomorphicity of X to recover some information about the irreducible U(n)
decomposition of derivatives of curvature tensor. However we only partially
recover an improved Kato inequality and more effort is needed to achieve some-
thing useful. Although our method of proof is standard, we run through it again
because the value of the constant actually turns out to be important.
Assume V is a complex vector space. Let A be the space of tensors Aij¯kl
of type V ⊗ V ⊗ V ⊗ V such that A is trace-free in the first two positions and
symmetric in the first and third positions; that is ΣsAss¯kl = 0 and Aij¯kl = Akj¯il.
Let B be the space of tensors Bij¯k of type V ⊗ V ⊗ V that are trace-free in the
first two positions.
Lemma 4.13 Assume V has complex dimension m. Let 〈 , 〉 : A × B → V
denote the trace in the first three positions. Then | 〈a,B〉 |2 ≤ m−12m |A|2|B|2
when Bis¯s 6= 0.
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Pf
Restricting ourselves to tensors of unit norm, and using Lagrange’s multiplier
method, one finds 〈〈
A˜, B
〉
, 〈a,B〉
〉
= a
〈
a, A˜
〉
(47)〈〈
a, B˜
〉
, 〈a,B〉
〉
= b
〈
B, B˜
〉
, (48)
for A˜ ∈ A, B˜ ∈ B arbitrary. Clearly a = b = | 〈a,B〉 |2. Letting λ be the vector
λ = 1|〈a,B〉|2 〈a,B〉, (47) and (48) can be written〈
A˜, B ⊗ λ
〉
=
〈
A˜, A
〉
〈
〈a, λ〉 , B˜
〉
=
〈
B, B˜
〉
.
This means that, with π1 the projection onto A and π2 the projection onto B,
B satisfies
B = π2 〈π1(B ⊗ λ), λ〉 . (49)
For arbitrary A˜ ∈ A, B˜ ∈ B,
π1(A˜) =
1
2
(
A˜ij¯kl + A˜kj¯il
)
− 1
2m
δij¯
(
A˜ss¯kl + A˜ks¯sl
)
π2(B˜) = B˜ij¯k −
1
m
δij¯B˜ss¯k.
Then we compute
π2 〈π1(B ⊗ λ), λ〉 = 1
2
(
Bij¯k +Bkj¯i
) |λ|2 − 1
2m
δij¯Bks¯s|λ|2.
Tracing both sides of (49) in j, k, gives
Bis¯s
(
2− |λ|2 + 1
m
|λ|2
)
= 0, (50)
so either B is trace-free in the second two variables, or |λ|2 = 2mm−1 . 
Proposition 4.14 (Improved Kato Inequality) LetM be an extremal Ka¨hler
manifold of complex dimension m and of nonconstant scalar curvature. Denote
by Eij¯ = Ricij¯ − 1mhij¯R the trace-free Ricci tensor. Then
2|∇|∇E||2 ≤ m− 1
2m
|∇2E|2 + |∇∇E|2, (51)
where we denote ∇2E = Eij¯,kl and ∇∇E = Eij¯,kl¯.
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Pf
Adopting the notation from above, we have ∇2E ∈ A and ∇E ∈ B. Therefore
| 〈∇2E,∇E〉 |2 ≤ m− 1
2m
|∇2E|2|∇E|2 (52)
The result follows from the identity
∇|∇E|2 = 〈∇2E,∇E〉 + 〈∇E,∇∇E〉 .

Lemma 4.15 (Improved elliptic inequality) If |α− 1− δ| <
√
32
5 , then∫
φ2|∇E|α△|∇E|1−δ
≥ −1
2
(1− δ)δC
∫
|∇φ|2|∇E|1−δ+α − 1
2
(1− δ)δC
∫
φ2|Ric ||∇E|1−δ+α
+
1
2
(1− δ)
∫
φ2|∇E|−1−δ+α (〈△∇E,∇E〉 + 〈∇E,△∇E〉) .
Pf
Using the improved Kato inequality and, and setting η = m−12m , we get
△|∇E|1−δ = 1
2
(1− δ)|∇E|−1−δ ((1 + δ)η|∇2E|2 − δ|∇∇E|2)
+
1
2
(1− δ)|∇E|−1−δ (〈△∇E,∇E〉 + 〈∇E,△∇E〉) (53)
We want (1+ δ)η|∇2E|2 − δ|∇∇E|2 ≥ 0, though this does not seem possible in
the pointwise sense. We will have better luck after integration however. Using
integration by parts and a commutator formula, we get∫
φ2|∇E|β |∇∇E|2
≤
∫
φ2|∇E|β |∇2E|2
+2
∫
φ|∇φ||∇E|1+β |∇2E| + 2
∫
φ|∇φ||∇E|1+β |∇∇E|
+ |β|
∫
φ2|∇E|β |∇2E||∇|∇E|| + |β|
∫
φ2|∇E|β |∇∇E||∇|∇E||
+3
∫
φ2|∇E|β+2|Ric |
Then with |∇|∇E|| ≤ 1√
2
|∇2E| + 1√
2
|∇∇E| and assuming that |β| <
√
32
5 , we
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get (
1− 5|β|
4
√
2
)∫
φ2|∇E|β |∇∇E|2
≤
(
2 +
33|β|√
2
)∫
φ2|∇E|β |∇2E|2
+3
∫
φ2|∇E|β+2|Ric | +
(
1 +
8
√
2
|β|
)∫
|∇φ|2|∇E|2+β .
In fact it is only really necessary that |β| < √2, but this method does not allow
for arbitrary β. With |α| <
√
32
5 − |1 + δ| we therefore get∫
φ2|∇E|α△|∇E|1−δ
≥ 1
2
(1 − δ) (1− η(1 + δ)− δC)
∫
φ2|∇E|−1−δ+α|∇2E|2
−1
2
(1 − δ)δC
∫
|∇φ|2|∇E|1−δ+α − 1
2
(1 − δ)δC
∫
φ2|Ric ||∇E|1−δ+α
+
1
2
(1 − δ)
∫
φ2|∇E|−1−δ+α (〈△∇E,∇E〉 + 〈∇E,△∇E〉) .
The first term is positive when δ is sufficiently small. 
The next lemma shows how to use this improved elliptic inequality.
Lemma 4.16 Assume suppφ consists of manifold points. There exists an ǫ0 >
0 so that
∫
suppφ
|Ric |2 < ǫ0 implies(∫
φ4|∇E|2
) 1
2
≤ C
∫
|∇φ|2|∇E| + C
∫
φ2|Rm ||X |
+C
(∫
|Rm |2
) 1
2
(∫
φ2|∇φ|2|E|2
) 1
2
Pf
Set u = |∇E|1−δ and use the Sobolev inequality to get
C
(∫
φ4u2
1
1−δ
) 1
2
≤
∫
|∇φ|2u 11−δ −
∫
φ2u
δ
1−δ△u
Since Lemma 4.15 holds for α = δ and
∫ |Ric |2 is assumed small, we get(∫
φ4|∇E|2
) 1
2
≤ C
∫
|∇φ|2|∇E| + C
∫
φ2|△∇E|
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for C = C(CS). We’ll use
△∇E = ∇Rm ∗E + Rm ∗∇E + Rm ∗X
First note that Rm ∗X ∈ L1, since both are in L2. Also, ∫ φ2|Rm ||∇E| can be
combined into the left side. Altogether,
C
(∫
φ4|∇E|2
) 1
2
≤
∫
|∇φ|2|∇E| +
∫
φ2|∇Rm ||E| +
∫
φ2|Rm ||X |
The Sobolev inequality directly gives(∫
φ8|E|4
) 1
2
≤ C
∫
φ2|∇φ|2|E|2 + C
∫
φ4|∇E|2.
Since we are working in the smooth case, we may also our previous result that(∫
|∇Rm | 43
) 3
4
≤ C
(∫
|Rm |2
) 1
2
assuming the domain of the second integral is somewhat larger than the domain
of the first. The result immediately follows. 
As we now show, this lemma gives us just enough to conclude that |∇Ric | ∈
L
4
3 . Due to Theorem 4.1 already have |∇Ric | ∈ Lp for all p < 43 . For a similar
argument, see the proof of Theorem 5.8 of [BKN].
Lemma 4.17 Its holds that |∇E| ∈ L 43 , and in fact given any β > 1,∫
B(o,ρ)
|∇Ric | 43 ≤ C
∫
B(o,βρ)−B(o,ρ)
|∇Ric | 43 + C
∫
B(o,βρ)
|Rm |2,
C = C(CS , β), despite the possible presence of singularities.
Pf
Choosing any k ∈ (1, 2], the previous lemma and Ho¨lder’s inequality gives∫
φ2k|∇E|k ≤ C(Vol suppφ)1− k2
(∫
|∇φ| 2kk−1
)k−1 ∫
supp∇φ
|∇E|k
+C(Vol suppφ)1−
k
2
(∫
|∇φ|2
) k
2
(
max
supp |∇φ|
|E|
)k (∫
|Rm |2
) k
2
+C(Vol suppφ)
1
k− 12
∫
φ2|Rm ||X |.
This holds assuming no singularity lies in suppφ. Now we let the φ be test
functions with support everywhere except for small balls around the singulari-
ties. For simplicity we can assume there is a single singularity; if there multiple
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singularities this method requires that the test functions must close in around
all of them simultaneously. Choose some number β > 1 and let φi be a sequence
test function with suppφi ∩ B(o, β−i−1) = ∅, with φi ≡ 1 in M − B(o, β−i),
and with |∇φi| ≤ 2βi+1.
Set Ai =
∫
M−B(o,β−i) |∇E|k. Then
∫
supp |∇φ| |∇E|k = Ai+1 − Ai. With
|E| = o(r−2) near singularities, inequality (54) takes the form
Ai ≤ C (Ai+1 −Ai) + Cβ−i(4−3k) + Cβ−i( 4k−2)
Ai ≤ C
1 + C
Ai+1 +
C
1 + C
β−i(4−3k) +
C
1 + C
β−i(
4
k−2).
Iterating, we get
Ai ≤
(
C
1 + C
)N
Ai+N
+
C
1 + C
β−i(4−3k)
(
1 +
C
1 + C
β−(4−3k) + . . . +
(
C
1 + C
β−(4−3k)
)N−1)
+
C
1 + C
β−i(
4
k−2)
(
1 +
C
1 + C
β−(
4
k−2) + . . . +
(
C
1 + C
β−(
4
k−2)
)N−1)
An advantage is possible in the boundary case where k = 43 . In this case clearly
the last two terms are bounded independently of N . In the case k = 43 , we know
that Ai+N grows slower than any power of β
N ; therefore as N → ∞ the first
term vanishes. Thus
Ai ≤ 1 + C,
which is a bound independent of i. Letting i→∞ yields the theorem.
Now with |∇E| ∈ L 43 , one easily gets that(∫
φ4|∇E|2
) 1
2
≤ C
∫
|∇φ|2|∇E| + C
∫
φ2|Rm ||X |
+C
(∫
|Rm |2
) 1
2
(∫
φ2|∇φ|2|E|2
) 1
2
holds regardless of singularities. With |∇Ric |2 ≤ |∇E|2 + 1n |X |2 and |∇E| ≤
C(n)|∇Ric |, we get(∫
φ4|∇Ric |2
) 1
2
≤ C
∫
|∇φ|2|∇Ric | + C
∫
φ2|Rm ||X |
+Cr−1
∫
|Rm |2 + C
(∫
φ2|X |2
) 1
2
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Using Ho¨lder’s inequality and that |X | = o(r−3) points near singularities,(∫
B(o,r/2)
|∇Ric | 43
) 3
4
≤ C
(∫
B(o,r)
|∇Ric | 43
) 3
4
+ C
∫
B(o,r)
|Rm |2.
Using that
∫ |Rm |2 is presumed small, we get the lemma. 
Lemma 4.18 (Uhlenbeck’s method) Assume |F | = o(r−2) near singulari-
ties and that |∇Ric | ∈ L 43 . If o is a singuarity, we can choose ρ small enough
and and β large enough so that∫
B(o,ρ)
|F |2 ≤ 1
2
∫
B(o,ρβ)
|F |2 + C
∫
B(o,ρβ)
|∇Ric | 43 .
where C is some universal constant.
Pf
We will not present Uhlenbeck’s argument in its entirety here, but our use
of it will be unique enough that we must repeat some of the proof. Uhlenbeck
first proves that a gauge can be found on the annulus so that D∗A = 0, where
A is the connection 1-form. One of the main advantages of computing in this
special gauge is that integral norms of |A| are bounded in terms of those of |F |
(see [Tia1], [Uhl]). In fact given a domain Ω, we can get∫
Ω
|A|2 ≤ C
∫
Ω
|F |2 (54)
where C = C(Ω). Our computation is similar to those in [Uhl], [Tia1], and
[TV1], but we use test function methods rather than try to control the boundary
terms. We will use the second Bianchi identity D∗F = DRic. We get∫
φ2|F |2 =
∫
φ2
〈
DA− 1
2
[A,A], F
〉
(55)
=
∫
φ2 〈DA,F 〉 − 1
2
∫
φ2 〈[A,A], F 〉
= −2
∫
φ 〈∇φ⊗ A,F 〉 −
∫
φ2 〈a,D∗F 〉 − 1
2
∫
φ2 〈[A,A], F 〉
= −2
∫
φ 〈∇φ⊗ A,F 〉 −
∫
φ2 〈a,DRic〉 − 1
2
∫
φ2 〈[A,A], F 〉
In a Hodge gauge it is possible to estimate
∫ |A|4 in terms of ∫ |F |2. The Sobolev
43
inequality gives(∫
|A|4
) 1
2
≤ CS
∫
|DA|2 + (Vol suppφ)− 12
∫
|A|2
≤ CS
∫
|F |2 +
(
CS sup
suppφ
|A|2 + (Vol suppφ)− 12
)∫
|A|2
≤ C
∫
|F |2 (56)
where we have used (54). Here C depends on the Sobolev constant and on
supsuppφ |F |. We now get from (55),∫
φ2|F |2 ≤ c
∫
|∇φ|2|A|2 + c
∫
φ2|DRic | 43 (57)
We want to estimate
∫ |A|2 back in terms of ∫ |F |2, but we need to control the
coefficient. We get becomes∫
φ2|F |2 ≤ c
(∫
|∇φ|4
) 1
2
(∫
suppφ
|A|4
) 1
2
+ c
∫
φ2|DRic | 43
≤ c
(∫
|∇φ|4
) 1
2
∫
|F |2 + c
∫
φ2|DRic | 43
Assuming φ is defined in the annulus B(o, 1)−B(o, β−1), we can make ∫ |∇φ|4
very small by making β large; in fact we can make
∫ |∇φ|4 ∽ (log β)−3. This
done, we get ∫
φ2|F |2 ≤ ǫ
∫
suppφ
|F |2 + c
∫
φ2|DRic | 43
We can choose β large enough so that ǫ < 14 . A significant subtlety is that
as the annulus goes to zero B(o, 1) − B(o, β−1) degenerates to a punctured
disk, the estimate (57) does not degenerate. It is possible to prove this with a
modification of the argument on pg. 129 of [Tia1]; see [Web1] for the details.
We now piecing together successively smaller annuli, in order to close in
around the singularity. Let φi be a test function with φi ≡ 1 in B(o, β−i−1)−
B(o, β−i−2), φi ≡ 0 in B(o, β−i−3) and outside B(o, β−i), and also
∫ |∇φi|4 ≤
C(log β)−3. Then our inequality reads∫
B(o,β−i−1)∩B(o,β−i−2)
|F |2
≤ ǫ
∫
B(o,β−i−2)−B(o,β−i−3)
|F |2
+ ǫ
∫
B(o,β−i)−B(o,β−i−1)
|F |2
+ c
∫
B(o,β−i)−B(o,β−i−3)
|DRic | 43
44
Now summing both sides from i = N to ∞ gives∫
B(o,β−N−1)
|F |2 ≤ 1
2
∫
B(o,β−N)
|F |2 + 3c
∫
B(o,β−N )
|DRic | 43 .

Proposition 4.19 Assuming Lemmas 4.17 and 4.18, we have that |F | ∈ Lp
for some p > 2.
Pf
Propositions 4.17 and 4.18 now give∫
B(o,ρ)
|F |2 ≤
∫
B(o,ρβ)−B(o,ρ)
|F |2 + 3c
∫
B(o,ρβ)
|DRic | 43 .
∫
B(o,ρ)
|∇Ric | 43 ≤ C
∫
B(o,ρβ)−B(o,ρ)
|∇Ric | 43 + C
∫
B(o,ρβ)
|F |2.
Setting
Ai =
∫
B(o,ρβ−i)
|F |2 Bi =
∫
B(o,ρβ−i)
|∇Ric | 43 .
we have
Ai = C(Ai−1 −Ai) + CBi−1
Bi = C(Bi−1 −Bi) + CAi−1
It is possible to iterate these to get
Ai =
(
C
1 + C
)i
(A0 + B0) .
Thus choosing s > 1 so that β−s = C1+C we get∫
B(o,ρβ−i)
|F |2 ≤ C′β−si.
This proves the existence of an s > 0 so that
∫
B(o,r)
|F |2 = O(rs). Using ellip-
tic regularity (Theorem 4.6) we get that |Rm | = O(r−2+s) near singularities.
Therefore |Rm | ∈ Lp for any p < 42−s . 
Theorem 4.20 Assume g is an extremal Ka¨hler metric on a Riemannian manifold-
with-singularities of dimension 4. When a > 2, there exists ǫ0 = ǫ0(CS , a) and
C = C(CS , a) so that ∫
B(o,r)
|Rm |2 ≤ ǫ0
45
implies (∫
B(o,r/2)
|Rm |a
) 1
a
≤ Cr−2+ 4a
(∫
B(o,r)
|Rm |2
) 1
2
. (58)
Pf
Now that we know |Rm | ∈ Lp for some p > 2, we can use Sibner’s Lemma
and Proposition 3.5, and repeat the proof of Proposition 4.12. Actually, in the
case n = 4 Proposition 3.5 is not quite strong enough as stated. Referring to
the notation from the statement of 3.5, it is required that q > 2. This can be
changed to allow equality however. First one makes the following change to the
statement of Lemma 3.4: Given k > 12
n
n−2 , if u
k ∈ L2 then given any l ≤ k it
holds that ∇ul ∈ L2loc. 
We would also like to point out that our improved Kato inequality is suf-
ficient for proving an improved curvature decay rate at infinity. That is
|Rm | = O(r−2−s)
as r → ∞, for some s > 0. This can be proven using Uhlenbeck’s method,
essentially just by taking annular regions extending out to infinity rather than
in toward a singularity. But considering our rather bulky use of the improved
Kato inequality, it is unlikely our method will allow computation of the optimal
decay rate.
5 Weak Compactness
In this section we assume our manifolds satisfy a local volume growth upper
bound, which is a significant assumption without global, pointwise lower bounds
on the Ricci curvature. Following [TV2], we can use the convergence result
proved here to turn around and actually prove the volume growth assumption,
which is done by scaling the manifolds so the local growth condition does hold,
and then applying the results of this section. Essentially the possibility of
large local volume ratios is counterbalanced by the freedom, in the following
argument, to let diameters be as large as desired or even infinite.
We shall adopt the following definition of asymptotically locally Euclidean
manifolds: a complete manifold will be called ALE if there exists a compact set
K ⊂ M so that each component of M −K is diffeomorphic to (Rn −B)/Γ for
some ball B ∈ Rn and some subgroup Γ ⊂ SO(n) (depending on the end), and
so that under this identification, the metric components satisfy
gij = δij + o(1)
∂k(gij) = o(r
−k),
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where ∂k indicates any partial derivative of order k. In [TV1] for instance, such
a manifold is called ALE of order 0.
In this section, we assume {(Mα, gα, xα)}α∈A is a family of compact, pointed
n-dimensional Riemannian manifolds that satisfy
i) Upper bounds on energy:
∫
Mα
|Rm |n2 ≤ Λ
ii) Lower bounds on volume: Volgα Mα ≥ ν
iii) Weak regularity:
∫
Br
|Rm |n2 < ǫ0 ⇒ supBr/2 |∇pRm | ≤ Cr−p−2
(∫
Br
|Rm |n2
) 2
n
iv) Bounded Sobolev constants CM < CS .
v) Upper bound on local volume growth: Volgα B(p, r) ≤ vrn for 0 ≤ r ≤ 1
Proposition 5.1 Let {(Mα, gα, xα)}α∈A be a family of pointed, compact Rie-
mannian manifolds that satisfy the above conditions. Then a subsequence {(Mi, gi, xi)}∞i=i
converges in the pointed Gromov-Hausdorff topology to a complete pointed Rie-
mannian manifold-with-singularities (M∞, g∞, x∞) with at most Λ/ǫ0 singular-
ities. If M∞ is noncompact, it is ALE.
Pf
Similar arguments appear frequently in the literature, so we briefly describe
the main steps. Choose a small radius r > 0. Let K ⊂M be the (compact) set
of points p ∈M where ∫
B(p,r)
|Rm |n2 ≥ ǫ0. CoverK by balls B(pi, 2r) such that
the B(pi, r) are disjoint; there can be no more than Λ/ǫ0 balls in such a covering.
Set Ωi,r,R =
(
Mi −
⋃
j B(pj , 2r)
)
∩ B(xi, R). Notice that when r is small
enough, the local volume growth bounds give VolΩi,r,R ≥ Volgi B(xi, R)− ǫ.
On Ωi,r,R we have |∇k Rm | ≤ Cr−k−2. The lower bound on volume growth
together with the curvature estimate imply the Cheeger lemma ([Che]) which
gives injectivity radius bounds. Therefore we can take a pointed limit along a
subsequence of the sets Ωi,r,R to get a smooth limiting manifold-with-boundary
Ω∞,r,R.
This convergence is smooth in the topology, and Ck+1,α in the metric by
our L∞ bounds on the kth derivative of curvature. We get diffeomorphisms
Φi,r,R : Ω∞,r,R → Ωi,r,R for large i such that the pullback metrics Φ∗i,r,Rgi
converge smoothly to g∞. Adjusting r will change the limit manifold, but the
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limit manifolds naturally embed in one another. Put
Ω∞,R =
⋃
0<r
Ω∞,r,R
Ω∞ =
⋃
R<∞
Ω∞,R.
The local upper bound on volume growth insures that Ω∞ can be completed by
adding discrete points, which constitute the singular set S, which has cardinality
at most Λ/ǫ0. The result is a complete manifold-with-singularitiesM∞ = Ω∞∪
S. It is possible that S is empty, or that some points of S might be smooth
points of M .
In theorem 4.1 of [TV1], Tian-Viaclovsky show essentially that a complete
manifold-with-singularities with Euclidean volume growth and |Rm | ∼= o(r−2)
at infinity is in fact ALE. Their method of proof is geometric and will hold in any
dimension for manifolds-with-singularities, though it is stated for 4-dimensional
smooth manifolds (see theorem 4.1 of [TV1] and the comment immediately
afterwards). In our setting, the volume growth lower bound is implied by the
Sobolev constant bound and quadratic curvature decay is ensured by condition
(iii). An assumption on b1(M) is not necessary due to the improvements in
[TV3]. Thus our limit manifold, if noncompact, will be ALE. 
Next we examine the curvature singularities that arise in the limit, and,
following the existing literature, sketch a proof that they are indeed C∞ (pos-
sibly nonreduced) orbifold points. As is common in the literature, we say an
orbifold possesses some structure if the structure exists at smooth points and,
after lifting to the smooth orbifold cover of any point, it can be completed. For
instance, an orbifold is called extremal Ka¨hler if the lift of the metric to the
orbifold cover of any point can be completed.
We also consider the order of the multifold points that arise in the limit.
We define order as follows: if o is a multifold point with tangent cone T at o,
the order of o is just the cardinality of the set of components of T −{o}. We will
often use the terms orbifold and multifold interchangably. When it is important
to distinguish, we shall call an orbifold reduced when each singular point has
order 1.
Proposition 5.2 Assume M is a Riemannian manifold-with-singularities and
that M carries an extremal Ka¨hler metric at every smooth point. Then the
singularities are C∞ Riemannian multifold points, and M is an extremal Ka¨hler
multifold. Further, the cardinality of any orbifold group Γ has a bound |Γ| ≤
C(CS), and the order of the multifold points are bounded by C = C(CS , v).
Pf
This is a local proof; we need only consider neighborhoods of singularities.
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Most of the work here is identical to that found elsewhere in the literature. Let
o be a singularity. First choose a locally connected component N of M − {o};
by this it is meant that (N ∩ B(o, r)) − {o} is connected for all r > 0. We
know that |Rm | = o(r−2) on N , where r is the distance to o, and so the proof
Lemma (5.13) of [BKN] yields that N has a unique tangent cone at o that is
diffeomorphic to Rn/Γ where Γ is some isometric action on R whose only fixed
point is {o}. Since the Sobolev inequality holds on N and hence N has local
volume growth lower bounds, there is a bound on the cardinality |Γ| of the
orbifold group that depends only on n and CS . Lastly, at any singularity point
{o}, any small ball B(o, r) must have at most a uniformly bounded number of
components. This is because each component has local volume growth lower
bounds, so many components together would give a very large local volume
growth; this is impossible by assumption.
Now we examine the regularity of the metric on the orbifold cover of any
component of a multifold point. Let B = B(o, ǫ) be a small ball around o diffeo-
morphic to T . Choose one component of B−{o} and consider its orbifold cover
(a neighborhood of the origin in Rn). Lifting the metric to this neighborhood,
we must analyze the regularity of the metric at a deleted point of Rn.
With bounded curvature and dimension n > 2, elementary arguments show
the metric is C0. A less elementary argument suffices to construct C1,1 coor-
dinates; for instance the construction of [BKN] beginning on pg 342 shows this
to be possible. We are able to cite this result in the higher dimensional case by
Theorem 4.1, and in dimension 4 by Theorem 4.19. With C1,1 coordinates, it
is possible to construct harmonic coordinates, as in [DK].
In harmonic coordinates, we have the coupled system
△(gij) = Ricij + Q(g, ∂g)
△Ric = Rm ∗Ric +∇X
△X = Ric ∗X.
A bootstrapping argument is possible using the Lp theory. Since Ric ∈ Lp for
some p > 2 and g and ∂g are bounded, the first equation gives gij ∈ W 2,p for
all p, so Ric ∈ W 0,p. Then the third equation gives (∇X)ij ∈ W 1,p and so the
second equation gives Ricij ∈ W 2,p. Then the first equation gives gij ∈ W 4,p
and therefore by Sobolev imbedding gij ∈ C3,α, so Rm ∈ C1,α. Now we turn
to the Schauder theory. In harmonic coordinates the coefficients of △ are C3,α,
so the last equation gives Xi ∈ C3,α, so (∇X)ij ∈ C2,α, so the middle equation
gives Ricij ∈ C3,α. Then with ∂g ∈ C2,α, the first equation gives gij ∈ C4,α,
an improvement in regularity. Bootstrapping like this gives gij ∈ Ck,α for all
k, so g ∈ C∞. All of this is standard elliptic theory; see for instance chapter 5
of [Evn] for Sobolev embedding, and chapters 6 and 9 of [GT] for the Schauder
theory and Lp theory. This completes the proof that our curvature singularities
are C∞ Riemannian multifold points.
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Finally we check the complex structure on the orbifold covers. Since the
tensor J is harmonic (indeed, covariant constant) and of bounded norm, its lift
will extend smoothly over the deleted point. The completed complex structure
is clearly integrable, since the Nijenhuis tensor is smooth and is assumed to
vanish everywhere except at the origin, and so it vanishes everywhere. Also,
since R,¯ij¯ = 0 outside the singularity and R is C
∞, after completion R,¯ij¯ = 0
everywhere, so the metric on the orbifold cover is extremal Ka¨hler. 
Proposition 5.3 (Limits are reduced orbifolds) Suppose (Mα, gα, xα)α∈A
is a family of n-dimensional extremal Ka¨hler manifolds that satisfy the condi-
tions (i)-(v) of this section, and which also have a local volume growth upper
bound. Then a subsequence converges to a reduced extremal Ka¨hler orbifold.
If Γ is an orbifold group then Γ ⊂ U(n), and there is a bound on its or-
der, |Γ| ≤ C(CS , n). There is a bound the number of orbifold points, given
by C = C(n,Λ, CS).
Pf
Proposition (5.2) shows that any manifold-with-singularities constructed in
the proof of proposition (5.1) is indeed a Riemannian multifold. We need only
pass to a further subsequence to get a converging almost complex structure. The
limiting complex structure is clearly integrable, since the Nijenhuis tensor will
continue to vanish at all smooth points of the limit. C1 convergence at smooth
points implies also dω = 0 (where ω is the Ka¨hler form), so the limiting multifold
is Ka¨hler at smooth points, and C4 convergence guarantees that R,¯ij¯ = 0, so the
multifold metric is extremal at smooth points. The orbifold group is a subgroup
of U(n) because its action on the cover preserves J .
Finally we establish that the limit is actually a reduced orbifold, meaning
that B(o, r)−{o} has only one component regardless of o or r. To this end we do
a blowup analysis at a forming singularity in order to capture a two (or more)
ended singularity model. Assume {o} is a singularity that locally separates
M∞. Let pi ∈ Mi be a sequence of points with pi → {o}, and let B(pi, ri) be
balls with the following property: ∂B(pi, ri) has one component, but whenever
ri < ρ < i ri then ∂B(pi, ρ) has more than one component (one must generally
pass to a subsequence here).
Now rescale the manifolds Mi by setting g¯i = r
−2
i gi, and take a limit. By
Proposition 5.1 we know the limit is an ALE manifold-with-singularities, which
we know are C∞ orbifold points by Proposition 5.2. Since B(o, 0.99) ⊂ M∞
does not separate M∞ but any ball B(o, r) of radius r > 1 has more than one
boundary component, we know the limit has more than one end. If the limit has
a locally separating singularity, repeat the process until we arrive at a limiting
object whose singularities do not locally separate.
We can use Theorem 4.1 of [LT1] to conclude that M has at most one non-
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parabolic end, and therefore at least one end is parabolic. However the result of
Holopainen-Koskela or of Li-Tam (Theorem 1.4 of [HK], Theorem 1.9 of [LT2])
imply that none of our ends are parabolic. This contradiction establishes the
proof. 
There has been a great deal of work relating the function-theoretic aspects
of manifolds to their Riemannian or Ka¨hlerian geometry. We’d like to mention
the nice survey article [Li] by Peter Li.
Finally we are able to complete the proof of Theorem 1.3 or 5.6 by removing
condition (v) from the list at the beginning of this section. Following the proof
of [TV2], we prove Theorem 5.5 for the case of extremal Ka¨hler metrics. First
we cite a volume comparison lemma; see for instance Proposition 20 of [Bor].
Lemma 5.4 (Orbifold volume comparison) Assume Mn is a smooth Rie-
mannian orbifold. Let B = B(p, r) ⊂ M be any ball. If Ric ≥ −(n − 1)H in
B − S, then VolB(p, r) ≤ Vol−HB(r).
Define the maximal volume ratio MVt(M) of M
n at scale t to be
MVt(M) = sup
x∈M, 0<r<t
r−n VolB(x, r).
MV∞(M) is of course an upper bound on the volume ratio of balls in M . We
will also denote by VolcB(t) the volume of the ball of radius t in the space form
of constant sectional curvature c.
Theorem 5.5 (Upper bound on volume growth) Let (Mλ, gλ)λ∈A be a fam-
ily of compact, extremal Ka¨hler manifolds. Assume Volgλ(Mλ) ≥ ν, Diamgλ(Mλ) ≤
δ, ‖Rm ‖
L
n
2
≤ Λ, and Sobolev constants CMλ bounded above by CS <∞. Then
there exists a bound on MV∞(Mλ) depending on Cb, ν, δ, Λ, and CS.
Pf
Assume no such bound exists, so there is a sequence of such Riemannian mani-
folds Mi = {M, gi} with MV∞(Mi)→∞.
First,
∫
B(x,2r) |Rm |2 ≤ ǫ0 implies |Rm | ≤ Cǫ0r−2 in B(x, r), so assum-
ing (without loss of generality) that r ≤ δ, Bishop volume comparison gives
VolB(x, r) ≤ rnδ−nVol−Cǫ0 B(δ) , Arn.
Choose points xi ∈ Mi and radii ri so that VolB(xi, ri) = 2A(ri)4, and
ri has the following minimality property: whenever p ∈ Mi and r ≤ ri, we
have VolB(p, r) ≤ 2Ar4. In other words, MVri(Mi) = 2A. Note also that∫
B(xi,2ri)
|Rm |2 ≥ ǫ0.
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Set x
(1)
i = xi, r
(1)
i = ri, and A
(1) = 2A = 2Vol−Cǫ0 B(1). For an induction
argument assume that k sequences of balls {B(1)i }∞i=1, . . . , {B(k)i }∞i=1 have been
chosen, where B
(j)
i , B(x
(j)
i , r
(j)
i ) and B
(j)
i ⊂Mi, and assume the balls satisfy
the following assumptions:
• the balls in the jth sequence, B(j)i , have volume ratio (r(j)i )−n ·VolB(j)i ,
A(j) fixed independent of i
• A(j+1) ≥ 2A(j)
• each ball B(j)i has the largest volume ratio among all balls in Mi of equal
or smaller radius.
• for large i, ∫Sk
j=1 B
(j)
i
|Rm |n2 ≥ kǫ0,
For an induction argument we will show it is possible to extract a (k + 1)th
sequence with the same assumptions.
Choose one of the sequences {B(l)i }∞i=1; we garner geometric information
around the points x
(l)
i by blowing up with x
(l)
i as the basepoint. Scale each
manifold Mi so that the i
th ball has radius 1, by setting g˜i = (r
(l)
i )
−2gi. With
the new metrics, we have an upper bound on the volume ratio for balls of radius
≤ 1, so after passing to a subsequence we get convergence to a limit multifold
(M∞, g∞). We know the limit multifold is ALE and therefore has a global
upper bound on volume growth, meaning MV∞(M∞) , L(l) < ∞. Obviously
L(l) ≥ A(l), so also L(l) ≥ 2lA. We will denote the scaled radii r˜(j)i = r(j)i /r(l)i
and the scaled balls B˜
(j)
i = B˜(x
(j)
i , r˜
(j)
i ). Of course B˜
(l) = B˜(x
(l)
i , 1).
Return now to the unscaled manifolds. Choose a (k+1)th sequence of balls,
B
(k+1)
i = B(x
(k+1)
i , r
(k+1)
i ), with volume ratio A
(k+1) = 2·64·L(k)(≥ 2A(k)), and
so that B
(k+1)
i has the largest volume ratio among all balls of equal or smaller
radius. We will prove that for large i,
∫
Sk+1
j=1 B(x
(j)
i ,2r
(j)
i )
|Rm |2 ≥ (k + 1)ǫ0.
This completes the induction argument and yields a contradiction with the L
n
2
curvature bound on the Mi.
We know that r
(k+1)
i > r
(l)
i , l ≤ k. But we don’t know whether r(k+1)i /r(l)i
is bounded.
Case I: If r
(k+1)
i /r
(l)
i is bounded, B(x
(k+1)
i , 2r
(k+1)
i ) is eventually disjoint
from B(x
(l)
i , 2r
(l)
i )
Assuming r
(k+1)
i /r
(l)
i = r˜
(k+1)
i ≤ N ,we can prove that for large i, B˜(x(l)i , 2)
and B˜(x
(k+1)
i , 2r˜
(k+1)
i ) are disjoint. When i is large, regions in (M, g˜i) around
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x
(l)
i are very close to the limiting orbifold, so we have volume ratio bounds for
balls near x
(l)
i : in particular, with i large we have Volg˜i B˜(x
(l)
i , r˜) < 2L
(l)r˜4 for
arbitrary r˜ ≤ 6N .
Balls of bounded radius a bounded distance away from x
(l)
i must have cur-
vature ratio nearly bounded by L(l), the global volume ratio of the limit orbifold.
Specifically, if B˜(x
(l)
i , 2) ∩ B˜(x(k+1)i , 2r˜(k+1)i ) 6= ∅, then B˜(x(k+1)i , 2r˜(k+1)i ) ⊂
B˜(x
(l)
i , 6r˜
(k+1)
i ) so Vol B˜(x
(k+1)
i , r˜
(k+1)
i ) ≤ Vol B˜(x(l)i , 6r˜(k+1)i ) < 2L(l)64(r˜(k+1)i )4,
a contradiction. Unscaling now, we have that B(x
(k+1)
i , 2r
(k+1)
i ) is disjoint from
B(x
(l)
i , 2r
(l)
i ).
If this argument works for all l ≤ k, we have ∫Sk+1
l=1 B(x
(l)
i ,r
(l)
i )
|Rm |2 ≥
(k + 1)ǫ0 as desired. If not, for any l with r
(k+1)
i /r
(l)
i unbounded, we move to
the second case.
Case II: If r
(k+1)
i /r
(l)
i is not bounded, B(x
(k+1)
i , r
(k+1)
i ) eventually has a
region of high curvature that is disjoint from any of the other balls
Passing to a subsequence, we can assume r˜
(k+1)
i → ∞. The idea is
that if r˜
(k+1)
i becomes unboundedly large, we might not have disjointness of
B(x
(k+1)
i , 2r˜
(k+1)
i ) from the smaller balls, but the smaller balls are nearly mul-
tifold points and therefore can only multiply the overall volume ratio by a con-
trolled amount. Since the volume ratio is very large in B
(k+1)
i , volume compar-
ison forces some region inside B
(k+1)
i to have large |Rm | and therefore large
L
n
2 -norm of curvature disjoint from the other balls.
Assume
∫
B(x
(k+1)
i ,2r
(k+1)
i )−
S
l
j=1 B(x
(j)
i ,2r
(j)
i )
|Rm |2 ≤ ǫ0 for all large i, for if
not we are done. We know the unscaled radii r
(k+1)
i are bounded as i → ∞,
so we can do a blowup limit by scaling g˜i =
(
r
(k+1)
i
)−2
gi and reach a limit
orbifold (M˜∞, g˜∞) with basepoint x
(k+1)
∞ . We can assume B˜(x
(k+1)
∞ , 2) has k
or fewer orbifold points, which correspond to the limits of the centers of the
balls B˜
(j)
i . For if there are than k + 1 multifold points, there are at least k + 1
curvature concentration points in B(x
(k+1)
i , 2r
(k+1)
i ), and we are done.
Letting S be the singular set in M˜∞, Fatou’s lemma ensures we have∫
B˜(x
(k+1)
∞ ,2)−S |Rm |
2 ≤ ǫ0. The Moser iteration argument works despite the
presence of orbifold points, and we have that |Rm | ≤ Cǫ0 on B˜, so orbifold
volume comparison now guarantees that
Vol B˜ ≤ Vol−Cǫ0B(1),
which violates the fact that we chose the B
(k+1)
i to have volume ratio ≥ 2k+1A =
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2k+1Vol−Cǫ0 B(1). In the unscaled manifold we must have∫
B(x
(k+1)
i ,2r
(k+1)
i )−
S
k
j=1 B(x
(j)
i ,2r
(j)
i )
|Rm |2 ≥ ǫ0,
so therefore
∫
Sk+1
j=1 B(x
(j)
i ,2r
(j)
i )
|Rm |2 ≥ (k + 1)ǫ0 
Theorem 5.6 (Orbifold compactness) Any family {Mα, Jα, gα}α∈A of ex-
tremal manifolds satisfying conditions (i) - (iv) of the introduction contains
a subsequence {Mi, Ji, gi} that converges in the Gromov-Hausdorff topology to
a reduced compact extremal Ka¨hler orbifold. Further, there is a bound C1 =
C1(Λ, CS , n) on the number of singularities, and a bound C2 = C2(CS , n) on
the order of any orbifold group.
Pf
In light of Theorem 5.5, Proposition 5.3 now goes through without a sep-
arate assumption on local volume growth. 
In light of our results so far, an almost trivial consequence is the following
gap theorem. Such a theorem is useful, for instance, in constructing bubble-
trees. We state it here for convenience.
Corollary 5.7 (Gap theorem) There exists an ǫ0 = ǫ0(n,CS) with the fol-
lowing property. Assuming (M, g, J) is an extremal Ka¨hler orbifold (possibly
nonreduced) and that ∫
M
|Rm |n2 ≤ ǫ0,
then (M, g) is flat.
Pf
If the ǫ-regularity theorem can be shown to hold, namely that
∫
B(o,r)
|Rm |n2 ≤ ǫ0 =⇒ |Rm(o)| ≤ Cr−2
(∫
B(o,r)
|Rm |n2
) 2
n
,
then the result follows. If singularities are present, it is possible that the Moser
iteration technique will fail, due to its reliance on integration by parts. However
Theorems 4.1 and 4.20, combined with Sibner’s lemma, Proposition 3.4, will
ensure that residues will not crop up. Thus the Moser iteration goes through,
and we get our result. 
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6 Appendix: Local integral bounds for curva-
ture at smooth points
6.1 Statement of the technical estimates
The following propositions hold when suppφ consists of smooth points, and the
real dimension is 4 or higher.
Lemma 6.1 Assume 0 ≤ φ and ∫ |Rm |n2 has been chosen small compared to
CS, k, and l. With C = C(k, l, CS) we have the two estimates∫
φl|∇T |k−2|∇2T |2 ≤ C
∫
φl−2|∇φ|2|∇T |k (59)
+C
∫
φl|∇T |k−2|△T |2
+C
∫
φl|∇T |k−2|T |2|Rm |2
∫
φl|∇T |k−2|∇2T |2 ≤ C
∫
φl−2|∇φ|2|∇T |k (60)
+C
∫
φl|∇T |k−2|△T |2
+C
∫
φl|∇T |k−1|T ||∇Ric |
Lemma 6.2 Assume 0 ≤ φ and ∫ |Rm |n2 has been chosen small compared to
CS, k, and l. With C = C(k, l, CS) we have the two estimates(∫
φlγ |∇T |kγ
) 1
γ
≤ C
∫
φl−2|∇φ|2|∇T |k (61)
+C
∫
φl|∇T |k−2|△T |2
+C
∫
φl|∇T |k−2|T |2|Rm |2
(∫
φlγ |∇T |kγ
) 1
γ
≤ C
∫
φl−2|∇φ|2|∇T |k (62)
+C
∫
φl|∇T |k−2|△T |2
+C
∫
φl|∇T |k−1|T ||∇Ric |
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Lemma 6.3 Assume 0 ≤ φ, |∇φ| ≤ 2r , and
∫ |Rm |n2 has been chosen small
compared to CS , k, and l. With C = C(k, l, CS) we have the two estimates∫
φl|∇T |k ≤ r−2C
∫
φl−2|∇T |k−2|T |2 (63)
+ r2C
∫
φl+2|∇T |k−2|△T |2
+ r2C
∫
φl+2|∇T |k−2|T |2|Rm |2
∫
φl|∇T |k ≤ r−2C
∫
φl−2|∇T |k−2|T |2 (64)
+ r2C
∫
φl+2|∇T |k−2|△T |2
+ r2C
∫
φl+2|∇T |k−1|T ||∇Ric |
6.2 Proof of the technical estimates
We achieve the estimates in a number of stages. Our spaghetti-like argument
involves obtaining partial estimates for one quantity in order to estimate a
second, and using the second to get a better estimate for the first, etc. The
steps involved are standard, so exposition is kept to a minimum.
Initial estimate for
∫
φl|∇T |k−2|∇2T |2∫
φl|∇T |k−2|∇2T |2 = −l
∫
φl−1|∇T |k−2 〈∇2T,∇φ⊗∇T 〉
− (k − 2)
∫
φl|∇T |k−2|∇|∇T ||2
−
∫
φl|∇T |k−2 〈△∇T,∇T 〉
∫
φl|∇T |k−2|∇2T |2 ≤ 2l2
∫
φl−2|∇φ|2|∇T |k − 2
∫
φl|∇T |k−2 〈△∇T,∇T 〉
Estimate for − ∫ φl|∇T |k−2 〈△∇T,∇T 〉 Commutator formula:
△∇T = ∇△T + ∇(Rm ∗T ) + Rm ∗∇T.
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−
∫
φl|∇T |k−2 〈△∇T,∇T 〉 = −
∫
φl|∇T |k−2 〈∇△T,∇T 〉
−
∫
φl|∇T |k−2 〈∇(Rm ∗T ),∇T 〉
−
∫
φl|∇T |k−2 〈Rm ∗∇T,∇T 〉 .
We estimate the three terms individually. First term:
−
∫
φl|∇T |k−2 〈∇△T,∇T 〉
= l
∫
φl−1|∇T |k−2 〈∇φ⊗△T,∇T 〉
+ (k − 2)
∫
φl|∇T |k−3 〈∇|∇T | ⊗ △T,∇T 〉
+
∫
φl|∇T |k−2|△T |2
−
∫
φl|∇T |k−2 〈∇△T,∇T 〉
≤ l
2
2
∫
φl−2|∇φ|2|∇T |k
+ µ
∫
φl|∇T |k−2|∇2T |2
+
(
3
2
+
2(k − 2)2
µ
)∫
φl|∇T |k−2|△T |2
Second term:
−
∫
φl|∇T |k−2 〈∇(Rm ∗T ),∇T 〉
= l
∫
φl−1|∇T |k−2 〈∇φ⊗ (Rm ∗T ),∇T 〉
+(k − 2)
∫
φl|∇T |k−3 〈∇|∇T | ⊗ (Rm ∗T ),∇T 〉
+
∫
φl|∇T |k−2 〈Rm ∗T,△T 〉
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−
∫
φl|∇T |k−2 〈∇(Rm ∗T ),∇T 〉
≤ l
2
2
∫
φl−2|∇φ|2|∇T |k
+ µ
∫
φl|∇T |k−2|∇2T |2
+
(
1 +
2(k − 2)2
µ
)∫
φl|∇T |k−2|T |2|Rm |2
+
1
2
∫
φl|∇T |k−2|△T |2
Third term:
−
∫
φl|∇T |k−2 〈Rm ∗∇T,∇T 〉 ≤
∫
φl|∇T |k|Rm |
Therefore
−
∫
φl|∇T |k−2 〈△∇T,∇T 〉 ≤ l2
∫
φl−2|∇φ|2|∇T |k
+2µ
∫
φl|∇T |k−2|∇2T |2
+
(
1 +
2(k − 2)2
µ
)∫
φl|∇T |k−2|T |2|Rm |2
+
(
2 +
2(k − 2)2
µ
)∫
φl|∇T |k−2|△T |2
+
∫
φl|∇T |k|Rm |.
Alternative estimate for − ∫ φl|∇T |k−2 〈△∇T,∇T 〉
Commutator formula:
△∇T = ∇△T + ∇Ric ∗T + Rm ∗∇T.
−
∫
φl|∇T |k−2 〈△∇T,∇T 〉 = −
∫
φl|∇T |k−2 〈∇△T,∇T 〉
−
∫
φl|∇T |k−2 〈∇Ric ∗T,∇T 〉
−
∫
φl|∇T |k−2 〈Rm ∗∇T,∇T 〉 .
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We deal with the terms individually. First term remains the same:
−
∫
φl|∇T |k−2 〈∇△T,∇T 〉
≤ l
2
2
∫
φl−2|∇φ|2|∇T |k
+ µ
∫
φl|∇T |k−2|∇2T |2
+
(
3
2
+
2(k − 2)2
µ
)∫
φl|∇T |k−2|△T |2
Second term:
−
∫
φl|∇T |k−2 〈∇Ric ∗T,∇T 〉 ≤
∫
φl|∇T |k−1|T ||∇Ric |
The third term remains the same:
−
∫
φl|∇T |k−2 〈Rm ∗∇T,∇T 〉 ≤
∫
φl|∇T |k|Rm |
Therefore
−
∫
φl|∇T |k−2 〈△∇T,∇T 〉 ≤ l
2
2
∫
φl−2|∇φ|2|∇T |k
+µ
∫
φl|∇T |k−2|∇2T |2
+
(
3
2
+
2(k − 2)2
µ
)∫
φl|∇T |k−2|△T |2
+
∫
φl|∇T |k|Rm |
+
∫
φl|∇T |k−1|T ||∇Ric |
Two estimates for
∫
φl|∇T |k−2|∇2T |2 First:∫
φl|∇T |k−2|∇2T |2 ≤ 4l2
∫
φl−2|∇φ|2|∇T |k
+
(
4 + 16(k − 2)2) ∫ φl|∇T |k−2|△T |2
+
(
2 + 16(k − 2)2) ∫ φl|∇T |k−2|T |2|Rm |2
+2
∫
φl|∇T |k|Rm |
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Second:∫
φl|∇T |k−2|∇2T |2 ≤ 3l2
∫
φl−2|∇φ|2|∇T |k
+
(
3 + 8(k − 2)2) ∫ φl|∇T |k−2|△T |2
+2
∫
φl|∇T |k−1|T ||∇Ric |
+2
∫
φl|∇T |k|Rm |
Two Estimates for
(∫
φlγ |∇T |kγ) 1γ
Sobolev Inequality:
1
2C2S
(∫
φlγ |∇T |kγ
) 1
γ
≤ l2
∫
φl−2|∇φ|2|∇T |k + k2
∫
φl|∇T |k−2|∇2T |2
Assume (∫
|Rm |n2
) 2
n
≤ 1
8k2C2S
.
First Estimate:(∫
φlγ |∇T |kγ
) 1
γ
≤ 16k2l2C2S
∫
φl−2|∇φ|2|∇T |k
+32k4C2S
∫
φl|∇T |k−2|△T |2
+32k4C2S
∫
φl|∇T |k−2|T |2|Rm |2
+4k2C2S
∫
φl|∇T |k|Rm |
(∫
φlγ |∇T |kγ
) 1
γ
≤ 32k2l2C2S
∫
φl−2|∇φ|2|∇T |k
+64k4C2S
∫
φl|∇T |k−2|△T |2
+64k4C2S
∫
φl|∇T |k−2|T |2|Rm |2
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Second Estimate:(∫
φlγ |∇T |kγ
) 1
γ
≤ 8k2l2C2S
∫
φl−2|∇φ|2|∇T |k
+16k4C2S
∫
φl|∇T |k−2|△T |2
+4k2C2S
∫
φl|∇T |k−1|T ||∇Ric |
+4k2C2S
∫
φl|∇T |k|Rm |
(∫
φlγ |∇T |kγ
) 1
γ
≤ 16k2l2C2S
∫
φl−2|∇φ|2|∇T |k
+32k4C2S
∫
φl|∇T |k−2|△T |2
+8k2C2S
∫
φl|∇T |k−1|T ||∇Ric |
Final estimate for
∫
φl|∇T |k−2|∇2T |2
First: ∫
φl|∇T |k−2|∇2T |2 ≤ C(k, l, CS)
∫
φl−2|∇φ|2|∇T |k
+C(k, l, CS)
∫
φl|∇T |k−2|△T |2
+C(k, l, CS)
∫
φl|∇T |k−2|T |2|Rm |2
Second: ∫
φl|∇T |k−2|∇2T |2 ≤ C(k, l, CS)
∫
φl−2|∇φ|2|∇T |k
+C(k, l, CS)
∫
φl|∇T |k−2|△T |2
+C(k, l, CS)
∫
φl|∇T |k−1|T ||∇Ric |
Initial estimate for
∫
φl|∇T |k
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∫
φl|∇T |k =
∫
φl|∇T |k−2 〈∇T,∇T 〉
= −l
∫
φl−1|∇T |k−2 〈∇T,∇φ⊗ T 〉
−(k − 2)
∫
φl|∇T |k−3 〈∇T,∇|∇T | ⊗ T 〉
−
∫
φl|∇T |k−2 〈△T, T 〉
1
2
∫
φl|∇T |k ≤ l
2
2
∫
φl−2|∇φ|2|∇T |k−2|T |2
+r2
µ
2
∫
φl+2|∇T |k−2|∇2T |2
+r−2
(k − 2)2
2µ
∫
φl−2|∇T |k−2|T |2
+r−2
1
2
∫
φl−2|∇T |k−2|T |2
+r2
1
2
∫
φl+2|∇T |k−2|△T |2
∫
φl|∇T |k ≤
∫
φl−2
(
l2|∇φ|2 + µ−1(k − 2)2r−2 + r−2) |∇T |k−2|T |2
+r2µ
∫
φl+2|∇T |k−2|∇2T |2
+r2
∫
φl+2|∇T |k−2|△T |2
Two estimates for
∫
φl|∇T |k
In this section we assume φ ≤ 1 and |∇φ| ≤ 2r .
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First estimate:∫
φl|∇T |k ≤
∫
φl−2
(
l2|∇φ|2 + µ−1(k − 2)2r−2 + r−2) |∇T |k−2|T |2
+ r2µ4(l + 2)2
∫
φl|∇φ|2|∇T |k
+ r2µ
(
4 + 16(k − 2)2) ∫ φl+2|∇T |k−2|△T |2
+ r2µ
(
2 + 16(k − 2)2) ∫ φl+2|∇T |k−2|T |2|Rm |2
+ r2µ2
∫
φl+2|∇T |k|Rm |
+r2
∫
φl+2|∇T |k−2|△T |2
∫
φl|∇T |k ≤ r−2C(k, l)
∫
φl−2|∇T |k−2|T |2
+ r2C(k, l)
∫
φl+2|∇T |k−2|△T |2
+ r2C(k, l)
∫
φl+2|∇T |k−2|T |2|Rm |2
+ r2C(k, l)
(∫
φ(l+2)γ |∇T |kγ
) 1
γ
(∫
|Rm |n2
) 2
n
Continue:∫
φl|∇T |k ≤ r−2C(k, l)
∫
φl−2|∇T |k−2|T |2
+ r2C(k, l)
∫
φl+2|∇T |k−2|△T |2
+ r2C(k, l)
∫
φl+2|∇T |k−2|T |2|Rm |2
+C(k, l, CS)
(∫
φl|∇T |k
)(∫
|Rm |n2
) 2
n
+ r2C(k, l, CS)
(∫
φl+2|∇T |k−2|△T |2
)(∫
|Rm |n2
) 2
n
+ r2C(k, l, CS)
(∫
φl+2|∇T |k−2|T |2|Rm |2
)(∫
|Rm |n2
) 2
n
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∫
φl|∇T |k ≤ r−2C(k, l, CS)
∫
φl−2|∇T |k−2|T |2
+ r2C(k, l, CS)
∫
φl+2|∇T |k−2|△T |2
+ r2C(k, l, CS)
∫
φl+2|∇T |k−2|T |2|Rm |2
Second estimate:∫
φl|∇T |k ≤
∫
φl−2
(
l2|∇φ|2 + µ−1(k − 2)2r−2 + r−2) |∇T |k−2|T |2
+ r2µ3(l + 2)2
∫
φl|∇φ|2|∇T |k
+ r2µ
(
3 + 8(k − 2)2) ∫ φl+2|∇T |k−2|△T |2
+ r2µ2
∫
φl+2|∇T |k−1|T ||∇Ric |
+ r2µ2
∫
φl+2|∇T |k|Rm |
+r2
∫
φl+2|∇T |k−2|△T |2
∫
φl|∇T |k ≤ r−2C(k, l)
∫
φl−2|∇T |k−2|T |2
+ r2C(k, l)
∫
φl+2|∇T |k−2|△T |2
+ r2C(k, l)
∫
φl+2|∇T |k−1|T ||∇Ric |
+ r2C(k, l)
(∫
φ(l+2)γ |∇T |kγ
) 1
γ
(∫
|Rm |n2
) 2
n
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Continue:∫
φl|∇T |k ≤ r−2C(k, l)
∫
φl−2|∇T |k−2|T |2
+ r2C(k, l)
∫
φl+2|∇T |k−2|△T |2
+ r2C(k, l)
∫
φl+2|∇T |k−1|T ||∇Ric |
+ r2C(k, l, CS)
(∫
φl|∇φ|2|∇T |k
)(∫
|Rm |n2
) 2
n
+ r2C(k, l, CS)
(∫
φl+2|∇T |k−2|△T |2
)(∫
|Rm |n2
) 2
n
+ r2C(k, l, CS)
(∫
φl+2|∇T |k−1|T ||∇Ric |
)(∫
|Rm |n2
) 2
n
∫
φl|∇T |k ≤ r−2C(k, l, CS)
∫
φl−2|∇T |k−2|T |2
+ r2C(k, l, CS)
∫
φl+2|∇T |k−2|△T |2
+ r2C(k, l, CS)
∫
φl+2|∇T |k−1|T ||∇Ric |
6.3 The induction argument in the smooth case
In this section we assume the following:
Hypothesis 6.4 Assume a ≥ n2 , n ≥ 4. There exist ǫ0 = ǫ0(CS , p, a, n) and
C = C(CS , p, a, n) so that if
∫
B(o,r)
|Rm |n2 ≤ ǫ0, then(∫
B(o,r/2)
|∇p−1 Rm |a
) 1
a
≤ Cr−1−p+ na
(∫
B(o,r)
|Rm |n2
) 2
n
(65)
(∫
B(o,r/2)
|∇pRic |a
) 1
a
≤ Cr−2−p+ na
(∫
B(o,r)
|Ric |n2
) 2
n
(66)
(∫
B(o,r/2)
|∇pX |a
) 1
a
≤ Cr−3−p+ na
(∫
B(o,r)
|R|n2
) 2
n
, (67)
and prove:
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Theorem 6.5 Assume Hypothesis 6.4. There exist ǫ0 = ǫ0(CS , p, a, n) and
C = C(CS , p, a, n) so that if
∫
B(o,r) |Rm |
n
2 ≤ ǫ0, then
(∫
B(o,r/2)
|∇p Rm |a
) 1
a
≤ Cr−2−p+ na
(∫
B(o,r)
|Rm |n2
) 2
n
(68)
(∫
B(o,r/2)
|∇p+1Ric |a
) 1
a
≤ Cr−3−p+ na
(∫
B(o,r)
|Ric |n2
) 2
n
(69)
(∫
B(o,r/2)
|∇p+1X |a
) 1
a
≤ Cr−4−p+ na
(∫
B(o,r)
|R|n2
) 2
n
. (70)
Now Propositions 4.2, 4.3, 4.4, and 4.5 together show that Hypothesis 6.4 holds
in the case p = 0, so the conclusion is true for all p ∈ N.
Pf of Theorem 6.5
First we use the commutator formula (30) to get three estimates:
|△∇p−1 Rm |2 ≤ C
p−1∑
i=0
|∇iRm |2|∇p−1−i Rm |2 + C|∇p+1 Ric |2 (71)
|△∇p Ric |2 ≤ C
p∑
i=0
|∇i Rm |2|∇p−i Ric |2 + C|∇p+1X |2 (72)
|△∇pX |2 ≤ C
p−1∑
i=0
|∇i Rm |2|∇p−iX |2 + C
p∑
i=0
|∇i Ric |2|∇p−iX |2.(73)
Notice that △∇pX involves at most the (p− 1)th derivative of Rm.
Step I: Estimating |∇p+1X | norms
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We deal with ∇p+1X first. We can use Technical Lemma 6.3 to get∫
φk|∇p+1X |k ≤ Cr−k
∫
φk|∇pX |k
+Cr2
(∫
φkγ |∇pX |kγ
) 1
γ
(∫
supp(φ)
|∇Ric |n2
)k 2n
+Cr2
∫
φk|∇p+1X |k−2|△∇pX |2
≤ Cr−k
∫
φk|∇pX |k
+Cr2
(∫
φkγ |∇pX |kγ
) 1
γ
(∫
supp(φ)
|∇Ric |n2
)k 2n
+Cr2
p−1∑
i=0
∫
φk|∇p+1X |k−2|∇iRm |2|∇p−iX |2
+Cr2
p∑
i=0
∫
φk|∇p+1X |k−2|∇iRic |2|∇p−iX |2.
The induction hypothesis yields estimates for each of the ∇iRm, ∇iRic, and
∇p−iX integral terms. Then using Ho¨lder’s inequality and collecting terms will
give us ∫
φk|∇p+1X |k ≤ Cr−k
∫
φk|∇pX |k.
Using the induction hypothesis again yields(∫
B(o,r/2)
|∇p+1X |k
) 1
k
≤ Cr−4−p+ nk
(∫
B(o,r)
|R|n2
) 2
n
. (74)
Step II: Estimating |∇p+1Ric | norms
Now it is necessary to bound
∫ |∇p+1Ric |k. Using 6.3 again, we get∫
φk|∇p+1Ric |k ≤ Cr−2
∫
φk−2|∇p+1Ric |k−2|∇p Ric |2
+Cr2
∫
φk+2|∇p+1 Ric |k−2|∇pRic ||∇Ric |
+Cr2
∫
φk+2|∇p+1 Ric |k−2|△∇pRic |2,
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which, with the induction hypothesis and Ho¨lder’s inequality, becomes∫
φk|∇p+1 Ric |k ≤ Cr−k
∫
|∇pRic |k
+Cr2
∫
φk+2|∇p+1Ric |k−2|△∇pRic |2.
Use the formula for△∇pRic. Noting that all of the terms appearing in△∇pRic
are estimable except the |∇pRm | term, we can use Ho¨lder’s inequality to actu-
ally get∫
φk|∇p+1Ric |k ≤ Cr−k
∫
suppφ
|∇p Ric |k (75)
+Cr2
∫
φk+2|∇p+1Ric |k−2|∇p Rm |2|Ric |.
We work with the final term:
Cr2
∫
φk+2|∇p+1 Ric |k−2|∇p Rm |2|Ric |
≤ Cr2
(∫
φ(k+2)γ |∇p+1 Ric |kγ
) k−2
k
n−2
n
(∫
φk|∇p Rm |k
) 2
k
(∫
φ
2n
k−2 |Ric | kk−2 n2
) k−2
k
2
n
Now we must work with the
(∫
φ(k+2)γ |∇p+1 Ric |kγ) k−2k n−2n factor. Using Tech-
nical Lemma 6.2 we get(∫
φ(k+2)γ |∇p+1 Ric |kγ
)n−2
n
≤ C
∫
φk|∇φ|2|∇p+1Ric |k
+C
∫
φk|∇p+1 Ric |k−2|△∇pRic |2
+C
∫
φk|∇p+1 Ric |k−1|∇pRic ||∇Ric |.
The integral norms of all quantities except |∇p+1 Ric | are estimable, and we get(∫
φ(k+2)γ |∇p+1Ric |kγ
)n−2
n
≤ Cr−2
∫
φk|∇φ|2|∇p+1 Ric |k.
Putting this back into (75) and using the induction hypothesis gives∫
φk|∇p+1 Ric |k ≤ Cr−k
∫
suppφ
|∇p Ric |k (76)
+Cr−k
(∫
suppφ
|Ric |n2
) 2
n
(∫
φk|∇p Rm |k
)
.
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Step III: Estimating |∇p Rm | norms
Using Technical Lemma 6.3 we get∫
φk|∇pRm |k ≤ Cr−2
∫
φk−2|∇pRm |k−2|∇p−1 Rm |2
+Cr2
∫
φk+2|∇pRm |k−2|∇p−1 Rm |2|Rm |2
+Cr2
∫
φk+2|∇pRm |k−2|△∇p−1Rm |2.
Applying Ho¨lder’s inequality and the induction hypothesis, we get∫
φk|∇pRm |k ≤ Cr−k
∫
|∇p−1 Rm |k + Crk
∫
φk+2|△∇p−1Rm |k.
In fact the integral norms of all quantities appearing in△∇p−1Rm are estimable
by the induction hypothesis. We are left with only∫
φk|∇pRm |k ≤ Cr−k
∫
|∇p−1 Rm |k + Crk
∫
φk+2|∇p+1Ric |k,
which we can estimate with (76) to get∫
φk|∇p Rm |k ≤ Cr−k
∫
|∇p−1Rm |k.
Finally the induction hypothesis gives∫
B(o,r/2)
|∇pRm |k ≤ Cr−pk
∫
B(o,r)
|Rm |k.
Finally also equation (75) and the result of Step II give the final estimate for∫ |∇p+1Ric |k. 
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