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ABSTRACT
We provide mass-loss rate predictions for O stars from Large and Small Magellanic Clouds. We calculate global (unified,
hydrodynamic) model atmospheres of main sequence, giant, and supergiant stars for chemical composition corresponding
to Magellanic Clouds. The models solve radiative transfer equation in comoving frame, kinetic equilibrium equations
(also known as NLTE equations), and hydrodynamical equations from (quasi-)hydrostatic atmosphere to expanding
stellar wind. The models allow us to predict wind density, velocity, and temperature (consequently also the terminal
wind velocity and the mass-loss rate) just from basic global stellar parameters. As a result of their lower metallicity,
the line radiative driving is weaker leading to lower wind mass-loss rates with respect to the Galactic stars. We provide
a formula that fits the mass-loss rate predicted by our models as a function of stellar luminosity and metallicity. On
average, the mass-loss rate scales with metallicity as M˙ ∼ Z0.59. The predicted mass-loss rates are lower than mass-loss
rates derived from Hα diagnostics and can be reconciled with observational results assuming clumping factor Cc = 9.
On the other hand, the predicted mass-loss rates either agree or are slightly higher than the mass-loss rates derived from
ultraviolet wind line profiles. The calculated Pv ionization fractions also agree with values derived from observations for
LMC stars with Teff ≤ 40 000K. Taken together, our theoretical predictions provide reasonable models with consistent
mass-loss rate determination, which can be used for quantitative study of stars from Magellanic Clouds.
Key words. stars: winds, outflows – stars: mass-loss – stars: early-type – Magellanic Clouds – hydrodynamics – radiative
transfer
1. Introduction
The radiative force influences various types of astrophysi-
cal objects on different spatial scales. Because the radiative
force acts selectively on individual species, it depends on
their abundances, and consequently also on metallicity. The
metallicity dependence of radiatively driven hot-star winds
leads to the absence of line-driven outflows in metal-free
Pop III stars (Krtička & Kubát 2006), while Galactic stars
lose a significant part of their mass due to the winds (e.g.,
Keszthelyi et al. 2017).
Besides metallicity, hot-star wind mass-loss rates de-
pend also on other basic stellar parameters (luminosity,
mass, and radius). While dependence of hot-star wind on
most of the stellar parameters can be observationally stud-
ied using a local stellar sample (e.g., Puls at al. 2006), sim-
ilar study of metallicity dependence is more complicated.
Besides ultraviolet satellites, observational study of mass
loss at a fraction of the solar metallicity in the Magellanic
Clouds requires large telescopes. It was possible to extend
the range of studied metallicities using spectroscopic ob-
servations of stars residing in galaxies of the Local Group
(Tramper et al. 2011, Herrero et al. 2012). However, hot
stars with metallicity below about one tenth of the solar
metallicity are still observationally unattainable for a de-
tailed wind study.
The most complete picture of the dependence of wind
properties on the metallicity can be therefore obtained from
theoretical models. Such models are able to predict the
dependence of basic wind properties on metallicity. The
most important wind parameter is the mass-loss rate M˙ ,
that is the amount of mass lost by the star per unit of
time. Vink et al. (2001) predicted that for a broad range
of metallicities Z (given by the mass fraction of heavier el-
ements) the mass-loss rate varies as M˙ ∼ Z0.69 in O and
early B stars. A more complex dependence of the mass-
loss rate on metallicity was found by Gräfener & Hamann
(2008) for late-type WN stars. Petrov et al. (2016) cal-
culated metallicity-dependent wind mass-loss rates from
the balance between the radiative energy deposited in the
wind and the energy required to lift up the wind mate-
rial. The latter calculations based on the CMFGEN code
predicted that the metallicity dependence of the mass-
loss rate in luminous B stars is a complicated function of
stellar effective temperature and is the strongest around
Teff = 17 500− 20 000K.
Study of stellar winds at very low metallicities is impor-
tant for understanding stellar evolution and stellar feed-
back in the early Universe and in dwarf galaxies from the
Local Group. The gravitational-wave source GW150914 is
also expected to originate from low-metallicity environment
(Abbott et al. 2016). Because observations of stars in such
low-metallicity environments are not always possible, the
numerical models may provide missing information about
the wind physics. To reach this goal, the current models
have to be tested against observations for as broad a range
of metallicities as possible.
However, testing of wind models at low metallicities
is complicated by the mismatch between individual mass-
loss rate determinations. Even at Galactic metallicity the
estimates based on the X-ray spectroscopy (Cohen et al.
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2014, Rauw et al. 2015), combined optical and UV analysis
(Bouret et al. 2012, Šurlan et al. 2013), and near-infrared
line spectroscopy (Najarro et al. 2011) seem to point to
lower mass-loss rates than predicted by Vink et al. (2001).
On the other hand, the results based purely on the Hα emis-
sion lines (Mokiem et al. 2007b) can be reconciled with the-
oretical predictions of Vink et al. (2001). Moreover, a mul-
tiwavelength analysis of Shenar et al. (2015) shows good
agreement with theoretical models. Consequently, the ex-
istence of the discrepancy between empirical and theoret-
ical mass-loss rate determinations is not unanimously ac-
cepted. The discrepancy may be even nonmonotonic, be-
cause massive stars at the top of the main sequence show
enhanced mass-loss rates with respect to theoretical models
(Bestenlehner et al. 2014).
Part of these discrepancies may be connected with the
influence of inhomogeneities on the observational mass-loss
rate diagnostics (Sundqvist et al. 2010, 2011, Šurlan et al.
2012, 2013) and on theoretical predictions (Muijres et al.
2011, Sundqvist et al. 2014). On the other hand, wind
blocking in global (unified) wind models leads to reduction
of predicted mass-loss rates in agreement with some ob-
servational estimates (Krtička & Kubát 2017). These mass-
loss rates taken from global wind models are typically lower
than Vink et al. (2001) and Pauldrach et al. (2012) mass-
loss rates by a factor of 2–5, however they are consistent
with predictions based on CMFGEN (Bouret et al. 2012,
Puebla et al. 2016, Petrov et al. 2016) and PoWR codes
(Gräfener 2003, Sander et al. 2017). Here we apply our
global wind models (Krtička & Kubát 2017) to stars from
Magellanic Clouds.
2. Description of global wind models
The wind models used here were calculated using the
METUJE code (Krtička & Kubát 2010, 2017), which pro-
vides global (unified) models of the stellar photosphere and
wind. The code solves the radiative transfer equation, the
kinetic (statistical) equilibrium equations, and hydrody-
namic equations (equations of continuity, momentum, and
energy) both in the photosphere and in the wind. The code
assumes that the flow is stationary (time-independent) and
spherically symmetric.
The radiative transfer equation is solved in the co-
moving frame (CMF) following the method proposed by
Mihalas et al. (1975). We include line and continuum tran-
sitions relevant in atmospheres of hot stars in the radiative
transfer equation. The inner boundary condition for the
radiative transfer equation is derived from the diffusion ap-
proximation, and we assume no infalling radiation at the
outer boundary.
The ionization and excitation state of considered ele-
ments was calculated from the kinetic equilibrium equa-
tions (also called NLTE equations). These equations ac-
count for the radiative and collisional excitation, deexci-
tation, ionization, and recombination. Part of the models
of ions was adopted from the TLUSTY model stellar at-
mosphere input data (Lanz & Hubeny 2003, 2007). To pre-
pare the remaining ionic models listed in Krtička & Kubát
(2009) and not included in TLUSTY input data we use the
same strategy as in TLUSTY, that is, the data are based
on the Opacity and Iron Project calculations (Seaton et al.
1992, Hummer et al. 1993) and corrected by the observa-
tional data available in the NIST database (Kramida et al.
2015). For phosphorus the ionic model was prepared using
data described by Pauldrach et al. (2001). The low-lying
levels of ions are included explicitly in the calculations,
while the higher levels are merged into superlevels (see
Lanz & Hubeny 2003, 2007, for details). The bound-free
radiative rates are consistently calculated from the CMF
mean intensity, while for the bound-bound rates we still
use the Sobolev approximation.
Three different methods are needed to solve the energy
equation. We use a differential form of the transfer equa-
tion deep in the photosphere, while the integral form of
this equation is advantageous in the upper layers of the
photosphere (Kubát 1996). The electron thermal balance
method (Kubát et al. 1999) is applied in the wind. The
individual terms in the energy equation are taken from
the CMF radiative field. The hydrodynamical equations,
that is, the continuity equation, equation of motion, and
the energy equation, are solved iteratively to obtain the
wind density, velocity, and temperature structure. The it-
erations of hydrodynamical equations are performed using
the Newton-Raphson method (see Fig. 1 for convergence
properties). The derivatives of the CMF radiative force with
respect to the flow variables within the Newton-Raphson it-
eration step are approximated from the line force in the
Sobolev approximation corrected by the CMF line force
(Krtička & Kubát 2010). We use the “shooting method” to
derive an estimate of the mass-loss rate. We calculate a se-
ries of wind models with variable base velocity and search
for the base velocity which provides a smooth transonic
solution with maximum mass-loss rate (Krtička & Kubát
2017). The radiative force due to line and continuum tran-
sitions is calculated in the CMF. The line data for the calcu-
lation of the line force were taken from the VALD database
(Piskunov et al. 1995, Kupka et al. 1999) with some updates
using the NIST data (Kramida et al. 2015).
We utilize the TLUSTY model stellar atmospheres
(Lanz & Hubeny 2003, 2007) to derive the initial guess of
the solution in the photosphere. The TLUSTY models are
calculated for the same effective temperature, surface grav-
ity, and chemical composition as the wind models.
3. Calculated global wind models
We calculated a grid of global wind models for metallici-
ties corresponding to Magellanic Cloud O stars in the ef-
fective temperature range 30 000− 45 000K. Stellar masses
and radii given in Table 1 were calculated using relations
of Martins et al. (2005) for main sequence stars, giants,
and supergiants. Although these relations were derived for
Galactic stars, they fairly describe also the parameters
of stars from Magellanic Clouds (c.f., Massey et al. 2005,
Mokiem et al. 2007a). We assumed solar chemical com-
position (Asplund et al. 2009) scaled for elements heav-
ier than helium by a factor of 0.5 and 0.2 correspond-
ing to typical chemical composition of stars in Large and
Small Magellanic Clouds (e.g., Hill et al. 1995, Venn 1999,
Rolleston et al. 2002, Bouret et al. 2003), respectively.
The photospheric structure of METUJE global models
in Figs. 5 and 7 nicely agrees with results of the hydro-
static planparallel TLUSTY code. The agreement is even
slightly better than for Galactic stars, which is likely caused
by lower iron abundance, consequently by lower influence
of iron lines on temperature. The METUJE and TLUSTY
emergent fluxes in Figs. 6 and 8 also reasonably agree,
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Fig. 1. Convergence of the hydrodynamical structure of the LMC 400-3 model. Left plot: Plot of the maximum relative difference
between hydrodynamical variables in subsequent iteration steps as a function of total number of hydrodynamical iterations. We
note that kinetic equilibrium equations are iterated for each step of hydrodynamical iterations. Blue vertical strips denote a new
step of a global iteration (numbered in the bottom of the plot) when the inner boundary velocity (and the mass-loss rate) is
changed. Labels a-d in the bottom of the plot indicate (see also Krtička & Kubát 2017, Sect. 2): a) Calculation of the initial model
for subcritical velocities. In the first few steps the CMF radiative transfer is not solved. Afterwards, the CMF calculations are
switched on (indicated by a blue arrow). b) Iteration of wind model with mass-loss rate lower than or equal to the final one. Each
model denoted as ‘b’ has a higher mass-loss rate than the previous one. c) Iteration of wind model with mass-loss rate lower than
the final one and inclusion of model for supercritical velocities. Here the blue arrow denotes inclusion of model for supercritical
velocities. d) Iteration of wind model with mass-loss rate higher than the final one. After this step the model mass-loss rate
decreases. The plot shows that the convergence of hydrodynamical structure in each step is stable and relatively fast. Right plot:
Mass-loss rate in individual global iteration steps (numbers on horizontal axis are the same as in blue labels in the left plot). The
models converge to a final mass-loss rate given in Table 1.
Table 1. Stellar parameters of the model grid with derived values of the terminal velocity v∞ and mass-loss rate M˙
Model Teff R∗ M v∞ M˙
[K] [R⊙] [M⊙] [km s−1] [M⊙ yr−1]
0.5Z⊙ 0.2Z⊙ 0.5Z⊙ 0.2Z⊙
main sequence stars
300-5 30000 6.6 12.9 2560 2360 6.4× 10−9 2.7× 10−9
325-5 32500 7.4 16.4 2110 2200 7.1× 10−9 4.0× 10−9
350-5 35000 8.3 20.9 1070 1500 2.7× 10−8 1.5× 10−8
375-5 37500 9.4 26.8 2070 1940 8.1× 10−8 5.2× 10−8
400-5 40000 10.7 34.6 2380 2180 1.5× 10−7 1.0× 10−7
425-5 42500 12.2 45.0 2170 2180 3.2× 10−7 2.2× 10−7
450-5 45000 13.9 58.6 1890 2060 7.1× 10−7 5.1× 10−7
giants
300-3 30000 13.1 19.3 2020 2020 4.7× 10−8 2.5× 10−8
325-3 32500 13.4 22.8 1290 1750 7.2× 10−8 2.4× 10−8
350-3 35000 13.9 27.2 1170 1320 1.7× 10−7 1.2× 10−7
375-3 37500 14.4 32.5 1670 1730 3.0× 10−7 2.0× 10−7
400-3 40000 15.0 39.2 1360 1800 6.5× 10−7 3.1× 10−7
425-3 42500 15.6 47.4 1340 1600 9.0× 10−7 6.1× 10−7
450-3 45000 16.3 57.7 1400 1690 1.3× 10−6 1.0× 10−6
supergiants
300-1 30000 22.4 28.8 1250 1280 3.0× 10−7 1.7× 10−7
325-1 32500 21.4 34.0 1010 860 3.8× 10−7 2.2× 10−7
350-1 35000 20.5 40.4 1120 1350 6.0× 10−7 3.6× 10−7
375-1 37500 19.8 48.3 1340 1650 9.0× 10−7 4.6× 10−7
400-1 40000 19.1 58.1 1440 1890 1.1× 10−6 5.4× 10−7
425-1 42500 18.5 70.3 1550 1960 1.0× 10−6 7.4× 10−7
450-1 45000 18.0 85.4 1930 2090 1.3× 10−6 9.5× 10−7
with the exception of the frequency region above roughly
7 × 1015 s−1 where the flux is blocked by the wind. This
blocking is weaker for winds with lower mass-loss rates.
Larger differences appear in He ii Lyman continuum (see
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Figs. 6 and 8), because the continuum originates in the
wind. The differences in He ii Lyman continuum are lower
for the hottest stars, where helium is nearly completely ion-
ized.
The derived mass-loss rates are given in Table 1. To-
gether with mass-loss rates calculated for Galactic O stars
(Krtička & Kubát 2017), their metallicity dependence can
be fitted using the formula
log
(
M˙
1M⊙ yr−1
)
= −5.70 + 0.50 log
(
Z
Z⊙
)
+
[
1.61− 0.12 log
(
Z
Z⊙
)]
log
(
L
106L⊙
)
. (1)
The fit provides relatively accurate approximation of our
results with a typical error of about 10 – 30 %. Because
the Teff range of calculated Galactic O star wind models is
narrower, the formula is valid for Teff = 30 000− 42 500K
for Z/Z⊙ = 0.2 − 1, while at Magellanic Cloud metallici-
ties can be used up to Teff = 45 000K. Equation (1) shows
that with decreasing metallicity not only does the mass-
loss rate decrease due to weaker line force, but also the
luminosity dependence becomes steeper. The steeper lumi-
nosity dependence at low metallicity is caused by weaker
blocking of the flux by the wind, especially for frequencies
ν & 7 × 1015 s−1 (compare plots in Figs. 6 and 8), and by
variation of the slope of the line-strength distribution with
metallicity (Puls et al. 2000). On the other hand, the av-
erage metallicity dependence M˙ ∼ Z0.59 is less steep than
that derived by Vink et al. (2001, M˙ ∼ Z0.69) and Krtička
(2006, M˙ ∼ Z0.67), because the wind blanketing effect is
weaker at low metallicity.
In Eq. (1) we neglected a mild additional temperature
dependence of mass-loss rates, which is non-monotonic.
Most intriguing is a missing clear dependence of mass-
loss rates in Eq. (1) on stellar luminosity class or mass.
Castor, Abbott & Klein (1975) predict the dependence
M˙ ∼ L1/αM
1−1/α
eff
, where Meff = M(1 − Γ) and Γ is the
Eddington factor, which for a canonical value of α = 2/3
(Puls et al. 2000) gives M˙ ∼ L3/2M−1/2
eff
. However, in our
approach, all stellar parameters depend on Teff and spectral
type, which may lead to simplification of the relationship.
CMF models with base flux taken from hydrostatic atmo-
sphere models (Krtička & Kubát 2012) predict dependence
of mass-loss rates on the luminosity class. This dependence
disappears in the present models as a result of a stronger
reduction of mass-loss rates connected with abandoning of
core-hale approximation in spectroscopically less evolved
stars.
4. Comparison with observations
4.1. Mass-loss rates
The mass-loss rate determinations for Magellanic Cloud
stars are typically based either on the optical spec-
troscopy (mostly Hα line) or on the ultraviolet spec-
troscopy (P Cygni lines). We collected available recent
observational mass-loss rate estimates derived for Magel-
lanic Cloud stars from the optical and ultraviolet spec-
troscopy and plotted them as a function of stellar lumi-
nosity in a comparison with our predicted mass-loss rates
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Fig. 2. Predicted dependence of the mass-loss rate on lumi-
nosity Eq. (1) (solid line) for LMC (upper panel) and SMC
(lower panel) in comparison with data derived from optical spec-
troscopy (red symbols, Massey et al. 2004, 2005, Mokiem et al.
2006, 2007a, Bestenlehner et al. 2014, Ramírez-Agudelo et al.
2017, Sabín-Sanjulián et al. 2017) and ultraviolet spectroscopy
(violet symbols, Bouret et al. 2003, 2013, 2015). Vertical arrows
denote upper limits. The results of Bouret et al. (2015) were de-
rived for stars from IC 1613 and WLM dwarf galaxies, which
have a similar metallicity as SMC. Dashed lines denote predic-
tions of Vink et al. (2001) for giants from Table 1.
in Fig. 2. The observational mass-loss rate estimates de-
termined from Hα line (assuming the β-velocity law) are
higher possibly as a result of neglected clumping. Con-
sequently, the Hα line alone is not sufficient to deter-
mine a precise value of the mass-loss rate (e.g., Puls et al.
2008). On the other hand, although the differences be-
tween ultraviolet line profiles calculated with and without
clumping are rather tiny (Crowther et al. 2002, Evans et al.
2004), precise spectroscopy is able to reveal the influence
of clumping on spectra. In the case of mass-loss rates de-
rived from ultraviolet spectroscopy, we therefore used only
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mass-loss rate estimates corrected for clumping. However,
these estimates account only for optically thin clumps (mi-
croclumping), while a more general approach allows also
for optically thick clumps (macroclumping, Oskinova et al.
2007, Sundqvist et al. 2010, 2011, Šurlan et al. 2012, 2013,
Shenar et al. 2015, Kubátová et al. 2016).
The mass-loss rates derived from optical spectroscopy
are higher on average by a factor of 6.6 than the theoret-
ical predictions for LMC and by a factor of 3.3 for SMC.
We also note that the ratio between optical mass-loss rates
and theoretical prediction for LMC stars with L . 105 L⊙
is higher than for more luminous stars. This is the main
reason why the average ratio is higher for LMC stars than
for SMC stars, because the SMC sample contains mostly
more luminous stars. On the other hand, the predicted
mass-loss rates are consistent with upper limits derived by
Mokiem et al. (2007a), Ramírez-Agudelo et al. (2017), and
Sabín-Sanjulián et al. (2017). The latter upper limits are
not plotted in Fig. 2. As a result of the density squared de-
pendence of recombination rates, the Hαmass-loss rate esti-
mates are sensitive to small-scale inhomogeneities (clump-
ing, e.g., Puls at al. 2006). In the presence of clumping,
the Hα mass-loss rates are overestimated by a factor C1/2c ,
where Cc is the clumping factor. The difference between the
observational and theoretical mass-loss rates would imply
a clumping factor (averaging results for LMC and SMC)
Cc = 5.0
2 = 25 if the difference is purely the result of
the influence of clumping on observations. However, clump-
ing also affects the theoretical predictions (Muijres et al.
2011) in the case when clumping starts close to the star.
Assuming optically thin inhomogeneities (microclumping)
throughout the whole wind, the mass-loss rate scales on
average as M˙ ∼ Cα
c
with α ≈ 1/4 (Muijres et al. 2011,
Table 3). Consequently, if the ratio 5.0 between the mass-
loss rates is both due to influence of clumping on observa-
tions and predictions, then the required clumping factor is
only moderate; from C1/2c C
1/4
c = 5 we derive Cc = 9. This
would also imply that the true mass-loss rates (i.e., with
clumping included in the hydrodynamical models) are by
a factor of C1/4c = 1.7 higher than those predicted here.
However, if clumping starts above the critical point, where
the wind mass-loss rate is estimated, then the difference
between observation and theory would imply a relatively
large clumping factor, Cc = 25. These results are compara-
ble with that derived for Galactic stars (Krtička & Kubát
2017), who found that Cc ≥ 8. On the other hand, porosity
either in the spatial or velocity space may lead to a decrease
of the mass-loss rate (Muijres et al. 2011, Sundqvist et al.
2014).
We have demonstrated that the clumping factor is
nearly the same in LMC and SMC as in our Galaxy.
This agrees with observational studies that also found
that the level of clumping does not depend on metallic-
ity (Marchenko et al. 2007, Mokiem et al. 2007b). The ob-
servational dependence of mass-loss rate on luminosity in
Fig. 2 is wider for low-luminosity (L . 105L⊙) giants from
the sample of Ramírez-Agudelo et al. (2017). This may in-
dicate higher levels of clumping in some of these stars.
The mass-loss rates predicted by our hydrodynamic
models either agree with or are slightly higher than mass-
loss rates derived by Bouret et al. (2003, 2013, 2015) from
UV analysis for high-luminosity (L & 2 × 105L⊙) SMC
stars (see lower panel of Fig. 2). The UV analysis typi-
cally accounts for optically thin clumps (microclumping).
A more general analysis that accounts also for optically
thick clumps (Oskinova et al. 2007, Sundqvist et al. 2011,
Šurlan et al. 2013) may explain why some of the predicted
mass-loss rates are higher than those derived from observa-
tions.
For stars with low luminosity (L . 2 × 105L⊙), the
mass-loss rates derived from UV wind line profiles are sig-
nificantly lower than the predicted mass-loss rates (Fig. 2,
see also Martins et al. 2004). This discrepancy between the-
ory and observations is termed "weak wind problem". This
problem is possibly caused by an overly long shock cool-
ing time, which becomes comparable to the characteristic
flow time in low-density environment (Cohen et al. 2008,
Krtička & Kubát 2009, Lucy 2012, Huenemoerder et al.
2012). Most of the wind remains hot in such a case and
does not leave any imprints in the ultraviolet spectra.
Massa et al. (2017) derived mass-loss rates of Magel-
lanic Cloud O stars from mid-infrared excesses. Compar-
ison with our model mass-loss rate shows that our esti-
mates are a factor of 50 lower for SMC stars and a factor of
24 lower for LMC stars. We have not detected any signifi-
cant luminosity dependence of the difference for SMC stars
and increase of the difference with decreasing luminosity
for LMC stars. Repeating the same analysis as that done
for Hα mass-loss rates, this would imply a clumping factor
of at least 120, which is significantly higher than that de-
rived in the Hα formation region. The possibility that the
difference is caused by small velocity gradients (suggested
by Massa et al. 2017) is not supported by the results of our
models.
From the absence of frequency dependence of the ob-
served pulse-arrival times in SMC binary pulsar PSR J0045-
7319, Kaspi et al. (1996) derived an upper limit of the
B1V star wind mass-loss rate M˙ < 1.1× 10−10M⊙ year−1
(taking into account the wind terminal velocity derived
in Krtička 2014). With luminosity of a B1-type star
(Harmanec 1988) we derive from Eq. (1) M˙ = 3.5 ×
10−10M⊙ year−1, not far from the observational constraint.
In Fig. 2 we also compared our model results with
theoretical predictions of Vink et al. (2001) calculated for
giants from Table 1 and metallicities corresponding to
LMC and SMC. Because Vink et al. predictions assume
Anders & Grevesse (1989) reference solar abundances,
which are higher than those derived by Asplund et al.
(2009), we scaled the SMC and LMC abundances by
a ratio of the mass-fraction of heavier elements derived
by Asplund et al. (2009) and mass-fraction derived by
Anders & Grevesse (1989). Our predicted mass-loss rates
are typically a factor of 2 – 3 lower than the predic-
tions of Vink et al. The difference is lower for SMC stars
than for LMC stars and could possibly be attributed to
a different method of the calculation of the line force
(Krtička & Kubát 2017). While Vink et al. use the Sobolev
method, our models are based on the CMF line force. We
derived similar results for Galactic stars (Krtička & Kubát
2017), for which the empirical mass-loss rate estimates cor-
rected for clumping may be reconciled with theoretical pre-
dictions in such a way that the average ratio between in-
dividual mass-loss rate estimates is not higher than about
1.6.
Article number, page 5 of 12
A&A proofs: manuscript no. mcmfkont
4.2. Terminal velocities
According to the predictions of hot-star wind theory, the
wind terminal velocity v∞ is proportional to the escape
speed vesc (Castor, Abbott & Klein 1975). Although the
wind terminal velocity can be readily derived from the ob-
served spectra, the predictions are sensitive to many ap-
proximations involved in the calculation of the radiative
force, including the treatment of X-rays and clumping. For
SMC stars we found the average ratio v∞/vesc = 2.1 and
for LMC stars we found the same value as for Galactic
stars (Krtička & Kubát 2017) v∞/vesc = 1.9. This is at
odds with the findings of Leitherer et al. (1992), who pre-
dict v∞ ∼ Z0.13 from their theoretical models. Moreover,
our predicted ratio v∞/vesc shows a large scatter and is
around 2 for stars with Teff & 32 000K and increases up to
3 for the coolest stars considered here.
The observational results show large scatter and do not
provide a clear clue to the metallicity variations of v∞. How-
ever, contrary to the Galactic O stars (Krtička & Kubát
2017), the theoretical results do not disagree with terminal
velocities derived from observations, which give v∞/vesc =
2.2±0.3 for SMC and v∞/vesc = 2.6±0.7 for LMC stars (av-
eraging the results of Puls et al. 1996, Crowther et al. 2002,
Massey et al. 2005, and Bouret et al. 2013 for 30 000K ≤
Teff ≤ 45 000K).
4.3. Ionization fractions
Ionization fractions of some ions can be derived from ul-
traviolet wind line profiles. However, for such an analysis
the wind mass-loss rates are required, because the depth of
the line profile depends also on the wind density. Moreover,
the strength of the line profiles is affected by optically thick
inhomogeneities (macroclumping, porosity, Oskinova et al.
2007, Sundqvist et al. 2011, Šurlan et al. 2013). Ionization
fractions are furthermore influenced by clumping and X-ray
ionization (MacFarlane et al. 1994, Pauldrach et al. 2001,
Puls at al. 2006, Carneiro et al. 2016).
Therefore, we selected just the Pv ion for the compari-
son of predicted ionization fractions and ionization fractions
derived from observations. The ultraviolet lines of this ion
are not saturated and this ion is not significantly affected by
X-ray ionization (Krtička & Kubát 2012). Pv gained con-
siderable attention due to its unexpectedly weak line pro-
files (Fullerton et al. 2006). The ionization fractions of Pv
from LMC stars as a function of wind velocity were derived
by Massa et al. (2003) using the approximate SEI (Sobolev
with exact integration) method. To account for the mass-
loss rate dependence of observational indicators, we scaled
Massa et al. (2003) ionization fractions by the ratio of the
mass-loss rates used to derive these fractions and our pre-
dicted mass-loss rates for LMC stars. The comparison of
ionization fraction derived from observations and theory is
given in Fig 3. The comparison shows that our models are
able to reliably reproduce the Pv ionization fraction in the
winds of LMC stars for stars with Teff ≤ 40 000K. For hot-
ter stars, Pvi dominates in the models and the predicted
Pv ionization fractions are lower than those derived from
observations.
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Massa et al. 03
Fig. 3. Comparison of predicted Pv ionization fractions
(blue dots) with ionization fractions derived from observations
(Massa et al. 2003, crosses) at the point where the wind velocity
is equal to half of its terminal value for LMC stars as a function
of stellar effective temperature. The ionization fractions derived
from observations were scaled by the ratio of mass-loss rate used
to derive the observational fractions and our predicted mass-loss
rate for LMC metallicity.
4.4. Observed spectra
The comparison with observed spectra provides the most
detailed test of any model atmosphere. Such comparison
is not the aim of the current paper, because some effects
that are important for comparison with observations (e.g.,
clumping and X-rays) are missing in the discussed models.
In addition, we calculated a grid of typical models and did
not attempt to fit any specific star using our models. How-
ever, the emergent spectrum from our models should not
be too far away from the observed one.
To demonstrate this, we compared the observed spectra
of two stars with one of the models from the grid with pa-
rameters close to the studied stars. We selected LMC stars
HDE 269698 (Sk -67 166) and HDE 270952 (Sk -65 22)
studied by Crowther et al. (2002). We compared the pre-
dicted spectra with HST/FOS (HDE 269698, y14m0c05t
and y14m0c06t) and IUE (HDE 270952, SWP 1628) obser-
vations in Fig. 4. The observations were downloaded and
processed using the SPLAT package (Draper 2004, Škoda
2008). The comparison shows that our models are able to
predict reasonable wind profiles. However, the photospheric
line profiles are not well reproduced, because we focus on
wind dynamics and do not include photosphere fully self-
consistently. For example, we use the Sobolev approxima-
tion to calculate the line source function in kinetic equi-
librium equations, which is an oversimplification that may
affect the population numbers.
5. Conclusions
We calculated global (unified, hydrodynamic) model at-
mospheres for a set of model O stars with metallicities
corresponding to those in Large and Small Magellanic
Clouds. Our models solve CMF radiative transfer, kinetic
equilibrium (NLTE), and hydrodynamical equations from
(quasi-)hydrostatic atmosphere outwards to expanding stel-
lar wind. Therefore, the models predict the radial varia-
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Fig. 4. Comparison of predicted LMC 425-1 and 450-1 star spectra with HST/FOS and IUE spectra of stars HDE 269698 and
HDE 270952 with parameters close to that of the grid.
tions of density, velocity, and temperature simply from ba-
sic global stellar parameters.
As a result of lower metallicity of Magellanic Clouds,
the line radiative force is weaker, which leads to lower wind
mass-loss rates with respect to the Galactic stars. On av-
erage, for Galactic and Magellanic Cloud metallicities the
mass-loss rate scales with metallicity as M˙ ∼ Z0.59. We
provide a more accurate formula that fits the wind mass-
loss rate predicted by our models as a function of stellar
luminosity and metallicity.
In comparison with observations, the mass-loss rates fol-
lowing from our hydrodynamic models are lower than mass-
loss rates derived from Hα emission line profiles and can be
reconciled with Hα diagnostics assuming a clumping fac-
tor of Cc = 9. On the other hand, the model mass-loss
rates either agree with or are higher than the mass-loss
rates derived from ultraviolet line profiles. The model Pv
ionization fractions agree with results derived from obser-
vations for LMC stars with Teff ≤ 40 000K. Taken together,
our theoretical predictions provide reasonable models with
consistent mass-loss rate determination and can be used to
study stars from Magellanic Clouds.
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Fig. 5. Comparison of the dependence of temperature on electron density in TLUSTY and METUJE models for SMC stars. The
graphs are plotted for individual model stars from Table 1 (denoted in the graphs).
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Fig. 6. Comparison of the emergent flux from TLUSTY and METUJE models for SMC stars. The graphs are plotted for individual
model stars from Table 1 (denoted in the graphs).
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Fig. 7. Comparison of the dependence of temperature on electron density in TLUSTY and METUJE models for LMC stars. The
graphs are plotted for individual model stars from Table 1 (denoted in the graphs).
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Fig. 8. Comparison of the emergent flux from TLUSTY and METUJE models for LMC stars. The graphs are plotted for individual
model stars from Table 1 (denoted in the graphs).
