In this paper we show that a reference trajectory that can be tracked by means of minimum variance control has to satisfy the condition that it is generated according to the structural parameters of the system. For time-invariant systems necessary and sufficient conditions are derived about the dynamic evaluation of such a reference trajectory. When only limited control possibilities are available to regulate the system we show that these limitations. if they are modelled via the cost criterium. show up directly in the dynamic evaluation of these trajectories. In case the applied control may only vary within the limits of predescribed values, application of optimal control results in a bang-bang control. The analysis of the closed-loop system becomes then more complicated.
I. Introduction
In economics the question is often posed whether it is possible to track (exact) a given set of economic target variables along any time path by means of a good choice of the policy instruments. This subject is known as the target path controllability (TPC) problem. For time-invariant systems this problem has been studied in [2] . [3] , [7] . [12] - [15] , and for continuous time-varying systems in [16] . In this paper we will study this subject from an opposite point of view. Instead of posing the above mentioned question we shall ask ourselves which time paths can be tracked (in the end) by a given control algorithm. A target path that can be tracked will be called admissible. As a special case we will derive then a necessary and sufficient condition for the TPC-problem.
The most important result derived in this paper is that we show that the dynamic evaluation of an admissible target path corresponds with the dynamic evaluation of the considered system. This basic result, together with the solution of the TPC-problem are stated in section II. In section m we derive, under the additional assumption that the system is time-invariant, necessary and sufficient admissibility conditions for a target path. Since in practice control possibilities mostly are limited, in section IV the influence of such limitations on the admissibility property is investigated. Two ways of modelling these limitations are considered. One approach is changing the control algorithm in such a way that it takes care of the amount of applied control (section IV-A). The other, more natural, approach is to assume that any control variable can only fluctuate between predescribed 1xrunds (section IV -B). It will tum out that the advantage of the first approach is that the control limitations show up directly in the admissibility property. In section V we will show that for the essential results of this paper it does not matter whether the system possesses an unobservable white noise component or nol Before in the final section VII conclusions are drawn. section VI gives an overview of the most important derived results by means of a macro-economic simulation experiment with data based on the U.S. economy.
The control algorithm that will be used in this paper is the minimum variance regulator. The choice of this regulator is motivated by the following two arguments: (i) Because of the uncertainty in the real-life macro-economic situation there is a constant need for short period adaptation of control with respect to new information. A regulator which is based on minimizing a short horizon makes such an adaptation possible. The minimum variance controller is a typical example of a regulator which satisfies this requirement (see e.g. [l] . [4] and [5] ).
(ii) The computational ease and relatively simple formulas of the control algorithm.
ll. Definition and sufficient conditions for reference path admissibDity
The base system analyzed in this paper is described by the following linear. finite dimensional. time varying. difference equation:
where J,t is an n -dimensional output vector to be controlled and is observed in period k; U,t is an mdimensional input/control vector with m ::;; n; Xl is an p -dimensional deterministic input vector. called exogeneous noise and is assumed to be known at period k. The initial values of the system are Yo = Yo and Uo = uo. It is assumed that all matrices are bounded in time. and that the matrices Bl are all full rank.
As pointed out in the introduction. the problem considered in this paper consists of determining the set of reference trajectories that can be tracked by means of a predescribed controller. To cope with this problem we first have to define what we mean by tracking. This is formalized in the definitions of admissible reference trajectories and weak target-path controllability given below.
Assume that the base system is described by Equation (l). that the initial state of the system is Yo. and that a cost criterium J is given. which bas to be minimized. Now. define the closed-loop error e,t := Yl -Y,t* as the difference between output and reference vector. when the optimal control (w.r.l J) is applied to the system.
Definition:
A reference trajectory is called admissible with respect to J and Yo. if there exists a control function.
minimizing J. such that the corresponding error function e (.) converges to zero when k tends to infinity.
Remark: From now on we shall omit J and Yo when we talk about the admissibility of a reference trajectory if it is clear which cost criterium and initial state are meant. We shall now derive a condition that must be satisfied by a reference trajectory in order to be admissible. But before that first a lemma is needed. the cost criterium J has to be defined, and a definition of the orthogonal projection-error matrix has to be given.
The lemma gives us a necessary condition on the additive noise component in a recursive linear error equation, when boundedness of error is desired. In general this condition will not be sufficient. Since the proof is straightforward, it is omitted.
Lemma 1;
A necessary condition for bolBldedness (respectively convergence to zero) of til; in the following system tll;+l = At ell; + Uk, where All; is bounded , is that Ut is bounded (respectively converges to zero).
[]
In the next theorem use is made of the orthogonal projection-error matrix. Since the reader may not be familiar with this concept, we give the following definition, which can for instance be deduced from [6] .
Definition:
Let B be an n x m -matrix, with m ~ n. If a reference trajectory YI;* is admissible, then there exist vector sequences u(-) and v(-), where VI; converges to zero when k tends to infinity, such that: P.roof;.
By definition is a reference trajectory admissible only if the CL-error converges to zero when MYcontrol is applied.
The MY-control for system (1) is given by:
Substitution of this optimal control into the process Equation (1) From the proof of theorem 1 it follows that the control error equation can be written as:
Theorem 1 leads to the important conclusion that all admissible reference trajectories must satisfy the property that they are generated in correspondence with the base system (1). This is however generally not a sufficient condition. An additional assumption about matrix Mk A1 that guarantees admissibility would be that at any time k. its singular values lie within the unit circle. We conclude therefore from corollary 1 that the control equals zero for all k.
So it can be concluded that every reference path is admissible in this case.
On the other hand, when the number of inputs is smaller than the number of outputs, it is clear from the theorem that not every reference trajectory will be admissible. This completes the proof.
[)
m. Time invariant systems
In this section we shall give a precise characterization of all admissible reference paths in case the system matrices AI;. B I; and C k are constant in time. For this purpose it is necessary to remember some well-known concepts and notation from systems theory. A summary of it is given below. For formal definitions and proofs the reader is referred to standard textbooks like [9] , [11] and [17] .
Consider the system Xk+l = A Xl + B u" , Xo = Xo-Let Robe the set of states reachable from Xo = O.
Then Ro equals the linear subspace 1mB +A 1mB + ... +AIII-1ImB. This subspace is usually abbreviated by <A IB >.
It can then be proved that the set of all zero controllable initial states consists of {xo I A III Xo E <A IB >}. We will abbreviate this set by <A IB >0.
Furthermore, define the set of initial states Xo such that the solution of Xl+l = A Xt converges to zero when k tends to infinity. We shall call this subspace the stable subspace and denote it by x-(A).
The following important property for the first mentioned system is well-known: Xo is zero stabilizable 
Substitution of this expression into the control error equation yields:
So we have that eo is zero stabilized by Vl, which completes this part of the proof. 
IV. Bounded control
In the previous subsection, we characterized the set of admissible reference trajectories. However, no attention had been paid to the admissibility of the applied control. Since in economic reality it is often desired that the extent of control does not fluctuate too much, or even that the extent of control is bounded, we shall now model these restrictions and investigate what the effect will be on the admissibility property of a reference path.
Two ways to model these restrictions will be analyzed. One possibility is altering the cost criterium. This has the advantage that the newly created problem can easily be treated mathematically. This will be the subject of section IV-A.
Since a more natural way to model these limitations is achieved by assuming every control may only vary within a certain interval, in section IV-B the restrictions are modelled as follows:
where The disadvantage of this modellation is however, that the control scheme becomes nonlinear, and that the effect on the admissibility property of a reference trajectory becomes less obvious.
IV -A Control cost
In this subsection the cost criterium is modified in order to model bounded control possibilities.
The cost criterium function is written now as a quadratic tracking function. That is we assume that there exist desired state and control paths from which the actual state and control path should not deviate too much.
These considerations give rise to the cost criterium:
where {Ut"', k=O.l,2 •..• } is the set point ttajectory of the control vector. and Rj; is a positive definite weighting matrix.
Like in section U we shall derive a necessary condition for the admissibility of a reference ttajectory.
Theorem 3:
A reference path will be admissible for the base system (1) and cost criterium i t + 1 only if it is generated according to where Vt converges to zero when k tends to infinity.
Proof:
By straightforward differentiation of cost criterium il:+ 1 it is seen that the optimal control for system (1) minimizing ik+l is:
Substitution of this optimal control into base system (l) leads to the following equation for the error ek+l:
Mter some matrix manipulation it can be shown that B t (Bl QtBt + Rtr 
Corollaty 3:
If R1 is positive definite. then M1 is invertible.
Since the stability of the error equation is dominated by the behaviour of matrix Mi; A;;. it would be nice if some general statements concerning the eigenvalues or singular values of this matrix could be made.
Due to the results of Lemma 3 this seems to be a manageable problem. Note, however. that in general the eigenvalues and singular values will not be situated within the unit circle. This is seen by taking for exmnple Q = 1. R = 1. B = [~l and A = 4.1 . So the error equation will in geoeml not be stable! Engwerda and Otter showed in a recent paper [8] that this problem has strong connections with the problem of the choice of weighting matrices in the cost criterium.
A more detailed analysis of how this misconduct can be overcome remains however a question for future research.
IV-B Control restrictions
If the control possibilities are restricted for I consecutive time steps. the effect on the admissibility of a reference trajectory can be characterized exactly. Before properties concerning this subject are discussed, first some notation is introduced.
From now on ut will denote the applied control at time step k and Ill. will denote the optimal control at time step k if there exists no bounds on the permitted extent of control at this time step.
Furthermore the difference between ut and u;;O"fA is denoted by ~ U/c. and denotes el·1)t the control error at time ko + k. when from time ko on for q consecutive time steps application of optimal control was not possible.
The theorem now reads as follows: 
Note that the admissible U'ajectories with respect to the cost criterium considered in this subsection are a subset of those considered in section m.
So. when after i-I time steps the bounds on the extent of control disappear. we have from Theorem 2 that ek~:j) is equal to Substitution now of (b) into (a) gives:
Since no restrictions exist anymore from time step lon, it is easily shown by induction that for k greater than zero
The last two equations imply the result as stated in the theorem.
[J The next recursive formula for the error el:(:~ can be derived from equation (a) and (b) in the proof of Theorem 3:
This formula leads to the following results which bold if the bounds on the extent of control remain effective: i) the system will not be weak target-path controllable ii) if the eigenvalues of matrix MA all lie within the unit circle and L1 Uk, remains bounded, the error ek, will remain bounded.
V. The influence of white noise
In this section we shall briefly comment on what happens with the admissibility conditions when the system is disturbed by white noise. In fact we will show that these conditions remain the same. To prove this. we shall reconsider some formulas. The problem 10 be solved is now to minimize the expected quadratic cost functional E {ik,} (see section lV-B) subject to the constraint where Wk, is a white-noise vector with cov. {Wk, wTl = I:.., Bu. and Bu is the kronecker delta.
To handle both the minimum variance and the extended cost criterium from section lV-A simultaneously we will assume that matrix Rk, + BlQk,B., is positive definite, with matrices Qk, and Rk, both semi positive definite. By taking R., equal 10 zero and Qt positive definite the minimum variance cost criterium is then obtained.
Due to the fact that the system noise is white, we know that the optimal control minimizing E {lk,} is equal 10 the optimal control obtained in section lV-A. So the CL-enor equation (2) becomes now: ii) matrix MA is stable.
Moreover will the error covariance remain bounded.
For a final remark about the eigenvalues of matrix MA we refer to the remarks made at the end of section IV -B about this subject.
The other results mentioned in the previous sections generalize in the same way. We shall here not go into any further detail about this subject
VI. A simulation study
The simulation study is performed on a macro-economic model estimated by Kendrick for the U.S. economy in [10] . The reference trajectories are given by the following recurrence equations:
with initial values C*(O) = 387.9; 1*(0) = 85. From corollary 2 we know that in case the number of inputs equals the number of outputs any reference trajectory is admissible when MV -conbOl is used to regulate the system. This is illustrated in fig. 1 . In this experiment we took in the above mentioned model matrix R equal to zero, what corresponds with applying MV -control. We see that indeed the consumption-and investment reference uajectory are tracked exact. When restrictions are imposed to the applied control sequence, things change drastically. This is illusuated in figs. 2-4. Here it is assumed that the conbOl should not deviate too much from a predescribed uajectory. This is modelled by the alternative cost criterium (see section IV-A).
In fig. 2 the simulation results are given for the model descn'bed above. We observe that the obtained closed-loop system is now unstable, though its system matrix MA is asymptotically stable. By altering the consumption-and investment reference trajectory conform theorem 3 we see that the system becomes stable again ( fig. 3) . That it is essential in this case that in the generation of these trajectories the desired uajectory for the input variables is considered, is shown in fig. 4 . Here we see that when the chosen exogenous input sequence used in the generated conswnption-and investment reference trajectory differs from the desired input uajectory, the system becomes unstable again. The exogenous input in this experiment was taken identically zero, and the desired input uajectory similar to experiment 3.
In order to show that in case the nwnber of inputs is smaller than the number of controlled variables there are still a lot of consumption-and investment uajectories that can be ttacked, an experiment is performed with one input and two outputs.
The chosen input is the money supply, and MV -conbOl is applied to regulate the system. The model parameters are taken as above. As a result the closed-loop system matrix MA is asymptotically stable again. To satisfy the conditions of theorem 2 the reference uajectories of consumption and investment are generated with a growth matrix equal to A, an arbitrary exogenous input sequence and the exogenous noise component of the system. The initial reference values for consumption and investment were respectively 300 and 170. The results are shown in fig. 5 .
At last the effect of bounding the conbOl absolute is simulated (see section IV-B). In this experiment we assume that the input reference uajectory is generated like in experiment 2. The permitted deviation of the applied conbOl from this setpoint trajectory is asswned to be at any time at most ten percent. The simulation results are shown in fig. 6 . From fig. 6iii we see that the money supply brings on the instability of the closed-loop system. Furthermore we see that during the first sixty quarters the tracking properties are somewhat better than in experiment 2 and that the conbOl exlubits a bang-bang behaviour. When both control bounds become effective we see that the destabilization effects are much greater than those in experiment 2. This in spite of the fact that the total amount of conbOl applied to the system is greater (as well for the money supply as for the government expenditures).
VB. Conclusions
In this paper we showed that an admissible reference trajectory for the MV -con bOIler is generated conform the system dynamics. In general this dynamic evaluation condition is not enough to conclude admissibility. An additional sufficient condition is that all singular values of the closed-loop system matrix MkAk are situated inside the unit circle. This condition is also robust in the sense that when the system is disturbed by white noise the admissibility property of a reference trajectory is preserved.
For time-invariant systems we proved that an additional necessary and sufficient condition to conclude admissibility was that components of noise appearing outside the image of matrix B and which do not show up in the system are stabilized by the closed-loop system matrix.
When we extend the cost criterium with a component in which the amount of control is penelazed we saw that the admissibility freedom w.r.t. image B is lost.
An admissible reference trajectory is now generated according to the system dynamics and the desired setpoint sequence of the input. Any disturbance of it must be stabilized by the closed-loop system matrix.
From the simulations it was seen that the more natural way of modelling bounded control possibilities (see section IV-B) resulted in the short run to a better tracking of the target trajectories at the expense of a bang-bang control. The consequences of this policy in the long run were disastrous. Compared with the cost criterium modellation of the problem we saw that more control effort was needed to obtain a much worse tracking result. So as well from a mathematical point of view as from a practical point of view, analyzing limited control possibilities via an alternative cost criterium seems to be preferable.
An indirectly obtained result in this paper is the discrete time analogue of WohlUnann's solution [16] for the TPC-problem. We showed that a discrete time-varying system is TPC if and only if the number of inputs is greater of equal than the number of outputs. "." ''''.15. .... '11.&14& ," . .,. ...
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