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Der Grönländische und der Antarktische Eisschild sind die größten Süßwasserreser-
voirs unseres Planeten. Das darin enthaltene Eis bildete sich über Jahrtausende aus
dem Niederschlag und durch natürliche Verdichtung von Schnee, und stellt damit
ein einzigartiges Klimaarchiv dar. Die großen Eismassen fließen unter ihrem eigenen
Gewicht und verfrachten so Eis vom Landesinneren in die Ozeane. Die Eisdynamik
wird mithilfe von numerischen Fließmodellen simuliert, u. a. um den zukünftigen
Beitrag von Eisschilden zum Meeresspiegelanstieg zu prognostizieren. Die visko-
plastische Verformung von Eis auf der Mikroskala involviert ähnliche Mechanis-
men wie die Deformation anderer polykristalliner Materialen. Die Scherung einzel-
ner Kristalle wird durch Rekristallisation und Bildung bestimmter Mikrostrukturen
begleitet. Daher können Konzepte und Vorgehensweisen der Strukturgeologie auf
natürliche Eisproben angewandt werden, um ihren Deformationsstatus und die dar-
an beteiligten Prozesse zu studieren.
Chemische Spurenstoffe im Schnee und Eis setzen sich mit dem Niederschlag ab
und spiegeln die Zusammensetzung der in der Atmosphäre enthaltenen Aerosole
wider. Als solche spielen sie eine wichtige Rolle für paläoklimatische Rekonstruktio-
nen. Trotz ihrer extrem niedrigen Konzentrationen beeinflussen Spurenstoffe viele
physikalischen Eigenschaften von Eis, insbesondere auch das Deformationsvermö-
gen. Konzentrationschwankungen diverser Spurenstoffkomponenten mit der Tie-
fe korrelieren mit Heterogenitäten im Fließgeschwindigkeitsprofil und scheinen die
Bildung von lokalisierten Scherzonen zu begünstigen. Ein besseres Verständnis die-
ser Zusammenhänge und der dahinterstehenden Mechanismen ist notwendig um
den Effekt von Spurenstoffen realistisch in Fließmodelle implementieren zu können.
Die vorgelegte Arbeit befasst sich mit dem Zusammenhang zwischen chemi-
schen Spurenstoffen und physikalischen Eigenschaften von polarem Eis. Eine zen-
trale Herausforderung ist es zu verstehen, in welcher Form und wo Spurenstoffe in
der Eismatrix integriert sind, bzw. wie sie mit ihr während der Deformation und
Rekristallisation interagieren. Natürliches Eismaterial aus Eiskernbohrungen wur-
de mittels einer Kombination verschiedener Methoden zur Mikrostrukturanalyse
untersucht. Die Verteilungen und Zusammensetzungen von Spurenstoffen wurden
mittels eines konfokalen Kryo-Raman-Mikroskops analysiert. Im Rahmen dieser Ar-
beit wurden neue Routinen zur Messung und Datenerfassung entwickelt.
Die Ergebnisse zeigen ein komplexes Zusammenspiel zwischen Spurenstoffen,
Kristallstruktur und lokalisierter Deformation von Eis. Einerseits verursachen hohe
Spurenstoffkonzentrationen höhere Deformationsraten, die von feinkörniger Kris-
tallstruktur begleitet werden. Andererseits wird die Verteilung und möglicherweise
Zusammensetzung der Spurenstoffe durch die Deformation des Eises beeinflusst.
vi
Der Anteil dissoziirter Stoffe im Eis konnte nur qualitativ und indirekt durch den
Vergleich der Ramananalyise mit den Ergebnissen einer chemischer Analyse von
Schmelzwasser geschätzt werden. Die Ramanspektroskopischen Messungen deu-
ten allerdings klar darauf hin, dass mikroskopische Einschlüsse sekundärer Pha-
sen im Eis einen erheblich höheren Anteil bilden, als im flüssigen Wasser. Das Mi-
schen von Spurenstoffen und chemische Reaktionen zwischen ihnen werden durch
die Eisdeformation begünstigt. Unser Bild von “Eis als gefrorenes Archiv” könn-
te durch “Eis als effektiver Reaktor” ersetzt werden, je nachdem welche zeitlichen
und räumlichen Spannen gemeint sind. Die darausfolgende Auswirkung auf die
chrono-stratigraphische Integrität von Eiskerndaten ist insgesamt jedoch positiv, da
die Reaktionsprodukte oft niedrigere Diffusionsraten besitzen. Ein universeller Me-
chanismus für die Auswirkung von Spurenstoffen auf die Eisdeformation konnte
nicht vollständig aufgedekt werden. Vielmehr scheint Deformationslokalisierung als
Folge der mechanischen Anisotropie eine intrinsische Eigenschaft von Eis zu sein,
die durch die Variation in Spurenstoffkonzentrationen getriggert wird. Viele Fragen
hinsichtlich der Form und Wirkung von Spurenstoffen im Eis stehen allerdings noch
offen für zukünftige Forschungsprojekte.
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The Greenland Ice Sheet and the Antarctic Ice Sheet are the largest reservoirs of
freshwater on our planet. They consist of ice which formed over thousands of years
out of the precipitation and due to natural densification of snow. As such, polar
ice represents a unique archive of the past climate. The large ice masses flow under
their own weight causing a transport of ice from the inlands towards the oceans. Nu-
merical flow models are used to simulate the ice dynamics, i. a., in order to project
future contributions of the ice sheets to the rising sea level. The viscoplastic defor-
mation of ice on the micro-scale involves similar mechanisms as the deformation
of other poly-crystalline materials. The shear of individual crystals is accompanied
by recrystallization and the development of characteristic microstructures. Thus,
structural-geological concepts and methods can be applied to natural ice samples in
order to study their deformation state and active physical processes.
Chemical impurities are deposited in snow and ice during the precipitation and
reflect the aerosol composition of the atmosphere. As such they play an important
role for the reconstructions of the climate of the past. Despite their extremely low
concentrations, impurities influence many physical properties of ice, in particular
also the deformation rate. The concentrations of the different impurities vary with
depth and these variations are correlated with heterogeneities in the flow-velocity
profile. This results in the development of localized shear zones in ice. A better
understanding of the mechanisms is necessary in order to implement the effect of
impurities into the flow models.
The presented thesis addresses the relationship between the chemical impurities
and the physical properties of polar ice. A central challenge of the project is to un-
derstand in which form impurities integrate in ice and where they are located in
the bulk, respectively how they interact with it during deformation and recrystal-
lization. A combination of methods for the microstructural analysis was applied to
natural ice material from ice cores. The distribution and composition of impurities
was analyzed using a confocal cryo-Raman microscope. Within the scope of this
thesis, new routines for the acquisition and data processing were developed.
The results reveal a complex interplay between impurities, crystal structure and
localized deformation in ice. On the one hand, high impurity concentrations cause
higher strain rates occurring together with small grain sizes. On the other hand, the
deforming ice matrix affects the distribution of impurities and possibly also their
chemical composition. The portion of dissociated components in ice could be esti-
mated only qualitatively and through the comparison to the chemical analysis of the
meltwater. However, the Raman-spectroscopy data clearly suggest that microscopic
inclusions of second phase are present in solid ice in significantly higher concen-
trations, compared to liquid water. Mixing and chemical reactions of impurities is
viii
promoted through the deforming ice matrix. Our image of “ice as a frozen archive”
could be replaced by “ice as an effective reactor”, depending on the spatial scales
and time spans referred to. The resulting implication for the chrono-stratigraphic
integrity of ice-core records may still be positive, because the reaction products of-
ten posses lower diffusion rates. A universal mechanism for the impurity effect on
ice deformation could not be identified. The localized deformation seems to be in
fact an intrinsic property of ice produced by the mechanical anisotropy and trig-
gered by the varying impurity concentrations. However, many questions regarding
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This chapter introduces basic concepts and terminology. It is intended for a broader audience
not necessarily familiar with the subject of glaciology. However, the scope of this thesis and
the complexity of this particular field of research do not always allow for an instructive ap-
proach. Interested readers are recommended to resort to the relevant textbooks on the physics
of ice by Hobbs (1974), Petrenko and Whitworth (1999), and Cuffey and Paterson (2010).
1.1 Why study ice?
1.1.1 Ice – A Material Full of Curiosities
Ice – the frozen phase of water – is a fascinating medium for multiple reasons. The
fact that ice floats on water likely offered a friendly environment for the evolution
of life on Earth and its preservation in polar regions and during very cold climatic
epochs (e. g., “Snowball Earth”, Hoffman, 1998). For a few millions years, during the
current ’icehouse‘ climate, ice sheets – large masses of permanent ice on the poles –
have played an important role for the energy budget and climatic stability of our
planet (Summerhayes, 2015). For humans, ice represents a practical resource on the
one hand (snow and ice as means of transportation, construction, cooling, winter
sports, etc.), and an object of struggle on the other hand.
From the physicist’s point of view, ice is a material of extraordinary characteris-
tics. Water distinguishes itself from other materials through a long list of anomalous
properties – some authors count up to 74 anomalies (Chaplin: Water Structure and
Science; Brovchenko and Oleinikova, 2008). For the most part, the public is familiar
with the density anomalies at the transition between liquid water and ice. During
freezing at atmospheric pressure and 0◦ C, the volume increases by approximately
9% after the water is completely frozen to ice. Hence, ice floats on water – and lakes
and oceans freeze from the surface. Water density exhibits a maximum at about 4◦ C,
the density of ice around 70 K (≈ −203◦ C). Also, the melting, boiling and critical
point are unusually high compared to similar compounds (e. g., H2S). Water thus
coexists in the solid, liquid and gaseous phase in nature. Ice is ductile and brittle
at the same time even at its melting point and its surface is slippery and sticky at
the same time even far below its melting point. Many of the unique characteristics
of H2O can be explained through the nearly tetrahedral shape of the sp3-hybridized
water molecule and its ability to form hydrogen bonds (Petrenko and Whitworth,
1999). Hydrogen bonds are also responsible for the spatial arrangement of water
molecules in the ice crystal.
Hexagonal ice (denoted as ice Ih) is the only phase among the 18 (and more) poly-
morphs of solid H2O discovered so far (Fuentes-Landete et al., 2015) which is stable
under the thermodynamic conditions encountered on the Earth’s surface (Bartels-
Rausch et al., 2012). An account of its structure has been proposed by Pauling, 1935.
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FIGURE 1.1: The structure of ice Ih. Oxygens appear as red spheres, hydrogens in white. Left: View
parallel to the basal plane with visible planes of densely packed molecules. Right: View perpendicular
to the basal plane. The hexagonal ordering of the water molecules is visible. Plotted using PyMOL.
The arrangement of water molecules in ice Ih follows two simple rules, the Bernal–
Fowler rules:
1. each oxygen is covalently bonded to two hydrogens so that the entity of the
water molecule is preserved.
2. there is only one hydrogen atom participating in each bond between oxygens
(the hydrogen bond).
The lattice structure of ice is identical with the hexagonal form of ZnS (Wurtzite, Pe-
trenko and Whitworth, 1999). The rather large dimensions of the hexagonal-prism-
shaped unit cell (a ≈ 4.52 Å and c ≈ 7.26 Å, Hobbs, 1974) are responsible for the
low density of hexagonal ice. Ice features planes with densely packed molecules,
alternating with planes of wide spacing between the molecules (Figure 1.1) These
planes are oriented parallel to the basal crystallographic plane (0001) and normal
to the main symmetry axis (the c-axis). This structure is the underlying cause for
the highly anisotropic behavior of ice which is reflected in its mechanical, electri-
cal, and optical properties (Petrenko and Whitworth, 1999). The basal plane and
the c-axis are important measures indicating the direction of this anisotropy. The
Bernal–Fowler ice rules do not fully determine the positions of the hydrogens (pro-
tons) and a number of different arrangements are possible. Thus, hydrogens in ice
do not posses a long-range translational symmetry and the ice Ih lattice is inherently
proton-disordered (Petrenko and Whitworth, 1999).
The ice-covered part of the Earth’s surface – the cryosphere – presently accounts for
ca. 20 % of the total surface area of our planet (IPCC, 2013, Table 4.1 therein). 68.7 %
of the Earth’s fresh water is stored in frozen reservoirs, in particular ice sheets, ice
caps, glaciers, sea ice, lake and river ice, and seasonal snow cover (Shiklomanov,
2000). The two present-day ice sheets – the Antarctic Ice Sheet with 25.71 · 106 km3
and the Greenland Ice Sheet with 2.85 · 106 km3 – represent by far the largest ice
masses with a total sea level equivalent (SLE) of approximately 66 m (IPCC, 2013).
Among the manifold scientific goals of ice-sheet research, two main goals can be
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distinguished: (I) the reconstruction of past climates and (II) the analysis of the in-
fluence of ice sheets on the present climate and the clarification of its role to im-
prove future projections. These differing goals have led to the establishment of two
branches of research with different temporal foci. The following two sections com-
ment on these two not completely independent perspectives of glaciology in more
detail.
1.1.2 Ice Sheets I: Archives of the Past Atmosphere
Ice sheets, ice caps, and glaciers consist of meteoric ice, i. e., ice that originates from
the precipitation of snow. Due to permanent accumulation of fresh snow, older lay-
ers are compacted and buried deeper in the snow column. Originally separated
snow grains sinter together, forming a solid porous ice–air aggregate, referred to as
firn (Blackford, 2007; Colbeck, 1983; Fierz et al., 2009; Wilkinson and Ashby, 1975).
Further firn compaction causes an increase of density with depth, until pores are
gradually closed off and the air remains trapped in separate bubble-like inclusions
(Schwander and Stauffer, 1984; Stauffer et al., 1985). Pore close-off occurs at densities
around 830 kg m−3 and defines the transition zone between firn and ice. The burial
depth of the firn–ice transition can vary significantly from site to site, depending
on the accumulation rate, temperature, and the thinning rate (Cuffey and Paterson,
2010). However, recent studies have shown that the exact depth of the firn–ice also
depends on more complex micro-structural processes occurring during firn densifi-
cation (Freitag et al., 2013; Hörhold et al., 2012; Schaller et al., 2017).
In geological terms, glacial ice is a sedimentary mono–mineralic rock of very
high purity. Depending on the amount of site-specific precipitation, the annual layer
thickness can vary from millimeters to up to a meter or more (Cuffey and Paterson,
2010) and it decreases with depth due to progressive thinning by compression and
ice-flow divergence. Since all the components – i. e. the ice itself as well as its gas
content and other impurities – originate from precipitation, ice sheets represent the
most direct archives of the past atmosphere. Analysis of the air trapped inside the ice
can directly reveal the history of atmospheric composition, e. g., the concentration of
greenhouse gases (CO2, CH4, N2O) over time, etc. (Etheridge et al., 1996; Loulergue
et al., 2008; Wolff, 2011). Other palaeo-climatic parameters can be measured in the
form of so-called climate proxies (Grinsted et al., 2010; Mayewski et al., 2009; Ruth et
al., 2008; Schüpbach et al., 2013), i. e., quantities which are linked to certain climatic
or atmospheric conditions through more or less complex processes. Probably the
most prominent climate proxies obtained from snow and ice are the compositions
of stable water isotopes, in particular the 18O/16O and D/H ratios (Galewsky et al.,
2016). Dansgaard (1953, 1964) discovered that their variations (expressed as δ18O
and δD) are closely linked to atmospheric temperature. Since the first long record
was measured on the Camp Century ice core (Dansgaard et al., 1969), stable water
isotopes have been established as the basis for global and local temperature recon-
structions (Galewsky et al., 2016; Johnsen et al., 2001; Lorius et al., 1979; Vinther
et al., 2009). However, the detailed mechanisms of isotopic signal formation (e. g.,
fractionation during water-vapor transport, precipitation and snow metamorphism)
still remain partly unknown and are the object of ongoing investigations (e. g., Ebner
et al., 2017; Freitag et al., 2013; Galewsky et al., 2016).
The chronology of climatic signals in ice depends on a number of site-specific
factors, in particular total ice thickness, annual layer thickness, thinning rate and
flow behavior. Ice in the central regions of Antarctica can reach a thickness of more
than 3 km and contain ice which was formed several hundreds of millennia ago. The
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deepest part of the EPICA Dome C ice core – the oldest continuous ice-core record
so far – provided a stable-water-isotopic signal dated 800 000 years back in the past
(EPICA community members, 2004). A new European ice-core project in Antarctica,
called “Beyond EPICA – Oldest Ice”, is currently taking off with the goal to retrieve
a continuous record of the past 1.5 million years (Fischer et al., 2013; Karlsson et al.,
2018; Liefferinge et al., 2018; Parrenin et al., 2017; Young et al., 2017).
In palaeo-glaciology, the dating of an ice core – i. e., assigning a time scale to the
depth – is a key task for chronological reconstructions of climate records (Blunier and
Brook, 2001; Rasmussen et al., 2013; Ruth et al., 2007). However, this task becomes
more difficult with increasing depth (ergo with the age of the ice). In shallow depths,
a number of complementary dating methods can be combined, such as the counting
of individual annual layers (Svensson et al., 2011), the matching of absolute markers
,e. g., referenced volcanic events (Gow and Meese, 2007; Moore et al., 1991; Sigl et al.,
2015), or isotopic methods (). In contrast, the dating of deep ice is restricted to only a
few absolute markers. The application of thinning models represents the main tool
for dating deep ice (Huybrechts et al., 2007; Parrenin et al., 2007; Rasmussen et al.,
2013; Veres et al., 2013). Furthermore, ice close to the bedrock is in general subject to
increased shearing and deformation which can disturb the original stratigraphy on
multiple scales (strain localization, folding and other types disruptions Faria et al.,
2010; Hudleston, 2015; NEEM community members, 2013). Thus, a more profound
understanding of the ice flow is necessary in order to reliably assess the impact of
deformation on the chronology of deep ice and, eventually, design methods for the
reconstruction of climate signals even from depths where the stratigraphy has been
clearly disrupted.
1.1.3 Ice Sheets II: Their Role in (a Changing) Climate
Ice sheets are in continuous movement driven by their own weight, similar to the
flow of a highly viscous fluid under the influence of gravitation (Petrenko and Whit-
worth, 1999). Ice flows from sites with high altitudes down the slope towards low
altitudes (Fig. 1.2). This ice flow causes a mass transport from the central parts
of Antarctica and Greenland towards the coastal areas. There, the ice forms out-
flow glaciers and, eventually, reaches the oceans and transforms into floating ice
(ice shelves, icebergs). This process is fed by snow accumulation on the surface in
high latitude and altitude regions (accumulation zones) and the progressive trans-
formation of snow into new ice. Hence, the flow of ice is a self-containing part of
the Earth’s water cycle. Under stable boundary conditions, the accumulation of new
snow and the ice loss due to melting and glacier discharge are at equilibrium – zero
ice mass balance. However, this is not the case anymore under changing climatic
conditions such as a rising global temperature.
During the last decades, the Antarctic Ice Sheet and the Greenland Ice Sheet have
been losing mass due to global warming and have contributed to the global sea level
rise. The global sea level has been rising at an averaged rate of 3.1 mm yr−1 SLE be-
tween 1993 and 2018 and has been accelerating about 0.1 mm yr−2 over this period
(WCRP Global Sea Level Budget Group, 2018). The estimated present contributions
to global sea level rise are: 42% ocean thermal expansion, 21% glaciers, 15% Green-
land Ice Sheet and 8% Antarctic Ice Sheet. The average ice loss in Greenland over
the period 1993–2016 contributed with ≈ 0.47 mm yr−1 SLE and was accelerating
towards ≈ 0.75 mm yr−1 SLE for the period 2005–2016 (WCRP Global Sea Level
Budget Group, 2018). The accelerating trend has been observed also in Antarctica
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FIGURE 1.2: Cross section of an ice sheet, modified after Oerter (2009). Snow accumulates
on the surface of the ice sheet (accumulation zone) and transforms to ice due to compaction
and densification. Annual layers are progressively thinned on they way down through the
ice column. The flowlines indicate the movement of individual ice particles from the inland
towards the ablation zone and the ocean.
where ice loss in recent years reached about ≈ 0.55 mm yr−1 SLE. However, in com-
parison to Greenland, the current Antarctic contribution to the sea level rise is min-
imal considering the huge amounts of ice stored in Antarctica. Nevertheless, future
response of the Antarctic Ice Sheet to further climatic pressure is uncertain. Accord-
ing to the Fifth Assessment Report (AR5) of the Intergovernmental Panel on Climate
Change (IPCC, 2013), future contributions of ice sheets represent major uncertainties
in projections of global sea level rise. While during the 20th century most meltwater
discharge into the oceans was provided by retreating glaciers, future development of
the sea level will most likely be determined by the response of ice sheets to changing
climate conditions.
Predictions of future ice discharge into the ocean are based on numerical ice sheet
models which simulate the development of ice sheets on multiple scales and under
different scenarios. Ice sheet models have evolved rapidly over last years parallel to
the increase in computational power (Greve and Blatter, 2009). Recent approaches
allow to integrate many relevant physical processes (ice flow, ice-bedrock interac-
tion, surface melting, subglacial hydrology, ice-ocean interaction, etc.). However,
the physics of ice flow that have been implemented in these models were estab-
lished six decades ago (Glen’s flow law, 1.2.2). This flow law does not always suit
recent field and laboratory observations, as explained in more detail further below.
In order to improve the flow law and thus the projections of the sea level, a better
understanding of mechanisms governing the ice flow is necessary.
1.2 Deformation Macro Scale (Fluid)
While the fast movement of glaciers is to a large extent realized through the gliding
of whole ice masses over bedrock, most of the flow in the interior of ice sheets is
a product of visco-plastic deformation – ice creep (Budd and Jacka, 1989). On large
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spatial scales and over long time spans, the behavior of ice is similar to the flow of a
highly viscous fluid.
1.2.1 Ice Creep
Creep occurs in most solids under the application of mechanical stress over long
time spans. Creep rates generally depend on temperature, exposure time, load, and
material properties (Frost and Ashby, 1982; Haasen, 1994; Karato, 2008). The activa-
tion energy for ice creep ranges between 60 and 80 kJ mol−1 (Mellor and Testa, 1969;
Schulson and Duval, 2009). Ice deforms relatively easily compared to other miner-
als (Hobbs, 1974). A substantial number of laboratory creep experiments have been
carried out with the aim to describe the deformation of ice under controlled tem-
peratures and stress–strain configurations (Azuma, 1995; Dahl-Jensen et al., 1997;
Journaux et al., 2018; Qi et al., 2018; Weertman, 1973, 1983; Wilson and Zhang, 1994).
Deformation tests on artificial polycrystalline ice under constant stresses were initi-
ated by Glen in the 1950s (e. g., Glen, 1952, 1955). The strain (or strain rate) under
constant load was recorded as a function of time. The creep curves obtained from
theses measurements show that the process is characterized by three stages (Budd
and Jacka, 1989; Steinemann, 1954; Treverrow et al., 2012). After an initial elastic
response, the specimens undergo irreversible plastic deformation (primary creep).
The strain rate decreases with time as short-range internal stresses build up due to
incompatibilities in shapes and orientations of the deforming adjacent grains (Sec-
tion 1.3.2). After a certain deformation time depending on stress and temperature
a minimum strain rate is reached, called the secondary creep. Experiments by Jacka
(1984) show that independent of load and temperature the minimum strain rate oc-
curs after reaching a total octahedral shear strain of about 0.6 %. Many deforma-
tion experiments terminate after reaching the secondary stage of creep, mainly due
to time limitations. Perhaps this is the reason why secondary creep is sometimes
(incorrectly) referred to as a steady state. However, after some time with progress-
ing deformation, the strain rate starts to increase again and eventually reaches an
accelerated (true) steady state. This tertiary creep stage (Treverrow et al., 2012) is
associated with the onset of dynamic recrystallization (Sect. 1.3.3) and the release
of accumulated internal stresses. While in ice sheets the creep has enough time to
reach its tertiary state, it can hardly be achieved in laboratory tests under realistic
stress–temperature–time constraints.
1.2.2 Glen’s Flow Law
In order to derive the ‘viscosity’ of ice, Glen (1952, 1955) performed creep experi-
ments with different stress magnitudes and recorded strain rates for the secondary
creep phase. The results show that the relationship between stress and strain rate is
highly non-linear and can be described sufficiently well with an exponential func-
tion. This power law has been established as Glen’s Flow Law:
ϵ˙ = A τn (1.1)
with the strain rate ϵ˙ and the dominant stress τ. The creep factor A and the stress
exponent n are fitting parameters to be determined. A can vary across several or-
ders of magnitude (Cuffey and Paterson, 2010, p. 64) depending on other factors
and boundary conditions. It can be split into a temperature-independent prefactor
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A0 and a temperature-dependent term of the Arrhenius type:
A = A0 e(−Q/RT) (1.2)
with the Kelvin temperature T, the universal gas constant R and the activation en-
ergy for creep Q ≈ 60 kJ mol−1 (Paterson, 1977). The stress exponent n is assumed
to be an ice-specific material constant. The values for n, derived from creep experi-
ments, field data and theoretical considerations range from 1.4 to 4.2 (Gillet-Chaulet
et al., 2011; Glen, 1952, 1955; Goldsby et al., 2001; Hooke, 1981) with an average
around n ≈ 3. Although this value has been widely established and implemented in
numerical ice-flow models, the universality of n = 3 for ice sheets is challenged by
an increasing number of studies which propose other stress exponents suitable for
different stress configurations, e. g., n < 2 at low stresses by Goldsby et al. (2001) or
n = 4 for the Greenland Ice Sheet by Bons et al. (2018).
1.3 Deformation Micro Scale (Solid)
The description of ice as a highly viscous fluid serves as a first approximation and is
relatively useful for an implementation in numerical flow models (Greve and Blatter,
2009; Huybrechts, 2007; Pattyn et al., 2008). However, it is only sufficient on a certain
level of abstraction. A number of solid-specific characteristics of ice cannot be easily
described by the fluid model. This is illustrated e. g. by the need to include mechan-
ical anisotropy into the flow models (Durand et al., 2007; Martin et al., 2009; Pettit
et al., 2007) or the composite flow law suggested by Goldsby et al. (2001). Other
solid-specific features not represented in the model are shear localization, folding,
the effect of impurities, and grain size. In order to incorporate these features into
large-scale ice models, a more detailed understanding of the mechanisms on the mi-
crometer and sub-micrometer scale is necessary.
1.3.1 Single Crystal
As it is the case for metals or other crystalline materials, plastic deformation of ice is
realized on the molecular level through the creation of linear lattice discontinuities –
dislocations – and their propagation through the crystal (Hirth and Tullis, 1992; Read,
1953; Weertman and Weertman, 1992). This so-called dislocation creep (Pimienta and
Duval, 1987; Shoji and Higashi, 1978) is more effective and energy-efficient than
the shifting of whole crystallographic planes against each other, since only a small
number of molecular bonds need to be disconnected at once (namely the ones along
the dislocation line).
The plasticity of the ice crystal is highly anisotropic. Dislocations in ice glide
much easier through the basal plane than through other crystallographic planes (Du-
val et al., 1983; Nakaya, 1958). As a result, the stress needed to achieve a given strain
rate is up to 80 times lower for the shear along the basal plane than for other crys-
tallographic planes (Duval et al., 1983). The slip along the basal plane is therefore
called easy slip. This anisotropic behavior is comparable to a deck of cards which will
easily slide over each other, but hardly deform under compression perpendicular to
the slip plane.
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1.3.2 Polycrystal
Large ice bodies such as polar ice sheets form polycrystals, i. e., aggregates of many
single crystals (grains) with different lattice orientations, shapes, and volumes. Typi-
cal grain diameters range from few millimeters to several centimeters. The interfaces
between grains are called grain boundaries and are characterized by a discontinuity
in lattice orientation. Grain boundaries represent planar lattice defects with higher
energy and finite interface tension.
The creep of polycrystalline ice involves the deformation of many adjacent grains
with different orientations. Grains which are oriented favorably to the shear direc-
tion will activate easy slip first (Section 1.3.1). However, their basal slip systems are
generally not compatible with the orientations of their neighbors which will block
further shearing by easy slip. This results in the development of complex internal
stress fields (Ashby and Duval, 1985; Castelnau et al., 2008; Duval et al., 1983, 2010)
which govern further deformation on the sub-grain scale. The amount of strain en-
ergy stored in the lattice grows with the density of dislocations in the crystal. In
creep experiments, this stage is called secondary creep and it is characterized by
a minimum in the strain rate (Section 1.2.1). While the main part of the strain is
still realized trough the basal slip system, the deformation rate is determined by
mechanisms which are able to accommodate intergranular stresses at grain bound-
aries. Depending on the applied stresses, several accommodating mechanisms have
been proposed, such as diffusional flow, grain boundary sliding, dislocation climb
(Goldsby et al., 2001) or the activation of dynamic recrystallization (Schulson and
Duval, 2009).
1.3.3 Dynamic Recrystallization
When the internal strain energy stored in dislocations reaches a critical level, it can
be released by the activation of recrystallization. Recrystallization refers to processes
in which the structure of the polycrystal changes over time. This is mainly realized
through migration of grain boundaries or through creation of new grains and grain
boundaries (Drury and Urai, 1990). Such mechanisms, which are driven by the re-
duction of internal strain energy are collectively called dynamic recrystallization.
Rotation recrystallization (RRX) refers to a process in which dislocations of the
same type arrange themselves in planar configurations which serve as seeds for the
creation of new low-angle grain boundaries. These arrangements of dislocations
produce a localized lattice distortion called subgrain boundary with a misorienta-
tion angle of a few degrees. The parent grain is divided into areas with slightly
different orientations – subgrains. This first step of RRX is also referred to as recovery
or polygonization (Alley et al., 1995; De La Chapelle et al., 1998; Passchier and Trouw,
2005; Urai et al., 1986; White, 1977). Its energetic benefit arises from the lower energy
of the generated subgrain boundary compared to randomly dispersed dislocations.
In continuation, subgrains can progressively rotate and increase the misorientation
angles between them so that a regular high-angle grain boundary is formed (Drury
and Pennock, 2007). Since RRX involves the splitting of grains, its footprint in the
polycrystalline structure is the reduction of the average grain size and the establish-
ment of straight grain boundaries.
Strain-induced grain boundary migration (SIBM) is another recrystallization mech-
anism which contributes to the reduction of dislocation density by migrating grain
boundaries Passchier and Trouw, 2005. The driving force for SIBM is a difference
in dislocation density between two adjacent grains across the grain boundary
1.3. Deformation Micro Scale (Solid) 9
(Humphreys and Hatherly, 2004). The grain boundary is attracted by the region
with a higher density of lattice defects (Means, 1981). After the passage of the grain
boundary, the crystal is virtually free of dislocations. The evidences for SIBM being
active are highly curved grain boundaries and irregular grain shapes (Jessell, 1986;
Passchier and Trouw, 2005).
1.3.4 Crystal-Preferred Orientations (CPO)
Grains in polycrystalline ice under deformation develop a crystal-preferred orienta-
tion (CPO)1. This is produced by the rotation of deforming crystals as a consequence
of deformation mainly through easy dislocation slip. In uniaxial compression (pure
shear) the c-axis (normal to the basal plane) rotates towards the axis of maximum
compression (Alley, 1988; Azuma and Higashi, 1985; Faria et al., 2014c; Gow and
Williamson, 1976). As a result, initially randomly oriented grains develop a nearly
unimodal preferred orientation of their c-axes which all align in the same direction
parallel to the shortening direction (single maximum orientation distribution). A
similar effect is produced by simple shear, i. e., the translation of parallel planes rela-
tive to each other. With increasing shear strain, the direction of maximum shortening
progressively rotates from an initial angle of 45◦ towards an almost perpendicular
orientation to the shear plane (e. g., Alley, 1988; Gow and Williamson, 1976; Jun et
al., 2000; Llorens et al., 2016b; Montagnat et al., 2012, 2014; Treverrow et al., 2012).
Hence, the c-axes also develop a single maximum CPO in simple shear. In the in-
verse case of uniaxial extension, the c-axes rotate away from the axis of maximum
elongation and distribute in a plane normal to it, forming a girdle-type orientation
distribution.
The development of CPO has been observed in natural samples from ice cores
(Durand et al., 2009; Eichler, 2013; Faria et al., 2014a; Lipenkov et al., 1989; Weikusat
et al., 2017b) as well as in laboratory-deformed ice (Jacka and Maccagnan, 1984;
Treverrow et al., 2012). The mechanisms of its formation have been extensively stud-
ied with the help of computer simulations (Llorens et al., 2016a,b). The gross evolu-
tion of CPO with depth in ice cores is consistent with our general understanding of
the strain configuration at the usual drilling sites. 2 In shallow depths, the predomi-
nant deformation mode is pure shear due to the thinning under the load of new ice
layers. The CPO, starting with nearly random (uniform) distribution at the surface,
develops with increasing depth towards a single maximum in the vertical direction
(e. g., the North Greenland Eemian Ice Drilling (NEEM) ice core: Montagnat et al.,
2014). At sites located on an ice divide, an additional component of extensional
strain contributes to the CPO, causing the development of a girdle fabric or a mix
of girdle and single maximum (e. g., the EPICA3 Dronning Maud Land (EDML) ice
core: see Chapter 8). With increasing depth and decreasing distance to the bedrock,
the horizontal shear strain component becomes more dominant and typically drives
the development of a strong vertical single maximum CPO in the deeper parts of ice
cores.
1also referred to as lattice-preferred orientation (LPO), fabric, or texture in relevant literature.
2Most deep ice cores are drilled at ice domes or ice divides, i. e., at sites with simple strain configu-
rations and low flow velocities. The East Greenland Ice-Core Project (EGRIP) is an exception.
3European Project for Ice Coring in Antarctica
10 Chapter 1. Introduction
1.3.5 Strain Localization
CPO is associated with mechanical anisotropy on the macroscopic scale (Budd and
Jacka, 1989; Gao and Jacka, 1987). Its variations with depth can result in differences
in the stress–strain relationship of the deforming ice. For instance, a vertical single
maximum produced by vertical compression (pure shear) rotates most of the grains
with their slip systems in an unfavorable arrangement for further compression. Pure
shear thus causes a hardening of the material. In contrast, a vertical single maximum
produced by horizontal shear offers a favorable arrangement of the c-axes for further
shearing. Thus, simple shear causes the development of soft layers for further shear-
ing in the ice column. Variations in mechanical anisotropy can lead to a localization
of strain.
Inhomogeneous strain distributions in ice have been observed on multiple scales
in the field (Talalay and Hooke, 2007) as well as in laboratory experiments (Golding
et al., 2012). Localized shear bands are often correlate with characteristic changes in
the CPO, grain size and/or impurity content (see Sections 2.1 and 2.2). However,
recent numerical modeling studies of the deformation of polycrystalline ice suggest
that strain localization is an intrinsic property of ice (Lebensohn et al., 2009; Llorens
et al., 2016a,b; Riese et al., 2019, in review; Steinbach et al., 2016).
1.4 Impurities
In the scope of this thesis, the term ice impurities refers to chemical compounds or
other extrinsic materials which originate from the atmosphere and were deposited
at the ice-sheet (glacier) surface during or after the accumulation of new snow lay-
ers. Material which originates from the interaction with the glacier bedrock is not
included in this consideration. Also air bubbles and other gas inclusions are usually
treated separately and are not considered impurities in the narrower sense. A very
useful review on glaciochemistry was written by Legrand and Mayewski (1997a).
Glacial polar ice is one of the purest materials on the Earth’s surface. Mass con-
centrations of impurities in the Antarctic Ice Sheet vary between 10−9 during warm
periods and 10−6 in the most dusty layers during glacial periods (Faria et al., 2010;
Legrand and Mayewski, 1997a). Impurity concentrations in the Greenland Ice Sheet
are roughly ten times higher due to its lower distance from continental sources.
Ice impurities resemble the composition of aerosols in air masses above the pre-
cipitation site. Concentrations of individual impurity components show local and
seasonal variations depending on the distance from their sources, transport paths,
and types of deposition (Legrand and Mayewski, 1997a). Relevant literature dis-
tinguishes between wet and dry deposition, depending on whether precipitation is
involved or not. During wet deposition, hygroscopic aerosols serve as condensation
nuclei which, after having accumulated a sufficient amount of water molecules, fall
down in the form of ice crystals, snow flakes, or rain drops (“rain out”). On their
way down through the air column, occasional collisions with other aerosols result
in a further “wash out” of aerosols from the atmosphere. Dry deposition refers to a
direct trapping of aerosols out of the moving air due to their collision with the snow
surface. The following overview lists major aerosol components found as impurities
in polar snow and ice:
• Mineral dust in the atmosphere originates mainly from desert regions
where large areas of eroded earth-crust material are exposed to blowing
winds. Collisions between initially horizontally moving dust particles result
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in vertical impulse causing further dispersion of the particles by wind. The
size of mineral-dust particles deposited in the ice is typically in the range
between hundreds of nanometers and a few micrometers (Wegner et al., 2015).
The residence time of larger particles in the atmosphere is too short due to
their heavy weight. They are typically deposited closer to their sources before
they can reach the polar regions. The Chemical composition of mineral dust
reflects the composition of the Earth’s crust with Si, Al and Fe being the most
abundant elements. Mineral dust also contains a substantial portion of Ca,
mainly in the form of Ca-carbonate and Ca-plagioclase.
• Marine aerosols are salt particles created through dispersion of seawater
droplets into the air, followed by evaporation of the water content. The ionic
composition resembles the ionic ratios in seawater with major ions being Cl−,
SO2−4 , Na
+, Mg2+, Ca2+ and K+. NaCl is by far the most abundant salt in
marine aerosol(Warneck, 1988).
• Sulfate is the most common sulfur-containing aerosol. Chemical analy-
ses of ice cores distinguish between sulfate originating from seasalt (ss SO2−4 )
and non-seasalt sulfate (nss SO2−4 ). The main nss sources are (a) the oxidation
of natural or anthropogenic SO2 in the higher troposphere (major contribu-
tion) and (b) marine biogenic sulfate as a product of the oxidation of dimethyl
sulfide (DMS, mainly in Antarctica, Kaufmann et al., 2010). Strong temporal
peaks in sulfate concentration are caused by volcanic eruptions. They serve as
absolute chronological markers for ice core dating (section 1.1.2).
• Nitrate is another major acidic impurity. NO−3 is formed in the troposphere
by the oxidation of nitrogen oxides (NOX). The many possible sources of
(NOX) include soil exhalation, biomass burning, lightning, cosmic radiation,
oxidation of N2O, and dissociation of N2 (Legrand and Mayewski, 1997a). Al-
though many ice-core records of nitrate exist, the interpretation of concentra-
tion variations remains challenging (Röthlisberger et al., 2000b; Wolff, 1995)
and is further complicated by the high diffusion rates of NO−3 , reported by
Thibert and Dominé (1998).
• Ammonium is another nitrogen-containing aerosol component. It is pro-
duced and emitted to the atmosphere during bio-activity. In Greenland Ice
Sheet, the ammonium concentration varies with the season and peaks in sum-
mer (Legrand and Mayewski, 1997a). NH3 reacts with acidic aerosols (mainly
H2SO4 and HNO3), forming ammonium salts (NH4)2SO4 and NH4NO3.
• Black carbon or soot is a product of an incomplete combustion of organic
matter. During the 19th and 20th century, burning of fossil fuels caused an
increase of black-carbon concentrations in the atmosphere (Wang et al., 2015).
Higher concentrations of black carbon on snow and ice surfaces increase the
absorption of solar energy (decrease albedo) and possibly contributed to the
warming trend in the 20th century (McConnell et al., 2007).
Ice impurities play a central role in this thesis. Beside their key relevance as cli-
matic proxies, their varying concentrations seem to affect the mechanical properties





The principal motivation for this thesis is elucidated in the first two sections of this chapter.
Concrete objectives are defined in the last section (2.3).
2.1 Why is ice-age ice sometimes soft?
The title of a paper by Paterson (1991): “Why is ice-age ice sometimes soft?” ex-
presses the observation reported already in prevous studies (e. g., Fisher and Ko-
erner, 1986), that ice formed during glacial periods often deforms more readily than
interglacial ice. Paterson (1991) reviewed the available data of borehole deforma-
tion rates at several drilling sites as well as laboratory creep experiments on natural
ice samples. He concluded that “ice-age ice” deforms on average 2.5 times faster
in simple shear compared to interglacial ice under the same stress and temperature
conditions and argued that ice-flow models have to be modified to take in account
these effects.
The enhanced creep of glacial ice was attributed to its inherently high impu-
rity content compared to interglacial ice. The impurity concentrations in glacial ice
are up to 2–3 orders of magnitude higher than in interglacial ice (Faria et al., 2010;
Legrand and Mayewski, 1997b). In search for the responsible mechanism, (Paterson,
1991) reviewed microstructure data – grain sizes and c-axis preferred orientations
(CPO) – and found that the high impurity concentration in glacial ice often correlates
with a strong near-vertical single maximum CPO and significantly smaller grain
sizes. Paterson’s conclusions were the following: (1) High impurity concentrations
in glacial ice (possibly chloride and sulfate) slow down grain boundary migration
and grain growth resulting in reduced grain sizes. (2) Fine grains in simple shear
rotate faster and develop strong single maximum CPO. (3) Ice with a pronounced
vertical CPO deforms easier in simple shear parallel to the bedrock.
The basis of data grew significantly in the last decades due to the drilling of
new ice cores and improvements of the analytical techniques. The efficiency of
microstructure measurements grew with the development of fast automatic instru-
ments (Review by Faria et al., 2014c; LASM: Krischke et al., 2015; Fabric Analyser:
Peternell et al., 2010; Wilson et al., 2003) and the application of computer-based
digital-image-processing algorithms for data analysis (Binder et al., 2013; Eichler,
2013). Thus, the grain size and CPO profiles along the EDML (Antarctica) and
NEEM (Greenland) ice cores now exist at much higher spacial resolution and sta-
tistical significance than in previous ice cores (see chapter 8 for the EDML ice core
and Montagnat et al., 2014 for the NEEM ice core). Recent data confirm correlations
between impurity concentration, small grains, strong CPO and enhanced deforma-
tion also on smaller scales. Repeated logging of the NEEM borehole has revealed
that strong fluctuations of impurity concentrations on the scale of several meters –
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FIGURE 2.1: The chicken or the egg problem: High deformation rate, small grain size and
strong CPO often characterize ice with high concentration of impurities. However, to distin-
guish between the main cause and its effects is not so straight forward. Different causality
chains were proposed by Cuffey et al. (2000b), Glen (1968), Goldsby and Kohlstedt (1997b),
Jones and Glen (1969), and Paterson (1991).
an effect of Dansgaard–Oeschger events – were reflected in a local reduction of the
borehole diameter (Dahl-Jensen, pers. comm.). Also the EDML borehole shows lo-
calized deformations which correlate to abrupt changes of impurity concentrations
in the ice core (chapter 8).
However, as will be addressed in the next section, the sense of causalities be-
tween the correlating observables is not resolved yet. To accomplish this quest is
crucial to properly model the effect of impurities on the ice flow.
2.2 The Chicken or the Egg Problem
Paterson (1991) pointed out that enhanced shear deformation which is favored by
a strong CPO further strengthens the CPO and keeps the grains small – i. e., there
is a positive feedback between strain rate and CPO. In fact, the causality chain hy-
pothesized by Paterson (impurities ⇒ small grains ⇒ strong CPO ⇒ enhanced de-
formation) is only one of the possibilities and the implication relations between the
observables need to be verified one by one. In the classical view for instance, CPO
is typically understood as a product of strain (Azuma and Higashi, 1985; Veen and
Whillans, 1994). Similarly, finer grain sizes are usually interpreted as a product of
higher strain rates (Faria et al., 2014c). Hence, a direct control of the strain rate (im-
purities⇒ enhanced deformation) could also produce finer grain sizes and stronger
CPO in the affected layers. Indeed, some impurities have been reported to enhance
the dislocation activity, which directly controls the creep rate of ice (Glen, 1968; Jones
and Glen, 1969; Whitworth et al., 1976). Another causality chain arises from the in-
vestigations by Cuffey et al. (2000b), Goldsby and Kohlstedt (1997b), and Goldsby
et al. (2001) who found a direct dependence of strain rate on grain size (impurities
⇒ small grains⇒ enhanced deformation⇒ strong CPO). According to the authors,
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grain-size-sensitive mechanisms such as grain boundary sliding (GBS) or diffusion
along grain boundaries would play an important role for the flow of ice.
While the assumption that impurities act as the initial driver for different ice
behavior seems to be justified, the relation between an enhanced strain rate and
the characteristic microstructure (small grains and strong CPO) brings to mind the
dilemma of the chicken or the egg (Fig. 2.1). In principle, the causality chain can
only be resolved if concrete mechanisms behind the multiple correlations can be for-
mulated and confirmed. Share the same motivation as Paterson (1991), our strategy
is to confine the initial principal question “Why is impurity-rich ice soft?” to a more
specific problem: How do different impurities integrate and distribute in ice? Ad-
dressing this question would not only help to resolve the causality dilemma stated
above, but is also of great relevance for our understanding and interpretation of the
palaeo-climatic records in ice.
2.3 How Do Impurities Integrate and Distribute in Ice?
The main objective of this thesis is to answeir the question “How do impurities in-
tegrage and distribute in natural ice?”. In fact, this problem includes a number of
subquestions, in particular: How do impurities interact with grain boundaries? Do
grain boundaries and triple junctions contain higher concentrations of some impu-
rities? Which components dissociate in ice and which form a second phase?
Liquid water is a relatively good solvent due to the electric dipole of the water
molecule. In contrast, solid ice rejects most extrinsic substances from the crystal (Pe-
trenko and Whitworth, 1999). This is caused by the dimensions and the geometry
of the ice Ih lattice as well as the nature of the hydrogen bonds. The relevant the-
ory predicts a few exceptions which – based on their ionic radii – could in principle
substitute oxygens in the lattice (F−, Cl−) or fill interstitial sites (NH+4 , Petrenko and
Whitworth, 1999). However, most chemical compounds are in general not able to
properly incorporate in ice. Thus, they introduce some kind of distortion or local
disorder which is associated with an increase of free energy. The amount of energy
is defined by the amount of lattice distortion which again depends on the concentra-
tion and form of impurities – e. g., individual ions, molecules, clusters or condensed
phases (droplets and micro-particles). Furthermore, additional (chemical) effects can
occur which can lower the eutectic point and lead to local melting (Bartels-Rausch
et al., 2012; Dash et al., 2006).
Being planar lattice defects, grain boundaries also posses a finite energy ex-
pressed as interface tension (γ ≈ 65 mJ m−2, Hobbs, 1974). During recrystalliza-
tion, migrating grain boundaries occasionally cross impurities, so that the lattice-
disordered areas merge, resulting in a release of energy. Vice versa, the separation
of impurities from a grain boundary requires an extra work. The attraction between
grain boundaries and second-phase inclusions is known from material sciences as
the Zener pinning (in Smith, 1948). The Zener force has a reducing effect on grain
boundary migration and grain growth (Humphreys and Hatherly, 2004). Thus grain
boundary pinning on dust particles has been suggested as the main grain-size reduc-
ing effect of impurities in glacial ice (Fisher and Koerner, 1986). Alley et al., 1986a,b
reviewed the Zener theory and concluded that particle concentrations in ice sheets
are in general too low to significantly affect normal grain growth. However, dis-
solved molecules or molecular clusters (nano-particles) are mobile enough to even-
tually stick to the migrating grain boundary. With time and increasing amount of
recrystallization, the concentration of impurities dragged with the migrating grain
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boundary would grow causing a decrease of the grain boundary mobility. Thus
observations of accumulations of impurities in grain boundaries would be a direct
evidence for the grain-size reducing effect of impurities.
Measured data on the distribution and form of impurities in natural ice are rare
and difficult to obtain due to the extremely low concentrations which require very
sensitive analytical techniques. Among all, the three most suitable tools proved
to be: Raman spectroscopy, energy-dispersive X-ray spectroscopy (EDX) and laser
ablation inductively coupled plasma mass spectrometry (LA-ICPMS). Wolff and
Paren (1984) suggested that acids like HCl, HNO3 and H2SO4 would concentrate at
grain boundaries and triple junctions, lowering the eutectic point and forming liq-
uid veins. This hypothesis was supported by Mulvaney et al. (1988) who used EDX
to detect sulfur at three triple junctions in ice. Furthermore, Fukazawa et al. (1998b)
detected sulfate in one triple junction using Raman spectroscopy. However, other
Raman analyses by Ohno et al. (2005, 2006) and Sakurai et al. (2011) found most (or
all) sulfates forming salt particles without any correlation with grain boundaries
or triple junctions. In contrast, EDX experiments by Baker et al. (2003), Barnes
(2003), Barnes et al. (2002), and Cullen and Baker (2001) and Iliescu and Baker (2008)
demonstrated traces of sodium, chlorine, and sulfur in filaments which would grow
out of grain boundaries after controlled surface sublimation of natural ice samples.
Della Lunga et al. (2014) used UV-LA-ICPMS to analyze the spatial distribution
of different elements in discrete samples from the glacial part of the NGRIP ice
core. No correlation was found between impurities and grain boundaries in cloudy
bands. However, the authors observed concentration peaks at grain boundaries in
the cleaner parts of the ice. Particulate impurities (micro-inclusions) accumulated
along grain boundaries were reported by Durand et al., 2006b who used the dust
concentrations to model grain size evolution along the Dome Concordia ice core.
However, other studies could not confirm such accumulations of micro-particles
along grain boundaries (Faria et al., 2010).
A review of relevant literature shows that the results differ significantly from
study to study. The way in which different impurities integrate in ice may in fact
depend on various factors, e. g., the sample origin, temperature, deformation and
recrystallization state, absolute impurity concentration and relative concentrations
between different chemical compounds. In order to assess the questions stated at
the beginning of this section, a more complex information is needed. Attaining this
information requires a combination of complementary methods across different spa-




Although quite specific in its object of research, glaciology is a highly multi-disciplinary
field of science. Scientists with different backgrounds and expertises collaborate to compose
‘the big picture’. Among the many methods applied in glaciology are for example airborne
and satellite imagery and remote sensing, ground-penetrating radar and seismics, numerical
modeling of ice flow and subglacial hydrology, ice core drilling and related on-site projects
(e. g., borehole surveying), analysis of ice cores (gas and impurity content, isotopic composi-
tion, physical properties and crystal structure), experiments with laboratory-made ice, and
many more. This chapter introduces analytical techniques which were used for the purpose
of this thesis.
3.1 Ice Cores
Drilling and analyzing ice cores is an essential part of glaciology since it offers a
unique access to real physical samples along the whole depth of an ice sheet. Deep
ice core drilling projects are very expensive in terms of logistics, technology, and
man power. Usually, it takes several field seasons to reach the base of the ice sheet.
High expenses are associated not only with the drilling itself, but also with related
programs such as run-up surveying and the localization of the optimal drilling site,
as well as with the transport and the storage of recovered ice.
Freshly drilled ice cores are logged on-site during the drilling campaign and
divided into longitudinal segments for different purposes following a previously
agreed-upon cutting plan. The sample material used during this thesis originates
mainly from the segment for the analysis of physical properties (PP), from the two
deep ice cores EDML (Antarctica) and NEEM (Greenland).
3.1.1 EDML
The EDML (EPICA1 Dronning Maud Land) ice core was drilled between 2001 and
2006 close to the Kohnen station in East Antarctica at 79◦00′ S, 0◦04′ E and elevation
of 2892 m.a.s.l. (Oerter et al., 2009; Wilhelms et al., 2014). The drill site is character-
ized by relatively high accumulation rates of approximately 7 cm a−1 ice equivalent
(Oerter et al., 2004) which enables a high temporal resolution of palaeoclimate sig-
nals. Its location on an ice ridge causes a slightly divergent flow with a surface
velocity of 0.756 m a−1 (Wesche et al., 2007). The EDML ice core is 2774 m long and
covers the last 150 ka (Ruth et al., 2007; Veres et al., 2013).
1European Project for Ice Coring in Antarctica
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FIGURE 3.1: (a) Freshly drilled ice cores before being processed at EastGRIP, season 2017. (b)
Visual stratigraphy image of a 50 cm long segment of the EDML ice core (1760.0 – 1760.5 m).
The contrast of the image has been enhanced.
3.1.2 NEEM
The NEEM (North Greenland Eemian Ice Drilling) ice core was drilled between 2008
and 2012 in northwestern Greenland (77.45◦ N, 51.06◦ W, elevation 2450 m.a.s.l.). Ac-
cumulation rate at the drill site is 22 cm a−1 ice equivalent at a mean annual tempera-
ture of −29◦ C. The NEEM ice core is 2540 m long and covers approximately the last
100 ka of undisturbed ice (Rasmussen et al., 2013). The purpose of the NEEM project
was to obtain a high resolution climatic record of the Eemian interglacial (northern
hemisphere). The basal layers of the ice core contained Eemian ice (approx. below
2200 m), however, the stratigraphy was disrupted due to folding and large scale
discontinuities (NEEM community members, 2013).
3.2 Measuring Ice Microstructure
3.2.1 Optical Microscopy
The classical optical microscope is a very powerful tool for the analysis of prepared
surfaces as well as the bulk of ice specimens. The microtomed surface of ice reveals
traces of grain and sub-grain boundaries as sublimation features due to thermal etch-
ing (Kipfstuhl et al., 2006; Mullins, 1957; Nishida and Narita, 1996). Focusing into the
bulk reveals primary gas inclusions in form of air bubbles or clathrate hydrates (Fig.
3.2a, Weikusat et al., 2015). Impurities are visible in the form of micrometer-sized
inclusions (Fig. 3.2c). Also secondary features produced by the pressure relaxation
of the ice (Gow, 1971) become visible with time, such as plate-like inclusions (Fig.
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FIGURE 3.2: Detail of a microscope image of the bulk of an ice section (EDML, 2370.9 m, drilled in January
2004, Wilhelms et al., 2014) prepared and mapped in April 2015. The image was colorized in order to increase
contrast. (a) Two clathrate hydrates, the left one is “pinning” a grain boundary. (b) Secondary gas inclusions
form preferencially along the grain boundaries due to the presssure relaxation. (c) Impurities in the form of
micrometer-sized inclusions (marked with yellow). (d) Hexagonal plate-like inclusions (Nedelcu et al., 2009)
indicate the crystallographic orientation of the bulk.
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FIGURE 3.3: (a) The G50 Fabric Analyser set up in the ice laboratory (picture by Anneke Tammen).
(b) A color-coded c-axis map (Trend image) of a vertical thin section (EGRIP, 685.3 m). (c) Processed
c-axis data: segmented grains with average c-axis orientations projected onto the horizontal plane in a
stereographic pole figure (Schmidt plot). The c-axes are oriented within one plane forming a girdle-type
distribution.
3.2d, Nedelcu et al., 2009) and secondary gas inclusions (Fig. 3.2b) which form due
to the decomposition of clathrate hydrates (Weikusat et al., 2012).
The microscope used at the AWI ice laboratory is a Leica DMLM with a CCD
camera (Hamamatsu C5405), a frame grabber and a software-controlled x-y stage.
Ice samples of up to 10 cm side length can be automatically scanned at the resolution
of 3 µm pix−1. The individual images are stitched together using a python script (see
Appendix A.1).
3.2.2 Fabric Analyser
The Fabric Analyser by Russel-Head Instruments is an automatic device for the mea-
surement of the c-axis orientations of thin sections of ice (and other birefringent ma-
terials). It works on the principle of a crossed-polarized-light microscope with mul-
tiple LED light sources with different inclinations, rotating polarizing filters, motor-
ized x-y stage, CCD camera, and a dedicated hardware for the on-line calculation
of the c-axis orientations. The maximal resolution is 5 µm per pixel, the maximal
scan area is 10× 10 cm2. A more detailed description of the instrument is given by
Peternell et al. (2010) and Wilson et al. (2003) and Eichler (2013).
The two-dimensional maps of c-axis orientations are further processed using
dedicated software introduced in Eichler (2013). The program applies a set of fil-
ters and segmentation algorithms in order to extract grains and grain boundaries
and to further analyze the morphology and CPO of the sample.
3.2.3 LASM
The Large Area Scanning Macroscope (LASM) is an instrument especially devel-
oped for the scanning of prepared ice surfaces in order to map the grain boundary
and subgrain boundary structures (Krischke et al., 2015). The device features a line
scan camera and a precise motorized stage to create high-resolution 2D scans of the
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FIGURE 3.4: (a) The LASM instrument. (b) Detail of a line-scan image of a prepared ice surface (NEEM,
1757 m). Black curves are grain boundaries intersecting with the surface, visible due to enhanced subli-
mation. (c) Same detail of the processed LASM image with segmented grains and grain boundaries.
surface. This setting reduces the time needed for image acquisition to a few sec-
onds. The grey-scale images are processed using an open-source software package
(Ice Microstructure Analyzer) developed by Binder et al. (2013).
3.3 Raman Spectroscopy
Raman scattering was discovered by C. V. Raman (Raman and Krishnan, 1928). For
this discovery he was awarded the Nobel Prize in 1930. The Raman effect is the
inelastic scattering of light on molecules and solids. During this process, a tiny por-
tion of incident photons (one in 106− 107) transmit part of their kinetic energy to the
matter inducing molecular vibrations. The re-emitted photons experience a loss of
energy E which becomes visible as a shift towards a lower light frequency ν:
∆E = h∆ν (3.1)
with the Planck constant h. This Raman shift is usually expressed in cm−1 as a differ-








with the speed of light c. Due to the laws of quantum mechanics, molecular vibra-
tions can adopt only discrete energetic levels (they are quantized) and, consequently,
only transitions between these levels are possible. The occupation probabilities for
these energetic states at a given temperature are described by the Boltzmann distri-
bution. Calculating the Boltzmann factor at room temperature (or below) shows that
most of the molecules (of any substance) will be at their lowest energetical level – the
ground state. Hence, the Raman shift at such low temperatures will almost always
correspond to the transition from the ground state to the first excitation state.
The number of vibrational modes of a molecule depends on the number of atoms
and the symmetry of their arrangement. In the simplest case of a diatomic molecule
(for instance N2) the only vibration is due to stretching of the bond. The Raman
shift of light passing through N2 gas thus has a single value of ∆k ≈ 2335 cm−1.
22 Chapter 3. Methods
The more atoms participate forming a molecule, the more vibrational modes ex-
ist, including symmetrical and asymmetrical stretching, bending, twisting, etc. In
general, the number of degrees of freedom associated with vibrations of a molecule
with N atoms equals to 3N− 5 for a linear molecule and 3N− 6 for a non-linear one.
The vibrational modes and the associated Raman shifts are specific for each type of
molecule. High-precission measurements of the Raman spectra can reveal not only
the chemical composition of a substance but also its phase and thermodynamic con-
ditions. This made Raman spectroscopy a powerful tool for analytical chemistry,
physics, and biology.
The basic Raman set-up consists of a monochromatic source of light and a
monochromator with a detector for the scattered light. A standard Raman spectrum
shows the intensity of detected light as a function of the relative wave number
(Raman shift). The practical use of Raman spectroscopy experienced a revival in
the 1960s with the discovery of laser, which provided monochromatic sources with
sufficiently high intensity and precise wavelength.
Being an optical technique, Raman spectroscopy is best suited for the analysis of
the interiors of light-transparent samples – such as ice. In combination with confocal
optics, the excitation laser can be focused into a specimen’s volume segment as small
as a few µm3, typically up to 1 mm below the sample surface. This is a significant
advantage over surface-analytical methods, since many disturbing factors can be
neglected, such as surface pollution and possible reactions and rearrangements of
trace elements due to processes at the surface or during melting or sublimation. The
backscattered light is collected with the same confocal optics and conducted into the
spectrometer in order to resolve its spectral distribution. Since the laser power is
limited in order to avoid melting, precise focusing and high quality of the prepared
sample surface are the determining factors to obtain a discernible spectrum.
The sizes of micro-inclusions in ice are typically close to the optical resolution
limit and they appear as single dots with different shading on the image back-
ground. This makes estimations of their shapes and volumes on the basis of the
micro-photographs hardly possible. Thus, Raman spectra deliver rather qualita-
tive information about the impurity content without any access to their absolute
concentrations. Ice itself is also Raman-active so that an ice spectrum is always su-
perimposed on the actual impurity spectra. In general, the characteristic impurity
peaks are well distinguishable from the ice signal. However, not all molecules ex-
hibit Raman-active vibrational modes. The most relevant case here is NaCl which
is present in relatively high concentrations in polar ice because it is the main part
of sea salt. Due to the selection rules, all vibrational transitions are forbidden and
thus photons scatter only elastically. NaCl is therefore Raman-inactive and cannot
be identified using Raman spectroscopy.
The Raman system used in this study is a WITec alpha 300 M+ combined with a
NdYAG laser (λ = 532 nm) and a UHTS 300 spectrometer with a 600 grooves mm−1
grating. The excitation laser, the spectrometer, and the control unit are located in a
warm laboratory at room temperature. Fiber optics connect them to the microscope
unit which is placed at −15 ◦C. Thus, the system can be operated from the warm
room, while sample preparation, mounting, and measurement take place in the cold
laboratory. This set-up is more gentle to ice samples than the use of a cryo-stage,
since exposure of samples to temperature gradients and moisture can be effectively
avoided. A more detailed description of the system can be found in Weikusat et al.
(2015).
For the purpose of this thesis, a LabVIEW program was developed for the re-
mote control of the Raman system which enables to acquire Raman data on multiple
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FIGURE 3.5: The WITec alpha 300 M+ Raman microscope in laser modus with a mounted
ice specimen (picture by Christian Weikusat).
previously selected spots automatically. This approach significantly increases the ef-
ficiency of the Raman analysis of micro-inclusions and yields a significantly higher







This section briefly summarizes the main outcome of the thesis. The points listed
below address individual results in an inverse order compared to the objectives in
chapter 2, i. e., from more specific findings to rather general implications.
1. Micro-cryo-Raman spectroscopy proved to be an excellent technique for the
identification of the chemical composition and phase of microscopic inclusions
of condensed matter (micro-inclusions) in ice. The method is non-destructive,
fully repeatable, firm against contamination, and non-invasive. The measuring
routines developed during this thesis enabled the acquisition of statistically
relevant numbers of spectra – higher numbers than ever before.
2. Micro-inclusions seem to be the preferred form of many (or most) impurity
components in ice. The particle concentrations measured in melted samples
(CFA) systematically underestimate the content of micro-particles in ice which
are to a great extent formed by water-soluble salts. However, some of the
chemical compounds in the analyzed samples did not form micro-inclusions
at all, although they were clearly present in the ice (e. g., nitrate).
3. Micro-inclusions in ice show inhomogeneous spatial distributions. They often
form horizontal layers on the mm–cm scale and distinct groups or chains on
the sub-mm scale.
4. No correlation between micro-inclusions and the grain boundary network
could be observed, which would be indicative of a strong interaction between
micro-inclusions and migrating grain boundaries.
5. No other impurity signal could be detected in the grain boundaries or triple
junctions which would indicate the presence of dissociated impurities or liq-
uid channels. However, the concentrations may be too low for conventional
Raman spectroscopy.
6. The comparison of Raman spectra of micro-inclusions and the overall ionic
balance of the corresponding samples (ion chromatography) suggest that the
physical and chemical form of impurities depend on the overall budget of the
chemical compounds which, over the long resident time in ice, are subject to
mixing and chemical reactions. From this point of view and on a limited spatial
range, the deforming ice matrix may be better understood as a chemical reactor
rather than a frozen archive.
7. The previous point may have relevant (and not necessarily negative) implica-
tions for the preservation of the chrono-stratigraphy of climatic signals in ice.
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The diffusion rate of impurity-based climate proxies would basically depend
on the diffusivity of the final products of the proceeded chemical reactions.
Since many (or most) impurities form micro-inclusions with rather low mobil-
ities, the concentration signal can be better preserved in lower depths.
8. With regard to the effect of impurities on mechanical properties of ice many
questions remain. The results suggest that the interaction between migrat-
ing grain boundaries and micro-inclusions is rather weak and of short dura-
tion. Therefore, it is questionable whether the low particle concentrations in
ice sheets could have such a remarkable effect on grain size. The role of the
dissolved part of impurities remains unclear as well, since their extremely low
concentrations did not allow for a detection with the Raman system.
4.2 Results Sorted by Papers
Paper I (Chapter 5)
Jan Eichler, Ina Kleitz, Maddalena Bayer-Giraldi, Daniela Jansen, Sepp Kipfstuhl,
Wataru Shigeyama, Christian Weikusat, and Ilka Weikusat (2017). “Location and
distribution of micro-inclusions in the EDML and NEEM ice cores using optical mi-
croscopy and in situ Raman spectroscopy.” In: The Cryosphere 11.3, pp. 1075–1090.
DOI: 10.5194/tc-11-1075-2017. URL: https://www.the-cryosphere.net/11/
1075/2017/tc-11-1075-2017.pdf
We developed a technique for the mapping of visible micrometer-sized second phase
inclusions (micro-inclusions) in the bulk of prepared ice specimens. These impurity
maps were used to analyze spatial distributions of micro-inclusions and compare
them with the positions of grain boundaries. Furthermore, these maps served as
the basis for the cryo-Raman analysis. We mapped over 5000 micro-inclusions in
four discrete samples from the NEEM and EDML ice cores (Chapter 5: Paper I).
The analysis revealed no significant accumulations of micro-inclusions along grain
boundaries. This result suggests that the attraction between micro-inclusions and
migrating grain boundaries (Zener pinning) is rather a short-time interaction. No
evidence for micro-inclusions being dragged by a migrating grain boundary could
be found.
The impurity maps revealed that the ice samples contained significantly higher
concentrations of micro-inclusions compared to the concentrations of solid particles
in the melted ice (Chapter 5: Paper I). This result indicates that, additionally to solid
mineral dust particles, many other (eventually water-soluble) chemical compounds
also form microscopic inclusions of condensed phase in the ice matrix.
Paper II (Chapter 6)
Jan Eichler, Christian Weikusat, Anna Wegner, Birthe Twarloh, Melanie Behrens,
Hubertus Fischer, Maria Hoerhold, Daniela Jansen, Sepp Kipfstuhl, Urs Ruth,
Frank Wilhelms and Ilka Weikusat (2018). “Impurity analysis and microstruc-
ture along the climatic transition from MIS 6 into 5e in the EDML ice core using
cryo-Raman microscopy”. Accepted for publication in Frontiers in Earth Science.
DOI: 10.3389/feart.2019.00020.
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The analysis of Raman spectra acquired in-situ from selected micro-inclusions along
the climatic transition between the last interglacial (MIS 5e) and the penultimate
glacial (MIS 6, Chapter 6: Paper II) further verified the observation put forward in
(Chapter 5: Paper I) that a significant part of water-soluble impurities form micro-
inclusion in ice. 96% of the Raman spectra in the ice formed during MIS 5e were
identified as sulfate particles, mainly gypsum, sodium sulfate, iron-potassium sul-
fate (likely jarosite), and other unspecified sulfates. In contrast, micro-inclusions in
ice formed during MIS 6 were identified mainly as crust-forming minerals: quartz,
feldspar, and mica. A number of minerals have been identified in ice for the first
time using a cryo-Raman: mica, graphite, anatase, hematite, possibly jarosite, and
bloedite. On the contrary, some of the expected species were not present in the statis-
tics at all, such as Ca-carbonate, Ca-plagioclase and nitrate salts. The combination of
the Raman analysis with the ion chromatography (IC) suggests that the way impu-
rities incorporate into ice varies not only from species to species, but rather depends
on the overall ion budget and chemical reactions between the different compounds.
Paper III (Chapter 7)
Florian Steinbach, Ernst-Jan N. Kuiper, Jan Eichler, Paul D. Bons, Martyn R. Drury,
Albert Griera, Gill M. Pennock, and Ilka Weikusat (2017). “The Relevance of Grain
Dissection for Grain Size Reduction in Polar Ice: Insights from Numerical Models
and Ice Core Microstructure Analysis.” In: Frontiers in Earth Science 5, p. 66. ISSN:
2296-6463. DOI: 10.3389/feart.2017.00066. URL: https://www.frontiersin.org/
article/10.3389/feart.2017.00066
The numerical modeling platform ELLE was used to investigate the effect of grain
dissection – splitting of former grains due to strain-induced grain boundary mi-
gration (SIBM). The simulations were compared to grain and sub-grain structures
along the NEEM ice core extracted from (i) the full crystallographic orientation maps
recorded with electron backscatter diffraction (EBSD) and (ii) the c-axis orientation
maps from the automatic Fabric Analyser. The results show that grain dissection is
an effective grain-size reducing mechanism occurring during dynamic recrystalliza-
tion additionally to polygonization. It is particularly efficient in ice deforming under
stable conditions where the microstructure parameters (grain size, CPO) approach a
steady state.
Paper IV (Chapter 8)
Ilka Weikusat, Daniela Jansen, Tobias Binder, Jan Eichler, Sérgio H. Faria, Frank Wil-
helms, Sepp Kipfstuhl, Simon Sheldon, Heinrich Miller, Dorthe Dahl-Jensen, and
Thomas Kleiner (2017b). “Physical analysis of an Antarctic ice core–towards an
integration of micro- and macrodynamics of polar ice.” In: Philosophical Transac-
tions of the Royal Society A: Mathematical, Physical and Engineering Sciences 375.2086,
p. 20150347. DOI: 10.1098/rsta.2015.0347. URL: http://doi.org/10.1098/rsta.
2015.0347
The microstructure parameters (CPO, grain size and shape distribution, visual
stratigraphy) were evaluated together with measurements of the borehole displace-
ment and modeled strain rate estimates along the whole length of the EDML ice
core. The profile was divided into five specific depth zones with characteristic
deformation modes and their imprint in the micro- and meso-structure of the ice.
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While the CPO can be interpreted mainly as result of strain, the grain topology
is strongly affected by recrystallization. Thus, grain-shape preferred orientations
can be only detected in depths with relatively high strain rates, such as the lowest
part (region 5) where strong shearing parallel to the bedrock occurs. The transition
between region 4 and 5, which is characterized through anomalous behavior of
many of the parameters, overlaps with the transition between the last interglacial
and the penultimate glacial period.
Paper V (Chapter 9)
Johanna Kerch, Olaf Eisen, Jan Eichler, Tobias Binder, Pascal Bohleber, Johannes Fre-
itag, Paul Bons and Ilka Weikusat (2019). “Short-scale variations in high-resolution
crystal-preferred orientation data in an alpine ice core – do we need a new statistical
approach?”. In preparation.
The development and variability of the microstructure (grain size, CPO) was inves-
tigated along an alpine ice core (KCC) and compared to the corresponding density
and air-content profiles. Similar to polar ice sheets, the CPO in a cold alpine glacier
shows a development from nearly isotropic c-axis distribution towards highly
anisotropic ice. The strong variability of the CPO is likely a product of deformation
localization and the development of shear zones. In order to assess the uncertainty
of CPO variability over multiple scales and resolutions, a new statistical approach
needs to be adopted.
4.3 Concluding Remarks
In this section we want to come back to our original motivating question: What
makes impurity-rich ice soft in simple shear? In Section 2.2 we made the assump-
tion that the multi-correlation between impurities, small grains, strong CPO, and
enhanced shear rate arises from a chain of causal mechanisms between the features
in question. We also stated that a positive feedback loop could even strengthen the
correlations. In fact, one possibility worth consideration is that there is no simple
proportionality function between impurities and strain rate. Rather, there is an in-
trinsic trait of ice to localize deformation. Simulations of ice microstructure deform-
ing in simple shear (Llorens et al., 2016b) demonstrated that localized high-strain
bands form even without any impurity effect. Strain localization seems to be a char-
acteristic feature of mechanically anisotropic materials in general (Ran et al., 2018).
Thus, variations of the impurity content in different ice layers could simply function
as a release mechanism for localized deformation.
4.4 Future Perspectives
The advantages of the micro-cryo-Raman spectroscopy and the routines developed
during this thesis could be used for a wide range of applications in the future. A
higher counting statistics would provide a more quantitative insight into the com-
position of micro-inclusions and allow for better estimations of how much impurity
content is present in which form. This should be feasible when focusing on regions
with higher impurity content such as cloudy bands or other high-concentration lay-
ers.
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The possibility to analyze ice samples directly (or shortly) after they have been
drilled would provide an advantage, because the relaxation effect could be kept at
a minimum. This could resolve the uncertainty regarding the composition of the
“black dots” which serve as seeds for the formation of secondary gas inclusions
during the relaxation of deep ice and which often correlate with the position of grain
boundaries (see Fig. 5.7 and the corresponding text in Sect. 5.4.2).
The usage of a second excitation laser with a different wavelength would enable
the identification of micro-inclusions which showed strong luminescence at λ =
532 nm and could not be identified so far.
Additional temperature control (e. g., by using a thermoelectric cooling cell)
would allow to study phase transitions of different impurity compounds.
Within the framework of a future project, extensive numerical simulations using
the modeling platform ELLE could provide valuable hints regarding the effect of im-
purities on the evolution of ice microstructure. Preliminary test run by F. Steinbach
and P. D. Bons (personal comm.) showed that layers of reduced grain size developed
after locally decreasing the mobility of grain boundaries. In a similar way, other sce-
narios should be systematically tested using ELLE, i. e., the impurity effect on other
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Abstract
Impurities control a variety of physical properties of polar ice. Their impact can be
observed at all scales - from the microstructure (e.g., grain size and orientation) to
the ice sheet flow behavior (e.g., borehole tilting and closure). Most impurities in ice
form micrometer-sized inclusions. It has been suggested that these µ-inclusions con-
trol the grain size of polycrystalline ice by pinning of grain boundaries (Zener pin-
ning), which should be reflected in their distribution with respect to the grain bound-
ary network. We used an optical microscope to generate high-resolution large-scale
maps (3 µm pix−1, 8× 2 cm2) of the distribution of micro-inclusions in four polar ice
samples - two from Antarctica (EDML, MIS 5.5) and two from Greenland (NEEM,
Holocene). The in situ positions of more than 5000 µ-inclusions have been deter-
mined. A Raman microscope was used to confirm the extrinsic nature of a sample
proportion of the mapped inclusions. A superposition of the 2D grain boundary net-
work and µ-inclusion distributions show no significant correlations between grain
boundaries and µ-inclusions. In particular, no signs of grain boundaries harvest-
ing µ-inclusions could be found and no evidence of µ-inclusions inhibiting grain
boundary migration by slow mode pinning could be detected. Consequences for
our understanding of the impurity effect on ice microstructure and rheology are dis-
cussed.
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5.1 Introduction
Polar meteoric ice is one of the purest materials on Earth. Impurity mass concentra-
tions in the Antarctic ice sheet vary between ppbm during warm periods and ppmm
in the most dusty layers in cold periods (Faria et al., 2010; Legrand and Mayewski,
1997a). Values for the Greenland ice sheet are approximately ten times higher. Im-
purities enter the ice sheet during deposition in the form of terrestrial dust, salt par-
ticles and other aerosols e.g. from bio-activity, ocean, volcanoes or combustion, or in
the form of gas inclusions from air bubbles. Trace substances are a subject of intense
ice core studies for many reasons. Their chemical and isotopic compositions can be
linked to atmospheric and climatic processes (climate proxies), their analysis pro-
vides an important insight into processes and constraints of the past of Earth’s cli-
mate (Dansgaard et al., 1982; EPICA community members, 2004, 2006; GRIP Project
Members, 1993; Kuramoto et al., 2011; Wegner et al., 2015). When linked to geologic
events (Sigl et al., 2015), they can serve as absolute chronological markers for ice core
dating (sulfate and tephra layers from volcanic eruptions, Gow and Meese, 2007).
And finally, many material properties of ice are controlled or modulated by its im-
purity content. This is the case for the dielectric constant and electrical conductivity,
measured systematically using dielectric profiling (DEP) and electrical conductivity
method (ECM) (Stillman et al., 2013; Taylor et al., 1993; Wilhelms et al., 1998; Wolff
et al., 1997), but applies also to mechanical properties of ice - such as creep behav-
ior and viscosity - which are of great interest with respect to ice rheology and ice
sheet dynamics. The influence of various impurities on deformation rate has been
observed in laboratory tests (e.g., Dahl-Jensen et al., 1997) as well as in the field from
borehole tilting and closure (e.g., Fisher and Koerner, 1986). The link between im-
purity content and strain rate becomes most evident when comparing ice-age ice
with ice from warm periods. Observations show that the impurity-rich ice-age ice
deforms on average 2.5 times faster in simple shear (Paterson, 1991). Several expla-
nations for this effect have been proposed, however the responsible mechanisms still
remain under discussion. Since ice-age ice usually develops a different microstruc-
ture - e.g., stronger crystal preferred orientation (CPO), smaller grains (Cuffey et al.,
2000a; Paterson, 1991) - the higher strain rates may result from an interplay between
impurities, microstructure and recrystallization.
With increasing interest in the impurity content, analysis methods have been re-
fined over the past years. Continuous flow analysis (CFA) became a standard part
of ice core processing (Kaufmann et al., 2008) owing to its effectivity and high depth
resolution. However, the aim to understand impurity-related processes in polycrys-
talline ice requires the application of approaches dedicated to the solid state. Thus,
advanced analytical techniques, such as scanning electron microscopy (SEM), Ra-
man spectroscopy or laser ablation inductively coupled plasma mass spectrometry
(LA-ICPMS) became popular with glaciologists. However, each of these methods
brings its specifications and constraints and the results often lead to contradictory
conclusions. Comparative studies may be necessary to clear these discrepancies in
future.
The composition, form, location and distribution of impurities are different in ice
compared to liquid water. Due to the electric dipole moment of the H2O molecule,
water is a good solvent. On the contrary, the ice crystal is not, and will reject most
extrinsic substances out of the matrix, forming a second phase (Petrenko and Whit-
worth, 1999). Only few elements are theoretically able to be incorporated into the
ice lattice. According to Jones, 1967 and Jones and Glen, 1969 F−, Cl−, K+ and NH+4
in low concentrations are able to substitute oxygen atoms or enter the ice lattice
5.1. Introduction 33
interstitials. In both cases they would introduce ionic and Bjerrum-defects and sig-
nificantly affect the charge carrier density of the ice crystal. Since protonic defects
can alter dislocation mobilities, ice doped with these species manifests higher strain
rates than pure ice (Glen, 1968). However, the doping experiments by Jones and
Glen probably represent upper bounds with respect to natural ice which is formed
from snow flakes inheriting impurities from atmospheric processes. Another widely
discussed form of ice impurities was proposed by Wolff and Paren, 1984 who in-
terpreted DC-conductivity as caused by conduction through acidic environments
along grain boundaries and triple junctions. The authors suggested that acids like
HCl, HNO3 and H2SO4 would concentrate at grain boundaries lowering the eutec-
tic point of the solute and thus forming liquid veins. The existence of an acidic vein
network was supported by Mulvaney et al., 1988 who found sulfur at three triple
junctions using energy-dispersive X-ray spectroscopy (EDX), and Fukazawa et al.,
1998b who measured a sulfate peak in a triple junction using a Raman microscope.
However, other Raman-spectroscopic studies by Ohno et al., 2005, 2006 and Sakurai
et al., 2011 found most (or all) sulfates forming salt particles. In contrast, EDX exper-
iments by Cullen and Baker, 2001, Barnes et al., 2002, Barnes, 2003, Baker et al., 2003
and Iliescu and Baker, 2008 found traces of sodium, chlorine and sulfur in filaments,
which would grow out of grain boundaries after controlled surface sublimation of
natural ice samples. Della Lunga et al., 2014 analyzed the distribution of a variety of
elements in discrete samples from the glacial part of the NGRIP ice core using UV-
LA-ICPMS. No correlation was found between impurities and grain boundaries in
cloudy bands, however, the authors observed concentration peaks at grain bound-
aries in the cleaner parts of the ice. There is no consensus yet about the abundance
and relevance of impurity segregation to grain boundaries.
In terms of mass fraction, most impurities form second phase inclusions, i.e., in-
clusions of extrinsic material or another lattice-incoherent phase (Alley et al., 1986a;
Ashby, 1969; Humphreys and Hatherly, 2004). Due to their typical size of a few mi-
crometers we call them in the following µ-inclusions. Water-insoluble dust particles
as well as water-soluble particulate salts are the most abundant µ-inclusions. Their
concentrations are highly variable along the ice cores. For instance, dust concentra-
tions in the EDML ice core measured by continuous flow analysis (CFA, Wegner et
al., 2015) vary between 103 and 105 particles per milliliter. Strata with high concen-
trations of µ-inclusions are visible in ice cores and are often called “cloudy bands”
(Svensson et al., 2005). µ-inclusions appear under an optical microscope as dark
spots near the optical detection limit - commonly referred to as “black dots” (see
Fig.5.1). When using optical microscopy it is impossible to examine their state of ag-
gregate, shape, color or composition, and thus the term “black dot” not only reflects
their visual appearance but also our uncertainty about their nature and composition.
High concentrations of µ-inclusions are usually associated with certain changes
in ice microstructure. On the large scale, ice-age ice was reported to be character-
ized by stronger CPO (e.g., Faria et al., 2014a; Gow and Williamson, 1976; Paterson,
1991), cloudy ice exhibits in general smaller grain sizes than clean ice. Since grain
growth involves grain boundary migration, impeding grain boundary movement
by µ-inclusions would consequently have a grain-size reducing effect. The attrac-
tive force between µ-inclusions and grain boundaries is known from material sci-
ences and has been first modeled by Zener (in Smith, 1948) - Zener pinning. When
a migrating grain boundary passes a particle, its energy is reduced by the portion
of the cross sectional area. Depending on the grain boundary driving force, the pin-
ning pressure and the mobility of the particles, grain boundary can be completely
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stopped (pinned), free itself after a while from the particles and continue its mo-
tion, or drag the particles with it. Alley et al., 1986a,b reviewed the Zener theory
and available data with respect to the pinning effect on normal grain growth in cold
ice. They differentiate between a low velocity regime, where the grain boundary
is pinned by the impurities, and a high velocity regime, where the grain bound-
ary continues its motion leaving the impurities behind. Alley et al., 1986b conclude
that pinning on µ-inclusions occurs in high velocity regime and the concentration of
microparticles is too low in general to significantly affect grain growth (the only ex-
ceptions are tephra layers from volcanic eruptions). Durand et al., 2006b simulated
grain size evolution along the Dome Concordia ice core by modeling normal grain
growth controlled by pinning on dust particles. They suggest that dust particles will
indeed impede grain growth if they concentrate at grain boundaries. However, a di-
rect proof for such a particle distribution was not provided, since grain boundaries
could not be imaged. On the contrary, Raman-measurements of µ-inclusions in the
Dome Fuji ice core, presented by Ohno et al., 2005, 2006, showed that major part of
the particles (mostly sulfate salts) were located in grain interiors. Faria et al., 2010
evaluated relevant microstructure and impurity data concerning the integrity of the
EDML ice core. According to their report, black dots in the microstructure mapping
images do not accumulate along grain boundaries for depths down to 2300 m. Only
below this depth, and particularly in the deepest 200 m of the core, accumulations
at grain boundaries and on the surface of clathrate hydrates were observed.
So far, studies on spatial distributions of µ-inclusions in ice were based on dis-
crete observations of a few dust or salt particles. In order to discuss general con-
cepts, such as the formation of the CFA signal, predominant form of impurities in
situ and their effect on recrystallization (e.g. grain boundary pinning), more system-
atic and statistically relevant approaches are necessary. The aim of this study is to
provide a more detailed insight into the in situ concentrations and distributions of
µ-inclusions. We mapped over 5000 µ-inclusions within four different ice samples
from polar ice cores. Overall and local concentrations are estimated and compared
with the available CFA data. Special attention is payed to the correlation between
µ-inclusions and the grain boundary network.
5.2 Methods and sample material
The state in which impurities are included in ice is different from their form in melt
water (CFA). In order to reveal their distribution and in situ form, more data based
on direct measurements of ice samples are needed. Optical microscopy and Ra-
man spectroscopy provide the opportunity to explore the interior of ice samples in
a non-destructive way. This is a significant advantage over surface-based methods
(e.g., SEM), where contamination and sublimation-related redistribution of impuri-
ties have to be considered (e.g., Barnes, 2003). We use microstructure mapping to
create large area maps (8× 2 cm2) of the specimens surfaces and interiors. This mi-
croscopical technique was introduced by Kipfstuhl et al., 2006 and it enables us to
pinpoint visible µ-inclusions as well as grain and subgrain boundaries. We use a
Raman microscope to prove that we are dealing with extrinsic material and to inves-
tigate the composition of selected µ-inclusions.
As the lower impurity content in warm-period ice provide a better chance to
observe and characterize the majority of µ-inclusions over a large sample area and
analyze their correlation with the microstructure, we focused our study on samples
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FIGURE 5.1: (a) Schematic of positioning stacked microstructure maps from surface and in-
side the sample. The focus distance between the two mapping planes in general depends on
the application of this method (e.g. investigation of air inclusions or µ-inclusions). In order
to correlate µ-inclusions and grain boundary grooves, for this study a distance of 300µm has
been chosen. (b) Surface-focused photomicrograph from EDML-2371.9 (2371 m, drilled in
2006). The image shows three grain boundaries as black thin curves and a triple junction.
“Black dots” in this map type are due to surface pollution by frost particles and should not
be confused with µ-inclusions in the impurity maps. Below the surface - and slightly out of
focus - a clathrate hydrate (marked with blue circle) and three Plate-like inclusions (hexag-
onal objects) are visible. Roundish black objects of the size of up to 100 µm are secondary
gas inclusions formed by relaxation of the material. At the surface they are clearly attached
to the left grain boundary. (c) Photomicrograph focused ca. 300µm below the surface. The
grain boundary grooves disappeared but objects in the sample volume came into focus -
the clathrate hydrate and plate-like inclusions are sharp now. “Black dots” in this image
(pinpointed with arrows) are chemical impurities in the form of µ-inclusions.
from warmer periods. Furthermore, one of the very few studies which found evi-
dence for a connection of spatial distribution of impurities along grain boundaries
reported this evidence as a characteristic of “clean” interstadial ice (Della Lunga
et al., 2014). Four samples were analyzed - two from the EDML ice core (Antarc-
tica) and two from the NEEM ice core (Greenland). The EDML samples (EDML-
2371.4, EDML-2371.9) originate from 2370 m depth which corresponds to the early
Eemian (MIS5.5). The NEEM samples (NEEM-1346.2, NEEM-1346.5) originate from
the Holocene, 740 m below surface and around 4000 years b2k (Rasmussen et al.,
2013).
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5.2.1 Impurity maps
The sample preparation has been described by Kipfstuhl et al., 2006. Specimens of
the thickness of around 1 cm are cut with a band saw (see cutting plan in Fig.5.3d).
Both surfaces are polished with a microtome knife and exposed to air for a few hours.
Sublimation smoothens the surface and creates grooves at sites of high energy, where
grain and subgrain boundaries intersect the surface. In this way 2D-maps of grain
boundary networks and subgrain structures can be created (Binder et al., 2013).
When focusing into the ice volume and choosing transmission light mode, surface
features such as etching grooves fade out but other objects inside the sample come
into focus. Typical features are gas inclusions (air bubbles and clathrate hydrates),
relaxation features (secondary bubbles, plate-like inclusions) and µ-inclusions (see
examples in Fig.5.1b,c and Fig.5.2c,d). µ-inclusions appear as dark spots near the
resolution limit of the microscope.
We use an optical microscope (Leica DMLM) with a CCD camera (Hamamatsu
C5405), frame grabber and a software-controlled x-y stage. Ice samples of up to 10
cm side length can be scanned at the resolution of 3 µm pix−1. The final microstruc-
ture map is stitched from up to 1500 individually captured photomicrographs. We
combine two of these scans for each sample - a microstructure map focused onto the
surface to reveal grain boundaries, and an impurity map focused ca. 300 µm into
the sample volume to visualize µ-inclusions (see Fig.5.1a). Such a stack of maps al-
lows us to study inclusions in direct relation to the grain boundary network. Since
µ-inclusions are mapped within the sample volume, contamination is not an issue.
Due to the obliquity and 3D shape of grain boundaries, their positions inside the
sample are not exactly the same as the etching grooves on the surface. To keep this
uncertainty low the second scan must be focused close below the surface. Black dots
in impurity maps were detected manually. The low contrast and size of black dots
in the images did not support the application of automatic detection filters. Visual
detection and manual counting of µ-inclusions is a time-consuming process which
requires a certain amount of patience and discipline. Since it is based on observer’s
subjective judgment, the results may contain an observer-dependent variance. The
impurity maps presented in this study were generated by three observers indepen-
dently, however, using the same criteria. Partial comparison of the results at over-
lapping regions showed a good consistency within the data and thus confirmed the
observer-dependent factor being minimal.
5.2.2 Raman spectroscopy
A confocal Raman microscope was used to analyze the composition and mineralogy
of selected µ-inclusions. The AWI cryo-Raman system consists of a WITec alpha
300 M+ with an UHTS 300 spectrometer and a Nd:YAG laser (532 nm) set up in
the cryolab at −15 ◦C (Weikusat et al., 2015). Within the scope of this paper, the
measured Raman spectra shall serve as a proof that the mapped black dots are in fact
chemical impurities in the form of µ-inclusions. A detailed analysis of the detected
minerals is being prepared for publication.
5.3 Results
Microstructure and impurity maps were generated for the four samples: EDML-
2371.4, EDML-2371.9, NEEM-1346.2, NEEM-1346.5. We localized 5784 µ-inclusions
in total (in Fig.5.2,5.3,5.5,5.6 marked with yellow circles). Their size of 2–3 pixels in
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FIGURE 5.2: Double impurity layer in EDML-2371.9 (horizon 1 in Fig.5.3). (a) Surface map
with grain boundaries visible as thin dark lines highlighted with blue bands. Blurred lines
are grain boundaries at the bottom side of the specimen which are out of camera focus. (b)
Impurity map with marked µ-inclusions (yellow circles) and grain boundary network from
the surface map. Roundish black objects with the size of several tens of µm are secondary
gas inclusions (micro-bubbles) formed due to relaxation (Weikusat et al., 2012). While µ-
inclusions follow horizontal layering, micro-bubbles trace the 3D shape of the grain bound-
aries. (c) A high resolution uninterpreted detail of the upper impurity layer - red rectangle
in (b). (d) Same detail with interpreted µ-inclusions. (e) Example Raman spectrum of one
µ-inclusion from the upper layer (red circle). Parts of the signal marked with asterisk corre-
spond to the ice spectrum. The positions of the proper peaks are quoted. The inclusion is a
gypsum particle (CaSO4 · 2H2O).
diameter would correspond to 6–9 µm, however their appearance as “black dots” is
probably produced by optical effect of much smaller particles of the typical dust size
ca. 1–2 µm (Wegner et al., 2015). Raman measurements and correlation with CFA
dust and Ca2+ peaks however confirm our assumption that these features are real
µ-inclusions.
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5.3.1 Raman spectroscopy
A limited number of µ-inclusions (20–40 per sample) were selected for the Raman
analysis. Using a 50x lens and confocal mode, a great majority (around 90%) of the
µ-inclusions could be found again in the Raman microscope. Additionally, their dis-
tance from the sample surface (z-coordinate) could be measured due to the confocal
setting. The z-coordinates of µ-inclusions are Gaussian-distributed around the focal
plane with a half maximum width of 200 µm. We accept this value as the depth of
field of the mapping microscope and use it for the calculation of the volume fraction
of the impurity maps.
Around 70% of analyzed µ-inclusions showed a Raman spectrum of sufficiently
high intensity to separate it from the overall present ice spectrum. The quality of ob-
tained Raman signal depends on several factors. The most limiting ones are the size
of the µ-inclusion, the path length of the laser beam through the crystal, the quality
of polished surface and the acquisition time. Due to time constraint given the large
amount of measured points, integration time was in the range 5–10 seconds with
10 repetitions. Most of the measured inclusions in EDML-2371.4 and EDML-2371.9
- around 40 spectra - could be identified as sulfate salts (see example spectrum in
Fig.5.2e). The NEEM samples showed a higher content of water-insoluble inclu-
sions, such as quartz and black carbon. A detailed description of the composition
statistics is still in progress and will be shown elsewhere. However, the Raman mea-
surements show that the counted black dots are chemical impurities and thus verify
microstructure mapping as a valid method to map the visible in situ impurity con-
tent.
5.3.2 Concentration
The numbers of counted µ-inclusion per sample are shown in Tab.5.1. Knowing the
depth of field being 200 µm we calculated the volume fraction of the mapped area. In
this way, the average concentration of µ-inclusions per ml of water equivalent could
be estimated. Comparison with the CFA dust concentration shows a clear difference
between the deep EDML ice and the shallow NEEM ice. In EDML, the number of
visible µ-inclusions in situ is 2–3 times higher than the content of insoluble particles
(dust) in the melt water. In contrast the amount of µ-inclusion in the NEEM samples
is comparable or even less than the CFA dust concentration.
5.3.3 Distribution
General spatial distribution
The distributions of µ-inclusions within the four samples are highly inhomoge-
neous. Similarly to ice-age ice (cloudy ice) also the cleaner Holocene and Eemian ice
(MIS5.5) contains horizontal layers of increased impurity concentrations (analogous
to cloudy bands) instead of µ-inclusions being distributed homogeneously.
In the EDML-2371.9 sample more than 50% of the counted black dots can be allo-
cated to one of these horizons. We can distinguish a sharp double horizon at 2370.95
m (Fig.5.3a, central part of the sample). This sharp double layer correlates with
a cloudy band in the visual stratigraphy scanning image (Fig.5.3b) and with dust
and calcium peaks in the CFA profile. Around 9 mm below, there is another (dis-
rupted) impurity layer at 2370.96 m and one more at the bottom part of the section
around 2370.99 m. In the sample EDML-2371.4 (Fig.5.5) the layers are not as sharp
as in 2371.9 but horizons of higher and lower concentrations are clearly visible. The
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FIGURE 5.3: EDML-2371.9: (a) Impurity map of the whole sample (17 mm × 76 mm) with
2527 µ-inclusion (yellow circles) and grain boundaries from the surface map (blue bands).
Blurred lines are grain boundaries at the bottom side of the specimen. Horizontal layers (1–3)
of µ-inclusion are clearly visible. (b) A detail from the linescanner image of the same part of
the ice core. Horizon 1 is visible as a cloudy band. (c) C-axis orientations of individual grains
projected into a horizontal plane. Vertical c-axes appear white, horizontal c-axes appear in
full colors depending on their azimuth (see color code in the legend). (a) and (c) refer to
different surfaces as shown in the cutting plan (d) and thus the grain boundary networks
are not corresponding (3D effect). (d) Cutting plan of the sample preparation.
NEEM samples (Fig.5.6) also show horizontal layering, however not so well defined
and more continuous.
While the distribution of µ-inclusions on the cm scale occurs in horizontal or
sub-horizontal layers, on the µm scale they are often aggregated in clusters. These
groups of two or more adjacent black dots are typical for both - regions with low
concentration as well as high-impurity layers.
Distribution with respect to microstructure
Grain boundary grooves from microstructure mapping of the sample surfaces are
highlighted in Fig.5.3,5.5,5.6 with blue lines of a thickness of 300 µm. This width
was chosen to represent the possible GB-position-error rising from the unknown in-
clination of the grain boundary below the sample surface. In Tab.5.2, µ-inclusions
located within this blue range are considered as potentially interacting with the
grain boundary. This is an upper limit assumption considering the fact that a real
grain boundary is not thicker than only a few nm. Tab.5.2 shows the fraction of
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ice core EDML NEEM
sample 2371.9 2371.4 1346.2 1346.5
depth (m) 2370.9 2370.4 739.9 740.2
sample size (mm) 76 × 17 80 × 21 71 × 21 74 × 23
total number of µ-inclusions 2527 1195 1145 917
ice density (g/ml) 0.9167 0.9167 0.9079 0.9079
number of µ-inclusions / ml water 10668 4972 4197 3019
dust particles / ml water (CFA) 3575 2645 5450 3823
TABLE 5.1: Black dots from optical microscopy versus dust concentration from CFA (Wegner
et al., 2015). With the sample size, the focus range of 200 µm and the density of the ice we
estimate the concentration of µ-inclusions. The density of the samples has been estimated
using images of air bubble density.
µ-inclusions found within a range of 300 µm around a grain boundary. The per-
centages clearly show that the vast majority of µ-inclusions is located away from
grain boundaries. In EDML-2371.4, 89% of µ-inclusions are situated further than
150 µm away from any grain boundary. In EDML-2371.9, the percentage of 93% of
µ-inclusions located not in the vicinity of grain boundaries is even higher. Slightly
higher percentages of µ-inclusions related to grain boundaries are observed in the
NEEM samples: 24% and 15%. The "grain-boundary region" in both sample types
has been kept constant for observational reasons such as same imaging resolution,
similar focus depth of impurity maps and unknown grain boundary inclination.
However the NEEM samples show a significantly smaller grain size (mean radius 1.5
mm) compared to the EDML samples (mean radius 2.5 mm, Weikusat et al., 2009b).
In general no correlation between µ-inclusions and grain boundaries could be
detected in any of the analyzed samples. Instead, the distinctive horizons 2 and
3 in EDML-2371.9 are located inside big grains, several millimeters away from the
nearest grain boundaries.
In both EDML samples we observe high accumulations of secondary gas in-
clusions along grain boundaries, which are formed due to relaxation of the ma-
terial (Weikusat et al., 2012). Their high densities allow us to partly reconstruct
the 3-dimensional shape of the grain boundary just by means of the micro-bubbles
(Fig.5.2,5.5).
The concentration of µ-inclusions and clusters seems not to depend on shape,
size or crystal orientation of individual grains (Fig.5.3c). Black dots follow sub-
horizontal layering as mentioned above, rather than any microstructural feature.
5.4 Discussion
5.4.1 Impurities in the form of µ-inclusions
We used a microscopic method to map visible impurities within the ice sample vol-
ume. Since µ-inclusions are mapped in situ, surface contamination of the sample
does not affect the results. The method is limited mainly by the optics of our system,
in particular contrast and resolution. Objects smaller than a certain size limit would
be virtually not resolved and thus a fraction of small-sized µ-inclusions would be
excluded from the analysis. Wegner et al., 2015 analyzed size distributions of dust
particles in the EDML ice core using a laser particle detector. The average particle
diameter varied between 2–3 µm and only a small fraction of dust particles were
smaller than 1 µm in diameter. Thus, the majority of micro-particles were indeed
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ice core EDML NEEM
sample 2371.9 2371.4 1346.2 1346.5
depth (m) 2370.9 2370.4 739.9 740.2
total number of µ-inclusions 2527 1195 1145 917
µ-inclusions within 300 µm around a GB 183 127 278 164
percentage 7% 11% 24% 18%
TABLE 5.2: Counted µ-inclusions in the vicinity of grain boundaries (region of 300 µm thick-
ness along grain boundaries) obtained from stacked microstructure maps with grain bound-
ary grooves on the surface and impurity maps focused inside the sample (ca. 300µm below
the sample surface).
within the resolution range of an optical microscope and our results should be com-
parable to the CFA dust data. Individual µ-inclusions were selected for Raman mea-
surements. The obtained spectra confirmed that the optically detected “black dots”
are chemical impurities, mainly salt and dust particles. This supports previous stud-
ies by Ohno et al., 2005, 2006 and Sakurai et al., 2011 who used Raman microscopy
to analyze µ-particles in ice from Dome Fuji. Detailed quantitative studies on com-
position and size of µ-inclusions are ongoing to estimate the actual proportion of
substances present as inclusions or dissolved within the ice lattice respectively.
No signal other than ice spectrum could be detected when focusing into grain
interiors, grain boundaries or triple junctions. In all four samples presented in
our study, impurity spectra could be detected only when focusing onto visible µ-
inclusions. Thus we cannot confirm observations by Fukazawa et al., 1998b and
Barletta et al., 2012, who measured acidic environments in triple junctions and grain
boundaries via Raman spectroscopy, nor EDX analyses by e.g., Cullen and Baker,
2001 and Iliescu and Baker, 2008 who also found trace elements in grain bound-
aries. The AWI cryo-Raman should be considered one of the most powerful Raman
systems applied to ice. Still, its spatial resolution and sensitivity are limited by the
applied optics and by the physics of Raman scattering. Thus, we cannot rule out
segregation of trace elements to grain boundaries if their concentrations were very
low.
High resolution CFA dust-concentrations measured by Wegner et al., 2015 were
taken as reference for comparison with our concentrations of µ-inclusions (Tab.5.1).
The ratios dust vs. µ-inclusions differ significantly between the two ice cores. The
deep EDML ice in solid state contains 2–3 times more µ-inclusions per volume unit
than dust in the melt water (CFA, Wegner et al., 2015). In contrast, the NEEM sam-
ples contain comparable amounts of µ-inclusions and dust. However, the NEEM
CFA data still need to be flux-calibrated (Wegner, personal communication). Ad-
ditionally, the presence of air bubbles in the shallower NEEM samples may cause
an underestimation of µ-inclusion concentration. As air inclusions appear dark in
the impurity maps (Fig.5.6), they may cover a substantial part of µ-inclusions in
the image. Another possible explanation is to assume that the NEEM samples con-
tain predominantly insoluble dust particles which are detected in the CFA, whereas
the EDML µ-inclusions consist mainly of water-soluble substances. The prelimi-
nary analysis of the collected Raman spectra points in this direction. While the
two Antarctic samples feature primarily sulfate salts (in agreement with Ohno et
al., 2006), we mainly found terrestrial minerals and black carbon in the Greenland
samples.
µ-inclusions are distributed in horizontal bands or layers of higher concentra-
tion. The annual layer thickness at 740 m in the NEEM ice core was estimated as
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12–16 cm (Rasmussen et al., 2013). Thus at most one annual layer would fit in one
section and the layering of µ-inclusions in NEEM-1346.2 and NEEM-1346.5 is prob-
ably attributed to seasonal variability. The annual layer thickness of the EDML sam-
ples (2371 m) is only 5–10 mm (Ruth et al., 2007) so that more than 10 annual layers
should be present in each sample. However, the stratigraphy at this depth of the
EDML ice core is strongly disrupted, strata are tilted by up to 30 degrees and cm-
sized z-folds are present (Faria et al., 2010). The visual stratigraphy, CFA profile and
c-axis orientations along the whole EDML bag 2371 are plotted in Fig.5.4. Impurity
layers are visible in the linescanner image and correlate with peaks in the dust and
Ca2+ record. A sharp impurity peak is visible in the EDML-2371.9 section which
corresponds to the double horizon of µ-inclusions shown in Fig.5.2b and Fig.5.3.
The DEP and CFA conductivities show significant differences, as DEP is recorded
on the ice core in solid state while CFA measures the electrolytic conductivity of
the melt-water. The DEP variability is independent on dust and Ca2+ concentration,
while the CFA conductivity shows a sharp peak in EDML-2371.9 correlated to the the
dust and Ca2+ horizon. This supports our conclusion from the last paragraph stat-
ing that a large portion of the µ-inclusions in the EDML samples are water-soluble
salts which will increase the CFA conductivity. Another dust peak arises in sample
EDML-2371.4, however no correlated signal is found in Ca2+ nor CFA conductivity.
Furthermore, it is unclear whether the NH+4 peak in EDML-2371.4 is correlated to
the mentioned dust peak and the shift is due to inaccuracy in depth assignment, or
the signals are independent. Further evaluation of the Raman spectra which will be
presented elsewhere should help to better understand the origin of the signals.
5.4.2 Zener pinning
The attractive force between a grain boundary and µ-inclusions results from the re-
duction of grain boundary energy. Assuming a random distribution of spherical in-
clusions of radius r (Humphreys and Hatherly, 2004), the maximal pinning pressure
on a grain boundary can be derived:
PZ = 2πr2γNV (5.1)
where γ is the grain boundary energy and NV number of µ-inclusions per volume
unit. If the driving force for grain boundary migration PGBM < PZ, then the grain
boundary stays in contact with the pinning particles and its migration rate adapts
to the mobility of the particles (slow mode pinning). On the contrary, if PGBM > PZ,
the interaction time is short and grain boundary proceeds its motion leaving the
particles behind (fast mode pinning).
One of the objectives of our study was to catch µ-inclusions “in flagrante” - i.e.
in the very act of pinning a grain boundary. However, this aim resulted to be cum-
bersome since grain boundaries are usually invisible inside the sample volume. In
general, we can only estimate positions of grain boundaries from the surface images
(microstructure maps). Sometimes, if the curvature and convexity are favorable with
respect to the image plane, 3D-shapes of grain boundaries are indeed visible within
the sample volume. In such cases, we could observe clathrate hydrates sticking to
grain boundary interfaces, deforming their shapes due to the pinning force. How-
ever, no µ-inclusions were observed to produce such kind of effects. We studied the
distribution of µ-inclusions in a plane of focus over the whole sample area. The den-
sity of µ-inclusions is inhomogeneous, however exhibits no correlation with grain
boundaries. The typically clustered distribution could in principle be interpreted as
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FIGURE 5.4: EDML the whole bag 2371 (2370–2371 m). From left to right: visual stratigraphy
(Lambrecht et al., 2004), DEP and CFA conductivity, NH+4 , Ca
2+ and dust profile (CFA,
Kaufmann et al., 2010; Wegner et al., 2015), c-axis orientations projected into the horizontal
plane with the corresponding Schmidt diagrams.
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FIGURE 5.5: Microstructure and impurity map of the sample EDML-2371.4. Layering of
µ-inclusions (yellow) is less pronounced than in EDML-2371.9. Secondary gas inclusions
(small, black and roundish) tend to follow the shapes of grain boundaries. In contrary, the
µ-inclusions seem not to accumulate at grain boundaries.
caused by sudden release of µ-inclusions from accelerating grain boundary. How-
ever, the clusters which are within themselves unordered also are of no significant
shape e.g. rows, planes or ellipsoids. We would expect some kind of alignment in
rows or planes or at least some sort of graduation (size, type) of the clusters if they
would result from release by a moving grain boundary.
The observations listed above lead us to the conclusion, that only fast-mode pin-
ning can take place in all four analyzed samples:
PGBM > PZ (5.2)
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This is in agreement with Alley et al., 1986b; Paterson, 1991 and others who suggest
that particle concentrations in ice are in general too low to induce slow mode pin-
ning. On the contrary, we cannot confirm the assumption by Durand et al., 2006b,
that µ-inclusions would accumulate in high concentrations at grain boundaries. Our
results also confirm general observations by Faria et al., 2010 and Svensson et al.,
2011 who concluded that impurity layering and thus climatic record would stay
preserved even in the deep parts of the EDML ice core and the NGRIP ice core re-
spectively. Svensson et al., 2011 identified annual layering of impurities down to the
Eemian part of the NGRIP ice core. Faria et al., 2010 observed no redistribution of
µ-inclusions due to pinning or dragging down to 2300 m of the EDML ice core. How-
ever, below this depth, and particularly in the deepest 200 meters, the authors found
accumulations of “black dots” along grain boundaries and concluded that pinning
and dragging is relevant only in the deepest part of the EDML ice core. This find-
ing mismatched our observations in EDML-2371.4 and EDML-2371.9 where we only
found secondary bubbles accumulated along grain boundaries. Since microstructure
maps described by Faria et al., 2010 were made only few days or hours after drilling
the ice core, we decided to record new microstructure maps of the same spots now
after ca. 10 years of storage. The comparison indicates that significant changes oc-
cur during the relaxation of the material (see example in Fig.5.7). The image of the
freshly drilled ice shows a group of “black dots” accumulated at a grain boundary.
Image of a re-measurement of the same sample shows that with time these “black
dots” have grown and filled with gas and now they are forming typical relaxation air
bubbles. There are two possible explanations: 1. Grain boundaries in deep EDML
do collect µ-inclusions by dragging but after retrieving the core they serve as seeds
for the growing relaxation bubbles and get surrounded with gas. It remains unclear
why µ-inclusions in the interior of grains do not evolve into bubbles. 2. Another
option is that the “black dots” at grain boundaries observed by Faria et al., 2010 in
fact are small micro-bubbles forming due the abrupt drop of pressure after logging
the ice core. Weikusat et al., 2012 analyzed compositions of secondary microbubbles
using Raman spectroscopy. The authors also remark that secondary bubbles tend
to form at locations of “black dots”. However, to date there are no data available
concerning the composition of these original “black dots” as Raman spectroscopy is
currently not available on-site, viz. right after drilling.
Della Lunga et al., 2014 observed impurity concentration peaks at grain bound-
aries in the clean parts of the Greenland Stadial 22, NGRIP ice core, using LA-ICPMS.
However, fundamental differences between the experimental techniques as well as
the ice samples impede a direct comparison to our study. Dust concentrations in GS-
22 determined by Vallelonga et al., 2012 vary between 2 · 105 ml−1 in cloudy bands
and 2 · 104 ml−1 in the clean bands which is one order of magnitude more than the
average concentrations in our samples. Furthermore it remains unclear, what por-
tion of the LA-ICPMS signal is due to visible µ-inclusions. A comparative study
applying both techniques to the same specimen could help resolve the contradic-
tion.
The highest local µ-inclusion density in our sample material was found in the
double horizon of sample EDML-2371.9 (Fig.5.2,5.3) and could be estimated as NV =
37206 cm−3. When inserting this value in Eq. (1), assuming the mean particle radius
r = 1.5 µm (in agreement with Wegner et al., 2015) and using γ = 65 mJ m−2 for high
angle boundaries (Hobbs, 1974), we obtain the maximal pinning pressure PZ = 0.034
46 Chapter 5. Paper I
FIGURE 5.6: Microstructure and impurity maps of the two NEEM samples (740 m). Hori-
zontal layering of µ-inclusions is present in both maps. The samples contain a higher density
of grain boundaries, the average grain radius is 1.5 mm. NEEM-1346.2 is cracked in the cen-
tral part. In contrast to the EDML samples, the gas inclusions (black) are homogeneously
distributed, since they are primary air bubbles, albeit deformed due to relaxation.
N m−2. The driving force for grain boundary migration can be written as:
PGBM = ∆H − 2γR (5.3)
where ∆H is the gradient in stored strain energy density across the grain boundary
(i.e. strain induced driving pressure) and the second term represents the curvature-
driven pressure with the radius R of grain boundary local curvature. Assuming
no difference in stored strain energy (∆H = 0), the boundary migration will be
driven only by its curvature. Inserting PZ and Eq. (3) into Eq. (2) we obtain R <
3.8 m the radius of local curvature necessary to unpin the grain boundary from its
surrounding µ-inclusions. Most grain boundaries along the NEEM and EDML ice
cores indeed fulfill this condition (e.g., Binder et al., 2013).
In a second marginal case, let us consider a planar grain boundary (R → ∞)
whose migration is only driven by the difference in stored strain energy as function
of the local dislocation density ∆ρdis. Following Humphreys and Hatherly, 2004 and
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FIGURE 5.7: Two images of the same spot in EDML 2376.0. Two clathrate hydrates are
highlighted (blue circles) in both images for comparison. a) Photomicrograph taken at the
site immediately after drilling the ice core, 2006. An accumulation of “black dots” within
the grain boundary plane can be recognized. These “black dots” are slightly larger than the
µ-inclusions counted in our impurity maps. b) The same spot after ca. 10 years of relaxation.
Almost all “black dots” at the grain boundary evolved into secondary gas inclusions.





where G b2/2 is the energy per unit length of a single dislocation line consisting
of the shear modulus G and the magnitude of the Burgers vector b. Consider-
ing only the basal slip system the mean dislocation energy can be estimated as
G b2/2 = 3.6 · 10−10 J m−1. Inserting this in Eq. (4) and combining Eq. (4), (3)
and (2) we obtain an estimation for the minimal difference in dislocation density
required for unpinning: ∆ρdis > 108 m−2. This value is 2–3 orders of magnitude
smaller than absolute dislocation densities modeled by Montagnat and Duval, 2000
and Montagnat et al., 2003, and also smaller than a minimum dislocation density
access calculated from grain boundary curvatures by Hamann et al. (2007, Fig. 11b).
In the above considerations we made a variety of assumptions and the derived
values are only for approximation. Furthermore, in the case of a real grain bound-
ary ∆H acts against the curvature-driven force as described in (3) and thus the final
motion and shape are determined by the ratio of these forces. However, the exercise
demonstrated that applying Zener’s theory to our particular µ-inclusion concentra-
tion the pinning effect is comparatively small and will hardly affect grain boundary
migration. This is indeed in agreement with what we observe.
5.4.3 Grain size controlling mechanisms
It is difficult to make general conclusions based on the analysis of four discrete sam-
ples. Our study indicates that pinning on µ-inclusion occurs in fast mode in large
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part of the ice sheets, as already stated by Alley et al., 1986b, and will not signif-
icantly affect grain boundary migration. At the same time, with our Raman mi-
croscope we find no other form of e.g., dissolved impurities segregated to grain
boundaries. However, negative correlations between average grain size and im-
purity content were found in virtually all ice cores (e.g., Azuma et al., 1999, 2000;
Durand et al., 2009; Gow and Williamson, 1976; Gow et al., 1997; Lipenkov et al.,
1989; Thorsteinsson et al., 1995). High-impurity ice exhibits generally smaller grains
than low-impurity ice at the same depth. This negative correlation can be found at
all scales: in seasonal variabilities (cloudy bands, cm), during rapid climatic fluctua-
tions such as Dansgaard-Oeschger events (tens of meters), or comparing glacial and
interglacial periods (hundreds of meters).
Grain size has an impact on a variety of ice physical properties (Cuffey, 2006;
Goldsby, 2006), and vice versa it is controlled by thermodynamic conditions and
processes within the ice sheet. Without deformation and under purely static condi-
tions, mean grain area increases linearly with time. This normal grain growth (NGG)
is driven by the reduction of grain boundary surface energy (Alley et al., 1986a) due
to the optimization of volume versus interfaces. This model is especially relevant for
very small grain sizes well below the equilibrium or steady state grain size (see e.g.,
Faria et al., 2014c; Jacka and Jun, 1994), such as smallest grain sizes in the uppermost
part of the ice sheet (Gow, 1969), but may also apply to some areas where topo-
graphic depressions in the bedrock below ice sheets inhibit deformation and NGG
can produce extraordinary large grain sizes (stagnant ice, Budd and Jacka, 1989). If
deformation introduces additional energy into the system, dynamic recrystallization
processes are activated, driven by the energy reduction. Rotation recrystallization
(RRX) splits grains into subgrains and thus has a grain-size-reducing effect (Alley
et al., 1995; Durand et al., 2008; Wang et al., 2003). During RRX recovery orders
dislocations of a deformed grain into subgrain boundaries, which are lower energy
states of dislocation assemblages (Hirth and Lothe, 1982; Hondoh, 2010). Subgrain
boundaries can develop into grain boundaries by further rotation. On the contrary,
strain-induced boundary migration (SIBM) occurs when grain boundaries propa-
gate into regions of high dislocation densities. The effectiveness of SIBM increases
with the heterogenous distribution of dislocations (Weikusat et al., 2009b) in poly-
crystalline ice, which is a direct consequence of the high mechanical anisotropy of
the ice crystal. SIBM leads to huge grain sizes in the deep ice (De La Chapelle et
al., 1998), however can also lead to grain size reduction, e.g., by nucleation of new
grains (SIBM-N Faria et al., 2014c) or by dissection of highly irregular grains. Recent
microstructural studies (e.g., Durand et al., 2008; Faria et al., 2014a) show that all re-
crystallization mechanisms (NGG, RRX and SIBM) concur all over the depth range
of an ice sheet, rather than being dominantly active in separate depth zones. The
grain size is then a product of the interplay between these processes (dynamic grain
growth, Faria et al., 2014c).
It is widely accepted that the grain size is modulated by some impurity effect.
The two most manifest candidates for such an effect are: 1. Reduction of grain
boundary mobility via dissolved impurities being dragged along by migrating grain
boundaries (Alley and Woods, 1996; Alley et al., 1986b; Drury and Urai, 1990; Pa-
terson, 1991; Urai et al., 1986); 2. Zener pinning (Durand et al., 2006b; Fisher and
Koerner, 1986), that is, interaction between µ-inclusions and grain boundaries as dis-
cussed in section 5.4.2. However, experimental evidences for both models are con-
troversial in ice, as demonstrated by our study. Furthermore, both interpretations
are based on the assumption that it is solely NGG which suffers under the effect
of impurities leading to smaller grain sizes. However, grain size is a product of all
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recrystallization processes together, as discussed in previous paragraph. Therefore
we hypothesize that an indirect impurity effect, for instance enhanced deformation
and/or effect on dynamic recrystallization triggered by high impurity content could
be an alternative candidate responsible for the changes in grain size. Impurities
could have a significant influence on strain distribution within grains as well as dis-
location mobilities and densities, e.g., via dislocation multiplication. The microstruc-
ture effects of increasing dynamic recrystallization versus viscoplastic deformation
have recently been tested by a microstructural evolution model (Llorens 2016 a,b).
In these model runs the impact is significant on e.g. the grain shape evolution, be-
cause deformation tends to flatten grains while recrystallization tends to make them
equidimensional. First evidences of changes in the deformation-recrystallization in-
terplay have been observed by means of grain shape analyses (Binder et al., 2013;
Weikusat et al., 2017b). However, to test these hypotheses is far beyond the scope of
this study.
5.5 Summary
We present high-resolution large-scale maps (3 µm pix−1, 8× 2 cm2) of µ-inclusions
within four samples from polar ice cores - two from the EDML (2371 m) and two
from the NEEM ice core (740 m). For the first time, in situ distributions of a repre-
sentative number (more than 5000) of µ-inclusions have been studied. A confocal
Raman microscope has been used to prove the impurity origin of the inclusions.
Discrete µ-inclusions are the only impurity form detected in this study, i.e., we mea-
sured no signal attributed to dissolved impurities neither in grain interiors nor in
grain boundaries. The comparison with grain boundary network shows no correla-
tion between µ-inclusions and grain boundaries. Therefore we observed no evidence
for redistribution of impurities by dragging, nor for slow mode grain boundary pin-
ning as defined by Alley et al., 1986b. The link between grain size and impurities
may not be (only) due to hindered normal grain growth in impurity-rich ice. Defor-
mation and dynamic recrystallization enhanced by impurities possibly also have a
grain-size-reducing effect.
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Abstract
Impurities in polar ice cores have been studied so far mainly for the purpose of re-
constructions of past atmospheric aerosol concentrations. However, impurities also
critically influence physical properties of the ice matrix itself. To improve the data
basis regarding the in-situ form of incorporation and spatial distribution of impu-
rities in ice we used micro-cryo-Raman spectroscopy to identify the location, phase
and composition of micrometer-sized inclusions in natural ice samples around the
transition from marine isotope stage (MIS) 6 into 5e in the EDML ice core. The com-
bination of Raman results with ice-microsctructure measurements and complemen-
tary impurity data provided by the standard analytical methods (IC, CFA and DEP)
allows for a more interdisciplinary approach interconnecting ice core chemistry and
ice core physics. While the interglacial samples were dominated by sulfate salts -
mainly gypsum, sodium sulfate (possibly thenardite) and iron–potassium sulfate
(likely jarosite) - the glacial ice contained high numbers of mineral dust particles
- in particular quartz, mica, feldspar, anatase, hematite and carbonaceous particles
(black carbon). We cannot confirm cumulation of impurities in the grain boundary
network as reported by other studies, neither micro-particles being dragged by mi-
grating grain boundaries nor in form of liquid veins in triple junctions. We argue
that mixing of impurities on millimeter scale and chemical reactions are facilitated
by the deforming ice matrix. We review possible effects of impurities on physical
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properties of ice, however the ultimate identification of the deformation agent and
the mechanism behind remains challenging.
6.1 Introduction
Polar ice sheets represent the most direct archives of the past atmosphere. The ice as
well as its gas and impurity content originates from snow which once precipitated at
the surface, was compacted due to accumulation of new layers, transformed into ice,
and further traveled through the ice column. Ice sheets are subject to continuous de-
formation and flow, which - in case of equilibrium - balances the mass accumulation
on the surface with mass loss on the borders. They represent highly dynamic sys-
tems which react sensitively to changes in boundary conditions, e. g., temperature,
accumulation rate etc. Thus, understanding ice sheet dynamics is of high interest to
predict the future ice sheet response in times of changing climate, and is also crucial
for correct interpretation of climate signals of the past.
Dissolved and particulate impurities in the ice play an important role for two
reasons. On one hand, their concentrations measured in ice cores provide the main
basis for reconstructions of the atmospheric aerosol composition in the past but may
suffer from redistribution and chemical alteration in the ice. On the other hand, im-
purities seem to actively affect mechanical properties of ice and cause localized en-
hanced deformation (Dahl-Jensen, pers. comm.; Jansen et al., 2017; Paterson, 1991).
From the very top surface, along the densification process in the firn column down
to the deep ice, the interaction of impurities with the physical properties of the snow,
firn (Freitag et al., 2013; Fujita et al., 2014) and ice (Paterson, 1991) has been observed,
indicating (a) post-depositional changes of the original record, which hampers inter-
pretation with respect to climate reconstruction and (b) changes in deformation rate
and the need for a dedicated flow law (Greve, 1997; Placidi et al., 2010). Neverthe-
less, up to now, neither are the relevant processes understood nor the acting species
identified.
The content of impurities in polar meteoric ice is relatively small compared to
other polycrystalline materials appearing in nature. Impurities trapped in ice orig-
inate from atmospheric aerosols which are a mix of different species with a variety
of sources and transport history (Legrand and Mayewski, 1997a). The major compo-
nents are sea salt aerosols from the interaction between the atmosphere, ocean and
sea-ice, aeolian dust particles from continental sources, acidic components – mainly
sulfate and nitrate, ammonium and other aerosols related to specific events, e. g. car-
bonaceous aerosols from biomass combustion (often referred to as black carbon) or
tephra and volcanic sulfate from volcanic activity. Relative and absolute concentra-
tions in this mixture underlie strong temporal and spatial variations and their anal-
ysis can provide information about past climate conditions, circulation patterns and
source distributions. Continuous Flow Analysis (CFA) and Ion Chromatography
(IC) deliver high-resolution concentration profiles for many impurity components
based on meltwater samples. These methods became essential analytical tools in ice
core science (Kaufmann et al., 2008; Röthlisberger et al., 2000b).
Impurities present in the polar ice have been long discussed with respect to their
impact on the physical properties of the ice. Deformation experiments on doped
monocrystalline ice, laboratory-made polycrystals as well as natural samples from
ice cores revealed that various species had an enhancing effect on ice creep. How-
ever, the impurity concentrations, stresses and time scales in these experiments in
general differ significantly from conditions present in nature, as these can hardly be
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achieved in a laboratory. Paterson, 1991 compiled an overview of borehole deforma-
tion data and mechanical tests on ice cores and summarized that glacial ice in simple
shear deforms on average 2.5 times faster than Holocene ice under the same stress
and temperature conditions. He concluded that the higher deformation rates result
from the development of strong crystal preferred orientation (CPO) and small grain
sizes in glacial ice, which however were produced by high concentrations of impu-
rities – possibly chloride and sulfate ions. The link between impurity content and
ice microstructure as main driver for differences in deformation rate was proposed
already in earlier studies. This was inspired by the frequently observed finer grain
sizes in impurity-rich layers (Fisher and Koerner, 1986, e. g.). Alley et al., 1986a,b
derived a theoretical basis of normal grain growth in ice and the effect of extrinsic
substances on it. According to their analysis, concentrations of second phase inclu-
sions (i. e. solid particles, micro-droplets etc.) in natural ice are too low to have a sig-
nificant effect on grain growth via Zener pinning (Smith, 1948). However, Durand
et al., 2006b argued that Zener pinning of micro-inclusions was strong enough, if
particles would accumulate at grain boundaries due to ongoing migration recrystal-
lization. Nevertheless, such a preferential distribution of micro-inclusions could not
be verified as a general case so far (Eichler et al., 2017; Faria et al., 2010). Alley et al.,
1986b concluded that impurities dissolved in grain boundaries would significantly
reduce grain boundary mobility (migration rate) even at very low concentrations
and thus could have a decisive effect on the grain size. Segregation and solution
of ions in grain boundaries was promoted by Wolff and Paren, 1984 who suggested
that electrical conductivity in ice was due to electrolytic conduction through grain
boundaries. High impurity concentrations in grain boundaries and triple junctions
would decrease the pressure melting point and lead to melting in veins and thin
films along grain boundaries. Rempel et al., 2001 argued for the presence of liquid
water in grain boundaries, suggesting that climate signals in ice cores may suffer
from gravitational displacement due to anomalous diffusion through the vein net-
work. While this may apply to temperate glaciers with temperatures close to the
melting point, the relevance of such anomalous diffusion for ice sheets has not been
ascertained for polar ice cores and deserves further investigation.
The above considerations motivate fundamental questions: Which species are
abundant in which state (condensed second phase or solution) and what is their
location with respect to the lattice and grain boundary network. Do some species
(which?) segregate at grain boundaries? Which impurities control deformation rate
of ice and in which way? To what extent are impurities in turn affected by the de-
forming ice? In order to approach these questions analytical techniques dedicated to
solid materials became important. Remarkable steps in this direction are the applica-
tions of Raman spectroscopy, Energy-dispersive X-ray spectroscopy (EDX) and laser
ablation inductively coupled plasma mass spectrometry (LA-ICP-MS) to glacier ice.
Each of these methods brings its own specifications and limitations regarding sam-
ple preparation, spatial resolution and output data. Thus, the results and interpreta-
tions regarding the above questions vary significantly. Several studies reported the
presence of dissolved impurities in grain boundaries and triple junctions. Mulvaney
et al., 1988 found X-ray spectra of sulfur in triple junctions using EDX. This was sup-
ported by Fukazawa et al., 1998a, who reported Raman spectra of nitrate and sulfate
in triple junctions in ice samples with high acid concentrations. Raman analyses car-
ried out by Ohno et al., 2005, 2006; Sakurai et al., 2011 on the Dome Fuji ice core
revealed that most of the sulfate formed micrometer-sized salt particles, in particu-
lar sodium, magnesium and calcium sulfate. However, most of the micro-inclusions
were located in the grain interiors. Several EDX studies (Baker, 2003; Barnes, 2003;
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Barnes et al., 2002; Cullen and Baker, 2001; Iliescu and Baker, 2008) reported traces of
sodium, chlorine and sulfur forming filaments at the sublimed ice surface. Some of
the filaments grew at sites where grain boundaries and triple junctions intersected
the surface. Della Lunga et al., 2014 investigated the location of impurities using
LA-ICP-MS. While in impurity-rich layers (cloudy bands) there was no preferen-
tial impurity distributions with respect to the grain boundary network, in samples
with lower impurity content, some evidence was found for higher impurity concen-
trations in the neighborhood of grain boundaries. However, LA-ICP-MS does not
allow to distinguish between dissolved impurities and second phase inclusions.
Raman spectroscopy, being an optical technique, can acquire Raman spectra from
the inner part of the ice sample, typically up to 1 mm below the specimen surface.
Thus, surface contamination, sublimation and redistribution of impurities on the
surface are irrelevant as long as the quality of the surface allows appropriate focus-
ing of the excitation laser into the sample. The spatial resolution of a Raman micro-
scope is on the order of µm which makes it suitable for measuring micro-inclusions,
i. e. second phase inclusions typically of the size of a few µm. In this study we
used the cryo-Raman system at the Alfred Wegener Institute Helmholtz Centre for
Polar and Marine Research (AWI) to measure statistically relevant numbers of micro-
inclusions in three sections from the EDML ice core along the transition from Marine
Isotope Stage (MIS) 6 (penultimate glacial) into MIS 5e (last interglacial). The Ra-
man analysis reveals chemical and mineralogical composition of micro-inclusion in
a non-destructive way and without a need for melting the ice samples. The combi-
nation with microstructure mapping (Kipfstuhl et al., 2006) and impurity mapping
(Eichler et al., 2017) increased the efficiency of the Raman measurements and, more
importantly, allowed us to study spatial distributions of micro-inclusions at larger
scales and in the microstructural context. Qualitative comparison of the Raman re-
sults with the IC, CFA and DEP measurements allows us to approach questions
regarding the way of incorporation of different impurity species in natural poly-
crystalline ice. We discuss possible interaction scenarios between impurities and the
deforming matrix.
6.2 Material and methods
6.2.1 Sample material
We analyzed three 10 cm long ice sections from the EDML ice core (79◦00′ S, 0◦04′ E,
elevation 2892 m.a.s.l., Oerter et al., 2009; Wilhelms et al., 2014) around the transi-
tion from the penultimate glacial (MIS 6) into the last interglacial (MIS 5e). Sections
2371-4 and 2371-9 originate from bag 2371 (2370.4 and 2370.9 m below surface) with
approximate age of the ice of 129.8 ka (Veres et al., 2013) which corresponds to early
MIS 5e. Spatial distributions of visible micro-inclusions in sections 2371-4 and 2371-
9 were presented and discussed in Eichler et al., 2017. Section 2392-2 (2391.2 m) is
dated to 135.5 ka and thus originates from the end of MIS 6. The in-situ borehole
temperature at this depth is around −13 ◦C (Wilhelms et al., 2007) and this lower
part of the ice sheet is subject to significant horizontal shear stress (Weikusat et al.,
2017b). In addition, several jumps in measured characteristics of the ice (grain size,
CPO, grain aspect ratio, bore hole geometry) indicate profoundly different rheolog-
ical behavior of the material in this depth regime. Fig. 6.1 shows grain structures
of the three analyzed samples measured on thin sections using an automatic fabric
analyzer and digital image processing (Eichler, 2013). The two interglacial samples
reveal large grains (mean grain area of 34.3 mm2 and 38.7 mm2 respectively, with
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FIGURE 6.1: Different grain sizes and c-axis orientations in the three sections selected for
Raman analysis. (A) Section 2371-4. (B) Section 2371-9. (C) Section 2392-2. The pole figures
represent stereographic projections of the average c-axis orientations (one point per grain)
onto the horizontal plane. (D) Legend indicating the orientation of the main ice core axis,
scale bar and color code for the orientation of c-axes projected onto the horizontal plane.
White color indicates c-axis aligned along the ice-core axis (vertical direction).
largest grains reaching several cm2) and c-axes distributed in a girdle. In contrast,
only 20 meters deeper the MIS 6 sample is characterized by fine grains (mean grain
area of 1.6 mm2) and a highly developed vertical single maximum in the c-axes dis-
tribution. The selected region is thus of key importance to understand the deforma-
tion mechanisms and their possible relation to impurities.
6.2.2 Sample preparation
We used a standard procedure for preparation of thick sections (typical thickness
of 5–10 mm) as described by Kipfstuhl et al., 2006. Both, the upper and the lower
side of the section are polished in a first step using a microtome. The lower side is
frozen to a glass plate using a thin water film. In order to obtain maximal surface
quality, the sample sublimates for several hours under controlled temperature and
humidity conditions. This way microtome scratches and other disturbances erase
from the surface while grain-boundary grooves become more distinctive and easier
to detect. The very clear surface obtained by this sublimation polishing is inevitable
as it enables us to (1) locate the micro-inclusions inside the sample volume in order to
produce impurity maps for Raman measurements and (2) as a prerequisite to obtain
high-quality Raman signals.
6.2.3 Micro-inclusions
Micro-inclusions are micrometer-sized dust particles, salts and droplets trapped in
the ice matrix. They seem to be the most common form of impurity incorporation
in cold ice, since ice, other than liquid water, is a bad solvent and rejects most sub-
stances from its lattice. The condensed phase and size of micro-inclusions are fa-
vorable for the application of light microscopy and Raman spectroscopy to localize
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them and to record their characteristic Raman spectra. We use a light microscope
with an automatic x-y-stage (Kipfstuhl et al., 2006) to generate large area maps of
micro-inclusions. The impurity maps of sections 2371-4 and 2371-9 were previously
presented and discussed in Eichler et al., 2017. In this study we used these maps to
locate the previously found micro-inclusions with the confocal Raman microscope
and acquire their Raman spectra. This approach is particularly efficient in samples
with relatively low impurity concentrations (2371-4 and 2371-9). Here the search for
micro-inclusions using the Raman system alone would be very tedious. The combi-
nation of these two methods also enables us to put the recorded Raman spectra in
a larger spatial context, i.e., to study the distribution of different spectra along the
distance of several millimeters to centimeters.
6.2.4 Cryo-Raman
The Raman effect refers to inelastic scattering of light due to excitation of vibrational
modes of molecules or crystals. This leads to a loss of the scattered light energy –
the Raman shift – which is specific for each vibrational mode. Raman spectroscopy
offers a unique analytical tool to analyze chemical impurities in a non-destructive
way. Being an optical technique it is best suited to be applied to light-transparent
materials – such as ice. In combination with confocal optics the excitation laser can
be focused into a specimen’s volume segment as small as a few µm3, typically up
to 1 mm below the sample surface. This is a clear advantage over surface-analytical
methods, since many disturbing factors can be neglected, such as surface pollution
and possible reactions and rearrangements of trace elements due to processes at the
surface or during melting or sublimation. The backscattered light is collected with
the same confocal optics and conducted into the spectrometer in order to resolve
its spectral distribution. The probability for a photon to be Raman-scattered is very
low compared to elastic scattering (about 10−7). Thus, high incident light intensi-
ties, long integration times and sufficient concentrations of the analyzed matter are
needed. Since the laser power is limited in order to avoid melting, precise focus-
ing and high quality of the prepared sample surface are the determining factors to
obtain a discernible spectrum.
The sizes of micro-inclusions in ice are typically close to the optical resolution
limit and they appear as single dots with different shading on the image back-
ground. This makes estimations of their shapes and volumes on the basis of the
micro-photographs hardly possible. Thus the Raman spectra deliver a rather qual-
itative information about the impurity content without any access to their absolute
concentrations. Ice itself is also Raman-active so that ice spectrum is always su-
perimposed on the actual impurity spectra. In general, the characteristic impurity
peaks are well distinguishable from the ice signal, however spectral regions with
very strong ice-vibrational bands are somewhat “hidden”. This applies especially
for the O–H vibrations of the ice molecules which can cover the O–H signal of var-
ious hydrates. Luckily, the O–H vibrations in minerals are often very strong and
shifted to higher frequencies (e. g., gypsum), so that they can be distinguished from
the ice signal. In addition, not all molecules exhibit Raman-active vibrational modes
at all. The most relevant case here is NaCl being the main part of sea salt and thus
present in relatively high concentrations in polar ice. Due to the selection rules all the
vibrational transitions are forbidden and thus photons scatter only elastically. NaCl
is therefore Raman-inactive and cannot be identified using Raman spectroscopy.
The Raman system used in this study is a WITec alpha 300 M+ combined with a
NdYAG laser (λ = 532 nm) and a UHTS 300 spectrometer with a 600 grooves mm−1
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grating. A more detailed description of the system can be found in Weikusat et al.,
2015. The excitation laser, spectrometer and control unit are at room temperature,
while the microscope unit is placed in the cold laboratory at −15 ◦C and connected
through fiber optics. The laboratory temperature is close to the in-situ borehole tem-
perature so that phase transitions due to different eutectic temperatures are avoided.
Furthermore, this setup enables to perform sample preparation in the same cold
room where the microscope is placed. This is a clear advantage over the use of a
cryo-cell since exposure of samples to temperature gradients and moisture can be
completely avoided. Only in this way the carefully prepared sample surface can be
preserved during mounting on the microscope stage and protected from moisture
deposition.
6.2.5 DEP, CFA and IC
For the comparison with the Raman results, we here present impurity concentra-
tion, conductivity and particle concentration measurements from the EDML deep
ice core from 2370 – 2394 m depth. Dielectric profiling (DEP) conductivity was
measured continuously along whole core sections (data published here for the first
time). Electrolytic conductivity, Ca2+ concentration and number of particles were
measured continuously in millimeter resolution during the EPICA Dronning Maud
Land (EDML) campaign using continuous flow analysis (CFA). Parts of the particle-
concentration dataset have been published in Wegner et al., 2015, the conductivity
and Ca2+ profiles are presented here for the first time. Due to dispersion in the CFA
system the nominal resolution of the data is about 1 cm. Using sample fractions from
the CFA, the ion concentrations of Na+, Cl−, Mg2+, Ca2+, SO2−4 and NO
−
3 were mea-
sured discretely with ion chromatography (IC) at AWI Bremerhaven (data presented
here for the first time).
DEP measures the electrical conductivity on ice cores continuously and non-
destructively. The instrument consists of two aluminum shells as capacitors, acting
as electrodes. An electric field is generated across the ice core diameter from which
the real and imaginary part of the relative permittivity is obtained and the latter con-
verted into conductivity (Wilhelms et al., 1998). The genesis of the DEP signal has
been discussed previously (e. g. Moore et al., 1992).
CFA is a contamination-free, high resolution method to gain information about
impurity concentrations in ice cores. A cross section of the ice core is melted on
a heated metal block where only the inner part of the ice is analyzed in sensors
downstream of the melt flow. The CFA system used in this study was developed
at the University of Bern and is described in detail elsewhere (Kaufmann et al.,
2008; Röthlisberger et al., 2000b). Precision of the CFA measurements is typically
better than 10 % for the entire studied concentration range, due to the completely
contamination-free sampling of the CFA analysis. Here we present the continuous
high-resolution data of dissolved Ca2+, electrical conductivity and the amount of
undissolved particles (Wegner et al., 2015). Sample fractions were collected in 5 cm
resolution for further discrete analysis with IC.
Ion chromatography is commercially available and well established for the mea-
surement of ions in ice cores (Fischer et al., 2007; Ruth et al., 2008; Wolff et al., 2006).
For this study a Dionex IC2100 system was used. Anion measurements were con-
ducted with a potassium hydroxide (KOH) eluent using a Dionex AS 18 (2 mm) sep-
aration column. A methane sulfonate (MSA−) eluent was used to conduct the cation
measurements using a Dionex CS12a (2 mm) separation column. The uncertainty of
the IC analysis is estimated to be better then 5 %, the reproducibility was estimated
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to be better than 10 % for glacial concentrations, however, can deteriorate at low
concentrations, e. g. interglacial Ca2+ (Fischer et al., 2007; Ruth et al., 2008).
6.3 Results
6.3.1 IC, CFA and DEP
Figure 6.2 compares various impurity signals within a 24 m long profile (2370–2394
m) along the transition between MIS 5a and MIS 6, which includes bags 2371 and
2392. The first panel compares electrical conductivities measured by DEP (blue) and
CFA (black). Both signals represent a total contribution of all impurities, however
each of them is formed due to different physical processes. While electrolytic con-
ductivity in the meltwater (CFA) is a function of the amount of dissolved ions, the
electric charge transfer in ice (DEP) is governed by protonic defects and their mobil-
ity through the crystal (Jaccard theory). This must be taken into account in order to
explain the different behavior along the transition. While CFA conductivity shows
an increase of a factor 2-3 in the MIS 6 part in line with the higher ion concentrations,
the DEP conductivity keeps average values similar to MIS 5e. Both electrical con-
ductivities correlate relatively well on the centimeter scale. However the CFA signal
shows strong peaks on the millimeter to centimeter scale which are not reflected in
the DEP signal. In some cases the DEP conductivity even shows an anti-correlating
behavior. These narrow peaks, which only occur in the electrolytic conductivity,
are clearly an effect of impurities dissolved in the meltwater (possibly Ca2+), which
however in the frozen state do not contribute to the dielectric properties.
The climatic transition is characterized by a gradual change in the concentra-
tion of virtually all relevant impurity components. Insoluble dust (CFA, number of
particles per ml of meltwater) is the most prominent example showing the highest
contrast between the glacial and interglacial part. While in the upper part (MIS 5e)
the number of particles oscillates roughly around 1.5 · 103 ml−1 with highest peaks
reaching 1.5 · 104 ml−1, average concentrations of 1.3 · 105 ml−1 and peaks with 2.5 ·
105 ml−1 are reached below the transition. This represents an increase of two or-
ders of magnitude and is consistent with previous reports (Wegner et al., 2015). The
CFA Ca2+ shows a similar signal as the CFA dust with well correlated peaks. This
suggests that major parts of calcium are of non-sea salt origin (nssCa) as discussed
further below, and shares similar sources and transport paths with aeolian dust. The
CFA and IC results are in a good agreement and the difference in Ca2+ concentration
above and below the transition is approximately one order of magnitude.
The six main ions measured by IC are Cl−, Na+, Mg2+, Ca2+, SO2−4 and NO
−
3
(lower three panels of Fig. 6.2). All IC signals show a concentration increase to-
wards MIS 6, however with varying slopes. The major sea salt components Cl−,
Na+ and Mg2+ correlate with each other and the contrast between MIS 5e and MIS 6
concentration is around a factor of 20 (see Tab. 6.2). The SO2−4 shows a variable
signal. The most prominent peaks correlate with peaks in the DEP conductivity, as
expected from earlier studies (Moore et al., 1991). The concentration of SO2−4 rises
by a factor 4 across the climatic transition. In contrast the NO−3 concentration reveals
a relatively stable signal (around 40 ppbw in MIS 5e) without any significant peaks
and a concentration increase by only a factor 2 across the transition.
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FIGURE 6.2: DEP, CFA and IC data along the transition between MIS 5a and MIS 6 (2370–
2394 m). The positions of bags 2371 and 2392 are marked. The concentrations of solid parti-
cles have been previously presented by Wegner et al., 2015, all other datasets are presented
here for the first time.
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FIGURE 6.3: Relative concentrations of identified species in percent within each sample.
Different color families are used to distinguish between sulfate inclusions and mineral dust
– cold colors for insoluble dust and rather warm colors for sulfates. While in the interglacial
samples sulfate salts form 96 % of the micro-inclusions, in the glacial ice mineral dust is most
prevalent.
6.3.2 Raman results
We analyzed in total 290 micro-inclusions within the three measured samples. The
Raman spectra of 183 (63 %) micro-inclusions could be identified using reference
spectra. 12 (4 %) micro-inclusions showed Raman spectra which could not be identi-
fied. In 19 (7 %) cases the signal was disturbed by strong luminescence and 76 (26 %)
micro-inclusions showed no signal at all. In order to maximize the signal-to-noise
ratio we varied the integration time typically between 2.5 and 5 seconds per accu-
mulation and the number of accumulations between 10× and 20×. However, the
total acquisition time per micro-inclusion was limited by the cumulative heating of
the particles, which would in extreme cases cause local melting or even destruction
of the particles.
Table 6.1 presents the identified impurity species and their absolute numbers in
the three analyzed sections. We can differentiate between a group of numerous sul-
fates versus other minerals often called mineral dust. Most spectra in this group are
the three silicates: quartz, mica and feldspar. We also identified a few iron oxides and
titanium oxides (hematite, anatase), which also contribute to this group. Carbona-
ceous particles have been found in form of pure graphite as well as carbon-sulfate
mix.
Sulfate particles are relatively easy to detect due to the intense ν1 vibrational
mode of the SO4 molecule. However, further determination of exact specie depends
on the quality of the spectra. Thus a significant number of sulfate inclusions could
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Within the fully identified sulfate spectra, sodium sulfate (possibly thenardite,
Na2SO4) and gypsum (CaSO4 · 2H2O) represent the most abundant species. An-
other frequently observed spectrum showed a very good match with the reference
spectra of jarosite ((Fe, K) SO4).
Figure 6.3 shows the relative occurrence of the identified species within all three
samples. There is a clear difference between ice from the warm period (2371-4 and
2371-9) and the glacial ice (2392-2). First, impurity concentrations from the cold
period are much higher than in warm-period ice. In the case of dust concentra-
tion this implies to a factor 100 more particles in glacial ice. Second, two thirds of
micro-inclusions in the glacial sample are insoluble dust particles and one third are
sulfates - mainly gypsum particles. In contrast, the warm period ice contains around
96 % sulfate inclusions and only a minimal fraction, around 4 %, of insoluble dust.
The most frequent species in 2371-4 is Na2SO4 followed by the group of unspecified
sulfates. In 2371-9, unspecified sulfates are most prevalent, followed by gypsum
particles (CaSO4 · 2H2O).
6.3.3 Impurity distribution
Micro-inclusions are distributed rather heterogeneously through the polycrystal.
This is evident from their positions in the impurity maps (Fig. 6.4, 6.5 and 6.6) as
already stated in Eichler et al., 2017. Micro-inclusions form areas of higher and
lower concentrations and tend to align in horizontal bands which extend over
grain boundaries. The double horizon in section 2371-9 (Fig. 6.5b) is a clear ex-
ample of such layering. At the sub-millimeter scale, small groups and chains of
micro-inclusions are frequently observed. The Raman spectra reveal no separation
patterns or preferred grouping of individual chemical compounds. The different
species seem to be well mixed within the analyzed areas.
We found no significant relationship between the positions of micro-inclusions
and the grain boundary network neither in the glacial nor interglacial samples.
The implications for the interaction between grain boundaries and micro-inclusions
(Zener pinning and drag) have been discussed in Eichler et al., 2017. The Raman
analysis shows that also compositions of the particles are independent of the dis-
tance from grain boundaries. When acquiring Raman signal directly from grain
boundaries and triple junctions, only the ice signal could be detected, without any
spectra indicating dissolved impurities. However, such attempts were limited only




We identified the composition of 63 % of the measured micro-inclusions. The re-
maining 37 % measurements showed either no signal at all, were disturbed by lu-
minescence, or exhibited an unidentified Raman spectrum. A reliable phase iden-
tification is dependent on the quality of the acquired spectra. For instance in the
case of sulfates, many phases exhibit a very intense main band (ν1 mode of the SO4
molecule) around the same Raman shift and can only be identified, if the minor lat-
tice vibrations are also resolved. The quality of the Raman signal strongly depends
on the size of each individual micro-inclusion, on the quality of the sample surface,
particle–surface distance and other factors. Micro-inclusions without any signal can
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FIGURE 6.4: Detail of section 2371-4 (2370.408–2370.455 m): (A) High resolution CFA profile showing Ca2+
concentration and number of insoluble particles. (B) Impurity map with three rectangular areas of interest.
White circles represent positions of individual micro-inclusions presented in Eichler et al., 2017. Colored cir-
cles indicate micro-inclusions analyzed with the Raman system. Blue bands indicate positions of grain bound-
aries at the focus depth of the micro-inclusions. Black objects in the image are effects of ice relaxation: small
elliptical micro-bubbles which tend to form close to grain boundaries and larger hexagonal planar lattice de-
fects often called the plate-like inclusions. (C) Detail of area 3 with a chain of micro-inclusions. A plate-like
inclusion (black, upper left corner) can serve as a marker of the crystallographic lattice orientation. (D) Detail
of two micro-inclusions from area 3. The sodium sulfate particle (left) exhibits an exceptionally large size. Its
elongation direction seems to coincide with the basal plane of the ice crystal.
be attributed either to Raman-inactive species such as NaCl or to cases where the
excitation laser focus missed the target. In both cases only ice spectrum could be
recorded.
Among the 183 identified micro-inclusions sulfates dominate the statistics. In the
MIS 5e samples (2371-4 and 2371-9) they represent 96 % of micro-inclusions. This is
in agreement with previous studies by Ohno et al., 2005, 2006 who found sulfate
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salts being the major micro-inclusions in Dome Fuji. Sodium sulfate was previ-
ously reported by Ohno et al., 2006 in form of mirabilite. The peak positions in
our spectra as well as the absence of the O–H peak indicate rather the anhydrous
phase thenardite in our samples. However, the O–H vibration may be hidden by
the ice O–H bands so that this argument is not very strong. In contrast, the O–
H band of gypsum (CaSO4 · 2H2O) is visible in a number of its spectra so that the
phase identification is certain. We identified for the first time iron–potassium sul-
fate ((Fe, K) SO4) in ice using Raman spectroscopy. The spectra showed a very good
match with the reference spectra of jarosite. Jarosite was curiously identified by
Baccolo et al., 2018 within dust particles in deep ice from Talos Dome. The forma-
tion of jarosite in icy environments on Mars was discussed by Michalski and Niles,
2011. We also detected a few particles with relatively good match to the spectra of
bloedite (Na2Mg (SO4)2 · 4H2O). The unspecified sulfate particles are attributed to
at least two different Raman spectra (see Appendix), both with the SO4 symmetric
stretching mode ν1 at 989 cm−1. Possible candidates are sodium-aluminum sulfate
(Na, Al) SO4, magnesium sulfate MgSO4, ammonium sulfate (NH4)2 SO4 and simi-
lar, or mixtures of these.
The number of dust particles detected in the interglacial samples are relatively
low – 2 quartz particles, 2 hematite and 1 anatase. This is in accordance with the
low concentrations of dust in the CFA profile. In contrast, the MIS 6 sample (2392-
2) contains almost two orders of magnitude higher concentrations of mineral dust
(105 particles per ml, CFA). This reflects conditions characteristic for glacial periods,
namely low accumulation rates in combination with high atmospheric dust content.
This is also reflected in the spectra statistics, which is dominated by crust-forming
silicates – quartz, mica and feldspar. Interestingly, Ca-containing crustal minerals,
such as Ca-plagioclase and Ca-carbonates are completely missing. This could re-
sult from the insufficient number of measured spectra in the “dusty” MIS 6 sample.
However, another explanation could be that postdepositional changes in the com-
position of mineral dust occurred as suggested by Baccolo et al., 2018, e. g. due to
exposure to strong acids like H2SO4. The abundant gypsum particles could be a
byproduct of such changes. The discussion below reveals some indications for sim-
ilar changes affecting also the sea-salt aerosols.
6.4.2 Ion balance
The ionic composition of the water-soluble impurities can be assessed using ion
chromatography (IC). Table 6.2 presents concentrations measured by IC in bags 2371
and 2392 (column 2 and 3). Values are averaged along one meter. Molar masses (col-
umn 4) are used to calculate molar concentrations for each ion (column 5 and 6).
Taking sodium as sea-salt reference and using standard sea-salt ionic ratios (column
7) we can estimate the expected sea-salt (SS) and non-sea-salt (NSS) contribution for
each ion (column 8 and 9). All ions reveal an increase of concentration from bag
2371 (MIS 5e) to bag 2392 (MIS 6). Furthermore, the concentration ratios between
individual compounds differ significantly between the glacial and interglacial ice.
In bag 2371 nitrate and sulfate are the major ions with 7.01 · 10−7 mol kg−1 and
6.22 · 10−7 mol kg−1 respectively, followed by chloride (3.63 · 10−7 mol kg−1). The
cations Na+, Ca2+ and Mg2+ are present in significantly lower concentrations re-
sulting in an overall acidity of the ice. On the contrary, Cl− and Na+ dominate
the ion budget in bag 2392 with molar concentrations of 6.13 · 10−6 mol kg−1 and
5.27 · 10−6 mol kg−1 respectively.
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FIGURE 6.5: Detail of section 2371-9 (2370.915–2371.0 m): (A) High resolution CFA profile showing Ca2+ con-
centration and number of insoluble particles. (B) Impurity map, white circles represent positions of individual
micro-inclusions presented in Eichler et al., 2017. Colored circles indicate micro-inclusions analyzed with the
Raman system. Blue bands indicate positions of grain boundaries at the focus depth of the micro-inclusions.
A horizontal double layer of micro-inclusions at 2370.95 m correlates with a strong peak in the CFA profiles.
(C) Detail of the double layer with area of interest selected for the Raman measurements in the upper horizon.
(D) Zoom into the upper horizon. (E) Raman spectra of three selected micro-inclusions in the upper horizon.
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TABLE 6.2: Mean IC concentrations within two one-meter-long ice core segments (bags)
which envelope the studied samples. Bag 2371 (2370-2371 m) originates from MIS 5e, Bag
2392 (2391-2392 m) from MIS 6. Sodium concentrations are used as reference for the calcula-












Bag 2371 2392 2371 2392 2371 2392
NO−3 43.47 75.65 62.005 7.01 · 10−7 1.22 · 10−6
SO2−4 59.78 212.30 96.061 6.22 · 10−7 2.21 · 10−6 0.252 4514 % 695 %
Cl− 12.88 217.44 35.453 3.63 · 10−7 6.13 · 10−6 1.8 136 % 100 %
Na+ 5.25 121.14 22.989 2.29 · 10−7 5.27 · 10−6 1 100 % 100 %
Ca2+ 4.21 57.57 40.078 1.05 · 10−7 1.44 · 10−6 0.038 2111 % 1251 %
Mg2+ 0.90 25.36 24.305 3.72 · 10−8 1.04 · 10−6 0.12 143 % 174 %
H+ 1.80 · 10−6 1.54 · 10−6
In both segments, Cl−, Na+ and Mg2+ match very well the sea-salt ion balance
and can be considered to originate almost entirely from sea-salt, being transported
to the Antarctic plateau in form of NaCl, MgCl2 and their mixtures. This is also
reflected in the correlated signals of these three components in Fig. 6.2. On the con-
trary, the concentrations of SO2−4 and Ca
2+ exceed the seawater balance about an
order of magnitude. This is consistent with their non-sea-salt origin at the EDML
site. The main SO2−4 sources are marine biogenic sulfur (Kaufmann et al., 2010) and
stratospheric sulfate deposits, whereas most Ca2+ is transported together with con-
tinental dust and is often used as a dust proxy (Ruth et al., 2008).
The imbalance between major anions and cations can be expressed in the con-
centration of excess protons H+ following Eq. 6.1. The concentrations of other ions
such as NH+4 and MSA
− in our samples are very low so that their contributions to














]− [Na+]− 2 [Ca2+]− 2 [Mg2+] (6.1)
Despite the different ionic concentrations and ratios between bag 2371 and 2392, the
H+ concentrations reveal very similar values in both bags (Tab. 6.2, last row). Thus
the ice acidity is nearly constant across the transition between MIS 5e and MIS 6 and
is indeed consistent with the DEP conductivity signal (Fig. 6.2).
6.4.3 Sulfate
The Raman analysis revealed that sulfate particles form a dominant part of micro-
inclusions in our samples. In the interglacial samples they represent 96 % of all iden-
tified spectra. This result is consistent with similar observations by Ohno et al., 2005,
2006 in the Dome Fuji ice core. We cannot confirm observations by Fukazawa et
al., 1998a who suggested presence of sulfuric acid in aqueous solution along grain
boundaries and triple junctions leading to a network of liquid-filled veins (Rempel
et al., 2001). Ionic concentrations in our samples (Tab. 6.2) reveal a sufficient amount
of cations as reaction partners to form sulfate salts. Accordingly, most SO2−4 precip-
itates in form of micro-inclusions rather than liquid H2SO4 solution. This, however,
can be different in ice with extremely high sulfate concentrations.
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6.4.4 Nitrate
The main sources of NO−3 remain uncertain, however it is a major impurity compo-
nent in Antarctic ice (Röthlisberger et al., 2000a). As shown in Tab. 6.2, it represents
the most abundant ion in terms of molar concentration in the two interglacial sam-
ples (bag 2371) and similar concentrations are found also in the glacial part (bag
2392). This is apparently in contradiction to the Raman analysis. In fact, not even
one micro-inclusion showed a spectrum that could be clearly attributed to a nitrate
salt. This discrepancy may be explained by the relatively high excess of trace an-
ions. In an acidic environment the three main acids – HNO3, H2SO4 and HCl –
compete to react with the relatively low amount of cations. Sulfuric acid is the most
reactive one being able to replace the other acids in their salts (Iizuka et al., 2008).
Thus the final product are various sulfate salts forming micro-particles as shown
in the Raman data. However, this does not explain what happens with the nitrate
which remains present in the ice, as obvious from the IC measurements. If micro-
droplets of concentrated HNO3 would form, they should be easily detectable with
the Raman-microscope. It seems to be conclusive that nitrate ions are present rather
in a dissolved form than a condensed phase. This is in agreement with experimental
results by Thibert and Dominé, 1998 who suggested HNO3 (with relatively high dif-
fusion coefficient: D = 2 · 10−11 cm2 s−1 at−32 ◦C) forming solid solution in ice. The
mean migration distance of NO−3 after 129 ka would be around 9 cm which would
fade away any seasonality in the nitrate signal in our samples. Indeed, the IC profile
(Fig.6.2) shows a very stable NO−3 signal without any distinctive peaks or other kind
of variability.
6.4.5 Chloride
The case of HCl may be similar to HNO3, albeit complicated by the fact that hy-
drochloric acid and its most prominent salt – NaCl – do not possess a Raman-active
mode. Thus the Raman data do not provide any direct information about the form or
location of chloride in ice. The IC data in Tab.6.2 indicate that the Cl− concentration
in our samples resembles the sea-salt Cl−/Na+ ratio, meaning that no significant
loss of Cl− occurred since deposition. However, the high amount of Na2SO4 spectra
indicates that a considerable part of Cl− was replaced from the sea-salt by sulfate.
This could occur in a direct reaction with sulfuric acid (6.2) or over several steps,
e.g., via (6.3) and (6.4).
2NaCl+H2SO4 → Na2SO4 + 2HCl (6.2)
NaCl+HNO3 → NaNO3 +HCl (6.3)
2NaNO3 +H2SO4 → Na2SO4 + 2HNO3 (6.4)
The final product of these reactions is the formation of Na2SO4 and release of HCl.
According to the phase diagram by Thibert and Dominé, 1997 the amount of chloride
present in our samples could easily form solid solution even if all the NaCl was
converted into Na2SO4. The diffusion coefficient of HCl in ice estimated by Thibert
and Dominé, 1997 is of the order of 10−12 cm2 s−1. This would lead to an average
distance of 2 cm after 129 ka. Taking ice thinning into account the Cl− signal should
be well preserved even at 2400 m depth. This is in agreement with the IC profile
which shows a good correlation between the Cl− and Na+ signals. Our Raman
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results in combination with the ion balance from IC are overall in a good agreement
with chemical compositions of salt inclusions predicted by Iizuka et al., 2008.
6.4.6 Solid solution
The presence of excess anions in the studied samples raises questions on their in-
corporation and distribution in the ice. This will mainly depend on the amount of
energy needed for their incorporation. It has been postulated that ions with rather
small ionic radii such as F− and Cl− should be able to substitute water molecules in
the ice lattice. The incorporation of one HCl molecule for instance would introduce a
Bjerrum L defect and an H3O+ ionic defect into the lattice (Petrenko and Whitworth,
1999), both being electric charge carriers. If a significant amount of HCl were avail-
able – e. g., due to reaction (6.2) – the electrical properties would change radically.
Thus the DEP conductivity in Fig. 6.2 may not be directly linked to the SO2−4 con-
centration as apparent from its curve shape, but rather to the amount of dissociated
Cl− which, however, depends on SO2−4 via (6.2), (6.3) and (6.4).
Larger molecules are not compatible with the dimensions of the ice lattice and
thus cannot substitute water molecules at the lattice sites. They represent high-
energy lattice defects and therefore are likely to accumulate at regions of high en-
ergy, such as grain boundaries, subgrain boundaries, triple junctions and other im-
purities. Thibert and Dominé, 1997, 1998 suggested that diffusion through low angle
grain boundaries was important for both – Cl− and NO−3 . Dissolved ions in grain
boundaries and triple junctions are likely to affect several of their characteristics, in
particular the mobility (Alley et al., 1986b) and molecular structure via enhanced
premelting (Rempel et al., 2001). The absence of Raman signal in grain boundaries
and triple junctions suggests that concentrations of Raman-active molecules in the
grain boundary network are significantly lower than reported by e. g. Fukazawa et
al., 1998a. This does not apply to mono-atomic ions and Raman-inactive molecules,
which could still reside in the grain boundaries. However, liquid water phase caused
by enhanced premelting should be well distinguishable from the ice Raman spectra,
which was not the case.
6.4.7 Transport, mixing and reactions
The comparison of Raman results with concentrations of major ions (IC) indicates
that mixing and chemical reactions occurred since deposition of the different impu-
rities. It is difficult to guess when or in which depth these processes occur. It is likely
that many chemical processes take place already in the aerosol phase, during precip-
itation or shortly after it, during snow metamorphism. Porous snow with its large
surface area, temperature gradient and light penetrating the upper layers offers a
highly reaction-friendly environment for many species (Bartels-Rausch et al., 2014;
Dominé and Shepson, 2002). Postdepositional losses of MSA−, NO−3 and Cl
− have
been investigated by Weller et al., 2004 at the EDML site. In contrast to sites with
low accumulation rate there was no significant Cl− loss with depth in the EDML
snow. The Cl/Na ratio persisted close to the sea-salt value. The authors suggested
that the main part of Cl− was located inside the ice crystals in form of NaCl isolated
from the other reacting agents. This again would suggest that reactions with other
acids (see section 6.4.5) would occur later on, possibly when the pores have already
been closed off and the ice was formed.
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FIGURE 6.6: Impurity map in section 2392-2 (2392.26 m). The impurity analysis of the MIS 6
sample was restricted to an area of approx. 8× 8 mm2. White circles represent positions
of individual micro-inclusions. Colored circles indicate micro-inclusions analyzed with the
Raman system. Gray circles represent micro-inclusions with strong luminescence. Blue
bands indicate positions of grain boundaries at the upper surface, approximately 300 mi-
crons above the focus depth of the micro-inclusions.
Below the firn–ice transition impurities are trapped at their locations and the
transport and reaction dynamics is reduced significantly. In a completely static ma-
trix the transport of impurities is controlled exclusively by diffusion due to thermic
fluctuations. However, as ice deforms it provides more opportunities for mixing
and reactions between impurities. Two important flow-related processes are: (1) Ac-
cumulation and drag of dissolved impurities by migrating grain boundaries (GB)
due to dynamic recrystallization and grain growth. The longer the distance covered
by the GB migration, the more dissolved ions can accumulate in it, react with each
other and, eventually, precipitate in form of newly formed salt particles. Such micro-
particles would be left behind because of their low mobility. (2) Strain in a deforming
ice polycrystal distributes highly heterogeneously (Jansen et al., 2016; Llorens et al.,
2016b; Steinbach et al., 2016) forming localized bands of high strain and strain rate.
Under simple shear conditions these shear bands align at low angles to the hori-
zontal shear plane (Llorens et al., 2016b), which typically also corresponds to the
orientation of the isochrones. Impurities located in such shear bands are exposed
to higher mechanical mixing rates, however without a necessarily disturbing effect
on their chronology. Both mechanisms could be relevant for mixing of dissolved
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impurities and the formation of new micro-inclusions with increasing depth as sug-
gested by Faria et al., 2010. This could also partly explain their characteristic spatial
distributions on the micro-scale, i. e. the frequently observed chains and groups of
micro-inclusions (e. g. Fig. 6.4b).
6.4.8 Deformation of ice
As shown in previous studies (Cuffey et al., 2000b; Dahl-Jensen and Gundestrup,
1987; Fisher and Koerner, 1986; Paterson, 1991), impurity-loaded ice in simple shear
deforms in general more readily than clean ice. Ambiguous results have however
been observed possibly due to oversimplified assumptions on large-scale deforma-
tion geometry (plain strain versus shear) and the interaction with anisotropic ice (Pa-
terson, 1983). It is thus worthwhile discussing the actual processes under the likely
deformation kinematics. The samples discussed here originate from depths 2370 m
and 2392 m, i. e., deep enough in the lowest third of the ice sheet where simple shear
due to interaction with bedrock is already expected to dominate the deformation
(Dansgaard-Johnsen model). Numerical ice sheet modeling of the EDML site pre-
dicts the onset of simple shear below 1700 m and further increase of horizontal shear
around 2400 m (Weikusat et al., 2017b). The MIS 6–5e transition is characterized by
the highest spatial gradient of impurity concentration along the entire ice core. Thus
we can expect a different rheology for the two neighboring parts – the interglacial,
clean ice being the “harder” and the glacial, impurity-loaded ice the “softer” layer
for shearing. Recent measurements of the EDML borehole deformation, which will
be published elsewhere, indeed suggest such a behavior (Jansen et al., 2017).
Investigations of the effect of impurities on the deformation rate of ice often
differentiate between dissolved impurities (ions) versus second phase inclusions
(micro-inclusions) (Alley and Woods, 1996; Alley et al., 1986a,b; Cuffey et al., 2000b;
Durand et al., 2006b; Gow et al., 1997). Furthermore, it is distinguished between
a direct effect on the single ice-crystal plasticity (Glen, 1968; Jones and Glen, 1969;
Jones, 1967; Petrenko and Whitworth, 1999) versus the interaction between impu-
rities and grain boundaries (Alley et al., 1986a; Durand et al., 2006b; Eichler et al.,
2017; Humphreys and Hatherly, 2004). The latter has been suggested as responsi-
ble for the frequently observed high impurity content correlating with small grains
sizes (Fisher and Koerner, 1986; Paterson, 1991). Impurities either in particulate or
dissolved form would slow down grain boundary migration and grain growth. Ac-
cording to Paterson (1991), fine-grained ice in simple shear tend to develop strong
CPO faster than coarse-grained ice. Other authors (e. g., Cuffey et al., 2000b; Goldsby
and Kohlstedt, 2001) propose other grain-size sensitive deformation mechanisms
acting on the micro-scale.
Based on the results presented above following conclusions can be drawn: The
amount of dissolved impurities is rather small, since most cations and anions react
together forming salt inclusions. Nitrate represents an exception, as demonstrated
through its absence in the Raman records and thus is likely to enter in solid solu-
tion. However, the concentrations in MIS 5e and MIS 6 are very similar, so that NO−3
is rather unlikely to be responsible for such dramatic differences in microstructure
(Fig.6.1) and rheology. Solid solution of chloride, which introduces protonic defects
into the ice lattice and thus increases mobility of dislocations (Petrenko and Whit-
worth, 1999), depends on the concentration of other major acids to replace Cl− in
the sea salt. As shown in Tab. 6.2, the acidities in both parts of the ice core are very
similar, so that the role of dissolved Cl− may be rather minor as well. However,
the concentration of NaCl itself increases by a factor 20 from MIS 5e to MIS 6. Thus,
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depending on its phase and spatial distribution, which are inaccessible to the Ra-
man analysis, NaCl could have a significant effect on ice physical properties. Micro-
inclusions, which represent the most common form of impurities in ice, are another
major candidate responsible for the different properties of glacial and interglacial ice.
The number of insoluble particles per volume unit increases by two orders of magni-
tude along the climatic transition (Fig.6.2). However, the actual mechanism must be
further investigated, since contradictory assumptions and observations are associ-
ated with our current understanding of Zener pinning as the controlling mechanism
(Alley et al., 1986a; Durand et al., 2006b; Eichler et al., 2017).
6.5 Summary
In this study a combination of micro-cryo-Raman spectroscopy and CFA, IC and
DEP data was presented in order to investigate the way in which chemical impurities
integrate and distribute in solid ice. This is another step towards a more holistic view
on ice cores, building a bridge between ice core chemistry and physical properties
of ice. For more quantitative comparisons and in order to improve the statistical
significance, a higher number of micro-inclusions covering larger areas should be
investigated in future studies. This is technically possible, however requires further
improvements of the focusing routine in order to reduce the time between individual
measurements.
The three studied EDML samples originate from the depth range between 2370
m and 2400 m around the transition from the penultimate glacial period MIS 6 to the
early MIS 5e and are characterized by immense differences in impurity concentra-
tions and compositions as well as crystal sizes and orientations. While the glacial
impurity concentrations are up to several orders of magnitude higher than the inter-
glacial ones (e. g. dust), the average crystal area decreases by a factor 20. The MIS 6
micro-inclusions are dominated by mineral dust particles. On the contrary, 96 % of
the MIS 5e inclusions were sulfate particles, mainly gypsum, sodium sulfate, iron–
potassium sulfate (likely jarosite) and other unspecified sulfates. We report for the
first time Raman spectra of mica, graphite, anatase, hematite, possibly jarosite and
bloedite in an ice core. The spatial distributions of micro-inclusions are highly het-
erogeneous, forming horizontal layers on the millimeter-scale and small groups or
chains of micro-inclusions on the micrometer-scale. No preferential distribution of
micro-inclusions with respect to the grain boundary network could be determined,
neither in the interglacial nor in the glacial samples. Furthermore, no Raman signal
was detected, which would indicate the presence of dissolved impurities in grain
boundaries or triple junctions. This puts the relevance of liquid-filled or acid-filled
veins into question, at least for concentrations and temperatures present in our sam-
ples. Nevertheless, small amount of ions, e. g. as referred by Alley et al., 1986a, could
still segregate to grain boundaries without being detected by the Raman microscope.
Also, NaCl – the main part of sea salt – has to be excluded from our considerations,
since it is inaccessible for Raman spectroscopy, no matter in which phase.
The combination of Raman analysis of micro-inclusions with the concentrations
of major ions from IC demonstrates that the way impurities incorporate into ice
varies not only from species to species, but rather depends on the overall ion bud-
get, as already suggested by Iizuka et al., 2008. This is evident from the case of
missing nitrate salts in the Raman spectra, which we interpret as a result of reactions
with stronger acids – mainly H2SO4 – leading to the solution of NO−3 in ice. The
presence of Na2SO4 suggests that also a part of Cl− was expelled from the sea-salt
72 Chapter 6. Paper II
and possibly dissolved in the matrix, while the Na+/Cl− sea salt ratio stayed pre-
served. Similarly, the solid mineral-dust aerosols seem to be affected by the acids,
as suggested by the absence of Ca-carbonate and Ca-plagioclase and the abundance
of gypsum instead. We conclude that some of these reactions may take place after
the deposition of the original aerosols. The deforming ice matrix offers a number
of mechanisms which facilitate mixing and reactions between impurities on the mi-
crometer to millimeter scale, without necessarily disturbing their chronology. Thus,
our understanding of polar ice as a frozen archive should be reconsidered. Whether
a particular impurity signal will be preserved at a certain depth depends on the re-
actions it was involved in, their products and the mobilities (or diffusion rates) of
these products.
The link between impurities and enhanced deformation of ice remains ambigu-
ous, as well as the identification of the responsible impurity species. Our results
suggest that the two major actors are likely to be micro-inclusions and sodium sul-
fate, which is however invisible to the Raman spectroscopy. The effect of dissolved
ions might be rather minor, as most of them react and precipitate in form of salt
inclusions. The excess ion concentrations are similar in both parts of the ice core.
Micro-inclusions represent the most common form of impurities and experience the
highest concentration gradient along the climatic transition. However, the identifica-
tion of the responsible mechanism remains pending. In particular, future investiga-
tion still need to resolve, whether characteristic microstructures such as small grains
and strong CPOs are the main drivers for enhanced deformation, or its consequence.
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FIGURE 6.8: Example Raman spectra of micro-inclusions: (A) quartz, (B) mica, (C) feldspar,
(D) black carbon, (E) anatase, (F) hematite, (G) gypsum, (H) thenardite, (I) jarosite, (J)
bloedite, (K) unspecified sulfate 1, (L) unspecified sulfate 2. The ice vibrational bands are
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Abstract
The flow of ice depends on the properties of the aggregate of individual ice crystals,
such as grain size or lattice orientation distributions. Therefore, an understanding of
the processes controlling ice micro-dynamics is needed to ultimately develop a phys-
ically based macroscopic ice flow law. We investigated the relevance of the process
of grain dissection as a grain-size-modifying process in natural ice. For that purpose,
we performed numerical multi-process microstructure modeling and analyzed mi-
crostructure and crystallographic orientation maps from natural deep ice-core sam-
ples from the North Greenland Eemian Ice Drilling (NEEM) project. Full crystallo-
graphic orientations measured by electron backscatter diffraction (EBSD) have been
used together with c-axis orientations using an optical technique (Fabric Analyser).
Grain dissection is a feature of strain-induced grain boundary migration. During
grain dissection, grain boundaries bulge into a neighboring grain in an area of high
dislocation energy and merge with the opposite grain boundary. This splits the high
dislocation-energy grain into two parts, effectively decreasing the local grain size.
Currently, grain size reduction in ice is thought to be achieved by either the progres-
sive transformation from dislocation walls into new high-angle grain boundaries,
called subgrain rotation or polygonisation, or bulging nucleation that is assisted by
subgrain rotation. Both our time-resolved numerical modeling and NEEM ice core
samples show that grain dissection is a common mechanism during ice deformation
and can provide an efficient process to reduce grain sizes and counter-act dynamic
grain-growth in addition to polygonisation or bulging nucleation. Thus, our results
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show that solely strain-induced boundary migration, in absence of subgrain rota-
tion, can reduce grain sizes in polar ice, in particular if strain energy gradients are
high. We describe the microstructural characteristics that can be used to identify
grain dissection in natural microstructures.
7.1 Introduction
Knowledge of the properties and processes controlling the flow of ice is essential to
understand ice sheet dynamics. Ice sheets creep under gravitational forces (Petrenko
and Whitworth, 1999) and their macroscopic flow is affected by properties of indi-
vidual ice crystals, such as crystallographic preferred orientation (CPO) and grain
size (Bader, 1951; Budd and Jacka, 1989; Mangeney et al., 1997; Ng and Jacka, 2014;
Steinemann, 1954; Veen and Whillans, 1990). Ice crystals in ice sheets are thought to
mainly accommodate deformation by viscoplastic glide and climb of intracrystalline
lattice defects, which is known as dislocation creep (Pimienta and Duval, 1987; Shoji
and Higashi, 1978). On Earth, the only stable ice polymorph is hexagonal ice Ih,
which has a significant viscoplastic anisotropy. The glide resistance on the basal
plane, which is perpendicular to the c-axis, is at least 60 times lower than that on
the prismatic and pyramidal glide planes (Duval et al., 1983). With deformation, c-
axes align in the direction of maximum finite shortening (Azuma and Higashi, 1985)
causing a macroscopic mechanical anisotropy of the polycrystalline aggregate (Budd
and Jacka, 1989; Gao and Jacka, 1987).
Dislocation creep depends on the CPO and is grain size insensitive. However,
other deformation mechanisms such as grain boundary sliding or diffusion creep are
known to depend on grain sizes (Raj and Ashby, 1972; Shoji and Higashi, 1978) and
may be strain rate controlling at low stresses (Goldsby and Kohlstedt, 1997a, 2001;
Pettit and Waddington, 2003). An understanding of grain size evolution in ice sheets
including all relevant processes and proposed models (Durand et al., 2006a; Ng and
Jacka, 2014) is essential to include the full suite of deformation mechanisms into ice
flow modeling.
In various deep ice cores, grain size is observed to increase with depth until a sta-
ble value is reached (Fitzpatrick et al., 2014; Jun et al., 1998; Montagnat et al., 2012).
Where drill cores penetrate the glacial to Holocene transition, a distinct decrease
in grain size and increase in CPO strength is found (Faria et al., 2014a; Montagnat
et al., 2014; Weikusat et al., 2017b, and references therein). The North Greenland
Eemian Ice Drilling (NEEM) ice core reflects this typical microstructural evolution.
In NEEM, a relatively stable grain size of about 10 to 12 mm2 is observed below a
depth of ca. 400 m, but the CPO progressively strengthens further down (Binder,
2014; Kipfstuhl, 2010; Montagnat et al., 2014; Weikusat and Kipfstuhl, 2010). A dis-
tinct change toward strongly aligned c-axes that form an elongated, vertical single
maximum is observed at the transition from Holocene to glacial ice at 1,400 m depth
(Binder, 2014; Montagnat et al., 2014). In the glacial ice, the grain sizes are smaller
and more variable than in Holocene ice. This is observed to correlate with higher
impurity load in glacial ice. However, the relation of grain size and CPO with impu-
rities is still under discussion (Eichler et al., 2017).
The grain size in ice results from a combination of grain growth and grain-size-
reducing mechanisms. The downward increase in grain size in shallow ice toward
stable grain sizes implies a stronger relative contribution of grain-size-reducing
mechanisms when stable grain sizes are achieved. As ice in ice sheets mostly
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deforms at temperatures close to its pressure melting point, recrystallization is ex-
pected to accompany viscoplastic deformation (Duval, 1979; Jacka, 1994; Kipfstuhl
et al., 2009). Recrystallization includes rotation of crystal lattices, as well as grain
boundary migration and/or formation of new grain boundaries (Faria et al., 2014c).
The migration of grain boundaries during normal grain-growth (NGG) is driven
by surface energy minimisation (Alley et al., 1986a,b; De La Chapelle et al., 1998;
Duval, 1985; Smith, 1964; Weaire and Rivier, 1984). NGG leads to an increase of
mean grain area with time and equidimensional grains with slightly curved grain
boundaries forming 120◦ angles at grain boundary triple junctions. Strain-induced
boundary migration (SIBM), however, is driven by strain energies that result from
the elastic lattice distortion caused by dislocations (Humphreys and Hatherly, 2004,
pp. 251–253). During SIBM, grain boundaries migrate toward highly strained areas
in adjacent grains and leave behind dislocation-free regions. This usually causes
irregular grain boundaries and bulges toward high-energy regions (Means, 1981).
SIBM in ice is assumed to cause increasing grain sizes (Duval and Castelnau, 1995)
and has been termed dynamic grain-growth when combined with NGG (Faria et al.,
2014a,c; Urai and Jessell, 2001).
During recovery, dislocations arrange in lower energy configurations (Urai et al.,
1986; White, 1977). This leads to the gradual transformation of low-angle disloca-
tion walls into subgrain boundaries (Weikusat et al., 2017a) and eventually into new
high-angle grain boundaries. This process of rotational recrystallization or polygo-
nisation leads to a grain size reduction (Alley et al., 1995; Rössiger et al., 2011). The
formation of new grains by spontaneous nucleation is a further mechanism of grain-
size reduction, but is thought to be very unlikely in the absence of strong chemi-
cal driving forces, as is the case for ice (Drury and Urai, 1990; Faria et al., 2014c;
Humphreys and Hatherly, 2004). During bulging nucleation, small grains separate
from the serrated grain boundary formed by SIBM assisted by subgrain rotation.
Bulging nucleation is suggested to reduce grain sizes in ice (De La Chapelle et al.,
1998; Duval and Castelnau, 1995; Montagnat et al., 2015) and is observed in creep
tests on columnar ice at high temperatures and stresses (Chauve et al., 2017). The
deformation-induced recrystallization mechanisms (SIBM, polygonisation and nu-
cleation) are together termed dynamic recrystallization. Of these mechanisms, SIBM
and polygonisation are thought to be dominant in glaciers and ice sheets.
While bulging recrystallization driven by SIBM assisted by other processes can
reduce grain sizes in ice, SIBM in isolation is generally assumed to result in a grain-
size increase in glaciology. However, SIBM has been observed to decrease grain size
in deformation experiments on rock analogs by Means (1983, cf. Figure 4 therein)
and Urai (1983, cf. Figure 14 therein). Both studies observed SIBM with rapidly mi-
grating bulges, eventually migrating through a grain and splitting it into two parts
when reaching an opposite grain boundary. This causes an effective mean grain-
size reduction by forming two “new” grains with similar CPO. Resulting groups
of grains with similar orientation were called “orientation families” by Urai (1983).
This process was termed grain dissection by Urai et al. (1986) and Urai (1987) is known
as geometric dynamic recrystallization in metallurgy (Humphreys and Hatherly, 2004,
pp. 461–465; Meer et al., 2002; Figure 7.1). Grain dissection is readily observed, if
time-resolved microstructure evolution is available, corresponding movies of grain
dissection in rock analogs are presented by Urai and Humphreys (2000). Grain dis-
section is only effective when the grain size is similar to the size of grain-boundary
bulges. At larger grain sizes, bulges cannot reach the other side of a grain and poly-
gonisation or bulging nucleation would dominate. At smaller grain sizes, bulges
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FIGURE 7.1: Schematic illustration of the grain dissection process according to Means (1983)
and Urai (1983). (A) A bulge of grain 1 is migrating into a high dislocation-density area to
reduce locally high strain energies in grain 2. (B) The bulge of grain 1 is migrating further
through the high strain-energy area of grain 2. (C) The bulge ultimately reaches grain 3,
dividing grain 2 into two grains. Bulging stops due to low energy gradients and driving
forces between grain 1 and 3. The new grain 4 and grain 2 are characterized by a similar
lattice orientation; an orientation family.
sweep over a whole grain and thus remove it, which leads to a mean grain-size in-
crease. It follows that grain dissection is most effective at a stable grain size, when
polygonisation and grain dissection operate in conjunction.
Grain dissection has not yet been explicitly observed in natural ice microstruc-
tures. Breton et al. (2016) report grain dissection in deformation experiments on
laboratory-prepared ice and suspect a grain-size-reducing character. So far, it is
assumed that stable grain sizes in ice are achieved by an interplay of dynamic grain-
growth, polygonisation and potentially nucleation processes (Alley et al., 1995;
Chauve et al., 2017; De La Chapelle et al., 1998; Hidas et al., 2017; Mathiesen et al.,
2004; Montagnat and Duval, 2000; Rössiger et al., 2011). However, in rock analogs
and bischofite, grain dissection is observed as an effective grain-size-reducing
process, in particular at steady-state grain sizes (Jessell, 1986; Urai, 1987).
In this study, we investigate whether grain dissection is a relevant process dur-
ing ice microdynamics. We consider the role of grain dissection in the grain size
evolution in glacier/ice sheet ice and assess under which conditions it can poten-
tially be an efficient grain-size-reducing mechanism. We use two approaches: (1)
micro-dynamical modeling using the Elle microstructure-modeling platform cou-
pled to a full-field crystal viscoplasticity code (VPFFT) and (2) microstructure and
crystallographic orientation maps of natural ice. We use natural ice samples from
NEEM ice core as it represents microstructural behavior typical for various other ice
cores and a sufficiently large microstructural dataset from NEEM ice core is readily
available. We denote ice deposited in the last glacial period, i. e. after Eemian, but
before Holocene, “glacial ice” and ice deposited in the Holocene “Holocene ice.”
7.2 Methods
7.2.1 Microstructural Modeling
The Elle Modeling Platform
The open-source numerical modeling platform Elle (Bons et al., 2008; Jessell et al.,
2001; Piazolo et al., 2010) is optimized to model coupled or interacting microstruc-
tural processes. Elle was applied in various studies on ice microstructures, such as
single and polyphase grain-growth (Roessiger et al., 2014; Rössiger et al., 2011). The
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full-field crystal viscoplasticity code (VPFFT) by Lebensohn (2001) coupled to Elle
was used to simulate strain localisation, dynamic recrystallization and folding in ice
with and without air bubbles (Bons et al., 2016; Jansen et al., 2016; Llorens et al.,
2016a,b; Steinbach et al., 2016).
Here, only the essentials of the modeling approaches for deformation and recrys-
tallization are summarized. For more detail on the principles of Elle, the reader is
referred to Jessell et al. (2001) and Bons et al. (2008), for the VPFFT code to Leben-
sohn (2001), and for the coupling of both codes to Griera et al. (2013). Details on the
grain boundary migration and recovery codes are presented in Becker et al. (2008)
and Borthwick et al. (2013), respectively. The Elle/VPFFT algorithms to model dy-
namic recrystallization can be found in Llorens et al. (2016a) and Steinbach et al.
(2016). If not indicated differently, we used previously published input parameters
for our numerical models (see Llorens et al., 2016a,b; Steinbach et al., 2016). The
basic simulation setup is summarized in Table 7.1, whereas Table 7.2 contains more
detailed information on the input parameters.
Microstructure Discretisation
In Elle, the two-dimensional microstructure of polycrystalline ice is discretised in a
set of contiguous polygons, called flynns, in a cell with fully wrapping and periodic
boundaries. The flynns are defined by straight boundaries than link boundary nodes
(bnodes) in either double- or triple junctions. The bnodes are successively moved to
achieve grain boundary migration. During grain boundary migration, the develop-
ment of quadruple or higher-order bnode junctions is not allowed, as well as island
flynns with only one surrounding neighbour flynn. To store intracrystalline proper-
ties, such as crystal orientation, local stresses, strain rates or dislocation densities, a
set of unconnected nodes (unodes) is superimposed on the flynn network. For our
simulations, the unodes are arranged in a regular grid of 256× 256 unodes, which is
a requirement of VPFFT. Crystal orientations are mapped onto unodes using Euler
triplet angles following the Bunge convention (Bunge, 2013).
Topology checks are carried out at all times during the simulations to ensure
compliance with topological restrictions (see Figure 7.2). The topology checks main-
tain the resolution defined by the set minimum (0.5 mm) and maximum (1.1 mm)
bnode separation. A new topological check allows for grain dissection: Two un-
connected (non-neighbouring) double-junction bnodes are merged if they approach
closer than the set minimum separation (Figure 7.2, (c)). This effectively splits the
flynn adjacent to both bnodes, into two daughter flynns, which constitutes a grain dis-
section event. A dissection is not performed if less than three bnodes are between the
two non-neighbouring bnodes, as this would lead to an unviable daughter flynn (Fig-
ure 7.2, (d)). The number of dissection events is tracked throughout the simulation.
Modelling crystal viscoplasticity and dynamic recrystallisation
The full-field crystal viscoplasticity code (VPFFT) is based on calculating the stress
field from kinematically admissible velocity fields that minimises the average lo-
cal work-rate under compatibility and equilibrium constraints (Griera et al., 2013;
Lebensohn, 2001; Lebensohn et al., 2009). VPFFT assumes intracrystalline defor-
mation in ice Ih accommodated by dislocation glide on basal, pyramidal and pris-
matic slip systems. The non-linear viscous, rate-dependent flow law predicts the
strain rate and stress at each point in the computational grid defined by unodes. The
non-basal slip resistance is set 20 times higher than for basal slip (Table 7.2) as a
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FIGURE 7.2: Microstructure discretisation and topological events necessary if bnodes move
due to deformation or grain boundary migration. Insertion (a) and deletion (b) of a bnode
to keep a constant resolution (c) Merging two non-neighboring bnodes, this numerically
defines grain dissection (d) Insertion of new grain boundary by polygonisation between un-
ode clusters above a critical misorientation (e) No merging of two non-neighboring bnodes
as number of other bnodes between the two close bnodes is < 3 (f) Deletion of small flynn
containing no unodes (g) Neighbor switch in triple bnodes.
compromise between accuracy and computational efficiency. Systematic trial sim-
ulations for the studies by Llorens et al. (2016a,b, 2017) and Steinbach et al. (2016)
showed that with the use a ratio of 20 instead of 60 does not significantly alter the
microstructural evolution. A significant effect on the number of grain dissection
events is therefore considered unlikely.
Since the strain rate and stress fields are initially unknown, VPFFT uses an it-
erative spectral solver based on the Fast Fourier Transformation. VPFFT computes
the viscoplastic response for a short time-step during which velocities are assumed
constant. The updated lattice orientations are remapped onto the rectangular unode
grid and the displacement field is applied to all bnodes. Furthermore, geometrically
necessary dislocation-densities are calculated by means of the plastic-strain gradient
following Brinckmann et al. (2006). Following Gao (1999), the plastic strain gradi-
ent is calculated from the partial derivatives of the plastic strain tensors, which are
calculated by VPFFT.
The strain energy at a given position is a function of the dislocation density and
the dislocation line energy ED, which is proportional to square of the Burgers’ vector
length of the respective dislocation type (Humphreys and Hatherly, 2004, pp. 17-
18). In ice Ih, the Burgers’ vector of non-basal dislocations is approximately two
times longer compared to basal ones (Hondoh, 2000). Hence, non-basal dislocations
can provide about four times higher strain energies. Previous numerical models by
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TABLE 7.1: Overview of the settings of the numerical simulations. Each simulation is la-
belled with the initial mean grain-area in mm2 (G) and with the strain rate with R10 and R11
standing for 2 · 10−10 and 2 · 10−11 s−1, respectively. All simulations were repeated three
times to average the number of grain dissection and polygonisation events.






G05R10 2003 4.99 2 · 10−10
G10R10 1000 10.00 2 · 10−10
G15R10 667 14.99 2 · 10−10
G20R10 500 20.00 2 · 10−10
G30R10 333 30.03 2 · 10−10
G40R10 250 40.00 2 · 10−10
G60R10 167 59.88 2 · 10−10
G80R10 125 80.00 2 · 10−10
G05R11 2003 4.99 2 · 10−11
G10R11 1000 10.00 2 · 10−11
G15R11 667 14.99 2 · 10−11
G20R11 500 20.00 2 · 10−11
G30R11 333 30.03 2 · 10−11
G40R11 250 40.00 2 · 10−11
G60R11 167 59.88 2 · 10−11
G80R11 125 80.00 2 · 10−11
Llorens et al. (2016a,b) and Steinbach et al. (2016) assume all dislocations are on basal
planes and at constant Burgers’ vector length, which underestimates strain energies.
Here, we use an updated approach that scales the strain energies to the non-basal
activity in each unode which is predicted by VPFFT to allow up to about four times
higher strain energies due to the presence of non-basal dislocations.
Following each VPFFT step, recrystallisation is modelled using Elle. Each re-
crystallisation step comprises successive steps of discrete implementations of grain
boundary migration, recovery and polygonisation. Each mechanism is modelled
using a fixed numerical time step and temperature (see section Simulation Setup;
Tables 7.1-7.2 for input parameters). For numerical stability reasons, the order in
which the discrete implementations are performed on the numerical microstructure
is first polygonisation, followed by grain boundary migration and recovery. This
loop is repeated until the numerical time for the recrystallisation processes equals
the one envisaged for one deformation increment by VPFFT, which determines the
numerical strain rate (see Steinbach et al., 2016 and Figure 2 therein). As the nu-
merical time steps and the resulting microstructural changes per step are low, we
assume that the effective microstructural response is not significantly different from
conditions during which the mechanisms operate concurrently.
Grain boundary migration is modelled using a front-tracking approach moving
individual bnodes towards lower energy positions (cf. Becker et al., 2008; Llorens et
al., 2016a). In this energy minimisation approach, the bnode displacement is calcu-
lated from multiplying its velocity with a fixed time step (section Simulation Setup;
Table 7.2). The bnode velocity is proportional to the grain boundary mobility and
driving force. The temperature dependant mobility is calculated following Nasello
et al. (2005) by using an Arrhenius term with an experimentally derived intrinsic mo-
bility and activation energy. The driving force is calculated from the change in local
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TABLE 7.2: Overview of crucial input parameters used for the numerical simulations. Pa-
rameters where chosen to be consistent with published literature using similar numerical
simulations or experimental data.
Symbol Explanation Input value
Dmin Minimum bnode separation 5× 10−4 m
Dmax Maximum bnode separation 1.1× 10−3 m
∆tDRX Time step for one recrystallisation loop 1.25× 107 s
N Number of recrystallisation loops per one
step of VPFFT within one simulation step
for high and (low) strain rate setups
2 (20)
ε incr Incremental strain per simulation step 0.01
τbasal
τnon−basal Ratio non-basal / basal glide resistance
(Llorens et al., 2016a,b; Steinbach et al.,
2016)
20
M0 Intrinsic mobility grain boundary migra-
tion (Nasello et al., 2005)
0.023 m4 J−1 s−1
Mr Rotational mobility used for recovery
code (Llorens et al., 2016a)
5.5× 10−7 Pa−1 s−1 m−2
γsur f Ice grain interface surface energy
(Ketcham and Hobbs, 1969)
0.065 J m-2
Eline Energy per meter of dislocation for basal
plane dislocations (non-basal energy can
be up to about four times higher) (Schul-
son and Duval, 2009)
3.6× 10−10 J m−1
αHAGB Critical misorientation for high-angle
grain boundary (HAGB) (Steinbach et al.,
2016; Weikusat et al., 2010, 2011)
5◦
surface- and strain-energy that result from a change in position of that bnode. These
energy fields are determined with four trial positions close to the actual bnode posi-
tion. The change in surface energy is due to a change in length of the grain-boundary
segments to neighbouring bnodes. The change in strain energy results from reducing
the strain energy to zero in the area swept by the bnode and its adjoining boundary
segments.
For the recovery mechanism, an energy minimisation approach is used that,
analogous to the grain-boundary migration approach, calculates the lattice re-
orientation with a rotational mobility term (Borthwick et al., 2013; Llorens et al.,
2016a; Moldovan et al., 2001). The approach is based on decreasing the lattice
misorientation between two unodes towards a lower energy configuration (see
Borthwick et al., 2013 and Llorens et al., 2016a for details). Recovery reduces the
local dislocation density proportional to the decrease in lattice misorientation and
allows the development of subgrains. The subgrains are defined as unode clusters
with a certain minimum misorientation with neighbouring clusters. The polygo-
nisation routine detects these clusters and adds new high-angle grain boundaries
defined by bnodes, if the cluster misorientation is above a critical angle. This is done
by Voronoi decomposition of the unode clusters using the Voronoi points surround-
ing the cluster as new bnodes (Steinbach et al., 2016). We use a critical angle of 5◦ to
be consistent with both published numerical studies (Llorens et al., 2017; Steinbach
et al., 2016) and subgrain boundary quantifications by Weikusat et al. (2010, 2011),
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who report critical angles from 3◦ to 5◦ for ice Ih. A lower critical angle would
slightly increase the amount of polygonisation. However, lower critical angles
reduce numerical stability as the amount of topological errors is increased.
Simulation setup
The simulation setup comprises two numerical strain rates applied to eight model
setups with different initial mean grain-areas (Table 7.1). Each initial microstructure
was discretised in a 14.14× 7.07 cm box (ratio height/width = 2) and deformed un-
der pure shear conditions to approximately 50% vertical shortening at incremental
strains of 0.5% over 140 time-steps. Different strain rates were achieved by varying
the number of recrystallisation loops per strain increment. Two or 20 recrystallisa-
tion loops, per 1.25 · 107 s time, per VPFFT strain increment of 0.5%, achieved strain
rates of 2 · 10−10 s−1 or 2 · 10−11 s−1, respectively. The time step was chosen as a com-
promise between numerical stability and computational efficiency. The achieved
strain rates are higher than reported for the NEEM ice core, where the estimated
mean vertical strain rate is 3.2 · 10−12 s−1 (Montagnat et al., 2014). Therefore, the
numerical strain rates are only qualitatively comparable with natural strain rates
(Steinbach et al., 2016). The temperature in the simulations was set to−30◦ C, which
is comparable to Holocene ice conditions in NEEM ice core (Sheldon, et al., 2014).
The initial grain sizes were set by varying the initial number of grains in a foam
texture (Table 7.1). The initial c-axis orientations were adjusted to be similar to mea-
sured second-order orientation tensor eigenvalues from NEEM ice core at approx-
imately 700m depth, defining a weak single maximum CPO which is realistic for
many ice cores (see review by Faria et al., 2014a). As summarised in Table 7.1, the
simulations are labelled using a terminology that indicates their mean initial grain
area in mm2 (G) and the order of magnitude in strain rate (R). Hence, for instance
the simulation starting with a grain area of 20 mm2 at a strain rate of 2 · 10−11 s−1 is
named G20R11.
During the simulations, the numbers of split events by grain dissection and poly-
gonisation is automatically counted for each time-step. As outlined in section Mi-
crostructure Discretisation, a grain dissection event during the simulation is defined
as a topological event during which two non-neighbouring bnodes are merged into
one. This way, the number of grain dissection and polygonisation events is slightly
overestimated. Technically, it is not a grain dissection event when two bnodes or
grain boundaries close without splitting a grain. The same holds for polygonisation,
where all events are counted, including those where a resulting grain is too small
and is immediately deleted. Nevertheless, counting split events remains the most
reproducible way to estimate the efficiency of grain dissection compared to polygo-
nisation.
To improve statistics, each of the 16 simulations indicated in Table 7.1 was re-
peated three times. For each repetition the initial CPO was slightly varied to allow
for some variation between the simulations. The numbers of both polygonisation
and grain dissection events for each step were normalised to the actual number of
grains at this simulation step. The resulting value can be regarded as the number of
events per grain in the respective time-step of the simulation.
7.2.2 Microstructure characterisation of NEEM ice core samples
Microstructure and crystallographic-orientation mapping for this study is per-
formed using both EBSD (electron backscatter diffraction) and the automated Fabric
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Analyser. Using cryo-EBSD, we study three ice core sections from Holocene ice at
442.7 m, 718.8 m and 889.3 m depth and four ice core sections from the glacial ice at
1737.7 m, 1937.7 m, 1993.8 m and 2103.8 m depth.
Each ice core section of approximately 90× 55 mm was cut into 10 to 15 EBSD
samples using the method of Weikusat et al. (2011a). The samples were imaged by
optical microscopy at the Alfred Wegener Institute (AWI) in Bremerhaven before be-
ing transported to Utrecht University. All ice core sections, except the ice core section
at 442.7 m depth, were mapped using the Nova Nanolab equipped with an EBSD
detector (Oxford Instruments HKL Technology, Abingdon, UK) and a cryo-stage
(Quorum Technologies Ltd. Ringmer, UK). These EBSD patterns were acquired,
processed and indexed using the Channel 5 software of OI-HKL Technology. The
ice core section at 442.7 m depth was mapped using a FEI Helios NanoLab G3 UC
equipped with the same EBSD detector and cryo-stage. The EBSD patterns of this
ice core section were indexed using the Aztec software (Oxford Instruments, High
Wycombe, UK). The reader is referred to Weikusat et al. (2010) for an extensive de-
scription of the EBSD sample preparation, sample transfer and the EBSD mapping
conditions we used.
A total number of 216 EBSD maps is used for this study, 91 in the Holocene ice
and 125 maps in the glacial ice. Depending on the grain size and the area of interest,
the EBSD maps vary in area from 0.5 mm2 to 6 mm2. Each of these EBSD maps was
visually checked for signs of grain dissection according to the schematic descriptions
of grain dissection by Means (1983), Urai (1983) and Figure 7.1. A grain dissection
event was counted only between second-neighbors with only one grain separating
the two dissected grains and if the full orientation difference between the dissected
parts was smaller than 3◦. The number of grain dissection structures was counted
with the area of the EBSD map and its mean grain area. This counting is intended
as a qualitative estimate of the frequency of grain dissection in the NEEM ice core.
The area of the EBSD map was divided by the observed number of grain dissec-
tion events in this map. This provides a measure for the average area necessary to
observe one grain dissection event. Afterwards, the average grain size of the EBSD
map was divided by this measure resulting in a corrected value. Essentially, this pro-
cedure is similar to simply dividing the number of dissection events by the number
of grains, but allows correcting for the difference in average grain size, EBSD-map
area and for the low number of grains in an EBSD map. We counted completed grain
dissection in EBSD maps, which implies that the dissection itself may have occurred
in the past and adds a “memory effect” that increases the relative occurrence val-
ues. Therefore, the resulting unit is “number of grain dissection events per grain”
and can be regarded as the relative chance of a grain being dissected or having been
dissected based on the EBSD dataset.
The automated Fabric Analyser (G50 by Russell-Head Instruments) provides
high-resolution c-axis-orientation maps of ice thin sections (Wilson et al., 2003). The
obtained “c-axis maps” are an essential addition, as they provide better statistics by
covering a larger area and, thus, more grains than EBSD maps. Furthermore, more
samples per depth can be analysed (Weikusat and Kipfstuhl, 2010).
For our study, 13 c-axis maps (total area 1.15 m2 and 8392 grains) from the
Holocene part of the NEEM ice core were reviewed to detect grain dissection. In
contrast to the EBSD, the Fabric Analyser only provides orientations of the c-axes.
This limitation has an effect on the identification of grain dissection events in c-axis
maps. Therefore, c-axis maps from the glacial part are not suitable for the search for
grain dissection events as c-axis misorientations are too low to identify high-angle
boundaries. Furthermore, when two second-neighbouring grains share the same
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crystallographic orientation, there is a high probability for them being a product
of grain dissection. However, if the full orientation information is missing, such a
conclusion may be erroneous.
To avoid erroneously counting grain dissection because of only using c-axis in-
formation, we added a grain-connectedness criterion and searched c-axis maps only
for grains where grain dissection appeared imminent, but has not yet been com-
pleted. For each c-axis map, the number of imminent grain dissection events was
counted and divided by the number of grains. Effectively, the result is the same
statistical parameter that is derived from EBSD maps, but only for imminent grain
dissection events, which results in lower values obtained from c-axis maps than from
EBSD maps. One can envisage that more sophisticated ways of determining recent
dissection events is possible even in c-axis maps only. However, we did not further
explore these and, therefore, the EBSD and c-axis results can so far only be compared
qualitatively.
Grain dissection observed in EBSD maps or c-axis maps can potentially be a sec-
tioning effect of a 3D sample. Both methods only show a snapshot of a continuously
evolving microstructure, hence an uncertainty remains whether a bulge would have
completed the dissection in the third dimension. However, this stereological issue
is unproblematic with respect to grain size evolution as grain sizes in ice are also
determined from two-dimensional sections (see methods of Binder, 2014). Any in-
terpretation of a natural microstructure is associated with some uncertainty, as it
only provides a snapshot of the evolution. Although each counted (imminent) dis-
section event is not certain, we can assume that the number of interpreted events
does correlate with the true number of events.
7.3 Results
7.3.1 Numerical simulation results
An overview of selected microstructures after 50% of vertical shortening is shown in
Figure 7.3. The final microstructure is marked by curved grain boundaries and only
a few equidimensional grains. The c-axes are mainly aligned towards a single max-
imum CPO as shown by stereographic projections and by common red colours in
c-axis azimuth maps. Microstructural similarities are only observed between simu-
lations with common strain rates, independent of initial grain area. As expected, the
high strain-rate simulations show smaller final grain areas, whereas the low strain-
rate simulations show larger final grain areas. Dislocation densities are higher and
more homogeneously distributed at a high strain rate than at a low strain rate.
The circles in Figure 7.3 represent regions where a splitting of a grain by polygo-
nisation appears imminent. In particular, the grain indicated by circle A in the final
microstructure of simulation G10R11 contains two distinct regions with different c-
axis azimuth. This grain is expected to split into two grains by polygonisation in
the following numerical time-step. Red squares in Figure 7.3 indicate regions where
grain dissection appears either completed (square E) or imminent (squares C and
D). Especially square D provides information on the driving force for bulging. Here,
two bulges migrate into an area of a grain that exhibits the highest dislocation den-
sities in the microstructure. Close examination of the centre of square D reveals high
dislocation densities distributed in stripes. The dislocation densities vary strongly
locally, also within regions with overall high dislocation densities.
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FIGURE 7.3: Overview of numerical microstructures after 50% of vertical shortening (i.e., final simulation step)
with grain boundary networks (black lines) for the whole deformation box. The box is subdivided in the
color code for dislocation density (left) and for the c-axes azimuths (right), where red colors indicate vertically
oriented c-axes. The corresponding pole figures and first eigenvalues of the second order orientation tensor
(e1) are shown below. The initial pole figure and first eigenvalue of G10R10 are provided as an example of the
starting configuration. The squares indicate regions where grain dissection has either occurred or is most likely
imminent, while the circles show subgrain boundaries likely to develop into new high-angle grain boundaries
by polygonisation.
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FIGURE 7.4: Detail of several examples of grain dissection events observed in the numerical
simulations. The images are 1 by 1 cm snapshots and are color coded for c-axis azimuth and
dislocation density. The squares indicate rapidly-migrating bulges merging with an opposite
grain boundary (grain dissection). The white ellipse shows where a subgrain boundary
develops into a high-angle grain boundary by polygonisation. (A) Simulation G15R10. (B)
Simulation G60R10. (C) Simulation G20R11.
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FIGURE 7.5: Overview of grain-area evolution in the numerical simulations. (A) Mean grain-
area as a function of vertical shortening. In a first stage until approximately 30% shortening,
mean grain areas either increase or decrease, which is followed by a second stage of more
stable grain areas. Simulation results shown in detail in (B) (10 mm2 and 40 mm2) are high-
lighted as bold lines. (B) Grain area histograms of selected simulations at initial and final
simulation step. Areas were normalized to initial mean values.
All 16 numerical simulations show situations, during which strongly-bulging
grain boundaries migrate through a grain and either merge with the opposite grain
boundary or with another bulge (cf. supplementary material). Both situations cause
splitting of a grain into two parts in the sense of grain dissection. Figure 7.4 illus-
trates several examples of grain dissection during the simulations. For example,
simulation G15R10 shows a grain boundary bulging into an area of high variation
in lattice orientation from step 74 to 84. Ultimately, this bulge migrates through the
grain and merges with the opposite boundary. A similar situation is observed in
results from simulation G60R10, where a rapidly migrating bulge merges with the
opposite boundary, which dissects a grain into two parts. The example from G20R11
illustrates both an event of grain dissection and polygonisation. The bulge indicated
by the square migrates towards- and finally merges with the opposite grain bound-
aries. This dissects the former grain into three parts. The small new grain in the up-
per left of the bulge shrinks and disappears within the following simulation steps.
Furthermore, the bulging grain itself is dissected between simulation step 76 and 80,
as visible on the right hand edge of the images. The white ellipse marks a subgrain
boundary that develops into a high-angle grain boundary by polygonisation (Figure
7.4C). All bulges move towards high dislocation-density areas, leaving behind an
area free of dislocations. The local dislocation-density field is highly heterogeneous.
Both the low and the high strain-rate simulations with initial grain areas up to
15 mm2 are marked by mean grain-area increase (Figure 7.5A). Mean grain-area de-
crease is observed in high strain rate simulations with initial grain areas higher than
20 mm2. The mean grain-area evolutions can be classified in two stages. The first
stage up to 30% of vertical shortening is characterised by a regular change in grain
area, which either increases or decreases. In the following second stage, an approxi-
mate stable mean grain area of 17± 0.5 mm2 and 80± 2.1 mm2 is reached in the high
and low strain-rate simulations, respectively. Some simulations appear not to have
reached a steady state, even at 50% shortening (G80R10 and G60R10; dotted lines in
Figure 7.5). Grain-area histograms (Figure 7.5B) show that the grain size distribution
broadens with strain from the initial near log-normal distribution.
The number of polygonisation and grain dissection events (Figure 7.6) for each of
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FIGURE 7.6: Statistics of grain-dissection and polygonisation events per grain. Data is sorted
for the (A,B) first and (B,D) second stage of grain size evolution and (A,C) high and (B,D) low
strain rate. The first stage was taken from step 0 to 74 (0–31% shortening) and the second one
step from 75 to 140 (from 31% shortening). Error bars indicate two standard deviations (2) of
the counting statistics. The dotted green line indicates approximate stable mean grain areas
for the high and low strain-rate simulations. The blue line and right y-axis show the mean
percentage of grain-dissection events per grain from the total number of splitting events by
grain dissection and polygonisation.
the eight initial grain-sizes and two strain rates was averaged over the two stages ob-
served in mean grain-area evolution (Figure 7.5). The first stage was taken from step
one to 74 (0 to 31% of vertical shortening) and the second one from step 74 to 140 (31
to 50% of vertical shortening). The highest frequencies of both grain dissection and
polygonisation events per grain are observed at the low strain rate (left y-axis, black
and red symbols in Figure 7.6). Hence, a comparison of their relative frequency
is necessary, which is illustrated in the blue curve of Figure 7.6 (right y-axis) that
shows the percentage of mean grain dissection events from the total mean number
of both grain dissection and polygonisation events per grain. Large errors (standard
deviation) for the low strain-rate simulations are a result of the large grain sizes and,
therefore small number of grains. In general, the highest fractions of grain dissection
events are observed at the high strain rate, although polygonisation generally dom-
inates over grain dissection. However, dissection events dominate when the grain
size is close to equilibrium (green dotted lines in Figure 7.6) in the high strain rate
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FIGURE 7.7: Optical-microscopy, SEM and EBSD maps of an ice core sample at 718.8 m
depth in the NEEM ice core. (A) Part of the optical-microscopy image taken just after sample
preparation. (B) SEM image of the mapped part of the EBSD sample with the edge of the
EBSD sample in the upper part of the image. (C) EBSD map, with the y-axis parallel to the
(vertical) core axis. (D) Map showing the orientation difference of up to 10◦ relative to the
three spots marked with “X”. (E) Schematic illustration of measured full CPO (c- and a-axes)
at positions (a–d), and color codes for CPO and boundary misorientation.
experiments. This is observed for small initial mean grain-size simulations already
from stage 1 and also for large initial mean grain-size simulations during stage 2.
Here, we observe 50% or more split events by grain dissection.
7.3.2 EBSD and Fabric Analyser results from NEEM ice core
Figure 7.7 shows an example of grain dissection in the NEEM core at 718.8 m depth.
The black spots in the optical microscopy image of Figure 7.7A are air bubbles at or
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FIGURE 7.8: Optical-microscopy, SEM and EBSD maps of an ice core sample at 442.7 m
depth in the NEEM ice core. (A) Part of the optical-microscopy image taken just after sample
preparation. (B) SEM image of the mapped part of the EBSD sample. The curved edges are
a result of the beam being blocked by the electron column. (C) EBSD map, with the y-axis
parallel to the (vertical) core axis. (D) Map showing the orientation difference of up to 4◦
relative to the two spots marked with “X”. (E) Schematic illustration of measured full CPO
(c- and a-axes) at positions (a–e), and color codes for CPO and boundary misorientation.
just below the surface (Kipfstuhl et al., 2006). The comparison of this image with the
SEM image (Figure 7.7B) shows that the bulge of grain I migrated slightly into grain
II during the nine days of sample transport and storage. The map in Figure 7.7D
shows a strong orientation gradient of approximately 10◦ in grain II. Most of this
orientation gradient is accommodated by four parallel low-angle (< 2◦) subgrain
boundaries in grain II. The orientation gradient map indicates a comparatively low
misorientation of about 2 to 3◦ between grain III and IV, which is also visible in the
schematic illustrations of CPO at positions (a) and (d) in Figure 7.7E.
Figure 7.8 shows another example of grain dissection in Holocene ice at 442.7 m
depth in the NEEM ice core. The comparison of the optical microscopy image with
the SEM image (Figure 7.8B), which was taken eleven days after sample preparation,
shows that the surface changed very little during transport and storage at Utrecht
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FIGURE 7.9: Grain dissection events in c-axis map, y-axis parallel to (vertical) core axis. (A)
C-axis orientation map of a 7× 9 cm thin section from the NEEM ice core at 1211.7 m. Colors
indicate the azimuth of c-axes relative to the vertical y-axis. Imminent dissection events
are marked with white rectangles. (B) Detail of a dissection event. Grain boundaries are
highly irregular due to dynamic recrystallization. The orange grain is almost split in two
grains that are still connected through a very narrow bridge. (C) Photomicrograph, with
cross-polarized light, of the same spot showing the connecting bridge in detail. Dark lines
are grain-boundary grooves at the surface. Subgrain-boundaries develop at the thin bridge
between the dissected subgrains.
University. The EBSD map in Figure 7.8C shows a strong bulge in grain I between
grains II and III. Grain II and III differ by about 3◦ in 3D crystallographic orientation
(Figure 7.8D) showing that grain II and III have a very similar CPO (Figure 7.8E).
Grain III shows a very low orientation gradient, except for the part close to the bulge
of grain II as indicated by the arrow. This low orientation gradient is also reflected in
the low misorientations along subgrain boundaries of about 0.5◦ in this area (Figure
7.8C).
The c-axis maps obtained using the Fabric Analyser were processed manually to
detect potential grain dissection events. As described in section 7.2.2, we selected
only events where grain dissection appears imminent and the future fragments are
still connected through a thin bridge. Figure 7.9 shows a 7 × 9 cm thin section
from the NEEM ice core at 1211.7 m depth, grain dissection events are marked by
white rectangles. As shown in Figure 7.9C, dissected grains often develop subgrain
boundaries across the connecting bridge. This is in agreement with the EBSD data
showing high orientation gradients and formation of subgrain boundaries within
the dissected grains.
The frequencies of grain dissection events as a function of depth across the
Holocene-glacial ice transition are shown in Figure 7.10. There appears a downward
trend towards more dissection events, counted in EBSD images, in the Holocene
ice, but with only three samples, this trend may not be significant (Figure 7.10A).
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There is, however, a significant decrease in dissection frequencies in the samples
from glacial ice, from about one per grain to one per every four grains. Counts of
imminent split events observed in c-axis maps are only available for Holocene ice
down to 1279 m depth. The average number of imminent split events is much about
one per one hundred grains (0.010± 0.003). This number is much lower than split
events counted in EBSD images as only imminent events are counted in the c-axis
maps. The frequencies of grain dissection in c-axis maps do not show a significant
trend towards higher or lower grain-dissection frequencies with depth.
7.4 Discussion
7.4.1 Time-resolved numerical microstructure evolution under the influ-
ence of grain dissection
All simulations show situations that can be identified as grain dissection in the sense
of the descriptions by Urai (1987) and Means (1983) and Means (1989) (see movies,
supplementary material). The simulations provide a time series to study the in-
teraction of this process with polygonisation, recovery, grain boundary migration
and viscoplastic deformation and their relative contribution to microstructure evolu-
tion. The numbers of grain dissection and polygonisation events are similar (Figure
7.6), which indicates that both mechanisms significantly contribute to microstructure
evolution. Thus, grain dissection cannot be considered as a transient or negligible ef-
fect during the simulations, which underlines the necessity to assess its importance
for ice micro- to macrodynamics. It needs to be assessed under which boundary
conditions such as bulk grain size, strain rate, temperature or stress configuration,
grain dissection is most efficient.
Significant numbers of dissection events, compared to the number of polygo-
nisation events, can be seen in the high strain rate simulations (Figure 7.6A and
7.6C). Here, in five of eight simulations, the grain size evolution is marked by grain
size decrease, which indicates the grain-size-decreasing character of grain dissec-
tion. Additionally, if the grain size does not change significantly from the start or
has equilibrated to steady-state values during the second stage of grain size evo-
lution (Figure 7.5A), grain dissection dominates over polygonisation (Figure 7.6).
In particular, grain dissection is most effective during the second stage of the high
strain-rate simulations (Figure 7.6C). The observation of efficient grain dissection at
steady-state conditions is consistent with experimental results by Jessell (1986) and
Urai (1987). When the mean grain size is larger than the equilibrium one and thus
grain size decreases, polygonisation dominates over dissection, as is observed in the
high strain-rate simulations and in rock analogue experiments by Herwegh et al.
(1997).
It remains questionable how suitable mean grain areas are to assess if a steady-
state microstructure is reached. Although trending towards more steady values, the
final mean grain-areas still vary significantly (Figure 7.5A). The grain area distribu-
tions are broadened and more heterogeneous towards the end of the simulations
(Figure 7.5B), which is expected from observations of natural ice microstructures
under dynamic recrystallisation (Kipfstuhl et al., 2009). Obtaining mean grain ar-
eas from a broadened grain area distribution can be responsible for the observed
variability in final grain areas. Furthermore, at low strain rates, the final number of
grains is lowered, which additionally affects the mean grain-area calculation.
The numerical approach is currently limited to 2D simulations. The numerical
modelling of processes such as SIBM leading to grain dissection or polygonisation
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in 3D remains a goal for future developments. In 3D, SIBM can either lead to amoe-
boidal grains or truly dissected grains (Urai et al., 1986, Fig. 25 therein). True dis-
section in 3D requires bulging along a surface of high dislocation densities. With
respect to this, the occurrence of grain dissection can still be expected in 3D. Also
the process of 3D polygonisation requires gradients in lattice misorientations and
dislocation densities along a surface to develop new high-angle grain boundaries.
While the occurrence of polygonisation in natural ice is verified (Alley et al., 1995;
De La Chapelle et al., 1998), similar initial structural conditions may as well lead to
3D grain dissection. However, 3D and 2D grain dissection remain slightly different
processes. In 3D, grain dissection occurs not at point, but over a period in time dur-
ing which two boundaries merge. This may cause an over- or underestimation of
the frequency of grain dissection when being limited to 2D simulations, however,
general and qualitative remain valid. For a more quantitative estimate of the fre-
quency of 3D grain dissection in future research, either stereological corrections or
3D numerical simulations are required.
Experimentally observed bulging nucleation (Chauve et al., 2017) can theoret-
ically be modelled with the current numerical resolution. The required processes
such as SIBM and subgrain rotation are implemented. However, we do not observe
significant bulging nucleation. This may be related to the model resolution, but more
likely to the 2D nature of the simulations: With only two dimensions available, split-
ting off a bulge by necking is unlikely as the region left behind the bulge is strain-
energy free. Furthermore, as surface energies tend to straighten the boundaries and
can readily remove small, yet distinct bulges. For efficient bulging nucleation, small
bulge widths relative to large grain sizes are required. Under such conditions, we
estimate grain dissection less likely as small bulges likely cannot migrate through
the whole of a large grain causing dissection, which is consistent with Means (1989).
Hence, grain dissection would probably neither be inhibited nor fostered, if bulging
nucleation was modelled using higher resolutions.
Compared to natural vertical strain rates at the NEEM ice core that are in the
order of 10−12 s−1 (Montagnat et al., 2014), our numerical strain rates are about an
order of magnitude higher and results in larger grain sizes than observations in the
NEEM ice core (Binder, 2014). Using lower numerical strain rates is feasible, yet
even larger grain sizes are produced. The grain size depends on the effective grain
boundary mobility that is an Arrhenius-type function of an intrinsic mobility, activa-
tion energy and temperature (Nasello et al., 2005). As Steinbach et al. (2016) describe,
the numerical setup currently uses literature values for intrinsic grain boundary mo-
bility and activation energy from experimental studies by Nasello et al. (2005). We
suggest that the mobility and activation energy are not sufficiently constrained to
reproduce realistic grain sizes at natural strain rates. In particular, dissolved impu-
rities are suspected to reduce mobilities (Alley et al., 1986b), but are currently not
taken into account in the numerical routine. Further investigations of this issue are
beyond the scope of this contribution and remains part of future research.
7.4.2 Grain dissection along NEEM ice core
EBSD results on frequencies of grain dissection from Figure 7.10A imply that grain
dissection in the NEEM ice core is most efficient in the Holocene ice and in partic-
ular around 700 to 900 meter depth (35 to 60% estimated finite shortening based on
NEEM annual layer thicknesses by Rasmussen et al., 2013). However, whether this
trend is real or a result of the limited number of processed samples is uncertain.
In particular, this becomes obvious when comparing with results from c-axis maps
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FIGURE 7.10: Frequency of grain dissection events. (A) Results obtained from EBSD maps
plotted as a function of depth across the transition from Holocene to glacial ice. (B) Results
from c-axis maps (Fabric Analyser). The generally lower frequencies for c-axis maps are
a result of only counting imminent grain dissection events in c-axis maps and completed
dissection events in EBSD maps.
(Figure 7.10B), where no evident trend in the number of imminent grain dissection
events is visible.
The results in Figure 7.10 can be compared with mean grain-boundary curva-
ture data from NEEM ice core presented by Binder (2014, Figures 7.1 to 7.8 therein).
The study by Binder (2014) converts mean grain-boundary curvature to dislocation
densities and observes highest curvatures from about 600 to 1300 m depth (30 to
75% estimated finite shortening based on Rasmussen et al., 2013). Our EBSD sam-
ples marked by highest relative numbers of grain dissection events are taken from
this region of high mean grain-boundary curvature. This implies that strong grain
boundary curvature may be indicative for the potential activity of grain dissection.
Another characteristic of this region are stable grain sizes (Binder, 2014). The higher
efficiency of grain dissection in Holocene ice of NEEM ice core (Figure 7.10A) is in
accordance with the observations from simulations that grain dissection is most effi-
cient relative to polygonisation, if the microstructure is in steady state (Figure 7.6C).
The deformation mode in NEEM ice core is interpreted to change from verti-
cal shortening to simple shear at about the transition from Holocene to glacial ice,
when c-axes in Holocene ice trend towards a vertical single maximum (Montagnat
et al., 2014). As ice crystals in the Holocene part are mainly vertically shortened, a
higher density of non-basal dislocations may be expected in Holocene ice, in partic-
ular towards the Holocene-glacial ice transition. The activation of non-basal planes
is explicable with the single maximum CPO in which the basal planes are in an un-
favourable orientation to accommodate vertical shortening. Alternatively, a constant
non-basal activity would imply a strain rate decrease with depth as the ice becomes
harder to deform. Non-basal dislocations provide higher line energies (Schulson
and Duval, 2009, pp. 16-18), which in turn implies higher energy gradients driving
SIBM and more grain dissection. This may be reflected in Figure 7.10A showing
a trend towards more efficient grain dissection with depth in Holocene ice, but a
significantly less grain dissection in glacial ice. Future research could further inves-
tigate, whether a change in deformation conditions from pure to simple shear during
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numerical simulations, will cause similar trends.
7.4.3 Characteristics of grain dissection in simulation and nature
Evidence that microstructures exhibit imminent or completed grain dissection
events can be found in (1) a distinct distribution of orientation gradients, (2) het-
erogeneous strain-energy distribution leading to localised occurrence of SIBM, (3)
irregular shape of grain boundaries and (4) equal orientations of next-neighbour
grains, which Urai (1983) describes as equal orientation families (Figure 7.7, Figure
7.8, Figure 7.9). Typically, all characteristics (1) to (4) are observed together in natu-
ral samples and simulations. Another characteristic important for grain dissection
could be (5) the relation of bulge width and mean grain size. The characteristics
below can be used as microstructural indicators for the occurrence of grain dissec-
tion. However, we remark that direct evidence is only provided by a time-resolved
microstructure evolution.
1. Orientation differences indicate high stored strain-energies and can be ob-
served as high densities of subgrain boundaries and orientation gradients.
Both EBSD maps, c-axis maps and simulations reveal that grain dissection
is accompanied by high orientation gradients (subgrain boundaries) in the
dissected grain. The spatial distribution shows these high gradients as high
densities of subgrain boundaries on the convex side of bulges (Figure 7.9C
and Figure 7.4A, 7.4C). The observation of grain dissection accompanied with
subgrain boundaries can be seen as an indication that grain dissection and
polygonisation are not completely independent processes but rather act si-
multaneously, possibly strengthening each other, and cause splitting of grains
with high strain-energy gradients.
2. Dislocations induce strain energies that drive SIBM. If the dislocation-density
difference between the bulging and dissected grain is high, rapid bulge mi-
gration is possible (Figure 7.4, supplementary movies). The direction of grain
boundary migration is indicated by locally high orientation gradients that are
favourably consumed by the expanding grain (arrow in Figure 7.8C). In some
cases, this direction could be verified using the observed migration of grain
boundaries during storage of samples (see dotted line, from grain I in II, Fig-
ure 7.8B). SIBM causing grain dissection is a localised process as the dislocation
energies can be highly heterogeneous within one grain (grain II, Figure 7.8, Fig-
ure 7.3, Figure 7.4A, 7.4B). Locally high strain energies lead to localised SIBM,
which in turn causes directed bulging of grain boundaries and dissection in-
stead of overgrowing of grains. Therefore, localised SIBM may be an essential
feature of grain dissection. This assumption is consistent with simulation re-
sults, where grain dissection is observed when grain boundaries bulge in areas
with locally high dislocation densities (simulation G15R10 in Figure 7.4). The
combination of localised SIBM and grain dissection is further supported by
geological studies. For instance, Tullis et al. (1990) observe increased bulging
and less polygonisation if the dislocation density distribution is more hetero-
geneous. The heterogeneous distributions of dislocations in ice are expected,
considering that strain localisation is suggested to be a common mechanism in
ice micro-dynamics (Jansen et al., 2016; Llorens et al., 2016a; Steinbach et al.,
2016). Although these studies describe strain localisation on the scale of poly-
crystals, their results also show intracrystalline localisation, which is required
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for localised SIBM and grain dissection. Additionally, Steinbach et al. (2016)
indicate that strain localisation may occur over a range of different scales.
3. The elongated shape of some bulges is caused by strong gradients in stored
strain energy and accompanied by relatively high orientation gradients. This
is reflected between grain I and grain II-III in Figure 7.7D and detail images of
simulation G60R10 results (Figure 7.4B). When examining natural microstruc-
tures, an irregular grain boundary network and high orientation gradients re-
flecting strain energy gradients may be indicative for an increased influence of
grain dissection.
4. Equal orientation of next-neighbour grains or orientation families (grains III
and IV, Figure 7.8C) can only serve as an indication for completed grain dis-
section if the full CPO (a-axes as well as c-axes) is known. This is the case
for EBSD measurements and numerical simulations. However, as a-axes can
also align (Miyamoto et al., 2005), even in EBSD-maps, the recognition of ori-
entation families can become difficult when the CPO is very strong. Although
an orientation family is clearly observed, other indicators for grain dissection
such as an irregular grain boundary network should accompany the observa-
tion. Obbard et al. (2006) observed orientation families in GISP2 (Greenland
ice sheet project 2) ice core samples. Orientation families may be produced
by grain dissection, rather than by polygonisation. In fact, in the misorienta-
tion distribution data shown by Obbard et al. (2006), there was no difference
between the correlated and un-correlated distributions. This implies that mis-
orientations are controlled by the strong CPO (Fliervoet et al., 1999). In addi-
tion, there is a lack of 5circ to 15circ misorientation boundaries, which would
be expected if polygonisation was the main grain-size-reducing mechanism
(Trimby et al., 1998; Trimby et al., 2000). The occurrence of a relatively high
amount of 5circ to 15circ c-axis misorientations has been suggested as a signa-
ture of polygonisation in ice (Alley et al., 1995; Durand et al., 2008). However,
the EBSD study of Obbard et al. (2006) shows that c-axis data can overestimate
the occurrence of the 5circ to 15circ boundaries.
5. The prevalence of grain dissection could be related to grain size itself. Means
(1989) shows that grain dissection is most frequent when mean grain size and
bulge width are similar. We can identify three situations (a-c) to describe this
dependency: (a) If the grain size is significantly larger, a bulge will remain
close to the position of the original boundary and does not migrate through a
grain. In this situation, grain dissection is not possible. (b) On the other hand,
if the grain size is significantly smaller than the bulge width, the bulge shape
itself cannot develop and the migrating boundary consumes a whole grain
instead of dissecting it. (c) Dissection and resulting grain-size reduction is only
possible when bulges are about half a grain diameter wide. Our results appear
to support these dependencies. In NEEM glacial ice, the grain size is smaller
and grain dissection is less common than in Holocene ice (Figure 7.10A). In
our simulations, the frequency of grain dissection was higher for high strain
rate simulations leading to smaller grain sizes (Figure 7.6). This may illustrate
the two end-members of grain size being larger (NEEM glacial ice) or smaller
than the bulge width (simulations at low strain rate). A further investigation
and quantification of such dependencies should form part of future studies on
grain dissection.
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It was argued above that grain dissection is more important when the grain size
is close to steady state than at either smaller or larger grain sizes. Although grain dis-
section is most significant at this grain size, polygonisation events may still outnum-
ber grain dissection events. Therefore, we interpret that with such equilibrium con-
ditions, suitable bulge width as described above (situation 5c) are achieved through
a combination of polygonisation and SIBM. A steady state is only reached when
deformation conditions are stable. High frequencies of dissection events can thus
be regarded as indicators for relatively constant conditions. This appears to fit the
observations in the NEEM ice core, where high frequencies of grain dissection are
found at the base of the Holocene ice (Figure 7.10A). While microstructures stabilise
downward in Holocene ice, both the CPO (Montagnat et al., 2014) and the grain
size (Binder, 2014) change at the transition to glacial ice. According to the recrys-
tallisation diagram by Faria et al. (2014c), this change reflects a change in deforma-
tion conditions. In turn, this implies less grain dissection relative to polygonisation,
which seems to fit our observation of low frequencies in grain dissection in glacial
ice (Figure 7.10A).
The proposed mechanisms controlling grain sizes in ice are classically polygoni-
sation (Alley et al., 1995; De La Chapelle et al., 1998) or bulging nucleation (Chauve
et al., 2017; Montagnat et al., 2015) leading to decreasing grain sizes and grain
boundary migration leading to a grain size increase (De La Chapelle et al., 1998;
Duval and Castelnau, 1995). A mixture of both is suspected to cause steady grain
sizes in the middle of ice-sheets columns. However, SIBM may provide an additional
grain-size-reducing process, if grain dissection is initiated (Means, 1989). Therefore,
equilibrium grain sizes may be achieved with only SIBM, whereas polygonisation
or nucleation need additional grain-size-increasing mechanisms to achieve equilib-
rium.
7.5 Conclusions
In this study, we investigate the importance of grain dissection as a feature of strain-
induced boundary migration (SIBM) in ice using numerical simulations and natural
microstructures from the NEEM ice core. For the first time, we present evidence that
grain dissection is a common mechanism during ice deformation. The efficiency of
grain dissection is probably independent of depth and rather a function of the state
of the microstructure and deformation conditions. In particular, grain dissection is
most efficient in depths in the ice column where deformation conditions remained
constant over time and microstructures approach steady state in terms of grain size
or CPO. Here, grain dissection is an efficient mechanism in addition to polygoni-
sation, to achieve grain size reduction and maintain a balance between grain-size-
increasing and -decreasing mechanisms. In turn, this implies that SIBM not necessar-
ily leads to grain size increase, but eventually to the dissection of grains, especially
at high strain energy gradients.
Future models that describe grain-size evolution during ice deformation, should
incorporate grain dissection and further investigate its frequency as a function of
grain size, deformation mode, CPO or other microstructural properties. This should
lead to a parameterisation of grain dissection, which forms the precursor for includ-
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Abstract
Microstructures from deep ice cores reflect the dynamic conditions of the drill lo-
cation as well as the thermodynamic history of the drill site and catchment area in
great detail. Ice core parameters (crystal lattice-preferred orientation (LPO), grain
size, grain shape), mesostructures (visual stratigraphy) as well as borehole deforma-
tion were measured in a deep ice core drilled at Kohnen Station, Dronning Maud
Land (DML), Antarctica. These observations are used to characterize the local dy-
namic setting and its rheological as well as microstructural effects at the EDML ice
core drilling site (European Project for Ice Coring in Antarctica in DML). The results
suggest a division of the core into five distinct sections, interpreted as the effects
of changing deformation boundary conditions from triaxial deformation with hor-
izontal extension to bedrock-parallel shear. Region 1 (uppermost approx. 450 m
depth) with still small macroscopic strain is dominated by compression of bubbles
and strong strain and recrystallization localization. Region 2 (approx. 450–1700 m
depth) shows a girdle-type LPO with the girdle plane being perpendicular to grain
elongations, which indicates triaxial deformation with dominating horizontal exten-
sion. In this region (approx. 1000 m depth), the first subtle traces of shear deforma-
tion are observed in the shape-preferred orientation (SPO) by inclination of the grain
elongation. Region 3 (approx. 1700–2030 m depth) represents a transitional regime
between triaxial deformation and dominance of shear, which becomes apparent in
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the progression of the girdle to a single maximum LPO and increasing obliqueness
of grain elongations. The fully developed single maximum LPO in region 4 (approx.
2030–2385 m depth) is an indicator of shear dominance. Region 5 (below approx.
2385 m depth) is marked by signs of strong shear, such as strong SPO values of grain
elongation and strong kink folding of visual layers. The details of structural observa-
tions are compared with results from a numerical ice sheet model (PISM, isotropic)
for comparison of strain rate trends predicted from the large-scale geometry of the
ice sheet and borehole logging data. This comparison confirms the segmentation
into these depth regions and in turn provides a wider view of the ice sheet.
This article is part of the themed issue ‘Microdynamics of ice’.
8.1 Introduction
Variations in net mass transport of ice towards the ocean lead to variations in ice
flux and eventually sea-level variations. Ice sheets possess the highest potential to
cause drastic changes within the global water cycle owing to their large water reser-
voir. This horizontal movement of ice is expressed in the surface velocities measured
locally with ground-based GPS surveys (Wesche et al., 2007) or by remote sensing
techniques on larger scales (Rignot et al., 2011). The observed surface velocities,
however, result from a superposition of several components: (i) basal sliding owing
to a temperate base of the ice, (ii) possible deformation of the bed material (sedi-
ments, glacial till), and (iii) the internal deformation of the material ice itself. While
the former two components play an important role at the margins of the polar ice
sheets, especially in fast-flowing outlet glaciers or ice streams, the internal deforma-
tion of ice is the main component in the interior of Antarctica and Greenland. In the
upper part of the ice column, vertical thinning is the dominating process. The major
ice deformation component in the geographically horizontal direction, that is, the
direction towards the ocean, is shearing on horizontal planes owing to friction at the
interface between ice and bedrock. This horizontal shearing becomes the dominant
deformation component with depth. The balance between the different components
of ice deformation contributing to horizontal transport is difficult to determine as the
available data originate mainly from surface observations. As a first approximation,
the Dansgard–Johnsen (Dansgaard and Johnsen, 1969) assumption is often consid-
ered, which assumes a constant vertical strain rate in the upper two-thirds of the ice
column, which then decreases linearly to no vertical deformation at the frozen bed.
Thus, in general, in the lower third, the shear deformation is more or less the domi-
nant process. This holds for the most typical and common locations in an ice sheet,
therefore excluding extraordinary sites such as domes. Especially in areas with low
ice flow velocities, this estimation appears to be a good approximation, reconfirmed
by the simulated evolution of vertical strain rate profiles in up-to-date models. With
respect to improved implementation of the crystalline lattice- preferred orientation
(LPO) anisotropy effects in flow models (Azuma and Goto-Azuma, 1996; Bargmann
et al., 2012; Durand et al., 2007; Faria, 2006; Faria et al., 2002; Gödert and Hutter,
1998; Martin and Gudmundsson, 2012; Seddik et al., 2008; Thorsteinsson, 2002; Veen
and Whillans, 1994), the exact identification and reconstruction of the relation be-
tween vertical compression and horizontal shear and its development with depth
are required. An anisotropic description can lead to substantial feedback effects in
terms of effective viscosity with respect to the principal deformation directions.
The contributions of vertical compression in the upper part and horizontal shear
in the lower part of the ice sheet can be estimated, using information obtained from
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ice coring. Ice cores and their boreholes provide us with local insights into dynam-
ical processes below the surface. The evolution of c-axis distributions (LPO) with
depth is an indicator of the changing dominance of the deformation modes (Montag-
nat et al., 2014). Thus, c-axis distributions measured from ice core samples directly
represent the mechanical contribution to microdynamic processes. This informa-
tion can be complemented by grain topology (size and shape) data also to represent
the recrystallization (thermodynamic) contribution (Faria et al., 2014a). Grain size
and grain shape are structural parameters that can be evaluated in order to support
conclusions made from the LPO measurements with respect to deformation modes.
Such characteristic grain size and shape microstructures are well known and also
used as shear-sense indicators, e.g. as ‘oblique foliation’ in mylonitic rocks (Pass-
chier and Trouw, 2005, p. 128). Mylonites are rocks found in shear zones which
experienced large ductile strain rate, but under colder homologous temperatures
(T/Tm) than ice. Owing to the high homologous temperature for natural ice in gen-
eral (T/Tm ≫ 0.7) and the slow creep flow in most deep ice coring sites, such effects
of deformation modes are very moderate and difficult to discern, because recrys-
tallization strongly overprints deformation effects and masks typical deformation
microstructures (Faria and Kipfstuhl, 2005; Humphreys and Hatherly, 2004; Llorens
et al., 2016a,b). Furthermore, deformation mechanisms, such as small-scale folding
initiated by grain kinking, provide new insights into the microdynamic processes
with consequences for mesoscale (Jansen et al., 2016) and possibly also macroscale
structures (Bons et al., 2016). The meso- to macroscale impact of changing deforma-
tion regimes with different deformation modes and mechanisms with depth can be
monitored by repeatedly logging the borehole geometry after certain time intervals,
which also reveals the onset of shear deformation dominance with depth. Compar-
ison of the described observations with strain rate components predicted by a flow
model can illuminate possible misconceptions in our understanding of large-scale
ice flow.
The aim of this contribution is to revisit the idea of deformation modes at the
EDML site from meso- and microstructural data (Hamann et al., 2008) in combi-
nation with new observational data, which became available recently. We combine
these with strain rate estimates provided by a large-scale three- dimensional flow
model, and thus consider also a broader ambient flow field than the purely one-
dimensional Dansgard–Johnsen (Dansgaard and Johnsen, 1969) assumption. This
combination provides us with a solid understanding of shear versus compressive
deformation for the EDML ice core location.
8.1.1 Introduction—EDML ice core
The European Project for Ice Coring in Antarctica (EPICA) in the Dronning Maud
Land (in short: EDML) ice core was drilled between 2001 and 2006 at the Kohnen
Station, Antarctica (position 79◦00′ S, 0◦04′ E, elevation 2892 m.a.s.l.) (Oerter et al.,
2009; Wilhelms et al., 2014). The location is shown in figure 8.1 and was chosen be-
cause of the relatively high accumulation rate at the drill site, which enabled palaeo-
climate proxy records to be obtained with a high temporal resolution. Furthermore,
its location in the Atlantic sector of Antarctica allows for a comparison with the
Greenland ice cores (EPICA community members, 2006). The core reached a length
of 2774 m, penetrating down to just above the bedrock at 2782 m vertical ice thick-
ness. The ice surface topography exhibits a slightly divergent flow along an ice ridge
with 0.756 m a−1 observed surface velocity (Wesche et al., 2007). The accumulation
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FIGURE 8.1: Map of the EDML ice divide area with input and output information of the ice
flow model. The divide line is shown in blue (Zwally et al., 2012). White isolines and arrows
are the magnitudes and directions of surface velocities, respectively, calculated by the model.
The resulting streamlines seeded at the eastern margin of the domain are shown as solid red
lines, whereas the streamline passing the grid location next to the EDML site (the location of
the presented strain rates) is shown as the dashed red line. The blue to brown colour code
represents the bedrock topography while black isolines show the surface elevation; both
from the Bedmap2 dataset (Fretwell et al., 2013). The square grid is the model grid with 10
km spacing.
rate is 64 kgm−2 a−1 (ice equivalent 7 cm a−1) (Oerter et al., 2004). The annual aver-
age surface temperature (10 m-firn temperature) is −45◦ C and the borehole bottom
temperature is −3◦ C. This leads to bed conditions with subglacial water, which
penetrated into the hole during the termination of drilling (Wilhelms et al., 2014).
Numerical flow models with palaeoclimate forcing have been used to determine
an appropriate site for the EDML ice core (Calov et al., 1998; Savvin et al., 2000)
prior to the actual drilling and have also assisted with the dating and interpretation
of the palaeoclimate records of the EDML deep ice core (Huybrechts et al., 2007).
The first two studies (Calov et al., 1998; Savvin et al., 2000) present temperature and
shear strain rates versus depth for their proposed drill sites at 73◦57′ S, 03◦35′ W and
73◦59′ S, 00◦00′ E, respectively. As both locations are several hundreds of kilometres
away from the EDML site, the given profiles cannot be used for comparison. Al-
though the study by Huybrechts et al. (Huybrechts et al., 2007) is to our knowledge
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the most recent in-depth flow modelling study for the EDML site, as they apply a
higher-order flow model nested in a large-scale model under palaeoclimatic forc-
ing, unfortunately we cannot compare the results, because neither strain rate nor
temperature versus depth profiles are reported.
8.2 Methods
8.2.1 Fabric analysis
The C-axis distribution data (LPO/fabrics; figure 8.2) are derived from thin sections
measured with an automated fabric analyser system of the Australian Russell-Head
type (Peternell et al., 2010) that applies polarized light microscopy, where the thin
section is placed between systematically varying crossed polarizers (Wilson et al.,
2003). We mainly used the G20 system, measuring approximately 150 vertical and
horizontal thin sections in depth intervals of about 50 m (dataset: Weikusat et al.,
2013a). For cross- and quality checks, we also applied the improved G50 system for
60 additional vertical thin sections, with partly bag-continuous sampling (dataset:
Weikusat et al., 2013b). A few examples of the in total approximately 210 crystal
LPO measurements are displayed for illustrative reasons in figure 8.2 and figure
8.3b as classical pole figures. These so-called Schmidt diagrams show the natural
variability among at least 100 measured grains per section. Additionally, as a more
continuous display of all thin section data, we calculated eigenvalues of the second-
order orientation tensor of the c-axis distributions (Durand et al., 2006b; Wallbrecher,
1979), which portray the distribution as an enveloping ellipsoid with the eigenval-
ues being its three principal axes (figure 8.4b, dataset: Weikusat et al., 2013c,d). This
method is well suited to quantify a three-dimensional unimodal or girdle distribu-
tion of orientation data. The breadth of the distribution is described by the absolute
magnitude of the eigenvalues, that is, it describes how many grains are aligned with
the preferred direction. Additionally, the Woodcock parameter is given (figure 8.4b;
Woodcock, 1977), which lies in the interval [0, 1] for girdle LPOs and [1,∞] for uni-
modal LPOs.
8.2.2 Grain size and shape characteristics by light-microscopy microstruc-
ture mapping in plain and polarized light
In addition to the LPO investigations, further microstructural data such as grain
size evolution and shape-preferred orientations (SPOs) gave insight into, and in turn
can influence, the deformation conditions and related processes (e.g. Herwegh and
Handy, 1998; Passchier and Trouw, 2005). The grain size and shape evolution along
this core were examined, using approximately 300 vertical and horizontal thick and
thin sections (10 m interval). Owing to the preferred sublimation along the grain
boundaries, they develop etch grooves on sublimation-polished surfaces that are
visible in plain light illumination (Kipfstuhl et al., 2006). These grooves can then be
mapped on microphotographs, revealing the grain boundary network. The grain
boundary networks were extracted, using fully automatic image analysis, and eval-
uated for structural parameters of the grains wherever possible (Binder et al., 2013,
figure 8.3a), with manual corrections when necessary. The data from vertical sec-
tions were complemented by grain structural parameters derived from photographs
taken between crossed polarizers for horizontal sections (during the fabric analysis
procedure). Here, semi-automatic image analysis with edge detection segmented
the image into grain boundary networks (figure 8.3b).
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FIGURE 8.2: Examples of stereographic projections of the lattice-preferred orientation (LPO).
Classical glaciological projection into the geographical horizontal plane (the drill-core axis is
at the centre of the circle in each diagram). Pole figures show the classical Schmidt diagram.
Gridlines illustrate measurements on vertical thin sections (rotated for this display), whereas
diagrams without gridlines originate from horizontal thin sections. Numbers on the left of
each diagram give sample depth; on the right of each diagram are the number of c-axes
(one per grain) plotted. Please note that changes in the orientation of the girdles are related
to orientation mismatch between core pieces (drill runs), and not to a sudden change in
stress/flow direction.
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FIGURE 8.3: (a) Example of a microstructure mapping picture (1553.0 m depth) and the re-
sulting grain boundary network obtained by image segmentation. Left-hand picture shows
strong black lines which are grain boundaries revealed by sublimation etching. (b) Exam-
ple of an AVA (Achsensverteilungsanalyse) picture (1056.0 m depth) for LPO measurements
(automatic fabric analyser) and the resulting grain boundary network obtained by image
segmentation via edge finding. Left-hand picture, false-colour code; see wheel legend.
From the grain boundary networks, we obtained the two-dimensional grain size,
e.g. as areas by pixel counting of individual grains (figure 8.4d) and shape param-
eters (SPOs). The magnitudes of grain elongations given as aspect ratios (figure
8.4e) and grain elongation directions (figure 8.4f) are calculated from the principal
axes of an ellipse fitted to each segmented grain. The distributions of the directions
are shown as circular histograms (‘rose diagrams’) in figure 8.5b (display method
adopted from Azuma et al., 1999, 2000). Although the drilling process does not
allow for an oriented ice core, the relative orientation among individual drill runs
has been retained by fitting characteristic core break surfaces during core logging
as well as possible and by drawing a continuous ‘top line’ on one side of the core
(Hvidberg et al., 2002). In the girdle LPO depth range, a change in orientation is
identified from the changing direction of the girdle in the stereographic projections
(figure 8.2). However, in the brittle zone (approx. 800–1200 m), where orientation
loss happened more frequently, it is less obvious as the data show only a weak gir-
dle pattern in this depth region. The grain elongation direction data reveal possible
inclinations from the horizontal and vertical sections (figure 8.5b, §3c). The raw data
of inclination measurements from the elongation directions from vertical sections
reflect a jump between 1655 and 1758 m (cf. figure 8.2) owing to a loss in azimuthal
orientation of the core during logging, which was caused by a break between 1686
and 1696 m. This jump corresponds to a core rotation of about 40◦ (cf. figure 8.2)
and significantly masks the signal in the raw measurements of elongation directions.
A second recognizable azimuthal loss shows less rotation (10− 20◦) between 1955
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and 2035 m depth, but with higher ambiguity owing to the strongly developed sin-
gle maximum LPO. The rotational symmetry of the single maximum distribution
does not allow a reliable reconstruction of the likely true inclination. However, the
effect on grain elongation inclination data is minor. It may however contribute to
the increasing variability in this depth range. The 40◦ jump between 1686 and 1696
m was corrected in the grain elongation inclinations by means of trigonometry, as-
suming that the steeper inclination at 1696 m is the true dip of the three-dimensional
elongation plane. Thus, the data shown here represent a lower bound of the actual
inclination. The correction assumes a maximum dip, which is however unknown.
Furthermore, only absolute values are given, as the dip direction leading to clock-
wise or anticlockwise inclination depends on the core and sampling orientation.
8.2.3 Visual stratigraphy line scanning
Visual stratigraphic layering was recorded continuously along the core with a line
scanner (LS) developed at the Alfred Wegener Institute in Bremerhaven, Germany,
and the Niels Bohr Institute at the University of Copenhagen, Denmark (Faria et al.,
2018; Svensson et al., 2005).
Typical LS samples are 1 m ice slabs that have been cut lengthwise from the
EDML core, with their upper and lower surfaces polished with a hand-held micro-
tome blade. Oblique dark- field, indirect illumination of each slab is scanned along
the core axis by a digital line-scan camera. The line-scan camera can capture only
the light that has been scattered by inclusions in the ice matrix, such as microscopic
particles or air bubbles, because ice itself is transparent. Thus, the degree of bright-
ness recorded by the camera is proportional to the concentration of inclusions in the
sample, in such a manner that a clear piece of ice, free of inclusions, appears dark
(figure 8.5a).
Images recorded with the LS system reveal the visual stratigraphy of an ice core
in great detail (1 pix = 0.1 mm) because of the high resolution and sensitivity of the
digital line-scan camera. Strata as thin as 1 mm can be easily detected with this
method. Any small change in the optical properties of the ice matrix, usually caused
by a change in the mean size or concentration of inclusions, gives rise to a new
horizon.
8.2.4 Borehole logging
During the EDML drilling campaign, the borehole was logged at several stages of
drilling progress. The logging system continuously recorded the tilt of the bore-
hole with respect to the vertical (inclination) as well as the heading of the borehole
with respect to magnetic north (azimuth) by means of a compass (Gundestrup et al.,
1994). Additionally, the diameter of the borehole was measured. Here, we use the
change of the borehole course (inclination and azimuth; figure 8.4a) owing to the lo-
cal ice deformation between two measurements (January 2004 and November 2005)
to estimate the strain regime at the EDML site. Changes in diameter of the borehole,
which do occur, are not evaluated in this study.
8.2.5 Strain rate estimations from the ice flow model
To derive a velocity–depth profile at the EDML site, we used the parallel ice sheet
model (PISM v 0.6.1) (Bueler et al., July 2007; Martin et al., 2011; Winkelmann et al.,
2011).
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FIGURE 8.4: Compilation of ice core micro- and mesostructure data with borehole and mod-
elling data. Shaded regions denote regions of deformation modes explained in the text.
(a) Borehole data and modelled temperatures. (b) LPO data given in eigenvalues of the
second-order orientation distribution tensor (red, blue, green) and Woodcock parameter. (c)
Derivatives of the selected strain rate tensor components derived from the shallow ice ap-
proximation model PISM. (d) Grain size data from the microstructure map and δ18O values
(‰ standard mean ocean water) from stable water-isotope measurements for palaeotemper-
ature reconstruction (grey). Dataset: doi:10.1594/PANGAEA.754444 down to 2416 m depth.
Below 2416 m depth unpublished data (H Meyer and H Oerter 2016, personal communi-
cation). (e) Grain elongation given as the aspect ratio of the short and long axis of a fitted
ellipse. Mean and standard deviation (s.d.) per 10 cm section of microstructure maps. (f)
Grain elongation directions given as the mean angle of the long axis of the fitted ellipse with
the horizontal direction (0◦). Corrections, assuming measured dip at 1696 m depth being
maximum, lead to lower bound inclinations. Actual three-dimensional inclinations can be
higher.
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FIGURE 8.5: (a) Visual stratigraphy line scanner images, selected. (b) Distributions of grain
elongations given as circular histograms (rose diagrams) measured in sections vertically
(right) and horizontally (left) cut from the ice core. Radial axes give the frequency in %
with a fixed axis range (7% for horizontal sections, 10% for vertical sections). For vertical
sections, directions 0◦ and 180◦ are along the core axis. For horizontal sections, azimuthal
orientation corresponds to those in LPO pole figures. (c) Selected LPO stereographic projec-
tions for direct comparison.
The deformation of polycrystalline ice is modelled, using the Nye generalization
(Nye, 1957) of the Glen–Steinemann power-law rheology (Glen, 1955; Steinemann,
1954). The effective viscosity, which connects the strain rate tensor with the devia-
toric part of the Cauchy stress tensor, depends on strain rate, pressure, temperature
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and water content (Lliboutry and Duval, 1985; Paterson and Budd, 1982), where the
last two quantities are diagnostically calculated from the enthalpy field. The en-
thalpy scheme used in PISM is fully described in Aschwanden et al. (2012), to which
the interested reader is referred.
At each time step of a PISM simulation, the geometry, temperature, water content
and basal strength of the ice sheet are included into momentum balance equations
to determine the velocity of the flowing ice.
Instead of solving the full set of Stokes equations for the momentum balance,
PISM solves, in parallel, two different shallow approximations: (i) the non-sliding
shallow ice approximation (SIA Hutter, 1983), which describes ice as flowing by
shear in planes parallel to the geoid, and (ii) the shallow shelf approximation
(SSA Morland, 1987), which describes a membrane-type flow of floating ice, or
of grounded ice which is sliding over a weak base. The ice flow velocity of the
grounded ice is computed with a hybrid scheme based on a weighted superposition
of both shallow solutions (SIA + SSA), where the SSA solution acts as a sliding
law (see Bueler and Brown, 2009 for details). The computed three-dimensional
velocity field thus contains horizontal longitudinal (membrane) stresses from the
SSA solution as well as vertical shear stresses from the SIA solution.
The present-day state of the Antarctic ice sheet was computed based on the
present-day geometry Bedmap2 (Fretwell et al., 2013), and varying datasets for
present-day boundary conditions such as: surface temperature (Comiso, 2000; For-
tuin and Oerlemans, 1990; Wessem et al., 2014), surface mass balance (Arthern et al.,
2006; Berg et al., 2006; Wessem et al., 2014) and geothermal heat flux (Maule et al.,
2005; Shapiro, 2004) and the update from Purucker (2012) based on the method of
Maule et al. (2005). The original dataset of Maule et al. (2005) has been capped at
a value of 0.07 W m2 according to the SeaRISE- Antarctica recommendations (Bind-
schadler et al., 2013). Using all combinations of the boundary conditions above,
with the restriction that RACMO2.3/ANT (Wessem et al., 2014) data for surface
skin temperature and accumulation rate are used together for consistency, we have
set up an ensemble of 15 different simulations. We have chosen the combination
RACMO2.3/ANT surface forcing together with the Shapiro & Ritzwoller (Shapiro,
2004) heat flux as our reference simulation. Other combinations have been applied
to estimate the sensitivity of the model to varying forcing data. We have chosen the
same set of parameters within the PISM model that have been used for the ice sheet
modelling project SeaRISE Antarctica (see ‘Potsdam’ model in Nowicki et al., 2013),
where the model was forced with constant present-day climate. Although surface
temperatures and accumulation rates have changed over time in the palaeoclimate
context, we prescribe the constant present-day climate in order to avoid a complete
recalibration of the model that would be far beyond the scope of this study. As the
temperature field near the base—where most of the deformation takes place—is
mainly controlled by the geothermal heat flux, we expect to have a reasonable
uncertainty estimate owing to our ensemble set-up.
Each simulation was conducted in a series of subsequent grid refinements (all
based on the initial 1 km present-day geometry) using 40, 20 and 10 km horizontal
resolution and 41, 81 and 101 vertical layers, respectively. We used the flux correction
method provided by PISM in addition to a prescribed (present-day) calving front
position to result in an ice sheet that is close to the observed present-day geometry.
After initialization (1 a), a short relaxation period (100 a) and a purely thermal spin-
up with the geometry held fixed (200 k years) on the 40 km grid using only the non-
sliding SIA, the model ran for 100 k years, 20 k years and 4 k years on the 40, 20 and
10 km grid, respectively, in the hybrid (SIA + SSA) mode. The individual boundary
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conditions that have been chosen for one ensemble member were held constant over
time, thus forming a present-day climate equilibrium model realization.
All components of the strain rate tensor as well as the effective strain rate De
(figure 8.4c) and the three principal strain rates, D1 , D2 and D3 (eigenvalues of the
strain rate tensor, figure 8.4c), have been derived from the simulated velocity field
diagnostically on the PISM grid.
8.3 Results and data
8.3.1 Lattice-preferred orientation
The c-axis distributions show a typical evolution with depth for a drill site located
on an ice divide: a broad distribution represented by all three eigenvalues around
one-third (figure 8.4b) appears uniform in the pole figure display (figure 8.2) and is
almost constant in the upper 450 m. Below this, LPO develops continuously into a
vertical great-circle girdle distribution by narrowing of the girdle towards three dis-
tinct eigenvalues (in the following referred to as e1, e2, e3) down to 1650 m depth.
In a transitional region (approx. 1700–2030 m), the LPO evolves towards an elon-
gated single maximum well defined by the inflection point of the e2-trend (figure
8.4b): above approximately 1650 m e2 grows; below 1650 m e2 decreases. Although
increasing strictly monotonically with depth in the upper two-thirds of the core, also
the e1-trend shows a change in slope at approximately 1650 m depth. The gradual
evolution of the single maximum is generated by a gradual concentration of c-axes
within the girdle, observable in panel 5 of figure 8.2 and a slight re-widening of the
central part of the girdle in the pole figure (see also figure 8.2). This is confirmed
by the Woodcock parameter (figure 8.4b), which rises at this depth level towards
unimodal distributions. This is followed by a collapse of e3 and e2 into a single max-
imum at approximately 2030 m depth (figures 2 and 4c). In a narrow layer (from
2345 to 2395 m depth), the LPOs become highly diversified with tendencies of sin-
gle maximum to girdle and back to single maximum distributions represented by a
wide range of values in e3 and e2 (0–0.5) and in e1 (0.5–0.9) (figure 8.4b). This is the
lower half of the Eemian (marine isotope stage 5.5 (MIS5.5)) layer, characterized by
lower δ18O values (figure 8.4d), which indicates higher precipitation temperatures
than derived from the overlying ice of the last glacial period. Statistical evaluation
is difficult, as the Eemian ice exhibits the largest grain sizes observed in the EDML
core, except for the basal layer (figure 8.4d).
Systematic offsets of the eigenvalues e2 and e1 between vertical and horizontal
sections (figure 8.4b, e.g. in region 2) are due to the ambiguity of measurement of
c-axes lying close to the observation plane. Data at the periphery of a pole figure
(projection onto a thin section plane) are of low quality and thus partly excluded
from the population in display and LPO data processing, leading to the described
bias. The automatic fabric analysers used here calculate the extinction angle, where
no light gets through the system, by fitting the light amplitude values for each step
of the polarizers to a sinusoid curve (Peternell et al., 2009; Wilen et al., 2003). The
low-quality effect of c-axes in a plane normal to the observation axes is caused by
the G20 instrument often being unable to resolve the quadrant pair of the azimuth
of these orientations. The G20 used a rotating prism to realize three viewing axes
and images are taken from three directions. This includes a fourfold symmetry of
the extinction angles for the viewing directions. The automatic fabric analyser soft-
ware philosophy excludes any possibly false information, thus any ambiguous data
values are not included. The G50 instrument uses a quarter-wave (λ/4) plate to
8.3. Results and data 113
determine the azimuth, so that fast/slow directions by adding or subtracting λ/4
resolve the azimuth symmetry of the quadrants (defined by the crossed polarizers;
for further details on crystal orientation and interference effects, see for example
Heilbronner and Barrett, 2014). Comparison measurements verified this effect.
8.3.2 Grain size
The grain size generally increases with depth (0.3− 2000 mm2), but is strongly af-
fected by the impurity content of ice from different climatic stages (figure 8.4d). Over
the first 700 m, the grain size increases and decreases again with depth until reaching
the last glacial maximum (LGM) ice (MIS2, approx. 1000 m), which is identified by
the most depleted stable water isotope values (figure 8.4d EPICA community mem-
bers, 2006; EPICA Community Members, 2010; H Meyer and H Oerter 2016, per-
sonal communication: stable oxygen isotopes of deep ice core EDML (deeper than
2416 m)). Correlation coefficients for grain size and δ18O confirm the correlation on
this large scale with 0.65 for depths below 700 m and 0.79 for depths below 900 m
depth. Below, the mean grain size increases again down to a depth of approximately
1700 m, followed by a steep size decrease down to approximately 1750 m (MIS4).
Below this, grains increase again down to approximately 2300 m (Eem, MIS5.5), but
show a higher variability within samples than in all stages above. A sharp decrease
down to the smallest measured grain size values is observed just below the MIS5.5
ice (approx. 2400 m), followed by a sudden increase (approx. 25 times) to grains
of similar or larger size than the section size in the deepest basal ice layers. Fur-
ther doubling to tripling of grain size occurs in this basal layer estimated from the
deepest three samples measured (‘square’ symbol and separate bottom axis in figure
8.4d).
The above-described trend in grain size can be observed fully automatically as
well as by manually correcting segmentation of images (excluding the three basal
samples). Both methods give diverging results at various levels with the manu-
ally corrected segmentation giving approximately 10% smaller values in most depth
levels (figure 8.4d). Thus, the fully automatic segmentation may not capture all
(slightly weaker) grain boundaries. These weaker boundaries, in principle, are an
indication for newly formed grain boundaries developing from subgrain boundaries
during dynamic recrystallization (Weikusat et al., 2009b; §4.1 in Faria et al., 2014c).
This seems to occur along the whole EDML ice core (Weikusat et al., 2009a). How-
ever, a deeper analysis of these mechanisms, e.g. to decipher the actual processes
of grain boundary formation, is only possible in combination with high- resolution
full-crystal orientation measurements Montagnat et al., 2015; Weikusat et al., 2010,
2011, and lies beyond the scope of this work.
8.3.3 Grain shapes
A visualization of SPO given as grain elongations in the vertical and horizontal sec-
tions is shown in figure 8.5b,c as circular histograms (also called ‘rose diagrams’),
which show the magnitude and direction of elongation. Statistical evaluation (fig-
ure 8.4e,f) is not possible for horizontal sections owing to few samples. In general,
only moderate mean aspect ratios up to 1.8 are observed (figure 8.4e). Large stan-
dard deviations in all samples indicate that only a few grains are actually elongated,
whereas many exhibit an equi-dimensional habitus. However, for vertical sections,
we observe clear trends in the mean values: first, increasing elongations from 1 to
1.5 down to 1100 m depth, followed by a decrease down to approximately 1700 m
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depth. Between 1700 and 2200 m, aspect ratios remain stable at small average elon-
gations of approximately 1.2, with an increased variability observed among samples
below approximately 2050 m depth. Low values approach approximately 1 and in-
dicate equi-dimensional grain shapes on average. Most intensely elongated grains
in the EDML ice core are observed at a sudden transition of aspect ratio from 1.1 to
1.7, located between 2356 and 2393 m depth. Below approximately 2575 m depth
range statistical analysis is not reliable owing to the very large grain size.
Grain elongation directions, defined as angles of the long axis of a fitted ellipse
with the horizontal, show large variations within individual sections (figure 8.8; s.d.
in figure 8.4f). Statistical analysis, however, reveals elongation of grains in the hor-
izontal direction (0◦) down to approximately 1000 m depth. This is remarkable as
between 500 and 1200 m the relative azimuthal core orientation was lost repeatedly
in the brittle zone. The geographical azimuthal (N–E, S–W) orientation of the drill
core controls the actual observed angle of inclined features. Three- dimensional-
sectioning effects of orientations of lines or planes, e.g. during sample preparation as
in this study or in geological outcrops, are well known in structural geology (Twiss
and Moores, 2007). These sectioning effects lead to minimum bound measurements
of angles, and isolated single measurements cannot prove horizontal orientation.
Repeated sectioning of samples down to approximately 1000 m depth all showing
on average 0◦ angles thus reveal a truly horizontal-preferred elongation direction.
On average, grain elongation directions start to incline slightly from the horizontal
to a few degrees down to approximately 1700 m. This has to be considered as a
lower bound owing to the three-dimensional cutting effect of inclined objects. The
inclination of grains progressively increases to about 10◦ at a depth of approximately
2030 m. Elongation directions appear to stabilize below this.
Comparison of the vertical girdle LPO presented in the standard glaciological
stereographic projections into the horizontal (figure 8.5c) with grain elongations in
horizontal sections (figure 8.5b, right column) shows that the mean orientation of
the girdle plane, that is, the average plane containing all c-axes, and the orientation
of the grain elongations in the horizontal are perpendicular to each other.
8.3.4 Visual stratigraphy
The visual stratigraphy in the uppermost 950 m is generally horizontal, straight and
faint (figure 8.5a). The last feature results from the fact that air bubbles in this zone
are by far the largest and most efficient light scatterers, so that the visual stratigraphy
is dominated by depth variations in the number and size of air bubbles. The ice core
in this zone appears so bright under the LS that the recorded images seem partially
washed out, with a faint stratigraphy. Within the bubble–hydrate transition zone
(BHT zone, 800–1200 m Faria et al., 2010), stratigraphic variations in the number and
size of air bubbles gradually increase with depth. Below the BHT zone, all bubbles
have transformed into air hydrates, which have a refractive index more similar to
that of ice and are consequently inefficient light scatterers. Therefore, the ice stratig-
raphy below 1200 m is defined by variations in the concentration of micro-inclusions
(e.g. salt or dust particles). In sufficiently high concentrations, micro-inclusions can
scatter the incident light and make the ice seem opaque, forming strata of light-grey
appearance of millimetres to decimetres thickness, called cloudy bands (Faria et al.,
2009; Gow and Williamson, 1976). Owing to their intensity and frequency, cloudy
bands are the main stratigraphic feature of deep (bubble-free) polar ice.
8.3. Results and data 115
From the lower part of the BHT zone at approximately 950 m depth down to
around 1600 m depth, the EDML stratigraphy remains undisturbed and horizon-
tal (figure 8.5a). Just a few cloudy bands occasionally show minimal undulations
with amplitudes not larger than a couple of millimetres. Below 1700 m depth, these
undulations gradually increase in intensity and frequency, to such an extent that
below 1700 m depth microscale folds develop and some flimsy cloudy bands be-
come slightly inclined or disrupted (figure 8.5a). However, it is only beneath 2050 m
depth that well-defined mesoscale folds (with amplitudes up to a few centimetres)
and sloped strata (inclined up to 15◦ from the horizontal) become dominant (figure
8.5a). Further down, the intensity of such disturbances increases notably: cloudy
bands appear ragged and fuzzy at diverse inclinations, sometimes up to 30◦ with
respect to the horizontal.
Below 2200 m depth, the strong layer mixing and low concentration of micro-
inclusions make cloudy bands too faint and disrupted to be identified. Notwith-
standing, at 2386 m, cloudy bands suddenly reappear neatly parallel, horizontal and
well defined again. Faria et al. (Faria et al., 2009; Faria et al., 2014a,c) have pointed
out that this striking stratigraphy change accurately coincides with a sharp increase
in impurity content that marks the transition from the last interglacial (MIS5.5) to the
penultimate glacial period (MIS6), approximately 130 000 years ago (figure 8.4d). It
coincides with conspicuous changes in ice microstructure, e.g. an abrupt reduction
in grain size (5 mm to less than 1 mm) and an increase in grain elongation (aspect
ratios 1.2–1.7), within a depth interval of less than 10 m (figure 8.4d,e).
Drastic variations in intensity, inclination and folding of cloudy bands are recog-
nized below 2400 m depth. Intense cloudy bands inclined up to 45◦, kink folding,
multiple z-fold and other serious stratigraphy disturbances become frequent. As a
general trend, the intensity of the cloudy bands gradually reduces with depth until
they completely disappear below 2600 m, where the temperature rises above −7◦C
and the average grain size increases dramatically (figure 8.4d).
8.3.5 Borehole data
The measured borehole inclination and azimuth were smoothed, using a Butter-
worth low-pass filter to eliminate the influence of movements of the cable and erratic
movements of the logger owing to unevenness of the borehole walls. The logger
depth is taken as the paid out cable length. This set of three coordinates (inclination,
azimuth, depth) was then transformed into hree-dimensional Cartesian coordinates
x, y, z of the borehole track by integrating the data along the path. Owing to the
integration, the possible error in the borehole track increases with depth. The data
presented in this study were recorded in January 2004 and November 2005. Both
logs reached a depth of approximately 2550 m, which is still about 200 m above
the bedrock. Later, re-logging data could not be included here owing to a failure of
the azimuthal measurement, preventing the calculation of the shape of the borehole.
However, these latter data would not have included the lower approximately 200 m,
because the intrusion of subglacial water made the lowermost part of the borehole
inaccessible. As the water rose faster than it could be removed, this also caused the
end of the drilling (Oerter et al., 2009; Wilhelms et al., 2014).
The calculated borehole displacement and the inclination of the hole are dis-
played in figure 8.4a. The gradient of the borehole displacement is largest below
approximately 2050 m depth (figure 8.4a), indicating the depth where shear be-
comes dominant. Above, the displacement is fluctuating around approximately 0.5
m, which is partly owing to the rather high noise of these measurements compared
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FIGURE 8.6: Modelled temperature (pressure corrected), the principal components D1, D2,
D3 of the strain rate tensor and the effective strain rate from 15 model runs with varying
surface and basal boundary conditions. Our reference simulation is shown as filled red cir-
cles, whereas all other simulations are presented as highly overlapping lines with randomly
chosen colours. The annotated horizontal dashed lines indicate the selected depth levels for
the eigenvectors shown in figure 8.7. The vertical dashed line in the D2 panel is placed at
zero strain rate and indicates the transition between compressive and tensile conditions.
with the small displacement signal owing to the slow deformation. The absolute
total displacement is in accordance with the measured surface velocity (0.756 m a1
Wesche et al., 2007) at the site over 2 years, lacking any evidence of significant basal
slip below the EDML drilling site despite the occurrence of subglacial water.
8.3.6 Strain rate estimates from the model
The simulated temperature–depth profile extracted from the PISM grid at the grid
location next to the EDML site (approx. 1.5 km away) is shown in figure 8.4a. Com-
parison with the measured borehole temperature (same figure 8.4a) reveals a distinct
difference, as modelled temperatures are always higher (approx. 5◦C, maximum)
than the observations. In the lowest part of the borehole, temperature observations
are missing, but observed water at the ice–bed interface indicates temperate ice con-
ditions. Thus, the simulated basal temperature of approximately −1.4◦C (pressure
corrected) underestimates the temperature at the base. The overall curvature of the
simulated temperature–depth profile is smaller (more linear) than the observation,
most likely indicating that the model underestimates the downward advection of
cold ice from the surface. Assuming that the zeroth-ordered stress terms from the
momentum balance equations are still the largest contributions to the effective stress
at the EDML site, we expect the model to overestimate the deformation of ice, mostly
in the ice column except for the basal zone.
The magnitude of the horizontal surface velocity obtained by the model is ap-
proximately 1.4 m a1, and is thus twice the observed value (0.756 m a1 Wesche et al.,
2007), but still within the same order of magnitude. As the base is cold in the model,
this surface velocity originates from internal deformation only. The simulated ve-
locity has a stronger northern component than reported in Wesche et al., 2007. This
corresponds well with the local surface slope from the gridded Bedmap2 dataset
(Fretwell et al., 2013, see surface contours in figure 8.1).
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Figure 4c shows the derived effective strain rate with depth that is approximately
constant down to approximately 1700 m depth. The effective strain rate increases
between approximately 1700 and approximately 2400 m owing to the increasing in-
fluence of shear strain with another significant gain below 2000 m depth, and in-
creases further with a higher gradient below approximately 2400 m. The derived
first principal strain rate D1 (with D1 > D2 > D3) is always positive (tensile) along
the depth profile and increases towards the base up to approximately 420× 10−5 a−1
(figure 8.6). The third principal strain rate D3 is always negative (compressive) along
the depth profile with the minimum of approximately −412× 10−5 a−1 at the base.
This component mostly compensates D1 (D1 +D2 +D3 = 0, incompressibility con-
dition for ice). The second principal strain rate D2 is one magnitude smaller than
D1 or D3 and reaches the maximum (14× 10−5 a−1) at approximately 2400 m depth.
Although relatively small, the differences between D1 and D3 towards the bed re-
sult in the slightly positive (tensile) component D2. D2 increases at approximately
1700 m depth evolving from compressional towards tensile and crosses the compres-
sional/tensile border at approximately 2020 m depth, further intensifying its tensile
nature. With depth, D2, decreases towards zero again. Additionally, the vertical gra-
dients of the strongest principal strain rates D1 and D3 are shown in figure 8.4c to
highlight the onset of the evolution of changing deformation at approximately 1700
m depth.
The three-dimensional orientations of strain rate eigenvectors are presented in
figure 8.7. In shallow depths, the orientation of D3 (compressive, blue) is vertical,
D1 (tensile, red) is orientated perpendicular to the ridge, and D2 lies parallel to the
ridge (figure 8.7a). Down to approximately 1000 m depth, the overall deformation
can thus be described as a classical extensional regime as expected on ice divides:
extension normal to the ridge, almost no deformation, that is, very small D2 (figure
8.6) along the ridge and vertical compression (triaxial deformation). At approxi-
mately 1000 m depth, the direction of D3 (compressive, blue) and D2 begin to tilt by
rotation around the D1 direction perpendicular to the ridge (figure 8.7b). At approx-
imately 1700 m depth, D2 starts to increase (figure 8.6, central panel), whereas its
orientation continues to rotate within the ridge plane around direction of D1. This
D2 increase describes a development from compressive towards tensile nature of this
eigenvector. With this, the overall deformation mode changes from a classical divide
(extensional) regime towards the basal regime (simple shear). This is also visible in
the increasing obliqueness of D3 away from the vertical (figure 8.7b versus c) and
a further decreasing value of D2 (figure 8.6). At approximately 2030 m depth, the
D2 value reaches zero per year (figure 8.6, central panel), which can be described as
a confinement in this direction and thus indicates almost ideal simple shear in the
non-coaxial plane strain. However, this situation only holds for a very thin depth
layer, as it is caused by a transition back to triaxial deformation (general shear) with
increasing D2 towards positive, thus tensile, values (figure 8.6). D3 (compressive)
is now approximately 45◦ inclined (figure 8.7c). At approximately 2360 m depth,
D1 (tensile) finally rotates away from the direction perpendicular to the ridge. D1
(tensile) rotates quickly between approximately 2370 and 2380 m depth (figure 8.7d)
to a NW–SE orientation. Below this D1 (tensile) and D3 (compressive) the axes are
both approximately 45◦ with the basal bedrock plane (figure 8.7e) and D2 is now ten-
sile, though still very small. This describes the situation as expected for bed parallel
shear.
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FIGURE 8.7: (a–e) Normalized strain rate eigenvectors at selected depth levels. Directions
with respect to the polar stereographic projection (EPSG: 3031). The vectors are projected
also to the basal plane of the coordinate system to avoid visual misinterpretation. x, east; y,
north; z, up.
8.4 Discussion
The described microstructural parameters from LPO measurements, grain size and
elongation distributions as well as the mesostructural characteristics from layering
in the visual stratigraphy record can be interrelated in five depth regions along the
EDML core. We combine these results with borehole logging observations and strain
rate evolution with depth provided by numerical ice sheet modelling (PISM) from
the surrounding macroscopic geometries and balances. The combined evaluation of
these data shows that the structural observations can be interpreted as the effects
of the transition from vertical compression with transverse extension to horizontal
shear. The depth horizons are indicated as grey regions in figure 8.4. It is worth not-
ing that the boundaries of these regions should not be understood as sharp borders
in all cases. Thus, depth indications do slightly deviate, because with this multi-
parameter approach slightly different reaction times of the deformation and recrys-
tallization processes forming the observed responses may lead to slightly deviating
characteristic depths.
By the chosen model spin-up, we ensure that the ice sheet geometry corresponds
to the current state. This is essential for realistic strain rates at the borehole location,
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as the main drivers for ice flow are local ice thickness and surface slope. However,
our model set-up results in a temperature versus depth profile that deviates from the
observation. Nevertheless, to the best of our knowledge, no Antarctic-wide mod-
elling study and free evolving geometry with palaeoclimate forcing has shown to
result in realistic present-day geometry as well as realistic temperature–depth pro-
files as observed at ice core locations. This is the subject of ongoing research (e. g. ice
sheet model intercomparison project (ISMIP6) Nowicki et al., 2016).
The first panel of our central figure (figure 8.4a) shows the temperature derived
from the modelling results in comparison with the temperatures measured in the
borehole. The reasons for the difference between modelled and measured temper-
atures are threefold. First, the present-day climate forcing does not include varia-
tions in accumulation rates or surface temperatures over time. Second, the relatively
smooth bedrock topography on the 10 km model grid may hinder the model to gen-
erate realistic horizontal flux divergence that influences the amount of downward
advection at the EDML location. Last, without the flux correction method applied
to the surface mass balance the resulting ice thickness tends to be too large at the
EDML site (approx. 200 m, figure 8.2d in Nowicki et al., 2013). The correction for
this (a reduced surface mass balance) causes a reduction in vertical advection which
affects the shape of the temperature profile.
Although the simulated temperatures deviate from the observations, they better
represent the reality than the parametrized temperature depth profile used in Sed-
dik et al. (2008), where the temperature is assumed to be constant (approx. −43◦C)
down to two-thirds of the ice column and to increase linearly below that down to
bed (pressure melting point). Furthermore, Seddik et al. (2008) prescribe the depth
of the onset of significant shear deformation by (i) prescribing a Dansgard–Johnsen-
type profile for longitudinal strain rates and (ii) the prescribed temperature pro-
file that allows relevant shear deformation only below two-thirds of the column.
Bargmann et al. (2012) followed a similar approach, but implemented the measured
borehole temperatures into their one-dimensional model. However, the main aim of
Bargmann et al. (2012) and Seddik et al. (2008) was to model the evolution of the ice
LPO, whereas we use an isotropic model to confirm our interpretation of the obser-
vational data by considering the full three-dimensional flow field influenced by the
surrounding bedrock and surface topography.
8.4.1 Region 1 (approx. uppermost 450 m)
In the upper part of the ice core, the still small strain rates do not suffice to align the
c-axes, which are observed to have an almost random distribution, and to produce
SPO of grains. This missing SPO with the long axis of grain elongation directions
pointing to various directions in shallow depths has been similarly reported for the
Dome Fuji and Dome C ice cores (Azuma et al., 1999, 2000; Wang and Azuma, 1999).
Deformation of the air–ice composite material in this depth range is facilitated by
the compression of bubbles. This agrees well with the expected depth for the dis-
sociation pressure of air–clathrate hydrate at EDML and the observation of the first
clathrates (Uchida et al., 2014). The compression of bubbles leads to a linear rela-
tion of bubble size with depth (Bendel et al., 2013). At first inspection, most points
of the ice matrix seem to show only subtle traces of deformation (figure 8.4b,d,e,f
), but higher-resolution analyses reveal that highly localized recovery and recrys-
tallization occur already in these shallow depths (Kipfstuhl et al., 2009; Weikusat
et al., 2009b, 2011). This indicates that deformation is inhomogeneous on the mi-
croscale, especially close to air bubbles (§3c and appendix B in Faria et al. (2014c)),
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as predicted also by microstructural modelling (Steinbach et al., 2016). Flow model
calculations yield low macroscopic strain rates (figure 8.4c), which is in accordance
with the average small change with depth of borehole displacement down to 2000
m depth. The rather large wiggling of the borehole data in this upper depth range
could in principle be attributed to changing rheology or temperature; however, the
borehole displacement data are rather noisy as expected owing to the small surface
velocity. With repeated borehole logging after 10 years, we expect more robust data
with a better noise–signal relation.
Under these conditions, grain boundary migration dominates the microstructure
evolution and masks the deformation habitus of grains (Llorens et al., 2016a,b). This
has been observed with respect to the appearance of triple junctions (Faria and Kipf-
stuhl, 2005) as well as grain boundary irregularities (Weikusat et al., 2009b). Iden-
tification of deformation kinematics by the available data is therefore not possible
in this depth region. A statistical analysis of bubble shape or distribution would be
possible but challenging owing to the high variability. First experiences, e.g. with
micro-computer tomography measurements, show that the statistical problem is sig-
nificantly larger with bubble observations (Redenbach et al., 2009) than with the
microstructural observation shown in this study. It can be speculated that compres-
sion owing to overburden pressure of newly accumulating snow prevails, but the
observed bubbles are of round shape in the vertical and horizontal sections. The
reason for the bubble behaviour is that evaporation–precipitation equilibrium pro-
cesses inside air bubbles act much faster (Alley and Fitzpatrick, 1999) than the slow
strain rate deformation and thus cannot notably change the bubble shape.
In this depth range, the overall deformation yields a classical extension regime
as expected on ice divides: extension normal to the ridge, almost no deformation
along the ridge and vertical compression (triaxial deformation; figures 6 and 7a).
8.4.2 Region 2 (approx. 450–1700 m depth)
The progressive evolution of a vertical girdle LPO (figure 8.4b) and simultaneous
strengthening of grain elongation perpendicular to the LPO girdle (figure 8.5b,c)
and along the horizontal plane suggest the dominance of a horizontal extension as
described before by Lipenkov et al. (1989). Grain elongation directions are parallel
to the horizontal, although the azimuthal orientation of the core was repeatedly lost
in the brittle zone, leading to a random sample cutting direction. This indicates
true horizontal elongation down to approximately 1000 m depth and thus triaxial
deformation with one dominating extensional component.
Flow model calculations predict that at approximately 1000 m depth the com-
pressive direction (D3) starts to incline away from the vertical (figure 8.7b), which
is indeed reflected in the SPO as the dip of grain elongation becomes inclined from
the horizontal to several degrees (figure 8.4f), whereas the borehole was inclined by
only approximately 1.5◦ throughout this region and below down to approximately
1700 m depth (see borehole inclination in red in figure 8.4a). The microstructure de-
velops aspects of ‘oblique foliation’, typical for shear zones in quartzite rocks (Pass-
chier and Trouw, 2005). This is caused by the principal deformation axes leaving the
geographical vertical–horizontal orientation towards an inclined one, and can be in-
terpreted as a first effect of a small shear component becoming relevant. The effects
of this are still subtle, and only visible in the grain shape, without any influence on
the visual stratigraphy, which remains intact (figure 8.5a).
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In this region the grain size also decreases with the changing type of ice
(Holocene to glacial), which has also been described for most other deep ice cores
(Gow and Williamson, 1976; Herron and Langway, 1982; Lipenkov et al., 1989).
8.4.3 Region 3 (approx. 1700–2030 m depth)
The successive evolution from the vertical girdle LPO towards a vertical single max-
imum LPO (figures 2 and 4c) indicates a transition from dominating triaxial defor-
mation towards horizontal shear. Flow model calculations show that D2 starts to in-
crease (figure 8.6) at approximately 1700 m while rotating within the ridge plane. D2
development from compressive towards tensile (figure 8.6) and increasing oblique-
ness of D3 (figure 8.7b,c) describe the change from the extensional regime typical at
ice divides towards an increasing shear contribution. The transition from dominat-
ing triaxial deformation towards horizontal shear causes an increase in the dipping
angle of grain elongations in vertical sections up to 10◦, forming a microstructure
close to the ‘oblique foliation’ observed in figure 8.8. This angle is well above the
observed borehole inclinations, which also at this depth are less than 2◦ shortly
after coring. This microstructure notably appears more pronounced in so-called
cloudy bands with a higher impurity load. This can be interpreted as an impli-
cation for the higher influence of deformation versus recrystallization on the mi-
crostructure, owing to either strain localization or inhibited grain growth (Eichler
et al., 2017). The further destabilization of the dominance of triaxial deformation
produces millimetre-scale undulations in the visual stratigraphy, because the princi-
pal compression direction becomes inclined towards 45◦ during bed-parallel shear
deformation. The successive transition depths from triaxial deformation with hori-
zontal extension and vertical compression to shear deformation suggested by these
structural observations are in accordance with predictions by the flow model. Model
predictions show a decreasing compressive component (D3) at approximately 1700
m depth (cf. vertical derivatives in figure 8.4c), whereas the tensile component D1
remains approximately constant. This deviating evolution of D1 and D3 is clearly
represented by the increasing D2 , which develops from slightly compressional to-
wards extensional behaviour in this depth region (figure 8.6). The low strain rate
is also reflected by the upper part of the borehole (down to approx. 2030 m), as
observed in January 2004 being hardly tilted until November 2005.
At the transition from region 3 to region 4 at approximately 2030 m depth, model
predictions suggest plane strain deformation as almost ideal simple shear with D2
being zero per year (figure 8.6).
8.4.4 Region 4 (approx. 2030–2385 m depth)
The single maximum LPO along the vertical core axis is fully developed after a sud-
den final collapse of the girdle between 2035 and 2045 m. This sudden change in the
LPO was also detected as a clear reflector in radio-echo sounding (RES) data, which
is caused by the dependence of the electromagnetic wave velocity from the crystallo-
graphic orientation (Diez and Eisen, 2015; Diez et al., 2015; Eisen et al., 2007). Grain
elongation direction histograms derived from vertical sections (figure 8.5b left) show
a broad, but distinct distribution (cone angle of 45◦) with a slight tendency towards
double/multiple maxima. This can be interpreted as grains being partly elongated
perpendicular to the main compression direction in shear, thus lining up in the in-
stantaneous stretching direction (Passchier and Trouw, 2005), and grains partly be-
ing further rotated towards the shear plane (Llorens et al., 2016a,b). These multiple
122 Chapter 8. Paper IV
FIGURE 8.8: Example ‘oblique foliation’ characterized by inclined, elongated grains in ice
(1785.0–1785.1 m depth). (a) Visual stratigraphy section. (b) Corresponding sublimation
etched surface microstructure map. (c) Resulting segmented grain boundary network with
the approximate inclination of maximum obliqueness sketched (dotted red line) in cloudy
bands. Note that the measurement data of this obliqueness given in figure 8.4f average over
the whole 10 cm section, which results in a smaller value. (Online version in colour.)
maxima in the SPO description should not be confused with multiple maxima in the
LPO. Elongation of grains is caused by deformation. Nucleation usually serves as an
explanation for the multiple maxima of LPO, but does not induce grain elongation.
In this region, the overall deformation changes again to triaxial deformation (gen-
eral shear) with increasing D2 (figure 8.6). The principal compressive direction (D3)
is now approximately 45◦ inclined. The increasing component of bed-parallel shear
readily causes millimetre-scale z-folding by amplifying small undulations, which
leads to local tilting of stratigraphic layers (10− 45◦). RES reflectors fade out in this
depth (‘echo-free zone’) owing to the loss of layer coherency (Drews et al., 2009)
caused by the intensely disturbing flow characteristic for bed-parallel shear defor-
mation (Wang et al., 2002).
The bottom layer of region 4 (approx. 2365–2385 m depth) is characterized by
the lower border of the Eemian ice (MIS5.5) layer at approximately 2360–2390 m
depth (figure 8.4d). However, being approximately 400 m above bedrock, this layer
is nearly at the same altitude as the bedrock heights just downstream of EDML, as
depicted in figure 8.1: the EDML site lies on a region at approximately 100 m a. s. l.
bedrock altitude, whereas the bedrock approximately 50 km downstream elevates
to approximately 500 m a. s. l., so that the ice in this depth flows against it. This
may have an effect upstream as the ice has to flow around this. The abrupt jump
to smaller grain sizes (figure 8.4d) at this transition is classically explained by im-
purity influence on grain size (Alley and Woods, 1996; Alley et al., 1986a; Durand
et al., 2006a; Paterson, 1991; Weikusat et al., 2013c), which is confirmed by the cor-
relation coefficients of grain size with isotope measurements (Lambert et al., 2007).
Just above the depth of the sudden changes in grain size and shape, we observe
a high variability in the fabric data over short depth intervals. In a layer of less
than 20 m thickness around 2375 m depth, multiple maxima LPO and girdle LPO
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occur with strong variations in neighbouring samples. As the ice is of interglacial
origin with low impurity content at this depth, we observe large grain sizes, which
in turn raises questions about the statistical significance of LPO measurements and
LPO eigenvalue calculations. However, the variations in different types of ice (δ18O
taken as the ‘proxy’ for ice types) in some layers seem to allow grain size to increase
locally. The difference in these ice types is characterized by varying impurity concen-
trations. We use a ‘proxy’ for the ice types however, because picking one impurity
is not meaningful with our current knowledge. This may be due to the combined
effects of several impurities, as suggested by Fitzpatrick et al. (2014). Impurities and
their effect on grain size is often explained by the ‘slowdown’ or ineffectiveness of
grain boundary migration by changing the grain boundary mobility (Alley et al.,
1986a; Paterson, 1991). This phenomenon acts on the microstructural scale (grain
and subgrain scale), whereas good correlations are well known on larger scales only
(e.g. our grain size–ice-type ‘proxy’ correlation with δ18O). Direct microstructural
evidence on the microstructural scale, such as impurity accumulation along grain
boundaries, is difficult to prove (Barnes, 2003; Della Lunga et al., 2014). This effec-
tively changes the deformation–recrystallization balance under increasing strain rate
(Llorens et al., 2016a,b; Weikusat et al., 2009a). The step in grain elongation magni-
tude (figure 8.4e) suggests an increased influence of deformation on grain topology
moving the microstructure from a recrystallization dominated one towards a defor-
mation microstructure (see a comparison of end members in figure 2 in Llorens et al.,
2016b). Furthermore, although the ice is mainly clear, we see some isolated cloudy
bands that are strongly folded, which is an effect of the very strong shear defor-
mation. The characteristic deformation microstructure and strong folding of cloudy
bands suggest an alternative hypothesis: localized strain in certain layers. This is in
accordance with the macroscopic deformation setting, which predicts an increased
strain rate at that depth by the model (figure 8.4c) as well as a qualitative observa-
tion of a closing borehole (Wilhelms et al., 2014). To assess this hypothesis, further
detailed studies on the processes of ice interacting with impurities are needed.
The boundary zone between regions 4 and 5 at approximately 2380 m depth is to
some extent a remarkable layer with respect to the overall deformation predicted by
the model: the principal tensile direction (D1) has left the direction perpendicular to
the ridge and rotates very quickly to an along-ridge orientation (figure 8.7d).
8.4.5 Region 5 (greater than approx. 2385 m depth)
The top of region 5 (approx. 2385–2405 m depth) is characterized by its stratigraphy,
which is well defined, ordered and seemingly straight. This is slightly surprising in
contrast to the significantly disturbed layers just above. However, we also observe
small but sudden changes in the layer inclination and flattened z-fold that may sug-
gest that folding has occurred in the past or on other scales which are difficult to
evaluate from ice core information. Possible changes of the predominant deforma-
tion mechanism showing microshear deformation have been interpreted from strik-
ing microstructure observations (slanted brick wall pattern Faria et al., 2006; Faria
et al., 2009). This is in accordance with the extremely high grain shape values in
figures 8.4e,f and 8.5b. In spite of the high in situ temperature (figure 8.4a) around
−10◦C, the grain size in the depth range 2385–2450 m does not increase, possibly
owing to the high impurity content and shear rate, but increases to very large sizes
below 2500 m depth.
Only below approximately 2405 m depth, we observe strong kink folding of the
stratigraphic layers, which is a clear indication for high shear rates in recent times.
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The single maximum LPO slightly inclined from the vertical (figure 8.2) observed
in this narrow transition zone and extreme grain elongations up to aspect ratios of
1.8 (figure 8.4e) are also indicative for high shear rates. Shear shows stronger effects
on microstructure as under higher strain rates the balance between deformation-
induced and recrystallization-induced effects is changing significantly in favour of
deformation (figure 8.4c).
The bottom of region 4 as well as the top of region 5 represent a very interesting,
but complex, boundary zone. We want to emphasize the ambiguous depth of this
boundary, in the sense that different parameters differ strongly in the zone between
region 4 and region 5: (i) the LPO changes and shows anomalous behaviour between
2365 and 2380 m depth, (ii) grain shapes elongate suddenly between 2385 and 2395
m depth, (iii) grain sizes change at the lower Eemian layer border (2356–2386 m
depth) and show (iv) grain growth only from 2520 m depth again, and stratigraphy
shows anomalous straight banding between 2385 and 2405 m depth. The processes
and predominating deformation regimes in this region are not yet understood as
they are strongly punctuated and probably catalysed by strong changes in material
properties owing to different impurity contents in glacial–interglacial–glacial ice lay-
ering. Further investigations on impurity effects on rheology and microstructure are
needed.
In the flow model, in region 5, tensile and compressive axes are both at approx-
imately 45◦ with respect to the bedrock, with a small tensile component D2 (figure
8.6), as expected for bed-parallel simple shear.
At this point, it has to be emphasized again that the slight depth deviations of the
region borders in different parameters are probably owing to slightly different reac-
tion times and feedback loops of the processes forming the responses by changing
the material in the micro- and mesostructure.
8.5 Conclusion
Detailed observational data from the ice core micro- and mesostructure can be in-
terpreted to constrain the main deformation modes (e.g. compression versus shear)
along the ice column. We use an isotropic model to confirm this interpretation by
considering the overall three-dimensional flow field driven by ice sheet geometry.
By combining several parameters from SPO and LPO, we find indications for the
deformation and recrystallization processes being active at the EDML site. We show
that it is the balance of both which determines microstructure and possibly flow
behaviour.
Recent microstructural modelling studies (Llorens et al., 2016a,b, 2017) combined
deformation by a viscoplastic full-field approach (taking strong crystal anisotropy
into account Lebensohn, 2001) with recrystallization (dynamic and static, continu-
ous and discontinuous Bons et al., 2008). These simulations suggested that the effect
of recrystallization on the LPO should be minor. The model set-ups have been cho-
sen for comparison with clean and cold polar ice, where, for example, nucleation
is supposedly rare. Notwithstanding, under certain conditions, such as high de-
bris load or high temperatures, effects of discontinuous recrystallization can occur
(Samyn et al., 2008). Observations of recrystallization effects on LPOs in ice cores,
however, often suffer from poor statistics, because they are limited to the lowest lay-
ers, typically characterized by very large grains (Faria et al., 2014a and references
therein). As mainly unimodal or girdle LPO occurs at EDML, i.e. only a narrow
layer (bottom layer of region 4) with multi-maxima LPOs has been observed, we
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suggest that the LPO at EDML is affected mainly by deformation, and thus the tran-
sition between the regions described above appears most clearly in the LPO fabric
data. In contrast, grain shape data show rather subtle deformation trends, as they
are strongly overprinted by recrystallization. These subtle trends are, however, con-
sistent with the interpreted deformation modes from LPO.
Impurities can have an impact on the balance between deformation- and
recrystallization- induced changes in grain topology. Impurities are postulated to
affect recrystallization, by slowing down grain boundary migration through pin-
ning or dragging, and deformation itself by providing dislocation sources. Polar
ice is always at a high homologous temperature (≫ 0.7 Tm), which leads to high
recrystallization activity through rotation recrystallization and strain-induced grain
boundary migration recrystallization.
Evaluation of the LPO, grain elongation distributions and visual stratigraphy
leads to a division into five distinct regions along the core. Here the results are
interpreted as the effects of triaxial deformation with horizontal extension changing
towards bedrock-parallel shear. This is in good agreement with modelled strain rate
trends as well as borehole deformation observations.
Down to approximately 1000 m depth, triaxial deformation with vertical com-
pression and horizontal extension clearly dominates. The influence of shear on the
grain structure and fabric starts at approximately 1000 m depth and becomes more
prominent between 1700 and 2030 m depth, intriguingly observable in the smooth
transition between girdle and single maximum LPO and in the borehole geometry. A
final collapse of the eigenvalues in a narrow zone between approximately 2030 and
2050 m depth marks the transition to bed-parallel shear. Shear is the dominating
deformation down to the base, but is interrupted by a narrow layer with changing
conditions, with abnormal LPO leading into a region of high shear activity, with
extreme values in grain shapes.
Owing to relatively small strain rates at the drilling location on the ice divide,
only subtle changes in SPO can be observed at EDML, but we suggest including
these analyses in future ice core studies especially in mechanically more active re-
gions such as the forthcoming East Greenland ice core project. These analyses can
help to assess the share of ice deformation and basal sliding with respect to transport
of ice towards the ocean.
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Abstract
We analysed crystal-preferred orientation of c-axis and microstructure data from the
Alpine ice core KCC at an unprecedented resolution and coverage of any Alpine ice
core. We find that an anisotropic single-maximum fabric develops as early as 25 m
depth in firn under vertical compression and strengthens under simple shear con-
ditions towards the bedrock at 72 m depth. The analysis of continuously measured
intervals with subsequent thin section samples from several depths of the ice core
reveals a high spatial variability in the crystal orientation and crystal size on the
10 cm-scale as well as within a few centimetres. We quantify the variability and in-
vestigate the possible causes and links to other microstructural properties. Our find-
ings support the hypothesis that the observed variability is a consequence of strain
localisation on small spatial scales with influence on fabric and microstructure. From
a methodological perspective, the results of this study lead us to challenge whether
single thin sections from ice cores provide representative parameters for their depth
to be used to infer the fabric development in a glacier on the large scale. Previously
proposed uncertainty estimates for fabric and grain size parameters do not capture
the observed variability. This might therefore demand a new statistical approach.
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9.1 Introduction
One of the foremost goals of contemporary glaciological research is to advance our
understanding of the internal deformation of glaciers and ice sheets to better con-
strain the dynamic components of modelled projections of their development under
changing climate conditions. To this end, the physical properties of polycrystalline
glacier ice have been studied on a number of deep ice cores from the polar regions
for more than 40 years, as reviewed in Faria et al., 2014b. The analysis of crystal-
preferred orientation (CPO, fabric) and microstructure (µS) on ice core samples pro-
vides evidence to draw conclusions on dominant deformation and recrystallisation
(RX) regimes at different depths in the ice column (Weikusat et al., 2017b), and may
also be of importance for the interpretation of climate records (Faria et al., 2010;
Kennedy et al., 2013). To clarify the terminology in this study, microstructure includes
the shape and size of grains, grain boundaries (GBs), bubbles and other spatial fea-
tures in ice, while fabric is only used for crystallographic orientation of crystals.
The inherent plastic anisotropy of individual ice crystals (Duval et al., 1983) leads
to their alignment in preferred orientations under the local stress conditions along
the flow path (Azuma and Higashi, 1985). Dynamic recrystallisation occurs as a con-
sequence of the accumulated strain energy (Llorens et al., 2017; Schulson and Duval,
2009), and the presence of pore space and impurities contribute to the complex de-
velopment of fabric and microstructure (Azuma et al., 2012; Durand et al., 2006b;
Eichler et al., 2017; Steinbach et al., 2016). As a result of these inter-dependent micro-
scale processes, the viscous behaviour of the ice bulk is changing, which, in turn,
can lead to an enhancing feedback on the deformation (Azuma and Goto-Azuma,
1996). To establish a thorough understanding of how dynamic processes on the
micro-scale, recorded as a temporal snapshot in ice-core data, are connected with
the observations on the macro-scale, remains a major challenge in the study of ice-
physical properties (Eisen et al., 2007).
While it has repeatedly been demonstrated that it is essential to include the crys-
tal anisotropy into ice flow models (Graham et al., 2018; Martin et al., 2009; Pettit
et al., 2007; Seddik et al., 2008), it is difficult to obtain the necessary amount of data
from an ice core which is representative for the CPO development in the vertical di-
mension, while the sampling in the horizontal dimension is, in any case, limited to
the cross-section of the core. In fact, it is currently not constrained how much ice-core
data can be considered as representative. Due to the time-consuming nature of fab-
ric studies, sampling for this purpose is typically in the order of one sample per tens
of metres of ice core. Sampling is thus at a very low resolution with much less than
a few per cent of the core analysed. (appendix 9.7, Table 9.4). Despite this, the re-
sults are assumed to reflect the general fabric evolution in the ice column. However,
some studies report the observation of small-scale features like fine-grained layers
in the microstructure and sudden spatial changes between distinct fabric patterns on
a resolution of about 15 m (DiPrinzio et al., 2005; Fitzpatrick et al., 2014; Jansen et al.,
2016; Montagnat et al., 2014). It stands to question if these structures are common
to most ice cores, potentially (1) distorting the perceived representation from low-
resolution ice-core fabric studies, and (2) disregarding information on deformation
processes on smaller scales.
Only a few studies are focused on the fabric of non-polar (e.g. alpine or sub-
polar) glacier ice, with most of them being older than 30 years and/or from tem-
perate glaciers (Table 9.1; see also the review paper from Hudleston, 2015). While
the measurement techniques were certainly less sophisticated in the past, and these
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thus provided statistically less representative data sets, it was reported that sam-
ples from nearby locations (within a few metres) showed distinctly different fab-
ric (Kamb, 1959; Rigsby, 1951) and bands with small crystals and single-maximum
fabrics were observed in an ice core (Vallon et al., 1976). Non-polar glaciers offer
the opportunity to study glaciological processes that can be assumed to follow the
same physical laws as in polar regions, on a smaller spatial scale and a more con-
strained temporal scale, providing upper limits for the duration of microstructural
processes. The ice temperature is generally higher compared to the non-basal parts
of polar ice sheets and often similar to the temperatures encountered at the base of
polar ice sheets, approaching the pressure-melting point, where temperature-driven
microstructural processes may be enhanced (Faria et al., 2014a). They can thus serve
as in-situ or natural laboratories with deformation conditions that are not feasible in
laboratory experiments and several orders closer to those in polar ice sheets. How-
ever, the majority of non-polar ice cores from the last 30 years were analysed with
a climatological focus (e.g. Bohleber et al., 2013; Preunkert et al., 2000; Schwikowski
et al., 1999; Thompson et al., 2006). Only recently, some low-resolution fabric data
from an ice core drilled in 1992 on the Tibetan Plateau (Thompson et al., 1995) were
reported and compared to polar fabric data (Li et al., 2017).
The cold high-Alpine glacier Colle Gnifetti (CG) has long been the subject of
extensive glaciological research, with a focus on its archive of midlatitude climate
(Wagenbach et al., 2012). In the present study we provide the first comprehensive
fabric analysis on this Alpine glacier, obtained from a recent ice core. For the first
time, we systematically analyse the variability of fabric on a scale of centimetres to
decimetres within continuously analysed depth intervals.
While the crystallographic evolution is the main focus of the study, other physical
properties and microstructural parameters (grain size, density, bubbles) are consid-
ered for the benefit of discussing the context of physical processes that could influ-
ence the fabric development at Colle Gnifetti. Following the findings of our study,
we discuss the significance of defining a representative scale length for fabric stud-
ies.
9.2 Study site
The high-Alpine glacier Colle Gnifetti, Monte Rosa Massif, on the border between
Switzerland and Italy, is characterised by a high spatio-temporal variability in net
snow accumulation which is primarily a result of insolation-driven snow consolida-
tion counteracting the effect of wind erosion (Wagenbach et al., 1988). On average,
net snow accumulation is mainly made up by precipitation during the warm sea-
sons, with a minor but highly variable contribution by winter snow. The average net
accumulation rate at KCC was determined around 22 cm water equivalent per year
(Bohleber et al., 2018).
The ice core KCC was drilled to bedrock in 2013 (N 45°55.736, E 7°52.576, 4484 m
a.s.l., Bohleber et al., 2018) in about 100 m distance to the ice core KCI, drilled in
2005 (Bohleber et al., 2013), on a flank towards an ice cliff. KCC is 72 m long and the
firn-ice transition was found to be at a depth of about 36 m. A borehole temperature
between −13.6 °C in 13 m depth and −12.4 °C at the bedrock was measured in 2014
(Hoelzle et al., 2011, no change since 2011, pers. comm. M. Hoelzle, University
of Fribourg, 2014), implying that the ice is frozen to bedrock. Radiocarbon dating
revealed a basal ice age of ∼ 4000 years BP from the ice core sections at bedrock
(Hoffmann et al., 2017). Therefore, we can assume that ice from different depths of
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TABLE 9.1: Early and more recent crystallographic studies on non-polar or subpolar glaciers. We would like
to mention current projects involving crystal-orientation measurements on temperate and polythermal ice on
Rhone Glacier, Switzerland (Hellmann et al., 2018) and Storglaciären, Sweden (Monz and Hudleston, 2018),
and Jarvis Glacier, Alaska (Gerbi et al., 2018). Section refers to a thin section sample.
Authors Region Type & Temperature Fabric resolution; sample descrip-
tion




11 surface locations, stagnant and









Rigsby, 1960 Emmons, Saskatchewan and
Malaspina Glacier, Alaska,
USA; Moltke Glacier and
Nunatarssuak Ice Ramp,
Thule, Greenland
3 temperate, 2 polar
sites








9 surface locations, 144 sections
Taylor, 1963 Burroughs Glacier, Alaska Ablation zone, tem-
perate
2 surface locations
Higashi, 1967 Mendenhall Glacier, Alaska Temperate 30 samples





9 locations at glacier base (tunnel),
oriented ice blocks, 81 sections
Hooke, 1973 Barnes ice cap, Baffin Island,
Canada
Ice cap margin, cold
(−10 °C)
4 shallow ice cores and surface loca-
tions; 18 sampling sites in intervals
of ∼ 5–10 m
Vallon et al.,
1976




3550 m a.s.l., temper-
ate
Ice core (30 m firn and 150 m ice);
ca. 50 sections in intervals of∼ 10 m
Hudleston,
1980







2900 m a.s.l., temper-
ate
8 ice cores (along-flow transect), 5
in the ablation zone, 3 in the ac-
cumulation zone without reaching
bedrock, 170 m in total; 348 sections
with 3000 crystals
Li et al., 2017 Guliya ice cap, Tibetan
Plateau
Ice cap, 6200 m a.s.l.,
cold (−2 °C)
Ice core, 309 m to bedrock; sampled
∼ 1 % in intervals of ∼ 10 m
This study Colle Gnifetti, Switzer-
land/Italy
Mountain glacier,
4484 m a.s.l., cold
(below −10 °C)
92 sections from 72 m ice core,
12% of glacier thickness sampled,
∼ 67000 crystals
The most prominent studies showing fabric diagrams and giving microstructural quantities that could
be found (and were accessible) in peer-reviewed literature in English are summarised here. We do not
claim that this table is complete.
the core has experienced quite a different deformation history despite the ice core’s
short length. Surface velocities at Colle Gnifetti were last measured from 2014 to
2016 and were of the order of 1 m a−1 close to the KCC borehole (Licciulli, 2018).
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9.3 Laboratory measurements and processing
The ice core was stored at −18 °C during transport and at −30 °C before and after
processing. Vertical thin sections (33 × 100 mm2, ca. 300 µm thick) of the ice core
were prepared with a standard microtoming procedure in 13 intervals between 25 m
and 72 m depth. Over each interval they provide continuous records of up to 110 cm
length in depth. Continuous refers to measurements of several adjacent sections in
an ice core segment or bag. The azimuthal orientation of the sections may vary
due to deliberate rotation of core segments during processing, which was noted and
considered in the analysis, or accidental loss of orientation information during core
logging. Crystallographic c-axis orientations were measured by means of polarised
light microscopy (e.g. Heilbronner and Barrett, 2014; Peternell et al., 2009; Wilson
et al., 2003) with an automatic fabric analyser from Russell-Head Instruments (FA,
model G50). Additionally, microstructural maps (Kipfstuhl et al., 2006) were ac-
quired with a Large Area Scanning Macroscope (LASM, Schäfter+Kirchhoff, Binder
et al., 2013) from the same section surface to obtain supporting information on pore
space and grain boundaries. The KCC fabric data consist of 92 vertical thin sections
and samples 12 % of the entire ice core.
For each pixel of the thin section the measurement provides the orientation of the
crystallographic c-axis by two angles, azimuth ϑ in the interval [0, 2π] and colatitude
φ in the interval [0,π/2], with respect to the (nearly) vertical ice-core axis. The c-axis
is expressed as a vector c⃗ with unit length:
c⃗(ϑ, φ) = (sin(φ) cos(ϑ), sin(φ) sin(ϑ), cos(φ)). (9.1)
The obtained FA data are processed using the open-source software cAxes devel-
oped at AWI (Eichler, 2013) for automatic pixel-wise image analysis, excluding pix-
els with quality below 50 % (Peternell et al., 2009) and setting a lower grain size
threshold of Amin = 0.2 mm2 (constrained by the section thickness > 200 µm).
Eigenvalues λi (i = 1, 2, 3; λ1 ≤ λ2 ≤ λ3; ∑ λi = 1) of the second-order
orientation tensor a(2)ij are calculated from the c-axis distribution of a thin section
sample (Adam, 1989; Durand et al., 2006a; Wallbrecher, 1986) and are weighted
with the grains’ cross-section area A as proposed and discussed by Gagliardini
et al., 2004. These are standard parameters to classify the type and strength of the
crystallographic-preferred orientation and can be associated with different defor-
mation regimes e.g. Weikusat et al., 2017b. We can calculate a statistical uncertainty
for the eigenvalues σλ depending on the sample size of the crystal ensemble Ng
following Durand et al., 2006a:
σλ = (−1.64λ2 + 1.86λ− 0.14)N−1/2g . (9.2)
We remark that this equation will not give a positive uncertainty estimate below
λ = 0.081. The uncertainty σA, which accounts for sectioning and population effects
when calculating the mean grain size A¯ as determined from the number of pixels
per grain in a 2-D section, is estimated by
σA = 2A¯(0.02+ 0.44 N−1/2g ). (9.3)
However, this uncertainty is based on the assumption of regular grain features dur-
ing normal grain growth (Anderson et al., 1989; Durand et al., 2006a) which can no
longer be assumed to be the dominant process as soon as RX processes set in (Faria
et al., 2014a). The measurement uncertainty associated with the FA instrument was
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shown to be small enough to be neglected compared to the sampling uncertainty
(Montagnat et al., 2012).
For the centimetre-scale analysis along the measured core segments we apply a slid-
ing window frame of 2 cm height and 2 mm step size for the calculation of second-
order orientation tensor eigenvalues and mean grain size. The median number
of grains per window with area 33× 20 mm2 is 143 with an interquartile range of
90− 217.
Additionally, the high-resolution density profile for the upper 50 m of the ice core
was determined by evaluating 2D projected X-ray computer tomography images
(XCT, Freitag et al., 2004). Visual stratigraphy images (Svensson et al., 2005) were
recorded over the full length and qualitatively analysed with focus on the visibility
of well-defined layers and layer inclination. The number density and size of closed-
off bubbles in the ice was determined from the LASM images using the open-source
software ImageJ. The records of dust-related impurities and stable water isotopes
presented in Bohleber et al., 2018 were available for comparison with the crystal
data (more extensively discussed in Kerch, 2016).
9.4 Results
9.4.1 Physical properties profile
We present the comprehensive data set from a classical thin section-scale fabric anal-
ysis, but from continuously measured intervals instead of just one thin section sam-
ple per interval. Figure 9.1 shows the depth profile of area-weighted second-order
orientation tensor eigenvalues for KCC, the mean and maximum grain size per sec-
tion and the high-resolution density from XCT. The uncertainties are calculated with
Eq. 9.2 and 9.3. Additionally, the standard deviation of the grain size distribution is
indicated towards higher grain sizes. Schmidt diagrams for individual thin sections
are shown in appendix 9.7, Fig. 9.6.
The data reveal how a distinct anisotropy of c-axes evolves with depth. A weakly
anisotropic fabric can already be observed in the firn. The crystal anisotropy quickly
increases across the firn-ice transition down to 53 m, developing a broad single-
maximum fabric. In the lower 20 m of the core a small portion of grains are forming
a weak girdle pattern in combination with narrowing of the strong single maximum,
with a minimum spherical aperture (cone angle) of 9° at the bedrock, and increas-
ingly inclined to the vertical, with a maximum inclination angle of the c-axis eigen-
vector at bedrock of 27°.
Remarkable is the high variability of eigenvalues within continuously measured in-
tervals, at all depths of the ice core, with the exception of the deepest 70 cm long in-
terval close to bedrock. This variability exceeds the estimated population-dependent
uncertainty and does not show a discernible trend. In the following, the c-axis eigen-
value λ3e is considered as a single parameter to further investigate the small-scale
fabric variability, as single-maximum fabric is recognised as the dominant fabric
type. Table 9.2 lists the average c-axis eigenvalue and difference between extreme
values for each interval. The difference exceeds 0.1 in most intervals.
The mean grain size A¯ lies between 1 mm2 and 18 mm2 calculated from 155−
1707 grains per section, with 75 % of the entire grain population smaller than 8 mm2.
Note that for most sections 75 % of all grains are smaller than the calculated mean
grain size. The grain size tends to increase from the firn towards a depth of ap-
proximately 48 m and subsequently shows a sharp decrease in the interval near the
bedrock. However, the variability in mean grain size within an interval increases, in
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FIGURE 9.1: Evolution of a) c-axis distributions, b) c-axis orientation tensor eigenvalues (area-weighted),
c) grain sizes and d) density with depth. Uncertainties 2σλ (blue) and 2σA (red) are calculated with Eq.
9.2 and 9.3. The standard deviation of the mean grain size (red) is additionally shown as grey whiskers
(on a logarithmic scale). The maximum grain size is shown in orange. C-axis distributions are presented
per continuously measured interval (Schmidt diagrams with the centre corresponding to the ice core
axis). Each dot represents a single grain as identified from the thin section data. The top depth and
number of grains are indicated on the top left/right of each pole figure. The azimuthal orientation of
the Schmidt diagrams varies but could not be further constrained.
conjunction with a strong increase in the maximum grain size Amax up to 4 cm2 in
48− 68 m depth. The calculated uncertainty associated with the sectioning and pop-
ulation effect for calculating the mean grain size is much lower than the standard
deviation.
9.4.2 Visual stratigraphy
We identify six depth zones in which the characterisation of the visual stratigraphy
changes (Table 9.3, Fig. 9.8), considering the contrast between and the thickness of
alternating lighter and darker bands in the visual stratigraphy linescan images. For
most of the core a stratigraphic order can be observed, which, however, cannot be
discerned in the images in the bottom 5 m. The layer inclination varies strongly in
the firn and increases towards bedrock in the ice with maximum values of 30◦. As
we do not know the orientation of the ice core (and thus that of the image plane) with
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TABLE 9.2: Mean c-axis eigenvalues λ¯3 with standard deviation and variability for each
interval (indicated by top depth and length) of continuous measurements, calculated on the





















25.61 0.59 0.53 ± 0.09 0.2 0.54 ± 0.12 0.48
31.43 0.6 0.58 ± 0.04 0.11 0.6 ± 0.06 0.31
38.58 0.79 0.66 ± 0.07 0.23 0.67 ± 0.08 0.4
43.37 0.6 0.71 ± 0.03 0.08 0.72 ± 0.06 0.25
48.3 1.04 0.8 ± 0.04 0.16 0.81 ± 0.07 0.34
52.94 0.49 0.88 ± 0.03 0.07 0.87 ± 0.04 0.19
57.24 1.14 0.89 ± 0.05 0.16 0.9 ± 0.05 0.21
60.1 0.8 0.88 ± 0.04 0.11 0.9 ± 0.05 0.21
62.73 0.51 0.89 ± 0.06 0.15 0.9 ± 0.07 0.3
67 0.4 0.83 ± 0.09 0.21 0.85 ± 0.10 0.45
68.23 0.72 0.88 ± 0.05 0.14 0.89 ± 0.06 0.25
69.76 0.4 0.89 ± 0.05 0.12 0.89 ± 0.05 0.17
71.16 0.71 0.97 ± 0.01 0.02 0.96 ± 0.01 0.05
TABLE 9.3: Observations from visual stratigraphy line scan images (Fig. 9.8). Several zones
are identified by changes in the qualitative description; changes in inclination occur in
slightly different depth zones. Inclination is counted from the horizontal perpendicular to
the ice core axis.
Zone Depth Qualitative description Inclination
I 0− 14 m bands (thinner than 25 cm) of weak
contrast
0− 43 m:
II 14− 38 m well-defined transitions between
lighter/darker bands with decreasing
thickness, bands (< 10 cm) disappear
at the firn-ice-transition
5− 15◦ in 59 % of images,
varying strongly
III 38− 55 m more uniform appearance, thickness of
weakly discernible alternating bands
exceeds those of zone II
43− 51 m:
no or little inclination
IV 55− 64 m clearer banding without well-defined
transitions
51− 63 m: 10− 15◦
V 64− 71 m layers∼ cm with good contrast, but in-
creasingly irregular appearance
63 m − bedrock:
VI 71− 72 m uniform appearance 15− 20◦, max. 30◦
respect to the geographical coordinates and flow direction, layer inclination values
can only be minimum estimates. Also, a possible borehole inclination during drilling
might have an unquantifiable effect on the layer inclination. However, borehole
inclination measurements from 2016 revealed inclination angles below 5° between
10 and 60 m depth and 5− 10◦ down to bedrock (Licciulli, 2018). This is not sufficient
to account for the observed layer inclination in the visual stratigraphy record and has
probably mostly developed over 3 years since the drilling.
About 20 melt layers (thicknessO(cm)) were found in the firn part of the ice core,
as is to be expected at this drilling site (Alean et al., 1983), often with coarse grains
in the vicinity of the melt features.
On visual inspection of the thin section microstructure images, we assess how
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FIGURE 9.2: FA image details (2.5× 2.5 cm2). Left: Example of a fine-grained layer. Right:
Example of a coarse-grained layer.
often we observe a distinct change in grain size in layers, regardless of the mean
grain size in these layers. In more than a third of all sections we find such grain
size layer transitions. Fine-grained layers (19 observations, Fig. 9.2) occur most
frequently at depths between the firn-ice transition and 60 m. An estimated 17 % of
all thin section samples contain thick layers of large grains (average maximum grain
size: 2.5 cm2) with some being part of the same large-grain layer extending over
more than one section, between a depth of 48 and 69 m. Below 62 m grains of similar
size are often clustered within sections of heterogeneous size distribution. Almost
a third of all sections exhibit a heterogeneous grain size distribution without a clear
layered structure. Only one third of all sections have a nearly homogeneous grain
size distribution, mostly in the firn and very close to bedrock.
9.4.3 High-resolution physical properties
Following the stratigraphic observations we acknowledge the need to study fabric
and microstructure on a smaller-than-section scale. We show the results from the
high-resolution centimetre-scale analysis for all measured ice core intervals in Fig.
9.3. The c-axis eigenvalue λ3 is given, together with the mean grain size A¯, grain and
bubble number, and the particle dust record from continuous flow analysis (Bohle-
ber et al., 2018). A depth interval is shown in detail in Fig. 9.4, including the density
ρ and bubble area Ab.
The high-resolution analysis reveals an extreme variability in the fabric and mi-
crostructure parameters on the sub-decimetre scale with gradients in eigenvalue of
up to 0.2 over a few centimetres. The uncertainty is small compared to the varia-
tions. The difference between extreme values within an interval is roughly twice
as high as when comparing per-section eigenvalues (Table 9.2). Below 53 m depth
the eigenvalue appears to spike towards lower values while it is high on average
(Figure 9.3), matching the observation of layers with larger and less oriented grains
within a more strongly oriented matrix. Fine-grained layers cannot be resolved well
as they are often thinner than the sliding computation window. The variability in
the c-axis eigenvalue is accompanied by an equally variable mean grain size which
is changing often in accordance with the eigenvalue, with a significant (Spearman’s)
rank correlation coefficient (rs) of −0.33 < rs < −0.79 for 8 out of 13 intervals (Ap-
pendix 9.7: correlation computation). The anticorrelation between the mean grain
size and the number of bubbles Nb is strong in all intervals (−0.38 < rs < −0.91).














































FIGURE 9.3: Physical properties parameters derived from cm-scale fabric analysis with 2 cm sliding
window. The depth axis is discontinuous; horizontal black lines indicate axis breaks. a) Eigenvalue and
b) mean grain size (logarithmic scale) are shown with uncertainty following Eq. 9.2 and 9.3. c) The grain
number Ng is inversely related to the mean grain size and compared to the number of bubbles Nb. d)
The insoluble particle concentration (referred to as “dust”) from continuous flow analysis is additionally
shown (logarithmic scale) for comparison. The shaded section is shown in detail in Fig. 9.4.
In 10 out of 13 intervals we obtain significant correlation coefficients between the
mean grain size and the dust content (−0.51 < rs < −0.9). The close-up from 43 m






































FIGURE 9.4: Excerpt from Fig. 9.3 showing a medium depth interval below the firn-ice tran-
sition. a) – c) as in Fig. 9.3. d) Density and the mean bubble area Ab are additionally shown.
e) as d) in Fig. 9.3.
(0.56 < rs < 0.87 above 44 m depth). Furthermore, the density at this depth changes
in accordance with the dust content.
9.5 Discussion
9.5.1 Depth-evolution of crystal anisotropy
The presented data of crystal-preferred orientation from a non-temperate, midlati-
tude, high-altitude glacier shows clearly that the development of an anisotropic CPO
is not confined to the larger scale of polar ice sheets. In contrast, already in the firn,
at one third of the glacier depth, we observe an anisotropic CPO pattern, as has been
hypothesised by Diez et al., 2014 following a seismic velocity analysis at the site. The
dominant fabric type is a single-maximum, which, in the upper part of the glacier,
results from vertical compression in the firn and across the firn-ice transition, and
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may be enhanced by simple shear due to the surface slope at the flank of CG. In the
lower third of the ice core, the inclined single maximum is consistent with simple
shear (Azuma, 1994; Llorens et al., 2017; Qi et al., 2019, in press), as we can assume
that the glacier is frozen to bedrock. This assessment is further supported by a recent
ice-flow model for Colle Gnifetti (Licciulli, 2018), yielding high vertical strain rates
ε˙zz < 1.9 · 10−9s−1 and an elevated horizontal strain rate ε˙zy in the upper 10 m of
the firn, and a steadily increasing horizontal strain rate from 30 m depth to bedrock
(ε˙zy < 2.9 · 10−10 s−1). The faint girdle pattern we see in the Schmidt diagrams of
the last 10 m above bedrock is indicative of a component of diverging flow (Gow
and Meese, 2007). This suggests a more complex flow pattern in the bottom part of
the glacier than the surface flowline implies at the KCC drilling site (Bohleber et al.,
2018). It runs towards the eastern ice cliff, possibly with a component of extensional
flow towards the saddle. However, the girdle is not as clearly recognised in single
sections of individual intervals, supporting our approach of assessing continuously
measured intervals to obtain a better representation of the crystal anisotropy for a
given depth. When examined individually, some thin section samples exhibit spe-
cific structures, which are, in fact, contributing to the interval girdle. Figure 9.5a
shows steeply inclined bands of crystals with higher colatitude (darker red) that de-
viate from the surrounding grain matrix. We interpret these to be tilted-lattice bands,
which, for polar ice cores, have been shown to indicate small-scale folding (Jansen
et al., 2016). In Fig. 9.5b a number of grains distributed over the section are consti-
tuting a second maximum of c-axes which is oriented approximately 90° from the
dominant single maximum towards the horizontal. It is currently not resolved why
these grains deviate from the matrix but a second maximum is usually interpreted
as a consequence of recrystallisation under simple shear conditions (Alley, 1992; Qi
et al., 2019, in press).
By including anisotropic deformation and the most relevant recrystallisation
mechanisms in a microstructural model, Llorens et al., 2016a find that the grain size
is mainly controlled by the recrystallisation processes, accompanied by secondary
effects like grain dissection (Steinbach et al., 2017). Thus, the observed grain size
variability with concentrations of very large or small grains is indicative of ongo-
ing recrystallisation in this shallow mountain glacier. Exemplary microstructure
images are shown in appendix 9.7, Fig. 9.7, illustrating the occurrence of various
grain and subgrain topological features such as bulging GBs and intricate subgrain
boundary structures. These are typically observed in polar firn and ice as well as
experimentally deformed ice under comparably low stress undergoing dynamic
recrystallisation (Hamann et al., 2007; Kipfstuhl et al., 2009; Weikusat et al., 2017a),
but the discussion of further microstructural parameters is beyond the intended
scope of this paper.
9.5.2 Short-scale variability
Our analyses on the sub-section scale show that layers of distinct grain size and lay-
ers of varying fabric strength can be observed at many depths. The variations are
much stronger than previously known from low-resolution studies which could im-
ply effects on the integrity of stratigraphic records (Faria et al., 2010) and also be
highly relevant for the interpretation of geophysical data to map intraglacial struc-
tures (Diez and Eisen, 2015; Eisen et al., 2007; Fujita et al., 2006; Hofstede et al.,
2012; Horgan et al., 2008; Kerch et al., 2018b; Matsuoka et al., 2003). The compari-
son of high-resolution data series reveals a good correlation between the presented
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FIGURE 9.5: FA image details (3.1× 7.5 cm2). Left: Tilted-lattice bands (darker red) in 60.8 m
depth. Right: Unconnected crystals (green) forming a second maximum inclined to the main
single maximum (purple) in 70.1 m depth. The colour code indicates the c-axis orientation:
the white center corresponds to a vertical orientation, parallel to the ice core axis.
microstructural parameters, but it is very difficult to establish the order of causal
dependencies; feedbacks between coupled processes are very probable.
There is evidence on a large spatio-temporal scale in ice cores, that the mi-
crostructure could be governed by the impurity content (Durand et al., 2006b).
However, the process identified to be the main driver for this relation (Zener pin-
ning) is under discussion (Eichler et al., 2017). This raises the question whether
the same mechanisms could also play a role on the cm-scale? Our results strongly
suggest that this is the case as particle content and mean grain size show a strong
anticorrelation. While the ice from Colle Gnifetti is relatively pure for a midlatitude
glacier due to the high altitude, its dust content exceeds the dust load in Holocene
ice from polar cores by a factor of 10 (Wagenbach and Geis, 1989), increasing the
chance of observing a connection between microstructure and particle content. Re-
cently developed techniques such as LA-ICP-MS (Della Lunga et al., 2017; Reinhardt
and others, 2001; Spaulding et al., 2017) could provide spatially resolved data on
particle distribution with respect to microstructural features to study the interaction
processes in detail.
Another parameter which is highly variable from the deposition processes on the
glacier surface is the density. Extremes in density are melt layers that are observed
not only in alpine glaciers but also in polar ice sheets (Schaller et al., 2016). We can-
not directly connect outstanding layers in microstructure or fabric with original melt
layers. However, even without melt layers, initial density fluctuations in the snow,
which could be linked to the concentration of calcium in polar cores (Hörhold et al.,
2012), can be expected to evolve into a sequence of layers in which bubbles have
different characteristics, e.g. many small bubbles or fewer large bubbles. Steinbach
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et al., 2016 show in their microstructure model how bubbles can initiate strain local-
isation. In our data we see a clear connection between the bubble number density
and the mean grain size, which feeds back into the idea that grain size variations
are connected to density variations (Roessiger et al., 2014). As mentioned before,
Llorens et al., 2016a show that recrystallisation processes are most evident in grain
evolution. An existing grain size variability would be enhanced by this.
But how does all this affect the fabric evolution and what are the consequences
for the bulk deformation? The small-scale variability in the CPO mostly correlates
weakly with the microstructure variability in general, with local exceptions of strong
correlation, especially where there is a strong contrast in microstructure parameters.
Thus, the role of the microstructure variations for the fabric variations appears to be
that of initial perturbations which subsequently lead to local enhancement of strain
rate. This has been hypothesised before (Montagnat et al., 2014) but has not been
presented with much evidence due to a lack of continuous data. As a result of lo-
cally enhanced deformation small-scale shear zones (Hudleston, 2015; Riese et al.,
2019, in review) might develop. This would, in turn, allow for thick layers of ice
deforming at a lower rate to be dominated by recrystallisation. However, we do not
have information on the lateral scale to draw conclusions on the effect on the bulk
deformation. We certainly recommend to collect high-resolution borehole deforma-
tion data to be able to connect fabric information and in-situ deformation on this
particular length scale, e.g. by means of ultrasonic profiling (Gusmeroli et al., 2012),
even if they can only provide a reduced two-dimensional representation of CPO.
Our results are in line with Svensson et al., 2003 who conducted a case study on the
seasonal variability in ice crystal properties on the cm-scale and observe small-grain
layers corresponding to the spring season but cannot find a seasonal variability of
the c-axis orientations. Additionally, we find no evidence of a connection between
the thickness of fabric layers with the thickness of annual layers as determined from
impurity records (Bohleber et al., 2018).
9.5.3 Do we need a new statistical approach?
From a methodological standpoint, our study provides evidence that, a priori, one
thin section sample does not provide sufficient statistics to draw reliable conclusions
for a depth interval of several tens of metres. An apparent fabric variability may sim-
ply be the result of statistical undersampling. The statistical uncertainty as proposed
by Durand et al., 2006a does not appear to be an appropriate uncertainty measure for
our data if this uncertainty is supposed to account for the variation in adjacent sam-
ples. Consequently, the task at hand is to establish which sample length scale is in
fact representative for a given interval-of-interest. The same holds for the sampling
interval, i.e. the distance between samples where no measurements are conducted.
This sampling interval and the sample length make it mandatory to readdress the
estimation of an appropriate statistical error based on such representative scales.
Furthermore, our results demonstrate that the choice of a representative length
scale for CPO data is also dependent on the research question, considering the ac-
tivity of several contributing and coupled processes on different length scales. More
specific, the evaluation of fabric data needs to be adjusted to the resolution of com-
plementary methods applied to the ice core or glacier, e.g. radar and seismics as
well as continuous logging techniques, to advance our understanding of glaciologi-
cal processes across different methodological approaches and spatial scales.
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9.6 Conclusions
This study confirms the observation of a comparable development of crystal
anisotropy in cold alpine glaciers and in polar glaciers or ice sheets, despite a factor
of 35 (compared with the NEEM ice core) difference in thickness. Additionally,
we observe and describe a strong variability in the microstructural parameters and
crystal orientation during a high-resolution analysis of continuous measurement
intervals. Thus, we can assume that this variability should also develop in polar
glaciers, which emphasises the usefulness of non-polar glacier environments for the
study of glacial processes in general. We consider different causes for the variability,
recognising that different causes may dominate on different length scales. Acknowl-
edging the interconnectivity of the analysed parameters, we conclude that the high
variability in CPO may develop as a result of deformation localisation (shear zones)
on different length scales, following initial differences in density and microstruc-
tural parameters which, in turn, are influenced by the impurity concentration and
the seasonal cycle of environmental conditions. The possible consequences of such
shear zones on bulk deformation (e.g. folds) and the interpretation of stratigraphic
parameters are still under investigation (Bons et al., 2016; Montagnat et al., 2013;
Ran et al., 2018; Riese et al., 2019, in review).
Our results lead us to question the current single-section mode of CPO evalu-
ation and call for a new statistical approach based on a higher and scale-specific
data coverage, and/or an adjusted uncertainty estimate. Furthermore, our findings
reinforce the demand for high-resolution and high-coverage proxy methods (e.g. ul-
trasonic sounding in the borehole and the laboratory (Mikesell et al., 2017; Vaughan
et al., 2016), high-resolution dielectric profiling (Wilhelms, 2005), polarimetric radar
(Drews et al., 2012; Li et al., 2018) and seismics (Kerch et al., 2018b)) to be applied
in order to obtain a more complete understanding of the vertical and lateral crystal
anisotropy structure and its role for large-scale glacier deformation.
Data availability
The data sets for the ice core KCC (fabric, microstructure, eigenvalues, density, lines-
cans) are published in the open-access database PANGAEA®(Kerch et al., 2018a,
doi:10.1594/PANGAEA.887838) and also available upon request.
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9.7 Supplementary material
Collection of major polar fabric studies from the last 20 years
TABLE 9.4: Resolution of fabric studies on polar ice cores. Section refers to a typically 10 cm long thin
section sample; continuous refers to measurements of several adjacent sections in an ice core segment or
bag.







Gow et al., 1997 GISP2 3054 ca. 500 sections 1.7 %
Thorsteinsson et al., 1997 GRIP 3029 ca. 100 sections; mostly 25–55 m in-
tervals
0.3 %
Wang et al., 2002 NGRIP 2930 142 sections; 5–66 m intervals 0.5 %
Montagnat et al., 2014,
Eichler et al., 2013
NEEM 2540 ca. 700 sections; 10 m intervals, par-
tially continuous (bags of 55 cm)
3 %
Treverrow et al., 2016 Dome Summit
South
1196 185 sections; 5–6 m intervals 0.9 %
Azuma et al., 1999 Dome Fuji 2500 ca. 240 sections; 20 m interval, par-
tially continuous
1 %
Gow and Meese, 2007,
DiPrinzio et al., 2005
Siple Dome 1004 ca. 100 sections; 20 m intervals 1 %
Wang et al., 2003,
Durand et al., 2007, 2009
EPICA Dome C 3260 ca. 200 sections; 11–50 m intervals 0.7 %
Weikusat et al., 2017b EPICA DML 2774 210 sections; 50 m intervals, par-
tially continuous
0.8 %
Montagnat et al., 2012 Talos Dome 1620 10–20 m intervals 1 %
Fitzpatrick et al., 2014 WAIS 3405 20 m intervals 0.5 %
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Correlation computation for cm-scale data series
As the data are in general not normally distributed we compute correlation coeffi-
cients between various data sets available in this study by considering the ranks of
the bivariate data (Spearman correlation coefficient)





n(n2 − 1) (9.4)
with the sample size of paired values n, the rank difference d and −1 < rs < 1. The
significance of the obtained correlation coefficient is tested. The data of this study
can be regarded as a time series for which each data point is not necessarily inde-
pendent of its neighbours (Mudelsee, 2003, "serial dependence"). The autocorrela-
tion of a data series of length n for a lag τ is used to evaluate the non-randomness of
the data and provide the distance or time lag within which subsequent data points
cannot be considered as independent. Considering τ and the short length of data se-
quences computed from continuous fabric data we derive an effective sample size,
i.e. smaller than the original sample size, from which a correlation with another
data set might be calculated under the assumption of randomness of the data points.
Only eigenvalues calculated from successive, but not overlapping, frames are used
to derive correlation coefficients, which limits the sample size to 50 data points per
metre. By choosing a different frame set that is shifted by 2n mm (with n = [1,9])
and repeated calculation we obtain several values for the correlation coefficient for
the same continuous interval, providing a robust estimate of correlation on the 2 cm
scale. All bivariate data sets are downsampled to the lower resolution of the two
variables.
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FIGURE 9.6: Schmidt diagrams for all KCC thin sections. The number of grains is indicated on the top
right of each polefigure.
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FIGURE 9.7: Exemplary microstructure (LASM) image details (1 cm2) from different depths of the ice
core KCC. a) 25.9 m: firn. b) 31.63 m: deep firn with small-grain clusters in regions with many small
bubbles. c) 38.66 m: bubble cluster just below firn-ice transition. d) Zigzagging subgrain boundaries.
e) 49 m: Protruding grains and bubble alignment. f) 53.03 m: small-grain section. g) 57.35 m: small-to-
large-grain transition; note that only within the large grain bubbles are not located on grain boundaries.
h) 62.93 m: angular grains and inclined/elongated bubbles. j) 67.1 m: irregular grains and parallel GBs.
k) 71.26 m: small-grain disribution close to bedrock.
FIGURE 9.8: Exemplary visual stratigraphy linescan images (approx. 8 × 31 cm2) from dif-
ferent depths of the ice core KCC. a) 6 m depth: thin melt layers, ice lenses and coarse grains
in firn. b) 24 m depth: banding and large ice lense, presumably from percolating melt in
deep firn. c) 47 m depth: barely visible transitions and no discernible inclination. d) 65 m






A.1.1 Running a Microscope Scan
The microscope used for microstructure mapping of the sublimation features at the
sample surface and for impurity maps (see Sec. 3.2.1 5.2.1 and 6.2.3) is a Leica
DMLM with a CCD camera (Hamamatsu C5405), frame grabber and a software-
controlled x-y stage. The system can be controlled either manually or using a soft-
ware interface: NIH Image 1.62. The automatic scan is run using a macro called
XY_Tisch.01a_2.5x (developed by Fernando Valero and Sepp Kipfstuhl) which can
be loaded in the control software. A detailed tutorial for the usage of the macro can
be found elsewhere. After a successful microscope scan the measurement directory
contains the following files:
• a plane text document with the scan protocol called measurement_name_Prot.
This file contains some useful information such as the dimensions of the scan
(number of images in x and y directions) and can be read using a text editor.
• a TIFF image called measurement_name_Skala.
• a number of TIFF images (up to several thousand) called measurement_name_0001,
measurement_name_0002 etc., which are the actual microscope captures of the
sample.
A.1.2 Image Stitching (Manual)
The individual images need to be stitched together in the right order and applying
the right overlap parameters in order to obtain the final continuous microstructure
map of the specimen. The simplest and fastest way is to apply a constant set of four
parameters to shift the adjacent images. This was implemented in a Python script
called “microSM.py”.
In order to use the script you will need to have installed Python and the Python
Imaging Library (PIL) which you may find in the official software repositories of
your operating system. You can also download the newest version here: http://
www.pythonware.com/products/pil/.
Using “microSM.py” is very intuitive and the few control steps are prompted by
the program itself. The recommended procedure is to copy the script in the mea-




148 Appendix A. Programs and Scripts
The script orders the images into a two-dimensional matrix. The corners of the
neighboring images are attached to each other and shifted by a given offset in pixels
(two values for the right neighbor and other two for the lower neighbor). The de-
fault values (-155, 12, -9, -88) have been successfully tested for the current settings
of the microscope set up in the ice laboratory D-0197 at AWI. Thus, the default off-
set is: right neighbor 155 pixels to the left and 12 pixels down. Lower neighbor 9
pixels left and 88 pixels up. After the initialization, the script will ask whether the
default offset settings should be used or a custom offset parameters should be de-
fined. The default settings are chosen by entering 1 (followed by the ENTER key).
Any other input will lead to the custom offset definition. After this step, the dimen-
sions (number of columns and rows) of the stitched matrix are asked. These can be
found in the protocol text file (measurement_name_Prot). And finally the name of
the measurement has to be entered, which is the common string for all the image
names including the last underscore. This string can be also copied from the _Prot
file. After entering the sample name the script stitches all the images and exports the
result in a new image file stitched.tif.
An example run of the script from a terminal looks like this:
../neem_1346_201_3$ python microSM.py
----------------------------------------------------------------
microSM: A Python script for stitching and background correction
of microstructure-mapping-images
Version: 16.1.2019
Offset parameters: right neighbor horizontal: -155
right neighbor vertical: 12
lower neighbor horizontal: -9
lower neighbor vertical: -88
Use standard offset? (1 = yes; 0 = no, define my own offset): 1
using standard offset parameters...
Enter number of images in x-direction: 14
Enter number of images in y-direction: 64
Enter sample name: neem_1346_201_3_
illumination image found...
stitched.tif was created successfully.
../neem_1346_201_3$
Background Correction
As an optional feature, a background correction was implemented in the “mi-
croSM.py” script. Depending on the setting of the microscope, the illumination field
is barely uniform but rather bright in the center and darker at the edges of the image.
After stitching the images together this effect produces a characteristic grating in
the result image. This background artifact can be significantly reduced subtracting
the illumination background of an empty image from all the captured images. This
correction is performed automatically if the directory, in which “microSM.py” was
called, contains an additional TIFF image with the name “illumination” (without
suffix). This image should contain a blank capture of the illumination background
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FIGURE A.1: An example of the background correction implemented in the “microSM.py”
script. (a) The illumination image. (b) Stitched microstructure map without subtracting the
background illumination. (c) corrected mircrostructure map after subtracting the illumina-
tion image.
without any objects. The illumination image should be captured for each mi-
crostructure scan individually. If there is no such image in the directory, the python
script will proceed without background correction automatically.
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A.2 Remote Control of the Raman System
Preconditions:
• WITec Control (microscope PC)
• LabVIEW with valid license (remote control PC)
• WITec Control LabVIEW Driver (remote control PC)
Control of the Raman system using the WITec Control FOUR software is de-
scribed elsewhere (Kleitz, 2015). Additionally, the WITec Control software package
allows external access to most of its functionality using LabVIEW. The LabVIEW ex-
tension for WITec Control (not included in the default installation) provides a set
of pre-built “Virtual Instruments” (VIs) for the communication with the Raman sys-
tem. These functional blocks can be combined and implemented into more complex
LabVIEW programs.
The remote control is enabled by selecting “COM Automation” → “Allow Re-
mote Write Access” from the default tree menu of the WITec Control FOUR program.
Automatic Multi-Point Raman Acquisition
The program “MultipointAcquistion.vi” was written with the aim to automatically
perform multiple Raman acquisition at different discrete positions in the sample.
Figure A.2 shows the front panel of the program. Figures A.3–A.6 contain the block
diagram of the virtual instrument. The program complies with two major tasks:
1. Read on-line the current (x,y,z)-coordinates of the positioning system of the
Raman microscope and save them in an array. The array can be exported in an
ASCII text file.
2. Remotely control (write on) the sample positioning system and acquire Raman
spectra at previously specified coordinates from an array. The array can be
imported from an ASCII text file.
In the Read mode the virtual LED “HasReadAccess” is green. The user operates
the Raman microscope (which is set in optical mode) via the WITec Control soft-
ware. MultipointAcquisition.vi reads continuously the coordinates of the position-
ing system. After focusing onto a point of interest (micro-inclusion, gas inclusion,
etc.) press “save” in MultipointAcquisition.vi. This will add the current x, y and
z coordinates to the array. The array can be exported in an ASCII text file pressing
“export”. Note that the x-y reference frame is given by the limits of the positioning
system. Thus there is an absolute zero-position, usually set in the center of the refer-
ence frame. In contrast, there is no such absolute position for the z-axis. The zero-z
position is set by the user so that the z-coordinates are always only relative to this
position. A good practice is to set z = 0 at the upper surface of the specimen each
time the Witec Control program is started. However, the surface position changes
significantly with time due to sublimation.
Warning: Operating the z-control can seriously damage your sample
AND the microscope, if the objec lens hits the sample surface. No au-
tomatic mechanism is included in order to prevent this. Please make
sure the z-coordinates in the array are corresponding to your current
reference frame before starting the automatic Raman acquisition.
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FIGURE A.2: The front panel (GUI) of the MultipointAcquisition.vi.
Before starting the multi-acquisition routine, the single-spectrum acquisition pa-
rameters need to be set in the WITec Control software. All spectra will be acquired
with the same settings. Double-check the z-reference frame. Change manually
the microscope mode to Raman acquisition and turn the Laser on. The Write ac-
cess can be requested by pressing “WantWriteAccess” and is signalized with the
“HasWriteAccess” LED. However, it is set automatically when starting the Raman
acquisition routine. After pressing “start” (upper left corner) the multiple Raman
acquisition routine starts. All the following steps are run automatically. Write ac-
cess is requested. The z-control is driven to the zero-position and reset. The stage is
driven to the first position indicated in the coordinates array. A single spectrum is
acquired. The stage is driven to the next position and the steps are repeated until the
last Raman spectrum is acquired. The z-controller is driven back to zero. The Write
modus is terminated. The multi-acquisition routine can be aborted pressing “can-
cel”. In such a case the current Raman acquisition finishes before the Write access is
given back to the WITec Control software.
Disclaimer: MultipointAcquistion.vi is an experimental project. The
author (Jan Eichler) is not liable for any claim, damage or other liability
arising from the use of the software.
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