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Auditory Displays and Assistive Technologies: the use of head movements 
by visually impaired individuals and their implementation in binaural 
interfaces 
Abstract 
 
Visually impaired people rely upon audition for a variety of purposes, among these are 
the use of sound to identify the position of objects in their surrounding environment. This 
is limited not just to localising sound emitting objects, but also obstacles and 
environmental boundaries, thanks to their ability to extract information from 
reverberation and sound reflections- all of which can contribute to effective and safe 
navigation, as well as serving a function in certain assistive technologies thanks to the 
advent of binaural auditory virtual reality.  
 
It is known that head movements in the presence of sound elicit changes in the acoustical 
signals which arrive at each ear, and these changes can improve common auditory 
localisation problems in headphone-based auditory virtual reality, such as front-to-back 
reversals. The goal of the work presented here is to investigate whether the visually 
impaired naturally engage head movement to facilitate auditory perception and to what 
extent it may be applicable to the design of virtual auditory assistive technology. 
 
Three novel experiments are presented; a field study of head movement behaviour during 
navigation, a questionnaire assessing the self-reported use of head movement in auditory 
perception by visually impaired individuals (each comparing visually impaired and 
sighted participants) and an acoustical analysis of inter-aural differences and cross-
correlations as a function of head angle and sound source distance. 
 
It is found that visually impaired people self-report using head movement for auditory 
distance perception. This is supported by head movements observed during the field 
study, whilst the acoustical analysis showed that interaural correlations for sound sources 
within 5m of the listener were reduced as head angle or distance to sound source were 
increased, and that interaural differences and correlations in reflected sound were 
generally lower than that of direct sound. Subsequently, relevant guidelines for designers 
of assistive auditory virtual reality are proposed.   
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Foreword Regarding the Structure of this Document 
 
This thesis is organised into four sections, each containing multiple chapters concerning 
a topic, or area of work. An outline of these sections and their content is listed below: 
 
I Background:  
• Introduction to the thesis 
• Core Notions, including the fundamentals of acoustics, and 
psychoacoustics as required to read this thesis 
• Literature Review, concerning the state of the art in human auditory 
localisation study 
• Contextual Background, concerning the state of the art (and this work’s 
place) within the field of virtual reality 
II Field study: 
• Data Analysis Toolkit, describing the design and implementation of a 
sensor package for use in field studies of human head movement 
• Field Study, describing the design and results of a comparative study of 
human head movement during navigation for sighted and visually 
impaired individuals 
III Distance Perception Studies: 
• Self-report questionnaire Study of the Visually Impaired, describing the 
design, application, and results of a questionnaire regarding auditory 
perception-based navigation, and head movement, in the visually impaired 
• Analysis of Binaural Cues in Reverberant Space, describing the design, 
implementation, and results of an acoustical study conducted to assess the 
impact of sound source distance and head movement upon auditory 
localisation cues 
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IV Conclusions: 
• A discussion of the studies conducted, illustrating the scope of the data 
and results gathered, and their implications   
• A concise guideline for the design of assistive auditory virtual reality, 
including some example systems to illustrate and justify the choices 
suggested by the guideline 
• A discussion of contributions and possible future work arising from this 
thesis 
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Part I: Background
2 
 
1. Introduction  
Much work in the fields of acoustics and psychoacoustics has focused upon examining 
human sound localisation- to what extent can we determine the source of a sound, and 
how do we achieve this [1]? As techniques for virtualising environments and sounds have 
become more viable the setting for many such psychoacoustical studies has moved into 
the virtual world, where researchers are able to extensively control the environment [2]. 
But, virtual reality has brought with it questions of user interaction and behaviour [3] [4] 
[5], amongst these are the questions of head movement- how should a virtual world 
respond when the user moves their head? Does head movement facilitate some aspect of 
audition that is particularly relevant in a virtual environment [5] [6]? Do people tend to 
use head movement to facilitate audition naturally? The latter question is scarcely 
approached in literature regarding the design of virtual reality systems, although the 
design of studies in this area implies an assumption that people do indeed naturally use 
head movement in this way [5] [6]. 
 
This question is particularly relevant to assistive auditory virtual reality systems, where 
questions over the applications and benefits or drawbacks of emulated head movement 
and head tracking technology are prevalent [7] [8] [6], as is the need for the simplest (and 
by extension most affordable [9]) functional system possible. According to the Royal 
National Institute for the Blind there are an estimated two million people living with some 
level of sight loss in the United Kingdom alone [10]. For the visually impaired, issues of 
accessibility of both environment and technology have been cited as barriers to work, and 
social life [11] [12] [13] [14]. 
 
The use of head movement is explored here in terms of whether or not it is naturally used 
by visually impaired people when navigating environments and consequently, testing the 
apparent assumption that it is, and investigating how it may be implemented into virtual 
reality systems (with particular attention paid to virtual environments intended to assist 
the formation of cognitive maps, or to create spatial auditory representations of 
traditionally visual information) to facilitate the use of such systems.   
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1.1 Auditory Virtual Reality 
Computer based Virtual Reality (VR) technology has existed since at least 1968, when 
Ivan Sutherland introduced the first head mounted computer display intended to allow 
users to occupy the same space as virtual objects rendered with simple computer graphics 
[15]. By the 1990s virtual reality systems were being employed as training aids in fields 
where immersive computer simulations could be used to prepare individuals for 
potentially hazardous activities, such as military operations [16].  
 
The evolution of immersive audio in virtual reality technology, facilitated by steady 
increases in available computational power, has led to the development of ‘audio-centric’ 
virtual applications and equipment. So-called Virtual Auditory Displays (VADs) have a 
range of applications and research may be found towards virtual auditory displays 
operating in conjunction with computer system to improve or assess accessibility for the 
visually impaired [17] [18] [19]. 
1.1.1 Binaural Audio Rendering 
To immerse the user in a simulated auditory scene which mimics reality, it is necessary 
to create a sense that sounds are coming from a variety of locations around the user. In a 
traditional stereo speaker system, for example, sounds may be played from either one, or 
both of a pair of speakers. If the sound is played from both speakers with equal intensity 
(‘loudness’) then the sound should appear to originate from a point directly between the 
speakers. If the sound is presented with greater intensity at one speaker than the other, 
then the sound will seem to originate from a point closer to the ‘louder’ speaker. By 
adding more speakers around the listener, more potential locations for the origin of a 
sound are added (this is the principle behind 5.1 and 7.1 surround sound technologies) 
[9]. 
 
This method has limitations: it is very difficult to simulate distance accurately as all 
sounds originate from the exact distance of the speaker that produces them [9], and 
numerous speakers are required to accurately create a 3D sound scape (with the ability to 
simulate vertically as well as horizontally located sounds [9] [20]).  
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Binaural audio rendering offers a possible solution to both problems. By recreating the 
psychoacoustical cues which are used by the human brain to determine the location from 
which a sound has originated (discussed further in chapter 2), binaural rendering has the 
potential to allow sounds to be placed into a fully realised 3D ‘scene’ around the listener 
[21]. As the cues are encoded into individual sounds it is only necessary to have 
headphones reproducing the signal; binaural rendering is most commonly presented via 
a pair of headphones. For this reason, perhaps, binaural audio has become of great interest 
to researchers and designers of virtual reality and the relative cheapness and simplicity of 
the presentation hardware compared to some multi-speaker methods makes it viable for 
consumer use. 
1.1.2 Assistive Binaural Virtual Reality 
Assistive binaural technology has been explored or suggested for many applications; 
systems aimed at allowing a user to form and learn mental maps of a particular 
environment (such as an office or public building), sonified computer desktops and 
software interfaces to improve accessibility to technology, and simulations for 
experiencing and practicing dangerous scenarios such as road crossings. In addition to 
these applications, augmented reality systems using spatial audio for sonified waypoints 
in real world navigation have also been explored (these aspects are discussed further in 
chapter 4). 
 
That none of these technologies have developed in to what could be considered a standard 
system, nor have they become widely adopted in a commercial sense, is an indication that 
there are still issues surrounding their implementation.  Throughout the literature of this 
thesis several current questions regarding the most effective way to implement binaural 
audio in virtual reality are presented: 
 
• How may head movement affect auditory perception? 
• How can head movement be effectively employed in a virtual reality system? 
• What role do environmental acoustics play in auditory perception? 
• How can common problems in binaurally rendered audio be overcome? 
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There are relationships between some of these problems, which will become clear 
throughout the discussion given in this dissertation, and in some respects the answers to 
some of these questions have perhaps already been approached. A synergy between 
technological possibilities and psychoacoustics can be achieved, in which a binaural 
virtual audio system fulfils the perceptual needs of the user sufficiently to create a stable, 
auditory spatial illusion by incorporating the necessary technical facets to produce viable 
psychoacoustical cues without implementing excessive technical features which have 
inconsequential perceptual impact. 
1.2 General Methodologies 
The primary research presented in this dissertation was conducted in three stages. The 
first, a field study, was conducted using a novel head tracking system which was attached 
to the heads of visually impaired (VI) and sighted participants, who were then instructed 
to navigate a route through an urban environment whilst the system recorded their head 
movement behaviour. These measurements were assessed descriptively, by comparing 
head turn frequency at different stages of the route, and in the presence of different 
environmental factors. It was hoped that a significant difference in behaviour between 
visually impaired and sighted individuals might be found at this stage, such that a 
statement towards the use of head movement in auditory perception could be drawn out.  
 
Unfortunately, no such difference was clearly and consistently observed, possibly due to 
the small size of the study group (discussed further in this chapter) or simply because no 
other significant difference exists. Some qualitative differences in the use of head 
movement between sighted and visually impaired participants were noted, particularly in 
relation the extent of yaw rotations at road crossings. Some indication of head movement 
use was observed in both groups, as well as a difference in head turn velocity between 
sighted and visually impaired participants under certain conditions. Post-test debriefing 
of two visually impaired participants further indicated that head movement may facilitate 
auditory perception of distance, and perhaps sound source movement.  
 
The second study explored the possible use of head movement via a self-report 
questionnaire for the sighted and visually impaired (with differentiation between those 
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affected by late and early onset of sight-loss). The questionnaire used Likert scales to test 
respondent’s awareness of the use of head movement for auditory perception, placing 
focus upon distance, movement perception and localisation confidence, but also asking 
for further information relevant to the study topic in the form of open questioning. A 
principal component factor analysis and statistical resampling (the bootstrap method 
discussed later in chapter 7) was used to infer the relevance and power of the results to 
the visually impaired population, where it was found that head movement was reportedly 
used to facilitate auditory perception. 
 
The final study was an acoustical experiment measuring potential spectral and interaural 
acoustical cues for distance with a KEMAR1 mannequin in reverberant space, with a 
sound source placed at a range of distances from 1m to 10m, and a variety of head angles 
tested. The sound source was a logarithmic sinusoidal sweep presented form a geodesic, 
omni-directional speaker. Results were compared for ILDs as well as direct to reverberant 
energy ratios (as these were considered important for distance perception), and 
spectrograms were used to further explore spectral changes as a function of head angle 
and sound source distance. This experiment was somewhat an expansion upon similar 
studies in literature, where the impact of environmental acoustics upon HRTFs has 
emerged as an area of interest. In the context of the work presented here it was of interest 
to measure the possible changes in localisation cue in the presence of reverberation/sound 
reflection under the conditions of both head movement and varying sound source 
distance.  
1.2.1 On Small Sample Sizes 
Two studies presented in this work; the field study of head movement behaviour (in 
chapter 6) and the self-report questionnaire study of the visually impaired (in chapter 7) 
contained small sample groups: the field study was conducted with a total of eight 
participants and the questionnaire with a total of 26. As is discussed further in the 
respective studies’ chapter, the small sample sizes were in part due to ethical 
                                               
1 An anthropomorphic mannequin commonly used in psychoacoustical studies 
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considerations placing limitations upon participant eligibility, and partly due to the 
relative sparsity of the visually impaired population.  
Small sample sizes such as these are not uncommon in research dealing with of 
developing virtual reality systems, auditory perception, or cognitive mapping, 
particularly where work concerns the visually impaired. Key studies in these areas 
(discussed in chapter 4), such as Begault [22], Wenzel [3], and Katz & Picinali [8] have 
been conducted with as few as five participants, in such cases statistical techniques 
comparing variance (such as analysis of variance) between or within groups is the most 
common statistical method employed on non-resampled data, and is that which was used 
in analysing the field study presented in this work. 
1.3 Contributions 
Previous research and literature on head movement and auditory perception (presented 
throughout chapter 3 & 4) tends to presuppose that head movement plays a role in some 
aspect of audition and, by design, either guides human participants towards the use of it, 
or to attempt to study audition in the absence of head movement- placing physical 
restrictions or limitations upon participants’ movement via the apparatus employed 
during study.  New studies into the use of head movement in auditory perception by the 
visually impaired have been presented here, in which the use of head movement (or a 
lack thereof) is of primary concern. This research has contributed some way towards 
answering the question of whether visually impaired persons naturally use head 
movement to facilitate audition, and what function they self-report that head movement 
serves- this is perhaps the first time such a question has been posed, or an answer been 
approached.  
 
This work was guided by the general hypothesis that head movement would be observed 
in natural use by visually impaired individuals who had not otherwise been guided to use 
it. Such movement was certainly observed during navigation. Further, neither the self-
reported nor observed, use of head movement varied significantly between sighted and 
visually impaired individuals outside of greater head yaw velocities measured in the 
visually impaired group. In both measured and self-reported conditions, it was the 
qualitative comparison which yielded some differences between the groups: the visually 
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impaired self-reported that head movement was helpful in facilitating distance estimation, 
and reflected more upon their safety concerns when navigating (such as quiet vehicles). 
More generally the studies conducted and presented here indicated that the visually 
impaired do use head movement, that they self-report that it is beneficial to auditory 
localisation, but that there is little difference in these behaviours between sighted 
individuals and those with early or late-onset sight loss.    
 
A guideline based upon the primary and secondary research of this text has been created 
with the goal of aiding designers of assistive binaural auditory virtual reality to reduce 
the complexity and cost of systems by considering what is functionally necessary for the 
end user and the intended functions of the system. This includes guidance towards the 
use of either head tracked, manually controlled, or emulated head movements. As current 
literature has already demonstrated that head movement can be used to ameliorate known 
deficiencies in binaurally rendered audio it is suggested that one of these forms of head 
movement be considered in any assistive virtual auditory environments which use it.   
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2. Fundamental Concepts 
This chapter deals with some background necessary for reading the remainder of the 
dissertation. It is intended for those who are less familiar with concepts in human auditory 
localisation, and some phenomena (namely the cone of confusion and precedence effect) 
which are relevant to the primary and secondary research presented here. It is by no means 
a literature review but rather an effort to define in brief but certain terms that information 
which is most relevant to the topics upon which this thesis is founded. 
2.1 Spatial Coordinate System 
To discuss auditory localisation and acoustic events around a human listener, it is first 
necessary to define a common spatial coordinate system within which these phenomena 
can be described. This coordinate system is spherical and head related; meaning that it 
remains constant to the listener’s head, and the head will always be located at the origin2 
of the system. 
 
Three distinct planes divide the coordinate sphere: 
 
• The horizontal plane: placed at the superior margins of the ear canals and the 
inferior margins of the ocular cavities. 
• The median plane: placed at 90° to the horizontal plane, it aligns to the axis of 
symmetry of the head. 
• The frontal plane: placed at 90° to both the horizontal and median planes, it 
intersects with the superior margins of the ear canals. 
 
These three planes are coincident with the 3 degrees of freedom available to the human 
head; that it is possible to yaw (rotate) the head consistent to the horizontal plane, pitch 
it forwards or backwards in accordance with the orientation of the median plane, or roll 
it left to right in accordance with that of the frontal plane, or perform a complex 
movement which is a compound of these three.  
                                               
2 The centre of the spherical coordinate system 
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A point within the spherical system can be defined by the Azimuth (φ, angle on the 
horizontal plane, proceeding clockwise from point A in figure 2.a), elevation (δ, angle on 
the median or frontal plane, proceeding upwards), and distance (r, the distance from the 
origin to the point in question). The coordinates of points A, B, and C in figure 2.a would 
be given as: 
 
A: φ = 0°, δ = 0°, r = 1 (in the case of a unit sphere) 
B: φ = 95°, δ = 0°, r = 1(in the case of a unit sphere) 
C: φ = 15°, δ = 30°, r = 1(in the case of a unit sphere)   
  
A 
B 
C 
δ 
-φ 
r 
Horizontal 
Plane 
Frontal 
Plane 
Median 
Plane 
Figure 2.a An illustration of the coordinate system, with listener’s head at the origin [213, 291] 
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2.2 Human Auditory Localisation 
Human auditory localisation (HAL) is achieved via the perception of two major sets of 
psychoacoustic cues, interaural time differences (ITD)3, and interaural level differences 
(ILD)4. This so-called ‘duplex’ theory of sound localisation was first quantified by 
Rayleigh [23]. As this chapter will outline these are binaural cues and are reliant upon 
the arrival of a sound at both ears. A certain amount of localisation data is also available 
from monaural ([perceived via] one ear) cues such as spectral shaping caused by 
physiological features including the pinna, which facilitate the estimation of sound source 
elevation [24] [25]. As such cues are purely acoustic, relating to the external physiology 
of the hearing system and head/body, they are somewhat unique to the individual. The 
combinations of these localisation cues, along with other minor cues that are available in 
some circumstances (such as the Doppler effect [26]) create a non-uniform auditory 
perceptual spatial resolution around the listener. This allows listeners to discern the origin 
of a sound, and information regarding its movement, via the auditory channel with 
varying levels of accuracy; depending upon the location of the sound source relative to 
the listener’s position/orientation, and factors such as movement speed and direction [27] 
[28]. It should be noted that when describing localisation this chapter refers to the 
estimation of angle/direction of a sound source, the perception of distance (or range, from 
the listener’s perspective) is dealt with as a special case in chapter 3.4.  Each sub-section 
of this chapter deals with the perception of stationary sound sources, except for chapter 
3.5, which relates specifically to the perception of sound source movement. 
2.2.1 Binaural Localisation Cues: Interaural Time and Level Differences 
The IID and ILD cues are the means by which the angular position of a sound source, 
relative to the listener, can be determined [28]. There are certain limitations, discussed 
throughout this chapter, as to the frequencies and angle of arrival of sound, at which these 
cues are effective. 
                                               
3 Also referred to as interaural phase difference (IPD) in some literature. 
4 Also referred to as interaural intensity difference (IID) in some literature. 
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2.2.2 Interaural Time Differences 
The interaural time difference represents the difference in arrival time of a sound between 
one ear and the other. This difference occurs because of the physical separation of the ear 
canals and is created by the differences in distance a sound wave originating from a given 
point must travel to reach each of the ears in turn. It has been identified that the ITD is 
primarily determined by the phase difference that occurs when the same sound wave 
reaches the ears at different times [29], shown in the formula:  
 "#$ = &(∅ + sin(∅)). 	
  
There are limitations to the viability of ITDs as localisation cues. The first relates to the 
maximum frequency at which this cue is effective. This limitation arises when the 
difference in time of arrival is equal to or greater than a 180° phase shift in the sound 
wave, due to the diameter of the head being equal to or greater than one half wavelength, 
causing uncertainty as to whether the phase shift is positive or negative, and therefore an 
ambiguity as to which ear the sound arrived at first. Howard and Angus [29] propose the 
following equation for calculating the maximum frequency at which effective ITD cues 
arise: 
 0123(∅) = 	 12	 × 0.091	 × (∅ + sin(∅)) 
 
It has been noted that humans can detect ITD in high frequency sounds by means of 
‘envelope delay’ that is the disparity between signal amplitudes/signal onset at each ear 
[30, 31] although this cue is considered perceptually less significant than the detection of 
phase differences.   
 
The second limitation is that the ITD only exists as an accurate localisation cue when the 
position of the sound source is not located directly upon the median plane, otherwise there 
will be no difference in arrival time between the ears, the phase of the sound arriving 
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directly at each ear will be identical and ambiguity in the location of the sound upon the 
median plane may arise unless another cue is present.  
 
Head movement could be used to dynamically change ITDs by increasing or decreasing 
the angular extent between the median plane and the sound source. Indeed, it has been 
observed that in pure tone localisation experiments where participants were free to move 
their heads that sighted participants often turned their heads slightly to help resolve the 
location of sounds placed at either 0º or 180 º azimuth [32], of course such movement 
would not only affect the interaural time differences, but also the interaural level 
differences.  
2.2.3 Interaural Level Differences 
The interaural level difference arises because of the shadowing and scattering effect of 
the listener’s physique [29] where the presence of the listeners’ head, body and pinna 
create an acoustic impedance which leads to differences in the relative level (intensity) 
of sound at each ear. The pinnae are of special importance when differentiating between 
sound sources located at 0°or 180° azimuth as they provide the primary difference in 
acoustic impedance and reflection of sounds arriving from directly in front of, or behind 
the listener. In this special case level differences created by the pinnae are considered 
monaural as an individual pinna can perform this reflection and impedance of sound, 
creating a sufficient cue for a listener to differentiate between front and rear located 
sources with a single ear [33]. 
 
Based upon the principal that an object will not significantly impede the propagation of 
a sound wave unless it is approximately greater than or equal in size to 66% of the sound’s 
wavelength, Howard and Angus [29] offer the following equation to determine the lower 
frequency limit at which the human head (with a given size of 18cm from ear to ear) will 
no longer impose ILD cues: 
 
 01:; <∅	 = =2>	1	3 	<.@> = 	13	× A344	1CDE0.18	1 G = 	637JK 
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The minimum threshold of sensitivity to ILD is 1dB [34] with ILDs of up to 35dB 
measured at 10kHz [35].  
2.2.4 The Cone of Confusion 
The cone of confusion [36] describes a series of spatial coordinates originating at the 
listeners’ head with its central axes at ±90° azimuth and 0° elevation, where sound 
sources would produce identical ITD and ILDs at multiple positions on the cone. This 
means that were it not for the pinna, it would be impossible for the listener to accurately 
locate the position of the sound. Reversals in perceived location would occur, such as 
front-to-back reversals, and the listener may only be able determine whether the sound 
lay to the left or right of the median plane. 
The monaural cues provided by the filtering effect of the pinnae can mitigate front-to-
back reversals providing the sound in question is of appropriate spectral content [37].   
 
 A B 
Figure 2.b The cone(s) of confusion shown relative to a 
listener's head. Points A and B are equidistant from both ears 
and so have identical ITD and ILD values, despite being on 
opposing sides of the frontal plane. 
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The cone of confusion is another elegant example of a reason why head movement might 
be used to assist auditory localisation; localisation ambiguities for those sounds which 
fall upon it could be resolved with head movement, which would move the cone of 
confusion relative to the direction of the sound source. 
2.2.5 The Precedence Effect5 
When listening in a bounded acoustic environment such as a room or open space with 
acoustically reflective objects nearby, a challenge to accurate sound source localisation 
arises in the form of reverberation or sound reflection. As the diagram below illustrates, 
sound reflections arriving at the listening position could potentially be confused with 
additional sound sources around the listener:  
 
 
The precedence effect is the phenomenon (or compound phenomena) in which identical, 
or near identical, complex signals arriving from apparently different locations are 
perceived as a single sound emanating from the source. The source is determined by the 
localisation of the first wave front to arrive at the listening position. This phenomenon 
typically occurs when there is a difference in arrival time of less than 50-100 
milliseconds, depending upon the nature and complexity of the sound in question [38]. 
 
                                               
5 Sometimes referred to as the Haas Effect, Law of the First Wavefront, or Auditory 
Suppression. 
Source
ce Direct Sound 
Reflected Sound 
Direction of Potential 
‘Phantom’ Source 
Figure 2.c A diagram illustrating the potential confusion of a sound source’s location arising from 
reflected sound. 
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In this way, the presence of a phantom sound source location associated with reflections 
of sound can be suppressed to prevent sound localisation in reverberant environments 
from being confounded. 
2.2.6 Summary of Background Notions  
The information presented here offers a basic background to the terminology which is 
presented throughout this dissertation. The coordinate system described is useful in the 
reading of both the literature and primary research described, whilst the description of 
auditory localisation and the phenomena of the cone of confusion and precedence effect 
are useful in the reading of the literature review.    
 
In this fundamental description of the major features of human auditory localisation, 
possible use cases for head movement emerge. These will be further elaborated upon 
throughout chapter 3.  
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3. The State of the Art in Human Sound Localisation 
Rayleigh’s Duplex Theory of Sound Localisation [23] was perhaps the first treatise on 
audition which considered that sound source localisation was possible using the auditory 
channel alone, with prior approaches to studying audition tending to consider localisation 
impossible without use of the visual channel [39]. Whilst efforts to thoroughly quantify 
human auditory localisation continue, its existence cannot be denied. This chapter 
contains an overview of the continuing research carried out within auditory localisation, 
the psychoacoustic cues which underlie it, and its application to auditory virtual reality. 
 
Due to the nature of the original primary research carried out in support of this thesis, this 
chapter includes a review of studies relating to auditory localisation (presented in more 
specific detail than that given in chapter 1), which are considered relevant to the 
implementation of both virtual auditory reality, and an understanding of the potential 
roles, and use of head movement in auditory localisation and scene evaluation- although, 
there is little or no direct study of the latter topic present in current literature. As this 
chapter illustrates, auditory spatial perception is bound by inequalities, the understanding 
of which may offer insight into the role head movement plays in sound source 
localisation. 
 
Since sound source direction and distance, although each components of sound source 
localisation, are discussed separately in this chapter the sub-sections dealing with angular 
localisation are presented as dealing with “localisation”. 
3.1 Localisation: Localising Individual, Stationary Sound Sources 
Locating stationary sound sources was amongst the most prevalent topics of early study 
in human sound localisation, perhaps owing to its relative simplicity from an 
experimental point of view; requiring no apparatus capable of moving active sound 
sources in a controlled fashion.   
 
As detailed throughout chapter 2, there are several phenomena in auditory perception 
which form the cues necessary for an individual to determine the location of a given 
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sound source. As the work summarised here demonstrates, the perception of even a single 
sound source’s location is a complex issue, the accuracy with which sounds can be 
located depends upon several factors including sound frequency/spectral complexity, 
sound duration, and the angle of source location relative to the azimuth. This complex 
and uneven spatial resolution may offer further insight into why head movement could 
aid auditory localisation. 
3.1.1 Horizontal Plane Localisation 
The localisation of stationary sound sources in the horizontal plane, when the sound’s 
spectral content allows (as described in chapters 2.2.2 and 2.2.3), is primarily achieved 
via the interaction of the ILD and ITD [23, 28]. The resolution of horizontal plane 
localisation has been the subject of numerous studies conducted both in the real world, 
virtual reality and mixed reality conditions6.  
 
In his 1958 study of auditory spatial resolution, Mills [40] aimed to determine the 
minimum audible angle (MAA) difference using pure tones ranging from 250Hz to 
10,000Hz, played to test participants via a speaker fixed to the end of swinging boom arm 
                                               
6 Using augmented reality systems, or stimuli recorded in real environments and played 
back to test participants in a later study phase 
Figure 3.a LEFT: A graph showing the MAA as a function of the direction to 
sound source in the horizontal plane. RIGHT: A graph showing the MAA as a 
function of frequency (cycles per second) [28]. 
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in an anechoic7 chamber. By playing sounds sequentially at slightly varying locations and 
asking participants to report the perceived direction of the sound source via a handheld 
rotary dial, Mills was able to make a number of observations: the minimum audible angle 
varied notably, with the smallest detectable difference of 1º in front of the listener with 
performance worsening as the sound source was moved lateral and rear positions relative 
to the azimuth. The minimum audible angle also varied depending upon the frequency of 
sound, with particularly high performance occurring at frequencies around ≈750Hz and 
again at ≈ 3,500Hz.  
 
Such minimum audible angle studies remain a popular method of testing the auditory 
spatial resolution of humans, and have been translated into virtual studies of sound 
localisation. However, few of these studies have replicated Mills’ original minimum 
resolution of 1º. This is perhaps due to his use of pure sine waves as stimulus, a practice 
which has somewhat given way to the use of more complex stimuli which are arguably 
more congruent with the complex natural sounds that humans encounter outside of 
experimental settings. More likely, however, is that it is a product of the virtual setting in 
which many studies are now conducted- It is known that there are a number of issues 
affecting binaural audio reproduction, often relating to the fact that binaural rendering is 
based upon measurements of human physiology which do not accurately match that of 
the test participant or user, meaning that from their perspective the psychoacoustical 
localisation cues in binaural audio do not correctly match their own (these issues are 
discussed further in chapter 4). Indeed studies which have replicated similarly low 
minimum audible angles to those of Mills have tended to be conducted outside of virtual 
reality [41] [42] [43]. 
 
In semi-virtual studies published in 2003, Grantham et al [44] employed the use of a 
dummy head8 with microphones fixed inside the ear canals to record low, high and band-
                                               
7 A room designed to prevent the audible reflection of sounds, achieved by the precise 
acoustic treatment of all potentially sound reflecting surfaces within.   
8 The KEMAR dummy head and torso system, which is used in audiological research to 
simulate the effect of human physiology upon sound, and to create ILD and ITD, cues in 
recorded sounds.  
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pass filtered noise within ranges from 70Hz to 15,000Hz. The stimuli were then presented 
to participants via headphones. The study tested the spatial resolution in horizontal, 
vertical and diagonal planes, and used an adaptive procedure whereby participants were 
asked to indicate whether two sequentially presented sounds appeared to be separated in 
angle, and whether the second sound was above, below, left or right of the original. By 
increasing the distance between stimuli until spatial separation was detected, and then 
reducing the angular separation until the sounds were perceived as emitting from the same 
place9, thresholds of spatial resolution were determined. In the horizontal plane, 
measurements indicated that spatial resolution was independent of spectral content, with 
mean minimum threshold measurements of 1.6° recorded for wideband and high-pass 
stimuli, and 1.5° for low-pass stimuli. Although noticeably poorer than results obtained 
from real world studies, these were far from the worst obtained in virtual conditions, with 
some studies finding minimum audible angles from 4.8º [45] to 11° [17] in the horizontal 
plane.  
 
A new dimension in the study of human audition would emerge, which would become 
particularly relevant in the context of current attempts to create assistive virtual reality. 
In a comparative study of auditory localisation involving congenitally blind and 
blindfolded, sighted individuals Roder et al [46] found auditory spatial perception in both 
groups to be similar in tasks involving discriminating between locations in front of the 
listener however, when asked to discriminate between sounds occurring in the 
‘peripheral’ auditory space (those areas directly to the left or right of the participant), 
individuals from the blind group demonstrated improved performance compared to the 
sighted group. Event-related potential (ERP) neural imaging conducted during the tests 
was noted to indicate that these differences arose because of reorganised neural 
substrates10 related to auditory attentive selection. Such studies comparing individuals 
with differing levels of visual acuity have grown in number as the issue of comparing the 
auditory localisation capabilities of blind and sighted individuals has grown, and a review 
                                               
9 A form of adaptive testing commonly used to determine thresholds in auditory 
perception.  
10 The brain tissue that underlies specific behaviors or psychological states  
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of studies specific to testing the comparative localisation abilities of visually impaired 
and sighted individuals can be found in chapter 3.4.  
 
The inequality in sound localisation in the horizontal plane may provide cause for the use 
of head movement in facilitating localisation; placing sound sources of interest closer to 
0° azimuth by moving the head should aid more accurate localisation whilst dynamic 
changes in spectral cues induced by the pinna may also help to resolve sounds which fall 
into the cone of confusion [47]. However, it has been noted that the visually impaired 
may respond to bilateral sound presentation on the horizontal plane by using it for 
postural control [48]- reducing head and body sway. This effect is not observed if sound 
is placed upon the median plane [14].   
3.1.2 Median Plane Localisation 
The localisation of sounds on the median plane, intersecting the horizontal plane exactly 
at 0° or 180°, presented a challenge to the Duplex theory- due to the symmetrical 
physiology of the human head there would be no potential for differences in level or time 
of arrival between the ears. Localisation in this plane was therefore assumed to occur 
without the use of inter-aural cues and was thought to be primarily the result of spectral 
filtering from the acoustic impedance offered by the pinna [49, 50]. Later studies revealed 
that, due to asymmetry of the pinna, ILDs could be measured in sources located vertically 
about the median plane. In fact, these differences were also prone to change with 
elevation of the sound source and could be as large as 10dB in certain frequency ranges 
[51, 52].  
 
In a study of localisation cues in the median plane, Morimoto and Nomachi [53] found 
that participants could localise sounds in the median plane using spectral cues alone but 
were unable to localise sounds accurately using interaural differences caused by the pinna 
alone. When considered together however, the combination of interaural and monaural 
spectral cues yielded the most accurate localisation results.  
 
In the vertical component of their 2003 spatial resolution tests Grantham et al [54] 
recorded the lowest spatial resolution in elevations on the median plane. Mean minimum 
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thresholds of 6.5° for broadband noise, 11.6° for high-pass filtered noise, and 19° for low-
pass filtered noise were recorded. However, [43] reported a mean minimum localisation 
threshold of 3.65° in response to stimuli consisting of a train of 50ms broadband clicks. 
It is important to note that, as stated previously, the pinna play a crucial role in vertical 
localisation. The use of a dummy head by Grantham et al to record stimulus may have 
affected the reported thresholds, since the pinna of the dummy are unlikely to precisely 
recreate the complex filtering effect of each test participant’s own pinna. This is an issue 
critical to the implementation of binaural virtual reality (issues surrounding the matching 
of human physiology to its measured representations is discussed further in chapter 4).  
 
Stimulus duration is another confounding factor here, which may account for differences 
in measured localisation accuracy. Differences in both subjective performance, and 
spectral psychoacoustical cues have been measured for stimulus of 50ms or less, when 
compared to longer stimuli which are similar in all other regards than duration [55] where 
mean localisation errors for stimuli of .5ms were as high as 70.9°, and for stimuli of .25ms 
the highest angular errors constituted almost total front-to-back reversal (178.3°). That 
[43] did not report such high angular errors is understandable, as theirs was a test of 
minimum audible angle movement thresholds, however in terms of absolute angular 
judgement, stimuli of the durations they presented could confound localisation in cases 
where spectral cues play a key role. This too presents a possible case for the use of head 
movement, rolling the position of the head to the extent that it introduces interaural 
differences (such a roll may in fact only require an angular extent of 10° to improve 
spatial resolution [43]) would eliminate the listener’s reliance upon spectral cues. In 
reality such behaviour would depend upon the presence of such short duration sounds, 
and upon the listener’s ability to react to them in a time frame sufficient for localisation 
to take place.  
3.2 Localisation: Localising Multiple Sound Sources  
Although a useful picture of auditory spatial resolution can be obtained through 
measurements using single, or multiple concurrent sounds, it is common for individuals 
to encounter complex sound-fields containing more than one sound source active at the 
same time. The study of localisation of multiple simultaneous sources, or localisation of 
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single sources with the presence of some interfering sound or signal is therefore certainly 
of interest. This chapter will deal with literature regarding the localisation of both 
multiple sound sources simultaneously, and single sound sources in the presence of some 
other interfering sound source.  
3.2.1 Localising Sounds Simultaneously 
In his 1984 study of concurrent minimum audible angles, Perrot [56] employed the use 
of pure tones played simultaneously from two separate locations about the horizontal 
plane. Presented via speakers on swinging boom arms, the tones differed slightly in 
frequency, with the ‘target’ frequency fixed at 500Hz and secondary frequencies of either 
515Hz, 543Hz, 572Hz, or 601Hz. Participants were asked to determine the direction of 
the target frequency relative to the secondary frequency (to the left, right, no difference). 
 
Perrot noted that the accuracy with which participants reported the location of the target 
frequency was linked to both the difference between the target and secondary frequency, 
and the distance separating the two sounds. Performance improved as the spatial 
separation of the sounds increased, and as the difference in frequency increased. It was 
also noted that as the pair of speakers were swung to the lateral extremes of the horizontal 
plane, performance decreased slightly, replicating the results of [40]. In a virtual 
environment study of concurrent minimum audible angles, Best [57] presented listeners 
with binaurally filtered broadband noise. During these experiments the filters used were 
individualised to match the effects of each participant’s own outer ear. After repeating 
tests with components of the ITD removed (either differences in onset time, or differences 
in signal phase, or both), Best concluded that of the inter-aural cues ITD was the most 
significant in determining whether identical, broadband sound sources were spatially 
separated. Low frequency phase differences were found to be particularly useful when 
discriminating between sources located to the lateral extremes of the horizontal plane. 
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Moving beyond the study of two simultaneous sounds, Santala and Pulkki [58] conducted 
experiments involving an array of 13 stationary speakers, arranged along the frontal arc 
of the horizontal plane. Combinations of some, or all, speakers were used to 
simultaneously present band-pass filtered white noise, unfiltered white noise, or brown11 
noise, in different locations about the user. The study concluded that, in general, 
participants were unable to accurately identify the distribution of sound sources when 
more than three speakers were active and producing the same stimulus type. Improved 
performance in identifying speaker distributions was measured when the frequency range 
of stimulus was increased, with the most notable improvements achieved for stimulus in 
the ILD range. The study of multiple, simultaneous, sound source localisation not only 
offers insight into localisation, but also extends into the analysis of auditory scene 
analysis. This may include tasks involving identifying the total number of sound sources 
                                               
11 Random noise which, unlike white noise, has a spectral density inversely proportional 
to the square of its frequency 
Figure 3.b A graph showing the minimum audible angle of concurrent sounds as 
a function of source position, separation, and frequency difference [291]. 
 
 
 
25 
 
within a scene, locating multiple or single sources within that scene, and more subjective 
measures such as envelopment12 and image width13. Three to five sounds of similar 
loudness and frequency content seems to be the limit at which individual sounds can be 
identified [58] [59] [60], with human voices generally proving easier to identify in higher 
numbers than other types of sound. As the number of sources increases beyond this 
apparent limit, they appear to collapse into what are perceived to be a lesser number of 
sources within a sound scene, perhaps with a perceived increase in the width of these 
phantom compound sources.  
  
Spatial separation of sound sources clearly improves localisation accuracy, and complex 
sounds may be more easily separated by the hearing system allowing for accurate 
localisation to occur in the presence of larger numbers of sound sources. In terms of 
localising noise type test signals, participants’ have demonstrated difficulty in localising 
more than three similar sounds simultaneously, perhaps owing to rapid frequency and 
amplitude fluctuations confounding the ITD cue. Additionally, noise type sounds across 
similar frequency bands are essentially homogenous and may present the same problem 
as highly correlating sounds, thus confounding the localisation of multiple simultaneous 
sources of noise. Should a sound, or small number of sounds within a scene then they 
may be easier to both identify, and locate. In this case the other sound in the scene may 
be thought of as interfering sound. 
3.2.2 Identifying and Locating Sounds in the Presence of Interference 
Although the need to localise multiple sound sources simultaneously may arise in a 
variety of situations, it is also necessary for humans to be able to identify and/or locate a 
sound in the presence of other interfering sounds. The ability to isolate a single relevant 
speech sound, from a background of other similar sounds has been termed the “cocktail 
party effect” [61]. Although a great deal of literature approaches the topic of perceiving 
sound amidst interference as a problem of identifying a sound of interest, or 
                                               
12 A listener’s sense of being surrounded by sound 
13 A listener’s sense of the scale of an auditory scene or image 
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understanding it semantically, binaural listening is an integral mechanism with which 
listeners solve this problem [62]. 
In perhaps the earliest investigation directly addressing “the cocktail party problem” 
Cherry [63] proposed several factors that could be used to design a “filter” for separating 
voices: 
 
• Directional/spatial separation of voices 
• Lip reading, gestures, and other visual cues associated with a particular voice 
• Differences in voices such as mean pitch, mean speed, etc. 
• Differences in accent 
• Transition probabilities (based on subject matter, voice dynamics, etc.) 
 
Durlach and Colburn [62], when investigating sound masking levels, found that signal 
detection against background noise was greatly improved by binaural listening. Where a 
signal and noise were presented to a both ears simultaneously, where the noise was phase 
shifted by 180º to one ear, there was a ≈6dB improvement to signal detection thresholds. 
When the noise was presented in phase to both ears, but the signal was presented with a 
180º phase shift at one ear there was a ≈15dB improvement in signal detection thresholds. 
Such thresholds of signal and masking sound are referred to as binaural masking level 
differences (BMLD). 
 
Kidd et al, [64] conducted a study of binaural masking level difference using 480ms 
bursts of varying single frequency tones as signal stimuli, comprised of 60ms 
presentations of eight different frequency bands (with centre frequencies ranging from 
215Hz-6112Hz). Interfering/masking sounds were comprised of eight 60ms bursts of 
either noise14, or complex multi tonal sound of similar features to the signal stimuli15. 
Sounds were presented form an array of seven loudspeakers, with 30° separation between 
each. The study concluded that the benefits of spatial separation of a signal and masker 
                                               
14 Masking stimuli of this type are commonly referred to as energetic maskers 
15 Masking stimuli of this type are commonly referred to as informational maskers 
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was dependent upon the type of masking sound. Interestingly Kidd et al noted that the 
greatest improvements in binaural masking level difference (≈30dB) were found for the 
masking sounds that were similar to the signal stimulus, rather than for the noise masker.  
In an experiment concerning speech intelligibility, Brungart and Simpson [65] 
investigated distance, rather than angular separation of the signal and masker sources. In 
this case, the signal was a randomly selected phrase of recorded speech, and maskers 
were either another recorded speech phrase of either the same or different gender as the 
signal speech, or noise filtered to contain energy in the vocal frequency range. It was 
again found that binaural cues brought about by angular separation of the signal and 
masker improved speech intelligibility greatly when both stimuli were of the speech type, 
in the presence of a noise masker the improvement to intelligibility was lessened. 
Conversely, distance separation of two speech signals did not yield an improvement to 
intelligibility, but in the presence of noise masking it provided up to 100% improvement. 
 
As mentioned, much work in this area concerns speech intelligibility rather than sound 
localisation, binaural and distance cues play a role in selective attention to sounds of 
interest. When humans assess the sound scene in complex sonic environments, it may be 
safe to assume that neither could be neglected as significant in auditory perception. The 
improvements in intelligibility originally detected by Durlach and Colburn [62] when 
phase shifting noise at one ear are translatable into head movement, turning away from a 
sound of interest would increase the ITD, and thus the phase difference of a sound 
between the two ears.  
3.3 Localisation: Estimating the Distance to Source 
Auditory distance perception, the mechanisms by which it is achieved, and its accuracy, 
have received less scrutiny than aspects of auditory localisation such as direction or 
altitude estimation. Nevertheless, distance/range estimation is a critical part of auditory 
localisation [66], and should be considered especially useful for visually impaired 
individuals, where it may be the only sense of distance to sound source available. 
 
Several  potential distance cues have been proposed for scenarios where the sound source 
and listener are stationary: direct sound intensity, direct to reverberant sound energy ratio, 
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direct and reverberant sound arrival times, changes in spectral content caused by 
acoustical phenomenon16, and binaural differences [67]. It has also been noted that errors 
in distance estimation follow a trend according to the actual range from the listening 
position to the sound source; for sources in peripersonal17 space listeners tend to 
overestimate distance, whereas in extrapersonal18 space they tend to underestimate them 
[66] [68] [69]. Furthermore, accuracy in distance perception seems to run contrary to 
accuracy in localisation in that sound sources appear to be easier to locate in terms of 
distance when they are placed laterally to the listener, whereas angular localisation 
accuracy tends to be greatest for sounds placed close to the median plane [70]. This 
section will explore the complex of cues which contribute to distance perception, and its 
“uneven” resolution about the listener. 
3.3.1 Direct Sound Intensity and Distance Estimation 
It is well known that in the free-field19, sound intensity and distance to sound source are 
related per the inverse square law: 
 1 LM⁄  
 
Where R is the distance between the sound source and the listening position. As sound 
pressure is proportional to the square root of intensity then for each doubling of distance 
between source and listener, a pressure loss of 6dB will be observed. 
 
Direct sound intensity alone however, has proven to be a poor cue for distance estimation: 
In a classical study of auditory distance perception Georg von Békésky [71] found that in 
anechoic environments, listeners consistently underestimated distance to human speech 
sources at distances of 1-10m, observing that underestimation could be as great as a factor 
of two compared to actual distance. It was however, still demonstrated that as the actual 
distance to sound source increased, so too did listeners’ estimates of distance. Poor 
                                               
16 Independent from changes in the sound spectrum as it is emitted from the source 
17 The space immediately surrounding the body, usually within reach of the individual 
18 Space outside the reach of the individual 
19 Acoustical environments free from sound reflecting boundaries such as walls 
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distance estimates were again recorded in a series of experiments by Cochran et al [72] 
in which twenty participants were presented with both recorded, and live speech stimuli 
in an outdoor environment at distances ranging from 1-29m. Here, underestimates were 
observed to increase with distance, up to a maximum of ≈30% for the 29m distant source.  
 
Several studies have attempted to determine if, and how, perceived distance change 
correlates with sound pressure change. In a study of six listeners, Begault [73] reported 
that an average of -9dB sound pressure change correlated to a perceived doubling of 
sound source distance, when offered a forced choice between -3, -6, -9, or -12dB. 
However, values ranging from 8dB [74] and 15dB [75], to 21dB [76] have also been 
reported necessary for a perceived distance change of a factor of two. Furthermore, sound 
intensity/pressure loss over distance does not adhere to the previously stated laws when 
said sound is less than one wavelength from the listening position [77], this means that 
for simple tones of 20Hz approximately 17m would be required before the previously 
stated laws began to apply, although natural sounds are generally complex and comprised 
of multiple audible frequencies of sound neither free field environments20, nor point 
sources, are generally found in nature. 
 
Here then is an explanation for the underestimation of distance in extra personal space 
based upon sound pressure; although pressure is halved (-6dB) for each doubling of 
distance to a sound source, listeners do not perceive a halving of loudness until the actual 
sound pressure has been reduced by greater than -6dB, and so accurate perception of 
sound distance increase based upon intensity alone is compromised. A confounding factor 
in the use of intensity as a distance cue is that of familiarity; for the intensity of a sound 
to be meaningful when estimating its distance, the listener must have some concept of 
how intense the sound is at its source, or for changes in intensity associated with a moving 
but unfamiliar sound source to give an indication of changing distance. Intensity, 
therefore, must be viewed as a relative cue, rather than an absolute one [66]. 
                                               
20 At the very least, an open environment would still have a floor from which sound could 
be reflected 
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3.3.2 Direct to Reverberant Sound Energy Ratio and Distance Estimation  
In their 1934 paper for the Physical Factors Symposium on Wire Transmission of 
Symphonic Music and its Reproduction of Auditory Perspective, Steinberg and Snow 
[78] commented that “Depth localisation was found to vary with changes in loudness, the 
ratio of direct to reverberant sound, or both…”. The relationship between direct and 
reverberant sound energy has long been of interest to the music and audio recording 
industry. It has also become a point of interest in psychoacoustics where, although it is 
perhaps less studied than the cues underlying angular sound localisation, its significance 
as a distance/range cue has not been overlooked. 
 
The direct to reverberant ratio (DRR) has continued to prevail as a topic of study, and a 
known cue in auditory distance perception, and has been helped by the introduction of 
binaural audio technology which allows researchers to design and manipulate acoustical 
environments and the direct-to-reverberant energy ratios associated with them. In a 
foundational study of direct to reverberant ratio and distance perception Mershon and 
King [67] presented eighty participants with short noise burst stimuli of high or low 
intensity (differing by 10dB) from loudspeakers placed at ≈2.7m and ≈5.5m distance in 
both echoic and anechoic environments. Under these conditions, and after multiple 
stimuli presentations, estimates of source distance in anechoic environments were 
underestimated by as much as a factor of 10, however in the presence of reverberation 
estimates were more accurate. Furthermore, estimates in the echoic environment were 
stable when compared to those in anechoic environments, where distance estimates 
became more accurate with increasing presentations of the stimuli. This study 
demonstrated that although direct sound alone can be used to determine the range to a 
sound source it requires some familiarity, or learning of the stimulus or environment, 
whereas the presence of reverb allowed estimates to be more consistent without the need 
for prior experience.  
 
In further studies made for sound sources ranging from 0.6m to 8m in distance, Mershon 
et al [79] [80] reinforced the relative accuracy and stability of distance estimates made in 
echoic environments vs. those made in anechoic environments. Additionally, in the 
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earlier of the two studies [79], they suggested that no prior knowledge of a given 
environments acoustics was required for reverberation to act as an absolute distance cue. 
These results would indicate both the usefulness of reverberation in distance perception, 
as well as underlining the veracity of the statement that direct (anechoic) sound intensity 
functions better as a relative cue for distance, rather than an absolute one. The presence 
of reverb allowed for better absolute distance estimation.  
 
The topic of direct to reverberant ratio and auditory distance perception has also been a 
subject for study in virtual reality [81], with research examining distance estimation in 
both binaurally recorded21 audio, and digitally manipulated audio. In a key study of 
binaurally recorded audio, Butler et al [82] performed a distance estimation test 
employing low pass, or high pass, filtered noise recorded in echoic and anechoic 
environments. Participants tended to estimate echoic sound to be at greater distances than 
their anechoic counterparts, particularly for low pass filtered stimuli. It was also found 
that localisation ambiguities were less likely to arise in echoic stimuli, although 
participants were still likely to mistake low pass sounds as originating from behind them. 
In further studies of binaurally presented audio, Begault [83] found that distance was 
underestimated by as much as a factor of three for anechoic sound.  
 
Reverberation in binaurally presented audio recordings and renderings is vital for 
consistent distance estimation, as well as creating the perceptual illusion of sound source 
direction. Bronkhorst [84] has proposed the following model for predicting distance 
estimates using direct to reverberant ratio: 
 @O = 	P&QRSTU STV⁄ WE MX  
 
where A is constant, rh is the reverberation radius of the room, and Êr and Êd are the 
modified energies of the reverberant and direct sound, respectively. The modified direct 
                                               
21 Audio that has been recorded with binaural localisation cues encoded into it, by way 
of a dummy head designed to mimic human physiology and its acoustical impact 
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energy is obtained by adding the energy of early reflections arriving within the first 6ms 
to the energy of the direct sound22; the modified reverberant energy is simply the total 
energy of the remaining reflections. In applying the model, the (relative) energies of the 
direct sound and the reflections are determined using delta functions instead of the 
individualised HRIRs. This means that the model uses the (single-channel) room impulse 
response and not the (two- channel) binaural impulse response as input [84]. Model 
predictions showed a .62 correlation coefficient with actual distance estimates. 
 
The poor correlation between model predictions and actual distance estimates led 
Bronkhorst to adjust the model to account for ITD when calculating Êr and Êd values, 
such that reflections arriving with ITDs matching that of the direct sound were considered 
as part of the modified direct sound (Êd).   
 
The newly modified model resulted in a correlation coefficient of .95 between measured 
and predicted distance estimates (shown in figure 3.c) Indicating that not only is direct to 
                                               
22 The model uses a window with a sine-shaped cut-off for this purpose 
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Figure 3.c Graph showing model estimated distance over perceived source distance without 
accounting for ITDs (left) and in the presence of DRRs with ITD accounted for (right) 
(Bronkhorst, 2010) 
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reverberant ratio significant for distance estimation, but that direct to reverberant ratio 
may in fact be considered a binaural rather than monaural cue. However, there are thought 
to be limitations to the maximum auditory distance perceivable in reverberant 
environments. Described as the auditory horizon, this limit was first theorised in response 
to the discovery that sound sources located at greater distances in extra-personal space 
tended to elicit underestimations in perceived distance and that these underestimations 
eventually became near-constant distance estimations as the sound source was moved 
even further away from the listener [85] [86]. It has not truly been quantified in terms of 
a fixed range at which accurate distance perception fails, but it has been shown that the 
inter-aural cross correlations23, and temporal and spectral cues thought to be significant 
in direct-to-reverberant ratio processing become constant at larger distances [87]. 
Although this would indicate that the collapse of viable reverberant cues is the decisive 
factor in determining the location of the auditory horizon, it has also been shown that 
distance underestimation begins before a sound reaches the maximal distances at which 
distance discrimination should be possible [88] [89]. 
3.3.3 Spectral Distance Cues 
The spectral envelope of propagating sound is a function of distance; for great distances 
the spectrum varies due to atmospheric absorption of higher frequencies. For close 
distances, atmospheric absorption may be considered non-significant and instead the 
spectrum of the sound is modified by the acoustical impact of the head and pinna, creating 
complex modifications depending upon the distance and angle of incidence of the sound 
source [90]. 
 
Significant modifications to the perceived spectrum of a sound occur because of air 
humidity, and air movement/turbulence such as wind. These modifications occur over 
distances greater than ≈15m in 40% humidity air, affecting frequencies greater than 
≈10KHz [91]. This dampening of high frequencies occurs in addition to the general sound 
pressure loss over distance. Several studies have found that low pass filtered sounds tend 
                                               
23 The measure of similarity of signals received by the two ears 
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to be estimated as originating from greater distances than unfiltered, or high pass filtered 
sound, by human listeners [82] [90] [92]. 
 
Butler et al [82] recorded noise at the ear canals of humans in both anechoic and echoic 
environments, using low pass (cut-off at 2KHz, 1KHz, or .5kHz), high pass (cut off at 
6KHz, 4KHz, or 2kHz) and broadband noise. These recordings were presented to test 
participants via headphones, where estimates consistently placed the low pass noise at 
the greatest distance, high pass noise at the least, and broadband noise in the middle of 
the estimated distance ranges. Little et al [92] noted that such changes in spectral shape 
would not occur naturally as a result of sound source distance, and conducted similar 
experiments using only low pass filtered broadband noise (with cut-offs of 5KHz, 6KHz, 
or 6.7 kHz) although reduction in high frequency spectral content was again associated 
with greater sound source distances this trend in distance estimates was only observed in 
participants after several trials were completed, suggesting that high frequency loss over 
distance, much like loudness loss over distance, is a relative cue.  
 
Whilst simple loss of high frequency energy provides some distance cue for distant sound 
sources, the spectra of nearby sounds and the perception of their distance are, as 
mentioned earlier in this section, affected by diffraction caused by human physiology 
[88]. Brungart [93] [94] tested distance judgements of broadband (200Hz-15kHz), high 
pass (3-15kHz), and low pass (200Hz-3kHz) noise bursts in an anechoic chamber, finding 
that accurate distance estimates for nearby sounds required spectral content below 3kHz. 
Kopco and Shin-Cunningham [70] conducted a study focusing on distance estimation for 
sources located between 15cm and 1.7m of the test participant; noise bursts with centre 
frequencies ranging between 300Hz-5.7kHz and bandwidths of 200Hz-5.4kHz were 
presented in a reverberant environment with varying intensity levels to ensure that 
participants were unable to reliably use the relative cue of sound pressure level when 
making distance estimates. Distance estimation worsened for both frontal, and lateral 
sound presentations, as low frequency energy was removed from the stimulus, with the 
highest performance found for stimuli containing a 300Hz component and it was noted 
that accuracy was greatest for laterally presented sounds. 
 
 
 
35 
 
 
Spectral alterations to a sound offer only a partial distance cue as they are only effective 
cues for sources located at either less than 1m or greater than 15m from the listener [88] 
[95] as atmospheric attenuation would be perceptually insignificant at less than 15m and, 
likewise, spectral modifications caused by head diffraction would be insignificant at 
greater than 1m.   
3.3.4 Binaural Distance Cues 
Head angle has long been demonstrated to have some influence on distance perception, 
where listeners are more readily able to judge the distance of sound sources located to the 
left or right of the median plane compared to sources located at 0° azimuth [70] [96]. 
Although ITD is independent of source difference, ILD varies as a function of distance 
for nearby sound sources (located within 1m of the listener) due to the 1/r law of sound 
pressure loss over distance. [97]. In both models of nearfield low frequency ILDs where 
the human head was considered as a sphere [98] and measurements ILDs using recordings 
made via a KEMAR dummy head [93] [99]) confirmed that ILDs varied as a function of 
distance. There are however, cases in which binaural psychoacoustic cues have failed to 
elicit auditory distance perception in subjective trials. 
 
In early studies with single frequency stimulus numerous experiments failed to show any 
singificant distance perception abilty with binaural cues [100] [101] [102]. Conversely, 
numerous studies of broadband stimuli have shown that for nearby sources, binaural cues 
do assist in distance estimation. Holt and Thurlow [96] used thermal noise24 presented 
frontally and laterally to test distance estimation and found that estimate accuracy was 
improved for laterally located sound sources, even when the distance for frontally 
presented sounds beyond 1.8m could not be determined. When testing with speech 
stimuli, Cochran et al [72] found that head orientation did not affect distance judgement 
for stimuli presented at greater than 1m. In a similar experiment conducted in an anechoic 
environment Gardner [103] found that introducing binaural cues through head movement 
provided only slight benefits to distance estimation for speech stimuli.  
                                               
24 Broadband sound, similar to white noise 
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In addition to simple ILD cues, a further potential binaural cue exists in the form of 
acoustical parallaxing; if monaural cues for the direction of the sound source are 
available, then discrepancies between the perceived angle relative to the left and right 
ears may act as a basis for distance estimation, where a greater parallax angle would be 
observed for nearby sound sources than far ones, increasing interaural differences [104]. 
 
 
Although reliant upon monaural angle estimations at each ear, parallaxing would only be 
a viable cue when such information was available from both ears simultaneously. Kim et 
al [105] tested this model using synthesized pink noise, with parallax distance cues 
simulated to eliminate direct to reverberant ratio and other level-based cues. It was found 
that distance estimates increased with simulated distance until the simulated distance was 
greater than ≈1m.  
 
Binaural distance cues are certainly viable for near sound sources; however, they appear 
to be insignificant for simple, stationary stimuli and listening positions, or for sources 
outside of a 1m radius of the listener when they are the only cue available.  
Parallax angle 
Near sound source 
Far sound source 
Figure 3.d Diagram showing the larger parallax angle for near sound sources (left) 
relative to the smaller parallax angle for far sound sources (right) located upon the 
median plane 
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3.3.5 Weighting of Available Distance Cues 
Different distance cues become available depending upon factors such as the environment 
in which a sound source is heard, where the reverberant characteristics will affect the 
direct to reverberant ratio; the distance and angle of the sound source itself, where 
different cues are available in near and far sound sources, and where laterally placed 
sound sources may present binaural cues; and the spectral content of the sound in 
question, where certain cues such as atmospheric dampening may become unreliable due 
to a lack of high frequency content in the original sound, the reverberant properties of the 
environment may vary over frequency, and simple sound sources may confound binaural 
cues. 
 
Auditory distance perception must, therefore, be achieved by combining these cues 
depending upon which are available in each situation. Kopco and Shin-Cunningham [70] 
suggested that direct to reverberant ratio and ILD information may be selectively 
combined, facilitating accurate distance estimation in reverberant environments. 
Although offered as a reasonable explanation for the results found during their 
experiments, the phenomenon remained largely untested in their work. In a 2002 adaptive 
study of perceptual thresholds in for distance cues in virtual environments, Zahorik [106] 
stated that pressure level and direct to reverberant ratio cues were weighted flexibly, 
where (if available) the relative intensity cue would lead to more precise distance 
estimation and conversely the coarser cue of direct to reverberant ratio would be used in 
situations where the relative cue was unavailable. Furthermore, Zahorik asserted that the 
perceptual basis for direct to reverberant ratio calculation was unlikely to be time-based, 
as the onset and duration of stimuli did not have any apparent effect on distance 
estimation using direct to reverberant ratio alone. Instead it was suggested that spectral 
envelope changes, or variations in direct to reverberant ratio bringing about changes in 
the spatial qualities of a sound, would be a more salient basis for direct to reverberant 
ratio calculation. This would indicate that whilst direct to reverberant ratio is a vital cue 
for absolute distance estimation, relative cues such as intensity level, and ILD would take 
precedence for distance perception whenever available. 
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In research combining an exploration of sound movement perception in anechoic and 
reverberant space, with ecologically valid sounds25, with or without interfering sound 
sources, Lundbeck et al [107] employed a methodology which explored both angular 
movement about the listener as well as linear changes of distance between sound source 
and listener. It was found that, in conditions with greater numbers of interfering sources, 
the addition of reverberation created a slight but statistically insignificant improvement 
in minimum audible movement distance thresholds, whilst minimum audible movement 
angle thresholds were always somewhat worsened in the presence of reverberation. The 
slight improvement in distance movement perception thresholds was attributed to a 
complex of cues including monaural spectral cues, direct to reverberant energy ratio. A 
note of caution was offered by the authors, in that the use of non-individualised HRTFs 
could have led to reverberation causing improvements in measured thresholds as it could 
ameliorate certain problems with binaural audio presentation (these issues are discussed 
further in Chapter 4.2).  
 
The work of Lundbeck et al [107] drew interesting comparisons between individuals with 
healthy hearing, and those with age-related hearing loss. Whilst it is thoroughly sensible 
to predict differences in comparisons of the auditory acuity of these two groups, the 
auditory perception of visually impaired and sighted individuals has also been a topic of 
study for some time, where comparisons with sighted, early-onset, and late-onset sight 
loss have revealed certain differences between groups.  
3.4  Perceptual Studies of the Early & Late Blind Visually Impaired 
The relationship between spatial hearing acuity and vision loss is complex. In the absence 
of eyesight, auditory perception is the only major sense capable of providing information 
about the environment beyond peri-personal. As detailed previously, the cues used by the 
auditory system to determine spatial information vary in saliency and usefulness. Vision 
loss can lead to distortions in an individual’s mental representations of space (as detailed 
in 4.4) but has also been linked to alterations in spatial auditory perception. This already 
                                               
25 A telephone, a fountain, a bell, and a drink being poured  
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complex issue has been complicated yet further by the fact that differences in auditory 
perception may arise depending upon the age at which an individual is deprived of vision. 
3.4.1 Some Distinctions Between Late and Early Blindness 
The possibility that differences in some aspects of auditory perception may arise in the 
visually impaired depending upon their age at the onset of sight loss was first explored 
by Hubel and Wiesel who, following a period of study on the effects of monocular sight 
deprivation in kittens [108] [109], in 1970 investigated what they referred to as “the 
period of susceptibility” to neurophysiological changes in response to sight deprivation 
[110]. They found that temporarily depriving a kitten of eyesight in a single eye for as 
little as three days was enough to trigger a decline in the proportion of cells in the primary 
visual cortex that responded to the deprived eye. This susceptibility was noted to decline 
over the first three months of the kitten’s life whilst adult cats showed little susceptibility 
at all, even to longer periods of sight deprivation. These studies of monocular sight 
deprivation where the first to show that even temporary sensory deprivation in the 
immature brain could lead to long lasting changes in brain function.  
 
Subsequent advances in neuroimaging techniques have allowed research into the living 
brain to thrive. The visually impaired have proven to be effective models for studying the 
plasticity of the human brain [111] where the distinction between early onset and late-
onset blindness has been broadly defined in terms of two time windows: 
“Early blindness: refers to cases of blindness that occurred during the first few years of 
life, generally prior to the age of 5. However, there are multiple exceptions, with some 
studies including participants up to 14 years of age in what are defined as early blind 
groups. Also, early blind groups often include congenitally blind individuals, unless 
otherwise specifically stated. While early and congenitally blind individuals are often 
pooled together, more recent studies have started segregating them into separate groups, 
as even a few years of visual experience could strongly alter the functioning and the 
anatomy of visual structures. 
Late blindness: generally, refers to cases of blindness that began after puberty 
(typically >16 years of age) or in adulthood. Again, there are exceptions to this with 
some studies including individuals with ages of onset as low as 7 years of age. 
The lack of consistency in defining blind groups across studies has had two major 
consequences. The first is the often omittance of individuals with intermediate onsets of 
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blindness (e.g., between 5 and 16 years of age), which of course introduces a strong 
sampling bias when attempting to relate the age of onset of blindness to a behavioural 
or neuroanatomical measure. The second is the undesired overlap between defined 
groups from different studies, where a given individual would be considered as ‘early 
blind’ in one and as ‘late blind’ in others.” [112] 
The continued neurological assessment of early blindness in cats has revealed fascinating 
insights into the plasticity of the brain; it has been demonstrated that not only do regions 
normally associated with vision begin to respond instead to auditory stimuli [113] but 
that neurons outside of the normal auditory regions may become tuned to auditory spatial 
information [114]. 
 
As may be expected, such topics of study have also expanded into human research. 
Although standard audiometric thresholds have not been found to differ between sighted 
and visually impaired humans [115] [116] certain auditory perceptual differences have 
been measured between early blind, and late blind and sighted individuals.  
3.4.2 Auditory Spatial Tuning in Early Blind, and Late Blind and Sighted Individuals 
Although a relatively large number of perceptual studies of the sighted and visually 
impaired have been conducted in the past, fewer have been conducted to compare late 
and early blindness. Early experiments comparing the auditory spatial abilities of blind 
and sighted individuals tended to focus on the congenitally blind and found that, when 
blindfolded, sighted individuals performed similarly to the visually impaired. For 
example, in a 1964 study of sighted and blind individuals [117], Fisher tested the spatial 
awareness of participants to both auditory and tactile stimuli. The auditory component of 
the test consisted of white noise played at different locations across a 180° horizontal arc 
in the frontal plane. When locating the test position with either manual pointing, or 
turning to face its perceived location, no significant differences were found in the 
performance of either blind or sighted participants. Zwiers et al [118] again found that 
azimuthal sound localisation was identical for blind and sighted participants, and that in 
the presence of interfering noise the performance of both groups was similarly affected 
by worsening signal-to-noise ratios. As with the work of Fisher, this study was limited to 
stimulus presented in the frontal plane. In this case however, the spatial extent of sound 
presentation was limited to within 50°. Studies limited to frontal sound presentations at 
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fixed distances are perhaps less likely to reveal auditory perceptual differences between 
blind and sighted individuals, as many later studies in which a difference has been 
measured have not limited their test stimuli in such ways [119] [120] [121]. This may 
well be due to the apparent bias in “tuning” of attention in the auditory system to frontally 
located stimuli in sighted humans [122]- it is possible that auditory spatial discrimination 
approaches some maximum threshold in both sighted and blind individuals when dealing 
with frontally located sounds.  
 
The late blind offered an interesting opportunity to further study differences between the 
sighted and visually impaired; if some differences exist between the early/congenitally 
blind and sighted, what about those visually impaired individuals with early-life visual 
experience? In a neurological study of late and congenitally blind, and sighted individuals 
Collignon et al [123] paired a functional magnetic resonance imaging with auditory task 
performance. The tasks consisted of a spatial differentiation and pitch differentiation 
threshold task. For pitch variation, a 1kHz reference tone was played first, followed by 
the test tone. The frequency of the second sound was incrementally changed by steps of 
five cents26 compared to the first. For spatial variation, the second sound was adjusted in 
terms of azimuth location by simultaneously increasing the ILD by steps of 0.2% and the 
ITD by steps of 20µs compared to the first sound (located at 0° azimuth). In both pitch 
and localisation tasks, both the pitch and azimuth location of the sound were changed, 
however participants were instructed to report either only the location of the second sound 
(to the left or right of the first) or the pitch (either higher or lower than the first). Given 
the frontally clustered presentation of the sounds, it is perhaps no surprise that all groups 
showed highly similar behavioural performance, more interesting were the result of the 
neuro-imaging carried out during the tasks.    
                                               
26 A logarithmic unit of measurement of musical intervals 
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These tests revealed a difference in neurological organisation between early and late blind 
individuals. Although both groups recruited occipital regions for auditory processing, 
only the early blind group showed activation of the middle occipital gyrus and cuneus for 
spatial processing, supporting the notion that a critical period of spatial tuning for 
occipital regions must exist in humans. Collignon et al [123] concluded that a difference 
in connection between auditory and (normally) visual cortices of the brain in early blind 
individuals was the best explanation of their results (a schematic based upon this model 
is shown in figure 3.e).  
3.4.3 Spatial Discrimination in Early and Late Blind Visually Impaired Individuals 
Considering the neurological differences between early and late blind individuals, it 
would seem a safe assumption that some functional differences in auditory spatial 
perception should arise. Although many studies have found similarities between the two 
groups [117] [118], others have found differences of both improved and worsened 
performance in the early blind when compared to late blind, and even sighted groups. 
 
In a study of auditory motion, Finocchietti et al [124] found that sighted, and late and 
early blind individuals were correctly able to determine and recreate the trajectory of a 
moving sound source within a 45cm radius centred at 0° azimuth and at arm’s length of 
each participant with similar levels of accuracy, except where those movements occurred 
Early Blind Late Blind 
A1 
V1 
IPS 
A1
V1 
IPS 
Figure 3.e Schematic representation of auditory information flow from the primary auditory 
cortex (A1) toward the primary visual cortex (V1) including the intraparietal sulcus (IPS) in 
early and late onset blind participants (after Collignon et al [76]) 
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below the horizontal plane of the head [124]. Here the early blind group showed error 
margins approximately four times greater than those of their sighted and late blind 
counterparts. Although completing this task involves not only auditory spatial perception 
but (owing to its design) aspects of proprioception and memory as well, it does to some 
extent echo the findings of more audio focused experiments. In a binaural localisation 
study, including interfering noise, Zwiers et al [118] found that elevation discrimination 
in early blind participants deteriorated rapidly in the presence of increasing noise, when 
compared to the sighted group. This led to the postulation that monaural spectral cues 
were masked by the noise, confounding the blind group’s vertical localisation ability. 
Voss et al then studied the monaural localisation abilities of early blind and sighted 
participants by occluding one ear of each individual during tests [125]. They found that 
although horizontal plane localisation was better for the early blind group under this 
condition, vertical plane localisation was still worse, an indication that perhaps loss of 
monaural information was not the single cause of worsened performance in Zwiers et al’s 
earlier study. Interestingly this worsened performance was pronounced in the vertical 
plane above the horizontal plane rather than below (as in the results of Finocchietti et al.) 
and there was an inverse relationship between horizontal and vertical performance: for 
blind individuals, greater performance in horizontal localisation correlated with worsened 
performance in the vertical plane. Although these reports of worsened performance in 
early blind groups conflict in some areas, they do share a common theme; when sound is 
in the frontal hemi field, horizontal localisation is similar in all people tested, however 
the early blind do appear to underperform when identifying elevation or tracking 
vertically displaced sounds. 
 
When test stimuli are moved beyond the confines of fixed ranges in the frontal region, 
some increased auditory abilities may be observed in early, and sometimes late, blind 
individuals. For instance, Lerens and Renier [126] found that early-blind individuals were 
able to discriminate target sounds from distracting interference faster than their sighted 
and late-blind counterparts, noting that auditory attention appeared to be biased towards 
frontally located sounds in sighted groups- a bias which did not appear to exist in the 
early-blind [127]. In a study of minimum audible angle, and minimum audible distance 
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changes in both frontal and peripheral space, Voss et al [128] found that whilst there were 
no minimum audible angle differences between early-, late-blind and sighted participants 
for frontally located sounds, the early-blind group showed improved performance to the 
other groups for peripheral sound sources. Both early-, and late-blind people 
outperformed the sighted group for sounds located to the rear of the listening position. 
They also found that both blind groups outperformed the sighted group for minimum 
audible distance changes in sounds located at 0° azimuth. These findings support the 
earlier assertions of Röder et al who measured improved auditory spatial perception for 
peripheral sound sources in the early-blind, accompanied by differences in the scalp 
distribution of brain activity between early-blind and sighted participants [120] which 
itself was perhaps an early indication of the existence of the neurological differences 
which would later be modelled by Collignon et al [123] (shown in figure 3.e). It has since 
been found that for stimuli approaching the frontal plane, sighted individuals display the 
most accurate sensitivity to stimuli location changes when using a combination of 
auditory and peripheral visual senses rather than either sense alone [129].  
3.4.3 The Implications of Inequality in Auditory Perception  
Despite there being no implied or measured difference between what a sighted or visually 
impaired humans hear; a strong case has been made for differences in the neural response 
to sound. Although the visually impaired experience no improvement to auditory 
perception for frontally located sounds, indeed they may in fact underperform in elevation 
based sound localisation tests when compared to sighted individuals, there is evidence to 
suggest that sound localisation is improved for rear and peripherally located sounds.   
 
The notion that late-blind individuals perform similarly to their sighted counterparts in 
auditory perception tests is supported by measured differences in brain activity during 
localisation tasks. Many perceptual studies compare early-blind with sighted participants 
however, there are less studies which compare late- and early-onset blind participants. 
Pooling data from these groups is sometimes troublesome, as noted by Voss [112] there 
is a lack of consistency in the way in which these groups are formed with a lack of clarity 
as to the upper age at which at visually impaired individual might be considered early-
blind.   
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It would be prudent to distinguish between these two blind groups in future studies of 
auditory perception, and the present study of behaviour and auditory perception should 
be no exception- it might be the case that the visually impaired move their heads in a 
different manner, or place different levels of importance upon their head movement, 
compared to their sighted counterparts, certainly there is some evidence to believe that 
differences may in fact occur due to reduced head movement for the purposes of posture 
control [14]. For instance, sound locations which may be ambiguous to a sighted person 
and therefore elicit some head movement in an effort to either visually or audibly 
determine their whereabouts, may in fact not seem ambiguous to a visually impaired 
individual owing to their apparently improved auditory spatial acuity in some regions. 
But, if the late-blind have comparable auditory perception to the sighted then behaviour 
between these groups may not differ.    
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4. The State of the Art in Binaural Virtual Reality 
This chapter may be considered both a background to the aims of this thesis, and an 
extension of the literature review. It outlines the implementation of binaural auditory 
virtual reality and its potential applications, also highlighting the debate regarding the 
implementation of head tracking in such systems, and whether it enhances auditory 
localisation and/or navigation in virtual environments, which may in turn facilitate 
complex tasks such as the formation of mental maps. 
 
Although, as described in chapter 3, many early experiments and studies in virtual reality 
were conducted with the aim of investigating some aspect of human auditory perception 
or creating training simulations for hazardous activities [130], systems are now also 
commercially available for entertainment purposes. 
 
Running concurrent to the afore mentioned developments in virtual reality, there has long 
been an interest in its application as an assistive technology for the visually impaired; 
from early experiments to simply translate computer visual interfaces into auditory ones 
[131] to efforts to create explorable auditory environments [8] and portable systems for 
navigation and wayfinding [132]. To create an immersive audio world in virtual reality 
that is congruent with real world environments it is necessary to devise a system that 
allows the listeners to perceive sound in three dimensions. It must be possible for a virtual 
reality user to hear where a sound is coming from in the virtual space around them, that 
this sound must be perceived to originate in any direction and distance relative to the 
listening position- a feat not possible with traditional stereophonic or surround sound27 
audio reproduction. 
 
Although systems using multiple speakers placed around the listener (such as Ambisonic 
speaker arrays, in which four, nine, or more speakers [133] are used to create a multi-
dimensional sound-field about the listening position) are available, current trends in 
                                               
27 Such as 5.1, or 7.1 speaker systems  
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virtual reality research point towards a preference for binaural rendering over stereo 
headphones [134] when creating virtual auditory displays (VADs).  
 
There are numerous ongoing debates surrounding the application of binaural audio 
rendering in virtual reality. Although many of these debates focus on use cases for the 
general population it worth considering applications for the visually impaired as a 
separate and special case due to the end user’s reliance upon auditory perception for 
experiencing. These debates, and a contrasting summary of general directions in auditory 
virtual reality and for the blind are presented in this chapter, along with a broader 
background on the implementation of auditory virtual reality.  
4.1 Binaural Audio Rendering  
Binaural rendering allows for the listener to experience a detailed, spatialised, auditory 
scene by imposing the psychoacoustic cues (discussed in chapter 3) over monaural28 
audio signals. This section discusses the appropriate measurement of localisation cues, 
and their implementation in binaural audio rendering. 
4.1.1 Applying Binaural Cues for Spatialising Audio: Convolution 
Convolution is a mathematical operation on two “input” functions which produces a third 
“output” function. In digital audio terms, both input functions are digital audio signals, 
and the output function is a third digital audio signal combining certain properties of the 
inputs. 
 
Convolution is particularly useful when the properties of a complex system must be 
simulated, as it allows for this simulation to take place without the need for a model of 
the system to be developed. Convolution is extensively used in audio signal processing 
where the desired acoustical properties of an environment must be imposed upon a signal 
recorded in a space lacking those properties. In this case, the desired acoustical 
environment represents the system, and the signal to be manipulated represents one of the 
input functions, the second input function takes the form of another audio signal which 
                                               
28 Single channel audio, with no original stereo, or spatial properties 
 
 
 
48 
 
is a measurement of the system environment, known as an impulse response (IR). After 
convolution is applied to these signals the output function will represent the original audio 
signal with the desired acoustical properties applied to it, a process known as convolution 
reverb.  
In the digital domain, convolution of two signals is simplified by the fact that these signals 
are represented numerically such that convolution can be applied by multiplying samples 
in each of the inputs and adding the products together per: 
 
 
Y(;) = Z ℎ(; − 1)3(1), ; = 0,1,2,…_DE`ab  
 
Which is constructed programmatically thus: 
 
 Yc = (3c ∙ ℎE) + (3cDE ∙ ℎM) + (3cDM ∙ ℎe) +⋯+ (3cD` ∙ ℎ`) 
 
And commonly denoted by the following: 
 
 Y = 3 ⊗ ℎ 
 
Where y is the output signal, x is the signal to be manipulated, h is the measurement signal, 
and m is the final sampled value in the input signals. This offers fast convolution [135] 
which can be achieved in real-time, allowing for an output signal to be computed whilst 
being listened to.  
4.1.3 Applying Binaural Cues for Spatialising Audio: Impulse Responses  
Successfully achieving digital signal convolution requires the use of a suitable impulse 
response, which can only be measured for a linear and time invariant system; the system’s 
output response to a sum of inputs is equal to the sum of outputs produced for each input 
applied individually, and that system’s properties and parameters are constant over time. 
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This means that a suitable measurement of the system can be obtained by applying an 
impulsive input to it and recording its output response. 
The ideal input for such measurements is the Dirac h, a theoretical function that can be 
thought of as an infinitely high, infinitely thin peak with an area of one [136]: 
 i h(3)@3 = 1jDj  
 
The advantage of the Dirac h signal is that, being infinitely short, it should be relatively 
simple to distinguish between the original impulse and the system’s impulse response at 
Figure 4.b A representation of the Dirac ! which can be thought of as a function which is 0 
everywhere on the real line, except for at the origin 
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Figure 4.a A linear, time invariant system described using linear transform, after Riederer [223] 
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the output. In practice, however, achieving an acoustical measurement (such as a head-
related impulse response) using an infinitely short signal is impossible.  
Approaching the criteria of the Dirac h	in acoustical measurements can be achieved in 
several ways, of which four common methods are discussed below: 
 
• Approximated Impulse Response (AIR): this method attempts to utilise a close 
facsimile of the Dirac h by using a short, burst of broadband noise as an impulse 
[137]. This noise is often created mechanically, with a blank firing pistol for 
example [138]. This can lead to problems with repeatability, particularly in terms 
of the directional sound power of the source.  
• Maximum Length Sequence (MLS): this method uses a computer generated, 
periodic, pseudorandom noise with an ideally flat spectrum over one period 
[139]. The measured impulse response of the system is obtained through circular 
cross-correlation between the original input signal from the recorded output of 
the system. This yields a periodic impulse response y’[n] which relates to the 
linear impulse response per:  
 
Yl[;] = Z Y[; + op]qjraDj  
 
Where L is the length of one period. An error, known as time-aliasing, arises with 
this technique when the length of one period is shorter than the length of the 
impulse response to be measured. Distortion can also arise in the measurement, 
because of non-linearity in the measurement equipment, particularly the 
loudspeaker from which the maximum length sequence may be played [140]. 
• Time Stretched Pulse (TSP): this method uses a time expanded, computer 
generated impulse signal with a flat spectrum [141] which is intended to yield a 
high signal to noise ratio, and nominal distortion from measurement equipment 
non-linearity by increasing the amount of sound power emitted for a fixed 
magnitude of signal. To obtain the impulse response, a time compression filter 
must be used on the measured output to reduce it to a non-time stretched signal. 
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Although distortion is reduced when compared with that of the maximum length 
sequence, it is still present within the time stretched pulse impulse response 
[142]. 
• Logarithmic Sine Sweep Technique (LSST): this method, uses an exponential 
time-growing frequency sweep to obtain a linear impulse response, and isolate 
the impulse response from distortions caused by the measurement equipment. 
This is possible because the linear impulse response, and distortions are de-
convolved simultaneously [143].  
 
The logarithmic sweep is described by: 
 
 
 3(s) = 	sin t #kEln <kEkM> (v wx yz<{|{}> − 1)~  
Where kE is the initial radian frequency and kM is the final radian frequency of      the 
sweep of duration T. The deconvolution process is achieved through the linear 
convolution of the system output y(t) with an inverse filter f(t): 
 
 ℎ(s) = Y(s)⊗ 0(s)  
The inverse filter f(t) is described by: 
 3(s)⨂0(s) = h(s − Ä)  
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Figure 4.d Impulse Response measurement using the LSST with linear impulse response and 
distortion annotated, after Stan et al (2002) 
The resulting output signal after deconvolution is a linear impulse response, with 
distortion artefacts appearing before the actual impulse response. 
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Figure 4.c Spectrograms illustrating the logarithmic sine sweep (left) and inverse filter (right) 
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Although the logarithmic sine sweep technique offers a distinct advantage in terms of its 
ability to reject distortion in measurements, it is worth noting that approximated impulse 
responses requires no additional post-processing to obtain an impulse response and is 
therefore the simplest of these techniques, whilst the input signal of the maximum length 
sequence and time stretched pulse may be shorter than that of the logarithmic sine sweep 
technique for audible range measurement. Therefore, there are practical circumstances 
under which techniques other than the logarithmic sine sweep technique may be 
preferable. The long duration of the sine sweep does offer one great advantage over the 
approximated impulse response technique, the sweep is typically several seconds long 
and should therefore be appropriate to capture pinna related spectral notches which arise 
after the first .5ms of exposure to incoming sound, as measured by [55]. This would seem 
to be an ideal technique for capturing head/body related measurements for binaural 
rendering, as it offers advantages in terms of both technical requirements and the validity 
of psychoacoustical cues advantages. 
4.1.4 Applying Binaural Cues for Spatialising Audio: Cue Measurements 
Digitally recorded monaural audio can be manipulated through the process of convolution 
to include the psychoacoustic cues necessary for it to be perceived as having originated 
from a point in space about the listener. To achieve this a set of measurements; head 
related impulse responses (HRIRs) and the frequency domain equivalent head related 
transfer function (HRTF) is required.  
 
Although there are commercially available systems for head-related impulse response 
measurement [144] most measurements and measurement protocols are made as part of 
ongoing research into virtual reality, psychoacoustics, and spatial audio reproduction 
[145] [146] [147]. The general principles of head-related transfer function measurement 
are that a subject (either a dummy head, or human) is measured acoustically such that the 
physiological impact upon a sound wave arriving from any given angle about the head is 
captured. To achieve, this multiple measurements of the subject are made and compiled 
into a library of head related impulse responses (HRIRs), each head-related impulse 
response representing the sound recorded at the ear canals, modified by the subject’s 
physiology as it arrives at the head form a specific angle.  
 
 
 
54 
 
 
Although measurement methodologies vary, particularly in terms of the angular 
resolution (number of discrete angels measured), the sound type/source and microphones, 
and whether (in the case of methods using a dummy) the measurements include a torso 
as well as head, a general outline of measurement protocols based upon the IRCAM [146] 
method serves to illustrate the process well: 
 
 
1. The subject is placed in an anechoic environment (thus rejecting room acoustical 
properties form the measurements)  
2. a microphone placed at the entrance to each ear canal such that the ear canal is 
completely occluded (thus rejecting ear canal resonance from the measurements) 
3. A loudspeaker is placed on a mobile platform (such as a small crane), such that 
it’s angle and distance from the subject is adjustable 
4. A test signal is played by the loudspeaker and simultaneously recorded by the 
microphones at the subject’s ear canals  
5. The position of the speaker is adjusted in terms of relative angle to the head, or 
distance from the head 
6. Steps 4 and 5 are repeated until the desired angles, and distances, of measurement 
have been obtained 
7. The resulting impulse responses, in the form of audio recordings, represent the 
desired HRIRs of the subject, and are free from room acoustical information, and 
ear canal resonance information 
 
A vital factor in the measurement of HRIRs and creation of databases is the nature of the 
measurement signal and the resultant measurement that is recorded: since the goal of such 
measurements is not only analysis, but application in audio rendering via convolution, 
the measurements must be recorded in a form suitable for convolution processing (as 
discussed in chapter 4.1.2).  
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The process of convolution is extremely useful in creating spatialized audio, as it allows 
for measurements of a complex system, such as the acoustical properties of the human 
head, to be applied without the need for modelling of the system. Similar procedures 
involving a microphone and loudspeaker placed within an empty room can also be used 
to create impulse responses of that room’s acoustical reverberance. Once such 
measurements are made, monaural audio signals can be convolved with the necessary 
impulse responses to create convincing virtual sound scenes, which can be experience in 
3D by the user.  
4.1.5 A Schematic Model for Combining Impulse Responses and Audio in VR 
To illustrate the application of the techniques discussed previously in chapter 4.1.1-4 a 
hypothetical model for combining impulse response measurements of the human head 
and acoustical environments with monaural audio signals is presented here. This model 
assumes that spatialized 3D audio, environmental acoustics, and user movement/control 
are required for auditory - although the necessity and benefit of the latter 2 features may 
be debatable (and is discussed from chapter 4.2 onwards) it is useful to demonstrate a 
means by which such a virtual reality system might be achieved, and the complexities 
that the creation of such a system entails.  
 
Perceived Virtual  
Environment 
Monaural Audio 
Interpolation 
Convolution VR Scene 
Head/Body 
Related Impulse 
Responses 
Environment 
Related Impulse 
Responses 
Figure 4.e Schematic representation of an auditory virtual reality system with binaural rendering, 
room acoustical emulation, and joystick and head tracker user controls 
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The system in figure 4.e shows that to create a meaningful virtual environment, a 
calculated virtual scene containing all the desired sound emitting and reflecting objects 
must be combined with the appropriate impulse responses to cause the user to perceive 
them as correctly placed within the environment. The virtual scene may be considered as 
a database of information regarding the target environment to be created, including the 
position of sound sources and their associated monaural audio, as well as the acoustically 
relevant properties of the room such as the position of sound reflecting surfaces. 
The inclusion of head tracking in the system described by figure 4.e adds a level of 
complexity yet undiscussed in this text- that of the body related impulse response (BRIR). 
The methods discussed in chapter 4.1.4 assume that the head and body of the subject, and 
therefore the emulated head and body of the end user in virtual reality, remain static 
relative to one another. In systems where movements such as head turning are emulated, 
this is not the case- when the user turns their head alone the position of the shoulders and 
upper torso, and any sound reflections they elicit, will be in a different location relative 
to the head and ears.  To accurately measure such changes, it is necessary to modify the 
measurement methods described in 4.1.4 by adding an additional phase of measurements 
in which the head, rather than the loudspeaker, is moved about its fully range of motion 
relative to the position of the subject’s body.  
 
The required impulse responses are convolved with the monaural audio, after any HRIRs 
not included in the original measurement set have been interpolated (discussed further in 
chapter 4.2.1). Should the user’s position, orientation, or head angle change relative to 
the environment or sound sources within it then, by way of selecting new impulse 
response measurements for convolution, the scene must be updated such that it appears 
to remain consistent with the user’s new posture (discussed further in chapter 4.2.-3).  
The complexity of the scene in terms of both number of sound sources and the faithfulness 
of the environmental acoustics, as well as the level of control that the user has over their 
emulated movements within it, contribute directly to the computational resources 
required by the system [148].  
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The potential complexity and expense of  systems prompted Begault [9] to echo the 
earlier calls of Wenzel [149] to consider what is required by a system’s user in order to 
be fit for purpose, offering the model in figure 4.f to represent the factors involved in 
balancing the needs of a system versus the resources available with which to achieve it. 
 
It would therefore be prudent to exam the current issues in creating binaural auditory 
virtual reality (see 4.2), with a view to considering which features are likely to be the 
most significant in an assistive system for the blind.   
4.2 Current Issues in Binaural Rendering for Virtual Reality 
This section discusses some current issues in binaurally rendered 3D audio; the 
implementation of, and concerns surrounding, the use of head-related transfer 
function/head-related impulse response for spatializing sound; the necessity and accuracy 
of emulated user head movements, and the practical considerations of implementing of 
emulated user movements in a virtual environment. 
 
Figure 4.f A requirements versus resource allocation chart for designing audio subsystems within 
virtual reality or multimedia, illustrating the potential conflict between achieving an ideal design 
whilst working within technical and financial limitations [14] 
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A few critical problems are commonly encountered when implementing binaural audio 
[5]: 
 
• Front-to-back reversals; a phenomenon where sounds are perceived as having 
originated from the opposite side of the frontal plane to that intended [150] 
• In-head-localisation/listening; often equated to severe misperception of distance, 
users perceive sounds as originating from within their own head, rather than in 
the environment around them [4] 
• Poor localisation performance; where sounds are not perceived as originating 
from their intended location, but the angular misperception of the sound source is 
not great enough to constitute front-to-back reversal [151] 
 
Although strictly speaking these are issues of implementation; they are caused by what 
may generally be compromises in the calibration or implementation of some part of a 
binaural rendering system, though they are often measured by evaluating user 
performance or subjective experiences within said system [151] [17]. As may be seen in 
the following sub-sections, the guiding principle of much of the work reviewed here 
seems to be that an effective binaural VR system would elicit similar performance from 
its users in virtual auditory tests as have been observed in either non-virtual control group 
tasks or previous studies conducted in the real world (such as those presented in chapter 
3).  
4.2.1 HRIR/HRTF Measurement and User Compatibility 
As described in 4.1.4 the measurement of HRIRs and the associated HRTFs is achieved 
by taking measurements in discrete steps around the surface of a sphere about the 
subject’s head (either that of a dummy, or human participant). To use such measurements 
in a way that ensures adequate sound localisation performance, it is necessary to ensure 
that a smooth transition between each discrete measurement is possible, such that the user 
perceives a cohesive transition in directional cues for sound rendered in the environment 
[152]. For this reason, measurements must either be made at steps below the minimum 
audible angle, or interpolation between measurements made in larger steps must be 
implemented [148].  
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Since the human hearing system has a theoretical spatial resolution of ≈1º, or better, for 
certain frontally located sound sources [153] interpolation is a favourable option 
compared to making discrete measurements for each required angular position. 
Langendijk & Bronkhorst [154] found that HRTFs measured with 5.6° resolution in the 
horizontal plane and completed with interpolation could not be distinguished from fully 
measured head-related transfer function sets. In a paper reporting on a novel head-related 
transfer function measurement apparatus Hosoe et al [155] made measurements in 5º 
steps on the horizontal plane, and ≈6° steps in elevation, yielding a total of 2,088 
measurements whilst still not achieving the maximum spatial resolution of the human 
auditory system (which, without interpolation, would require approximately five times as 
many measurements on the frontal horizontal plane alone).  
 
Pollow et al [156] have categorised the interpolation of HRTFs into 2 main types:  
 
• Local interpolation (LI); using neighbouring measurements for 
calculations, which offers relatively fast calculations [154] [157] 
• Global interpolation (GI); using the entire measurement set for 
calculations, which offers closer agreement with measured data [158] 
[159] [160] 
 
Although a practical case can be made for using partially interpolated data to achieve 
binaural rendering, the relative success of spatial audio has also been shown to depend 
upon how well the measured data fits any given user’s own head-related transfer 
function/head-related impulse response [151] [161] [162].  
 
Wenzel et al’s 1993 [151] study implemented a system HRTFs based upon that of an 
individual not included in the study group, finding that non-individualised head-related 
transfer function measurements led to increased front-to-back reversals, and degraded 
elevation localisation accuracy; likely a result of the spectral cues generated by the pinnae 
of the HRTFs not agreeing with those of the test participants. Moller et al [161] tested 
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not only localisation accuracy with individualised and non-individualised measurements 
vs. real world localisation but also the hypothesis that individuals may adapt to non-
individualised measurements to gain improved localisation ability with them.  
 
Eight test participants were placed in a room, one at a time, in the presence of 19 
loudspeakers arranged at various angles and distances from the listening position. 
Binaural recordings of each speaker producing a stimulus sound (female speech) were 
made by placing microphones in the ear canals of the participants. The microphones were 
removed and the stimulus was played form each speaker in a random order, whilst the 
participant indicated the perceived location of the sound source via a “digitizer” tablet. 
Tests were repeated with the participant then listening to a random order playback of the 
stimuli recorded from their own head, that of one other test participant, and a mixture of 
the two conditions. They reported no significant difference in results between real-life 
and individualised recordings, with non-individualised recordings they found the highest 
concentration of errors on the median plane as front-to-back reversals or elevation 
misjudgements and a smaller, though still significant, number of distance errors. 
Although they found no significant adaptation of participants to the non-individualised 
recordings, it should be noted that their experiments did not include any feedback by 
Figure 4.g A participant positioned with test apparatus, and "digitizer" to 
indicate the perceived location of sound sources in the Experiments of Moller 
et al [102] 
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which an individual could determine if they were making localisation errors or not- a 
factor which may have hindered any learning effect. 
 
In their study of issues relating to binaural virtual reality, Begault et al [162] directly 
compared the effect of non-individualised HRTFs, acoustical reverberation, and head 
tracking on localisation accuracy, in-head-listening, and front-to-back reversals. It was 
found that individualised HRTFs did not significantly improve front-to-back reversals, 
in-head-listening or azimuthal localisation accuracy in a system where reverberation was 
included, although errors in elevation were still observed under these conditions with 
non-individualised HRTFs.   
 
Given that making individualised head-related transfer function measurements is a time-
consuming undertaking, even when interpolation is employed to reduce the total number 
of measurements required and has implications for scaling a virtual reality system to suit 
many users, the use of features such as simulated reverberation and head tracking have 
become central to the debate over creating effective virtual reality systems. 
4.2.2 The Necessity of Head Tracking and Head-Movement Emulation 
Head tracking is a common feature of current, commercially available, virtual reality 
systems [163] [164] [165] and allows the movements of the user’s head to be translated 
into control data for head mounted video and audio display systems. In entertainment 
applications, where a common use virtual reality is visual-centric video games, head 
tracking has become a standard feature of  hardware. In assistive auditory virtual reality, 
although head movement has been demonstrated to improve auditon in terms of front to 
back reversals29 [149] [166] [150] [167] and in head localisation30 [168] [5], the necessity 
of head tracking has been questioned [6]. Furthermore, the design criteria which are 
relevant to effective head tracking for audio based systems has been a long standing topic 
of study and debate [169] [3] [170]. 
                                               
29 A localisation error where a sound located in front of the user is perceived as being 
located behind them, or vice versa 
30 A phenomenon where the illusory 3D sound environment delivered via headphones 
collapses and sounds are perceived as originating from within the user’s head 
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In her paper calling for virtual reality systems developers to appropriately consider human 
perceptual factors Wenzel [149] noted that in her own studies the use of head tracking in 
auditory virtual reality had reduced the instance of front-to-back reversals from 28% 
(without head tracking) to 7% (with head tracking). This finding supported assertions 
previously made by Wallach [171] that small head movements would resolve localisation 
ambiguities arising because of what is now known as the cone of confusion (discussed in 
2.6.4). In general, head movement has repeatedly been indicated to improve sound 
localisation accuracy [172] [166] and so the argument of whether or not to implement the 
use of head tracking may seem to be resolved however, in a 1999 study by Wightman 
[150] it was demonstrated that user head movement was not necessarily required. In 
Wightman’s study participants were presented with localisation tasks in which head 
movement was either encouraged or restricted; as expected, head movement reduced 
front to back reversal significantly, but in a second phase participant head movement was 
Figure 4.h Diagram illustrating typical errors in virtual acoustic 
headphone studies. 1.) localisation error: deviation in perceived 
source location compared to target location. 2.) Front to back 
reversal: stimuli perceived as originating on the opposite side of the 
interaural axis compared to the target location. 3.) In head 
localisation: distance error presenting as a source perceived inside 
the user’s head rather than in the environment about them. (after 
Begault et al 2001) 
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restricted whilst the location of the sound source itself was mobile and controlled either 
by the user, or by the researcher. When participants were able to control the source 
movement, front-to-back reverslas almost disappeared. This was an early idication that 
manual controls were useful in ameliorating localisation issues- in a virtual environment, 
sound sources moving consistently with one another in response to user input would 
create perceptual cues equivelant to movement of the head.  
 
With the aim of investigating the necessity of head movement for navigation in auditory 
virtual reality, Blum et al [173] took the study of head movement from static localisation 
scenarios into a navigational task. Participants were placed into a virtual room with the 
task of navigating to target locations using auditory feedback alone. Tests were conducted 
on 20 participants in groups placed under one of two head movement conditions: joystick 
control for environment exploration with separately tracked head movement emulation, 
and joystick control with no emulated head movement. Evaluation of the impact of each 
condition focused on how many auditory targets participants could reach, and the time it 
took to reach each subsequent target presented. Although there was a large variance in 
success rates (from 13-100% successful target ‘hits’) no significant effect was found for 
the head tracking conditions; success instead depended upon the participants’s experience 
with video games, and a significant learning effect (summarised in figure 4.1) was noted 
across all participants in both test conditions. 
 
Learning effect 
Trial 2 3 4 5 6 
Mean hit time (sec.) 22.1 22.4 20.2 19.0 17.0 
Standard Deviation 12.5 12.6 11.5 9.8 9.9 
% of hit targets 78% 82% 85% 81% 91% 
Figure 4.i Performance as a function of trial sequence in Blum (2006) (after [2]) 
On the topic of in head localisation, Wersenyi conducted studies [168] [5] in which sound 
sources presented on a virtual 2D plane in front of the listener, and were randomly moved 
about their target location by small increments; 1-7º movements were induced in the 
virtual sound source which was spatialised with non-individualised HRTFs, and 50 
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participants were asked to evaluate whether they percieved the sound source as 
originating from in front of them, behind them, or inside their head. They were also asked 
to indicate when they became aware of the movement of the sound source, at which point 
the test was terminated. It was found that movements between 1-2º were sufficient to 
reduce in-head-localisation for 14 of the 50 participants (it is worth noting that 28 of the 
participants did not encounter in head localisation errors with or without the randomised 
movements), although front to back reversals were not significantly affected by random 
sound movements- a fact that supports Wightman’s discovery that such errors were only 
significantly improved when the user had control of sound source movement [150].  
 
Whilst it is clear from the work presented here that dynamic changes in localisation cues 
that come from the movement of the user are useful in reducing problems of both front-
to-back reversal, and in head localisation- and that movements of the sound itself may 
also reduce inhead localisation- it is also apparent that the most imporatant factor in 
effectively achieveing such improvements is that of control. Whether via head tracking, 
or some other manual control, a reduction in the occurance of front-to-back reversals  
were found in situations where the user was able to control his or her presence and 
movements within the  environment, and that head movement relative to body position 
may not be necessary for user’s to successfully explore a virtual environment at all.  
4.2.3 Implementation of Head Movement in Auditory Virtual Reality 
Although the need for discrete head movements (separate from those movements 
associated with a user’s displacement and orientation within a virtual scene) may be 
debatable, it is still necessary to implement emulated movement in a way that allows the 
user to explore an environment as they require. Both studies, and guidelines have been 
offered on the topic of achieving emulated movement- of chief concern in this area is 
asynchrony between the movements of the user or environment and the cues associated 
with locating objects/sound sources. Although visual stimuli associated with a sound 
source may mitigate asynchrony problems [7], and several studies include cross modal 
analyses between auditory and visual stimuli [174] [175] [176], in the context of virtual 
reality for the visually impaired such comparisons are problematic: it cannot be assumed 
 
 
 
65 
 
that the users will sense visual stimuli, since people with no functional vision are amongst 
the visually impaired population. 
 
In an important early study of auditory virtual reality, Sandvad [169] investigated three 
dynamic parameters which impact upon stimulus synchronicity;  
 
• System latency: the time between the transduction of a user’s control movement, 
to the time the consequential changes in  scene are rendered  
• Update rate: the rate at which changes in user control devices/movmeent trackers 
are read by the system 
• Spatial resolution: the angular resolution of head related filters applied to the 
audio presented to the listener, which is analogous to the number of discrete 
localisation cue angles available 
 
These parameters were investigated with the goal of determining optimal system 
performance in respect of rendering the auditory scene whilst avoiding asynchrony.  
Whilst comparing participants’ ability to locate the source of pink noise in both real and 
virtual (head tracked) anechoice environments, Sandvad [169] determined that increased 
system latency had the largest negative impact on localisation; latency of greater than 
96ms degraded performance in terms of both time taken, and accuracy. He also noted that 
despite update rates of 20Hz introducing audible temporal inconsistencies in the scene, 
localisation performance did not significantly degrade until the update rate was reduced 
to 10Hz or less. Spatial resolution also had a less significant impact on participant 
performance, with little difference in error for head-related transfer functions31 
resolutions of between 1º and 13º, in spite of the degredation in resolution being audible. 
These results were in contrast to an earlier study by Bronkhorst [177] who, using a spatial 
resolution of 5.6º32 an update rate of 30Hz, and a maximum stimulus duration of 15 
                                               
31 It should be noted that, in this experiment, Sandvad used measurements of the 
individual participant’s head made at ≈11º steps, using interpolation to complete the 
“missing” measurments. 
32 Measured, not interpolated 
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seconds (where stimulus was only stopped before 15 seconds if the participant indicated 
that they had located the sound source), had reported that system latency of up to 150ms 
had not disrupted localisation.  
 
Wenzel performed two studies on the topic of system latency, one focusing on long 
duration stimuli of eight seconds [178], and one comparing long and short (three second) 
stimuli [3]- studying the effect of latency not only upon localisation error, but also upon 
front-to-back reversals, in head listening/distance perception.  
 
As figure 4.j demonstrates, aside from in head listening (given as externalization) the 
longer stimuli tended to be less affected by increaing latency, although there was only a 
significant difference for mean elevation confusions. Latency was a significant factor in 
both mean localisation error angles, and mean azimuthal front-to-back confusion at either 
stimulus length.  
Figure 4.j The impact of system latency on auditory localisation; localisation errors (error angle), 
front to back confusion (azimuth and elevation confusion) and in head listening (externalisation) 
for 3 second and 8 second stimuli [4] 
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Brungart et al [179] investigated the interaction between system latency on stimuli of 
durations ranging from 64ms to 2s, the system had an optimal latency of ≈10ms with 
latencies from 0ms to 200ms added for the purpose of the experiment. In this experiment 
non-indivudiualised head-related transfer function measurements made to a 1º resolution 
using a KEMAR dummy head. Unlike Wenzel’s study [3], Brungart et al  measured the 
response times of participants and, in a second phase of the experiment, introduced a two 
second response time limit, forcing participants to log the percieved sound source 
location during this window. In terms of localisation error, the results were similar to 
those of Sandvad [169]; latencies of 73ms or less offered optimal localisation accuracy 
(in fact latenicy as low 12ms did not show a significant improvement over that of 73ms). 
In contrast to Wenzel’s [3] study, latencies greater than 143ms elicited significant front-
to-back confusion which Brungart et al note is likely a result of the restricted response 
time employed in their test.  
 
The relationship between system latency and user movement was investigated from a 
different perspective by Suzuki et al  [180] who looked at whether or not asynchrony 
casued by latency influenced participant’s head movements; participants were asked to 
turn their heads to face sound sources presented with total latencies of between 12ms and 
2s, when they had located the percieved source of the sound they indicated its direction 
by nodding. Latency of 500ms induced large “overshoots” in participant head movement, 
although  reasonably accurate localisation was still achieved by the participant 
readjusting their head position, however the time taken to achieve localisation (with 
latencies of 500ms or more) increased proportionally at twice the value of the system 
latency. Although overshoot could be expected for perceptible latencies, as the location 
of the sound source would not be presented correctly during the initial onset of 
movement, it is interesting to note that localisation is still possible- albeit with some delay 
compared to localisation at lower latencies.  
 
It is clear that latency poses a problem for auditory  design,  particularly in the context of 
assistive technology; individuals relying upon sound cues to locate target destinations in 
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wayfinding, or avoid audible hazards in training simulation scenarios could potentially 
be misdirected. Further, the use of certain  features to mitigate phenomenon such as front-
to-back errors (such as integrated head tracking and body related impulse responses, 
emulated room acoustics etc.) may unfortunately degrade user experience and 
performance due to increased latency. 
4.3 Virtual Room Acoustics  
The virtual emulation of acoustical spaces is fundamental to creating a convincing and 
immersive virtual reality [181]. Sound reflections from objects in the environment have 
also been proven useful to the visually impaired when wayfinding and building mental 
maps of a space [19] and, as discussed in 2.1.8, is generally useful to all humans in 
establishing sound source distance; the emulation of room acoustics is therefore of great 
interest to  virtual reality system designers. Furthermore, reverberation has been shown 
to mitigate the issue of in-head localisation in binaural systems [162], and so it may have 
extra value for virtual reality designers. 
  
This section presents studies in room acoustics for virtual reality, on topics ranging from 
the perceptual impact of introducing reverberation to a virtual environment, the level and 
fidelity of virtual sound reflections required to enhance localisation tasks, and the 
directional accuracy required when rendering sound reflections in virtual reality. 
4.3.1 The Effect of Reverberation on Auditory Localisation 
Although the precedence effect (discussed in 2.6.5) might be expected to mitigate 
localisation problems caused by early reflections, there are instances in which the 
characteristic echo suppression of precedence effect may be reduced or broken down.  
 
The Clifton Effect refers to a phenomenon first described by R.K Clifton [182], which is 
observed when a click train composed of a single click presented from the left or right, 
followed by click presented on the opposite side, with a time delay within the echo 
suppression threshold. If the sides at which the click and its delayed counterpart were 
suddenly swapped, echo suppression collapsed and each click was localised as a separate 
sound source; subsequent presentations of the clicks in their new positions led to echo 
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suppression building up until the clicks were once again perceived as originating from a 
single location (that of the leading click). Blauert and Col [183] repeated the experiment 
whilst alternating the side that the leading and lagging click were presented on. The 
Clifton Effect was observed after each position change however, after several alternations 
listeners only perceived the leading sound as moving in position, indicating that echo 
suppression could “build up” as the listeners learned the position of reflector and source 
over numerous presentations. Yost and Guzman [184] showed that simple movements of 
the sound source and reflection were not enough to produce the Clifton Effect; lateral 
reversal of the positions was required to confound echo suppression.  
 
Whilst reverberation has a clear impact on distance discrimination (via direct to 
reverberant energy ratios), early reflections alone may mitigate the problem of in-head-
listening [162]. However, reverberant energy also has the potential to confound sound 
localisation in both real and virtual environments [185]. In a formative study of the effect 
of adding reverberation to a system, Begault [22] implemented a synthetic reverberation 
system based upon that of [186] consisting of an early reflection pattern, and a late 
reflection pattern; 66 individual early vectors were modelled as having arrived from the 
boundaries of an asymmetrical room (two of these early reflections were designed to 
replicate reflections from the floor of the room, and arrived ≈12ms before the onset of the 
other early reflections). The late reflection pattern consisted of exponentially decaying 
mixed white and weighted (1/frequency) noise. As may be expected, Begault found a 
significant reduction to in-head-listening amongst test participants however, the presence 
of reverberation degraded localisation in both azimuth and elevation by as much as 23º; 
attributed to the presence of lateral early reflections, which agreed with the work of 
Hartmann & Rackerd [187] who had previously studied the perceptual effects of reflector 
positions in a real-world environment. Shinn-Cunningham [188] made empirical head-
related transfer function measurements in a reverberant environment, noting that 
reverberant energy reduced the spectral modifications in direct sound associated with the 
pinnae; a possible cause of increased elevation errors in the presence of sound reflections. 
Furthermore, the effect worsened with distance (as the direct energy decreased) and was 
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more pronounced at the ear farthest from the sound source (as the acoustical shadow of 
the head also reduced direct sound energy).  
 
Although it may be tempting to remove or modify/simplify reverberation in a virtual 
reality system for the sake of improved localisation and system efficiency, the apparent 
fluidity of echo suppression first described by Clifton [182] hints towards a further 
function of reverberation (specifically, early reflections) for human auditory perception; 
echolocation, a topic which warrants consideration and is discussed in the next sub-
section.  
4.3.2 Locating Sound Reflective Objects Using Reverberation 
Until approximately 1950 it was thought that blind individuals possessed some extra 
sense which allowed them to detect the proximity of objects in the environment, termed 
“facial vision”, it was thought to relate to some tactile sense of proximity to an object 
before physical contact had been made. Cotzin and Dallenbach [189] finally dispelled 
this notion when they placed “the final piece of the puzzle” of facial vision; facial 
proximity to a surface was not sufficient to detect its presence, sound reflected from the 
object alone however, was sufficient. In following studies, it was discovered that visually 
impaired individuals could discriminate the distance, width, and material of sound 
reflecting objects in a lateral ±90º arc about the azimuth by way of detecting frequency 
and loudness changes associated with short delayed reflections and is particularly acute 
if participants are permitted to choose their own aural stimulus (such as clicking or hissing 
made by the mouth) [190] [191] [192] [193]. 
 
The echolocative abilites of the visually impaired have proven viable in both virtual 
reality, and recorded audio. Schenkman and Nilsson [194] recorded binaural audio in 
both a reverberant and anechoic room, consisting of 5ms, 50ms, and 500ms noise bursts, 
with the use of a mannekin head in the presence and absence of a .5m aluminium disc 
was placed at distances of .5m to 5m from the mannekin. Sighted and visually impaired 
individuals were tasked with determining which recordings presented to them contained 
the reflecive disc. Performance was slightly better in the reverberant room, than the 
anechoic, and all participants showed the best performance with longer duration sounds 
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and a distance of less than <2m from the reflector; two visually impaired individuals were 
noted to perform excpetionally well at greater distances, and a further phase of testing 
revealed that this was not due to chance. In general the performance of visually impaired 
participants was greater than that of their sighted counterparts, especially in the 
reverberant environment. 
 
A similar series of three tests was conducted by Picinali et al [195] in which differing 
sound sources were binaurally recorded in reverberant environments. In the first test 
speech stimuli were used to assess the ability of blind and sighted individuals to locate a 
reflecting baffle placed at different angles around a mannekin head, the somewhat unclear 
results showed no significant differences  between blind and sighted individuals, with age 
appearing to be the most significant factor. In the second test the baffle was placed in 
front of the mannekin head at distances between 5cm and 2m, with distance incrementing 
in 5cm steps, a detection threshold of 2m (the limit of the test distance) was found for 
visually impaired participants, whilst the threshold for sighted participants was ≈1m. In 
the final test, participants were asked to determine the size of rooms using a forced choice 
paradigm in which an impulsive click had been binaurally recorded; recordings were 
made in four rooms of varying size and shape, and participants were presented with four 
physical scale models of the rooms and asked to match the models to the stimulus heard. 
The visually impaired group showed greater accuracy in doing so, although there was a 
wide range of performance in the group. 
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Rowan et al [196] conducted further studies of human echolocation by making impulse 
response measurements of a mannekin head in the presence of reflective boards placed 
alternately at the positions and angles shown in figure 4.k. Bands of synthesised, varying 
duration, filtered gaussian noise were convolved with the input responses to create 
stimulus of broadband (100Hz – 12kHz), low-pass (100Hz – 2kHz), and high pass (2kHz 
– 12kHz) natures. A single interval recognition33  task was employed in which 
participants were presented with a single stimulus and a reflective board in one of the 
measured positions; they were required to indicate the perceived position of the board via 
button push, after which the correct position of the board was revealed to some listeners 
via an on screen message for 400ms. It was found that with boards positioned parallel to 
the interaural axis (in the “flat” position) echolocation for both sighted and blind 
                                               
33 For full details of the single interval recognition task see Macmillan & Creelman (2005) 
Figure 4.k Illustration of the arrangement used to study object 
echolocation in Rowan et al [129]. The speaker is positioned 25cm below 
the manikin head, and 5cm in front of it. 
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individuals failed at distances >1.8m, whereas echolocation for certain memebrs of both 
groups extended to ranges of 3m for angled boards. This was attributed to the specular 
reflections available at both ears when the board was angled. Stimulus of  >2kHz was 
significantly important to echolocation; where echolocation for flat panels required 
energy above 2kHz in the stimulus sound, and was primarily reliant upon it for angled 
panels.  This would indicate that binaural cues are likely to be used for echolocating 
objects at larger distances. Interestingly, a phase of experimentation was conducted in 
which the direct sound emission was removed from the stimulus, so that only the echo 
could be heard, in this case listeners were still able to determine the direction of angled 
panels up to 3m away with 90% accuracy. In all experiments the sound pressure level 
was only found to produce weak differences in performance, most notable between 45dB 
and 55dB.  
 
The work of Rowan et al indicates at the possibility that reverberant energy could be 
restricted in level to reduce the spectral notch “filling” discovered by Shin-Cunningham 
[188], with the possibility of mitigating certain sound source localisation problems 
associted with reverberant environments. Unfortunately such manipulations would also 
have the potential to confound auditory distance estimations as they would likely modify 
the direct to reverberant energy ratios. In any case the long documentary history of 
echolocation in visually impaired humans is a strong indication that accurate early 
reflections in an explorable  environment can provide an effective method for identifying 
the presence of non-sound emitting objects. 
4.4 Spatial Cognitive Mapping in Visually Impaired Individuals 
The term cognitive map refers to a mental representation of a geographical location. It 
originates in Tolman’s 1948 paper Cognitive Maps in Rats and Men [197], in which the 
ability of rats to explore and learn mazes over repeated exposures was tested. In this work 
Tolman proposed that rats were not merely responding to external stimuli as they 
explored, but were in fact capable of generating cognitive maps as their exposure to a 
maze increased. The term mental map emerged later in literature and was popularised by 
Kevin Lynch in his work on urban planning, and human perception of built environments, 
most notably The Image of the City [198] which was concerned with studying human 
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cognitive maps of cities via sketches created by individuals with some familiarity with 
the cities in question (namely Jersey City, Boston and Los Angeles).  
 
Such maps are of great interest in the development of virtual environments for the blind, 
as numerous such technologies are concerned with assisting users in creating cognitive 
maps of real locations [18] [199] [19], and yet more studies of the efficacy of such 
equipment requires that test users demonstrate some aspect of a virtual auditory 
environment by sketching mental maps of it . 
 
Several features of the visual system have been identified in demonstrating that it is the 
most suitable sensory modality for spatial representation [200] [201] [202] therefore, in 
the exclusion of this sense, the means by which visually impaired individuals form 
cognitive, or mental maps, and the efficacy of those maps has been a repeated area of 
study. Although early researchers such as von Senden [203] argued that spatial concepts 
were impossible in people who have been blind from birth (known as the Deficiency 
Theory), empirical evidence against this position has subsequently been accumulated. 
Consequently, two alternate theories have gained traction: the Inefficiency Theory, in 
which visual impairment leads to less efficient (rather than truly deficient) mental maps, 
and the Difference Theory, in which the formation of mental maps is qulitatively 
different, but not necessarily less efficient, for the visually impaired [204], whom may 
compensate for lack of sight in other ways [205].  
 
The following section presents an overview of cognitive mapping and spatial 
understanding in the visually impaired, which is particularly relevant to  designers aiming 
to achieve systems for “pre-learning” of existing environments, as well as those 
attempting to create simulations in which user exploration  is a feature. It is common for 
map recreation in the visually impaired to be achieved by model building (using a simple 
but tactile medium such as construction blocks or LEGO®), directly recreating a 
particular route of interest by walking, or by estimating distances and directions (the latter 
often with the assistance of some pointing device). For comparative assessments of the 
effectiveness of these techniques see Haber et al. [206], and Kitchin & Jacobson [207]. 
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These techniques have been used not only in exploring the cognitive maps of visually 
impaired people, but also as a means by which they can gain/retain information from 
technological systems designed to present maps and wayfinding information to them.   
4.4.1 Evaluating Pre-Existing Cognitive Maps 
In a 1978 study [208] of the cognitive mapping abilities of high school students, who 
were asked to reconstruct a model map of their school campus, Casey found that 
independent mobility correlated with the nature and accuracy of the reconstructions made 
by visually impaired students. Many of these students created maps featuring clusters of 
buildings connected by straight paths, when in reality paths may have been curved, and 
buildings somewhat distributed differently. Golledge et al [209] would later state that 
congenitally blind people showed greater accuracy in reconstructing features on routes 
which were more familiar to them, and that they tended to represent map features in 
compartmentalised segments, and to present curved paths as straight. This was not tested 
against a sighted group, although a partially sighted group did not show the same 
pronounced tendencies.  
 
Further evaluation of the cognitive mapping abilities of younger visually impaired 
children  (from ages 6 to 12) by Ungar et al [210] found that distance estimates of 
locations on their school campus correlated most closely with the functional distances 
between two points, rather than the euclidean- that is to say that distance estimates 
appeared to be based upon the routes which the children took when navigating the 
campus, rather than “as the crow flies” absolute distances form point-to-point. This led 
to children overestimating the distances from one point to another. Papadopoulos [211] 
conducted a particularly interesting study in which school children aged 15-16 were asked 
to construct a tactile map of the area around their school. The study involved sighted 
children presenting visually impaired children with a list of features, which the visually 
impaired children ranked in terms of importance to them in navigating. The visually 
impaired children were then asked to describe the area in question, prior to being given 
the tactile model. These descritptions were turned into textured maps, with each student 
correcting his or her map unitl they felt it accurately represented the environment. These 
maps were then compared for accuracy to the scale model produced by the sighted group. 
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It was found that independently mobile visually impaired children had a more complete 
understanding of environmental features, with those possessing some functional eyesight 
showing better performance than congenitally blind children.  
 
In comparisons of visually impaired and sighted individuals, it has been demonstrated 
that under the correct circumstances, the visually impaired are capable of demonstrating 
cognitive mapping abilitites similar to those of the sighted. Sensory substitution has been 
shown to enable effective spatial awareness in cases where vision is replaced with haptic 
feedback [212], and effective cognitive mapping abilities when auditory and/or haptic 
feedback is available [213] [214]. 
 
These findings clearly demonstrate that the Deficiency Theory is at best an 
oversimplifaication; although blind and congenitally blind persons may not produce the 
detailed or accurate cognitive maps of their sighted counterparts, they do indeed posess 
spatial awareness and are capable of forming some level of cognitive map, albeit one 
which tends to feature distortions in terms of distance and relative position of features. 
This is understandable in light of Golledge et al’s 1996 studies [215] [209]- any 
representation of space based upon one’s own movement within it, and with limited 
sensory awareness of features not directly encountered, is necessarily limited.  
4.4.2 Evaluating Cognitive Maps in Unfamiliar or Constructed Environments 
Although insightful, studies focusing on the assessment of environments which are 
somewhat familiar to the participants present a potential deficiency which is apparent 
through their own results; since factors such as distance estimates are based upon an 
individual’s own preferences for route navigation through an environment it is hard to 
absolutely quantify the extent to which cognitive maps may be affected and distorted by 
lack of visual feedback. For this reason studies conducted in unfamiliar, or purposely 
constructed environments, where individuals have no particular route preferences or 
preconceptions are an important facet of studying cognitive maps in the visually 
impiared. This section is limited to the discussion of real world constructed environments, 
although virtual environments have also been constructed for the same purposes (studies 
in virtual reality are treated in chapter 4.4.3). 
 
 
 
77 
 
In a comparative study of sighted individuals, the congenitally blind, and those with late 
onset blindness, Rieser, et al [216] [217] investigated participants’ ability to identify their 
position relative to several “landmarks” in both real and imaginary conditions within a 
constructed test environment. Participants were blindfolded to eliminate differences in 
vision levels during the study and guided through the environment by the researchers 
from a start point to each of the pre-constructed landmarks in turn and were then asked 
to either imagine that they were standing at one of the landmarks and point in the direction 
of each of the other landmarks or were led in an obfuscating route to a landmark and 
asked to point to the others. In a final phase, participants were asked to imagine that they 
were at one of the positions they had been led to in the environment, and to identify the 
relative positions of the other landmarks.  
 
It was found that sighted, and late onset blind participants could more quickly and 
accurately locate the landmarks from a real position in the environment than from an 
imagined one, whereas the congenitally blind participants showed similar performance 
in either condition, being more in-line with the (poorer) performance of the other 
participants in the imagined condition. The researchers suggested that in individuals with 
previous visual sensory life experience the perspective and relative directional structure 
of the environment was more readily understood, allowing them to update their position 
in a cognitive map more easily as they moved.  The performance of congenitally blind 
participants leads to the conclusion that those individuals were essentially forced to 
imagine their position in either condition, having less general awareness of perspective 
and environmental structure. In a separate phase of the study, participants were led from 
a starting location to a landmark in the environment and asked to independently navigate 
directly back to their point of origin. Here it was also found that no significant differences 
between groups existed, however the complexity of the outbound path had the effect of 
an increased delay before participants began to navigate their return route; in cases where 
the outbound path included highly complex features such as doubling back to cross over 
itself the ability of all participants to navigate directly back to the starting location was 
noticeably worsened. Controversially, Loomis et al [218] would later replicate this 
experiment finding that no differences between groups existed, stating that they believed 
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that the group selection method was a possible cause of this difference; in their study 
participants were selected based upon their ability to navigate independently whereas in 
Rieser, et al [216] [217] participants were found via agencies to support visually impaired 
individuals. Loomis postulated that users of such agencies may require greater mobility 
assistance and would therefore struggle to complete navigation tasks without assistance.  
 
The study of visually impaired individuals navigational abilities should consider the 
complex of abilities of the members of this group, particularly in the context of 
developing assistive technology, although it does provide a point of caution for making 
assumptions that previous visual experience is a strong pre-requisite of accurate cognitive 
map forming. Despite the failure to recreate group performance differences in Loomis et 
al [218], it was still the case that the more complex of a path participants were directed 
along, the longer it took for them to propose an answer to questions regarding the 
environment and the position of landmarks, or themselves, within it. This would tend to 
indicate that the internal metric used for cognitive mapping without sight is based upon 
some internal measure of an individual’s direct experience of that space, a hypothesis 
also proposed by Golledge et al [215].  
4.4.3 Cognitive Maps and Virtual Reality Systems for the Visually Impaired 
In a classic study by Thorndyke & Hayes-Roth [219] sighted participants were introduced 
to a real world environment either by personal exploration, or by studying a map drawing. 
Map learners estimated functional route distances and euclidean distances equally well, 
however those who explored the environement made far more accurate estimates of route 
distances. It was concluded that environmental exploration led to a procedural knowledge 
of routes and locations within an environment. Following this study, interest in using 
virtual environments to create cognitive maps grew. Several studies were conducted 
comparing the effectiveness of virtual environments to that of maps, or real world training 
for spatial representations and cognitive maps. Many such studies indicated that  training, 
whilst useful, was inferior to map or real world training [220] whilst others have 
demonstrated the efficacy of learning and navigation soley in virtual environments [221] 
[222], particularly after multiple training phases [223]. Following these demonstrations 
of the general usefullness of virtual environments, and the work discussed in 4.4.2, 
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interest in studying virtual reality environments to assist visually impaired persons in 
developing cognitive maps continued.  
 
Afonso et al [224] implemented an augmented reality system in which sound sources, 
obstacle proximity alerts, and reverberation were rendered binaurally in a virtual 
representation of a room. The experiment took place in the real world counterpart of the 
virtual room, allowing users to navigate the environment by walking whilst the virtual 
scene was updated via wearable trakcing devices. Although the latency of the rendered 
audio was notably high (measured at a maximum of ≈250ms) it was found that, after a 
learning phase, distance estimation to targets within the envrionment was improved by 
virtual exploration of the environment compared to verbal descriptions of the 
environment.  
 
In their 2014 study of  systems and cognitive mapping in the visually impaired, Picinali 
et al [19] compared pre-recorded binaural and ambisonic presentations of an 
environment, an interactive virtual representaion, and real world exploration of the same 
space and assessed individual’s ability to recreate the space as a LEGO® block map. It 
was found that passive exploration via recordings was the least effective method, whilst 
virtual and real world navigations of the environment produced comparably favourable 
results. The authors highlighted two features of their  system which were significant in 
producing these results; a high level of interactivity/mobility through user control (in this 
case a joystick) and the ability for the user to “self generate” simulated noises within the 
environment such as footsteps, or finger clicks, as a sound source for echolocation. In an 
earlier review of virtual reality environments for the visually impaired, Lahav [18] noted 
that of 21 iterations of virtual reality systems reviewed only ≈20% included simulated 
footstep sounds. The absence of these sounds in systems geared towards user exploration 
is interesting, as not only do they form a potential sound source for user echolocation, but 
may also provide some displacement cue, indicating to the user their approximate speed 
and distance of movement; although the latter is apparently untested in literature so far, 
the inclusion of footstep sounds as a possible dual purpose exploration cue is appealing. 
It is also worth noting that in the same review, Lahav noted that virtual reality systems 
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which required the user to operate multiple devices (such as head trackers and joysticks 
or haptic feedback devices) generated extra cognitive loads which may impact upon the 
user’s ability to gather and analyse information about the environment leading her to call 
for system simplification to be borne in mind in future system designs.  
4.5 On the State of the Art in Auditory Localisation and Virtual Reality 
The perceptual boundaries of human audition and sound localisation have been a topic of 
longstanding interest to psychologists and technologists alike. Advances in the 
understanding of the duplex theory of sound localisation have led to the development of 
technologies designed to exploit this understanding and create new sensory human-
computer interfaces based upon it. Work such as that of Loomis et al [218], Golledge et 
al [209], Darken & Sibert [221], Ruddle et al [223] and more has given a strong indication 
that mental maps can be formed via non-visual experience, strengthening the case for 
assistive virtual reality for the visually impaired; a system allowing users to experience 
simulations of environments and scenarios in safety could certainly aid them in attaining 
environmental understanding.  
 
Whilst a significant body of work in this field demonstrates that spatialized three-
dimensional sound can be achieved over headphones via binaural rendering, issues of 
localisation accuracy with the potential to undermine auditory virtual reality as an 
assistive technology remain. Begault [162], Shin-Cunningham [99], and Wenzel [178] 
[151] have made contributions to exploring and quantifying these issues which arise 
because of poor agreement between non-individualised impulse response measurements 
(HRIRs, and the associated frequency domain HRTFs, for example) and those of a given 
virtual reality technology user. Bronkhorst presented a system in which head-related 
transfer function measurements made at 5.6° intervals were complemented by 
interpolated head-related transfer function measurements, with no loss of localisation 
accuracy in the horizontal plane, although this made no indication towards solving the 
problem of the original measured HRTFs required agreement with those of the listener. 
 
Features such as simulated reverberation and tracked head movement have been shown 
to alleviate the various problems of localisation in non-individualised measurements, 
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except for perhaps elevation errors; Begault [83] showed that whilst reverberation greatly 
reduced in-head-listening it also increased azimuthal localisation errors, Begault and 
Wenzel [162] found that head tracking reduced front-to-back reversals and Thurlow 
[172], and Perrett [166] noted that it also improved localisation accuracy. Furthermore, 
Begault and Wenzel [162] demonstrated that a system which includes head tracking and 
reverberation, individualised head-related transfer function measurements were not 
significantly important. Although, Wersenyi [168] indicated that sound source movement 
below the perception threshold may be enough to partially reduce in-head-listening. Blum 
and Katz [173], and Katz and Picinali [8] conducted studies which demonstrated that for 
systems which include user displacement (free movement within the virtual reality 
environment) separate head tracking did not provide any clear benefits in terms of 
locating and navigating to sound sources when compared to manual head movement 
control via joystick. Reverberation also has secondary uses, particularly for the visually 
impaired, who can detect non-sound emitting objects via early reflections.  
 
Although a compelling case for including as many of the above features as possible in a 
virtual reality system could be made, Begault and Wenzel [9] [3], Brungart [179], and 
Sandvad [169] have shown that excessive computational load can also introduce 
significant problems, making even more relevant Begault and Wenzel’s earlier calls for 
designers to consider what is most necessary to avoid implementing unnecessary features 
in a virtual reality system. When considering virtual reality as assistive technology 
simpler systems may also be desirable from the point of view of cost effectiveness. 
4.5.1 The Direction of Study Arising from the State of the Art  
It is clear that there are potential use cases for auditory virtual reality as an assistive 
technology for the visually impaired- the study of cognitive mapping shows that 
experience of an environment can be helpful in establishing such maps and that the 
auditory and/or tactile sensory channels are useful for this in the absence of eyesight [212] 
[213] [214]. Visually impiared individuals have also shown an ability to develop 
cognitive maps form virtual experiences of an environment [18] [199] [19].  
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In spite of its potential, there are still issues of implementation in binaural virtual reality: 
it is possible for fundamental errors of sound localisation such as front-to-back reversal 
and in-head localisation to occur [150] [4] [151]. It has been demonstrated that there are 
a number of possible solutions to these problems, one solution is to use individualised 
HRTF measurements for the purpose of binaural rendering [151], although this method 
requires controlled measurement of each intended system user in an anechoic 
environment [146]. Another solution to these issues is to implement head movement 
(either tracked/user controlled, or emulated) into the system [149] [166] [150] [167] [168] 
[5], although in the case of manually controlled or tracked head movement this would 
instroduce the need for some control input. A solution to the issue of in-head localisation 
could be to introduce simulated reverberation and acoustics to the system [162] [22], 
although this increases the computational load of the system and may introduce latency 
issues [178] [3]. 
 
Given that the above issues associated with head movement and reverberation in virtual 
reality are issues of implementation which are directly tied to the system design itself, 
rather than to the system and to the user intended to work with it (as is the case for 
individualised HRTF measurements) it seems to follow that they could be solved by the 
designer and design process alone with no need for bespoke tailoring of the system to 
each user. Furthermore, it is known that as well as solving virtual localisation issues, 
reverberation plays a role in auditory distance estimation [84] [86] and an individual’s 
ability to control movement through, or interaction with, an environment contributes to 
their ability to form cognitive maps of it [19] [208] [209] [212] [213] [214]. Therefore, it 
seems reasonable to include head movement and reverberation in an assistive virtual 
reality system.  
 
The implementation of head movement does still have outstanding issues, studies using 
head tracking or movement typically guide the user towards this feature and whilst there 
is good indication that the sighted use head movement in virtual reality [225], there is 
little in the literature to substantiate the notion that the visually impaired would naturally 
do the same [2] [8] [134]. Indeed, there is some suggestion that the visually impaired, 
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particularly those with early-onset sight-loss may avoid the use of head movement in 
some circumstances relevant to navigation [14]. This issue should be considered at the 
design stage, as users may require instruction to use head movement (either tracked or 
manually controlled) to facilitate audition and reduce the system deficiencies such as 
front-to-back localisation, and some such movements may in fact run contrary to natural 
behaviour. Furthermore, the implementation of reverberation into a system with head 
tracking poses a question to the impact that head movement/angle may have upon 
perceived reverberant cues and how this may be quantified in a way that is applicable to 
virtual reality designers. 
 
To investigate these questions, a real-world field study was designed and is discussed in 
the following chapter. After this study concluded two further studies, a self-report 
questionnaire, and an acoustical analysis of mannequin HRIRs with body related impulse 
responses under the condition of head movement in a reverberant environment. These 
studies are organised into chapters: chapter 5 details the creation of a measurement and 
analysis toolkit for the exploration study whilst 6, 7 & 8 detail the methods and results of 
the three studies. 
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Part II: Field Study
85 
 
 
5. Analysis Toolkit 
This chapter details the hardware and software used in the field study of head movement 
in “real world” urban navigation. The methodology and design of the study is detailed in 
chapter 6. This chapter is focused on the performance requirements for the hardware in 
question, and how they were met. 
5.1 Hardware 
The hardware used in the field study is comprised of a set of inertial sensors for motion 
tracking, an array of 4 microphones for audio capture, and a digital camera with 360° 
lens.  
5.1.1 Inertial Sensor Package 
The heart of the analysis tool-kit is the motion sensor package, which was used to capture 
test participants’ head movements during their navigation of a semi controlled, urban 
environment. 
 
The primary design requirements for the inertial sensor package were as follows: 
 
1. The package must offer simultaneous tracking of head movements in 3 
dimensions; yaw (horizontal plane head turning), roll (frontal plane head turning), 
and pitch (median plane head turning). 
2. The package must be portable; it must have low enough power requirements to 
operate from a portable battery pack, it must be small and light enough to be head 
mounted without impeding head movement, and all tracking apparatus must be 
“on board34”.  
3. The package must operate in unpredictable environmental conditions; fluctuating 
electromagnetic fields35, the presence of ferrous metals, and physical shock 
                                               
34 External tracking apparatus such as infrared cameras, or magnetic sensors would be 
impossible to deploy in the chosen test environment. 
35 Such as those produced by mobile phone antennae.  
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should not cause the package to fail to produce data, or to produce unduly 
erroneous data. 
 
Considering these requirements, the Arduino compatible Razor36 9 Degrees of Freedom 
inertial sensor package was selected for use in the tool-kit. This sensor package is 
comprised of 3 x 3-dimensional inertial motion sensors (namely accelerometers, 
gyroscope, and magnetometer), the combining of multiple sensor types is common in the 
design of inertial sensors due to inherent deficiencies specific to different types of inertial 
sensor: 
 
Sensor Type Operating Principle Common Deficiency 
Gyroscope Coriolis force [226]  Prone to drift: accumulates 
errors in reported 
position/movement slowly 
over time  
Accelerometer Conservation of linear 
momentum [227] 
Prone to noise: reports 
small, rapidly fluctuating 
movements even when at 
rest  
Magnetometer Magnetoresistance [228] Prone to environmental 
influence: reports 
momentary errors in 
position/movement in the 
presence of ferrous metals 
or electromagnetic fields  
Figure 5.a The operating principles of common electronic movement sensors, their operating 
principles, and deficiencies 
The varying operating principles, and the differences in potential errors/causes of error 
allow the data from the three types of sensor to be corrected by means of filtering 
(discussed further in section 5.3.1).  
                                               
36 Model: Razor SEN IMU-10736 [270] 
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5.1.2 Microphone Array 
In addition to measuring head movement the tool-kit also recorded the environment near 
the test participant. Audio recording was achieved via an array of microphones capable 
of recording sound in 360° around the participant.  
 
As with the motion sensing package, there were several design requirements which 
needed to be met by the microphone array: 
 
1. The array must offer recording of the local sound field, in 360° about the test 
participant (including vertical sensitivity). 
2. The array must offer broadband frequency sensitivity, ideally of approximately 
equal bandwidth to the human auditory system 
3. The array must be portable; it must have low enough power requirements to be 
battery operated, it must be small and light enough to be head mounted without 
impeding head movement. 
 
To meet these requirements, an array of four omni-directional37 electret condenser 
microphones were chosen. A summary of the specifications of each of these microphones 
is as follows: 
 
Size Weight Power 
Requirement 
Sound 
Pressure 
Sensitivity 
Signal to 
Noise Ratio 
Frequency 
Response 
6x6x5.2mm 0.33g 1.5v -60dBv >40dB 20Hz-
20kHz 
Figure 5.b The operating parameters of the microphones used in the sensor array 
                                               
37 Of approximately equal sound sensitivity in all dimensions around the capsule. 
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The microphones were arranged equidistantly around the circumference of the elasticated 
headband of a hat, such that the wearers head would act as an acoustical impedance 
between the microphones. This would allow for differences in pressure and arrival time 
to be used to determine the approximate direction of a sound source in post experiment 
analysis, where necessary.  
 
The microphones were powered by a 9v battery pack and split rail power supply, worn in 
a small backpack carried by the test participant. Although fine localisation of sound 
sources was not expected of the microphone array, it was included in the sensor package 
to give coarse information on the local sound field as a potential aid to analyse patterns 
in head movement if no location or event-based pattern was apparent. 
5.1.3 360° Camera 
Due to the coarse nature of sound localisation available via the microphone array, and an 
anticipated need to verify the test participant’s navigational route through the test area 
was correct, a camera was added to the tool-kit to provide visual data regarding the 
participant’s immediate environment. 
 
 
 
Head 
Microphone 
Microphone pickup pattern 
Horizontal plane 
Figure 5.c Diagram showing the position of microphones relative to the test 
participant’s head, with sound pickup pattern overlaid 
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The design requirements for the camera were as follows: 
 
1. The camera must offer full 360° video recording about the horizontal plane of the 
test participant. 
2. The camera must be portable; have low enough power requirements to be battery 
operated, and it must be small and light enough to be head mounted, without 
impeding head movement. 
3. The camera must have sufficient frame rate and image quality for footage to be 
intelligible. 
 
To meet this specification, a commercially available five mega pixel digital webcam was 
selected. Its small size and USB connectivity made it ideal for use in the toolkit. 
Additionally, the camera had a simple manual focus control in the form of a ring 
mechanism around the lens, this allowed for focus to be set and fixed prior to each test. 
 
 
Figure 5.d The 360-degree lens used to modify the digital camera for observational studies (left) 
and a frame of unprocessed footage taken from it (right) 
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To offer 360º recording about the test participant, the camera was modified with the 
addition of a mirrored, domed lens. This allowed the camera to be positioned on top of 
the participant’s head, angled directly upwards, meaning that its field of vision was not 
occluded by the other components in the toolkit.  
 
Although the footage captured was of a less than optimal quality (due to the extremely 
short focal length required to film through the reflective lens) the footage was adequate 
for its intended purpose in assisting with the identification of any ambiguous sounds, and 
their point of origin.   
 
The final assembly of the hardware consisted of the head mounted sensor package (with 
inertial sensors, microphones, and camera) weighing ≈190g, and a backpack containing 
a laptop and power supply for the microphones, weighing ≈2.7kg.  
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5.1.4 Implementation of Hardware 
Data from the apparatus was recorded to a laptop held in a small backpack carried by test 
participants (data recording is described in section 5.3). The inertial sensor was connected 
via Bluetooth, while the camera was connected via USB, and the microphone output was 
converted to a digital signal via and audio interface, which in turn was connected to the 
laptop via USB. 
Aside from the error filter implemented in the inertial sensor package’s firmware, and 
basic sensor data formatting, all data integration and analysis was carried out post-
recording (described in section 5.4). 
5.2 Data Capture Software  
A novel system for data capture was created, to allow for synchronisation audio, image, 
and inertial sensor recordings; essential for proper comparison of participant behaviour 
in response to environmental factors such as the local sound field during the real-world 
AV Package 
Magnetometer Microphones 360° Video Camera 
Accelerometers 
Gyroscope 
Data Recording 
Error Filter 
Audio 
Interface 
Laptop 
Inertial Sensor Package 
Figure 5.e Simplified signal and data flow diagram showing the connection of sensors, 
microphones, and camera to the recording device used in the analysis toolkit 
 
 
 
92 
 
test phase. The following sections describe the recording and synchronisation software, 
as well as the formats in which data was recorded. 
5.2.1 Inertial Sensor Data Capture 
The inertial sensor package utilised firmware and inertial sensor error filtering (using a 
Kalman filter model [229]) originally designed/implemented by Peter Bartz at the 
Deutsche Telekom Laboratories [230]. This allowed the unit to output sensor 
measurements as raw binary data via a connected Bluetooth shield. Further modifications 
were made to integrate video and audio recording/control for the sensor package, and to 
record inertial sensor data for later analysis (the final version of this firmware is available 
in Appendix One). 
 
The Kalman filter assumes that the true state of a system is “hidden” by noise and/or 
errors generated by the system itself. In the application used in this work, it uses error 
models which are based upon observed control measurements of sensor errors in the 
inertial measurement unit (IMU) mixed with Gaussian noise. The Kalman filter assumes 
that the true state of the IMU at time k is evolved from the state at É − 1 according to: 
 ÑÖ = ÜÖÑÖDE	 + 	áÖàÖ +âÖ  
 
Where ÜÖ is a state transition model, which is applied to the previous state ÑÖDE	, áÖ is 
the control input model applied to the control vector àÖ ,  âÖ	is the process noise which 
is drawn from a multivariate Gaussian distribution.  
At time k, an observation (or measurement) äÖ of the true state ÑÖ	is made according to: 
 
 äÖ = 	ℍÖÑÖ + åÖ  
 
Where ℍÖ	is the observation model which maps the true state into the observed state and åÖ  is the observation noise. For full details of the implementation in this work see Bartz 
[230]. 
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The sensor package was controlled via Bluetooth using a Pure Data (PD) sketch, also 
designed by Peter Bartz [230]. This allowed the binary data derived from the sensor  
package to be formatted as a plain text file, with a single frame of heading data occupying 
three lines:  
 
The “zero bearings” shown indicate that the sensor has not moved from the position it 
was in when initialised. 
 
The constant stream of output that was provided, once the sensor package was connected 
to the laptop via Bluetooth, proved to be impossible to synchronise with data recorded 
from the camera and microphones. For this reason, the Pure Data sketch was modified to 
include a time stamp (in milliseconds) at the start of each frame of data: 
 
 
This allowed for the “up time” of the sensor package to be determined, as well as the 
specific period over which any head movements had occurred.  
 
Since the camera was also connected to the laptop (via USB), the PURE DATA sketch 
was further modified to handle camera output recording, such that when a predefined key 
on the laptop QWERTY keyboard was pressed, the sensor data was initialised to 0 and 
the video recording began, as well as a line of text being added to the sensor package 
output file to indicate when initialisation had occurred: 
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This allowed for inertial sensor data and video footage to easily be synchronised in post-
test analysis.  
At initialisation, the inertial sensor package was calibrated such that its current attitude 
became the origin of any bearing measurements made. This meant that a participant’s 
resting head position would become the reference point from which all subsequent 
movements were measured.  
 
Movements of the inertial sensor were represented by an attitude heading reference 
system (AHRS) in which turns were represented by the following changes in reported 
data values: 
• Yaw +ve = rightward azimuth rotation in the horizontal plane 
• Pitch +ve = upward azimuth rotation in the median plane 
• Roll +ve = leftward azimuth rotation in the frontal plane  
 
Horizontal 
Plane 
Frontal 
Plane 
Median 
Plane 
A 
B 
C 
A: yaw = 0° = 0.0 
B: roll = 0° = 0.0 
C: pitch = 0° = 0.0 
 
Figure 5.f Diagram showing the orientation of the test participant's head relative to the sensors 
reported orientation. At initialisation the inertial sensors default “zero bearings” are locked to 
the current position of the participant's head. 
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5.2.2 Audio Synchronisation 
Finally, the pure data sketch was modified such that a test tone of 1kHz would be played 
for 1 second, coincident with the alignment initialisation and the start of video data 
capture. This allowed for an audible indication of the test start conditions to be captured 
via the microphones, whose output was recorded as .wav audio (at 16bit/44.1kHz38 by 
Audacity39). The final version of the pure data sketch is available in Appendix One.  
5.3 Analysis Software  
The focus for analysing data recorded during this experiment was twofold: to quantify 
any differences in head movement behaviour between sighted and visually impaired 
participants, and to identify any trends or correlations between head movement and 
environmental events/locations during each participant’s test. MATLAB functions were 
created to analyse the head movement data captured by the inertial measurement unit 
during each test. The details of each analysis are described throughout chapter 6. This 
section serves as an introduction to the principles applied when designing appropriate 
analysis methods. 
5.3.1 Isolating Data of Interest 
Due to the test conditions requiring that participants walk whilst under measurement the 
analysis of head movement data was confounded by the capture of so-called head 
perturbations40 in addition to the data of interest.  
 
To reduce the impact of head perturbations upon result data it was necessary to filter the 
data captured by the inertial measurement unit. Under experimental conditions the mean 
maximum head turn (yaw) frequency for human participants is 2.6Hz although some 
extraneous head movement may occur at frequencies as low as ≈1.5Hz [231], a low pass 
filter for head movement data of 3Hz would eliminate all but the lowest frequencies of 
unwanted head yaw oscillation without interfering with head movements in the lower 
bounds, or the measure of an unmoving head (such as suggested for posture control [14]. 
                                               
38 Standard compact disc quality digital audio [276] 
39 A free audio recording software  
40 Unintentional head movements arising because of body motion/gait during locomotion  
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An ideal filter type would be one that introduces minimal ripple41 to data within the 
passband and stopband whilst offering a maximal roll off (gain reduction over frequency) 
above the cut off frequency. For these reasons, a Butterworth type filter was chosen.   
 
The frequency response of a Butterworth filter is given as: 
 J(ç{) = 1é1 + èM ê kkëíMc 
                                               
41 Magnitude distortions which vary over frequency 
Chebyshev II Elliptic 
Chebyshev I Butterworth 
Ripple 
Frequency 
G
ai
n 
Cut off 
frequency 
Passband 
Figure 5.g Example plots comparing gain over frequency of four common filter types: Butterworth, 
Chebyshev (I & II) and Elliptical, after [219] with cut off frequency, passband and ripple illustrated 
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Where n represents the filter order, k is equal to 2=0	(f = frequency over period) and è 
is the maximum gain in the pass band. By increasing the filter order n, it is possible to 
increase the rate of roll off in the filter, rejecting frequencies closer to cut off without 
creating ripple (shown in figure 5.h). 
 
For full details of Butterworth filter information see MATLAB [232]. 
  
Frequency (Hz) 
R
es
po
ns
e 
(d
B
) 
Figure 5.h Plot showing the frequency response of a 6th order Butterworth filter designed 
in MATLAB 
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6. Head Movement Field Study 
This section details the methods and results of a small-sample field study of the use of 
head movement in navigation and auditory scene analysis. This study was conducted 
using the tool-kit described in sections 5.1-5.3.  
 
The goal of this study was to compare the behaviours of visually impaired individuals 
with those of sighted individuals during the navigation of a prescribed route in an urban 
environment. Although the route and environment were chosen for the auditory stimulus 
likely to be present during participant navigation, no extra measures of control were taken 
in respect of the environment or sound field encountered by participants.  
 
The study is considered limited as only four visually impaired test participants were 
available to participate. It was however, considered potentially informative, as there is 
currently no known data regarding differences, or lack thereof, in head movement 
behaviour observed in blind and sighted individuals under the conditions of this study. 
 
The measurements obtained during the study were analysed first by producing descriptive 
statistics (the mean frequency of head turns per participant under the various conditions 
of the test route), followed by a series of unpaired t-tests (with 95% confidence intervals) 
to compare the head movement behaviour of sighted and visually impaired groups 
throughout the test, and then at specific stages of the test route.  The various comparisons 
and analyses begin in section 6.3.  
6.1 Rationale and Hypotheses  
6.1.1 Rationale 
The field study was motivated by a need to address the question of whether the visually 
impaired actively use head movement in navigation and auditory perception. Previous 
studies have demonstrated that sound localisation accuracy, for example, may be affected 
by the angle at which a sound is presented relative to the head. As such, either movement 
of the head or of the sound source may facilitate better localisation. Some studies have 
even suggested that their participants use head movement to assist in the completion of 
 
 
 
99 
 
various audition-based tasks but, whilst these studies offer a compelling case for the fact 
that head movement can be successfully used to improve aspects of auditory perception, 
they do not necessarily show whether head movement is used naturally (without 
instruction) by humans in this way. Although the field study has its own issues which 
may affect ecological validity, such as the use of only a single environment and the need 
for participants to wear or carry measurement devices, the instructions to participants 
(detailed in section 6.2.3) intentionally avoided directing or highlighting head movement. 
By coupling this strategy with that of removing the study from a laboratory environment 
it was hoped that participants would be more likely to display head movements only when 
they felt internally motivated to do so.  
 
In addition to detecting differences of head movement behaviour between sighted and 
visually impaired groups, the measurements of head movement in the field study could 
also provide baseline information for implementing head movement in virtual reality. For 
instance, if a system were to be designed using manual control input rather than head 
tracking to initiate simulated head movements, then information regarding the 
frequency/rates of movement in yaw, roll and pitch may be useful when determining 
desirable control sensitivities42.  
6.1.2 Hypotheses 
The hypotheses under test were: 
• In the absence of visual perception, head movements outside of postural 
oscillations (described in chapter 5.3.1) are measurable in visually impaired 
participants during navigation  
 
• The quantitative and qualitative use of head movement will vary significantly 
between sighted (S) and visually impaired (VI) participants at critical points 
during test route navigation (described in chapter 6.2.1) (JE: îïñ ≠ 		 îò) 
                                               
42 The property of a controller that determines an appropriate output in response to a given 
input, in this case an appropriate rate of simulated head movement in response to the 
user’s manipulation of a device such as a joystick 
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6.2 Methodology 
The head movement field study was conducted using a specially developed sensor toolkit 
described in chapter 5, which was used to record head movement, sound, and image 
whilst participants navigated a pre-defined route through an otherwise uncontrolled 
environment.  
6.2.1 Route Selection 
A short route through an outdoor urban environment was required for the study. When 
selecting the route, it was important to consider both the behaviour that navigating this 
route was likely to elicit from test participants, as well as the performance of the sensor 
package. 
 
An urban environment was chosen at it would expose the test participants to complex 
combinations of external factors as they navigated the route: 
 
• Sound emitting entities such as vehicles and other pedestrians 
• Sound reflecting entities such as architecture 
 
Although predefined, the route would pose the same conditions as any visually impaired 
individual would face when navigating in an outdoor, built environment to a fixed 
destination. 
 
To simplify analysis of the head tracker data, a “one way” route was used, such that the 
participant would follow the same approximate bearing throughout the entire route. This 
would simplify head tracking data by preventing reversals of the tracker coordinate which 
represented 0º of yaw displacement.  
 
The route selected started at the Queens Building, in De Montfort University’s campus, 
and proceeded through a pedestrianised area, to a public main road. The route included 
three road crossings, two of which were open to vehicular traffic, and was bounded by 
ten large adjacent buildings at varying distances from the route. Participants were 
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instructed to use pedestrian crossings freely, for safety reasons. The route was a total of 
≈272m long. 
 
Importantly, each road which participants were required to cross included tactile 
pavements at the kerb. In general, such pavement surfaces are used to indicate the 
presence of a relatively safe crossing position to visually impaired pedestrians. In the 
context of the study it also meant that visually impaired participants would be aware of 
roads, even those closed to vehicular traffic. This feature would prove useful for test 
analysis, where road crossing behaviour in the presence of traffic sound could be 
compared to that without traffic sound. 
 
6.2.2 Equipment Preparation 
Prior to the arrival of each participant, a new folder was created to separately store 
tracking data, video, and audio recorded by the test toolkit.  
 
After the participant briefing, a hat containing the inertial tracker, microphones, and 
webcam was placed upon the participant’s head (this portion of the sensor kit weighed 
approximately 150g). The participant was then turned to face in the direction required to 
begin navigating the test route and instructed to stand in a relaxed position with their head 
straight, facing forwards. The toolkit was then initialised meaning that: 
 
 
Figure 6.a An example of tactile paving on the test route, 
placed to signal the presence of roads and crossings to VI 
pedestrians 
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• The inertial sensors were zeroed to the participant’s current head orientation 
• Audio, video, and sensor data began to record 
• Initialisation signals (as described in 5.2.2) were triggered for audio, video, and 
sensor data synchronisation 
 
Participants were then asked to complete the task which had been described to them 
during the pre-study briefing.  
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6.2.3 Participant Briefing 
To achieve a blind study, participants were not informed of the exact nature of the 
experiment, or its precise topic of interest, until after they had navigated the test route. 
Participants were however, aware that the equipment they were carrying could sense 
motion, as well as record sound and images.  
Instructions were given verbally to participants, from a pre-written script (available in 
Appendix Two), to ensure that all participants received the same instructions regardless 
of their sighted or visually impaired status. The map of the test route in figure 6.b was 
shown to them, along with a verbal description of the route. It was emphasized that 
Start point 
End point 
Pedestrianised area 
Main road 
Building 
One-way road 
Test Route 
Figure 6.b Map of the test route selected for the field study, with start and end points 
marked 
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participants should navigate the route as if it were any other journey, using whatever 
safety precautions they would normally use whilst walking in similar environments.  
6.2.4 Post-Study Debriefing 
Participants were met by the researcher at the end of the navigation route, whereupon the 
sensor package was removed and data recording was stopped. Participants were then led 
back to the start point of the route for a post-test debriefing. 
 
At this stage participants were informed of the exact nature and topic of the study and 
were invited to share information regarding their habits when navigating in urban 
environments, both during the test, and in general. Although not a formal questionnaire, 
it was hoped that participants may offer information of interest to the research; 
elucidating their own test results or offering new avenues for investigation. The 
qualitative responses gathered during debriefings are discussed in context throughout the 
evaluation of results (from 6.3 onwards). 
6.2.5 Study Sample Groups 
Due to the nature of the study, several ethical concerns were addressed prior to selecting 
the study group. In addition to the usual concerns for data protection, informed consent, 
and so on, this study presented the following ethical concerns (the suitability to which 
participants were screened43 prior to the commencement of testing): 
 
• The toolkit that participants were required to carry throughout the study weighed 
≈3kg in total (including a head mounted portion, weighing ≈190g) 
• To attempt to isolate the participant’s behaviours to only those related to 
navigation, the study required participants to participate without the direct 
influence/assistance of others 
• The study required participants to walk a route of ≈272m which included crossing 
a road open to traffic 
                                               
43 Via information supplied with the call for volunteers, as well as a pre-study 
questionnaire and informed consent 
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• Since the study was primarily concerned with head movement, participants with 
neck/spine injuries or pathologies limiting movement were deemed unsuitable for 
study; 
• Individuals with hearing impairment were similarly considered unsuitable for 
study 
 
Participants were recruited via notifications placed in VISTA44 news bulletins and De 
Montfort University internal email bulletins. A total of eight participants, four sighted, 
and four visually impaired participated in the study. The visually impaired group included 
two male and two female participants of ages ranging from 22 to 69. The sighted group 
consisted of two male and two female participants of ages ranging from 21 to 64. Of the 
visually impaired group three participants had early-onset of visual impairment, and one 
had late onset (ongoing for more than 10 years).  
6.2.6 Statistical Methods 
Owing to the small study group, it was inappropriate to divide the visually impaired group 
between early and late onset sight loss for quantitative analysis, so the groups were treated 
as a whole. The inertial sensor data from each participant was first analysed for average 
head movement (yaw, roll and pitch) frequency. Since head movements were represented 
by oscillations in sensor data over time, the values representing yaw, pitch, and roll 
displacement were isolated and normalised such that all magnitude values representing 
the extent of head displacement were constrained between 0 and 1 for the purposes of 
frequency detection. 
 
The sensor data was filtered using a 6th order Butterworth filter, with a corner frequency 
of 3Hz for yaw, roll, and pitch, to remove data pertaining to rapid, passive head 
movements arising from locomotion, whilst retaining the slower deliberate head 
movements and those related to eye-head coordination in attention focusing [231] [233] 
[234]. The remaining peaks in data, representing yaw, pitch and roll displacements, were 
then analysed to determine the total number of head movements performed by each 
                                               
44 A charity supporting visually impaired individuals in Leicestershire and Rutland, UK 
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participant during the test. The velocity of turns was also retrievable from this data. Power 
spectral density calculations were made in order to establish the ranges dominant head 
turn frequencies used by participants during the test. 
 
Unpaired t-tests with confidence interval (CI) of 95% were used to assess the significance 
of differences between the sighted and visually impaired groups. The standard deviation 
of results from the groups tended to be similar, indicating that a t-test would be viable, 
although limited in power. 
 
Some qualitative assessments were made in cases where the quantitative analysis 
software (described in chapter 5) was unable to identify certain trends in data. This was 
most commonly used when analysing data from isolated areas within the test route, for 
example when assessing behaviour at a particular road crossing, where head movement 
data in some planes was insufficient in frequency to appear in a Fourier transform of the 
data. In these cases, a simple plot of head angle over time was created to establish whether 
angular displacement had occurred, and video/audio recordings from the appropriate 
section of the test route were manually reviewed to establish plausible reasons for such 
movements to exist (tracking traffic movement vs. general head sweeping), and to 
compare them between participants and groups, again using unpaired t-tests with 
confidence interval (CI) of 95%.   
6.3 Discussion of Average Head Turn Regularity  
The initial quantitative analyses of head turn behaviour across the duration for the entire 
test route, as well as of the time each participant took to complete the route yielded no 
significant variations between groups, however some qualitative differences between the 
performance of participants was noted.  
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Comparison of sighted and visually impaired participant’s total 
head movement during study 
Participant  Test 
Duration 
Total Head 
Movements 
Average Head 
Movements/Second 
  Yaw Pitch Roll Yaw Pitch Roll 
VI 1 7:33 339  114 278 .74 .25 .63 
VI 2 3:58 124 19 3 .52 .08 .01 
VI 3 9:06 335 33 22 .61 .06 .04 
VI 4 5:44 193 0 0 .56 0 0 
Visually Impaired Group Mean .61 .09 .17 
Standard Deviation .09 .09 .30 
  S 1 5:26 189 0 7 .57 0 .02 
  S 2 6:55 236 33 19 .56 .08 .04 
  S 3 6:09 221 68 15 .59 .18 .04 
  S 4 6:14 232 87 9 .62 .23 .02 
Sighted Group Mean .58 .12 .03 
Standard Deviation .02 .10 .009 
Figure 6.c Average head movement frequency for sighted and VI participants during the test 
Differences in the average number of heads turns per second between visually impaired 
and sighted groups over the entirety of the test route were non-significant:  
(CI=95%; yaw: t(6)=.45, P=.66; pitch: t(6)=.33, p=.74; roll: t(6)=.91, p=.39).  
 
In general, the largest performance differences between visually impaired and sighted 
groups arose not from the frequency of head turns used during navigation, but from the 
time individual participants in each group required to complete the test route.  Although 
the differences in completion time for each group were not statistically significant (mean 
completion time:  
VI = 6:30, S = 6:11; SD: VI = 2.3, S = 0.5; CI = 95%;  t(6) = 0.28, p = .78), the range of 
results in visually impaired participants was much larger than that of sighted participants, 
reflected by the difference in standard deviation of completion times. This variance may 
be partially accounted for by the participant’s familiarity with the test route; participant 
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VI2 (test duration = 3:58) is a long-term employee of De Montfort University, and 
regularly navigates its campus (including the area in which the test route was based). 
During post-test discussion, the participant revealed that they were familiar enough with 
the area to determine their approximate location by counting steps as they walked- 
possibly leading to a reduced need for auditory evaluation of their environment. In 
comparing the completion times of VI2 with those of the other visually impaired 
participants, it became apparent that both VI2 and VI3 (a participant unfamiliar with the 
test route prior to testing) had encountered the lowest waiting times at road crossings. In 
total VI3 spent ≈30s longer waiting at crossings than VI2, however their total test time 
was ≈5.08 longer. Although far from conclusive, this may give some indication as to the 
importance of route/environmental familiarity for ease of navigation in the absence of 
vision, and to one viable strategy for cognitive mapping in the visually impaired.  
 
Although two visually impaired participants demonstrated a high total number of head 
movements during the test (VI 1 = 339 and VI 3 = 335), they required larger amounts of 
time to complete the test route when compared to both visually impaired and sighted 
participants studied. Further examination of participant VI 3’s behaviour during the study 
revealed that they had paused at the tactile pavement of the closed road and used yawing 
head movements for longer before crossing, when compared to other visually impaired 
participants. They also took the longest of any participant to navigate the pedestrian 
sections of the test route. Given that this participant was the eldest of all participants, it 
is not unexpected that they walked more slowly through the route, however their apparent 
caution at road crossings is indicative of variations in behaviour which could 
hypothetically have arisen in any participant- although they reported confidence in 
navigation, and road crossings, during the consent and briefing stages of the study, they 
may have developed a variety of personal strategies (not related to head movement) in 
order to ensure their own safety in such scenarios. 
6.4 Discussion of Head Movement Velocity  
The inertial sensor data was analysed for head turn velocity. This analysis aimed to assess 
the average rates of head rotation throughout the entire test route, rather than the 
regularity with which it occurred. As in the previous analysis, the magnitude data was 
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first normalised, a periodogram analysis of mean head turn frequency was then conducted 
to determine the most significant frequencies (and therefore velocities in radians per 
second) recorded for each group of test participants. 
 
Mean yaw turning rates in the sighted group were concentrated at ≈1.5 radians, or 85º per 
second. In the visually impaired group, a far greater range of significant head turn 
velocities was recorded, most notably concentrated between ≈3.14 radians, or 179º per 
second and up to ≈9.42 radians, or 539 º per second: 
(VI = 5.4rad/s, S = 1.5rad/s; SD: VI = 2.9, S = 0.54; CI = 95%;  t(6) = 2.5, p = .04). 
 
Despite the non-significant differences in total instances of head movements, the visually 
impaired group displayed more rapid yaw head movements than their sighted 
counterparts. This was largely associated with the fact that they tended to perform wider, 
sweeping motions of the head, as oppose to the sighted group whose head movements 
tended to be guided towards specific environmental features such as traffic lights and 
oncoming traffic. Pitch and roll head movements were relatively slower for all 
participants, with typical movement velocities falling between ≈.12 radians, or 7º and 
≈1.57 radians, 90º per second. 
 
The only significant quantitative differences between sighted and visually impaired 
participants existed in head movement velocity for yawing movements, there were 
notable qualitative differences in the use of head movement between groups. These were 
particularly pronounced at sections of the test route which involved road crossings, and 
are discussed in line with the information presented about these sections throughout 
chapter 6.5. Nevertheless, the visually impaired group did display head movements 
beyond those associated with postural oscillation, supporting the hypothesis that they 
would.  
6.5 Comparison of Head Movement in Road Crossing Scenarios 
A final analysis for head turn behaviour was conducting, comparing crossings with or 
without the presence of traffic for both groups, and a section of pedestrian only pavement. 
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In this analysis the normalised, low pass filtered, magnitude data was isolated for 2 
specific sections of the test route, which incorporated a closed, and open road crossing.  
 
The analysis comparted the behaviours of sighted and visually impaired participants at 
each of these crossings and compared differences within each group. Although the 
analysis software described in chapter 5 was used for the initial quantitative analyses, 
some manual verification of tracking data and images captured during the test was 
employed to conduct a qualitative analysis of behaviours. This became especially useful 
when examining pitch and roll behaviours of the participants, where interesting 
differences in the apparent motivations for pitching or rolling the head were noted. 
Section 2: 
open road 
Section 1: 
closed road 
Section 0: 
paved path 
Figure 6.d A map showing the locations of the open and closed roads, used 
in the final head movement data analysis 
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6.5.1 Comparison of VI and Sighted Participants at each Crossing 
The total number of head turns, and average head turn frequency was calculated at both 
crossings for each group. A mean head turn frequency for each group was also determined 
and analysed for statistical significance at each of the route sections. 
 
The first analysis was that of sighted and visually impaired participants at section 1: 
closed road. 
 
Comparison of sighted and visually impaired participant’s head 
movement at section 1: closed road crossing 
Participant  Test 
Duration 
Total Head 
Movements 
Average Head 
Movements/Second 
  Yaw Pitch Roll Yaw Pitch Roll 
VI 1 9.6s 8 0 0 .74 0 0 
VI 2 10.9s 8 0 0 .52 0 0 
VI 3 24.8s 15 0 0 .61 0 0 
VI 4 13.7s 6 0 0 .56 0 0 
Visually Impaired Group Mean .61 0 0 
Standard Deviation .09 0 0 
  S 1 9.9s 7 0 0 .57 0 0 
  S 2 11.9s 8 0 0 .56 0 0 
  S 3 13.8s 9 0 0 .59 0 0 
  S 4 13.7s 6 0 0 .62 0 0 
Sighted Group Mean .58 0 0 
Standard Deviation .02 0 0 
Figure 6.e Comparison of participant head movements at section 1 of the test route, with group 
mean and standard deviations shown 
In section 1, the closed road portion of the test route, there was a difference in variance 
between sighted and visually impaired groups (yaw: t(6) = .45, p = .66) with sighted 
participants showing lower mean head turns per second than their visually impaired 
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counterparts, but with a far smaller range in mean head movements. No member of either 
group appeared to display pitch or roll head movements. 
 
Next, the behaviour of the two groups at section 2: open road, was analysed. 
 
Comparison of sighted and visually impaired participant’s head 
movement at section 2: open road crossing 
Participant  Test 
Duration 
Total Head 
Movements 
Average Head 
Movements/Second 
  Yaw Pitch Roll Yaw Pitch Roll 
VI 1 104.2s 84 4 0 .8 .03 .03 
VI 2 16s 8 0 0 .5 0 0 
VI 3 138.5s 91 2 0 .65 .01 .02 
VI 4 39.3s 27 0 0 .68 0 0 
Visually Impaired Group Mean .65 .01 .01 
Standard Deviation .12 .01 .01 
  S 1 75.4s 35 0 0 .46 0 0 
  S 2 15.9s 8 0 0 .5 0 0 
  S 3 103.9s 54 3 0 .51 .02 0 
  S 4 43.4s 29 1 0 .66 .02 0 
Sighted Group Mean .53 .01 0 
Standard Deviation .08 .01 0 
 
Figure 6.f Comparison of participant head movements at section 2 of the test route, with group 
mean and standard deviations shown 
Section two showed no significant differences in mean head movement between groups  
(yaw: t(6) = 1.65, P = .14; pitch: t(6) = 0, p = 1; roll: t(6) = 1.6, p = .14). Upon manual 
inspection of the test data some qualitative differences were found for head movements 
at the open road crossing. The sighted group tended to use yawing movements to place 
either the crossing lights, or the road to their right (the direction of oncoming traffic) 
closer to 0º azimuth in the horizontal plane. Indicating that their attention was shifting 
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between oncoming traffic and the crossing signal. The visually impaired participants 
showed less tendency to actively track traffic with head movement, instead performing 
more general sweeping patterns per second- independent of the movement of traffic     
(VI = 0.19, S = 0.04; SD: VI = 0.26, S = 0.01; CI = 95%;  t(6) = 10.2, p = <0.01).  
 
Next, the behaviour of the sighted group at each of the route sections was analysed. 
 
Comparison of sighted participant head movement at section 1 & 
2: closed vs. open road crossing 
Section 1: closed road crossing 
Participant  Test 
Duration 
Total Head 
Movements 
Average Head 
Movements/Second 
  Yaw Pitch Roll Yaw Pitch Roll 
S 1 9.9s 7 0 0 .7 0 0 
S 2 11.9s 8 0 0 .67 0 0 
S 3 13.8s 9 0 0 .65 0 0 
S 4 13.7s 6 0 0 .43 0 0 
Mean .61 0 0 
Standard Deviation .12 0 0 
Section 2: open road crossing 
  S 1 75.4s 35 0 0 .46 0 0 
  S 2 15.9s 8 0 0 .5 0 0 
  S 3 103.9s 54 3 0 .51 .02 0 
  S 4 43.4s 29 1 0 .66 .02 0 
Mean .53 .01 0 
Standard Deviation .08 .01 0 
 
Figure 6.g Comparison of only sighted participant’s head movements at sections 1 & 2 of the test 
route, with group mean and standard deviations shown 
No significant difference was found when comparing the head movement behaviour of 
sighted participants at the closed road compared to the open road 
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(yaw: t(6) = 1, p = 0.33; pitch: t(6) = 1.7, p = .13). although mean head movement 
frequency was slightly lower at the open road, in the presence of traffic.  
The slight differences in pitch and roll movements at the closed and open roads pointed 
to an interesting, if somewhat predictable behaviour in the sighted participants; although 
the video captured during the test revealed that their attention appeared to be largely 
concentrated upon the road, and the traffic upon it, head movements directed towards the 
crossing lights were observable. In participants S3 and S4 these movements appeared to 
be slight, occasional, diversions from the more common yawing movements displayed 
whilst observing the road. These movements occurred less frequently in participants S1 
and S2, who generally showed marginally fewer rapid head movement at the open road.  
 
Lastly, a comparison of visually impaired participants at section one and two was 
conducted. 
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Comparison of visually impaired participant’s head movement at 
section 1 & 2: closed vs. open road crossing 
Section 1: closed road crossing 
Participant  Test 
Duration 
Total Head 
Movements 
Average Head 
Movements/Second 
  Yaw Pitch Roll Yaw Pitch Roll 
VI 1 9.6s 8 0 0 .83 0 0 
VI 2 10.9s 8 0 0 .73 0 0 
VI 3 24.8s 15 0 0 .61 0 0 
VI 4 13.7s 6 0 0 .46 0 0 
Mean .65 0 0 
Standard Deviation .15 0 0 
Section 2: open road crossing 
  VI 1 104.2s 84 4 4 .8 .03 .03 
  VI 2 16s 8 0 0 .5 0 0 
  VI 3 138.5s 91 2 3 .65 .01 .02 
  VI 4 39.3s 27 0 0 .68 0 0 
Mean .65 .01 .01 
Standard Deviation .12 .01 .01 
 
Figure 6.h Comparison of only visually impaired participant’s head movements at section 1 & 2 of 
the test route, with group mean and standard deviations shown 
Like the sighted group, the visually impaired group showed no statistical difference in 
head movement frequency whether at a road with traffic, or without 
(yaw: t(6) = 0, P = 1; pitch: t(6) = 1.4, p = .2; roll: t(6) = 1.4, p = .2).  
 
In these tests, as in previous tests of head tracking data, very little pitch or roll oscillation 
was measurable through simple frequency analysis. A rather interesting contrast between 
pitch and roll movements was revealed upon manual examination of the test data, as well 
as a difference in general behaviour at the open road crossing. The visually impaired test 
participants appeared to prefer standing towards the outer edges of the textured pavement, 
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closer to the location of the traffic light control boxes. Although possibly a mere 
coincidence, it appears sensible to suggest that this behaviour would be beneficial in 
terms of allowing visually impaired persons to easily hear audio signals produced by the 
traffic lights, indicating that it was safe to cross. It is also the case that many pedestrian 
crossing controls include a haptic feedback device for use by people with sensory 
impairments, although such a device was not present on the traffic lights in the test route, 
visually impaired persons may well develop a habit of standing closer to the control boxes 
so that they can use such a device if it happens to be present. In terms of head movement 
behaviour, much like their sighted counterparts, the visually impaired group did show 
slightly higher rates of pitch and roll at the open road crossing.  
 
The only analyses which showed statistically significant differences were that which 
compared behaviour at the closed road crossing: the sighted group showed lower mean 
frequency head movement at the closed road, but with far less range between individual 
participants, and that which compared the qualitative behaviour of the two groups, where 
the visually impaired group showed more general head-sweeping motions when 
compared to the sighted group, who’s head movement tended to be associated with 
tracking traffic. 
 
Although it is impossible to determine exactly why the difference in mean head 
movement frequency arose, there are factors which may have influenced the behaviour 
of sighted test participants differently than their visually impaired counterparts, and 
which have been partially assessed from video footage recorded during the test:  
 
• Participants at the closed road section do not experience any traffic noise, which 
may have encouraged some visually impaired participants to cross with less 
assessment of the road’s safety 
• There are visible bollards near the closed road, indicating that it is closed, 
approximately 10m to the right of the crossing point. This visible cue may have 
affected the sighted participants’ behaviour in some way as they tended to display 
head movements between the direction of the bollards and the road ahead. 
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It is impossible to determine the exact focus of visual attention from participants as the 
tracking package did not include gaze detection, although it may seem reasonable to 
assume that visual stimulus would perhaps have greater influence on the behaviour of 
sighted participants compared to visually impaired participants, particularly given that 
the head movement of sighted participants at the open road was guided towards traffic. 
 
It is also possible that head movement is used in a methodical way to evaluate the local 
sound scene by visually impaired individuals; in post-test debriefing both participants 
VI1 and VI3 indicated that they felt head movement was helpful to some extent when 
judging sound distance and direction for movement (both participants were affected by 
early onset sight-loss) but in the absence of sounds of interest, this behaviour may also 
be absent. 
6.5.3 Comparison of Sighted and VI Participants in a Pedestrian Area 
The final set of analyses of head tracking data were conducted for a pedestrian area of the 
route, containing no road/traffic crossing sections (indicated as section 0 in figure 6.d). 
This area is of interest as it contrasts from sections one and two in that participants would 
not expect to encounter fast moving hazards and, as it is situated within the larger 
pedestrianised area of the route, nearby auditory stimulus would exclude motor vehicles.   
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Comparison of sighted and visually impaired participant’s head 
movement at section 0: pedestrian path with no crossing 
Participant  Test 
Duration 
Total Head 
Movements 
Average Head 
Movements/Second 
  Yaw Pitch Roll Yaw Pitch Roll 
VI 1 69s 41 1 0 .59 .01 0 
VI 2 63s 33 0 1 .52 0 .01 
VI 3 75s 46 0 0 .61 0 0 
VI 4 65s 44 1 1 .67 .01 .01 
Visually Impaired Group Mean .59 .005 .005 
Standard Deviation .06 .005 .005 
  S 1 56s 47 0 1 .83 0 .01 
  S 2 67s 34 2 1 .5 .02 .01 
  S 3 58s 41 1 1 .7 .01 .01 
  S 4 68s 37 2 0 .54 .02 0 
Sighted Group Mean .64 .01 .007 
Standard Deviation .15 .009 .005 
 
Figure 6.i Comparison of only visually impaired participant’s head movements at section 0 of the 
test route, with group mean and standard deviations shown 
Analysis of group means shows there are no significant differences between sighted and 
visually impaired participants (yaw: t(6) = .54, P = .6; pitch: t(6) = 1.34, p = .2; roll: t(6) 
= .65, p = .5) although there is a much wider range in mean yaw turns per second for the 
sighted group compared to the visually impaired group. It is interesting to note that there 
is likewise no significant difference in the times taken; without factors such as traffic to 
slow progress, both groups completed this ≈90m section of the route in similar time 
frames.  
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6.6 General Discussion 
The hypotheses under test were: 
• In the absence of visual perception, head movements outside of postural 
oscillations (described in chapter 5.3.1) are measurable in visually impaired 
participants during navigation  
 
• The measured quantitative and observed qualitative use of head movement will 
vary significantly between sighted (S) and visually impaired (VI) participants at 
critical points during test route navigation (described further in chapter 6.2.1)  
(JE: îïñ ≠ 		 îò) 
 
No significant difference in mean head movement between visually impaired and sighted 
individuals was discovered during this experiment, perhaps because of the small sample 
size and deviations in individual behaviour within either sample group (the visually 
impaired sample tended to show larger ranges and deviations in mean head movements 
than the sighted group), or perhaps because no large difference exists in the population. 
Yawing velocities were different between sighted and visually impaired participants, 
such that the visually impaired demonstrated higher head turning velocities. Both sighted 
and visually impaired individuals actively use head movement during navigation- despite 
it being impossible to correlate this with auditory perception in the context of the results 
found here; it is interesting to note that two participants affected by early onset sight-loss 
consider head movement to be linked to auditory perception of movement. A number of 
studies have suggested differences between individuals with early and late onset sight-
loss, in terms of neurological activity in auditory tasks, which may account for some 
differences in auditory perception between the two groups [235] [236] [237].  
 
Qualitative differences in head movement were revealed, at the open road crossing the 
sighted group guided their attention towards traffic and the crossing signal, whilst the 
visually impaired group tended to perform more general sweeping patterns of head 
movement. It was also the case that the visually impaired chose to stand closer to the 
crossing signal control box whilst waiting to cross. In the absence of visual verification, 
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this strategy would allow them to ensure that the crossing button had been pushed. It 
would also allow them to make use of accessible signals such as haptic and audio 
feedback from the crossing signal.  
 
To move beyond these results and investigate the self-perceived use and possible role of 
head movement in auditory perception, a new study was devised in the form of a self-
report questionnaire of the visually impaired (discussed in chapter 7). 
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Part III: Self-Report Questionnaire
122 
 
 
7. Self-Report Questionnaire  
This chapter details the design and analysis of a self-report questionnaire study of the 
visually impaired (both early45 and late blind46) and sighted, including the aims of the 
study, and the sample selection (chapter 6.1.1 & 6.1.2), the questionnaire development 
(chapter 6.2) and the questionnaire results (chapter 6.3). The questionnaire aimed to 
gather qualitative data regarding navigation strategies employed by visually impaired 
individuals, with a view to understanding the prevalence and use of head movement to 
aid auditory scene evaluation (the full questionnaire is available in Appendix Three).  
7.1 Rationale and Hypotheses 
7.1.2 Rationale 
The design of this questionnaire was guided by the prediction that participants may offer 
information that would support the understanding of whether the visually impaired 
reported using head movement in a way which they believed was significant to audition 
and navigation. By constructing a questionnaire, it was hoped that a larger sample could 
be tested: the greater physical safety of participants in a questionnaire compared to the 
previous observational study would raise less ethical need to exclude potential 
participants, and perhaps more people would be inclined to participate in a study which 
could be conducted via the telephone, excluding any need to travel to an unfamiliar 
location. Both quantitative (in the form of Likert scale responses) and qualitative (in the 
form of open-ended responses) data were gathered from participants, so that both data 
sets could be compared within and between groups, to indicate participant’s reported 
confidence in navigation strategies versus their reported use of individual strategies.  
 
By opening the study to a potentially wider group of participants it was possible to sub-
divide the visually impaired group into individuals with early and late-onset sight-loss, 
                                               
45 In this case considered to be anybody registered blind, with onset at or before the age 
of five 
46 In this case considered to be anybody registered blind, with onset at or after the age of 
six 
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although the bootstrap statistical method was still used to generate larger volumes 
quantitative, re-sampled results.  
 
Although the guiding focus of the study was to examine the role of head movement and 
angle specifically in auditory distance perception (for hypotheses see chapter 7.1.3), 
some exploratory questions regarding angular localisation, and sounds which presented 
particular localisation difficulty or ease were also included.  
7.1.3 Hypotheses 
The aims of the study were informed by data gathered from the field study discussed in 
chapter 6; although head movement was observed in visually impaired individuals during 
the navigation, the small sample group made it problematic to conclude that such results 
would be seen in the larger population, or indeed to firmly determine the use of head 
movement being related to auditory perception. As stated previously, two participants 
indicated that head movements may be associated with resolving ambiguities in sound 
source distance, particularly for moving/accelerating sound sources such as vehicles.  
 
In developing the hypotheses of this study, it was taken that: 
 
• The acoustical properties and activity of certain sound sources would make them 
more difficult to locate aurally than others [31] [30] [29].  
• In order to safely navigate an environment, certain sound sources would be of 
greater interest than others. 
• In the presence of complex sound fields with multiple sound sources, recognition 
of a sound source may be more difficult without the use of head movement [63] 
[64]. 
• Visually impaired individuals may posess some amount of functional eyesight 
[238] which may be used in conjunction with auditory perception to facilitate safe 
navigation of a given environment [213].  
• Hypotheses would be tested using the factors identified in chapter 7.2.4 
• The five-point Likert scales used to gather quantitative responses used lower 
values to indicate more positive responses.   
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The hypotheses were then: 
 
• Visually impaired individuals (VI) would self-report greater auditory localisation 
confidence than sighted individuals (S) (when responding to factor 1):  
(JE: îïñ 	< 	 îò) 
 
• Visually impaired individuals (VI) would self-report head angle and movement 
as a factor in auditory distance perception during navigation (number of VI 
responses to factor 1 at < 3 is greater than 40%47 of VI total responses to factor 2) 
 
• The self-reported use of head angle and movement to facilitate auditory 
perception in individuals with early onset sight-loss (E) will vary significantly 
from that of those with late-onset sight-loss (L), and sighted individuals (S) (when 
responding to factor 2): 
(JE: îö ≠ 	îõ	Pú$	îò) 
7.2 Methodology 
Although self-report methods are known to be inferior to direct behavioural 
measurements in several ways (detailed further in chapter 7.2.2) the use of a 
questionnaire-based method was selected to eliminate certain ethical issues which had 
previously precluded some individuals from the study in chapter 6. Owing to the use of 
Likert scales for data gathering, quantitative responses in this study were limited to a 
finite and definite range, the bootstrap method (described in chapter 7.2.6) was viable as 
a means to validate the normality of data and generate a representative re-sampled set of 
data. 
 
The remainder of the self-report questionnaire was concerned with qualitative data 
gathering, providing participants with open-ended questions in which they could 
                                               
47 Chance level 
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elaborate upon quantitative responses given, and report other information which they felt 
pertinent. Notes on the general structure/design of the questionnaire and how it avoided 
leading participants can be found in chapter 7.2.3.  
7.2.1 Self-Report Questionnaire Structure  
The population from which the questionnaire sample was drawn was adults registered as 
visually impaired, and sighted adults. To make the questionnaire accessible to a large 
sample group whilst maintaining delivery control, it was administered by interview over 
the telephone. Participants were recruited through online, email, and print mail bulletins 
circulated via Action for Blind People48, Vista News bulletin and De Montfort University 
electronic bulletin. Respondents willing to participate in the questionnaire were contacted 
directly by the interviewer49 at an agreed time, the nature and purpose of the questionnaire 
was explained in accordance with guidelines provided by the De Montfort University 
research ethics committee. Demographic data including gender, age, and nature and 
duration of visual impairments was collected for each participant, but responses were 
anonymised by way of storing each individual’s questionnaire responses under a 
participant number; the individual’s names were not stored with any data collected from 
them. 
 
Aside from demographic questions, and those questions relating to the respondent’s use 
of auditory or visual perception as their predominant means of navigation, the 
questionnaire was divided into two sections. The first part concerned the participant’s 
self-reported use of auditory and visual perception to understand their environment, and 
confidence in using auditory perception for navigational tasks. The second part concerned 
respondent’s self-reported awareness of whether head angle tended to influence their 
ability to judge the location or movement of sound sources, and whether they used head 
movement to facilitate auditory perception. These sections were both presented as Likert 
                                               
48 A national charity working with the Royal National Institute for the Blind (now merged 
with RNIB) to support the visually impaired, and their friends, family and carers in the 
UK  
49 Which, in all cases, was the author of this document 
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scales with a maximum of five response options. Available response options ranged from 
strongly positive to strongly negative, as well as an uncertain/non-response option; 
 
 
• Example of section one question: “Do you find it easy to tell in what direction a 
vehicle is by its sound?” 
 Usually easy,  Sometimes easy,  Often difficult,  Usually difficult,  Unsure” 
 
• Example of section two question: “Do you ever intentionally move your head to help 
you tell how far away something is by its sound? 
 Always,  Sometimes,  Not often,   Rarely,  Never” 
 
The Likert scale responses were translated into numerical responses, in which 1 indicated 
the most positive, and 5 the least positive or least sure response. This allowed for 
quantitative statistical methods (ANOVA) to be applied when analysing the responses 
[239], which in turn allowed for the use of bootstrapping (discussed further from chapter 
7.2.4 – 7.2.9). Whilst there is some controversy of the appropriate number of points to 
use in Likert scales, the main statistical difference between 4-, 5-, 6- and 11-point scales 
is in the skewness of the responses [240]. Since ANOVA methods are generally robust 
to skewness [239] 5-point Likert scales with no mid-point, but instead an 
unsure/thoroughly negative option were employed (where the selection of this option was 
treated as thoroughly negative for the purposes of analysis), thus minimising the social 
desirability effect [241].  
 
The purpose of separating the questionnaire into sections regarding respondents’ self-
reported confidence in auditory perception and use of head movement was to assess if 
there were any correlations between increased confidence, and awareness of the use of 
head movement.  
 
Open ended and categorical questions were included to gather qualitative data regarding 
respondent’s experiences of navigating in urban environments, including issues such as 
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confounding/interfering sounds, and techniques used to determine the distance, 
movement, and position of sound sources within the environment. At the end of the 
questionnaire respondents that reported using head movement to facilitate audition in 
some way were asked to report on how they believed it helped them (if at all); 
 
• Example of categorical question asked prior to any mention of head movement 
in the questionnaire process: “Do you normally use any physical actions or 
behaviours to help you tell if a sound is moving towards or away from you?” 
 
• Example of open-ended question asked at the end of the questionnaire (after 
questions regarding self-reported use of head movement): “If you do find that 
moving your head helps you to tell how far away something is, or which 
direction it is moving by its sound, could you describe how you feel it helps?” 
7.2.2 On Issues Arising from the Self-Report Method 
Two key issues which generally weaken self-report methods compared to observational 
methods of behavioural study are, simply put: people cannot report accurately on that 
which they are unconscious of, and (more importantly) people are not generally conscious 
of higher cognitive processes, nor do they often realise that they are unconscious of them.  
Nisbett & Wilson roundly highlighted these issues [242]. Such issues do not 
automatically exclude self-report as a viable source of insight into behaviours and their 
motivational stimuli; in cases where the stimuli are both a salient and probable motivator 
for behaviour, and where a participant has established a personal knowledge of the stimuli 
and response from experience, it is possible for them to identify a causal relationship 
[242] particularly in self-focused study [243]. In the present case, this does not mean that 
individual participants could access the process by which head movement might assist in 
auditory localisation, nor does it mean that they would necessarily be correct in any 
assertions that it does or does not help, however it is possible that in a situation where 
their attention is outwardly directed to environmental stimuli they could identify patterns 
in their own responsive behaviour- particularly any voluntary behaviours. They may at 
least be aware of voluntary head movements which, although not necessarily initiated by 
a conscious process, would still have been “filtered” through one [244].  
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Considering the design of the questionnaire detailed in the remainder of this section, 
participants were given instructions to recall past experiences where auditory stimuli 
would be present. They were specifically directed to consider sound emissions when 
answering: 
 
“When answering the following questions please try to think about times when you've 
had to walk or find your way in environments such streets or town/city centres… The 
following questions are about things that make sounds (for example vehicles, or 
people)” 
 
The questions themselves were also directed towards the participant and sound sources 
and their nature: 
 
“Do you find it easy to tell if a vehicle is moving towards or away from you by its sound?” 
 
Such questions were proceeded with open questions about behaviour: 
 
“Do you use any physical actions or behaviours to help you tell if a vehicle is moving 
towards or away from you by its sound (briefly describe them below)?” 
 
Direct questions regarding head angle and movement were not presented until the final 
section of the questionnaire, at which point participants had already been offered the 
opportunity to freely answer questions about behaviour in general. Since the 
questionnaire was delivered by the researcher, participants were prevented from taking 
questions regarding head movement as a cue to revisit previous answers. Since the 
participants chosen were different from those included in the field-study, the possibility 
that results were contaminated by the participant’s understanding of the expectations of 
the study was minimised. Although bias from past training which guided head movement 
was a possibility, no such training methods were reported by participants in response to:  
 
“If you have learned any other skills to do with helping you understand the environment 
you are in by sound, please use the box below to tell us about them:” 
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To reiterate a note of caution regarding the results of the self-report study presented from 
chapter 7.3 onwards: they do not amount to an objective measurement of the behaviours 
in question, but are a subjective assessment of them offered by the individuals who 
participated. Although it is fair to say that individuals may be aware of their own 
behaviour, and have an interpretation of what motivates it, it is not fair to say that such 
an interpretation is truly representative of any underlying neurological or psychoacoustic 
phenomenon by which auditory perception is achieved. Furthermore, the self-reports are 
still fallible to issues arising as a result of memory and previous instruction- it is possible 
for behaviour to be under-reported due to an absence of it in memory [245].  
7.2.3 Study Sample Groups  
Participants were recruited via news bulletins via Action for Blind People, and 
participants form the study in chapter 6 were excluded form repeated study. A sample of 
26 (16 male, and 10 female) participants between the ages of 21 and 72, with a mean age 
of 48 and a median age of 48.5, were questioned. The participants were organised into 
sighted (n = 13), early-onset (n = 9), and late-onset (n = 4) visually impaired groups. The 
sighted group were added retrospectively, following the surveying of the visually 
impaired groups. Of the visually impaired group (VI) 9 reported early onset of sight loss 
and four reported late onsets, with seven of those participants reporting total sight loss, 
and six reporting low vision. 
 
Of these participants, one reported being affected by minor bilateral tinnitus, with all 
other participants reported no hearing impairments. This subject remained in the study 
owing to the nature of the symptoms self-reported50. No members of the sighted group 
reported any hearing related issues.  
 
Since auditory perception was the primary concern of the study, individuals reporting 
profound hearing loss were excluded from the sample.  
                                               
50 A high frequency sound, self-reported by the participant as only audible in quiet 
environments such as “in bed, at night” 
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Ten visually impaired participants reported that they relied mainly upon hearing to 
understand occurrences in their local environment, with 3 reporting that they relied upon 
both hearing and vision. No visually impaired participants reported relying primarily 
upon vision. By contrast, five sighted participants reported relying mainly upon vision, 
and 5 reported relying upon both vision and hearing.  
 
As the data collected was of an ordinal type (owing to the use of Likert scales, described 
in chapter 7.2.1) it was possible to model a larger population sample for analysis, using 
the Bootstrapping technique (described further from 7.2.6). This meant that the modelled 
sample population consisted of 1,000 resamples with 27,000 complete, resampled, study 
responses in equally balanced groups. 
7.2.4 Factor Analysis 
To determine the factor structure, a principle component factor extraction was conducted 
upon the quantitative responses to the self-report questionnaire. Although the sample size 
was small, the data returned a poor, but not unacceptable [246] adequacy (KMO = .590) 
and a significant Bartlett’s test of sphericity result (c2 (55) = 141.002, p < .001), indicating 
the data was suitable for factorability.    
Figure 7.a Chart showing the relative proportions of study participants with early 
(left, n = 9), vs. late onset (right, n = 4) sight loss and severity of sight loss. 
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In total, 11 components (the quantitative questions form the questionnaire) were first 
examined and the commonalities were all above .5 (shown in table 7.b). 
 
The initial eigenvalues showed that the first factor explained 34% of the variance, the 
second factor 26%, and a third factor 10%. The fourth, fifth and sixth factors had 
eigenvalues of just under one, explaining 8%, 6% and 3% of the variance respectively. A 
three-factor solution was explored, as 70% of the variance was explained by the first three 
factors, and each question showed a factor loading of at least .5 with one of these factors. 
 
 
Figure 7.b Scree plot showing the eigenvalues for each component of the factor analysis. 
Components relate to questions 15, 16, 17, 23, 24, 25, 26, 31, 32, 33 & 34 (in ascending numerical 
order) in the questionnaire. 
 
Five of the 11 questions (Q16, Q26, Q27, Q33, Q34- components 2, 6, 7, 10 and 11 in 
figure 7.b) showed loadings above .4 for two factors however, after varimax rotation with 
Kaiser Normalisation was applied each question correlated with only a single factor:  
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Factor 1 Factor 2 Factor 3 Communalities 
Q15 
 
.683  .510 
Q16 
 
 .832 .701 
Q17 
 
.837  .777 
Q23 
 
.788  .668 
Q24 
 
 .717 .652 
Q25 
 
.875  .821 
Q26 
 
 .693 .585 
Q31 .856   .751 
Q32 .877   .771 
Q33 .917   .868 
Q34 .824   .718 
 
Table 7.b The factor loadings and commonalities of the 11 quantitative questions applied in the 
self-report questionnaire. Factor loadings shown are the result of principal factor analysis after 
varimax rotation with Kaiser Normalisation, with values < .3 supressed. 
When comparing the questions according to their loading to each factor, the relationships 
between question themes were not entirely consistent: 
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Table 7.c Questions grouped according to the initial 3 factors, with inconsistent question themes 
for factors 2 and 3. 
Factor Question 
Factor 1 
“Do you find that the angle of your head 
affects how well you are able to tell if 
something is moving towards or away 
from you by its sound?”  
 
“Do you ever intentionally move your 
head to help you tell if something is 
moving towards or away from you by its 
sound?”  
 
“Do you find that the angle of your head 
affects how well you are able to tell how 
far away something is by its sound?” 
 
“Do you ever intentionally move your 
head to help you tell how far away 
something is by its sound?” 
 
Factor 2 
“In general, do you find it easy to tell 
what direction something is in by the 
sound it makes?”  
 
“Do you find it easy to tell what 
direction a vehicle is in by the sound it 
makes?” 
 
“Do you find it easy to tell if a vehicle is 
moving towards or away from you by 
the sound it makes?”  
 
“In general, do you find it easy to tell if 
something is moving towards or away 
from you by the sound it makes?”	 
Factor 3 
“Do you find it easy to tell how many 
vehicles there are by the sound they 
make?” 
 
“Do you find it easy to tell how far away 
a vehicle is by the sound it makes?” 		
 
“In general, do you find it easy to tell 
how far away something is by the sound 
is makes?” 
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Since the questions whose loadings correlated with the second and third factors broadly 
fit the theme of ease of localisation, a second factor analysis was conducted to explore 
the possibility of a two-factor solution. In this case, factor 1 accounted for 34% of the 
total variance, with factor 2 accounting for 26%.  
 
 
Factor 1 Factor 2 Communalities 
Q15 .669  .452 
Q16 .539  .301 
Q17 .847  .718 
Q23 .744 . .584 
Q24 .703  .509 
Q25 .789  .684 
Q26 .624  .404 
Q31 
 
.839 .703 
Q32 
 
.873 .766 
Q33 
 
.929 .863 
Q34 
 
.830 .718 
 
Table 7.d The loadings and commonalities of the 11 quantitative questions applied in the self-report 
questionnaire for a two-factor solution. Factor loadings shown are the result of principal factor 
analysis after varimax rotation with Kaiser Normalisation, with values < .3 supressed. 
In the two-factor solution, question 2: 
 
“In general, do you find it easy to tell how far away something is by the sound is makes?” 
 
Showed very low communality (.301). Since question 24 also dealt with auditory distance 
perception: 
 
“Do you find it easy to tell how far away a vehicle is by the sound it makes?” 		
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And its loading correlated with the same factor as question 2 and had a communality of 
.501, question 16 was removed from further analyses. The remaining 10 questions were 
then compared according to their correlations to each of the factors, and the factors were 
labelled: 
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Table 7.e Questions grouped according to the two-factor solution, with factor labels. 
Factor Question 
Factor 1: 
Self-reported auditory localisation 
confidence 
“In general, do you find it easy to tell 
what direction something is in by the 
sound it makes?”  
 
“Do you find it easy to tell what 
direction a vehicle is in by the sound it 
makes?” 
 
“Do you find it easy to tell if a vehicle is 
moving towards or away from you by 
the sound it makes?”  
 
“In general, do you find it easy to tell if 
something is moving towards or away 
from you by the sound it makes?”		
 
“Do you find it easy to tell how many 
vehicles there are by the sound they 
make?” 
 
“Do you find it easy to tell how far away 
a vehicle is by the sound it makes?” 		
 
 
Factor 2: 
Self-reported use of head movement and 
impact of head angle 
“Do you find that the angle of your head 
affects how well you are able to tell if 
something is moving towards or away 
from you by its sound?”  
 
“Do you ever intentionally move your 
head to help you tell if something is 
moving towards or away from you by its 
sound?”  
 
“Do you find that the angle of your head 
affects how well you are able to tell how 
far away something is by its sound?” 
 
“Do you ever intentionally move your 
head to help you tell how far away 
something is by its sound?” 
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The two-factor solution yielded more consistent groupings of questions by theme, and so 
the factors proposed were retained for further analyses. Scores for each of the factors 
were computed; as the original responses were each given on five-point Likert scales, 
simple mean responses to questions which had their primary loadings on each factor were 
used.  
7.2.5 Quantitative Statistical Analysis  
Data from the composite scores of the quantitative questions was analysed using one-way 
ANOVA tests on Bootstrapped means, with a confidence interval of 95%. The 
bootstrapping technique is employed when inferences about a population need to be made 
based upon results from a small sample of that population. The technique was first 
proposed in 1979 by Bradley Efron [247] and is based upon a process known as 
resampling. Since its introduction bootstrapping has gained wide popularity, even having 
been referred to as a “gold standard” in popular statistics [248]. Soon after Efron’s 
proposal, Singh further demonstrated the efficacy of bootstrapping [249] and Bickel & 
Freedman [250]. In this study, the quantitative statistical analyses are derived from 
Bootstrapped data. 
7.2.6 The Principle of Bootstrapping 
In statistical methods, the principle of plug-ins (where an unknown parameter can be 
substituted for with an estimate) is common. For example, when the population standard 
deviation is unknown, the standard deviation of a sample is used as an estimate in its 
place. In the case of bootstrapping however, all sample parameters are estimated [251]. 
The implications of this are that the bootstrapped parameters are not actually used as a 
substitute for the population parameters, but rather as an estimate for a larger sample 
parameter, based upon the parameters of the original sample. The bootstrapped statistics 
can be used to assess the accuracy of the original sample parameters, rather than to replace 
it. 
7.2.7 Sampling and Resampling 
Resampling forms the basis for implementation of bootstrapping and, as will become 
clear in this section, is where perhaps the largest assumption regarding this type of 
statistical analysis lies: when bootstrapping it is assumed that the data originally sampled 
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from a population contains a similar range of responses as one would expect to find within 
the population as a whole. If sampling is simply the practice of selecting a number of 
representatives from a population for testing, then resampling is simply repeatedly 
drawing a random selection from those samples to form a new sample set. 
  
It is important to note that the resample only ever draws from the original sample made, 
and never the actual population, and it is standard practice to draw many resamples, often 
reported as “replicates” of sampled data when used in conjunction with other statistical 
methods (such as ANOVA). The method of resampling is carried out with replacement, 
meaning that after a single response has been drawn into a resample selection, it may be 
drawn into it again.  In this way, the resampled values may be a surrogate for larger 
sample populations; the cost of directly sampling a large population is eliminated whilst 
many estimated responses for that population can still be obtained.   
7.2.8 Theoretical Support: Bootstrap with ANOVA 
Much statistical analysis depends upon the Central Limit Theorem holding true; if a 
population parameter ù (such as a population mean response) is the subject of study, and 
a random sample of size n returns the data (X1, X2,…, Xn) then the corresponding sample 
statistic of ù is ùT. It is hoped (and indeed often assumed) that for a large sample size the 
distribution of ùT will be normal and centred on ù with standard error51 Rû √;⁄ W, where a 
depends upon the population and the type of statistic ùT. Although this may hold true for 
                                               
51 The standard deviation of sample means 
1 
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Figure 7.c Schematic representation of resampling in statistical analysis 
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larger sample sizes, in smaller samples it may be impossible to sufficiently demonstrate 
a normal distribution from the responses gathered. Bootstrapping offers a bypass for this 
issue by estimating a much larger sample size. Singh [249] and Bickel & Freedman [250] 
demonstrated the bootstrap sample distribution’s asymptotic validity in most common 
statistics. The bootstrap distribution ùT†	is normal and centred at ùT with standard deviation Rû √;⁄ W, the distribution of  ùT†	– ùT approximates that of ùT – ù, forming the bootstrap 
central limit theorem.  
 
To take advantage of the bootstrap method’s power to estimate population parameters in 
conjunction with the more common ANOVA statistical method the quantitative 
inferential analyses presented here were treated by first performing a standard one-way 
ANOVA test to determine p and F values in the observed sample. The sample data was 
then resampled 1,000 times using the Bootstrap method (outlined in 7.2.6) each resample, 
or replicate, was tested with the one-way ANOVA method to determine its p and F values. 
Mean p and F values were then calculated using the ANOVA results from the observed 
and Bootstrap replicated data.   
 
This scheme, sometimes referred to as the ANOVA by simple bootstrap, is known to be 
more conservative (reducing the probability of Type I error) [252] and bootstrapping for 
ANOVA, as well as other forms of inferential statistical tests, is a generally accepted 
method [253] [254]. 
7.2.9 Self-Report Questionnaire Content Analysis 
The qualitative data gathered via open-ended questions was organised by theme, based 
upon the question which was being responded to, and the actions and scenarios reported 
in participant’s response to it.  
 
The key thematic areas identified were: 
• Descriptions of head movement patterns 
• Discussion of sounds which elicited greater confidence in localisation 
• Discussions of sounds which elicited reduced confidence in localisation 
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• Descriptions of scenarios in which sound localisation was problematic 
• Descriptions of behaviours not related to head movement 
 
Data was further organised into sub topics within each theme and repeated themes/topics 
are reported to indicate their popularity within the sample. The design of the questions 
meant that it was possible for a participant to reiterate a theme in two different questions, 
for example; 
 
“Do you ever use any physical actions or behaviours to tell if a sound is moving towards 
or away from you?” 
 
And 
 
“Do you ever use any physical actions or behaviours to tell if a vehicle is moving towards 
or away from you?” 
 
Could elicit the same response from a participant. In cases where it was clear that the 
participant was reiterating a previous answer, it was only counted once.  
7.3 Self-Report Questionnaire: Quantitative Results  
In this section, the results from the questionnaire are presented in terms of the two factors 
determined in chapter 7.2.4- Factor 1: Self-reported Auditory Localisation Confidence 
and Factor 2: Self-reported use of head movement and impact of head angle. Quantitative 
analyses are drawn from the Bootstrapped sample results, which are based upon the mean 
response values determined for each factor.  
7.3.1 Factor 1: Self-reported Auditory Localisation Confidence  
The bootstrapped mean response to factor 1 by group were: 
 
• Early onset sight-loss: mean = 2.07, std. dev = .86, std. err = .28 
• Late onset sight-loss: mean = 2.10, std. dev = .52, std. err = .23 
• Sighted:  mean = 1.60, std. dev = .58, std. err = .18 
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Although the mean responses for visually impaired groups were lower than those of the 
sighted group, the ANOVA showed no significant difference between groups: 
 
Factor 1 ANOVA 
 
Sum of 
Squares 
df Mean Square F Sig. 
Between Groups 1.365 2 .682 1.418 .264 
Within Groups 10.106 21 .481 
  
Total 11.471 23 
   
      
Table 7.f Results of one-way ANOVA for bootstrapped means of responses to Factor 1: Self-
reported Auditory Localisation Confidence 
 
The hypothesis that the visually impaired would report higher levels of auditory 
localisation confidence than the sighted is not supported by these results. For designers 
of auditory assistive technology, the result may still offer some encouragement. For the 
auditory localisation scenarios included in factor 1, there was a positive level of self-
reported localisation confidence from the visually impaired groups.  
 
Although it might have been expected that those affected by early onset sight loss would 
report higher confidence in auditory localisation (owing to some suggestions in literature 
that they possess improved localisation abilities when compared to late-onset, or sighted 
individuals), here it was in fact the sighted and late-onset blind individuals that appeared 
to report generally higher confidence. The lower reported confidence in visually impaired 
individuals when responding to the question regarding vehicles moving towards or away 
from them is very telling, particularly when considered in context with the qualitative 
responses provided (discussed in chapter 7.4). This perhaps reveals a more personal 
aspect to auditory localisation amongst the blind: the existence of some increased 
performance in auditory perception does not necessarily elicit higher levels of confidence 
in individuals which must rely upon it for their safety. Furthermore, even if an individual 
possesses such increased abilities, they will not automatically be aware of it.   
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7.3.2 Factor 2: Self-Reported use of Head Movement and Impact of Head Angle  
In terms of the hypothesis that the visually impaired group would report the use of head 
movement and awareness of the impact of head angle above chance levels (40%), the 
responses to factor 2 indicated that the hypothesis could be accepted (66% of responses 
< 3, compared to the chance level of 40%).  
 
In terms of group differences, the bootstrapped mean response to factor 1 by group were: 
 
• Early onset sight-loss: mean = 1.97, std. dev = 1.01, std. err = .33 
• Late onset sight-loss: mean = 2.75, std. dev = 1.63, std. err = .73 
• Sighted:  mean = 2.62, std. dev = 1.31, std. err = .41 
 
Whilst the mean response for the early sight-loss group was lower than that of the other 
two groups, the ANOVA showed no significant differences: 
 
Factor 2 ANOVA 
 
Sum of 
Squares 
df Mean Square F Sig. 
Between Groups 2.765 2 1.382 .839 .446 
Within Groups 34.587 21 1.647 
  
Total 37.352 23 
   
      
Table 7.g Results of one-way ANOVA for bootstrapped means of responses to Factor 2: Self-
reported Use of Head Movement and Impact of head angle 
This result did not support the hypothesis that significant differences in the self-reported 
use of head movement and impact of head angle would exist between groups. 
7.4 Self-Report Questionnaire: Content Analysis  
The qualitative data was obtained from open-ended questions which were asked both 
before, and after head movement had been introduced as a topic of questioning. The 
qualitative results are presented first, after which the quantitative results are presented, 
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beginning with data from responses given before head movement had been explicitly 
mentioned in the questionnaire.  
 
7.4.1 Self-reported Auditory Sound Source Localisation Confidence  
The content presented here was obtained from questions which were asked before head 
movement had been introduced as a topic in the questionnaire. Several issues of concern 
for the visually impaired arose in the qualitative data gathered, which could help to shed 
light upon factors that were detrimental to respondents self-reported confidence in sound 
localisation, as well as in navigating in the presence of sound under certain circumstances.  
 
Perhaps unsurprisingly, both early- and late-blind participants mentioned “silent” 
vehicles as problematic, with electric cars and bicycles being frequently cited as harmful 
to the respondent’s confidence when navigating busy environments. In fact, seven 
visually impaired participants voiced concerns over them, with mobility scooters 
mentioned by a further two. Their concerns were not limited to relatively quiet or silent 
vehicles however, and an interesting contrast emerged between the early- and late onset 
visually impaired groups: when asked about their confidence in estimating the distance 
to vehicles two members of the early-blind group reported that slow moving cars were 
problematic, in direct contrast to the late-blind group where only one respondent 
mentioned movement velocity, stating that “faster cars are harder”. Four visually 
impaired respondents also mentioned that they had noticed the presence of interfering 
sound reduced their confidence, each referring specifically to different sources of said 
noise: sirens, helicopters, roadworks, and vehicles on roads adjacent to those of concern.  
In contrast, only one member of the sighted group mentioned interfering sounds reducing 
localisation confidence during the study, however two others specifically mentioned 
aircraft being hard to localise. In general, the responses from the sighted group were 
rather diffuse, only seven respondents mentioned certain sounds being harder to locate 
and, aside from the already mentioned aircraft, all were specific to the individual: phone 
alerts, burglar alarms, heavy goods vehicles, low-pitched sounds, and high-pitched 
sounds.  
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At this stage of the questionnaire participants were also asked to report on any sounds 
which they felt particularly confident when locating in terms of position, distance, or 
movement direction. Only three visually impaired participants responded affirmatively, 
two of which stated that crossing signal sounds were easy to locate, another stating 
confidence in locating human voices.  
 
It is interesting that crossing signal “beeps” should be a point of confidence for some 
respondents, when emergency vehicle sirens are reported as detrimental to it when both 
stimuli occupy similar high frequency bands of sound. It seems reasonable to suggest that 
the crossing signal represents a fixed and stationary point, identifying a tool to assist 
navigation, whereas a siren represents a moving sound which is both loud enough to mask 
other sounds around it and is, by nature of design and cultural expectation, intended to 
alert people nearby to the danger of a fast moving vehicle which may not conform to the 
behaviour of other traffic around it (it may exceed the speed limit, pass traffic lights 
regardless of signals to stop, and continue to move when other vehicles become 
stationary). These factors may account for the stark contrast in the impact the two sounds 
have on visually impaired people’s confidence when navigating, and when locating 
sounds.  
7.4.2 Self-Reported use of Head Movement in Auditory Localisation  
The content presented in this section was obtained from questions asked after the topic 
of head movement had been introduced in the questionnaire.  
 
For determining the direction of sound source movement, five early-blind participants 
specifically mentioned that they employed a head turning strategy. Turning to face the 
sound was the most popular strategy, however one respondent stated that they turned one 
ear towards the sound and reported an intent to differentiate between reverberation and 
direct sound:  
 
“I stop walking and turn my head, especially for sirens- they tend to echo very loudly so 
I want to tell the difference between echoes and the sound…I think if I focus one ear 
towards the sound I can pick up more information about it” 
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Although its impact upon auditory cues cannot be known from the response, this strategy 
of turning only one ear towards the perceived direct sound may be used to increase inter-
aural level differences between direct and reverberant sounds by introducing the 
acoustical shadow of the head to separate the direct sound from nearby reflectors, a 
strategy which may help unmask sounds in a similar way to that observed in “cocktail 
party problem” type situations. Unlike the early-blind group, only one person from the 
late-blind group mentioned the use of head movement at this stage, reporting “careful 
turning towards” vehicles with high pitched engine notes, such as motor scooters. Three 
sighted participants mentioned head movement in the context of detecting sound source 
motion, in which two stated that they turned to face the sound, and one stated that they 
tended to turn one ear towards the sound.  
 
Only two members of each visually impaired group mentioned head movement in 
conjunction with distance discrimination, and only one of these respondents (from the 
late-blind group) had not already mentioned using head movement in the context of 
determining the direction of sound source movement. This may mean that when directly 
asked about head movement later in the questionnaire (the results of which are included 
in figure 7.e and 7.f) some visually impaired participants over estimated their use of head 
movement. For instance, ten respondents indicated that they used head movement at least 
some of the time to assist in sound source movement discrimination, three more than had 
previously mentioned head movement or angle before it was specifically described by the 
questionnaire. This result was not echoed by the sighted group, of which seven mentioned 
the use of head movement to facilitate distance perception before head movement had 
been introduced as a topic of questioning.  
 
Finally, at the end of the questionnaire, respondents that had reported the use of head 
movement were asked to explain how they felt its use was helpful to them in the scenarios 
that had been described. Although only four participants felt able to answer this question, 
amongst the early-blind group two stated that they felt it helped to eliminate confusion 
between sounds that were of interest and those that were not, and one stated that they 
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specifically tracked particular sound sources using head movement. In the late blind 
group one participant reiterated that head movement helped them to “hear more 
accurately”, but was not able to say why. The sparsity of insightful comments here may 
be a sign of limitation in self-reporting, as well as issues in the construction of the 
question; when considering how head movement helps the participants may not 
understand the auditory processes underlying any reported benefit of head movement, 
should they have even considered it before questioning. Indeed, the answers that were 
offered describe better what the participants felt head movement achieved, rather than 
how it was achieved. 
7.5 Discussion  
The goal of this study was to provide a larger body of data regarding head movement and 
auditory perception than was provided by the field study discussed in chapter 6. For 
testing the hypotheses outlined in chapter 7.1.3, the lack of empirical data on this subject 
within literature made it difficult to estimate what data might be provided by a larger 
population, but the use of statistical bootstrapping has allowed for some assertions 
towards the original hypotheses to be made: 
 
• Visually impaired individuals (VI) would self-report greater auditory localisation 
confidence than sighted individuals (S) (when responding to factor 1):  
(JE: îïñ 	< 	 îò) 
 
Although no statistically significant differences were found between groups with regards 
to this hypothesis, the mean confidence self-reported by visually impaired groups was 
actually lower than that of the sighted group, although all groups responded with some 
positive level of confidence (î < 3). 
 
• Visually impaired individuals (VI) would self-report head angle and movement 
as a factor in auditory distance perception during navigation (number of VI 
responses to factor 1 at < 3 is greater than 40%52 of VI total responses to factor 2) 
                                               
52 Chance level 
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The responses of the visually impaired groups indicated the use of head movement and 
awareness of the impact of head angle at levels above chance (66%).  
 
• The self-reported use of head angle and movement to facilitate auditory 
perception in individuals with early onset sight-loss (E) will vary significantly 
from that of those with late-onset sight-loss (L), and sighted individuals (S) (when 
responding to factor 2): 
(JE: îö ≠ 	îõ	Pú$	îò) 
 
There were no outstanding variances between participants with early and late-onset sight 
loss in regards to the self-reported use of head movement.  
 
Moving beyond the tested hypotheses, it was also clear that there are multiple concerns 
for the visually impaired: electric or “silent” vehicles such as bicycles were often reported 
as a source of concern, as were sirens. It may seem surprising that sirens were a source 
of concern in terms of auditory localisation however, common siren sounds have 
previously been observed to be problematic in this regard [255]. Whilst this may not seem 
of direct concern to designers of assistive auditory VR, it is valuable information with 
regards to the design of symbolic auditory representations where avoiding similar types 
of sound design would be advisable. Reported sound sources or types which were difficult 
to localise for the sighted group were more varied and generalised, perhaps owing to their 
ability to visually verify the position of sound emitting objects, as was the case for the 
other qualitative components of the study. Qualitative results in the study only varied 
significantly between sighted and visually impaired groups for one question (question 5) 
in which the sighted reported greater confidence in determining whether vehicles were 
moving towards or away from them using the auditory channel. 
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Part IV: Acoustical Study
149 
 
8. Analysis of Binaural Cues in Reverberant Space 
This chapter describes a series of acoustical head-related transfer function measurements 
made in an enclosed reverberant environment, it explores interaural level differences, 
spectral properties, and interaural cross- correlation in direct and reverberant sound at 
varying sound source distances and head angles. 
8.1  Rationale 
The inclusion of reverberation in binaural virtual reality is known to mitigate the issue of 
in-head localisation/listening [162] [22] as well as to facilitate auditory distance 
perception [79]. In Bronkhorst’s model for distance perception in rooms, absolute arrival 
times were considered the most significant in determining whether an arriving sound 
pressure wave would be considered as a direct or reflected sound by the human hearing 
system [86]. This model could predict perceived distances in listening tests with sighted 
participants, over distances up to 3m.  
 
The present experiment aims to explore interaural cues, particularly interaural level 
differences, spectral cues, and cross-correlations over greater distances (up to ≈10m) and 
for varying head angles. This exploration of the impact of head angle could provide 
insight towards the need for accurately modelled reverberation in virtual environments 
under conditions where some form of head movement has been implemented.   
 
For the sake of noise isolation, it was necessary to conduct the experiment described here 
indoors, which introduces factors such as ceiling reflections which would not be 
encountered in most outdoor environments. It is still of interest to see to what extent level 
differences exist between direct and reverberant sound at larger distances, and varying 
head angles. 
8.2 Methodology 
8.2.1 Measurement Apparatus 
• Phonic PAA3 handheld audio analyser 
• GRAS KEMAR 45BB-x Dummy head, torso, and KB5001 pinnae 
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• GRAS 40xx measurement microphone cartridges  
• Brüel & Kjær Geodis omni-directional loudspeaker and amplifier 
• Zoom H4N Portable digital audio recorder 
• Apple MacBook Pro 
• M-Audio FastTrack USB audio interface 
• Time logarithmic sinusoidal sweep from 20Hz-20kHz (10 second duration, in 
.wav digital audio format) 
 
8.2.1 Apparatus Calibration 
Acoustical measurements were performed in a large room measuring 13.8m(L), 
12.8m(W), and 9m(H) using a KEMAR dummy head and torso with two GRAS 
measurement microphones mounted internally at the ear canals for measurement 
recording, and a Brüel & Kjær Geodis omni-directional loudspeaker and amplifier as the 
Amplifier 
Recorder 
Interface 
1m 
Set-up during experiment 
Set-up during calibration 
Audio analyser 
Dummy + 
microphones 
Loudspeaker Laptop + sine sweep file 
Figure 8.a Simplified diagram of both the calibration and experiment measurement equipment, 
showing audio/acoustical signal flow, and connection order of the test apparatus 
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sound source. The source audio was a logarithmic sine sweep from 20Hz-20KHz at 
91dBSPL (at 1kHz) at 1m from the speaker. 
 
Although cuboid in shape, the room was not a truly homogenous acoustical environment. 
The wall towards the right ear of the dummy head contained 2 pairs of wooden double 
doors, each pair measuring ≈3.4m(w) x 1.98m(h). Additionally, a set of un-removable 
fabric drapes running from the ceiling to the floor were in each side corner of the room 
towards the left ear of the dummy head. These drapes were drawn back to present the 
smallest surface area possible, resulting in an ≈2.5m(w) x 9m(h) portions of the left most 
wall being occluded at either corner. The RT60 of the room was measured at ≈2 seconds 
using the PAA3 audio analyser.  
8.2.2 Experimental Measurement Positions 
The dummy head was placed 3.5m from the rear wall of the room, and 6.54m from the 
side walls, such that each was equidistant to the position of the dummy. This position was 
maintained throughout the experimental measurements, whilst the omni-directional 
loudspeaker was placed initially at 1m from the dummy, and was moved back to 2m, 5m, 
7m, and 10m. At each distance, a measurement of the sine sweep was recorded with the 
dummy head angled at 5º increments between 0º and 45º, and then at 15º increments 
between 45º and 90º. 
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8.2.1 Measurement Impulse Response Preparation 
The recorded measurement sweeps were then convolved with an inverse of the original 
sweep signal, creating an impulse response measurement [256] of both the environment 
and the dummy head/torso for each of the head angles at each distance.  
The impulse responses representing each angle and distance measured were separated 
into two time windows:  
 
• The first window representing direct sound and reflections from the dummy head 
and body, covering the first 2 milliseconds of the impulse response; to include 
reflections from obstacles no greater than ≈68cm away from the ear canal, a radius 
which covers both the head, shoulder, and chest surfaces of the dummy [257]: 
 
 s = 21C = 	 (& = 68.1)(. = 	3431 C⁄ ) 
 
Where r is the distance from the ear canal opening of the dummy to the approximate 
position of the navel, and c is the speed of sound in room temperature (21ºC) air.  
 
6.4m 
3.5m 
Dummy 
Head 
1m 2m 5m 7m 10m 
Speaker Positions 
Drapes 
Doors 
Figure 8.b the position of the dummy head, and sequential loudspeaker positions used 
during the acoustical measurements 
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• The second window representing the remainder of the acoustical information 
regarding room acoustical characteristics (from 2ms to 2 seconds = RT60 of the 
experiment room). 
8.3 Sound Pressure Levels for Direct and Reflected Sound 
An analysis of direct to reflected sound pressure was conducted, in which reflected sound 
was further subdivided into early reflections (for reflections arriving between 2ms-50ms) 
and late reflections, or reverb tail (which was comprised of all sound arriving after 50ms). 
SPL values for each of the 3 windows were determined via RMS53 averaging. 
 
As would be expected, the direct sound shows a uniform reduction in SPL over distance, 
such that for each doubling of distance between the dummy and speaker the SPL is 
approximately halved. Although both early reflections and full reverberant SPL show a 
net reduction over distance, they do not conform to the same inverse proportionality as 
the direct sound. Furthermore, slight increases in SPL can be seen between measurements 
at 1m and 2m for early reflections. 
 
A disparity was noted between early reflections and full reverberant SPLs measured 
between 5m and 10m, where the early reflection SPL shows a marginal increase, whereas 
the reverberant SPL increases <1dB between 5m and 7m, then decreases between 7m and 
10m. 
 
                                               
53 Root-Mean-Square averaging, used to derive the time averaged amplitude of sound 
pressure (Errede, 2002) 
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Figure 8.c A graph showing the measured direct (red), early reflection (blue), and reverberant 
(green) sound pressure levels after RMS averaging 
 
It is expected that the summed SPL of all discrete reflections in a room will become 
roughly constant at any distance between the speaker and dummy head. This is because 
the SPL of reflected sound depends upon the geometrical configuration of the space 
within which the sound is held, and upon the acoustical properties of sound reflecting 
surfaces in the room. The results show a slight net decrease of ≈3dB between 1m and 
10m measurement positions. This decrease is non-uniform, with both early reflections 
and total reverberant SPLs fluctuating in a way which may be accounted for by the 
presence of nodes and antinodes in acoustical standing waves at the point of 
measurement, which would (unlike average SPL levels) be dependent upon the position 
of the dummy head relative to the reflective surfaces and speaker in the room. 
 
It is also possible that as the arrival angle of reflected sounds changes, because of the 
movement of the sound source, the arriving wave fronts may encounter acoustical 
impedance caused by the pinna, tragus, and head.  
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8.4 Interaural Level Differences in Direct and Reflected Sound 
An analysis of interaural level differences (ILDs) in direct sound and early reflections 
was conducted. In this case, direct sound was any sound arriving before 2ms, and 
reflected sound was considered as any sound arriving thereafter. Once again, SPL levels 
for each window were obtained via RMS averaging. 
 
In general, the ILDs in direct sound increased as the angle of the head increases. The 
ILDs in reflected sound by a lesser amount. In fact, ILDs in reflected sound are never 
greater than 10dB, even when the corresponding direct sound ILD is ≈18dB. 
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The relatively low ILD at 1m, when compared to those at greater distances may be an 
anomaly. It would be expected that ILDs for sound sources closer to the listening position 
would be greater, as the distance between the ears represents a proportionally greater 
amount of the total distance to the sound source; according to inverse square law this 
should mean that energy loss (and therefore pressure decrease in the sound wave) would 
be measurably larger at the ear angled away from the sound source, although similar 
fluctuations in ILD measurements at different angles have been noted before, as sound in 
Direct ILDs Reflected ILDs
1m
2m
5m
7m
10m
d
B
S
P
L
Head angle
(degrees)
Figure 8.d Graphs showing ILDs in direct (left) and reflected (right) 
sound as a function of head angle and distance 
 5         15        25        35         5         15        25        35     
 5         15        25        35         5         15        25        35        
 5         15        25        35         5         15        25        35        
 5         15        25        35         5         15        25        35        
 5         15        25        35         5         15        25        35        
Head Angle (degrees) 
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bounded spaces such as rooms does not strictly conform to the same pressure loss over 
distance as sounds in free/diffuse fields [258]. 
 
The disparity in ILDs between direct and reflected sounds can be accounted for by the 
directionality of the arriving sound wave fronts; reflected sounds arrive from points 
around the listening position, corresponding to the positions of the reflective surfaces 
(walls, floor, and ceiling) of the room, whereas the direct sound arrives from the direction 
of the sound source alone. 
 
As predicted by the relatively small deviation of SPL for reflected sound at all distances 
measured, the ILDs for reflected sound are consistently below 5dB, regardless of head 
angle or distance between speaker and dummy head. 
 
The relatively low ILDs in direct sound at 1m cannot be easily accounted for. In general, 
ILDs from distances of 2m or greater proceed as expected, that is they decrease as 
distance to source increases- this would indicate a possible error in the experimental 
procedure when the ILDs at 1m meter were measured, or when the resulting audio files 
were processed for analysis. 
8.5 Interaural Level Differences over Frequency and Distance 
The final analysis of ILDs over both distance and frequency was conducted for both direct 
and reflected sound. The impulse responses were divided into 8 frequency bands with 
centre frequencies of 250Hz, 500Hz, 1000Hz, 2000Hz, 3000Hz, 4000Hz, 5000Hz, and 
6000Hz using 3rd order Butterworth bandpass filters. As with the previous analyses SPL 
for direct and reflected sound was determined via RMS averaging, with direct sound 
considered as any sound arriving before 2ms and reflected sound being any arriving 
thereafter. 
At an azimuth angle of 0° ILDs in reflected sound are greater than those of direct sound.  
With the sound source located <2m from frequencies from 250Hz-6000Hz is consistently 
lower than that of the direct sound (except for the 0° azimuth measurement). As distance 
increases the difference between mean ILDs reduces, particularly for angles >30°. 
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At distances >5m the mean ILD of reflected sound is greater than that of direct sound 
when the sound is located at 5° of azimuth. 
 
Maximum ILDs in direct sound are between 24dBSPL and 26dBSPL and are found at 
angles >30° in all measured distances between the sound source and dummy head. 
Maximum ILDs in reflected sound are between 20dBSPL and 23dBSPL and are generally 
found at angles of 20° to 35°, although they are inconsistent over the range of distances 
measured. 
 
The only consistent azimuth angle at which mean reflected ILDs are greater than direct 
ILDs is 0° reinforces the assertion that ILDs in reflected sound depend upon factors 
beyond the angle of the sound source relative to the head, they must also depend upon 
the geometric configuration and acoustical properties of the space within which the sound 
is contained. Considering that the mean ILD for reflected sounds is never greater than 
10dBSPLat any angle or distance measured, even when corresponding mean ILDs for 
direct sound could be as great as ≈17dBSPL this assertion is further reinforced. 
8.6 Spectral Analysis of Impulse Response Measurements 
Spectrograms of the measurements made during the experiment, at different distances 
and angles, for both ears were computed, and spectral differences in measurements over 
both head angle and sound source distance were computed as spectrograms (the 
methodology for which is described in 8.6.1).  
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One of the most prominent features visible in the measurement spectrograms was 
apparent spectral notches caused by the pinna [259], below 15kHz. These notches were 
present in both direct sound, early reflections, and reverberation across all distances. They 
could also be consistently observed in either ear at any head angle.   
These notches are most significant for the perception of sound source elevation, with the 
frequency at which they are present having an inverse relationship with the angle of 
elevation [260]. Also, visible in these spectrograms is the difference in early arriving 
reflections and direct sound. In the above figure, the earliest arriving sound waves are 
noticeably lower in magnitude in the right ear (furthest from the sound source) owing to 
early reflections created by boundaries between the listening position and sound source 
which arrive at the closest ear first, encountering less impedance from the listener’s head. 
At closer distances, although this attenuation is still present, it is less severe, particularly 
below ≈1kHz. In the left ear (closest to the sound source) this level difference is present, 
although less pronounced. 
Figure 8.e Spectrogram of measurements taken at 10m from the sound source for both left and right ears 
at 60° azimuth, with the pinna spectral notch illustrated 
Apparent Pinna 
Spectral Notch at 
≈10kHz 
Apparent Pinna 
Spectral Notch at 
≈10kHz 
HRTF Spectrogram at 1m, 20°, Left HRTF Spectrogram at 10m, 20°, 
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This range of frequencies encountered the greatest attenuation. At 10m, with the sound 
source at 20° azimuth or more, up to >10dB of attenuation was measured at the right ear 
in early arriving reflections above 10kHz when compared to the left ear.  
 
 
 
 
 
 
 
 
 
Figure 8.f Spectrogram of measurements taken at 1m from the sound source for both left and right ears at 
20° azimuth, with range of less attenuated direct and early arriving reflections illustrated 
HRTF Spectrogram at 1m, 20°, Left HRTF Spectrogram at 1m, 20°, 
Range of less 
attenuated 
frequencies 
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As the comparison above shows, sound pressure arriving at the right ear is generally 
lower than that arriving at the left ear (for angles from 20° azimuth), however the greatest 
differences between left and right ears all appear below 6kHz and within the first ≈25ms 
of arriving sound. This change is not only a result of ILDs but also differences in the 
position and/or intensity of early reflections, which vary according to the relative position 
HRTF Spectrogram at 20° Azimuth, Left Ear 
HRTF Spectrogram at 20° Azimuth, Right Ear 
  1m          2m   5m          7m
Figure 8.g Spectrograms comparing the amplitude of sounds arriving 
within .1 seconds of the direct sound for left (top) and right (bottom) 
ears at 20° azimuth at distances between 1m and 10m 
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of reflecting boundaries as the angle of incidence and reflection is altered by the 
movement of the sound source. 
8.7 Interaural Cross Correlations 
A final analysis of the cross correlations between ears at each distance and angle was 
conducted.  
8.8 Interaural Cross Correlations Over Distance and Angle 
Interaural Cross Correlation Coefficients (IACCs) were calculated for each series of 
measurements. The IACCs were used to determine maximal correlation levels between 
wave fronts arriving at each ear, as well as interaural time differences but the arriving 
waves.  
 
First, IACCs for direct sound were computed by isolating the first 2ms of the measured 
impulse responses (shown in figure 5.h). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
           0º (max IACC at 0ms) 
         45º (max IACC at .4ms) 
         90º (max IACC at .6ms) 
Direct Sound IACC over Angle and Distance 
Figure 8.h Plot of IACC for direct sound over angle and distance, showing IACCS 
for 0º (red), 45º (green) and 90º (blue) 
IA
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Here, the highest IACCs were measured at 1m, and for measurements where the source 
was at 0º azimuth. IACCs decreased greatly as a function of both angle and distance, with 
the greatest reduction shown between 1m and 5m.  At 5m, 0º and 45º IACCs are almost 
identical. As would be expected, the ITD varies consistently with the dimensions of the 
head as a function of the angle of the head relative to the sound source. This indicates 
that the direct sound impulse is indeed the most significant inter-aurally correlated waves 
in the measurement.  
Next IACCs were computed for the early (IACCE54) portion of the impulse response 
measurements (shown in figure 5.i). Here, the highest IACCs were measured at 1m, and 
for measurements where the source was at 0º azimuth. IACCs decreased greatly as a 
                                               
54 IACC calculated over the first 80ms of a measured signal, excluding direct energy 
IACCE over Angle and Distance 
Figure 8.i Plot of IACCE over angle and distance, showing IACCs for 0º (red), 45º 
(green) and 90º (blue)  
      0º          (max IACCE 
         45º          times 
         90º          vary) 
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function of both angle and distance, with the greatest reduction shown between 1m and 
5m. The lag time of maximal correlation time in isolated early reflections with the sound 
source placed at 45º azimuth rose as a function of distance between the dummy head and 
sound source as follows: 1m ≈ .41ms, 2m ≈ 1.92ms, 5m ≈ 7.81ms, 7m ≈ 13.13ms, 10m ≈	30.85ms. This increasing correlation time are likely a product of the dimensions of the 
space in which the measurements were made, where highly correlating early reflections 
from surfaces closest to the speaker and dummy head arrive at varying times as their 
propagation path between speaker and dummy is lengthened.    
 
Finally, IACCLs55 were calculated (shown in figure 5.j).  
                                               
55 IACC calculated over the measurement period, excluding direct and early reflected 
energy 
        0º (max IACCL at 0ms) 
      45º (max IACCL at 4ms) 
      90º (max IACCL at 6ms) 
IACCL over Distance and Angle 
Figure 8.j Plot of IACCL over angle and distance, showing IACCs for 0º (red), 45º 
(green) and 90º (blue) and maximal interaural correlation times within the late 
reverberation window 
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Here correlations were observed for sounds located at 0º azimuth, at distances <5m, 
outside of which no distinct correlations were found.  
8.9 General Discussion 
Given that, in reverberant environments, just noticeable differences56 arising as a result 
of ILDs have been demonstrated to be a more robust cue for sound source localisation 
than those arising because of ITD [261], the ILD differences detected in impulse response 
measurements may be a more viable cue than the ITDs. The level differences in 
reverberant energy measured here were lower than those found in direct sound, and varied 
less as a function of head angle.  
 
The highest correlations in early reflections for sounds emitted within 2m of the dummy 
head were found within 2ms. For sounds arriving after this time frame, correlation 
approached zero at all angles outside of 0° azimuth. The data measured here would 
support the notion that accurately modelled early reflections would provide the most 
salient psychoacoustical cues, and a generalised algorithmic late-reverberation tail could 
be employed, if it provided appropriate direct-to-reverberant energy ratios for the space 
being virtually modelled. Whilst this experiment demonstrated the phenomenon within a 
large reverberant room, in a typical urban environment, the presence of two reflecting 
surfaces (such as the floor, and one nearby building or wall) could generate early 
reflections, although the RT60 would likely be lower than in a fully enclosed environment 
[262].  
 
 
 
 
 
 
 
 
                                               
56 Differences which are considered perceptually detectable by humans 
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9. General Discussion 
This section discusses the scope of the three studies presented and compares the key findings 
in each with information drawn from the literature review with a view to commenting upon the 
use and role of head movement in auditory perception of the visually impaired. Based upon 
this, suggestions are made for designers of virtual reality to consider the use cases of their 
technology and the end user’s requirements, with a view towards reducing where appropriate 
the complexity and cost of assistive virtual reality technology. The original contributions are 
summarised and finally, some future avenues of study expanding upon the work presented are 
suggested along with the contextual framework within which they sit.  
9.1 Scope of the Studies Presented 
It should be noted that the field study reported in chapter 6 was conducted over a very small 
sample of individuals. Although the sample was well proportioned in terms of participants with 
early onset and late onset sight-loss, this sample alone is too small to make a strong case for 
the use of head movement in auditory perception amongst the visually impaired. The self-report 
questionnaire study reported in chapter 7 contains a larger sample of 26 (13 of which were 
visually impaired individuals), and utilised statistical bootstrapping upon two factors identified 
within the questionnaire to make inferences regarding the larger visually impaired population. 
These replicated sample results were used to minimise the risk of type I errors57 in the one-way 
ANOVA tests which were used when analysing the results. Although steps were taken to 
minimise biases in results introduced by social desirability, and by prior learning or 
expectations concerning navigation, such biases cannot be truly considered excluded. 
 
The outstanding limitation of the questionnaire study was its use of self-report methods. As 
discussed in chapter 7, whilst this method may be used to assess people’s behaviours 
(particularly those which they assign personal importance to) it cannot offer reliable access to 
an understanding of the deeper cognitive processes which may underlie that behaviour. 
Nonetheless they offered a viable source of insight into the self-reported navigational strategies 
of the visually impaired, where the application of stronger observational methods described in 
chapter 6 had been weakened by small sample sizes. Qualitative data regarding the visually 
                                               
57 The erroneous rejection of a null hypothesis 
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impaired was also of value, as certain trends in the self-reported sounds and scenarios of 
interest or concern for the visually impaired emerged. 
 
The acoustical study presented in chapter 8 provided an acoustical analysis of available 
auditory cues in a large, reverberant environment. Although this environment is removed from 
the typical outdoor areas that were the topic of the previous studies, it did offer some insight 
into the changes in acoustical cues which are introduced in conditions where the distance of 
the sound source, and the angle of the head relative to the position of the sounds source, change. 
Whilst they remained subjectively unexplored, a number of potentially viable related cues were 
observed.  
9.2 The Use of Head Movement by the Visually Impaired 
Head movement was both measured, and self-reported, in the visually impaired during 
navigation tasks. This included both those participants with early and late-onset sight loss. 
Whilst it is possible that the self-reported use of head movement was a result of a perceived 
expectation to report such, the combination of measured behaviour and the fact that some 
participants reported the use of head movement before it was specifically addressed in the 
questionnaire strengthen the case for this being a valid result. Although little quantitative 
variance beyond head movement (yaw) velocity was found between visually impaired and 
sighted individuals (meaning that the initial hypothesis that there would be quantitative 
variance between early-onset, and late-onset and sighted groups was unsubstantiated) there 
were qualitative differences in the use of head movement measured in the observational study 
(detailed in chapter 6), as well as some qualitative differences in the self-reported strategies 
(detailed in chapter 7). As may have been expected, the sighted appeared to use head movement 
as a tool for visually verifying objects such as crossing lights, and trip hazards, whilst the 
visually impaired responded more to sound sources.  
 
The visually impaired also discussed the hazards posed by electric cars, bicycles, and other 
vehicles which produce relatively little sound, where the sighted reported auditory localisation 
issues in more generalised terms. These qualitative differences in the self-report responses 
seem likely to have arisen because of the importance and priorities different groups placed 
upon sound during navigation: “silent” vehicles would pose a risk to the visually impaired as, 
in the absence of sound, their presence would be hard to identify. The sighted, possessing the 
ability to visually verify the location of such vehicles, would likely feel less threatened by them 
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and therefore place less importance upon them in the context of the navigational studies 
presented here. This may have also been a factor in the observational study- the visually 
impaired tended to take longer to cross pedestrianised roads than the sighted. The waiting 
strategy they displayed at this crossing may have been an effort to determine if any silent 
vehicles or pedestrians were nearby, as they had been informed that this crossing was closed 
to road vehicles. Indeed, during the self-report study, a number of visually impaired 
respondents mentioned standing still as part of their sound localisation strategies. These self-
reported strategies also included some element of head movement- most common was turning 
to face the apparent source of a sound, although turning one ear towards the sound was also 
described by one participant. Additionally, standing still would reduce self-noise, which may 
be helpful when attempting to locate other pedestrians walking nearby. In the final questions 
of the self-report study, the visually impaired gave the strongest indication of why they 
believed head movement to be useful: it was felt that it was particularly helpful in determining 
a change in distance/range of sound sources.  
 
As described by Blum, et al [173] the implementation of head tracking rather than joystick 
control offered no improvement to visually impaired user’s abilities to locate sound targets in 
virtual reality- a fact that supported Wightman’s earlier [150] finding that emulated head 
movments, whether controled by head tracking or not, offered reduced localisation errors so 
long as the user had control of said movment. In these cases the sound targets were static, only 
the user moved within the environment. Given the responses to the self-report study, it is 
possible that results for moving sound targets may be improved by head tracking, although it 
is also likely that some improvement would be offered by manual (such as joystick) control of 
emulated head movmeent. In this case the observational study detailed in chapter 6 does 
provide some empirical data that would support the implementation of head movement without 
the need for head tracking: visually impaired individuals demonstrated typical head yawing 
velocities of up to ≈9.42 radians, or 539 º per second, particularly at road crossings. Pitch and 
roll movements were much slower than this- typically ≈.12 radians, or 7º (for pitch) and ≈1.57 
radians, 90º per second (for roll). It is also of interest to note that rolling movements sometimes 
occurred at the maximum extent of a yawing motion, a complex motion which may need further 
consideration when implementing some manual control for head movements as none of the 
participants in the self-report study (chapter 7) indicated any awareness of this type of rolling 
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movement- if it is an unconscious but useful movement then it should be quantified and 
implemented in some way.  
 
Regarding the function of head movment in audition, Bronkhorst’s model of auditory distance 
perception [84] predicted the importance of direct to reverberant energy ratios on distance 
perception. The experiment presented in chapter 8 of this thesis showed that for distances of 
up to 10m the variance in ILD as a function of head angle was much greater for direct than 
reverberant energy ratios. Although authors including Begault, et al [162] have shown that 
reverberation can confound precise angular localisation there is a clear precedent for the use of 
reverberant energy in distance estimation, and although the results given here do not indicate 
precisely how head movement may facilitate this, they certainly do not preclude it.  
 
The spectral analysis of direct and reverberant energy presented in chapter 8 reveals some 
interesting phenomenon such as the obvious presence of pinna spectral notches throughout 
sound reflections at all distances, and the prominence of lower-mid frequency differences in 
the earliest arriving reflections. It is beyond the scope of the study in question to determine 
how significant spectral content is in distance estimation, particularly in unfamiliar 
environments. One thing that is made clear however, is that a complex of spectral differences 
exists in both direct and early reflected sounds. These may at least provide a case for the use 
of accurately modelled reverberation in virtual acoustic environments, rather than algorithmic 
reverb which may not provide sufficient differences in early sound reflections- particularly in 
the context of studying auditory distance perception in the presence of sound reflecting 
surfaces/boundaries.  
 
The comparisons of IACC as a function of distance and angle showed that higher interaural 
correlations were found within the early reflection window of the reverberation, but in the late 
tail such correlations were greatly reduced, and in fact not truly present when the head angle 
relative to the position of the source was increased, indicating that accurate early reflection 
modelling may be sufficient to recreate reverberant auditory cues in a virtual environment, 
even under conditions of head movement.  
9.3 Towards a Guideline for Developers of VR for the Visually Impaired 
Head movement cannot be excluded from the design of virtual reality systems for the visually 
impaired; it has been shown to be used by them in at least some aspects of auditory distance 
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perception. It is also of use for reducing common localisation errors in binaural audio such as 
front-to-back confusions and in head listening, however these issues have also been shown to 
be reducible by other means. Begault, et al [162] notably showed that reverberation reduced in 
head listening, and given reverberant energy’s function in distance perception, it should 
certainly be considered a fundamental aspect of auditory; there are cases in which simulated 
reverberance is unnecessary, for instance if the goal is simply to reduce the phenomenon of 
inside head listening then algorithmic reverb, not approximating a real environment may be 
used (as proposed by Begault [7]). In situations where the boundaries of the environment itself 
are important, or where distance perception is needed, simulated environmental reverb with 
accurate portrayal of direct to reverberant energy ratios will always be desirable. Wersenyi 
[168] has shown that movements of a sound source itself can reduce both in head listening and 
front-to-back confusion to some extent and, more significantly, Wightman [150] found that 
any movement under a users control was sufficient to also reduce them; a case is made here for 
adopting these methods over that of tracked head movement as the attendant hardware required 
for them is more readily available than that of motion trackers.  
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Returning to the topic of considering the end user, and use case, of a system when designing it 
some suggestions can be made based upon both the literature discussed, and the primary 
research, presented in this thesis: 
9.3.1 Example use case Scenarios for the Proposed Decision Tree 
Presented here are some short examples of systems which have arisen in literature, 
accompanied by a brief outline of the design decisions as per the proposed decision tree, with 
some justification for feature inclusion: 
I. An auditory display for rendering computer desktops/software interfaces:  
This is the simplest application presented here; there is no need for the user to be presented 
with the illusion of exploring a space, aside from cursor movement there no need for a great 
deal of independent movement of sound sources, in fact, sound sources are designed as 
sonification to give an auditory representation of a visual icon on a computer screen.   
 
Figure 9.a Decision tree for design of assistive VR systems based upon the need for user 
interaction and auditory localisation 
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Here the user requires no control input relevant to the virtual reality simulation, their 
interactions are directly with the interface being sonified, for this reason the use of randomly 
generated micro movements of sound sources such as those described by Wersenyi [168] 
present one solution to the common localisation ambiguities encountered in auditory virtual 
reality. Algorithmic reverb can also be included to reduce inside-head-listening. In this case, 
as there is no need for sound sources to bear any resemblance to real world sound sources, the 
sonification process can also be used to reduce factors that confound auditory localisation, for 
instance avoiding predominantly low frequency sounds in favour of sounds with significant 
energy between ≈700Hz and 1kHz, thus ensuring that level differences, as well as time 
differences are detectable [263].  
 
II. A system for environmental map learning: 
These types of applications have been focused on learning the configuration of a given space, 
with a view to allowing the user to learn information about a real-world locale for the purposes 
of enabling way finding [19]. Here the user must be able to freely navigate the virtual 
environment, however sound sources tend not to be independently mobile as the goal is to learn 
architectural configurations.  
 
A system such as this could be controlled by joystick input for both exploration and head 
movement, allowing the user the control which plays a major factor in reducing the common 
localisation ambigutities in auditory virtual reality. Sound sources representing way points (for 
example a fire escape) can be represented with sonnification, as described previously. The 
designer may feel the need to include some sounds which represent a real world sound source, 
for instance outdoor ambient sounds such as wind and birdsong to indicate that the user is 
outdoors, or traffic sounds to indicate proximity to a street or exit proximal to a street. In these 
cases micro movements below the threshold of detection may also be employed to improve 
localisation accuracy.  
 
The inclusion of simulated footsteps will provide a sound source for echolocation, and may 
also provide cues for movement rates and distances, though the appropriate stride distance and 
step rate remain untested for emulated walking in such an application. 
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Reverberation (particularly in the early reflection phase) should be acoustically simulated as to 
allow the user to detect the presence of sound reflecting objects such as walls. Accurate direct 
to reverberant energy ratios throughout the RT60 would allow for the best potential sound 
source distance estimation, however in environments with reverberant radii greater than 5m 
the reverberation tail may be approximated algorithmically with inter-aural cross-correlations 
approaching zero.  
 
III. A system for learning safe navigation techniques: 
These types of systems necessarily have high potential complexity, they may require the user 
to not only freely explore an environment, but to also be presented with independently moving 
sound sources in perhaps the most complex sound fields. An example application of this type 
of system would be a road crossing simulation, intended for the user to explore safe crossing 
techniques.  
 
In this case joystick control for environmental exploration and head movement is perhaps the 
simplest method of control that would be acceptable. Head tracking would allow for a more 
natural experience, which could be quickly translated into head movement behaviour in the 
real world and vice-versa. Sound sources should mimic their real-world counterparts as closely 
as possible; it would be imprudent to design sounds that deviated from actuality as the goal is 
for the user to successfully navigate dangerous, real environments. Reverberation should be 
acoustically simulated to provide the most accurate distance cues possible. In outdoor 
environments  
 
A further expansion (beyond those listed in the decision tree in figure 9.a would be the 
inclusion of individualised HRTFs. Although this would add great complexity and expense to 
a system owing to the need for the measurements to be expertly made, it would ensure the most 
accurate localisation experience for the end user. 
 
The three systems presented briefly here represent a range of system functions and 
complexities. It should be noted that the most complex system (described as “A system for 
learning safe navigation techniques”) would in fact be compatible with the functions and design 
of the less complex systems; the less complex systems are only compatible with those of lower 
complexity. This is because many of the mechanisms employed by the lower complexity 
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systems are achievable without the need for specialised hardware: sound source, micro 
movements, and algorithmic reverberation (where no measurements or predictions of detailed 
real-world acoustics are necessary) can be achieved through software methods alone. 
Individualised HRTFs could be applied to any of these systems, were the improvements they 
offered deemed necessary. A secondary feature of lower complexity systems is potentially 
lower system latencies, although the accuracy of active localisation tasks may not be affected 
by latencies of up to 250ms thanks to behavioural strategies adopted by users, maximum 
latencies of ≈30ms or less should be the goal for systems designed to emulate real world 
scenarios for safety training, where behavioural strategies should ideally be focused on learning 
safe navigational techniques rather than compensating for system deficiencies. As described in 
chapter 4, the most appropriate method for head related impulse response and transfer function 
measurement for any binaural application would be the logarithmic sine sweep, due to its 
robustness to technical issues such as signal distortion, and its ability to capture the spectral 
cues associated with the (as described by [55]).  
10 Conclusions 
10.1. Final Remarks on the Design Guideline 
This model expands upon that offered by Begault [9] in that it expands upon the concept of 
system function vs. cost by adding a decision framework for designers of assistive, auditory 
virtual reality. The core topic of the primary research offered in this thesis- the use of head 
movement in auditory perception and navigation by the visually impaired- as well as secondary 
research into the field of human sound localisation have been considered in the design of this 
guideline and, although brief, it is conducive to the goal of reducing the complexity and cost 
of assistive systems; reducing the required attendant hardware for a system to that which is 
more commonly, and cheaply, available to the consumer allows a larger group of users to enjoy 
the benefits of such a system.  
10.2 Contributions  
Primary research into the use of head movement in auditory perception by the visually impaired 
has been presented here. Although many studies have explored the role that head movement 
may play in auditory perception, this research has contributed some way towards answering 
the question of whether visually impaired persons naturally use head movement to facilitate 
audition- this is perhaps the first time such a question has been posed, or an answer been 
approached.  
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A guideline based upon the primary and secondary research of this text has been created with 
the goal of aiding designers of assistive auditory virtual reality to reduce the complexity and 
cost of systems by considering what is functionally necessary for the end user and the intended 
functions of the system.  
10.3 Future Work  
Following the literature review and studies presented here, as well as the proposed 
model/decision tree for virtual reality system design, several unexplored or new directions 
arise. Although the global goal of bringing viable assistive virtual reality technologies for the 
visually impaired to market is the most obvious continuation of this work, some intermediate 
steps are worthy of consideration prior to a finalised system being presented:  
 
I. An exploration of the role of the effect of simulated footstep sounds on users perceived 
movement speed and displacement distance in explorable virtual environments. 
 
II. Further investigation of the impact of simulated early reflections with approximated 
reverberant decay tails in reverberation in echolocation and environmental cognitive map 
forming in virtual environments.  
 
III. A study of head movement and reverberant distance cues comparing accurate acoustic 
cue modifications with control modifications to demonstrate the effectiveness of angle and 
movement upon distance perception 
 
IV. An expanded study of typical head movement axes and velocities, sufficient to inform the 
design and instruction of manual head movement control systems 
 
Additionally, when advancing designs for commercial virtual reality software and 
representations of environments, assessments of the most perceptual significant sound features 
required for the intended purpose of the environment should be considered, although this work 
does not arise directly from that which is presented here but form the necessities of system 
simplification discussed and demonstrated in the literature. 
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Appendices 
Appendix One: Sensor Toolkit Firmware in Pure Data 
/**************************************************************************
**************** 
* Test Sketch for Razor AHRS v1.4.1 
* 9 Degree of Measurement Attitude and Heading Reference System 
* for Sparkfun "9DOF Razor IMU" and "9DOF Sensor Stick" 
* 
* Released under GNU GPL (General Public License) v3.0 
* Copyright (C) 2013 Peter Bartz 
* Copyright (C) 2011-2012 Quality & Usability Lab, Deutsche Telekom Laboratories, TU 
Berlin 
* Written by Peter Bartz (peter-bartz@gmx.de) 
* 
* Modified by Chris Feakes 2013-2014(cfeakes@dmu.ac.uk or cafeakes@gmail.com) 
* 
* Infos, updates, bug reports and feedback: 
*     https://github.com/ptrbrtz/razor-9dof-ahrs 
***************************************************************************
***************/ 
 
/* 
  NOTE: There seems to be a bug with the serial library in the latest Processing 
  versions 1.5 and 1.5.1: "WARNING: RXTX Version mismatch ...". The previous version 
  1.2.1 works fine and is still available on the web. 
*/ 
 
import processing.opengl.*; 
import processing.serial.*; 
import processing.video.*;  
//import ddf.minim.*; 
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// IF THE SKETCH CRASHES OR HANGS ON STARTUP, MAKE SURE YOU ARE 
USING THE RIGHT SERIAL PORT: 
// 1. Have a look at the Processing console output of this sketch. 
// 2. Look for the serial port list and find the port you need (it's the same as in Arduino). 
// 3. Set your port number here: 
final static int SERIAL_PORT_NUM = 2;//for BT use: /dev/cu.RN42-1E0C-SPP pword: 1234 
// 4. Try again. 
final static String OUTPUT_TXT_FILE_NAME = "SUB B05 TEST COORDS";//Name txt 
file  
 
final static int SERIAL_PORT_BAUD_RATE = 57600; 
 
final static int VISUAL_COORDS = 1;//if 1 coord rendering on, if 0 rendering off 
 
//Camera data recording addition by CF// 
 
final static int CAMERA_PORT_NUM = 16;//select camera port number 30fps  
 
final static String OUTPUT_VIDEO_FILE_NAME = "SUB B05 TEST VIDEO";//Name 
video frames 
 
//Initialise video record on/off variable addition by CF// 
int REC_VIDEO = 0; 
//Initialise coord variables 
float yaw = 0.0f; 
float pitch = 0.0f; 
float roll = 0.0f; 
float yawOffset = 0.0f; 
//Timer addition by CF// 
int time = 0;  
 
 
PFont font; 
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Serial serial; 
 
boolean synched = false; 
 
void drawArrow(float headWidthFactor, float headLengthFactor) { 
  float headWidth = headWidthFactor * 200.0f; 
  float headLength = headLengthFactor * 200.0f; 
   
  pushMatrix();  
     
      // Draw base 
      translate(0, 0, -100); 
      box(100, 100, 200); 
   
      // Draw pointer 
      translate(-headWidth/2, -50, -100); 
      beginShape(QUAD_STRIP); 
        vertex(0, 0 ,0); 
        vertex(0, 100, 0); 
        vertex(headWidth, 0 ,0); 
        vertex(headWidth, 100, 0); 
        vertex(headWidth/2, 0, -headLength); 
        vertex(headWidth/2, 100, -headLength); 
        vertex(0, 0 ,0); 
        vertex(0, 100, 0); 
      endShape(); 
      beginShape(TRIANGLES); 
        vertex(0, 0, 0); 
        vertex(headWidth, 0, 0); 
        vertex(headWidth/2, 0, -headLength); 
        vertex(0, 100, 0); 
        vertex(headWidth, 100, 0); 
        vertex(headWidth/2, 100, -headLength); 
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      endShape(); 
     
  popMatrix(); 
} 
 
void drawBoard() { 
  if (VISUAL_COORDS == 1) 
  { 
    pushMatrix(); 
  ///The roll and yaw offset is new, does it work? 
    rotateY(-radians(yaw - yawOffset)); 
    rotateX(-radians(pitch)); 
    rotateZ(radians(roll));  
 
    // Board body 
    fill(255, 0, 0); 
    box(250, 20, 400); 
   
    // Forward-arrow 
    pushMatrix(); 
    translate(0, 0, -200); 
    scale(0.5f, 0.2f, 0.25f); 
    fill(0, 255, 0); 
    drawArrow(1.0f, 2.0f); 
    popMatrix(); 
     
    popMatrix(); 
  } 
} 
 
// Skip incoming serial stream data until token is found 
boolean readToken(Serial serial, String token) { 
  // Wait until enough bytes are available 
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  if (serial.available() < token.length()) 
    return false; 
   
  // Check if incoming bytes match token 
  for (int i = 0; i < token.length(); i++) { 
    if (serial.read() != token.charAt(i)) 
      return false; 
  } 
   
  return true; 
} 
 
Capture cam;//Initialise camera in code 
//Minim minim;//Initialise minim in code 
//AudioPlayer player;//Initialise minim audio player in code 
//AudioInput input; 
 
// Global setup 
void setup() { 
  // Setup graphics 
  size(640, 480, OPENGL); 
  smooth(); 
  noStroke(); 
  frameRate(50); 
  //Setup minim audio player 
  //minim = new Minim(this); 
  //player = minim.loadFile("START.mp3");//load audio file 
  //input = minim.getLineIn(); 
   
  String[] cameras = Capture.list(); 
   
  if (cameras.length == 0) 
  { 
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    println("There are no cameras available for capture."); 
    exit(); 
  }  
  else { 
    println("Available cameras:"); 
    for (int i = 0; i < cameras.length; i++) 
    { 
      println(cameras[i]); 
    } 
     
    // The camera can be initialized directly using an  
    // element from the array returned by list(): 
    cam = new Capture(this, cameras[CAMERA_PORT_NUM]);//selects camera 16 from list 
    cam.start();  
  } 
         
  output = createWriter(OUTPUT_TXT_FILE_NAME + ".txt");//Name the coords text file 
according to this final static variable 
   
   
  // Load font 
  font = loadFont("Univers-66.vlw"); 
  textFont(font); 
   
  // Setup serial port I/O 
  println("AVAILABLE SERIAL PORTS:"); 
  println(Serial.list()); 
  String portName = Serial.list()[SERIAL_PORT_NUM]; 
  println(); 
  println("HAVE A LOOK AT THE LIST ABOVE AND SET THE RIGHT SERIAL PORT 
NUMBER IN THE CODE!"); 
  println("  -> Using port " + SERIAL_PORT_NUM + ": " + portName); 
  serial = new Serial(this, portName, SERIAL_PORT_BAUD_RATE); 
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} 
 
void setupRazor() { 
  println("Trying to setup and synch Razor..."); 
   
  // On Mac OSX and Linux (Windows too?) the board will do a reset when we connect, which 
is really bad. 
  // See "Automatic (Software) Reset" on 
http://www.arduino.cc/en/Main/ArduinoBoardProMini 
  // So we have to wait until the bootloader is finished and the Razor firmware can receive 
commands. 
  // To prevent this, disconnect/cut/unplug the DTR line going to the board. This also has the 
advantage, 
  // that the angles you receive are stable right from the beginning.  
  delay(3000);  // 3 seconds should be enough 
   
  // Set Razor output parameters 
  serial.write("#ob");  // Turn on binary output 
  serial.write("#o1");  // Turn on continuous streaming output 
  serial.write("#oe0"); // Disable error message output 
   
  // Synch with Razor 
  serial.clear();  // Clear input buffer up to here 
  serial.write("#s00");  // Request synch token 
} 
 
float readFloat(Serial s) { 
  // Convert from little endian (Razor) to big endian (Java) and interpret as float 
  return Float.intBitsToFloat(s.read() + (s.read() << 8) + (s.read() << 16) + (s.read() << 24)); 
} 
 
void draw() { 
  //print coords to .txt 
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  output.println("time " + (time/1000));///Convert from ms to seconds 
  output.println("yaw "  + (yaw - yawOffset)); 
  output.println("pitch "  + pitch); 
  output.println("roll "  + roll); 
   
   // Reset scene 
  background(0); 
  lights(); 
   
       if (cam.available() == true)  
    { 
    cam.read(); 
    } 
  image(cam, 0, 0); 
    // The following does the same, and is faster when just drawing the image 
    // without any additional resizing, transformations, or tint. 
    //set(0, 0, cam); 
    if (REC_VIDEO == 1) 
    { 
    saveFrame(OUTPUT_VIDEO_FILE_NAME + frameCount + ".JPEG" );//Record each 
frame of camera footage with name from this final static variable 
    } 
     
  // Sync with Razor  
  if (!synched) { 
    textAlign(CENTER); 
    fill(255); 
    text("Connecting...", width/2, height/2, -200); 
     
    if (frameCount == 2) 
      setupRazor();  // Set ouput params and request synch token 
    else if (frameCount > 2) 
      synched = readToken(serial, "#SYNCH00\r\n");  // Look for synch token 
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    return; 
     
  } 
   
  // Read angles from serial port USING THESE FOR AHRS 
RECORDING!!***************** 
  while (serial.available() >= 12) { 
    time = millis();///<---Timer 
    yaw = readFloat(serial);///<---NEW RIGHT HERE!!!!!** 
    pitch = readFloat(serial); 
    roll = readFloat(serial); 
  } 
 
  // Draw board 
  pushMatrix(); 
  translate(width/2, height/2, -350); 
  drawBoard(); 
  popMatrix(); 
   
  textFont(font, 20); 
  fill(255); 
  textAlign(LEFT); 
 
  // Output info text 
  text("Point board pins toward screen and press 'a' to align", 10, 25); 
 
  // Output angles 
  pushMatrix(); 
  translate(10, height - 10); 
  textAlign(LEFT); 
  text("Yaw: " + ((int) (yaw - yawOffset)), 0, 0); 
  text("Pitch: " + ((int) pitch), 150, 0); 
  text("Roll: " + ((int) roll), 300, 0); 
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  popMatrix(); 
} 
 
void keyPressed() 
{ 
  switch (key)  
  { 
    case 'z': 
      REC_VIDEO = 0; 
      output.flush(); 
      output.close();//push any remaining data to the .txt then close the output writer 
    case '0':  // Turn Razor's continuous output stream off 
      serial.write("#o0"); 
      break; 
    case '1':  // Turn Razor's continuous output stream on 
      serial.write("#o1"); 
      break; 
    case 'f':  // Request one single yaw/pitch/roll frame from Razor (use when continuous 
streaming is off) 
      serial.write("#f"); 
      break; 
    case 'a':  // Align screen with Razor 
      yawOffset = yaw; 
//Initialisation indicator addition by CF// 
      output.println("*****/////Alignment initialised, video started /////*****");//places a marker 
in txt showing alignment start 
      REC_VIDEO = 1; 
      //player.play(); 
  } 
} 
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Appendix Two: Instructions given to Participants in the Real-World Field Study 
 
Instructions to Candidates 
 
Equipment 
You will be asked to wear a backpack containing a computer, and to wear a hat, upon which 
there will be a number of sensors including a small camera and microphones, and motion 
detectors. 
 
The motion detector can tell when you are moving, but it cannot track your position or tell 
anybody where you are. 
 
The camera and microphones will record anything, which is happening near you, and this 
information will be used only for the purposes of this study and will remain anonymous. It is, 
however, important that you do not disclose sensitive information whilst wearing the sensor 
pack (do not use a cash machine, for example). 
 
The researcher will set up the equipment; you do not need to operate it.  
 
Your Task 
You are asked to follow a short path through the university campus, whilst wearing the sensor 
package described above.  The route will be explained to you, using a map. 
 
During the test we ask that you act as normal, simply walk as you would at any other time, 
walk along the pavement when possible, and take normal precautions when crossing roads etc.  
 
As you walk the sensor pack will record data about your environment and the sounds around 
you and save this information to the computer on your back. 
 
If you become uncomfortable during the test, or wish to withdraw from the study, you may 
remove the equipment and return to the researcher at any time. 
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NOTE: The researcher will show you how to properly remove the equipment at the beginning 
of the test.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
• Please remain on the pavement whenever possible 
• Please be aware that some of the route includes public roads with traffic 
• Please use the pedestrian crossing when you reach the main road (Oxford Street) near 
the end of the route 
• A researcher will meet you at the end of the route 
 
 
 
 
Start Point (you are here) 
Path to Follow 
Finish Point 
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Appendix Three: Self-Report Questionnaire (read by researcher) to Participants 
in the Study 
Questionnaire on Navigation Strategies 
 
You may ask for assistance in completing this questionnaire from a friend 
or helper/assistant if required. 
 
Instructions to assistants: 
Please read the questions as they appear on this questionnaire and allow the 
person you are assisting time to answer for themselves, it is very important that 
their answers are not altered or influenced by you. 
 
There are instructions on the following pages, which it is important that the 
person you are assisting understands. 
 
If they are uncomfortable with answering a particular question, or wish to stop 
completing the questionnaire, then they are free to withdraw or withhold any 
information as they see fit. 
 
Information for Volunteers 
This questionnaire forms part of a research project being undertaken at De 
Montfort University, Leicester. The aim of the project is to gather information 
which will be useful to researchers working on assistive technology for people 
with sensory impairments (particularly visual impairment). 
 
This questionnaire is intended to find out more about how people understand 
the world around them when navigating outdoors, in particular it is about how 
we experience sounds and how we understand where they are coming from. 
 
When answering the questions please think about a time, or times, when you 
were walking somewhere in a busy environment like a street or city/town 
centre. 
 
The questionnaire starts with some personal questions. These relate directly to 
the information we are trying to find out, and the answers you provide will be 
stored securely and anonymously in accordance with the data protection act. 
 
No information which can identify you personally will be stored with this 
questionnaire, and the answers you give will only be made available to people 
directly involved in the research project and nobody else. 
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If you wish to withdraw your participation then all information you have 
provided us with will be disposed of securely, and no copies will be kept. 
 
If you have any questions, or wish to have the data you have given destroyed 
please contact: 
 
Chris Feakes (primary researcher) – cfeakes@dmu.ac.uk t:07804598799 
Lorenzo Picinali (supervisor) – l.picinali@imperial.ac.uk 
Please quote the following participant number in the email: Number 
____10____ 
 
PEASE KEEP OUR CONTACT INFORMATION AND YOUR 
PARTICIPANT NUMBER FOR YOUR OWN RECORDS 
 
Statement of Consent 
I understand that I may be asked to provide certain pieces of personal 
information relevant to the research project. This information will be stored 
anonymously and securely and will be destroyed if I request it. 
 
I understand that my participation is voluntary, and I may withdraw at any time 
and for any reason, there will be no consequences to me if I choose to withdraw. 
 
I understand that although I will be asked to answer questions based upon my 
own experiences, I do not need to provide any sensitive information such as 
where an event took place, or who I was with at the time. 
 
At this stage I am happy to participate in the research project by answering the 
questionnaire provided. I have the right to withdraw my participation at a later 
date/time. 
 
Name:________________________ 
 
 
Signature:
 __________________________________________________________ 
 
 
Date: 07/03/16 
 
Participant Number (to be completed by the researcher): _________ 
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Questions About You 
 
1. Gender (please tick): 
Male □, Female □ 
 
2. Age (in years):_______ 
 
3. Do you have any visual impairments (please tick)? 
Yes □, No □ 
 
4. If yes, which eye is affected (please tick)? 
Left □, Right □, Both □ 
 
5. Is your visual impairment related to any of the following (please tick)? 
Glaucoma □, Macular Degeneration □, Cataract □, Retinopathy □, Retinitis □, 
None of these □, Don't Know □ 
 
6. At about what age did your visual impairment begin (in 
years)?:_____________ 
 
7. Could you briefly describe below how your visual impairment affects 
your eyesight (for example, tunnel vision, clouded vision, no vision etc.): 
 
 
8. Do you have any hearing impairments (please tick)? 
Yes □, No □ 
 
If you have no hearing impairment you may skip to number 14 
 
9. If yes, which ear is affected (please tick)? 
Left □, Right □, Both □ 
 
10. Is your hearing impairment related to any of the following? 
Conductive hearing loss □, Sensorineural Hearing Loss □, Mixed hearing Loss 
□, 
None of these □, Don't Know □ 
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11. Do you consider yourself to have lost all ability to hear? 
Yes □, No □ 
 
12. At about what age did your hearing impairment begin (in 
years)?:_________ 
 
Questions About Your Experiences in Busy Environments 
 
13. When answering the following questions please try to think about times 
when you've had to walk or find your way in environments such streets or 
town/city centres. 
 
14. In general which of the following do you feel you most rely upon to 
understand what is happening around you (please tick)?: 
Eyesight □, Hearing □, Both □ 
 
The following questions are about things that make sounds (for example 
vehicles, or people) 
 
15. In general do you find it easy to tell in what direction something is by its 
sound? 
Usually easy □, Sometimes easy □, Often difficult □, Usually difficult □, 
Don't Know□ 
 
16. In general do you find it easy to tell how far away something is by its 
sound? 
Usually easy □, Sometimes easy □, Often difficult □, Usually difficult □, 
Don't Know□ 
 
17. In general do you find it easy to tell if something is moving towards or 
away from you by its sound? 
Usually easy □, Sometimes easy □, Often difficult □, Usually difficult □, 
Don't Know□ 
 
18. Is there a particular sound that you find the most difficult to locate in 
terms of distance or direction? (Please briefly describe it in the space 
below) 
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19. Is there a particular sound that you find the easiest to locate in terms of 
distance or direction? (Please briefly describe it in the space below) 
 
 
20. Do you use any physical actions or behaviours to help you tell how far 
away a sound is, for example standing very still, or turning to face the 
sound (briefly describe them below)? 
 
 
 
21. Do you use any physical actions or behaviours to help you tell if a sound 
is moving towards or away from you (briefly describe them below)? 
 
 
22. When crossing the road which do you feel is most useful to understand 
where vehicles are (please tick)? 
Eyesight □, Hearing □, Both 
 
23. Do you find it easy to tell in what direction a vehicle is by its sound? 
Usually easy □, Sometimes easy □, Often difficult □, Usually difficult □, 
Don't Know □ 
 
24. Do you find it easy to tell how far away a vehicle is by its sound? 
Usually easy □, Sometimes easy □, Often difficult □, Usually difficult □, 
Don't Know□ 
 
25. Do you find it easy to tell if a vehicle is moving towards or away from 
you by its sound? 
Usually easy □, Sometimes easy □, Often difficult □, Usually difficult □, 
Don't Know□ 
 
26. Do you find it easy to tell how many vehicles there are by their sound? 
Usually easy □, Sometimes easy □, Often difficult □, Usually difficult □, 
Don't Know□ 
 
27. Do you use any physical actions or behaviours to help you tell how far 
away a vehicle is by its sound (briefly describe them below)? 
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28. Do you use any physical actions or behaviours to help you tell if a 
vehicle is moving towards or away from you by its sound (briefly describe 
them below)? 
 
 
29. Do you use any physical actions or behaviours to help you tell how 
many vehicles there are by their sound (briefly describe them below)? 
 
 
30. If you have learned any other skills to do with helping you understand 
the environment you are in by sound, please use the space below to tell us 
about them: 
 
 
31. Do you find that the angle of your head affects how well you are able to 
tell how far away something is by its sound? 
Always □, Sometimes □, Not often □, Very Rarely □, Never □ 
 
32. Do you ever intentionally move your head to help you tell how far away 
something is by its sound? 
Always □, Sometimes □, Not often □, Very Rarely □, Never □ 
 
33. Do you find that the angle of your head affects how well you are able to 
tell if something is moving towards or away from you by its sound? 
Always □,  Sometimes □, Not often □, Very Rarely □, Never □ 
 
34. Do you ever intentionally move your head to help you tell if something 
is moving towards or away from you by its sound? 
Always □,  Sometimes □, Not often □, Very Rarely □, Never □ 
 
35. If you do find that moving your head helps you to tell how far away 
something is, or which direction it is moving by its sound, could you use the 
space below to describe how you feel it helps? 
 
 
We appreciate your assistance in completing this questionnaire. 
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