Abstract. A graph is called 2K 2 -free if it does not contain two independent edges as an induced subgraph. Broersma, Patel, and Pyatkin showed that every 25-tough 2K 2 -free graph with at least three vertices is hamiltonian. In this paper, we improve the required toughness in this result from 25 to 3.
Introduction
Graphs considered in this paper are simple, undirected, and finite. Let G be a graph. Denote by V (G) and E(G) the vertex set and edge set of G, respectively. For v ∈ V (G), N G (v) denotes the set of neighbors of v in G. For S ⊆ V (G), N G (S) = x∈S N G (x) − S. For H ⊆ G and x ∈ V (G), define V H (x) = N G (x) ∩ V (H) and V H (S) = N G (S) ∩ V (H). Let S ⊆ V (G). Then the subgraph induced by V (G) − S is denoted by G − S. For notational simplicity we write G − x for G − {x}. If uv ∈ E(G) is an edge, we write u ∼ v. Let V 1 , V 2 ⊆ V (G) be two disjoint vertex sets. Then E G (V 1 , V 2 ) is the set of edges of G with one end in V 1 and the other end in V 2 .
The number of components of G is denoted by c(G). Let t ≥ 0 be a real number. The graph is said to be t-tough if |S| ≥ t · c(G − S) for each S ⊆ V (G) with c(G − S) ≥ 2. The toughness τ (G) is the largest real number t for which G is t-tough, or is ∞ if G is complete. This concept, a measure of graph connectivity and "resilience" under removal of vertices, was introduced by Chvátal [5] in 1973. It is easy to see that if G has a hamiltonian cycle then G is 1-tough. Conversely, Chvátal [5] conjectured that there exists a constant t 0 such that every t 0 -tough graph is hamiltonian. Bauer, Broersma and Veldman [1] have constructed t-tough graphs that are not hamiltonian for all t < There are a number of papers on Chvátal's toughness conjecture, and it has been verified when restricted to a number of graph classes [2] , including planar graphs, claw-free graphs, co-comparability graphs, and chordal graphs. A graph G is called 2K 2 -free if it does not contain two independent edges as an induced subgraph. Recently, Broersma, Patel and Pyatkin [3] proved that every 25-tough 2K 2 -free graph on at least three vertices is hamiltonian.
The class of 2K 2 -free graphs is well studied, for instance, see [3, 4, 6, 8, 9, 11, 12] . It is a superclass of split graphs, where the vertices can be partitioned into a clique and an independent set. One can also easily check that every cochordal graph (i.e., a graph that is the complement of a chordal graph) is 2K 2 -free and so the class of 2K 2 -free graphs is at least as rich as the class of chordal graphs. In [8] , Gao and Pasechnik proposed the following conjecture.
Conjecture 1. Every 2-tough 2K 2 -free graph with at least three vertices is hamiltonian.
In this paper, we support Conjecture 1 as well as improve the main result in [3] by showing the following result. Theorem 1. Let G be a 3-tough 2K 2 -free graph with at least three vertices. Then G is hamiltonian.
In [10] it was shown that every 3/2-tough split graph on at least three vertices is hamiltonian. And the authors constructed a sequence {G n } ∞ n=1 of split graphs with no 2-factor and τ (G n ) → 3/2. So 3/2 is the best possible toughness for split graphs to be hamiltonian. Since split graphs are 2K 2 -free, we cannot decrease the bound in Theorem 1 below 3/2. Although we are not sure about the best possible toughness for guaranteeing 2K 2 -free graphs to be hamiltonian, we believe that Conjecture 1 might be true. In fact, in the proof of Theorem 1, except for one case where 3-tough is needed, all other cases only need a toughness of 2.
cycle disjoint with C and T ⊆ V (D) be an independent set in D.
Cv denotes the portion of C starting at u, following C in the orientation, and ending at v. Likewise, u ↼ Cv is the opposite portion of C with endpoints as u and v. Given two vertex-disjoint cycles C and D. Suppose P c is a portion of C with endpoints u, v and P d is a portion of D with endpoints x, y. If v and x are adjacent, we write uP c vxP d y as the concatenation of P c and P d through the edge vx. We will assume all cycles in consideration are oriented.
Proof of Theorem 1. The graph G is 3-tough, so it has a 2-factor by Lemma 2.1. We take a 2-factor of G such that it contains as few cycles as possible. Let F be the set of cycles in such a 2-factor. We may assume that F contains at least two cycles. For otherwise, the only cycle in F is a hamiltonian cycle of G.
Let x ∈ V (G) be a vertex. As cycles in F form a 2-factor of G, there exists a unique cycle, say C ∈ F such that x ∈ V (C). If there exists a cycle D ∈ F − {C} such that x is adjacent to two consecutive vertices on D in G, we say x is of A-type (w.r.t. D). If x is not of A-type w.r.t. any cycles in F − {C}, we say x is of B-type. Denote
Let xy ∈ E(C) be an edge. We say xy is of A-type if x, y ∈ A ∩ V (C); we say xy is of B-type if x, y ∈ B ∩ V (C); otherwise, xy is of AB-type. We say C is AB-alternating if all edges of C are of AB-type. It is clear that if C is AB-alternating, then C is an even cycle. For a cycle D ∈ F − {C} and the edge xy ∈ E(C), we denote
Proof. Assume on the contrary that x + ∼ u + . Then xu
Cx combines C and D into a single cycle. This gives a contradiction to the minimality of |F|. Similar construction shows that x + ∼ u − and x − ∼ u + , u − .
Claim 2.2. No cycle in F containing an A-type edge.
Proof. Assume on the contrary that there exists C ∈ F and xy ∈ E(C) such that xy is of A-type. Let D, Q ∈ F − {C} such that x ∼ u, u + with uu + ∈ E(D) and y ∼ v, v + with vv + ∈ E(Q). As x ∼ u, u + , y ∼ u, u + by Claim 2.1. Let z be the other neighbor of y on C. Then z ∼ u or z ∼ u + by considering the two independent edges yz and uu + . By reversing the orientation of C, D if necessary, we assume that y = x + and z ∼ u. Then Claim 2.3. Let C ∈ F, xy ∈ E(C). Denote
Then each of the following holds.
(1) I xy is an independent set in G. 
Proof. To show (1), assume on the contrary that there exist u, v ∈ I xy such that u ∼ v. Then E G ({x, y}, {u, v}) = ∅ by the 2K 2 -freeness assumption of G. Consequently, at least one of u and v is not an element in I xy . This gives a contradiction.
Assume now that xy is a B-type edge. Let D ∈ F − {C}. We show that for any edge uv ∈ E(D), there is one and exactly one vertex in {u, v} is in V D (xy). One of u, v must be in V D (xy) is guaranteed by the 2K 2 -freeness of G. Suppose, w.l.o.g., that u ∈ V D (xy) with u ∼ x. Then by Claim 2.1, v ∼ y. As x is of B-type, we further know that v ∼ x. Thus, v ∈ V D (xy). This gives (2) . The statement (3) is an immediate consequence of (2).
Claim 2.4. Let A + be the set of successors of vertices in
Proof. Suppose on the contrary that there exist x + , y + ∈ A + with x + y + ∈ E(G).
Assume x + ∈ V (C) with predecessor as x, y + ∈ V (D) with predecessor as y for cycles C, D ∈ F. Then both x and y are A-type vertices. Let Q, R ∈ F with uu + ∈ E(Q) and vv + ∈ E(R) such that x ∼ u, u + and y ∼ v, v + . As x ∼ u, u + and y ∼ v, v + , we know that x + ∼ u − , u, u + , u ++ and y + ∼ v − , v, v + , v ++ by Claim 2.1. Since x + y + ∈ E(G), by the 2K 2 -freeness of G, y + is adjacent to one of u, u + and x + is adjacent to one of v, v + . Thus, {u, u + } ∩ {v, v + } = ∅. We consider two cases for completing the proof. We combine C and Q into a single cycle as follows.
Case 2.4.1.2: C = D and Q = R.
By reversing the orientations of Q and R if necessary, we assume that u ∼ v. Then
Cx combines C, Q and R into a single cycle.
Case 2.4.2.1: C = D and Q = R.
As Q = C and R = D by the definition of A-type vertices, we have Q ∈ {C, D}.
By reversing the orientation of Q if necessary, we assume y + ∼ u. Then uv + ∈ E(Q). As otherwise, u = v ++ and so y + ∼ v ++ . However, y + ∼ v ++ by the argument prior to Case 2.4.1.
We cover vertices in V (C) ∪ V (D) ∪ V (Q) by one or two cycles as below.
Case 2.4.2.2: C = D and Q = R.
As x + ∼ u, u + , and x + ∼ y + , we get y + ∈ {u, u + }. Consequently, y ∈ {u − , u}. Similarly, x + ∈ {v, v + } and x ∈ {v − , v}.
We combine C and D into a single cycle as follows.
We cover vertices in V (C) ∪ V (D) ∪ V (R) by one or two cycles as below.
This case is symmetric to Case 2.4.2.2.2, so we skip its proof.
Claim 2.5. We may assume that F contains exactly one cycle C such that C has a B-type edge, and all other cycles in F are AB-alternating.
Proof. By Claim 2.4 that A + is an independent set in G, we know that not all cycles in F are AB-alternating. As otherwise, let
This gives a contradiction.
We then claim that F contains no two cycles, say C and D both containing a B-type edge. Assume on the contrary that both C and D contain a B-type edge. Suppose, w.l.o.g., that |V (C)| ≤ |V (D)|. Let xy ∈ E(C) be of B-type. By Claim 2.3, I xy , the set of nonneighbors of x and y in V (G) − V (C), is an independent set in G, Thus, I xy ∪ {x} is also an independent set in G. Let S = V (G) − (I xy ∪ {x}). Then G − S has |I xy ∪ {x}| components, each being an isolated vertex. Note that |I xy | =
showing a contradiction to the assumption that τ (G) ≥ 3. (In fact, this is the only case where 3-tough is used.) Assumption 2.6. We now fix C ∈ F to denote the cycle which contains a B-type edge, and assume that all other cycles in F − {C} are AB-alternating. 
As otherwise, some vertex in B ∩ V (D) is adjacent to both vertices in {x, x + } or {x, x − }. This implies that the vertex is of A-type w.r.t. C. Then we observe that neither x + nor x − is adjacent to any vertex in A ∩ V (D) by Claim 2.1. Claim 2.9. Let x ∈ V (C). Assume there exists D ∈ F so that V D (x) = B ∩ V (D). Then {x + } ∪ A + is an independent set in G.
Proof. As A + is already an independent set in G by Claim 2.4, we assume on the contrary that there exists w ∈ A + so that x + ∼ w. Note that x = w, since V D (x) = B ∩ V (D) and V D (w) ∩ B = ∅. Assume w ∈ V (Q) for some cycle Q ∈ F. Then the predecessor w − of w on Q is of A-type. Note that V D (x + ) = ∅ by Claim 2.8 and x + ∼ w implies that Q = D. Let R ∈ F − {Q} with vv + ∈ E(R) so that w − ∼ v, v + . Let z ∈ A ∩ V (D). As V D (x + ) = ∅ and x + ∼ w, w is adjacent to one of z and z + by the 2K 2 -freeness of G. Since D is AB-alternating by Assumption 2.6 and z ∈ A ∩ V (D), z + ∈ B ∩ V (D). We see that w ∼ z, because both w, z + ∈ A + and A + is an independent set in G by Claim 2.4. As w − ∼ v, v + , w ∼ v, v + by Claim 2.1. Thus, E G ({w + }, {v, v + }) = ∅. We consider two cases for finishing the proof.
Case 2.9.1: Q = C.
As x + ∼ w, we have w − ∼ x ++ , x by Claim 2.1. Since w − ∼ v, v + , we then have that v, v + ∈ {x, x + , x ++ }. Case 2.9.1.1: Q = C and R = C.
We combine C, D, Q into one single cycle as below. 
Cx is a cycle which contains all the vertices in
Case 2.9.2: Q = C.
As z ∼ w, w − ∼ z + , z − by Claim 2.1. Since w − ∼ v, v + , we then get that v, v + ∈ {z − , z, z + }. Proof. Each vertex in V bad is adjacent to some B-type vertex on cycles other than C by the definition. Let v ∈ V bad . Then by Claim 2.9, v + is not adjacent to any B-type vertex on any cycles other than C. Hence, for any vertex w ∈ V (C), w or w + does not belong to V bad . Thus, V bad contains no two consecutive vertices on C.
To proof the second part of the statement, assume that v ∈ V (C) is a vertex adjacent to some B-type vertex on a cycle D ∈ F − {C}. 
Claim 2.11. Let xy ∈ E(C) be a B-type edge. For any cycle
D ∈ F − {C}, if V D (xy) = B ∩ V (D), then for any z ∈ A ∩ V (D), z
is of A-type w.r.t. only the cycle C.
Proof. As xy ∈ E(C) is of B-type, for each cycle Q ∈ F − {C}, vertices on Q are alternating between I xy and V (G)−V (C)−I xy , by (2) of Claim 2.3. As I xy is an independent set in G by (1) of Claim 2.3, and A ∩ V (D) ⊆ I xy , for any z ∈ A ∩ V (D), it is not possible for z to be adjacent to two consecutive vertices on any cycle Q ∈ F − {C, D}. Thus, z is of A-type w.r.t. only the cycle C.
For each vertex x ∈ V bad , we define
For each vertex x 1 ∈ U 1 x , define the path
to be the directed path started at x 1 and ended at x.
Start now on, if v is a vertex on a directed path and v is not the end of the path, we denote by v † the successor of v on this path. This notation v † will be only used in the following occasion.
It is easy to see that for any
x is a directed path starting at x 2 and ending at x. Furthermore, P [x 2 ,x] contains all the vertices of C. In general, for i ≥ 2 we define
Claim 2.12. Let x ∈ V bad and let U i x be defined as above. Let D ∈ F − {C} such that x is bad or of A-type w.r.t. D, and let u ∈ B ∩ V (D) such that x ∼ u. Then each of the following holds.
(4) If x is bad and y ∈ V (C) − V bad such that y is adjacent to some vertex in
Proof. We first prove (1) and (2) simultaneously by applying induction on i. For i = 0, U 0 x = {x + }. As x ∼ u, we have that x + ∼ u + by Claim 2.1. Furthermore, as u is a B-type vertex, u ∼ x + . Hence, x + ∈ V C (uu + ). For any y ∈ V (C) − V bad such that y ∼ x + , since x + ∈ V C (uu + ), y has to be adjacent to at least one of u, u + by the 2K 2 -freeness. As y ∈ V (C) − V bad , y ∼ u + by the second part of Claim 2.10. Assume now that both (1) and (2) 
, y has to be adjacent to at least one of u, u + by the 2K 2 -freeness. As y ∈ V (C) − V bad , y ∼ u + by the second part of Claim 2.10.
For the statements (3) and (4), we see that immediately by noticing that the cycle D is AB-alternating and x is adjacent to all the B-type vertices on D if x is bad. is a cycle containing all the vertices in
We additionally show that x − is co-absorbable w.r.t. C and D. (We will need this in the argument when i ≥ 1.) Repeat the same argument for x −− , we then have
is a cycle containing all the vertices in V (C) ∪ V (D) − {x − }.
Assume now that v ∈ U i x for i ≥ 1. By the definition of U i x , we know there exists a spanning path P [v,x] of C with endvertices v and x. By Claim 2.12, v ∼ u, u + . Let y be the neighbor of v on P [v,x] . As vy is an edge, and
x by its definition. Thus, vy is an edge on C, since any edge on P [v,x] which is not an edge of C has one endvertex in
We may assume that y ∈ V bad , as both the predecessor and successor of a bad vertex on C is co-absorbable by the argument for i = 0 case. Thus y ∼ u + by (2) of Claim 2.12. Then y
Claim 2.14. We may assume that each vertex in U ∞ has less than (|V (G)|−1)/3 neighbors in G.
Proof. Suppose on the contrary that there exists
By Claim 2.13, we see that v is co-absorbable w.r.t. C and some cycle D ∈ F − {C}. By standard arguments for longest cycles, we know that v has no two neighbors which are consecutive on any cycle Q ∈ F − {C, D} and on the cycle which is the combination of C − v and D; and also that (N G (v)) + , the set of the successors of neighbors of v from the cycle which is the combination of C −v and D and cycles in F −{C, D}, is an independent set in G.
This achieves a contradiction. Claim 2.15. Each of the following holds.
(1) The set U ∞ is an independent set in G.
Proof. To prove (1), assume that there exist u, v ∈ U ∞ such that uv ∈ E(G). By Claim 2.14, u and v in total have at most 2(|V (G)| − 1)/3 neighbors in G. As uv is an edge, and G is 2K 2 -free, the set of non-neighbors of u and v in G forms an independent set in G.
Again, we achieve a contradiction to the assumption that τ (G) ≥ 3. As U ∞ is an independent set in G, we have V C (U ∞ ) ∩ U ∞ = ∅. Since each bad vertex x is adjacent to its successor x + , and x + ∈ U 0
x ⊆ U ∞ , we have that V bad ⊆ V C (U ∞ ). Thus, no vertex in U ∞ is adjacent to any B-type vertex on cycles other than C. Since (A ∩ V (C)) + ⊆ U ∞ , we know that U ∞ ∪ A + is an independent set in G.
Claim 2.16. For any vertex y ∈ V C (U ∞ ), there exists v ∈ U ∞ such that vy ∈ E(C).
Proof. Assume that y ∈ V C (U ∞ x ) for some x ∈ V bad . The Claim trivially holds if y ∈ V C (U 0 x ). So assume that i ≥ 1 and let y ∈ V C (U i x ) − V C (
. By the definition of U i x , we know that there exists w ∈ U i x , and a spanning path P [w,x] of C with endvertices as w and x such that y is a neighbor of w on P [w,x] . Since V C (U ∞ ) ∩ U ∞ = ∅ by (2) Proof. Since U ∞ is an independent set in G by Claim 2.15, |N C (U ∞ )| ≤ 2|U ∞ |. Let y ∈ V C (U ∞ ) be any vertex. By Claim 2.16, there exists v ∈ U ∞ such that vy ∈ E(C).
We claim that each vertex in A + ∪U ∞ is an isolated vertex in G−S. This is because A + ∪U ∞ is an independent set in G, and all the possible neighbors of vertices in A + ∪ U ∞ in G are contained in S. Note also that |V C (U ∞ 
showing a contradiction. The proof of Theorem 1 is now complete.
