We develop algorithms for the computation of the distribution of the total reward accrued during [0, t) in a finite continuous-parameter Markov chain. During sojourns, the reward grows linearly at a rate depending on the state visited. At transitions, there can be instantaneous rewards whose values depend on the states involved in the transition. For moderate values of t, the reward distribution is obtained by implementing a series representation, due to Sericola, that is based on the uniformization method. As an alternative, that distribution can also be computed by the numerical inversion of its Laplace-Stieltjes transform. For larger values of t, we implement a matrix convolution product to compute a related semi-Markov matrix efficiently and accurately.
Introduction
We consider an irreducible, continuous-time m-state Markov chain {J(t)} with generator Q. Our objective is to develop the theory of and numerical procedures for various probability distributions associated with a reward function defined on the Markov chain.
There is a continuous reward in that, for every unit of time spent in state j, a reward a j accrues. In addition, there are instantaneous rewards associated with the various transitions. At each transition h → r, an instantaneous, finite reward c hr is received. We do not impose restrictions on the signs of the quantities {c hr }.
We start by defining several random variables of interest and by introducing notation. The random variables N hk (t) are the numbers of transitions h → k during [0, t). We make the convention that N hh (t) = 0, for 1 ≤ h ≤ m. For use in transforms, we let Z be a matrix with elements z hk where z hh = 1, for 1 ≤ h ≤ m. We recall that the Schur product, A • B, of m × m matrices A and B is the matrix with elements A hk B hk .
The piecewise constant random function a J(t) takes the value a j when J(t) = j. The total continuous reward R j (t) earned during sojourns in the state j over an interval [0, t) is given by R j (t) = In the context of dependability analysis of fault-tolerant computer systems, the random variable R(t) is referred to as a performability measure, see e.g. 3 and 2 and the references therein. We shall derive a concise expression for the joint Laplace-Stieltjes transform and generating function of the random variables {R j (t)} and {N hk (t)} taking the initial and final states J(0) and J(t) of the Markov chain into account. By s we denote the vector with components s 1 , . . . , s m . By ∆(s), we denote an m×m diagonal matrix with the quantities s 1 , . . . , s m as its diagonal elements. We are interested in the transform V * ij (s, Z; t) = E   V * (s, Z; t). That theorem is used in Section 3 to derive formulas for the first two moments of various measures combining linear and instantaneous rewards. Section 4 is devoted to the total continuous reward distribution over [0, t) . We first develop an algorithm based on explicit formulas leading to a stable method whose precision can be specified in advance. Secondly, we compute that distribution by the numerical inversion of Laplace-Stieltjes transform and we compare these two methods through numerical examples. Finally, we develop a new method based on a matrix convolution product. This method uses the explicit solution for moderate values of t and implements on that basis the matrix convolution product for larger values of t. 
Proof. The conditional probability
depends on t, on the m nonnegative variables {x ν }, and on the m(m − 1) nonnegative integer-valued variables {K hk }. We concisely denote that probability mass-function by V ij (x, K; t). Moreover, let e i be the unit vector with i-th component equal to one and denote by J(i, r) an m × m matrix with a single non-zero element equal to one at the indices i, r. The notation U (x− b) signifies the m-variate degenerate distribution at b. Now distinguishing the cases where the state of the Markov chain does not change in [0, t) and where there is a first state change at some time u, 0 ≤ u ≤ t, and applying a standard first passage argument, we obtain the equation
By a simple change of variable, the second term may be rewritten as
To facilitate the derivation of equation (1) we introduce and evaluate the transforms
With respect to the variables x 1 , . . . , x m , these are Laplace, not LaplaceStieltjes, transforms. Equation (2) leads to
By routine changes of variables that reduces to
In equation (3) 
Moment Formulas
We derive formulas for the mean and variance of the total reward accrued during an interval [0, t) in the stationary version of the process. Using special choices of the quantities a i and c hk , we can immediately obtain the first two moments of various interesting quantities associated with finite Markov chains. The matrix Ξ o (s) has elements exp(−c hk s). The vector θ is the stationary probability vector of the matrix Q and e is the column vector with all components equal to 1. The Laplace-Stieltjes transform of the total reward in the interval [0, t) is then given by ψ(s) = θV * (s, Ξ o (s); t)e, where
The computation of the mean and variance amounts to evaluating the first two derivatives of ψ(s) at zero. However, because of the matrix functions involved, that computation requires manipulations that we need to present in some detail. These are similar to those in Narayana and Neuts 4 . First some preliminaries: the quantity ω * is defined by
in which C = {c hk }, where by convention, c hh = 0 for 1 ≤ h ≤ m. ω * is the steady-state instantaneous reward rate. The first term is the contribution of the instantaneous rewards; the second term corresponds to the piecewise linear rewards. It is well-known that the matrix eθ − Q is invertible and that 
Proof. We introduce the matrices M 1 (t) and M 2 (t), defined by
We twice differentiate with respect to s in the differential equation
we set s = 0, and we notice that
to obtain the differential equations
We postmultiply by exp(−Qt) in both equations and integrate. That leads to
and
We premultiply by θ in (6) and invoke the integration formula (5) to obtain that
The equality (8) readily implies that θM 1 (t)e = ω * t. Premultiplying by θ in (7) leads to
The integral is evaluated by using formulas (8) and (5) and performing routine simplifications. We obtain that
Upon substitution into the formula (9) for the second moment, the stated formula for the variance is obtained after simplifications.
For selected choices of the parameter a i and c hk , we obtain moment formulas of special interest. For example, setting all c hk = 0, and a i = 1, for i belonging to a set B of indices and 0 otherwise, we obtain the moments of the total sojourn time of the Markov chain in the set of states B. Setting all a i = 0, and c hk = 1 if k belongs to B, and 0 otherwise, we obtain moments of the total number of visits to the set B during [0, t).
The Total Continuous Reward Distribution
We recall that henceforth all the instantaneous rewards c hk are zero. In this section we consider the semi-Markov matrix W (x, t) = W ij (x, t) where
We partition the state space S = {1, . . . , m} of the Markov chain {J(t)} into disjoint subsets containing the states with the same reward rates. The number of distinct rewards is φ + 1 and their different values are
States in the subsets B l , l = 0, . . . , φ, have the same reward rate r l . That is, for l = 0, . . . , φ,
We then have R(t) ∈ [r 0 t, r φ t] with probability one. Without loss of generality, we may set r 0 = 0. That can be done by considering the random variable R(t) − r 0 t instead of R(t) and the reward rates r l − r 0 instead of r l .
We denote by P the transition probability matrix of the uniformized discrete time Markov chain associated to the Markov chain {J(t)}, with the same initial distribution. The matrix P is related to the generator Q by P = I + Q/λ, where I is the identity matrix and λ satisfies λ ≥ max{−Q ii , i ∈ S}.
Using the partition B 0 , . . . , B φ , the matrices Q, P , and W (x, t) can be written, for u, v = 0, . . . , φ, as
The distribution of R(t) has at most φ+1 jumps at the points r 0 t = 0, r 1 t, . . . , r φ t. For t > 0, the jump at x = r l t is the probability that the Markov chain {J(t)}, starting in subset B l , stays in that set during all of [0, t). Therefore, for t > 0, and 0 ≤ l ≤ φ,
which can also be written as
Explicit Formulas
An explicit formula for the matrix W (x, t), is given by the following theorem. It is derived in 5 .
Theorem 4.1 For every t > 0, and x ∈
where
are matrices given by the recurrence relations:
In what follows, we denote by W (x, t) the partial derivative of W (x, t) with respect to x. That matrix, defined only for t > 0 and x = r l t, l = 0, . . . , φ, is given in the following corollary. Corollary 4.2 For t > 0, and x ∈ (r h−1 t, r h t), for 1 ≤ h ≤ φ, we have
Proof. Obvious from relation (11).
Note that in (12), that is for h ≤ u, we have
and in (13), that is for u ≤ h − 1, we have
The following corollary gives some properties of the matrices C (h) (n, k). If M and K are square matrices of the same order, M ≤ K signifies element-wise inequality.
Corollary 4.3 For every
Proof. For the first inequality, see 5 . The same recurrence mechanism is used to prove the second one.
These considerations yield a computational method that avoids numerical problems since, except for the ratio λ/(r h − r h−1 ) in (14), all the computed quantities are between 0 and 1 and require only additions and multiplications of nonnegative quantities. This leads to a stable algorithm whose precision can be specified in advance.
Let ε be the desired precision for the computation of W (x, t). We define the integer N by
We thus have
From the first inequality of Corollary 4.3, we obtain that the remainder of the series e(N ) satisfies e ij (N ) ≤ ε, for every i, j ∈ S. With regards to W (x, t), again from Corollary 4.3, we have that
and so we obtain that
where the remainder of the series e 1 (N ) is such that, for every i, j ∈ S,
and r = min{r h − r h−1 , h = 1, . . . , φ}.
Algorithmic aspects
In this section we consider the computation of matrix W (x, t). The main effort goes into the computation of the matrices C (h) (n, k). With regards to storage requirements, since the values of the C (h) (n, k) at step n depend only on their values at step n − 1, we need to store only two arrays of (N + 1)φ matrices. At step n, we need to compute n + 1 matrices for each h = 1, . . . , φ. That can easily be seen from the algorithmic description in Table 2 . The procedure Accumulate(n) is used to compute the approximate matrix W ε (x, t) defined, for h = 1, . . . , φ and x ∈ [r h−1 t, r h t), by
By the definition of N in (15) and from Corollary 4.3, we have, for a given value of the precision ε, that sup i∈S j∈S 
The procedure Accumulate(n), described in Table 1 
, and we define
Note that the integer N , defined in (15), is an increasing function of t, say N (t). So, if the matrix W (x, t) is to be computed at L different t−values, say t 1 < . . . < t L , we need only evaluate the matrices C (h) (n, k) for n = 0, 1, . . . , N(t L ), as these matrices do not depend on the values of t 1 , . . . , t L .
The main effort required for the computation of matrices W (x, t) or W (x, t) is in the computation of matrices C (h) (n, k). We use for matrix P a compact storage. If d denotes the connectivity degree of matrix P , that is the maximum number of nonzero entries in each row, then the computational cost of one matrix
The number of such matrices that have to be computed (see Table 2 ) is equal to φ(N + 1)(N + 2)/2, The total computational effort required is thus O(φdm 2 N 2 /2). Concerning the storage requirements, it is easy to see, from Table 2 , that we need to store two arrays of φ(N + 1) matrices for the recursive computation of matrices C (h) (n, k). Thus the storage complexity is O(φm 2 N ). Note also that if one only wants to compute the distribution P {R(t) ≤ x}, there is no need to evaluate the matrices C (h) (n, k). It then suffices to evaluate the vectors
The algorithm thereby becomes more efficient, as the matrix-matrix products are replaced by matrix-vector products. In that case, the end product of the algorithm is the vector G(x, t) = W (x, t)e and the complexity is reduced by a factor m. 
BuBv (n, 0) endfor Accumulate(n) endfor
Numerical examples
Consider the Markov chain with S = {1, 2, 3}, the generator Q and the reward We thus have λ = 1, φ = 2 and 0 ≤ R(t) ≤ 2t with probability 1. For the error tolerance ε = 10 −10 , we obtain the following results. The elements of the matrix W (2 − , 1) are
Since W (2, 1) = e Q , we easily obtain the jump Note that in this case the jumps are invisible since exp(−100) ≈ 0.372×10 −43 .
Numerical transform inversion
The joint Laplace transform and generating function V * (s, Z; t) can be numerically inverted, at least in some special cases. We only consider the case where we want to find the distribution (density) of the total continuous reward earned in some subset of the state-space, A say. In this case the joint transform of course reduces to a Laplace-transform for this reward. Since the density of interest is concentrated on the positive real axis we can use the Bromwich inversion integral as follows. For simplicity let V * (t) denote the Laplace transform for the total continuous reward. The ij'th element is hence the Laplace transform corresponding to the case where the Markov jump process initiates in state i and is in state j at time t. Let the corresponding (defective) density of total reward earned in the set A be f (t), whose i, j's element corresponds to the conditional density given initiation of the Markov jump process in state i, and subject to being in state j at time t. Then the Bromwich inversion integral is
This integral is hence solved by numerical integration (trapezoidal rule) choosing discretization such that the cosine term becomes (−1) k and we approximate the integral by an alternating series, which in turn is calculated by Euler summation to approximate the infinite series. See Abate and Whitt (1992) 1 for details.
The transform V * (iu) in the integral above is essentially a matrix-exponential of a complex matrix. Such a matrix-exponential is obviously the solution to a system of linear differential equations, and we solve for the matrixexponential by solving the system of differential equation using a fourth order Runge-Kutta method. In order to speed up the procedure there is also a scaling consideration involved where we use the property of the matrixexponential exp(Γt) = exp(Γt/n) n . If we choose n to be a power of 2, n = 2 k say, then the power of the exponential is particularly fast to calculate by repeated squaring of the exponential k times with itself. The numerical inversion of the transform requires the evaluation of the exponential of a matrix, here carried out by the fourth order Runge-Kutta method, the complexity of which is O(m 2 n 1 ), where n 1 is the number of discretization steps for solving the differential equations. The storage requirement for evaluating the transform is O(m 2 ) as we need to store the intensity matrix (m × m) and reward vector (dimension m). The numerical integration depends linearly on the number of steps involved when we consider the total reward earned in some states. If we let n 2 denote the number of integration steps and n 3 the number of density points to be produced, the complexity of the total algorithm is O(m 2 n 1 n 2 n 3 ), while the storage requirements remain O(m 2 ).
Comparison of the Two Methods
Next, we compare the performance of the explicit method and the numerical transform inversion by means of two examples. We refer to the former as the exact method and to the latter as the inversion method.
A 3-state model
We again consider the example of section 4.1.2. We compute the conditional density W 13 (x, 10) for various values of x. For the exact method, the precision ε was set to 10 −10 , while the error for the inversion method is estimated in the course of the computation. We obtained W 13 (x, 10) for many x; only a few numerical results are shown in Table 3 . The third column lists the estimated error for the inversion method. Among all the computed values, the maximum absolute difference between the results of both methods is 1.3 × 10 −7 . In particular, this suggests that the error estimates in the inversion method are not accurate. All the values in the third column of Table 3 are much smaller than 1.3 × 10 −7 . Given the high accuracy of the exact method, it appears that the error in the inversion method is larger than reported.
A stiff model
Consider a system with N processors that, independently of each other, are subject to failure and repair. The times to failure and the repair times of each processor are exponential, respectively, with parameters β and µ. There is a single repairman. We denote by J(t) the number of operational processors at time t. The transition rates of the Markov chain J(t) are shown in Figure 1 . We assign a reward equal to 1 to states N and N − 1 and equal to 0 to all other states.
Such a model is called stiff when the ratio between the largest and the smallest transition rates is very large. By choosing β = 10 −9 and µ = 1, we 6.9086110168773D-05 9.4898452709599D-11 20 0.0000000000
1.3247682929818D-07 1.9573838184247D-10
obtain an example of a stiff model. We compute the conditional density of the total continuous reward earned up to time t = 100, that the state is then N , given that 1 is the initial state. For this example, R(t) is called the interval availability over [0, t). We computed W 1N (x, 100) for various values of the accumulated reward x and for N = 10. As before, for the exact method, the precision was specified as ε = 10 −10 , while the error for the inversion method is estimated as we go. We obtained W 1N (x, 100) for many values of x and, as for the preceding example, Table 4 lists only some representative values.
Among all computed values, the maximum absolute difference between the results of both methods is 5.5 × 10 −6 . As for the previous example, this suggests that the error estimates in the inversion method are not accurate. All the values in the third column of Table 4 are much smaller than 5.5×10 −6 . Given the high accuracy of the exact method, it appears again that the error in the inversion method is larger than reported.
These two examples show, as expected, that the exact method has a high precision that can be given in advance. So we can evaluate beforehand the time needed execute the corresponding algorithm. This execution time can be very important for large values of the mission time t and also for a large number of distinct rewards. Concerning the inversion method, it is not so accurate and the error estimated is not reliable, so we are not sure that it gives the correct result. The main advantage of that method is that the execution time is independent of the mission time t and of the number of distinct rewards φ.
Convolution Method
In this section we spell out the convolution properties of the matrix W (x, t) and we use these properties to develop a new algorithm to deal with large values of t. The exact algorithm developed from the explicit formulas serves as a starting point for the convolution method. We thus initiate the convolutions with data having very high precision.
To simplify notation, we denote by Q l the matrix Q B l B l , for 0 ≤ l ≤ φ. For any real numbers a and b, we define a ∧ b = min(a, b). Recall that for x ≥ r φ (t + s), we have W (x, t + s) = e Q(t+s) , and for x = 0, we have,
Proof. By R(t, t+ s), we denote the total continuous reward over the interval (t, t + x]. We thus have R(t) = R(0, t) and R(t + s) = R(t) + R(t, t + s). Using this relation, we have
The fourth equality is due to the Markov property and the fifth comes from the homogeneity of J. The jumps arising in W ik (v, t) are described in relation (10). Using that relation, we have
and the result follows since W kj (x − v, s) = 0, for v > x, W ik (v, t) = 0, for v > r φ t and, W kj (x − r l t, s) = 0, for x < r l t.
The following corollary is a simplified version of relation (16). As usual, we define x + = max(0, x), for any real number x. Corollary 4.5 For 0 < x < r φ (t + s), we have 
Let us denote by θ the integral arising in the first sum. We have
Finally, we obtain that 
By adding the expressions (18) and (19), we obtain the desired result.
Algorithmic aspects
We wish to compute W i,j (x, 2t) for some values of x, where 0 < x < 2r φ t, assuming that we know W ij (x, t), W ij (x, t) at the same points x. For this purpose, we use the relations (16) and (17) for s = t. Let us consider formula (16). The main difficulty consists in the evaluation of matrices U (x, t) defined by
In order to simplify notations, let us write
. Moreover, we can write that
where the integral of a matrix function is the matrix whose entries are the integrals of the entries of the matrix function. Let us partition the interval [0,
We wish to approximate U (x i ) by using the trapezoidal rule with knots x k , k = 0, . . . , min(i, N/2) (the trapezoidal rule can be naturally extended to the case of matrix functions).
Let us first consider the case i ≥ N/2, i.e., 
where γ is an upper bound to the maximum norm of the second derivative of the argument of the integral.
