Abstract-In this paper, we consider modeling the nonparametric component in partially linear models (PLMs) using linear sparse representations, e.g., wavelet expansions. Two types of representations are investigated, namely, orthogonal bases (complete) and redundant overcomplete expansions. For bases, we introduce a regularized estimator of the nonparametric part. The important contribution here is that the nonparametric part can be parsimoniously estimated by choosing an appropriate penalty function for which the hard and soft thresholding estimators are special cases. This allows us to represent in an effective manner a broad class of signals, including stationary and/or nonstationary signals and avoids excessive bias in estimating the parametric component. We also give a fast estimation algorithm. The method is then generalized to handle the case of overcomplete representations. A large-scale simulation study is conducted to illustrate the finite sample properties of the estimator. The estimator is finally applied to real neurophysiological functional magnetic resonance imaging (MRI) data sets that are suspected to contain both smooth and transient drift features.
I
N the last ten years, there has been increasing interest and activity in the area of partially linear regression in the statistical community. Many methods and techniques have been studied. A very useful work providing an up-to-date presentation of the state of the art of semi-parametric regression techniques in various statistical problems can be found in [1] . Let us assume a linear dynamical model of the form: (1) where is the number of observations, is a vector of unknown parameters, is an arbitrary and unknown (possibly nonlinear) function over , are vectors of explanatory variables that are fixed design points, the design matrix is of full column rank (i.e., is nonsingular), are i.i.d. error processes with and finite In practice, there is a growing number of large datasets for time series analysts in finance, economics, geophysics, and biology, where the partially linear model (PLM) is of prime interest and allows one to investigate the structural relationships between factors with a high degree of flexibility. PLMs are semiparametric models since they contain both parametric and nonparametric components. They allow easier interpretation of each variable and may be preferred to a completely nonparametric approach because of the well-known curse of dimensionality (see e.g., [2] ). Partially linear models are also more flexible than the standard linear models, since they combine both parametric and nonparametric components, which may be more adaptive when it is believed that the response depends linearly on some covariates but nonlinearly on others.
In the context of PLM, interest focuses on the construction of efficient estimation procedures for both the parametric and nonparametric parts. Much attention has been directed to estimating (1) . For example, [1] , [3] - [15] have constructed estimation procedures based on either the kernel method, the local linear method (local polynomial or trigonometric polynomial techniques), the orthogonal series, or the spline smoothing approach. Estimators have been proposed for both independent and correlated observations (see [1] for a review).
Our concern in this paper is modeling the nonparametric component using linear sparse representations such as wavelet expansions. Two types of representations are investigated, namely, orthogonal (complete) bases and redundant (overcomplete) transforms. One novelty of the method is that the nonparametric component can be parsimoniously represented by a limited number of atoms chosen adaptively from a prescribed dictionary (which is complete or overcomplete). This allows us to represent in an effective manner a broad class of signals, including stationary and/or nonstationary signals and to avoid excessive bias in estimating the parametric component. At a methodological level, an important contribution of this paper is to consider the PLM using sparse representations of which wavelets are only the most well known. The first part of this paper is concerned with orthogonal transformations. Even though we focus here on the wavelet transform, the estimator presented is general and can be applied using any other sparse orthogonal transform. It subsumes some recently published estimators [16] , [17] as special cases. Using wavelets, the case of the Sobolev penalization is treated in detail, allowing extension of this approach to more general spaces, e.g., of non-necessarily smooth functions, which are the traditional results of smoothing splines in PLMs [9] , [13] . From an application standpoint, the use of the Sobolev norm is motivated by its parsimonious representation (by few coefficients) of a broad class of drifts (smooth or nonsmooth) that are expected in functional MRI time courses. This estimator is subsequently extended to overcomplete representations, which will mitigate some limitations of orthogonal transforms, e.g., not having translation invariance.
The application of this estimator to functional MRI data is straightforward. It is common practice currently in fMRI data analysis to fit a linear model, often including so-called "nuisance covariates," to the time series observed at each voxel. Nuisance covariates are regressors that seek to account for low-frequency trends in the time series that are not experimentally determined but may be caused by uncorrected head movement, instrumental instability, long memory neuronal oscillations, or vasomotion. For example, the statistical parametric mapping (SPM) software package uses functions from the discrete cosine transform basis as a source of nuisance covariates, and the first few eigenvectors of a principal component analysis [18] have also been proposed for this purpose. In this context, the nonparametric part of a partially linear model corresponds to the nuisance covariates that are currently incorporated as part of a single linear model design matrix, and the probable advantage of our proposed approach is that it will considerably enrich the choice of basis functions available adaptively to account for "nuisance" components in a given time series.
A. Organization of the Rest of This Paper
The problem is first formulated in Section II. For the case of orthogonal representations, a penalized least-squares estimator for the PLM is detailed in Section III. Some key results are derived, and a fast general estimation algorithm is given. The specific case of the regularizing Sobolev norm is treated, and a closed-form expression of the estimator is derived. For inference purposes, we discuss some useful asymptotic properties of our estimator. In Section IV, we turn to the case of overcomplete representations and derive an efficient estimation algorithm based on a special adaptation of the Block Coordinate Relaxation (BCR) algorithm [19] . In Section V, the effectiveness of this algorithm is demonstrated, and the properties of the estimates are studied using synthetic and real fMRI data. We conclude with a brief summary of our work and some perspectives on its likely future development.
II. PROBLEM FORMULATION
Instead of just representing a signal as a superposition of sinusoids (Fourier representation), this paper proposes to expand the nonparametric part as a linear combination of parameterized atoms that are chosen appropriately from a (possibly redundant) dictionary of which the wavelets are only the most well known. Wavelets, Gabor dictionaries, wavelet packets, cosine packets, chirplets, and a wide range of other dictionaries are now available. We then envision a decomposition of the nonparametric part as (2) Following [9] , can be characterized by , where is a -matrix, is an additional unknown parameter vector, and . When , we are dealing with bases while overcompleteness occurs when the discrete signal is represented by more coefficients than the number of samples, i.e.,
. The PLM in (1) can then be rewritten in a matrix form:
For identifiability, we here consider that does not contain the column vector , and each of its columns must have a zero mean.
III. ESTIMATION WITH BASES

A. Penalized PLM Estimator
Our concern in this part is modeling the nonparametric component using sparse orthonormal expansions. Although our presentation will primarily focus on wavelet bases, the estimator presented in the following is general enough to handle any other appropriate sparse orthogonal transform. In this case, the matrix is , . The joint estimation of and in (3) is an ill-posed problem. We therefore impose constraints to narrow down the class of candidate solutions and produce regularized estimates. Recently, authors in [21] introduced a wavelet hard thresholding estimator(nonlinear)andtheminimumdescriptionlength(MDL) principle to automatically select a subset of coefficients in the optimal basis representing the nonparametric part. In [17] , a linear least-squares wavelet estimator for the nonparametric part was proposed. In this work, choosing the detail coefficients retained in the reconstruction amounts to choosing the coarsest decomposition scale, which is equivalent to a simple lowpass filtering whose dyadic cut-off frequency is selected by means of a model complexity criterion [e.g., Akaike or Bayesian Information Criteria (AIC or BIC)]. In [16] , authors proposed an penalty function that is equivalent to the same procedure as in [21] replacing hard by soft thresholding. In [22] , the penalty was also used together with the BCR algorithm to fit additive models with the undecimated wavelet transform. We here propose to unify these approaches using regularization constraints on . An interesting property of our penalty function is that it is not necessarily convex. Such a regularization can be important in producing sparse solutions [23] - [25] , e.g., it will preserve discontinuities and singularities. However, the underlying optimization problem can be awkward to compute, to control, and to analyze. To alleviate these intricacies, some necessary conditions are imposed on the penalty to ensure good behavior of the minima.
By orthonormality of , we propose to minimize the following penalized least-squares (PLS) problem to estimate and :
where and are, respectively, the wavelet approximation coefficient at coarsest scale 0 and the detail coefficients at scales and locations of the discrete wavelet transform (DWT) of . and are defined similarly for and , where is a row in the column-wise DWT of the design matrix . Throughout the rest of this paper, (and likewise and ) will denote the matrix (or vectors) containing only the detail coefficients of the column-wise wavelet transform of (or and ). is the regularization parameter, and the regularizing penalty function is a non-negative, continuous, even-symmetric, and nondecreasing function on but is not necessarily convex on and could be irregular at point zero to produce sparse solutions. However, it remains a challenging task to optimize such nonconvex functionals. In particular, the PLM hard and soft thresholding rules [16] , [21] are special cases that correspond respectively to the smooth clipped penalty defined in (10) [25] and the penalty. Some of these estimators may exhibit unappealing features (e.g., excessive bias for the soft thresholding). As a side effect, this can have a crucial impact on the inference step, as we will see later. Better, less-biased estimators can be obtained with an appropriately designed function , e.g., the Sobolev norm that will be discussed in detail here. The PLS for PLM estimation is attractive for several reasons. The principle of adding a penalty term to a sum of squares or more generally to a log-likelihood applies to a variety of statistical noise models. There is also a Bayesian interpretation to (4) [1] . Minimizing (4) corresponds to the maximum a posteriori estimator with a Gibbsian prior density imposed on each . In the following section, we derive a formal result characterizing the solutions (local minima) of the estimator of our model according to the assumptions on the penalty function listed below.
1) Minima Characterization Result:
We now turn to the minimization problem in (4). We are able to state the following theorem that gives a necessary condition for a solution to minimize our PLS functional.
Theorem 1: Suppose we have the following. i) is even-symmetric, non-negative, and nondecreasing on , and . ii) is twice differentiable on but not necessarily convex. iii) is continuous on , it is nonsmooth at zero, and admits a positive right derivative at zero , which can be finite or not. iv) and is not spanned by the vectors of , i.e., 1 . If is a (local) minimizer of (4), then it satisfies
where . The proof mainly rests on results stated in [23] and [26] ; see the Appendix for details. 1 As the approximation coefficient of a discrete signal vector at the coarsest scale is the average of this signal, it immediately follows that X (whose elements are the averages of the zero-mean columns of X) is 0.
The minimizer above can be local or global, strict or nonstrict. These estimating equations can also be rewritten in a compact operator form (8) (9) where and are, respectively, a nonlinear (but diagonal) and a linear operator. Let us first notice that the estimate of is the least-squares estimate when is known. It is also evident that conditions of Theorem 1 are also sufficient if is convex (recall that has full column rank). The estimation of the nonparametric part is essentially a thresholding rule. The approximation coefficient (mean of the signal) is not thresholded and is always retained in the reconstruction. One can easily verify that soft thresholding and the proof of necessary conditions provided in [16] is a special case of our result when . Hard thresholding [21] is also a special case corresponding to the penalty function: (10) where the indicator function (statement) takes the value 1 if the statement is true and 0 otherwise. Many other possible penalty functions include the clipped and the smoothly clipped absolute deviation (SCAD) penalties [23] , [25] .
2) Case of the Sobolev Norm: Another possible choice is the classical regularization in the wavelet domain using the Sobolev norm [27] , assuming , where is the Sobolev smoothness degree. The Sobolev norm of a function is related to a sequence space norm on the wavelet coefficients of the function [28] . If the mother wavelet has number of vanishing moments, where , then we have (11) where the equivalence symbol means that there exist two constants and not depending on such that [28] : (12) Thus, for this penalty function, the PLS problem can be written in a matrix form as (13) where diag . This minimization problem has a flavor of ridge regression. It has a unique closed-form solution, which is stated as follows:
Proposition 1: We assume that , , and that is not spanned by the vectors of . Then, the unique minimizers of (13) are (14) ( 15) for each (16) where diag , , and . See the Appendix for the proof.
Note that this estimator can be seen as an extension to the wavelet domain of the kernel smoothing estimators [9] . From a statistical (Bayesian) point of view, we can shed light on the PLS minimization problem in (13) by relating it to the waveletdomain linear model with a noise process that we developed earlier [21] . Indeed, by a closer inspection of the second part of (13), we can see that a multiscale Gaussian prior has been used for the nonparametric part, that is pdf (17) where . We also invoke the scale invariance property of natural signals. This invariance can be adequately studied in a stochastic framework by adopting a power law in the spectral domain, or equivalently in the wavelet domain, by defining a linear relationship in log-log scale between the variance of the signal at each scale and the scale index, i.e., Var (18) where and are the variance and the spectral exponent of the process. Thus, it is easy to see that the smoothness exponent plays the role of the spectral exponent in a stochastic context. Moreover, the regularizing parameter is closely related (inversely proportional) to the variance parameter . Therefore, the PLM model described by (1) with the Sobolev penalty can be viewed as an extension of the linear model with errors studied in [21] to the case of stationary processes contaminated with Gaussian white noise.
B. Regularized PLM Estimation Algorithm
From the structure of the updating equations in Theorem 1, we see that we can use an iterative (backfitting-like) algorithm to estimate the parametric and the nonparametric parts of the PLM.
Algorithm 1
The penalized PLM wavelet estimator 1) For any given wavelet, calculate the column-wise DWT of and . Set , , and 2) repeat 3) Update .
4) Update using (7). 5) until 6) Calculate the inverse DWT of and get an estimate for .
The calculation of the DWT is outside the iteration step of this algorithm, yielding a low computational load. It is in the spirit of the iterative backfitting algorithm [2] , [16] , which is a general algorithm that enables one to fit an additive model using any regression-type fitting mechanisms. Alternatively, one can use a more sophisticated line search descent algorithm as initiated by [29] and used in [16] , although their line search methods were not the same. As far as the Sobolev penalty is concerned, there is no need to iterate the process, and the estimates are obtained after one pass from Proposition 1.
A general convergence result for the backfitting algorithm for any penalty satisfying conditions i)-iv) is rather difficult to obtain. The following result gives a sufficient condition that guarantees convergence of the above scheme:
Proposition 2: Let satisfy conditions i)-iv). Moreover, suppose is strictly unimodal on . Then, the iterative backfitting algorithm converges.
The proof is sketched in the Appendix.
C. Selection of the Regularization Parameter
An important issue in our penalized PLM estimator is the choice of the regularization parameter that influences the threshold . One can use the traditional universal threshold value . However, this threshold is known to be too large. Alternatively, one can use a lower universal threshold derived by [25] in wavelet nonparametric regression. Another popular thresholding scheme is , which is very close to when for . The standard deviation can be easily estimated using the popular MAD estimator of Donoho and Johnstone [30] . The use of the MAD with the PLM makes sense provided that the wavelet transform of the noisy data (with both parametric and nonparametric parts) is sparse [30] .
The generalized cross-validation criterion (GCV) [31] has already been adopted to objectively choose the regularizing parameter in wavelet-based penalized nonparametric regression (see, e.g., [27] and [32] ). GCV attempts to provide a data-driven estimate of , which minimizes the unobservable loss In our setting, the GCV score is defined as follows: GCV tr (19) where is the so-called hat matrix or the derivative influence matrix, i.e.,
. 2 However, in the context of PLM, the expression of , and thus the GCV, is not easy to derive in general for any penalty function, e.g., soft thresholding. Nevertheless, the GCV function can be obtained in many cases such as in the Sobolev penalty. In this case, the hat matrix has a closed-form expression given by (20) where , , and are defined as in Proposition 1.
The GCV-based estimate of serves as an estimate of the argument minimizer for the true risk . The next consistency theorem assures that the minimizer of GCV for the Sobolev penalty is essentially equivalent to the minimizer of . See the Appendix for the proof.
In closing this section, we mention that for the hard and soft thresholding results that will be illustrated subsequently, the universal thresholds will be used, whereas the GCV will be used for the Sobolev norm case. Furthermore, the GCV for this penalty function can also be used to automatically select the smoothness degree .
D. Asymptotic Behavior and Inference
In this section, we will focus on the derivation of inferential aspects of the parametric part of the PLM model.
1) Parametric Inference:
Here, we only give some intuitive and expected asymptotic properties of our wavelet-domain regularized estimator of the PLM that are supported by arguments appropriated from the PLM kernel smoothing asymptotics literature [1] . Furthermore, as we will see subsequently, our conjectures can be confirmed empirically by simulations.
An issue of prime interest concerns the asymptotic behavior of the estimate of , which is important for inference purposes. It has been established that PLS estimators of in PLMs using kernel smoothing are asymptotically Gaussian. They are also biased even if the true is exactly known. Therefore, we would expect our estimator to be Gaussian and subject to bias, even if this bias is negligible. However, it remains a fairly tough task to prove these statements in general, i.e., for any . Nonetheless, here are some indications that support these claims. Upon convergence of the backfitting algorithm, the estimate of will stabilize. Therefore, we can write (22) Thus, we can see that the estimator of is biased depending on the bias of . Therefore, if the bias in estimating is asymptotically negligible, asymptotic normality and unbiasedness of will follow immediately. More precisely, in the case of the Sobolev norm, these properties can be shown under the conditions stated in Appendix (see, e.g., the proof of unbiasedness in Lemma 2).
In the application of interest here, i.e., fMRI, one is essentially interested in testing the significance of an effect corresponding to the differences between two or more cognitive states modeled as covariates in the design matrix. Such differences are tested by introducing a contrast vector . In formal terms, this amounts to testing the hypotheses Then, the asymptotic normality of the estimated vector (from Theorem 1 or Proposition 1) justifies an approximate or test for inference purposes [33] . We adopt the hat matrix notation, and let and , which is only valid for linear estimators [34] . Examples of and can be found in (15) and (20) for the Sobolev norm penalty. We define the estimate of the residual variance (23) where is the number of effective degrees of freedom (edf). The null hypothesis can then be tested at the significance level using either the (or the ) statistic [33] : (24) Under the null hypothesis, the -statistic has a Student distribution with tr degrees of freedom. For orthogonal projectors, reduces to tr . The above reasoning is not directly applicable to most penalty functions , where the corresponding estimator is nonlinear, e.g., soft or hard thresholding, and where and are not known in exact closed form. The edf is also difficult to obtain analytically for such nonlinear estimators. We here propose to adopt the same inference strategy as above for which we derive approximate expressions of the hat matrix and edf, provided that the bias is negligible (something that is quite difficult to check in the nonlinear setting even asymptotically). In the following, we will assume that the diagonal entries of lie in , which follows from sufficient conditions on the penalty in Proposition 2 (see the Appendix for proof).
First, recall that the PLS estimator stated in (7) is a pointwise kill-or-shrink estimator, where each estimate is either thresholded or shrunk toward zero by a certain amount, depending on the penalty [see (7) in Theorem 1] . At convergence of the backfitting procedure, one can legitimately assume that , as defined in (8) , will stabilize at . An explicit expression of and is then deduced by plugging (8) into (9) and some basic rearrangements: 3 and (25) where is a projector. Using standard matrix analysis results [41] and some algebraic arrangements, we can write nonparametric part is sufficiently sparse. The rationale behind the bound in (26) is that the sum of the edf of the estimated parametric and nonparametric components provides an upper bound on the degrees of freedom of the fitted model (i.e., total number of parameters in the regression) [35] . In addition, this bound is sharp in the sense that it is attained for hard thresholding, where the diagonal entries of are zeros or ones. Thus, the upper bound on may be further simplified by taking (27) where is the number of detail coefficients retained in the estimate . This corresponds to the extreme situation of hard thresholding, with . This will yield a somewhat conservative estimate of the edf.
2) Nonparametric Bootstrap Inference: In this section, we propose to use bootstrap methods for hypothesis testing on the parametric part of the PLM. Bootstrapping can also be used for bias correction and construction of confidence intervals for the nonparametric part; it is appropriate for pivotal test statistics such as (24) , and it is expected to have excellent coverage properties, even for a small fixed number of (re)samples. This strategy was successfully used by [36] with kernel smoothing estimators for the nonparametric part; these authors also investigated several asymptotic properties of their bootstrap tests. We here use a nonparametric resampling with replacement version of the bootstrap. For instance, the variance of the parametric part is also estimated by a bootstrap scheme, which involves two nested levels of resampling [37] . Typically, we chose and for the number of bootstrap resamples at the first and second level (bootstrap variance estimation). An additional advantage of the bootstrap approach is that it can be used to correct for bias in the parametric part of the model. This information is otherwise not easily accessible, except under asymptotic conditions; see, e.g., assumption i) in the Appendix.
IV. EXTENSION TO OVERCOMPLETE REPRESENTATIONS
A. Estimation Algorithm
In this section, we are mainly concerned with decomposing the nonparametric component over a family of atoms adaptively chosen from an overcomplete dictionary of sparse representations, i.e., . This approach leads to a vastly more efficient representation for compared to confining ourselves to a single basis. Another goal in this part is to confer an additional useful property on our estimation algorithm, namely, translation invariance. To do so, a typical choice for the library would be the undecimated DWT, which can be seen as a union of individual bases [19] . However, with overcomplete dictionaries, the penalized minimization problem is more delicate to solve in general with any penalization . Here, we restrict ourselves to the penalty, in which case, the functional is convex: (28) In the following, the transform operator will denote the Moore-Penrose generalized inverse of . In the nonparametric setting , Chen et al. [38] proposed the basis pursuit denoising with norm penalization. The Interior Point (IP) algorithm was proposed to solve the -penalized minimization problem. Alternatively, Sardy et al. [19] proposed the BCR algorithm and used it for automatic fitting of additive models [22] . Their approach is not applicable to any dictionary (only for a union of bases) but is much faster and simpler to implement. More recently, a modification of the BCR algorithm was proposed for semantic components separation in images [39] . In the same vein as in [39] , we here propose an adapation of the BCR algorithm to solve the minimization problem (28). Our procedure is different from that proposed in [22] . It can be easily used for any overcomplete dictionary. It proceeds as described in Algorithm 2. 
Algorithm
7) 8) end for
This algorithm keeps including atoms that are significant in the reconstruction of and stops when their contribution becomes nonsignificant, i.e., with an absolute value lower than . Thus, will take the universal threshold values, as discussed in Section III-C. It is also worth noting that this algorithm iteratively uses a backfitting scheme (steps 4-8) but with a linearly decreasing regularization parameter . We also point out that this algorithm requires only one parameter . The higher , the finer the minimization process, but the slower the convergence of the algorithm.
As far as the computational complexity of Algorithm 2 is concerned, (inverse transform) and (transform) at step 5 are not calculated explicitly, but fast existing algorithms (such as for the undecimated wavelet transform) are used to calculate the transforms and the inverse transforms. Moreover, the number of columns of , which is also the number of atoms in the dictionary, has not to be chosen a priori but is implicitly given by the transforms used in the dictionary. For the example presented here, we used the Undecimated DWT (UDWT). The UDWT of an -sample signal at level requires operations, yielding wavelet coefficients. Similar reasoning can be applied if the dictionary contains many transforms. To derive confidence intervals or to test some hypothesis with the overcomplete representations, one could adapt the approximate parametric approach, which is described at the end of Section III-D1. However, to derive the "hat matrix" in this case (it is not really a hat matrix since the procedure is nonlinear), parametric inference will involve calculating explicitly the transform operator , which rapidly imposes a prohibitive computational burden (e.g., for the UDWT, this will involve matrices of size ). Thus, parametric inference is unattractive in this context, and nonparametric bootstrapping will be preferred.
V. RESULTS AND DISCUSSION
A. Simulation Study
We first illustrate the finite-sample behavior of the PLS estimator by performing a simulation study on some test functions that have been widely used in the literature [1] . Two examples of such functions are shown by dashed lines in Fig. 1 . These signals have different smoothness and time-frequency localization properties, ranging from functions to piecewise smooth signals with big jumps in their first derivatives . We also tested the algorithm successfully on other nonstationary signals (not shown) with jumps, isolated singularities, and time-dependent frequency content. Traditional spline-like PLM estimators are expected to work poorly on the latter functions. The noise standard deviation was 1, and the factors of the simulation were the design matrix , , , and its amplitude SNR . The number of samples was fixed at 128, which is a typical length of time series in functional MRI. For all simulations, the Daubechies wavelet with four vanishing moments was used. For each combination of these factors, a simulation run was repeated 300 times (bootstrap resamples and ). Four estimators were considered, namely, the Sobolev ( chosen by GCV), hard and soft thresholding with the DWT transform (with the universal threshold , convergence tolerance ), and soft thresholding with an overcomplete representation (here the UDWT; , is the universal threshold). For more complexly structured signals, one could use other redundant dictionaries in Algorithm 2.
1) Nonparametric Part Estimation:
To assess the quality of the estimated nonparametric part, two performance measures were calculated: the mean-square error (MSE) and the (squared) estimation bias. The MSE was calculated for each run and averaged over the 300 runs. The squared estimation bias is Bias where is the average of the estimates over the 300 runs. Fig. 1 illustrates an example of the performance of the four estimators on the two test functions at two SNR levels (low and high) when estimating the nonparametric part ( was set to 1). The average estimate is shown with a solid line, the vertical bars (shown at six point samples) are the standard deviations, and the dashed line is the original signal. The soft thresholding estimator (with the DWT) is clearly poor compared with the other estimators. It tends to oversmooth the estimate, even at high SNR, which is a known effect of soft thresholding in nonparametric regression. Sobolev and soft thresholding with the UDWT are superior to the hard thresholding (with the DWT) estimator. These visual observations are confirmed by plots of the squared bias and MSE on computed for each SNR, as shown in Fig. 2 . Again, soft thresholding with the DWT has a higher bias and MSE levels for all test functions and SNRs compared with the other estimators. Another result revealed by these plots is that except for soft thresholding, the bias of is not zero but is quite low. Furthermore, the amount of this bias is relatively stable whatever the function or the SNR level.
2) Type I Error Calibration: To assess the relative performance of the estimators in terms of type I error control, we simulated a set of data in which the parametric component was set to zero for each test function . We then tested the null hypothesis versus (the contrast vector here is simply 1) over a range of prefixed significance levels . Results are depicted in Fig. 3 . In general, as expected, bootstrap-based inference achieves good type I error control for all estimators. The parametric inference approach, based on asymptotics discussed in Section III-D1, exhibits different behaviors depending on the SNR (amplitude of parametric component). At low SNRs, the parametric inference achieves a good In all panels, "1" denotes bootstrap hypothesis testing with hard thresholding and the DWT, "5" denotes bootstrap hypothesis testing with soft thresholding and the DWT, "+" denotes parametric hypothesis testing with the Sobolev penalized estimator and the DWT, " " denotes bootstrap hypothesis testing with soft thresholding and the Undecimated DWT, "3" denotes parametric hypothesis testing with hard thresholding and the DWT, and " " denotes parametric hypothesis testing with soft thresholding and the DWT. The dashed line is the line of identity.
control of type I error. At high SNRs, all estimators still have an acceptable type I error control, although the Sobolev and hard-thresholding estimators yield a slight inflation of the type I error. A possible interpretation of this type I error inflation is the biasedness of , as revealed by the plots portrayed in the last column of Fig. 2 . Therefore, if the main interest is inference on with an accurate control of type I error, bootstrap-based approaches could be preferable, despite their computational burden. 4 On the other hand, the parametric inference approach of Section III-D1 could be a good alternative if the calculation time is an issue, at the price of less accurate coverage probability.
B. Application to fMRI Data 1) Experimental Designs and Data Acquisition:
Gradientecho -weighted echoplanar imaging (EPI) data were acquired as follows.
a) Null Data: Six normal volunteers were studied at 1.5 Tesla (T) while they lay quietly in the scanner with their eyes closed for 8 min and 32 sec. We acquired 128 images at each of 14 contiguous slices in an oblique axial plane using the GE LX Echospeed system (General Electric, Milwaukee WI) at CHU, Caen, France: time to echo TE ms, time to repetition tr s, 64 64 matrix size with inplane resolution 3.75 3.75 mm, slice thickness mm. b) Activation Experiments: We studied a single male subject during an event-related (ER) experiment in which a blackand-white checkerboard visual stimulus was flashed for 500 ms every 16.5 s over the course of 4 min and 28 s. Each time the subject saw the checkerboard flash, he pressed a button with his right hand. Data were acquired at each of 17 slices using a 3T Bruker system at the Wolfson Brain Imaging Centre, Cambridge, U.K.: TE ms, tr s, 128 64 matrix size with inplane resolution 1.5 3 mm, slice thickness mm. We also studied five male subjects during a periodic block paradigm experiment, where the task was to oppose the finger and thumb of the right hand repeatedly during nine blocks of 16 s each, periodically alternating with nine blocks of rest (fMRI data acquisition parameters were the same as in Section V-B1a). The first experiment was expected to activate areas of the brain (occipital cortex) that are important in visual perception, and the second experiment was expected to activate motor and somatosensory cortical and subcortical regions.
The only preprocessing applied to all datasets was rigid body motion correction. The parameters involved in the four estimators developed here (wavelet, , , etc.) are the same as in the simulation study.
2) Results: Examples of real fMRI time courses both without (examples 1 and 2) and with experimental activation (example 3, taken from a voxel in occipital cortex) are depicted in Fig. 4 . Each of the first four plots shows the original time course and the drift estimated by each of the four estimators. Example 1 illustrates a nonparametric part with an isolated singularity. For this type of signal, a soft thresholding estimator with the UDWT and hard thresholding with the DWT perform particularly well. Typically, 2-10% wavelet coefficients were retained in the reconstruction of the nonparametric part, supporting the fact that these signals were sparsely represented by wavelet dictionaries. Again, soft thresholding with the DWT yields an oversmooth estimate. As expected, the Sobolev-based estimator is poor in example 1, as this type of signal does not belong to the Sobolev space for [28] . In the other examples (2 and 3), all estimators give comparable estimates of the trend, except for soft thresholding, which provides an oversmooth estimate. In the activated voxel time course example (3), the low-frequency drift has been adaptively removed without altering the stimulus component at a frequency of 0.606 Hz. Furthermore, we have observed that the residuals are Gaussian, whereas a serious departure from normality was observed before detrending.
c) Functional MRI, Null Data: To further assess the relative performance of our estimators in comparison to existing methods, two additional estimators of PLM were considered: the "linear" DWT-domain estimator developed in [17] and the traditional smoothing spline-based estimator [1] , [3] ; for the latter implementation, the regularization parameter was adaptively selected using the GCV [31] . For these two estimators, parametric inference was used.
Each of the six null datasets was analyzed by applying each of the six estimators to the intracerebral voxels. For a valid test of size , the number of positive voxels observed when the null hypothesis is true, as presumably it is in these data, should be less than or equal to the expected number of positive voxels . Table I shows the expected type I probability errors and the mean observed false positive fractions (FPF) with their standard deviations across all datasets. These fractions are shown for a low-probability threshold range . The ratio of the mean observed FPF to the expected type I probability error is depicted in the right panel of Fig. 5 . The boxplots of the bias of are also depicted in Fig. 5 . The wavelet and spline linear estimators are biased downward, resulting in a large type I error inflation. They are clearly outperformed by the wavelet-based estimators developed in this paper, which manage to provide empirically acceptable type I errors. The Sobolev penalty-based estimator is slightly more biased (downward) than its three competitors. This is likely to be due to some voxels whose time courses contain very sharp isolated singularities. Nevertheless, unlike soft thresholding, hard thresholding with the DWT, soft thresholding with the UDWT, and the Sobolev penalty-based estimator still give good type I error control without unduly biasing estimation of the nonparametric component of the model.
d) Functional MRI, Activation Mapping:
The visual and motor experiments were analyzed using the four new estimators and the two existing competitors. The resulting -statistic maps were thresholded at a significance level of 0.005 and are superimposed on a background image of the gray-scale EPI data. As shown in the first row of Fig. 6 , the brain areas that show significantly large values of the model parameter vector estimated by each of the six PLM estimators are located, as expected, in the occipital cortex at the back of the brain. Brain areas activated by the motor experiment (second row) are located in motor and somatosensory cortical areas and in the cerebellum.
While the linear DWT and spline-based PLM estimators yield the expected areas of activation, they also yield many spurious areas and seem prone to overdetect activations. This is consistent with the results of our type I error study on null data, where by each estimator applied to six "null" fMRI datasets. The wavelet and spline linear estimators are biased downward, resulting in a large type I error inflation. They are clearly outperformed by the wavelet-based estimators developed in this paper.
these two estimators failed to control the type I error, especially at low significance levels. The new estimators developed in this paper perform equally well for both experiments and clearly surpass the two previous estimators, even if the DWT soft thresholding estimator seem to be slightly less sensitive.
VI. CONCLUSION
In this paper, a flexible and powerful penalized least squares estimator using sparse representations was proposed for partial linear modeling. The theory was fully developed for orthonormal wavelet bases, but it is generally applicable to other linear decompositions. The method was extended to overcomplete dictionaries, using the Block Coordinate Relaxation algorithm to solve efficiently the PLS minimization problem. The sparse representation-based PLM has been demonstrated to describe parsimoniously (with few coefficients) the fMRI response to a stimulus contaminated by Gaussian noise and a systematic baseline drift. This trend is allowed to belong to a broad class of functions, including nonsmooth irregular functions. In order to demonstrate the capabilities of our approach, we evaluated it by comparison to a linear DWT-based estimator and a smoothing spline estimator. Analyses of real null and experimental fMRI datasets demonstrate that our approaches outperform these two existing methods: modeling drifts efficiently while controlling the false positive rate and yielding specific foci of biologically plausible activation.
From a theoretical point of view, our ongoing research is focusing on exploring and understanding in more detail the asymptotic behavior of our estimators. The bias (for both the parametric and the nonparametric parts of the PLM) is still a difficulty that we must attend to. We are also exploring the validity and applicability of this approach to a larger collection of experimental fMRI datasets.
APPENDIX A PROOF OF THEOREM 1
Proof: Equation (5) is trivial to prove by differentiating (4) since, by assumption iv), . The reduced minimization problem becomes (29) where is the set of indices of the detail wavelet coefficients . This functional can be put in the linear inverse problem form as considered by [23] with for , and is an matrix. Using conditions for minima of nonsmooth functions established in [26] with the directional (right and left) Thus, by (33) and (34), the second statement of (7) follows immediately. Finally, using the fact that the 's are columns of for , (32) becomes if (35) which is the same as (6) since has a full column rank. This completes the proof.
Note that if (e.g., , penalty), then (33) is superfluous (true for all ). Moreover, if is empty (smooth penalty), then the first case of (7) is absent.
APPENDIX B PROOF OF PROPOSITION 1
Proof: First, let us note that for the Sobolev penalty is a strict convex function of and . Then, it is clear that the minimum is unique. The proof of (14) is identical to that of (5) . Now, by differentiating with respect to and the detail coefficients vector , and after some algebraic arrangements, the normal equations are (36) (37) where diag . Inserting the expression of given in (37) into (36), we obtain (15) after some rearrangements. Finally, (15) is obtained by backsubstituting the estimate in (37) and developing the matrix product. This completes the proof.
APPENDIX C PROOF OF PROPOSITION 2
Proof: The proof follows from the general result stated in (34) (Theorem 9) for additive models, which we adapt to our setting. That is, if two estimators with associated symmetric operators and [like those of (8) and (9)] are such that ( is the matrix induced norm), then the backfitting algorithm converges, but the solution is not unique in general. From (8) and (9), one can easily identify that diag (nonlinear), and (linear), where has full rank. Thus, (a projector). It is then sufficient to have an upper bound on the diagonal elements of . Without loss of generality, assume (the case of negative is treated by symmetry). If , then the corresponding diagonal entry of is zero. As is strictly unimodal on , it follows that the second equality of (7) may have two zero crossings, but only one occurs for at a strictly positive . Furthermore, is non-negative, which implies that . Hence, the diagonal elements of lie in . Therefore, we obtain
APPENDIX D PROOF OF THEOREM 2
Proof: Here, rather than giving all the technical details of the proof, we only give the main steps of the method. We begin by first introducing some key conditions that will allow us to apply the results provided by [19] . From (1), let us assume that can be decomposed via the regression model written in matrix form as (39) where each column is a bounded function on belonging to the Sobolev space , . are independent and identicall distributed mean zero random variables independent of the .
The following assumptions hold for a) . b) tr . c) . d) . e) . f) . g) tr . h) , uniformly, and is the matrix induced (compatible) norm. i) s and as . In the random model (39) , the bounds are to be interpreted as holding in probability (with respect to ), that is, the equivalence is almost sure. Assumption a) holds from the fact that the rows of are zero mean identically distributed random vectors with finite variance-covariance matrix . By definition of , tr is upper bounded by for ; the proof is similar to that in [27, Th. 3] . Hence, assumption b) holds. Using a similar proof, assumption g) holds for
. Assumption c) follows from the fact that tr . Under (39) , and Var . Then, assumption f) follows from assumption e). The latter is obtained by first writing . Hence, noting that and , assumption e) holds. Similar arguments yield assumption d). To check h), write , which is , as . Assumption i) follows from the traditional decay rate of the MSE under the Sobolev penalty, which is for [27] , [40] . The following preliminary lemmas are needed. Lemma 1: Under conditions a)-i), as (40) Proof: Considering each element of this matrix product, we can write (41) It is sufficient to prove that all terms except A vanish. by a)
. By the Cauchy-Schwartz inequality (CSI), a) and c)
. By CSI, a) and d) . 
where is a term tending uniformly to zero under the limits in i).
Proof: The proof follows the same steps as that of [9, Lemma 2] . It is a consequence of Lemma 1 and conditions h), g) and i).
We now turn to the proof of Theorem 2. Using Lemma 3 [g) and i)], the denominator of (19) Hence, the result stated in the theorem follows.
