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SUMMARY
Mechanical response of a lattice-based solid, where the entire system is built up by a
repetitive translation of a unit cell along its principal axes, manifests itself in changes either
in the macro or the microstructure of the system. Depending on the loading configuration,
drastic and remarkable changes may occur in the mechanical behavior of the entire lattice,
often triggered by a macro or micro instability. The outcome of these instabilities varies
significantly across different systems and scales, and is often reflected in phenomena such
as, but not limited to, defect nucleation, shear bands, phase transitions and pattern forma-
tions. The subject of this thesis is to study stress-induced instabilities in certain groups of
lattice-based solids, as well as their manifestations on mechanical properties of the whole
lattice. Although we choose certain families of materials and metamaterials in our study,
the approaches that we employ could be utilized to investigate instabilities of any system
with translational symmetry.
In chapter two, we investigate stress-induced instabilities in single crystal metals. We
study the onset of symmetry breaking in four distinct metals of both FCC and BCC struc-
ture. We subject them to a combined shear and dilation, and examine the Schmid assump-
tion, whereby we identify the onset of plasticity with the onset of instability. We perform
both phonon and elastic stability analysis. We study the nature of the instability and show
for the first time, to the best of our knowledge, that the short wavelength instabilities are
abundant. Our results illustrate the potential pitfalls of relying on the widely used elastic
stability analysis and disqualifies it as the method of choice.
In chapter three, we investigate stress-induced material symmetry phase transitions in
tensegrity-based metamaterials. We study material symmetries of tensegrity lattice by ex-
amining the eigenspaces of the effective elasticity tensor, obtained through a homogeniza-
tion scheme. We demonstrate symmetry breaking and phase transitions, occurring solely
due to pre-stressing the members of the lattice. We observe several phase transitions includ-
xiv
ing cubic to tetragonal and tetragonal to orthotropic and vice-versa. We also demonstrate
existence of a discrepancy between the material symmetries of a finite and infinite lattice,
and show that imposing periodic boundary conditions can lead to physically incorrect re-
sults. Our results suggest new research paths for designing tensegrity-based metamaterials
and tuning their properties through adjusting the pre-stretches in the cables.
In chapter four, we study the mechanical response of homogeneous two dimensional
tensegrity lattices. We aim to investigate the effect of lattice connectivity on the corre-
sponding mechanical properties. We propose new designs of two dimensional lattices with
very similar geometry, which only differ in the connectivity of compression members. We
verify the stability of the proposed lattice, and then compare the mechanical response of
two lattices, subjected to uniaxial compression, with connected and isolated compression
members. We demonstrate that while local instabilities lead to global instability in the for-
mer case, the latter case remains globally stable for a vast regime of deformations. We





1.1 Background and motivation
Mechanical response of an unstressed solid subjected to an external excitation is often
manifested in global and local phase transitions among admissible states of the system.
These phase transitions have a significant impact on the mechanical properties of the sys-
tem, which makes them a key element for both understanding the material behavior as well
as proposing predictive material models; they are often the trigger for material or structural
failure. From a mathematical perspective, changes in certain parameters of the governing
equations -which could be an external force or displacement in our context-, can lead to an
instability, triggering a phase transition, in the system, which roots from a loss of unique-
ness in the solution of the governing equations. The aim of this thesis is to shed light on
the current understanding of instabilities and material symmetry phase transitions, as one
example of possible phase transitions in lattice-based systems, from crystalline materials
to the more recently proposed ‘metamaterials’.
One popular approach for studying discrete lattice-based systems, is the homogeniza-
tion approach [1], where the discrete system is substituted by an ‘equivalent’ continuum
one; and the continuum mimics, as close as possible, the desired properties of the dis-
crete system. This, in turn, can be very challenging, thus compromising the accuracy of
the results. Yet, homogenization has proven to be very useful and accurate for studying
vast regimes of deformation; particularly, since it allows us to incorporate the translational
symmetry of the system and reduce the dimension of our problem. Thus we will employ a
homogenization scheme in studying instabilities and material symmetries of lattices -where
a homogenization scheme is well justified-, as well as investigating possible inaccuracies
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manufactured by replacing a discrete system with a continuum one.
Instabilities in materials and structures, are ubiquitous, with some important examples
including: buckling of structures, defect nucleation, phase transformations, plastic neck-
ing, strain or stress localization and fracture [2]. From a variational perspective, once
certain variational inequalities -which are measures of convexity of the energy functional-
are not satisfied, instabilities will occur in both material level (microscopic instabilities)
and structural level (macroscopic instabilities). A more well known scenario is loss of el-
lipticity -for continuous systems- or loss of positive-definiteness -for discrete systems- in
the constitutive relations. Instabilities in crystalline materials have been studied by sev-
eral other researchers [3, 4, 5, 6, 7, 8, 9]. The abundance of defects (e.g., dislocations) in
bulk crystalline materials has resulted in research focusing primarily on defect evolution
or nucleation from existing ones (e.g., Frank-Read source) as opposed to defect nucleation
in a perfect lattice. However, with recent advances in nanoscale devices, investigating de-
fect nucleation in perfect lattices is gaining attention [10, 4, 3]. Instabilities in periodic
metamaterials have also been the subject of study in the recent years[11, 2]. Instabilities in
metamaterials could be beneficial, if mobilized in a controlled fashion, such as soft mate-
rials [12, 13], large deformation of 2D lattices and cellular solids [14, 15, 16] and acoustic
wave guides [17, 18, 19].
Another key aspect of lattices that will be the focus of this thesis is the material sym-
metry phase transitions in lattices. Even though we will focus on a specific class of meta-
materials, the approaches and techniques are general and applicable to any periodic media.
In the context of this thesis, we define metamaterials as structural arrangements built at
a scale much smaller than that of the application they are intended to, thus exhibiting an
effective behavior different than its constituent materials at that large scale [20, 21, 22,
23]. That effective behavior is usually not easily achieved through traditional materials,
e.g, metamaterials have been utilized to steer stress waves, generate phononic band-gaps,
and to achieve negative effective refraction indices [24, 25, 20, 26, 27, 28]. Among several
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classes of metamaterials, tensegrity-based metamaterials have recently gained significant
attention [29, 30, 31]. Tensegrity-based metamaterials are a class of lattices composed of
two types of members, cables and bars. The name is inspired from the work of Fuller [32],
who introduced it and labeled it as tensile-integrity structures. The key feature of tenseg-
rity lattices is the disconnectedness of their compression members (bars), while the tensile
members (cables) are connected [33]. They have a wide range of applications in space
structures [34, 35], civil engineering [36], and have recently been used to model biological
structures [37, 38, 39]. Also, the isolation of compression members suits particularly well
for impact absorption applications [29, 40].
As hinted earlier, mechanical instabilities can cause severe structural changes either
in the global or local level. In the latter case, localized deformations, a particular zone
deteriorates much faster than the rest of the material, thus leading to structural failure. Why
certain instabilities lead to localized deformations in a homogeneous system, and what are
the primary factors leading to either of the deformations type -local and global- are still
open questions for the most part. We aim to investigate the effect of geometry, particularly
the lattice connectivity, on the formation of localized solutions, as the final chapter of the
current thesis.
1.2 Objectives
In the case of materials, we focus on single crystal metals. We investigate two important
aspects of the nature of defect nucleation in metallic crystals: I) Schmid Law; II) the type
of instabilities.
We investigate the validity of Schmid law by looking at the onset of plasticity, i.e. defect
nucleation in perfect single crystal metals. Schmid law in crystal plasticity was proposed
by Boas and Schmid in 1934. It states that glide on a given slip system commences when
its resolved shear stress reaches a critical value [41, 42]. However, in 1983, Christian [43]
observed non-Schmid effects experimentally in iron and other body-centered cubic (BCC)
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metals. Although non-Schmid effects have been previously reported, various aspects of
them are still an active field of research [44, 45, 46, 47]. The aforementioned models and
numerical studies were either phenomenological, like most models in crystal plasticity or
based on molecular dynamics simulations at finite temperature. Four common metals are
chosen for this study: Fe (BCC), Cu (FCC), Ag (FCC) and Ni (FCC). We deliberately
chose three common FCC metals in order to test the hypothesis of non-closed packedness
leading to non-Schmid effects [42].
Barring a few notable exceptions [48, 49], instabilities are generally found to be of the
long wavelength type and multiple authors have incorporated an elastic stability analysis to
check for such long wavelength instabilities under complex loading conditions [4, 5, 6]. We
aim to scrutinize the validity of such approaches by investigating the nature of instabilities
in perfect crystals.
In the case of tensegrity-based metamaterials, we focus on the material symmetry phase
transitions induced by presstresses. While material symmetry phase transitions in tradi-
tional lattices occur mostly due to changes in material or geometrical properties of the
lattice, phase transitions due to prestressing the cables is particular of the tensegrity sys-
tems [50, 51]. A simple experimental way to modulate the prestresses of individual cables
is applying coatings with distinct thermal expansion coefficients on cables.
While the traditional approaches to investigate the material symmetries were through
the crystallographic considerations, new algebraic methods for finding material symmetries
were introduced, which are based on examining the eigenspaces of elasticity tensor [52, 53,
54, 55]. Incorporating similar approaches to find the symmetries of a large discrete lattice
through its stiffness tensor is more difficult, owing to the high dimension of the stiffness
tensor. Thus, an equivalent homogenized model is desirable, which significantly reduces
the dimension of the problem and allows us to obtain and examine only the equivalent
elasticity tensor. Homogenization approaches have been widely used to obtain different
effective properties of discrete lattices [56, 57, 58, 14], including the material symmetries
4
[59]. We aim to study the material symmetries of the tensegrity-based metamaterials by
investigating the effective elasticity tensor. We also study possible size effects on the ma-
terial symmetries of our chosen tensegrity systems. Symmetry changes solely due to size
effects have previously been reported in particular crystalline materials, where it has been
shown that in small enough lattice sizes, where the surface effects are sufficiently large,
higher material symmetries are observed [60, 61]. Thus, we also investigate possible size
effects on the symmetries of tensegrity metamaterials.
Finally we focus on the localization problem, where we investigate the effects of lattice
connectivity on the formation of localized solutions -in a homogeneous system-, as opposed
to the global deformations. Since it is a complex problem in its generality, we narrow
it down to a specific class of lattices, 2-dimensional tensegrities; and aim to study the
effect of having a connected compression path on the emergence of localized deformations.
Our hypothesis is that having a disconnected set of bars, where compression is isolated,
does not allow for localized solutions. To this end, we design two types of 2-dimensional
lattices, with very similar geometry, except one is a tensegrity and has a disconnected set of
bars, while the other has a connected set of bars. We examine their stability, and perform
quasistatic compression tests to evaluate their responses.
The remainder of this thesis is structured as following: chapter 2 is devoted to our study
on instabilities in lattices, where the essence of the theory for phonon and elastic stability
analysis is presented as well as the results of our investigation on the single crystal metals.
We focus on the material symmetry phase transitions in tensegrity-base metamaterials in
chapter 3. Chapter 4 is dedicated to emergence of localized solutions in homogeneous lat-
tices, where we discuss effects of lattice connectivity on the localization; where we focus
on the case of 2-dimensional lattices. A concluding chapter along with proposed future re-
search avenues proceeds lastly. It is worth mentioning that each chapter includes a separate
introduction, which covers the relevant literature, as well as corresponding theory.
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CHAPTER 2
INSTABILITIES IN LATTICES: SINGLE CRYSTALS
2.1 Introduction
1 Onset of instabilities is key in understanding the mechanical response of nonlinear lat-
tices subjected to large deformations and often results in significant changes in the macro or
the microstructure of the lattice, which, in turn, remarkably alter the mechanical properties
of the whole lattice. They have been extensively studied in both architectured lattices, or
metamaterials, and natural lattices, such as metallic crystals, across several length scales.
Instabilities in architectured lattices that undergo large deformation have attracted re-
searchers interest in the past few decades. [63] derived conditions for the onset of mi-
croscopic bifurication in cellular solids subjected finite deformations. Triantafyllidis and
coworkers [64, 65, 66, 65] studied the onset of bifurication by investigating the tangent
stiffness of a unit cell as a representative volume element.
Several other researchers have also studied lattice instability in atomic systems; devis-
ing techniques to study homogenous defect nucleation in crystalline solids [3, 4, 5, 6, 7, 8,
9].The abundance of defects (e.g., dislocations) in bulk crystalline materials has resulted
in research focusing primarily on defect evolution or nucleation from existing ones (e.g.,
Frank-Read source) as opposed to defect nucleation in a perfect lattice. However, with
recent advances in nanoscale devices, investigating defect nucleation in perfect lattices is
gaining attention [10, 4, 3]. Barring a few notable exceptions [48, 49], instabilities are
generally found to be of the long wavelength type and multiple authors have incorporated
an elastic stability analysis to check for such long wavelength instabilities under complex
loading conditions [4, 5, 6].
1The results of this chapter is published in [62].
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This chapter is devoted to the topic of instabilities in lattices. We first explain the
phonon stability analysis, also known as Bloch analysis, whereby we demonstrate the
framework for obtaining the dynamical matrix, and illustrate the procedure through a 1-
dimensional example. We then focus on elastic stability analysis; we first explain how
to homogenize a discrete lattice and substitute it with an equivalent continuum, followed
by stability theory in continuum mechanics. We survey different notions of convexity in
elasticity theory, as the mathematical foundation of elastic stability theory in continuum
mechanics. We finally present the results of our studies, using the aforementioned con-
cepts, techniques and theories on instabilities in single crystal metals.
2.2 Phonon Stability Analysis
This section is devoted to the theory of phonon stability analysis, known as lattice
dynamics in the solid state physics community. In the entire theory we rely on the following
remark:
Remark. Throughout this thesis, we assume that Born-Oppenheimer approximation is
valid. In simple words, this assumption allows us to identify the position of the nuclei and
the atoms, neglecting the degrees of freedom associated to electrons.
In the next subsection, we will present the general theory of lattice dynamic analysis -
phonon stability analysis-, and we will elaborate on the details by constructing the dynamic
matrix for a 1-dimensional lattice.
2.2.1 Theory
Consider a three dimensional lattice of atoms, constructed by tessellating a unit cell
over the entire R3. In order to avoid unnecessary complexities in the formulation, we
assume each unit cell consists of a single particle of constant mass. Within the context of
7





where X is the vector of positions of the atoms and Ei is the energy of the atomic site
‘i’. The summations on the right hand side of (2.1) are over the entire lattice, where N is
the total number of atoms. After applying a deformation to the lattice, the total potential
energy could be approximated as:









where position and displacement of atom ‘i‘ in the deformed configuration is respectively
shown as xi and ui, where xi = Xi + ui. Eq.(2.1) is obtained by linearizing the energy
(up to the second order) around the equilibrium in the deformed configuration, while W0 is
energy at the undeformed configuration. Note that the first derivative of energy vanishes by
equilibrium. This method is known as quasi-harmonic approximation. We remark here that
the only distinction between harmonic and quasi-harmonic approximation -widely used in















To solve 2.4, we assume a general form of solutions for the second order differential





We employ the periodicity of the lattice, allowing us to write xi = ni.G where n ∈ Z3
and G is the matrix where each column represents a basis vector of the lattice. So one can
write K(xi,xj) = K(ni,nj). From translational invariance of the lattice, it follows that:
K(ni,nj) = K(ni − nj). (2.6)








where ûh is related to the amplitude of the displacement. κ is known as wave vector and is
spanned in the ‘reciprocal basis’. Using 2.7 we can write:
ω2(κ)û(κ) = D(κ)û(κ). (2.8)
Note that the above equation is obtained by imposing the orthogonality of Fourier basis.






K(ni − nj)eiκ(xi−xj). (2.9)
Eq. (2.8) gives us the dispersion relations. We remark that since the choice of ni will not
change the results, i is usually chosen to be zero, referring to the atom in the unit cell cor-
responding to the origin. Let us also remark that if only the vibrational frequency ω(κ) of
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a mode itself is relevant, the classical treatment gives already a good answer (which is why
physicists could understand experimentally measured phonon band structure with classical
analysis). On the other hand, if the energy connected to each mode ω(κ) is important, or
more precisely, the way how one populates modes is concerned, then the classical picture
will fail. The prototypical example of this is the specific heat due to the lattice vibrations,
which simply mounts to how effectively the vibrational modes of the lattice can take up
thermal energy.
The general setup explained above is elaborated in the next subsection for the simplest
case, a 1-dimensional lattice.
1D Example
Let us now demonstrate the detailed steps for block-diagonalizing hidden in the phonon
stability analysis formulation. We avoid unnecessary complications by considering a monoatomic
1-dimensional infinite chain, as shown in Figure 2.1.
n0nn n n1 2-1-2
Figure 2.1: 1-dimensional monoatomic chain. The distance between each pair of atoms is ‘a’.






k(xi+1 − xi)2, (2.10)
where W is the total energy, xi is the position of the atom ni, N is the total number of atoms
and k is the stiffness of the ‘spring’ connecting neighbors. Note that k is only considered
as a constant, in the interest of simplicity. Also, N tends to infinity in our calculations.
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The equilibrium for each atom is obtained by solving ∂W
∂xi
= 0, through a Newton iterative
method, which requires the second derivative of energy or the stiffness matrix. The stiffness
matrix consists of submatrices, each associated to a unit cell of the lattice. Below, we write
















We denote the stiffness components as K1 and K2. Also, m is the mass of each atom,
and without loss of generality, we assume it is equal to identity. Using discrete Fourier











, −N ≤ h < N. (2.13)
Note that a is the bond length. Now we take the following steps:
• Insert (2.12) in (2.11).
• Multiply both sides of each of the three of equations obtained from (2.11) by exp iκ[h′]x[n],
where n = −1, n = 0 and n = 1 for the first, second and third equation respectively.
• Sum all the three equations.
• The right hand side of the sum equation, using the inverse Fourier transform, would
lead to δ ¨̂u[h′].
• Incorporate translational invariance. Replace x[1] = x[0] + a and x[−1] = x[0] − a
in the left hand side.
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• Use the geometric sum
∑
l exp (κ[h]− κ[h′])x[l]]δhh′ , where δhh′ is identity when
h = h′ and zero otherwise.
As a result of the above steps, assuming that x[0] = 0, we get the following:
(K1 +K2 exp−iκ[h′]a+K2 exp iκ[h′]a)û[h′] = ¨̂u. (2.14)
It is obvious that (2.14) decouples the displacements, presenting an ‘equivalent’ stiff-
ness in the ‘wave-vector’ space.
We remark here that the above procedure can easily be extended to multi-atom unit cells
as well as higher dimensions. As the reader might have noticed, the core of above com-
putations is change of basis to Fourier space and incorporating the translational invariance,
which is valid for periodic systems. We also note that the above procedure has a continuous
counterpart, where displacement of a periodic continuous media could be written in Fourier
basis, as the underlying Hilbert space.
2.2.2 Symmetries of the dynamical matrix
A great deal of information about the dispersion of the lattice vibrations could be ex-
tracted from the symmetries. Some of the main and basic symmetries that lead to interesting
observations are briefly discussed as follows:
1. The translational invariance of the lattice and reciprocal lattice:
Using these symmetries, one can prove that the dynamical matrix (2.9) is Hermitian, i.e.
DT∗ = D† = D. The proof is based on the symmetry of the second derivative and trans-
lational symmetry of the lattice. Based on the properties of the Hermitian operators, the
eigenvalues ω2 are real. This means that either ω are real or they are purely imaginary. We
will assume the former. The latter yields pure exponential growth of our Fourier solution,
indicating an instability of the lattice to a second-order structural phase transition.
2. The point group symmetries of the lattice and reciprocal lattice: A point group
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operation takes a crystal back to an identical configuration. Both the original and final
lattice must have the same dispersion. Thus, since the reciprocal lattice has the same point
group as the real lattice, the dispersion relations have the same point group symmetry as
the lattice.
3. Time-reversal invariance: Time reversal symmetry, which in the wave vector space
implies equivalence of wave moving to the left or right, causes the mirror symmetry of the
dispersion curve. In other words ω(κ) = ω(−κ).
2.3 Elastic Stability Analysis
We now turn our attention to stabiltiy analysis in the context of continuum mechanics.
We first demonstrate how to homogenize a discrete lattice, substitute it with an equivalent
continuum and obtain the effective elastic properties. We finally delve into the mathemati-
cal foundations of stability theory.
2.3.1 Homogenization and Cauchy-Born rule
In order to formulate a constitutive law for a continuum from the atomic interactions
of the discrete crystal that underlies it, we must hypothesize a connection between the
continuum displacement field and the motion of atoms. The standard reasoning consistent
with the locality approximation of continuum mechanics is that the atomic environment
at a continuum point is characterized by the deformation gradient there; this is referred to
as the Cauchy-Born (CB) hypothesis. Thus, each continuum point is taken to represent
a large, essentially infinite, region on the atomic scale which is homogeneously distorted
according to the deformation gradient at the point [67]. We will rigorously state the CB
hypothesis for a lattice with a single atom unit cell.
Let ΩL be the set of union of the coordinates of all the atoms in a lattice in R3 and L be
the diameter of the ΩL. Let φ : ΩL → R3 be a mapping, where φ(x) denotes the position
of the particle x ∈ ΩL in the deformed configuration. Let also the continuum, where each
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point of the continuum is defined by limL→∞ΩL, be subjected to an affine deformation
gradient F. The strain energy density of the lattice is obtained by:








where vol(ΩL) and E[φ(x)] are the volume of the region in R3 occupied by the lattice and
the energy of the lattice in the deformed configuration, respectively. Also, ∂ΩL is the union
of the atoms in the boundary of the lattice. We remark here that several subtleties exist in
the definition, which we skip here in the interest of simplicity. Those include the precise
definition of the boundary and its regularity, passing to the limit and the existence of the
limit, and conditions on the mapping φ as a function of an affine deformation gradient. CB






In other words, it postulates that the minimum in (2.15) is attained when each unit cell
individually follows the prescribed affine deformation.
In the next section, under the CB assumption, we demonstrate how to compute the
effective elasticity tensor of a discrete medium with a complex unit cell.
2.3.2 Effective elasticity tensor of a periodic lattice
Following CB rule, we assume that the strain energy of a single unit cell normalized
by its volume (W̃ ) located in the interior of a very large lattice with its boundary subjected
to an affine deformation gradient F is equivalent with the strain energy density of a hyper-
elastic continuum (W ). By definition, W is solely a function of F:
W (F) = W̃ (x,F), (2.17)
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where x is a 3N dimensional vector containing the position vectors of all the N nodes in
a unit cell in the deformed configurations. We remark here that the equivalence in energy
in (3.18) is obtained by taking the limit of the strain energy density as the volume of the
lattice tends to infinity [68]. Note that x = {xi,xm,xs} and xs is related to xm and initial
configuration as xs = xm + F(Xs − Xm). Thus we can write W̃ (x,F) = W (xu,F),
where xu is the union of xi and xm. Let us remark that in a complex lattice like ours, due
to internal degrees of freedom, xu must be obtained by minimizing the energy of a single
unit cell [67].
The first elasticity tensor is defined as C = ∂
2W
∂F∂F










Note that (3.19) is obtained by assuming equilibrium. Using the equilibrium of the unit
cell, we can write the following:
∂W
∂xu






































































where i, j, k, l ∈ {1, 2, 3} and Ns is the number of slave nodes. Note that we assume W is
twice differentiable.
2.3.3 Stability in continuum elasticity theory
This section is devoted to the mathematical foundations of stability theory in the context
of elasticity theory. This section is essentially based on the notes of professor John Ball,
which has been the primary source of learning the topic for the author. To lay the founda-
tions of the matter, let us consider the variational formulation of the nonlinear elastostatics.
Let us define a motion by a sufficiently smooth map y : Ω× [t1, t2]→ R3, y = y(x, t) and
the corresponding deformation gradient as:




where F ∈ Mn×n+ where Mn×n+ = {realn × nmatrices with positive determinant}. We
note that imposing a positive determinant on the deformation gradient ensures that the
deformation is orientation preserving as well as invertibile, only if y(x, t) and Ω satisfies
certain regularity conditions.






where W = W (F ) is the stored-energy function of the material and assumed to be C1.
Also, we assume it is always nonnegative. The key question is the existence of minimizers
of I subject to certain boundary conditions. To lay down the framework, first we need to
specify the space of functions that we will work in, as well as the properties that W should
satisfy. The answer to the first question is the Sobolev spaces. We will define one family of
Sobolev space, W 1,p -which will be trivial for the reader familiar with functional analysis-,
as the following:




















dx, ∀φ ∈ C∞0 (Ω). (2.25)
We assume that y belongs to the largest Sobolev space, that is p = 1, so that in particular
Dy is well defined a.e x ∈ Ω and I(y) ∈ [0,∞].
Thus we formulate the problem as if there exists y∗ ∈ W 1,1 to minimize (2.23), while
simultaneously satisfying the associated boundary conditions. The existence of a minimizer
requires certain constraints on the energy function. In other words, we restrict ourselves to
certain subspaces of the W 1,1. To make things more clear, we first focus on 1-dimensional
elasticity, and then extend the proposed concepts and conditions to 3-dimensional elasticity.
1D elasticity
Let us consider an inhomogeneous 1-dimensional elastic material with Ω = (0, 1), with






Our goal is to minimize I in the set of admissible deformations A, defined as:
A = y ∈ W 1,1(0, 1) : Dy(x) > 0a.e., y(0) = α, y(1) = β, (2.27)
where α < β.
We make the following hypotheses on W, and then prove the existence of a minimizer:
• W : [0, 1]× (0,∞)→ [0,∞) is continuous.
• W (x, y)→∞ as y → 0+. Note that we also consider W (x, y) =∞ if p ≤ 0.
• Ψ(y) ≤ W (x, y)∀p > 0, x ∈ (0, 1), where Ψ : (0,∞) → [0,∞) is continuous with




• W(x,y) is convex in y, that isW (x, λy+(1−λ)y′) ≤ λW (x, y)+(1−λ)W (x, y′)∀y >
0, y′ > 0, λ ∈ (0, 1), x ∈ (0, 1).
We note that the last condition is equivalent to a non decreasing stress (WDy(x,Dy)), given
that W is C1.
Theorem. Under the above hypotheses, there exists y∗ that minimizes I in A.
Proof :
First we note that A is nonempty, since z(x) = α + (β − α)x belongs to A. Let us
denote l = infy∈A I(y). Since W is nonnegative and continuous 0 ≤ l. Now let yj be a
minimizing sequence, i.e. yj ∈ A, I(yj) → l to j → ∞. Since
´
Ω
Ψ(Dyj)dx ≤ M < ∞,
there exists a subsequence, which we call -by abuse of notation- Dyj , converging weakly
in L1(0, 1) to some z [69]. Now we define y∗(x) = α +
´ x
0
z(s)ds, so that Dy∗ = z. Then
yj(x) = α +
´ x
0
Dyj(s)ds → y∗(x)∀x ∈ [0, 1]. In particular y∗(0) = α, y∗(1) = β. Now
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W (x, z)dx ≤ l. (2.29)
This also implies that Dy∗ > 0 a.e. and so y∗A. Hence we proved
l ≤ I(y∗) ≤ l, (2.30)
which implies I(y∗) = l and y∗ is a minimizer.
The above theorem was presented to show how convexity will lead to existence of a
minimizer, given some additional conditions are satisfied. The key difference between the
1-dimensional case and higher dimensional case, is the lack of convexity in the higher
dimensions. We devote the next subsection to this subject.
Convexity in 3D elasticity
As hinted before, the elastic energy functional is never convex in 3-dimensions, corrob-
orated by the following facts:
• 1. W is frame indifferent, that is
W (RF ) = W (F ), ∀R ∈M3×3+ (2.31)
For a detailed discussion, the reader is referred to [70, 71]. This is because M3×3+ is
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not convex. This could be easily verified by considering matrices A and B as follows:











This implies that a energy functional that is convex in 1-dimensional space, will not
be convex in higher dimensions.
• 2. If W is convex, then any equilibrium solution -solution of the Euler-Lagrange












W (Dy) +DW (Dy).(Dz −Dy)dx = I(y). (2.34)
Note that the second term on the right hand side of the inequality goes to zero, since
DW is the first PK stress and is zero, due to equilibrium. This contradicts experi-
mental results which suggest non-unique equilibria, e.g. buckling.
With this introduction, other measures of convexity are defined in higher dimensions, which
are briefly described in Appendix. A.
2.4 Instabilities in single crystal metals
2.4.1 Phonon stability analysis of single crystal metals
When a perfect single crystal is subjected to a deformation such that the energy at a
lattice site exceeds the Pierels energy barrier, dislocations are nucleated there and move
towards the boundary[72]. Dislocation nucleation in a perfect crystal can be identified
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with the onset of an instability under appropriate loading conditions, which breaks the
local translational symmetry. Thus studying lattice instabilities provide useful insights into
the mechanics of defect nucleation in single crystals, which is identified with the onset
of plasticity. We investigate two important aspects of the nature of defect nucleation in
metallic crystals: I) Schmid Law; II) the type of instabilities.
Schmid law in crystal plasticity, which governs dislocation motion [73, 74, 42], was
proposed by Boas and Schmid in 1934. It states that glide on a given slip system com-
mences when its resolved shear stress reaches a critical value [41, 42]. Later, Bridgman
conducted several experiments on a sample under various hydrostatic pressures and con-
cluded that the yield stress is independent of the hydrostatic pressure [75]. However, in
1983, Christian [43] observed non-Schmid effects experimentally in iron and other body-
centered cubic (BCC) metals. Similar behaviors were observed in several alloys [76, 77,
45], like Ni3Al and NiTi [78, 79], and crystal plasticity models based on non-Schmid ef-
fects have been proposed [78, 74, 80]. These models attribute non-Schmid effects to the
non-closed packedness present in BCC single crystals. Molecular dynamics simulations
have also been employed to study non-Schmid effects in various materials [42, 73, 81].
Although non-Schmid effects have been previously reported, various aspects of them are
still an active field of research [44, 45, 46, 47]. The aforementioned models and numerical
studies were either phenomenological, like most models in crystal plasticity or based on
molecular dynamics simulations at finite temperature.
Four common metals are chosen for this study: Fe (BCC), Cu (FCC), Ag (FCC) and Ni
(FCC). We deliberately chose three common FCC metals in order to test the hypothesis of
non-closed packedness leading to non-Schmid effects [42]. Defect nucleation is identified
by lattice instability analysis using phonon calculations. We model inter-atomic interac-
tions through Mishin potentials, which belong to the widely adopted class of Embedded-
Atom Method (EAM) potentials [82, 83, 84, 85]. It is worth mentioning that these poten-
tials are obtained through ab initio calculations and are presented in the form of tabulated
21
data, which lead to non-constant coefficients for the assumed EAM form. While there are
controversies on accuracy of potentials on predicting defect evolution, they are reliable for
studying the onset of instabilities [86, 4, 10, 3, 5]. To avoid the extra complexities of hav-
ing a finite temperature, we also consider the temperature to be zero. Each lattice system is
constructed using its standard primitive vectors written in the standard basis [87]. Impos-
ing periodic boundary conditions implies solving for an infinite lattice or the interior of a
sufficiently large lattice such that surface effects are not encountered. We subject the atoms
at the boundary of the lattice to an affine deformation with deformation gradient F. The
deformed configuration of the boundary is obtained by x = FX, where x and X are the
position vectors of the atoms in the deformed and the reference configurations, respectively.
In our study, the applied deformation gradient consists of a hydrostatic component β
and a simple shear part γ, as follows
F =

1 + β γ 0
0 1 + β 0
0 0 1 + β
 .
This particular choice of F is motivated by our objective to investigate the effect of hy-
drostatic deformation β on the shear value at the instability point, which we indicate as
γd. Also, for the sake of consistency in both lattice systems, F is written in the standard
basis. An alternate approach to examine the Schmid law would consist in applying F in a
coordinate system in which two of the basis vectors lie within one of the slip planes (for
FCC). Note that this would result in the same hydrostatic deformation as in our approach,
given the hydrostatic component of the deformation gradient is invariant under a coordinate
transformation. We believe this indirect way of subjecting the slip plane to shear loading
allows us to compare the shear-normal coupling in FCC and BCC metals under identical
deformation gradient.
The deformation gradient F is applied in two stages: We first subject the lattice to a
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hydrostatic deformation (β) and then impose shear deformation (γ). At a fixed β, shear
deformation is increased from 0 in small steps until the onset of instability, at γ = γd.This
procedure is performed for 61 different values of β, spanning from -0.03 to 0.03.
Note that under this procedure the lattice undergoes an affine deformation, and that an
affine displacement for atoms is always a valid equilibrium solution for the lattice, owing
to translational symmetry. As the deformation increases, this affine deformation solution
becomes unstable and a defect nucleates. Indeed, since the affine deformation is stable to
infinitesimal perturbations before the instability point, no defect nucleates under quasistatic
loading. The nucleation of defects in a real single crystal beyond this critical deformation
point will depend on finite size effects and on the nature of perturbations in the lattice. Our
procedure thus seeks to identify a lower bound for the yield strength of the material under
the considered boundary conditions. It is worth emphasizing that our approach accounts
for nucleation in the bulk of the system and does not consider the surface effects.
We seek to identify the instability point by analyzing the stability under infinitesimal
perturbations in the Fourier space, corresponding to a phonon stability analysis [88, 67] (as
described in details in chapter 2). Since instabilities are associated with the loss of positive
definiteness of the Hessian of the energy functional, we use a second order approximation
about the deformed configuration. This method is also known as quasi-harmonic approx-
imation (QHA) where we allow the frequencies to be dependent on the deformation [89].
We remark here that our analysis in the reciprocal lattice space of a single unit cell allows
instabilities of arbitrary wavelengths. The equilibrium of an arbitrary atom ‘r’ located in
the interior, far from the boundary can be written as:
N∑
s=1
Krsδus = δfr, (2.35)
where N is the number of atoms in the lattice. K and δu are, respectively, the second
derivative of the potential energy with respect to atomic coordinates and the change in
displacement with respect to the deformed configuration due to force perturbation, δf . Note
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Figure 2.2: Shear deformation at the onset of instability (γd) vs. Hydrostatic deformation (β): phonon stability results demonstrate a
significant shear-normal coupling.
that at the equilibrium, fr = 0. Without loss of generality, the origin is placed at the atom





where k and δû are wave vector in the reciprocal basis and the Fourier transform of the
displacement perturbation, respectively. Similarly, xs is the position vector of atom ‘s’ in
the deformed configuration. Substituting Eq. 2.36 into Eq. 2.35 and employing periodicity




−iκ.xsδûr = δf̂r, (2.37)
where similarly δf̂ is the force perturbation in the Fourier space. Eq. 2.37 is written for a
fixed wave vector k = κ. Lattice instability is identified by the loss of positive definiteness
of the stiffness matrix
∑N
s=1 Krse
−iκ.xs . The analysis is performed by looking at the entire
first Brillouin Zone (BZ), which is shown in Fig. 2.4 for both BCC and FCC lattices, in the
deformed configuration.
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The dependence of the shear at the onset of instability, γd, on the hydrostatic deforma-
tion β is illustrated in Fig. 2.2. Since Schmid law focuses on the stress values, it is worth
emphasizing that this dependency in the deformation space is an indirect way of investi-
gating dependency in the stress space. Indeed, an independency of critical shear stress τc
on hydrostatic pressure P implies an independency of the critical shear deformation γd on
the hydrostatic deformation β. Note that the form of dependency τc(P ) can be different, in
general, from γd(β) due to geometric and material nonlinear effects. Schmid law implies a
horizontal line, i.e. the critical shear deformation γd is independent of the hydrostatic defor-
mation β. As mentioned previously, there is experimental evidence of non-Schmid effects
in BCC metals, while FCC metals are considered to follow the Schmid plasticity [42]. In-
deed, a strong coupling exists in iron (BCC). However, Fig. 2.2 illustrates that hydrostatic
deformation significantly affects shear instabilities in FCC metals too. We observe that the
trend and extent of shear normal coupling are considerably different in various materials.
While silver does not exhibit Schmid type behavior, copper and nickel follow closely the
Schmid assumption in a vast regime of deformations.
(a) (b)
Figure 2.4: First Brillouin zone for: (a) BCC and (b) FCC lattices. The polygon in red is representing the associated irreducible
Brillouin zone. The figures are borrowed from [87] .
To investigate the nature of instabilities, after the wave vector associated with the insta-
bility point (i.e. κd) is computed, we look at all the wave vectors along the line connecting
Γ to the boundary of the first BZ, passing through κd. If the phonon softens along the













































Figure 2.3: Transition from short to long wavelength instability, as hydrostatic pressure β increases there is a transition to long
wavelength in FCC metals. (a)-(d) represents square root of the minimum eigenvalue, λ, along the path connecting the center of BZ (Γ)
to the wave vector associated with the instability on the BZ boundary κd. Each graph is at the shear leading to instability for a fixed β
(a) Silver: β ∈ {−0.015, 0.0, 0.015, 0.045}. Transition point is at β = 0.04. (b) Nickel: β ∈ {−0.03, 0.005, 0.03, 0.035}.
Transition point is at β = 0.032 (c) Copper: β ∈ {−0.025,−0.01, 0.005}. Transition point is at β = −0.006 (hydrostatic
compression). (d) Iron: β ∈ {−0.02,−0.005, 0.03, 0.04} All instabilities are of short wavelength nature.
the other hand, nonzero eigenvalues close to κ = 0 and along that path imply short wave-
length instability. We performed this calculation for all the loading conditions. Note that
the square root of the minimum eigenvalue of the stiffness matrix, denoted by λ, is propor-
tional to the frequency of the acoustic modes. Fig. 2.3 shows λ values for the considered
materials. We remark that the wavelengths associated with short wavelength instabilities
are in the range of 1 to 3 times the interatomic distances. Also, the instability points in the
short wavelength cases are at the L and P points [87] of the deformed reciprocal lattice Bril-
louin zone in the FCC and BCC lattices, respectively. For each material, four different β
values are chosen and their associated λ values are plotted along the aforementioned path.
We observe that for β < 0, i.e. hydrostatic compression, instabilities of short wavelength
happen in the Ag, Ni and Fe. In Ni, Cu and Ag, a transition from short to long wavelength
instabilities occurs. The transition point depends significantly on the material: it happens
around β = −0.005 for Cu, while it only happens, at β = 0.04 for Ag. To illustrate these
transitions, we choose distinct β values for various metals in Fig. 2.3. We also observe
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that instabilities in iron are always of a short wavelength nature (in the chosen deformation
regime). We remark here that, the difference in the nature of instabilities in compression
and tension, reflects the tension-compression asymmetry in metals [90]. While the exis-
tence and possibility of having short wavelength instabilities have been shown previously
[91, 49], our results demonstrate an abundance of such short wavelength instabilities. Since
short wavelength instabilities do not have a simple homogenized continuum analogue, they
cannot be captured by a first order continuum model. Based on our results, the widespread
practice of using an elastic stability analysis to study nanoindentation and uniaxial tension
at the nanoscale may have led to erroneous results [4, 5, 6]. We observe that the type of
instability is dependent on both the material and the loading conditions.












Figure 2.5: Comparison of elastic (dashed) and phonon (solid) stability analyses: They are equivalent when instabilities are of long
wavelength type, e.g. in Cu for β > −0.006. When short wavelength instabilities occur, elastic stability predicts a significantly higher
γd. Horizontal and vertical axis are hydrostatic (β) and shear deformation at the onset of instability (γd), respectively.
2.4.2 Elastic stability analysis of single crystals
To relate the deformations to the material yield stress, we consider the behavior of an
equivalent continuum hyperelastic material until the onset of instability. We also perform
an elastic stability analysis to quantify the difference between the results obtained by the
two approaches and to further illustrate the pitfalls of using an elastic stability analysis.
For this purpose, a homogenized continuum model of the lattice is considered, as described
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in details in chapter 3. We will remind the reader about the main assumptions. Let W
be the homogenized energy of the continuum under two assumptions: I) The Cauchy-
Born hypothesis is satisfied, implying that the underlying lattice will deform under the
same deformation gradient as the continuum, II) The strain energy density W (F) in the
continuum model is equal to the energy of a single unit cell normalized by its volume,
obtained from the interatomic potentials [14]. Within this framework, instability occurs




: δu > 0, (2.38)
where δu is a perturbation of the displacement field about the deformed configuration.
The continuum body is subjected to exactly the same affine deformation as the lattice.
We seek instabilities which result from perturbations having a plane wave basis, i.e. δu =
δu0e
iκ·x [92, 5]. Fig. 2.5 compares the elastic and phonon instability results. We observe
that the difference in the results are significant, e.g. 50% for iron at β = −0.03. Evidently,
instabilities that happen at short or finite wavelengths are not captured by an elastic stability
analysis. Indeed, since elastic instabilities under affine deformations are a subset of phonon
instabilities, the γd obtained by phonon calculations either coincide with elastic stability
results or predict a smaller value.
At the onset of instability, the Cauchy stress tensor is computed by [93]:






Fig. 2.6 illustrates the shear stress component, τ = σ12 for different hydrostatic pressure
values (P), where P= Tr(σ)/3. Evidently, by increasing the hydrostatic pressure (-P), the
shear stress at the onset of instability increases. We remark that the large values of stresses
are due to lack of imperfections, consistent with the experimental observations that ideal
strength of metals are in orders of GPa [86, 94, 95, 96]. These observations motivate the
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Figure 2.6: Shear normal coupling through Cauchy stress results for the four materials, obtained from phonon stability analysis: Shear
vs. hydrostatic pressure. Stress values are in the orders of GPa in the nanoscale perfect single crystals, which is typical in nanoscale
experiments [86].
necessity of a pressure-dependent plasticity model for perfect single crystal metals.
















Figure 2.7: Deformation results under combined uniaxial and simple shear deformation F′ for the four different materials, also
exhibiting significant shear-normal coupling.
While hydrostatic deformation is chosen to understand non-Schmid effects, applying
this type of deformation in the nano-scale experiments might be very challenging. Fig. 2.7
illustrates phonon stability results for deformation F′, i.e. a combined uniaxial deforma-
tion and simple shear, which is anticipated to be useful for nano-scale experiments. The
point of discontinuity in the slope of this critical shear strain (γd) for Copper and Nickel is
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associated with the change in the nature of the instability, from finite to long wavelength,
with increasing uniaxial strain β.
F′ =





In summary, we have shown that the onset of plasticity is dominated by a non-Schmid
behavior, where a significant dependence of the critical shear deformation γd on the hydro-
static deformation β is observed. While certain metals like copper follow the Schmid law
relatively well, others such as iron and silver demonstrate a strong non-Schmid behavior. It
is verified that depending on the crystal and the loading conditions, short wavelength insta-
bilities are dominant, and cannot be captured by a standard elastic stability analysis. Also,
we propose that the widely used Cauchy-Born assumption [97, 98, 6, 3]in single crystals
must be appropriately modified after the onset of finite wavelength instabilities [68, 99].
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CHAPTER 3
MATERIAL PHASE TRANSISTIONS IN LATTICES: TENSEGRITY
METAMATERIALS
3.1 Introduction
1 The term tensegrity, originally introduced by Fuller [32], refers to a class of structures
composed of cables and bars, in an arrangement such that tensile members (cables) belong
to a continuous network, while compression members (bars) are either disconnected from
each other or belong to isolated compression clusters [33]. Tensegrity structures exhibit
strong geometric nonlinearities and are usually designed through form-finding processes
[35, 101, 102, 103, 104, 105, 106]. They have been applied to a wide variety of problems,
ranging from applications in space [34, 35, 40] and civil [36, 107] structures to modeling
biological systems [37, 38, 39], to name a few.
The concept of tensegrity has been recently incorporated into the design of nonlinear
metamaterials. In the context of this thesis, we define metamaterials as structural arrange-
ments built at a scale much smaller than that of the application they are intended to, thus
exhibiting an effective behavior different than their constituent materials at that large scale
[20, 21, 22, 23]. That effective behavior is usually not easily achieved through traditional
materials, e.g, metamaterials have been utilized to steer stress waves, generate phononic
band-gaps, and to achieve negative effective refraction indices [24, 25, 20, 26, 27, 28].
Typically, tensegrity metamaterials are obtained by performing periodic translations of a
tensegrity structure as a fundamental unit cell [108, 29, 31, 109]. Tensegrity metamaterials
were initially constructed as one-dimensional lattices, and it was only recently that a tenseg-
rity structure that can tessellate R3 was proposed [30]. This new development expands the
1The results of this chapter is published in [100].
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existing application space of tensegrity systems to more realistic three-dimensional cases,
and thus we make it the focus of our investigations.
One of the most appealing characteristics of tensegrity metamaterials is that their prop-
erties can be tuned and optimized through suitable adjustment in the prestress of the cables
[108, 110, 50, 51]. Inspired by the stress induced solid-solid phase transitions in natural
materials, we aim to investigate the effects of cable prestressing on the material symmetry
phases in tensegrity metamaterials. To that effect, we first apply a homogenization scheme
to obtain the effective elasticity tensor of the tensegrity lattice [14], and then examine its
eigenspaces through recently developed algebraic methods [52].
Material symmetries, like many other material properties, could also be altered by size
effects [111, 112, 61]. Discrepancies between a finte and an infinite periodic system, as
far as their rigidity and indeterminacy, has been discussed before [113, 111]. Moreover,
symmetry changes solely due to surface effects have previously been reported in particular
crystalline materials, where it has been shown that once the surface effects are sufficiently
large, they lead to higher material symmetry [60, 61]. Thus, we also investigate possible
size effects on the symmetries of tensegrity metamaterials.
The remainder of this chapter is organized as follows. In Section 3.2, we present the
theoretical basis for this work, including a discrete model for tensegrity lattices, the peri-
odic boundary condition (PBC) formulation required for modeling an infinite lattice, the
homogenization scheme for finding the effective elasticity tensor, and the theory for ob-
taining the material symmetries. We devote Section 3.3 to the analysis of symmetries and
phase transitions in finite and infinite tensegrity metamaterials. Finally, in Section 3.4 we
summarize our work and conjecture the existence of similar findings in a more general
class of lattices.
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3.2 Theory and model description
In this section, we cover the theoretical basis for our investigations. After introducing
the unit cell of the tensegrity metamaterial, we describe the procedure for obtaining the
equilibrium configuration of finite and infinite tensegrity lattices subject to cable prestress.
To this end, we first explain the procedure for constructing a tensegrity unit cell that can tes-
sellate R3. We then discuss the underlying reduced-order model adopted for modeling the
individual elements of the lattice, followed by the development of a constrained optimiza-
tion formulation for studying the equilibrium of an infinite prestressed lattice. We finally
describe a homogenization scheme for obtaining the effective properties of the lattice, as
well as the procedure for characterizing its symmetries.
3.2.1 Tensegrity lattice description
There are many different ways of designing a tensegrity structure; in fact form-finding
methods are devised and developed with the purpose of constructing new tensegrity sys-
tems, for a given nodal connectivity. On the other hand, it was only recently that a 3-
dimensional tensegrity lattice design was proposed [30], where we explain the procedure
in the following.
Let us consider a truncated octahedron, shown in Fig. 3.1, which consists of 6 square
faces, parallel in pairs, with the planes containing each pair being perpendicular to those
corresponding to the other two pairs. We label the faces as top, bottom, left, right, back,
and front. At first glance, it might seem that because all squares are placed on the faces
of a containing cube, this elementary cell could tile R3, thus generating a 3-dimensional
lattice. However, the squares corresponding to each pair have opposite twists with respect
to the normal to the plane and they do not coincide when projected on the plane parallel to
the faces of the two squares. Thus, if we simply translate the elementary cell, we would
end up with an incompatible configuration, as the nodes of the adjacent squares would not
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Figure 3.1: Elementary cell for lattice. Perspective (left) and top (right) views with legends indicating naming convention.
overlap.
This incompatibility is illustrated in Fig. 3.3 as follows. Let us consider the bottom-
right elementary cell. In the figure, its main axes are aligned with the perspective of the
reader in such a way that the top, bottom, left, and right planes remain perpendicular to
the viewing plane, whereas the front and back squares are parallel to it. Even though the
elementary cell stacked to its left maintains the alignment of the left and right planes, all
other planes are rotated with respect to the normal to the coincident face between the cells.
The same effect is observed on the elementary cell stacked to the top, with only the top and
bottom planes remaining in place. This effect gets worse as we keep stacking cells next
to each other. For example, the figure shows that the top-right elementary cell has lost all
the alignments with respect to the original cell. Furthermore, due to this misalignment, it
would be impossible to insert an elementary cell to connect the bottom-right and top-right
cells.
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Figure 3.2: Simply stacking of elementary cells leads to continuum compression paths extending throughout the structure.
Additionally, even if somehow we could remove the torsion of the elementary cell, e.g.
by selecting cables and bars of varying lengths, another problem remains: for such a config-
uration, bars would generate continous compression paths that always initiate an external
surface of the lattice, then propagate through its interior to finally terminate at another ex-
ternal boundary of the structure. This kind of lattice would fail to comply with the most
rigorous definition of tensegrity, as there would not be isolated compression islands within
the structure. This, in turn, could negatively affect the stability of the lattice once buckling
starts to develop on one of those paths. A continuum compression path is highlighted in
red in Fig. 3.3 for purpose of illustration.
In order to address these issues, namely the incompatibility between cells and the pres-
ence of continuum compression paths within the structure, a method is proposed [30]
to construct a lattice from a macro unit cell consisting of 8 elementary cells related to
each other through consecutive reflection operations. The details of such procedure are
explained in the following paragraphs.
First, we perform a reflection of the elementary cell (Fig. 3.3, top-left) with respect to
the plane containing its right face, obtaining a system of two cells (Fig. 3.3, top-right). The
left and right faces of this 2-cell unit now have coincident nodes due to the reflection opera-
tion. Consequently, this system can be considered as a building block for one-dimensional
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tensegrity lattices, or in structural terms, tensegrity columns. It is worth emphasizing that,
as a result of this operation, the top, bottom, front, and back squares of the resulting ele-
mentary cells remain aligned to those of the original one.
Subsequently, we proceed to reflect this 2-cell system with respect to the plane contain-
ing their top faces, resulting in the 4-cell configuration depicted in Fig. 3.3 (bottom-left).
By construction, the left, right, top, and bottom squares of the resulting 4-cell unit have
coincident nodes. Consequently, this system can be considered as a building block for
2-dimensional tensegrity lattices, or in structural terms, tensegrity plates. As in the previ-
ous step, all squares remain in their original planes, confined to the faces of a rectangular
parallelepiped.
Figure 3.3: Sequence of reflection operations needed to generate a unit cell compatible with translational symmetries.
Finally, the resulting system is reflected with respect to the plane corresponding to their
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front faces, obtaining in this way an 8-cell system (Fig. 3.3, bottom-right). By construc-
tion, the left, right, top, bottom, front, and back squares of the resulting 8-cell unit have
coincident nodes. Consequently, this system can be considered as a building block for 3-
dimensional tensegrity lattices, or in structural terms, tensegrity solids. As a result of these
reflections, the nodes of the four squares corresponding to the top face coincide with those
at the bottom, and the same occurs with the other combinations. Once again, all squares
remain in the planes defining a cube, with no associated twist or distortion.
It is worth noting that by following this procedure we not only generate a unit-cell with
translational symmetry, but also ensure that there are no continuum compression paths that
extend throughout the lattice. By applying successive reflection operations we generate
closed compression loops that resemble a folded rhomboid, as depicted by the set of green
bars on Fig. 3.3, bottom-left. In Fig. 3.3, bottom-right, we highlight three of these closed-
loops in green, yellow, and blue. Each of them has a symmetric counterpart on the opposite
side of the cube, totaling 6 closed loops for the unit cell. The bars that do not form closed
loops are either isolated from other bars or forming 2-bar v-shape arrangements. All of
them become part of closed loops once unit cells are stacked against each other to form a
3-dimensional lattice. In the case of an infinite lattice, every single bar in the structure is
part of a closed compression loop, with loops connected to each other exclusively through
cables. In this way, our construction recreates the concept of isolated compression islands
in a sea of tension, in the spirit of Fuller’s definition of tensegrity.
This resultant unit cell, as shown in Figure 3.4, is a 2× 2× 2 unit cell, 2 octahedrons in
each direction, with space-tilling translational symmetry. The constructed unit cell consists





Figure 3.4: Three-dimensional canonical tensegrity unit cell, comprising of 96 bars and 240 cables. Bars are shown in orange. Cables
lying in the planes with normals along the X, Y and Z axis are shown in red, blue and green, respectively. All the other cables are
shown in grey.
3.2.2 Discrete model
While traditional approaches for modeling the mechanical response of tensegrity struc-
tures assume that all components (bars and cables) experience axial loading exclusively
[34, 114], a discrete model has been recently proposed to account for their off-axis be-
havior (bending and shear) as well [115]. The main advantage of this model is that it can
capture the buckling and post-buckling behavior of tensegrity-based metamaterials with
very few degrees of freedom for each member. We outline the model here for the sake of
completeness.
Let us consider a bar of length L and constant cross-section with corresponding area
and moment of inertia A and I , respectively. The bar has a homogeneous mass density of
ρ and Young’s modulus E. We discretize the bar with four masses, three linear springs and
two angular springs. Figure 3.5 shows a schematic of the continuum and discretized model.
As depicted in Figure 3.5, there are six parameters in the discrete model: two masses










Figure 3.5: Schematic of the discretization scheme. The continuum bar in the tensegrity lattice are replaced by the discrete system.
eter α which determines the unstretched length of the middle spring as a ratio of the total
length. We obtain these parameters by enforcing the discrete model to mimic the primary
mechanical properties of the continuous bar. First, we require the total mass and the mass
moment of inertia of the discrete model to amount to the corresponding values in the bar,
which can be expressed as:


































We obtain an upper bound for α as α ≤
√
3/3, which is required to have positive
masses.
We now enforce equal overall stiffness between the discrete system and the continuum











We also require the discretized bar to buckle at the same load as the continuum one,
which is particularly useful for for problems involving high loads. This is achieved by
tuning the value of the angular stiffness kt. As showing in Fig. 3.6, we assume a symmetric











(d2 − h)2 + ktθ2 − P∆L. (3.4)
Figure 3.6: Schematics of buckling configuration for the discretization scheme. A symmetric buckling mode is assumed.
Note that ∆L is the displacement induced by the load P and is related to the other
kinematic quantites via the equation:
∆L = L− 2d1 cos(θ)− d2. (3.5)
We want to minimize the energy, thus we can write the optimality conditions, which













= k2(d2 − h) + P
∂Π
∂θ
= 2ktθ − 2Pd1 sin(θ)
(3.6)
Using the above equations, after linearizing around θ = 0, we obtain:
2ktθ − PθL+ 2P 2
θ
k1
+ Pθh = 0. (3.7)









k21(L− h)2 − 16k1kt. (3.8)
If we equate the above equation with the Euler’s buckling load for a continuum bar,






(AL2 − Iπ2). (3.9)
Note that the second term in between parentheses can be neglected for slender bars. If
t is the characteristic length of the cross section of the bar, then l ∝ t4 and A ∝ t2. Thus,
the second term between parentheses scales as (t/L)2 and can be neglected for t/L  1,
which is usually the case for slender bars. It is worth noting that the resulting expression
under this assumption is identical to what we would have obtained if the buckling load of
the discrete system was computed neglecting the axial stiffness of the bar, an assumption
that is actually made during the derivation of Eulers buckling load for the continuum bar.
Finally the value of α is obtained by enforcing the discrete model to mimic the first
two natural frequencies of the continuum bar and its post-buckling behavior. We remark
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Figure 3.7: Constitutive relation obtained thought the discrete model. Red and blue curves represent the constitutive relation derived
from Rimoli’s model and the smoothed curve, respectively. Note that to observe the post-buckling transition strains must be
compressive (the relation remains linear in the tensile regime.)
here that the cables are modeled with the same discretization model, except that the angular
stiffness is set to zero.
We obtain the force-displacement relation for bars by employing the aforementioned
model, as shown in Figure 3.7. Note that the transition from a pre-buckling state to a post-
buckling state leads to a discontinuity in the derivative of the force-displacement relation.
To avoid numerical convergence issues caused by this slope discontinuity, we smooth out
the constitutive relation by fitting an arc of a circle near the onset of buckling, such that it is
tangent to the lines indicating the pre-buckling and post-buckling regime (see Figure 3.7).





where ∆li is the total change in the length of the ith element and Keffective is the stiffness
obtained by the force-displacement relation, as shown in Figure 3.7.
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3.2.3 Modeling a finite lattice
When a lattice with pre-stretched cables is assembled, the bars compress and the cables
stretch leading to a new equilibrium position for the lattice. The lattice is then said to be
under a pre-stretch λ (see Section 3.2.7) and the equilibrium configuration is determined
by minimizing the energy of a single unit cell with respect to the lattice coordinates subject
only to the connectivity constraints. We thus formulate the following minimization problem







where Ei is given by Eq. 3.10. We will discuss in detail how to impose λ in Section
3.2.7. The optimality conditions of the aforementioned minimization problem will lead to
the equilibrium equations of the associated quasi-static problem. We also add 6 constraints
to prevent rigid body motions. Note that while there are many choice for these constraints,
one must check they do not impose extra, artificial constraints.
To solve the quasi-static problem we employ a combination of Newton-Raphson and
conjugate gradient solvers. We remark here that the conjugate gradient solver is only em-
ployed when the stiffness matrix is not full rank. Once the equilibrium configuration is
determined, we compute the first elasticity tensor of the homogenized tensegrity lattice.
We emphasize that for the case of finite lattices, we do not impose PBC conditions to solve
for the equilibrium configuration. In the next section, we present the procedure for ob-
taining the equilibrium configuration of an infinite lattice by imposing PBC. We employ a
homogenization scheme to obtain the effective elasticity tensor of this equilibrium config-
uration.
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3.2.4 Modeling an infinite lattice through PBC
We aim to determine the equilibrium configuration of the lattice under an imposed set
of cable pre-stretches by minimizing the energy of a single unit cell under PBC. Since
subjecting the cables in the unit cell to an arbitrary pre-stretch can lead to an arbitrary de-
formed configuration, we do not have a priori knowledge on the direction and magnitude of
the basis vectors for the lattice in the equilibrium configuration. This is precisely the main
challenge in solving for the equilibrium configuration of the pre-stretched lattice subjected
to PBC, which we overcome by formulating the question of determining lattice equilibrium
as a constrained minimization problem with the PBC imposed as a constraint.
Let us consider the unit cell shown in Figure 3.4, where it has 96 nodes in the boundaries
and 48 nodes in the interior, whose coordinates are denoted respectively by Xb and Xi.
Note that we denote the reference configuration and equilibrium configuration as X and
x in this section. Let us enclose the unit cell in a cube of length 2L and fix a coordinate
system with the origin at the center of the cube and x, y and z axis normal to the faces
of the cube. Each face of the cube will contain 16 boundary nodes of the unit cell. We
label boundary nodes in planes x = L, y = L and z = L as the master nodes, Xm, and
those in x = −L, y = −L and z = −L as slave nodes, Xs. There is a unique slave node
for each master node, lying on opposite faces, which implies a one to one correspondence
between them. Let xpm and x
p
s denote the position vector of the master and slave nodes
in the deformed prestressed configuration, with the index p running from 1 to Ns, where
Ns = 48 is the total number of slave nodes. Let fpm and f
p
s denote, respectively, the forces
acting on these nodes. Then PBC in all the n directions, where n = 3 in our case and is the
number of dimensions, is obtained by imposing restrictions on the displacement and force
of these nodes, which may be written as
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xpm − xps = al, fpm + fps = 0, p ∈ 1 to Ns, l ∈ 1 to n. (3.12)
Also, we divide the cross-section area of the cables that lie in the faces of the cube by two,
since those cables are shared by two adjacent cells. As mentioned before, the lattice vectors
al change due to imposed pre-stretches and they are not known a priori. Hence, we impose
the following conditions for the displacements:
xpm − xps = xαm − xαs , p ∈ 1 to Ns







s are the coordinates of n pairs of master and slave nodes, one in each direction,
where the index α depends on the index p (i.e. α(p)) and is chosen as α = 1 for 1 ≤ p ≤ 16,
α = 17 for 17 ≤ p ≤ 32 and α = 33 for 33 ≤ p ≤ 48. Note that the choice of xα is not
unique and one can choose any pair of master and slave nodes in each direction. R is a
set of Cr equations that constrains the rigid body rotations, where Cr = 3 is the number of
equations. Each equation in R has a corresponding β, which is an index -between 1 and
48- associated to a pair of master and slave nodes, and i as a component of the position
vector of the chosen pair. While the choice of xβ,i is not unique, it is not arbitrary, since it
might lead to physically incorrect constraints, such as artificial dilation, if improperly cho-
sen. For example, for a given β, if we choose i along the normal direction of the parallel
planes that master and slave nodes lie in, imposing R will identify both the nodes, which is
obviously incorrect. In this work, we choose the pairs of (β, i) as (1, 1), (17, 2) and (33, 3).
The last condition, which fixes the position of an arbitrary master node, constrains rigid
body translations. In total we have n× (Ns − n+ 1) + Cr conditions in (3.13).
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We determine the equilibrium configuration by formulating a constrained optimization
problem to minimize the unit cell energy subject to the conditions listed in equations (3.13)
. We introduce Lagrange multipliers, µd = {µdp}Ns−np=1 ,µf = {µfp}Nsp=1 and µr = {µp}Crp=1
corresponding, respectively, to the displacement, force and rigid body rotations constraints.
Note that for every p, µdp and µ
f































where L and W̃ are respectively the Lagrangian and the energy of a unit cell. µd, µf , µr
are vectors of Lagrange multipliers associated with the periodic boundary condition con-
straints. We emphasize that W̃ 6= W , since we are dividing the cross-sectional area of
cables in the boundaries of the unit cell by two, as mentioned before, in the PBC formula-



































) = 0, (3.15d)
∂L
∂µrq
=Rq = 0. (3.15e)
We remark here that δi(p,m) is one if i is equal to the index of the master node in master-
slave pair p, and zero otherwise. We solve the system (3.15) by using a Newton-Raphson
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solver. In incremental form, the matrices have the following expressions:

K + T B Km + Ks D
BT 0 0 0
KTm + K
T
s 0 0 0








+∇L = 0. (3.16)
Here ∇L denotes the residual in the system (3.15), K denotes the stiffness matrix, K
with subscripts denote the rows corresponding to the master/slave nodes arising from the
linearization of Eqn. (3.15d), D is a matrix composed of the rigid body rotation constraints
and B is also matrix with components {0,−1, 1}, arising from taking the derivative of













where the derivatives are provided in the appendix (see D). Once we obtain the equilibrium
configuration under PBC, we will homogenize the lattice to compute the effective elasticity
tensor.
3.2.5 Effective elasticity tensor
Obtaining the symmetries of the tensegrity lattice through the 3N × 3N -dimensional
stiffness matrix of the unit cell using analytical approaches is next to impossible, if not so.
This is due to the high dimensionality of the eigenspace of the stiffness matrix. Therefore,
we seek for a homogenized continuum model, which allows us to compute the equivalent
elasticity tensor. It also allows us to use an analytical group theory based approach, which
examines the homogenized elasticity tensor to find the symmetries of the lattice.
A first order homogenized continuum model for discrete systems, applicable as well to
tensegrity lattices has been developed previously by the co-authors [30, 14]. We employ a
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similar approach here. Since we are homogenizing the interior of a large lattice as a point
in a continuum, we impose PBC on the unit cell (3.12). Note that, unlike in the previous
subsection, we know the lattice vectors (al) in this stage, which is a direct consequence of
subjecting the lattice to an affine deformation field during the homogenization step.
Let us remark here that the pre-stretched configuration is taken to be the reference
configuration (F = I) and we do not subject the lattice to any additional deformation
to compute the homogenized first elasticity tensor C. Although the procedure presented
below for obtaining C is applicable when the lattice is subjected to any affine deformation,
we are only concerned with C at the reference configuration for the purpose of obtaining
the material symmetry.
Let us now assume that the strain energy of a single unit cell (W̃ ) normalized by its
volume located in the interior of a very large lattice with its boundary subjected to an affine
displacement field characterized by a constant deformation gradient F, is equivalent to the
strain energy density W of a hyper-elastic continuum. By definition, then, W is solely a
function of F:
W (F) = W̃ (x,F), (3.18)
where x is a 3N -dimensional vector containing the position vectors of all the N nodes in a
unit cell in the deformed configuration. We remark here that the equivalence in energy in
(3.18) holds for the limit of the strain energy density as the volume of the lattice tends to
infinity [68]. Note that x = {xi,xm,xs} and xs is related to xm and initial configuration as
xs = xm + F(Xs−Xm). Thus we can write W̃ (x,F) = W (xu,F), where xu is the union
of xi and xm. Let us remark that in a complex lattice like ours, due to internal degrees of
freedom, xu are not known a priori. We obtain xu by solving for the equilibrium of a single
unit cell with boundary nodes subjected to an affine deformation field characterized by a
constant deformation gradient F[67].
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Note that (3.19) is obtained by assuming equilibrium. Using the equilibrium of the unit
cell, we can write the following:
∂W
∂xu







































































where i, j, k, l ∈ {1, 2, 3} and Ns is the number of slave nodes. Note that W is assumed
to be at least twice differentiable, which is certainly true in our case. We also note that the
derivatives in the above expressions are evaluated at F = I.
3.2.6 Material symmetry
Material symmetries of the homogenized model are investigated by exploring the sym-
metries of the effective elasticity tensor C, obtained through the procedure discussed in the
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previous subsection. Note by considering the major and minor symmetries of the fourth
order tensor C, it can also be represented as a map [C] : L2,s(R3) → L2,s(R3) from the
space of symmetric rank-2 tensors to itself, where
[C](ε) = σ, (3.23)
ε is the symmetric part of the displacement gradient∇u = ∂u/∂X. Note that L22,s is a six-
dimensional space. An orthonormal basis for L2,s, E, is constructed using an orthonormal
basis, e = {e1, e2, e3}, for R3 [53, 54, 55, 52]:
Eα(i,j)(e) = 2
− 1
2−δij (ei ⊗ ej + ej ⊗ ei), (3.24)
where α(i, j) = iδij + (1 − δij)(9 − i − j). Note that α varies from 1 to 6. The elasticity









































2c36 2c46 2c56 2c66

.
An elasticity tensor [C] has symmetry A, where A ∈ SO(3) is a rotation matrix, if and
only if:
A[C](ε) = [C](ε),
A[C](ε) := A[C](AtεA)At, ∀ ε ∈ L2,s.
(3.25)
An elasticity tensor can exhibit eight symmetries and the direct sum of all the corresponding
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spaces of each eigentensor will form the whole L2,s space [116, 117]. Bóna. et. al. [52]
proved necessary and sufficient conditions that an elasticity tensor needs to satisfy to fall in
any of the eight symmetry classes (see section 3.2.6). The main idea lies in finding elements
of the SO(3), special orthogonal rotation group, that will maintain the eigen decomposition
of c. The main advantage of this method is that it consists of coordinate-free conditions and
does not require an a priori knowledge of the symmetry axes.
For the sake of completeness, we briefly review the essential theorems proved by Bóna.
et. al. [52] to obtain the symmetries of the elasticity tensor. The framework is built on the
following theorem, stated by Rychlewski [118]:
Theorem for symmetries of elasticity tensor. Let [C] be an elasticity tensor with each
eigenvalue λ ∈ R and the corresponding space of eigentensor Λλ ∈ L22,s(R3), where
L22,s(R3) is the space of symmetric rank-2 tensors. Then, the symmetry group of C consists
of all the symmetric operators A ∈ SO(3) that preserve the Λλ for all the eigenvalues. In
other words, if we consider a direct decomposition of L22,s(R3), determined by eigendeco-
mosition of C as
L22,s(R3) = ⊕λΛλ, (3.26)
the symmetry group of C coincides with the subgroup of SO(3) that preserves the eigen-
decomposition (3.26), namely
Gc = ∩λ{A ∈ SO(3)|AΛλAt = Λλ}. (3.27)
We next explain the geometric meaning of the symmetries that are of interest for our pur-
poses, as well as the necessary and sufficient theorems for obtaining each symmetry. We
note that for a given mathbbC, we denote eigenvalue ‘i’ by λi, its multiplicity by mi
and the corresponding space of eigentensor by Λi. We also denote the elements in Λi
by σ ∈ L22,s(R3).
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Cubic symmetry
An elasticity tensor, C, has cubic symmetry if it is invariant under rotations by π/2
around two mutually orthogonal axes. Thus, a basis with e1 and e2 parallel to the two
orthogonal axes, is a natural basis of C. In the context of our definition in the previous
subsection,
Gc = {A ∈ SO(3), A(ei) = ±ej : i, j ∈ {1, 2, 3}}. (3.28)
The matrix representation of a cubic elasticity tensor, with respect to its natural basis is
[C] =

c11 c12 c12 0 0 0
c12 c11 c12 0 0 0
c12 c12 c11 0 0 0
0 0 0 2c44 0 0
0 0 0 0 2c44 0
0 0 0 0 0 2c44

.
In this case, C has the following eigenvalues with corresponding multiplicities, λ1 =
c11 + 2c12 with m1 = 1, λ2 = c11− c12 with m2 = 2 and λ3 = 2c44 with m3 = 3. Also, the
corresponding spaces of eigentensors are expressed as -with respect to the natural basis-
Λ1 = {a1I, a1R} = {a1(E1 + E2 + E3); a1 ∈ R},
Λ2 = {a2(E1 − E3) + a3(E2 − E3); a2, a3 ∈ R},
Λ3 = {a4E4 + a5E5 + a6E6; a4, a5, a6 ∈ R}.
(3.29)
If the followin theorem is satisfied, C has cubic symmetry.
Criteria for cubic symmetry.
I) [C] has three distinct eigenvalues λ1 , λ2 and λ3 with m1 = 1, m2 = 2 and m3 = 3.
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II) All σ in Λ1 have eigenvalues with multiplicity three.
III) All σ in Λ2 have three common eigenvectors.
One can easily compute the three independent coefficients of a cubic elasticity tensor,












An elasticity tensor, C, has tetragonal symmetry if it is invariant under a four-fold
rotation. Let us assume e3 is parallel to the axis of rotation,then there exists an orthonormal
basis {e1, e2, e3} as the natural basis of C, with respect to which the symmetry group is
Gc = {I, R±π/2,e3 , Rπ,e3 ,−Rua ; a ∈ {1, 2, 3, 4}}, (3.31)
where Rua , a ∈ {1, 2, 3, 4}, are reflections about four planes that contain e3, the angle
between any two planes is either π/4 or π/2.
The matrix representation of C with respect to its natural basis is
[C] =

c11 c12 c13 0 0 0
c12 c11 c13 0 0 0
c13 c13 c33 0 0 0
0 0 0 2c44 0 0
0 0 0 0 2c44 0




The elasticity tensor has five eigenvalues:
λ1 =
c11 + c12 + c33 +
√




c11 + c12 + c33 −
√
(c11 + c12 − c33)2 + 8c213
2
,




wutg the corresponding multiplicities as m1 = m2 = m3 = m4 = 1 and m5 = 2. Let us
define γ1 as
γ1 = −
c11 + c12 − c33 +
√
(c11 + c12 − c33)2 + 8c213
2c13
. (3.33)
Then we can define the corresponding five spaces of eigentensorsm with respect to the
natural basis, as
Λ1 = {a1(E1 + E2 + γ1E3); a1 ∈ R},
Λ2 = {a2(γ1(E1 + E2)− 2E3); a2 ∈ R},
Λ3 = {a3(E1 − E2); a3 ∈ R},
Λ4 = {a4E6; a4 ∈ R},
Λ5 = {a5E4 + a6; a5, a6 ∈ R}.
(3.34)
For a given C, if the following necessary and sufficient conditions are satisfied, tetragonal
material symmetry is obtained.
Criteria for tetragonal symmetry.
I) [C] has five distinct eigenvalues λi (i = 1 to 5), where m1 = m2 = m3 = m4 = 1 and
m5 = 2.
II) All σ in Λ1 and Λ2 have two distinct eigenvalues and a common one-dimensional
eigenspace.
54
III) All σ in Λ3 and Λ4 have a common zero eigenvalues with corresponding eigenspace
common with the one-dimensional eigenspace of Λ1 and Λ2.
IV) All σ in Λ3 have three distinct eigenvalues where corresponding eigenvectors are also
eigenvectors of σ in Λ1.
Having six invariants for a tetragonal elasticity tensor -λ1, λ2, λ3, λ4, λ5, γ1-, we can
obtain the six coefficients of a tetragonal tensor, with respect to its natural basis, as
c11 =
























An elasticity tensor, C, has orthotropic symmetry it is invariant under two rotations
by π around two mutually orthogonal axes. If e1 and e2 are parallel to the two axes of
rotation, with respect to an orthonormal basis {e1, e2, e3}, which is a natural basis for C,
the symmetry group is
Gc = {I, Rπ,ei ; i ∈ {1, 2, 3}}. (3.36)
The matrix representation of an orthotropic elasticity tensor, in its natural basis, is
[C] =

c11 c12 c13 0 0 0
c12 c22 c23 0 0 0
c13 c23 c33 0 0 0
0 0 0 2c44 0 0
0 0 0 0 2c55 0




The above tensor has six distinct eigenvalues; first three, λi, i ∈ {1, 2, 3}, are the eigenval-
ues of the upper-left 3 × 3 block of the above matrix, and the other three are λ4 = 2c44,











Let us also define
x1 = −γ1γ3 − γ2,
x2 = −
γ2γ3 − γ1
1 + γ22 + γ1γ2γ3
x3 =
γ2γ3 − γ1
1 + γ22 + γ1γ2γ3
.
(3.38)
The corresponding six spaces of of eigentensors are expressed, with respect to the natural
basis is
Λ1 = {a1(γ1E1 + γ2E2 + E3); a1 ∈ R},
Λ2 = {a2(γ3E1 + E2 + x1E3); a2 ∈ R},
Λ3 = {a3(E1 + x2E2 + x3E3); a3 ∈ R},
Λ4 = {a4E4; a4 ∈ R},
Λ5 = {a5E5; a5 ∈ R},
Λ6 = {a6E6; a6 ∈ R}.
(3.39)
We note that x1, x2 and x3 are chosen in such a way that the first three eigenspaces are mu-
tually orthogonal. We next present the theorem, for determining whether a given elasticity
tensor has orthotropic symmetry.
Criteria for orthotropic symmetry.
I) [C] has six distinct eigenvalues λi (i = 1 to 5), each with multiplicity one.
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II) All σ in Λ1, Λ2 and Λ3 have distinct eigenvalues.
III) All σ in Λ1, Λ2 and Λ3 have three common eigenvectors e1, e2 and e3.
IV) All σ in Λ4, Λ5 and Λ6 have a common zero eigenvalue, with the corresponding eigen-
vector for each Λi+3 is ei, for i = 1, 2, 3.
In a similar fashion, the components of an orthotropic elasticity tensor are determined
from the nine invariants, that is λ1 to λ6 and γ1 to γ3.
3.2.7 Symmetry phases of a pre-stretched tensegrity lattice
Let us define the cable pre-stretch λ as the ratio between the undeformed length of the
cable and the distance between two nodes connecting a cable in the canonical unit cell
(Figure 3.4). For instance, λ = 0.99 means that the undeformed cable is 1 % shorter
than the distance connecting two nodes in the canonical unit cell. We remark here that the
cables connecting slave nodes, as explained in Section 3.2.5, have identical pre-stretches to
those of the cables connecting the corresponding master nodes, thus we have 192 cables,
rather than the original 240 ones, that can have distinct pre-stretches. Since we aim to
study the effect of cable pre-stretching on material symmetries, we need to explore a 192-
dimensional space of pre-stretches, where the majority of cases would exhibit a general
anisotropic or triclinic symmetry. For tractability, we reduce the dimension of our problem
(i.e. reducing the number of cables that have distinct pre-stretches) by dividing the 192
cables into groups with identical pre-stretches. This sort of classification into families
of cables would allow for a more systematic study of the possible material symmetries.
Obviously, choices of classifications are not unique. For this work, we classify the 192
cables into six distinct families based on their orientation and connectivity.
We define two categories of cables, each containing three families of cables. The first
category are the cables that span the squares with normal along the X, Y and Z axis, see
Figure 3.4. The second category are those lying in the hexagonal faces of the lattice which
connect the cables of the first category, named as YZ, XZ, XY (e.g. XZ cables are connect-
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ing cables in the X category and Z category).
This classification leads to a six-dimensional space of pre-stretch of different cable
families. We define the pre-stretch vector as:
λ =
(
λx λy λz λyz λxz λxy
)
,λ ∈ R6, (3.40)
where each component of λ represents the magnitude of pre-stretch in the corresponding
family, indicated with a subscript. In the rest of the chapter, we abuse the language by
calling cables by their pre-stretch. For instance, we would call cables in the Y category
as λy cables. Let us remark that very large values of pre-stretches, which corresponds to
|λ|  1, are physically irrelevant and thus not considered in our study. After sweeping the
physically relevant subset of the aforementioned six-dimensional space, we identify certain
sections of interest which will be discussed in the next section.
We emphasize that the material symmetries obtained from the elasticity tensor corre-
spond to the symmetries of a unit cell in the interior of a very large lattice. In our homog-
enization scheme, we consider F = I. This is a natural choice for studying the material
symmetries of the lattice, treating the pre-stretched lattice as the initial configuration. Note
that in the reference configuration (F = I), the first elasticity tensor computed by Eq 3.19,
is equivalent to the Cauchy elasticity tensor, which relates the Cauchy stress to strain [119].
Thus the obtained elasticity tensor will have major and minor symmetries. We also remark
here that the energy landscape is assumed to be rank-one convex, as explained in A, for the
considered range of pre-stretches λ, in the vicinity of F = I.
3.3 Results
In this section, we first explain the rationale of choosing certain pre-stretch scenarios,
followed by the material symmetry results for each case. We conclude this section by
discussing the symmetries of an infinite lattice -where we solve for the equilibrium con-
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figuration of the unit cell subjected to pre-stretch in the presence of PBC-, and explain the
obtained results through geometrical considerations, particularly on how they compare to
the finite case.
3.3.1 Pre-stretch Cases
Even though we reduce the 192-dimensional space of possible distinct pre-stretches
to a six-dimensional one, where each point λ ∈ R6 represents a distinct pre-stretch case,
the number of possible pre-stretching cases remains infinite. Thus, we make judicious
choices of scenarios by simple geometrical arguments, rather than sweeping the entire six-
dimensional space of pre-stretches, and focus on four different scenarios. In each scenario
we group certain components of the λ vector together and a range of pre-stretches are
applied to distinct groups. The four cases that we will focus on are the following:
Case A: λx = λy = λz = λ1, λyz = λxz = λxy = λ2
=⇒ λ =
(
λ1 λ1 λ1 λ2 λ2 λ2
)
,
Case B: λx = λy = λ1, λyz = λxz = λ2, λxy = λz = C
=⇒ λ =
(
λ1 λ1 C λ2 λ2 C
)
,
Case C: λy = λ1, λyz = λ2, λx = λz = λxz = λxy = C
=⇒ λ =
(
C λ1 C λ2 C C
)
,
Case D: λy = λ1, λxz = λ2, λx = λz = λyz = λxy = C
=⇒ λ =
(




where C is a constant parameter. For each case, we examined 1600 pre-stretch scenarios,
where both λ1 and λ2 range from 0.96 to 1. Figure 3.8 shows each case, where cables
undergoing pre-stretches equal to C, λ1 and λ2 are respectively colored as black, red and
blue. Note that all the cases have numerous equivalent scenarios and their equivalence is
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easily justified geometrically, considering the cubic symmetry of the lattice (see Section
3.3.3). For instance, in case B, all the following pre-stretch cases will yield the same
symmetry results as case B:
(




λ1 λ1 C λ2 C λ2
)
(




C λ1 λ1 λ2 C λ2
)
(




λ1 C λ1 C λ2 λ2
)
(








Figure 3.9 shows the symmetry results for the case A. The interior of a large tensegrity
lattice has four-fold symmetry in three perpendicular planes, where λx, λy and λz are lying,
as it will be explained in detail in Section 3.3.3. According to the definition of cubic
symmetry [117], any pre-stretch that maintains the aforementioned four-fold symmetries,
leads to a cubic symmetry. Also, the pre-stretched configuration respects that symmetry.
This is the case when all the families in each category have identical pre-stretch, as shown
in 3.9.
In the unstretched case, i.e. λ1 = λ2 = 1, and in a small neighborhood of it, the
lattice exhibits floppy modes, which are zero energy modes leading to a stiffness matrix
that is not full rank, as seen in the upper right corner of Figure 3.9. If the magnitude of the
pre-stretches are large enough, pre-stretching the cables lead to the buckling of bars. The
pre-stretches above the blue line and below the purple line lead to buckling of none and all
of the bars, respectively. Due to symmetric nature of the case presented in Figure 3.9, all




Figure 3.8: Representation of four pre-stretch cases of the tensegrity unit cell. Family of cables with pre-stretch λ1, λ2 and constant
values C are respectively shown in red, blue and black. Also, to better present the cables that are pre-stretched in each case, we are not
showing the bars. (a) Case A, (b) Case B, (c) Case C, (d) Case D.
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Figure 3.9: Material symmetries for the pre-stretch case A: We have λx = λy = λz = λ1 and λyz = λxz = λxy = λ2. Blue and
purple lines are the boundaries for the zones where none of the cables and all the cables are buckling, respectively. In this case, they
coincide.














Figure 3.10: Material symmetries for the case B: We have λx = λy = λ1 and λyz = λxz = λ2 and λz = λxy = C = 0.99. Blue
and purple lines are the boundaries for the zones where none of the bars and all the bars are buckling, respectively.
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Case B
The cubic material symmetry breaks once one of the cable families in any of the cat-
egories has a different pre-stretch than the rest of the cables in the same category. We
explore this material symmetry breaking by applying a constant pre-stretch of C = 0.99 in
Case B in (3.41). As shown in Figure 3.10, a phase transition from cubic to orthotropic is
observed. Yet, when all the pre-streches are equal, the cubic symmetry is recovered. In the
rest of cases, the four-fold symmetry in the three perpendicular planes is broken to two-fold
symmetry, resulting in orthotropic symmetries.
Let us make two remarks here: I) The magnitude of the constant pre-stretch, i.e. 0.99,
will not affect the symmetries and 0.99 is chosen to avoid any possible floppy modes. II)
Any combination of pre-stretches that identifies two families of cables in each of the two
categories, will yield the same results as Figure 3.10. This is simply due to the original
cubic symmetry of the lattice. For instance, λz = λy = λ1 and λxy = λxz = λ2 and
λx = λxy = C = 0.99 leads to the same symmetries as Figure. 3.10. Note that contrary to
the case A, the blue and purple lines -indicating the boundaries of the zones where none and
all of the bars have buckled- are not coincident, thus we have a zone where only a subset
of bars are buckling. Also, we observe that symmetries are independent of the buckling of
bars.
Cases C and D
We next consider cases C and D, where two families of cables in each category have a
constant pre-stretch C = 0.99. As shown in Figure 3.11, they display distinct results, both
in terms of material symmetries and buckling of bars. Evidently, there exists a plane with
four-fold symmetry in a zone of case D, as shown in Figure 3.11b, which yields a tetragonal
symmetry. Therefore, contrary to case C, we do observe a transition from orthotropic to
tetragonal symmetry in case D. Note that in both cases, cubic symmetry is observed where
all the cables have identical pre-stretch, equal to the constant value C = 0.99.
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Figure 3.11: (a) Material symmetries for the pre-stretch case C: We have λy = λ1 and λyz = λ2 and
λx = λz = λxz = λxy = C = 0.99; (b) Material symmetries for the pre-stretch case D: We have λy = λ1 and λxz = λ2 and
λx = λz = λyz = λxy = C = 0.99. Blue and purple lines are the boundaries for the zones where none of the bars and all the bars
are buckling, respectively.
The distinction among cases C and D lies within the connectivity of the set of pre-
stretched cables, such that, in cases C and D, the two families of pre-stretched cables are
respectively connected and disconnected. Subsequently, the pre-stretched cables in case
C lie in intersecting planes, while in case D, all the pre-stretched cables lie in parallel
planes. We emphasize that the symmetry results for this case is independent of the choice
of families in each category.
We note that, for case D, the lattice exhibits tetragonal symmetry only in the region
where all the bars are buckled, see Figure 3.11b. Since buckling necessarily leads to a
significant reduction of the stiffness of individual bars, it can be seen as a phase transition
of the constituent material of the lattice, which, in turn, enables a phase transition of the
entire system.
We also remark here that although λ associated to the case D is invariant under ex-
changing x and z indices, one cannot conclude that case D exhibits tetragonal symmetry.
To illustrate this point, we look into the canonical unit cell subjected to pre-stretch case
D, from two perpendicular points of view. Using pure geometry, as shown in Figure 3.12,
we demonstrate that case D does not have tetragonal symmetry. This point will be further










Figure 3.12: (a) Cross section of the canonical unit cell along the YZ plane; (b) Cross section of the canonical unit cell along the XY
plane. Cables shown in red, blue and black respectively represent cables with λ1, λ2 and C pre-stretch values. Note that only a subset
of cables are shown, to simplify distinguishing between the two different perspectives.
Yet, a fundamental question arises here. We know that the lattice has a four-fold sym-
metry, and that the pre-stretch scenario in case D respects the four-fold symmetry of the
lattice in a plane. Thus, it would be reasonable to expect a tetragonal symmetry every-
where. The question is then, why do we obtain orthotropic symmetry as well? In other
words, while the pre-stretch has four-fold symmetry, what leads to a symmetry breaking?
We try to answer this question in the remainder of this section.
To further understand this case, we examine the equilibrium configuration of the unit
cell subjected a priori to pre-stretch. Figure 3.13 contains the cross-sectional views of
the deformed configurations in two pre-stretch scenarios from case D, where Figure 3.13a
and Figure 3.13b correspond to a tetragonal and orthotropic symmetry. From a purely
geometric perspective, we observe that the equilibrium configuration due to the applied pre-
stretch scenario, exhibits an inhomogeneous shear in the orthotropic case. This distortion in
the lattice breaks the four-fold symmetry (explained in more detail in section. 3.3.3), which
is observed in the cubic case, and leads to orthotropic symmetry. Besides, the presence of
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(a) (b)
Figure 3.13: Geometry of the equilibrium configuration of the unit cell dictates the symmetry (a) Cross section of the deformed lattice
for a tetragonal scenario in case D, with λy = λ1 = 0.985, λyz = λ2 = 0.985 and λx = λz = λxz = λxy = C = 0.99; (b) Cross
section of the deformed lattice for a orthotropic scenario in case D, with λy = λ1 = 0.985, λxz = λ2 = 0.95 and
λx = λz = λyz = λxy = C = 0.99. black and orange lines represent bars and cables. To demonstrate the transition to
inhomogeneous deformation, the cables in the outer facets are shown in red. To exhibit the inhomogeneous deformation in the outer
facets, displacements are magnified.
a band of tetragonal symmetry is due to a special distortion on those specific pre-stretch
values where a plane with four-fold symmetry is preserved. This is analogous to accidental
degenerecies observed in various condensed matter systems [120].
We also explore the effect of the constant pre-stretch, C, on the symmetry phase dia-
gram. Figure 3.14 shows the results for the cases where C ∈ {0.991, 0.992, 0.993, 0.994}.
Evidently, regardless of the value of C, tetragonal cases are obtained only after all the
bars have buckled. As mentioned before, due to the non-homogeneous buckling of bars,
only the state when all the bars are buckled allows for existence of the four-fold symmetric
plane and consequently exhibition of tetragonal symmetries in a band close to the diagonal.
A numerical example
In this section, we look into one specific pre-stretch scenario, included in case D -see
Section 3.3.1-, to point out some issues that arise from numerical implementation of the
66
































































Figure 3.14: Material symmetries for the pre-stretch case D: We have λy = λ1, λxz = λ2 and λx = λz = λyz = λxy = C, where
(a):C = 0.991; (b):C = 0.992; (c):C = 0.993; (d):C = 0.994. Blue and purple lines are the boundaries for the zones where none of
the bars and all the bars are buckling, respectively.
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theorems. Let us then consider the following pre-stretch scenario:
λ =
(
0.99 0.98 0.99 0.99 0.98 0.99
)
. (3.43)
After solving the equilibrium equations and homogenizing the lattice, we obtain the fol-
lowing elasticity tensor:
[C] = 106×
2.3801655462 1.9871944741 1.9448676617 −0.000000000007 −0.000000000008 0.000000000002
1.987194474176 2.497532203433 1.987194429190 0.000000000002 −0.000000000010 0.000000000005
1.94486766178 1.987194429190 2.380165457358 −0.000000000008 −0.000000000004 −0.000000000001
−0.000000000007 0.000000000001 −0.000000000008 1.737565973286 0.000000000008 −0.000000000008
−0.000000000008 −0.000000000010 −0.000000000004 0.000000000008 1.709012755196 −0.000000000003
0.000000000002 0.000000000005 −0.000000000001 −0.000000000008 −0.000000000003 1.737565918942

(3.44)
The sorted eigenvalues of the [C] are obtained:










According to the aforementioned criteria, we require 5 or 6 distinct eigenvalues for tetrag-
onal or orthotropic symmetry, respectively. It is evident from (3.45) that if we impose a
tolerance of 1e − 7 or larger, the first condition of the tetragonal symmetry is satisfied.
Also, the rest of the conditions required for obtaining a tetragonal symmetry are satisfied.
In light of this example, we found that for relatively large values of the tolerances, the
tetragonal band observed in case D -see section 3.3.1- becomes thicker. The above exam-
ple illustrates the need for a careful examination of the theoretical conditions. It also serves
as a motivating example for potential future paths on constructing measures of symmetry
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Figure 3.15: Effect of the unit cell size on the phase diagram for pre-stretch case D, where λy = λ1, λyz = λ2 and
λx = λz = λxz = λxy = C = 0.97: (a) Material symmetries for the lattice for 2× 2× 2 unit cell, (b) Material symmetries for the
lattice with 4× 4× 4 unit cell.
in 3D, which quantifies deviations from each symmetry.
3.3.2 Note on the effect of unit cell size on the symmetries
In this section, we address the question of whether the unit cell size plays a role in the
material symmetries of the tensegrity lattice. To this end, we double the unit cell size in
each direction, (i.e. 4 × 4 × 4 unit cell, with 4 octahedron in each direction, see section
3.2.1) and examine the symmetries of the corresponding lattice, subject to the relatively
‘complicated’ pre-stretch case D. Figure 3.15 compares the symmetry results for case D
of lattices with 4 × 4 × 4 and 2 × 2 × 2 unit cells. Evidently, the phase diagram for the
lattices with different unit cell sizes are identical. We obtain similar results for other pre-
stretch cases. Note that due to the constant pre-stretch of C = 0.97, all the bars buckle. We
also performed similar computations for a lattice with an 8 × 8 × 8 unit cell and obtained
identical results to lattices constructed with 4× 4× 4 and 2× 2× 2 unit cells.
As mentioned before, we model the interior of a large lattice, constructed by tessellating
the unit cell in space. Thus, the symmetries that are obtained through the homogenization
scheme are associated with the entire lattice. The exhibition of identical symmetries in the
lattices obtained by tessellating the 2×2×2, 4×4×4 and 8×8×8 unit cells follows from
69
the fact that the deformed configurations (caused by pre-stretch) in the resultant lattices are
identical. This is a natural outcome of applying a pre-stretch field to the entire domain.
For further clarification, let us consider a lattice constructed from an N ×N ×N unit cell,
undergoing a pre-stretch field. Since the pre-stretches are applied everywhere, the deformed
configuration of the lattices constructed from N × N × N and 2 × 2 × 2 unit cells will
have identical geometries, given that the pre-stretch fields are identical. Therefore, since
identical geometries lead to identical elasticity tensors, the symmetries are not dependent
on the size of the unit cell.
3.3.3 Infinite vs. finite lattice: Surface effects on symmetry phases
As discussed in section 3.3.1, even though the lattice has four-fold symmetry and the
applied pre-stretch is symmetry-preserving, the deformed lattice is not necessarily tetrag-
onal. This observation is justified by looking at the geometry of the pre-stretched unit
cell, where an inhomogeneous shear causes a symmetry breaking from tetragonal to or-
thotropic. However, the resultant inhomogeneous shear deformation is not consistent with
having PBC, meaning that the obtained symmetries are valid for a finite lattice rather than
an infinite lattice. This motivates us to look into symmetries of an infinite tensegrity lattice,
where we model the infinite lattice by imposing PBC.
We solve for the equilibrium of tensegrity unit cell under PBC, using the theory devel-
oped in section 3.2.4, subject to the pre-stretch case D. Once the equilibrium configuration
of the pre-stretched unit cell is determined, we proceed as before to compute the effective
elasticity tensor and examine the corresponding material symmetries. As shown in 3.16,
the infinite lattice exhibits tetragonal symmetry everywhere, except when λ = C = 0.97,
which corresponds to cubic symmetry. The pre-stretch field in case D respects tetragonal
symmetry, and unlike the finite case, the infinite lattice deforms in a symmetry-preserving
fashion. This shows that tensegrity-based metamaterials can exhibit distinct material sym-
metries in the finite and infinite case. In other words, for our metamaterial, terminating the
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Figure 3.16: Material symmetries for the case D for an infinite lattice: λx = λy = λ1, λyz = λxz = λ2 and λz = λxy = C = 0.97.
lattice and creating a surface leads to material symmetry breaking. This is in contrast with
studies on natural materials, where decreasing the size of the system, and consequently
increasing the surface effects, leads to symmetry reduction [60, 61]. This class of metama-
terials has a particular property that is discussed in the next subsection.
Non-symmorphic lattices: Observations on the tensegrity lattice
In this section, we discuss a fundamental aspect of the tensegrity unit cell that leads to
the discrepancy of the symmetries of the infinite and finite lattice. From a symmetry point
of view, lattices are divided in two broad categories: symmorphic and non-symmorphic
lattices. Symmorphic lattices are defined as lattices whose space group, apart from transla-
tions, is solely composed of point group operations. In contrast, non-symmorphic lattices
are defined as lattices with space group consisting of glide elements in addition to point-
group symmetries [121].
The tensegrity unit cell in this study is a non-symmorphic lattice. This is due to the
fact that once a 90 degrees rotation is applied and the unit cell is glided by half a unit cell
size, we obtain a lattice identical to the one prior to rotation. Due to the rather complex
geometry of the tensegrity unit cell, this might not be easy to observe. Figure 3.17 shows
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the full and half tensegrity unit cell with their corresponding cross-sections.
Let us rotate the full tensegrity unit cell by 90 degrees and focus on its cross-section.
Evidently, the rotated cross-section, as shown in 3.18a, is distinct from the initial one 3.17b
(note that the bars are pointing in different directions). However, the rotated cross-section
is identical to the initial mid-plane cross-section of the unit cell 3.17d. To facilitate com-
paring the rotated cross-section with the initial mid-plane cross-section, they are presented
in Figure 3.18. Consequently, if we glide the unit cell after the rotation, we would obtain
four-fold symmetry. This proves, from a pure geometric point of view, that the infinite
tensegrity lattice has four-fold symmetry. Since the aforementioned glide can only happen
in the infinite case, this is not valid for the finite lattice.
3.4 Summary and concluding remarks
In this work, we have characterized material symmetry phase transitions in three-dimensional
tensegrity-based metamaterials, occurring solely by varying pre-stretches in the cables. In
a systematic manner, we first defined six families of cables, obtained through clustering
subsets of cables according to i) orientation, and ii) the planes that they lie in, and then iden-
tified the pre-stretches in all the cables of each family. After careful and thorough exami-
nations of the resulting six-dimensional space of pre-stretches, important two-dimensional
sub-spaces are identified. For each of them, we examined 1600 different pre-stretch scenar-
ios and presented the associated phase diagrams. For each pre-stretch scenario, we found
the corresponding material symmetry of the lattice by examining the eigenspaces of the
effective elasticity tensor, obtained through homogenizing the equilibrium configuration
of the pre-stretched lattice. It is worth remarking that the techniques and approaches that
are employed in this work are general and could be applied to any discrete system with
translational symmetry.
We have demonstrated orthotropic to cubic, orthotropic to tetragonal and cubic to





Figure 3.17: The tensegrity is a non-symmorphic lattice where bars and cables are respectively shown in black and orange. (a) and (c)
are perspective of full and half unit cell with (b) and (d) as the corresponding cross-sections. Note the distinction between
cross-sections is more evident if one focuses on the out of plane direction of bars. We Note that only a subset of cables are shown, to




Figure 3.18: Comparing the mid-plane section and 90◦ rotated front facet. The infinite tensegrity lattice has four-fold symmetry,
obtained by a rotation and a glide of half unit cell size.We Note that only a subset of cables are shown, to simplify the distinction
between the two different perspectives.
served that the transition from orthotropic to tetragonal symmetry occurs only when all the
bars in the tensegrity lattice have buckled. Furthermore, to explain the phase transitions we
observed, we analyzed the deformed configuration of the pre-stretched lattice. To the best
of our knowledge, this is the first time material symmetry phase transitions in tenegrity-
based metamaterials are characterized, which is analogous to solid-solid phase transitions
in materials. This could prove useful for a variety of engineering applications. For ex-
ample, having tunable material symmetries could serve as a foundation for adaptive stress
wave propagation in impact mitigation and force protection applications. Also, one could
envision the possibility of a tensegrity metamaterial in which alternating symmetry phases
are present forming effective microstructures similar to those observed in shape memory
alloys.
To conclude our work, we formulated a constrained optimization problem to study the
symmetries of an infinite-dimensional tensegrity lattice. We observed that the orthotropic
phases found in the finite case are replaced by tetragonal symmetries in the infinite lattice,
even though both cases are subjected to identical pre-stretch fields. We have shown that
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this discrepancy among the finite and infinite lattice is i) due to the particular deformation
of the finite lattice in a way that breaks the tetragonal symmetry, ii) the non-symmorphic
nature of the tensegrity lattice, and iii) boundary effects. This discrepancy has vast impli-
cations for computational modeling of lattices and using periodic boundary conditions to
mimic a very large system. Based on our results, depending on the deformation type, im-
posing periodic boundary conditions could lead to an incorrect prediction of the effective
material symmetry. We also remark that unlike natural materials, where increasing the size
of the system leads to obtaining lower symmetries [60] we found a class of metamateri-
als where the infinite lattice exhibits a higher symmetry than the finite one. Based on our
observations, we envision the presence of similar patterns in other architectured-materials.
We also claim that if members of a non-symmorphic lattice are prestressed in a symmetry-
preserving fashion, the finite and infinite lattice can exhibit different symmetries.
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CHAPTER 4
EFFECTS OF CONNECTIVITY ON THE MECHANICAL RESPONSE OF
LATTICES: 2D TENSEGRITY SYSTEMS
4.1 Introduction
Global properties of a lattice, subjected to a nonlocal external loading -or excitation in
a more general context-, are often significantly affected by a localized deformation. This
arises in a wide range of problems across multiple scales. Notable examples are: plastic
twinning in metals [122], homogeneous dislocation nucleation [4], localized buckling of
epithelial cell in biological systems [123] and chevron folds in rocks [124]. These local-
ized deformations often happen as a result of an instability, either at the microscopic and
material level or that the macroscopic and structural level, and they lead to formation of
patterns or phase transitions [2, 125].
Several studies have focused on pattern formations in periodic media, including con-
tinuum and discrete systems -lattices- [65]. Creation of these patterns affects several me-
chanical properties of their corresponding system. For example, Bertoldi and Boyce have
demonstrated how instabilities in soft polymers induce changes in the frequency band struc-
ture of periodic phononic systems [126]. Pal et al [14, 127], have extensively investigated
the static and dynamic properties of hexagonal lattices and demonstrated that instabilities
can lead to the surface confinement of elastic waves. They also have demonstrated emer-
gence of localized solutions in both 2-dimensional and 1-dimensional lattices[128].
Once the mechanical response of a system emerges as a localized deformation, a ‘weak’
zone is introduced to the system, which would non decreasingly deteriorate if the external
loading is maintained or increased. Thus prediction and design of localized patterns have
been the objective of several studies, such as investigation of localization behavior in peri-
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odic media [129], and are considered open challenges in the understanding of failure and
post-buckling behavior. This problem has also been investigated in the case of continuous
systems, where localization is manifested as a discontinuous strain distribution; which is
examined primarily by checking the loss of ellipticity conditions through the Hessian of the
strain energy [130]. Yet, the relation to the microstructure and the effect of the macroscopic
geometry, including boundary conditions, is not understood well.
In fact, unlike diffuse instabilities and deformations, there is no recipe for studying and
predicting localized deformations. Several studies [131, 132] have demonstrated, both nu-
merically and experimentally, how buckling at the microstructural level evolves into local-
ized deformations. For example, Papka and Kyriakides [133, 134] investigated the crushing
of honeycomb cellular lattices under a variety of loading conditions. More recently, dAvila
et al. [135] have demonstrated that the onset of localization in a periodic composite de-
pends on the effective tangent stiffness of the composite and occurs only if this stiffness
in the loading direction is negative. There have also been studies on localized vibration
modes called intrinsically localized modes or discrete breathers, where localization arises
as a consequence of discreteness and nonlinear interactions [136, 137].
In this chapter, we aim to investigate a hypothesis that relates the connectivity of the
lattice, as a topological parameter, with its mechanical response. We also remark that the
effect of lattice geometry, such as node geometry, on the corresponding mechanical prop-
erties of truss lattice architectures has recently been studied [138, 139]. In the interest
of simplicity and tractability, we restrict our investigations to 2-dimensional tensegrities.
Our hypothesis is that by purely changing the lattice topology, through isolating the com-
pressive members -which are allowed to buckle and undergo large deformations-, global
stability and properties could be altered. For the sake of this investigation, we introduced
new designs of 2-dimensional tensegrities, as well as 2-dimensional lattices with connected
sets of compression members. In the remaining of this chapter, we first describe the cri-
terion for verifying that a tensegrity lattice is stable -we note that checking the stability
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is necessary, since, unlike in previous chapter, new designs are introduced-. Then we in-
troduce our new designs, with very similar geometry, differing only in the connectivity of
compression members. We finally present the results for quasi-static tests. We believe that
our results serve as strong evidence for our hypothesis, which motivates future research for
a rigorous proof.
4.2 2D tensegrities
As discussed in the previous chapter, tensegrity structures have only two types of mem-
bers: bars -or struts-, which are always in compression; and cables, which are always in
tension. Since we are introducing new designs of 2-dimensional tensegrities, we have to
check for their prestress stability, which we will define in the next subsection. After all, we
want to investigate emergence of localized deformation on lattices which are stable.
4.2.1 Prestress stability of tensegrities
In this section, which is mainly based on the works of Ohsaki as well as Connelly [140,
141, 50], we present the theory for prestress stability of tensegrity structures. Let us remark
that here we focus on a specific definition of stability that hinges on the lattice connectiv-
ity and geometry, rather than solely on the tangent stiffness of energy functional, as we
extensively discussed in chapter two. Yet, the concepts of stability that are demonstrated
in here are connected, and equivalent for the most part, with those described in chapter
two. Besides, the primary reason for discussing prestress stability, which is also known as
‘superstability’, is its generality, which makes it independent of selection of the materials
and levels of prestresses. For the sake of completeness, we will present the theory for gen-
eral 3-dimensional structure, even though we only deal with 2-dimensional systems in this
chapter.
Let us consider a d-dimensional tensegrity structure, where d = 3, which consists of n
and m members. Also, once a coordinate system is fixed, the coordinate vectors along x, y
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and z directions are denoted by x, y and z (∈ Rn), respectively. We define a connectivity
matrix C as follows: C has m rows and n columns, and each component in row k, which
is associated to member k, is zero, unless they correspond to the end nodes of k. If nodes
i and j i < j are the end nodes of k, the ith and jth component of row k will be 1 and -1,
respectively. Hence, sum of all the elements in each row vanishes.
Let us define the force density vector q as anm dimensional vector, where each compo-
nent qk -associated to the kth member-, is the ratio of force in that member to its respective
length. We define the force density matrix, as follows:
E = CTdiag(q)C. (4.1)
Now let u,v and w (∈ Rm) denote the vectors consisting of the differences of members in
x, y and z directions, respectively. We can write them in terms of the connectivity matrix





Let us define the diagonal form of u,v and w as U,V and W.
Finally we define a ‘geometry matrix’ G ∈ Rm×6. G is determined only by connectiv-
ity and nodal coordinates of the structure as
G = (Uu Vv Ww Uv Uw Vw). (4.3)
We note that for 2-dimensional structures, the gometry matrix G ∈ Rm×3 becomes
G = (Uu Vv Uv). (4.4)
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Note that the number of columns of G is d(d+ 1)/2 for a d-dimensional structure.
With the above definitions, we state the following lemma, based on the works of Zhang
and Ohsaki [140]. It must be emphasized that we assume the structures are not ‘degenerate’.
This means they do not lie in a hypersurface of the d-dimensional space. For example, in
3-dimensional space, a 2-dimensional structure would be degenerate. With this in mind,
the following lemma [140] is stated:
Lemma. If a d-dimensional tensegrity structure is stable with positive quadratic form
of the tangent stiffness matrix, that is if K is the tangent stiffness matrix, for any non-trivial
motion d -excluding the rigid body motions-
Q = dTKd > 0, (4.5)
then rank of the geometry matrix G defined in Eq. (4.3) or Eq. (4.4) is equal to d(d+ 1)/2.
We now present the lemma, that provides the necessary and sufficient condition for
prestress stability, also known as superstability.
Lemma. If the following three conditions are satisfied, then the d-dimensional tenseg-
rity structure is stable, irrespective of selection of materials and level of self-stresses:
1. The force density matrix E has the minimum rank deficiency d+ 1.
2. E is positive semi-definite.
3. Rank of the geometry matrix G is d(d+ 1)/2.
The proofs are presented in the Zhang and Ohsaki article [140]. It is worth mentioning
that the above concepts, for the most part, were initially presented by Connelly, and he was
the first one to show that a tensegrity structure is stable if the members do not lie on the
same conic at infinity. Zhang and Ohsaki [140] showed that the former lemma is equivalent
to the Connelly conditions.
In the next section, we will present our recent designs of 2-dimensional tensegrity lat-
tices, and apply the previously mentioned lemmas on our new designs.
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4.2.2 New 2D designs
We present new designs of 2-dimensional tensegrity unit cells, where bars are isolated
and cables are connected. Fig. 4.1 shows our proposed designs.
(a)
(b)
Figure 4.1: 2-dimensional tensegrity unit cells, where bars and cables are shown in red and blue, respectively.
In both unit cells, it is obvious that the bars, which are shown in red -cables are shown
in blue-, are not connected and create isolated subsets of members. The primary advantage
of these designs is that they could be easily transformed to 2-dimensional lattices where
bars are connected, making them ideal designs to examine our hypothesis. This is due to
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the existence of a large square domain, surrounded by smaller squares in the middle of each
unit cell. Note that rotation of the large central square domain by 45 degrees would lead
to connection of bars in opposite sided peripheral squares , thus creating a connected set of
bars. This is illustrated in the next Fig. 4.2. Note that a connected set of bars will create a
continous path of compression, as opposed to a discontinous compression path in the case
of isolated bars.
We next apply the lemmas mentioned in the previous section to check for their stability.
As described, we first compute the force density matrix, E, followed by computation of G
matrix.
Figure 4.2: 2-dimensional unit cell, with connected set of bars, bars and cables are shown in red and blue, respectively.
These unit cells, obviously, tessellate the 2-dimensional space, and one can easily create
beams or plates of any arbitrary geometry, making use of the above unit cell. Lastly, we
check to ensure the three conditions associated with the last lemma mentioned in previous
subsection apply accordingly. The results demonstrate that all three conditions are met,
with G having a rank deficiency of 3, as well as a positive definite E with at least rank
deficiency of 3. We performed these calculations for various sizes of lattices, and different
beam and plate geometries for all the three unit cells proposed. This verifies that our lattices





Figure 4.3: 2-dimensional beams with bars and cables shown in red and blue, respectively.
83
4.2.3 Effect of connectivity on the mechanical response
In this subsection, we investigate the effect of connectivity on the mechanical response
of the proposed 2-dimensional lattices. Let us consider the new unit cells, introduced in
the previous subsection, shown in Fig. 4.1 and 4.3a. These two lattices are very similar,
apart from a difference in the ‘lattice topology’, where the bars are connected in the first
configuration and isolated in the other. We will abuse the language by referring to this
distinction between the lattices as a topological difference, so that either of the lattices can
be transformed to the other one only by a topological transformation. We emphasize that
our goal is to investigate the effect of this topological difference on the mechanical response
and global stability of both lattices.
In each lattice, we model every member using the discrete model that was used in the
3-dimensional tensegrity lattice in Section 3.2.2; all members are connected by pin joints.
We construct a 4× 4 domain, from both unit cells, as shown in Fig 4.4. We then apply
a pre-stretch λ to all the cables, which are shown in blue in 4.4, using the same definition
of pre-stretch as in the previous chapter. Note that we defined λ as a 6-dimensional vector
in the previous chapter due to existence of six families of cables, while we have only one
family of cables here. In other words, all cables are subjected to an identical pre-stretch λ.
As mentioned before, we use the constitutive relation in 3.7, and solve for the pre-stretched
equilibrium. To solve for the equilibrium configuration of the pre-stretched lattice, we
impose three displacement boundary conditions to prevent rigid body translations and rota-
tion. For the current results, we have chosen λ = 0.999 and imposed a pin -displacement in
both directions is zero- and roller -displacement in the vertical direction is zero- boundary
condition in the bottom left and bottom right of each lattice, respectively.
We then study the mechanical response of both lattices subjected to compressive load-
ing. Note that our initial configuration in each step is the pre-stretched configuration. For
each lattice shown in 4.4, we impose rollers on all the nodes lying in the left and bottom




Figure 4.4: 2-dimensional 4× 4 structures, where the bars are isolated in the top one and are connected in the bottom one. Bars and
cables are shown in red and blue, respectively.
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boundary conditions is imposed on our 4× 4 lattices to incorporate the mirror symmetries
along horizontal and vertical axis of a larger 8 × 8 lattice; therefore our results will be
identical to that of an 8× 8 lattice. Moreover, through a displacement control approach, all
the nodes lying in the top surface of each lattice are subjected to a vertical displacements
d. To mimic a quasi-static experiment, we impose d in increments of 0.001. Note that the
height of each lattice in Fig. 4.4 is 24. At each increment, we solve for the equilibrium
configuration. We remark here that due to existence of buckling and material nonlinearities
-see the constitutive relation in 3.2.2-, as well as geometric nonlinearities, finding the equi-
librium configuration for large deformations is not trivial. This is achieved by employing a
combination of Newton-Raphson, conjugate gradient and steepest descent method.
The two sets of figures presented below are snapshots from the equilibrium configura-
tion of each lattice at four different strain levels: 0, 4, 8 and 16 percent strains.
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Figure 4.5: Snapshots from the equilibrium configuration of lattice with connected bars, at four different strain levels: (a) 0 % strain,
(b) 4 % strain, (c) 8 % strain and (d) 16 % strain. Cables are shown in blue, while the bars in pre and post buckling states are shown in
red and blue, respectively.
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Figure 4.6: Snapshots from the equilibrium configuration of lattice with isolated bars, at four different strain levels: (a) 0 % strain, (b) 4
% strain, (c) 8 % strain and (d) 16 % strain. Cables are shown in blue, while the bars before and after buckling are shown in red and
blue, respectively.
To get a better understanding of the mechanical response of the two lattices, particularly
in comparison to each other, we look into the strain energy and forces at each step of
deformation. We note that force in each step is obtained as the sum of all the vertical forces
of all the nodes lying in the top surface.
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Lattice with connected bars
Lattice with isolated bars
(a)













Lattice with connected bars
Lattice with isolated bars
(b)
Figure 4.7: Comparing strain energy and force of the two lattices with connected and isolated bars, during the compression test. The
horizontal axis in both figures demonstrate strain, α, while the vertical axis represents (a) strain energy, (b) force.
As it can be seen in Fig. 4.7, for a vast regime of deformations, the quasistatic behav-
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ior in both lattices is identical. In other words, based on our results, changing the ‘lattice
topology’ will not affect the force displacement response. We then pose the following ques-
tions: How the local instabilities -buckling of individual bars- affect the global instability?
Do both lattices exhibit similar responses at the onset of their respective instability? For
each case, how fast a local instability propagates in the domain? We devote the remainder
of this section to answer these questions.
Effect of local instabilities in the global stiffness
As it was shown in the previous figures, after a certain amount of deformation, local
instabilities emerge -a subset of bars buckle- in the domain of each lattice. We aim to
characterize the onset of local instabilities in each system. To this end, we perform an
eigenvalue analysis on the global stiffness matrix corresponding to each lattice. Note that
the eigenvalues are always real, due to the symmetric nature of the global stiffness matrix.
We then identify the minimum eigenvalue, denoting it as γ. Figure below illustrates the
value of γ at each step of compressive deformation, denoted by d, for both of the lattices.
To make the comparison of the γ’s in both lattices more simple and tractable, the logarithm
of γ is plotted with respect to d.
Evidently, as shown in Fig 4.8, unlike the force-displacement behavior, the lattices
exhibit very distinct results. A negative eigenvalue is observed in the lattice with connected
bars once it is subjected to a relatively small values of compression. Yet, the lattice with
isolated bars never exhibits a negative eigenvalue, even for deformations more than d = 2,
which mounts to more than 10% strain.
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Lattice with connected bars
Lattice with isolated bars
Figure 4.8: The horizontal and vertical axis show values of deformation d and minimum eigenvalue of the corresponding stiffness
matrix, respectively.
To shed more light on this, we aim to identify the deformation that corresponds to the
first observation of local instabilities in each lattice. To this end, we pursue a bisection ap-
proach, and characterize the value of d that leads to the first emergence of a local instability
in each lattice, as shown in the figure below.
From this analysis, we observe that in the lattice with connected bars, the first observa-
tion of buckling Fig. 4.9b leads to buckling of two bars; and this is coincident with the first
exhibition of a negative eigenvalue in the global stiffness. In other words, a local buckling
is simultaneously manifested in the global behavior. Yet, in the lattice with isolated bars,
despite buckling of 32 bars in the first emergence of a buckling -in a delocalized pattern-,
the global stiffness never exhibits a negative eigenvalue. In fact, as seen in Fig 4.7, the
number of buckled bars increases to even more than 32 bars in the large values of deforma-
tion, but it does not lead to a negative eigenvalue in the global stiffness matrix associated
to the lattice with isolated bars.
91
















Figure 4.9: First observation of buckling of bars in: (a) lattice with isolated bars, and (b) lattice with connected bars. Cables are shown
in blue, while the bars before and after buckling are shown in red and blue, respectively.
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So far, we observed that in the case of the lattice with connected bars, the emergence
of a local instability is instantaneously reflected in the global behavior; and a change in
the topology of the lattice, so that the bars are disconnected, prevents this reflection in
the global behavior. We now aim to investigate the last question posed in the previous
subsection, looking into how fast a local instability propagates in the domain of each lattice.
To this end, we look into the post-buckling response of each lattice. Starting from the first
emergence of a local instability, we increase the compressive deformation very slowly,
through increments that are two orders of magnitude smaller than initial steps -as discussed
in the previous subsection-. At each step, we measure the number of bars that are buckled.
The results of this calculation is presented in the Fig. 4.10.





















Lattice with connected bars
Lattice with isolated bars
Figure 4.10: The horizontal and vertical axis respectively show the values of strain α and the number of buckled bars in each step of
deformation for the corresponding lattice.
We observe that the number of buckled members in the lattice with connected bars
mounts very rapidly from two bars -emergence of a local instability- to more than a hundred
bars. Since we have 320 bars in total in each lattice, this lattice quickly travels from the
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state with 0.006% of buckled bars to a state with 35% of buckled bars. On the other hand,
in the lattice with isolated bars, local instabilities are trapped for a relatively large regime
of deformations, thus the number of buckled bars remains constant at 32 buckled bars.
4.2.4 Summary and conclusion
In summary, we introduced two new designs for two-dimensional tensegrity systems,
with very similar geometries but distinct lattice connectivity. After reviewing the theory
for prestress stability, we examined and verified that our designs are prestress stable. We
then preformed a compression test on both lattices, comparing the mechanical responses
between them. By comparing the energies and forces in each lattice at every step of defor-
mation, we demonstrated that both lattices exhibit an almost identical mechanical response.
Yet, we showed that the eigenvalues, and consequently the eigenvectors, are very distinct;
the lattice with isolated bars never exhibits a negative eigenvalue, while the lattice with
connected bars results in a negative eigenvalue after a relatively small amount of deforma-
tion. We investigated this behavior by looking at the onset of buckling in each lattice. We
illustrated that, in the lattice with connected bars, the first observation of buckling of bars
is coincident with the first exhibition of a negative eigenvalue of the corresponding global
stiffness tensor. In the lattice with isolated bars, in spite of a delocalized pattern of buckled
bars, a negative eigenvalue is never observed. This strongly suggests that by only perturb-
ing the topology of the lattice, where the lattice is transformed from a state with connected
bars to a configuration with isolated bars, one can isolate the local instabilities and pre-
vent their manifestation in the global scale. We also showed that the number of buckled
bars rapidly mounts to more than 30% in the lattice with connected bars, while remaining
constant, for a remarkable regime of deformations, in the other lattice. Our results lay a
preliminary foundation for a more deep research on the effect of lattice topology on the
mechanical response of lattices.
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CHAPTER 5
CONCLUSIONS, CURRENT WORK AND FUTURE DIRECTIONS
5.1 Summary and conclusion
This thesis was devoted to certain key aspects of mechanics of nonlinear lattices, par-
ticularly focusing on instabilities and emergence of localized solutions, as well as material
symmetry phase transitions. We explored these phenomena in single crystal metals and
tensegrity lattices, as primary examples of natural and artificial lattice-based solids. Even
though we have focused on certain types of lattices, in both materials and metamaterials,
we emphasize that the incorporated tools are general and could be applied to other periodic
lattices.
We have first looked into the instabilities in single crystal metals, modeled using EAM
potentials, subjected to a combined dilation and shear deformation. This specific type of
deformation is imposed to examine the Schmid assumption at the onset of plasticity in Iron
(Fe), Nickel (Ni), Silver(Ag) and Copper (Cu). In addition, we have investigated the type
of instabilities for a large regime of deformations, using both phonon stability and elastic
analysis. For the latter scenario, we have incorporated a homogenization approach.
We have also studied pre-stretch induced material symmetry phase transitions in tensegrity-
based metamaterials. We have devised a 6-dimensional space of pre-stretches, created by
identifying six subsets of cables as families with identical pre-stretch. We have employed a
homogenization scheme to obtain the first elasticity tensor. For a given pre-stretch scenario,
to obtain the material symmetry, we have examined the eigenspaces of the effective elastic-
ity tensor, corresponding to the equilibrium configuration of the pre-stretched lattice. We
have then constructed a constrained optimization framework to study the material symme-
tries of an infinite lattice, where periodic boundary conditions are imposed as constraints.
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Finally, we have studied emergence of localized deformation in 2-dimensional tensegri-
ties. After creating novel designs of 2-dimensional lattices, we have investigated the effect
of having isolated compression members on the corresponding mechanical properties. To
this end, we have compared the quasi-static behavior of two lattices, with very similar
geometries, differing only in the connectivity of bars -as compression members-.
5.1.1 Contributions
Here is a summary of contributions to the field, as a result of the current thesis:
• Using both elastic and phonon stability analysis, we have characterized the onset of
instability in four single crystal metals, Fe, Ni, Ag and Cu , subjected to a combined
dilation and shear deformation.
• We have shown that short wavelength instabilities are abundant in single crystals, un-
dermining a wide spread assumption that instabilities in single crystal metals are of
long wavelength. Thus, we have disqualified elastic stability analysis as the method
of choice for studying instabilities in materials.
• We have shown the existence of shear-normal coupling at the onset of instability in
single crystal metals, providing a more rigorous proof for existence of non-Schmid
behavior at the onset of plasticity in single crystal metals.
• Regarding tensegrity-based metamaterials, we have characterized material symmetry
phase transitions, induced by varying pre-stretches in the cables, from cubic to tetrag-
onal, cubic to orthotropic and orthotropic to tetragonal and vice-versas.
• We have provided an example, demonstrating that imposing periodic boundary condi-
tions for modeling a very large lattice, but finite, can lead to inaccurate results.
•We have shown the existence of a significant discrepancy between material symmetries
of a finite and infinite tensegrity lattice.
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•We have presented novel designs of 2-dimensional tensegrities. We have also provided
preliminary evidence that, if compression members are isolated from each other,
reflection of a localized instability on the global behavior becomes an unlikely event.
5.2 Current work and future directions
There are several interesting research avenues, in multiple fronts, that could be pursued
in the future. Some of the key issues that could shed more light on the topics related to this
thesis are:
• Investigating the mathematical conditions, such as variational inequalities, that would
allow for predicting the emergence of short or long wavelength instabilities [1].
• Characterizing the effect of temperature on the onset of instabilities in single crystal
metals.
• Investigating the effect of material symmetry phase transitions on dynamic properties of
the corresponding metamaterial.
• Investigating the effect of imposing periodic boundary conditions on high frequency
results of lattices that are subjected to non-affine pre-stretches.
• Investigating and understanding the effect of lattice connectivity on the global behavior
of the corresponding lattice.





NOTIONS OF CONVEXITY IN 3D ELASTICITY
Rank-one convexity
W is rank-one convex if the map t → W (F + ta ⊗N) is convext for each F ∈ M3×3
and a ∈ R3, N ∈ R3. This is equivalent to W (λF + (1−λ)G) ≤ λW (F ) + (1−λ)W (G)
if F,G ∈M3×3 with F −G = a⊗N and λ ∈ (0, 1).
IfW ∈ C1(M3×3+ ) then W is rank-one convex if and only if t→ DW (F+ta⊗N).a⊗N
is non decreasing. The linear map
y(x) = (F + ta⊗N)x = Fx+ ta(x.N) (A.1)
represents a shear relative to Fx parallel to a plane Π with normal N in the reference
configuration, in the direction a. The corresponding stress vector across the plane Π is
tR = DW (F + ta⊗N)N, (A.2)
and so rank-one convexity says that the component tR.a in the direction if the shear is




W (F + ta⊗N)|t=0 ≥ 0, F ∈M3×3+ , a,N ∈ R3. (A.3)
This is equivalent to:
D2W (F )(a⊗N, a⊗N) = ∂
2W (F )
∂Fik∂Fjl
aiNkajNl ≥ 0, (A.4)
which is known as Legendre-Hadamard condition. A stronger version, which is called
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strong ellipticity, is as the following:
D2W (F )(a⊗N, a⊗N) = ∂
2W (F )
∂Fik∂Fjl
aiNkajNl ≥ µ|a|2|N |2, (A.5)
for all F, a, and N and some constant µ > 0.
One consequence of the above condition is that the wave speed in the equations of







u = af(x.N − ct), (A.7)
is a solution if




Strong ellipticity implies C(F ) > 0, so c2 > 0 leading to a real c.
Quasiconvexity
Quasiconvexity, first introduced by [142] in 1952, is defined as below: LetW : Mm×n →
[0,∞] be Borel measurable. Let Ω ⊂ Rm be an open bounded set whose boundary ∂Ω has
zero Lebesgue measure. W is said to be quasiconvex at F ∈Mm×n if the inequality
ˆ
Ω
W (F +Dφ(x))dx ≥
ˆ
Ω
W (F )dx ∀φ ∈ W 1,∞0 (Ω;Rm), (A.9)
holds and is quasiconvex if it is quasiconvex at every F ∈Mm×n+ .
If we set m = n = 3, as hinted before, we see that W is quasiconvex if for any
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subject to the linear boundary condition
y(x) = Fx, x ∈ ∂Ω, (A.11)
has y(x) = Fx as a minimizer.
Theorem. If W is continuous and quasiconvex then W is rank-one convex.
Proof : We want to prove that
W (F ) ≤ λW (F − (1− λ)a⊗N) + (1− λ)W (F + λa⊗N)
∀F ∈Mm×n, a ∈ Rm, N ∈ Rm, λ ∈ (0, 1).
(A.12)
Without loss of generality, we assume that N = e1. Let us denote D = (−(1 − λ), λ) ×
(−ρ, ρ)n−1 and let D±j be the pyramid that is the convex hull of the origin and the face of
D with normal ±ej . Let φ ∈ W 1,∞0 (D;Rm) be affine in each D±j with φ(0) = λ(1 − λ)a.
The values of Dφ are shown in the following figure. By quasiconvexity
Figure A.1: Borrowed from notes of John Ball on mathematical foundations of elasticity.
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(2ρ)n−1W (F ) ≤(2ρ)
n−1λ
n
W (F − (1− λ)a⊗ e1) +
(2ρ)n−1(1− λ)
n





[W (F + ρ−1λ(1− λ)a⊗ ej) +W (F − ρ−1λ(1− λ)a⊗ ej)].
(A.13)
Dividing by (2ρ)n−1, taking the limit as ρ→ 0+ and by the continuity of W, we obtain
W (F ) ≤ λW (F − (1− λ)a⊗ e1) + (1− λ)W (F + λa⊗ e1), (A.14)
which concludes the proof.
We remark here that continuity is crucial, otherwise if we have nonzero a,N such that:
W (0) = W (a⊗N) = 0, W (F ) =∞otherwise. (A.15)
Then W is clearly not rank-one convex, but it is quasiconvex, since given F 6= 0, a ⊗ N
there is no φ ∈ W 1,∞0 with F +Dφ ∈ 0, a⊗N .
A corollary of the above theorem is that if m = 1 or n = 1 then a continuous W :
Mm×n → [0,∞] is quasiconvex if and only if it is convex. There are several theorems
showing that quasiconvexity of W will result on the total elastic energy to be sequentially
weakly lower semicontinuous, which we refer the interested reader to the notes of professor
John Ball.
Polyconvexity
The last measure of convexity that is of interest to us is polyconvexity. W is polyconvex
if there exists a convex function g : Rd(m,n)→ (−∞,∞] such that W (F ) = g(J(F )) for
all F ∈ Mm×n. If m = n = 3, then we have W (F ) = g(F, cofF, detF ) with g convex.
Theorem. If W is polyconvex with g lower semicontinuous, then W is quasiconvex.
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then by using Jensen’s inequaility, we can write the following:
 
Ω









g(J(F )) = W (F ).
(A.17)
Thus we have shown that if
W convex→W polyconvex→W quasiconvex→W rank-one convex.
The reverse are all false, if m > 1, n > 1, except it is not known whether W rank-
one convex→ W quasiconvex when n ≥ m = 2. With this new definition one can show
the existence of the minimizers for mixed boundary value problems if we assume W is
polyconvex and satisfies some additional conditions, similar to the 1-dimensional case. We
will only state the theorem here.
Theorem. Suppose W satisfies the following conditions:
• W (x, y)→∞ as p→ 0+.
• W (F ) ≥ c0(|F |2 + |cofF |3/2)− c1 for all F ∈M3×3, where c0 > 0.
• W is polyconvex.
Assume that there exists some y in A = y ∈ W 1,1(Ω;R3) : y|∂Ω1 = ȳ with I(y) < ∞,
whereH2(∂Ω1) > 0 and ȳ : ∂Ω1 → R3 is measurable. Then there exists a global minimizer
y∗ of I in A.
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APPENDIX B
EQUIVALENCE OF ELASTIC STABILITY AND PHONON STABILITY
ANALYSIS IN THE LONG WAVELENGTH LIMIT
In this section, we show that in the long wavelength limit, κ → 0, phonon and elastic
stability analysis are equivalent. We believe demonstrating the steps for a 1-dimensional
chain sheds light on the details of the formulation, as well as is easily extendable to a gen-
eral case, which leads to the general proof. Let us then assume a 1-dimensional infinite
chain, as shown in Fig. B.1, where each atom interacts up to its second nearest neigh-
bor. As the fundamental assumption of our homogenization scheme, we apply an affine
deformation field through a constant F , so the deformed configuration of atoms would be







Figure B.1: 1-dimensional monoatomic chain. The distance between each pair of atoms is denoted by a.







where ET is the total energy of the lattice. We remark here that even though the unit cell
contains atoms n−2 to n2, we have second nearest neighbor interactions, so the sum in (B.1)
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we want to evaluate S(κ) near κ = 0 -long wavelength-; thus we linearize around
κ = 0. The zeroth and first order terms vanish due to equilibrium and inversion symmetry
-sum of each row of dynamical matrix vanishes-, and we are left with ∂
2S
∂κ2
. Without loss of



















































































where we have used the periodicity to write X−4 = X−2 +X−2 and X−3 = X−2 +X−1.
















































The last step to see that (B.5) and (B.3) are equivalent, is to incorporate translational
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= 0, ∀ p (B.6)
We remark here that a very similar approach holds in the case of 3-dimensional lattice.
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APPENDIX C
DERIVATIVES OF EAM POTENTIAL
In this section, we present the Embedded-Atom-Method (EAM) potential form and its
second derivative incorporated in the phonon stability analysis. Let us denote the atom
sitting in position ‘i‘ as ri = r1i e1 + r
2
i e2 + r
3
i e3. We also denote the distance between






















where we have the pair potential term and the embedding term, as follows:
V (rij) =

V (rij) rij ≤ c
0 rij > c
, φ(rij) =

φ(rij) rij ≤ d
0 rij > d
(C.2)
Taking the first derivative of energy w.r.t rpi where p = 1, 2, 3 will results in the force acting


















B(ri, c) and B(ri, d) represent a ball centered at atom ri wth radius c, d being the cutoff of

























































































































































































































































Using the previous relations, the dynamical matrix is constructd.
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APPENDIX D
DERIVATIVES OF A SPRING POTENTIAL IN 3D
Here we present analytic expressions for derivatives of the energy of a single element,
used for solving the nonlinear equations resulting from the constrained optimization prob-






|xi − xj| − L
)2
, (D.1)
where E, k, L are real numbers representing energy, spring stiffness and the length of un-
stretched spring, respectively; xi and xj are vectors in R3 associated to the current positions





|xi − xj| − L




























|xi − xj|2(δqr(xip − xjp) + δpr(xiq − xjq) + δpq(xir − xjr))
(D.2c)
− 3(xip − xjp)(xiq − xjq)(xir − xjr)
)
. (D.2d)
Similarly, derivatives with respect to xj and cross derivatives are calculated, which might
only differ by a sign from the above equations.
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