where left and right face-values of the variable and its gradient are indicated, and S is the control-volume average of the source term. This is the operator-average (OA) formulation. Conservation of convective-plus-diffusive flux is guaranteed if the modelled face values and gradients satisfy q_,(i) = _b(i-1)
and
Note that Equation (3) is an exact equation and not an approximation of Equation (2). They are related by (the one-dimensional form of) Gauss' Divergence Theorem. In order to create numerical algorithms for (approximately) solving Equations (2) or (3), one needs to estimate either the derivatives in Equation (2) or, alternatively, the face values and gradients appearing in Equation (3). Additionally, in making these estimates, one has the choice of using either node-values, _bi, or cell-averages, ¢_. For the operatoraverage finite-volume equation, the formulation will automatically be in flux-difference form; numerical models of single-point formulations of derivatives can usually be written as the difference of terms satisfying conservation, thereby generating a pseudo-flux-difference construction.
The one-dimensional QUICK scheme is based on estimating face values and gradients using quadratic upstream interpolation through node-values of ¢ located at the centre of control-volume cells. For example, at the fight face, a parabola is interpolated through _+1, _, and 4>i-1, (for P_ > 0) giving the original I "l/8-factor" face value 1 (_b,._ + #_,) --_ (_b,., -2_b, + _b,_ 1)
and, for the gradient,
h with left-face quantities obtained by lowering all indices by 1. Substitution of the QUICK formulae into Equation (3) gives, using classical Taylor-series analysis, 
Now compute finite-volume formulae by subtracting the Taylor-expansions written for x = h/2 and x = -h/2, giving = _ 4'(x) ax = 6, + --4'," + ÷ ...
-h/2
The expression on the left of Equation (12) This is apparently why the QUICK scheme has been so controversial.
THIRD-ORDER-ACCURATE STEADY TRANSPORT
In a recent paper 4, Johnson First of all, from Equation (12), with n = 3, the leading truncation error is
Equation (14) is equivalent to the left side of Equation (8), showing the QUICK(If8) convection term indeed to be a third-order accurate finite-volume OA formulation of (4'r -4't)/h. Secondly, it must be stressed that the discrete operator in Equation (14) is not intended to be an SP numerical model of 4'/.
If it is considered to be, as in Reference 4's Equation (5), it will appear to be O(h 2) accurate; this is easily seen from Equation (12) 
h 24 h 2 More specifically, the fourth-order right-face gradient can be represented by
obtained by interpolating a cubic polynomial through node-points:
and q_÷2" The O(h 2) convergence reported by Johnson and MacKinnon using QUICK(I/8) for convection and Equation (16) 
NUMERICAL EXAMPLE
The numerical example used by Johnson and MacKinnon is (with a slight change in notation)
with boundary conditions on the nodal values
The exact solution is e P_x -1
¢(x) -
Step sizes of 1/4, 1/8, 1/16, 1/32, and 1/64 are used, and P6 = 4. By integrating Equation (20) from (x -h/2) to (x + h/2) and dividing by h, the (exact) control-volume formulation is
where
By defining the convective-plus-diffusive flux at any point as
Equation (27) can be written in flux-difference form across any control-volume cell of width
where the exactconvective-plus-diffusive fluxesare
and 1 r (e p$x e-r'n _ 1) 
Ft(x) = F,(x-h).
Evaluation of discrete operators With a uniform grid of step-size h and a control volume centered at xi, a numerical model of the convective flux can be tested by using a hybrid formulation of Equation (30) _B _ 1 /¢_.do,
and, assuming the numerical model to be conservative, The node-point error is then, using Equation (22),
A grid-refinement study (with h-1 = 4, 8, 16, 32 , and 64) then shows the true convergence rate of the convective model in isolation. The rate, R, can be obtained from
and should approach an asymptotic value as h becomes smaller and smaller.
I.
Standard QUICK scheme Equation (6) for the right face value is rewritten here for convenience
with the left face value given by , (41)
Using exact diffusive fluxes as described above, the results in the QUICK(I/8) column of Table I show that the node-point error at x = 0.75 converges at a rate of O(h3).
H. The SPUDS formulation
An alternate formulation, recommended by some researchers 4, is based on a singlepoint upwind difference scheme modelling the derivative; i.e.,
Johnson and MacKinnon call this a "finite-volume" formulation 4. When this convection model is used in Equation (37), using the exact diffusive flux of Equation (34), the nodepoint error asymptotes to a second-order trend, as seen in the SPUDS(l/6) column of Table  I . Clearly, SPUDS represents a second-order finite-volume formulation of the convective term. A proper test would use the exact second derivative of Equation (26) in pseudo-flux-difference form. This can be achieved by
where (for the particular model problem under consideration) the right pseudo-gradient is
and the left pseudo-gradient is obtained by replacing xi by (xi -h). When these formulae are used in the hybrid flux formulation, the node-point error shows a third-order trend, as seen in the SPUDS(l/6) column of Table II . As a matter of interest, using the QUICK(l/8) convection scheme in combination with the single-point exact diffusion operator gives an O(h 2) trend. This is shown in the QUICK(l/8) column of Table II . This is to be expected from Equation (12), since the finitevolume QUICK(l/8) scheme is now being used out of context in a single-point formulation,
just as the SPUDS(l/6) scheme is O(h 2) when used in a finite-volume formulation. Of the two third-order convection schemes --the QUICK(l/8) finite-volume formulation in Table I and the SPUDS(l/6) formulation in Table II --note that, the finitevolume formulation is asymptotically 33 % more accurate. The reason for this is explained by a formal discretisation error analysis in the Appendix. 
Classical central differencing
If the second derivative at point i is approximated by the second central difference
the corresponding pseudo-flux-difference formulation involves the pseudo-gradient 
Fourth-order diffusion terms Consider the diffusion operators given by Equations (16) and (17). Table IV shows the finite-volume formulation using exact convective fluxes from Equation (48). As expected, Equation (17) shows an O(h 4) trend, whereas Equation (16) --being used out of context --is only O(h2), according to Equation (12).
Alternatively, Table V shows the single-point formulation using the same diffusion operators together with Equation (49) for convection. In this case, the convergence is reversed, as expected, since now Equation (17) is being used out of context. Note that the fourth-order single-point diffusion operator in Table V generates errors more than twice as large as those of the fourth-order finite-volume operator in Table IV . This, again, appears to suggest that a true finite-volume formulation is likely to be more accurate than the corresponding single-point scheme of the same formal order of accuracy. Values shown are those of the node-point error at x = 0.75. 
The standard finite-volume QUICK scheme, using Equation (6) for convection and Equation (50) Note thatthe distinction only occurs at third order and above; for first-and second-order schemes, _bi m _bi. From the analytical solution to the model problem being studied, the exact formula for the cell average, defined in Equation (13), can be found as
The only difference between this and the exact nodal point solution for _bi, Equation (22), is the appearance of the hyperbolic-sine factor (in square_brackets). For a given Pd, this factor depends on the grid size; Table VII shows _b_and _b_values for h = 1/8. Note that the sinh-factor has a Taylor expansion given by
P_,/2 24 1920 which should be c.ompared with Equation (13), for example. 
valid over the range: -h < _ _ 0, where _ = x -(xi+h/2). From its definition, Equation 
Grid-refinement using cell-averages
If Equation (60) 
using Equation (53) for _(exact). 
Single-point formulation using cell-averages For completeness, the single-point formulation using cell-averages should be considered.
To achieve third-order accuracy, this requires an upwind-weighted cubic sub-cell reconstruction of 4>(x) corresponding to a quartic piece-wise polynomial interpolation of _b(x), collocated at _b__3,_b__2,_bi-l, _bi, and _b_+t ( (64) The same is true of finitevolume formulations.
Single-Point
Formulation Consider a linear operator involving derivatives of various orders at a single point. 
where S i = S(xi) is known exactly (an approximate S_ will, of course, introduce "sourceterm" errors).
To define the truncation error of the numerical operator, assume that v(x) is a test function with all derivatives.
Then the truncation error can be defined as the difference between the approximate and exact operators, operating on v at the nodal point i:
By making Taylor series expansions of the terms in D(v) l,, the truncation error will be found to depend on h, as follows
where P(v) involves derivatives of v, and p is an integer. Note that using U as the test function in Equation ( Define the nodal-point discretisation error as the difference between the exact nodalpoint solution of the approximate numerical equation and the exact solution of the exact differential equation, evaluated at i:
This is the same as the node-point error, defined previously.
[Note that the present analysis uses a consistent definition of "error" as "error" = "approximate"-"exact" (A.7)
Some authors sometimes use the reverse (negative) of this, which strictly should be called "correction"
rather than "error".] Consider the discrete operator applied to the discretisation error (using the assumed linearity property)
Note that S_ from Equations (A.2) and (A.5) has cancelled; otherwise, additional "sourceterm" errors must be retained. Now rewrite the left-hand side as where q _> 1. Then Equation (A. 11) becomes
And, since L is a linear homogeneous operat0r, independent of h, this means that the leading single-point discretisation error is .14) i.e., that q = p. The discretisation error of a discrete operator in a single-point formulation is thus of the same order as the single-point truncation error.
Finite-Volume Formulation Assume that the exact differential operator given by Equation (A. 1) is averaged over a finitevolume cell, i. The corresponding (exact) finite-volume equation is then
where, in general, the operator average is or, in one dimension, 
where u_ is the exact nodal-value solution of this approximate equation, and S_ is the known exact ceil-average source term at cell i. Note that finite-volume (or, for that matter, singlepoint) formulations can be written in terms of cell-average values, ui, rather than nodal values, ui. In general, this will involve a different discrete operator. The present analysis will focus on nodal values, but entirely similar conclusions can be reached using ceil-average values.
Once again, the truncation error of the discrete finite-volume operator is defined as the difference between approximate and exact operators, operating on a test-function, v, at cell i:
Taylor series analysis leads to 
EXACT SOLUTION:
Convection Operators
The single-point upwind difference scheme for convection recommended in Reference 4 can be written
In terms of a test-function, v, this has a Taylor expansion about grid-point i as follows
This is the appropriate form for a single-point formulation. n = 0, gives the corresponding finite-volume formulation 
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The QUICK convection operator can be obtained from Equations (40) and (41) as
The Taylor expansion about grid-point i is
This would be the form used in a single-point formulation.
However, QUICK is specifically designed for a finite-volume formulation; using Equation (A.32), for n = 0, leads to
Numerical Values
To get some idea of the relative size of tru.ncation error terms, the known exact solution of the model problem is used, with h = 1/64. This would normally be considered a "very fine" grid; and asymptotic trends have been established, as seen in the previous tables. The truncation error for the single-point formulation of the SPUDS operator is derived from Equation (A.34) using U in place of v" or a finite-volume operator, using Equation (12), with n = 1, 
