We obtain the existence and decay rates of the classical solution to the initial-value problem of a non-uniformly parabolic equation. Our method is to set up two equivalent sequences of the successive approximations. One converges to a weak solution of the initial-value problem; the other shows that the weak solution is the classical solution for t > 0. Moreover, we show how bounds of the derivatives to the classical solution depend explicitly on the interval with compact support in (0; 1 ). Then we study decay rates of this classical solution.
Introduction
In this paper we will investigate the existence and decay rates of the classical solution to a non-uniformly parabolic equation of the form u t + ( 
2 ) x = tu xx ; x 2 R 1 ; t > 0; (1.1) with the initial data u(x; 0) = u 0 (x): (1.2) Equation (1.1) is not only a means to study hyperbolic conservation laws [2, 15] , but also the mathematical model of the propagation of the nite-amplitude sound waves of duct with variable area (see [1, 12] ), where u is an acoustic variable, with the linear e¬ects of changes in the duct area taken out, and where the coe¯cient t of the viscosity term tu xx is determined by the particular duct chosen. Meanwhile, equation (1.1) can be obtained by the unsteady Navier{Stokes system
with cylindrical symmetry motions by multi-scale technique. Here, Re is the Reynolds number and U = (» ; v; ¼ ) T is an unknown column vector and D 2 (U; x) = ¡ jx p =x(1 + "» ; 0; 0) T is a column vector that depends on the geometry, with j = 0; 1; 2 for planar, cylindrical and spherical motions, respectively. We write U = U c + "(U 0 + "U 1 + ¢ ¢ ¢ + · 1 U 2 + · 2 U 3 + ¢ ¢ ¢ ) in (1.3) , where · 1 = Re ¡1 , · 2 = x ¡1 p , and introduce the slow variables ½ 1 = "t, ½ 2 = · 1 t, ½ 3 = · 2 t besides the fast variable t = ½ 0 . Thus we have, formally, @t = @½ 0 + "@½ 1 + · 1 @½ 2 + · 2 @½ 3 . In this situation, we obtain a singular equation
where x, t are new space-time variables and U 0 takes W as its component (see [9, 10] ). When j = 0, equation (1.4) is the well-known Burgers equation. Hopf [7] has studied it using the Hopf{Cole transformation. For the cases j = 1; 2, if we use the translation u = t 1=2 W , t 0 = 2t 1=2 , replace t 0 with t and set " = 1, we can obtain (1.1) for j = 1. We have previously studied the behaviour of W for the case j = 2 [16] . However, in this paper, we are forced use completely di¬erent methods from the one in [16] because of the di¯culty caused by the non-uniform parabolicity of (1.1). This problem was rst studied by Scott in [12] . He was concerned with continuous u 0 (x) such that u 0 (x) ! C § D as x ! §1, corresponding to a piston motion starting at some constant velocity. He was interested in the long-time behaviour of u(x; t). In [12] , there is the assumption that there exists a classical solution of (1.1), (1.2). But it seems di¯cult to nd a global classical solution with a weak restriction on the initial data such as u 0 (x) 2 L 1 . The main di¯culty is the singularity t ! 0. Slemrod [14] studied the existence of solutions of some state of (1.3) in spherical and cylindrical motions for the case x > x 0 > 0. x ! 0 is a singularity point in [13] . The singularity x ! 0 is similar to the one t ! 0 in (1.1) due to the above perturbation (see [9, 10] ). In [2] , Dafermos studied the solution of (1.1) with Riemann initial data. It can be rewritten as an ordinary di¬erential equation in the variable ¹ = x=t. For the Cauchy problem, these methods do not work, since there do not exist self-similar solutions for general initial data. The coe¯cient t of the di¬usive term does not have a positive lower bound. It causes the well-known H older inequality to become invalid if we use the energy method, as is does for uniformly parabolic equations. So we have to search for completely di¬erent methods from those studying uniformly parabolic equations. Moreover, it is well known that solutions of the Cauchy problem to hyperbolic equations have to blowup, however smooth the initial value is. We know that the solution of the Cauchy problem for strictly parabolic equations will be su¯ciently smooth only when the initial values are bounded. Now, how is it for the case between them, solutions of the Cauchy problem for non-uniformly parabolic equations? Roughly speaking, in this paper, we obtain that the Cauchy problem to non-uniformly parabolic equations possesses a classical solution when the initial data belongs to C 1 and satis es the bound
. In our opinion, it is in the middle of hyperbolic equations and parabolic equations. Our method is to setup two successive approximations. One sequence converges to a solution of the initial-value problem. The other shows that, for any given t 0 > 0, the limit function of the rst sequence is a classical solution of (1.1) and (1.2) for t > t 0 > 0. This result will be given in theorem 2.1. It is worth mentioning that we show how bounds of the derivatives to the classical solution u(x; t) depend explicitly on the interval with compact support in (0; 1). On the other hand, these two successive approximations are not directly obtained by the ordinary heat kernel. Moreover, it is necessary to use the successive approximation (2.6), otherwise there will be a singularity by only using (2.3) to estimate. The construction of (2.6) is also our innovation in this paper. Next we obtain some properties of the classical solution. We conclude that some properties of the solution are the same as one of the uniformly parabolic equations [9] . These arguments and results are given in theorems 3.2 and 3.6. With these preparations, we study the large-time behaviour. It is worth mentioning that we overcome the key di¯culty of the non-uniform parabolicity and analyse the decay rate of the solution from time t = 1 instead of t = 0. Then, using estimates due to Gronwall's inequality, we transfer the restriction on u(x; 1) to the initial data u 0 (x). We give this idea in the proof of theorem 4.1. Essentially, we can study the decay rate from any time t 0 > 0, but the time t = 1 is the simplest one. We obtain the decay rate of kuk L 2 is the same as one the linear non-uniformly parabolic equation. This result appears in remark 2.4. However, comparing with the decay rate of the solution of the linear non-uniformly parabolic equation (remark 2.4), we conjecture here that the decay rate of ku x k L 2 is not optimal. It is our intention to search for optimal decay rates hereafter.
The plan of the paper is as follows. The existence of the classical solution is given by using successive approximations in x 2. In x 3 we study the properties of the solution. Decay rates are obtained in x 4. In this section we will obtain the existence of the global classical solution of (1.1) and (1.2). Now, equations (1.1) and (1.2) can be rewritten as
where
Then, for any given T > 0, equation (2.1) possesses a unique classical solution u(x; t) for 0 < t 6 T , and the solution satis¯es
Proof. We use the method of the successive approximation of (2.1) of the form
Here, u (¡1) should be read as 0. First, by the method of induction, we will show that
We can easily obtain (2.2) from (2.4). Equation (2.4) is true for n = 0. Now we suppose that (2.4) is true for n 6 m ¡ 1. Then, by (2.3), we have
and if we suppose that (2.5) is true for n 6 m ¡ 1, then we have
It follows from 1 < K < 2 that
converges to a constant. This implies that the sequence u (n) (x; t) uniformly converges to a function u(x; t) in the strip · « . It is clear that u(x; t) is the solution of the integral equation (2.1) in the strip · « . In the following, we will prove u(x; t) is the classical solution for t > 0. It is su¯cient to prove u(x; t) 2 C 1;2 ([t 0 ; T ] £ R) for any given t 0 > 0. We will complete this proof by using another successive approximation of the form
where g(t) = 
using the inductive method. We assume that (2.7) is true when n 6 m ¡ 1. Then it is easy to verify that v (m) (x; t) and u (m) (x; t) satisfy, respectively,
and
for t 2 [t 0 ; T ]. We obtain (2.7) for n = m by the uniqueness of the solutions of the above linear di¬erential equations (2.8), (2.9) and the semigroup property. In the following, we will estimate the uniform bound of @ ¬ x @ t v (n) (x; t), ¬ ; = 0; 1; : : : .
Step 1. From (2.4) and (2.7), we have
Step 2. First, we prove that u (n)
x is uniformly bounded by (2.3). Di¬erentiating (2.3) with respect to x, we have
By (2.10) and the properties of E(x; t), we will estimate
By the inductive method, we obtain
Since C < 1 from KM 6 1, we know that j@ x u (n) (x; t)j is uniformly bounded, denoted by B 1 .
Step 3. Di¬erentiating (2.6) with respect to x two times yields
We write
By (2.12), we have
where C 2i (i = 0; 1) depend on KM and B 1 , respectively. Similarly to step 2, by the inductive method, we can obtain that if B 2 satis es
and A 1 is so large that
where b is a constant greater than 1. This is because
Here we used (2.15) and (2.16). This implies
Step 4. Next we will estimate the H older bound of @ 2 x v (n) (x; t) with respect to x,
Here we have used the property of E(x; t) and the fact that
is integrable. Hence the above inequality implies
Step 5. By the successive approximation (2.6), we have that v (n) (t; x) in [t 0 ; T ] £R satis es
Therefore, from (2.10), (2.12) and (2.17), we obtain
From (2.10), (2.12), (2.16) and (2.17), we obtain that v(x; t), the limit of the sequence fv (n) (t; x)g = fu (n) (t; x)g in [t 0 ; T ]£R, is a C 1 solution of (1.1) and (1.2) as n ! 1. We have completed the proof of theorem 2.1.
Remark 2.2. The solution u(x; t) obtained in theorem 2.1 satis es the maximum principle ju(x; t)j 6 M if ju 0 (x)j 6 M . So, from (2.2), we know that
Remark 2.3. In steps 3{5, if we use the successive approximation (2.6) instead of (2.3), then it is not e¬ective, since there is a singularity obtained (2.12) by the inductive method.
Remark 2.4. In (2.6), it is not essential to choose the beginning time 1 2 t 0 of the integral equation. But, in order to obtain the uniform estimates of the bounds of j@
, it is necessary that the beginning time t b of the integral equation satis es 0 < t b < t 0 , since we only know the initial data are bounded. Here we choose 1 2 t 0 for convenience in (2.6).
Remark 2.5. From (2.5), we know that the right estimate is independent of t. So it is impossible to restrict t small such that the solution of the integral equation drops into a given bounded Banach space, similar to the method in [3, 5, 6] . This is the reason we have to restrict to the initial value in order that there is a limit to the successive approximation.
Some properties of the global classical solution to (1.1) and (1.2)
In this section we prove that the solution obtained in theorem 2.1 satis es
Using the following inequality related to the convolution,
and changing slightly the proof of theorem 2.1, we obtain the following result.
Theorem 3.1. In addition to the assumption in theorem 2.1, we suppose that
Then the solution of (1.1) 
Before we prove theorem 3.2, we state three lemmas. Readers can refer to [4, x 2, ch. 2] for their proofs.
, with grad jvj = sgn v grad v and the mapping v ! jvj is continuous in
Let us introduce a function » (y) : R + ! R by » (y) 2 C 2 , » (y) = 1 for 0 6 y 6 
Proof of theorem 3.2. Di¬erentiating (1.1) with respect to x, we have
We multiply (3.3) by sgn(u x ). Since u x 2 H 1 (R £ (0; T )) for t > 0 by theorem 3.1, we may apply lemma 3.3, which gives, on the one hand, @ t (u x ) sgn(u x ) = @ t ju x j, and on the other hand,
Therefore, we have
Then, if we multiply (3.4) by Á A and integrate over R, we get d dt
Using lemma 3.5 with
Now, thanks to lemma 3.4, this yields, for A > 1,
which is equivalent to
It remains to let A ! 1. We get (3.1).
Theorem 3.6. The solution u(x; t) obtained in theorem 3.1 satis¯es
Proof. We can use a proof similar to that of theorem 3.2, provided that u 0x 2 L 1 . But, in order not to add the condition on the initial data, we use another method to complete it. Let g be the solution of the adjoint equation
x g = 0, with the Cauchy data g(T; x) = ® (x) 2 C 1 0 and variable T ¡ t. Using the maximum principle [8, ch. 3] , if j® (x)j 6 1, then we have jg(x; t)j 6 1. Since
and the equations satis ed by g and u give
We have
holds for any given ® (x) such that ® (x) 2 C 1 0 and j® (x)j 6 1. The arbitrariness of ® and (3.6) implies (3.5).
Decay rates of the solution to (1.1) and (1.2)
In this section we will obtain decay rates of the solution obtained in theorem 2.1.
, then the solution u(x; t) obtained in theorem 2.1 satis¯es
where C 1 , C 2 are positive constants and
Proof. First, we prove (4.1). Multiplying (1.1) by u and integrating in space yields d dt
Applying the Fourier transform and Plancherel's equality [11] , we have d dt
u(x; t)e ¡ix¹ dx (4.4) and
That is,
Multiplying (4.5) by (t 2 + 1) yields d dt
By (4.4) and theorem 3.6, we have
ju 0 j dx and by (4.3) we know that
Using (4.6), we can obtain the further estimate of (4.5), d dt
Integrating it from 0 to t yields (t 2 + 1)
By Plancherel's equality, we have
where C 1 is a positive constant depending on ku 0 k L 2 and ku 0 k L 1 . Next we prove (4.2). By (2.1), we have
Then
If ku 0x k L 1 6 N 0 , by Gronwall's inequality we have
This shows that ku x k L 1 is uniformly bounded if ku 0x k L 1 is bounded. Di¬erenti-ating (1.1) with respect to x, we have
Multiplying (4.9) by u x and integrating it in space, we have d dt
This implies that
where C 3 is a positive constant depending on ku x k L 1 in (4.8). With this preparation, we can prove (4.2). For t > 1, by (4.10), we can obtain d dt
In the rest of the proof, we will assume t > 1. Using the inequality ab 6 
Taking the Fourier transform to (4.16) and using Plancherel's equality, we get d dt Using (4.7) and (4.11), the above inequality implies (4.2).
Remark 4.2. Due to the restrictions of this method, we can only obtain these decay rates. The optimal decay rates for the solution in the H m norm is under consideration. The integral data, combined with L 1 contraction, yield
For example, v(x; t) = (1 + 
