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A B S T R A C T
In this paper the performance of a recently patented additive layer manufactured (ALM) concept inter-layer
heat exchanger (HE) is evaluated experimentally and numerically. Two numerical HE models are developed
using the conjugate heat transfer (CHT) methodology. The first is an idealised HE core model, consisting of a
single period width HE corrugation section (termed superchannel). The second approach uses a fully detailed
HE unit model which resolves the flow and heat transfer inside the complete HE unit. A close agreement was
found between the HE unit simulations and the experimentally obtained results, such that the fully detailed
HE model could be validated. It was also shown that, a full CHT approach is necessary to accurately evaluate
complex inter-layer ALM HE core flow and heat transfer behaviour and can serve as an approach for optimising
HE designs. The results also reinforce the occurrence of the inter-layer flow mixing inside the HE core of the
same flow streams and allows the mass flow to redistribute inside the HE core which is impossible with
the current HE generation geometries. The superchannel model results in a slight over-estimation in heat
transfer (𝛥𝑇 ≈ 4 K on average) making the simplified model acceptable as a conservative estimate. Using
validated simulations a parametric study was conducted by changing the solid properties of the full CHT HE
model to aluminium to investigate the effects of a significantly more conductive material. This resulted in ≈3%
higher heat transfer effectiveness (𝜖) of the HE unit. All the simulations were carried out using CFD package
OpenFOAM.1. Introduction
Heat Exchangers (HE) are the devices in which the heat is trans-
ferred between two or more fluid streams separated by a solid and
are critical components in many industries, such as aerospace, au-
tomotive, power generation or chemical & process industry [1]. In
high performance applications, such as aerospace and motorsport, the
smallest overall HE size is critical since it enables the highest installed
component density. This is normally achieved through increasing a
number of the heat transfer surfaces (such as fins) and is referred
to as compactness in the HE industry. The compactness of a HE is
typically measured either using hydraulic diameter (𝑑ℎ) or the surface
area density (𝛽 = 𝐴𝑠𝑢𝑟𝑓𝑎𝑐𝑒∕𝑉𝑓𝑙𝑜𝑤), measuring a ratio of heat transfer
area to flow volume. To classify a HE as compact the values for liquids
should be at least 𝑑ℎ ≈ 8 mm and 𝛽 ≈ 400 m2∕m3 whilst for gasses they
should be at least 𝑑ℎ ≈ 5 mm and 𝛽 ≈ 700 m2∕m3 [2]. Traditionally, the
heat transfer surfaces are assembled into HE cores using brazing and
connected to fluid streams using headers which are welded on to the
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HE core [3]. These processes result in HE which are difficult to install
when the installation volume is limited.
Additive Layer Manufacturing (ALM) is an exciting branch of man-
ufacturing which offers HE significant advantages over the current
methods. They provide a designer with an unprecedented design free-
dom and a potential for more compact and efficient HE units and
expand the traditional heat transfer augmentation techniques such as
winglet type vortex generators [4]. ALM has been exploited by many
researchers who used numerous ALM techniques for a variety of HE,
including Selective Laser Melting (SLM) for heat sinks [5], Direct Metal
Laser Sintering (DMLS) [6,7] and Powder Bed Fusion (PBF) for an oil
cooler [8]. In the majority of these studies a notable heat transfer
improvement is measured, however, it was found to also increase
pressure drop which could be partially attributed to a rough surface
finish left by the ALM techniques. SLM is a particularly promising ALM
method since it results in a more uniform HE structure in contrast tovailable online 12 January 2021
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ALM Additive Layer Manufacturing
CFD Computational Fluid Dynamics
DMLS Direct Metal Laser Sintering
HE Heat exchanger(s)
PBF Powder Bed Fusion
SLM Selective Laser Melting
𝐷𝑖𝑛𝑙𝑒𝑡 Diameter of the inlet to heat exchanger, m
𝑑ℎ hydraulic diameter, m
𝛽 surface area density, 𝐴𝑠𝑢𝑟𝑓𝑎𝑐𝑒∕𝑉𝑓𝑙𝑜𝑤, m2∕m3
𝐮 velocity vector, m∕s
𝜌 Density, kg∕m3
𝑘 thermal conductivity, W∕(mK)
𝜖 heat transfer effectiveness
𝐾 Pressure drop coefficient
𝑝 Pressure, Pa
𝛥𝑝 Pressure drop, Pa
𝑄𝑏𝑎𝑙𝑎𝑛𝑐𝑒 Heat balance (𝑄ℎ𝑜𝑡∕𝑄𝑐𝑜𝑙𝑑 × 100)
μ viscosity, Pa s
𝜇𝑡 Turbulent viscosity, Pa s
𝑇 Temperature, K
𝑐𝑝 specific heat capacity, J/(kgK)
𝑅𝑒𝑐𝑜𝑟𝑟𝑢𝑔 Reynolds number defined as 𝑅𝑒𝑐𝑜𝑟𝑟𝑢𝑔 = (𝜌𝑈𝑑ℎ)∕𝜇
𝑅𝑒𝑖𝑛𝑙𝑒𝑡 Reynolds number defined as 𝑅𝑒𝑖𝑛𝑙𝑒𝑡 = (𝜌𝑈𝐷𝑖𝑛𝑙𝑒𝑡)∕𝜇
brazing or welding. This can provide improved structural integrity and
a reduced likelihood of current HE manufacturing flaws, shown in [3].
SLM is also capable of producing solid surfaces at the HE relevant
lengthscales (50 μm wall thickness reported in [9]) [10] making it
dvantageous for HE.
Numerical analysis of compact HE is typically undertaken in two
teps: firstly a small section of the HE core is analysed to obtain friction
nd heat transfer characteristics. These are then implemented in a
implified HE unit model which uses porous media and heat transfer
ffectiveness models to evaluate macro level flow and heat transfer
erformance [3,11,12]. In such scenarios, a periodic section of the
E corrugation is often used as introduced by Patankar et al. [13].
his method is computationally cheap and can be used in parametric
tudies [14,15], however, it has disadvantages for higher Reynolds
umber predictions [16]. More recently, the trend observed is to model
arger sections of HE corrugation, which consist of a finite length HE
orrugation channel [3,17,18]. This can provide a better understanding
f flow and heat transfer development inside the channel and thus an
verall more reliable HE performance prediction. Another emerging
rend is to use the Conjugate Heat Transfer (CHT) methodology for
ompact HE and small sections of both plate-fin [19,20] and tube-
in [21] HE being evaluated. The CHT methodology is undertaken
o account the conduction with the fins and is reported to increase
ccuracy of predictions [20] compared to the traditional single com-
utational domain approaches. A large computational domain for a
late-fin HE was also previously evaluated by the authors [3] in a
umerical and experimental study which aimed at accounting the
ross-flow heat transfer effects more fully in plate-fin HE applications.
In this study, a previously designed, manufactured [10] and recently
atented [22] concept titanium SLM HE is evaluated experimentally
nd numerically to establish flow resistance and thermal performance
haracteristics. A fully detailed ALM HE CFD model, employing the
HT methodology is developed and validated using the experimental
esults. These results are then compared to a more idealised numerical
odel consisting of a single corrugation period width HE core (su-
erchannel) for heat transfer predictions. Finally, using the validated2
Table 1
Properties of the commercially pure titanium provided by outsourced SLM experts.
Quantity Uncertainty value Units
𝜌 4510 0.1% kg/m3
𝑘 17.7 0.5% W/(mK)
𝑐𝑝 500 0.5% J/(kgK)
inter-layer HE unit model a parametric study is undertaken to evaluate
the HE performance with aluminium as the HE material to investigate
whether any thermal gains are obtained.
2. Experimental approach
An experimental study was conducted to evaluate the concept inter-
layer HE which geometry is described in detail in [10]. It was manu-
factured using SLM out of commercially pure titanium (Fig. 1a) with its
relevant properties given in Table 1. This material was selected working
in collaboration with the SLM specialist based on a number of factors.
Firstly, CpTi has good printability, reliability and repeatability char-
acteristics when used in SLM. Secondly, despite having lower thermal
conductivity than materials such as Aluminium or Copper, it is used
in the heat transfer industry in heavy duty applications where weaker
and softer materials cannot withstand the lifecycle. Also, it was noted
that no inter-layer fluid leakages were observed after the build. The
concept HE unit consists of four cold and three hot layers which use a
counter-flow oriented inter-layer HE corrugation with a mean hydraulic
diameter of 𝑑ℎ = 2.8 mm (channel height of 5.5 mm, distance between
elipses of 2 mm, and ellipse width and length of 2 and 4 mm), uniform
wall thickness of 0.5 mm and surface area density of 𝛽 = 818 m2∕m3,
shown schematically in Fig. 1b. The surface density of the proposed
ALM structure is similar to plate-fin HE and classifies it as compact
for both gasses and liquids according to Shah [23]. In contrast to
plate-fin corrugations the proposed structure enables the maldistributed
flow entering the heat exchanger core to re-distribute across the layers
through the inter-layer structure. Maldistributed flow is a common is-
sue in high performance applications such as aerospace and motorsport
occurring due to space limitations resulting in restricted header design
which leads to non-uniform heat exchanger matrix utilisation. The
proposed design in turn has potential for improved utilisation of heat
exchanger core volume, enabling either more heat transfer capacity or
a smaller heat exchanger for a given application. The HE was tested
in an experimental setup as shown in Figs. 1c and 1d with air used
as a working fluid for both flow streams. Note, that Fig. 1c shows the
uncovered HE unit, which was insulated using Silicon Carbide sheets
and experiments were run inside a chamber to further minimise heat
loss. To simplify the experiments the hot flow side of the HE was run
at a constant Reynolds number of 𝑅𝑒𝑖𝑛𝑙𝑒𝑡 ≈ 28760 (𝑅𝑒𝑖𝑛𝑙𝑒𝑡 = 𝜌𝑈𝐷𝑖𝑛𝑙𝑒𝑡∕𝜇).
his is equal to 𝑅𝑒𝑐𝑜𝑟𝑟𝑢𝑔 ≈ 670 assuming even flow distribution at the
E core inlet (𝑅𝑒𝑐𝑜𝑟𝑟𝑢𝑔 = 𝜌𝑈𝑑ℎ∕𝜇). The cold fluid stream was varied
etween 6120 ≤ 𝑅𝑒𝑖𝑛𝑙𝑒𝑡 ≤ 55914 (108 ≤ 𝑅𝑒𝑐𝑜𝑟𝑟𝑢𝑔 ≤ 980) with ten separate
measurement points recorded.
During the experiments the hot stream air was heated up to 𝑇𝑖𝑛 ≈
63 K using a 750 W heater whilst the cold stream was supplied with
mbient air (on average 𝑇𝑖𝑛 ≈ 290 K). The flow on each fluid side was
easured using rotameters (KDG Instruments series 2000) which have
+∕−2.5% accuracy. Pressure was measured using FC034 pressure
transducers, having a +∕−0.5% measurement accuracy. Calibrated type
K mineral insulated thermocouples were used for measuring the tem-
perature at the inlet and outlet of both fluid streams with a tolerance
of ±1.5 K. To ensure repeatability of the experiments, certain points
were repeated three times. The thermal experimental uncertainty was
measured using heat balance, shown in Fig. 3a and obtained by:
𝑄𝑏𝑎𝑙𝑎𝑛𝑐𝑒 =
𝑄ℎ𝑜𝑡 × 100 (1)
𝑄𝑐𝑜𝑙𝑑
Applied Thermal Engineering 188 (2021) 116501E. Greiciunas et al.Fig. 1. (a) Manufactured inter-layer HE unit. (b) Schematic of the inter-layer HE core structure. (c) HE unit assembled in the experimental setup. (d) Experimental setup schematic.Fig. 2. (a) Complete CHT HE unit model. (b) Cold HE unit domain. (c) Hot HE unit domain. (d) Outlet HE header model for the cold flow.where 𝑄ℎ𝑜𝑡 is the heat emitted by the hot stream and 𝑄𝑐𝑜𝑙𝑑 is the heat
absorbed by the cold stream. This formulation means that a scenario in
which the heat balance is below 100 (more heat absorbed than emitted)
is not physical since some heat loss to the environment is expected
despite insulating the HE. It should also be noted that the error bars
placed on the measured heat balance (Fig. 3a) show the maximum
possible error due to the measurement accuracy of the experimental
equipment described above. However, this level of error is unlikely
as indicated by the repeated experimental points in Fig. 3a, where
on average the fluctuation between the experimental heat balance is
<5%. This confirms a good repeatability level of the experiments which
were completed over a time span of two weeks. It should be noted
that the highest repeatability error was found at the lower Reynolds
numbers, which likely arises from difficulty measuring the very small
mass flow in the test rig. The pressure for both fluids was measured at
the inlet to each HE stream. To calculate the pressure drop this pressure
was subtracted from the atmospheric pressure measured during the
experiments, shown in Fig. 3b. This measurement technique resulted
in the need to apply experimental correction since due to the setup, a
pressure drop occurs as a result of the sudden expansion in the pipe
diameter at the outlet section of the experimental rig. It occurs at
a location where the flow exits the HE header (𝐷𝑖𝑛 = 13 mm) and
enters the rubber ducting connected on the outer diameter of the HE
header surface (𝐷𝑜𝑢𝑡 = 27 mm) (Figs. 1a and 1c). The contribution of
this additional pressure loss was taken into account by using the well3






where 𝑈 was taken as a mean velocity at the inlet to the HE (worked
out from the mass flow) and 𝐾 = 0.6 was selected based on [24].
Note, that the K coefficient does not account for the slight turn in
the outlet tubing, leading to a potential slight under-estimation of the
pressure drop in that section. The corrected pressure drop data in
Fig. 3b and shows the increasing influence of the pressure drop in the
pipe expansion section compared to the pressure drop in the HE unit
and it should be noted for any future experimental setup design.
3. Numerical solution methodology
Numerical simulations undertaken in this study are an extension of
the single fluid domain analysis undertaken in [10]. In this study, CFD
simulations of the inter-layer ALM HE were undertaken with the CFD
code OpenFOAM using steady-state incompressible continuity of mass,
momentum and energy equations for the fluid domain [25]:
∇ ⋅ 𝐮 = 0 (3)
𝜌𝑓 (𝐮 ⋅ ∇)𝐮 = −∇𝑝 + 𝜇𝑒𝑓𝑓∇2𝐮 (4)
𝐮 ⋅ ∇𝑇𝑓 = 𝛼𝑒𝑓𝑓∇2𝑇𝑓 (5)




Discretisation schemes used for the simulations.
Term Discretisation scheme
Gradient (∇) Gauss linear
Laplacian (∇2) Gauss linear corrected
div(phi,U) Gauss linearUpwind grad(U)




Mesh data of the CHT ALM HE unit model compared to the experimentally measured
results.
Mesh No of Cells Cold side Hot side
𝛥𝑃 , 𝑃𝑎 𝛥𝑇 , 𝐾 𝛥𝑃 , 𝑃𝑎 𝛥𝑇 , 𝐾
Coarse 4.4 × 106 59 60.2 998 12.3
Medium 25.2 × 106 68 63.2 1092 13.1
Fine 55.6 × 106 73 63.0 1105 12.9
Test N/A 62 58 1070 12.9
where 𝐮 — mean RANS velocity vector, 𝑝 — fluid pressure, 𝑇𝑓 — fluid
emperature, 𝜌𝑓 — fluid density. 𝜇𝑒𝑓𝑓 = 𝜇+𝜇𝑡, where 𝜇𝑡 is the dynamic
urbulent viscosity and calculated based on the 𝑘 − 𝜔 𝑆𝑆𝑇 turbulence
model [26] used in this paper and 𝛼𝑒𝑓𝑓 = 𝛼𝑓 + 𝜇𝑡∕(𝜌𝑃 𝑟𝑡), where 𝛼𝑓 =
𝑘𝑓∕(𝜌𝑓𝐶𝑝𝑓 ) and 𝑃𝑟𝑡 is the turbulent Prandtl number taken to be 0.85
in RANS simulations. Note that 𝑦+ adaptive wall treatment was used.
All the predictions in this article used smooth no-slip wall assumption
(since surface roughness data of the prototype was not available) and
the CHT formulation, thus, included resolving heat transfer in the solid
region, separating the hot and cold HE flows. This was undertaken
solving the heat conduction equation:
𝛼𝑠∇2𝑇𝑠 = 0. (6)
The steady-state assumption was maintained throughout all the simu-
lations as it has been previously shown to produce accurate predictions
of pressure drop and temperature change in studies [3,10] for the
Reynolds number range at which the HE unit was experimentally
tested. It is, however, acknowledged that there could be unsteady
flow features as indicated in [16] together with experimental [27,28]
and numerical studies [4,17,29] which provide insight into these tran-
sient effects. The effect of the unsteady flow features is considered
small for the HE of this study. The simulations were discretised using
two levels of approximation provided in Table 2 whilst the mesh-
ing was completed using a combination of the inbuilt blockMesh
and snappyHexMesh tools within OpenFOAM, ensuring that default
mesh quality conditions (non-orthogonality, skewness, aspect ratio) in
OpenFOAM were met.
3.1. Computational domains and grid independence
In this section the fully detailed HE model including CHT (cold
and hot fluid domains separated by a solid) is undertaken (Figs. 2a,
2b and 2c). The fully detailed model approach produces results in
good agreement with experiments and enables the observation and
evaluation of the complex flow through the inter-layer HE corrugation.
This approach is contrary to the normal practice of simplifying the
flow and heat transfer inside the HE unit with porous media and
heat transfer effectiveness models [10]. To check the accuracy of the
solutions a range of HE unit meshes were created and compared to
the first experimental test point (Table 3) using second order dominant
discretisation (Table 2). Medium and fine meshes show both conver-
gence in terms of temperature and pressure between the solutions.
Additionally an acceptable agreement to the experimental data is also
shown (note that potential experimental inaccuracies are more likely4
for the first point (Fig. 1a), driven by low mass flow rate on the coldside). Fine resolution HE unit mesh was selected for further simulations
— further increase in mesh resolution was treated as an overly high
computational cost.
The superchannel model (Fig. 4a) is the second HE core model
used in this study and consists of one corrugation period width slice of
the HE core following the methodology in [10]. It produces idealised
HE core thermal performance and pressure drop predictions since the
model does not take into account the maldistributed flow as it enters
the HE core. The meshing controls of from the HE unit model were
used for the smaller superchannel model which also uses the CHT
methodology. This ensures comparability between the superchannel
and HE unit models through maintaining the same mesh resolution.
To estimate the HE unit flow resistance together with the superchannel
model thermal predictions, the cold HE side outlet header was modelled
(Fig. 2d). Again, the same meshing controls as for the HE unit model
were applied, which maintains the solution similarity with the other
two models. This is done since [10] showed that the pressure drop
for this HE is dominated by the outlet HE header effects. This two
model approach allows a computationally cheaper estimate of the HE
unit performance, however, it is also important to understand the
inaccuracy it produces which is studied in the next section.
4. Results
4.1. Validation of the numerical results with the experiments
In this section the results of the two numerical HE models are
presented and compared to the experimental work. Firstly, the HE
unit pressure drop is compared in Fig. 4b and it can be seen clearly
that both full HE unit models predict pressure drop very close to the
experimentally measured values. Interestingly, the pressure drop of
both discretisation accuracy approaches produce almost an identical
response. This is in contrast to the previous findings in [16] where
a two dimensional sinusoidal corrugation was evaluated and led to a
higher pressure drop. However, in the current study the pressure drop is
measured at the HE unit level and was shown to be highly dominated by
the outlet header effects [10] which could have reduced the importance
of more accurate discretisations.
This can be further seen when looking at the cold flow outlet HE
header (Fig. 2d) pressure drop in Fig. 4b. This simplified model uses
a uniform velocity inlet to the domain and in turn directs more mass
flow through the outer layers of the HE core where the passage of
the flow is more difficult. This in turn leads to an increased pressure
drop overprediction (up to 60%) using the outlet HE header alone
(further highlighting the pressure drop inefficiencies inside the outlet
header design). It should be noted though that this is a proof of concept
HE, and the design is not claimed to be an optimum at this stage.
Additionally, as this reduced complexity model provides a significant
computational saving, it is considered to be a potentially useful op-
tion for a conservative pressure drop estimate, especially in the more
optimised HE header design cases.
Mass flow redistribution inside the HE core (Figs. 5a–5b) is another
area of interest and is critical for evaluating the performance of the
concept inter-layer corrugation. Here the HE core layers are numbered
1–4 bottom to top for the cold HE side (Fig. 2a) and 1–3 bottom to
top for the hot HE side (Fig. 2c). For the cold HE side (Fig. 5a), the
performance is very similar to the results obtained in the previous
numerical study [10] where it was found that almost double the initial
mass flow into the outer HE core layers is absorbed (Layers 1 and 4)
across the range of 108 ≤ 𝑅𝑒 ≤ 979. A similar trend is also observed on
the hot side of the HE (Fig. 5b) which was kept almost at a constant
flow rate during experiments. In this case the flow direction is the
opposite (as the HE is counter flow) and there are three hot HE core
layers which are surrounded by the cold flow. Thus, in Fig. 5b the
mass flow redistribution between the layers can be observed in Layers
1 and 3 reaching almost double the initial entrained mass flow. This
Applied Thermal Engineering 188 (2021) 116501
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Fig. 3. (a) Heat balance of the HE experiments (b) Cold HE side pressure drop. Please note that error bars on both graphs show the maximum possible experimental uncertainty,
explained in Section 2.
Fig. 4. (a) Break-down of the superchannel HE unit model computational domains. (b) Comparison of the cold side HE overall experimental pressure drop and the different
numerical models. (c) Qualitative thermal camera temperature contours for comparison of experiments and numerical simulations at 𝑅𝑒𝑐𝑜𝑙𝑑 = 979 and 𝑅𝑒ℎ𝑜𝑡 = 679.
Fig. 5. (a) Mass flow distribution through the cold side HE corrugation periods at 𝑅𝑒𝑐𝑜𝑙𝑑 = 296 (b) (a) Mass flow distribution through the hot side HE corrugation periods at
𝑅𝑒ℎ𝑜𝑡 = 667 (c) Temperature change 𝛥𝑇 , 𝐾 of the cold side of the HE across experimental points (d) Temperature change 𝛥𝑇 , 𝐾 of the hot side of the HE across hot side
experimental points.

















































would not have been possible on both sides of the HE without the inter-
layer passages. It reinforces the potential advantages of the inter-layer
channels (previously studied in [10]).
In terms of the thermal performance it is firstly compared qualita-
tively in 4c where during the last experimental point the thermal HE
insulation was removed and the thermal image was taken using a FLIR
thermal camera. This is not a fully accurate experimental result due
to the thermal leakage to the environment and relatively low image
resolution of the camera (640 × 480). However, the image provides
a good indication of heat transfer distribution across the HE unit and
allows to directly compare it with the solid HE unit computational
domain results at the same experimental point (in terms of showing
the hot and cold regions of the HE unit which should be minimised
to achieve better overall HE unit efficiency). Overall, close agreement
can be seen between the numerical and experimental results which
reinforces confidence in the numerical simulation. Further comparison
of the thermal results is shown in Figs. 5c and 5d. Here both the
superchannel and the full HE unit models are compared across the
experimental dataset for cold and hot HE sides (the cold flow was
varied 108 ≤ 𝑅𝑒 corrug cold ≤ 979 whilst the hot flow was maintained
at 𝑅𝑒 corrug hot ≈ 670). Several interesting trends can be observed and
re discussed below.
Both models (HE unit and superchannel) were discretised to both
irst and second order accuracy which revealed an interesting difference
etween them. For the HE unit predictions higher accuracy discretisa-
ion led to a larger thermal prediction (up to 𝑇 ≈ 2.5 K at the last
xperimental point) with increasing cold side flow rate. This difference
lso starts to become noticeable from 300 ≈ 𝑅𝑒corrug cold ≈ 400, close
o the previously suspected onset of the transitional flow occurring
n HEs [3,10,16]. The first order dominant discretisation was shown
reviously [16] to omit this flow regime occurring, producing a steady-
tate response. This onset of the transitional flow is also thought to
ead to increasing disagreement between experiments and HE unit
redictions in terms of the overall 𝛥𝑇 on both fluid sides which remains
ithin the experimental error bars for the cold side and just outside
𝑇 ≈ 2 K) from the error bars on the hot side. The challenge of
easuring the low experimental mass flow is also a potential secondary
eason why the temperature change might had a lower predicted value.
his can be a factor on the hot side especially as the flow measurement
as calibrated at room conditions.
In contrast, no difference is observed when comparing the predic-
ions of the first and second order accuracy dominant discretisations
sing the superchannel model (Figs. 5). This is an unexpected result,
owever, it perhaps indicates that the effect of the discretisation may
nly become significant in more complex flow scenarios (e.g the full HE
nit case discussed above). The unsteady flow occurrence is thought to
lso have a smaller effect on this particular HE within the Reynolds
umbers tested. This is based on the previous results [10] where it
as shown that at least to 𝑅𝑒𝑐𝑜𝑟𝑟𝑢𝑔 = 1000 both steady state and
ransient predictions lead to very similar results of pressure drop and
emperature change. The thermal predictions using the superchannel
odel are also constantly higher than with the HE unit model and
his increases at higher Reynolds number. This is expected and was
lso observed in the previous study [10] and occurs because the super-
hannel model is and does not take into account the complex inlet HE
eader effects. However, superchannel is seem to be a very useful HE
ore model since it leads to significant computational cost reduction.
dditionally, the superchannel model shows the potential of the HE
ore if it was equipped with more efficient headers (this in theory shows
hat an additional 5 𝐾 could be lost/gained by the cold/hot HE sides
espectively at the highest Reynolds number).
To summarise, the CFD is in a good agreement with the experi-
ental results for pressure drops across the Reynolds number range
ested. For the temperature change the agreement on both cold and
ot HE sides is good, especially taking into account both experimental6
nd numerical challenges for resolving the flow in the transitional table 4
elevant properties of the AlSi10Mg which could be used to manufacture the prototype






Thermal diffusivities of the Aluminium and Titanium used in the parametric study.
𝛼, [m2/s]
AlSi10Mg 7.28 × 10−5
CpTi 3.92 × 10−7
Reynolds regime. Both first and second order dominant discretisation
schemes can be applied for analysing the HE, but it should be kept
in mind that at the higher Reynolds numbers the first order approach
is likely to lead to some solution inaccuracies. First order dominant
discretisation schemes could be useful for estimating flow and heat
transfer through complicated HE corrugations or when used for large
computational domains where the faster convergence is advantageous
from a pragmatic perspective.
4.2. Effect of higher conductivity material for the heat transfer efficiency
Achieving good model agreement with the experimental data pro-
vided confidence to carry out a parametric study of the HE unit.
One particular concern raised during both manufacture and testing
was the usage of commercially pure Titanium due to its non-optimal
thermal properties (Table 1). Thus, it was decided to study a scenario
in which the HE unit would be manufactured using an Aluminium
powder (AlSi10Mg). Its properties were taken from one of the HE
manufacturers and summarised in Table 4. It also should be noted
that the thermal properties of the Aluminium ALM powder are also
very similar to ones of conventional HE aluminium [3] which shows
potential of the technology for the next generation HE. Comparing
the commercially pure titanium (Table 1) and Aluminium (Table 4),
it can be easily observed that the Aluminium has significantly higher










with the results provided in Table 5. It can be clearly seen that the
overall potential for the Aluminium to transfer more heat is more than
of an order higher and one could intuitively expect significantly more
efficient heat transfer. Thus, the material properties were implemented
into the superchannel and HE unit models to evaluate whether using
Aluminium would enhance the heat transfer for the HE unit. The
simulations in this case were completed using the dominant second
order accuracy for both Aluminium and Titanium (Table 2). The results
were compared using heat transfer effectiveness formulations for both
hot and cold HE sides [31,32]:
𝜖 = Actual heat transferMaximum possible heat transfer , (8)
which for the two HE sides becomes:
𝜖𝑐𝑜𝑙𝑑 =
𝐶𝑐𝑜𝑙𝑑 (𝑇out cold − 𝑇in cold)
𝐶𝑚𝑖𝑛(𝑇in hot − 𝑇in cold)
(9)
𝜖ℎ𝑜𝑡 =
𝐶ℎ𝑜𝑡(𝑇in hot − 𝑇out hot)
𝐶𝑚𝑖𝑛(𝑇in hot − 𝑇in cold)
(10)
here 𝐶𝑐𝑜𝑙𝑑 = ?̇?𝑐𝑜𝑙𝑑𝑐𝑝, 𝐶ℎ𝑜𝑡 = ?̇?ℎ𝑜𝑡𝑐𝑝 and 𝐶𝑚𝑖𝑛 = min(𝐶𝑐𝑜𝑙𝑑 , 𝐶ℎ𝑜𝑡).
he two expressions (Eq. (10)) enable evaluation of the heat transfer
fficiency for both models with the data shown in Fig. 6. Contrary
o the original expectation, only a relatively low increase in the heat
Applied Thermal Engineering 188 (2021) 116501E. Greiciunas et al.Fig. 6. Heat transfer effectiveness of the HE comparing the effect of titanium and
aluminium used as a solid material.
transfer effectiveness is observed (on average a 3% increase). However,
it is thought that this can be explained by the low wall thickness
used for the HE unit (uniform 0.5 mm in both HE header and HE
core) which in turns reduces the importance of the separating material.
Furthermore, the inter-layer heat exchanger has no secondary heat
transfer surfaces (fins) which makes the heat transfer more efficient
and the role of highly conductive material less critical. The supporting
evidence for this can be found in heat exchanger literature such as
Shah and Sekulic [31] and Kays and London [32]. The example HE
sizing calculations using the analytical 𝑁𝑇𝑈 − 𝜖 HE model in Kays and
London [32] does not even take into account the thermal primary heat
transfer surface solid resistance into account and assumed it negligible.
It is only used in the later literature, however, described as a minor
diffusive loss as in Shah and Sekulic [31] and they also emphasise
that the role of the primary surface conduction becomes significant
only in cases of low conductivity materials (e.g. ceramics and plastics)
or high wall thickness. However, in both books [31,32] the analytical
HE models do take into account the fin efficiency (for the concept HE
design it is unity). Thus, it could potentially be expected that for current
generation HE, such as plate-fin HE, change in material would make a
more significant difference due to the dominance of the secondary heat
transfer surfaces, especially for thicker surfaces. Additionally, in [31] it
is stressed that the heat transfer resistance in the fluid film is typically
a dominant force. Such results were observed in an study by Luo
and Roetzel [33] where performance of an aluminium and stainless
steel plate-fin HE was modelled and found that conduction played a
much smaller role in the case of Aluminium finned structure whilst
for the stainless steel structure (thermal conductivity is comparable
to titanium) stronger fin conduction resistance effect is reported. No
fins are present in the proposed inter-layer HE, making it an overall
inherently more efficient HE (already in addition to the counter-flow
orientation). Furthermore, elimination of fins should also minimise
the transient heat transfer effects, occurring due to a change in flow
conditions.
However, the findings of Luo and Roetzel [33] also provide a
reason why some improvement in heat transfer effectiveness is found
and is at ≈3%. In the case of the HE unit (Fig. 2a–2c) — the flow
entering both hot and cold flow HE core sections is maldistributed.
This creates sections inside the HE core where the heat transfer is not
optimised (e.g. in regions where flow recirculates). This in turn leads to
higher importance of efficient lateral solid conduction for those regions,
making Aluminium HE more efficient.
5. Conclusions
The recently patented concept titanium inter-layer HE, manufac-7
tured using the SLM method, was evaluated experimentally producinga comprehensive dataset and modelled using CFD. It should be noted
that this HE is an initial concept and it is not aimed to be an optimised
design for a specific application. Two HE models were developed
using a CHT methodology: firstly, a fully detailed HE unit model was
developed in order to capture the complex flow and heat transfer in full
detail. The second model used the simplified single corrugation width
HE core model (termed superchannel) for thermal predictions and the
outlet HE header to account for the pressure drop contribution. The
main findings of the study are:
• A very close agreement is found between the HE unit model and
the experiments in terms of the pressure drop performance across
Reynolds number range. In terms of the thermal performance, a
good agreement was found between the HE unit model and the
experiments with most of the prediction points lying within the
experimental error bounds. The results provide a validation of the
full CHT HE numerical model.
• The superchannel model consistently provided slightly higher
thermal transfer rates in terms of 𝛥𝑇 since it provides an idealised
heat transfer scenario where no maldistribution inside the inlet
HE header occurs. However, the superchannel model is still valu-
able since it shows the maximum thermal efficiency this HE core
could obtain and is significantly computationally cheaper than the
complete HE model. Simulating the outlet HE header separately
produced an increasingly higher pressure drop compared to the
experiments (up to ≈ 60%). However, since simulating the HE
header separately is significantly faster computationally and over
the lifetime of the HE, its pressure drop of the HE is expected to
increase significantly ([34–36] reported fouling related pressure
drop increase up to 200%), the separate HE header model can still
be used as a conservative pressure drop estimate.
• A study was conducted by altering the solid domain from titanium
to aluminium to evaluate the HE performance using a more
thermally conductive material. On average, approximately a 3%
increase in heat transfer effectiveness was observed. The thermal
conduction was found to have a smaller influence than origi-
nally expected and is thought to relate to: firstly, the proposed
inter-layer HE corrugation eliminates secondary heat transfer sur-
faces (fins) which reduces the role of solid conduction. Secondly,
the low uniform (0.5 mm) overall wall thickness, which further
minimises the role of solid conduction.
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