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Abstract
In this paper we compare approximation properties of degree p spline
spaces with different numbers of continuous derivatives. We prove that,
for a given space dimension, Cp−1 splines provide better a priori error
bounds for the approximation of functions in Hp+1(0, 1). Our result holds
for all practically interesting cases when comparing Cp−1 splines with C−1
(discontinuous) splines. When comparing Cp−1 splines with C0 splines our
proof covers almost all cases for p ≥ 3, but we can not conclude anything
for p = 2. The results are generalized to the approximation of functions
in Hq+1(0, 1) for q < p, to broken Sobolev spaces and to tensor product
spaces.
1 Introduction
The aim of this work is to compare the approximation properties of different
piecewise polynomial spaces commonly employed in Galerkin methods for PDEs.
Following the well known Lemmas of Ce´a and Strang such approximation results
imply a priori error estimates for these numerical methods. In particular we
consider the tensor product spaces used in Discontinuous Galerkin (DG), Finite
Element Methods (FEM) and IsoGeometric Analysis (IGA) that differ only in
their global smoothness. As such our comparison provides an answer to the
following question: “does smoothness impede or favour approximation?”.
It was noticed by Hughes, Cottrell and Bazilevs [7] that smoother spaces have
better approximation properties in their numerical tests. Spline approximation in
the IGA setting was first studied by Bazilevs, Beira˜o da Veiga, Cottrell, Hughes
and Sangalli [1]. Later, Evans, Bazilevs, Babuska and Hughes [4] numerically
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computed approximation constants and observed that the maximally smooth
splines provide better a priori bounds on the approximation error. Beira˜o da
Veiga, Buffa, Sangalli and Rivas [2] studied how the approximation depends on
the mesh-size, the degree and the global smoothness. Takacs and Takacs [12]
proved an upper bound for the approximation error with an explicit constant.
Recently, Floater and Sande [5, 6] provided optimal constants on which we base
our results.
The comparison in this paper is related to the n-width theory [8, 10], i.e.,
looking at approximation properties of a space of fixed dimension. Our results
can be seen as a partial answer to an n-width problem constrained to piecewise
polynomial spaces on uniform partitions. We will first look at the univariate
setting before extending the results to general tensor product spaces.
Let Pp be the space of polynomials of degree at most p, and L2 = L2(0, 1)
and Hq+1 = Hq+1(0, 1) be the standard Sobolev spaces. For a given n ∈ N let Ij
be the interval [ j
n
, j+1
n
) and define the spline space Spk,n, of degree p, smoothness
k and on n segments by
Spk,n =
{
f ∈ Ck([0, 1]) : f |Ij ∈ Pp, j = 0, . . . , n− 1
}
. (1)
Here k = −1 means that jumps are allowed at the internal breakpoints. Further-
more, let Πp,k,n be the L
2 projection onto Spk,n and C(p,q),k,n be the smallest real
number such that
‖f − Πp,k,nf‖ ≤ C(p,q),k,n‖∂q+1f‖ (2)
holds for all f ∈ Hq+1. Here ‖ · ‖ denotes the L2 norm. Finally for q = p we let
Cp,k,n := C(p,p),k,n.
The studied n-width problem can then be formulated as follows. Given the
space dimension N and Sobolev regularity q, find the degree p, smoothness k,
and number of segments n such that the constant C(p,q),k,n is minimized. Note
that for each N only finitely many (p, k, n) fulfill
N = dimSpk,n = (n− 1)(p− k) + p+ 1. (3)
It is then possible to try an exhaustive approach. The difficulty of such a strategy
is that the constants C(p,q),k,n are solutions of eigenvalue problems that are badly
conditioned. Any conclusion based on this strategy would then have to take into
consideration the reliability of the method used to compute the constant.
Our approach is to first provide lower and upper bounds for Cp,k,n and base
the conclusions on provable properties of these bounds. In particular we compare
Cp,p−1,m with Cp,k,n for k < p− 1 under the constraint
dimSpp−1,m = dimSpk,n,
i.e., for
m = (n− 1)(p− k) + 1. (4)
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Note that for a fixed number of segments n we have Spk1,n ⊇ Spk2,n whenever
k1 ≤ k2 so that necessarily Cp,k1,n ≤ Cp,k2,n under the same condition. However,
for a fixed dimension N the smoother space is defined on a finer partition. We
show in Section 3 that Cp,p−1,m is smaller than Cp,k,n in almost all cases of practical
interest for k = 0 (see Theorem 3) and k = −1 (see Theorem 4). In Section 4 we
extend our results to the case of p > q in (2). Here we compare the approximation
of maximally smooth spline spaces of a “too high degree”, Spp−1,m, with spline
spaces of lower smoothness, Sqk,n, under the constraint dimSpp−1,m = dimSqk,n.
The main result of this section is contained in Theorem 6. A comparison in the
case of Broken Sobolev spaces is then performed in Section 5 and extensions to
tensor product cases are considered in Section 6.
The fact that smoother spaces provide better approximation could be sur-
prising to people not familiar with the n-width theory, indeed it could seem
reasonable that smoother spaces are more “rigid” and thus that they can not
approximate functions that are less regular. This is not true: for instance it was
shown by Kolmogorov [8] that
span{1, cos(pix), . . . , cos((N − 1)pix)}
is optimal for H1 in the n-width sense, meaning that no other N -dimensional
subspace of L2 can provide a better a priori error estimate for H1 functions.
Based on results of Melkman and Micchelli [9] it was proved in [5] that for all q
and N there exists an optimal C`(q+1)−2 spline space of degree `(q+ 1)−1 for any
` = 1, 2, . . . . In fact, for q = 0 and with even degrees p, the knots of the optimal
spline spaces are uniform and so they are subspaces of Spp−1,n.
2 Upper and lower bounds for Cp,k,n
We prove the following bounds on the best constants Cp,k,n, k = −1, 0, . . . , p− 1.
Theorem 1. For all p ≥ 0, k ∈ {−1, 0, . . . , p− 1} and n ≥ 1 we have
(p+ 1)!
(2p+ 2)!
√
2p+ 3
n−p−1 ≤Cp,k,n ≤ (npi)−p−1 (5)
The above inequalities are shown in the following lemmas.
Lemma 1. For discontinuous spline approximation we have
(p+ 1)!
(2p+ 2)!
√
2p+ 3
n−p−1 ≤ Cp,−1,n.
Proof. It is enough to show that there exists an f ∈ Hp+1 such that
‖f − Πp,−1,nf‖ ≥ (p+ 1)!
(2p+ 2)!
√
2p+ 3
n−p−1‖∂p+1f‖.
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This is the case for f(x) = xp+1. The projection Πp,−1,n acts independently on
each Ij, j = 0, . . . , n− 1 and on Ij we have
xp+1 =
p+1∑
i=0
ci,j `i(nx− j),
where `i is the i-th Legendre polynomial on [0, 1]. Since `p+1(nx−j) is orthogonal
to the polynomials of degree p on Ij we have
xp+1 − Πp,−1,nxp+1 =
n−1∑
j=0
cp+1,j`p+1(nx− j).
Since
‖`p+1‖ = (
√
2p+ 3)−1 and ‖∂p+1`p+1‖ = (2p+ 2)!
(p+ 1)!
.
by taking the derivative of `p+1(nx− j) we obtain
‖xp+1 − Πp,−1,nxp+1‖Ij =
(p+ 1)!
(2p+ 2)!
√
2p+ 3
n−p−1‖∂p+1xp+1‖Ij .
Summing over j the squares of the left and right hand sides yields the result.
Lemma 2. For maximally smooth spline approximation we have
Cp,p−1,n ≤ (npi)−p−1.
Proof. This is a corollary of the results in [6]. Let
Ep = {f ∈ Hp+1 : ∂sf(0) = ∂sf(1) = 0, 0 ≤ s < p, s+ p is odd}.
Observe that for p odd, Ep coincides with the non-standard Sobolev space Hp+10
defined in [6], and for p even it coincides with the space Hp+11 in that paper.
Then [6, Theorems 1 and 2] states that for all v ∈ Ep
‖v − ΠEv‖ ≤
( 1
npi
)p+1
‖∂p+1v‖, (6)
where ΠE : E
p → Ep ∩ Spp−1,n is the L2 projection. Note that the n in [6] is the
space dimension, what we call N , and not the number of segments.
Given f ∈ Hp+1 let g ∈ Pp be a polynomial such that f − g ∈ Ep. In other
words, for 0 ≤ s < p with s+ p odd, we have{
∂sg(0) = ∂sf(0)
∂sg(1) = ∂sf(1).
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This g exists according to Lemmas 7 and 8 in the appendix. Then, since g ∈ Spp−1,n
and f − g ∈ Ep we have
‖f − Πp,p−1,nf‖ = ‖(f − g)− Πp,p−1,n(f − g)‖
≤ ‖(f − g)− ΠE(f − g)‖
≤
( 1
npi
)p+1
‖∂p+1(f − g)‖
=
( 1
npi
)p+1
‖∂p+1f‖.
Theorem 1 now follows from the observation that Spk+1,n ⊂ Spk,n for all k =
−1, 0, . . . , p− 2 and so Cp,k,n ≤ Cp,k+1,n.
3 Univariate comparisons
Here we compare the space of maximally smooth splines, Spp−1,m, commonly used
in IGA, with the space Spk,n of smoothness k < p− 1 where m depends on n as in
(4), i.e., such that dimSpp−1,m = dimSpk,n. This means that the smoother space is
defined on a finer grid. See Figure 1 for an example of this. Note that the case
k = p−1 and the case n = 1 are uninteresting since we would then be comparing
Spk,n with itself.
The estimates in Section 2 are sharp enough to prove that smooth splines will
eventually provide a better approximation in the number of degrees of freedom.
This is stated in the following theorem. More precise statements for the IGA-
FEM comparison (k = 0) and the IGA-DG comparison (k = −1) are contained
in subsections 3.1 and 3.2.
Theorem 2. For all k ≥ −1 and n ≥ 2 there exists p¯ such that for all p ≥ p¯
Cp,p−1,m < Cp,k,n,
where m = (n− 1)(p− k) + 1.
This theorem follows from studying the bounds in Theorem 1, which is done
in Lemma 3 and Proposition 1.
Lemma 3. For all p ≥ 0, k ∈ {−1, . . . , p− 1} and n,m ≥ 1 we have
Cp,p−1,m
Cp,k,n
≤
( 4
epi
)p+1( n
m
)p+1
(p+ 1)p+1
√
4p+ 6. (7)
Proof. From Theorem 1 we have for k = −1, . . . , p− 1, that
Cp,p−1,m
Cp,k,n
≤
( n
mpi
)p+1 (2p+ 2)!
(p+ 1)!
√
2p+ 3.
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Figure 1: Example of pairs of functions in Sp−1,n (blue) and Spp−1,m (red) for p = 1
and p = 3, n = 3. Note how the maximally smooth spline space is defined on a
finer grid.
Now, using the error bounds of the Stirling’s approximation [11]
√
2pirr+
1
2 e−re
1
12r+1 ≤ r! ≤
√
2pirr+
1
2 e−re
1
12r , (8)
we find that
(2p+ 2)!
(p+ 1)!
≤
√
2pi(2p+ 2)2(p+1)+
1
2 e−2(p+1)e
1
12(2p+2)
√
2pi(p+ 1)p+1+
1
2 e−p−1e
1
12(p+1)+1
,
= 22(p+1)+
1
2
(p+ 1)2(p+1)+
1
2
(p+ 1)p+1+
1
2
e−2(p+1)
e−p−1
e
1
12(2p+2)
e
1
12(p+1)+1
,
= 4p+1
√
2(p+ 1)p+1e−p−1e
1
24(p+1)
− 1
12(p+1)+1 ,
=
(4
e
)p+1√
2(p+ 1)p+1e
1−12(p+1)
24(p+1)(1+12(p+1)) ,
≤
(4
e
)p+1√
2(p+ 1)p+1,
and the result follows.
For m as in (4), we let Rp,n,k be the bound in (7), now given as
Rp,k,n = (Bp,k,n)
p+1
√
4p+ 6 with (9)
Bp,k,n =
4
epi
n(p+ 1)
(p− k)(n− 1) + 1 . (10)
The next step of our analysis is the study of Bp,k,n.
Proposition 1. For −1 ≤ k < p− 1 and n ≥ 2 the following statements hold
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1. for fixed n and k
lim
p→∞
Bp,k,n =
4
epi
n
n− 1 < 1;
2. for fixed p and k,
lim
n→∞
Bp,k,n =
4
epi
p+ 1
p− k ;
3. Bp,k,n is strictly decreasing in n;
4. Bp,k,n is decreasing in p for k ≥ 0.
Proof. The limits in points 1 and 2 are straightforward.
For 3 it is sufficient to show that Bp,n+1,k < Bp,n,k, i.e.,
n+ 1
(p− k)n+ 1 <
n
(p− k)(n− 1) + 1 ,
which is equivalent to k < p− 1, since the denominators are positive.
For 4 we prove that Bp+1,n,k ≤ Bp,n,k, i.e.,
p+ 2
(p− k + 1)(n− 1) + 1 ≤
p+ 1
(p− k)(n− 1) + 1 .
This is equivalent to (k + 1)(n− 1) ≥ 1, which holds for n ≥ 2 and k ≥ 0.
Proof of Theorem 2. From point 1 of Proposition 1 we deduce that for p > pˆ we
have Bp,k,n ≤ t < 1 and
Rp,k,n = (Bp,k,n)
p+1
√
4p+ 6 ≤ tp+1
√
4p+ 6.
Thus there exists p¯ ≥ pˆ such that for all p > p¯, Rp,k,n < 1.
Remark 1. Using Proposition 1 we can obtain an estimate of how much better
the approximation with smooth splines is in Theorem 2. For a fixed k, and any
p¯, n¯ satisfying Bp¯,k,n¯ ≤ 4epiγ < 1 we have
Rp,k,n ≤
( 4
epi
γ
)p+1√
4p+ 6, ∀n ≥ n¯, ∀p ≥ p¯, (11)
i.e. Rp,k,n gets exponentially smaller as p increases. The level set Bp,k,n =
4
epi
γ is
the hyperbola
0 =
(
n− γ
γ − 1
)(
p− γk + 1
γ − 1
)
+
γ(γ − k − 2)
(γ − 1)2
and has asymptotes
p =
γk + 1
γ − 1 , n =
γ
γ − 1 .
This tells us that for each n¯ ≥ γ
γ−1 there is a corresponding p¯ such that we obtain
the exponential improvement in (11).
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Corollary 1. For all p ≥ 1 and k = −1, . . . , p − 2, the ratio Rp,k,n in (9) is
strictly decreasing in n.
Proof. By definition
Rp,k,n = (Bp,k,n)
p+1
√
4p+ 6
and Bp+1p,k,n is strictly decreasing in n by point 3 of Proposition 1.
Corollary 2. For all k ≥ 0, Rp,k,n is strictly decreasing in p for all p ≥ p¯ where
p¯ is such that Rp¯,k,n ≤ 1.
Proof. From point 4 of Proposition 1, Bp,k,n is decreasing in p. Moreover, (4p +
6)1/(2p+2) is strictly decreasing in p. Thus (Rp,k,n)
1/(p+1) is also strictly decreasing
in p and the result follows.
Remark 2. For fixed k ≥ 0 and given p¯ and n¯ such that Rp¯,k,n¯ < 1 then from the
above corollaries we find that
Cp,p−1,m < Cp,k,n, ∀p ≥ p¯, ∀n ≥ n¯.
This means that there cannot be isolated values for which this inequality holds.
A similar result is true for k = −1, but it requires a more technical argument
that is postponed until later.
3.1 IGA-FEM comparison
Theorem 3 (IGA-FEM comparison). For p ≥ 3 and sufficiently large n, more
precisely
n ≥ 7 for p = 3,
n ≥ 4 for p ∈ {4, 5},
n ≥ 3 for p ∈ {6, ..., 37},
n ≥ 2 for p ≥ 38,
we have
Cp,p−1,m < Cp,0,n.
Note that for n = 1 or p = 0 the spaces are the same and Cp,p−1,m = Cp,0,n.
Note further that no conclusion can be drawn for p = 2. Indeed we have
R2,0,n =
( 4
epi
3n
2n− 1
)3√
14 >
( 6
epi
)3√
14 > 1, ∀n ≥ 2.
All cases are summarized in Fig. 2.
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Figure 2: The blue area indicates for which p and n we can conclude that IGA
approximation is better than FEM approximation. The red area indicates where
no conclusion can be obtained from the estimate. The two spaces coincide in the
pink area.
Proof. Using Corollary 1 and Corollary 2 as explained in Remark 2 it is enough
to show that R38,0,2, R6,0,3, R4,0,4 and R3,0,7 are less than 1. We have
R38,0,2 =
( 8
epi
)39√
158 = 0.9851 . . .
R6,0,3 =
( 4
epi
21
13
)7√
30 = 0.7776 . . .
R4,0,4 =
( 4
epi
20
13
)5√
22 = 0.9114 . . .
R3,0,7 =
( 4
epi
28
19
)4√
18 = 0.9632 . . .
3.2 IGA-DG comparison
Similarly to the previous subsection we note that for n = 1 or p = 0 the spaces
are the same and Cp,p−1,m = Cp,−1,n.
Lemma 4. For n = 2, p ≥ 22 and n = 3, p ≥ 2 the function Rp,−1,n is strictly
decreasing in p.
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Proof. First note that Rp,−1,n is decreasing whenever R2p,−1,n is decreasing. We
now let s = p + 1 and compute the derivative of R2s−1,−1,n with respect to s and
show that it is negative.
∂s(Rs−1,−1,n)2 =
4
ns− s+ 1
( 4
epi
ns
ns− s+ 1
)2s
︸ ︷︷ ︸
>0(
1− 2s2(n− 1) + (1 + 2s)(ns− s+ 1)︸ ︷︷ ︸
>0
ln
( 4
pi
ns
ns− s+ 1
)
︸ ︷︷ ︸
≤L
)
,
where L = ln
(
4
pi
n
n−1
)
< 1 is an upper bound on the logarithm. It follows that
∂sRs−1,−1,n < 0 if
2(n− 1)(L− 1)s2 + (n+ 1)Ls+ (L+ 1) < 0,
i.e., for
s >
−(n+ 1)L−√(n+ 1)2L2 − 8(L2 − 1)(n− 1)
4(n− 1)(L− 1) .
For n = 2 we have L = ln 8
pi
< 0.935 and Rp,−1,2 is strictly decreasing for
p = s− 1 ≥ 3L+
√
L2 + 8
4(1− L) − 1 ≈ 21.14 . . . .
For n = 3 we have L = ln 6
pi
< 0.648 and Rp,−1,3 is strictly decreasing for
p = s− 1 ≥ 1
2
1 + L
1− L − 1 ≈ 1.33 . . . .
Theorem 4 (IGA-DG comparison). For
n ≥ 3 and p ∈ {1, . . . , 17},
n ≥ 2 and p ≥ 18,
we have
Cp,p−1,m < Cp,−1,n.
Proof. Using Lemma 1 and Lemma 4 it is enough to show that R1,−1,3, R2,−1,3 and
R22,−1,2 are less than 1 to cover all cases but R18,−1,2, R19,−1,2, R20,−1,2, R21,−1,2.
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Figure 3: The blue area indicates for which p and n we can conclude that IGA
approximation is better than DG approximation. The red area indicates where
no conclusion can be obtained from the estimate. The two spaces coincide in the
pink area.
The latter are also checked. We have
R1,−1,3 =
( 4
epi
6
5
)2√
10 = 0.9990 . . .
R2,−1,3 =
( 4
epi
9
7
)3√
14 = 0.8172 . . .
R18,−1,2 =
( 4
epi
19
10
)19√
78 = 0.9639 . . .
R19,−1,2 =
( 4
epi
40
21
)20√
82 = 0.9247 . . .
R20,−1,2 =
( 4
epi
21
11
)21√
86 = 0.8862 . . .
R21,−1,2 =
( 4
epi
44
23
)22√
90 = 0.8484 . . .
R22,−1,2 =
( 4
epi
23
12
)23√
94 = 0.8115 . . .
Note that nothing can be concluded for n = 2 and p ∈ {1, . . . , 17} since the
estimate Rp,−1,2 > 1 in these cases. All cases are summarized in Fig. 3.
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4 Lower order Sobolev spaces
In this section we consider an approximand f in Hq+1 and compare the approxi-
mation by smooth splines of degree p > q, Spp−1,m, with that by Ck splines of degree
q, Sqk,n. Both spaces provide the same approximation order, but the smoother
space has a degree higher than the regularity of the approximand. In IGA the
degree of the spline space is sometimes determined by the parametrisation of
the domain, and not by the Sobolev regularity of the solution. Our aim is to
show that, for practical purposes, smooth spline spaces of degree higher than the
Sobolev regularity have better approximation properties than lower smoothness
spaces of the optimal degree.
Recalling that C(p,q),k,n, 0 ≤ q ≤ p is the best constant in
‖f − Πp,k,nf‖ ≤ C(p,q),k,n‖∂q+1f‖,
we compare C(p,q),p−1,m with Cq,k,n under the constraint dimSpp−1,m = dimSqk,n,
which corresponds to
m = (q − k)(n− 1) + 1 + q − p. (12)
Theorem 5. For all 0 ≤ q ≤ p, k ∈ {−1, 0, . . . , p− 1} and n ≥ 1 we have
C(p,q),k,n ≤
( 1
npi
)q+1
.
The proof is done only for k = p− 1 and using induction starting from q = 0.
The base case is proved in the following lemma.
Lemma 5. For all p ≥ 0 and n ≥ 1 we have
C(p,0),p−1,n ≤ 1
npi
. (13)
Proof. If p is even, then this follows directly from [6, Theorem 2] (originally shown
in [5, Theorem 2]) where it is proved for a subspace of Spp−1,n.
If p is odd, [6, Theorem 2] states approximation results for splines on a dif-
ferent partition. We obtain the desired result by extending the domain to
I˜ = (− 1
2n
, 1 +
1
2n
)
and considering the spaces
E˜ = {f ∈ Cp−1(I˜) : ∂sf(− 1
2n
) = ∂sf(1 +
1
2n
) = 0, 1 ≤ s ≤ p, s odd}
S˜ = {f ∈ E˜ : f |[− 1
2n
,0), f |[1,1+ 1
2n
), f |Ij ∈ Pp, j = 0, . . . , n− 1}
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where we recall Ij = [
j
n
, j+1
n
). Note that Spk,n is the restriction of S˜ to [0, 1] and
that dim S˜ = n+ 1. Furthermore let Π˜ : L2(I˜)→ S˜ be the orthogonal projection
and E : H1(I)→ H1(I˜) be the extension operator
Ef(x) =

f(0) x ≤ 0,
f(x) 0 < x ≤ 1,
f(1) x > 1.
Then using [6, Theorem 2] on I˜ we get
‖f − Πp,p−1,nf‖ ≤ ‖f − (Π˜ ◦ Ef)|I‖ ≤ ‖Ef − Π˜ ◦ Ef‖I˜
≤ n+ 1
n
1
(n+ 1)pi
‖∂Ef‖I˜ =
1
npi
‖∂f‖,
where the factor (n + 1)/n is the length of I˜, n + 1 is dim S˜ and ‖ · ‖I˜ denotes
the L2 norm on the interval I˜.
Proof of Theorem 5. The proof is by induction. The cases p ≥ q = 0 are proved
in Lemma 5. The case (p, q) is proved assuming the result is true for (p−1, q−1),
namely that for f ∈ Hq we have
‖f − Πp−1,p−2,nf‖ ≤
( 1
npi
)q
‖∂qf‖.
Let Q : H1 → Spp−1,n be the projection defined by
Qf(x) = c(f) +
∫ x
0
Πp−1,p−2,n∂f(z) dz (14)
where c(f) ∈ R is uniquely determined by requiring that Q is a projection. Since
Πp,p−1,n is a projection and using Lemma 5, we have for f ∈ Hq+1
‖f − Πp,p−1,nf‖ = ‖(f −Qf)− Πp,p−1,n(f −Qf)‖ ≤
( 1
npi
)
‖∂(f −Qf)‖.
Using (14) and the induction hypothesis on ∂f ∈ Hq we obtain( 1
npi
)
‖∂(f −Qf)‖ =
( 1
npi
)
‖∂f − Πp−1,p−2,n∂f‖ ≤
( 1
npi
)q+1
‖∂q+1f‖.
Theorem 6. Let q and k < q− 1 be given. If Rq,k,n¯ < 1 for some n¯, then for all
p ≥ q,
n ≥ p− k − 1
q − k − 1 n¯ (15)
and with m as in (12), it holds
C(p,q),p−1,m < Cq,k,n.
13
Observe that for fixed n, k and q, the degree p can only be increased until it
reaches p = (q − k)(n− 1) + q. At that point m = 1 and Spp−1,m = Pp.
Proof. Similar to Section 3 we have
C(p,q),p−1,m
Cq,k,n
≤ Rp,k,n,q
where
Rp,k,n,q = (Bp,k,n,q)
q+1
√
4q + 6 with
Bp,k,n,q =
4
epi
n(q + 1)
(q − k)(n− 1) + 1 + q − p.
Moreover,
Bp,k,n,q ≤ Bq,k,n¯ ⇒ Rp,k,n,q ≤ Rq,k,n¯
and Bp,k,n,q ≤ Bq,k,n¯ is equivalent to (15).
Comparing Bp,k,n,q in the above proof with Bp,k,n for the case p = q in Sec-
tion 3, there is only an additional q − p in the denominator.
Example 1. IGA-DG comparison in H2. It follows from Theorem 4 that for
k = −1 and q = 1 we can choose n¯ = 3 in (15). Thus the IGA space of degree
p ≥ 1 gives better approximation in H2 than the DG space of degree 1 for all
n ≥ 3p.
Example 2. IGA-FEM comparison in H4. It follows from Theorem 3 that for
k = 0 and q = 3 we can choose n¯ = 7 in (15). Thus the IGA space of degree
p ≥ 3 gives better approximation in H4 than the FEM space of degree 3 for all
n ≥ 7(p− 1)/2.
5 Broken Sobolev spaces
In numerical methods for PDEs, and especially in IGA [3], it is common to
consider broken Sobolev spaces, i.e., spaces of functions that are piecewise in
Hp+1. The problem of approximating functions in broken Sobolev spaces arises
in DG, PDEs with discontinuous coefficients and in isoparametric methods where
the parametrization is only piecewise regular. The aim of this section is to show
that smooth spline spaces have better approximation properties, provided the
discontinuities are representable in the spline space and that the partitions are
sufficiently fine.
Let Ξ = {ξ1 < · · · < ξT} ⊂ (0, 1) be a set of breakpoints and S = (s1, . . . , sT ),
si ∈ {−1, . . . , p−1}, be the corresponding smoothness parameters. For notational
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Figure 4: Above, the breakpoints and corresponding regularities defining
Hp+1(Ξ, S). Below, those defining Spk,7(Ξ, S).
reasons let ξ0 = 0 and ξT+1 = 1. We consider the broken Sobolev space H
p+1(Ξ, S)
defined by
Hp+1(Ξ, S) =
{
f : ∂p+1f ∈ L2(ξi, ξi+1), i = 0, . . . , T
∂si+1f ∈ L2(ξi−1, ξi+1), i = 1, . . . , T
}
. (16)
See Figure 4 for an example. We will consider error estimates of the type
‖f − Πf‖ ≤ C‖∂p+1f‖Ξ
where ‖ · ‖Ξ is the piecewise L2 norm:
‖g‖Ξ =
( T∑
i=0
‖g‖2L2(ξi,ξi+1)
) 1
2
.
To achieve the expected approximation order it is necessary that the spline
spaces can represent the discontinuities of the derivatives of the functions in
Hp+1(Ξ, S). Because of this we enrich the spline space Spk,n by adding
Jpk(Ξ, S) = {f : f |(ξi,ξi+1) ∈ Pp, f ∈ Cmin{k,si}(ξi−1, ξi+1), i = 1, . . . , T}
and obtaining
Spk,n(Ξ, S) = Spk,n + Jpk(Ξ, S).
Thus Spk,n(Ξ, S) is a spline space having varying degree of smoothness at the
breakpoints. An example is shown in Figure 4.
Let Cp,k,n(Ξ, S) be the smallest constant such that for all f ∈ Hp+1(Ξ, S) we
have
‖f −Pp,k,nf‖ ≤ Cp,k,n(Ξ, S)‖∂p+1f‖Ξ,
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where Pp,k,n is the orthogonal projection onto S
p
k,n(Ξ, S). As in the previous
sections we compare Cp,p−1,m(Ξ, S) with Cp,k,n(Ξ, S). In this case it is not always
possible to choose m such that dimSpp−1,m(Ξ, S) = dimS
p
k,n(Ξ, S) because an
increment of 1 in m does not necessarily correspond to an increment of 1 in
dimSpp−1,m(Ξ, S), e.g., when some of the breakpoints of Spp−1,m align with the
points in Ξ. The dimension of Spk,n(Ξ, S) is
dimSpk,n(Ξ, S) = (p− k)(n− 1) + p+ 1 +
T∑
i=1
σi
where
σi =
{
p−min{k, si} ξi 6∈ {j/n, j = 1, . . . , n− 1}
max{k − si, 0} ξi ∈ {j/n, j = 1, . . . , n− 1}.
In particular for k = p− 1 we have k ≤ si and k − si = (p− si)− 1 giving
dimSpp−1,m(Ξ, S) = m+ p+
T∑
i=1
(p− si)−#(M ∩ Ξ)
where M = {i/m : i = 1, . . . ,m− 1}. Our choice of m is
m = (n− 1)(p− k) + 1 +
T∑
i=1
(σi + si − p) (17)
for which we have
dimSpp−1,m(Ξ, S) = dimS
p
k,n(Ξ, S)−#(M ∩ Ξ) ≤ dimSpk,n(Ξ, S).
Lemma 6. For all Ξ and S we have
(p+ 1)!
(2p+ 2)!
√
2p+ 3
(n+ T )−p−1 ≤ Cp,k,n(Ξ, S) ≤ Cp,k,n (18)
Proof. The lower bound is obtained by looking at k = −1. In this case Spk,n(Ξ, S)
is a space of discontinuous piecewise polynomials on the non-uniform partition
containing the intersections (ξi, ξi+1) ∩ Ij. This partition has at most n + T
elements, moreover for a given number of elements the approximation error of
xp+1 is minimized by the uniform partition. We can thus use Cp,−1,n+T as a lower
bound.
Next we look at the upper bound. Given any f ∈ Hp+1(Ξ, S) we can choose
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a g ∈ Jpk(Ξ, S) such that f − g ∈ Hp+1 and
‖f −Pp,k,nf‖2 = ‖(f − g)−Pp,k,n(f − g)‖2
≤ ‖(f − g)− Πp,k,n(f − g)‖2
≤ (Cp,k,n‖∂p+1(f − g)‖)2
= (Cp,k,n)
2
T∑
i=0
‖∂p+1(f − g)‖2L2(ξi,ξi+1)
= (Cp,k,n‖∂p+1f‖Ξ)2.
The result then follows by taking the square-root of both sides.
Similarly to Section 4 we deduce the following result:
Theorem 7. Let Ξ and S be given. If Rp,k,n¯ < 1 for some n¯, then for all
n ≥
(
1 +
T (p− k)−∑Ti=1(σi + si − p)
p− k − 1
)
n¯− T (19)
and m as in (17) we have
Cp,p−1,m < Cp,k,n.
Proof. Reasoning as in Section 3 we have
Cp,p−1,m
Cp,k,n
≤ Rp,k,n.
where
Rp,k,n = (Bp,k,n)
p+1
√
4q + 6 with
Bp,k,n =
4
epi
(n+ T )(p+ 1)
(p− k)(n− 1) + 1 +∑Ti=1(σi + si − p) .
Moreover,
Bp,k,n ≤ Bp,k,n¯ ⇒ Rp,k,n ≤ Rp,k,n¯
and Bp,k,n ≤ Bp,k,n¯ is equivalent to (19).
6 The multivariate case
In this section we consider the unit hypercube Ω = (0, 1)d and a tensor product
space
V = V1 ⊗ · · · ⊗ Vd. (20)
Let ΠV be the L
2(Ω) projection onto V, Πi the L
2(0, 1) projection onto Vi
and Ci be the smallest constant in the univariate estimate
‖f − Πif‖ ≤ Ci‖∂qi+1f‖, ∀f ∈ Hqi+1(0, 1).
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Theorem 8. For all f ∈ L2(Ω), such that ∂qi+1i f ∈ L2(Ω) we have
‖f − ΠVf‖ ≤
d∑
i=1
Ci‖∂qi+1i f‖ (21)
and the result is sharp.
Proof. First of all, we remind that L2(Ω) = L2(0, 1)⊗ · · · ⊗L2(0, 1) and that ΠV
factorizes as
ΠV = Π1 ⊗ · · · ⊗ Πd.
These factors commute as in Πi ⊗ Πj = (Πi ⊗ I) ◦ (I⊗ Πj) = (I⊗ Πj) ◦ (Πi ⊗ I)
where I is in the identity operator.
The theorem is proved by induction on d. For d = 1 it is the definition
of Ci. Now suppose the result is true for dimension d − 1, i.e., that for Π∗ =
Π1 ⊗ · · · ⊗ Πd−1 we have
‖f − Π∗f‖ ≤
d−1∑
i=1
Ci‖∂qi+1i f‖.
Using the triangle inequality and that ‖I⊗ Πd‖ = 1 we find
‖f − Π1 ⊗ · · · ⊗ Πdf‖ ≤ ‖f − I⊗ Πdf‖+ ‖I⊗ Πdf − Π∗ ⊗ Πdf‖
≤ Cd‖∂qd+1d f‖+ ‖I⊗ Πd‖‖f − Π∗ ⊗ If‖
≤
d∑
i=1
Ci‖∂qi+1i f‖.
To see that the result is sharp we consider f(x1, . . . , xd) = g(xi) and notice
that the statement is false for any constant smaller than Ci.
From Theorem 8 we deduce that all conclusions obtained in the univariate
comparisons extend to the tensor product setting by considering each direction
separately.
7 Conclusions
In this paper we have provided a mathematical justification for the numerically
observed phenomena that Cp−1 splines of degree p, the so-called k-method in
IGA, provide better approximation in degrees of freedom than splines of smooth-
ness C−1 (DG) and C0 (FEM). Specifically, we have shown in Section 3 that for
sufficiently refined uniform partitions, Cp−1 splines yield better a priori error es-
timates than C−1 splines for p ≥ 2, and C0 splines for p ≥ 3, when approximating
functions in the Sobolev space Hp+1. For p = 2 it is an open problem whether
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C1 spline spaces provide better a priori error estimates than C0 spline spaces of
the same dimension. Sharper estimates on the approximation constants could
complete the result for this case. Since we have used the lower bound for dis-
continuous spline approximation also as the lower bound for continuous spline
approximation, it seems reasonable to look for an improved lower bound on the
approximation constants for C0 splines.
It is worth mentioning that the combination of the techniques in Sections 4
and 5 allow also the comparison for lower order broken Sobolev spaces. This
comparison has not been included.
Appendix
Lemma 7. Let p ≥ 1 be any odd number. Then the interpolation problem: find
g ∈ Pp such that for all s = 0, 2, . . . , p− 1,{
∂sg(0) = as
∂sg(1) = bs
(22)
admits a solution for all {as}, {bs}.
Proof. We proceed by induction on p. If p = 1 then the linear interpolant g(x) =
a0 + x(b0− a0) satisfies g(0) = a0 and g(1) = b0 and is a solution. Now, let p ≥ 3
be any odd number and assume the result is true for p− 2. Let f ∈ Pp−2 be the
solution of
∂sf(0) = as+2, ∂
sf(1) = bs+2 s = 0, 2, . . . , p− 3,
which we know exist by the induction hypothesis. We then define the function g
by integrating f twice, i.e.,
g(x) = cx+ d+
∫ x
0
∫ y
0
f(z)dzdx.
This function then satisfies the cases s ≥ 2 of (22) for all c, d ∈ R. We finish
the proof by picking the constants c and d such that the case s = 0, meaning
g(0) = a0 and g(1) = b0, is also satisfied.
Lemma 8. Let p ≥ 0 be any even number. Then the interpolation problem: find
g ∈ Pp such that for all s = 1, 3, . . . , p− 1,{
∂sg(0) = ak
∂sg(1) = bk
(23)
admits a solution for all {as}, {bs}.
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Proof. For p = 0 there is nothing to prove, and so we consider an even number
p ≥ 2. We then let f ∈ Pp−1 be the solution of
∂sf(0) = as−1, ∂sf(1) = bs−1 s = 0, 2, . . . , p− 2,
which we know exist by Lemma 7. The function g(x) = c +
∫ x
0
f(y)dy is then a
solution of (23) for any c ∈ R.
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