Evolutionary programming (EP) is a metaheuristic method developed as an alternative approach to artificial intelligence. The aim of this paper is to bring an introduction to EP algorithms through the implementation of the basic D. B. Fogel's Evolutionary Programing approach of 1988 and the emulation of his results in order to analyze the performance of the evolutionary programming method on solving a benchmark test case. The EP approach is implemented thru a simple simulation of natural evolution and the allowance of probabilistic survival of individuals. The novelty of this paper relies on testing the algorithm performance in some problems of well-known benchmark instances of the Traveling Salesman Problem, where that 1988 evolutionary approach was not tested. The reproduction of 1988 D. B. Fogel's approach was possible, the found average error of this method for 200000 offspring applied to the benchmark instances was found to be in the order of the 10%.
Introduction

Travelling Salesman/Salesperson Problem (TSP)
The Travelling Salesman Problem (TSP) for n cities can be defined as the problem of finding a tour, visiting all the cities exactly once and returning to the starting city, such that the sum of the distances between consecutive cities (or some other cost function) is minimized (Fritzsche 2007; Fogel 1988; Fogel and Fogel 1996) . Furthermore, a TSP problem can, also, be considered symmetric if in the group of all n cities required to visit, the distance between cities i and j is the same as between cities j and i (Balachandar and Kannan 2007) . Considering that any city has a path to any other and that the distance or cost of the tour from city A to city B is the same than from city B to city A to every pair of cities in the problem, the problem will provide (n -1)!/2 alternative tours (Michalewicz and Fogel 2004) . The choose of the problem was based on the importance of the TSP, according to Fogel and Fogel (1996) "the problem is interesting because (1) it has become a benchmark test case, (2) it is easily stated yet difficult to solve, and (3) it is broadly applicable to a number of routing and networking problems". The solution to the problem is represented by any list of all the cities to be visited, e.g. for a small problem with five cities a representation could be the ordered list of cities "A-B-C-D-E" (Fogel 1988) . For this example the solutions will be all the possible permutations of cities to be visited in the list, assuming it as a symmetric traveling salesman problem, the number of possible solutions will be (5 -1)!/2=12, this can looks like an easy problem, furthermore, according to Michalewicz and Fogel (2004, 13-14) the number of possible solutions rapidly increases when increasing the number of cities. The data that were used to apply the method belong to TSPLIB, it is an open library of sample instances for the TSP from various sources and of various types, instances of problem cases such as the symmetric version of the Traveling Salesman Problem are available. It is provided by the Institut für Angewandte Mathematik of Heidelberg University.
Evolutionary Programming
Evolutionary computation has, according to Fogel and Chellapilla (1998) , three main lines of investigation: (1) genetic algorithms, (2) evolution strategies, and (3) evolutionary programming. Fogel (1995) stated that "the elements in a simulated evolving population are considered to be analogous to species in evolutionary programming, individuals in evolution strategies, and chromosomes and genes in genetic algorithms", these concepts are summarized in Figure 1 . Evolutionary programming is a metaheuristic method developed by Lawrence J. Fogel while serving the National Science Foundation in 1960 (Fogel and Chellapilla 1998) . According to Fogel and Fogel (1996) "the original motivation for this method was to generate an alternative approach to artificial intelligence", it "was modelled as a process that generates organisms of increasing intellect over time". For this method, Fogel and Fogel (1996) defined the general steps as follows:
(1) Create an initial population at random (P); (2) Evaluate the initial population; (3) Create an offspring from this population (usually one offspring per parent) by random mutation (P'); (4) Evaluate P' using the same evaluation function that was used to evaluate P; (5) Combine P and P';
Genetic algorithms
• chromosomes and genes (Holland 1975) Evolution strategies
• individuals (Rechenberg 1973 , Schwefel 1975 Evolutionary programming
• species (Fogel et a1. 1966 , Fogel 1995 Evolutionary computation (6) Conducted a stochastic competition including all parents and offspring; (7) Select the winner solutions (50% of the combined population) to generate the next population. Therefore, the pseudo code for this problem is described in Figure 2 . 
'(t) Q(t) ← P(t)+P'(t) P(t+1) ← the half part of Q(t) (50% of the solutions) with the better evaluation after stochastic competition t ← t +1 end end
Figure 2: Evolutionary Programing Pseudocode
According to Fogel and Fogel (1996) , attention to two facets should be paid while creating an appropriate mutation operation: (1) it must maintain a strong behavioral link between each parent and its offspring, and (2) it must provide a (nearly) continuous range of potential new behaviors. EP generates machine learning through automated discovery. As stated in section 1.1, the number of calculations (steps) required to solve the TSP grows at least exponentially with the amount of elements in the problem, Evolutionary Programing allows to obtain a solution by only examining a small fraction of the total number of tours examined (Fogel 1988 ). This paper's goal is to bring an introduction to EP algorithms through the implementation of the basic D. B. Fogel's Evolutionary Programing approach of 1988 and the emulation of his results and it is organized as follows. In Section 2, a description of the parameters and specifications selected for the EP algorithm is provided. In Section 3, results of computational experiments are given, evolution of the current best solution provided by the EP algorithm is plotted, and quality of the tour is evaluated. Finally, Section 4 includes the concluding remarks.
Materials and Methods
The algorithm parameters were chosen in order to follow the implementation used by Fogel in 1988 and described as follow: Initialization: An initial population of n parent tours is created at random. Where n is the number of cities to be visited in the tour problem. Evaluation of parents: Euclidean length stands for measuring every parent tour quality. Equation 1 allows to compute Euclidean distance in a two dimensional space between city A and B as follows:
Notice that distance measured from city A to city B is the same as distance measured form city B to city A.
Creation of an offspring population:
Offspring are then created through random mutation of each parent by selecting a city in the parent's list and replacing it in a different, randomly chosen position. Evaluation of offspring: Quality of generated offspring is evaluated, the same as parents quality, by equation 1. Stochastic competition of population: Whole population is compound by parents and offspring. Every tour faces direct competition against a randomly selected 10% of the other tours. The probability of every current tour having a win after competing against one of the selected 10% of the other tours is computed by a fitness function as shown in equation 2.
Probability of wining
Therefore, i.e. if a tour of length 700 competes with a tour of length 21000 the probability of the first tour obtaining a win is 
Selection of new parents:
The 50% of the tours with the most win scores become the parents of the next generation. Excluding initialization step, the listed procedure was allowed to be repeated 200000 times, thus to allow the generation of the 200000 offspring used by D. B. Fogel. At every step best tour, length is recorded in order to generate the possibility of plotting the evolution of the algorithm performance through time.
The original Fogel's implementation used tours from 16 to 100 cities, thus to know the performance of this approach on benchmark instances, the closest TSPLIB problems in number of cities available were selected: wi29, dj38, eil51, berlin52, st70, pr76, eil76 and rd100 (TSPLIB; TSPLIB). These instances are symmetric datasets, and tours are compound by a range of cities going from 29 to 100. Equation 1 verifies the validity of testing symmetric datasets. Referred evolutionary programing approach was implemented on a Pentium Dual-Core 1.7 GHz CPU with 4 GB of RAM memory.
Discussion
After allowing the generation of 200000 offspring to the evolutionary programing approach, in every one of the referred instances, the obtained results are shown in Furthermore, the figures 4 to 11 reveal that a faithful emulation of Fogel's Evolutionary Optimization (Fogel, 1988) was achieved, due to their similarity with the graphics generated by his implementation. In addition, they reveal that the convergence rate slows down as the number of cities increases. Considering the simplicity of the implemented approach, on a 200000 offspring horizon the achieved tour remains on an acceptable range, since the average error of all the generated solutions is in the range of 10%. Furthermore, the relative error shows that the effectiveness of the approach tends to diminish as the number of cities in the tour increments; however, this affirmation is only valid for a 200000 offspring generation. There is no reason to believe that better tour is not going to be achieved if more offspring generations is allowed, because, as shown in figures 4 to 11, and as demonstrated by Fogel (1988) the convergence rate of the EP tends to be logarithmic. Additionally, as table 1 shows, time required for computation increments linearly as the number of cities grows up, due to the fact of the increment of computations required for every step of the cycle. For example, while on an instance of twenty-nine cities, every tour of an offspring of fifty-eight individuals competes against other three tours, an instance compounded by one hundred cities, generates the competition between every individual of an offspring of two-hundred tours versus other ten tours. Finally, notice that the required computation increment is reflected in every step of the EP approach, not only in the provided example.
