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Abstract
A perturbed iterated function system (IFS) is first constructed on the basis of an IFS determined in this work. The relations
between the fractal interpolation function (FIF) generated with the IFS determined and the FIF generated with the corresponding
perturbed IFS are investigated. The expression for the perturbation error for the two FIFs is presented by means of a derived
refinement equation. In addition, the error between the moments of the two FIFs is also discussed, and a concrete error estimate is
obtained.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The theory of fractal interpolation has become a powerful and useful tool in applied science and engineering
since Barnsley introduced the concept of the fractal interpolation function (FIF) [1,2]. The realm of applications
includes structural mechanics, physics, sign processing, decoding, and applied wavelet theory (see, e.g., [3–6]) etc. In
computer graphics, graphs of FIFs are usually used to approximate natural scenes. As we know, a FIF is essentially
the attractor of an iterated function system (IFS). When the IFS generating the FIF is slightly perturbed, variations of
the corresponding FIF will take place. These changes will influence the effects of fractal approximation directly. On
the other hand, many researchers have shown (see, e.g., [7–9]) that the moments of fractal functions have important
applications to fractal inverse problems and fractal image compression. So, from the points of view of theory and
practice, it is very important to study how the FIF and its moments will change when the IFS generating a FIF
undergoes a perturbation.
The main objective of this work is to investigate the relations between the two FIFs generated with an IFS and
its perturbed IFS. In Section 2 a perturbed IFS is first constructed on the basis of an IFS determined, and then the
perturbation properties of the FIF generated with this perturbed IFS are studied. An expression for perturbation errors
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is presented. In Section 3 the error analysis for the moments of the two FIFs mentioned above is made. Under certain
conditions that the vertical scaling factors must obey, a concrete result of error estimates is obtained.
2. The perturbation error analysis for FIFs
Let I = [0, 1], and let N > 1 be a given positive integer. Given any partition of I given by 0 = x0 < x1 < · · · < xN
= 1, and a set of interpolation points T = {(xi , yi ) : i = 0, 1, . . . , N }, where yi ∈ (c, d) and −∞ < c < d < +∞,
set Ii = [xi−1, xi ], |Ii | = xi − xi−1, i = 1, 2, . . . , N , and K = I × [c, d].
Define mappings ui : I → Ii , vi : K → [c, d] as follows:{
ui (x) = |Ii |x + xi−1,
vi (x, y) = si y + λi (x), i = 1, 2, . . . , N , (1)
where the si obey −1 < si < 1, and are called vertical scaling factors, and the λi (x) are continuous functions defined
on I satisfying the following conditions:
λi (0) = yi−1 − si y0, λi (1) = yi − si yN , i = 1, 2, . . . , N . (2)
Let Fi (x, y) = (ui (x), vi (x, y)), i = 1, 2, . . . , N ; then
{K ; Fi (x, y) : i = 1, 2, . . . , N } (3)
constitutes an IFS. According to the IFS theory, such an IFS has a unique attractor Γ , which is the graph of a
continuous function f : I → R passing through the interpolation points T .
The function f described above is referred to as a FIF generated with the IFS (3), which satisfies the following
fixed point equation:
f (x) = si f (u−1i (x))+ λi (u−1i (x)), x ∈ Ii . (4)
On the basis of the IFS (3), we now construct a perturbed IFS. Define functions wi : K → [c, d], i = 1, 2, . . . , N ,
by
wi (x, y) = si y + λi (x)+ εiϕi (x),
where the εi , called the perturbation parameters, obey 0 < |εi | < 1, and the ϕi (x) are continuous functions defined
on I satisfying ϕi (0) = ϕi (1) = 0, i = 1, 2, . . . , N . So, we get an IFS
{K ; (ui (x), wi (x, y)) : i = 1, 2, . . . , N }, (5)
which is then referred to as a perturbed IFS for the IFS (3). Let fε(x) denote the FIF generated with the perturbed
IFS (5). We will investigate the internal relations between the FIFs f (x) and fε(x). For this purpose we first present
a useful lemma, which gives a refinement equation satisfied by f (x).
For any x ∈ I , let ui1i2···in (x) = ui1 ◦ ui2 ◦ · · · ◦ uin (x), and let ui1i2···in (I ) = ui1 ◦ ui2 ◦ · · · ◦ uin (I ). From (1) and
(4), applying the successive iteration method and mathematical induction, we are able to show the following lemma.
Lemma 1. Let f (x) be the FIF generated with IFS (3). Set
∏0
j=1 |Ii j | = 1,
∏0
j=1 si j = 1. Then for any x ∈ I , and
i j ∈ {1, 2, . . . , N }, j = 1, 2, . . . , n, we have
ui1i2···in (x) =
(
n∏
j=1
|Ii j |
)
x +
n∑
k=1
(
k−1∏
j=1
|Ii j |
)
xik−1, (6)
f (ui1i2···in (x)) =
(
n∏
j=1
si j
)
f (x)+
(
n−1∏
j=1
si j
)
λin (x)+
n−1∑
k=1
(
k−1∏
j=1
si j
)
λik (x¯), (7)
where
x¯ =
(
n−k∏
j=1
|Iik+ j |
)
x +
n−k∑
l=1
(
l−1∏
j=1
|Iik+ j |
)
xik+l−1. (8)
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Theorem 1. Let f (x) and fε(x) be the FIFs generated with the IFSs (3) and (5), respectively. For any given x ∈ I ,
let {i j }, i j ∈ {1, 2, . . . , N }, be the sequence such that x satisfies
x =
∞∑
k=1
(
k−1∏
j=1
|Ii j |
)
xik−1. (9)
Then
fε(x)− f (x) =
∞∑
k=1
(
k−1∏
j=1
si j
)
εikϕik
( ∞∑
l=1
(
l−1∏
j=1
|Iik+ j |
)
xik+l−1
)
. (10)
Proof. Since ui (x), i = 1, 2, . . . , N , are a family of contractive mappings on the closed interval I,⋂∞n=1 ui1i2···in (I )
consists of a single point in I for any sequence {in} of integers satisfying the conditions
1 ≤ in ≤ N , n = 1, 2, . . . . (11)
Clearly, for any given x ∈ I , there exists a sequence {in} satisfying conditions (11) such that
{x} =
∞⋂
n=1
ui1i2···in (I ) = limn→∞ ui1i2···in (I ).
Hence, by using (6), x then can be expressed as
x = lim
n→∞ ui1i2···in (x
′) =
∞∑
k=1
(
k−1∏
j=1
|Ii j |
)
xik−1,
where x ′ is chosen arbitrarily in I . From (7) and (8), we obtain
f (x) = lim
n→∞ f (ui1i2···in (x
′)) =
∞∑
k=1
(
k−1∏
j=1
si j
)
λik
( ∞∑
l=1
(
l−1∏
j=1
|Iik+ j |
)
xik+l−1
)
. (12)
Similarly, we are able to obtain
fε(x) =
∞∑
k=1
(
k−1∏
j=1
si j
)[
λik
( ∞∑
l=1
(
l−1∏
j=1
|Iik+ j |
)
xik+l−1
)
+ εikϕik
( ∞∑
l=1
(
l−1∏
j=1
|Iik+ j |
)
xik+l−1
)]
. (13)
Consequently, (10) follows from (12) and (13). 
Remark 1. In the setting where xi = iN , i = 0, 1, . . . , N , and λi (x), i = 1, 2, . . . , N , are linear functions, Chen [10]
established an expression for f (x) similar to (12) and investigated the non-differentiability of this class of FIFs.
It is easy to deduce the following corollary from Theorem 1.
Corollary 1. Let f (x) and fε(x) be the FIFs generated with the IFSs (3) and (5), respectively. Let s = max1≤i≤N
{|si |} < 1, ε = max1≤i≤N {|εi |} < 1, A = max1≤i≤N {‖ ϕi ‖}, where ‖ ϕi ‖= maxx∈I |ϕi (x)|; then
| fε(x)− f (x)| ≤ A1− s ε, ∀x ∈ I. (14)
Remark 2. From (14), we can see that the perturbation error of the corresponding FIF will be very small provided
that the perturbation parameters are small enough. This means that, from the point of view of the fractal interpolation,
the effect of approximation will not undergo much disturbance provided that the IFS is perturbed slightly.
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3. The perturbation error estimates for the moments of FIFs
In this section, we will proceed to discuss the error between the moment of f (x) and the moment of fε(x). The
definition of the integral moment of a continuous function is first given in the following.
Definition 1. Let g(x) be a continuous function defined on I , and p, q two nonnegative integers. Then the integral∫
I x
p(g(x))qdx is termed the (p, q)-order moment of g(x) on I , denoted by M(g; p, q).
In many areas of applications, e.g., image compression, fitting of a curve or surface, one must ensure that the
attractor of an IFS is contained in a given rectangle. In [11,12] this problem had been examined in the case of the
affine FIFs. Here, for the purposes of applications and the needs of discussion of moment error, we give conditions on
λi (x) and si ensuring that the graph of f (x) is contained in a given rectangle.
Lemma 2. Assume that the λi (x) are monotone and continuous functions defined on I with conditions (2). Let f (x)
be the FIF generated with the IFS (3). If the vertical scaling factors si satisfy 0 ≤ si ≤ s¯i and si < 1, where
s¯i = min
{
yi−1 − c
y0 − c ,
yi−1 − d
y0 − d ,
yi − c
yN − c ,
yi − d
yN − d
}
, (15)
or the si satisfy si ≤ si < 0 and −1 < si , where
si = max
{
yi−1 − c
y0 − d ,
yi−1 − d
y0 − c ,
yi − c
yN − d ,
yi − d
yN − c
}
, (16)
for i = 1, 2, . . . , N, then, in either case, the graph Γ of f (x) will remain within the rectangle K = I × [c, d].
Proof. To show that the graph of f (x) remains within the rectangle K , by the properties of the attractor of the IFS, it
suffices to prove that vi (x, y) = si y + λi (x) ∈ [c, d] for any (x, y) ∈ K .
In the case where 0 ≤ si < 1, since sic + λi (x) ≤ si y + λi (x) ≤ sid + λi (x), we have Γ ⊂ K provided that
c ≤ sic+ λi (x) and sid + λi (x) ≤ d hold, that is, so long as c(1− si ) ≤ λi (x) ≤ d(1− si ) for any x ∈ I,Γ must be
within K . By the hypotheses, the λi (x) are monotone and meet the conditions (2), so, provided that the si satisfy the
system of inequalities{
c(1− si ) ≤ yi−1 − si y0 ≤ d(1− si ),
c(1− si ) ≤ yi − si yN ≤ d(1− si ), (17)
we can conclude that Γ ⊂ K . From (17), we can easily deduce that the si obey the required inequalities 0 ≤ si < s¯i .
For the other case where −1 < si < 0, we can prove similarly that Γ ⊂ K provided that the si satisfy the required
conditions. 
We now give the error estimate for the moment of fε(x) and the moment of f (x).
Theorem 2. Suppose that the λi (x) are monotone and continuous functions defined on I satisfying conditions (2). Let
f (x) and fε(x) be the FIFs generated with the IFS (3) and the perturbed IFS (5), respectively. If the vertical scaling
factors si satisfy 0 ≤ si ≤ s¯i and si < 1, or the si satisfy si ≤ si < 0 and −1 < si , for i = 1, 2, . . . , N, then for
arbitrary integers p ≥ 0, q ≥ 1, we have
|M( fε; p, q)− M( f ; p, q)| ≤ q
(
A
1− s
)q
ε(B + ε)q−1, (18)
where B = c0(1− s)/A, c0 = max{|c|, |d|}, and s, ε and A are defined in (14).
Proof. Pick x ∈ I , and let {i j } be the sequence that satisfies (9). By the definition of the moment and the fixed point
equation satisfied by fε(x), we have
M( fε; p, q) =
N∑
i=1
∫
Ii
x p [ fε(x)]q dx =
N∑
i=1
|Ii |
∫
I
[ui (x)]p [ fε(ui (x))]q dx
=
N∑
i=1
|Ii |
∫
I
[ui (x)]p [si fε(x)+ λi (x)+ εiϕi (x)]q dx .
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By using (10), we obtain
M( fε; p, q) =
N∑
i=1
|Ii |
∫
I
[ui (x)]p [λi (x)+ si f (x)+ gi (x)]q dx,
where gi (x) = εiϕi (x) + si ∑∞k=1(∏k−1j=1 si j )εikϕik (∑∞l=1(∏l−1j=1 |Iik+ j |)xik+l−1). It is easy to verify that the gi (x), i
= 1, 2, . . . , N , are continuous functions on I and satisfy |gi (x)| ≤ εA1−s . Hence,
M( fε; p, q) =
N∑
i=1
|Ii |
∫
I
[ui (x)]p
{
q∑
k=0
(q
k
)
[λi (x)+ si f (x)]k[gi (x)]q−k
}
dx
=
N∑
i=1
|Ii |
∫
I
[ui (x)]p[λi (x)+ si f (x)]qdx
+
N∑
i=1
|Ii |
q−1∑
k=0
(q
k
) ∫
I
[ui (x)]p[λi (x)+ si f (x)]k[gi (x)]q−kdx
=
N∑
i=1
|Ii |
∫
I
[ui (x)]p[ f (ui (x))]qdx +
N∑
i=1
|Ii |
q−1∑
k=0
(q
k
) ∫
I
[ui (x)]p[ f (ui (x))]k[gi (x)]q−kdx
= M( f ; p, q)+
N∑
i=1
|Ii |
q−1∑
k=0
(q
k
) ∫
I
[ui (x)]p[ f (ui (x))]k[gi (x)]q−kdx . (19)
By Lemma 2, we have f (x) ∈ [c, d] for any x ∈ I. We have 0 ≤ ui (x) ≤ 1, | f (ui (x))| ≤ c0 = max{|c|, |d|}. Thus,
the absolute value of the integral on the right hand side in (19) does not exceed ck0
(
εA
1−s
)q−k
. Let B = c0(1− s)/A,
then
|M( fε; p, q)− M( f ; p, q)| ≤
N∑
i=1
|Ii |
q−1∑
k=0
(q
k
)
εq−kBk
(
A
1− s
)q
=
(
A
1− s
)q q−1∑
k=0
(q
k
)
εq−kBk
= ε
(
A
1− s
)q q−1∑
k=0
(
q − 1
k
)
εq−1−kBk q
q − k
≤ q
(
A
1− s
)q
ε(B + ε)q−1.
This completes the proof of Theorem 2. 
Remark 3. From (18), it seems that an upper bound for the difference between moments of f and fε is independent
of the order p. This is because we use the inequalities 0 ≤ [ui (x)]p ≤ 1 to limit the value of [ui (x)]p in the proof of
Theorem 2. If the interpolation interval is a general closed interval [a, b] instead of the unit interval [0, 1], then the
error bound depends in general on both p and q.
Remark 4. If we consider the problem of estimation of the error between the moments of f and fε only in the area
of theoretical investigation, the additional conditions prescribed on λi and si in Theorem 2 can be removed. In this
case, the inequality (18) still holds provided that we replace c0 by ‖ f ‖∞ in the proof of Theorem 2.
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