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RESUMO
Neste trabalho é apresentado um método probabilístico para avaliação do desempe-
nho de redes de distribuição considerando incertezas na demanda das cargas e na potên-
cia gerada por sistemas distribuídos intermitentes. Os consumidores são divididos em
agrupamentos por classe e faixa de consumo e a modelagem da demanda horária dos
consumidores de cada agrupamento é realizada por uma lei de distribuição acumulada de
probabilidade (CDF) adequada. A geração distribuída é contemplada pela consideração
de fonte solar fotovoltaica. O procedimento de simulação do Método de Monte Carlo
é empregado e a técnica da Joint Normal Transform é utilizada na geração de números
aleatórios correlacionados, empregados na amostragem da demanda dos consumidores
e da energia produzida pelos sistemas de geração distribuídos. O método proposto foi
aplicado ao conhecido sistema de 13 barras do IEEE e os resultados dos indicadores de
perdas na operação bem como indicadores de violação de tensão crítica e precária obtidos
com o modelo probabilístico são comparados aos obtidos com o modelo determinístico
convencional. É demonstrado que nem sempre a média é uma descrição suficiente para o
comportamento dos componentes de redes de distribuição e que é mais adequado utilizar
uma representação com intervalos de confiança para as grandezas de interesse.
Palavras-chave: Redes de Distribuição de Energia, Fluxo de Potência, Simulação
Estocástica, Indicadores de Qualidade, Análise da Operação, Geração Distribuída.
ABSTRACT
This work presents a probabilistic method for performance evaluation of distribution
networks considering uncertainties in load demand and power generated by intermittent
distributed systems. Consumers are divided into clusters by class and consumption range,
so the modeling for the hourly demand of the consumers on each cluster is performed
by a suitable cumulative probability distribution (CDF). Distributed generation is con-
sidered by means of solar photovoltaic sources. The Monte Carlo Simulation (MCS)
Method is employed and the Joint Normal Transform technique is applied for correlated
random numbers generation, used to sample consumer demand and the energy generated
by distributed generation systems. The proposed method was applied in the well-known
IEEE 13 node test feeder and the results of the operation losses as well as voltage vio-
lation indices obtained by the probabilistic model are compared to those obtained with
the conventional deterministic model. It is shown that the mean is not always a suffi-
cient description for the behavior of distribution network components and that it is more
appropriate to use confidence intervals for the quantities of interest.
Keywords: Power Distribution Networks, Power Flow, Stochastic Simulation, Power
Quality Metrics, Operation Assessment, Distributed Generation.
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1 INTRODUÇÃO
1.1 Contextualização e motivação
A infraestrutura das redes de distribuição deve atender instantaneamente à solicita-
ção de demanda dos consumidores de energia elétrica, dentro dos padrões de qualidade
e confiabilidade, ao longo de todo o tempo, mas especialmente nos horários de pico de
consumo, quando o sistema é solicitado de modo mais intenso. Para atingir esse objetivo,
é necessário investir em melhorias da rede, tanto na forma de manutenção como através
de expansão. Projetos de melhorias da rede costumam ser motivados por violações exces-
sivas dos níveis de tensão, carregamento elevado dos transformadores, fim da vida útil de
equipamentos, indicadores de continuidade superiores aos limites normativos bem como
troca preventiva e/ou corretiva de condutores de ramais de serviço (BUSATTO, 2015).
Uma vez que os recursos são limitados, frente às necessidades, é preciso estabelecer
critérios para a priorização dos projetos executados. Os investimentos são determinados
com base no plano de expansão da rede, que contempla obras mandatórias ao atendimento
do mercado consumidor por um determinado período (BUSATTO, 2015). A definição da
expansão do sistema também considera o desempenho do mesmo frente ao crescimento
da demanda, requisitos regulatórios além de critérios estratégicos do planejamento.
No Brasil, o Módulo 2 dos Procedimentos de Distribuição de Energia Elétrica no Sis-
tema Elétrico Nacional (PRODIST) regulamenta os aspectos da expansão dos sistemas
elétricos (ANEEL, 2016). Além disso, estudos que apoiam o planejamento envolvem o
diagnóstico do sistema existente, com a caracterização da carga e da rede, bem como a
avaliação da qualidade do produto e das perdas técnicas. Desse modo, o disposto no Mó-
dulo 7 do PRODIST sobre a avaliação das perdas técnicas nos condutores e equipamentos
bem como no Módulo 8 do PRODIST sobre os indicadores de qualidade de energia elé-
trica permite apurar a condição de atendimento dos clientes e identificar os elementos em
estado crítico de operação (BUSATTO, 2015; ANEEL, 2015, 2018).
O estabelecimento de metas de expansão contemplando projetos que proporcionem
melhoria nos indicadores é interessante tanto para os clientes como para as distribuidoras.
Uma vez que há melhora na qualidade do produto e do serviço, existe impacto na redução
dos custos de operação juntamente com a redução das compensações financeiras oriundas
de índices inadequados. Por ter importante impacto financeiro, é desejável que os mé-
todos envolvidos na obtenção dos indicadores de operação sejam capazes de representar
da melhor maneira possível a realidade do sistema. Com isso, permite-se a tomada de
decisões mais exatas acerca das melhorias prioritárias e necessárias na rede aumentando
o retorno sobre o investimento bem como a satisfação dos clientes.
O Brasil deverá experimentar nos próximos anos um aumento no números de empre-
endimentos de mini e microgeração distribuída em função da possibilidade de implan-
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tação de sistemas on-grid de geração distribuída (GD) após regulamentação dada pela
Resolução Normativa no 482 bem como pelo aumento da viabilidade financeira decor-
rente da redução dos custos associados a tais empreendimentos (ANEEL, 2012, 2017a,b).
Assim, ao invés de apenas consumir energia, os clientes passam a desempenhar também
o papel de produtores de energia e a ser tratados como prosumidores1 (LAUTENSCHLE-
GER, 2013).
Em muitos casos, os empreendimentos de GD costumam ser baseados em fontes de
energia primária intermitente, como solar e eólica, introduzindo uma incerteza operacio-
nal por ser uma geração não-despachável. A incorporação gradual de quantidade elevada
de empreendimentos de GD tem contribuído para a transição de uma estrutura dita vertical
das redes elétricas para uma estrutura dita horizontal dos sistemas de distribuição (RO-
DRIGUES, 2008).
Visando avaliar o desempenho de sistemas elétricos, a análise do fluxo de potência
permite simular o perfil de tensão nos nós, o fluxo de potência nas linhas e as perdas
ao longo da rede de acordo com o perfil de uso das cargas (GUPTA; KUMAR, 2017).
Usualmente, as cargas são modeladas por meio de curvas que representam patamares de
demanda, os quais variam ao longo do tempo, porém são fixos em cada instante, o que
caracteriza uma modelagem determinística. No entanto, a demanda varia continuamente
devido a fatores temporais (como estação do ano, dia da semana ou hora do dia), econômi-
cos, dentre outros (GUPTA; KUMAR, 2017). Além disso, diferentemente da transmissão
onde a diversidade das cargas apresenta demanda horária agregada com baixa variân-
cia, na distribuição o desvio padrão associado à demanda dos componentes do sistema
pode acarretar uma representação inadequada de alguns indicadores por um único valor
ao invés de um histograma de frequência de ocorrência (PAREJA, 2009; GUIMARÃES,
2008).
Estudos demonstram que o desvio padrão da demanda de clientes da rede secundária
de distribuição tem magnitude maior que a média em alguns casos, haja vista que a in-
certeza na demanda depende do horário na qual a mesma ocorre (PAREJA, 2009). Além
disso, a crescente complexidade do sistema elétrico, associada ao acréscimo de fontes
intermitentes de energia, aliada a mudanças nos padrões de consumo e ao fácil acesso
a diversas tecnologias eletroeletrônicas, têm contribuído para a inclusão de importantes
fontes de incerteza na modelagem de sistemas elétricos e introduz um novo aspecto a ser
considerado no cálculo do fluxo de potência (MOHAMMADI; SHAYEGANI; ADAMI-
NEJAD, 2013).
Análises de operação da rede de distribuição que apoiam a decisão de expansão e
investimentos costumam ser realizadas com base em um número reduzido de possibilida-
des operacionais (JONES; CHOWDHURY, 2008; ALGARNI, 2009; ANEEL, 2016). No
entanto, a natureza das cargas e da geração distribuída (GD) não-despachável, principal-
mente de origem eólica e solar, é incerta. Ao simular poucos cenários, muitas possibilida-
des operacionais são ignoradas, fazendo com que o resultado obtido possa se distanciar da
realidade que o sistema irá enfrentar (PAPAEFTHYMIOU, 2007; RODRIGUES, 2008).
Deste modo, os modelos determinísticos de análise tornam-se insuficientes para lidar
com o novo paradigma de operação da rede, fazendo com que sejam necessárias aborda-
gens estocásticas (XU; YAN, 2017; CHEN et al., 2018). Neste sentido, o emprego da si-
mulação de Monte Carlo tem sido preferido frente aos métodos analíticos, pois a incerteza
1Consumidores com o papel adicional de auto fornecimento (proprietário) de geração de eletricidade
e/ou armazenamento para uso privado, necessidades diárias, conforto e necessidades de negócios de Peque-
nas e Médias Empresas.
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na saída de um gerador estocástico ou de uma carga é quantificada em termos numéricos
pela análise estatística dos respectivos dados (PAPAEFTHYMIOU, 2007; RODRIGUES,
2008).
Um aspecto importante na análise das redes de distribuição diz respeito aos padrões
de comportamento entre os consumidores. É possível identificar grupos com alta corre-
lação positiva, i.e., a demanda dos clientes pertencentes ao mesmo grupo apresenta ca-
racterística estocástica que indica relação de dependência próxima da correlação perfeita.
Também é possível observar uma relação de dependência entre os agrupamentos de con-
sumidores em função de suas classes e/ou dos seus consumos médios mensais de energia.
Dessa forma, a consideração de independência não é válida visto que existe uma estrutura
multidimensional de interdependência estocástica entre as demandas dos consumidores.
Essa relação é consequência de fatores externos comuns aos diferentes grupos de con-
sumidores (tais como época do ano e temperatura) que irão induzir hábitos de consumo
parecidos entre eles. Para a GD ocorre algo bastante similar, pois a relação de dependên-
cia é oriunda da influência que a fonte primária de energia insere nos empreendimentos
de GD situados em regiões geográficas próximas e que utilizam a mesma tecnologia de
geração (PAPAEFTHYMIOU, 2007; RODRIGUES, 2008).
As situações de independência e dependência positiva entre variáveis resultam em
demandas agregadas bastante diferentes. No caso de dependência, valores extremos tem
maior chance de ocorrência simultânea, surgindo assim cenários com maior carregamento
do que aqueles que consideram as variáveis independentes (PAPAEFTHYMIOU, 2007;
RODRIGUES, 2008).
Uma alternativa ao método de análise determinística de redes elétricas tradicional é
o fluxo de potência probabilístico (PLF), cujos principais aspectos contemplam o tipo de
incerteza considerada, efeito da relação de dependência entre as variáveis e métodos de
avaliação. O início dos estudos sobre PLF se deu com a publicação do trabalho de (BOR-
KOWSKA, 1974) e os estudos realizados sobre o assunto até o ano de 1985 focavam,
principalmente, em questões como linearização, interdependência entre potências nodais
e efeito das faltas na rede. O foco das pesquisas mudou a partir de então para investiga-
ções que buscavam aprimorar os métodos de eficiência computacional e precisão. Com o
advento das fontes de energia renovável distribuídas, a década de 2005 a 2015 apresentou
grande interesse em verificar o impacto da inclusão destas fontes nas redes elétricas, tanto
na transmissão como na distribuição (PRUSTY; JENA, 2016).
Um revisão bibliográfica minuciosa sobre estudos acerca de fluxo de potência pro-
babilístico foi recentemente realizada por Prusty; Jena (2016) em continuação e comple-
mentação à revisão de Chen; Chen; Bak-Jensen (2008). É mostrado que o uso de métodos
analíticos foi a preferência dos pesquisadores nas primeiras pesquisas realizadas sobre o
tema, tendo ocorrido mais recentemente um aumento no interesse por métodos de aproxi-
mação bem como por métodos numéricos e de amostragem. A Figura 1 ilustra a divisão
das pesquisas de acordo com os métodos de avaliação.
O uso de métodos numéricos e de amostragem é uma tendência crescente em função
da inserção de fontes renováveis, sendo o método de Simulação de Monte Carlo (SMC) a
referência para comparação e validação de outros métodos de PLF em função de sua exa-
tidão. Contudo, o elevado número de amostras necessário torna o seu uso pouco atrativo
em sistemas reais. Nesse aspecto, Cui; Franchetti (2013) demonstra que uma alternativa
é o método Quasi-Monte Carlo para a solução do fluxo de potência probabilístico em
sistemas de distribuição radiais, tendo esse apresentado maior velocidade de convergên-
cia, principalmente no tratamento de variáveis aleatórias com alta variância. Ainda nesse
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Figura 1: Pesquisas sobre fluxo de potência probabilístico classificadas por método de
avaliação.
Fonte: (PRUSTY; JENA, 2016).
sentido, o fluxo de potência probabilístico pelo método de estimação por pontos (MEP),
até então usado apenas para sistemas de transmissão, foi aplicado por Gallego; Echeverri;
Feltrin (2012) a sistemas de distribuição trifásicos desbalanceados, sendo verificado que
os tempos de execução são inferiores ao da SMC.
As principais incertezas investigadas podem ser divididas entre incertezas dos dados
de entradas (geração e demanda) e incertezas da rede (topologia e parâmetros) (PRUSTY;
JENA, 2016). O tratamento de incertezas na geração convencional costuma ser expressa
em termos de uma taxa forçada de faltas e modela a distribuição de forma discreta atra-
vés de uma distribuição de Bernoulli quando são considerados dois estados de operação e
através de uma distribuição binomial em caso de mais estados. A aleatoriedade associada
a fontes não-despacháveis de geração distribuída costuma ser modelada por meio de uma
distribuição contínua de probabilidade associada à fonte primária responsável pela pro-
dução de energia combinado à característica de conversão do gerador. A incerteza mais
marcante em sistemas de energia elétrica é a proveniente das cargas que é derivada, prin-
cipalmente, das condições ambientais, variações nos equipamentos utilizados e comporta-
mento dos consumidores. Na ausência de dados de medição, o uso de distribuição normal
é geralmente adotada. As incertezas da rede são provenientes de faltas ou da variação
dos parâmetros como consequência de fatores climáticos. Assim, a mudança na topolo-
gia costuma ser caracterizada por uma distribuição discreta de probabilidade (PRUSTY;
JENA, 2016).
Um fluxo de potência probabilístico é considerado incompleto na ausência da rela-
ção de dependência entre as variáveis do sistema. A maneira geralmente utilizada para
modelar a correlação é através do uso de um coeficiente de correlação em conjunto com
uma função de cópula. O coeficiente de correlação linear é considerado na maioria das
vezes devido à facilidade do uso. No entanto, o coeficiente de correlação de rank de
Spearman ou de Kendall são mais adequados para relações de dependência com maior
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dispersão (PRUSTY; JENA, 2016).
1.2 Objetivo
Nesse contexto, o presente trabalho propõe uma abordagem probabilística para anali-
sar o desempenho de redes de distribuição considerando a natureza incerta da carga e da
GD. As contribuições do trabalho incluem o agrupamento dos consumidores e GD que
apresentam comportamentos similares (visando reduzir o número de variáveis aleatórias
do problema), a consideração da correlação entre os diversos agrupamentos, a determi-
nação de indicadores de operação probabilísticos e sua comparação com os resultados
obtidos pelos métodos determinísticos.
1.3 Estrutura
O Capítulo 2 apresenta conceitos importantes acerca de variáveis aleatórias e de ope-
rações entre as mesmas, utilizados de forma ampla em métodos de fluxo de potência
probabilístico.
Os principais trabalhos envolvendo fluxo de potência probabilístico utilizados no de-
senvolvimento deste trabalho são explorados em maior profundidade no Capítulo 3.
O Capítulo 4 propõe um método de análise da operação de sistemas de distribuição
com o objetivo de obter indicadores probabilísticos das perdas no sistema bem como para
a qualidade da tensão de fornecimento. São sorteadas as potências dos componentes do
sistema de modo a compor um cenário para a curva de carga. Com isso realiza-se o fluxo
de potência e os resultados são utilizados para calcular o que caracteriza uma amostra do
indicador de interesse. Após atingir o critério de convergência, uma análise estatística
aliada a uma adequação de ajuste permite descrever as nuances dos indicadores para um
universo de possibilidades de operação da rede.
No Capítulo 5, o método é aplicado no sistema de 13 barras do IEEE, considerando um
cenário de cargas e GDFV típico. O cálculo do fluxo de potência trifásico desequilibrado
foi viabilizado pelo uso do programa OpenDSS R©, sendo as demais rotinas implementadas
com o uso do programa MATLAB R©.
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2 INCERTEZA EM SISTEMAS DE POTÊNCIA
Alguns conceitos de probabilidade e estatística são indispensáveis para o desenvolvi-
mento deste trabalho. Sem a pretensão de esgotar este assunto, os principais conceitos
utilizados nesta dissertação são descritos a seguir.
2.1 Incerteza dos Eventos
A ocorrência de algum fenômeno cuja observação se deseja realizar, pode ser chamada
de evento. Os eventos podem ser classificados em certos, impossíveis e aleatórios. Se
sempre que um conjunto de condições C se realizar observa-se, necessariamente, também
a ocorrência de um determinado evento, diz-se que este evento é certo. Um evento que
jamais ocorre concomitante ao conjunto de condições C é dito impossível. Caso a ocor-
rência do evento seja observada apenas em algumas ocasiões da realização do conjunto
de condições C, então diz-se que este evento é aleatório (MONTGOMERY; RUNGER,
2007; BECKER, 2015; CAMPOS; RÊGO; MENDONÇA, 2017).
Para vários fenômenos aleatórios pode-se atribuir uma quantidade estimativa da pos-
sibilidade de sua ocorrência. Neste caso, não há como prever se o evento ocorrerá, mas
sim, com base em experimentos e observações, determinar a chance de sua ocorrência,
ou seja, calcular a probabilidade de ocorrência do evento (MONTGOMERY; RUNGER,
2007; BECKER, 2015; CAMPOS; RÊGO; MENDONÇA, 2017).
Todos casos estudados em teoria de probabilidade envolvem um conjunto de condi-
ções C e uma família de eventos que não necessariamente ocorrem a cada realização do
conjunto de condições C. Assim, a família de eventos F que for fechada às operações de
produto, soma e diferença entre eventos é chamada de campo de eventos. Já o campo de
eventos F contendo o evento certo e fechado às operações de produto e soma de infinitos
eventos é chamado de σ-álgebra de eventos (BECKER, 2015; LAW; KELTON, 2000).
Desse modo, existe um número não negativo P (A), i.e., a probabilidade de ocorrer
o evento A, associado a cada evento A na σ-álgebra de eventos F (axioma da existên-
cia). A chance de ocorrência de todos os eventos (Ω) é dada por P (Ω) = 1 (axioma da
normalização). Por fim, a probabilidade associada à ocorrência de cada evento pode ser
somada e o resultado é igual à probabilidade associada à soma dos eventos (axioma da
σ-aditividade). Os três axiomas supracitados são suficientes para construir toda a teoria
de probabilidades e todos os demais resultados decorrem da combinação dos mesmos
e das operações entre os eventos (MONTGOMERY; RUNGER, 2007; BECKER, 2015;
CAMPOS; RÊGO; MENDONÇA, 2017).
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2.2 Variáveis Aleatórias (VAs)
Uma variável aleatória (VA) é uma função (ou regra) que atribui um número real
(IR) a cada resultado no espaço amostral de um experimento aleatório (MONTGOMERY;
RUNGER, 2007; LAW; KELTON, 2000).
A definição formal considera um conjunto de condições C, um conjunto Ω de eventos
elementares e, uma σ-álgebra de eventos F (subconjunto de Ω) e P a medida de proba-
bilidade definida sobre C. Um evento é dito elementar quando não pode ser decomposto.
Assim, supõe-se que exista um número X = f(e) associado a cada evento elementar
e ∈ Ω, ou alternativamente, que haja uma função f mapeando o conjunto Ω no conjunto
dos números reais (f : Ω→ IR).
Desse modo, diz-se que X é uma variável aleatória (VA) se f é mensurável com re-
lação a P , isto é, o conjunto Ax = {e ∈ Ω|f(e) ≤ x} ∈ F ,∀ x ∈ IR. Nesse caso, a
probabilidade de Ax é dada por P (Ax) = P (X ≤ x) = F (x), onde F (x) é chamada
de função de distribuição acumulada (CDF – Cumulative Distribution Function) da variá-
vel aleatória X (BECKER, 2015; MONTGOMERY; RUNGER, 2007; LAW; KELTON,
2000; CAMPOS; RÊGO; MENDONÇA, 2017).
A lei de distribuição é a forma de descrição do comportamento da VA que permite
obter sua CDF. Uma VA pode ser discreta ou contínua, mas o maior interesse neste traba-
lho está nas variáveis aleatórias contínuas, que satisfazem a seguinte equação (BECKER,





A f(x) é uma função real não negativa e é chamada de função densidade de probabi-
lidade (PDF – Probability Density Function) da variável aleatória X . Logo, se a CDF da
VA X é diferenciável, a PDF f(x) = F ′(x), onde F ′(x) é a derivada de F (x). A fun-
ção de sobrevivência (survival) S(x) é formalmente expressa conforme (BECKER, 2015;
MONTGOMERY; RUNGER, 2007):
S(x) = 1− F (x). (2)
2.2.1 Valor Esperado, Quantis e Momentos Matemáticos de VAs
Seja uma variável aleatória contínua X com PDF f(x). Obtém-se a esperança mate-
mática ou simplesmente o valor esperado deX por meio da seguinte integral, quando esta





De forma geral, dado um número real qualquer α e um inteiro positivo γ, diz-se que o
valor esperado da variável aleatória (X − α)γ é o γ-ésimo momento da variável aleatória
X , denotado por mγ(α), conforme (BECKER, 2015):
mγ(α) = E ((X − α)γ) . (4)
Dessa maneira, o primeiro momento em torno da origem (α = 0) da VA X é o próprio
valor esperado. Tomando α = E(X), obtêm-se os momentos centrais da VA, onde um do
mais utilizado é o segundo momento central, conhecido como variância da VA, dado por:






contudo a sua aplicação é mais conhecida pelo desvio padrão, que é simplesmente a raiz
quadrada da variância (BECKER, 2015).
O comportamento das VAs pode ser analisado com o auxílio de alguns operadores,
destacando-se o operador Esperança, E(X), o qual possibilita obter o valor esperado de











O operador Esperança associa a cada VA o seu valor esperado, i.e., a sua média. Assim
como a média, existem outros parâmetros das VAs que auxiliam na descrição da mesma,
como os quantis.
Quantis são os n − 1 valores de uma VA que dividem os dados ordenados em n
subconjuntos de igual proporção. Assim, o k-ésimo n-quantil é o valor x tal que P (X ≤
x) = k
n
para a VA X , sendo k e n números naturais não-nulos. O quantil de ordem
q de uma VA contínua cuja CDF é dada por F (x) é qualquer raiz da seguinte equação
(BECKER, 2015; MONTGOMERY; RUNGER, 2007):




com q ∈ (0, 1).






(denotados por xQ1 ,xQ2 e xQ3). As-
sim, a mediana é simplesmente o quantil de ordem 1
2
(BECKER, 2015). Uma maneira de
representar graficamente estas estatísticas é através do diagrama de caixa e linha conforme
ilustrado na Figura 2, para uma amostra de população com distribuição normal. O dia-
grama de caixa e linha é uma representação simplificada que descreve simultaneamente
características importantes como mediana, dispersão, simetria e observações não-usuais
(outliers) para um conjunto de dados (MONTGOMERY; RUNGER, 2007). Na Figura 2,
xQ1 e xQ3 são tais que F (xQ1) =
1
4
e F (xQ3) =
3
4
. Além disso, o intervalo interquartil
(IQR) é dado pela diferença entre xQ3 e xQ1 . Observa-se que no exemplo da distribuição
normal o percentual de amostras no IQR é de 50%, diferente do percentual de 68,27%
delimitado em termos de desvio padrão.
Já para uma amostra de uma população com distribuição lognormal, a Figura 3 apre-
senta o respectivo diagrama de caixa e linha. Neste caso, o diagrama é assimétrico visto
que o limite inferior de um diagrama de caixa e linha é o menor valor da amostras dentro
do intervalo que se estende até a faixa de 1,5 interquartil abaixo de xQ1 enquanto que o
limite superior é o maior valor dentro da faixa de 1,5 interquartil acima de xQ3 (MONT-
GOMERY; RUNGER, 2007).
2.2.2 Relações de Dependência entre Variáveis Aleatórias
Sejam X e Y duas variáveis aleatórias contínuas. Diz-se que X e Y são variáveis
aleatórias independentes se, para qualquer x e qualquer y, a seguinte expressão é satis-
feita (MONTGOMERY; RUNGER, 2007):
fX,Y (x, y) = fX(x)fY (y), (8)
onde fX,Y (x, y) é a função densidade de probabilidade conjunta para as VAsX e Y , fX(x)
é a função densidade de probabilidade marginal da VA X e fY (y) é a função densidade
de probabilidade marginal da VA Y .
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Figura 2: Diagrama de caixa e linha para uma distribuição normal.
Fonte: O autor.
Figura 3: Diagrama de caixa e linha para distribuição lognormal.




















Supondo que tanto as esperanças E(X) e E(Y ) quanto as variâncias V(X) e V(Y )
existam e sejam finitas„ a covariância entre X e Y é dada por:
Cov(X, Y ) = E[(X − E(X))(Y − E(Y ))] = E(XY )− E(X)E(Y ), (9)
sendo válida tanto para o caso discreto como para o caso contínuo. A covariância é uma
medida da interdependência de duas variáveis aleatórias. Dessa forma, se X e Y são in-
dependentes, então Cov(X, Y ) = 0. No entanto, se Cov(X, Y ) = 0 não necessariamente
X e Y serão independentes (BECKER, 2015; MONTGOMERY; RUNGER, 2007).
A covariância é uma medida da relação linear que depende da escala das variáveis ale-
atórias. O coeficiente de correlação linear, ou correlação de Pearson, oferece uma medida
independente de escala, sendo uma quantidade adimensional para a medida de dependên-




V (X)V (Y )
, (10)
onde ρXY é a correlação linear entreX e Y , V (X) é a variância deX e V (Y ) é a variância
de Y . O coeficiente de correlação linear pode assumir valores entre −1 ≤ ρ ≤ 1.
Comonoticidade é o conceito de dependência que se refere ao caso de dependência
perfeita positiva entre variáveis aleatórias, provendo um conceito de dependência estocás-
tica mais amplo que a correlação linear. Variáveis aleatórias comonotônicas1 são funções
crescentes com o mesmo fator subjacente aleatório, isto é, elas sempre variam da mesma
maneira, de forma que o crescimento de uma implica o crescimento da outra. No entanto,
a proporção de crescimento entre as mesmas não é necessariamente constante, e portanto,
a relação de dependência não é linear (PAPAEFTHYMIOU, 2007; RODRIGUES, 2008;
FARIA, 2014).
A Figura 4 ilustra um exemplo de dispersão entre as demandas de energia elétrica de
dois consumidores em situação de independência (pontos vermelhos) e com correlação
positiva (cruzes pretas), para 1000 amostras. Conforme ilustra o gráfico (a) da Figura 4,
a correlação linear entre as demandas é de ρ = 0, 85, enquanto que no gráfico (b) é de
ρ = 0, 99. É possível observar no gráfico (b) da Figura 4 que a relação de dependência
entre as demandas não é perfeitamente linear, mesmo com um coeficiente de Pearson de
ρ = 0, 99.
O coeficiente de correlação linear fornece uma representação completa da dependên-
cia entre VAs com distribuição normal. Para variáveis com distribuições distintas, como
é o caso de variáveis comonotônicas, a correlação de rank, também conhecida como cor-
relação de Spearman ou de posto, é mais adequada (RODRIGUES, 2008; PAPAEFTHY-
MIOU, 2007).
Por definição, para uma variável aleatória X com uma função acumulada de proba-
bilidade (CDF) FX(x) = P (X ≤ x), a variável aleatória FX(X) segue uma distribui-
ção uniforme no intervalo [0, 1], i.e., U(0, 1). Sendo r ∈ [0, 1], a demonstração é dada
por (RODRIGUES, 2008; PAPAEFTHYMIOU, 2007):
P (FX(X) ≤ r) = P
(







Desse modo, se UX segue uma distribuição uniforme, FX(X) = UX ↔ X =
F−1X (UX), ou seja, F
−1
X (UX) segue a distribuição de X (RODRIGUES, 2008; PAPA-
EFTHYMIOU, 2007).
1A relação entre duas variáveis comonotônicas é descrita por uma função monótona.
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Figura 4: Dispersão entre as demandas de energia elétrica de dois consumidores com
diferentes relações de dependência.
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(a) Correlacionado com ρ = 0, 85.
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(b) Correlacionado com ρ = 0, 99.
Fonte: O autor.
A correlação de rank ρr para as variáveis aleatórias X e Y , com variáveis de distribui-
ções uniformes UX e UY associadas, por conseguinte, é dada por (RODRIGUES, 2008;
PAPAEFTHYMIOU, 2007):
ρr(X, Y ) = ρ(UX , UY ). (12)
Portanto, a correlação de rank para X e Y é igual à correlação linear entre as va-
riáveis UX e UY com distribuições uniformes associadas à X e à Y respectivamente. A
relação entre correlação linear e correlação de rank é dada por (RODRIGUES, 2008; PA-
PAEFTHYMIOU, 2007):






2.2.3 Distribuições de Probabilidade Notáveis
Dentre todas as distribuições de probabilidade existentes, algumas se destacam por
sua ampla aplicação. No caso de sistemas de energia elétrica não é diferente. De forma
sucinta as principais distribuições de probabilidade utilizadas na análise probabilística
da operação de redes de distribuição, conforme listadas na Tabela 1, são: distribuição
uniforme (U(a, b)), normal (N (µ, σ)), lognormal (Logn(µ, σ2)), Weibull (W(λ, k)) e beta
(Beta(α, β)) (BECKER, 2015; MONTGOMERY; RUNGER, 2007).
2.2.4 Distribuições Multidimensionais
Em alguns casos, um experimento é definido para um conjunto de VAs. Nesse caso,
a função densidade de probabilidade do vetor aleatório [X1, X2, ..., Xn] existe se a fun-
ção f(x1, x2, ..., xn) é não negativa e, para quaisquer x1, x2, ..., xn, a seguinte equação é
satisfeita (BECKER, 2015; MONTGOMERY; RUNGER, 2007):








f(z1, z2, ..., zn)dzn...dz2dz1
= P ({X1 ≤ x1, X2 ≤ x2, ..., Xn ≤ xn}) . (14)
A função F (x1, x2, ..., xn) é chamada de função de distribuição acumulada n-dimen-
sional de probabilidade do vetor aleatório [X1, X2, ..., Xn] (BECKER, 2015; MONTGO-
MERY; RUNGER, 2007).
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Tabela 1: Sumário dos principais parâmetros de algumas distribuições de probabilidade.
Notação Parâmetros PDF Domínio Média Variância
U(a, b) a, b ∈ IR|a ≤ b 1













)2 x ∈ IR µ σ2


























Beta(α, β) α, β > 0 x
α−1(1−x)β−1
B(α,β)




Notas: Γ (x) =
∞∫
0
sx−1e−sds é a chamada função gama e;
B(α, β) = Γ(α)Γ(β)
Γ(α+β)
.
Tomando um valor de xk arbitrariamente elevado, o evento {Xk ≤ xk} será um evento
certo. Este procedimento é chamado de redução de ordem e, estendendo esse processo, é
possível determinar a chamada distribuição acumulada marginal de probabilidade FXk(x)
da variável Xk, isto é, FXk(x) = F (c1, c2, ..., cn), onde ck = x e ci =∞ para todos i 6= k
e 1 < i < n (BECKER, 2015; MONTGOMERY; RUNGER, 2007). A Figura 5 ilustra
a dispersão entre duas VAs e as distribuições marginais nos respectivos eixos cartesianos.
Cada circunferência do gráfico representa um par ordenado de uma observação de X
associada à Y .
Figura 5: Exemplo de distribuição conjunta para duas variáveis aleatórias.
Fonte: (MATHWORKS, 2017)
2.2.5 Cópulas
A palavra cópula se refere a uma função que acopla distribuições unidimensionais para
formar distribuições multidimensionais. Cópulas são, por definição, funções de distribui-
ção multidimensionais cujas distribuições marginais são uniformes no intervalo [0, 1].
Assim, a cópula define uma distribuição multivariável (multidimensional) no cubo uni-
tário [0, 1]n. A informação acerca da estrutura de dependência entre as VAs está contida
na distribuição de classificação (rank) marginal das mesmas (PAPAEFTHYMIOU, 2007;
RODRIGUES, 2008; MATHWORKS, 2017).
A definição formal é dada pelo Teorema de Sklar onde: sejam as VAs X e Y com
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CDF Fx e Fy, respectivamente, existe uma cópula C se sua distribuição conjunta pode ser
escrita por FXY (x, y) = C(FX(x), FY (y)) (PAPAEFTHYMIOU, 2007).
Pode ser demonstrado que para qualquer cópula C, CL ≤ C ≤ CU , onde CL e CU
são distribuições cuja massa é distribuída uniformemente na anti-diagonal e na diagonal
principal, respectivamente. Em outras palavras, se as VAs X e Y são acopladas pela có-
pula CU (ou CL), então a correlação de classificação (rank) é dada por ρr(X, Y ) = 1 (ou
−1). Isso significa que todas as estruturas de dependência entre duas VAs estão delimita-
das entre o caso de dependência perfeita positiva (limite superior) e dependência perfeita
negativa (limite inferior). Estes limites são chamados fronteiras de Fréchet-Hoeffding,
conforme ilustrado na Figura 6 (PAPAEFTHYMIOU, 2007; PAPAEFTHYMIOU; KU-
ROWICKA, 2009).
Figura 6: Diagrama de dispersão para cópulas independente e de Fréchet.
Fonte: (PAPAEFTHYMIOU, 2007)
Figura 7: Exemplo de famílias de cópulas.
Fonte: (MATHWORKS, 2017)
As cópulas também são referenciadas como representações uniformes ou funções de
dependência. Vários pesquisadores se dedicaram a investigar as cópulas, originando o que
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se conhece por famílias de cópulas, como as cópulas normais, as elípticas, banda diagonal,
entre outras. Este trabalho não tem por objetivo explorar esse assunto em profundidade,
mas é importante salientar que cada família resulta em uma distribuição multidimensional
diferente, como pode ser observado na Figura 7 e que a correlação entre as variáveis
proporciona diferentes efeitos, de acordo com a Figura 8 (PAPAEFTHYMIOU, 2007;
PAPAEFTHYMIOU; KUROWICKA, 2009).
Figura 8: Diagrama de dispersão para diferentes correlações das cópulas de banda diago-
nal.
Fonte: (PAPAEFTHYMIOU, 2007)
A cópula normal é obtida pela transformação das marginais normais padrão das dis-
tribuições uniformes multidimensionais em distribuições uniformes classificadas. Esta
cópula é empregada na Joint-Normal Transform (descrita posteriormente na Seção 2.4.3)
na modelagem da dependência multidimensional (RODRIGUES, 2008).
2.3 Inferência Estatística
Nesta seção são abordadas ferramentas para análise dos dados amostrais de uma po-
pulação. A partir de uma suposição fundamental e suporte de métodos indutivos, consi-




Dada a amostra para uma população, muitas vezes deseja-se obter alguma estatística
desta amostra (CAMPOS; RÊGO; MENDONÇA, 2017). Se representarmos por X a va-
riável da população, uma amostragem aleatória de tamanho n será interpretada como uma
sequência de n VAs X1, X2, · · · , Xn, sendo cada uma distribuída segundo a variável X ,
independentes entre si. Nesse caso diz-se que as variáveis (observações) são independen-
tes e identicamente distribuídas (IID). Assim, seja uma amostra de tamanho n da variável
aleatória X (denotada por X1, X2, · · · , Xn), a média da amostra também será uma variá-
vel aleatória dada por (BECKER, 2015; MONTGOMERY; RUNGER, 2007):
X̄ =


























Para um conjunto de observações X1, X2, · · · , Xn de uma variável aleatória X com
média µ e variância σ2, têm-se que a esperança e a variância amostral são dadas por
E[X̄] = µ e V [X̄] = σ
2
n
(CAMPOS; RÊGO; MENDONÇA, 2017; MONTGOMERY;
RUNGER, 2007).
São muitos os casos em que a média e a variância de uma variável aleatória são des-
conhecidas. Nesses casos, deve-se utilizar algum método de estimação pontual para a ob-
tenção de estimadores desses momentos da variável aleatória (CAMPOS; RÊGO; MEN-
DONÇA, 2017; MONTGOMERY; RUNGER, 2007). Existem dois métodos amplamente
utilizados para essa finalizada: o método dos momentos e o método da máxima veros-
similhança. Estimadores de máxima verossimilhança são geralmente preferidos aos de
momento. No entanto, em função da facilidade de cálculo, o método dos momentos é
mais utilizado. O importante é que ambas as técnicas produzem estimadores pontuais não
tendenciosos2 (MONTGOMERY; RUNGER, 2007).
O método dos momentos estabelece que os estimadores de momento Θ̂1, Θ̂2, ..., Θ̂k,
para os parâmetros desconhecidos θ1, θ2, ..., θk, são determinados igualando os n primei-
ros momentos da população aos k primeiros momentos da amostra e resolvendo as equa-
ções resultantes para os parâmetros desconhecidos (MONTGOMERY; RUNGER, 2007).
Desse modo, a determinação dos momentos é realizada com o uso da Equação (4), para
α = 0 e 1 ≤ γ ≤ k.
2.3.2 Lei dos Grandes Números e Teorema do Limite Central
Diz-se que a sequência X1, X2, · · · , Xn de variáveis aleatórias independentes e iden-
ticamente distribuídas com E(Xi) < +∞ para todo i obedece à lei forte dos grandes
















A existência do valor esperado é condição necessária e suficiente para que a sequência
de VAs independentes e de mesma distribuição obedeçam à lei forte dos grandes números.
2Diz-se que Θ̂ é um estimador não-tendencioso de θ se E(Θ̂) = θ.
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Se a mesma sequência X1, X2, · · · , Xn de variáveis aleatórias independentes e identica-
mente distribuídas possuírem variância σ2 finita e diferente de zero, a distribuição da
média amostral de n amostras tende a uma distribuição normal de probabilidade à medida
que n → +∞. Este é um dos teoremas mais importantes da estatística e é chamado de
Teorema do Limite Central (BECKER, 2015; CAMPOS; RÊGO; MENDONÇA, 2017).
2.3.3 Intervalos de Confiança
Seja X1, X2, · · · , Xn uma amostra aleatória com n observações e deseja-se obter um
intervalo de confiança para um parâmetro desconhecido θ. Supõe-se que é possível en-
contrar uma estatística g(X1, X2, · · · , Xn; θ) que depende da amostra e de θ, mas cuja
distribuição de probabilidades não depende de θ ou de qualquer outro parâmetro des-
conhecido. Um parâmetro comumente utilizado é a média µ de uma população com
g(X1, X2, · · · , Xn; θ) = (X̄ − µ)/(σ/
√
n), onde n é o número de observações e σ/
√
n
é o desvio padrão amostral de X̄ cuja variância σ2 é conhecida (MONTGOMERY; RUN-
GER, 2007).
A seguir, deve-se determinar as constantes CL e CU tal que:
P (CL ≤ g(X1, X2, · · · , Xn; θ) ≤ CU) = 1− α. (18)
A manipulação das desigualdades resulta em:
P (L(X1, X2, · · · , Xn) ≤ θ ≤ U(X1, X2, · · · , Xn)) = 1− α. (19)
Definindo o intervalo de confiança de 100(1−α)% para θ, os limites inferior e superior
de confiança são fornecidos por L(X1, X2, · · · , Xn) e U(X1, X2, · · · , Xn) (MONTGO-
MERY; RUNGER, 2007).
Se o tamanho da amostra n de X1, X2, · · · , Xn for grande e a média µ e variância σ2
são grandezas desconhecidas, o Teorema do Limite Central implica que X̄ tenha aproxi-
madamente uma distribuição normal com média µ e variância σ2/n. Apesar de o desvio
padrão σ ser desconhecido, a troca de σ pelo desvio padrão amostral S tem pouco efeito na
distribuição Z = (X̄−µ)/(σ/
√
n) (MONTGOMERY; RUNGER, 2007). Desse modo, o
intervalo de confiança para amostras grandes (n ≥ 40) da média µ com nível de confiança








em que x̄ é a média amostral, S√
n
é o erro-padrão amostral e zα/2 é o ponto superior
com 100(α/2)% da distribuição normal padrão. A aplicação da Equação (20) se mantém
independente da forma da distribuição de X̄ , mas deve-se considerar n ≥ 40 para que o
resultado do intervalo de confiança seja fidedigno (MONTGOMERY; RUNGER, 2007).
2.3.4 Testes de Hipótese e de Adequação de Ajuste (Goodness of Fit)
Um teste de hipóteses estatísticas é um procedimento de tomada de decisão sobre a
hipótese acerca de um determinado parâmetro, isto é, se aceita ou rejeita uma afirmação a
respeito do mesmo. Dada uma amostra aleatória, testar a hipótese significa calcular uma
estatística da variável a partir dos dados amostrais para somente então tomar uma decisão
acerca da hipótese nula (MONTGOMERY; RUNGER, 2007).
O teste de hipótese de um modelo estatístico descreve o quão bem este modelo se
adequa a uma série de observações. Dessa forma, o teste mostra a discrepância entre
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os valores observados e os valores esperados conforme o modelo em questão. Um tipo
frequente de teste de hipótese é realizado quando não há conhecimento prévio da distri-
buição de uma determinada população e deseja-se testar a adequação de uma distribuição
particular. O método baseado na distribuição Qui-quadrado foi proposto por K. Pear-
son (CAMPOS; RÊGO; MENDONÇA, 2017). Para executá-lo, realizam-se n amostras
da população, arranjando as mesmas em um histograma de frequências com k interva-
los de classe (MONTGOMERY; RUNGER, 2007). Assim, utiliza-se uma medida global
para verificar o afastamento global entre a frequência observada Oi para o i-ésimo inter-
valo de classe e a frequência esperada Ei obtida a partir da distribuição de probabilidade







Se a distribuição utilizada no teste de hipótese possuir p parâmetros e for adequada
para a população, X2o terá uma lei de distribuição aproximada de uma distribuição Qui-
quadrado com k − p − 1 graus de liberdade, tendo um melhor ajuste à medida que n
aumenta (MONTGOMERY; RUNGER, 2007).
2.4 Aspectos de Modelagem e Simulação Estocástica
Os fenômenos do mundo físico tem, por princípio, modelagem analítica complexa.
Qualquer teoria desenvolvida terá menor teor de detalhamento que o fenômeno propria-
mente dito. Se a modelagem é estocástica, inúmeras dependências devem ser considera-
das. Todavia, à medida que maior detalhamento das relações de dependência são incluí-
das nos modelos, mais complicados tornam-se os cálculos, até o ponto de ficarem muito
onerosos ou mesmo impossíveis. Desse modo, quanto mais independência é introduzida
no modelo probabilístico, maior a chance de realização dos cálculos. Assim, perde-se
em qualidade de representação do fenômeno, porém permite-se que o mesmo seja fiel o
suficiente a ponto de ser matematicamente tratável (CAMPOS; RÊGO; MENDONÇA,
2017).
A seguir, constam os principais aspectos relacionados à simulação e modelagem dos
fenômenos considerados no presente trabalho.
2.4.1 Princípio de Amostragem
O princípio da amostragem em simulações estocásticas é relativamente simples. O
conceito é exemplificado na Figura 9, onde números aleatórios de uma distribuição Uni-
forme U(0, 1) são utilizados para realizar a amostragem da variável aleatóriaX com o uso
da curva inversa de densidade acumulada de probabilidade F−1X (·), conforme a Equação:
X = F−1X (U). (22)
A técnica ilustrada na Figura 9 tem aplicação independente da lei de distribuição de
FX(·), desde que a mesma seja inversível. Por conseguinte, dada a distribuição U e su-
pondo que, porventura, deseja-se alterar a lei de distribuição de FX , os mesmos números
aleatórios U gerados anteriormente podem ser utilizados para amostrar a variável aleató-
ria X na nova condição (PAPAEFTHYMIOU, 2007; RODRIGUES, 2008). Essa técnica
também tem a vantagem de proporcionar uma forma universal de sortear amostras para
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Figura 9: Procedimento de amostragem de uma VA.
Fonte: (PAPAEFTHYMIOU, 2007)
as variáveis aleatórias, independentemente dos valores que estas podem assumir além de
que F−1X (U) será sempre definida uma vez que 0 ≤ U ≤ 1 e o contradomínio de FX é
[0, 1] (LAW; KELTON, 2000).
2.4.2 Critério de Parada
À medida que aumenta a quantidade de amostras das variáveis aleatórias nas simula-
ções estocásticas, é possível observar a convergência de determinadas estatísticas. Estas
métricas apresentam densidades transitórias até atingir o regime permanente, instante a
partir do qual o acréscimo de amostras não interfere mais de maneira significativa no
processo (LAW; KELTON, 2000). A Figura 10 ilustra a convergência de uma simulação
estocástica, mostrando também as densidades transitórias da esperança para a variável
aleatória Y .
Os critérios de parada da amostragem são baseados na Lei dos Grande Números.
Um dos critérios comumente empregados é o coeficiente de variação estatístico (Cv) das







em que s é o desvio-padrão amostral, x̄ é a média amostral e n é o número de amostras
da variável aleatória X . O valor típico de Cv para estabelecer a convergência é que este
seja inferior a 5% (PAREJA, 2009; LAW; KELTON, 2000).
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Figura 10: Convergência de uma simulação estocástica.
Fonte: (LAW; KELTON, 2000)
2.4.3 Construção de Estrutura de Dependência Multidimensional para Variáveis
Aleatórias
A Joint Normal Transform (JNT) é uma técnica para a geração de distribuições Unifor-
mes de probabilidade correlacionadas. Essa técnica é excepcionalmente interessante em
simulações estocásticas, pois permite definir a estrutura de dependência estocástica por
meio da geração de números aleatórios correlacionados que podem ser utilizados para
amostrar as variáveis aleatórias através do princípio de amostragem da Figura 9 (vide
Seção 2.4.1).
O procedimento da JNT envolve (N − 1)N/2 estruturas de dependência mútua para
um sistema com N variáveis aleatórias. O método é dado pelos seguintes passos (PAPA-
EFTHYMIOU, 2007; RODRIGUES, 2008):
1. Gerar um vetor z de amostras independentes de uma curva normal padrão de pro-
babilidade N -dimensional;
2. Aplicação da transformação linear ao vetor z tal que y = L × z, sendo L a
matriz triangular inferior da decomposição de Cholesky da matriz R. A matriz
de correlação linear R é obtida da matriz de correlação de rank Rr pela relação
R = 2sen(Rrπ/6). Os componentes ρr da matriz Rr são a correlação de rank
entre cada variável aleatória. Assim, os números aleatórios independentes em z
passam a estar correlacionados em y pela correlação proveniente da existente entre
as variáveis aleatórias;
3. A aplicação da função de distribuição acumulada da normal padrão Φ(·) aos núme-
ros aleatórios correlacionados y, resulta em N vetores aleatórios com distribuição
Uniforme na forma ui = Φ(yi).
Os números aleatórios correlacionados ui são utilizados para realizar a amostragem
das variáveis aleatórias por meio do modo anteriormente detalhado na Seção 2.4.1. Existe
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um requisito matemático de que a matriz de correlação R seja positiva definida para per-
mitir a decomposição de Cholesky, isto é, para todo x ∈ IR\{0}, xTIRx > 0 (PAPA-
EFTHYMIOU, 2007; RODRIGUES, 2008).
A Figura 11 ilustra os gráficos de dispersão das etapas da JNT para um relação de de-
pendência com ρ = 0, 75. Observa-se, no gráfico da esquerda que os números aleatórios
normalmente distribuídos z1 e z2 são independentes. No gráfico central, os números alea-
tórios obtidos após a transformação linear, y1 e y2, mantém a distribuição normal dos seus
geradores (z1 e z2), mas evidenciam a correlação positiva, havendo uma concentração de
valores no entorno do eixo diagonal. Finalmente, no gráfico da direita, observa-se que os
números aleatórios u1 e u2 são uniformemente distribuídos e apresentam uma forte cor-
relação positiva. A Figura 12 ilustra as etapas da JNT para uma relação de dependência
com ρ = 0, 45, ou seja, uma relação de dependência menos intensa, sendo esta eviden-
ciada quando se compara os gráficos do centro e da direita, pois os valores do gráfico da
esquerda são idênticos nos dois casos.
Figura 11: Ilustração das etapas da JNT para ρ = 0, 75.
Fonte: O autor.
Figura 12: Ilustração das etapas da JNT para ρ = 0, 45.
Fonte: O autor.
Fica evidente pela observação da distribuição marginal de probabilidade das distri-
buições Uniformes obtidas ao final das etapas da JNT, que estas não se alteram apesar
da maior ou menor relação de dependência imposta. Assim sendo, o resultado da JNT
fornece distribuições uniformes que podem ser utilizadas para amostrar VAs conforme o
princípio detalhado na Seção 2.4.1, com a vantagem de considerar a relação de dependên-
cia existente entre as VAs do modelo simulado.
2.4.4 Stochastic Bounds Methodology: Estruturas de Dependência Extrema entre
VAs
Como já mencionado no início da Seção 2.4, há um compromisso entre tratabilidade
de um modelo e a qualidade de representação dos fenômenos. No caso de sistemas com
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um grande números de variáveis estocásticas de entrada, é necessária a aplicação de al-
guma técnica que proporcione a redução da ordem da estrutura multidimensional (PAPA-
EFTHYMIOU, 2007; RODRIGUES, 2008).
Em grande parte dos fenômenos simulados, é possível identificar grupos de variáveis
altamente correlacionadas, ou seja, agrupamentos com comportamento e estrutura de de-
pendência observada muito próxima da correlação perfeita. De acordo com a Stochastic
Bounds Methodology (SBM), todas as estruturas de dependência possíveis para um nú-
mero de variáveis aleatórias correlacionadas está compreendido entre dois extremos: in-
dependência (limite inferior) e comonoticidade (limite superior). No caso de apenas duas
variáveis, o limite inferior para o valor da soma destas variáveis aleatórias corresponde
ao caso de correlação perfeita negativa, isto é, a contracomonoticidade (PAPAEFTHY-
MIOU, 2007; RODRIGUES, 2008).
2.4.4.1 Limite Superior: Comonoticidade
Variáveis aleatórias comonotônicas são funções com crescimento baseado no mesmo
fator aleatório subjacente. Assim, o mesmo gerador randômico é usado na modelagem
do sistema e para a amostragem dessas variáveis (PAPAEFTHYMIOU, 2007; RODRI-
GUES, 2008). Denotando (Y C1 , Y
C
2 , · · · , Y Cn ) a versão comonotônica do vetor aleatório
(Y1, Y2, · · · , Yn), a amostragem pode ser realizada da seguinte maneira:
Y Ci = F
−1
Yi
(U), i = {1, 2, · · · , n}, (24)
em que U é a distribuição Uniforme no intervalo [0, 1] dos números aleatórios sorteados
para realizar a amostragem das variáveis aleatórias Yi a partir de suas respectivas distri-
buições marginais acumuladas de probabilidade FYi .
O valor esperado para
∑n




i é o mesmo, porém a dispersão nos dois
casos é diferente. A amostragem comonotônica oferece o cenário de maior risco uma vez
que corresponde ao caso de distribuição extrema da soma das variáveis aleatórias. Esse
caso corresponde ao limite CU da cópula de Fréchet-Hoeffding (vide Seção 2.2.5) que
oferece o contorno superior de todas as possíveis cópulas:
FY1,Y2,··· ,Yn = CU(FY1(y1), FY2(y2), · · · , FYn(yn))→ ρr(Y1, Y2, · · · , Yn) = 1, (25)
em que FY1,Y2,··· ,Yn é a função de distribuição de probabilidade conjunta para as distri-
buições acumuladas FY1(y1), FY2(y2), · · · , FYn(yn) das respectivas variáveis aleatórias
Y1, Y2, · · · , Yn.
2.4.4.2 Limites Inferiores: Contracomonoticidade e Independência
No caso de duas variáveis aleatórias, o limite inferior corresponde ao caso de cor-
relação perfeita negativa, isto é, a contracomonoticidade (PAPAEFTHYMIOU, 2007;
RODRIGUES, 2008). Denotando (Y CM1 , Y
CM
2 ) a versão contracomonotônica do vetor
aleatório bidimensional (Y1, Y2), a amostragem pode ser realizada da seguinte maneira:
Y CM1 = F
−1
Y1




em que U é a distribuição Uniforme no intervalo [0, 1] dos números aleatórios sorteados
para realizar a amostragem das variáveis aleatórias Y1 e Y2 a partir de suas respectivas
distribuições marginais acumuladas de probabilidade FY1 e FY2 . Esse caso corresponde
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ao limite CL da cópula de Fréchet-Hoeffding (vide Seção 2.2.5) que oferece o contorno
inferior de todas as possíveis cópulas:
FY1,Y2 = CL(FY1(y1), FY2(y2))→ ρr(Y1, Y2) = −1, (27)
em que FY1,Y2 é a função de distribuição de probabilidade conjunta para as distribuições
acumuladas FY1(y1) e FY2(y2) das respectivas variáveis aleatórias Y1 e Y2.
A contracomonoticidade oferece sempre o contorno inferior para a agregação de duas
VAs. Por definição, esse conceito não se aplica ao caso com mais de duas variáveis, já que
não é possível haver dependência negativa perfeita para mais de duas variáveis ao mesmo
tempo. Nessas situações o contorno inferior é substituído pelo caso de independência (PA-
PAEFTHYMIOU, 2007; RODRIGUES, 2008). Assim, são usados números aleatórios di-
ferentes na amostragem de cada variável aleatória. Denotando (Y I1 , Y
I
2 , · · · , Y In ) como
sendo a versão independente do vetor aleatório (Y1, Y2, · · · , Yn), a amostragem é reali-
zada da seguinte forma:
Y Ii = F
−1
Yi
(Ui), i = {1, 2, · · · , n}, (28)
em que Ui é a distribuição Uniforme no intervalo [0, 1] dos números aleatórios sorteados
para realizar a amostragem das variáveis aleatórias Yi a partir de suas respectivas distri-
buições marginais acumuladas de probabilidade FYi .
O caso de independência oferece o cenário de menor risco3 de ocorrência de valores
extremos, correspondendo à situação de menor dispersão para a soma das VAs (PAPA-
EFTHYMIOU, 2007; RODRIGUES, 2008). Todos os outros casos de estruturas de de-
pendência correspondem à somas de VAs, cuja variância estará entre os valores extremos
da variância mínima do limite inferior (independência ou contracomonoticidade) e da
variância máxima do limite superior (comonoticidade). O uso de independência para aná-
lise de um modelo, cujas variáveis aleatórias são correlacionadas, é uma falácia, uma vez
que praticamente todos as ocorrências reais de estrutura de dependência correspondem a
situações de impacto mais severo (PAPAEFTHYMIOU, 2007; RODRIGUES, 2008).
A amostragem de acordo com a SBM favorece a redução da ordem do problema a
ser tratado, uma vez permite a geração de menor quantidade de distribuições randômicas
Uniformes no intervalo [0, 1] para amostragem das variáveis aleatórias. Caso a SBM seja
combinada com a JNT por exemplo, a matriz z daquela técnica fica reduzida, diminuindo
as operações de todas as etapas subsequentes.
A SBM é um método que favorece a amostragem considerando estruturas de depen-
dência extrema entre variáveis aleatórias baseado no pressuposto de alta correlação entre
as mesmas. No caso destas VAs, também é possível tratá-las pelo seu comportamento
conjunto, isto é, obtém-se um modelo equivalente de representação para as VAs que são
altamente correlacionadas após ter agrupado as mesmas com base em técnicas adequadas.
2.4.5 Técnicas de Agrupamento de Variáveis Aleatórias
A análise dos dados referentes a consumo, demanda, geração de energia dos consu-
midores/prosumidores, entre outros, permite a classificação dos mesmos em categorias a
partir de técnicas específicas para esse fim. O Método das Nuvens Dinâmicas, por exem-
plo, é um artifício baseado no método K-médias usado para identificar grupos de com-
ponentes com comportamento similar, conforme detalhado por Guimarães (2008), sendo
possível a partir de um banco de dados com informações dos consumidores/prosumidores
3Para duas VAs o cenário de menor risco é oferecido pela versão contracomonotônica.
36
do sistema em análise. O método das K-médias corresponde a uma técnica de agrupa-
mento onde cada grupo é representado pelo centróide das amostras. Dessa forma, o agru-
pamento pode ser simplificado conforme o seguinte algoritmo, considerando entradas k
centróides, D distâncias, saídas K centróides e objetos de cada fonte:
1. Selecionar arbitrariamente k objetos como os agrupamentos iniciais.
2. Calcular os centróides dos k agrupamentos da posição atual.
3. Associar cada objeto ao grupo (centróide) mais perto (maior similaridade).
4. Retornar ao Passo 2 e parar quando não houver mais mudanças significativas entre
os objetos.
Também pode-se dividir os objetos de maneira supervisionada, com base em critérios
específicos da preferência do analista. O uso de agrupamentos para clientes de sistemas
elétricos também foi empregada por Jardini et al. (2000) que utilizou esse artifício para
definir curvas de carga típicas para categorias de clientes.
O comparativo entre diferentes técnicas de algoritmos não-supervisionados de divisão
em agrupamentos foi investigada por Chicco; Napoli; Piglione (2006). Neste trabalho,
os autores investigaram os métodos siga-o-líder modificado, agrupamento hierárquico,
K-médias, K-médias fuzzy e mapas auto-organizados concluindo que, em geral, 15 a 20
categorias são suficientes para classificar consumidores de redes de energia elétrica. Além
disso, concluem que os algoritmos mais efetivos para tratamento de consumidores des-
tas redes são o siga-o-líder modificado e agrupamento hierárquico, visto que propiciam
uma separação altamente detalhada dos agrupamentos, isolando padrões de comporta-
mento incomum e criando grandes grupos contendo os padrões restantes das cargas. Por
fim, o estudo de Obrenović; Vidaković; Luković (2017), que inclusive aborda o traba-
lho de Chicco; Napoli; Piglione (2006), preocupou-se em definir a melhor métrica para
o algoritmo das K-Médias++, concluindo que para consumidores de energia elétrica, os
melhores índices são obtidos com o uso de distância euclidiana.
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3 ANÁLISE DA OPERAÇÃO DE SISTEMAS DE DISTRI-
BUIÇÃO DE ENERGIA ELÉTRICA
Em geral, a análise da operação de alimentadores de distribuição de energia elétrica
consiste no estudo deste sistema sob condições normais de operação em regime perma-
nente (cálculo do fluxo de potência) ou sob condições transitórias (tais como cálculo do
curto-circuito ou de indicadores de confiabilidade) (KERSTING, 2007). Neste trabalho,
o enfoque é dado à operação sob condições de regime permanente, que pode ser realizada
por intermédio de uma abordagem determinística (considerando um valor definido para
as cargas e gerações) ou uma abordagem probabilística (considerando as distribuições de
probabilidade que caracterizam as cargas e gerações).
3.1 Análise determinística
A análise do fluxo de potência para um alimentador de uma rede de distribuição é si-
milar àquela feita para um sistema de transmissão interconectado, sendo que, tipicamente,
as informações conhecidas pré-análise são as tensões trifásicas na subestação, o modelo
das cargas e sua potência complexa. Com o cálculo do fluxo de potência é possível deter-
minar (KERSTING, 2007):
a) módulo e ângulo das tensões em todos os nós do alimentador;
b) fluxo de potência (kW e kVAr), fator de potência e corrente complexa em cada linha
da rede;
c) perdas de potência em cada ramal;
d) potência injetada no alimentador em kW e kVAr;
e) perdas de potência total no alimentador; e
f) demanda em kW e kVAr com base no modelo considerado das cargas.
Tradicionalmente, a análise de um sistema de distribuição (muitas vezes passivo) de-
pende essencialmente da natureza das cargas. Dependendo do nível de tensão do sistema
em análise, a própria definição do que é uma carga pode se alterar. À medida que nos
aproximamos dos consumidores da rede secundária, mais pronunciada é a variância da
demanda e a ausência de um regime permanente (KERSTING, 2007).
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Uma forma de lidar com tal aspecto é considerar a demanda agregada diversificada





em que Ddiv(t) é a demanda diversificada no tempo t para os NC clientes com demanda
individual Dk(t).
Considera-se que cada cliente possui uma curva diária típica e que a soma das de-
mandas individuais de todos os clientes atendidos por um mesmo transformador da rede
compõe a chamada curva de demanda diversificada Ddiv daqueles clientes. A máxima
demanda diversificada é o maior valor de demanda agregada dos consumidores na Equa-
ção (29) e não necessariamente é a soma da máxima demanda individual dos clientes. A
soma da máxima demanda individual dos clientes é chamada de máxima demanda não-





em que Dnc é a máxima demanda não-coincidente para os NC clientes com máxima
demanda individual diária max(Dk).





A ideia intrínseca ao fator de diversidade é que, uma vez que a demanda máxima
individual seja conhecida, pode-se estimar a máxima demanda diversificada. O fator de
diversidade costuma aumentar com o número de consumidores com uma característica de
saturação, i.e., a partir de um determinado número de consumidores, o fator de diversidade
tende a estabilizar em um determinado valor (KERSTING, 2007). Isso demonstra que
quanto menos consumidores são considerados, maior é a influência individual na demanda
agregada e que quanto menor for o fator de diversidade, maior é a similaridade no padrão
de consumo (relação de dependência alta).
Os conceitos supracitados são típicos de uma análise determinística, pois consideram
cenários de carga típica fixa. Esse tipo de abordagem é utilizado nas normas dos Proce-
dimentos de Distribuição de Energia Elétrica no Sistema Elétrico Nacional (PRODIST).
O planejamento da expansão do sistema de distribuição é normatizado no Módulo 2 do
PRODIST. Nele, as unidades consumidoras são separadas por nível de tensão como sendo
pertencentes ao Sistema de Distribuição de Alta Tensão (SDAT, acima de 44 kV), ao Sis-
tema de Distribuição de Média Tensão (SDMT, acima de 1 kV a 44 kV) e ao Sistema de
Distribuição de Baixa Tensão SDBT, inferior ou igual a 1 kV). Com relação aos procedi-
mentos para o SDBT, a normativa se limita a estabelecer que o planejamento do mesmo
deve definir um plano de obras para um horizonte de cinco anos, com vistas à adequação
do sistema existente ao atendimento de novas cargas e à melhora das condições operati-
vas. No entanto, não é definido de que maneira tal objetivo deve ser alcançado (ANEEL,
2016).
O planejamento da rede deve partir do diagnóstico da rede existente, com a caracteri-
zação da carga e da rede bem como a avaliação da qualidade e das perdas técnicas. Para o
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SDAT e para o SDMT é estabelecido que deve-se considerar patamares de carga (ANEEL,
2016). O Submódulo 5.6 dos Procedimentos de Rede define intervalos horários para os
patamares de carga: para a situação sem horário de verão, a carga leve ocorre das 00h às
07h, a carga pesada das 18h às 21h e a carga média nos demais intervalos horários (ONS,
2017). Os patamares obtidos a partir dessa definição podem ser visualizados na Figura
13(b) como resultado da aplicação da definição à curva de carga da Figura 13(a).
Uma forma alternativa de obter os patamares de carga leve, média e pesada se dá a
partir da curva de duração: considera-se que a carga pesada ocorra durante três horas e a
carga leve durante oito horas, conforme quantidade de horas estabelecida para o horário
de ponta e de incentivo às atividades de irrigação e aquicultura justamente em função do
baixo consumo (ANEEL, 2010). Sendo a curva de carga a demanda diversificada de todos
os clientes atendidos em uma determinada rede, a definição de patamares a partir da curva
de duração representa melhor os valores de demanda real do sistema, já que a curva de
carga pode apresentar valores de demanda incompatíveis com o intervalo pré-definido de
patamar para o qual a respectiva demanda ocorre. Ou seja, uma demanda com magnitude
elevada pode ser tratada como carga média simplesmente por ocorrer em um horário pré-
definido para tal patamar. Além disso, a curva de duração permite observar a necessidade
de ampliação da rede ou mesmo de troca de equipamentos como transformadores devido
a sobrecarga, por exemplo (KERSTING, 2007). Sendo assim, essa forma de obtenção dos
patamares é empregada neste trabalho. A Figura 13(c) ilustra os patamares obtidos a partir
dessa maneira, e é possível constatar que o patamar de carga pesada é consideravelmente
superior ao obtido a partir da definição do ONS (2017).
Muitas vezes a demanda complexa agregada (kW e kVAr) é conhecida devido à me-
dição na subestação. Uma maneira de simular o fluxo de potência no sistema é igualar a
demanda medida com a calculada a partir dos modelos considerados para os elementos
da rede. A razão entre a demanda medida e a demanda calculada pode ser utilizada para
multiplicar as demandas das cargas para, de forma iterativa, igualar as duas até atingir
uma determinada tolerância. Ou seja, a carga é alocada ao longo da rede de forma pro-
porcional e compatível com o patamar de demanda agregada observado no medidor da
subestação (KERSTING, 2007).
Desse modo, a demanda dos clientes é estimada pela divisão proporcional da demanda
agregada para cada patamar de consumo considerando os modelos das cargas obtido a
partir das campanhas de medição. O cálculo do fluxo de potência é realizado para cada
cenário de cargas e os respectivos indicadores de operação como perdas diárias e índices
de violação de tensão para o sistema são obtidos pela consideração proporcional ao tempo
de permanência em cada cenário de cargas.
3.2 Análise probabilística
As cargas de um sistema de distribuição de energia elétrica podem ser representadas
por valores de demanda fixos ou provenientes de uma curva de carga que varia ao longo
de períodos pré-estabelecidos de tempo. Com a mudança nos padrões de consumo em
decorrência de tarifas dinâmicas, o acesso à geração distribuída e a tecnologias de auto-
mação, entre outros aspectos, os patamares de demanda de um perfil de consumo podem
incluir graus de incerteza, o que requer a transição de modelagens tradicionais determinís-
ticas para probabilísticas (CHEN et al., 2018). Para exemplificar a diferença entre as duas
abordagens, a Figura 14 ilustra uma curva de carga determinística e uma probabilística.
Basicamente, o gráfico superior da Figura 14 ilustra uma curva de carga tradicional, com
40
Figura 13: Obtenção de patamares de demanda agregada.
(a) Exemplo de curva de carga diária.
(b) Definição de patamares conforme ONS (2017).
(c) Definição de patamares a partir da curva de duração.
Fonte: O autor.
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24 valores de demanda, um para cada hora de um dia típico. Já o gráfico inferior, ilustra
a densidade de probabilidade da demanda em cada horário ao longo do dia, incluindo o
caso particular determinístico.
Figura 14: Curva de carga determinística versus probabilística.
Fonte: O autor.
Métodos determinísticos consideram que os parâmetros de entrada do sistema são
constantes para cada intervalo de tempo (MOHAMMADI; SHAYEGANI; ADAMINE-
JAD, 2013). Assim sendo, para a potência ativa e reativa das barras PQ, bem como para
as magnitudes de tensão e a potência ativa das barras PV pode-se adotar o valor mé-
dio ao longo de período de tempo ou o valor instantâneo do fluxo de potência (SAMET;
KHORSHIDSAVAR, 2018). Conforme ilustra a Figura 14, a curva de carga determinís-
tica é elaborada a partir de valores de demanda média para cada hora do dia. No entanto,
a incerteza das cargas é condicionada no tempo, sendo possível demonstrar em alguns ca-
sos que o desvio padrão da demanda tem magnitude maior que seu valor médio (PAREJA,
2009). Logo a média torna-se insuficiente para descrever o comportamento dos compo-
nentes do sistema, sendo necessário considerar intervalos de confiança para as grandezas
de interesse.
Tendo reconhecido a necessidade de incorporar medidas de incertezas nos modelos
matemáticos visando caracterizar o comportamento dinâmico de cargas e geração, pes-
quisadores têm investigado a análise probabilística do fluxo de carga há algumas déca-
das (BORKOWSKA, 1974; HONG; FAN, 2016). Dentre os métodos nos quais se consi-
dera o fenômeno da incerteza dos sistemas elétricos de potência, a Simulação de Monte
Carlo (SMC) é o mais conhecido (PAREJA, 2009).
Monte Carlo é a abordagem tradicional utilizada para simular o fluxo de carga pro-
babilístico e executa o fluxo de carga determinístico repetidamente por um número sig-
nificativo de vezes para representar a distribuição total das entradas do sistema (KABIR;
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MISHRA; BANSAL, 2016). Na SMC, todas as variáveis de interesse são representa-
das por funções de densidade de probabilidade (CONTI; RAITI, 2007). Essa represen-
tação das cargas permite atribuir um intervalo de confiança a cada demanda horária de
uma curva de carga (MOHAMMADI; SHAYEGANI; ADAMINEJAD, 2013). Assim,
por meio de números aleatórios, os possíveis estados de operação do sistema são obtidos
e a cada vez que se gera um estado é necessário executar um fluxo de potência deter-
minístico para estabelecer as condições de operação em regime permanente referentes
a este estado (PAREJA, 2009; HONG; FAN, 2016). Este método é bastante preciso e os
seus resultados são frequentemente utilizados como referência na comparação com outras
técnicas estocásticas e também no planejamento da operação e da expansão de sistemas
elétricos de potência (HONG; FAN, 2016; CONTI; RAITI, 2007; CHEN et al., 2018).
3.2.1 Principais trabalhos investigados
Dentre as incertezas que existem nos sistemas de distribuição já mencionadas no Ca-
pítulo 1, pode-se considerar a demanda das unidades consumidoras como uma das prin-
cipais. Assim, o desenvolvimento de um modelo que permita avaliar esse aspecto é es-
sencial na análise da operação de redes de distribuição.
Um fluxo de potência alternativo para redes de distribuição de energia elétrica con-
siderando incerteza na demanda dos consumidores da rede de baixa tensão bem como a
incerteza na fase de conexão dos mesmos é proposto por Pareja (2009). Para tal, primei-
ramente é proposta a divisão dos clientes em categorias pré-definidas com caracterização
através de curvas de carga típicas obtidas por campanhas de medição.
A determinação da curva de carga de consumidores individuais e nos transformadores
de distribuição utilizada por Pareja (2009) considerou curvas representativas para grupos
de clientes conforme preconizado por Jardini et al. (2000). As categorias de clientes fo-
ram pré-definidas com base nas estratificações determinadas no Módulo 2 do PRODIST
para a época da elaboração do trabalho. As curvas de média e desvio padrão da demanda
em kW dos consumidores obtidas na campanha de medição são normalizadas de forma
que seja possível agrupá-las e obter curvas representativas para os agrupamentos. A po-







consumo mensal em kWh
24× 30
, (32)
em que M(t) é a curva de demanda média diária em kW.
Cabe ressaltar que Pbase da Equação (32) é diferente da potência aparente de base
(Sbase) utilizada na normalização das grandezas do circuito para cálculo do fluxo de po-
tência. A Pbase é específica de cada cliente e é utilizada apenas para normalizar as curvas
da média e do desvio padrão de sua demanda.
Desse modo, são obtidas curvas representativas normalizadas em p.u. para cada sub-
classe de consumo. A Figura 15 ilustra um exemplo da representação normalizada da
demanda diária típica para os clientes com consumo mensal entre 220 e 500 kWh.
De forma semelhante, com a medição de energia mensal de cada consumidor, pode-
se estimar a curva de carga diária em kW do mesmo com base na curva representativa
em p.u. associada a uma potência de base Pbase calculada de acordo com a Equação
(32) (JARDINI et al., 2000).
Segundo Pareja (2009), a lognormal é a distribuição de probabilidade que apresentou
a melhor adequação de ajuste à demanda horária para maior número de clientes de uma
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Figura 15: Curvas representativas em p.u. para dias úteis de usuários residenciais com
consumo entre 220 e 500 kWh.
Fonte: (PAREJA, 2009).
rede de distribuição, conforme estudo estatístico dos dados de curvas diárias de demanda
obtidas em uma campanha de medição. Além disso, Pareja (2009) mostrou que essa
distribuição, com raras exceções, foi a que melhor se adequava aos dados dos clientes,
independente de classe ou faixa de consumo.
Os testes foram realizados para dias úteis, sábados, domingos e feriados. Assim, dife-
rentemente de Jardini et al. (2000) que assume uma distribuição normal para a demanda
dos consumidores, na concepção de Pareja (2009) deve-se realizar uma análise de ade-
quação de ajuste aos dados medidos de demanda (vide Seção 2.3.4) e utilizar a função de
distribuição de probabilidade que melhor represente os dados da campanha de medição
para modelar a demanda horária dos consumidores.
Desse modo, conhecendo a lei de distribuição que teve melhor ajuste aos dados medi-
dos, tendo definida a curva típica de média e desvio padrão da demanda de cada categoria
de consumidores bem como o consumo típico mensal para obter a potência de base Pbase
com a Equação (32), fica definida a modelagem da demanda de todos os consumidores da
rede que será empregada neste trabalho.
Em seu trabalho, Pareja (2009) propõe o uso da SMC para avaliar as incertezas da
rede, de forma que o fluxo de potência é realizado hora a hora para a curva de carga,
i.e., existe um problema para cada hora do dia e os mesmos são resolvidos de forma in-
dependente. Com o modelo da demanda horária de cada consumidor, a composição dos
cenários de cargas para cada horário é realizada conforme o princípio de amostragem da
Seção 2.4.1. A demanda de cada cliente é sorteada de forma independente e o algoritmo
realiza fluxos de potência determinísticos até que o coeficiente de variação estatístico da
Equação (23) seja inferior a uma tolerância especificada. As variáveis de interesse con-
sideradas por Pareja (2009) para determinar a parada das simulações foram as demandas
de potência em cada fase do sistema de distribuição. Além disso, o método não prevê e
também no estudo de caso do trabalho em questão não é considerada a influência da GD.
Agrupar os clientes é interessante para as simulações pois reduz o tamanho do pro-
blema a ser resolvido. Embora a definição dos agrupamentos proposta por Pareja (2009)
seja conveniente uma vez que as informações provenientes para a divisão já são natural-
mente disponíveis pela coleta de dados das campanhas de medição promovidas conforme
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a regularidade normativa estabelecida por ANEEL (2016), essa divisão pode não ser a
mais adequada. Nesse aspecto, Guimarães (2008) procede de maneira distinta, valendo-
se do Método das Nuvens Dinâmicas para definir os agrupamentos (vide Seção 2.4.5).
Para modelar a demanda das cargas, Guimarães (2008) propõe a utilização da curva
de frequência acumulada obtida nas medições para cada agrupamento, normalizando a
mesma pela demanda média para cada horário do dia. A Figura 16 ilustra o exemplo de
uma curva de frequência acumulada para um consumidor residencial.
Figura 16: Curva de frequência acumulada da demanda relativa das 20h às 21h para um
cliente residencial em BT com consumo mensal entre 200 e 400 kWh.
Fonte: (GUIMARÃES, 2008).
Cada curva típica está associada a um fator de carga e a uma participação de mercado
das respectivas categorias de clientes. Após obtidas as curvas características, a obtenção
da amostra de demanda que compõe o cenário das cargas a ser simulado por Guimarães
(2008) é ilustrado na Figura 17. O procedimento de amostragem é similar ao utilizado
por Pareja (2009) e descrito com maior detalhe na Seção 2.4.1, porém ao invés de sortear
um valor de demanda absoluta em kW, a amostra é da demanda relativa e a conversão
para um valor de demanda em kW para compor o cenário de cargas a ser simulado é dado
por (GUIMARÃES, 2008):
x′ = F−1(y′), (33)
D(t) = x′ ×Dmed(t), (34)
em que x′ é a amostra da demanda relativa, F−1(.) é a função inversa de distribuição de
probabilidade acumulada, y′ é o número aleatório sorteado para realizar a amostra, D(t)
é a demanda em kW amostrada no horário t e Dmed(t) é a demanda média no horário t
para o cliente cuja demanda está sendo amostrada.
Guimarães (2008) realiza a simulação de um número pré-fixado de cenários de cargas
para cada horário da curva de carga diária e as tensões resultantes são classificadas em
adequada, crítica e precária (ANEEL, 2018). Com isso, obtém-se uma distribuição de
frequência relativa para as tensões em cada barra do sistema conforme a Figura 18.
Desse modo, os índices de violação de tensão precária e crítica são estimados por (GUI-
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Figura 17: Procedimento de amostragem utilizado por Guimarães (2008).
Fonte: (GUIMARÃES, 2008).












em que ntp é o número de tensões resultantes de simulação com valores situados na faixa
precária, ntc é o número de tensões resultantes de simulação com valores situados na
faixa crítica, nts é o número total de tensões resultantes da simulação, DRPprobabilístico e
DRCprobabilístico são os resultados probabilísticos para a duração relativa de transgressão
de tensão precária e crítica respectivamente (ANEEL, 2018).
Os métodos de avaliação probabilística propostos por Pareja (2009) e Guimarães
(2008) apresentam modelagem eficiente para as demandas horárias dos clientes quando
observa-se o comportamento individual dos mesmos. Considera-se independência entre
os consumidores, i.e., a amostragem da demanda de cada cliente não tem relação com os
demais. Além disso, não é considerada a inserção de fontes distribuídas intermitentes de
geração de energia, realidade que começa a ter maior projeção à medida que as normas
de implantação são aperfeiçoadas e os custos reduzidos (MILLER; YE, 2003; ANEEL,
2012).
Com relação a esse aspecto, o trabalho desenvolvido por Papaefthymiou (2007) e ex-
plorado por Rodrigues (2008) são de grande relevância. Os autores propõem um método
para a consideração de relação de dependência horária entre a demanda dos consumidores
bem como a sua relação com a geração distribuída intermitente.
O estudo realizado por Papaefthymiou (2007) é pioneiro, visto que, de acordo com o
próprio autor, foi a primeira vez que a solução do problema de modelagem dos recursos
estocásticos correlacionados no sistema de potência havia sido investigado. Para tratar
as incerteza dos sistemas, Papaefthymiou (2007) é categórico em afirmar que o método
mais apropriado é a SMC em função da existência de interdependências complexas entre
as variáveis de entrada.
De acordo com Papaefthymiou (2007), o sistema de potência está predominantemente
em uma condição operativa que pode ser considerada como regime permanente e que a
operação pode ser vista como a transição consecutiva entre estados que representam um
cenário das entradas (cargas e gerações). Portanto, a investigação da operação do sistema
é a análise do regime permanente para todas as combinações possíveis das entradas. Con-
tudo, ao afirmar isso, deve-se considerar que as simulações de Papaefthymiou (2007) são
focadas na média tensão. Caso seja de interesse avaliar a operação na baixa tensão, esse
cenário não necessariamente é mantido.
A modelagem é dividida em duas etapas: o modelo determinístico do sistema (DSM1)
e o modelo estocástico do sistema (SSM2). O DSM representa a maneira como as variá-
veis do sistema são combinadas para produzir as saídas do mesmo, referindo-se a todas as
limitações físicas e ações de controle que são executadas durante a operação do sistema.
Trata-se do modelo de regime permanente. O SSM descreve o comportamento e a itera-
ção entre as entradas incertas do sistema e está relacionado aos mecanismos externos que
afetam o comportamento do sistema como padrão de consumo dos clientes, condições
climáticas, entre outros. O diagrama esquemático da análise proposta por Papaefthymiou
(2007) está mostrado na Figura 19.
1Do inglês Deterministic System Model
2Do inglês Stochastic System Model
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Figura 19: Diagrama esquemático da análise do sistema.
Fonte: (PAPAEFTHYMIOU, 2007).
Os dados de consumidores bem como da geração não-convencional (distribuída), i.e.,
as entradas com incerteza dos sistema, são fornecidas ao SSM contemplando todo o con-
junto de entradas estocásticas. Após tratadas as informações, o DSM recebe as combi-
nações das entradas estocásticas bem como a configuração do sistema e as de geração
convencional não-estocástica (obtidas por um algoritmo de fluxo de potência ótimo3) de
forma que os dados de saída sejam calculados.
O DSM é a modelagem tradicional utilizada na análise do fluxo de potência. O SSM
pode ainda ser dividido em duas etapas: a modelagem do comportamento individual e a da
estrutura de dependência conjunta (PAPAEFTHYMIOU, 2007). A descrição do compor-
tamento individual é semelhante ao que propuseram Pareja (2009) e Guimarães (2008).
No entanto, Papaefthymiou (2007) e Rodrigues (2008) optam por definir uma curva de
distribuição acumulada de probabilidade para os barramentos ao invés de fazê-lo para
categorias de consumidores, ou seja, a CDF é referente à demanda agregada na barra e,
portanto, consideram o sistema AT/MT.
Com relação aos empreendimentos de geração distribuída, Papaefthymiou (2007) os
classifica como geradores estocásticos que convertem a energia de uma fonte primária in-
controlável em energia elétrica. A potência de saída dos geradores estocásticos depende
de dois fatores: a aleatoriedade da fonte motriz primária e do sistema de conversão, i.e.,
da tecnologia do conversor e das limitações que o mesmo impõe. Isso pode resultar em
curvas de distribuição acumulada de probabilidade para a potência gerada não padroni-
zadas. Para uma GD de fonte eólica, por exemplo, a fonte motriz primária (vento) segue
uma distribuição de Weibull. O sistema de conversão é modelado por uma relação en-
tre velocidade de vento e potência gerada considerando que há velocidades de vento de
cut-in, nominal e de cut-out, conforme ilustra a Figura 20.
Para o exemplo da Figura 20, velocidades de vento inferiores à cut-in e velocidades
superiores à cut-out resultarão em potência de saída nula, conferindo uma densidade de
probabilidade elevada para potência mínima. Da mesma forma, ao atingir a velocidade
nominal, o gerador ajusta a posição das pás para que que a potência não exceda a má-
xima, e isso confere uma densidade de probabilidade diferenciada próximo à 1 p.u. (PA-
PAEFTHYMIOU, 2007).
Para modelagem da estrutura de interdependência, Papaefthymiou (2007) utiliza a
Joint Normal Transform (vide Seção 2.4.3) e a Stochastic Bounds Methodology (vide
Seção 2.4.4). Desse modo, os comportamentos individuais permanecem inalterados e a
3OPF - Optimal Power Flow
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Figura 20: Relação de conversão de potência de um gerador eólico e PDF da potência
gerada.
Fonte: (PAPAEFTHYMIOU, 2007).
relação de dependência é inserida através do uso de um mecanismo de amostragem com
números aleatórios correlacionados.
3.3 Modelo de resposta das cargas à variação de tensão
Um aspecto importante na análise de operação de sistemas de distribuição é a conside-
ração do modelo adequado de resposta da carga à variação de tensão, com destaque para
os modelos de impedância, corrente e potência constante ou mesmo uma combinação das
anteriores, o chamado modelo ZIP, dentre outros (SHORT, 2003; GUIMARÃES, 2008;
RANGEL, 2015).
Existem divergências na literatura com relação a quais modelos devem ser utilizados
e os respectivos coeficientes adotados para cargas de um sistema de distribuição. Con-
tudo, conforme demonstra Rangel (2015), o modelo de resposta da carga à variação de
tensão influencia os resultados do fluxo de potência. Assim, a definição adequada destes
parâmetros é primordial para a correta análise da operação. Como mencionado no traba-
lho de Rangel (2015), frequentemente as concessionárias de distribuição adotam para a
rede de distribuição de energia elétrica a carga representada por 50% de impedância cons-
tante e 50% de potência constante, sem mencionar o horário para o qual esses valores são
utilizados.
Milanović et al. (2014) apresenta os resultados de um trabalho investigativo com
distribuidoras de todos os continentes. Um dos objetivos da pesquisa era identificar prá-
ticas comuns na consideração dos modelos de resposta à variação da tensão e também
os coeficientes utilizados. Na grande maioria dos casos, o mesmo modelo e também os
coeficientes eram utilizados ao longo de toda a rede simulada, em grande parte devido
à dificuldade existente em obter informações acuradas acerca das classes de cargas em
diferentes nós do sistema. Os resultados mostram que não há uma prática amplamente
adotada e que cada distribuidora emprega os modelos que julga mais apropriados para
sua área de atuação.
Short (2003) afirma que as cargas da maioria dos circuitos de distribuição podem ser
modeladas com algo entre 40 a 60 % de potência constante e 40 a 60% de impedância
constante. Já ANEEL (2015) estabelece que o modelo adotado para o cálculo de perdas
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na distribuição deva ser o modelo ZIP composto por 100% de impedância constante para
a parcela reativa e de 50% potência constante e 50% impedância constante para a parcela
ativa da carga.
Percebe-se que, embora existam vários estudos que procuram estabelecer uma prática
definitiva, o mais adequado é investigar os hábitos dos consumidores do sistema que será
analisado. Caso uma campanha de medição não seja viável, a partir de modelos de res-
posta da carga e os respectivos parâmetros para cada tipo de utensílio, como realizado por
Haffner et al. (2009), combinados com a informação da posse de equipamentos e hábitos
de uso dos consumidores, como os divulgados por ELETROBRAS (2006), é possível
estimar os parâmetros equivalentes para a rede simulada.
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4 MÉTODO PROPOSTO PARA ANÁLISE PROBABILÍS-
TICA DAS INCERTEZAS
O método proposto nesta dissertação para análise probabilística de redes de distribui-
ção é um método numérico de amostragem aleatória simples baseado na SMC e inspirado
nas propostas de Papaefthymiou (2007) e Pareja (2009). A carga é modelada por Pareja
(2009) conforme tipo de consumidor, permitindo melhor representar as peculiaridades
inerentes a cada cliente bem como tornar mais flexível as simulações para diferentes ní-
veis de tensão. Já Papaefthymiou (2007) propõe uma representação da carga concentrada
nas barras do sistema além de incluir GD eólica e considerar as relações de dependência
entre consumidores e geração.
Neste trabalho, considera-se uma representação da carga conforme tipo de consumi-
dor, semelhante ao que propõe Pareja (2009). Desse modo, há possibilidade de simular
sistemas em diferentes níveis de tensão pela simples agregação das cargas nos nós da
rede. Também foi incluída a relação de dependência entre consumidores e geração, de
acordo com o trabalho de Papaefthymiou (2007), sendo considerada, no entanto, a ge-
ração fotovoltaica devido à sua maior penetração (ANEEL, 2017a). O método proposto
neste trabalho é sintetizado pelo fluxograma da Figura 21.
No passo 1 é obtido o modelo estocástico individual dos componentes do sistema e
a relação de dependência entre os mesmos. A partir dos dados das cargas e da GD, são
definidos os agrupamentos de componentes com padrão de comportamento semelhante.
Na definição dos agrupamentos, a Stochastic Bounds Methodology – SBM é utilizada e
considera-se que os componentes de um mesmo agrupamento seguem a aleatoriedade da
mesma fonte estocástica subjacente. Assim, pode-se prosseguir com a obtenção de curvas
diárias normalizadas de média e desvio padrão da potência dos agrupamentos bem como
a lei de distribuição de probabilidade que rege o comportamento horário dos mesmos.
Cumprida essa etapa, é possível obter a curva CDF da potência dos agrupamentos para
cada horário t do período avaliado. O último procedimento do Passo 1 é a obtenção
da correlação de rank ρr entre todos os agrupamentos para a composição da matriz de
correlação Rt, ou seja, a matriz que contém a essência das relações de interdependência
entre os agrupamentos em cada horário t.
No Passo 2, é utilizada a informação da matriz de correlação Rt para sortear o n-ésimo
número aleatório uniforme correlacionado uGP,n(t) para cada agrupamento GP em cada
horário t com o uso da técnica da Joint Normal Transform – JNT.
A amostra de demanda dos consumidores é realizada no Passo 3 enquanto a amostra
da geração dos agrupamentos de GD é realizada no Passo 4 através da curva CDF inversa
de cada componente e dos respectivos números aleatórios uGP,n(t) pelo uso da Equação
(22).
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Figura 21: Fluxograma do Método Proposto.
Fonte: O autor
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Com as amostras de potência de cada componente do sistema, procede-se à agregação
da potência nos nós para compor o cenário a ser simulado em cada horário t, caracteri-
zando uma amostra N nas simulações. Esse procedimento é realizado no Passo 5.
O passo 6 contempla o modelo determinístico do sistema, ou seja, as configurações
do sistema para as quais as incertezas não são consideradas como a topologia e dados de
impedância das linhas e equipamentos, conexão de bancos de capacitores, atuação dos
reguladores de tensão entre outros. O cálculo do fluxo de potência para cada um dos t
cenários da amostra N gerados nos Passos anteriores para a potência dos componentes é
realizado e os resultados são utilizados para calcular os indicadores de operação no Passo
7, caracterizando uma amostra N de cada indicador.
No Passo 8 os resultados do cálculo do fluxo de potência para os estados da rede e
as amostras dos indicadores são armazenados. No Passo 9 o critério de convergência é
verificado. Caso a tolerância não seja atingida, retorna-se ao Passo 2 para a realização de
uma nova amostra. Tendo atingido a convergência das simulações, no Passo 10 é reali-
zada a análise estatística das amostras que permite obter os indicadores probabilísticos de
operação do sistema.
Devido à especificidade, alguns procedimentos contidos nos Passos do fluxograma
merecem especial atenção:
a) modelagem da distribuição marginal de probabilidade para os componentes do sis-
tema;
b) modelagem da estrutura estocástica multidimensional de dependência;
c) criação dos cenários utilizando as informações dos Passos 1 e 2 além das técnicas de
amostragem em simulações estocásticas; e
d) cálculo do fluxo de potência e dos parâmetros de operação da rede.
Cada procedimento compreende passos intermediários, que serão detalhados nas Se-
ções subsequentes.
4.1 Modelagem da distribuição marginal de probabilidade para os
componentes do sistema
A distribuição marginal de probabilidade é a descrição do comportamento individual
de cada componente (consumidor/prosumidor) do sistema de distribuição. Para que se
tenha uma descrição completa do comportamento estocástico, é necessário conhecer a
média e o desvio padrão da respectiva demanda/geração além da distribuição de probabi-
lidade que rege o comportamento do componente na condição em análise.
O conjunto formado pela distribuição de probabilidade, média e desvio padrão repre-
senta o comportamento do componente em uma determinada situação. Caso o interesse
seja observar o comportamento em um dia típico, dia útil ou feriado em diferentes épocas
do ano, tais parâmetros devem ser obtidos considerando estas peculiaridades, uma vez
que são fatores que afetam o comportamento típico. É necessário atentar ainda para hora
do dia, sazonalidade, influência geográfica ou outros aspectos que afetam o padrão de
comportamento do sistema em análise. Caso algum destes aspectos causem impactos im-
portantes, pode ser necessário segmentar a análise de acordo com estas características, o
que por sua vez aumenta a quantidade de informação necessária para a fiel representação
do problema.
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Neste trabalho, as unidades consumidoras e de geração distribuída (GD) são agrupa-
das em categorias1, conforme semelhança no padrão de demanda/geração para a obtenção
do comportamento típico. A escolha da técnica de agrupamento dentre as já mencionadas
na Seção 2.4.5 e dos critérios específicos para agrupar as cargas e a geração distribuída
são opção de cada analista, porém alguns aspectos precisam ser considerados. As car-
gas podem ser classificadas com base em critérios como classe (residencial, comercial,
industrial, etc), demanda máxima, faixa de consumo mensal, entre outros. Já as unidades
de GD podem ser agrupadas em função da fonte energética primária, tecnologia de con-
versão, proximidade geográfica, entre outros. Também podem ser observados aspectos
regulatórios na divisão em categorias.
A divisão dos agrupamentos de cargas apresentada por Papaefthymiou (2007) é di-
ferente da utilizada no método proposto neste trabalho. A representação da demanda
agregada das cargas diretamente nos nós, regida por distribuições normais de probabili-
dade, pode ter limitações. Da Lei dos Grandes Números e do Teorema do Limite Cen-
tral, pode-se inferir que a soma de uma sequência de variáveis aleatórias independentes
e identicamente distribuídas tendem a formar uma distribuição normal de probabilidade
(MONTGOMERY; RUNGER, 2007; BECKER, 2015; CAMPOS; RÊGO; MENDONÇA,
2017). Essa representação pode ser aproximada caso haja a contribuição de um número
grande de consumidores independentes2, o que não ocorre nas extremidades da rede de
distribuição onde há contribuição de menor quantidade de consumidores, principalmente
em redes radiais. Além disso, a característica do tipo de distribuição de probabilidade que
rege o comportamento individual dos componentes fica proeminente, i.e., não necessari-
amente as variáveis seguem a mesma distribuição de probabilidade, portanto não podem
ser consideradas identicamente distribuídas.
Sendo assim, com relação a este aspecto, optou-se por seguir o critério de Guimarães
(2008) e Pareja (2009) para as cargas, cuja classificação observou a característica dos cli-
entes por classe e faixa de consumo, ao invés de considerar o perfil da carga diretamente
nos nós da rede. Esta opção é justificada pela maior flexibilidade proporcionada com esta
abordagem, ou seja, independente da proximidade com a carga e com a extremidade do
ramal de alimentação, tanto na rede primária como na secundária, é possível simular a
operação da rede com uma boa representação do comportamento dos componentes do
sistema. Neste aspecto, a representação do método proposto é mais abrangente por ter
aplicação a diversas configurações da rede de distribuição visto que, como demonstra-
ram Pareja (2009) e Abdulkarim; Abdelkader; Morrow (2015), não necessariamente os
componentes tem distribuição de probabilidade normal para a demanda horária.
Com relação à divisão das unidades de GD ditas não-despacháveis (de comportamento
estocástico) em agrupamentos, este trabalho focou na contribuição da GDFV devido à sua
maior penetração observada na rede de distribuição (ANEEL, 2017a; ABGD, 2017). No
entanto, a mesma lógica de divisão em agrupamentos se aplica à outras fontes energéticas.
Sempre que a unidade de GD for não-despachável e não contar com acumuladores de
energia, a geração é altamente dependente da aleatoriedade da fonte primária, seja ela
irradiação, vento, etc. Assim, é razoável considerar que unidades de GD com localização
geográfica próxima estejam sujeitas à mesma fonte aleatória primária apresentando alta
1Cabe ressaltar que pode-se considerar cada consumidor/prosumidor como sendo um agrupamento e
que não é estritamente necessário agrupar as cargas e a GD. A obtenção da descrição de comportamento
pode ser realizada para cada componente do sistema individualmente, dependendo o nível de detalhamento
que o analista deseja obter. Agrupar os consumidores/prosumidores é apenas uma técnica de redução da
dimensão do problema a ser solucionado.
2Sendo o comportamento de cada consumidor representado por uma variável aleatória independente.
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dependência. Caso a tecnologia de conversão (função de transferência) entre unidades de
GD seja diferente, caberia ainda dividir os agrupamentos considerando esse aspecto. O
método proposto assume que a tecnologia de conversão é a mesma para todas unidades de
GD da mesma fonte energética e assim, divide-se os agrupamentos por fonte energética
primária e localização geográfica, i.e., o barramento ao qual estão conectados.
A Figura 22 ilustra a divisão proposta neste trabalho para os agrupamentos. Conforme
mencionado anteriormente, os agrupamentos de cargas são divididos por classe e faixa de
consumo enquanto os de GD são divididos por localização geográfica e fonte energética.
Figura 22: Divisão de agrupamentos proposta.
Fonte: O autor
Definidos os critérios que serão utilizados para definir os agrupamentos, procede-se
a análise dos padrões de comportamento e posterior agrupamento dos componentes co-
monotônicos, para que se obtenha a média e desvio padrão horários da demanda/geração,
além da distribuição de probabilidade horária que rege o comportamento das categorias.
Também, pode-se investigar informações adicionais como potência instantânea máxima
de consumo/geração e correlação nas demandas horárias entre os agrupamentos.
A média (µ) e desvio padrão (σ) horários para a demanda/geração são obtidas pela
Equação (15) e pela Equação (16), respectivamente, e servem para estabelecer as curvas
diárias de cada agrupamento, a exemplo da Figura 23.
Para isso, a aplicação do método proposto por Jardini et al. (2000) é adotada. Dessa
maneira, realizam-se os seguintes procedimentos:
1. obtém-se as curvas diárias normalizadas da média e desvio padrão da demanda/ge-
ração de cada agrupamento;
2. para se obter o valor da demanda/geração em quilowatts, basta multiplicar o fator da
curva diária para o horário analisado pela potência de base de cada componente 3.
A curva de densidade de probabilidade acumulada (CDF – Cumulative Distribution
Function) horária para a demanda/geração é obtida a partir da média e do desvio padrão
horários da demanda/geração de cada grupo de componentes do sistema considerando a
3A potência de base é essencialmente proporcional ao consumo mensal ou à energia produzida pelo
consumidor/prosumidor, conforme Equação (32).
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Figura 23: Exemplo de curva diária de média e desvio padrão para um agrupamento de
consumidores.
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distribuição de probabilidade que melhor descreve o comportamento do respectivo agru-
pamento.
Para obter a distribuição de probabilidade que melhor representa o padrão de compor-
tamento horário da demanda/geração de um componente ou grupo de componentes, é ne-
cessário realizar um teste de hipóteses com verificação da adequação de ajuste4, conforme
detalhado na Seção 2.3.4. (JOHNSON; WICHERN, 1992; MONTGOMERY; RUNGER,
2007; BECKER, 2015).
A média e o desvio padrão da potência de cada horário de um componente são multi-
plicados pela potência de base (PBase) para, em associação com a lei de distribuição que
descreve o comportamento do componente, obter a CDF da potência do componente para
cada hora do dia, conforme ilustra a Figura 24. Portanto, cada componente do sistema
possuirá uma CDF da potência ativa para cada horário do período simulado. A potência
reativa é obtida pelo uso de um fator de potência conhecido conforme o tipo de consumi-
dor/gerador.
Por vezes, não existe um banco de dados ou não há tempo hábil para obter informa-
ções detalhadas o suficiente para descrever com exatidão os consumidores/prosumidores
do sistema em análise. Nesses casos, pode-se adotar resultados dos estudos investigativos
com informações que remetam aos clientes que se pretende analisar e, havendo seme-
lhança, pode-se aplicar os resultados destes estudos ao sistema analisado. O trabalho de
Pareja (2009) apresenta informações de média e desvio padrão da demanda horária para
várias categorias de consumidores. Da mesma maneira, pode-se combinar resultados de
estudos distintos e obter as informações necessárias para a análise pretendida. O Sistema
de Informação de Posses e Hábitos de Uso de Aparelhos Elétricos é outro exemplo de
fonte de informação acerca de padrão de consumo (ELETROBRAS, 2006). Também são
fontes relevantes os resultados dos trabalhos de Jardini et al. (2000) e Francisquini (2006)
no que se refere a dados de demanda de diversas categorias de clientes. Da mesma forma,
existem inúmeras fontes de consulta com informações de GD, das quais podem ser ci-
tadas Pfenninger; Staffell (2016), Ekström et al. (2016) e LABSOL (2017). É possível
ainda confrontar os cenário simulados de demanda agregada com o histórico da operação
disponibilizado por ONS (2017).
4Do inglês Goodness of Fit
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Figura 24: Obtenção da CDF da potência horária a partir da lei de distribuição e das
curvas típicas diárias.
Fonte: O autor
Cabe lembrar que existem estudos que investigaram a distribuição de probabilidade
que rege o comportamento horário de consumidores e da GD. O trabalho de Pareja (2009)
demonstrou que independente da classe e da faixa de consumo, a distribuição de pro-
babilidade que melhor descreve o comportamento horário das cargas de um sistema de
distribuição é a lognormal. Já Abdulkarim; Abdelkader; Morrow (2015) comprovaram
que no caso de GD eólica a distribuição de probabilidade do tipo Weibull é mais ade-
quada enquanto que a distribuição de probabilidade do tipo beta é apropriada para GD
fotovoltaica.
4.2 Modelagem da estrutura estocástica multidimensional de depen-
dência
A modelagem estocástica de um sistema de distribuição envolve a obtenção das dis-
tribuições marginais de probabilidade bem como o modelo da estrutura de dependência
entre as VAs. A primeira é facilmente obtida pelo processamento dos dados reais de ra-
diação solar, velocidade do vento, demanda, etc, enquanto que a obtenção da estrutura
de dependência é um tanto mais desafiadora. Definir a estrutura de dependência estocás-
tica é determinar como as fontes subjacentes que determinam os cenários das VAs estão
correlacionadas.
Conforme abordado no Capítulo 2, todos os casos reais de dependência entre um con-
junto de VAs estarão compreendidos entre os casos extremos de dependência perfeita e
independência. Assim, apesar de uma descrição detalhada da relação de dependência
poder ser obtida com o uso adequado de cópulas (vide Seção 2.2.5), é possível utilizar ar-
tifícios alternativos que permitem obter as condições de contorno da operação do sistema
de distribuição, e com isso, operar com resultados mais conservadores.
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Conforme indicado na Seção 2.4.5, em geral, os sistemas contém grupos de compo-
nentes com uma alta correlação positiva. Assim, a aplicação da SBM (vide Seção 2.4.4)
é imediata: o comportamento marginal dos componentes permanece o mesmo, porém
a relação de dependência positiva entre os componentes é substituída por uma estrutura
de dependência extrema de comonoticidade. A aplicação desta técnica impõe o cenário
de maior risco para a demanda agregada e favorece a redução da ordem de grandeza do
problema a ser solucionado (PAPAEFTHYMIOU, 2007; RODRIGUES, 2008).
Com a aplicação da SBM, todos os componentes de um agrupamento seguem o mesmo
fator aleatório. No entanto, considerar o mesmo para componentes em diferentes agrupa-
mentos é extremamente conservador e a correlação mútua entre os grupos de componentes
deve ser mensurada.
A modelagem da estrutura de dependência se completa com a aplicação da técnica da
JNT, detalhada na Seção 2.4.3. A análise de dados dos consumidores/prosumidores e a
obtenção de informações acerca da correlação entre o comportamento dos agrupamentos
é importante para a avaliação sistêmica, visto que não basta avaliar o comportamento
individual dos componentes do sistema, mas também da iteração entre os mesmos, como
já demonstraram Papaefthymiou (2007) e Rodrigues (2008).
A análise da correlação entre os agrupamentos deve ser realizada para cada horário
simulado da curva de carga diária, visto que a relação de dependência entre os agrupa-
mentos pode sofrer alterações conforme o horário do dia.
Para uma determinada hora t, utilizando a matriz de correlação Rt e um vetor de
números aleatórios independentes, normalmente distribuídos, zt, o respectivo vetor de
números aleatórios correlacionados uniformemente distribuídos ut é dado por (PAPA-
EFTHYMIOU, 2007; RODRIGUES, 2008):
ut = Φ (yt) (37)
yt = Ltzt (38)
LtLTt = Rt (39)
onde Φ (yt) é a CDF de uma distribuição normal para os valores aleatórios correlacio-
nados do vetor yt e, Lt, é a matriz triangular inferior da decomposição de Cholesky da
matriz Rt.
De forma simplificada, pode-se utilizar uma única matriz de correlação diária, o que
não contribui para a redução da dimensão do problema. A única vantagem, neste caso,
é que uma vez calculada a matriz triangular inferior da decomposição de Cholesky ao
aplicar a JNT, esta será única, independente do horário do dia, enquanto que no caso an-
terior é necessário obter tantas matrizes triangulares inferiores quantos forem os horários
da curva de carga simulados.
Considerando a correlação entre os componentes (ou agrupamentos) e fazendo uso da
SBM, a JNT permite obter números aleatórios que contém intrinsecamente a informação
da estrutura de dependência entre as VAs. A Figura 25 ilustra, a título de exemplo, os
números uniformes u1, u2 e u3 correlacionados resultantes da JNT (vide Seção 2.4.3) para
os agrupamentos GP1, GP2 e GP3 no mesmo horário t. Assim como são apresentadas
as relações de dispersão para três uniformes referentes aos três agrupamentos, para um
sistema com K agrupamentos, haveria uma relação de dispersão entre cada uniforme uK
com os respectivos uniformes dos demais agrupamentos.
Observa-se que há concentração dos pontos na região da diagonal principal na Figura
25(a), indicando uma correlação ρ1,2 entre u1 e u2 maior do que a correlação ρ2,3 existente
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Figura 25: Resultado da JNT para os agrupamentos.
(a) Dispersão entre u1 e u2. (b) Dispersão entre u2 e u3.
(c) Dispersão entre u1 e u3.
Fonte: O autor
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entre u2 e u3, visto que na Figura 25(b) os pontos possuem maior dispersão. Da mesma
forma, é possível inferir que a correlação ρ1,3 entre u1 e u3 é tal que ρ2,3 ≤ ρ1,3 ≤ ρ1,2.
Assim, quanto mais próximos à diagonal principal estiverem os pontos da dispersão
entre dois números aleatórios uniformes, maior será a correlação entre os mesmos. No
caso de haver uma dispersão sem tendência de concentração, a relação é de independência.
Aplicada a JNT, está cumprida a modelagem estocástica do sistema e as amostras pro-
venientes deste passo, servirão para a criação dos cenários simulados, conforme detalhado
na Seção 4.3.
4.3 Criação de cenários de demanda e geração distribuída de energia
Na Seção 4.1 obteve-se a descrição do comportamento individual de cada componente
do sistema e na Seção 4.2 foi modelada a estrutura de dependência entre os mesmos.
A partir dos resultados obtidos nestas duas etapas, realiza-se a criação dos cenários da
simulação estocástica que serão avaliados.
Como pode ser visualizado na Figura 24, cada componente possui uma curva diária
para a média e desvio padrão da demanda/geração. Com a lei característica que rege o
comportamento daquele componente e sabendo a potência de base do mesmo, obtém-se
uma curva de densidade de probabilidade acumulada (CDF) específica de cada compo-
nente para o horário em estudo.
A Figura 26 representa o procedimento de amostragem dos cenários de potência in-
dividual a partir da CDF de três componentes da rede, cada um pertencente a um dos
agrupamentos GP1, GP2 e GP3 do exemplo anterior, utilizando os números aleatórios
correlacionados u1, u2 e u3 ilustrados na Figura 25 e originados pela JNT, conforme de-
talhado na Seção 4.2. Estes números seguem uma distribuição uniforme de probabilidade
e apresentam relação de dependência entre si iguais à correlação existente entre os consu-
midores/prosumidores. Com eles é possível amostrar a potência de cada componente de
forma similar ao ilustrado na Figura 9 e detalhado na Seção 2.4.1. Desta maneira, têm-se
amostras de potência dos componentes correlacionadas entre si para compor o cenário
simulado agregando as potências nos nós, conforme mostrado na Figura 27.
O método proposto segue parcialmente a técnica de Jardini et al. (2000) e faz uma re-
presentação normalizada da curva diária para a média e desvio padrão da demanda/geração
dos componentes associados a uma potência de base. Contudo, a demanda é agregada de
forma ligeiramente diferente. Jardini et al. (2000) consideram que os componentes sigam
distribuição idêntica e por isso a soma das VA ocorre pela simples operação entre seus
parâmetros estatísticos (média e desvio padrão). Por outro lado, isto não é possível neste
trabalho, uma vez que este método tem por premissa considerar que as distribuições de
cada componentes podem ser diversas. Logo, a potência agregada em cada nó N deve
ser obtida pela soma das potências individuais amostradas dos K componentes adjacen-
tes. Assim, realiza-se a agregação da potência em cada nó de forma que o cenário de
demanda e geração distribuída a ser simulado fica definido.
4.3.1 Representação do acoplamento temporal na curva horária da demanda
A modelagem proposta por Papaefthymiou (2007) permite correlacionar as fontes ale-
atórias primárias apenas dos agrupamentos pertencentes ao mesmo horário quando apli-
cada a JNT, conforme Seção 4.2. Entretanto, para um mesmo dia de operação, as fontes
aleatórias primárias não possuem nenhuma relação temporal, ou seja, o valor amostrado
num instante de tempo para um determinado agrupamento não possui acoplamento com
60
Figura 26: Procedimento de amostragem das potências dos componentes da rede.
Fonte: O autor
Figura 27: Procedimento de agregação das potências dos componentes nos nós da rede.
Fonte: O autor
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os valores amostrados nos instantes anteriores para este mesmo agrupamento. Para permi-
tir representar uma relação entre os valores amostrados nos sucessivos instantes de tempo
para os mesmos componentes do sistema, buscou-se considerar um efeito de memória,
no qual a demanda de um determinado horário depende em parte da demanda do horário
anterior5.
Neste trabalho, optou-se por modelar a memória considerando que a demanda de um
horário é obtida a partir da combinação da potência amostrada na CDF, utilizando o nú-
mero aleatório do respectivo horário, juntamente com a potência amostrada na CDF utili-
zando o número aleatório do horário anterior. Desta forma, a demanda de um consumidor
qualquer, para um determinado horário, é dada por:
D(t) = CDF−1i,t [ui,n (t)] (1−M) + . . .
+ CDF−1i,t [ui,n (t− 1)]M (40)
em que:
D(t) – é a demanda no horário t;
CDF−1i,t (u) – é a amostra de potência obtida da curva de densidade de proba-
bilidade acumulada inversa para qualquer consumidor do agrupa-
mento i, no horário t, com o número aleatório u;
ui,n(t) – é o n-ésimo número aleatório correlacionado no horário t para o
agrupamento i;
M – é a memória considerada, em valor por unidade.
4.4 Cálculo do fluxo de potência e dos parâmetros de operação da
rede
Uma vez formulados os cenários, procede-se ao cálculo do fluxo de potência pro-
priamente dito. O fluxo de potência é calculado de forma similar ao caso de análises
determinísticas, sendo que a única diferença é a avaliação do sistema quando sujeito a
várias possibilidades de cenários de carga e GD.
Após o cálculo do fluxo de potência, são avaliados os indicadores que descrevem a
operação do sistema de distribuição, sendo calculados durante o período de tempo utili-
zado na análise. Sem perda de generalidade, neste trabalho, foi adotado um período de
um dia de operação, subdividido em 24 horas. Assim, o fluxo de potência é calculado para
cada hora da amostra sorteada na criação dos cenários, sendo os indicadores calculados a
partir dos resultados obtidos.
Neste trabalho, foram considerados dois tipos de indicadores:
5Isso porque pode existir uma espécie de memória ou um viés, mesmo que pequeno, da demanda de uma
carga ao longo dos horários. Uma forma intuitiva de imaginar esse efeito é observar o que ocorre em dias
tipicamente muito quentes, nos quais há uma constante térmica associada e, consequentemente, aumento
da parcela da demanda utilizada para equipamentos de conforto térmico dos clientes. Assim, para um dia
muito quente, há um viés de alta demanda das cargas em todos os horários. Se não considerarmos esse viés e
analisarmos o cenário diário com os cenários horários sendo gerados independentemente, há possibilidade
de que as amostras das demandas para os consumidores/prosumidores resultem em uma curva de carga
pouco coerente. Da mesma forma que é necessário incluir a dependência entre as variáveis aleatórias na
análise, é importante considerar a evolução das demandas ao longo dos horários, e não simplesmente avaliar
cada horário isoladamente.
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• energia de perda diária e
• índices de violação de tensão crítica e precária.
Para cada amostra que descreve um dia de operação, as perdas são integralizadas
obtendo-se a energia de perdas diárias nos transformadores e circuitos de distribuição,
dados em kWh (ANEEL, 2015). De modo similar, para determinar os índices de violação
de tensão crítica (DRC) e de tensão precária (DRP ) em cada barra da rede simulada,









onde nlc(k) é o maior número de leituras de tensão na região crítica entre as fases da
Barra k, nlp(k) é o maior número de leituras de tensão na região precária entre as fases
da Barra k, e nl é o número total de leituras de tensão efetuadas para a barra. Cada hora
da curva de carga diária de operação corresponde a uma leitura, logo nl = 24, para um
dia de operação.
O número mínimo de cenários simulados é tal que permita atingir o regime perma-
nente para as densidades de probabilidade das variáveis aleatórias de interesse nas simu-
lações, conforme ilustrado na Figura 10. À medida que aumenta a quantidade de amostras
das variáveis aleatórias na SMC, é possível observar a convergência de determinadas esta-
tísticas, pois durante este processo um comportamento transitório é observado. O critério
de convergência para as simulações estocásticas é escolha de cada analista, desde que as
condições supracitadas sejam atingidas.
Este método propõe o uso do coeficiente de variação estatístico (Cv) detalhado na
Seção 2.4.2. Com a Equação (23), calcula-se a convergência para cada indicador e a pa-
rada das simulações para o sistema ocorrerá quando todos indicadores tiverem convergido
individualmente, atingindo Cv inferior à tolerância estipulada pelo analista (tipicamente
5%). Portanto, no método proposto, a parada ocorre quando o coeficiente de variação












em que Cperdasv é o coeficiente de variação das perdas diárias no sistema, C
DRC(k)
v é o co-
eficiente de variação das violações de tensão crítica de cada Barra k do sistema, CDRP (k)v
é o coeficiente de variação das violações de tensão precária de cada Barra k do sistema e
C
Pk,t
v é o coeficiente de variação da demanda agregada na Barra k no horário t do período
avaliado. No caso de considerar outros indicadores de operação, simplesmente é incluído
o respectivo coeficiente de variação na Equação (43).
Após a convergência das simulações, é possível obter intervalos de confiança para os
indicadores de interesse a partir da distribuição de probabilidade resultante de testes de
adequação de ajuste, bem como estimar o percentual de tempo com os indicadores em de-
terminado patamar com o uso das equações do Capítulo 2 (MONTGOMERY; RUNGER,
2007).
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4.5 Aspectos complementares do método
O modelo determinístico do sistema envolve a descrição dos parâmetros elétricos da
rede e da configuração dos componentes. Este modelo é idêntico ao empregado em aná-
lises determinísticas tradicionais, com a definição da matriz de admitância e solução do
fluxo de potência por métodos adequados e consolidados para redes de distribuição, como
o backward/forward sweep usado por Pareja (2009) entre outros (KAGAN; OLIVEIRA;
BORBA, 2005; KERSTING, 2007).
O programa de simulação OpenDSS R©, utilizado neste trabalho, difere dos programas
tradicionais de solução de fluxo de potência para circuitos radiais à medida que o mesmo
calcula com a mesma facilidade o fluxo de potência de redes radiais e de redes malhadas.
O mesmo também pode ser usado para resolver redes pequenas a médias com um fluxo de
potência nos moldes usados para a transmissão. Existem dois tipos de solução para o fluxo
de potência disponíveis: solução direta e fluxo de potência iterativo. A solução iterativa
é tipicamente utilizada para o cálculo do fluxo de potência, sendo as cargas e geradores
distribuídos tratados como fontes de injeção de corrente. O estado inicial é obtido a partir
do resultado do fluxo de potência à vazio, i.e., considerando apenas as admitâncias série.
Esse resultado é utilizado para obter a injeção de corrente dos elementos de conversão de
potência do sistema e atualizar o vetor de correntes do sistema. A tensão nas barras são
então recalculadas e esse processo se repete até atingir a convergência. Os cálculos são
realizados mantendo a matriz de admitância inalterada (EPRI, 2013).
A diferença do método de análise probabilística proposto para os métodos tradicionais
de análise de sistemas de distribuição é que do modelo estocástico do sistema obtém-se
vários cenários, sendo cada um avaliado por intermédio de um modelo determinístico
do sistema. Nos métodos de análise determinística, poucos ou um único cenário são
avaliados, tanto de cargas como de GD. Além disto, o resultado obtido pela abordagem
probabilística consiste de uma distribuição de probabilidade de valores para cada uma das
grandezas determinadas.
Em princípio, não há necessidade de alterar o modelo determinístico do sistema. Con-
siderando que não sejam contempladas mudanças de configurações da rede devido a con-
tingências, faltas, entre outros, o circuito permanece inalterado e assim a única fonte de
incerteza é proveniente do cenário de cargas e GD. Avaliar vários cenários para as car-
gas e a GD é portanto avaliar resposta do sistema de distribuição frente às incertezas e
aleatoriedades proveniente do comportamento dos componentes.
Com relação à maior quantidade de cenários avaliados, o tamanho do problema é
uma função da quantidade de pontos da curva de carga simulados (número de horas, por
exemplo), do número de cenários (amostras) avaliados, do número de variáveis aleatórias
(ou agrupamentos) e da quantidade de cargas e geração distribuída do sistema (tamanho da
rede de distribuição). O número de variáveis aleatórias será no máximo igual à quantidade
de componentes do sistema, por isso a técnica de agrupamento deve ser empregada para
reduzir o universo de possibilidades investigadas.
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5 APLICAÇÃO DO MÉTODO E RESULTADOS OBTIDOS
5.1 Rede de Testes e Configurações de Simulação
A fim de avaliar o desempenho do método proposto, foram feitos estudos numéricos
em uma rede com a topologia do sistema teste IEEE de 13 nós (IEEE, 2000). O sistema
IEEE de 13 barras opera com tensão nominal de 4,16 kV e apresenta circuitos desbalan-
ceados e cargas elevadas (IEEE, 2000), com a topologia mostrada na Figura 28. Desta
forma, embora tenha uma dimensão pequena, a rede inclui características comuns aos
circuitos reais de distribuição.






As simulações foram realizadas com apoio dos programas MATLAB R© e OpenDSS R©.
O sistema de testes de 13 barras do IEEE também foi simulado com o programa OpenDSS R©
por Freitas (2015), Paludo (2014) e por Anzanello (2016). No entanto, a avaliação reali-
zada nestes trabalhos envolvia um cenário típico de carga e de GD.
Algumas adaptações com relação à configuração original da rede foram necessárias
para viabilizar uma análise probabilística. As principais adaptações da rede de teste são
as seguintes:
a) definição da quantidade de consumidores de cada grupo que está conectado em cada
nó;
b) definição de curvas de média e desvio padrão da demanda diária dos consumidores de
cada grupo;
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c) alteração do modelo de resposta à variação de tensão das cargas;
d) inclusão e posicionamento da GD;
e) definição de curvas de média e desvio padrão da GD agregada em cada barra; e
f) definição dos níveis de penetração de GD.
Uma vez que a referência do IEEE apresenta uma única condição de cargas, sem
especificar horário, dia ou mesmo período do ano no qual ocorre, os ajustes enumerados
foram necessários para viabilizar a análise ao longo de um dia típico de operação da
rede (IEEE, 2000). As adaptações referentes às cargas são detalhadas na Seção 5.1.1
enquanto que a Seção 5.1.2 detalha as adaptações acerca da inclusão da GD.
O modelo determinístico da rede foi descrito no OpenDSS utilizando como base o
código desenvolvido por Freitas (2015), sendo adaptados o modelo de resposta à tensão
das cargas bem como a inclusão de GDFV. No modelo original do IEEE, a linha entre
as barras 632 e 671 possui carga distribuída (IEEE, 2000). Para viabilizar as simulações
no OpenDSS, a carga foi concentrada na barra 670, criada artificialmente entre as duas
barras originais (FREITAS, 2015).
5.1.1 Adaptações para representação da carga
De maneira a viabilizar uma análise estatística, foi necessário definir a quantidade de
consumidores em cada grupo que está conectada em cada nó da rede. Tal definição se
baseou em informações de um banco de dados acerca de clientes de um sistema de dis-
tribuição real (PAREJA, 2009). As informações consideradas foram o padrão de conexão
à rede, valor máximo de consumo mensal e curvas diárias de média e desvio-padrão da
demanda.
Os clientes do sistema real foram divididos em agrupamentos (GP) de acordo com
padrão de consumo típico e similaridade no comportamento (PAREJA, 2009):
• GP1: residencial até 80 kWh;
• GP2: residencial 81-220 kWh;
• GP3: residencial 221-500 kWh;
• GP4: residencial 501-1000 kWh;
• GP5: comercial até 500 kWh;
• GP6: comercial 501-1000 kWh;
• GP7: comercial 1001-5000 kWh;
• GP8: industrial até 500 kWh; e
• GP9: industrial entre 501-1000 kWh.
Cada agrupamento definido por Pareja (2009) apresenta uma curva diária caracterís-
tica de média e desvio padrão para a demanda. Os valores representativos de carga em
p.u. utilizados nas simulações deste trabalho foram obtidas do trabalho de Pareja (2009)
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Tabela 2: Valores representativos de carga em p.u. para clientes residenciais dos agrupa-
mentos 1 e 2.
Hora
GP 1 GP 2
µ σ µ σ
1 1,10234960 0,48706732 0,76391182 0,51997551
2 0,85103670 0,28518272 0,59803076 0,27150329
3 0,73680357 0,30193548 0,57011547 0,32803649
4 0,84532518 0,22423251 0,50784294 0,23183312
5 0,78820851 0,26834148 0,57709422 0,31116840
6 0,61685882 0,25051652 0,63399843 0,40910899
7 0,74251530 0,25066299 0,76230123 0,55220400
8 0,64541716 0,17827780 0,90831950 0,59789356
9 0,67397544 0,27735369 0,58783089 0,28702898
10 0,87388335 0,43542715 0,61843039 0,37937736
11 0,67397539 0,24308114 0,59427296 0,32381393
12 0,75965028 0,29280245 0,69143958 0,52839192
13 0,77107358 0,30193548 0,94536097 0,79410342
14 0,82819015 0,37638472 0,83477352 0,47714861
15 1,04523304 0,35335031 0,81276352 0,52470264
16 0,79392019 0,21055800 0,84443644 0,47117375
17 0,80534360 0,23416049 1,05004324 0,84080714
18 0,91957656 0,42888795 1,02803308 0,68037011
19 0,87959509 0,33059835 1,11446276 0,69119268
20 1,59355205 0,75418198 1,92615276 1,31573417
21 1,87913497 0,71880126 2,25308362 1,83278447
22 1,78774845 1,00067326 1,64002139 0,90521690
23 1,38222084 0,37462543 1,47521402 0,82306363
24 1,34795077 0,43297597 1,39898404 0,81826548
Fonte: (PAREJA, 2009).
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Tabela 3: Valores representativos de carga em p.u. para clientes residenciais dos agrupa-
mentos 3 e 4.
Hora
GP 3 GP 4
µ σ µ σ
1 1,01046847 0,42182996 1,09421798 0,43867395
2 0,78929032 0,31080252 0,83957436 0,40119556
3 0,74007278 0,30074349 0,82359790 0,39027330
4 0,68784163 0,27953678 0,66611661 0,29026002
5 0,65710582 0,26631757 0,70328610 0,26895298
6 0,66353442 0,28567468 0,68241903 0,30138735
7 0,67418130 0,32953023 0,72513127 0,30809047
8 0,86341814 0,48887696 0,90054523 0,43527384
9 0,93613990 0,56793735 1,12910522 0,75821959
10 0,75453670 0,41286696 0,84935575 0,36554298
11 0,81721397 0,55291537 0,99933790 0,61850783
12 0,75031797 0,40777544 0,73360859 0,34119092
13 1,01287928 0,89240025 0,87739592 0,54446302
14 0,92850599 0,53444592 0,83468359 0,38215066
15 0,79712498 0,39111065 0,79294929 0,30855261
16 0,86562802 0,59533780 0,94064928 0,40160837
17 0,89756938 0,59599687 0,83957428 0,34705275
18 0,87506985 0,53238741 0,94456178 0,40294708
19 1,06511001 0,56578485 0,95075678 0,43757553
20 1,50043538 0,88428106 1,28952090 0,78222247
21 1,73105501 1,00752697 1,64556563 0,98218159
22 1,68625717 0,83616570 1,63904460 0,62083817
23 1,49380594 0,81870454 1,37657573 0,36346277
24 1,41887448 0,69720416 1,32342995 0,52927035
Fonte: (PAREJA, 2009).
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Tabela 4: Valores representativos de carga em p.u. para clientes comerciais dos agrupa-
mentos 5, 6 e 7.
Hora
GP 5 GP 6 GP 7
µ σ µ σ µ σ
1 0,71988951 0,50344102 0,61882486 0,34072696 0,42485002 0,30745042
2 0,57611841 0,41951222 0,56393954 0,33447001 0,36856369 0,27699786
3 0,57529155 0,52408799 0,51425673 0,33200116 0,36697371 0,28582110
4 0,52419866 0,44551151 0,53480618 0,33405079 0,40004592 0,3341447
5 0,45008088 0,35502641 0,49370721 0,31460222 0,37810376 0,27228434
6 0,43854767 0,34975119 0,53896811 0,32912463 0,33231156 0,25136253
7 0,42986688 0,35910284 0,54495079 0,33754770 0,39400381 0,34350717
8 0,60121011 0,60472912 0,70596492 0,55456211 0,43534403 0,28069426
9 0,91140553 1,55531111 1,11071124 0,74434497 0,76892758 0,37395850
10 1,05534205 1,14859232 1,27796811 0,88994208 1,75218825 1,23524803
11 1,11652125 0,94632502 1,62184650 0,94668411 1,91373297 0,88048664
12 1,27186691 0,95576294 1,49360735 0,73946320 2,10039989 1,15681245
13 1,77597592 2,31680705 1,47409853 0,70749176 1,84313660 0,68233516
14 1,25235572 1,09161649 1,33077246 0,52089166 1,44468076 0,22494942
15 1,28604574 1,30560340 1,67022887 0,87548387 1,92390906 0,95591543
16 1,26963480 0,91000826 1,68323453 0,88888630 2,25749290 1,33020508
17 1,20287508 0,79181957 1,78156008 0,96014503 2,30169499 1,44687721
18 1,34077642 1,00429660 1,92254484 0,90842917 2,31155296 1,37055336
19 1,50352130 1,29359789 1,70300373 0,97810289 1,30412416 0,52323993
20 1,50740688 1,19335289 1,33441420 0,77848941 0,91711640 0,41048978
21 1,55982288 1,66062920 1,01342639 0,77398606 0,77942174 0,43957069
22 1,54857917 1,60851050 0,99469790 0,72375314 0,70818937 0,43542385
23 1,01512075 0,94313770 0,87790424 0,68301576 0,56636064 0,42266924
24 1,01615419 1,01101860 0,72625431 0,44828283 0,51166434 0,40165883
Fonte: (PAREJA, 2009).
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Tabela 5: Valores representativos de carga em p.u. para clientes industriais dos agrupa-
mentos 8 e 9.
Hora
GP 8 GP 9
µ σ µ σ
1 0,69670188 0,70573747 0,49139762 0,32370526
2 0,43588870 0,31870995 0,42479658 0,29696891
3 0,39199982 0,26846894 0,49366299 0,46732683
4 0,33954913 0,22681054 0,42008474 0,27654312
5 0,34054937 0,25031059 0,40277749 0,27586736
6 0,34194963 0,22726363 0,40005913 0,27788360
7 0,36071343 0,27729476 0,41102339 0,28380900
8 0,64593152 0,81347953 0,53570773 0,30744544
9 0,94759295 1,31239325 1,19555601 1,27834543
10 1,34599394 1,64062860 1,96839966 1,99384111
11 2,05021745 2,47725790 2,07188020 1,57670229
12 1,86349955 2,75416610 1,64209989 1,32174407
13 1,17195849 1,03886224 1,33392315 0,98935791
14 0,84733246 0,93394678 1,26496610 1,10303256
15 1,41732848 1,34403767 1,70199547 0,98488781
16 1,55519651 1,48572787 1,60775725 1,22207161
17 1,35403555 1,18146762 1,84579951 1,13626927
18 1,60024585 1,49786618 2,01470303 1,19363691
19 1,64453488 1,47244932 1,91366880 0,84329049
20 1,54363413 2,04964084 1,48352612 0,85541780
21 1,18988221 1,13384015 1,15450810 1,00115745
22 1,22953029 1,12962107 1,03290462 0,91009483
23 1,24337315 1,69974118 0,94337833 0,83026141
24 0,81136520 0,95150920 0,68367973 0,57176646
Fonte: (PAREJA, 2009).
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Figura 29: Curva de média (µ) e desvio padrão (σ) da demanda dos agrupamentos de
consumidores.

















































































































































e são apresentados nas Tabelas 2 à Tabela 5, sendo as respectivas curvas ilustradas na Fi-
gura 29. As curvas de carga da Figura 29 são normalizadas e a potência de base é definida
a partir do consumo do respectivo cliente através da Equação (32).
Desse modo, cada carga do sistema de 13 barras original do IEEE foi substituída por
um conjunto de clientes, classificados nos agrupamentos GP1 a GP9, conforme detalhado
na Tabela 61.
Foi considerado que os clientes apresentam o consumo máximo para a categoria à
qual pertencem (por exemplo, clientes do GP1 apresentam consumo de 80 kWh). Para
definir os agrupamentos existentes em cada Barra, foram identificados no banco de dados
do sistema de distribuição real os clientes com o mesmo padrão de conexão da carga
original (PAREJA, 2009). Desse modo, a quantidade de clientes2 foi ajustada de forma
proporcional à participação de mercado dos clientes de cada agrupamento com o padrão
de conexão da carga original para que a demanda média no horário de ponta fosse próxima
à demanda definida nos dados originais.
Infelizmente não há informação acerca do dia ao qual se referem as curvas de carga
típica apresentadas por Pareja (2009) e não é possível afirmar se é acerca de dia útil,
sábado ou domingos e feriados (ou se inclui todos os dias de um determinado período de
análise). Contudo, isso não prejudica a análise visto que bastaria replicar o método para
os demais casos de interesse.
Além do uso de um conjunto equivalente de clientes para a determinação da demanda
ao longo do dia nas barras, o modelo de resposta à variação de tensão utilizado para as
cargas foi alterado para o modelo ZIP, que é diferente do original, porém é justificado pe-
1A Ebase[kWh] é o consumo mensal dos clientes e é utilizada para calcular a Potência de base das
curvas de média e desvio padrão da demanda diária.
2A substituição das cargas originais do IEEE por um conjunto equivalente de clientes pertencentes a
categorias com padrão característico de consumo é um artifício utilizado para a determinação da demanda
na Barra. Uma vez que há uma curva diária de demanda definida para os clientes dos agrupamentos, torna-se
possível simular cenários de demanda para um dia típico.
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Tabela 6: Quantidade definida de clientes de cada agrupamento (GP) em cada barra.
Barra
Agrupamento (GP)
1 2 3 4 5 6 7 8 9
670 A 14 75 22 - 3 - - - -
670 B 14 75 22 - 3 - - - -
670 C 14 75 22 - 3 - - - -
671 ABC - 180 180 - 180 - 90 - 90
645 B 30 168 48 - 6 - - - -
646 BC 15 141 111 9 3 3 6 6 3
692 AC 10 94 74 6 2 2 4 4 2
675 A 49 271 78 - 10 - - - -
675 B 49 271 78 - 10 - - - -
675 C 49 271 78 - 10 - - - -
611 C 30 168 48 - 6 - - - -
652 A 25 140 40 - 5 - - - -
634 A 24 131 38 - 5 - - - -
634 B 24 131 38 - 5 - - - -
634 C 24 131 38 - 5 - - - -
Ebase[kWh] 80 220 500 1000 500 1000 5000 500 1000
Pbase[W] 111,1 305,5 694,4 1388,8 694,4 1388,8 6944,4 694,4 1388,8
los aspectos já discutidos na Seção 3.3. As cargas foram modeladas com 50% de potência
constante e 50% de impedância constante e manteve-se o fator de potência constante e
igual ao original.
Os limites de tensão que o programa OpenDSS R© utiliza para alterar o modelo das
cargas para garantir a convergência também foram alterados e configurados como 0,6
p.u. e 1,4 p.u., de forma a garantir que a característica ZIP da carga fosse mantida. Os
capacitores e reguladores de tensão foram mantidos ativos nas simulações.
5.1.2 Adaptações para inclusão da GD
Assim como houve a definição dos consumidores, foi estabelecido um cenário de GD
para o sistema. As principais incertezas com relação à GD envolvem localização, potência
nominal de geração e fonte energética. Neste estudo de caso, somente foi considerada a
contribuição da GD de fonte fotovoltaica (GDFV). Com relação à localização, foi consi-
derado que todos os consumidores possuem sistema de GD, passando a ser tratados como
prosumidores. A Figura 30 indica os locais considerados da GDFV no sistema.
Buscando avaliar o impacto da GD nos sistemas de distribuição, foram considerados
diferentes percentuais de penetração. Conforme Shayani (2010), ainda não há consenso
acerca de uma definição para o que se entende por penetração de GD. Em alguns casos é
considerada uma relação com capacidade nominal, outros com demanda e até mesmo com
energia. Como neste estudo procura-se avaliar a operação para um sistema de distribuição,
a definição considerada mais adequada para a penetração é como sendo um percentual da
potência da subestação (fonte) que atende a rede.
Diferentemente do que ocorre para os consumidores, para a GDFV é mais apropriado
dividir os agrupamentos pela proximidade, tendo em vista a alta dependência imposta
pela fonte primária de geração de energia, a irradiação solar. Assim, não é relevante co-
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Figura 30: Localização da GDFV no sistema IEEE de 13 barras.
Fonte: Adaptado de Anzanello (2016).
nhecer a quantidade de sistemas fotovoltaicos instalados em cada barra. Como a resposta
ao estímulo da fonte primária é o mesmo para todas as GDFV na mesma barra, é como se
houvesse uma única unidade geradora no local e basta definir a potência de pico do con-
junto de sistemas de geração em cada barra. A potência de GDFV assim definida é o pico
de geração que o conjunto de sistemas instalados em cada barra alcança, independente de
quantos forem e de suas potências individuais.
Desse modo, os agrupamentos de GDFV são divididos da seguinte maneira:
• GP10: GDFV agregada na Barra 670;
• GP11: GDFV agregada na Barra 671;
• GP12: GDFV agregada na Barra 645;
• GP13: GDFV agregada na Barra 646;
• GP14: GDFV agregada na Barra 692;
• GP15: GDFV agregada na Barra 675;
• GP16: GDFV agregada na Barra 611;
• GP17: GDFV agregada na Barra 652; e
• GP18: GDFV agregada na Barra 634.
Dado o percentual de penetração de GDFV do cenário, considera-se que a potência
dos sistemas de GDFV esteja distribuída nas barras do sistema de forma proporcional à
demanda das cargas no sistema original de 13 barras do IEEE.
Para a obtenção das curvas diárias típicas de produção de energia de sistemas de
GDFV, foram compilados os dados obtidos de Pfenninger; Staffell (2016) desde o ano
2000 até 2016 para a geração em Porto Alegre considerando azimute de 180◦ e uma in-
clinação de 24◦, sendo este o ângulo ótimo para a localidade (CEPEL, 2017). Assim,
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a curva média (µ) e do desvio padrão (σ) de geração por horário são obtidas e ilustra-
das na Figura 31 para cada barra (agrupamento de GDFV). Cabe ressaltar que as curvas
normalizadas da geração fotovoltaica em cada barra são idênticas3.
Figura 31: Curva de média e desvio padrão horários normalizados da geração dos agru-
pamentos de GDFV [p.u.].





















Apesar de existir um modelo no OpenDSS R© que representa o comportamento de sis-
temas de GDFV de forma adequada, como já comprovou Anzanello (2016), utilizou-se
um modelo de gerador de potência constante. Uma vez que a distribuição horária de
geração já havia sido obtida, não é preciso utilizar o modelo específico, evitando assim
a necessidade de informações adicionais como temperatura ambiente (PFENNINGER;
STAFFELL, 2016; EPRI, 2013). Além disso, os sistemas de GDFV são concebidos para
injetar na rede toda a potência produzida pelos painéis, que é proporcional à irradiância,
independentemente do nível de tensão ao qual estão conectados (LIU; BEBIC, 2008).
Como não há previsão de compensação por injeção de potência reativa na norma, o fator
de potência utilizado para os sistemas de GDFV foi unitário (ANEEL, 2012).
5.2 Simulações e Análise Probabilística
Nesta seção, é detalhado o procedimento de análise probabilística da operação apli-
cando o método proposto para a rede de testes selecionada.
5.2.1 Caracterização Estocástica dos Componentes do Sistema e Estrutura de De-
pendência
Uma vez que o sistema simulado é fictício, a Seção 5.1.1 e a Seção 5.1.2 apresenta-
ram uma maneira alternativa de obter os agrupamentos dos componentes do sistema bem
como a curva média e desvio padrão para a potência dos mesmos, informações essas que
3Isso porque a fonte primária para a geração de energia é a mesma. O que diferencia a geração em cada
barra é a potência de pico dos sistemas da respectiva barra e a influência da fonte primária.
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seriam provenientes da análise dos dados de entrada das cargas e da GD no fluxograma
da Figura 21, caso dados reais estivessem disponíveis. Nessa situação, também seria ne-
cessário analisar qual a lei de distribuição que melhor se ajusta aos dados medidos de
potência dos componentes e que permite obter a CDF mais adequada para a modelagem
estocástica da demanda do respectivo componente para a hora simulada. Além do mais,
seria necessário verificar a relação de dependência entre as potências dos agrupamentos
(vide Seção 2.2.2) em cada hora do período simulado para que as simulações possam
contemplar o uso de cenários com cargas e geração correlacionadas.
Nesse estudo de caso, a lei de distribuição lognormal foi utilizada para modelar esto-
casticamente a demanda horária dos consumidores enquanto a lei de distribuição beta foi
utilizada para modelar a potência de geração horária dos sistemas de GDFV (PAREJA,
2009; ABDULKARIM; ABDELKADER; MORROW, 2015).
A Figura 29 ilustra as estatísticas de média e desvio padrão normalizados da demanda
para diferentes agrupamentos de consumidores a partir dos dados das Tabelas 2 à 5. A
multiplicação das estatísticas normalizadas pela potência de base, apresentada na Tabela
6 para cada agrupamento, permite a obtenção da média e do desvio padrão da demanda
de cada agrupamento para os diferentes horários do dia. Estas podem ser utilizadas em
combinação com a lei de distribuição para obter a curva CDF da demanda horária de cada
componente do agrupamento, conforme indicado na Figura 24. Desse modo, a Figura 32
ilustra a PDF e a CDF da demanda em quilowatts por unidade consumidora no horário
das 9h para os agrupamentos de carga conectados na Barra 692 da rede. A Figura 33 e a
Figura 34 ilustram a PDF e a CDF para o horário das 14h e 21h respectivamente para os
mesmos agrupamentos.
Figura 32: PDF e CDF da demanda às 9h dos agrupamentos de carga na Barra 692.
Fonte: O autor.
Na modelagem da CDF horária para a demanda dos agrupamentos é ainda aplicado
um fator limitador, de modo a evitar valores amostrados extremamente elevados e que não
condizem com a realidade. Essa necessidade é decorrente da modelagem da demanda ho-
75
Figura 33: PDF e CDF da demanda às 14h dos agrupamentos de carga na Barra 692.
Fonte: O autor.
Figura 34: PDF e CDF da demanda às 21h dos agrupamentos de carga na Barra 692.
Fonte: O autor.
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rária com uma distribuição lognormal, cujo domínio é [0; +∞], o que por sua vez poderia
resultar em valores de demanda amostrada tendendo a infinito. Sabe-se que existe um
limite de demanda para cada consumidor que é imposto, em última instância, pela capa-
cidade do dispositivo de proteção de entrada da instalação. Como não há tal informação
para a rede simulada, a limitação foi imposta a partir de valores de fator de carga (FC)
típicos para clientes residenciais, comerciais e industriais de uma distribuidora de ener-
gia (VILLELA; CARVALHO, 2007). A Tabela 7 apresenta o fator de carga e o fator de
demanda (FD) típicos para clientes de diferentes classes de consumo.
Tabela 7: Fatores de carga e demanda típicos de clientes de redes de distribuição.




Fonte: (VILLELA; CARVALHO, 2007).
Com a utilização do FC típico, a CDF de todas as cargas em cada horário simulado foi
ajustada de forma que o valor unitário correspondesse à máxima demanda possível para
aquela carga. Cabe ressaltar que a máxima demanda de uma carga é a mesma para todos
os horários.
A proposta de limitar a CDF das cargas é reforçada quando se observa a curva real
de um consumidor residencial em baixa tensão (BT), como é ilustrado na Figura 16, que
mostra a distribuição acumulada da demanda entre as 20h às 21h para um cliente com
consumo mensal de 200 a 400 kWh.
A demanda horária em cada barra do sistema é a agregação da demanda de cada agru-
pamento de clientes adjacentes àquela barra. A demanda de cada agrupamento de clientes,
por sua vez, é resultante da amostragem na CDF do respectivo horário para aquele grupo,
considerando a quantidade de clientes e a potência de base conforme Tabela 6.
O total de geração nas barras para cada horário é obtido de maneira semelhante à de-
manda. A geração horária de energia para sistemas fotovoltaicos segue lei de distribuição
beta de probabilidade, com a média e desvio padrão horário de geração ilustrados na Fi-
gura 31. Os agrupamentos de GDFV possuem CDF de geração horária em p.u. idêntica
e as mesmas são ilustradas na Figura 35 para os horários nos quais existe a geração de
energia fotovoltaica (7 às 20h). Assim, para obter a potência gerada em uma barra, basta
realizar a amostragem da geração em p.u. e multiplicar pela potência de pico que os sis-
temas fotovoltaicos daquela barra somam, i.e., a potência de base. A potência de pico dos
sistemas fotovoltaicos em cada barra é proporcional à penetração de GD e à demanda da
barra no cenário original do IEEE.
A modelagem do comportamento estocástico individual dos componentes se completa
com a definição das curvas CDF da potência dos mesmos em todos os horários do período
avaliado. A conclusão do Passo 1 do fluxograma para o Método Proposto na Figura 21
se dá com a obtenção da relação de dependência entre os componentes para cada horário
simulado e construção da matriz R de correlação, que contém a essência da relação mul-
tidimensional de interdependências. Cabe salientar que pode existir uma matriz R para
cada horário do período analisado.
A matriz de correlação linear R é obtida da matriz de correlação de rank Rr pela
relação R = 2sen(Rrπ/6). Os componentes ρr(i, j) da matriz Rr são a correlação
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de rank entre a VA associada à linha i com a VA associada à coluna j para i = j =
1, 2, . . . , (K + M), considerando que K é o número de VAs relacionadas à geração e M
é o número de variáveis aleatórias relacionadas aos consumidores.
O uso da SBM (vide Seção 2.4.4) é essencial para a redução da ordem da matriz
R. Agrupar os componentes de acordo com o padrão diário de consumo não garante
relação de dependência perfeita. No entanto, sabe-se que esta é alta e, por isso, considerar
que os componentes de um mesmo agrupamento estão sujeitos à mesma fonte aleatória
(relação comonotônica) contribui, inclusive, para a obtenção de indicadores de operação
mais conservadores, já que a rede opera em condições mais extremas nesse caso.
Assim, para o exemplo em questão, a matriz R está vinculada a dezoito fontes aleató-
rias, ou seja, tem dimensão 18 uma vez que K = 9 (número de agrupamentos de GD) e
M = 9 (número de agrupamentos de cargas). Naturalmente a correlação de uma VA com
ela própria é unitária. Por consequência, os elementos da diagonal principal da matriz Rr
são todos iguais a ρr(i, i) = 1.
Caso dados reais referentes às potências dos componentes estivessem disponíveis,
seria possível obter os valores específicos para os elementos ρr(i, j). Como não é o caso,
considerou-se que ρr(i, j) assume os valores de correlação provenientes do estudo de
Rodrigues (2008):
1. correlação de rank carga-carga de ρMMr = 0, 6;
2. correlação de rank GD-GD de ρKKr = 0, 8; e
3. correlação de rank carga-GD de ρMKr = 0, 7.
Estes dados foram utilizados em decorrência da falta de informação mais precisa e por
consequência a matriz de correlação Rr utilizada foi a mesma para todos os horários do













1 0, 6 0, 6 0, 6 0, 6 0, 6 0, 6 0, 6 0, 6
0, 6 1 0, 6 0, 6 0, 6 0, 6 0, 6 0, 6 0, 6
0, 6 0, 6 1 0, 6 0, 6 0, 6 0, 6 0, 6 0, 6
0, 6 0, 6 0, 6 1 0, 6 0, 6 0, 6 0, 6 0, 6
0, 6 0, 6 0, 6 0, 6 1 0, 6 0, 6 0, 6 0, 6
0, 6 0, 6 0, 6 0, 6 0, 6 1 0, 6 0, 6 0, 6
0, 6 0, 6 0, 6 0, 6 0, 6 0, 6 1 0, 6 0, 6
0, 6 0, 6 0, 6 0, 6 0, 6 0, 6 0, 6 1 0, 6







0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7
0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7
0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7
0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7
0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7
0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7
0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7
0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7 0, 7






1 0, 8 0, 8 0, 8 0, 8 0, 8 0, 8 0, 8 0, 8
0, 8 1 0, 8 0, 8 0, 8 0, 8 0, 8 0, 8 0, 8
0, 8 0, 8 1 0, 8 0, 8 0, 8 0, 8 0, 8 0, 8
0, 8 0, 8 0, 8 1 0, 8 0, 8 0, 8 0, 8 0, 8
0, 8 0, 8 0, 8 0, 8 1 0, 8 0, 8 0, 8 0, 8
0, 8 0, 8 0, 8 0, 8 0, 8 1 0, 8 0, 8 0, 8
0, 8 0, 8 0, 8 0, 8 0, 8 0, 8 1 0, 8 0, 8
0, 8 0, 8 0, 8 0, 8 0, 8 0, 8 0, 8 1 0, 8
0, 8 0, 8 0, 8 0, 8 0, 8 0, 8 0, 8 0, 8 1

. (47)
Para modelar a estrutura de interdependência estocástica, utilizam-se as relações de
dependência compiladas na matriz R juntamente com o método da JNT (vide Seção 2.4.3),
gerando um vetor U de números aleatórios com distribuição uniforme para cada VA do
sistema. Os vetores U contém intrinsecamente a relação de dependência entre os compo-
nentes do sistema. Essa etapa constitui o Passo 2 do fluxograma para o Método Proposto.
Posteriormente, os vetores U são utilizados na criação dos cenários de demanda e geração
agregada nas barras através da amostragem da potência individual dos componentes.
O procedimento da JNT para o sistema simulado é dado pelos seguintes passos:
1. Gera um vetor z de dimensão 18×1 com elementos que são amostras independentes
de uma curva normal padrão de probabilidade;
2. Aplica a transformação linear ao vetor z tal que y = L × z, sendo L a matriz
triangular inferior da decomposição de Cholesky da matriz R. Assim, os números
aleatórios independentes em z passam a estar correlacionados em y pela correlação
proveniente da matriz R;
3. A aplicação da função de distribuição acumulada da normal padrão Φ(·) aos nú-
meros aleatórios correlacionados y, resulta em 18 números aleatórios na forma
u = Φ(y) pertencentes, cada um, a uma distribuição uniforme U.
A sequência é repetida para todos horários do período avaliado a cada amostra. Logo,
cada elemento u(i) é correspondente ao respectivo agrupamento i de componentes do
sistema. Ao atingir a convergência, terão sido gerados, para cada horário do período
simulado, 18 vetores Ui de dimensão 1 × (número de amostras) cujos elementos u(i)
formam distribuições uniformes, estando os vetores correlacionados entre si e associados
ao respectivo agrupamento i de componentes do sistema.
A Figura 36 ilustra a dispersão entre os vetores uniformes Ui (associados aos GPi)
gerados para os horários das 9h e 14h para amostragem dos componentes pertencentes aos
agrupamentos GP3, GP7, GP14 e GP18. Cada vetor Ui possui 5000 números aleatórios.
É possível observar a concentração dos pontos dos gráficos à medida que aumenta a
relação entre os diferentes agrupamentos. Como uma única matriz R foi utilizada, não há
diferença perceptível entre diferentes horários, sendo as nuances que eventualmente ocor-
rem decorrentes de um número limitado de amostras. Também fica evidente que, apesar
de o número aleatório inicialmente gerado seguir uma distribuição normal de probabili-
dade, o resultado da JNT é uma distribuição Uniforme e a mesma pode ser empregada na
amostragem da potência dos componentes do sistema, independente da lei de distribuição
que estes seguem, conforme técnica da Figura 9.
Tendo realizado os procedimentos detalhados anteriormente, o Passo 2 do fluxograma
para o Método Proposto é cumprido. Os números aleatórios correlacionados Ui sorteados
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Figura 36: Dispersão entre Ui gerados para amostragem da potência dos componentes
dos GPi às 9h e 14h.
(a) Dispersão entre U3 e U7 para as 9h. (b) Dispersão entre U3 e U7 para as 14h.
(c) Dispersão entre U3 e U14 para as 9h. (d) Dispersão entre U3 e U14 para as 14h.
(e) Dispersão entre U14 e U18 para as 9h. (f) Dispersão entre U14 e U18 para as 14h.
Fonte: O autor.
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são então utilizados para realizar a amostragem na CDF inversa da potência dos compo-
nentes para todas as amostras e horários simulados, sendo esse aspecto abordado a seguir.
5.2.2 Amostragem e Composição de Cenários de Demanda e GDFV
Após definidas as curvas CDF para a potência de todos os agrupamentos de compo-
nentes do sistema em cada horário do período avaliado, é possível determinar a demanda
agregada em cada nó da rede, obtendo assim, amostras que representam o consumo e a
geração total no sistema com enfoque probabilístico.
A determinação dos cenários da demanda agregada e geração distribuída em cada nó é
realizada pela sequência dos Passos 3, 4 e 5 do fluxograma para o Método Proposto e pode
ser resumida pela Figura 26 e pela Figura 27 do Capítulo 4. A etapa ilustrada na Figura
26 corresponde aos Passos 3 e 4, ou seja, é a amostragem da potência dos componentes
da rede em todos os nós com a utilização da CDF inversa e dos números aleatórios Ui
sorteados anteriormente para cada horário simulado, conforme Equação (22).
Uma vez amostrada a potência dos componentes, procede-se à agregação das potên-
cias nas barras, conforme Figura 27. Para tal, considera-se a nomenclatura passiva, ou
seja, injeção de potência tem valor negativo (GDFV). Os cenários amostrados para a de-
manda dos consumidores são os mesmos nas configurações com ausência e penetração
de GDFV. Isso foi assegurado através do controle da semente do pseudo gerador aleató-
rio do programa MATLAB R©, permitindo assim um comparativo entre os indicadores de
operação da rede na presença de GD.
Sendo as demandas dos componentes pertencentes ao mesmo agrupamento obtidas
com o mesmo número aleatório (uso da SBM), a demanda agregada em cada barra é re-
sultante da soma das demandas individuais dos clientes para cada uma das N amostras.
Cada amostra é composta por 24 valores (número de horários do período avaliado), ca-
racterizando uma curva diária possível para o respectivo componente. Dessa forma, a
PDF da demanda agregada na Barra 692, por exemplo, após realizada a amostragem da
potência dos agrupamentos e a agregação da demanda e geração, é dada pela Figura 37
para configurações de penetração de GDFV distintas no horário das 9, 14 e 21h com base
em N = 5000 amostras.
Nos casos em que há penetração de GDFV, a demanda líquida resultante na barra será
a diferença entre a demanda dos clientes com o montante de geração dos sistemas dis-
tribuídos. Desconsiderando o comportamento econômico dos prosumidores que poderia
fazê-los alterar o padrão de consumo após a instalação de um sistema de geração distri-
buída, em princípio a demanda na barra se mantém independente do nível de penetração
de GD. No gráfico (b) da Figura 37 para 50% de penetração é pouco perceptível, mas no
gráfico (c) para 100% de penetração de GDFV fica evidente a ocorrência de fluxo reverso
de potência na Barra 692.
As curvas PDF e CDF de potência gerada pelos sistemas fotovoltaicos na Barra 692
para as configurações com 50% e 100% de penetração de GD são ilustradas na Figura 38.
O horário das 14h é o de geração média mais elevada e por isso somente são ilustradas as
curvas para os horários entre 9 e 14h. Cabe destacar que as curvas para 50% e 100% tem
o mesmo formato, alterando-se apenas a escala.
A combinação adequada das amostras de demanda nas curvas CDF relativas às curvas
PDF da Figura 37(a) com as amostras de demanda nas curvas CDF de geração da Fi-
gura 38(a) resultam nos cenários que originam a demanda agregada da Figura 37(b). Da
mesma forma, a combinação adequada das amostras de demanda nas curvas CDF relativas
às curvas PDF da Figura 37(a) com as amostras de demanda nas curvas CDF de geração
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Figura 37: Demanda agregada na Barra 692 em três horários para diferentes configurações
de GDFV.
(a) Ausência de GDFV.
(b) Penetração de 50% de GDFV
(c) Penetração de 100% de GDFV
Fonte: O autor.
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Figura 38: GDFV na barra 692 para diferentes níveis de penetração de GD e N=5000
amostras.
(a) Penetração de 50% de GDFV.
(b) Penetração de 100% de GDFV
Fonte: O autor.
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da Figura 38(b) resultam nos cenários que originam a demanda agregada da Figura 37(c).
Na criação dos cenários, foi considerada uma memória arbitrária M = 10% para o
acoplamento temporal entre o comportamento da demanda horária de cada cliente indivi-
dualmente (vide Seção 4.3.1). A falta de dados reais inviabilizou a investigação minuciosa
deste aspecto. Assim, um valor baixo permite não ignorar esse efeito ao mesmo tempo
que não compromete os resultados.
A Figura 37 e a Figura 38 ilustram as curvas relativas à demanda e geração agregadas
em um dos nós da rede a título de exemplo. Esse mesmo procedimento é replicado em
todas as outras barras do sistema para todos os horários do período avaliado.
Como resultado, a Figura 39 ilustra a curva diária probabilística da demanda agregada
no alimentador na forma de diagramas de caixa e linha para cada horário do período
avaliado, considerando ausência de GDFV e N = 5000 amostras. A curva de demanda
média (x̄) é a condição que costuma ser avaliada em uma análise determinística. Percebe-
se, no entanto, que existe uma expressiva dispersão no entorno do valor médio, sugerindo
a necessidade do emprego de um método alternativo para avaliar com maior fidelidade os
limites dos indicadores de operação desta rede. É ainda ilustrada a curva do desvio padrão
(s) da demanda agregada no alimentador.
Figura 39: Comportamento probabilístico da demanda agregada no alimentador com au-
sência de GDFV resultante de N = 5000 amostras.






















Também é possível observar que, apesar de a demanda média agregada no horário
de pico estar em torno de 3,3 MW, existem amostras nas quais a mesma alcança valo-
res próximos a 7,5 MW. A ABNT (1997) estabelece que o limite de carregamento para
transformadores não deve ultrapassar o limiar de 150% da potência nominal em qualquer
situação. Isso evidencia que equipamentos operando aparentemente com folga podem es-
tar, na verdade, próximos ao limite normativo de operação, já que a potência nominal do
transformador da rede simulada é de 5MVA.
A Figura 40 ilustra a curva diária probabilística da demanda agregada no alimentador
para a configuração com 50% de penetração de GDFV enquanto a Figura 41 ilustra o caso
com 100% de penetração de GDFV.
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Figura 40: Comportamento probabilístico da demanda agregada no alimentador com 50%
de penetração de GDFV resultante de N = 5000 amostras.






















Figura 41: Comportamento probabilístico da demanda agregada no alimentador com
100% de penetração de GDFV resultante de N = 5000 amostras.

























Percebe-se a clara redução na demanda agregada provocada pela penetração da GDFV.
No entanto, esta não contribui para a redução da demanda de pico sistêmica devido a au-
sência de dispositivos de armazenamento de energia. Tais dispositivos não foram contem-
plados nas simulações em função da legislação atual não prever explicitamente incentivos
para isso (ANEEL, 2012). Assim, toda a produção se concentra nos horários de disponi-
bilidade da fonte solar, conforme ilustra a Figura 42, para a configuração com penetração
de 50% de GDFV, e a Figura 43, para 100% de penetração. Caso existisse outra fonte de
GD no sistema, eventualmente poderia ocorrer compensação no horário de pico de forma
natural.
5.2.3 Convergência das simulações
Um aspecto importante acerca de simulações estocásticas diz respeito ao momento
de parada, ou seja, a quantidade de amostras N a partir da qual uma nova amostragem
não influencia significativamente os indicadores de saída. Uma vez atingido o número de
amostras obtidas por método específico, nada impede que mais amostras sejam sorteadas
para conferir aumento no nível de confiança estatística aos indicadores. A avaliação da
convergência dos indicadores, expressa pela Equação (43), é realizada neste trabalho para
as seguintes grandezas:
• demanda horária média em cada barra do sistema;
• perdas diárias totais do sistema;
• índices de violação de tensão crítica (DRC) diária em cada barra do sistema e
• os índices de violação de tensão precária (DRP ) diária em cada barra do sistema.
Dependendo da estrutura de interdependência estocástica entre as variáveis, o valor
típico de 5% para o coeficiente de variação estatístico Cv pode não ser suficiente e a
decisão pelo percentual adequado é apoiada graficamente, conforme exemplo ilustrado
na Figura 44. Se o critério de 5% fosse utilizado, a convergência da demanda horária
média teria ocorrido para 45 amostras, quantidade inferior à necessária e que levaria à
consideração de um valor limite equivocado para a demanda no nó. Já com um Cv =
1, 5%, foram necessárias 3028 amostras para a convergência de todos os indicadores,
como perdas e violações de tensão, detalhados a seguir.
À medida que amostras são realizadas, as variáveis tendem a apresentar uma dinâmica
de convergência semelhante. Contudo, naturalmente, alguns indicadores têm evolução
mais rápida que outros. Tal aspecto pode ser observado quando se compara a convergência
de diferentes indicadores. No caso da energia de perdas diárias no sistema, de acordo
com a Figura 45, a convergência ocorre com 345 amostras para Cv = 1, 5% e ausência de
GDFV. Também são ilustradas na Figura 45 as convergências nas configurações com 50%
e 100% de penetração de GDFV, que ocorrem com 429 e 508 amostras, respectivamente.
Em contrapartida, os índices diários de violação de tensão crítica DRC e precária
DRP na Barra 675, por exemplo, exigem 230 e 619 amostras, respectivamente, para
atender ao Cv = 1, 5%. As Figuras 46(a) e 46(b) ilustram esse processo de convergência
para a configuração com ausência de GDFV, sendo possível constatar que a média para as
violações de tensão crítica na rede tende a 0, 68% enquanto a média para as violações de
tensão precária tende a 0, 37%, valores inferiores ao limites normativos tolerados, repre-
sentados por DRCmax = 3% e DRPmax = 0, 5% (ANEEL, 2018). São ilustradas, ainda,
nas Figuras 46(c) a 46(f), as convergências do DRC e DRP para as configurações com
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Figura 42: Comportamento probabilístico da GDFV no sistema com 50% de penetração
para N = 5000 amostras.

















(a) Diagrama de caixa e linha da GDFV no sistema.
(b) Representação espacial da PDF horária da GDFV no sistema.
Fonte: O autor.
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Figura 43: Comportamento probabilístico da GDFV no sistema com 100% de penetração
para N = 5000 amostras.

















(a) Diagrama de caixa e linha da GDFV no sistema.
(b) Representação espacial da PDF horária da GDFV no sistema.
Fonte: O autor.
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Figura 44: Processo de convergência da demanda média na Fase A da Barra 675 às 21h.


















50% e 100% de penetração de GDFV. Por oportuno, observa-se na Figura 46(d) que o
coeficiente de variação para o DRP é também o global para esta simulação.
A quantidade de amostras mínima na configuração com 50% de GDFV foi de N =
765 enquanto que para 100% de penetração de GDFV foi de N = 790. É importante
observar que não necessariamente maiores níveis de penetração de GDFV implicam em
mais amostras para a convergência. Neste estudo, a configuração com 50% de GDFV
apresentou convergência mais rápida do que o caso sem GDFV. Com penetração de 100%,
a quantidade de amostras volta a aumentar, porém ainda é inferior ao caso sem a presença
de GDFV (quando N = 3028 amostras). Conforme investigou Shayani (2010), há um
limite de penetração de GD, na condição existente da rede, para manter a operação dentro
dos limites normativos. Conforme ilustra a Figura 40, a partir de 50% de penetração
começa a existir fluxo reverso em alguns momentos do dia. Esse fato, pode contribuir
para aumentar a dispersão dos indicadores e, consequentemente, implica a necessidade
de utilizar mais amostras para determinar os parâmetros de interesse.
De toda forma, para padronizar os resultados, prosseguiu-se com a realização de 5000
amostras, sendo possível visualizar a evolução dos indicadores após atingida a parada
da amostragem pelo critério adotado. As curvas de convergência ilustradas nesta seção
para os indicadores representam a média das densidades transitórias para os mesmos, da
mesma maneira como ocorre na Figura 10 para uma VA genérica.
5.2.4 Indicadores Probabilísticos de Operação
A análise probabilística do desempenho de sistemas de distribuição de energia elétrica
inclui possibilidades operacionais ignoradas em uma abordagem determinística clássica,
enriquecendo o estudo. Desta maneira, a seguir são apresentados os indicadores probabi-
lísticos das perdas ativas e dos níveis de tensão do sistema teste. Os mesmos são ainda
comparados aos indicadores obtidos pela abordagem determinística.
5.2.4.1 Perdas Ativas
Na abordagem determinística, as perdas são consideradas fixas em cada instante de
tempo e apresentam uma curva diária com formato similar ao da curva de perdas média (x̄)
ilustrada na Figura 47(a). As perdas nessa situação são provenientes do fluxo de potência
para o cenário típico de demanda e geração distribuída. Assim, as curvas de demanda
agregada média (x̄) da Figura 39, 40 e 41 bem como as curvas de geração agregada média
(x̄) da Figura 42 e 43 foram utilizadas para determinar os cenários de demanda e geração
90
Figura 45: Processo de convergência da energia de perdas diárias no sistema.
















(a) Evolução das perdas na ausência de
GDFV.


















(b) Evolução das perdas com penetração
de 50% de GDFV.

















(c) Evolução das perdas com penetração
de 100% de GDFV.
Fonte: O autor.
distribuída horária em cada barra para cada configuração de penetração de GDFV da rede.
Considerou-se ainda para isso a demanda agregada e a proporção das cargas do cenário
original do IEEE. Os resultados da integração das curvas de perda diária correspondentes
às configurações com ausência de GDFV bem como penetração de 50% e 100% de GDFV
são apresentados na Tabela 8.
Tabela 8: Valores de perda diária resultantes de uma análise determinística.




Por outro lado, na abordagem probabilística, as perdas ativas são representadas por
uma estimativa com intervalo de confiança (IC), em decorrência da atribuição de incerte-
zas nos componentes da rede. Neste caso, as estatísticas de dispersão das perdas ativas
complementam a curva de carga média na Figura 47 para cada horário do dia.
A análise dos dados obtidos nas simulações possibilitam realizar inferências estatís-
ticas para a perda no sistema, obtendo a média x̄Perdas das amostras de perdas com a
Equação (15) e o desvio padrão sPerdas com a Equação (16). Também é possível obter
um intervalo de confiança para os valores de perda diária ICPerdas em diferentes configu-
rações de penetração de GDFV, conforme apresenta a Tabela 9 para um nível de confiança
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Figura 46: Processo de convergência do DRC e DRP na barra 675.






(a) Evolução do DRC na ausência de GDFV.






(b) Evolução do DRP na ausência de GDFV.






(c) Evolução do DRC com penetração de 50% de
GDFV.






(d) Evolução do DRP com penetração de 50% de
GDFV.






(e) Evolução do DRC com penetração de 100% de
GDFV.










Figura 47: Comportamento probabilístico da potência de perdas horária.


















(a) Configuração com ausência de GDFV.


















(b) Configuração com 50% de GDFV.


















(c) Configuração com 100% de GDFV.
Fonte: O autor.
93
de 95% com base em N = 5000 amostras.
Tabela 9: Valor médio, desvio padrão e IC da perda diária resultantes de uma análise
probabilística.
Penetração de GDFV x̄Perdas [kWh] sPerdas [kWh] ICPerdas [kWh]
0% 1413,4 385,5 [ 809,9 ; 2305,1 ]
50% 1046,6 323,5 [ 549,2 ; 1806,6 ]
100% 883,5 292,7 [ 446,3 ; 1571,8 ]
Pela comparação entre os valores de média das perdas da Tabela 8 com os da Tabela 9
é possível perceber que a análise determinística oferece valores de perda para o sistema
inferiores aos que são obtidos pela análise de várias possibilidades operativas da rede.
Para a configuração sem contribuição de GDFV, o valor obtido para a perda diária pela
análise probabilística é 18,4% superior ao obtido pela análise determinística enquanto que
com 50% e 100% de penetração os valores calculados probabilisticamente são 34,3% e
37,1% superiores aos determinísticos, respectivamente.
Com os resultados supracitados fica evidente a maior riqueza de informações pro-
porcionada por uma análise probabilística. Na prospecção de opções de investimentos
de expansão de uma rede, o patamar de perdas pode ser fator decisivo para rejeitar a
execução de uma obra. A decisão apoiada pelos valores do indicador calculados proba-
bilisticamente asseguram maior assertividade na definição da alternativa que minimiza as
perdas técnicas e, consequentemente, econômicas.
Além disso, a integralização da potência de perdas horárias para os cenários simulados
em cada configuração do sistema permite obter, com o apoio de métodos de adequação
de ajuste de curvas (vide Seção 2.3.4), a PDF e a CDF da energia de perda diária na
rede, conforme ilustra a Figura 48. Com as curvas CDF, é possível estimar, pelo uso da
função sobrevivência (2), as chances de haver perda no sistema superior a um determinado
valor. Assim, na ausência de GDFV, a probabilidade das perdas diárias serem superiores
a 1500 kWh, por exemplo, é de 28,12%. Com a penetração da GDFV, a probabilidade
reduz para 7,28% e 2,76%, para 50% e 100% de penetração, respectivamente.
5.2.4.2 Violação de Tensão
O cálculo do fluxo de potência probabilístico evidencia a limitação do método deter-
minístico na avaliação dos índices de violação de tensão. Ao considerar apenas os valores
médios de carga, esta abordagem explora em menor profundidade os limites alcançados
pelos níveis de tensão, ocultando inúmeras possibilidades operacionais.
A avaliação dos níveis de tensão com uma abordagem determinística é realizada para
os cenários de carga leve, média e pesada obtidos da curva de duração da demanda do
sistema, conforme ilustrado na Figura 13(c) da Seção 3.1. O perfil de tensão à jusante
do regulador de tensão é ilustrado na Figura 49 para uma configuração com ausência de
GDFV e diferentes carregamentos. As curvas representam a tensão em cada fase ao longo
do alimentador bem como os limites normativos de tensão adequada, i.e., 1,05 p.u. e 0,95
p.u. (ANEEL, 2018).
Por ilustrar o perfil de tensão a partir do regulador, cuja atuação ocorre em cada fase
individualmente, a magnitude da mesma no início do alimentador é distinta para cada fase
devido, principalmente, ao desequilíbrio das cargas. Esses resultados estão de acordo com
os obtidos por Freitas (2015), cujo código fonte de descrição da rede de 13 barras do IEEE
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Figura 48: PDF e CDF da perda diária para diferentes configurações de penetração de
GDFV.
Fonte: O autor.
no OpenDSS foi utilizado no desenvolvimento desta dissertação. Freitas (2015) validou
os resultados obtidos no OpenDSS com valores de referência do IEEE.
Percebe-se que em nenhum cenário houve violação dos níveis de tensão nas barras
com clientes. Também é ilustrado o perfil da tensão no sistema para o cenário de cargas
original na rede de 13 barras do IEEE. Observa-se pela Figura 49(c) e pela Figura 49(d)
que o perfil de tensão do cenário de carga pesada é praticamente igual ao original do IEEE.
Isso comprova que o sistema foi ajustado de forma que a demanda típica dos horários de
maior carregamento não superasse a demanda do cenário original da rede, garantindo que
a rede não fosse submetida a condições extremas de carregamento para as quais não foi
projetada.
A inclusão de incertezas na modelagem da potência dos componentes do sistema per-
mite avaliar o comportamento probabilístico da tensão nas barras com carga e GDFV,
exemplificado para as 21h na ilustração da Figura 50, comprovando que tal grandeza pode
variar significativamente ao longo de uma hora. Como não há contribuição de GDFV às
21h nas configurações simuladas para o sistema, as respectivas curvas PDF representam
as possibilidades para os níveis de penetração de GDFV já citados.
Na Figura 50 são indicados os limites normativos de 0, 93pu e 1, 05pu para a ten-
são (ANEEL, 2018). É possível observar que os mesmos possuem maior chance de serem
violados nas barras 611, 671, 692 e 675, justamente os pontos de consumo mais distantes
da fonte principal de fornecimento de energia na topologia da rede. O gráfico da PDF
das tensões no horário das 21h é conveniente para observar as violações de tensão, já que
trata-se do horário de pico para a demanda no sistema e, portanto, o de maior exigência
da rede. Em algumas curvas é possível observar notoriamente a influência da mudança
no tap para ajuste da tensão de fornecimento na subestação. Também é possível observar
que, a partir de um determinado limite de tensão, a curva PDF sofre uma deformação
abrupta, indicando o limite da capacidade de compensação do tap em regular a tensão.
Para verificar a contribuição da GDFV é necessário observar horários alternativos.
A Figura 51 ilustra as tensões nas barras para configurações com penetração de GDFV
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Figura 49: Perfil de tensão na rede em p.u. para cenários determinísticos de carga na
ausência de GDFV.
(a) Carga leve. (b) Carga média.
(c) Carga pesada. (d) Carga original IEEE.
Fonte: O autor.
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Figura 50: PDF da tensão em todas as barras às 21h.
Fonte: O autor.
distintas no horário das 14h e 18h. O pico de geração fotovoltaica ocorre às 14h, sendo
esse o horário de maior contribuição da GD. Contudo no horário das 18h, há grande
dispersão na demanda dos clientes e ainda existe um nível elevado de geração, tornando
mais perceptível nesse horário o impacto da GDFV nas curvas PDF da tensão nas barras.
Dentre os resultados listados na Tabela 10, constam as violações de tensão crítica e
precária em cada barra com carga do sistema, para os casos determinístico e probabilís-
tico. Neste caso, os valores médios x̄DRC e x̄DRP são calculados a partir de N = 5000
amostras para os índices probabilísticos de violação de tensão crítica (DRCprob) e precá-
ria (DRP prob). Também são mostrados os valores da função sobrevivência4 S(DRCprob =
3%) e S(DRP prob = 0.5%) dos indicadores DRCprob e DRP prob em cada barra, ou seja,
a probabilidade do indicador extrapolar o limite normativo.
Tabela 10: Índices de violação de tensão para cenários de carga determinísticos e proba-
bilísticos na ausência de GDFV.
Barra
Determinístico Probabilístico
DRC[%] DRP [%] x̄DRC [%] x̄DRP [%] S(DRCprob = 3%) S(DRP prob = 0.5%)
670 0 0 0,0525 0,0017 0,0124 0,0004
671 0 0 0,5642 0,2667 0,1282 0,0618
645 0 0 0,0008 0 0,0002 0
646 0 0 0,0025 0 0,0006 0
692 0 0 0,5658 0,2692 0,1284 0,0624
675 0 0 0,6775 0,3708 0,1524 0,0854
611 0 0 0,6683 0,4358 0,1504 0,0992
652 0 0 0,1742 0,0183 0,0412 0,0044
634 0 0 0,2692 0,0442 0,0630 0,0104
Na abordagem determinística, conclui-se que para um cenário de cargas típicas ao
4S(DRCprob = 3%) = P (DRCprob > 3%), conforme Equação (2).
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Figura 51: PDF da tensão em todas as barras às 14h e às 18h para configurações de
penetração de GDFV diversas.
(a) Configuração com ausência de GDFV às 14h. (b) Configuração com ausência de GDFV às 18h.
(c) Configuração com 50% de GDFV às 14h. (d) Configuração com 50% de GDFV às 18h.
(e) Configuração com 100% de GDFV às 14h. (f) Configuração com 100% de GDFV às 18h.
Fonte: O autor.
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longo do dia, não há violação dos índices de tensão no sistema. Contudo, não é possível
saber o quão próximo se está do limite normativo. Com o método probabilístico de aná-
lise, é possível verificar que, em média, todas as barras estão com os índices adequados.
Além disso, observou-se que o x̄DRC é maior na Barra 675 e que o x̄DRP é maior
na Barra 611. Tal fenômeno é evidenciado pelo uso da CDF, obtida por adequação de
ajuste para os índices de violação probabilísticos DRCprob e DRP prob nestas duas barras.
Verificou-se que a probabilidade do DRC estar acima de 3% e do DRP estar acima de
0,5% na Barra 675 é de 0,1524 e 0,0854, respectivamente. Para a Barra 611 as mesmas
probabilidades são de 0,1504 e 0,0992. Desta forma, torna-se possível avaliar a chance
de os índices ultrapassarem os limites normativos, complementando o método analítico
tradicional (ANEEL, 2018).
A Tabela 11 apresenta os resultados de violações de tensão obtidos pela análise deter-
minística e probabilística para o sistema com uma configuração de penetração de 50% de
GDFV. A Tabela 12 apresenta os mesmos resultados para o caso com 100% de penetra-
ção de GDFV. Percebe-se que há melhora nos índices à medida que aumenta a penetração
de GDFV. Também nesses casos observa-se a incapacidade da análise determinística em
obter bons estimadores dos indicadores de violação de tensão, sendo que somente na con-
figuração com 100% de penetração de GDFV o resultado do indicador para as Barras 675
e 611 (barras com os piores indicadores) é não nulo. Somente com a abordagem proba-
bilística é possível compreender o quanto a inserção da GDFV contribui para a melhora
nos índices de operação da rede.
Tabela 11: Índices de violação de tensão para cenários de carga determinísticos e proba-
bilísticos com 50% de penetração de GDFV.
Barra
Determinístico Probabilístico
DRC[%] DRP [%] x̄DRC [%] x̄DRP [%] S(DRCprob = 3%) S(DRP prob = 0.5%)
670 0 0 0,0225 0 0,0054 0
671 0 0 0,4050 0,1692 0,0942 0,0396
645 0 0 0 0 0 0
646 0 0 0 0 0 0
692 0 0 0,4075 0,1708 0,0948 0,0400
675 0 0 0,4683 0,2450 0,1062 0,0570
611 0 0 0,4967 0,2933 0,1124 0,0680
652 0 0 0,0983 0,0017 0,0234 0,0004
634 0 0 0,2008 0,0192 0,0466 0,0046
Tabela 12: Índices de violação de tensão para cenários de carga determinísticos e proba-
bilísticos com 100% de penetração de GDFV.
Barra
Determinístico Probabilístico
DRC[%] DRP [%] x̄DRC [%] x̄DRP [%] S(DRCprob = 3%) S(DRP prob = 0.5%)
670 0 0 0,0192 0 0,0046 0
671 0 0 0,3417 0,1300 0,0800 0,0306
645 0 0 0 0 0 0
646 0 0 0 0 0 0
692 0 0 0,3433 0,1317 0,0804 0,0310
675 0 4,17 0,3925 0,2000 0,0902 0,0468
611 0 4,17 0,4208 0,2358 0,0958 0,0548
652 0 0 0,0775 0,0017 0,0184 0,0004
634 0 0 0,1633 0,0167 0,0382 0,0040
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É necessário ressaltar que as curvas PDF obtidas para oDRCprob e oDRP prob descre-
vem o comportamento dos índices de violação de tensão, sendo o DRC e o DRP medidos
conforme estabelece o PRODIST uma simples amostra dentre o universo de possibilida-
des para os mesmos (ANEEL, 2018).
Com a aplicação do método proposto, pode-se ter o entendimento de quão adequada
esta a tensão nos pontos de conexão dos clientes. A partir do cálculo da sobrevivência
para os indicadores e violação de tensão nas barras da rede, pode-se ter maior assertivi-
dade na definição da estratégia para minimização das transgressões dos limites de tensão
de atendimento bem como dos custos decorrentes de compensação financeira, ou seja, dis-
ponibilizar apenas os recursos necessários para adequar os indicadores nos pontos com
maior chance de infringir o limite. Isso também é benéfico para os consumidores de um
modo geral, que passam a pagar uma Tarifa de Uso do Sistema de Distribuição (TUSD)
menor nas suas faturas de energia, visto que os custos de operação e expansão da rede
tendem a ser minimizados ou postergados para momentos mais oportunos.
100
6 CONCLUSÃO
Os resultados mostrados neste trabalho comprovam que a consideração da incerteza é
muito importante para caracterizar a operação das redes de distribuição de energia em mé-
dia e baixa tensão, pois as incertezas associadas ao comportamento da carga e da geração
distribuída fazem parte da realidade da rede elétrica. A aleatoriedade e as possibilida-
des de cenários de demanda aumentam com a inserção de fontes de geração distribuída,
principalmente nas redes secundárias onde há contribuição de menor quantidade de com-
ponentes e a lei dos grandes números tem aplicação limitada.
Diante disso, neste trabalho foi proposto um método para obtenção de indicadores pro-
babilísticos de operação de redes elétricas. Demonstrou-se que a avaliação probabilística
da operação torna-se vantajosa ao fornecer mais informações do que a análise determi-
nística tradicional. A inclusão de incertezas na modelagem das cargas e fontes de GD, a
geração de amostras correlacionadas e a avaliação estatística de indicadores de perdas ati-
vas e tensões, por meio de critérios de convergência do método estocástico, aprofundaram
os resultados médios em estimativas intervalares de confiança.
A modelagem estocástica para o comportamento horário individual dos componentes
do sistema (carga e GD), através do uso de leis de distribuição de probabilidade padro-
nizadas, conforme proposto por Pareja (2009), foi facilmente implementada, sendo ainda
bastante flexível, podendo-se alterar a mesma, caso seja de interesse do analista.
A abordagem empregada neste trabalho baseia-se em trabalhos anteriores, que com-
provaram a validade das leis padronizadas que representam de forma adequada as fontes
aleatórias subjacentes que regem o comportamento dos clientes de redes de distribuição
bem como das fontes típicas da GD (PAREJA, 2009; ABDULKARIM; ABDELKADER;
MORROW, 2015). Entretanto, caso não seja possível representar o comportamento de um
determinado componente através de uma lei de distribuição padronizada, pode-se obter a
modelagem do comportamento através da adequação de ajuste ao histograma de frequên-
cia acumulada para a potência do componente (GUIMARÃES, 2008). Essa abordagem
é menos flexível e necessita de maior quantidade de dados de medição dos componentes,
porém oferece uma descrição mais personalizada do comportamento.
Com o uso de leis padronizadas de distribuição de probabilidade, para descrever as
variáveis estocásticas, eventualmente é necessário inserir uma limitação artificial, pois o
limite superior pode ser infinito. Neste trabalho, isso foi realizado a partir da consideração
do fator de carga típico dos consumidores. Por outro lado, para a modelagem da GDFV
não houve essa necessidade visto que a distribuição beta utilizada já é naturalmente limi-
tada.
A demanda agregada no alimentador é considerada uma variável de saída, resultante
da demanda dos componentes conectados na rede simulada. Contudo, o alimentador po-
deria ser interpretado como um componente e a PDF da demanda agregada utilizada para
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simular a aleatoriedade de uma rede maior à qual outros subsistemas também estives-
sem conectados. Assim, o método proposto é versátil e pode ser aplicado em redes de
diferentes níveis de tensão, especialmente nos níveis de tensão mais baixos, onde a vari-
ância do comportamento dos componentes tende a se elevar e sua aplicação oferece uma
abordagem mais realista.
O fator de diversidade das cargas, amplamente utilizado em estudos de sistemas de
distribuição, é um indicativo de que há relação de dependência entre os componentes.
Dessa forma, por menor que possa ser, é necessário incluir a correlação na amostragem
da potência dos componentes quando são criados os cenários. Não considerar esse as-
pecto seria realizar uma análise otimista da operação do sistema, visto que a demanda
agregada alcança valores maiores à medida que a correlação aumenta, podendo levar o
sistema ao limite de sua capacidade operativa mais facilmente. Com o uso da Joint Nor-
mal Transform – JNT, foi possível criar cenários de demanda considerando a correlação
entre os componentes do sistema, obtendo indicadores conservadores da operação da rede.
A possibilidade de correlacionar as diversas fontes aleatórias torna-se um grande atrativo
da abordagem proposta neste trabalho.
Foi considerada a correlação entre os componentes no mesmo horário. No entanto,
sabe-se que podem existir condições externas que impõem um viés de variação conjunta
da potência dos componentes que se perpetua ao longo dos horários. Dias ensolarados,
por exemplo, tendem a causar um aumento na demanda em função do maior uso de equi-
pamentos de conforto térmico ao mesmo tempo que contribui para o aumento da GDFV.
Nesse trabalho, uma tentativa para considerar este efeito foi realizada por intermédio do
uso de um fator de memória entre os horários, entretanto este aspecto deveria ser mais bem
explorado em trabalhos futuros. Uma das vantagens vislumbradas na consideração do
efeito memória é na avaliação de indicadores que possuem memória como, por exemplo,
a avaliação da perda de vida útil em transformadores que ocorre em função da elevação de
temperatura de trabalho como consequência do histórico de carregamentos (BUSATTO,
2015).
O uso de técnicas de agrupamento dos componentes e o uso da Stochastic Bounds
Methodology – SBM são essencias para limitar o tamanho do problema. Com isso, a
ordem da matriz de correlação utilizada na JNT fica restrita ao número de agrupamentos
do sistema, ou seja, ao número de fontes aleatórias consideradas.
No estudo de caso, somente foi contemplada a inserção de GDFV, contudo, a avali-
ação de incertezas pode incluir outras fontes energéticas intermitentes, como as prove-
nientes de geração eólica, e, assim, avaliar com maior fidelidade o impacto da geração
distribuída. A inclusão de outras fontes de GD é facilmente implementada adotando os
mesmos procedimentos de modelagem utilizados para a fonte solar.
Neste trabalho foi demonstrada a aplicação do método para a análise das perdas do
sistema e da tensão de regime permanente na operação de um sistema de distribuição.
Foi possível observar que o aumento na penetração de GDFV contribuiu para a melhora
nos indicadores de operação da rede. Naturalmente, isso ocorre pelo efeito indireto de
desoneração do sistema elétrico através da injeção de potência nos pontos de consumo.
Contudo, é preciso atentar ao fato que a distribuição da GDFV considerada nas simulações
foi proporcional à carga original no nó da rede e que os indicadores poderiam alcançar
valores diferentes caso a concentração estivesse nas extremidades da rede ou concentrada
em poucos locais.
Um dos objetivos do planejamento da expansão de sistemas de distribuição é minimi-
zar os custos associados com a operação, ou seja, perdas de energia, violações de tensão
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e manutenção (RESENER, 2016). A análise probabilística com o método proposto é
adequada para analisar esses aspectos e a discussão apresentada nos capítulos anteriores
demonstra como é possível precisar os níveis de perdas no sistema e também identificar a
ocorrência de violações de tensão. Os resultados obtidos para a perda técnica diária média
no sistema com o método probabilístico foram, pelo menos, 18,4% superiores aos obtidos
de forma determinística para o sistema simulado. Desse modo, a estimativa das perdas
não-técnicas é distorcida, uma vez que esta corresponde à diferença entre as perdas totais
e as perdas técnicas. Visto que as perdas não-técnicas estão diretamente associadas à ges-
tão comercial da distribuidora, esse desvio na estimativa pode impactar o planejamento
da mesma. Além disso, é possível estimar valores máximos e mínimos do indicador de
operação para um nível de confiança estatística e o uso do método probabilístico per-
mite saber as chances de ultrapassar os índices de violação de tensão normatizados, por
exemplo.
Os valores obtidos para os indicadores de operação pelo método probabilístico pro-
posto são resultantes da consideração de correlações oriundas de um estudo distinto e não
necessariamente são os mais adequados para a rede analisada nas configurações impostas.
Contudo, o aspecto principal a ser considerado não são os valores absolutos, mas sim a
perspectiva de análise que defende a incapacidade de representar o comportamento dos
clientes de redes elétricas de distribuição de forma plena apenas com a média.
Apesar dos resultados de violação de tensão e perdas obtidos pelo método probabilís-
tico indicarem que o aumento da GD pode ser benéfico para os indicadores de operação do
sistema, é necessário verificar outras condições, como a capacidade das linhas e os carre-
gamentos nos transformadores. Assim, o método proposto pode ser aplicado na avaliação
do carregamento de condutores bem como em transformadores ou outros equipamentos
e com isso, avaliar a perda de vida útil decorrente de sobreaquecimento. Desse modo é
possível atuar na manutenção dos equipamentos no momento estatisticamente mais ade-
quado, reduzindo custos e sendo possível até mesmo prever o momento propício para a
troca dos mesmos por perda de vida útil ou por subdimensionamento. A combinação do
método proposto com a ferramenta de priorização de investimentos desenvolvida por Bu-
satto (2015) tornaria esta mais assertiva por incluir maior quantidade de cenários avaliados
para apoiar a decisão de investimento por exemplo.
Por fim, com a aplicação do método proposto, é possível obter uma lei de distribuição
para as perdas diárias bem como dos índices de violação de tensão. Os custos associados à
operação da rede, seja em função das perdas ou pelos custos de ressarcimento aos clientes
por índices inadequados de tensão de fornecimento, podem ser avaliado desse modo com
intervalos de confiança. Assim, é possível definir estratégias mais próximas à realidade
da rede para a quantificação dos custos operacionais diários da rede de distribuição de
energia elétrica, sendo assim possível determinar os investimentos com a melhor relação
entre custo e benefício.
6.1 Trabalhos Futuros
Embora o método proposto se apresente como uma ferramenta útil na avaliação da
operação de redes elétricas com uma abordagem probabilística, existem aspectos que me-
recem aperfeiçoamento, sendo sugestões de estudos os seguintes tópicos:
• inclusão de incerteza proveniente de outras fontes de GD e análise do impacto que
as mesmas exercem nos indicadores de operação;
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• expandir o método para outros indicadores de operação, como perda de vida útil de
equipamentos e fator de utilização do sistema;
• aprofundar a investigação do efeito da memória, ou seja, da correlação entre as
demandas e GD horárias;
• incluir outras fontes de incerteza, como localização da GD;
• avaliar a incerteza da injeção de potência da GD em caso de uso de sistemas de
armazenamento;
• avaliar o nível de penetração da GD que poderia, em combinação com sistemas
de armazenamento, funcionar como uma usina virtual e, por meio de despacho
local, suprimir a necessidade de componentes de regulação de tensão como banco
de capacitores;
• combinar o método proposto com modelos heurísticos para planejamento da ex-
pansão de sistemas de distribuição com o objetivo de melhorar os indicadores de
qualidade e minimizar os custos de operação e expansão.
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