Mathematical tools are developed for describing low-dimensional projections of high-dimensional data. Theorems are given to show that under suitable conditions, most projections are approximately Gaussian.
1. Introduction. One mainstay of data-analysis is the use of low-dimensional projections to study high-dimensional data sets. One-dimensional projections may be represented by histograms; two-dimensional ones, by scatter diagrams. A number of interactive data-analysis programs allow projection of a high-dimensional data set into a low-dimensional subspace selected by the user, who can search for interesting projections. See Fisherkeller, Friedman and Tukey (1974) or Donoho, Huber and Thoma (1981) for details. In recent years, Kruskal (1969 Kruskal ( , 1972 and Friedman and Tukey (1974) have suggested various algorithms for finding interesting projections. Heuristically, a projection will be uninteresting if it is random or unstructured. One standard measure of randomness is entropy. This gives a numerical criteria suggested by Huber (1981) : a projection is interesting if it has small entropy relative to other projections, using a measure of randomness such as entropy (-$ f log f ) or Fisher information. Huber observes that the numerical criteria used by Friedman and Tukey essentially minimizes -$ f ' , another measure of randomness. If the scale is fixed, maximum entropy is attained by the Gaussian distribution. This suggests another heuristic: a projection is interesting if it is far from Gaussian. The data-analytic conclusion is to look at only a few of the projections which are close to Gaussian, and to look at more of the ones which are far from Gaussian. This paper presents a different rationale for looking at non-Gaussian projections. For many data sets, we show that most projections are nearly the same and approximately Gaussian. Thus, if a data set is being inspected by projections, the non-Gaussian projections are the ones that are special. On the other hand, we also present classes of data sets where most projections are close to the same non-Gaussian distribution. For such a data set, a different criterion seems in order-the interesting projections may even be the ones which are close to Gaussian. This paper introduces mathematical machinery for describing the distribution of projections. Most of the results are stated for one-dimensional projections, although the results generalize (Section 5).
The main results will now be stated. Let xl, x2, . . . , x, be (nonrandom) vectors in RP.This is the data set. For mathematical convenience, suppose that n, p, and xi depend on a hidden index u. As v tends to infinity, so do n andp. Suppose that for a 2 positive and finite, for any positive E, as v tends to infinity, Condition (1.1) says that most vectors have length near a2p. Condition (1.2) says that most vectors are nearly orthogonal. The word "nearly" is important: of course, only p vectors can be exactly orthogonal. The conditions are satisfied if e.g. the x, are observed values of independent identically distributed vectors with independent identically distributed L4 coordinates (Section 3), or the n = 2P vertices of a unit cube centered at the origin.
Turn now to projections. Let SPP1 be the unit sphere in RP. Put the uniform distribution on SP-l.Let -y be a typical element of
The projected data in direction -y have coordinates Let B,(-y) be the empirical distribution of this sequence, assigning mass l / n to each -y . xl. The first theorem says that B, (-y) is close to N(0, a2) for most y,for large v. Here "close" is in the sense of the weak topology; "most" is relative to the uniform distribution on SP-l.A technical description involves convergence in probability of the random measures B,(.). THEOREM 1.1. Under conditions (1.1)and (1.2), as u + a, the empirical distribution 8, tends to N(0, a2) weakly in probability. Theorem 1.1 is proved in Section 2. The approach is quite similar to the techniques in Freedman and Lane (1980, 1981) . Section 3 gives examples where conditions (1.1) and (1.2) hold. Section 4 gives examples where most projections are not normal. The random measures flu(.) may converge in probability to nonnormal limits; or in distribution but not in probability to random limits. Examples include the case of strongly correlated coordinates, and clusters.
The results in Theorem 1.1 continue to hold if the data are standardized using robust (i.e., weakly continuous) measures of location and scale such as the median and interquartile range. Consider next the case where the data are standardized, using the mean and standard deviation. Some notation is needed. Let a, be the mean of the projected data, s ? the variance, and t: the second moment. Thus a,, = ( l l n ) Cj"=1-y . xj, s:
The conditions required for Theorem 1.2 are (1.6) (llnp) CFl 11 x, 11 + a2 where 0 < a2 < w (1.7) (l/n)card(j In: I 1 1 x; 1 1 -p a 2I > ep] -0 (1.8) (ll(np)') C:k=i (~j . xkI2* 0.
These conditions imply (1.1-1.2), by Chebychev's inequality. Let 6 %~) be the centered empirical measure, assigning mass l l n to y x; -a,. Let O,'(y) be the scaled empirical measure, assigning mass l / n to y x;/t,. Let 6:(y) be the standardized empirical measure, assigning mass l / n to (y xj -a,)/s,.
(a) Under conditions (1.6-1.8), as v * 03, the empirical second moment t: converges to a 2in probability the scaled empirical 0; converges to N(0, 1)weakly in probability.
(b) If conditions (1.6-1.8) hold for the centered data x, -2, then the empirical variance s: converges to a2in probability the centered empirical 19: converges to N(0, a2) weakly in probability the standardized empirical 0: converges to N(0, 1) weakly in probability.
REMARKS.Of course, part (b) of Theorem 1.2 follows from part (a). If the
focus is on the standardized empirical, it is harmless to center the data and scale it so that (lln) 2 11 x; -3 11 '=p. The conditions become except for o(n) indices k = 1, 2, . . ., n Theorem 2 will be proved in Section 2. 
Proofs of Theorems

PROPOSITION
Under conditions (1.1-1.2), 6, + N(0, a') weakly in prob-PROOF. The characteristic function of 6,({) is
by condition (1.1). Likewise PROOF.Clearly, 3-x, is normal with mean 0 and variance 11 x, 1 1 ', so the case j = k is trivial. If j # k, consider the regression of xj on xk, viz., xj = axk + 8, where a is a scalar, 8 E RP, and 8 lxk. Now { xj = (a{ . xk) + ( { . G), and the terms on the right are independent. The rest is routine. 0
For the scaling, now let t,,(O2 be the empirical second moment:
The empirical variance s: is t: applied to the centered data xj -f. . ~k )~) .
Using Lemma 2.3, the double sum can be evaluated as 3 Cj 11 xj 11 + 2 C j + k (xj ' xkl2 + C j~k 11 Xj 11 11 Xk 11 which can be rewritten as 2 C j k (~jd 2 + (Cj II Xj I 1 2)2. 0 As before, let 0,1({) be the scaled empirical.
Under conditions (1.6-1.8), the empirical second moment 2.2. t: converges to a 2 in probability, and the scaled empirical distribution 0:({) converges to N(0, a2) weakly in probability.
PROOF. That t: + a 2 follows from Lemma 2.4, and 0, + N(0, a2) by Proposition 2.1; then 0; can be handled, in effect by Slutzky's lemma. 0 3. Examples with most projections Gaussian. This section presents examples of data sets that satisfy conditions (1, 2) or (6, 7, 8) . The examples are made up of independent and identically distributed random vectors
The first example shows that conditions (1.1)and (1.2) hold almost surely for independent identically distributed (iid) coordinates. EXAMPLE 3.1. iid coordinates. Let Xij be iid for i = 1, 2, . . ., and j = 1, 2, . . . . Suppose E(Xij) = 0, a 2 = E(X$J> 0 and E{I X, 1 2+" < cc (3.1) for some 7 > 0.
Then, for almost all realizations of the array {Xijl), conditions (1.6-1.8) and so conditions (1.1-1.2) are satisfied, no matter how n and p tend to infinity.
PROOF.Condition (1.6) is easy
Convergence in (3.2) is as n a n d p tend to infinity in any arbitrary way: the null set does not depend on the path. This strong result fails if it is only assumed that E(X$) < m. See Smythe (1973) for details.
For condition (1.7), fix e > 0. Let [ , , be 1if otherwise let [ , , be 0. We claim
Suppose first E(X$) < m. Fix 6 positive but small. Let A, , be the event C,"=l [,,j 2 6n. We will show that P{A,,J sums over n > no and p > po when no and po are large; Borel-Cantelli completes the proof in the L4 case. Let ir, = P([,, = 11).By Chebychev's inequality, irp I A/e2p where A = Var(X$)I E(X$J. By a version of Bernstein's inequality, See Freedman (1973, Theorem 4b) . Fix p so large that ( A e l~~p 6 )~ < lh. The sum on n of ( A e /~~p 6 )~" from n = no to CQ is at most
If no > 116, this sums in p, completing the proof of (3. Cp=, Z$ = Vj are independent and identically distributed in j. The averages over i = 1, . . . , p of Z$ form a backwards martingale in p. Fix cr a little bit larger than 1. Then E(V7) I (cu/(cr -l))"E(Z?) (see Doob, 1953 , Theorem 3.4 on page 317). Now E(V,) 5 (cr/(cu -l))E(Z$yl/" is small for L large and is small. This completes the argument for condition (1.7).
We turn now to condition (1.8). It is convenient to deal first with the term j = k. We claim Let V, = supp(l/p) Cgl X$. Using Doob's inequality again, V, E Ll+,12, and the Vj are independent and identically distributed. Even if the Vj were just in L1 and
This last follows from Vn/n -, 0 a.e. which in turn follows from the BorelCantelli lemma. It now follows that
The first factor goes to 0 a.e., and the second to a2. Thus, (3.4) holds. We now take up the terms j # k in (1.8). We claim Suppose first p4 = E(X$)< m. Then the idea is to use Hoeffding's U-statistic argument. Let
where and
for column p-vectors x and y. It is enough to show that TnP -,0 a.e. By a slightly tedious calculation,
and Var(h,*(X,, Xk)) IA/p2 for some constant A. Now where (2/n) CF1ap(Xj) = (u2/p2n)EL, Cj"=l(X$ -u2) + 0 a.e. and Tzp = (l/n(n -1))C l s j < k a n hp*(Xj, Xk) has mean 0 and variance
for some constant B. This is the key point; the reason is that cup* = 0. The upshot is that
We now eliminate the fourth moment condition by truncation, and show that under condition (3.1) only,
where eL + 0 as L + m. Indeed, As n, p --, w, the first factor on the right converges a.e. to E(Y$), which is nearly E(X$J for L large; the second factor converges a.e. to E(Z:kJ, which is nearly 0 for L large. This proves (3.6); analogous results for D and F may be obtained by the same argument. Next, we claim that
The first factor on the right goes to 0 a.e. by (3.4-3.5); the second factor is under control by (3.6). This proves (3.7). Likewise for D and F. This completes the verification of condition (1.8). O Conditions (1.6-1.8) hold for the centered data X, -X, where X = ( l l n ) Ej"=lXj, under the assumptions (3.1). This is comparatively easy to deduce from example 3.1. One useful fact: See Doob (1953, Theorem 3 .4 on page 317). U REMARK1. We have been assuming a 2 + 7th moment. We believe the argument goes through if X$ is in L log L, by using a more sophisticated truncation.
REMARK 2. Let O(npX{) be the empirical distribution of where { = (3;, 6,. . ., cp) is the first p of a sequence of iid N(0, 1) variables, independent of {Xij); and Condition (3.1) implies O(npX{) + N(0, a*) weakly in probability as n and p tend to infinity given X, for almost all realizations of X. Is the convergence a.e. in {? The answer is negative, even if the Xij are N(0, 1).Here, we are asking about free convergence of n a n d p to infinity; however, the answer is still negative for sufficiently peculiar fixed paths (n,, p,): u = 1, 2, . . .. We do get a positive answer by letting n + a~and having only one p, for each n.
For results a.e., there is no point in conditioning on X, so leave X free. Also, it is harmless to replace 6by ( 1 3-11. Let Each S, , is N(0, I ) , and the Spjare independent for j = 1, 2, . . -. In fact, the processes (Spj: p = 1, 2, . . . ) are independent in j, but this is immaterial here. For each j, the variables S,,: p = 1,2, . . . ,are dependent, but nearly independent for widely separated p's. Let A,, = (Spj > 0 for all j = 1, . . ., n).
Then P(A,,) = 112" for each n, and the A, , are nearly independent for widely separated p's. So P(A,, for infinitely many p) = 1. Thus P(Apn for infinitely many p for all n] = 1.
In short, for any n, no matter how large, there are infinitely many p's such that the empirical measure 8(npX{) sits on the positive halfline (0, a ) . This defeats convergence to N(0, 1) weakly a.e. as n, p + a freely. How about convergence along a peculiar path (n,, p,)? Fix any function f from the positive integers into the positive integers, with f(n) strictly increasing. We can find g(n) >f(n) so large that P(Apn for a t least one p with f(n) p I g(n))r 1-l/n2. Now consider the path [n,, p,] that results from stacking the indices in the following order:
, and [nz, p2] = [I, f(1) + 11, and so forth. As is easily seen, P(Anv,pu 1, defeating almost sure convergence. i.0.) = In principle, it is possible to get bounds on the rates of convergence in Theorems 1.1 and 1.2 using Chebychev's inequality and Esseen's smoothing lemma (Feller, 1971 , page 536). If (l/n)card(j:1I j I n and I 11 X j 11 -a2pI >~p ] < E and (l/n2)card(j,k: 1 5 j, k 5 n and I X j x k I > EP] < E then, except for a set of 7's of measure a t most f(c), the empirical distribution of is within f(e) of N(0, u2). The function f may be estimated by the argument indicated above, but so far we have only very crude results; we hope to return to this issue later.
Here is a somewhat different argument, with a similar conclusion: for random data of the type considered in this section, the projections are normal up to a random error of size
To be more specific, for distribution functions F and G on the line, let 1 1 F -G 1) 
and K is a universal positive constant: see Petrov (1972,page 111) .We must now demonstrate the limiting behavior of 4vP(. 
Examples of non-Gaussian projections.
Theorems 1.1 and 1.2 break down if the conditions are violated. In some cases, it is still possible to describe the asymptotic distribution of most projections. The examples presented here include cases in which most projections have the same non-Gaussian distribution and cases in which the projection depends on the direction y.
With long-tailed data, asymptotic normality can fail. For instance, with Cauchy data, most projections (suitably scaled) are Cauchy. A bit more generally, let Xi, be independent, with common symmetric stable density of index CY < 2, having characteristic function exp(-I t I "). Let O(npXy) be the empirical distribution of where and y is uniform on the unit sphere Sp-lin RP, independent of X. Let Z be a standard normal variable, and C, = E( I Z I").
PROPOSITION
As n and p tend to infinity, O(npXy) converges weakly in 4.1. probability to a symmetric stable law of index a, having characteristic function $(t) = exp(-C, I t I ").
PROOF. Let $,x,(t) be the empirical characteristic function ( l l n ) CF1e~~( G t~l /~( y . Xl)/pl/").
Take the expectation over X, holding y fixed, to get exp(-I t la(l/p) Ct=l (p1l2I Ti I)").
As is easily seen, (lip) CLl (p1l21 yi I )" -+ C, in probability. Hence, E(d,x,(t)l + +(t). Likewise, E( I 4,x,(t) 121 $(t)'. 17 -+ REMARK 1. Replace &y by 3. and take expectations over 3.to get 4,~. This will not converge a.e.: see the corresponding remark in Section 3. If the lengths of the vectors xl depend strongly on j, so condition (1.1) fails, but the inner products are negligible in the sense of condition (1.2), then the empiricals of the projections converge in probability to scale mixtures of normals.
To be more precise, let F, be the empirical measure of the n numbers 11 xj 11 I&. PROPOSITION Suppose (4.1) and (1.2). As v tends to infinity, the empirical 4.2. distribution 19, tends to the F-scale mixture of normals weakly in probability.
The proof is just like that of Theorem 1.1and is omitted. For a discussion of scale mixtures of normals, see Efron and Olshen (1979) . Here is an example of data satisfying the conditions (4.1) and (1.2). Let Wij be iid with mean zero, variance 1, and finite 2 + 6th moment. Let al, 0 2 , . . ., be iid with a common distribution F on (0, w). Suppose that F has a finite fourth moment. Let a 2 = E(ay). Let Xi, = aj W, and Thus, condition (1.1) fails, but (1.2) holds. The proof of Proposition 4.3 is omitted, being quite similar to the arguments in Section 3. Together with Proposition 4.2, it implies that for most y, the empirical distribution of y . Xj is close to the F-scale mixture of normals. Further, the empirical mean of the projections y . X, is for most y nearly 0 and the variance is nearly a2, so standardizing still results in a scale mixture of normals.
We turn next to models suggested by factor analysis. In these models, condition (1.1) and (1.2) fail, and so does the conclusion of Theorem 1.1; indeed, the empirical distribution 8(y) depends strongly on y. We consider nonrandom p-vectors X I , x2, . . . , x,. Define f, = (lip) EL1 xi, and ey = xi, -f,.
The following conditions are assumed: y . X I , . . . , 7 . x,. Let I?, = Cf=, yi. Let U and Z be independent, with U having distribution F and Z being normal with mean 0 and variance a2. Let +,(y) be the distribution of r,u + Z.
Then 11 8, -$, 11 + 0 in probability as v tends to infinity.
PROOF. Let o /~' (~) be the joint empirical distribution of
Let $(21 = F x N(0, a2), another probability on the plane. We claim (4.4) 8/21 , +(21 weakly in probability. For this purpose, it is harmless to replace yi by s;./&, the {'s being independent standard normals. Let 6L2'(t, u) be the empirical characteristic function ( l l n ) Cy=l exp[-tfj
where { is the column p-vector (ll,. . . , { , ) . As usual
where fl is the characteristic function of F. Likewise, This proves (4.4), see Lemma 2.2.
For probabilities a and / 3 on Q~, let 11 cu -/3 11 = sup( I cu(K) -P(K) I : K is Bore1 and convex.].
Because +'21 assigns measure 0 to the boundary of each K, a theorem of Ranga Rao (1962) entails (4.5) 11 0 5~' -1C/(21 11 + 0 in probability.
Clearly,
7 . x, = r,f; + ( 7 . E,).
Let J be a linear interval. So 7 . x, E J iff (fj, y . cj) falls in the convex set ((u, u) :
Thus REMARK1. Suppose F is non-Gaussian. Then the limiting distribution I?,U + Z is non-Gaussian too. Also, this limit depends strongly on y. Indeed, r,, is nearly N(0, 1) and therefore must vary with y. As is easily verified, the law of I ? , , U + Z determines I?,, .
REMARK 2. In the theorems above we have used the uniform distribution on an i dimensional sphere. It is possible to realize all of these uniform distributions on a common probability space and then ask about almost sure convergence of 6,(yi): fix a sequence c2, . . ., of independent standard normals; realize yi as Ci/ 11 { 11. Even in this restricted model, 6, converges in law but not in probability, because the same is true of r,. 
Both (1.1) and (1.2) fail. REMARK 5. What happens to the scaled empirical? Assume that U with law F has mean 0 and finite variance r2.Then r,,U + Z has mean 0 and a variance given y of I'ZT' + a2, suggesting that the scale of 6,(y) depends strongly on y. To pin this down, assume the stronger conditions (6 -7 -8) on ~i j .Then, as is easily verified, the mean of 6,(y) does tend to 0 in probability, and the variance to I?;r2 + a2. The standardized empirical 6,(y) will therefore look, for most y, like the distribution of (rpu+
Again, this is non-Gaussian and strongly dependent on 7, for non-Gaussian U.
REMARK 6. What happens if we scale the vectors separately? The idea is to make condition (1.1) hold by brute force, replacing xj by ij= &xj/ 11 xj 11.
We assume conditions (4.2-4.3) hold for xj. Recall (4.6-4.7):
and condition (1.2) fails.
We turn to the asymptotic behavior of i V ( r ) , the empirical distribution for
This i U ( r ) merges with $,(?), the theoretical distribution of
To make the idea of merging precise, we introduce a metric for weak convergence, similar to Prokhorov's. . ., n, by (4.3), e-2ca2< (lip) 11 ej 11 < e2"a2
The following lemma shows that small perturbations of empirical distributions do not change them much in the metric p. This was used in Remark 4 above. LEMMA 4.1. Let p be the empirical distribution of the n numbers t l , . . . , 4,; and p' the empirical distribution of t1+ 71, . . ., < , + 7,. Let e > 0. Suppose that I q I Ie except for en indices j = 1, . . ., n. Let p be Prokhorov's metric. Then
The next example determines the behavior of projections of data clustered about k centers. The following assumptions will be made: (4.9) Let cl, c2, . . . , ck be distinct p-vectors. Define X, = c, + V, for njPl < i 5 n,, j = 1, 2, . . . , k. PROPOSITION 4.5. Assume (4.9-4.11). For i = 1, . . . , k let +; be the law of a normal variable having mean y . c, and variance a'. Let +, be the mixture of +;
with weights A, -Xi-]. Let 8, be the empirical measure of y . XI, . . . , y . X,. Let Then, for almost all realizations of the array V,, D, tends to zero in probability.
PROOF. Let 04 be the empirical measure of the points in the j t h clusterthat is, of the points y . cJ + y . Vi, nj-, < i 5 n,. Proposition 3.1 implies that the sup norm between 04 and a normal (0, a') variable tends to zero almost surely, in probability. The empirical 0, is a mixture of 06 with mixing weights that tend to A, -
0
Data generated from a model like the one just described is the base of Example B in Friedman and Tukey (1974) . In that example, 65 points were centered a t each of the 15 corners of a simplex in 15-dimensions. The coordinates of the points were independent standard normal. The simplex was scaled so that the ith vector c, was a vector with lo/&' in the ith coordinate and zeros elsewhere.
Thus the distance between the vertices was 10. The 65 vectors from the ith cluster thus project to points of the form where yi is, approximately, normal with mean zero and variance l/15, and Z is standard normal. The data has 15 clusters, and a plot in a typical direction will look like the result of choosing 15 independent centers -y i ( l O / h ) and putting a normal histogram based on a sample of size 65 about each center. As Friedman and Tukey demonstrate empirically, such a display will not be structured; it is not particularly normal either. Their projection pursuit algorithm found projections that clearly separate each cluster from the rest of the data.
5. Final remarks. This section treats normal data and higher dimensional projections.
Projection pursuit algorithms try to find nonnormal projections. One natural question is: suppose Xi are iid p-dimensional vectors with independent standard normal coordinates. How much "structure" can be found? Figure 1 shows three clustered projections based on normal samples of 50 points in 10 dimensions. The data appear quite structured. These figures are based on simulations reported in Day (1969) .
The following result shows that if n and p tend to infinity in such a way that p l n + 0, then the least normal projection is close to normal. We would like to thank Ken Alexander for showing us how to improve an earlier result by making careful use of the results of Vapnik and Cervonenkis (1971) . If n and p tend to infinity in such a way that p l n + 0, then for any fixed e > 0, P ( D> el + 0. Vapnik and Cervonenkis (1971) implies that the probability that D is larger than e is bounded above by where m(p, 2n) = C,P_,(?) for 2n >p. This is 22n times the lower tail of a binomial distribution. Feller (1968, VI. 3) gives Now routine use of Stirling's formula shows that for universal positive constants ci, It follows that m(p, 2n)exp(-c2n/8) + 0. O REMARK1. If F is p-dimensional standard normal, then FYis standard normal for any y,so this result says that even the least normal projection of normal data is close to normal. REMARK 2. There is an evident discrepancy between Proposition 5.1 and the example in Figure 1 . Just how large p l n may be for practical values of n and p requires further simulation and theory.
PROPOSITION
PROOF.Theorem 2 of
REMARK3
. Work of Geman (1980) implies that if n and p = p n tend to infinity in such a way that p l n + 77 > 0, then the least normal projection of normal data will deviate from normality in some aspects. Indeed, if Xj are iid pdimelisional standard normal for 1 Ij 5 n, the maximum variance of X1, . . . , Xn is almost surely larger than (1 + 2 4 ) instead of 1. More specifically, let M be the n x p matrix whose ji element is X,,. Let L be the largest eigenvalue of MTM. Then Geman showed that (1ln)L = supll,ll=l(lln) Z=I(7 . + (1+ &12 a s . (As usual, y is a p-vector.) But ~u p~~~~~=~v a r i a n c e ( y . XI, . . ., y . Xn) and is distributed as xz = p l n --, 77 as., completing the argument.
De Wet, Venter, and van Wyck (1979) give some results on the maximum third and fourth moments in connection with a projection pursuit test for normality.
Thus far we have been working with 1-dimensional projections. These determine the behavior of most 2 or 3 dimensional projections. Consider the case where most projections are normal.
PROPOSITION Suppose conditions (1.1) and (1.2) are satisfied. For P and 5.2. y in Sp-llet d8, be the empirical distribution of (P . XI, y . XI), . . ., (P . X,, y . X,). Choose y uniformly on Sp-land P uniformly among vectors orthogonal to P.
As u -,m, OBr tends to a standard bivariate normal measure, weakly in probability.
PROOF. This can be proved directly via the argument for Theorem 1, using bivariate characteristic functions; further details are omitted. O Similar results can be given for scale mixtures of normals. Under the conditions of Theorem 1.3, for most pairs y, P with y 1 0 , the empirical OBr converges to the bivariate law of Za where Z is a standard bivariate normal and a is independent of Z with law F. For the factor analysis situation, as in Proposition 4.4, the limit of Boy tends to the law of where Z1 and Z2 are independent normal variables, f has law F, independent of (Z1,Z2) and Further details are omitted.
Recall that B,(y) is the empirical distribution of the data projected in direction y. We view O,(y) as a random probability: random because it depends on y, which is uniformly distributed over SP-l.In particular, 19, itself has a distribution ir, that is a probability on the probabilities on W'. When does ir, converge? Arguing as in Proposition 2.1, we can prove the following sufficient conditions: CL~(S) converges weakly for each s CL~(S, t) converges weakly for each pair (s, t) pY(s, t, U) converges weakly for each triple (s, t, u) where CL,(S)is the empirical of ll sxj 1 1 2/p: j = 1, .. . , n p,(s, t) is the empirical of ll sxj + txk ll 2/p: j, k = 1, . ., n pU(s, t, U) is the empirical of Il sxj + txk + UX! 11 2/p: j, k, ! = 1, . ., n Let a, be the three-dimensional empirical distribution of At one time, we thought that the weak convergence of a, might suffice for the weak convergence of a,.This, however, turns out to be false in general, although there may be some germ of truth in it. A counterexample is given in Diaconis and Freedman (1982) .
