Abstract-A transmission scheme for the multiuser MIMO downlink, where the transmit signal from each antenna has constant envelope and a limited bandwidth, is proposed in order to enable the use of highly efficient, nonlinear amplifiers at the base station. To evaluate its performance, an achievable rate is derived and the necessary transmit power of the proposed scheme is computed for a system with 40 antennas that serves 4 users at data rates around 1 bpcu. For this system and 40 % excess 30 dB-bandwidth, approximately 3 dB more transmit power is required to achieve the same sum-rate as without the constantenvelope constraints.
I. INTRODUCTION
The benefits of base stations with large numbers of antennas, so called massive MIMO (Multiple-Input-Multiple-Output) base stations, have proven to be many. Their ability a) to pre-equalize a frequency selective channel will simplify user equipment, b) to do multiuser precoding to achieve a great multiplexing gain will increase spectral efficiency, and c) to make signals coherently add up and deliver a big array powergain will increase the radiated energy efficiency of the overall system. These are just a few of the reasons that massive MIMO is considered to become a key component in the next generation of wireless communication [1] .
Yet another benefit of the great number of antennas is the unique opportunity to perform signal shaping in the downlink [2] , [3] . Signal shaping is facilitated by the large nullspace of the channel: with M antennas serving K users, any component placed in the (M −K)-dimensional nullspace of the channel is invisible to the users. For example, the transmit signal can be augmented by a component that lies in the channel nullspace such that the discrete-time effective transmitted signal has low peak-to-average ratio [3] , or even constant envelope [2] . However, after pulse shape filtering, both these methods still yield waveforms with peak-to-average ratios greater than 4 dB. This paper studies the massive MIMO channel with constantenvelope constraints on the emitted continuous-time waveforms, i.e. with stricter constraints than in [2] , [3] , where only the discrete-time signals before pulse shape filtering were constrained. A lower bound on the downlink sum-capacity is given by devising a transmission scheme and computing its sum-rate. In the proposed scheme, each base station antenna emits a constant-envelope signal (0 dB peak-to-average ratio) and the users concurrently receive arbitrary variable-envelope symbols. With such transmit signals, no linearity requirements on the hardware of the base station are needed and the power amplifiers can be operated at maximum efficiency.
Note that continuous-phase modulation for SISO systems is a well-studied research field, see e.g. [4] , [5] . The possibility to use continuous-time constant-envelope signals in point-topoint MIMO systems has also been investigated before. In [6] , [7] for example, achievable data rates for different constantenvelope symbol constellations are computed. The multiuser MIMO setup considered here, however, is fundamentally different and requires a new approach.
II. SYSTEM MODEL The downlink transmission from a base station with M antennas to K single-antenna users will be studied. Let x m (t) be the complex baseband transmit signal from antenna m. Then the received signal r k (t) at user k is given by
where h km (τ ) is the impulse response of the channel between antenna m and user k, w k (t) is a complex white Gaussian noise process with zero mean and spectral height N 0 that is independent of the transmit signals {x m (t)} and the channel {h km (τ )}. The power of the transmit signals should fulfill
The factor P therefore represents the total radiated power. Each user is equipped with a filter with impulse response p(τ ) that is chosen such that
The received signal is filtered by p(τ ) and uniformly sampled to produce the received samples
Each of these samples is the sum of two parts: the noise-free signal and a noise sample that is independent of the signal Each user thus observes N samples. The sampling period T will be referred to as the symbol period. It is assumed that the impulse response p(τ ) is a root-Nyqvist pulse of period T ; then the noise samples are i.i.d. CN (0, N 0 /T ).
III. THE CONSTANT-ENVELOPE MIMO CHANNEL
Let the transmit signals {x m (t)} be stochastic processes and assume that they are of some operational power spectral density S x (f ) [8] .
Definition 1: A continuous-time constant-envelope signal is a stochastic process that fulfills
almost surely. Since the only strictly bandlimited signals that have property (7) are pure sinusoids, a relaxed measure of bandwidth will be used.
Definition 2: The δ-bandwidth with respect to the symbol rate 1/T of the process x m (t) is
where the in-band power is given by
The power at f = 0 is excluded in the in-band power to allow for signals with a nonzero mean. The 30 dB-bandwidth measure is illustrated in Figure 1 . The fraction of the bandwidth greater than the symbol rate
will be referred to as the excess δ-bandwidth. Now the channel that is studied in this paper can be defined in terms of the two previous definitions.
Definition 3: The M ×K continuous-time constant-envelope MIMO broadcast channel of δ-bandwidth B max is the channel described in (1) between M antennas, which only emit continuous-time constant-envelope transmit signals {x m (t)} with δ-bandwidth smaller than or equal to B max , and each of the K single-antenna users that receive the signals {r k (t)}.
IV. THE CONTINUOUS-TIME CONSTANT-ENVELOPE
MASSIVE MIMO DOWNLINK To lower-bound the sum-capacity of the constant-envelope channel detailed in Section III, a transmission scheme for a massive MIMO downlink that uses transmit signals with constant envelopes is presented here. The proposed precoder of this downlink will be called the Continuous-Time ConstantEnvelope (CTCE) precoder.
A. CTCE Precoding
The random symbol intended for user k at sample instant n is denoted by u k [n], for all k = 1, . . . , K and n = 0, . . . , N −1. The symbols are required to have unit energy
Given the parameters γ, λ 1 , λ 2 ∈ R + , we choose the transmit signals, for each realization of the channel and the random symbols, to be a continuous solution to
The precoder given by (12) minimizes the mismatch between the actual received sample and the desired symbol and lets each user receive a new symbol every instant t = nT . The power of the desired symbols is determined by the parameter γ. The two latter terms in (12) serve the purpose of regularizing the first and second derivatives of the transmit signals in order to produce smooth signals. By choosing the regularizing factors λ 1 and λ 2 large enough, it has been observed that the resulting solution has a limited δ-bandwidth. The parameters γ, λ 1 and λ 2 will be chosen to maximize the sum-rate and to fulfill a bandwidth requirement; see Section V.
The optimization problem (12) can be approximately solved in discrete time by expressing each y k [n] in terms of sampled versions of the transmit signals {x m (t)}. If the sampling rate is high enough, there are constant-envelope modulation schemes that produce continuous-time signals with limited bandwidth from the discrete-time solution, see Section IV-B.
The noise-free received sample in (5) can be rewritten as:
The inner integral f km (τ ) p(t) h km (t) (τ ) could be estimated by letting the users send uplink pilots. Here, however, it is assumed that f km (τ ) is perfectly known by the base station.
Denote the κ-times oversampled (with respect to the symbol period T ) signals
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It is assumed that there exist integers min and max such that
In what follows, only the samples f km [ν] with indices ν ∈ [ min , max ] will be considered.
The aggregate channel impulse response f km (τ ) is bandlimited to κ/T if the impulse response p(τ ) is. Assume that the transmit signal x m (t) is bandlimited to κ/T too; then (13) can be written in terms of the two discrete-time signals x m [ν] and f km [ν] . Even if the modulated transmit signal, being a constant-envelope signal with non-constant phase derivative, is not strictly bandlimited, it is practically bandlimited to κ/T for some κ when the parameters λ 1 and λ 2 are large enough, as will be shown in Section VI. Therefore by choosing κ big enough, the received signal is approximately given by
Denote by ζ k [n] the argument of the modulus operator in the first term in (12) (divided by √ P ):
By using the first-order approximations of the first and second derivatives d dt
the optimization problem (12) can be approximated as
Only the transmit samples x m [ν] with indices
influence the received samples. These are the samples that are optimized with respect to in (19). The objective function in (19) is non-convex and the optimization is hard to solve explicitly. By using a technique similar to the one used in [2] , a solver that uses cyclic optimization can be devised by observing that the problem can be explicitly solved for one sample xm[ν] by
where zm[ν] z 1 + z 2 + z 3 is the sum of the three terms
The limits in (22) are given bȳ
Since the objective function in (19) does not increase when a signal sample xm[ν] is set to its optimum value (21), an algorithm that sets the signal samples one-by-one to their optimal values by letting the indices cyclically run through
a couple of rounds will make the objective function (19) converge to a local minimum. How many cycles are needed depends on the parameters λ 1 and λ 2 . For small λ 1 and λ 2 , which correspond to lax bandwidth requirements, the optimization converges in 5-10 rounds. The greater λ 1 and λ 2 , and narrower bandwidths, the more rounds are needed.
To produce steep and narrow spectra for tough bandwidth requirements, as many as 100 rounds might be needed. How close the local minimum, which the algorithm converges to, is to the global depends on the initialization of the samples.
Many initialization methods have been tested, such as: setting x m [ν] = 0 at first, to initialize x m [ν] to have the same phase for all m and ν, to initialize with random phases, etc. The best method that was found, which is the method later used in Section VI, is to successively increase the oversampling factor κ. An initial optimization is done with oversampling factor κ 0 1 over the signals {x x m (νT /κ 1 ). The result is again used to initialize a further optimization with a higher oversampling factor. The i-th optimization is done over the κ i 2 i -times oversampled signals
that are initialized by
, if ν is odd.
The optimization procedure is terminated after a high enough oversampling factor is reached, e.g. κ 3 = 8. A high enough oversampling factor a) ensures that the signals maintain their limited bandwidths after constant-envelope modulation and b) does not improve the cost function much from the previous oversampling factor.
B. Constant-Envelope Modulation
A discrete-time constant-envelope signal can be modulated into a continuous-time constant-envelope signal by x m (t) =
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where −π < arg(z) ≤ π is the principal argument of z, and p f (τ ) is an L 2 -function called the frequency shaping pulse that satisfies
For example, to get linear interpolation of the phase, the frequency shaping pulse shall be chosen as
For other choices of frequency shaping pulses, see e.g. [5] . Let B disc be the δ-bandwidth of the signal obtained from ideal pulse-amplitude modulation (with sinc(tκ/T )) of the discrete-time signal x m [ν]. The modulation scheme in (28) ensures a continuous-phase constant-envelope signal, whose δ-bandwidth is approximately B disc , if the oversampling factor κ B disc T is big relative to the bandwidth. Because the discrete-time signals of the CTCE precoder are highly oversampled however, no choice of the frequency shaping pulse results in significantly lower bandwidth than what is obtained from linear interpolation of the phase. Therefore, linear interpolation is good enough to use.
V. ACHIEVABLE RATE The n-th received sample at user k, same as (4), can always be written as the sum of three terms:
The first term is the desired signal, scaled by some deterministic factor g k . The second is an error term, that describes the mismatch between the desired signal and the noise-free received signal. The third is a noise term. The deterministic factor is chosen to be
in order to make the interference and symbol terms uncorre-
Because the interference is uncorrelated to the symbol, assuming that it is Gaussian distributed is to assume a worst-case scenario. The rate
is thus achievable with Gaussian distributed symbols. The same bound is derived in [9] for point-to-point MIMO systems. The expectations in (31) and in (33) are taken with respect to all sources of randomness: channel, symbols and noise. Both the gain G k and the interference I k depend on the parameters γ, λ 1 and λ 2 and on the distribution of the symbols. By maximizing (32) with respect to γ, λ 1 , λ 2 , an achievable sum-rate for CTCE precoding can be established: where the optimization is over all choices of the parameters (γ, λ 1 , λ 2 ) that result in a δ-bandwidth less than a given B max .
VI. NUMERICAL ANALYSIS OF THE CTCE PRECODER
The performance of the CTCE precoder has been computed through extensive Monte-Carlo simulations. The channel is assumed to be block-fading and modeled in complex baseband by a tapped delay-line. The channel from antenna m to user k is described by the time-invariant impulse response
where D is the number of propagation paths of the channel, 
where the decay rate is chosen such that a(σ τ ) = 0.1A, and A is chosen such that
.
The studied system is specified in Table I . In Figures 2a  and 2b , the estimated 30 dB-bandwidths of the transmit signals of the CTCE precoder are shown for different choices of the parameters γ, λ 1 and λ 2 . It can be seen that, for any given γ, the bandwidth of the transmit signals decreases as the factors λ 1 or λ 2 increase. It can also be seen that when γ increases and λ 1 , λ 2 are fixed, the precoder has to put more effort to make the mismatch term in (12) small, which means that the two regularizing terms, together with the bandwidth, will increase.
Compare the bandwidths of the CTCE precoder with the bandwidth B PAM of a conventional system using pulseamplitude modulation, which ideally would be that of the pulse shaping filter that is matched to the receive filter p(t) (that is T B PAM = 1.22 for our choice of receive filter). However, maximum-ratio and zero-forcing precoding produce transmit signals with high peak-to-average ratio that will be subject to spectral regrowth in the power amplifier. Their actual bandwidth is therefore expected to be greater than that of the pulse shaping filter, T B PAM > 1.22. How much greater depends on the amount of back-off and the complexity of the amplifiers. Note that CTCE can produce signals with bandwidths narrower than B PAM . However, as seen in Figure 2a , to make the bandwidth narrow, a big regularizing factor λ 1 has to be used, which rapidly reduces the performance. The sum-rate of the studied system is shown in Figure 3 for different bandwidth requirements B max . The rate was computed by computing G k and I k for a mesh of γ, λ 1 , λ 2 and maximizing (34) over the set of parameter values that resulted in a bandwidth smaller than B max . The proposed precoder is compared to conventional maximum-ratio and zero-forcing precoding, for which achievable rates were derived by [10] . If the base station were to use the CTCE precoder instead of these conventional precoders to deliver the same sum-rate, then the its radiated power has to be increased. For T B max = 1.4 and for low sum-rates, 2-4 bpcu, this increase is about 3 dB.
It was also noticed in the simulations that the third term in (12), which served the purpose of regularizing the second derivative of the transmit signals, did little to improve the performance. The sum-rate curves in Figure 3 would still be the same if the regularizing term λ 2 were set to zero in (34), with one exception: the sum-rate curve for T B max = 2 improves slightly when the second derivative is regularized. It thus seems, that adding a smoothing term that regularizes the second derivative to the optimization in (12) is only important if we allow for signals with large excess bandwidths.
VII. CONCLUSION We have proposed a massive MIMO downlink, where symbols from arbitrary constellations concurrently are transmitted to multiple users by continuous-time constant-envelopes transmit signals. For low sum-rates, the proposed continuous-time constant-envelope transmission scheme requires approximately 3 dB more radiated power than conventional linear precoders. However, the proposed system allows for power efficient hardware designs, and its overall net consumed power might therefore be made lower than that of conventional precoders.
