Abstract-Networks of spiking neurons can perform complex non-linear computations in fast temporal coding just as well as rate coded networks. These networks differ from previous models in that spiking neurons communicate information by the [5] .
eration of neurons. The main motivation behind the spiking neuron model was the fact that computation in the brain is primarily carried out by spiking neurons. A spiking neuron fires at certain points in time, thereby sending an electric pulse which is commonly referred to as action potential, or spike. Incoming spikes induce a postsynaptic potential according to an impulse response function. The size and shape of a spike is independent of the input, but the time when a neuron fires depends on the input of that neuron. Thereby, information in SNNs is propagated by the timing of individual spikes. The latter fact renders SNNs capable of exploiting time as a resource for coding and computation in a much more sophisticated manner than typical computational models. Substantial evidence indicates that the time structure of sequences of neuronal spikes (spike trains) is relevant in neural signal processing. Experimental results coupled with theoretical studies suggest that temporal correlation of activity can be exploited by the brain to bind features of one object and to differentiate objects [3] , [4] . For practical applications of temporally encoded SNNs, a learning process is required. Recently, a modification of the classical backpropagation algorithm has been proposed for the training of SNNs [5] .
In the present paper we consider the application of a parallel version of the Differential Evolution [6] algorithm to the problem of supervised training of SNNs. The paper is organized as follows, Section II provides a brief introduction to the Spike-Response Model and the theoretical results that underpin the computational power of SNNs. Section III describes the Parallel Differential Evolution algorithm. Next the experimental results are reported and discussed. The paper ends with conclusions and ideas for future research.
II. SPIKING NEURAL NETWORKS
The spiking nature of biological neurons has recently led to explorations of the computational power associated with temporal information coding in single spikes. In [7] it was proven that networks of spiking neurons can simulate arbitrary feedforward sigmoidal neural nets and can thus approximate any continuous function. In fact, it has been shown theoretically that spiking neural networks are computationally more powerful than neurons with sigmoidal activation functions with regard to circuit complexity. The kernel e(.) models the unweighted postsynaptic potential (PSP) of a single spike of a neuron j E ri impinging on neuron i. The mathematical formulation used is, 6 (s) = exp --X(s), (5) where rij is an another decay time constant. The amplitude of the PSP is modulated by the synaptic weight factor wij (in Eq. (3)). For inhibitory synapses the kernel can have a negative sign in front of the right-hand side of Eq. (5) .
Alternatively, the sign of the weight wij can determine the excitatory or inhibitory nature of the postsynaptic potential. The latter approach is adopted in this contribution. A positive weighted PSP is referred to as excitatory PSP (in abbreviation EPSP), while a negative weighted PSP is called inhibitory PSP (henceforth IPSP).
B. Theoretical Aspects of SNNs
On the basis of the computational mechanism described above networks of spiking neurons can be created to approximate any bounded continuous function in the temporal domain. Theorem 1 stated below provides the basis for the proof of the previous proposition [7] .
Theorem 1: Any feedforward or recurrent analog neural network, consisting of s sigmoidal neurons that employ the piecewise linear gain function can be simulated arbitrarily closely by a network of (s + c) spiking neurons (where c is a small constant) with analog inputs and outputs encoded by temporal delays of spikes. This holds even if the spikes are subject to noise.
It is well-known that feedforward sigmoidal neural networks with piecewise linear gain function are universal approximators. More specifically, in [10] , [11] the following Theorem is proved. [12] , [6] .
DE, like other EAs, is easily parallelized due to the fact that each member of the population is evaluated individually [13] . (6 g+ . (6) where Wbest is the best member of the previous generation; g ,t > 0 is a real parameter, called mutation constant, which controls the amplification of the difference between two weight vectors so as to avoid the stagnation of the search process; and rl, r2, E {1,2,..., k-1,7k+ 1, ..., NP}, are random integers mutually different and different from the running index k.
To increase further the diversity of the mutant weight vector, the outcoming vectors are combined with another predetermined weight vector Finally, the trial vector is accepted for the next generation if and only if it yields a reduction in the value of the error function. This is the selection operation. In [16] , it has been shown that this methodology can efficiently train Feedforward Neural Networks with arbitrary, as well as, constrained integer weights.
IV. EXPERIMENTAL RESULTS
For the test problems considered, we made no effort to tune the mutation, recombination and migration constants, t, p and / respectively, to obtain optimal or at least nearly optimal convergence speed. Instead, the fixed values it = 0.8, p = 1.0, and q = 0.1, were used. Smaller values of q can further reduce the messages between the processors and thus reduce computational time, but this may result in rare and insufficient migrations. It is obvious that one can try to fine-tune the ,u, p, 0 and NP parameters to achieve better results, i.e. less error function evaluations and/or better success rates. The weight subpopulations were initialized with random numbers in the interval [-1, 1] . The total population size NP was divided equally to the subpopulations. Regarding total population size, experimental results have shown that a good choice is 2D < NP < 4D. Clearly, using a larger population size promotes a finer exploration of the weight space, but this practice usually increases the number of function evaluations performed. On the other hand, small values of NP render the algorithm inefficient and more generations are required to converge to the minimum.
Regarding the set of constants that are employed in the equations that describe the spike-response model (Eq. (1)-Eq. (5)), the following values were used. The value of the threshold 0 was set to 0.1, the amplitude of the relative refractoriness, 710 = 1.0, both decay time constants r = =rij 1.0. This set of parameter values was selected experimentally.
Proper fine-tuning of these parameters can further improve the performance of the SNNs. Numerical experiments were performed using a Differential Evolution and a Neural Network C++ Interface developed under the Fedora Linux 1.0 operating system using the GNU compiler collection (gcc) version 3 
if classification is correct,
where p indicates the index of the current pattern, op stands for the actual response of the network (in terms of the number of output spikes), and tp represents the target value for pattern p (number of output spikes as before). The PARDE trained SNN was able to correctly classify the four patterns associated with the XOR problem in all 100 experiments performed. The maximum number of generations in each run was 10. An advantage of the proposed approach over SpikeProp [5] is the significant reduction in the number of weights. Specifically, the SNN trained through SpikeProp had 320 weights, whereas the proposed approach required only 6 weights.
B. The Diabetes Problem
The Diabetes Problem is a classification problem from the Proben 1 dataset [17] . To encode the data of this problem in spike times the values of the input variable were normalized to integer values in the range [0, 10] . The normalized values represent the number of uniformly distributed spikes over the simulation period. For each input pattern the classification decision of the SNN was decided by the output neuron with the maximum number of spikes. The fitness function in Eq. (7) was employed. The SNN architecture used was an 8-4-4-2 feedforward network.
The performance of the trained SNNs is compared with that of MultiLayer Perceptrons (MLP) trained through Back Propagation (BP) algorithm, Backpropagation with Momentum (MBP) [18] , [19] , as well as, Second Order Momentum (SMBP). The MLP architecture was 8-2-2-2. The stopping error criterion for training was an error goal of 0.15 for the BP algorithm. Since BP performance heavily depends on the learning rate parameter, while the performance of the momentum methods additionally depends on the value of the momentum term, we tried all the values in the range (0.0, 1.0), with a 0.1 step. For the MBP, the best results were obtained for the values 0.9 and 0.6 for the learning rate and momentum term respectively. For SMBP, the best results were produced for 0.9 and 0.6. The maximum number of generations was 100 for PARDE trained SNNs. For the Backpropagation family methods the maximum number of iterations was 1000. The results of 100 independent experiments for the Diabetesl problem are exhibited in Table I . The mean performance of the SNNs trained through the PARDE algorithm is comparable to that of multilayer perceptrons. [0, 10] . As before, the value of the integer was then transformed to uniformly distributed spikes over the simulation period. The SNN topology used was 4-4-1. If the number of output spikes of the network was in the range [0,10] the input pattern was classified to the first class, if the number of spikes was in (10, 20] then the pattern was classified to the second class. Otherwise, the input pattern was assigned to the third class. The results of 100 runs on this dataset are reported in Table II . For the algorithms employed to train the multilayer perceptrons the following set of values were used. The learning rate was set to 0.6 for all three methods, while the momentum term appearing in MBP and SMBP was equal to 0.6. The maximum number of generations was 100 for PARDE trained SNNs. For the Backpropagation family methods the maximum number of iterations was 1000. In this test problem the classification ability of the PARDE trained SNNs compares favorably to that of multilayer perceptrons in terms of both mean performance and standard deviation. 
