Introduction
We designed concert viewing headphones that are equipped with a projector, an inclination sensor on the top of the headphones, and a distance sensor on the outside right speaker (Figure 1 ). Previously reported headphones with sensors for detecting the direction the user is facing or the location of the head can escalate the musical presence and create a realistic impression, but they do not control the volumes and panoramic potentiometers of each part in accordance with the user's wishes [Pachet and Delerue 2000] . We previously developed sound scope headphones that enable users to change the sound mixing depending on their head direction [Hamanaka and Lee 2009] . However, the system did not have handle images. In contrast, our headphones let a user listening and watching to music scope a particular part that he or she wants to hear and see. For example, when listening to jazz, one might want to clearly hear and see the guitar or sax. By moving your head left or right, you can hear the guitar or sax sound from a frontal position. By simply putting your hand behind your ear, you can adjust the distance sensor on the headphones and focus on a particular part you want to hear and see. Figure 2 shows the system flow of the concert viewing headphones. First, the user's head direction is detected with inertial sensors. Next, the portion of the wide-angle image that captures the whole stage that corresponds to the head direction is extracted, and this portion is projected on the screen. At the same time, the recorded sounds are mixed so as to emphasize the sounds of the performers within the extracted portion (i.e., the projected image). If the user cups a hand to his or her ear to hear better, the projected image is enlarged to a degree corresponding to the distance between the user's hand and the distance sensor attached to one of the headphones, enabling the user to better focus on a particular performer. Use of Imaginary Microphones. Ideally, we would capture the sound for each performer through a microphone attached to the performer's music stand because the sounds would be mixed so as to emphasize those within the selected scope. However, this is difficult in terms of time and cost if there are many performers, as in an orchestra. The sounds for two performers with real microphones who are near a performer without one are mixed, creating an imaginary microphone for that performer. Use of Image Captured with Fisheye Lens. A wide-angle image of the whole stage is captured by using a camera with a circular fisheye lens. The user selects the target scope from this image, enabling the user to selectively appreciate a particular portion of the image. The lens captures a 180º image that is characterized by low distortion at the center and large distortion around the edges. The distortion in the extracted area is corrected when the image corresponding to the gaze orientation is extracted. A non-distorted image is then projected.
Features of Concert Viewing Headphones

Projection of Image on Front Wall and Two Side Walls.
The concert viewing headphones are premised on being used indoors and on images being projected on not only the wall in front of the user but also the two walls to the side. Thus, the user can view the whole stage evenly because the performers at the ends of the stage appear on the corresponding side wall when the user's head turns in that direction. However, when an image is projected on a side wall, it is projected at a tilt, so it is distorted and forms a trapezoid (keystone distortion). This distortion is compensated for by distorting the image counter to the keystone distortion before it is projected.
Conclusions
Testing using images and sounds captured using a fisheye-lens camera and 37 lavalier microphones showed that sound localization was fastest when an inverse square function was used for the sound mixing. Moreover, the zoom function enabled the participants to indicate the desired sound performance. 
