We study the closed-loop solvability of a stochastic linear quadratic optimal control problem for systems governed by stochastic evolution equations. This solvability is established by means of solvability of the corresponding Riccati equation, which is implied by the uniform convexity of the quadratic cost functional. At last, conditions ensuring the uniform convexity of the cost functional are discussed.
Introduction
Let (Ω, F , F, P) be a complete filtered probability space on which a standard one-dimensional Brownian motion W (·) = {W (t)} t≥0 is defined, and F = {F t } t≥0 is the natural filtration of W (·) augmented by all the P-null sets in F .
Let T > 0 be a fixed time horizon. For any t ∈ [0, T ) and Banach space H, let Let H 1 and H 2 be two Banach spaces. Denote by L(H 1 ; H 2 )(resp. L(H 1 )) the set of all bounded linear operators from H 1 to H 2 (resp. H 1 ). If H is a Hilbert space, then we set Here and in what follows, for simplicity of notations, when there is no confusion, we shall use · , · for inner products in possibly different Hilbert spaces. 
S(H)
△
|F (t)| L(H) .
Denote by C S ([t 1 , t 2 ]; S(H)) the set of all strongly continuous mappings F : [t 1 , t 2 ] → S(H), that is, F (·)ξ is continuous on [t 1 , t 2 ] for each ξ ∈ H. Let {F n } ∞ n=1 ⊂ C S ([t 1 , t 2 ]; S(H)). We say {F n } ∞ n=1 converges strongly to F ∈ C S ([t 1 , t 2 ]; S(H)) if lim n→∞ F n (·)ξ = F (·)ξ, ∀ξ ∈ H.
In this case, we write lim n→∞ F n = F in C S ([t 1 , t 2 ]; S(H)).
If F ∈ C S ([t 1 , t 2 ]; S(H)), then, by the Uniform Boundedness theorem, the quantity
|F | C S ([t 1 ,t 2 ];S(H))
is finite, and C S ([t 1 , t 2 ]; S(H)) is a Banach space with this norm (see [4] for the proof).
Let H and U be two separable Hilbert spaces. Consider the following controlled linear stochastic evolution equation (SEE, for short): dx = (A + A 1 )x + Bu ds + Cx + Du dW (s) in (t, T ], x(t) = η ∈ H, (1.1)
where A generates a C 0 -semigroup {e As } s≥0 on H,
, T ; L(H; U)).
In the above, x(·) is the state process, and u(·) ∈ U[t, T ] △ = L 2 F (t, T ; U) is the control process.
Any u(·) ∈ U[t, T ] is called an admissible control (on [t, T ])
. For any initial pair (t, η) ∈ Remark 1.2 In this paper, we assume that the coefficients are deterministic. In such case, the corresponding Riccati equation (2.2) is an operator-valued deterministic differential equation. If one considers the problem that the coefficients are stochastic, then an operator-valued backward stochastic differential equation should be studied. Until now, only some very special cases of such equations are investigated (e.g. [13, 14, 22] ).
The study of an optimal control problem for a linear system with a quadratic cost functional (LQ problem, for short) dates back at least to [3] , in which the system is governed by a linear ordinary differential equation. It an be regarded as the simplest nontrivial optimal control problems, namely, the system is linear and the cost functional is quadratic. Consequently, it has elegant and fruitful mathematical structure. Furthermore, it has important applications (e.g. [2] ). Such kind of problem was investigated extensively in the literature for a variety of deterministic systems(e.g. [2, 20] ).
LQ problems for controlled stochastic differential equations (SDEs for short) was first studied in [36] . Such problems are the most important examples of the stochastic control problems, especially in their applications in finance and economics. There are a huge amount works addressing the LQ problems for controlled SDEs(see [6, 8, 9, 17, 15, 26, 27, 31, 37, 38] and the rich references therein).
SEEs are used to describe a lot of random phenomena appearing in physics, chemistry, biology, and so on. In many situations SEEs are more realistic mathematical models than the deterministic ones (e.g. [7, 18, 19] ). Thus, there are many works addressing the optimal control problems for SEEs. In particular, we refer the readers to [1, 10, 11, 13, 14, 16, 32, 33] and the rich references therein for LQ problem for controlled SEEs.
In those works, the following assumption was taken for granted:
for some δ > 0. Under (1.4) , when all the operators in the SEEs are deterministic, people had proven the corresponding Riccati equation is uniquely solvable and Problem (SLQ) admits a unique optimal control which has a linear state feedback representation (under certain technical conditions)(e.g. [32] ). On the other hand, in the case that some operators in the SEEs are stochastic, Problem (SLQ) was well studied when D = 0 and (1.4) holds (e.g. [13, 14] ).
In [8] , the authors discovered a new phenomenon, that is, Problem (SLQ) might still be solvable for controlled SDEs even if R(s) is not positive definite for a.e. s ∈ [0, T ]. This motivated many subsequent works concerning controlled SDEs (e.g. [9, 17, 21, 26, 29, 28, 37] ). As far as we know, there is no generalization of this to controlled SEEs, which is one of the main purpose of this paper.
Recently, in [28] , the authors introduced the notions of open-loop and closed-loop solvability of stochastic LQ problems and showed the difference between these two concepts. Roughly speaking, open-loop (resp. closed-loop) solvability of a stochastic LQ problem means that there is an open-loop (resp. closed-loop) optimal control of that problem. Another main purpose of this paper is to study the relationship between the closed-loop solvability for Problem (SLQ) and the unique solvability of the corresponding Riccati equation.
In view of the main novel contributions distinguishing this work from other publications in the literatures are: (1) R(s) ≥ δI may not hold; (2) the equivalence between the existence of an optimal feedback operator and the existence of regular solution to the stochastic Riccati equation is established. Although these two phenomena has been already discovered for stochastic LQ problem for controlled SDEs, one cannot simply mimic the method to solve our problem. There are some difficulties needing to be overcome. For example, in finite dimensional case, one can represent the solution to the Riccati equation by the product of a solution to a matrix-valued backward SDE and a solution to a matrix-valued SDE. In the infinite-dimensional case, formally, the matrix-valued SDE becomes an operatorvalued stochastic differential equation. Since there is no suitable integration theory for general operator-valued stochastic processes with respect to W (·) (see [34, 35] for the details), the solution to these operator-valued processes cannot be defined in the classical sense. More details on the difficulties arising in the infinite dimensional settings can be found in Sections 3-5.
The rest of the paper is organized as follows. In Section 2, we present the main results of this paper. Section 3 is devoted to giving some preliminary results. Sections 4 and 5 are addressed to the proofs of the main results. In Section 6, we discuss the the uniform Definition 2. 4 We call P ∈ C S ([t, T ]; S(H)) a mild solution to (2.2) if for any η ∈ H and s ∈ [t, T ],
Now we can give the following notion.
for some λ > 0.
Definition 2.7
The Riccati equation (2.2) is said to be (strongly ) regularly solvable, if it admits a (strongly) regular solution.
Remark 2.2 As far as we know, the notion of (strongly) regular solution of a matrix-valued Riccati equation was first introduced in [28] .
Remark 2.3 Clearly, condition (2.6) implies (2.3)-(2.5). Thus, a strongly regular solution P (·) is regular. Moreover, if P is a strongly regular solution, then K(s) is invertible for a.e. s ∈ [0, T ], i.e., the generalized pseudo inverse is the inverse of K(s).
To investigate the relation between the closed-loop solvability of Problem (SLQ) and the existence of a regular solution to the Riccati equation (2.2), we need to make the following assumptions for A.
of A constitutes an orthonormal basis of H.
Remark 2.4
We put two assumptions on A, i.e., A generates a C 0 -group and its eigenfunctions constitutes an orthonormal basis of H. Both of them play important roles in the proof of Theorem 2.1. Indeed, in the proof of Theorem 2.1, we need to find a finite dimensional approximation of (2.2), i.e., we should approximate operator-valued processes by matrix-valued processes. To this end, H should has an orthonormal basis {e j } ∞ j=1 . This is true since H is separable. However, for getting some good estimates (see Steps 1 and 2 in the proof of Theorem 2.1), we need the fact that e j is an eigenfunction of A for each j ∈ N. This leads to (AS2) Furthermore, to get the inverse of the operator X(s, ·) given in step 2 in the proof of Theorem 2.1, we need (AS1).
It seems that both (AS1) and (AS2) are only technical assumptions and can be dropped. However, we do not know how to do it now. For example, without (AS1), −A * does not generate a C 0 -semigroup. Then the equation (3.7) is not well-posed and the operator X(s, ·) is not well defined. Then one cannot show the inverse of X(s, ·) On the other hand, without (AS2), we cannot get (3.10) and (3.11), which are keys in the proof of many results, such as (4.8) and (4.10). More details can be see in the proof of Theorem 2.1.
Fortunately, under these conditions, the system (1.1) covers many controlled stochastic PDEs, such as stochastic wave equations, stochastic Schrödinger equations, stochastic beam equations, with internal controls.
, and the value function is
Next result gives a sufficient and necessary condition for the existence of a strongly regular solution to the Riccati equation (2.2).
Theorem 2.2 The following statements are equivalent:
(i) The map u(·) → J (0, 0; u(·)) is uniformly convex, i.e., there exists a λ > 0 such that
Remark 2.5 Clearly, if (1.4) holds, then the map u(·) → J (0, 0; u(·)) is uniformly convex. On the other hand, there are some interesting cases that the map u(·) → J (0, 0; u(·)) is uniformly convex but (1.4) does not hold. Please see Section 6 for the details.
Combining Theorems 2.1 and 2.2, we obtain the following corollary.
Corollary 2.1 Let (2.9) hold. Then, at any (t, η) ∈ [0, T ) × H, Problem (SLQ) admits a unique optimal controlū(·) of a state feedback form: 10) where P (·) is the unique strongly regular solution of (2.2) withx(·) being the solution to the following closed-loop system:
Proof : By Theorem 2.2, the Riccati equation (2.2) admits a unique strongly regular solution P (·) ∈ C([0, T ]; S(H)). Applying Theorem 2.1, we get the desired result. 7 
Some preliminaries
In this section, we present some useful results which will be used in the sequel. Except Lemma 3.5, the proofs of other results are put in the appendix.
For any t ∈ [0, T ), consider the following SEE:
Next, consider the following backward stochastic evolution equation (BSEE for short):
We have the following result:
Next, we recall the following result.
Lemma 3.3 Let Θ(·) be an optimal feedback operator of Problem (SLQ). Let ζ ∈ H. The following forward-backward stochastic evolution equation (FBSEE for short) admits a mild 5) and the following condition holds:
3 is a trivial corollary of Theorem 5.2 in [24] . The general case can be handled similarly. For the readers' convenience, we give the proof in the appendix.
Consider the following SEE:
where ζ ∈ H. If A generates a C 0 -group, then −A * also generates a C 0 -group. In this case, by Lemma 3.1, the equation (3.7) admits a unique mild solutionx(
be an orthonormal basis of U. For each n ∈ N, denote by Γ n (resp. Γ n ) the projection operator from H (resp. U) to H n △ = span 1≤j≤n {e j } (resp. U n △ = span 1≤j≤n {ϕ j }). Write
Denote by {λ j } ∞ j=1 the eigenvalues of A such that Ae j = λ j e j (recall that {e j } ∞ j=1 is the eigenfunctions of A). Then,
Thus, lim n→+∞ e Ans ζ = e As ζ,
Similarly, we can get that
Further, it is easy to show that
Let ζ ∈ H, consider the following equations: (3.14) and
(3.15) We have the following result.
Lemma 3.4 Let (AS1) and (AS2) hold. For any ζ ∈ H, it holds that
Consider the following operator-valued equation:
(3.17)
(3.18) Proposition 3.1 There is a unique mild solution to (3.17). Moreover,
The following result illustrates the differentiability of P .
Similarly, we have the following result.
The result below gives a relation between the cost functional and the Riccati equation (2.2).
In the proof of Lemma 3.5, we use a density argument, i.e., approximating the solution x by a D(A)-valued process x λ , doing calculation for x λ and letting λ tend to +∞ to get the equality for x. The main reason is that one may not apply Itô's formula to |x(t)| . This technique will be used several times in the rest of this papers. Except the proof for Lemma 3.5, we omit such process and apply Itô's formula to |x(t)| 2 H directly and assume that x(t) belongs to D(A). Hence, we give the proof here rather than put it in the appendix.
Proof of Lemma 3.5:
By Itô's formula and Proposition 3.2, we have
where
Noting that for any ζ ∈ H, lim
we have that lim
and lim
By (3.23) and (3.24), we get that for a.e. s ∈ [t, T ],
It follows from the definition of R(λ) that
This, together with (3.25) and Lebesgue's dominated convergence theorem, implies that
By a similar argument, we can prove that lim λ→+∞ F (λ) = 0. Letting λ tend to +∞ in both sides of (3.22), we get (3.21).
Remark 3.1 In the derivation of (3.22), we use the fact that the mean value of a stochastic integral of a function quadratically depending on x is zero. Remark 3.2 Since x(·) may not be D(A)-valued, in the proof of Lemma 3.5, we introduce a family of {x λ } λ∈ρ(A) to apply Proposition 3.2. In the rest of this paper, we omit such procedures to save the space and simply apply Proposition 3.2 to P (·)x(·), x(·) .
Next, we give a result concerning the existence of an optimal control of Problem (SLQ).
Proposition 3.4 Suppose the map u(·) → J (0, 0; u(·)) is uniformly convex. Then Problem (SLQ) admits a unique optimal control, and there exists a constant α ∈ R such that
The next result shows that the solution to (3.17) is bounded below. 27) where α ∈ R is the constant appearing in (3.26).
Consider the following Lyapunov equation:
, let x be the corresponding solution to (1.1) with η = 0.
Proof of Theorem 2.1
This section is devoted to the proof of Theorem 2.1.
Proof of Theorem 2.1. Proof of assertion i). Take any u(·) ∈ U[t, T ], let x(·) ≡ x(· ; t, η, u(·)) be the corresponding state process. Then
Qx, x + Ru, u ds
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Noting that L = B * P + D * P C = −KΘ, it holds that
Hence,
if and only if P is a regular solution to the Riccati equation (2.2).
Proof of assertion ii). Without loss of generality, we assume that t = 0. The proof is divided into five steps.
Step 1. In this step, we introduce some operators and their finite dimensional approximation.
Let Θ(·) be an optimal feedback operator of Problem (SLQ) over [0, T ]. For each s ∈ [0, T ], define three operators X s , Y s and X s on H as follows:
Here (x,ȳ,z) solves (3.5) andx solves (3.7). Now we are going to show some properties of the above four operators. Denote by I n the identity matrix on R n (or, the identity map on H n ). Consider the following equations:
Clearly, both (4.3) and (4.4) can be viewed as
, respectively. By Itô's formula, we see that
It is an easy matter to see that
and X n (·)Γ n ζ solves (3.15). For each s ∈ [0, T ], define three operators X n,s , Y n,s and X n,s on H as follows:
In view of (4.6), (4.7) and (3.16), we find that
Step 2. In this step, we give an explicit formula of P (·). By the well-posedness results for the equations (3.14) and (3.15) , and the fact that both A and −A * generate C 0 -semigroups on H (because A generates a C 0 -group on H), we see that
(Ω;H) ≤ C|ζ| H , where the constant C is independent of n. This implies that 
(these sequences may depend on s), and (pointwise defined) operators X 1 (s, ·),
Fs (Ω; H), (4.10) and that
It follows from (4.8) and (4.10) that
(4.12)
By (3.6), (4.1), (4.2) and (4.12), we find that
From (4.5), (4.8), (4.10) and (4.12), it is easy to see that for any s ∈ [0, T ], X(s) X(s)
It follows from (4.13) that
Step 3. In this step, we give an estimate of the norm of P (·) introduced in Step 2.
Fs (Ω; H). Consider the following FBSEE: 
Fs (Ω; 
Therefore,
We conclude from this that, for any η ∈ L 2 Fs (Ω; H), where C is independent of s ∈ [0, T ). According to (4.21), we find that
It follows from (4.14), (4.19) and (4.22) that, for some positive constant C,
Step 4. In this step, we show that P (·) is a mild solution to an operator-valued differential equation.
Let s ∈ [0, T ) and ζ ∈ L 2 Fs (Ω; H). Consider the following FBSEE:
We conclude from (4.19), (4.25) and (4.26) that lim
By Itô's formula,
(4.28) and P n (T ) = G n . This implies that (P n (·), Λ n (·)) is the adapted solution to (4.28) with deterministic coefficients and final datum. Thus, P n (·) is deterministic and Λ n (·) = 0. Then, (4.28) becomeṡ
Thus,
Therefore, for any ζ ∈ H,
(4.30)
From (3.8) and (4.27), we know that for any ζ ∈ H,
This, together with (4.32) and Lebesgue's dominated convergence theorem, implies that Step 5. Finally, in this step, we prove that P (·) solves the Riccati equation (2.2).
From (4.15), we see that
Using (4.36), (4.34) can be written as
Since P (T ) = G ∈ S(H), and Q(·) and R(·) are symmetric operator-valued functions, by Proposition 3.1, we have P (·) ∈ C S ([0, T ]; S(H)). Thus K(·) is a symmetric operator-valued function. Hence, for a.e. s ∈ [0, T ], K(s) admits a generalized pseudo inverse K(s) † . Since Λ n = 0 for all n ∈ N, we see that
This implies that (B * P + D * P C) = −KΘ.
Thus, (2.3) holds and
Noting that K † K is an orthogonal projection, we see that (2.4) holds and
From (4.37) and (4.34), we obtain the Riccati equation (2.2). This completes the proof of the "only if" part.
Proof of Theorem 2.2
In this section, we prove Theorem 2.2. Without loss of generality, we assume that t = 0. Proof of Theorem 2.2 : (i) ⇒ (ii). The proof is long. We divide it into three steps.
Step 1. In this step, we introduce a sequence of operator-valued functions {P j } N j=1 . Let P 0 be the solution to
Applying Proposition 3.5 to (5.1) with Θ = 0, we obtain that
Inductively, for j = 0, 1, 2, · · · , we set
and let P j+1 be the solution to
Step 2. In this step, we show the uniform boundedness of the sequence {P j } ∞ j=1 . From (5.2), we have that
It follows from Proposition 3.5 (with P and Θ in (3.17) replaced by P 1 and Θ 0 , respectively) that
Inductively, we have that
We now claim that {P j } ∞ j=1 converges uniformly in C S ([0, T ]; S(H)). To show this, let
Then for j ≥ 1 and ζ ∈ H, we have
3), we have that
Similarly, we can obtain that
These, together with (5.7), yields that
From (5.8), we know that ∆ j (·) is a solution to (3.28) with G = 0, A = A j , C = C j and Q = Υ * j K j Υ j ≥ 0. Using Lemma 3.6, we have that ∆ j (·) ≥ 0, namely, P j−1 (·) − P j (·) ≥ 0 for j ≥ 1. Noting (5.6), we obtain
Therefore, the sequence {P j } ∞ j=1 is uniformly bounded. Consequently, there exists a constant C > 0 such that (noting (5.6)) for all j ≥ 0 and a.e.
Step 3. In this step, we prove the convergence of the sequence {P j } ∞ j=1 .
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Noting
and (5.9), one has
(5.10)
Making use of (5.10) and noting (5.9), we get
where ϕ(·) is a nonnegative integrable function independent of ∆ j (·). By Gronwall's inequality,
. By induction, we deduce that
which implies the uniform convergence of {P j } ∞ j=1 . Denote by P the limit of
and as j → ∞,
Therefore, P (·) solves the following equation (in the sense of mild solution):
which is equivalent to (2.2).
(ii) ⇒ (i). Let P (·) be the strongly regular solution to (2.2). Then there exists a λ > 0 such that
, let x(·) = x(·; 0, 0, u) be the solution to (1.1) with t = 0 and η = 0. Applying Itô's formula to s → P (s)x(s), x(s) , we have
Noting (5.11) and making use of Lemma 3.7, we obtain that for some c 0 > 0 and all u(·) ∈ U[0, T ],
Then (i) holds.
Remark 5.1 From the first part of the proof of Theorem 2.2, we see that if (2.9) holds, then the strongly regular solution to (2.2) satisfies (2.6) with the same constant λ > 0.
The uniform convexity of the cost functional
In this section, we study the uniform convexity of the cost functional. Define four operators as follows:
where x(· ; t, η, 0) is the solution to (1.1) with u ≡ 0;
where x(· ; t, 0, u) is the solution to (1.1) with η = 0;
From the well-posedness of (1.1), we find that all these operators are bounded linear operators. Then, for any t ∈ [0, T ) and (η, u(·)) ∈ H × U[t, T ], the corresponding state process x(·) and its terminal value x(T ) are given by
Hence, the cost functional can be written as
Recall that u(·) → J (t, η; u(·)) is uniformly convex if and only if for some λ > 0,
From (6.1), (6.2) is equivalent to the following:
According to the above argument, we get the following result:
is uniformly convex if and only if (6.3) holds.
It is obvious that if the condition (1.4) hold, then (6.3) holds for λ = δ. On the other hand, if R ≥ δI does not hold, (6.3) still may be true if G is large enough. An example is given below:
We first introduce the following assumption.
Without loss of generality, we set t = 0 in (1.1). Under (AS3), the control system (1.1) can be written as a BSEE 
This implies that there is a C 0 > 0, depending only on A, A 1 , B, C and D such that
Let us make the following further assumption.
If (AS4) holds, it follows from (6.5) that
. This deduces that (6.3) holds for λ = ε 0 .
According to the above argument, we have the following result.
Theorem 6.1 Let (AS1), (AS3) and (AS4) hold. Then the map u(·) → J (t, η; u(·)) is uniformly convex.
7 Appendix: Proofs for some preliminary results
Proof of Lemma 3.1
Proof of Lemma 3.1 : Without loss of generality, we assume that t = 0. Write
where ε > 0 is a constant to be determined later. Define a sequence of {τ j,ε } N j=1 as follows:
Consider the following SEE:
where x is the solution to (7.1) withf andg replaced by Ax + f and Bx + g, respectively.
We claim that J is contractive. Indeed, for anyx 1 ,
3)
It follows from (7.2) that
This shows that J is contractive. Hence, it has a unique fixed point x ∈ C F ([0, τ 1,ε ]; L 2 (Ω; H)), which solves (3.1) in [0, τ 1,ε ] (in the sense of mild solution). Inductively, we conclude that (3.1) admits a mild solution
. This, together with the choice of τ 1,ε , implies that
Repeating the above argument, we obtain (3.2). The uniqueness of the solution is obvious.
Proof of Lemma 3.2
Proof of Lemma 3.2 : Without loss of generality, we assume that t = 0. Write
where ε > 0 is a constant to be determined later. Define a sequence of {τ k,ε } N k=1 as follows:
Consider the following BSEE: [25] ) such that
and
where (y, z) is the solution to (7.7) withh replaced by A * 1ỹ + C * z + h. We claim that J is contractive. Indeed, for j = 1, 2 and ( (7.15) and
. It follows from (7.20) that
Consequently, J is contractive. Hence, it has a unique fixed point 
It follows from (7.22), (7.23) and the choice of τ 1,ε that
Repeating the above argument, we obtain (3.4). The uniqueness of the solution is obvious.
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Proof of Lemma 3.3
Proof of Lemma 3.3 : By Lemmas 3.1 and 3.2, the equation (3.5) admits a mild solution (x(·),ȳ(·),z(·)). Since Θ(·) is an optimal feedback operator of Problem (SLQ), (x, Θx) is an optimal pair. Putū(·) = Θx(·). Fix arbitrarily a control u(·) ∈ L 2 F (t, T ; U) and put
Denote by x ε (·) the solution to (1.1) corresponding to the control u ε (·). Write
It is easy to see that x ε 1 (·) solves the following SEE:
Thanks to that (x(·),ū(·)) is an optimal pair of Problem (SLQ), it holds that
Bδu,ȳ + Dδu,z ds. (7.27) Combining (7.26) and (7.27), we find that for any u(·) ∈ L 2 F (0, T ; U),
This implies (3.6).
Proof of Lemma 3.4
Proof of Lemma 3.4 : Without loss of generality, we assume that t = 0. In the beginning, we prove the first equality in (3.16). Let ε ∈ [0, T ] such that
For any r ∈ [0, ε], it follows from (3.5) and (3.14) that
Let us estimate the terms in the right hand side of (7.30). Clearly,
Combining (7.30), (7.32), (7.33) and (7.34), and noting (7.29), we get that 
we get from Lebesgue's dominated convergence theorem that
Noting that e A(r−s)
by Lebesgue's dominated convergence theorem, (7.37) and (3.12), we have that
By a similar argument, we can prove that
It follows from (7.35), (7.38) and (7.39) that
Repeating the above argument yields the first equality in (3.16). The proof for the fourth one is similar. Now we consider the second and third one. Let
(7.40) We first recall that
41) and
Furthermore, where 
This, together with Gronwall's inequality, implies the desired result.
Proof of Proposition 3.2 : For any η, ζ ∈ H, we have that P (r)η, ζ = Ge (T −r)A η, e (T −r)A ζ + If η, ζ ∈ D(A), it follows that P (r)η, ζ is differentiable with respect to r. A simple computation implies (3.19).
The proof of Proposition 3.3 is similar to the one of Proposition 3.2, we omit it.
Proof Proposition 3.4
The proof of Proposition 3.4 is based on a standard argument involving a minimizing sequence and locally weak compactness of Hilbert spaces. We give it in the appendix for the completeness of the paper and the convenience for some readers. Dividing both sides of (7.67) by h and letting h → 0, noting (7.68), we obtain K(s) − λI u 0 , u 0 ≥ 0, a.e. s ∈ [0, T ], ∀u 0 ∈ U.
This gives the first inequality in (3.27) . To prove the second one, for any (t, η) ∈ [0, T ) × H and u(·) ∈ U[t, T ], let x 1 (·) be the solution to dx 1 = (A + A 1 + BΘ)x 1 + Bu ds + (C + DΘ)x 1 + Du dW (s) in (t, T ], x 1 (t) = η.
It follows from Proposition 3.4 and Lemma 3.5 that In particular, by taking u(·) = 0 in the above, we obtain P (t)η, η ≥ α|x| 2 , ∀(t, η) ∈ [0, T ] × H, which gives the second inequality. 
