Abstract-In this paper, we study the problem of simulating a DMC channel from another DMC channel. We assume that the input to the channel we are simulating is i.i.d. and that the transmitter and receivers are provided with common randomness at limited rates. We prove bounds for simulating point-to-point, MAC and broadcast channels. As a special case, we recover the achievability part of the result of Cuff for point-to-point channel simulation via a noiseless link and shared randomness.
I. INTRODUCTION
Consider a scenario where memoryless copies of a BEC channel with erasure probability e from Alice to Bob is available. Alice and Bob aim to use this resource to distill memoryless copies of a BSC channel with crossover probability p. We require that the number of consumed BECs to be equal to the number of generated BSCs. Then this is clearly possible when p ∈ [ e 2 , 1 2 ], since Bob can degrade its rv by mapping the erasure symbol to 0 and 1 with probability half. On the other hand, channel simulation is impossible when p ∈ 0, h −1 (e) , since the sum capacity of the consumed erasure channels should be greater than or equal to the sum capacity of the simulated BSC channels. Is channel distillation possible when p ∈ h −1 (e), In order to define the problem of simulating n copies of a memoryless channel p(y|x) from n copies of p(ỹ|x), one has to specify a model for the input sequences, x n , of the channel we are simulating. A non-bayesian approach would demand reliable simulation uniformly for all possible input sequences x n . However in this paper we adopt a bayesian approach and assume that the the input sequences, X n , is a random variable; indeed we assume that X n is i.i.d. 1 More specifically, we assume that Alice has an i.i.d. sequence X n ∼ n i=1 p(x i ), and n memoryless copies of the channel p(ỹ|x) as a resource. She createsX n sequence as a (stochastic) function of X n and sounds the n copies of the channel p(ỹ|x) with it. Bob receivesỸ n and passes it through a conditional pmf q(y n |ỹ n ) to generate Y n . We use the total variation distance to measure the fidelity of channel simulation. More precisely if the joint pmf of the input-output sequences induced by the code is 1 Although not a focus of this paper, our converse for the point-to-point problem can be adapted to the problem where we are not necessarily using the simulated channel with an i.i.d. input. Figure 1 . Simulation of p(y|x) using p(ỹ|x) using shared randomness. The input to the channel, i.e. X is assumed to be i.i.d.
as the distortion of the channel simulation protocol. Total variation distance has the following operational meaning: a vanishing total variation distance implies that the simulated outputs and those coming from a true memoryless channel appear the same to any statistical test. Cuff studies a similar channel simulation problem under a different fidelity criterion, namely the empricial coordination criterion [2] . In this paper we also discuss a natural extension of the channel simulation problem to that with shared randomness (see Fig. 1 ). One special case of this problem has been studied before: when the channel is deterministic, i.e.Ỹ = f (X), we can replace this channel with a noiseless wireline link of rate max p(x) H(Y ). In this case we get the problem of simulating a channel using a noiseless, rate limited link in the presence of shared randomness between Alice and Bob. Cuff has studied this problem in [1] , and our inner bound reduces to the one given by Cuff in this special case. We also study channel simulation for MAC and broadcast configurations. Simulation of a broadcast network was first presented as an open problem in [6, p.100] .
Our problem formulation differs from that showing up in some of existing works on channel simulation (e.g. [3] ). Consider the joint pmf on rv's X n ,X n ,Ỹ n , Y n induced by a code of length n. In the case of no-shared randomness, we have the Markov chain X n →X n →Ỹ n → Y n . However X n ,X n ,Ỹ n , Y n do not necessarily have a joint i.i.d. distribution (we only require X n , Y n to be almost i.i.d.). Thus our scenario resembles the work of [5] on channel simulation in the sense that we do not require the joint pmf of all the rv's to be i.i.d.. In [5] and [7] , the authors study the problem of simulating one copy of one pmf from many copies of another pmf. More specifically they assume that Alice and Bob are given i.i.d. copies ofX n andỸ n respectively. Alice creates X by passingX n through a pmf p(x|x n ) and Bob creates Y by passingỸ n through a pmf p(y|ỹ n ). The goal is to characterize the set of achievable p(x, y). Observe that no constraint on the joint distribution of p(x,x n ,ỹ n , y) is imposed (thus the resemblence with our model). Data processing inequality would not be useful here since n is arbitrary. In [5] , the set of achievable p(x, y) is shown to be restricted to those whose hypercontractivity ribbon is a subset of that of p(x,ỹ).
This paper is organized as follows: In section II we set up the notation. In Section III we include our results for the pointto-point channel. Section IV and V contain our results for the MAC and broadcast networks respectively. Some of the proofs are included in Section VI. The rest can be found in [8] .
II. NOTATION Throughout this paper, we restrict ourselves to discrete rv's taking values on finite sets. We generally use q(·) to denote the pmf's induced by a code, and p(·) to denote the desired i.i.d. pmfs. We use ω as a rv to denote shared randomness. We use p U A to denote the uniform distribution over the set A. The total variation between two pmf's p and q on the same alphabet X , is denoted by p−q 1 . We say that p ≈ q if the total variation distance between p and q is less than or equal to . Sequence
Remark 1. We frequently use the concept of random pmfs, which we denote by capital letters (e.g. P X ). A random pmf P X is a probability distribution over the probability simplex for distributions on X . See Remark 1 of [4] for a discussion on manipulations of a random pmf.
III. POINT TO POINT CHANNEL SIMULATION
Consider the problem of simulating memoryless copies of the channel p(y|x) given memoryless copies of p(ỹ|x) as depicted in Fig. 1 . In this setting, Alice observes i.i.d copies of a source X (taking values in finite sets X and having pmf p(x)). The shared randomness between Alice and Bob is denoted by the rv ω which is independant of X n and uniformly distributed over [1 : 2 nR ]. An (n, R) code consists of
• A (stochastic) encoder with conditional pmf q enc (x n |x n , ω).
• A (stochastic) decoder with conditional pmf q dec (y n |ỹ n , ω) .
Thus, the joint distribution induced by the code is as follows:
The input distribution-channel pair p(x), p(y|x) is said to be in the admissible region of the channel-rate pair p(ỹ|x), R if one can find a sequence of (n, R) simulation codes for n = 1, 2, . . . whose induced joint distributions have marginal distributions q(x n , y n ) that
and a channel p(y|x) is in the admissible region of the channel-rate pair p(ỹ|x), R if one can find p(u,x|x) and p(y|ỹ, u) such that (U, X,X, Y,Ỹ ) is distributed according to p(u,x,ỹ, x, y) = p(x)p(u,x|x)p(ỹ|x)p(y|ỹ, u) and has the given marginal p(x, y) = p(x)p(y|x). Further it satisfies the following
Remark 2. We can always choose the non-optimal strategy of converting the channel p(ỹ|x) to a noiseless link of ratẽ C = max p(x) I(X;Ỹ ) and then use the achievability part of the result of [1] to simulate the channel p(y|x). We can recover this strategy by taking U = (X, U ) where (U , X, Y ) is independent ofX and satisfies X − U − Y . Furthre assume thatX has the pmf that maximizes I(X;Ỹ ). Then the above region reduces to the following given in [1] :
In the special case ofỸ = f (X), our inner bound exactly equals that of [1] (which is expected due to the converse given in [1] ). To see this, take an arbitrary p(u,x,ỹ, x, y) satisfying the properties of the theorem. Then we must have
Thus, R+H(Ỹ ) = R+I(X;Ỹ ) > I(U ; XY ). Hence R+C > I(U ; XY ). Furthermore,
Thus,C ≥ I(X;Ỹ ) = H(Ỹ ) > I(U ; X).
B. Converse
Theorem 2 (Outer Bound). If an input distribution p(x) and a channel p(y|x) is in the admissible region of the channel-rate pair p(ỹ|x), R , then for any non-negative reals β, γ, and θ we have
I(X;Ỹ ) + miñ
Further the cardinality bounds of |U| ≤ |X |·|Y| and |Ũ| ≤ |X |· |Ỹ| suffice to compute the minimum in the above expression.
IV. MULTIPLE ACCESS CHANNEL SIMULATION
Consider the problem of simulating p(z|x, y) from p(z|x,ỹ) as depicted in Fig. 2 . In this setting, two input terminals observe i.i.d copies of sources X, Y respectively. We assume two pairwise shared randomnesses of rates R 1 and R 2 , denoted by rv's ω 1 and ω 2 . Rv's ω 1 and ω 2 are uniformly distributed over [1 : 2 nR1 ] and [1 : 2 nR2 ] respectively, and are jointly independent of each other and of (X n , Y n ). An (n, R 1 , R 2 ) code consists of
• Two (stochastic) encoders with conditional pmfs q enc1 (x n |x n , ω 1 ) and q enc2 (ỹ n |y n , ω 2 ) respectively
• A (stochastic) decoder with conditional pmf q dec (z n |z n , ω [1:2] ).
Definition
2. An input distribution-channel pair p(x, y), p(z|x, y) is said to be in the admissible region of the channel-rate triple p(z|x,ỹ), R 1 , R 2 if one can find a sequence of (n, R 1 , R 2 ) simulation codes for n = 1, 2, . . . whose induced joint distributions have marginal distributions q(x n , y n , z n ) that satisfy
Theorem 3 (Inner Bound
). An input distribution-channel pair p(x, y), p(z|x, y) is in the admissible region of the channelrate triple p(z|x,ỹ), R 1 , R 2 if one can find p(u,x|x), p(v,ỹ|y) and p(z|z, u, v) such that (U, X,X, V, Y,Ỹ ,Z, Z) is distributed according to p(u, x,x, v, y,ỹ,z, z) = p(x, y)p(u,x|x)p(v,ỹ|y)p(z|x,ỹ)p(z|z, u, v) and has the given marginal p(x, y, z). Further it satisfies the following I(U ; VZ) > I(U ; X),
I(U V ;Z) > I(U V ; XY ), Figure 2 . Channel simulation over the MAC channel of p(z|x,ỹ) (4) cannot hold. Therefore, strictly speaking we cannot recover our inner bound for the point-to-point channel. However if we set V = constant and ignore equation (4) (by disabling the role of V in the proof), the above region reduces to that of point-topoint channel when R 2 is an arbitrary small positive number.
V. BROADCAST CHANNEL SIMULATION
Consider the problem of simulating memoryless copies of the channel p(y, z|x) given memoryless copies of p(ỹ,z|x) as depicted in Fig. 3 . In this setting, the input terminal observes i.i.d copies of sources X (taking values in finite sets X and having joint pmf p(x)). The three terminals are provided with a shared randomness at rate R, denoted by rv ω. Rv ω is uniformly distributed over [1 : 2 nR ] and is independent of X n . An (n, R) code consists of
• An (stochastic) encoder with conditional pmf q enc1 (x n |x n , ω),
• Two (stochastic) decoders with conditional pmfs q dec1 (y n |ỹ n , ω) and q dec1 (z n |z n , ω).
The admissible input distribution-channel pair p(x), p(y, z|x) for the channel-rate pair p(z,ỹ|x), R is defined similarly as in MAC and thus omitted.
Theorem 4 (Inner Bound). An input distribution-channel pair
p(x), p(y, z|x) is in the admissible region of the channel-rate 
VI. PROOFS
Proof of Theorem 1. We apply the OSRB technique of [4] to prove the theorem. The proof is divided into three parts.
In the first part we introduce two protocols each of which induces a pmf on a certain set of rv's. The first protocol has the desired i.i.d. property on X n and Y n , but leads to no concrete coding algorithm. However the second protocol is suitable for construction of a code, with one exception: the second protocol is assisted with an extra common randomness that does not really exist in the model. In the second part we find conditions on R implying that these two induced distributions are almost identical. In the third part of the proof, we eliminate the extra common randomness given to the second protocol without disturbing the pmf induced on the desired rv's (X n , Y n ) significantly. This makes the second protocol useful for code construction.
Part (1) of proof : We define two protocols each of which induces a joint pmf on rv's of the corresponding protocol. Protocol A [Not useful for coding]. Let (U n , X n ,X n ,Ỹ n , Y n ) be n i.i.d. copies of the joint pmf p(u, x,x,ỹ, y). Consider the following construction:
• To each u n , assign two random bin indices g ∈ [1 : 2 nR ] and ω ∈ [1 : 2 nR ].
• A Slepian-Wolf decoder for estimatingû n from (ω, g,ỹ n ).
2
The rate constraints for the success of this decoder will be imposed later, although this decoder can be conceived even when there is no guarantee of success. The random pmf induced by the random binning, denoted by P , can be expressed as follows:
Note that we have used capital P for random pmfs in the above equation. Protocol B [Useful for coding after removing an extra common randomness]. In this protocol we assume that Alice and Bob have access to the common randomness ω and an extra common randomness G where G is mutually independent of X n and ω. G is assumed to be distributed uniformly over the set [1 : 2 nR ]. Now we use the following protocol:
• At the first stage, Alice knowing (g, ω, x n ) generates a sequence u n according to the pmf P (u n ,x n |g, ω, x n ) of Protocol A, and sends thex n over the channel to the Bob. Bob receivesỹ n . Knowing (g, ω,ỹ n ), Bob uses the Slepian-Wolf decoder of protocol A to estimate u n (denoted byû n ).
• Knowing (û n ,ỹ n ), Bob generates Y n according to p(y n |ỹ nûn ) = n i=1 p Y |Ỹ U (y i |ỹ iûi ). The random pmf induced by the protocol, denoted byP , written asP (x n , u n ,û n ,x n ,ỹ n ,x n , y n , g, ω)
where p U denotes the uniform distribution. Part 2 of the proof: Sufficient conditions that make the induced pmfs approximately the same: To find the constraints that imply that the pmfP is close to the pmf P in total variation distance, we start with P and make it close toP in a few steps. The first step is to observe that g and ω are the bin indices of u n . Substituting T = 2, X 1 ← U , X 2 ← U , Z ← X, b 1 ← g and b 2 ← ω in Theorem 1 of [4] , implies that if
then there exists
. This implies that the joint pmf of all rv's (excluding y n ) of the two protocols are close in total variation distance.
P (x n , u n ,û n ,x n ,ỹ n , g, ω)
(0) n ≈ P (x n , u n ,û n ,x n ,ỹ n , g, ω).
To impose that the above equality with y n included, we begin by investigating conditions that make the SW decoder of the first protocol succeed with high probability. The SW theorem implies that as long asR
holds, we have P (x n , u n ,û n ,x n ,ỹ n , g, ω)
(n) 1 ≈ P (x n , u n ,x n ,ỹ n , g, ω)1{û n = u n }.
