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Abstract. This paper proposes a control system design for a mobile robot assis-
tant based on a multi-agent architecture. The robotic platform used in this paper 
is a second generation Assistant Personal Robot (APR-02) with an own design. 
The control implementation is distributed among different agents in which each 
one is designed to fulfill a specific functionality such as localization, naviga-
tion, task managing, vision, hearing, communications, and environmental su-
pervision. In addition, a set of shared memory instances are implemented to en-
sure the cohesion among all the agents while working together. The proposed 
methodology provides robustness and effectiveness by assigning each agent on 
a single CPU thread. 
Keywords: Robot agent, Personal Robot, multi-agent. 
1 Introduction 
Since last decades robotics has advanced from performing limited and particular 
tasks to become more flexible being capable of realizing different applications with 
high levels of adaptability. Agents have the leadership of this evolution by means of 
providing autonomy, reactivity, collaboration, and initiative to robotics [1]. Moreover, 
from such new concepts new challenges have emerged which are very popular among 
researchers in robotics such as navigation, localization, and mapping.  The simultane-
ous location and mapping method (SLAM) is a popular probabilistic technique that 
estimates relative robot displacements by environmental observation at the same time 
the robot is building a virtual map[2]. So, this method allows the robot the possibility 
of using the estimated poses and the virtual map to perform complex navigation pro-
cedures. In [3] localization and navigation algorithms are presented for autonomous 
robots that can patrol multiple floors of the building. Furthermore, spatial representa-
tion is also important in autonomous navigation to recognize the area in which the 
robot is [4]. A multi-agent framework for autonomous systems was proposed in [5] 
that provides a fluid operation of multiple control loops within an agent. 
Assistant robots have also take advantage of the agent concept and have been en-
hanced to become so much more operational. This field in robotics is one of the most 
interesting due to its deep challenge and its final application that can help common 
people in their homes. The robot methodologies presented in [6] are applied on some 
of the first developed assistive robots for home care and museum guidance. Elder 
people and persons with reduced mobility are a special motivation on developing 
assistant robots. In [7] is presented a home assistive mobile robot capable of tracking 
the user, engage a remote supervision, and other robot services. Moreover, there are 
other applications which use similar platforms such as for ambient intelligence ser-
vices as the robot described in [8]. 
This paper proposes a practical methodology to implement a control system for an 
assistive robot based on a multi-agent design. The main platform used in this paper is 
an Assistant Personal Robot (APR) as the one described in [9]. Several agents are 
implemented in order to engage different functionalities to the mobile robot. The mo-
tivation of implementing a multi-agent architecture in a mobile robot is to provide 
independence, versatility, and reliability among different robot sub-systems. The 
agents are described in this paper and are based on a modular architecture with a 
complete collaborative behavior. The proposed tests are based on measuring the over-
all performance of the whole system on the robot computational unit. Each agent is 
assigned to a single processing thread and their computational requirements can be 
quantified. 
2 Agent methodology 
The methodologies presented in this paper are implemented on an APR platform 
which has several onboard sensors and actuators: laser range sensor (LIDAR), a 3D 
camera, a motor control board, a main display, and the robot main computational unit. 
The APR computational unit implements several robot agents, each one assigned to 
perform a single dynamic function. Furthermore, such robot agent processes require a 
constant communication among them to engage a correct development of its tasks by 
means of using shared memory spaces. Fig. 1 shows a diagram of the proposed multi-
agent system implemented in the APR. Most of the described robot agent processes 
have a direct connection to a hardware device. So, the communication between the 
robot and an external device is exclusively restricted to a single robot agent. 
The agents are designed to work independently, they only have to publish their re-
sults and gather information needed while performing their tasks. Such exchange of 
information among agents is managed by using shared memory instances subject to 
continuous querying and publishing operations. Although agents are independent, the 
global effectiveness of the robot system depends on the cooperation among all of 
them. The agents implemented in the APR platform are: task manager agent, SLAM 
agent, navigation agent, face recognition agent, voice recognition agent, sensor ac-
quirement agent, and communications agent. 
2.1 Assistant Personal Robot 
The Assistant Personal Robot is a robotic system focused on implementing assis-
tive services for reduced mobility people. Furthermore, this robotic design (fig. 2) 
allows its use into many other different applications such as a guide robot, a meas-
urement platform, for surveillance services, and more. The design of the robot shape 
is focused to imitate a person maximizing the human comfort level provided by the 
robot presence and its social interactions. The motion of the robot is performed by 
three omnidirectional wheels providing high mobility in any situation. Such wheels 
are connected to three DC motors which are guided by an ARM-based motor control 
board. Moreover, this electronic board also control other motors such as the ones 
placed in the arms and in the head which handles the main screen. In this paper the 
APR-02 is used whose main computational unit is a domestic high-performance com-
puter with reduced dimensions (ITX motherboard) running Windows. The whole 
system is powered by three 12V 12Ah DC batteries placed at the robot base. Addi-
tionally, the platform has a several sensors attached in order to obtain profitable envi-
ronmental information. A Hokuyo UTM-30LX laser range sensor placed on the base 
provides the information used by the SLAM procedure as well as for the obstacle 
avoiding procedure. Furthermore, a Creative Senz 3D Camera is placed at the top of 
the platform which obtains RGB-D images for the object/face recognition process. 
This camera also has a dual built-in microphone which is used to perform a voice 
recognition process to decode simple vocal orders. 
 
 
Fig. 1. Diagram of the proposed APR multi-agent architecture. 
 
 
Fig. 2. Prototype of the Assistant Personal Robot: APR-01. 
2.2 Task manager agent 
The main process of the proposed system is the task manager agent. This agent 
manages the lifecycle and the main decisions of the rest of the agents by means of a 
task queue system. The robot routines are predefined by atomic tasks which can be 
also used by other routines such as “going to somewhere”, “find persons”, “look at 
face”, “show advice”, “request assistance”, “answer yes”, “say hello”, “perform 
something with arms”, “follow someone”, “check ambient conditions” and so on. 
Such actions are assigned to the task queue in order to execute them in an established 
order; however, they can be interrupted depending on the task priority. In order to 
ensure the fulfillment of the tasks, the agent uses the shared instances to check and 
control the different requirements of the task. Moreover, this agent also manages the 
output communication features of the robot by means of displaying images on the 
main screen and playing simple sounds through the embedded speakers. 
2.3 SLAM agent 
The implementation of the Simultaneous Localization And Mapping (SLAM) pro-
cedure is based on processing occupancy grid data [2] by applying a template match-
ing method. The laser range sensor is continuously obtaining scans which are pro-
cessed by this procedure returning new updated location of the robot coordinates and 
orientation. In order to reduce the computational cost of this process, the mapping part 
of this procedure is only applied in unknown or previously unexplored areas. In this 
way, the robot saves computational resources for other robot agent processes executed 
in the control system. The SLAM agent has an embedded obstacle avoiding procedure 
that detects unexpected static and dynamic obstacles. Once an obstacle has been de-
tected, the SLAM agent requests the navigation agent an attempt to recalculate the 
robot path. 
2.4 Navigation agent 
The autonomous path planning process is defined in the navigation agent that is di-
rectly connected with the motor control board. This agent computes the path to reach 
the actual robot destination and emits motion orders. The path planning method im-
plemented in the agent is based on a graph shortest path algorithm [6] applied with a 
discretized version of the virtual area map. So, this agent works simultaneously with 
the SLAM agent which is permanently obtaining new relative poses of the robot in-
side the virtual area map. The information used by such agents is available at the nav-
igation and mapping shared instances. Figure 3 shows an example virtual map built 
by the APR with its actual destination marked. Additionally, the robot agent has some 
simple exploratory routines to create a new virtual map for first-use in unknown envi-
ronments based on wall-following and remote-controlling. 
 
 
Fig. 3. An example of a virtual map used by the navigation agent of the APR. 
2.5 Face and voice recognition agents 
The face and voice recognition agents are planned to simplify the interaction with 
the APR. The face recognition agent obtains images from the RGB-Depth camera and 
will detect and identify the existing faces on the images by using a pre-loaded face 
template database [10]. Figure 4 shows an example of a segmented image taken from 
the RGB-D camera in which the depth has been limited to 75cm. Once the person is 
identified, the personal profile is loaded for the assistive routines. The voice recogni-
tion agent detects single word instructions by computing the voice signal in time-
domain and identifying the vocals [11]. At this point, the vocalized instructions are 
notified to the task manager agent in order to execute the formulated order of instruc-
tions. 
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Fig. 4. Example RGB (left) and Depth (right) images.  
2.6 Sensor acquirement agent 
The environmental conditions can be monitored by the APR by means of a set of 
sensors attached to the platform. The sensor acquirement agent keeps executing con-
stantly and gets the data from the connected sensors such as a thermometer, an odor 
sensor, an anemometer, and more. Such data is published at the sensor data shared 
instance for further use from other robot agents. Additionally, the agent can create a 
log register from the gathered sensory data. Figure 5 shows the measurements from 
different sensors while the robot was patrolling indoors. 
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Fig. 5. An example of different acquired sensor data from the APR. 
2.7 Communications agent 
An agent dedicated to external communications is included in order to engage a 
wireless connection with a remote terminal for external supervision. This system al-
lows a user to visualize in real-time the robot location, the area map, the sensor lec-
tures, the actual task, and images from the RGB-D camera.   
3 Results 
This section presents the results on performance and feasibility of the methodology 
proposed in this paper. The APR platform used for the tests is the APR-02 which 
central processing unit is an Intel Core i7-6700 3.40GHz with 16GB of DDR4 
memory and a solid state drive hard disc. This microprocessor has 8 execution threads 
from 4 physical cores in which its computational load is managed and measured by 
the operating system. In this paper the agent processes are assigned as a single execu-
tion tread in order to isolate them and avoid disturbances on other agents which may 
require high computational requirements. In this paper, each agent is executed in an 
individual Java virtual machine. All agents are working even when the robot is 
stopped. Table 1 shows the agent assignment by execution threats and the average 
computational load measured by the operating system. 
Table 1. Agent assignment table. 
Agent Average CPU thread load #0 #1 #2 #3 #4 #5 #6 #7 
Task manager 8% 0% 0% 0% 0% 0% 0% 0% 
SLAM 0% 86% 0% 0% 0% 0% 0% 0% 
Navigation 0% 0% 13% 0% 0% 0% 0% 0% 
Voice recognition 0% 0% 0% 7% 0% 0% 0% 0% 
Face recognition 0% 0% 0% 0% 14% 0% 0% 0% 
Sensor acquirement 0% 0% 0% 0% 0% 4% 0% 0% 
Communications 0% 0% 0% 0% 0% 0% 7% 0% 
 
Table 1 shows that each agent runs on a unique CPU thread and that the most de-
manding task at this moment is the SLAM procedure because the implementation of 
the face recognition system does not processes all images acquired by the APR. Fur-
ther tests performing simple routines show that the mobile robot offers robustness and 
coordination among all the implemented agents. The robot keeps executing all the 
agents at full operability without any delay or complications caused by other agents. 
The state of the robot and some important information is visualized from a remote 
application installed to a personal computer. 
4 Conclusions 
This paper presents a multi-agent architecture designed to control an Assistant Per-
sonal Robot. Different robot agents are defined as independent processes for an effec-
tive operability. In this paper the agents are executed on Java virtual machines in 
unique CPU threads but can also be implemented on any other platform that provides 
modular programing such as ROS nodes. The first tests with the APR have demon-
strated that the proposed multi-agent architecture operating in individual threads has 
improved the robustness and the applicability of the control system. Furthermore, the 
modular implementation of the robot features simplifies the development and debug-
ging of tasks while avoiding irregular behaviors or inconsistent processes due to in-
stantaneous CPU usage by an individual agent. Future work will be focused on the 
full development of all assistant robot routines. Field experimentation will be also 
performed in order to obtain reliable results from different APR services. 
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