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Electron spins in silicon quantum dots are attractive systems for quantum comput-
ing due to their long coherence times and the promise of rapid scaling using semi-
conductor fabrication techniques. While nearest neighbor exchange coupling of two
spins has been demonstrated, the interaction of spins via microwave frequency pho-
tons could enable long distance spin-spin coupling and “all-to-all” qubit connectivity.
Here we demonstrate strong-coupling between a single spin in silicon and a microwave
frequency photon with spin-photon coupling rates gs/2pi > 10 MHz. The mechanism
enabling coherent spin-photon interactions is based on spin-charge hybridization in the
presence of a magnetic field gradient. In addition to spin-photon coupling, we demon-
strate coherent control of a single spin in the device and quantum non-demolition
spin state readout using cavity photons. These results open a direct path toward
entangling single spins using microwave frequency photons.
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Solid-state electron spins and nuclear spins are quantum mechanical systems that can be
highly isolated from environmental noise, a virtue that endows them with coherence times
as long as hours and establishes solid-state spins as one of the most promising quantum bits
(qubits) for constructing a quantum processor1,2. On the other hand, this degree of isolation
comes at a cost, as it poses difficulties for the spin-spin interactions needed to implement
two-qubit gates. To date, most approaches have focused on achieving spin-spin coupling
through the exchange interaction or the much weaker dipole-dipole interaction3–5. Among
existing classes of spin qubits, electron spins in gate-defined Si quantum dots (QDs) have the
advantages of scalability due to mature fabrication technologies and low dephasing rates due
to isotopic purification6,7. Currently, Si QDs are capable of supporting fault-tolerant control
fidelities for single-qubit gates and high fidelity two-qubit gates based on exchange8–12. The
recent demonstration of strong-coupling between the charge state of a Si electron and a single
photon has also raised the prospect of spin-photon strong coupling, which could enable
long-distance spin entanglement13. Spin-photon coupling may be achieved by coherently
hybridizing spin qubits with photons trapped inside microwave cavities, similar to cavity
quantum electrodynamics (CQED) with atomic systems and circuit QED (cQED) with solid-
state qubits13–18. Such an approach, however, is extremely challenging: the small magnetic
moment of a single spin leads to magnetic-dipole coupling rates ranging from 10 – 150 Hz,
which are far too slow compared with electron spin dephasing rates to enable a coherent
spin-photon interface17,19–23.
In this Article, we resolve this outstanding challenge by using spin-charge hybridization
to couple the electric field of a single photon to a single spin in Si17,24–26. We measure
spin-photon coupling rates gs/2pi up to 11 MHz, nearly five orders of magnitude higher than
typical magnetic-dipole coupling rates. These values of gs/2pi exceed both the photon decay
rate κ/2pi and the spin dephasing rate γs/2pi, firmly anchoring our spin-photon system in
the strong-coupling regime19,22,23.
Our coupling scheme consists of two stages of quantum state hybridization: First, a sin-
gle electron is trapped within a gate-defined Si double quantum dot (DQD) having a large
electric-dipole moment. A single photon confined within a microwave cavity hybridizes with
the electron charge state through the electric-dipole interaction27,28. Second, a micromagnet
placed over the DQD hybridizes electron charge and spin by producing an inhomogeneous
magnetic field24–26. The combination of the electric-dipole interaction and spin-charge hy-
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bridization gives rise to a large effective spin-photon coupling rate. At the same time, the
relatively low level of charge noise in the device ensures that the effective spin dephasing
rate γs remains below the coherent coupling rate gs, a crucial criterion which has hampered
a previous effort to achieve spin-photon strong coupling29.
Beyond the demonstration of a coherent spin-photon interface, we also show that our
device architecture is capable of single-spin control and readout. Single-spin rotations are
electrically driven9,30 and the resulting spin state is detected through a dispersive phase
shift in the cavity transmission, which reveals Rabi oscillations28. Collectively, these results
show that the spin-photon interface may serve as a fundamental building block for a Si-
based spin quantum processor with the capacity for quantum non-demolition measurements
and “all-to-all” connectivity31–33. Moreover, the achievement of spin-photon strong coupling
may allow highly coherent spin qubits to be entangled with other solid-state systems such
as superconducting qubits34,35.
Spin-Photon Interface
The device enabling spin-photon strong coupling is shown in Fig. 1a and contains two
gate-defined DQDs, which are fabricated using an overlapping aluminum gate stack (Fig. 1b).
The gates are electrically biased to create a double-well potential that confines a single
electron in the underlying natural-Si quantum well (Fig. 1c). A plunger gate (P2) on each
DQD is connected to the center pin of a half-wavelength Nb superconducting cavity with a
center frequency fc = 5.846 GHz and quality factor Qc = 4,700 (κ/2pi = fc/Qc = 1.3 MHz),
hybridizing the electron charge state with a single cavity photon through the electric-dipole
interaction13,27,36. Since the spin-photon coupling rate gs is directly proportional to the
charge-photon coupling rate gc
17,24–26,37–40, we have modified the cavity dimensions (inset of
Fig. 1a) to achieve a high characteristic impedance Zr and therefore a high gc (gc ∝
√
Zr)
13,36.
To hybridize the trapped electron’s charge state with its spin state, a Co micromagnet is
fabricated near the DQD which generates an inhomogeneous magnetic field. For our device
geometry, the magnetic field due to the Co micromagnet has a component along the z-
axis, BMz , which is approximately constant for the DQD and a component along the x-axis
which takes on a different average value of BMx,L (B
M
x,R) for the left (right) dot, as illustrated
by Fig. 1c. The relatively large field difference BMx,R − BMx,L = 2BMx leads to spin-charge
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hybridization which, when combined with charge-photon coupling, gives rise to spin-photon
coupling25,26.
We first characterize the strength of the charge-photon interaction, since this sets the scale
of the spin-photon interaction rate. For simplicity, only one DQD is active at a time for all
of the measurements presented in this Article. The cavity is driven by a coherent microwave
tone at frequency f = fc and power P ≈ −133 dBm (corresponding to ∼1 intra-cavity
photon). The normalized cavity transmission amplitude A/A0 is displayed in Fig. 1d as a
function of the voltages VP1 and VP2 on gates P1 and P2 of DQD 1, which reveals the location
of the (1, 0)↔ (0, 1) interdot charge transition13. Here (N1, N2) denotes a charge state with
the number of electrons in the left (P1) and right (P2) dot beingN1 andN2, respectively. The
charge-photon coupling rate is quantitatively estimated by measuring A/A0 as a function of
the DQD level detuning  (Fig. 1e). By fitting the data to cavity input-output theory, we
find gc/2pi = 40 MHz and 2tc/h = 4.9 GHz, where tc is the interdot tunnel coupling and h
is Planck’s constant13,28,29. A charge dephasing rate γc/2pi = 35 MHz is also estimated from
the fit and independently confirmed using microwave spectroscopy13. Fine control of the
DQD tunnel coupling, which is critical for achieving spin-charge hybridization25, is shown
in Fig. 1f where 2tc/h is plotted as a function of the voltage VB2 on the interdot barrier gate
B2. A similar characterization of DQD 2 yields gc/2pi = 37 MHz and γc/2pi = 45 MHz at
the (1, 0)↔ (0, 1) interdot charge transition. Due to the higher impedance of the resonator,
the values of gc measured here are significantly larger than in previous Si DQD devices
13,36,
which is helpful for achieving spin-photon strong coupling.
Single Spin-Photon Strong Coupling
We now demonstrate strong-coupling between a single electron spin and a single pho-
ton, as evidenced by the observation of vacuum Rabi splitting. Vacuum Rabi splitting
occurs when the transition frequency of a two-level atom fa is brought into resonance with
a cavity photon of frequency fc
14,16. Light-matter hybridization leads to two “vacuum-
Rabi-split” peaks in the cavity transmission. For our single spin qubit, the transition
frequency between two Zeeman-split spin states is fa ≈ EZ/h, where the Zeeman energy
EZ = gµBBtot, and the approximate sign is due to spin-charge hybridization which slightly
shifts the qubit frequency. Here g is the electron g-factor, µB is the Bohr magneton and
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Btot =
√
((BMx,L +B
M
x,R)/2)
2 + (BMz +B
ext
z )
2 is the total magnetic field. To bring fa into
resonance with fc, we vary the external magnetic field B
ext
z along the z-axis while measuring
the cavity transmission spectrum A/A0 as a function of the drive frequency f , as shown in
Fig. 2a. Vacuum Rabi splittings are clearly observed at Bextz = −91.2 mT and Bextz = 92.2
mT, indicating that EZ/h = fc at these field values and the single spin is coherently hy-
bridized with a single cavity photon. These measurements are performed on DQD 1, with
2tc/h = 7.4 GHz and  = 0. The dependences of gs on  and tc are thoroughly investigated
below25. To compare these observations with theoretical expectations, EZ/h is shown in the
lower panel of Fig. 2a as a function of Btot, calculated using g = 2 for Si. The condition
EZ/h = fc occurs at Btot = 210 mT, implying an intrinsic field of ∼120 mT is added by
the micromagnet, comparable to values found in a previous experiment using a similar Co
micromagnet design9.
To further verify the achievement of spin-photon strong coupling, we plot the cavity
transmission spectrum at Bextz = 92.2 mT in Fig. 2b. The two normal mode peaks are
separated by the vacuum Rabi frequency 2gs/2pi = 11.0 MHz, giving an effective spin-
photon coupling rate gs/2pi = 5.5 MHz. The photon decay rate at finite magnetic field is
extracted by the linewidth of A/A0 at B
ext
z = 90.3 mT where EZ/h fc, yielding κ/2pi = 1.8
MHz. A spin dephasing rate γs/2pi = 2.4 MHz, with contributions from both charge noise
and magnetic noise from the 29Si nuclei, is extracted from microwave spectroscopy in the
dispersive regime with 2tc/h = 7.4 GHz and  = 0 (see Fig. 4b for data at a higher tc),
confirming that the strong-coupling regime gs > γs, κ has been reached. It is remarkable that
the spin-photon coupling rate obtained here is more than four orders of magnitude larger
than currently achievable rates using direct magnetic-dipole coupling to lumped element
superconducting resonators23,41.
The local magnetic field generated using Co micromagnets is very reproducible, as evi-
denced by examining the other DQD in the cavity. Measurements on DQD 2 show vacuum
Rabi splittings at Bextz = ±92.6 mT (insets to Fig. 2a). The spin-photon coupling rate and
spin dephasing rate are determined to be gs/2pi = 5.3 MHz and γs/2pi = 2.4 MHz respec-
tively (Fig. 2c). These results are highly consistent with DQD 1, which we focus on for the
rest of this Article.
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Electrical Control of Spin-Photon Coupling
For quantum information applications, it is desirable to rapidly turn qubit-cavity coupling
on for quantum state transfer, and off for qubit state preparation. Fast control of the coupling
rate is often accomplished by quickly modifying the qubit-cavity detuning fa−fc. Practically,
such tuning can be achieved by varying the qubit transition frequency fa with voltage or
flux pulses34,35, or by using a tunable cavity18. These approaches are not directly applicable
for control of the spin-photon coupling rate since fa primarily depends on magnetic fields
that are difficult to vary on nanosecond timescales. In this section, we show that control of
the spin-photon coupling rate may be achieved electrically by tuning  and tc
38.
We first investigate the  dependence of gs. Figure 3a shows measurements of A/A0 as a
function of Bextz and f for  = 0, 20 µeV and 40 µeV. At  = 20 µeV, vacuum Rabi splitting
is observed at Bextz = 92.1 mT with a spin-photon coupling rate gs/2pi = 1.0 MHz that is
significantly lower than the value of gs/2pi = 5.5 MHz obtained at  = 0. At  = 40 µeV,
only a small dispersive shift is observed in the cavity transmission spectrum at Bextz = 91.8
mT, suggesting further decrease in gs. These observations are qualitatively understood by
considering that at  = 0 the electron is delocalized across the DQD and forms molecular
bonding(anti-bonding) charge states |−〉 (|+〉) (Fig. 3c). In this regime, the cavity electric
field leads to a large displacement of the electron wavefunction. Consequently, the electron
spin experiences a large oscillating magnetic field, resulting in a substantial spin-photon
coupling rate. In contrast, with ||  tc, the electron is localized within one dot and it
is natural to work with a basis of localized electronic wavefunctions |L〉 (|R〉) where L(R)
corresponds to the electron being in the left(right) dot (Fig. 3c). In this effectively single-dot
regime, the displacement of the electron wavefunction by the cavity electric field is estimated
to be of order ∼ 1 nm, greatly suppressing the spin-photon coupling mechanism42. More
quantitatively, theory predicts gs ≈ gµBBMxEorb gc for a single QD and gs ≈
gµBB
M
x
tc
gc for a DQD
at  = 0, where Eorb is the orbital energy of a single QD
24–26. With Eorb = 2.5 meV, we
therefore expect a factor of Eorb/tc ≈ 200 improvement in the spin-photon coupling rate at
 = 0 compared to ||  tc43. These measurements highlight the important role of charge
hybridization in the DQD.
Additional electric control of gs is enabled by voltage-tuning tc (Fig. 1f). Figure 3b shows
gs/2pi and γs/2pi as a function of 2tc/h at  = 0, as extracted from vacuum Rabi splitting
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measurements and microwave spectroscopy of the ESR transition linewidth (Fig. 4b). Both
rates rapidly increase as 2tc/h approaches the Larmor precession frequency EZ/h ≈ 5.8 GHz,
and a spin-photon coupling rate as high as gs/2pi = 11.0 MHz is found at 2tc/h = 5.2 GHz.
These trends are consistent with the DQD energy level spectrum shown in Fig. 3c25,26. Here
↑ (↓) denotes an electron spin that is aligned(anti-aligned) with Bextz . With 2tc/h  EZ/h
and  = 0, the two lowest energy levels are |−, ↓〉 and |−, ↑〉 and the electric-dipole coupling
to the cavity field is small. As 2tc is reduced and made comparable to EZ, the ground
state remains |−, ↓〉 but the excited state becomes an admixture of |−, ↑〉 and |+, ↓〉 due
to the magnetic field gradient BMx,R − BMx,L = 2BMx and the small energy difference between
the states. The quantum transition that is close to resonance with EZ is now partially
composed of a change in charge state from − to +, which responds strongly to the cavity
electric field and gives rise to larger values of gs. For 2tc/h < EZ/h, a decrease in tc increases
the energy difference between |−, ↑〉 and |+, ↓〉 which reduces their hybridization and results
in a smaller gs. We note that hybridization with charge states increases the susceptibility of
the spin to charge noise, and results in an effective spin dephasing rate γs that is a strong
function of tc as well (see Fig. 3b). Theoretical predictions of gs and γs as a function of
2tc/h, based on measured values of gc and γc (Fig. 1e), are in good agreement with the
data (Fig. 3b). The discrepancy in the fit of γs may be due to an incomplete theoretical
treatment of the noise mechanisms in the device, which is beyond the scope of this work
(see Methods). The electric control of spin-photon coupling demonstrated here allows the
spin qubit to quickly switch between regimes with strong coupling to the cavity, and idle
regimes where the spin-photon coupling rate and susceptibility to charge noise are small.
Quantum Control and Dispersive Readout of a Single Spin
The preceding measurements demonstrate the ability to coherently couple a single elec-
tron spin to a single photon, potentially enabling long-range spin-spin couplings34,35. For the
device to serve as a building block of a quantum processor, it is also necessary to determinis-
tically prepare, control, and read out the spin state of the trapped electron. We first induce
spin transitions by driving gate P1 with a continuous microwave tone of frequency fs and
power Ps = −106 dBm. When fs ≈ EZ/h, the excited state population of the spin qubit P↑
increases and the ground state population P↓ decreases. In the dispersive regime, where the
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qubit-cavity detuning ∆/2pi ≈ EZ/h− fc satisfies |∆/2pi|  gs/2pi, the cavity transmission
experiences a phase response ∆φ ≈ tan−1(2g2s /κ∆) for a fully saturated (P↑ = 0.5) qubit13,44.
It is therefore possible to measure the spin state of a single electron by probing the cavity
transmission. As a demonstration, we spectroscopically probe the electron spin resonance
(ESR) transition by measuring ∆φ as a function of fs and B
ext
z in Fig. 4a. These data are
acquired with 2tc/h = 9.5 GHz and  = 0. The ESR transition is clearly visible as a narrow
feature with ∆φ 6= 0 that shifts to higher fs with increasing Bextz . ∆φ also changes sign
as Bextz increases, consistent with the sign change of the qubit-cavity detuning ∆ when the
Larmor precession frequency EZ/h exceeds fc. The nonlinear response in the small region
around Bextz = 92 mT is due to the breakdown of the dispersive condition |∆/2pi|  gs/2pi.
Finally, we demonstrate coherent single spin control and dispersive spin state readout.
For these measurements 2tc/h = 11.1 GHz and  = 0, resulting in a spin-photon coupling
rate gs/2pi = 1.4 MHz. The external field is fixed at B
ext
z = 92.18 mT, ensuring the system is
in the dispersive regime with ∆/2pi = 14 MHz gs/2pi. A measurement of ∆φ(fs) in the low
power limit (Fig. 4b) yields a Lorentzian line shape with a full-width-at-half-maximum of
0.81 MHz, corresponding to a low spin dephasing rate γs/2pi = 0.41 MHz
13,44. Qubit control
and measurement are achieved using the pulse sequence illustrated in Fig. 4c: Starting with
a spin-down state |↓〉 at  = 0, the DQD is pulsed to a large detuning ′ = 70 µeV which
decouples the spin from the cavity. A microwave burst with frequency fs = 5.874 GHz, power
Ps = −76 dBm, and duration τB is subsequently applied to P1 to drive a spin rotation9,28,30.
The DQD is then adiabatically pulsed back to  = 0 for a fixed measurement time TM for
dispersive readout. To reinitialize the qubit, we choose TM = 20 µs  T1( = 0), where
T1( = 0) = 3.2 µs is the spin relaxation time measured at  = 0. Figure 4d displays the
time-averaged ∆φ as a function of τB. We observe coherent single spin Rabi oscillations
with a Rabi frequency fR = 6 MHz. In contrast with readout approaches that rely on
spin-dependent tunneling, our dispersive cavity-based readout performs a quantum non-
demolition measurement9,30,45. In addition to enabling single spin-photon coupling, our
device is capable of preparing, controlling, and reading out single spin states.
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Conclusion
In conclusion, we have realized a coherent spin-photon interface where a single spin in a Si
DQD is strongly coupled to a microwave photon through the combined effects of the electric-
dipole interaction and spin-charge hybridization. Spin-photon coupling rates up to 11 MHz
are measured in the device, exceeding magnetic-dipole coupling rates by nearly five orders
of magnitude. The spin dephasing rate is strongly dependent on 2tc/h and ranges from 0.4
– 6 MHz, limited by a combination of charge noise and remnant nuclear field fluctuations
in natural-Si. All-electric control of spin-photon coupling and coherent manipulation of the
spin state are demonstrated, along with quantum non-demolition readout of the single spin
through its dispersive interaction with the microwave cavity. These results may enable the
construction of an ultra-coherent spin quantum computer having photonic interconnects
and readout channels, with capacity for surface codes, “all-to-all” connectivity, and easy
integration with other solid-state quantum systems such as superconducting qubits31–35.
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FIG. 1: Spin-Photon Interface. a, Optical image of the superconducting microwave cavity.
Inset shows an optical image of the cavity center pin (0.6 µm) and vacuum gap (20 µm). b,
Tilted-angle false-color SEM of a DQD. Gate electrodes are labeled as G1, G2, S, D, B1, P1, B2,
P2 and B3. The Co micromagnet location is indicated by the orange dashed lines. c, Schematic
cross-sectional view of the DQD device. d, Cavity transmission amplitude A/A0 at f = fc near the
(1, 0)↔ (0, 1) interdot transition for DQD 1. Dashed arrow denotes the DQD detuning parameter
. e, A/A0 as a function of  with VB2 = 710 mV, and a fit to cavity input-output theory. f, 2tc/h
as a function of VB2 for DQD 1, obtained by measuring A()/A0 at different values of VB2.
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Methods
Device fabrication and measurement The Si/SiGe heterostructure consists of a 4
nm thick Si cap, a 50 nm thick Si0.7Ge0.3 spacer layer, a 8 nm thick natural-Si quantum
well, and a 225 nm thick Si0.7Ge0.3 layer on top of a linearly graded Si1−xGex relaxed buffer
substrate. Design and fabrication details for the superconducting cavity and DQDs are
described elsewhere36. The ∼200 nm thick Co micromagnet is defined using electron beam
lithography and liftoff. In contrast with earlier devices, the gate filter for P1 has been
changed to an L1-C-L2 filter, with L1 = 4 nH, C = 1 pF and L2 = 12 nH
36. This three-
segment filter allows microwave signals below 2.5 GHz to pass with < 3 dB of attenuation.
All data are acquired in a dilution refrigerator with a base temperature of 10 mK and
electron temperature Te = 60 mK. The measurements of cavity transmission amplitude
and phase response in Fig. 1 and Fig. 4 are performed using a homodyne detection scheme
similar to previous works13,36. The measurements of cavity transmission spectra in Fig. 2
and Fig. 3 are performed using a network analyzer. The microwave drive applied to P1 in
Fig. 4 is provided by a vector microwave source and the detuning pulses are generated by
an arbitrary waveform generator, which also controls the timing of the microwave burst in
Fig. 4d.
To maximize the magnetization of the Co micromagnet and minimize hysteresis, data
at positive/negative external applied magnetic fields in Fig. 2a are taken after Bextz is first
ramped to a large value of +(−)300 mT, respectively. In Fig. 4a, the slope of ESR transition
d(EZ/h)/dB
ext
z = 44 MHz/mT, which is higher than a value of 28 MHz/mT expected from
a fully saturated micromagnet. The slope of the transition suggests the micromagnet isn’t
fully polarized and has a magnetic susceptibility of dBMz /dB
ext
z ≈ 0.6 around Bextz = 92 mT.
Theory fits to gs and γs Here we derive analytical expressions for the spin-photon
coupling rate gs and spin dephasing rate γs. We focus on the  = 0 regime used in Fig. 3b.
Accounting for spin-charge hybridization due to the field gradient BMx , the relevant DQD
eigenstates are |0〉 ≈ |−, ↓〉, |1〉 ≈ cos Φ
2
|−, ↑〉 + sin Φ
2
|+, ↓〉, |2〉 ≈ sin Φ
2
|−, ↑〉 − cos Φ
2
|+, ↓〉
and |3〉 ≈ |+, ↑〉. Here we have introduced a mixing angle Φ = tan−1 gµBBMx
2tc−gµBBz , where
Bz = B
ext
z + B
M
z is the total magnetic field along the z-axis. The dipole transition matrix
element for the primarily spin-like transition between |0〉 and |1〉 is given by d01 ≈ − sin Φ2 ,
and the dipole transition matrix element for the primarily charge-like transition between |0〉
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and |2〉 is given by d02 ≈ cos Φ2 . The transition between |0〉 and |3〉 is too high in energy
(off resonance) and is therefore excluded from our model. The spin-photon coupling rate is
given by gs = gc|d01| = gc| sin Φ2 |, in agreement with previous theory works25,26.
To calculate the expected spin dephasing rate γ
(c)
s arising from charge noise, we first
construct the operators σ01 = |0〉 〈1| ≈ cos Φ2 σs+sin Φ2 στ and σ02 = |0〉 〈2| ≈ sin Φ2 σs−cos Φ2 στ .
Here σs = |−, ↓〉 〈−, ↑| and στ = |−, ↓〉 〈+, ↓| are lowering operators for the electron spin and
charge respectively. Assuming the electron charge states dephase at a constant rate γc, the
equations of motion for these operators are:
σ˙01 = γc
(
− sin2 Φ
2
σ01 +
sin Φ
2
σ02
)
, (1)
σ˙02 = γc
(
sin Φ
2
σ01 − cos2 Φ
2
σ02
)
. (2)
Combined with charge-photon coupling, the overall equations of motion in a rotating
frame with a drive frequency f ≈ fc are:
a˙ = i∆0a− κ
2
a+
√
κ1ain,1 − igc (d01σ01 + d02σ02) , (3)
σ˙01 = −iδ1σ01 − γc sin2 Φ
2
σ01 + γc
sin Φ
2
σ02 − igcad10, (4)
σ˙02 = −iδ2σ02 − γc cos2 Φ
2
σ02 + γc
sin Φ
2
σ01 − igcad20. (5)
Here a is the photon annihilation operator of the cavity, ∆0 = 2pi(f − fc) is the detuning
between the cavity drive frequency from its center frequency, κ1 is the photon decay rate at
the input port of the cavity and ain,1 is the input field of the cavity. The δ1 and δ2 terms are
defined as δ1/2pi = (E1−E0)/h−f and δ2/2pi = (E2−E0)/h−f , where E0,1,2 corresponds to
the energy of the |0〉, |1〉, or |2〉 state. Steady-state solutions to the above equations give the
electric susceptibility of the spin qubit transition χ0,1 =
σ01
a
= gs
δ1−iγ(c)s
, where we have identi-
fied a charge-induced spin dephasing rate γ
(c)
s = γc
[
δ2 sin
2 Φ
2
+ δ1 cos
2 Φ
2
]
/δ2. To account for
spin dephasing due to fluctuations of the 29Si nuclear spin bath, we express the total spin de-
phasing rate assuming a Voigt profile: γs = γ
(c)
s /2+
√
(γ
(c)
s /2)2 + 8(ln 2)(1/T ∗2,nuclear)2, where
T ∗2,nuclear ≈ 1 µs is the electron spin dephasing time due to nuclear field fluctuations11,30.
In fitting to the data of Fig. 3b, we use the experimentally determined values of gc/2pi =
40 MHz and γc/2pi = 35 MHz, along with a best fit field gradient B
M
x = 15 mT. For every
tc, the fit value for Bz is adjusted such that the spin qubit frequency (E1 − E0)/h matches
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the cavity frequency fc exactly. The slight discrepancy between theory and experiment
for γs may be due to the frequency dependence of γc, changes in γc with B
ext
z , or other
noise mechanisms not captured by this simple model. Detailed measurements of γc and a
comparison with a more sophisticated theoretical model will be the subject of future work.
Data Availability
The data that support the findings of this study are available from the corresponding author
on reasonable request.
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