We formulate a new notion of softmax temporal consistency that generalizes the standard hardmax Bellman consistency usually considered in value based reinforcement learning (RL). In particular, we show how softmax consistent action values correspond to optimal policies that maximize entropy regularized expected reward. More importantly, we establish that softmax consistent action values and the optimal policy must satisfy a mutual compatibility property that holds across any state-action subsequence. Based on this observation, we develop a new RL algorithm, Path Consistency Learning (PCL), that minimizes the total inconsistency measured along multi-step subsequences extracted from both on and off policy traces. An experimental evaluation demonstrates that PCL significantly outperforms strong actor-critic and Q-learning baselines across several benchmark tasks.
Introduction
Model-free RL aims to acquire an effective behavior policy through trial and error interaction with a black box environment. The goal is to optimize the quality of an agent's behavior policy, in terms of the total expected discounted reward. Model-free RL has a myriad of applications in games (Tesauro, 1995; Mnih et al., 2015) , robotics (Kober et al., 2013; Levine et al., 2016) , and marketing (Li et al., 2010; Theocharous et al., 2015) , to name a few.
The two dominant approaches to developing model-free RL algorithms have been value based and policy based. Although these approaches have typically been considered distinct, recent work (Norouzi et al., 2016; O'Donoghue et al., 2017) has begun to relate the two by posing entropy regularized expected reward as the target objective (Williams & Peng, 1991) . Given entropy regularization, the optimal policy π * assigns a probability to an action 1 Work done as a member of the Google Brain Residency program (g.co/brainresidency) sequence that is proportional to the exponentiated total reward received. In particular, given an episode of states, actions and rewards, (s 0 , a 0 , r 0 , . . . , s T −1 , a T −1 , r T −1 , s T ), where s T is a terminal state, the optimal policy π * satisfies,
where τ ≥ 0 is an entropy regularization coefficient. Unfortunately, such results have only been established thus far for undiscounted finite horizon tasks.
This paper further develops a connection between value and policy based RL by introducing a new notion of temporal difference consistency in the presence of discounted entropy regularization, which not only allows extension to the infinite horizon case, but also reveals surprisingly strong new properties. Consider a transition where a state action pair (s, a) is followed by 2 a state s . The literature currently considers two primary notions of temporal consistency, which we refer to as average (2) and hard-max (3) consistency respectively: Q π (s, a) = r(s, a) + γE π(a |s ) Q π (s , a ) , (2) Q • (s, a) = r(s, a) + γ max a Q • (s , a ) .
Here 0 ≤ γ ≤ 1 is the reward discount factor. The constraint (2) applies to any policy π and serves as the basis of the on-policy one-step expected SARSA (Rummery & Niranjan, 1994; Singh & Sutton, 1996) and actor-critic (Mnih et al., 2016) algorithms; while the constraint (3) only applies to a maximum reward policy and is the basis of the off-policy Q-learning algorithm (Watkins, 1989) .
Given γ-discounted entropy regularization, we formulate a new notion of softmax temporal consistency for optimal Q-values as:
Q * (s, a) = r(s, a)+γτ log a exp(Q * (s , a )/τ ) . (4)
Note that as τ → 0 the standard hard-max consistency (3) is recovered as a special case. For finite action spaces and discrete state spaces, given a deterministic state transition function, we prove that a unique solution Q * to the softmax consistency constraint (4) must exist. Further, we show that the policy π * (a | s) ∝ exp(Q * (s, a)/τ ) defined from Q * maximizes entropy regularized expected discounted reward. Crucially, this notion of softmax consistency can be extended beyond single step backups to derive multi-step path-wise consistency constraints on arbitrary trajectories, in contrast to the standard hard-max consistency (3).
Based on these developments, we propose a new RL algorithm, Path Consistency Learning (PCL), that optimizes a policy by minimizing the path-wise temporal inconsistency on a set of on and off policy traces. PCL iteratively fits both a parameterized policy and a state value function (implicitly Q-values), bridging the gap between value and policy based methods. Unlike algorithms using Q πvalues, the proposed approach seamlessly combines onpolicy and off-policy traces. Unlike algorithms based on hard-max consistency and Q • -values, the proposed formulation easily generalizes to multi-step backups on arbitrary paths, while maintaining proper regularization and consistent mathematical justification. We assess the effectiveness of PCL on a suite of RL benchmarks, and we find that it significantly outperforms a strong actor-critic and a strong Q-learning baseline.
In summary, the main contributions of this paper include:
• A complete characterization of softmax temporal consistency, 3 which generalizes the commonly used hardmax Bellman consistency. • A proof that Q-values satisfying softmax temporal consistency directly determine the optimal policy that maximizes entropy regularized expected discounted reward. • Identification of a new multi-step path-wise softmax consistency property that relates the optimal Q-values at the end points of any path to the log-probabilities of the optimal policy along actions of that path. • An effective RL algorithm, Path Consistency Learning, that exploits multi-step path-wise consistency and combines elements of value and policy based RL. • Strong experimental results versus current actor-critic and Q-learning baselines.
Notation and Background
We model an agent's policy by a parametric distribution π θ over a finite set of actions. At iteration t, the agent encounters a state s t and performs an action a t sampled from π θ (a | s t ). The environment then returns a scalar reward r t and transitions to the next state s t+1 . To simplify matters, we restrict attention to deterministic environments, where the per-step reward r t and the next state s t+1 are given by deterministic functions conditioned on a latent variable h (e.g., a random seed, unknown to the agent), i.e., r t = r(s t , a t | h), and s t+1 = f (s t , a t | h) for functions r and f . Note that most RL benchmarks including Atari games fall into this category. Thus the latent variable h determines the set of states S(h) including the initial state s 0 (h) and the set of transitions
For clarity of exposition, we focus on finite horizon environments in the main body of the paper, whereby S(h) and E(h) constitute vertices and edges in a directed acyclic graph. That said, all theorems and corollaries presented in the paper hold in the infinite horizon case, as proved in the Appendix. We denote L(h) = {s ∈ S(h) | ∀a, ∀s ∈ S(h), (s, a, s ) ∈ E(h)} as the set of terminal states in the graph.
For brevity, we henceforth drop h from our notation and assume that it is implicitly included. We will denote a trajectory in the graph as s 1:t ≡ (s 1 , a 1 , . . . , a t−1 , s t ). We denote a trajectory of length t − 1 sampled from π θ starting at s 1 (not necessarily the initial state s 0 ) as s 1:t ∼ π θ (s 1:t ).
Note that π θ (s 1:
A trajectory sampled from π θ at s 1 , continuing until termination at s T ∈ L, is denoted s 1:T ∼ π θ (s 1: ). When used in an expectation over paths, we omit the sampling distribution π θ (·) for brevity, but unless otherwise specified, all expectations are with respect to trajectories sampled from π θ .
The two common definitions of action values, Q π and Q • , have already been established in (2) and (3). However, it is also convenient to introduce state value functions, defined for the expected and hard-max cases respectively as V π (s) = E π(a|s) Q π (s, a) ,
The expected value function V π is used in SARSA and actor-critic algorithms, while the hard-max value function V • serves as the basis of Q-learning and its many variants.
In particular, the actor-critic algorithm (Mnih et al., 2016) maintains an estimate of V π to estimate the future expected rewards beyond a certain state. This allows for estimating the value of one or several actions without rolling out an entire trajectory until termination. In addition, V π is used as a baseline to reduce the variance of gradients.
The Q-learning algorithm (Watkins, 1989) exploits the fact that the hard-max consistent Q-values, denoted Q • , induce a policy with maximal expected reward, where at each state s one chooses an action with largest Q • (s, a). The Qlearning algorithm then minimizes one-step hard-max inconsistencies induced by a Q-value approximator Q φ (s, a).
Softmax Temporal Consistency
We begin our formulation of softmax temporal consistency with a simple motivating example. Suppose an agent is at some state s 0 and faces n possible actions {a 1 , . . . , a n }, each yielding an immediate reward in {r 1 , . . . , r n } and leading to a successor state in {s 1 , . . . , s n }, where each successor has an associated estimate of future value (i.e., state values) {v 1 , . . . , v n }. Consider the problem of inferring the current state value v 0 assuming that a policy π has been locally optimized for the next action choice. In particular, we face a problem of optimizing π subject to 0 ≤ π(a i ) ≤ 1 and i π(a i ) = 1 to maximize some objective. As we will see, different choices of objective lead to different forms of temporal consistency defining v 0 .
First, consider the standard expected reward objective:
where we suppose we have access to the O MR -optimal state values at the successors {v • 1 , . . . , v • n }. In this context, the optimal policy π • is a one-hot distribution with a probability of π • (a m ) = 1 at an action a m with maximal return, i.e., m = argmax i (r i + γv • i ), and zero elsewhere. Accordingly, the O MR -optimal state value of s 0 based on
Alternatively, one can consider an entropy regularized expected reward objective:
where we have access to the O ENT -optimal state values {v * , . . . , v * n }. It follows 4 that π * (a i ) ∝ exp{(r i + γv * i )/τ }, which, substituting back into the objective, yields
This gives an intuitive definition of state values based on a softmax function that generalizes the hard-max state values defined above. The connection between this formulation of v * 0 and softmax Q-values defined in (4) is straightforward. Crucially, exp{v * 0 /τ } also serves as the normalization constant for π * at s 0 : 4 The OENT(π) objective is simply a τ -scaled, constant-shifted KL-divergence between π and π * (ai) ∝ exp{(ri + γv * i )/τ }.
Manipulation of (11) by taking log of both sides, results in the following relationship between the optimal state value v * 0 , the optimal state values for each successor state v * i , and the log-probabilities of the optimal policy:
This relationship between optimal state values and the optimal policy can in fact be extended beyond a single step to a multi-step consistency. We will use the multi-step pathwise consistency to propose an RL algorithm that fits both policy and value estimates simultaneously.
We will develop these preliminary findings more generally below. In particular, we will define V * in terms of Q * to match the definition of v * 0 above. We will then express O ENT for the more general sequential decision making case. Subsequently we will state the relationships between V * and the optimal policy of O ENT and note that the simple single-step identity stated in (12) is easily extended to a multi-step path-wise identity. Finally, we present an RL algorithm that fits a parameterized policy and value estimate to satisfy path-wise consistencies.
Note that the preceding logic can provide a basis for an inductive proof of the claims that follow in a finite horizon setting, although in the Appendix our proofs hold for the general infinite horizon setting.
Softmax Values
The softmax Q-value generalization of the hard-max Q • has already been presented in (4). Analogous to the fact that the expected and hard-max Q-values both have natural definitions of state value, so does the softmax Q-value. We define the softmax state value function as
Note that this definition is equivalent to the one presented more simply in (10), since Q * (s, a) = r(s, a) + γV * (s ).
That is, one may recursively define V * as
Discounted Entropy Regularization
We next present O ENT in full generality. To account for discounting, we define a γ-discounted entropy
We propose the following objective for optimizing π θ :
where R(s m:n ) = n−m−1 i=0 γ i r(s m+i , a m+i ) and τ is a user-specified temperature parameter. Optimizing this objective for s 0 is equivalent to optimizing O ENT (s 1 , θ) for all s 1 ∈ S. Rather than only maximizing the expected sum of future rewards, this objective maximizes the expected sum of future discounted rewards and τ -weighted log-probabilities.
In the case of γ = 1 this is equivalent to the entropy regularizer proposed in Williams & Peng (1991) . While this objective is only a small modification of the maximum-reward objective, it alters the optimal policy π * from a one-hot distribution on the maximal-reward path to a smoother distribution that assigns probabilities to all trajectories commensurate with their reward.
Consistency of Optimal Values and Policy
This section presents a general characterization of the connection between the optimal policy of O ENT with the softmax consistent Q-values. The first observation is that the optimal policy π * satisfies the same strong property given in (12) but now in the more general sequential decision making case. In particular, the optimal state value and optimal policy satisfy a strong form of local consistency for every state-action-successor tuple.
Theorem 1. The optimal policy π * for O ENT (s 0 , θ) and the state values V * defined in (13) satisfy V * (s) = −τ log π * (a|s) + r(s, a) + γV * (s ),
for any (s, a, s ) ∈ E.
Proof. All theorems and corollaries are proved in the Appendix.
This result also allows us to characterize π * in terms of Q * .
Corollary 2. The optimal policy π * may be given in terms of the softmax Q-values Q * as
Next, we make the key observation that the form of onestep temporal consistency identified in Theorem 1 can in fact be extended to any sequence of state-action-successor tuples. That is, the softmax state values at the start and end state of any trajectory can be related to the rewards and optimal log-probabilities along that trajectory.
Corollary 3. Given the optimal π * for O ENT (s 0 , θ) and the corresponding value mapping V * , then every trajectory
Importantly, the converse of Theorem 1 also holds, which opens the door to using path-wise consistency as the foundation for an objective for learning parameterized policy and value estimates.
Theorem 4. If a policy π θ and a value function V φ satisfy the consistency property (16) for all tuples (s, a, s ) ∈ E, then π θ = π * and V φ = V * .
A Path-wise Objective
These properties of the optimal policy and softmax state values lead us to propose a natural path-wise objective for training a parameterized π θ and V φ . We define the consistency error for a trajectory s 1:t under π θ , V φ as
This definition may be extended to trajectories that terminate before step t by considering all rewards and logprobabilities after a terminal state as 0.
Then we may define a minimizing objective for every trajectory as
The gradients of this objective lead us to the following updates for θ and φ:
Path Consistency Learning
Given the path-wise objectives proposed above and their resulting parameter updates, we propose a new RL algorithm we call Path Consistency Learning (PCL). Unlike actorcritic variants, PCL utilizes both on-policy and off-policy trajectory samples and uses the two sampling methods to optimize a path-wise consistency. Unlike Q-learning variants, PCL optimizes towards a consistency that holds pathwise and not only on single steps. The pseudocode of PCL is presented in Algorithm 1. Given a rollout parameter d, at each iteration, PCL samples a batch of on-policy trajectories and computes the corresponding parameter updates for Algorithm 1 Path Consistency Learning Input: Environment EN V , learning rates η π , η φ , discount factor γ, rollout d, number of steps N , replay buffer capacity B, prioritized replay hyperparameter α. function Gradients(s 0:T ) // Recall G(s t:t+d , π θ ) is a discounted sum of logprobabilities from s t to s t+d .
each d-length sub-trajectory. PCL also takes advantage of off-policy trajectories by maintaining a replay buffer. We found it beneficial to sample replay episodes using a distribution proportional to exponentiated reward mixed with a uniform distribution, although we did not exhaustively optimize this sampling technique. Specifically, we sample an episode s 0:T from the replay buffer of size B with probability 0.1/B + 0.9 · exp(αR 1 (s 0:T ))/Z, where we use a discount of 1 on the sum rewards, Z is a normalizing factor, and α is a fixed hyperparameter.
While we focused our experiments on environments with relatively short episodes (length at most 100), in environments with longer episodes the algorithm may be altered to be applied on sub-episodes of manageable length. It may also be beneficial to use multiple rollout lengths d and optimize consistency at multiple scales, although we did not explore this.
Comparison to Other Algorithms
A reader familiar with advantage-actor-critic (Mnih et al., 2016 ) (A2C and its asynchronous analogue A3C) should already notice the similarities between our updates and those of actor-critic. Actor-critic takes advantage of the expected value function V π to reduce the variance of policy gradient updates for maximizing expected reward. As in PCL, two models are trained concurrently: an actor π θ that determines the policy and a critic V φ that is trained to estimate V π θ . A fixed rollout parameter d is chosen and the discounted future reward of a trajectory s 1:
The advantage of a trajectory s 1:T is defined as
where in the case of the trajectory terminating before step s d+1 one considers all rewards after a terminal state as 0. Many variants of actor-critic focus on modifications to this advantage estimate to reduce its variance when s 1:d+1 is sampled from π θ (Schulman et al., 2016).
The actor-critic updates for θ and φ may be written in terms of the advantage:
These updates exhibit a striking similarity to the updates expressed in (19) and (20). Indeed, we may interpret C θ,φ (s 1:t ) as a sort of advantage of a trajectory, and the update in (19) pushes the log-probabilities of the actions on that trajectory in the direction of the advantage.
However, one difference is that the actor-critic definition of advantage A θ,φ (s 1:t ) is a measure of the advantage of the trajectory s 1:t compared to the average trajectory chosen by π θ starting from s 1 in terms of reward. By contrast, C θ,φ (s 1:t ) can be seen as measuring the advantage of the rewards along the trajectory compared to the logprobability of the policy π θ . At the optimal policy, when the log-probability of the policy is proportional to rewards, this measure of advantage will be 0 on every trajectory, which is not the case for A θ,φ (s 1:t ).
It is also important to note that V φ is no longer an estimate of expected future reward under the current policy. In actor-critic, it is essential that V φ track the non-stationary target V π θ in order to achieve suitable variance reduction. While in PCL V * (s) is the value of O ENT (s, π * ), during training V φ need not be interpreted as a value dependent on the current policy π θ .
Moreover, in actor-critic the expectations in (21) and (22) need to be estimated via Monte Carlo sampling from π θ . In PCL, there is no such condition.
We may also compare PCL to hard-max temporal consistency RL algorithms, such as Q-learning (Watkins, 1989) . Note that these hard-max consistencies only apply on a single step, while the temporal consistencies we consider apply to trajectories of any length. While some have proposed using multi-step backups for hard-max Q-learning (Peng & Williams, 1996; Mnih et al., 2016) , such an approach is not theoretically sound, since the rewards received after a nonoptimal action do not relate to the hard-max Q-values Q • . Therefore, one can interpret the notion of temporal consistency we propose as the proper generalization of the onestep temporal consistency given by hard-max Q-values.
Related Work
There has been a surge of recent interest in using neural networks for both value and policy based reinforcement learning (e.g., Mnih et al. (2013) ; Schulman et al. (2015); Levine et al. (2016) ; Silver et al. (2016)). We highlight several lines of work that are most relevant to this paper.
Recent work has noted some connections between value and policy based RL (Norouzi et al., 2016; O'Donoghue et al., 2017; Nachum et al., 2017) , when an entropy regularized objective is considered. In particular, O'Donoghue et al. (2017) show that one can interpret policy based methods as a form of advantage function learning. They provide an analysis relating the optimal policy to the hard-max Qvalues in the limit of τ = 0, and thus propose to augment the actor-critic objective with offline updates that minimize a set of single-step hard-max Bellman errors. Accordingly, they combine (2) and (3) to propose a method called PGQ (policy gradient + Q-learning). By contrast, we extend the relationship to τ > 0 by exploiting a notion of softmax consistency of Q-values (4). This exact softmax consistency has previously been considered by Ziebart (2010) in the context of continous control. In this work however, we highlight its significance as it gives rise to a notion of multistep path-wise consistency.
The key idea of including a maximum entropy regularizer to encourage exploration is common in RL (Williams & Peng, 1991; Mnih et al., 2016) and inverse RL (Ziebart et al., 2008) . Our proposed discounted entropy penalty generalizes the approach originally proposed in (Williams & Peng, 1991) beyond γ = 1, enabling applicability to infinite horizon problems. Previous work has extensively studied other exploration strategies including predictive error (Stadie et al., 2015) , count based exploration (Bellemare et al., 2016), information theoretic notions of curiosity (Singh et al., 2004; Schmidhuber, 2010) , and underappreciated reward exploration (Nachum et al., 2017) . We note that these methods often modify the reward function of an underlying MDP to include an exploration bonus. This can be easily coupled with our approach here.
Our proposed PCL algorithm bears some similiarity to multi-step Q-learning (Peng & Williams, 1996) , which rather than minimizing one-step hard-max Bellman error, optimizes a Q-value function approximator by unrolling the trajectory for some number of steps before using a hardmax backup. While this method has shown some empirical success (Mnih et al., 2016) , its theoretical justification is lacking, since rewards received after a non-optimal action do not relate to the hard-max Q-values Q • anymore. On the other hand, our algorithm incorporates the log-probabilities of the actions on a multi-step rollout, which is crucial for our softmax consistency.
Some other similar notions of soft temporal consistency have been previously discussed in the RL literature. Littman (1996) and Azar et al. (2012) use a Boltzmann weighted average operator. This operator is used by Azar et al. (2012) to propose an iterative algorithm converging to the optimal maximum reward policy inspired by the work of Kappen (2005) ; Todorov et al. (2016) . While they use the Boltzmann weighted average, they briefly mention that a softmax (log-sum-exp) operator would have similar theoretical properties. More recently Fox et al. (2016) use a log-weighted-average-exp and Asadi & Littman (2016) propose a mellowmax operator, defined as log-averageexp. These log-average-exp operators share a similar nonexpansion property with ours, and their proofs of nonexpansion are very related. Additionally it is possible to show that when restricted to an infinite horizon setting, the fixed point of the mellowmax operator is a constant shift of our Q * . In all of these cases, the proposed training algorithm optimizes a single-step consistency unlike PCL, which optimizes a multi-step consistency. Moreover, these papers do not present a clear relationship between the action values at the fixed point and the entropy regularized expected reward objective, which was the key to our formulation and algorithmic development.
Finally, there has been a considerable amount of work in reinforcement learning using off-policy data to design more sample efficient algorithms. Broadly, these methods can be understood as trading off bias (Sutton et al., 1999; Silver et al., 2014; Lillicrap et al., 2016; Gu et al., 2016) and variance (Precup, 2000; Munos et al., 2016) . Previous work that has considered multi-step off-policy learning has typically used a correction (e.g., via importance-sampling (Precup et al., 2001) or truncated importance sampling with bias correction , or eligibility traces (Precup, 2000) ). By contrast, our method defines an unbiased consistency for an entire trajectory applicable to on and off policy data. That said, an empirical comparison between all of these methods and PCL is an interesting avenue for future work.
Experiments
We evaluated PCL across several different tasks and compared it to an A3C implementation based on Mnih et al. Figure 1 . The results of PCL against the two baselines A3C and DQN. Each plot shows average reward across 5 randomly seeded training runs (10 for Synthetic Tree) after choosing optimal hyperparameters. We also show the single standard deviation error clipped at the min and max. The x-axis is number of training iterations. PCL exhibits comparable performance to A3C in some tasks, but clearly outperforms it on the more challenging tasks. Across all tasks, the performance of DQN is worse than PCL.
replay implementation based on Schaul et al. (2016).
A Synthetic Environment
As an initial testbed, we developed a simple synthetic environment. The environment is defined by a binary decision tree of depth 20. For each training run, the reward on each edge is sampled uniformly from [−1, 1] and subsequently normalized so that the maximal reward trajectory has total reward 20. We trained using a fully-parameterized model: for each node s in the decision tree there are two parameters to determine the logits of π θ (−|s) and one parameter to determine V φ (s). In the Q-learning implementation only two parameters per node s are needed to determine Q φ (s, −).
Algorithmic Tasks
For more complex environments, we evaluated PCL and the two baselines on the algorithmic tasks from the Ope-nAI Gym library (Brockman et al., 2016) . This library provides six tasks, in rough order of difficulty: Copy, Dupli-catedInput, RepeatCopy, Reverse, ReversedAddition, and ReversedAddition3. In each of these tasks, an agent operates on a grid of characters or digits, observing one character or digit at a time. At each time step, the agent may move one step in any direction and optionally write a character or digit to output. A reward is received on each correct emission. The agent's goal for each task is:
• Copy: Copy a 1 × n sequence of characters to output.
• DuplicatedInput: Deduplicate a 1 × n sequence of characters. • RepeatCopy: Copy a 1 × n sequence of characters first in forward order, then reverse, and finally forward again. • Reverse: Copy a 1 × n sequence of characters in reverse order. • ReversedAddition: Observe two ternary numbers in little-endian order via a 2 × n grid and output their sum. • ReversedAddition3: Observe three ternary numbers in little-endian order via a 3 × n grid and output their sum. These environments have an implicit curriculum associated with them. To observe the performance of our algorithm without curriculum, we also include a task "Hard Re-versedAddition" which has the same goal as ReversedAddition but does not utilize curriculum.
For these environments, we parameterized the agent by a recurrent neural network with LSTM (Hochreiter & Schmidhuber, 1997) 
cells of hidden dimension 128.
Our algorithm is easily amenable to the incorporation of expert trajectories. Thus, for the algorithmic tasks we also experimented with seeding the replay buffer with 10 randomly sampled expert trajectories. During training we ensured that these trajectories are not be removed from the replay buffer and always have maximal priority.
Results
We present the results of each of the three variants (PCL, A3C, DQN) in Figure 1 . After finding the best hyper- Figure 2 . The results of PCL and PCL augmented with a small number of expert trajectories on the four hardest algorithmic tasks. We see that incorporating expert trajectories greatly improves performance.
parameters (see Section 5.4), we plot the average reward over training iterations for five randomly seeded runs. For the Synthetic Tree environment, the same protocol is performed but with ten seeds shared across variants.
The gap between PCL and A3C is hard to discern in some of the more simple tasks such as Copy, Reverse, and Re-peatCopy. However, a noticeable gap exists in the Synthetic Tree and DuplicatedInput results and more significant gaps are clear in the harder tasks: ReversedAddition, ReversedAddition3, and Hard ReversedAddition. Across all the experiments, it is clear that the prioritized DQN performs worse than PCL. These results show the viability of PCL as an RL algorithm that can be competitive and in some cases significantly improve upon strong baselines.
We present the results of PCL along with PCL augmented with expert trajectories in Figure 2 . We observe that the incorporation of expert trajectories helps a considerable amount. Despite the number of expert trajectories we provide being small (10) compared to the batch size (400), their inclusion in the training process significantly improves the agent's performance. Incorporating expert trajectories in PCL is relatively trivial compared to the specialized methods developed for other policy based algorithms. While we did not compare to other algorithms that take advantage of expert trajectories, this success shows the promise of using path-wise consistencies. The ability of PCL to easily incorporate expert trajectories is a very desirable property in real-world applications such as robotics.
Implementation Details
For our hyperparameter search, we found it simple to parameterize the critic learning rate in terms of the actor learning rate as η φ = Cη π , where C is the critic weight.
For the Synthetic Tree environment we used a batch size of 10, rollout of d = 3, discount of γ = 1.0, and a replay buffer capacity of 10,000. We fixed the α parameter for PCL's replay buffer to 1 and used = 0.05 for DQN. To find the optimal hyperparameters, we performed an extensive grid search over actor learning rate η π ∈ {0.01, 0.05, 0.1}; critic weight C ∈ {0.1, 0.5, 1}; entropy regularizer τ ∈ {0.005, 0.01, 0.025, 0.05, 0.1, 0.25, 0.5, 1.0} for A3C, PCL; and α ∈ {0.1, 0.3, 0.5, 0.7, 0.9}, β ∈ {0.2, 0.4, 0.6, 0.8, 1.0} for DQN replay buffer parameters. We used standard gradient descent for optimization.
For the algorithmic tasks we used a batch size of 400, rollout of d = 10, a replay buffer of capacity 100,000, ran using distributed training with 4 workers, and fixed the actor learning rate η π to 0.005, which we found to work well across all variants. To find the optimal hyperparameters, we performed an extensive grid search over discount γ ∈ {0.9, 1.0}, α ∈ {0.1, 0.5} for PCL's replay buffer; critic weight C ∈ {0.1, 1}; entropy regularizer τ ∈ {0.005, 0.01, 0.025, 0.05, 0.1, 0.15}; α ∈ {0.2, 0.4, 0.6, 0.8}, β ∈ {0.06, 0.2, 0.4, 0.5, 0.8} for the prioritized DQN replay buffer; and also experimented with exploration rates ∈ {0.05, 0.1} and copy frequencies for the target DQN, {100, 200, 400, 600}. In these experiments, we used the Adam optimizer (Kingma & Ba, 2015) .
All experiments were implemented using Tensorflow (Abadi et al., 2016) .
Conclusion
We study the characteristics of the optimal policy and state values for a maximum reward objective in the presence of discounted entropy regularization. We prove interesting softmax consistency relations between the optimal policy and optimal state values, which generalize hard-max Bellman consistency in the absence of entropy. The softmax consistency leads us to develop Path Consistency Learning (PCL), an RL algorithm that has a flavor similar to both actor-critic in that it maintains and jointly learns a model of the state values and a model of the policy, and Q-learning in that it minimizes a measure of temporal inconsistency. Unlike standard RL algorithms, PCL applies to both onpolicy and off-policy trajectory samples. Further, one-step softmax consistency naturally generalizes to a multi-step path-wise consistency, which is employed by PCL. Empirically, PCL exhibits a significant improvement over baseline methods across several algorithmic benchmarks.
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A. Proofs
Here, we provide a proof of the main path consistency theorems. We first establish the basic results for a simple one-shot decision making setting. These initial results will be useful in the proof of the general infinite horizon setting.
For the more general infinite horizon setting, we introduce and discuss the entropy regularized expected return O EN T and define a "softmax" operator B * (analogous to the Bellman operator for hard-max Q-values). We then show the existence of a unique fixed point V * of B * , by establishing that the softmax Bellman operator (B * ) is a contraction under the infinity norm. We then aim to relate V * to the optimal value of the entropy regularized expected reward objective O ENT which we term V † . We are able to show that V * = V † , as expected. Subsequently, we present a policy determined by V * which satisfies V * (s) = O ENT (s, π * ). Then given the characterization of π * in terms of V * , we establish the consistency property stated in Theorem 1 of the main text. Finally, we show that a consistent solution is optimal by satisfying the KKT conditions of the constrained optimization problem (establishing Theorem 4 of the main text).
A.1. Basic results for one-shot entropy regularized optimization
For τ > 0 and any vector q ∈ R n , n < ∞, define the scalar valued function F τ (the "softmax") by
and define the vector valued function f τ (the "soft indmax") by
where the exponentiation is component-wise. It is easy to verify that f τ = ∇F τ . Note that f τ maps any real valued vector to a probability vector. We denote the probability simplex by ∆ = {π : π ≥ 0, 1 · π = 1}, and denote the entropy function by H(π) = −π · log π.
Lemma 5.
Proof. First consider the constrained optimization problem on the right hand side of (25). The Lagrangian is given by L = π · (q − τ log π) + λ(1 − 1 · π), hence ∇L = q − τ log π − τ − λ. The KKT conditions for this optimization problems are the following system of n + 1 equations
for the n + 1 unknowns, π and v, where v = λ + τ . Note that for any v, satisfying (28) requires the unique assignment π = exp((q − v)/τ ), which also ensures π > 0. To subsequently satisfy (27), the equation 1 = a exp((q a − v)/τ ) = e −v/τ a exp(q a /τ ) must be solved for v; since the right hand side is strictly decreasing in v, the solution is also unique and in this case given by v = F τ (q). Therefore π = f τ (q) and v = F τ (q) provide the unique solution to the KKT conditions (27)-(28). Since the objective is strictly concave, π must be the unique global maximizer, establishing (26). It is then easy to show F τ (q) = f τ (q) · q + τ H(f τ (q)) by algebraic manipulation, which establishes (25).
Corollary 6 (Optimality Implies Consistency). If v * = max π∈∆ π · q + τ H(π) then v * = q a − τ log π * a for all a,
where π * = f τ (q).
Proof. From Lemma 5 we know v * = F τ (q) = π * · (q − τ log π * ) where π * = f τ (q). From the definition of f τ it also follows that log π * a = (q a − F τ (q))/τ for all a, hence v * = F τ (q) = q a − τ log π * a for all a.
Corollary 7 (Consistency Implies Optimality). If v ∈ R and π ∈ ∆ jointly satisfy v = q a − τ log π a for all a,
then v = F τ (q) and π = f τ (q); that is, π must be an optimizer for (25) and v is its corresponding optimal value.
Proof. Any v and π ∈ ∆ that jointly satisfy (30) must also satisfy the KKT conditions (27)-(28); hence π must be the unique maximizer for (25) and v its corresponding objective value.
Although these results are elementary, they reveal a strong connection between optimal state values (v), optimal action values (q) and optimal policies (π) under the softmax operators. In particular, Lemma 5 states that, if q is an optimal action value at some current state, the optimal state value must be v = F τ (q), which is simply the entropy regularized value of the optimal policy, π = f τ (q), at the current state.
Corollaries 6 and 7 then make the stronger observation that this mutual consistency between the optimal state value, optimal action values and optimal policy probabilities must hold for every action, not just in expectation over actions sampled from π; and furthermore that achieving mutual consistency in this form is equivalent to achieving optimality.
Below we will also need to make use of the following properties of F τ . Lemma 8. For any vector q,
Proof. Let F * τ denote the conjugate of F τ , which is given by
for p ∈ dom(F * τ ) = ∆. Since F τ is closed and convex, we also have that F τ = F * * τ (Borwein & Lewis, 2000, Section 4 .2); hence
Lemma 9. For any two vectors q (1) and q (2) ,
Proof. Observe that by Lemma 8
Corollary 10. F τ is an ∞-norm contraction; that is, for any two vectors q (1) and q (2) ,
Proof. Immediate from Lemma 9.
A.2. Preliminaries
Although some of the results in the main body of the paper are expressed in terms of finite horizon problems, we will prove that all the desired properties hold for the more general infinite horizon case; the application to the finite horizon case is then immediate. We continue to assume deterministic dynamics, that the action space is finite, and that the state space is discrete.
To make the proofs clearer, we introduce some additional definitions and slightly alter the notation. Since the state s reached after taking action a in state s is uniquely specified in a deterministic environment, we will denote it by s = [s, a].
For any policy π, define the entropy regularized expected return bỹ
We will find it convenient to also work with the on-policy Bellman operator defined by
for each state s and action a, where q s denotes a vector values over choices of a for a given s, and π(−, s) denotes the vector of conditional action probabilities specified by π at state s.
Lemma 11. For any policy π and state s k ,Ṽ π (s k ) satisfies the recurrencẽ
Moreover, B π is a contraction mapping.
Proof. By the definition ofṼ π (s k ) in (40) we havẽ V π (s k ) = E π(a k s k+1:∞ ) r(s k , a k ) − τ log π(a k |s k ) + γ ∞ j=0 γ j r(s k+1+j , a k+1+j ) − τ log π(a k+1+j |s k+1+j )
= E π(a k |s k ) r(s k , a k ) − τ log π(a k |s k )
= E π(a k |s k ) r(s k , a k ) − τ log π(a k |s k ) + γṼ π ([s k , a k ])
= π(−|s k ) · q π s k − τ log π(−|s k )
= (B πṼ π )(s k ).
The fact that B π is a contraction mapping follows directly from standard arguments about the on-policy Bellman operator (Tsitsiklis & Van Roy, 1997) .
Note that this lemma showsṼ π is a fixed point of the corresponding on-policy Bellman operator B π .
Lemma 12. For any π, the on-policy Bellman operator is monotonic:
Proof. Assume V (1) ≥ V (2) and note that for any state s
≤ 0 since it was assumed that V (2) ≤ V (1) . 
Lemma 13. For γ < 1, the fixed point of the softmax Bellman operator, V * = B * V * , exists and is unique.
Proof. First observe that the softmax Bellman operator is a contraction in the infinity norm. That is, consider two value functions, V (1) and V (2) , and define V ∞ = max s∈S |V (s)|. We then have 
The existence and uniqueness of V * then follows from the contraction map fixed-point theorem (Bertsekas, 1995) .
Lemma 14. For any π, if V ≥ B * V then V ≥ (B π ) k V for all k.
Proof. Observe for any s that the assumption implies 
= (B π V )(s).
The result then follows by the monotonicity of B π (Lemma 12).
Corollary 15. For any π, if V ≥ B * V then V ≥Ṽ π .
Proof. Consider an arbitrary state s. From Lemma 11 we know thatṼ π is a fixed point of B π . Since B π is a contraction map, we must have lim sup k→∞ (B π ) k V (s) =Ṽ π (s). But from the assumption on V , we also have V (s) ≥ (B π ) k V (s) for all k, by Lemma 14; hence V (s) ≥Ṽ π (s).
Next, given the existence of V * , we define a specific policy π * as follows π * (−|s) = f τ (q * s ), where (65) q * s,a = r(s, a) + γV * ([s, a]).
Note that we are simply defining π * at this stage and have not as yet proved it has any particular properties; but we will see shortly that it is, in fact, an optimal policy. Lemma 16. V * =Ṽ π * ; that is, for π * defined in (65), V * gives its entropy regularized expected return from any state.
Proof. We establish the claim by showing B * Ṽ π * =Ṽ π * . In particular, for an arbitrary state s consider (B * Ṽ π * )(s) = F τ (q π * s ) by (55)
= π * (−|s) · (q π * s − τ log π * (−|s)) by Lemma 5 (68) =Ṽ π * (s) by Lemma 11.
Theorem 17. The fixed point of the softmax Bellman operator is the optimal value function: V * = V † .
Proof. Since V * ≥ B * V * (in fact, V * = B * V * ) we have V * ≥Ṽ π for all π by Corollary 15, hence V * ≥ V † . Next observe that by Lemma 16 we have V † ≥Ṽ π * = V * . Finally, by Lemma 13, we know that the fixed point V * = B * V * is unique, hence V † = V * .
Corollary 18 (Optimality Implies Consistency). The optimal state value function V * and optimal policy π * satisfy V * (s) = r(s, a) + γV * ([s, a]) − τ log π * (a|s) for every state s and action a.
Proof. First note that 
Then observe that for any state s, V * (s) = F τ (q * s ) by (55)
= F τ (q π * s ) from above (74) = π * (−|s) · (q π * s − τ log π * (−|s)) by Lemma 5 (75) = q π * s,a − τ log π * (a|s) for all a by Corollary 6 (76) = q * s,a − τ log π * (a|s) from above.
Corollary 19 (Consistency Implies Optimality). If V and π satisfy V (s) = r(s, a) + γV ([s, a]) − τ log π(a|s) for all s and a, then V = V * and π = π * .
Proof. We will show that satisfying the constraint for every s and a implies B * V = V ; it will then immediately follow that V = V * and π = π * by Lemma 13. Let q s,a = r(s, a) + γV ([s, a]). Consider an arbitrary state s, and observe that (B * V )(s) = F τ (q s ) by (55)
= max q∈∆ π · (q s − τ log π) by Lemma 5
= q s,a − τ log π(a|s) for all a by Corollary 7, since V and π are consistent (80) = V (s) by Corollary 7.
