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ABSTRACT
In medical imaging, a general problem is that it is costly
and time consuming to collect high quality data from healthy
and diseased subjects. Generative adversarial networks
(GANs) is a deep learning method that has been developed
for synthesizing data. GANs can thereby be used to generate
more realistic training data, to improve classification perfor-
mance of machine learning algorithms. Another application
of GANs is image-to-image translations, e.g. generating
magnetic resonance (MR) images from computed tomogra-
phy (CT) images, which can be used to obtain multimodal
datasets from a single modality. Here, we evaluate two un-
supervised GAN models (CycleGAN and UNIT) for image-
to-image translation of T1- and T2-weighted MR images, by
comparing generated synthetic MR images to ground truth
images. We also evaluate two supervised models; a modifi-
cation of CycleGAN and a pure generator model. A small
perceptual study was also performed to evaluate how visu-
ally realistic the synthesized images are. It is shown that the
implemented GAN models can synthesize visually realistic
MR images (incorrectly labeled as real by a human). It is also
shown that models producing more visually realistic synthetic
images not necessarily have better quantitative error measure-
ments, when compared to ground truth data. Code is available
at https://github.com/simontomaskarlsson/GAN-MRI.
1. INTRODUCTION
Deep learning has been applied in many different research
fields to solve complicated problems [1], made possible
through parallel computing and big datasets. Acquiring
a large annotated medical imaging dataset can be rather
challenging for classification problems (e.g. discriminating
healthy and diseased subjects), as one training example then
corresponds to one subject [2]. Data augmentation, e.g. ro-
tation, cropping and scaling, is normally used to increase the
amount of training data, but can only provide limited alter-
native data. A more advanced data augmentation technique,
generative adversarial networks (GANs) [3], uses two com-
peting convolutional neural networks (CNNs); one that gen-
erates new samples from noise and one that that discriminates
samples as real or synthetic. The most obvious application of
a GAN in medical imaging is to generate additional realistic
training data, to improve classification performance (see e.g.
[4] and [5]). Another application is to use GANs for image-
to-image translation, e.g. to generate computed tomography
(CT) data from magnetic resonance (MR) images or vice
versa. This can for example be very useful for multimodal
classification of healthy and diseased subjects, where several
types of medical images (e.g. CT and MRI) are combined to
improve sensitivity (see e.g. [6] and [7]).
To use GANs for image-to-image translation in medical
imaging is not a new idea. Nie et al. [8] used a GAN to gen-
erate CT data from MRI. Yang et al. [9] recently used GANs
to improve registration and segmentation of MR images,
by generating new data and using multimodal algorithms.
Similarly, Dar et al. [10] demonstrate how GANs can be
used for generation of a T2-weighted MR image from a T1-
weighted image. However, since GANs have only recently
been proposed for image-to-image translation, and new GAN
models are still being developed, it is not clear what the
best GAN model is and how GANs should be evaluated
and compared. We therefore present a small comparison
for image-to-image translation of T1- and T2-weighted MR
images. Compared to previous work [9, 10] which used con-
ditional GANs (cGAN) [11], we show results for our own
Keras implementations of CycleGAN [12] and UNIT [13],
see https://github.com/simontomaskarlsson/GAN-MRI for
code.
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2. METHOD
2.1. GAN model selection and implementation
Several different GAN models were investigated in a litera-
ture study [12, 13, 14, 15, 16]. Two models stood out among
the others in synthesizing realistic images in high resolution;
CycleGAN [12] and UNIT [13]. Training of neural networks
is commonly supervised, i.e. the training requires correspond-
ing ground truth to each input sample. In image-to-image
translation this means that paired images from both source
and target domain are needed. To alleviate this constraint,
CycleGAN and UNIT can work with unpaired training data.
Two different variants of the CycleGAN model were im-
plemented, CycleGAN s and CycleGAN. Including the ground
truth image in the training should intuitively generate better
results, since the model then has more information about how
the generated image should appear. To investigate this, Cy-
cleGAN s was implemented and trained supervised, i.e. by
adding the mean absolute error (MAE) between output and
ground truth data. To investigate how the adversarial and
cyclic loss contribute to the model, Generators s was also im-
plemented. It consists of the generators in CycleGAN and is
only trained in a supervised manner with a MAE loss using
the ground truth images, it does not include the adversarial
or the cyclic loss. A Simple baseline model was also imple-
mented for comparison, it consists of only two convolutional
layers.
2.2. Evaluation
The dataset used in the evaluation is provided by the Human
Connectome project [17, 18] (https://ida.loni.usc.edu/login.jsp)1.
We used (paired) T1- and T2-weighted images from 1113
subjects (but note that CycleGAN and UNIT can be trained
using unpaired data). All the images have been registered
to a common template brain, such that they are in the same
position and of the same size. We used axial images (only
slice 120) from the segmented brains. The data were split into
a training set of 900 images in each domain. The remaining
213 images, in each domain, were used for testing. Using an
Nvidia 12 GB Titan X GPU, training times for CycleGAN
and UNIT were 419 and 877 seconds/epoch, respectively.
The models were on average trained using 180 epochs. The
generation of synthetic images took 0.0176 and 0.0478 ms
per image for CycleGAN and UNIT, respectively.
The two GAN models were compared using quantitative
and qualitative methods. All quantitative results; MAE, mu-
1Data collection and sharing for this project was provided by the Human
Connectome Project (U01-MH93765) (HCP; Principal Investigators: Bruce
Rosen, M.D., Ph.D., Arthur W. Toga, Ph.D., Van J.Weeden, MD). HCP fund-
ing was provided by the National Institute of Dental and Craniofacial Re-
search (NIDCR), the National Institute of Mental Health (NIMH), and the
National Institute of Neurological Disorders and Stroke (NINDS). HCP data
are disseminated by the Laboratory of Neuro Imaging at the University of
Southern California.
tual information (MI), and peak signal to noise ratio (PSNR),
are based on the test dataset. Since the MR images can nat-
urally differ in intensity, each image is normalized before the
calculations by division of the standard deviation and subtrac-
tion of the mean value.
To visually evaluate a synthetic image compared to a real
image can be difficult if the differences are small. A solution
to the visual inspection is to instead visualize a relative er-
ror between the real image and the synthetic image. This is
done by calculating the absolute difference between the im-
ages, and dividing it by the real image. These calculations
are done on images normalized in the same manner as for the
quantitative evaluation, and the error is the relative absolute
difference.
Determining if the synthetic MR images are visually re-
alistic or not was done via a perceptual study by one of the
authors (Anders Eklund). The evaluator received T1- and T2-
weighted images where 96 of them were real and 72 were syn-
thetic, the evaluator then had to determine if each image was
real or synthetic. The real and synthetic images were equally
divided between the two domains. Images from Generators s
and Simple were not evaluated since it is obvious that the im-
ages are synthetic, due to the high smoothness. Evaluating
anatomical images is a complicated task best performed by a
radiologist. The results presented in this paper should there-
fore only be seen as an indicator of the visual quality.
3. RESULTS
Quantitative results and results from the perceptual study are
shown in Figure 1. The Generators s model outperforms the
other models in all quantitative measurements. The worst per-
forming model on all quantitative measurements, besides MI
on T2 images, is the Simple model (despite its supervised na-
ture equivalent to Generators s). The performance of Cycle-
GAN, CycleGAN s and UNIT is similar. With just a few ex-
ceptions, the quantitative performance is better for T1 images.
The opposite is however shown in the perceptual study where
more synthetic T1 images are labeled as synthetic compared
to T2. Opposite results are in the perceptual study attained
for CycleGAN and UNIT, where UNIT shows the best perfor-
mance for T1 images and CycleGAN shows the best perfor-
mance for T2 images.
The quantitative superiority of Generators s does not cor-
respond to the visual realness shown in Figure 2. The su-
pervised training results in an unrealistic, smooth appearance
seen in the MR images from Generators s and the Simple
model, where the Simple model also fails in the color map-
ping of the cerebrospinal fluid. The GAN models trained us-
ing an adversarial loss generate more realistic synthetic MR
images.
The relative absolute error images in Figure 2 show a
greater error for the synthetic T2 images compared to the syn-
thetic T1 images. Synthetic T1 images especially have prob-
lems at the edges, whereas errors in the T2 images appear all
over the brain.
4. DISCUSSION
4.1. Quantitative comparison
During training the Generators s model uses MAE as its only
loss function, which creates a model where the goal is to min-
imize the MAE. The model does this well compared to other
models, as shown in Figure 1. The Simple model, which sim-
ilarly to Generators s is only trained using the MAE loss, has
the highest error among the models. The Simple model only
has two convolutional layers and Generators s has, similar
to the CycleGAN generators, 24 convolutional layers. This
indicates that the architecture in the Simple model is not suf-
ficiently complex for the translation.
As expected, the CycleGAN s model shows a slight im-
provement in MAE for T2 images compared to CycleGAN.
However, the results are not significantly better than Cycle-
GAN and the MAE on T1 images is in fact better for Cycle-
GAN. The CycleGAN and UNIT show similar results and it is
difficult to argue why one or the other performs slightly better
than the other one.
Figure 1c shows that T1 images have a higher MI value
than T2 images. This can be correlated to the results from
MAE where a larger error was generated from the T2 im-
ages. An explanation to why the Simple model has a higher
MI score than the majority of models for T2 images, is that
T1 and T2 images from the same subject contain very similar
information. Since the Simple model only changes the pixel
intensity, the main information is preserved.
4.2. Qualitative comparison
From the perceptual study it was shown that the synthetic im-
ages have a visually realistic appearance, since synthetic im-
ages were classified as real. T2 images were more difficult
to classify than T1 images and the reason for the difference
can be that the synthetic T2 images had a more realistic ap-
pearance, but also the darker nature of T2 images (which for
example makes it more difficult to determine if the noise is
realistic or not).
The large error on the edges of the synthetic brain images
in Figure 2 can be explained by the fact that each brain has
a unique shape, and that T2 images are bright for CSF. Areas
where there is an intensity change, e.g. CSF and white matter,
seem to be more difficult for the models to learn, this might
also be due to differences between subjects.
The CycleGAN s penalizes appearance different from the
ground truth, since it uses the MAE loss during training,
which forces it to another direction, closer to the smooth
appearance of the images from the Generators s model. If
the aim of the test would instead be to evaluate how similar
the synthetic images are to the ground truth, the translated
images from CycleGAN s may give better results.
From the results in Figure 2 it is obvious that the super-
vised training, using MAE, pushes the generators into pro-
ducing smooth synthetic brain images. Another loss function
would probably alter the results, but since it is difficult to cre-
ate mathematical expressions for assessing how realistic an
image is, obtaining visually realistic results using supervised
methods is a problematic task. The adversarial loss created
by the GAN framework allows the discriminator to act as the
complex expression, which results in visually realistic images
created from the GAN models.
If the aim was to create images that are as similar to
ground truth images as possible, the quantitative measure-
ments would be more applicable. It is clear that even if
a model such as Simple has a relatively good score in the
quantitative measurements, it does not necessarily generate
visually realistic images. This indicates that solely determin-
ing if an image is visually realistic can not be done with the
used metrics.
4.3. Future work
It has been shown, via a perceptual study, that CycleGAN
and UNIT can be used to generate visually realistic MR im-
ages. The models performed differently in generating images
in the different domains, and training CycleGAN in an unsu-
pervised manner is a better alternative if the aim is to generate
as visually realistic images as possible.
A suggestion for future work is to investigate if GANs can
be used for data augmentation (e.g. for discriminating healthy
and diseased subjects). This would also provide information
regarding if the model which creates the most visually real-
istic images, or the model which performs best in the quanti-
tative evaluations, is the most suitable to use. Here we have
only used 2D GANs, but 3D GANs [8, 19] can potentially
yield even better results, at the cost of a longer processing
time and an increased memory usage.
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Fig. 1: Quantitative error measurements: (a) - MAE, (b) - PSNR and (c) - MI, for the compared GAN models. The results in
(d) are the total scores of all GAN models in the perceptual study, and the results in (e) are for each specific model. Labeling
T2-weighted images as real or synthetic is harder due to the fact that T2 images are darker by nature.
Fig. 2: Synthetic images from the evaluated GAN models. The real images shown at the top are inputs that the synthetic images
are based on, this is clarified by the white arrows. The real T2 image is the input that generated the synthetic T1 images and
vice versa. The images are the same slice from a single subject. This means that the top images are ground truth for the images
below them. The colorbar belongs to the images in the left and right columns, which are calculated as the relative absolute
difference between the synthetic and the ground truth image. T1 results are shown in the far left column, and T2 results in the
far right column.
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