Consider F a non-empty set of subsets of N. An operator T on X satisfies property P F if for any U non-empty open set in X, there exists x ∈ X such that {n ∈ N : T n x ∈ U } ∈ F . Let BD the collection of sets in N with positive upper Banach density. Our main result is a characterization of sequence of operators satisfying property P BD , for which we have used a strong result of Bergelson and Mccutcheon in the vein of Szemerédi's theorem. It turns out that operators having property P BD satisfy a kind of recurrence described in terms of essential idempotents of βN. We will also discuss the case of weighted backward shifts. Finally, we obtain a characterization of reiteratively hypercyclic operators.
Introduction
Let X be a separable Banach space, T a continuous and linear operator on X, denoted T ∈ L(X). Consider F a non-empty set of subsets of N. Definition 1. We say that the sequence of operators (T n ) n satisfies property P F if for any U non-empty open set in X (opene set, for short) there exists x ∈ X such that the return time set N(x, U) = {n ∈ N : T n x ∈ U} ∈ F .
An operator T satisfies property P F if the sequence (T n ) n satisfies property P F as well.
The aim of this work is to generalize the main result of [10] using a strong result of Bergelson and Mccutcheon [6] in the vein of Szemerédi's theorem, leading us to a characterization of those operators satisfying property P BD .
The dual collection F * of F is defined as
An operator T is said to be F -operator if the set N T (U, V ) = {n ∈ N : T n (U) ∩ V = ∅} ∈ F for every opene sets U, V in X. In [7] can be found an analysis of the hierarchy established between F -operators, whenever F covers those families mostly studied in Ramsey theory.
Let us recall the notions of asymptotic and Banach density on N. Let A ⊆ N, denote by |A| the cardinality of A.
The asymptotic density: the upper and lower asymptotic density are defined respectively by Each one divided by s, tends to a limit, when s tends to infinity. Now, the upper and lower Banach density are defined respectively by In Linear dynamics recurrence properties have been frequently studied first in the context of weighted shifts.
Each bilateral bounded weight w = (w k ) k∈Z , induces a bilateral weighted backward shift B w on X = c 0 (Z) or l p (Z)(1 ≤ p < ∞), given by B w e k := w k e k−1 , where (e k ) k∈Z denotes the canonical basis of X and (e * k ) k∈Z the associated sequence of coordinate functionals.
Similarly, each unilateral bounded weight w = (w n ) n∈Z + induces a unilateral weighted backward shift
given by B w e n := w n e n−1 , n ≥ 1 with B w e 0 := 0, where (e n ) n∈Z + denotes the canonical basis of X and (e * n ) n∈Z + the associated sequence of coordinate functionals.
In terms of recurrence, in [10] Costakis and Parissis are mainly concerned with topologically multiply recurrence. An operator T ∈ L(X) is topologically multiply recurrent if for every opene set U in X and every r ∈ N, there is some k ∈ N such that
Now, the main result of Costakis and Parissis [10] :
Let (λ n ) n∈N be a sequence of non-zero complex numbers which satisfies
for some positive integer τ . Let T ∈ L(X) such that the family (λ n T n ) n satisfies property P D , then T is topologically multiply recurrent.
We would like to generalize the result of Costakis and Parissis by showing a stronger kind of recurrence. In (1.2) we will be asking that the intersection is not only non-empty but satisfies some condition involving Banach density. On the other hand, the mere existence of some k ∈ N will not be enough for us, instead we want that the set of such k be infinite and with very specific algebraic properties. In what follows we will need some algebraic definitions.
Let F be a set of subsets of N, we say that F is a family provided (I.) |A| = ∞ for any A ∈ F and (II.) A ⊂ B implies B ∈ F , for any A ∈ F . A family F is a filter if it is invariant by finite intersections, i.e. F is a family such that for any A ∈ F , B ∈ F implies A ∩ B ∈ F .
An ultrafilter on N is a maximal filter, i.e. it is not properly contained in any other filter. Let βN be the Stone-Čech Compactification of N, it is a compact right topological semigroup (βN, +). The points of βN are the ultrafilters on N, where each point of N is identified with a principal ultrafilter in order to obtain an embedding of N into βN. For any A ⊆ N and p ∈ βN, the closure of A (clA) in βN is defined as, p ∈ clA if and only if A ∈ p. Given p, q ∈ βN and A ⊆ N, the operation (N, +) can be extended to βN by defining: A ∈ p + q if and only if {n ∈ N : −n + A ∈ q} ∈ p. Denote E(N) = {p ∈ βN : p = p + p} the collection of idempotents in βN. For details see [13] .
We will be mainly concerned with the so-called essential idempotents on βN, defined as
we will introduce what we call E-recurrence for a linear operator. Let m ∈ N.
Definition 3. T ∈ L(X) is topologically (E, m)-recurrent with respect to λ = (λ n ) n if there exists some p ∈ E such that for any U 1 , . . . , U m opene sets in X, there exists x 1 , . . . , x m ∈ X, such that for any (r 1 , . . . , r m ) ∈ N m , we have
Let us say T is topologically E-recurrent with respect to (λ n ) n when T is topologically (E, 1)-recurrent with respect to (λ n ) n . In the case, (λ n ) n = 1, we simply say T topologically E-recurrent.
In order to state our main result, we need the notion of limit along a collection of sets. 
We state our main result:
Theorem 5. Let (λ n ) n a sequence of non-zero complex numbers and some p ∈ E such that there exists A ∈ p for which
then the family (λ n T n ) n acting on X satisfies the property P BD if and only if T is topologically (E, m)-recurrent with respect to (λ n ) n , for any m ∈ N.
Note that in particular, topologically E-recurrence implies topologically multiply recurrence, however the converse is not true.
there exists a weighted backward shift on X, which is topologically multiply recurrent but not topologically E-recurrent.
Then, we have the following diagram, where dashed arrow fails to hold.
T has P D
T multiply recurrent
th. 5
First, observe in the last picture that the converse of the main result of Costakis and Parissis can not be obtained, i.e. there exists a multiple recurrent operator which does not have P D . On the other hand, theorem 5 is in fact a generalization, as can be deduced from the diagram.
In general, an operator satisfying property P BD is not necessarily hypercyclic, consider for example the identity operator. But in the context of weighted backward shifts on X = l p or c 0 , operators satisfying property P BD are necessarily hypercyclic, even more, we show that they satisfy a stronger condition, i.e.
Proposition 7. Let w = (w k ) k∈Z be a bounded weight sequence and B w a bilateral weighted backward shift on
Notice that E * is a filter, since it can be written as an intersection of ultrafilters, indeed E * = ∩ p∈E p . A sequence of operators (T n ) n is reiteratively hypercyclic if there exists some x ∈ X such that for any opene set U in X, it holds Bd(N(x, U)) > 0.
An operator T is reiteratively hypercyclic if the sequence (T n ) n is reiteratively hypercyclic as well and the vector x is called reiteratively hypercyclic vector. These operators were introduced by Peris [16] . For recent results on reiteratively hypercyclic operators, see [8] .
We obtain the following characterization of reiteratively hypercyclic operators, which gives us more information about the behavior of the return time sets .
Theorem 8. An operator T ∈ L(X) is reiteratively hypercyclic if and only if there exists some x ∈ X such that for any opene set U in X and any r ∈ N, it holds
Finally, we point out another consequences of theorem 5 and some questions.
Operators satisfying property P BD
First, let us remark an easy observation.
for every U, V opene sets in X. In particular, any reiteratively hypercyclic operator is syndetic, since the family of syndetic sets is shift invariant.
On the other hand, it is a well known fact that
and identity (2.1) holds. Hence, we conclude by proposition 1.1 [15] .
Proof of theorem 5
Proof. (⇐) Evident, even is not needed the condition on λ = (λ n ) n . (⇒) Let (λ n ) n a sequence of non-zero complex numbers as in the statement of the theorem, then the family (λ n T n ) n has the property P BD if and only if (|λ n |T n ) n has the property P BD , and the proof follows the same lines as lemma 3.7 [10] , replacing Bd instead of d. So, we may assume that (λ n ) n is a sequence of positive numbers such that for some p ∈ E and some A ∈ p, it is satisfied lim n λ n /λ n+k = 1 for every k ∈ A.
Firstly, let us prove the case m = 1. So, let U opene set in X and r ∈ N, then there exists y ∈ U and a positive number ǫ such that B(y, ǫ) ⊆ U. Hence by the property P BD of the family (λ n T n ) n , there exists x ∈ X such that F = {n ∈ N : λ n T n x ∈ B(y, ǫ/2)} has positive upper Banach density. Consider the family of polynomials
..g r ∈ G a the group of admissible generalized polynomials, see page 10 [6] for the definition. Now by theorem 1.25 [6] we have that
Hence, W ∈ q, ∀q ∈ E. On the other hand, recall that (1.3) holds for some p ∈ E and some A ∈ p, hence,
As in the proof of theorem 3.8 [10] , we agree the following notation
for every a ∈ M k,r and j = 1 . . . r. Let M > 0 such that u j ≤ M for any j = 1 . . . r.
On the other hand,
Hence,
for every j = 1 . . . r, because by hypothesis k ∈ W ∩ A implies
and this in turn implies
for any j = 1 . . . r. We will prove this last implication later. The family BD * is a filter. In fact, it can be written as intersection of ultrafilters, i.e.
obviously follows from the fact that F is also a filter. Conversely, let A ∈ F * and suppose A / ∈ F , then A c ∈ F by theorem 3.6 [13] , hence A ∩ A c = ∅ which is a contradiction. Second, obviously
Conversely, Let A ∈ BD, then by lemma 2.3 [14] there exists p ∈ D such that A ∈ p, then BD = p∈D p and consequently BD * = p∈D p * .
Hence by (2.5), we have that
Now, Bd(M k,r ) > 0 by (2.2). Hence by lemma 2.3 [14] there exists
By (2.6) and (2.7) it results A k,r := I k ∩ M k,r ∈ p. Hence,
and
Hence by (2.4) and (2.9) we obtain
for every a ∈ A k,r . Now, by (2.3) and (2.8) we have,
and T is topologically (E, 1)-recurrent with respect to λ = (λ n ) n . To finish, with the case m = 1, it remains to prove BD * − lim n λn λ n+k = 1 implies
By hypothesis, n ∈ N : λ n+(t−1)k /λ n+tk ∈ V t ∈ BD * , for t = 1 . . . j. Hence because BD * is a filter, we have
Consequently, n ∈ N : λ n /λ n+jk ∈ V ∈ BD * . Finally due to the arbitrariness of V , we conclude
for every V open neighbourhood of 1 and any j = 1 . . . r. Let us finish the proof considering the case m > 1.
a finite collection of opene sets in X. For each U i we proceed as in the case m = 1, then there exists x i ∈ X such that for any r i ∈ N we have W i ∈ E * by (2.2). On the other hand, E * is a filter, hence
and we can conclude T is topologically (E, m)-recurrent with respect to (λ n ) n , for any m ∈ N.
In the sequel we will need to deal with several notions extensively used in Linear dynamics:
• T is hypercyclic if there exists x ∈ X such that (T n x) n∈N is dense in X
• T is frequently hypercyclic operator if
• T is chaotic operator if it is hypercyclic with a dense set of periodic points. A point x ∈ X is periodic if there exists n ∈ N such that
More on these objects can be found in [11] , [2] , [18] .
Adjoint of multiplication operators
An easy application of theorem 5 can be seen in the frame of adjoint of multiplication operators (see [11] , [2] ) for an introduction.
Fix an opene connected set Ω ⊂ C n , n ∈ N, and H a Hilbert space of holomorphic functions such that H = {0} and for every z ∈ Ω, the point evaluation functionals f → f (z), f ∈ H, are bounded.
Recall that every complex valued function φ : Ω → C such that the pointwise product φf ∈ H, for every f ∈ H is called a multiplier of H, and defines a multiplication operator M φ : H → H defined as
Recall that an operator T is called recurrent if N(U, U) = ∅ for every opene set U in X.
The following is an improvement of proposition 6.1 [10] .
Corollary 11. Suppose that every non-constant bounded holomorphic function φ on Ω is a multiplier of H such that M φ = φ ∞ . Then for each such φ the following are equivalent.
Proof. It follows from theorem 5, proposition 6.1 [10] and the fact that every E-recurrent operator is evidently recurrent.
Weighted shifts satisfying property P BD

A multiple recurrent operator which is not E-recurrent
Now we proceed to prove proposition 6 but first we need to point out the following observation. Obviously, condition The family F ⊆ P(Z + ) is said to be shift invariant if (A + i) ∩ N ∈ F , for every i ∈ Z, whenever A ∈ F .
Denote P f = {A ⊂ N : |A| < ∞} and for M > 0 and j ∈ Z set
In the case j = 0, we just write A M instead of A M,0 . We will need also the following:
Consider a family F and B w an unilateral weighted backward shift on
, then the following are equivalent: i) N(U, V ) ∈ F for every U, V opene sets in X ii) ∩ j∈F A M,j ∈ F , for every M > 0 and F ∈ P f Z + . In addition,
• if F is shift invariant then iii) is equivalent to A M ∈ F , for every M > 0. In particular, this holds for the family of syndetic sets.
• if F is a filter then iii) is equivalent to A M,j ∈ F , for every M > 0, j ∈ Z + .
Proof of proposition 6
Proof. Note that for weighted backward shifts, be hypercyclic is equivalent to be recurrent [10] , then by theorem 5, weighted backward shifts satisfying property P BD are necessarily hypercyclic. Hence, it suffices to find B w non syndetic in virtue of proposition 9 and satisfying (2.10) due to proposition 12.
Let us construct (b n ) n∈N = B ⊆ N with the property ∀m ∈ N, ∃n ∈ N : ln ∈ B, ∀1 ≤ l ≤ m and define a weight w = (w n ) n in such a way that A 1 = {n ∈ N : n i=1 |w i | > 1} be non-syndetic and w satisfies (2.10) on B. Denote w n = (w 1 , ..., w n ). For better understanding we set w * n for indicate that n ∈ A 2 . Let m = 1, n = 1 and define b 1 = 1 · 1 = 1. Then, w 3 = (2 * , 1/2 2 , 2). Let m = 2, take n = 4 and define b 2 = 1 · 4 = 4, b 3 = 2 · 4 = 8. Then, introducing an increasing gap on A 2 we set , for any r ∈ N. First, we will need the following:
Let F a filter, m ∈ N and B w a bilateral weighted backward shift on X = l p (Z) or c 0 (Z), then the following are equivalent:
Proof of proposition 7.
Proof. Consider the filter
Consider the open ball B(e j , δ) = {x ∈ X : x − e j < δ}. B w topologically E-recurrent implies there exists W ∈ E * such that for each k ∈ W there exists y ∈ B(e j , δ) (2.11) such that T lk y ∈ B(e j , δ) (2.12)
for any 1 ≤ l ≤ r. The existence of W ∈ E * is due to the fact that we are considering (λ n ) n = 1 and hence in (2.3), A can be taken as N.
By (2.11),
|w i+t y t+lk | < δ for t = j. (2.14)
for any 1 ≤ l ≤ r. Now by (2.14), we have
Thus by (2.13) and (2.15),
and lk ∈ A M,j , for any 1 ≤ l ≤ r.
On the other hand, by (2.14),
Furthermore, by (2.13) we get j i=j−lk+1
Hence, The proof of proposition 17 is due to Quentin Menet and we include it here for the sake of completeness.
Proof. Let B w a weighted backward shift such that |w n | ≥ 1 for any n ≥ 1 and suppose there exists x ∈ l p (N) and m ≥ 1 such that
We denote by A the set B(e 0 ; 1/2). We have thus
In other words, there exists s 0 ≥ 1 such that for any s ≥ s 0 , any k 0 ≥ 1, there exists k ≥ k 0 such that
In particular, we obtain the existence of an integer l 0 ≥ 1 such that for any l ≥ l 0 , we can find an integer k ≥ 1 satisfying
This means that for any l ≥ l 0 , there exist n 0 , · · · , n l ∈ [1, lm] such that for any 0 ≤ j ≤ l,
and that for any 0 ≤ j ≤ l
We get by (2.17)
and thus by (2.16)
Hence, we conclude that there exists m ≥ 1 such that . Since
the weighted shift B w is mixing on l p (Z + ), see chapter 4 [11] . On the other hand, N(x, B(e 0 ; 1/2)) has upper Banach density equals to zero for any x ∈ l p (Z + ) since for any n ≥ 1, |w n | ≥ 1 and for any m ≥ 1,
Let us recall the collection of difference sets, denoted by ∆ and defined as
This collection is well studied in Ramsey theory, see [13] , [14] . It is well known the following inclusion ∆ * E * . In [7] it is shown that any reiteratively hypercyclic weighted backward shift on c 0 (Z + ) or l p (Z + ) is ∆ * -operator. Now, with some additional hypothesis we will show that any weighted backward shift satisfying P BD persists to be ∆ * -operator. Let T topologically E-recurrent, then by definition there exists some p ∈ E such that for any opene set U in X, there exists x ∈ X such that for any r ∈ N,
Fix U and k, then for any n < r we have,
Proposition 18. Let B w satisfying that for any opene set U in X, there exists k ∈ E(U) for which r∈N M k,r (U) = ∅. If B w satisfies property P BD then it is ∆ * -operator.
Proof. Let B w satisfying property P BD such that for each U opene in X, there exists k ∈ E(U) for which
Observe that B w is an E-recurrent weighted backward shift by theorem 5. Fix j ∈ N and M > 0, as in the proof of proposition 15, pick δ > 0 such that (1 − δ)/δ > M and consider the open ball B(e j ; δ). Now by (2.18) we can pickā ∈ ∩ r∈N M k 0 ,r (B(e j ; δ)) for some k 0 ∈ E(B(e j ; δ)). Then, y := Tāx ∈ r∈N r l=0 T −lk 0 B(e j , δ) .
On the other hand, (2.13) and (2.14) are valid for k = k 0 , hence
for any l ∈ N. Then we can conclude that for any M > 0 and any j ∈ N, there exists k ∈ N such that kN = {km : m ∈ N} ⊆ A M,j . Hence A M,j ∈ ∆ * , since every set of the form kN is a ∆ * -set. In fact, fix k ∈ N and A an infinite subset of N. Pick any finite collection of k + 1 elements in A denoted by a 1 , a 2 , . .., a k+1 , hence necessarily there will be 2 elements a i , a j with 1 ≤ i, j ≤ k + 1 such that a i ∈ kN + t and a j ∈ kN + t for some 0 ≤ t ≤ k − 1. Obviously, a i − a j ∈ kN and kN ∩ (A − A) = ∅, i.e. kN ∈ ∆ * . Apply proposition 13 to get B w a ∆ * -operator.
A characterization of reiteratively hypercyclic operators
Using the same ideas of the proof of theorem 5 we can obtain automatically more information about the return time set of a reiteratively hypercyclic operator respect to a reiteratively hypercyclic vector.
Definition 19. We will say that T ∈ L(X) is E-reiteratively hypercyclic with respect to λ = (λ n ) n if there exists some p ∈ E and x ∈ X such that for any opene set U in X and r ∈ N, it holds k ∈ N : Bd a ∈ N : λ a T a x ∈ ∩ r j=0 T −jk (U) > 0 ∈ p.
In the case (λ n ) n = 1, we simply say that T is E-reiteratively hypercyclic.
Following the same sketch of proof of theorem 5 we have the following:
Theorem 20. Let (λ n ) n a sequence of non-zero complex numbers and some p ∈ E such that there exists A ∈ p for which BD * − lim n λ n λ n+k = 1, ∀k ∈ A (3.1)
then the family (λ n T n ) n is reiteratively hypercyclic if and only if T is Ereiteratively hypercyclic with respect to λ = (λ n ) n .
As a consequence we obtain theorem 8, which gives us a characterization of reiteratively hypercyclic operators.
Proof of theorem 8.
Proof. When considering (λ n ) n = 1, condition (3.1) holds with A = N.
The proof of theorem 5 shows that in fact {k ∈ N : Bd(a ∈ N : T a x ∈ ∩ r j=0 T −jk (U)) > 0} is E * -set.
