Introduction
The cis and trans chemical structures of alkene have influenced many chemical fields, such as organic chemistry, 1 interactions of biologic molecules, 2 a self-assembled molecular photoswitch, 3 and the stereochemistry of metal complexes. Hence, finding a valid method to classify the cis and trans structures of alkene quickly and accurately is needful. IR spectroscopy is an acknowledged technique to resolve this problem. However, concerning structure recognition by the human eye from IR spectra, because of the influence of special function groups, those researchers who have insufficient knowledge of analytical chemistry will be puzzled. Training classifiers and developing specialist toolbox may be useful methods to resolve this difficulty. As early as 1991, Perkins et al. applied chemometrics to classify organic compounds based on IR spectra. 4 However, little work has been done to study the cis/trans structures of alkene in chemometrics. Therefore, the theme of the paper is to apply chemometrics methods to classify the cis/trans structures of alkene.
In IR spectra, the often occurring large number of variables may not be necessary, and may contribute only noise. Some performances of classifiers would be better if the number of variables could be decreased. Therefore, selecting an optimal subset of variables is a frequently and sometimes considerably discussed topic in chemometrics. Various strategies have been developed to select an optimal subset of variables, which would enable classification models with high predictive abilities. 5, 6 In the present work, we utilized two methods, Fisher ratios and GA-PLS, to select the optimal variables of the IR spectra.
During the past decades, many classification methods, especially pattern-recognition techniques, have been applied to the automatic interpretation of IR spectra. In this paper, SVM and PNN were proposed as classification methods to provide cis/trans answers.
In this manuscript, we unite feature selection and classification methods to determine whether feature selection can improve classification performance. Meanwhile, we expect to obtain optimal classifiers of classification methods. At last, some spectra from other IR databases are chosen to evaluate the optimization classifiers.
Data and Methods

Infrared spectra and spectral features
Spectra were taken from Thermo Nicolet OMNIC FT-IR Software 6.0 (USA Nicolet Co., Ltd.), which has an HR Aldrich FT-IR collection Edition I spectra library containing 10505 standard spectra of compounds. There are only 98 IR spectra that have been markedly labeled by cis or trans typeface in the database. To reduce the training time of the classifiers, the wave number of the spectra was restricted to the range 499 -4000 cm -1 , and was divided into 1843 points of equal interval. A point was considered as a spectral feature. The term "spectral feature" is from a previous study on mass spectra. 7 Thus, for each IR spectra, 1843 spectral features could be obtained.
Two sample sets were generated: a class-1 set with 43 different substances containing the cis structure, and a class-2 set with 55 different substances containing the trans structure. United with the two sample sets, a randomly selected set of 49 objects was used for training, and the remaining 49 objects for evaluation. Training included feature selections by Fisher ratios and by GA-PLS as well as optimization of the classifiers.
P1 and P2 are recognition success rates for class 1 (containing N1 cis structures) and class 2 (containing N2 trans structures) respectively, which are defined as the percent (%) of correctly classified objects in the evaluation sets. P is the total recognition success rate, which can be used to characterize the performance of a classifier.
Mean spectra
Upon plotting the mean spectra of class 1 (cis) and class 2 (trans), there were distinct differences in three areas: segmental The application of chemometrics to analyze the information of the cis/trans structure of alkenes in infrared spectra (IR) is introduced. For data from the OMNIC IR spectral database, two feature selection methods, Fisher ratios and genetic algorithm-partial least squares (GA-PLS), and two classification methods, support vector machine (SVM) and probabilistic neural network (PNN), have been used to obtain optimization classifiers. At last, some spectra from other IR databases are used to evaluate the optimization classifiers. It has been demonstrated that both the SVM and PNN optimization classifiers could give preferable predictive results about the cis and trans structures of alkene. spectra 1 (620 -850 cm -1 ), segmental spectra 2 (920 -1065 cm -1 ) and segmental spectra 3 (1624 -1744 cm -1 ), short for S1, S2 and S3, respectively in Fig. 1 . Segmental spectra 1 and 2 were uniform with the reported wave-number ranges that have been used to characterize cis/trans structure. 8 These features of the three segmental spectra were used as input data, respectively, to train the classifiers.
Fisher ratios
The discriminating power of a single feature, j, was measured by the Fisher ratios,
where 1mj and 2mj are the means, and 1vj and 2vj are the variances for class 1 and class 2, respectively. In this work, feature selection by Fisher ratios means the selection of a subset of some features exhibiting the maximum Fisher ratios in the training set. The practical process is summarized according to the following steps: firstly, all features were arranged by the descent sequence of values for F; secondly, to obtain an optimal number of features, the first 10, 20, ..., 200 features from all arranged features were intercepted, respectively, to compose 20 subsets; at last, the obtained subsets were used to optimize the classifiers.
GA-PLS
After suitable modifications, genetic algorithms are useful tools in the problem of wave-number selection in the case of the multivariate calibration performed by PLS. 10 The theory of GA-PLS, concerning applications to chemistry and particularly to feature selection has been extensively described, and will not be repeated here. 9 GA usually assumes that there is no autocorrelation among the features. While this is true in the case of non-spectral data sets, it does not hold in the case of spectral data. However, for GA-PLS feature selection methods, if wave-number n is selected as being relevant, wave-numbers, (n + 1) and (n -1) will also have a high probability of being selected.
The number of features should not be greater than 200 so as to reduce the risk of overfitting of GA-PLS. 10 Thus, a subset containing 200 features was first selected from all features by
the Fisher ratios; then, feature selection was made by GA-PLS to compose new subsets that contain 10, 20, ..., 200 features, respectively.
SVM
Although there are only 98 cis or trans spectra as objects, each has features that are more than the number of objects. For this classification problem of few objects, SVM may be a powerful classification tool, which has been applied in studying infrared spectra. 11, 12 For SVM classification tasks, the Gaussian kernel was often used because of its effectiveness and speed in the training process. We used LibSVM software to choose the RBF kernel and to confirm two important parameters, C and γ (http://www.csie.ntu.edu.tw/~cjlin/libsvm/index.html).
When SVM was used, the combined strategies with Feature selections were denoted by SVM-Fisher and SVM-GA-PLS, respectively.
PNN
PNN, one of the artificial neural networks methods, has advantages of a short training time, as well as general and powerful classification abilities. 13 When PNN was used, the combined strategies were denoted PNN-Fisher and PNN-GA-PLS, respectively. Because Gaussian functions can influence the performance of PNN classification, the spread parameter (σ), which is important to determine the shape of Gaussian functions, should be confirmed first of all.
To optimize the classifier model, the absolute error (AE) was used as an error function,
where di is the desired output in the evaluation set and oi is the actual output. Neural-networks PNN models with different spread parameter (σ) were trained to obtain the optimal model. The best σ was selected when AE was the least. For instance, the best σ to construct the PNN classifier with 50 features selected by GA-PLS was from a range 1.463 × 10 5 to 1.515 × 10 5 , based on Fig. 2 . We set the middle value (1.489 × 10 5 ) as the best σ. The best σ of other PNN classifiers could also be attained by this process.
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Software and toolbox
The calculation programs of feature selection were written in M-file based on MATLAB script; GA-PLS was designed by Leardi to a toolbox for MATLAB; 14 LibSVM was designed by Lin et al., and was used in this work to construct SVM classifier; programs implementing PNN were written in M-file modified from the neural networks toolbox for MATLAB.
Results and Discussion
SVM
Whatever feature selection methods were used, we used 20 feature subsets to optimize the SVM classifiers, based on Fig. 3 . The best feature subset is defined by the following two terms: the best recognition success rates and the least spectral features. For the Fisher ratios, the best subset contains 50 spectral features; however, for GA-PLS, the number is 70 spectral features. Compared with the prediction results of three segmental spectra, both the Fisher ratios and the GA-PLS feature selections improved the recognition success rates, but GA-PLS seems to be more powerful ( Table 1) . The optimization classifier was SVM-GA-PLS with 70 features.
PNN
In order to compare with the two classification methods (SVM and PNN), the same feature selection process for PNN was adopted (Fig. 4) . For the Fisher ratios, the best subset contained 80 spectral features; however, for GA-PLS, the number was 50 spectral features. Compared with all features and three segmental spectra, both the Fisher ratios and GA-PLS improved the recognition success rates significantly ( Table 2 ). The optimization classifier was PNN-GA-PLS with 50 features.
It is remarkable that the number of features could be considerably reduced without any substantial loss of classification performance. In addition, for the optimization classifiers of SVM and PNN, the predictive abilities of the trans class, P2 (SVM, 93.10%; PNN, 93.10%) were higher than the predictive abilities of the cis class, P1 (SVM, 80%; PNN, 85%).
Feature selection methods and molecular vibrations
From the results (Tables 1 and 2 ), both the Fisher ratios and the GA-PLS feature selections with the SVM and PNN classifiers performed better than using segmental spectra of the mean spectra. The reason may be that segmental spectra of the mean spectra is a manual method that analyzes the difference of spectra by human eye intuitively, and thus some potentially useful information might be ignored. The Fisher ratios as a univariate feature selection method suffer from the fact that no interaction between the features is considered; however, GA-PLS as a multivariate feature selection method takes any autocorrelation among the features into account. Thus, GA-PLS combined with SVM and PNN classifiers could give more 913 ANALYTICAL SCIENCES JULY 2007, VOL. 23 a. P1, P2 and P are the predictive abilities in % (P1, cis class; P2, trans class; P, total recognition success rates). b. S1 -S3 are denoted as segmental spectra 1 -3. c. p is the optimal number of features selected by the Fisher ratios or GA-PLS. a -c. The same as in Table 1 . stable and higher prediction results than the Fisher ratios (Figs.  3 and 4) . The relationships between the IR spectral data and the chemical structure are complex, because sometimes different structure vibrations overlap each other. As a result of feature selection, some segmental spectra reflecting the characters of the cis/trans structure of alkene are noticed. There are 6 important segmental spectra in IR spectra (Table 3) . Also among them, the features selected by the Fisher ratios almost centralize in two ranges, and the corresponding wave-number ranges are segmental spectra 4 (994 -1048 cm -1 ) and segmental spectra 5 (745 -784 cm -1 ). The features selected by GA-PLS almost centralize in three ranges, the wave-number range of which are segmental spectra 4 (994 -1048 cm -1 ), segmental spectra 5 (745 -784 cm -1 ) and segmental spectra 6 (2864 -3016 cm -1 ). The wave-number ranges of segmental spectra 1 -2 and segmental spectra 4 -5 are similar to the reported ranges, 8 which are C-H bending vibrations. Segmental spectra 3 is also reported, but it indicates the C=C stretching overlapping with C=O vibration. The segmental spectra 6, containing C-H stretching, has not been reported to distinguish cis from trans chemical structures. Therefore, for a compound containing the cis or trans chemical structure of alkene, the spectral ranges of the 6 segments need to be considered when defining its structure.
Valuation
Thirty IR spectra were selected from other IR databases to valuate the two optimization classifiers. Four of them were free download from the FDM Reference Spectra Databases on the website (http://www.fdmspectra.com/ehb_registration.htm). The remaining 26 IR spectra were selected from the NIST chemistry web book by an on-line search function (http://webbook.nist.gov/chemistry). We turned 30 IR spectra into special data forms that we could use.
Then, the optimization SVM classifier and the PNN classifier were used to predict them. The names of the compounds and the prediction results are listed in Table 4 . According to the number of errors, great recognition results of the trans structure were given by the optimization PNN classifier (1 error in 17 objects); oppositely, the optimization SVM classifier was more sensitive to the cis structure (2 errors in 13 objects).
Conclusion
For the SVM classification method, feature selection did not distinctly improve the predictive abilities. However, for the PNN classification method, the Fisher ratios and the GA-PLS feature selection improved the recognition success rates significantly. In general, feature selection was possible to reduce the number of features considerably without a substantial loss in the classification performance. Through an evaluation, both the optimization SVM classifier and the PNN classifier were shown to have preferable classification power for the cis or trans structure of alkene.
The predictive abilities of classifiers will improve along with an increasing number of objects being embodied into the IR database. We have conducted some research concerning classification of IR spectra, and we are attempting to assemble and encapsulate the optimization classifiers to a specialist toolbox for IR spectroscopy. This will be very useful for predicting some special structures of compounds that do not exist in the known IR databases.
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