This paper presents the construction of an explicit, optimal-access, high-rate MSR code for any (n, k, d = k + 1, k + 2, k + 3) parameters over the finite field FQ having subpacketization α = q n q , where q = d − k + 1 and Q = O(n). The sub-packetization of the current construction meets the lower bound proven in a recent work by Balaji et al. in [1] . To our understanding the codes presented in this paper are the first explicit constructions of MSR codes with d < (n − 1) having optimal sub-packetization, optimal access and small field size.
I. INTRODUCTION
In an ((n, k, d), (α, β)) regenerating code (see [2] ) over the finite field F Q , a file of size B is encoded and stored across n nodes with each node storing α symbols. Any regenerating code has to satisfy two properties: (a) data collection and (b) node repair. Data collection calls for the recovery of the entire file of size B by fetching α symbols each from any k out of the n nodes. The repair property requires that the node replacing the failed node should be able to recover all α symbols of the failed node by contacting d helper nodes and downloading β symbols from each. A regenerating code is said to be a minimum storage regenerating (MSR) code if B = kα and α = (d − k + 1)β. MSR codes are MDS codes that incur minimal repair bandwidth (dβ) during the repair of a single node. There is a sub-family of MSR codes called optimalaccess (repair-by-transfer) MSR codes where during repair, the helper nodes simply transmit a subset of size β from the α symbols contained in the node. Additional desirable attributes of an MSR codes are high rate, optimal access, small subpacketization and small field size. We use r to denote n − k and set q = d − k + 1.
A. Literature and Contributions
There are several known MSR constructions. The product matrix construction in [3] for any 2k − 2 ≤ d ≤ n − 1 is one of the first. In [4] , the authors provide a high-rate MSR construction using Hadamard designs for any (n, k = n − 2, d = n − 1) parameters. In [5] , high-rate systematic node repair MSR codes called Zigzag codes were constructed for d = n − 1. These codes however had large field size and sub-packetization that is exponential in in k. This construction was extended in [6] to enable the repair of parity nodes. The existence of MSR codes for any value of (n, k, d) as α tends to infinity is shown in [7] . In [8] [9] lower bounds for sub-packetization(α) were presented. In [5] a lower bound α ≥ r k r for the special case of an optimal-access MSR code was provided. This bound was recently improved by Balaji et al. in [1] to q n q . The latter results proves sub-packetizationoptimality of the explicit codes provided in [10] , [11] , [12] for d = n − 1 and the non-explicit code in [13] for d < n − 1.
Though the literature contains prior optimal access constructions for d < n − 1, the resultant codes were either non-explicit [13] , or else have large sub-packetization [14] , or are of high field size [15] . In the present paper, we present optimal-access MSR codes that have optimal sub-packetization for any (n, k, d = k + 1, k + 2, k + 3) and which can be constructed using a field of size Q = O(n). 1) Notation: We set [a, b] = {a, a + 1, · · · , b} and [a] = [1, a] . We setx = x ⊕ 1 for x ∈ Z 2 . The symbol κ * indicates a known quantity in an equation. We use (z 0 , z 1 , · · · , z t−1 ) to denote the components of a vector z ∈ Z t q and define z(y, x) = (z 0 , · · · , z y−1 , x, z y+1 , · · · , z t−1 ) where, y ∈ Z t , x ∈ Z q .
II. THE MSR CONSTRUCTION
We provide a construction for an MSR code having the following parameters:
for any q ∈ {2, 3, 4}, t ≥ 2 and r ≥ q. We will show in the later sections, that the construction is explicit and can be constructed with small field size Q ≥ 6t + 2 for q = 2 and 18t + 2 for q = 3, 4. Thus, Q = O(n). A more precise fieldsize computation appears in Section:IV.
MSR codes for any (n, k, d = k + 1, k + 2, k + 3) can be obtained by shortening the MSR code constructed with parameters q = d − k + 1, r = n − k and t = n q by setting ∆ = qt − n message symbols to zero.
1) 3D representation of the codeword: The codeword of MSR code containing nα symbols can be described as array of symbols
with the help of 3-D data cube (see Fig.1 (a)) having dimension (q × t) × q t . In the 3D representation each plane of the data cube is indexed by z ∈ Z t q . Here, n = qt code symbols are indexed by 2-tuple:
Each code symbol (x, y) is a vector of q t symbols in F Q : 2 (a) The data cube containing ((q × t) × q t ) symbols over the finite field F Q . In this example, q = 4, t = 5. (b) We employ a dot notation to identify a plane. The example indicates the plane z = (3, 2, 3, 1, 0). Fig. 1 . Illustration of the data cube.
We describe the code through an (rα × nα) parity-check matrix H whose rows are indexed by (j, a) and columns by (x, y; z):
The parity check equation indexed by (j, a) is given by:
By substituting a = z above, we have:
for any x ∈ Z q . The remaining θ symbols can be assumed to be distinct for now. A detailed discussion of θ assignment is provided in Section:IV.
2) Intersection Score: This parameter will help describe the repair and data collection properties of the MSR construction. Given a subset of nodes E ⊆ Z q × Z t , plane z ∈ Z t q , the intersection score is defined as:
We will first show the working of the construction for q = 2 and r = 3 in the next Section and generalize the ideas to prove the data collection, repair properties of MSR code for any q ∈ {2, 3, 4} in Sections IV, V respectively.
The parameters of this code are (n = 2t, k = n − 3, d = n − 2). During repair, d = n − 2 nodes act as helper nodes. Thus, a single node remains aloof during node repair. 1) Repair: Let (x 0 , y 0 ) be the failed node and (x 1 , y 1 ) be the aloof node, E = {(x 1 , y 1 )}. Helper information sent by a node (x, y) for repair of node (x 0 , y 0 ) is given by:
We first order planes z ∈ R by the intersection score IS(E, z) and then perform repair sequentially plane by plane. a) IS(E, z) = 0 i.e., (z y1 = x 1 ): In this case there are three unknown symbols A(x 0 , y 0 , z), A(x 1 , y 1 , z), A(x 0 , y 0 ; z(y 0 ,x 0 )) and three linearly independent equations. Upon solving, we recover the 2 symbols of the failed node. b) IS(E, z) = 1 i.e., (z y1 = x 1 ): As all the symbols corresponding to z y1 = x 1 are recovered, we know A(x 1 , y 1 , z(y 1 ,x 1 )), therefore the only unknown out-of-plane symbol is the one corresponding to the failed node. The three unknown symbols A(x 0 , y 0 , z), A(x 0 , y 0 , z(y 0 ,x 0 )), A(x 1 , y 1 , z) can be solved for. We have thus recovered two failed node symbols per each plane z ∈ R amounting to a total of 2 * 2 t−1 = α symbols.
2) Data Collection Property: We will prove the data collection property by showing that any r = 3 erased nodes can be recovered. There are two kinds of possible three erasure patterns: (1) where the three erasures occur in different ysections i.e., the three erasure coordinates have distinct y-value and (2) when there are two erasures in one y-section with the third in a different y-section.
For the case of planes with intersection score zero, this reduces to solving:
as all out-of-plane symbols are available. Now for planes with intersection score i > 0, by assuming that erased symbols for planes with IS< i are recovered, recovering symbols reduces to the case in (4) as the out-of-plane symbols in (3) are either already available or have been recovered in planes with intersection score i − 1. Case 2: E = {(0, y 1 ), (1, y 1 ), (x 2 , y 2 )} is the set of erasures. We now consider a plane with IS(E, z) = 1, i.e., z y2 = x 2 . Let z y1 = 1. Solving for erased symbols with (5) is impossible as the number of unknown symbols are 4, whereas the number of equations are 3. Therefore, we also consider equations corresponding to plane z = z(y 1 , 0) to recover the erased symbols of plane z. Note that IS(E, z ) = 1. f ji x i for j ∈ {1, 2}. If f is in the null space of H S , we must have: f 1 (θ y1 ) = 0, f 2 (θ y1 ) = 0, f 1 (θ x2,y2;zy 2 ) = 0, f 2 (θ x2,y2;zy 2 ) = 0, f 1 (θ 0,y1;1 ) + γf 2 (θ 0,y1;1 ) = 0,
It is clear that θ y1 and θ x2,y2;zy 2 are roots of polynomials f 1 and f 2 , As the polynomials are of degree 2, they can be expressed in following form:
Substituting this in (7), (8) , due to the distinctness of θ's we get the following condition:
The case of IS = 2, i.e., z y2 = x 2 for a plane z reduces to solving equations (5), 6 as the out-of-plane symbols corresponding to node (x 2 , y 2 ) have intersection score 1 and are recovered in previous step.
Remark 1.
Multiple planes need to be solved together when the number of erasures in a y-section is more than one.
Remark 2.
Multiple planes need to be solved together when the number of aloof nodes in a y-section is more than one.
IV. DATA COLLECTION FOR q ∈ {2, 3, 4}, ANY r ≥ q We prove the data collection property of the MSR code, by showing that any r-erasures can be recovered. The proof provided here holds for any q ∈ {2, 3, 4} and any r ≥ q. As before, erased nodes E are recovered by following a sequential decoding procedure where planes z are ordered by intersection score IS(E, z) and erased symbols are recovered plane-byplane in order of increasing intersection score. A. Intersection Score IS(E, z) = 0
The parity check equation (3) can be rewritten as below as the out-of-plane symbols are all known:
(9) shows that the erased symbols {A(x, y; z)|(x, y) ∈ E} can be recovered as there are r linearly independent equations in r unknowns.
B. Intersection Score IS(E, z) > 0
In the planes considered here, we assume that erased symbols corresponding to planes with smaller intersection score have already been recovered. The proof proceeds in two steps, the first step involves reducing the problem to showing invertibility of a reduced parity check (pc) matrix, the second step proves that the reduced pc matrix is indeed invertible.
1) The Reduction: For a given plane z, we group the erasures E as below: z(y, x) ) and therefore by the induction assumption, A(z y , y, z(y, x)) is known. If (x, y) ∈ E, then IS(E, z(y, x)) = IS(E, z). This observation results in the following equation: . The number of equations is r here, whereas the number of unknowns is r + |E 2,z |. We therefore need to bring in additional equations to solve for the erased symbols in this plane. Therefore, for a plane z we pick equations corresponding to all the planes in Z = Z 0 ×Z 1 · · ·×
otherwise, for all y ∈ Z t . It is to be noted that the total number of erased symbols within all the planes in Z and the number of equations r|Z| are the same. From here on we use z as a variable that identifies planes in Z.
We will now be restricting to the sub matrix of parity check, i.e., the parity check equations corresponding to planes in Z, i.e, to erased symbols {A(x, y, z) | (x, y) ∈ E, z ∈ Z}: Consider (f a,j | a ∈ Z, j ∈ [0, r − 1]) to be a vector in the left null space of matrix H S . We consider a polynomial interpretation of this vector and set f a (x) = r−1 j=0 f a,j x j . By the null space condition, we obtain a∈Z r−1 j=0 f j,a H((j, a), (x, y, z)) = 0 for all (x, y) ∈ E and z ∈ Z. Upon careful substitution of parity-check matrix components from (1), the left-null space conditions on matrix H S can be summarized in the form:
for all z ∈ Z where, Θ z = {θ y |(z y , y) ∈ E}∪{θ x,y;zy |(x, y) ∈ E 1,z }. Therefore the polynomials can be expressed as:
where f * z (x) is a polynomial of degree − 1, = |E 2,z | 1 . 4 Note that Θ z is independent of z. Thereby, substituting the polynomial from (11) in (10) results in: f * z (θ x,y;zy ) + γ zy,x f * z(y,x) (θ x,y;zy ) = 0, ∀(x, y) ∈ E 2,z , ∀z ∈ Z. We need to prove that f * z are zero polynomials, which is equivalent to proving invertibility of the reduced pc matrix H * S : H * S ((j, a) , (x, y; z)) = H S ((j, a) , (x, y; z)) ∀j ∈ [0, − 1], a, z ∈ Z, (x, y) ∈ E 2,z .
2) Inductive Proof: We will now prove that the matrix H * S is invertible. This will be done in two steps. In the first step we consider the erasure patterns where all the erasures occur in a single y-section and prove that the erased symbols can be recovered. In the next step we group the erasures by the y-section they belong to and prove that the erasures can be recovered by inducting on the number of y-sections with nonzero erasures. Let e y = |{(x, y) ∈ E 2,z }|, for some z ∈ Z and e = (e y ) y∈Z t . Let S = Supp(e) be the support set of erasure weight vector e, |S|= s, S = {y 1 , · · · , y s }. Total number of planes π = |Z|= s i=1 (e yi + 1), = s i=1 e yi . We define the matrix M i, i as the reduced pc matrix corresponding to e = (e 0 , · · · , e yi , 0, · · · , 0). M i, i is a square matrix with dimension i π i where i = i j=1 e yj and π i = i j=1 (e yj + 1). i , π i are parameters equivalent to , π for the reduced pc matrix H * S . e yi ∈ {1, 2, 3} as q ≤ 4. a) θ assignment: We will define here a simpler assignment of θ, that results in MDS property for the first step where erasures occur in a single y-section. The assignment also makes sure that the repair property goes through. For any given y ∈ Z t , x ∈ Z q the collection {θ x,y;i , θ i,y;x , θ x,y;x |i ∈ Z q \ {x}} has distinct elements, this property of θ assignment will be used in the repair property proofs. For q = 2, 3, 4 respectively the matrix Θ y is defined as follows: θ x,y;zy = Θ y (x, z y ) ∀x, z y ∈ Z q . The coefficients assigned are such that {θ i,y , γθ i,y , θ 0,y |i ∈ {1, 2, 3}, y ∈ Z t } is a collection of distinct elements in a field of characteristic two. We show here a way to do the θ assignment. Consider a sub-group G of F Q \ {0} and cosets γG,γ 2 G. w = 1 for q = 2 and w = 3 for q = 3, 4. We pick coefficients for {θ i,y | ∀y ∈ Z t , i ∈ [w]} from G and the corresponding γ multiples can be picked from γG and the remaining t, θ's corresponding to {θ 0,y , ∀y ∈ Z t } are picked from γ 2 G. When m is even 3|2 m − 1 and define
where λ is primitive element and set γ = λ. Therefore, by chosing field size such that |G|> wt, we get Q ≥ 3wt + 1. If the smallest possible field size that satisfies 2 m = Q ≥ 3wt + 1 results in a odd m, we just take double the field size. This results in field size Q ≥ 6t + 2 for q = 2 and Q ≥ 18t + 2 for q ∈ 3, 4.
b) Base Cases:
We will now look at the base case, i.e when s = 1. The total number of columns remaining in H * S is equal to e y1 π 1 as each plane has e y1 symbols remaining and there are π 1 planes. The erasures are given by {A(x,
(1, θ, · · · , θ d−1 ) T and Γ = γ 0 0 1 .
Case 1: e y1 = 1, 1 = 1, π 1 = 2: Wlog we assume that Z y1 = {0, 1}. The reduced pc matrix has columns indexed by (0, y 1 ; z(y 1 , 1)) and (1, y 1 ; z(y 1 , 0)) given z ∈ Z. This results in the reduced matrix:
where, d = 1. We however define it for any d to use it in induction. The determinant of matrix M 1,1 is 1 − γ. As we have γ = 1, the determinant is non-zero. The matrix for the cases e y1 = 2, 3 are also determined in the same way as it is done for e y1 = 1. For e yi = 2 case we assume wlog that Z y1 = {0, 1, 2} to obtain matrix M 1,d . For the case of e y1 = 3, Z y1 = {0, 1, 2, 3} as q = 4 in that case. Case 2: e y1 = 2, 1 = 2, π 1 = 3:
Case 3: e y1 = 3, 1 = 3, π = 4:
The determinant of matrix M 1,3 is γ 4 (1 − γ) 6 (θ 1,y1 − θ 2,y1 ) 2 (θ 1,y1 − θ 3,y1 ) 2 (θ 2,y1 − θ 3,y1 ) 4 (θ 1,y1 − γθ 3,y1 )(γθ 1,y1 − θ 3,y1 )(θ 1,y1 − γθ 2,y1 )(γθ 1,y1 − θ 2,y1 ) = 0. Hence M 1, 1 is invertible. c) Induction over i > 1 : We will assume that M i−1, i−1 is invertible and prove that M i, i is invertible. To do this it helps to express the later matrix iteratively using M i−1,d .
We will now define two matrices that will be repetitively used to iteratively express M i,d . The iterative expression for M i,d is provided for each case of e yi ∈ {1, 2, 3}. This follows from the parity matrix definition.
Case 1: e yi = 1, i = i−1 + 1, π i = 2π i−1 : Wlog we assume that Z yi = {0, 1}, then
Case 2: e yi = 2, i = i−1 +2, π i = 3π i−1 : Wlog assume that Z yi = {0, 1, 2}, then
Case 3: e yi = 3, i = i−1 + 3, π i = 4π i−1 : 
