Reference radiative transfer solutions in the near-infrared spectrum. which account for the spectral absorption characteristics of the water vapor molecule and the absorbing-scattering features of water drops, are employed to investigate and develop broadband treatments of solar water vapor absorption and cloud radiative effects. The conceptually simple and widely used Lacis-Hansen parameterization for solar water vapor absorption is modified so as to yield excellent agreement in the clear sky heating rates. The problem of single cloud decks over a non reflecting surface is used to highlight the factors involved in the development of broadband overcast sky parameterizations. Three factors warrant considerable attention: (I) the manner in which the spectrally dependent drop single-scattering values are used to obtain the broadband cloud radiative properties. (2) the effect of the spectral attenuation by the vapor above the cloud on the determination of the broadband drop reflection and transmission. and (3) the broadband treatment of the spectrally dependent absorption due to drops and vapor inside the cloud. The solar flux convergence in clouds is very sensitive to all these considerations. Ignoring effect 2 tends to overestimate the cloud heating, particularly for low clouds, while a poor treatment of effect 3 leads to an underestimate. A new parameterization that accounts for the aforementioned considerations is accurate to within -30% over a wide range of overcast sky conditions, including solar zenith angles and cloud characteristics (altitudes, drop models, optical depths, and geometrical thicknesses), with the largest inaccuracies occurring for geometrically thick. extended cloud systems containing large amounts of vapor. Broadband methods that treat improperly one or more of the above considerations can yield substantially higher errors (>35%) for some overcast sky conditions while having better agreements over limited portions of the parameter range. For example, a technique that considers effect 3 but ignores effect 2 yields a partial compensation of errors of opposite sign, such that the resulting inaccuracy for geometrically thick clouds can be less than 20%. In contrast to the marked sensitivity of the cloud heating rates. the maximum relative errors in the reflected flux at the top of the overcast atmosphere and the transmitted flux at the surface do not vary appreciably under the various broadband treatments; with the new parameterization, the relative errors are less than 15%. In applying the broadband concept to overcast atmospheres with multiple cloud decks, there are cases when the errors can be larger than stated above. Hence a general use of broadband methods in weather prediction and climate models (e.g., general circulation models) should be accompanied by a realization of the potential inaccuracies that can occur for specific overcast sky cases.
INTRODUCTION
The vertical disposition of the solar radiation within the Earth's inhomogeneous atmosphere due to interactions with the vapor and condensed forms of water constitutes a significant component of the energy budget of the surfaceatmosphere system. Approximately 71% of the solar irradiance is contained in the frequency interval 0-18,000 cm-1 (i.e., wavelengths longer than 0.55 IA.m), which includes the near-infrared spectrum. This interval is particularly interesting, as both absorption (water vapor and drops) and scattering (drops only) become important here. For example, line-by-line (LBL) studies [Ramaswamy and Freidenreich, 1991, hereinafter RF] show that at a solar zenith angle of 30°, a lower tropospheric cloud of optical depth -10 can reflect a third and absorb three tenths of the solar irradiance at the top of the atmosphere in this interval. The heating rate in the cloud layers easily exceeds that due to absorption by water vapor in clear skies. Taken together, the H2O forms constiCopyright \992 by the American Geophysical Union. \\, tute a major source of the tropospheric radiative convergence.
While it is easy in principle to resolve the absorbingscattering problem with high-resolution algorithms [Davies et al., 1984; Wiscombe et al., 1984; RF] , such schemes are computationally expensive and pose severe timing constraints when radiative fluxes and heating rates have to be performed routinely for energy budget or weather/climate studies (e.g., in general circulation models, or GCMs). This has initiated several quests over the years to develop efficient yet accurate broadband parameterizations for the solar radiation interactions with water vapor and/or liquid water forms, dating at least as far back as Fowle [1915] and Yamamoto [1962] , and continuing with the studies of Lacis and Hansen [1974] (hereinafter LH), Stephens et al. [1984] , Kratz and Cess [1985] (hereinafter KC) and Slingo [1989] , to name a few. The term broadband in the context of GCMs has usually implied the use of one effective spectral band to represent the radiative transfer effects over the entire nearinfrared spectrum. The use of such a broad spectral interval is necessitated when the optical properties of at least one of the constituents are available only for the spectrum as a whole. 487 The parameterization of the absorbing-scattering problem involving vapor and drops involves the convolution of the spectrally dependent values of three different physical entities: the incoming solar irradiance, the spectral features of the water vapor molecule, and the single-scattering properties of water drops. Figure I illustrates the distinctly different spectral variations that occur in the solar flux at the top of the atmosphere, in the atmospheric absorption optical depth of water vapor, and in the coalbedo (absorption at each scattering event) of two typical water drop size distributions used in the Intercomparison of Radiation Codes in Climate Models (ICRCCM) project [Fouquart et al., 1991] .
For the absorption problem in clear (i.e., cloudless) skies, LH obtained a conceptually simple and reasonable formulation for the broadband solar absorption by water vapor (i.e., the convolution of the solar flux with the spectral features of the H2O molecule). The study by KC presented an improved formulation for the same physical process. The expressions obtained in these two studies have been deployed in several GCM studies. However, as will be shown later, both these broadband expressions require further adjustments in order to improve their accuracy.
An accurate broadband representation of the solar interactions with drops alone also has been obtained in an economical manner [Slingo, 1989] . While broadband water vapor absorption expressions have a simple dependence on the vapor optical path, liquid water and effective radii seem to capture the broadband drop radiative properties adequately. In contrast, for overcast situations where both vapor and drops are present, there arise more intricate and significant dependences for the absorption and scattering processes, as will be highlighted in this paper.
In this study, high-spectral-resolution results for vaporonly and overcast (vapor and drops) skies are determined corresponding to a range of atmospheric situations. These reference results are then used in three ways: to study the quantitative dependence of the inhomogeneous radiative transfer on various parameters, to evaluate and modify (or obtain) suitable parametric fits that incorporate these dependences explicitly, and to determine the accuracy of the resulting broadband parameterizations of vapor and vapor plus drop radiative interactions for a variety of cases. While the investigations here are concerned primarily with the absorbed solar flux, the accuracies in the reflected flux at the top of the atmosphere and in the surface flux are also discussed.
Although the solar absorption-scattering problem involving H2O has been treated in past studies usually for the 2500 to 13,000 cm-1 spectral regime, we consider the interval 0-18,000 cm-1 to be the basis of the broadband parameterization, in view of the presence of water vapor spectral lines throughout this interval in the Air Force Geophysics Laboratory (AFGL) catalog [Rothman et al., 1983] . Section 2 evaluates the accuracy of the two commonly employed broadband water vapor absorption schemes and presents a modification in one of them that improves its accuracy. Section 3 describes the framework for calculations used as a reference set here to study the overcast sky transfer. Using the problem of single cloud decks above a nonreflecting surface, section 4 highlights the considerations essential for the development of broadband overcast sky formulations and discusses a parameterization approach. The application and the accuracy of this approach are discussed in section 5.
where D stands for total downward solar radiation, the superscript" d" denotes unscattered direct radiation, with D f = F 0 being the direct downward incident solar radiation at the top of the atmosphere; fJf is the direct beam transmission due to water vapor in the jth layer located between levelsj, j + I Tvap.j = -g;-(3) dp is the pressure thickness of the layer. q is the mixing ratio and k the absorption coefficient of the layer; go is the acceleration due to gravity. and IJ1J is the cosine of the incident solar zenith angle. Figure 2b there is, in addition, a diffuse (i.e., radiation scattered at least once) beam Df. U refers to the upward beam which is diffuse. Transmission due to layers containing vapor only is denoted by I, while Tr and Re denote the cloud layer transmission and reflection, respectively; the superscripts denote the layer properties with respect to the direct (d) or diffuse (/) beam.
Section 6 investigates the accuracy of various broadband overcast sky treatments that have been employed in or proposed for GCM weather prediction and climate studies. Section 7 discusses the extension of the broadband concept to arbitrary overcast atmospheres, while section 8 summarizes the principal findings of this study.
where c p is the specific heat at constant pressure.
The determination of the near-infrared fluxes and heating rates for the different model atmospheres [McClatchey et 01., 1972] is carried out according to equations (1}-(6), using the LBL technique described by RF. The model atmosphere ( Figure 20 ) consists of fifty :!O-mbar-thick layers between 0 and 1000 mbar while the lowt~st layer is 13 mbar thick. These computations represent the Ireference results for the vaporonly atmosphere and were performed for a range of zenith angles and surface albedos.
The primary need of any broadband parameterization is to obtain a simple algebraic expression that captures accurately the spectrally integrated fea1lures across the spectrum. Two parameterizations which have been used in several GCMs are due to LH and KC, respectively. Figures 3 and 4 illustrate the heating rates obtained from these two schemes and the LBL method for solar zenith angles eo of 300 and 750 in a mid-latitude summer atmosphere with a surface albedo of 0.2; the choices concerning surface albedo and angles are motivated by the ICRCCM t:xercises [Fouquart et 01.,1991] . Absolute errors in the two parameterizations with respect to the LBL results are also shown in the same figures. The main deficiency of the LH scheme. as was noted earlier by KC, is where Tvap.j is the optical depth of the vapor in the layer, the underestimate occurring in the upper troposphere and the lower stratosphere. The radiative time constant for this region is large so that any heating deficit is likely to lead to a cold bias in GCM simulations. This prompted KC to develop a formulation based on a 5 cm -( narrowband model that rectified the shortcomings in the upper troposphere. However, the heating predicted in the latter scheme exhibits a deficit in the middle and lower tropospheric layers. The LH scheme. too, exhibits a slight underestimate in the lower troposphere. As a result, the atmospheric absorbed flux computed by these two methods underestimates the LBL values, both for the direct and the total beam (Table I) .
In order to correct for the underestimates in the absorption. the original LH formulation for the atmospheric water vapor transmission is modified in this paper. Specifically, three more exponential-sum terms have been added to the eight listed by LH (their Table I ), resulting in II pseudomonochromatic intervals. Each of the three new terms has a different absorption coefficient and weight, and their introduction is accompanied by a readjustment in the weights of the eight original LH terms. The values of the new absorption coefficients and the new weights under the "modified LH scheme" are listed in Table 2 . The new set of weights also account for the fact that water vapor absorption extends from 0 to 18,OCJO cm -I (i.e., wavelengths longward of 0.55 JLm).
Heating rates obtained with the modified LH scheme and its absolute errors are also shown in Figures 3 and 4 summer atmosphere. The modified LH parameterization in general improves the heating rates throughout the atmosphere, including the upper troposphere and the lower stratosphere. There is an overestimate between -300-400 mbar in Figure 3 and -250-350 mbar in Figure 4 which exceeds that in the original LH scheme. The heating rates for other atmospheric profiles obtained with the modified scheme also agree well with the LBL results ( Figure 5) ; the major shortcoming occurs for the sub-Arctic winter (SAW) case where the error in the middle troposphere for e() = 30°r eaches 0.16 Kid. The effects of considering different zenith angles (0°, 53°, and 75°) and a high surface albedo (0.8) are shown in Figure 6 . In contrast to Figures 3 and 4 . note the increase in the heating that takes place in the lower atmosphere ( Figure 6a ) due to reflection at the surface and the subsequent absorption by the water vapor in the layers immediately above the surface. Figure 6b illustrates the successful representation of this feature (error of -0.1 Kid or less) by the modified parameterization. The good simulations of the heating rates (error < 10%) and the absorbed atmospheric fluxes (error < 3%) for the conditions considered (Figures 3-6: Table I) suggest that the modified LH scheme is an acceptable broadband treatment of the water vapor absorption. Inasmuch as only three terms are added to the original LH formulation. this retains the conceptual simplicity of the original LH scheme and results in a more accurate representation. with only a modest increase in the burden of the radiative computations. The fact that only II terms are needed to describe the water vapor absorption due to some 3 million discrete frequency points. as used in the LBL calculations [RF] . is a very encouraging development for solar radiative parameterizations. However. this conclusion regarding the broadband approach is tempered when overcast sky conditions are considered.
isotropic. If the surface has a nonzero albedo or if there are other cloud decks in the atmosphere. there will be multiple reflections of both these beams. For ease in highlighting the role of vapor and drops. our focus in this study is mainly on the fundamental problem of a single cloud deck over a nonreflecting surface. In this case. the only radiation incident on the cloud is the direct beam (Dr). As will be shown. the task of representing the direct beam overcast sky interactions within a broadband framework by itself requires a series of careful. detailed considerations. Subsequently. we explore the consequence of extending the broadband framework to the general overcast sky problem.
Defining Trtd and Ref as the total transmissivity (i.e.. accounting for direct and diffuse beams) and the reflectivity of the direct incident radiation by the cloud layer I. respectively. the downward flux at the cloud base (level L + I) can be written as the sum of the direct 3.
REFERENCE SOLUTIONS FOR OVERCAST
ATMOSPHERES
Consider a cloud consisting of a specific drop-size distribution located in layer I between levels Land L + I in a model atmosphere containing water vapor (Figure 2b ). At any frequency II, the total downward flux at the cloud top Oevel L) consists of the direct flux only, as given by (I). After traversing the cloud, a portion of the direct beam emerges as unscattered flux. The portion scattered at least once in the cloud layer is a diffuse beam, assumed to be
#to and the diffuse (with appropriate superscripts)
components. Both Tr,d and Reid depend on the cloud layer ( Figure 2b ) optical depth '1"/-which is the sum of the drop and the vapor optical depths (layer subscript for drop is suppressed), 10001"".1\\.,.,. 
The reflected flux at the cloud top is a diffuse beam and is given by UL=(Dt)(Ret) (13) while that at the top of the atmosphere, with the appropriate vapor transmission function tf, is features of the water vapor molecule ( Figure I ). In contrast, drop properties remain constant over broad spectral intervals (> 100 cm -I). The goal of preparing reference results for the testing and development of parameterizations also necessitates a large number of computations, involving a wide range in the values of the parameters related to clouds. Thus keeping in mind the computational requirements and the necessity to retain a high spectral resolution, we adopt here the line-by-line + delta-Eddington technique to prepare a set of reference results (for details on the method, the reader is referred to the VC2 technique described by RF). Although this method does not yield benchmark-quality results [RF], the solutions can represent a good approximation [Fouquart et al., 1991] . Briefly, the technique performs the transfer at every discrete frequency point over which the water vapor lines are resolved, using the delta-Eddington approximation [Joseph et al., 1976] to compute the multiple scattering properties for the cloud layer (i.e., reflection and transmission). The water vapor transmission in the other layers follows Beer':s law at each frequency. Equations (7HI4) are then employed to obtain the fluxes at each level and at each discrete frequency. This is followed by an integration over the spectrum [see RF]. The parameter space spanned here include clouds of different drop size distributions, optical depths, and thicknesses, located at different altitudes and illuminated at various solar zenith angles. The vapor profiles follow the McClatchey et al. [1972] mid-latitude summer specifications, except that layers containing clouds are assumed to contain vapor corresponding to saturation conditions. The cloud drop size distributions used in this study are the ICRCCMspecified CS and CL models [Fouquart et al., 1991] and those stemming from Slingo's [1989] study. The CS model is typical of a stratus cloud, while the CL model has higher concentrations of relatively large drops. The ICRCCM tables specify drop single-scattering properties at 97 distinct frequencies in the interval 0-18,000 cm -I of the solar spectrum where water vapor, too, has absorption features. The solar irradiance data for the ICRCCM models follows Labs and Neckel [1970] , with the total flux for normal incidence at the top of the atmosphere over the 0-toL
j= I
Expressions for intermediate level fluxes can be written down in a similar manner with appropriate changes in the indices of the water vapor transmission functions. The heating rates in the cloud layer I and in all the noncloud layers are as defined by (6). In these equations, the layer transmission (t, Tr) and the reflection (Re) functions are all that is needed to determine the solar flux disposition in the atmosphere. The bases for determining these functions are the spectrally dependent LBL vapor absorption coefficients and the drop single-scattering properties, namely, extinction optical depth Tdrop' single-scattering albedo (IJ, and phase function or asymmetry factor g. The spectrally detailed inhomogeneous transfer over the relevant portion of the solar spectrum (0-18,000 cm -1) can be performed according to the methods outlined by RF. The spectral resolution required to study vapor-drop interactions (-0.006 cm-1 [see RF» is dictated by the fine absorption The range in zenith angles considered in this study is 0° to 75°. The range in drop optical depths studied is I to 100, which implies a range of -3.5-350 g/m2 for the CS model. As in RF, the drop extinction optical depth refers to the value at 0.55 #lorn; optical depths at other wavelengths for the ICRCCM model reference computations are obtained by using the ratio of the extinction coefficient values at the different wavelengths to the value for the 0.55-#lom wavelength. For the reference calculations corresponding to the Slingo drop model, a specific value of the optical depth at 0.55 #lorn is used to infer a LWP which, in turn, yields the single-scattering values at all other wavelengths. 
BROADBAND TREATMENT OF OVERCAST SKY

INTERACTIONS
The simplicity of the broadband water vapor absorption formulation of LH has sparked the search for a similar formalism applicable to overcast skies so that the nearinfrared radiative transfer can be handled with computational ease in climate and weather prediction models. Because the water vapor absorption parameterization is formulated on a broadband basis, the drop radiative properties, too, are constrained to have a broadband representation. This requires that drop reflection and transmission be an accurate measure of the integrated effects over the 0-to 18 ,OOO-cm -I spectrum. In order to proceed with the broadband concept, several important considerations become necessary and need to be addressed" as described below.
Multiple-Scattering Method
An efficient yet sufficiently accurate method is required to obtain the multiple-scattering radiative properties at any discrete frequency or over a spectral interval. Our choice here is the delta-Eddington method [Joseph et al., 1976] ; its accuracy has been tested by King and Harshvardhan [1986] for drop-only situations. In this study, both the reference results (section 3) and the broadband parameterizations employ the delta-Eddington method.
Drop Broadband Radiative Properties
It is necessary to consider the wavelength dependence of the drop single-scattering properties and, from these, to obtain the drop broadband radiative properties. The parameter of prime importance in this regard for water clouds is the single-scattering albedo, since it alone has an extremely significant variation across the spectrum [Chylek et al., 1984; Slingo, 1989; Fouquart et al., 1991; RF] . The singlescattering quantities may be calculated by considering a drop size distribution and Mie theory, such as the ICRCCM or the Slingo tabulations.
One method to arrive at broadband drop properties is to compute the reflectivity and transmissivity at each spectral interval using relevant drop spectral single-scattering quantities and then perform the integration over the spectrum. This involves delta-Eddington calculations over more than one spectral interval. Referring to equations (7)- (14), the corresponding expressions for the transfer in the broadband sense are similar except that Tr and Re terms, which were obtained for the layer as a whole (i.e., drop + vapor), have to be replaced by the terms T and R, respectively, defined for drops only. T refers to the total (direct + diffuse) beam transmission by the drops. Further, a spectral average of 18,000-cm-1 spectrum being 966 W/m2. (For completeness, we consider the spectrum to be 0-18,000 cm-l; the interval G-1000 cm -I contains a small amount of incident solar flux and can be ignored in practical considerations).
In Slingo's formulation, the single-scattering properties (his Table I ) are specified as functions of effective drop radius and liquid water path (LWP). These properties, together with the solar irradiance (total, 960 W/m2), are specified at spectral intervals different from ICRCCM. As a note, the CS model's effective radius is -5 ILm, which is approximately the lower limit of applicability of the Slingo scheme. The upper limit for the effective radius in Slingo's scheme is 15 ILm. The solar irradiance. the extinction coefficient. the single-scattc~ring albedo and the asymmetry factor associated with each interval are also listed. these quantities is now necessary over the entire 0-to 18,OOO-cm-1 (=l1v) spectrum. The drop reflectivity and transmissivity of the incident direct beam are given by
where F o( v) is the extraterrestrial solar radiation at frequency v, the overbars denote spectrally averaged quantities, and the subscript 0 for Rand f indicates that the spectral averages are obtained with the top-of-theatmosphere incident solar flux as the weighting function. As before, the superscript d defines the properties with respect to direct incident radiation. Rd and rd are dependent only on the frequency v via the single-scattering parameters. In (15) and (16), Ro and f 0 are functions of only the drop single-scattering parameters and the solar zenith angle. The ICRCCM specifications for the CS and CL drop models lists values over 97 different intervals in the near-infrared spectrum (0-18,000 cm-I). We have reduced the number of intervals to 11 in this study. The rearrangement of the intervals is accompanied by an arithmetic average of the single-scattering properties (see Table 3 ). One exception to
this procedure is the first interval in Table 3 where the single-scattering values are chosen so as to match the band multiple-scattering quantities obtained using the original set.
Computations of the 0-to 18 .OOO-cm -( cloud reflectivity, transmissivity, and absorptivity are in error by only a few percent (4% in absorption and <1% in reflection and transmission) for drop optical depths ranging from 1 to 100 and for sun angles from 0° to 75°, when compared with the full 97-interval results. Slingo [1989] also demonstrates the use of a few spectral intervals for the accurate simulations of drop multiple scattering properties. Another way to obtain near-infrared drop properties is to define broadband values of the single-scattering parameters themselves. The latter can be combined with the vapor optical depth. and then a two-stream approximation can be employed to obtain the cloud layer reflection and transmission [LH; Harshvardhan et al., 1987] . This concept is investigated in section 6.
Spectral Attenuation Above Cloud
It is necessary to consider the influence of the solar spectral attenuation by the water vapor above the cloud on the drop broadband effects. The employment of a broadband water vapor absorption scheme implies that there is a complete loss of information about the spectral distribution of the near-infrared irradiance in the atmosphere, i.e., at any level, it is not possible to associate a definite amount of solar flux with a particular frequency interval. The loss of the spectral information acquires importance because each frequency band undergoes a distinctly different attenuation [RF] . This significance becomes more crucial when overcast skies are considered. As was pointed out by Fouquart et al.
[1991], the sharp spectral variation of the drop singlescattering coalbedo introduces an additional spectral dependence in the radiative transfer for the inhomogeneous atmosphere (see Figure I ), besides that arising due to solar irradiance and vapor absorption. While it can be argued from the results of section 2 that the latter two are well accounted for in the broadband framework for a cloudless atmosphere and that the broadband convolution of the solar irradiance with drop properties also can be treated with ease (section 4.2), the same is not necessarily true when vapor and droplets are present simultaneously. This is because the correlation in the strengths of the vapor and drop absorption can be quite different in the various near-infrared spectral intervals [RF] .
To examine the quantitative nature of such effects, consider the broadband transfer in the inhomogeneous atmosphere with a cloud located in the lth layer and no vapor inside the cloud. The drop reflectivity and transmissivity with respect to the incident direct beam (identified again by superscript d) are then given by (17) ( 18) Equations (17) and (18) are defined similar to (15) and (16), respectively, except that the weighting function is now the frequency-dependent incident flux at the cloud top, Df(II), not that at the top of the atmosphere, F o( II). If the position of the cloud in the atmosphere is specified, one could in principle obtain D f( II) from the reference results and then solve for (17) and (18). However, D f (II) is not available on a general basis, and so there exists a problem in the determination of RI and T, for arbitrary cloud locations in the atmosphere. Usual calculations of drop radiative properties [e.g., S/ingo, 1989] yield only Ro and To, that is, the radiative properties as if there were no water vapor above the cloud, and with only drops being present in the atmosphere. The parameters, RI and TI can differ considerably from R 0 and To, respectively, and from the ratio
and the analogous one for (
it is apparent that if Rd and Td are independent of frequency, (19) and (20) reduce to unity with no dependence on altitude. The sarne result would be obtained if the vapor absorption were independent of frequency (i.e., gray absorber). Then, Df(v) is related to Fo(v) through a constant. However, neither aspect is true in general because there does occur a strong frequency dependence for R d, Td, and the vapor absorption. Not only is Df(v) frequencydependent, but it also decreases with increasing pressure, causing both the nurnerator and the denorninator in (19) and (20) to be dependent on the arnount of vapor above the cloud encountered by the direct solar bearn. The variation of the ratios (19) and (20) with the CS rnodel drop optical depth and vertical location is illustrated in the left-hand panels of Figures 7 and 8 , respectively, for solar zenith angles of 0° and 75°. These cornputations are performed in the sarne rnanner as described in section 3, except that in-cloud vapor is assurned absent in order to isolate the role of the above-cloud vapor. For thick optical depths (>10), the Df(v) integral in the denorninator of(19) falls off rnore rapidly with increasing pressure than does the integral in the nurnerator. For thin optical depths, the variations in the nurnerator, too, can be significant, thus slowing the increase of the ratio (19) with pressure, and even causing a decrease. In the case of the ratio (20), the sarne features are noticed except that the TIT 0 values exhibit a rnonotonic increase with pressure for all optical depths. With the ratios (19) and (20) being> I, the broadband drop reflectivity and transrnissivity for a location" 1" inside the atrnosphere are greater than the values in the absence of the above-cloud vapor. Consequently, ignoring the influences due to the above-cloud vapor on the broadband drop properties would result in an overestirnate of the cloud absorptivity.
The resulting effects on the cloud layer heating rates are investigated with respect to the reference values (Figures 7 and 8) for 2o-rnbar-thick clouds at different heights. The relative errors (Figure 9 ) illustrate the unacceptably large differences at both sun angles due to the use of R 0 and To instead of R, and T,. The relative errors decrease with drop optical depth and consist of an overestirnate in the heating within the clouds. The overestirnates are greater for low clouds and for high zenith angles, i.e., when the above-cloud vapor paths are large. The salient point of Figure 8 is that the spectral attenuation by the above-cloud vapor affects the deterrnination of the broadband drop reflection and transrnission. Failure to account for this effect properly causes a rnisrepresentation of the radiative properties, with unrealistically rnore radiation being absorbed by the drops.
Note that the errors occur despite the fact that the flux absorbed by the vapor above the cloud in the rnodified LH scherne is well sirnulated. If we use the original LH vapor absorption forrnulation, which underestirnates the broadband above-cloud vapor absorption (section 2), rnore flux is incident at cloud top and the cloud heating overestirnates in the lower troposphere becorne even rnore severe (e.g., for a cloud at 900-920 rnbar of optical depth 10, the error is 150% at normal solar incidence).
To account for this influence of the water vapor above the cloud, RIIRo and T,ITo have been pararneterized using the reference values obtained for a solar zenith angle of 53°. On the basis of off-line tests, it is assurned that these ratios hold true for all solar zenith angles,
Reference value of the ratio RIRo and the relative error (%) in the parametric fits (Table 4» , for overcast atmospheres illuminated by (top) the overhead sun (00 = 0°), and (bottom) 00 = 75°, as a function of drop optical depth (Tdrop) and cloud location in the atmosphere (see section 4.3).
The parametric relationships for (21) and (22) are listed in Table 4 for the CS and CL drop models. The right-hand panels of Figure 7 and 8 illustrate the relative errors in the parametric fits as a function of cloud location and optical depth. They also depict the impact of using the 530 results to represent the ratios at other angles. At 530 itself (not shown). for the parameter space considered. the errors for RI/Ro and fl/f 0 range from -0.2 to 0.2% and -0.4 to 0.6%. respec-
Ro .53 complicated issue that is not easily resolved in the broadband framework. However, a prescription for handling such problems is given in section 7.
Rescafing of Parameters
Depending on the multiple-scattelring approximation employed, a rescaling of the single-scattering parameters and the direct flux may become necessary. For example, under the delta-Eddington approximation, the parameter 1"drop has to be replaced by the scaled optical d,epth 1"drop in each of the intervals of Table 3 , based on the d(:finition of Joseph et af. [1976] tively. For low zenith angles and small optical depths, the reflection and transmission are overestimated, while at large optical depths, both are underestimated. For large zenith angles, the converse of the effect at 00 prevails. The behavior is similar for the CL cloud and is not il1ustrated. Note that ignoring the above-cloud vapor effects is equivalent to equating (21) and (22) with (15) and (16), respectively.
The preceding discussions pertain only to the direct solar flux incident on the cloud. In the case of multiple reflections such as due to a surface or a cloud present elsewhere in the atmosphere, equations (17}-(20) have to be redefined. In this case, it is necessary to consider not only the spectral depletion of the beam above cloud but also that due to multiple reflections between clouds and/or surface. This is a However. in the presence of vapor above cloud. the irradiance at the cloud top varies with cloud altitude so that F 0 appearing in (26) has to be replaced by D 1 (II). This leads to a situation analogous to that for (17) and (18). In this study we ignore this variation and adopt the spectrally integrated mean value of the exponential quantity as defined by (26). The actual numerical integration in (26) is performed using the data in It is necessary to consider the role of the water vapor inside the cloud and the accompanying vapor-drop interactions. The importance of this effect is assessed by comparing reference heating rate calculations with and without vapor in the cloud layer. The difference between these results is a measure of the influence of water vapor inside the cloud layer. Figure 10 illustrates the percentage increase in the absorption due to the in-cloud vapor for 20-mbar-thick CS cloud layers of different optical depths and located at various altitudes. Cleal:ly, for clouds of drop optical depth < 10, and particularly in the lower troposphere where the saturation vapor mixing ratios are larger, the presence of in-cloud vapor contributes significantly to the total cloud absorption.
The incorporation of the spectrally dependent effects due to the drops and the in-cloud vapor into a joint broadband framework is a challenging task. Besides having a distinctly different spectral dependence (Figure I ), they also differ in their radiative properties: one is a pure absorber while the other absorbs and scatters radiation. Several models (especially GCMs) that have employed the broadband LH water vapor parameterization have been forced to make several assumptions that are sometimes not explicitly stated.
One of these assumptions is that the cloud reflection is independent of the vapor inside the cloud. The rationale for this assumption appears to be based on the following premise: the water vapor optical depths are sufficiently small so that the re:flection is dominated entirely by the drop single-scattering properties. Further, the spectral bands contributing to reflection are assumed to be displaced from those causing absorption inside the cloud.
The second approximation invoked for the broadband parameterization concerns the transmission through the cloud layer. The total transmission of the cloud layer is assumed to be given by the product of two separate transmission functions: the transmissivity of the drops and that due to vapor. This is analogous to the overlap treatment for gases [Goody and rung, 1989] . Conceptually, the two assumptions amount to incident radiation traversing two hypothetical sublayers within the cloud, the first one containing drops only, the second containing only vapor.
The validity of these approximations is investigated by performing computations similar to the reference calculations (section 3), except it is now assumed that the cloud layer reflection is dependent only on the drop characteristics while the cloud (drop + vapor) transmission follows the multiplicative formulation stated above. This "approximate" reference result is then compared with the corresponding complete reference result. The relative errors due to the assumptions concerning the role of the in-cloud vapor are listed in Table 5 for drop optical depths of 1, 10, and 100 The parameterEej equations, with 1j = Tdrop, and valid_for I < 1j < 100 and 0 < W" < 116 kg/m 2, are of the form (R/Ro) = I + uwi exp (-cW,,) that this expression for treating the drop + vapor effects is somewhat different conceptually from the scheme outlined for cloudy atmospheres by LH [see Harshvardhan et al., 1987] ; the latter method is examined in section 6. The preceding discussions also imply that in the broadband framework, the reflectivity of the cloud layer in each interval of Table 2 is the same (namely, iff; equation (21», in contrast to the transmissivity (equations (27) and (28».
5.
ApPLICATION AND ACCURACY OF THE PRESENT P ARAMETERIZA TION Based on the analyses in section 4, a recipe for the broadband radiative transfer treatment in the case of single cloud decks above a nonreflecting surface can be prescribed as follows, given the ICRCCM drop single-scattering properties, cloud location, thickness, and sun angle:
I. Obtain Rg (equation (15» and rg (equation (16» using  Table 3 and the delta-Eddington approximation.
2. Use the parametric representations (Table 4 ) to obtain the corrected drop broadband properties, Rid and rid (equations (21) and (22», based on the water vapor amount above the cloud (equation (23», the solar zenith angle, and the drop optical depth.
3. Obtain the broadband direct beam transmission by the drops (equation (26».
4. Obtain the net direct and diffuse transmission by the cloud layer, rid (net) and r{ (net), respectively (equations (27) and (28», for each of the 11 pseudo-monochromatic intervals in Table 2 ; these depend on the in-cloud vapor amount. Note that the diffuse beam is assumed to be isotropic.
5. Obtain the direct (equation (2JI) and the diffuse (equation (5» beam transmissions due to vapor in the non cloud layers, using the modified LH water vapor absorption scheme (section 2) and the pseudo-monochroma~c intervals (Table 2) .
6. Using equations (7HI4), with rf(net) replacing exp and for zenith angles of 0° and 75°, with the cloud located between 900 and 920 mbar. The agreement between the two methods is excellent for both the flux at the surface and that at the top of the atmosphere (errors <3%). The reflected flux, in particular, is affected only marginally by the presence of vapor in the cloud; this feature holds substantially even for somewhat larger vapor amounts (not shown). This result offers a valuable suggestion for the simple representation of reflection by clouds containing vapor and drops.
The transmitted flux at the surface is also affected negligibly by the assumptions. The absorbed flux is underestimated up to 18%, and this reiterates the importance of the in-cloud vapor for the cloud layer absorption, especially at the smaller drop optical depths. It is clear from both Figure 10 and Table 5 that the effects of the in-cloud vapor must be accounted for in a proper manner. The nature of the errors arising in the case of the spectrally detailed transfer discussed above suggests the potential application of the approximation to the broadband computations as well. When the assumptions are applied together with the modified LH water vapor absorption scheme (section 2), the droplet broadband direct transmission (26) is multiplied by the direct transmission due to water vapor (equation (2» in the layer I to obtain the net direct transmission by the cloud (i.e., drops + vapor) ff(net) = exp (-Tvap./IILO) exp (-TdropfILo) (27) This procedure is performed for each of the II intervals in Table 2 . Likewise, for each interval, the droplet broadband diffuse transmission, obtained from (22) and (26), is multiplied by the diffuse transmission due to water vapor to obtain the net diffuse transmission by the cloud,
where t{ (equation (5» represents the transmission of the diffuse beam (i.e., scattered at least once and assumed to be isotropic) by the vapor in the cloud layer I. It may be noted 11.500 -3.6
"drop = 1 "drop = 10 "drop = 100
The relative errors in the flux absorbed by the cloud layer (Q). the flux at the surface (F sft). and the reflected flux at the top of the atmosphere (F TOA) are listed for CS drop optical depths (Tdrop) of I, 10. and 100. located at 900-920 mbar. Solar zenith angles 80 of 00 and 750 are considered. (-TII/J-o), f{(net) replacing (Trf -exp (-TII/J-o», and Rt replacing Reid, obtain the up and down fluxes for each pseudo-monochromatic interval, keeping track of the direct and diffuse beams separately.
7. U sing the weights associated with each pseudomonochromatic interval (Table 2 ), obtain the up and down solar fluxes in the atmosphere. Heating rates follow from application of (6). depths ranging from I to 100, and locations ranging from 100 to I {)()(} mbar. The study of 20-mbar cloud cases is consistent with the bases used for the parameterization of the abovecloud vapor effects in section 4.3. Zenith angles of 0°, 53°, and 75° are considered. All comparisons are with respect to reference results computed as described in section 3.
The refereru;e results and the relative error in the cloud layer heating rates (or, equivalently, the absorbed flux) due to the parameterization are shown in Figures II, 12 , and 13 for zenith angles of 0°, 53°, and 75°, respectively. Relative errors range IFrom -20 to 30%, with the largest values occurring for low clouds with thin drop optical depths, particularly at the high zenith angle. On comparing Figure 9 with Figures II and 13 for T > 3, there is a substantial improvement when the cloud layer properties take into account the attenuation by the above-cloud vapor (the effect of the in-cloud vapor for these particular 20-mbar cases is less than that due to the above-cloud vapor).
The errors in the parameterized heating rates arise mainly due to (I) errors in the parametric fits (right-hand panels of Figures 7 and 8) which are more prominent for solar zenith angles other than 53° (section 4.3) and (2) errors in the approximations concerning the in-cloud water vapor, which affect the cloud layer absorption (section 4.5). The nature of effect 2, as pointed out earlier, leads to an underestimate in heating for low-lying clouds. From Figures 7 and 8 , both R and T are overestimated at normal incidence for low clouds with drop optical depths < 10 so that effect I also leads to an underestimate in the heating at the low zenith angle ( Figure  II) , while at the high zenith angle (Figure 13 ) there is a tendency to offset partially or even overcompensate for effect 2. For large drop optical depths (= 100), the converse trends arise for effect I in Figures 7 and 8 and the significance of effect 2 is reduced as well (Figure 10 ). This results in a good simulation for the low clouds at normal incidence ( Figure II ) and a slight underestimate for the 75° incidence ( Figure 13 ).
Since parameterizations (21) and (22) are based on a solar zenith angle of 53°, Figure 12 indicates straightforwardly the improvement obtained as a result of accounting for the above-cloud vapor absorption through the use of the parametric fits (elTors < 10%). Further, since the higher altitude cloud cases shown in Figures 11-13 (say, above 500 mbar) are negligibly affected by the vapor above the cloud, the
Tests With 20-mbar CS Clouds
The accuracy of the recipe given above is investigated using the ICRCCM drop models in the mid-latitude summer atmosphere and for a range of conditions involving cloud locations and thicknesses and sun angles. optical depth and altitude. The absolute errors are greater in magnitude for T -10 «2.5 KId) (from Figures 11-13 , the relative errors are < 15% in this range). Table 6 suggests that the overhead sun, low cloud case with optical depth -10 can be assumed to yield a fair representation of the maximum absolute errors for 20-mbar thick CS clouds in the present broadband parameterization.
We now turn our attention to the fluxes elsewhere in the model atmosphere. The vertical profile of the heating rate and the corresponding absolute errors are shown for 2 zenith angles, and a high and a low cloud case (Tdrop = 10) in Figure  14 . The profiles for all other optical depths resemble that shown in Figure 14 , with all of them being characterized by a pronounced peak at the cloud location. This reiterates the importance of the cloud absorption to the solar heating in overcast atmospheres. The absolute errors, too, have a peak in the cloud layer. This error is <2.5 KId over the optical results for such cases validate the concept of obtaining broadband values of Ro and f 0 using merely II spectral intervals instead of the full 97 specified by ICRCCM. Both the above-cloud and the in-cloud vapor effects become more important for low-lying 20-mbar clouds due to increasing vapor paths ( Figure 9 ) and vapor contents (Figure 10 ), respectively. Thus there is an increase in the errors with decreasing cloud height for all zenith angles.
The absolute errors, listed in Table 6 , indicate that although the higher incident angles yield larger relative errors at the small optical depths, the discrepancies in the heating rate assume similar or more significance at normal incidence when there is a larger incident nux. This is true for any 11.502 RAMASWAMY AND FREIDENREICH: SOLAR RADIATIVE PARAMETERIZATlONS z !. \oj « f the focus of this study, do not necessarily imply a high accuracy for the below-cloud vapor absorption. For the low cloud case (Figure 16 ) the above-cloud vapor absorption is the dominant contributor to the atmospheric absorption, increasing as drop optical depth and, hence, as the reflected flux at the cloud top increases. In-cloud absorption is also significant at Ihe larger optical depths and, although following the same pattern of increase with optical depth as in Figure I: ;, is less in magnitude than in the high cloud case. This underscores the impact of the above-cloud vapor on the actual flux absorbed by cloud drops [Davies et al., 1984; RF] . Eroors are generally much smaller in Figure 16 than for the high-cloud case «6 W/m1.
It may be e:~pected from Figure 15 that the relative errors in the sulrface flux would be large for the high cloud case. This is shown in Figure 17 together with the reference values; title latter exhibit a monotonic decrease with increase in the high cloud drop optical depth. The relative error increase~; with optical depth (-12% for Tdrop = 100); the absolute errors, however, become smaller. Table 7 lists the absolute errors for the high and the low cloud cases of various optical depths, and for 3 sun angles. As with heating rates, the largest absolute errors (-17 W/m2) occur for optical depths -10 and overhead sun. The absolute errors in the surface fluxes when the cloud is located at lower altitudes (se'e Table 7 ) are smaller «2 W/m1 compared to the high cloud case. Table 7 also lists the absolute errors in the top of the atmosphere rc:flected flux. These are less than 8 W/m2 and correspond to relative errors of <5%. The larger values occur for the low clouds with large drop optical depths. The values for the high cloud cases are indicative of the errors that arisle principally due to the uncertainties in the representation of it 0 and f o. Again, errors at normal incidence are a good reJpresentation of the maximum absolute errors. The low absolute error values confirm the validity of the assumption that the reflected flux is virtually independent of the in-cloud vapor for the 20-mbar cases.
M.'scellaneous Tests
Next, the errors are investigated for cases when the overcast sky parameters are different from those considered above. Our inspection of the results for the tropical and the depth range considered (1-100). The small errors in the noncloud layer emphasize that it is only the cloud layer that is particularly influenced by the broadband parameterization.
The fluxes absorbed above, in, and below the cloud, and the corresponding absolute errors are shown for clouds at a high (180-200 mbar) and a low (900-920 mbar) location in Figures 15 and 16 , respectively, as a function of drop optical depth. The absorption by the above-cloud and the belowcloud vapor, and by the cloud itself, vary monotonically with optical depth. For the high cloud case (Figure 15) , there is an anticorrelation between the in-cloud and the below-cloud absorption, with very little contribution from the abovecloud vapor. This case yields differences in the absorption below the cloud of 20 W/m2, indicating that broadband corrections for vapor above and in cloud, which have been sub-Arctic winter atmospheric profiles [McClatchey et al., 1972] show these to be only slightly less accurate than for the mid-latitude summer profile. We next examine the errors for drop optical depths that lie outside the range (1-100) used in constructing the parameterization (equations (21) and (22); section 4.3). Note that the largest errors can be expected to occur for low clouds. For overhead sun and CS clouds with drop optical depths of 0.5 or 200 and located in the layer 900-920 mbar, the errors are less than 20% for heating rate and less than 5% for fluxes. The relative errors are larger for these cases than for the optical depth range 1-100; however, these errors are still less than the maximum values seen in Figure II .
Because there is a substantial range possible in the values of some other parameters that can affect the transfer in cloudy atmospheres, only a few examples are considered here. The choices are guided by the results obtained in section 5.1 (Figures 11-17) ; Tables 6 and 7) , and by the intent to estimate the maximum possible errors. Accordingly, only the results for low clouds with drop optical depths of 10 or 100 are discussed below.
Extended (geometrically thicker) clouds. Clouds that are more than 20 mbar thick contain more water vapor than those considered so far. This suggests a more important role for the in-cloud vapor. For example, if extended clouds spanning the levels 800-900 mbar, 600-900 mbar, and 300-800 mbar in a mid-latitude summer atmosphere are considered, the water vapor amounts inside these systems corresponding to saturation conditions can be substantially higher than in the 900-to 920-mbar and 180-to 200-mbar systems (Table 8) . In this regard, the 20-mbar clouds may be considered to be the limit when drops are present with the least amount of in-cloud vapor. The parameterization recipe outlined at the beginning of this section is adapted to the extended systems by considering the entire cloud to comprise one layer, with drops and the total in-cloud vapor forming separate sublayers, as stated in section 4.5.
The absolute and the relative errors due to the present broadband treatment for the various cloud systems are listed in Table 9 for 00 incidence. The departures from the reference results increase with water vapor content, suggesting a deficiency in the treatment of the vapor-drop interactions inside the cloud. The absolute errors in the absorbed flux reach 36 W/m2 when Tdrop = 10 and -28W/m2 when Tdrop = 100 for the 600-to 900-mbar system; the relative errors are <24%.
For Tdrop = I, the absolute and relative errors « 10%) become smaller (not shown) because the cases begin to resemble more the vapor-only situation and the drops have a less important role. Note that in the limit that the drop optical depth becomes «I, the cloud transmission can be expected to be well simulated according to the results of section 2.
The results for 750 incidence also exhibit more error (not shown) for the thicker systems. The underestimate in the absorption due to in-cloud vapor and the obvious increase in the importance of this effect with increasing slant vapor path yields a relative error of -29% for the Tdrop = 10, 600-to 9OO-mbar case; as was noted before, absolute errors are less than for the 00 incidence.
These results highlight the importance of water vapor inside geometrically thick clouds, an issue that has sometimes been relegated as unimportant and whose quantitative significance has not been declarel:l explicitly in past studies. For clouds that are up to 100 mbar thick in the lower troposphere, accounting for the attenuation of water vapor above the cloud is a principal consideration in providing a good approximation to the flux disposition in the atmosphere. For thicker geometrical extents and increasing in-cloud vapor, the broadband treatment does not adequately represent the spectrally dependent multiple-scattering process involving drops and vapor. leading to heating rate underestimates. 9. The heating rate errors are less than for the CS cloud, even for extended systems (e.g., 300-800 mbar). This is becaus~:, relative to the CS cases, a greater proportion of the absorp1:ion inside the CL cloud is by drops rather than by vapor, leading to a constrained importance for the latter. For high clGuds (not shown), the errors in the surface flux are larger than for the CS cases, reaching 30 W/m2, although the relativ~: errors are again <10%. From the CS and the CL cloud results, it is concluded that the reflected flux is well simulal:ed under all circumstances; however, the surface flux can attain large absolute errors.
COMPARISON OF VARIOUS BROADBAND TREATMENTS
In this section, a comparison is made of the accuracies of different broadband treatments of vapor-drop interactions that h;~ve been considered for or used in GCM studies, including the parameterization employed in section 5.
The relative error in the reflected flux at the top of the atmosphere (Table 9) is not as sensitive (-2% or less) to the cloud thickness as the absorbed flux. Thus despite the increased vapor content in the extended systems, the approximations concerning the cloud reflection do not enhance the relative errors in the atmospheric albedo, substantiating the effect noted for the 20-mbar-thick clouds in Table 7 , and emphasizing the adequacy of the assumptions in section 4.5. The absolute errors (up to 16 W/m2), however, show an increase from those for the 20-mbar clouds. Tests with high clouds (not shown) indicate that the absolute errors in the surface flux for thicker (>20 mbar) systems are less than for the 20-mbar case (Table 7) ; this is true for the relative error, too «5%).
CL cloud model. The ICRCCM CL cloud model contains larger drops and therefore has lower single-scattering albedos across the spectrum than does the CS cloud (Table  3 ). The errors for the four cloud systems are listed in Table 11 ,505 albedo w are considered. The assumption of no absorption by the drops (w of drops = I) It:ads 10 large underestimates of the cloud heating (>40%) and is obviously an unreasonable assumption. For w < I, a l:air agreement can be found over a certain range of parameters, e.g., when CIJ = 0.999, and T < 2 or T> 25, errors can be <:20%; the agreement is poorer otherwise and errors can be as high as 40%. The results of Figure 18 indicate that it is II10t possible to assign a single w value for drops that would <:nsure uniformly accurate results for cloud absorptior.l ovelr the range of overcast atmospheres considered.
"Mean" Drop Reflection and :rransmission
As was already demonstrated iin this study, it is possible to define the drop reflection and transmission for each spectral interval using the spectrally depe:ndent drop single-scattering parameters, and then perform an average (equations (15) and (16) or (17) and (18» to obtain th<: "mt:an" spectral reflection and transmission. Over the year:" various studies have used this concept in different ways. The impacts of the various techniques on the accuracy of the: simulated results is explored below.
In contrast to the ICRCCM drop models used in section 5, we consider here a formalism dleveloped by Slingo [1989] . This is an attractive representation of drop spectral singlescattering properties in terms of two parameters, liquid water path and effective radius of the drop distribution. We 6.1. "Mean" Drop Single-Scattering Properties As was stated in section 4.2, one way to derive broadband drop radiative properties is to specify some spectral"mean" value for the drop single-scattering properties [LH; Harshvardhan et al., 1987; Charlock and Ramanathan, 1985] . The cloud layer reflection and transmission and the flux disposition can then be obtained by employing the Harshvardhan et al. [1987] method, except using the modified LH water vapor absorption scheme. A subset of this approach is to assume that drop absorption is negligible [LH] or to ignore it [Chou and Arking, 1981] . The effects due to such assumptions are investigated for 20-mbar CS clouds of different drop optical depths (1-100) and located at different altitudes (100-1000 mbar). The relative errors in the cloud layer heating rates are shown in Figure 18 for the overhead sun case. Three different values of the broadband drop single-scattering Relative, % Case 900-920 mbar 800-900 mbar 600-900 mbar 300--S00 mbar The results are for the broadband parameterization developed here as compared with the reference calculations. Select CS and CL model cloud cases for overhead sun are considered, with drop optical depths (Tdrop) of 10 or 100. In-cloud water vapor amounts are listed in Table  8 . Only the errors in the absorbed (dF abs) cloud fluxes and in the reflected fluxes at the top of the atmosphere (dFTOA) are listed.
use here the higher spectral resolution table from Slingo [1989] . although the results would apply equally well to his coarser tabulations. First. a set of reference results (section 3) are determined corresponding to the spectrally dependent single-scattering parameters. Then we investigate the consequences of applying four different broadband techniques A-D. as described below. to compute the cloud layer radiative properties and the resultant fluxes. The methodology for each technique is the same as outlined at the beginning of section 5 (steps 1-7). except that step I now is based on the Slingo table; other exceptions and modifications are as noted:
Technique A. Cloud layer properties are represented by Ro and To. as in (15) and (16); this effectively ignores the influences due to both the above-cloud and the in-cloud vapor absorption on the broadband drop reflection and transmission values.
Technique B. Technique B is the same as A. except accounting for in-cloud vapor absorption in the manner described in section 4.5. This method. like A. also ignores the effect of the above-cloud vapor on the broadband drop radiative properties [e.g.. Wetherald and Manabe. 1988] .
Techniq/te C. This technique is the same as B. except increasing the vapor path inside the cloud by a factor of 5 to account approximately for the enhancements due to multiple scattering by droplets [Ramanathtln et ltl.. 1983 ]; this concept has its origins in the work of Sasatnori et ill. [1972] .
Technique D. Cloud radiative properties are adjusted for the influences due to the above-and in-cloud vapor. as in section 5; for the former effect. the equations for R ,I R 0 and T,IT o. as applicable for CS drops (Table 4) . are employed. This assumes that the variation with height of (19) and (20) for the Slingo model is represented adequately by the parameterization for the CS model (equations (21) and (22)).
It is noted that while Slingo's study implies method A. it suggests adopting method C for GCM applications. Also. it is necessary to make one more modification in order to use the modified LH vapor absorption scheme (section 2) along with the broadband Slingo drop model. The former is derived for the spectral range 0-18.000 cm-1 while the Slingo table terminates at 2500 cm -I. For the sake of completeness.
the values corresponding to the CS drop single-scattering paramel:ers (first interval in Table 3 ) are used below 2500 cm -I. lrhe total incident solar flux at the top of the atmosphere is small for this highly absorbing band (14 W/m2), so that the principal conclusions are unaffected by this modification.
The four cloud systems employed in section 5 (900-920, 800-900. 600--900, and 300-800 mbar) are considered again to intercompart: the techniques A-D. The results are analyzed with respect to three different parameters: drop optical depth (10 or 100), effective radius (r.. = 5 or 15 IJ.m), and solar zenith angles (0° or 75°). For r.. = 15 IJ.m, the two optical depths correspond to liquid water paths of -87 and 870 glm 2, r(:spectively. The absorbed flux by the cloud and the relative influence of the vapor on the convergence in the cloud la.yer (computed in the same manner as for Figure 10 ) are listt~d in Table 10 for the four cloud systems, with the in-cloud vapor specified as in Table 8 . The absorbed flux and the importance of the in-cloud vapor vis-a.-vis drops increases substantially for the thicker cloud systems which contain larger amounts of water vapor. The larger effective radius case possesses a higher drop absorption optical depth so that the relative effect of the in-cloud vapor is less than that for the 5-lJ.m case. The higher zenith angle has less flux incident at the top so that the absolute values of the absorbed flux in the cloud are lower than for the overhead sun; however. the trends with respect to increase in in-cloud vapor and with drop size remain qualitatively similar.
The l:ocus is again confined to the simulation of the flux conver!~ence in the clouds by the various techniques. The relative errors in the results from the various techniques, when c:ompared to the appropriate reference values. are listed in Table i 1 for overhead sun and for all the parameter  values considered in Table 10 . It is apparent that each technique can be superior to the others over definite ranges in the in-cloud vapor content. AII the techniques have a tendency to yield lesser absorption than the reference values with increasing in-cloud vapor.
Consider the results for r.. = 5 IJ.m. Since technique A ignores the effect of the above-cloud vapor on the cloud layer reflection and transmission values, this would. by itself, cause an overestimate in the absorbed flux. As the technique also ignores the in-cloud v:apor, this, in contrast, would yield an underestimate in th(~ absorption. The net effect of these two mechanisms is to cause an overestimate for relatively thin systems when the in-cloud vapor amount is small, and an increasing undelrestimate as vapor contents become large.
Compared to A, B yields more absorption leading to larger overestimates for the lower vapor (;ontent case (900-920 mbar) and lesser underestimatc~s for the higher in-cloud vapor content cases. Techniqule C, which considers an arbitrary increase in the in-cloud vapor optical depth, is a somewhat exaggerated version olF B. lit proves to be the most accurate for the geometrically thicker systems but can yield large overestimates (-50%) for s:ystems that are -100 mbar thick.
The results of technique D (r" = 5 I.I.m) bear a close resemblance to the trends seen for the CS cloud in section 5, suggesting that the application of the CS model parameterizations of RIRo and TIT 0 (Table 4 ) to this Slingo model is acceptable. The absorbed flux for the 900-to 920-mbar system is more accurate with D than with any other method. The drop single-scattering properties follow Slingo's [1989] formulation. Four different broadband techniques A, B, C, and D (present parameterization), as described in section 6.2, are employed. The cloud cases considered correspond to those listed in Table 10. because at the higher optical depth there is a decreased importance of the in-cloud vapor relative to droplets ( Figure  10) . Also, th,~ relative errors due to the above-cloud vapor effect b4~com~ small. These features also affect Band C for the 'Tdrop = 1'00 case, yielding a smaller overestimate due to ignoring: the above-cloud vapor effect for the 900-to 920-mbar system, and a smaller underestimate due to the incloud vapor ,~ffect for the 600-to 9OO-mbar system.
The rl~sults for the larger effective radius (r e = 15 J1.m) in Table 11 exl1libit trends similar to those mentioned for the smaller r e. Eiecause larger drop sizes imply a lesser singiescattering albedo for the same drop optical depth, the importance of in-cloud vapor absorption relative to cloud drop absorption diminishes (Table 10 ). Because of the decreased importance of the in-cloud vapor, A, B, and C, when applied to the extended systems, yield larger overestimates (or lesse:r underestimates) for the 15-J1.m effective radius than for the ~;maller size.
Turning to the results for the boundary fluxes (not shown), the maximum absolute error in the reflected flux at the top of the atmosphere for any of the cases in Table 11 with technique D is 26 W/m2, being higher than for the CS drop model (Tabl~: 9). The relative errors continue to be small «4%). For }\., B, and C, the maximum absolute error is -32 W/m2 (relative error -6%), being the same for all three since the abclve-cloud vapor effects on the cloud albedo are ignored in each.
For overhead sun, the maximum absolute error in the surface flux for D is 21 W/m2, with the maximum relative error be:ing 7'%. These values are approximately similar to the maJ(imum values discussed in section 5. For B, the maximum absolute error is 19 W/m2 and the worst relative error is -90/(,. For A and C the magnitude of the error can exceed :~6 W/m2, while the worst relative error is -16%. The errors in the absorbed flux by the water vapor in the rest of the atmosphl:re are much less than the errors in the cloud absorptiion, even lower than that in the boundary fluxes.
Relatilve errors for the cloud systems at a high solar zenith angle (75°) are listed for the four broadband techniques in Table I :!. Th~: absolute values of the fluxes and the maximum absolutl: errors are smaller than for the 0° zenith angie. Becausl: the vapor path length above the cloud is larger at the higher zenith angle, techniques A, B, and C, which have no provision to treat this effect, are degraded more in their accuracies, j:larticularly when the cloud system is not thick. Errors >3517& can occur with B even for lOO-mbar-thick systems,. While D treats the above-cloud slant path in a better fashion, it, just like the others, cannot treat adequately the effect of the vapor + drop interactions within the cloud. Thus errors due to the inadequacies in treating the in-cloud vapor and drop interactions persist at the higher zenith angle 1:or all methods. Relative errors for larger optical depths and for the larger effective radius are also more severe jior A, B, and C at the 75° incidence than at 0°. The maximIJlm relative errors in the boundary fluxes increase for all techll1iques at the higher zenith angle. For D this value is 14%, but it i:s accompanied by small absolute values.
From the preceding discussions, techniques A and C yield less satiisfactory results in general than Band D. Across the range of the vapor contents considered, both Band Dare degrade:d for the higher vapor content cases, B less than D owing tiC) a cancellation of errors of opposite signs. Method D is nece:;sarily biased toward good simulations for 20-mbarHowever, B provides a better result with respect to the reference results for extended systems that contain more vapor than the 900-to 920-mbar cloud.
In actuality, both Band D, and, for that matter, all the techniques, represent the broadband in-cloud vapor and drop interactions poorly and yield an underestimate in the cloud absorption. However, B makes a deliberate overestimate of the radiation incident on cloud top by considering equations (IS) and (16), instead of (17) and (18). This allows more radiation to be absorbed by the drop in the parameterization, thus partially correcting for the underestimate due to the in-cloud vapor absorption. This is made evident when the accuracies of Band D are compared for the 600-to 9OO-mbar case. The difference between the two cases (-15% versus -25%) is a measure of the overestimate caused by the absence of considerations for the above-cloud vapor. Note also that B has more of an underestimate for the 300-to 800-mbar system than for the 600-to 900-mbar system even though the vapor content in the latter is larger. This is because the above-cloud vapor is less in the 300-to 800-mbar case, introducing less of an overestimate in the drop absorption; thus the underestimate due to in-cloud vapor absorption is not offset by the overestimate in the drop absorption for the 300-to 800-mbar case as much as for the 600-to 9OO-mbar system. B thus represents an interesting quirk inasmuch as two errors of opposite signs compensate partially, improving the end result. The importance of including in-cloud vapor effects is emphasized when Band. Dare compared with A.
The errors in Table II indicate that D is more accurate at the larger optical depths, consistent with Figure II . This is thick systems, in view of its derivation from reference results that employ vapor absorption coefficients defined for 20-mbar layers. Considering all the cases examined here, both techniques Band D incur errors of up to 40 W/m2 in cloud absorption and about 30 W/m2 or less in the fluxes at the atmospheric boundaries. In general, for cloud tops located at higher altitudes than shown in the tables, the errors for A, 8, and C would be smaller. D would yield smaller errors for systems located at the altitudes considered in Tables 11 and 12 but having lesser vapor amounts. The accuracy of methods that do not account for the influence of the above-cloud vapor on the drop radiative properties are degraded considerably when the vapor contents in cloud are small and when the drop effects are relatively large. Conversely, when the in-cloud vapor increases to larger amounts, all methods underestimate the increase in cloud absorption.
As a final point, we consider the parameterization of cloud layer reflection and transmission of Stephens et al. [1984] . Here the above-cloud and the in-cloud vapor effects are incorporated implicitly in the parameterization by performing detailed computations for a number of model clouds placed at specific locations in the model atmosphere. Computations according to this method, with "drop = 10 and effective radii of 5 and 15 }J.m, yield cloud absorption, respectively, of -111 and 159 W/m2 (normal incidence). Considering Table 10 , these values are intermediate between the results for the four systems. However, it is evident that owing to the lack of an explicit functional dependence on the above-cloud vapor path and the amount of the in-cloud vapor, the results from this method cannot be expected to be accurate over all of the parameter space covered in Table 10 . A similar conclusion also applies to the approach of prescribing broadband "mean" drop single-scattering properties described at the beginning of this section.
GENERAL OVERCAST SKY CONSIDERATIONS
Thus far, the analysis has dlealt 'with the critical issues concerning the broadband parameterization in the context of single cloud decks above a norureflecting surface. The applicability of the broadband concept to arbitrary overcast skies requires an investigation into t'NO additional types of problems that are considerably more complex, namely, clouds over reflecting surfaces and multiple cloud decks located at different altitudes. A detailed ex.amination of these problems is beyond the scope of this study. However, we have analyzed broadband results for a limited number of these types of cases. We use these t,~ summarize the conceptual difficulties and the worst ina4:curacies arising when the broadband treatment is extend(:d to general overcast atmospheres.
In order to illustrate l:he issues involved, we consider two specific instances. One is when high clouds occur above a highly reflecting surface, while l:he other is when a low thick cloud is present beneath a high cloud. Now, interactions of any cloud with the diffuse beam as well as multiple reflections with other clouds and/or surfa';e must be considered. In the broadband framework, the ~Iarameterization of the spectrally dependent optical path tra,'ersed by the direct and diffuse beams through both wat(:r va~lor and drops, including obtaining an account due to multiple reflections, constitutes the principal obstacle. In both instances, although it is certain that Ro and To (equations (15) and (16» cannot be applied to the cloud layer(s) with rigor (section 4.3), it is a daunting task to determline the :relevant Rand T (analogous to (17) and (18» in a general manner. This is to be contrasted with the single cloud deck case ~'here it is possible to estimate relatively simply the vapor optical path above the cloud (equation (23» and thus obtain the appropriate broadband Rand T (equations (21) and (2Z»).
Notwithstanding these difficllities and in order to retain the broadband concep,t for aJII tYf~S of overcast atmospheres, we suggest a simple ;albeit crude addition to the prescription already outlined for single cloud decks over a nonreflecting surface (sl~e beginning of section 5; steps 1-7):
1. The reflectivity and transmissi'rity of the highest cloud to the direct beam are comput<:d as before, i.e., using (21) and (22) and employin,g the formulation developed in this study (section 4), while the corresponding quantities for all other clouds follow (15) and (I~i).
2. The diffuse quantities Rf and Tf for all clouds are assumed to be the same: as R~ and F~ (defined analogous to (15) and (16), except for a diffus<: beam incident on the cloud, indicated by superscript /, aIlld assumed to be isotropic [Coakley et al., 1983] ).
We explore the numerical consequences of these assumptions for the two instances citeld, using, as in section 6, the Slingo drop properties (r ~ = 5 JLm) and considering overhead sun. Multiple reflections at every frequency in the LBL + DE reference and in 4~ach pseudo-monochromatic interval (Table 2) in the broadb~md calculations are treated following Coakley et al. [1983] .
First, consider a high cloud (optic:al depth 10, located at 18a-200 mbar) over a highly reflectirtg surface (Lambertian surface with an albedo of 0.8). In this case, the absolute (relative) error in the surface flux is --34 W/m2 (-6%), while that in the absorbed flux is 22 Wlm2 (26%). For optical depths of I and 100, the: errors ~Lre le:.s. Smaller errors occur in the top-of-the-atmosphere reflected flux. The errors in the transmitted flux at the surface and in the cloud absorption are greater than for the corresponding nonreflecting surface cases in section 5. However, these errors are less than the worst inaccuracies noted in sections 5 and 6.2 (see technique D).
Next, consider a high cloud (ISI}-200 mbar) of optical depth I overlying a low (800-900 mbar), thick cloud of optical depth 100. In this case, the error in the high cloud heating is 10 W/m2 (50%) while that for the low cloud is 25 W/m2 (24%). The reflected flux at the top is in error by -32 W/m2 (-5%). If the high cloud optical depth is 10, the errors in the heating become 29 W/m2 (34%) for the high cloud and 39 W/m2 (76%) for the low cloud. In this case, the reflected flux at the top is in error by -66 W/m2 (-10%). Surface flux errors are less than 10 W/m2 (-20%) in magnitude.
Compared to the maximum errors in cloud absorption for the cases studied in sections 5 and 6.2 (see technique D), these results, although exhibiting larger relative values, yield approximately similar or less absolute flux errors. The absolute error in the reflected flux at the top of the atmosphere, as seen in the second example, can be considerable while the large relative errors in the surface fluxes tend to be accompanied by small absolute values. Otherwise, the errors in the fluxes at the boundaries of the atmosphere are less than -10%, which is somewhat greater than for the single cloud deck cases in the earlier sections. Note that the cloud heating is overestimated while the reflected flux is underestimated.
Although the investigations concerning arbitrary overcast sky cases here are not exhaustive, the above examples indicate that, with exceptions, the broadband parameterization for a single cloud deck can be generalized with errors not too dissimilar to the maximum values appearing in sections 5 and 6. The exceptions, however, lead to the conclusion that the present broadband treatment of the drop + vapor interaction with solar radiation needs to undergo further refinements in order to be more accurate for all types of overcast atmospheres. It is important to point out that similar or larger inaccuracies prevail for the above problems no matter which type of broadband method of section 6 is employed. These considerations suggest that the broadband methods may be more limited in their accuracy than was previously thought, especially for skies with multiple cloud decks. Thus broadband methods should be used in a GCM with the realization that in some cases, the results could become more inaccurate than is desired for the problem under investigation.
to the m,ooified Lacis-Hansen technique (section 2). This modified method yields excellent simulations of the solar flux convergerlces in clear skies.
In order to highlight the critical dependences of broadband overcast :.ky formulations, we have focused attention on the fundamental problem of single cloud decks over a nonreflecting surfacc~. Three considerations are important for the developmlent of accurate parameterizations, especially for the cloud heating rates. The first is the manner in which the broadband drclp radiative properties are obtained. Methods that use a.rbitrarily defined mean single-scattering properties to obtain the bJroadband drop reflection and transmission can have errors in the cloud heating rates of 40% or more. A better aplproach appears to be to determine the drop reflection and trans.mission over the various spectral intervals, perform :a spectral average to obtain the drop broadband values, and then convolve this with the broadband transmission funcltion for the in-cloud vapor. The second factor is the dependellice oj' the broadband drop reflection and transmission on the spectral irradiance at the cloud top. This implicitly bring:s in a dependence of the cloud radiative properties on the spectral attenuation by the water vapor above the cloud, with an increasing importance of this factor the lower tl~e cloud top. By ignoring this dependence, a positive bias is introduce:d in the broadband drop absorption computation v..hich implies an overestimate of the heating within the cloud. Thle third factor is the dependence of cloud absorption ()fi the in-cloud vapor. Ignoring this effect leads to an underestimate in cloud heating, specifically for systems (,especially exlended ones) located in the lower tropospherẽ below -6()() rnbar) where the vapor mixing ratios are high. A parameteJ;zation is developed to account for the aboveand the Jin-cloud vapor influences based on the ICRCCM dlrop models. It is tested for a range of overcast sky conditiolllS. For the ICRCCM drop distributions, the relative error in the cloud heating rate is less than -25% for the overhead sun case and less than -30% for 750 incidence, with the larger relative errors occurring for thin, low-lying clouds (drop optical depths <2) and for geometrically thick, extended cloud systems that contain large amounts of water vapor.
Three other broadband treatments which have been used in or proposedl for GCM studies, and that ignore one or more of the required considerations, are also studied. These three techniqul~s, together with the method developed here, are intercompared using Slingo's [1989] model of drop optical properties. The ranges in the values of the parameters directly :atfecting the overcast sky transfer, such as cloud drop radii, solar zenith angles, and systems containing varying ElmOUlrlts of water vapor and liquid water, are so vast that no singlc~ broadband scheme is able to yield highly accurate results for a variety of overcast sky conditions. In fact, it is possible to identify parameter spaces wherein each of the te,chniques proves superior in accuracy to all others. ]~eglectil[)g the dependence of the cloud radiative properties on both the above-cloud and in-cloud vapor can lead to unaccep1:ably large errors in the cloud heating rates (>50%). ,'\d-hoc enhancements in the in-cloud vapor absorption c~ffect alsio can be poor because, for certain cases, the errors I;an again ex<:eed 50%. If account is taken of the in-cloud vapor only, an interesting partial cancellation of errors IJccurs for extended cloud systems such that there is reason-;able agreement with the reference results (errors <20%).
SUMMARY AND CONCLUSIONS
Using reference solutions determined for a variety of atmospheric conditions, this study has investigated the accuracy of broadband (i.e., use of one effective spectral interval) treatments of the near-infrared radiative interactions in atmospheres containing water vapor and water drops. Such broadband treatments are necessitated when the optical properties of at least one of the constituents are available only for the near-infrared spectrum as a whole. For the problem of solar absorption by water vapor, the accuracy of two broadband methods employed in current GCMs is evaluated. Both methods yield an underestimate in absorption. Corrections are introduced in one of them, leading band radiative transfer clDncept ~Dr thc~ vertically inhomogeneous overcast atmosphere, by its very nature, can lead to inaccuracies in the fluxe5. and the cloud heating rates. As an example, even if GCMs are able Ito compute drop reflection, transmission, and absorption accurately taking into account the spectral variations, en-ors could still arise due to the use of a broadband water vapor absorption scheme. While it remains to be seen whether broadband techniques can be improved further for arbitrary (Jlvercast atmospheres, it is likely that a highly precise treatment of solar interactions with vapor and drops may not be feasible with the present broadband approaches. Since errors in the overcast sky flux dispositions lead to biases in the diabatic heating estimates and the radiative drive of the atmosphere and are also an important component oj' cloud-c:limate interactions, more research is necessary for the development of accurate solar radiative parameterizations.
