Optimal multisensor data fusion for linear systems with missing measurements by Mohamed, Shady M. & Nahavandi, Saeid
Optimal Multisensor Data Fusion for Linear
Systems with Missing Measurements
Shady M. Korany Mohamed
Intelligent Systems Research Lab.
Deakin University, Australia
Email: smko@deakin.edu.au
Abstract-Multisensor Data fusion has attracted a lot of
research in recent years. It has been widely used in many
applications especially military applications for target tracking
and identification. In this paper, we will handle the multisensor
data fusion problem for systems suffering from the possibility of
missing measurements. We present the optimal recursive fusion
filter for measurements obtained from two sensors subject to
random intermittent measurements. The noise covariance in the
observation process is allowed to be singular which requires
the use of generalized inverse. Dlustration example shows the
effectiveness of the proposed filter in the measurements loss case
compared to the available optimal linear fusion methods.
I. INTRODUCTION
Multi-sensor data fusion refers to the process of combining
data from different resources to improve the quality of the
information. It has played a significant role in a widespread
range of applications, see [6],[11] for a typical review for the
subject of multisensor data fusion and its potential.
When the sensors send their measurements, these mea-
surements are assumed to include the processed version of
the signal of interest combined with additive noise. Due to
sensor failures or high noise environments, this assumption
may not be true all the time. The measurements received from
the sensors may not include the signal of interest and may
contain only noise. This problem is referred to as missing
measurements as in [5] or uncertain observations as in [2].
The problem is that there is no way to know whether the
received measurements include the observed signal or only
the noise. The only assumed possible available information
is the measurements loss rate which can be obtained roughly
from test sessions.
Apparently, no work has been done to incorporate the
problem of missing sensor measurements into the context of
multisensor data fusion although it is a practical problem and
it exists whenever the possibility of sensor failures exist. The
problem was studied in the context of signal estimation but
not in the context of multisensor data fusion [2], [3].
In this paper, we handle the problem of optimally fusing
the measurements obtained from two sensors observing the
same object when both sensors are experiencing the possibility
of missing measurements. Our goal when approaching this
problem was to come up with the optimal recursive formula for
combining the measurements from two sensors experiencing
random intermittent failures. Another goal was to obtain the
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estimation error covariance which will be used to describe the
exact system dynamics and is useful as a performance measure
for the estimation process. The observation noise covariance
is not assumed to be nonsingular. The possible singularity
of the noise covariance required the use of the generalized
inverse approach rather than the conventional matrix inverse
techniques. In a typical case where the observation noise
covariance is nonsingular and all the sensor measurements are
completely received, the proposed approach will be equivalent
to the optimal multisensor data fusion using Kalman filters
and the generalized inverse approach can be replaced with the
conventional matrix inversion technique.
Multisensor data fusion can be classified into two categories,
measuremets fusion and track fusion [9]. Measurements
fusion refers to the fusion of the raw sensor measurements
data. In this data fusion approach no processing is assumed
on the sensor measurements. Track or estimation data fusion
refers to the fusion of the estimations obtained at each sensor.
The data from the sensors in this case are assumed processed
and the estimation process is done locally at the sensor node.
The approach adopted in this paper follows the first type of
multisensor data fusion approaches. We do not assume any
processing on the raw measurements from the sensors involved
in the data fusion process.
Much work has been carried out on the optimal fusion of
multisensor data. Optimal data fusion for linear systems was
studied in [7] where a general framework was proposed.
The optimal data fusion from two sensors is obtained in
[10] where the use of generalized inverse was proposed to
solve the problem of possible singularity in the observation
noise covariance. The afore mentioned optimal data fusion
techniques assumed all the sensor measurements are available.
The main difference with our approach is that we consider the
case when sensor failures may cause missing measurements.
We will compare our multisensor data fusion technique with
the one proposed in [10] to demonstrate the effectiveness of
considering the possibilities of missing measurements in the
data fusion process in section V.
The multisensor data fusion system can be considered as a
system of systems as described in [4] and [8]. Several entities
of the proposed data fusion systems can run concurrently
and in an independent manner. The output fused data will
be the estimates used as input for a larger and more complex
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multisensor data fusion system. In this case, the data fusion
process will be classified as track/estimate fusion.
The rest of the paper is organized as follows: Section II
quickly previews the concept of generalized inverse and the
important rules which we will use. Section III provides
the optimal estimation for one sensor observing the linear
discrete-time system in the case of missing measurements and
singularity of the observation noise covariance. Section IV
considers the problem of data fusion of two sensors observing
the system under consideration. Section V compares between
the existing optimal data fusion technique and the proposed
technique in a simulation example. Section VI concludes the
results of this paper.
Where 8kl is the Kronecker delta function. It is assumed that
E[XOWk] 0
E[xovii)] 0
E[vki)V~)] 0
E[vii)wz] 0
xo Xo
E[xox6'] Po
The scalar "iii) is a Bernoulli distributed sequence taking
values 0 and 1 randomly and i == 1,2 references the sensor
number and
II. GENERALIZED INVERSE
Since the proposed technique does not require the noise
covariance of the observation process to be nonsingular, we
will need to use the generalized inverse approach. First,
we will review the definition of generalized inverse and an
important lemma we will use throughout the paper. More on
generalized inverses can be found in [1].
definition 1: A generalized inverse of a matrix A is a matrix
A# such that
If A is nonsingular then
E["iii) == 1]
E["iki) == 0]
Where f3ii) is the percentage of measurements that arrive
successfully to the fusion point. It is assumed known priorly
as it can be obtained in simulation sessions. The optimal filter
that guarantees unbiased estimation will be defined as
x(klk) == Akx(k - 11k - 1)
+Kk[Yk - f3k HkX(klk - 1)] (3)
The estimation error covariance P(klk) will be
Where
The matrix K k is the optimal filter gain and it will be
computed as
X k E[XkXI]
AkXk-1AI + Qk
(4)
E[(Xk - Akx(k - 11k - 1))
(Yk - f3kHkX(klk - 1))T]
f3k AkP (k - 11k - I)AkH[
+f3kQkH'[
P(klk) == E[(Xk - x(klk))
(Xk - x(klk))T]
[Ak - f3k K kHkAk]P(k - 11k - 1)
[Ak - f3k K kHkAk]T
+[1 - f3kKkHk]Qk
[1 - f3kKkHk]T
+f3k(1 - f3k)Kk HkX k
AIH'[K'[ + KkRkK'[
COV(Xk' Yk lyk)cOV(Yk Iyk)#
CkDt
Where Ck
We will make use of the following lemma lemma 1 [10]
The generalized inverse of the matrix [~ ~] is the
matrix [~ ~] where
E A# +A#BS!CA#
F -A#BS!
G -S!CA#
H S!
Where SA == D - CA# B.
III. OPTIMAL LINEAR ESTIMATION
In this section we will consider the optimal estimation for
linear discrete-time systems in the case of possible missing
measurements and singularity of observation noise covariance.
The system under consideration is defined as
Xk AkXk-l + Wk (1)
(i) (i)H(i) + (i) (2)Yk "ik k Xk vk
Where yii) ,i == 1,2 is the output from the first and the second
sensors, i == 1,2. The terms Wk and Vii) are the uncorrelated
noise sequences with zero mean and covariance matrices
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and
Dk E[(Yk - f3k HkX(klk - 1))
(Yk - f3kHkX(klk - l))T]
fJk(1 - fJk)HkAkXkAr H'[
+f3~HkAkP(k - 11k - l)ArH[
+f3kHkQkH[ + Rk
The previous filter description handles the estimation process
obtained from one sensor. The next section will provide the
results on the optimal fusion of data obtained from two sensors
observing the system described in this section.
IV. OPTIMAL FUSION FILTER
In this section we will find the optimal fusion of data
obtained by two sensors. We consider the following discrete-
time linear system
(5)
Where
(12) [ Yk1)] (12) _ [ H~I)] (12) _ [ Vk1) ]Yk (2) ,Hk - H(2) 'Vk - (2)
Yk k vk
And assume that x612) == xo,pJI2) == Po. The optimal filter
that guarantees the unbiased estimation
x(klk)(12) Akx(k - 11k - 1)(12)
+ K~12)[YkI2) _ f3kH~12)x(klk _1)(12)] (6)
Then
£1
And let
Then
E[(Xk - Akx(k - 11k - 1)(12))
(Yk1) - f3kH~I)x(klk - 1)(12))T]
fJkAkP(k - 11k - 1)(12)ArH~I)T + fJkQkH~I(8)
E[(Xk - Akx(k - 11k - 1)(12))
(Yk2) - f3kH~2) x(k Ik - 1)(12))T]
f3k AkP (k - 11k - 1)(12)ArH~2)T + f3kQk Hk2(9)
E[(Yk1) - f3kH~I)x(klk - 1)(12))
(Yk1) - f3kH~I)x(klk - 1)(12))T]
( ) (1) T (I)T13k 1 - 13k Hk AkX k- 1Ak Hk
+f3~H~I)AkP(k - 11k - 1)(12) AIH~I)T
+f3kH~I)QkH~I)T+ Ri1) (10)
E[(Yk1) - f3kH~I)X(klk - 1)(12))
(Yk2) - f3kH~2)x(klk - 1)(12))T]
(1) T (2)Tf3k(l - f3k)Hk AkX k- 1Ak Hk
+f3~H~I)AkP(k - 11k - 1)(12) AIH~2)T
+f3kH~I)QkH~2)T (11)
The estimation error covariance p~~2] will be
R(12) _ [Ri1) 0]
k - 0 R(2)
k
and the optimal filter gain K k will be
K~12) == C~12)(DkI2))#
To find Ck12 ) and C~12), let
Ck12) == [£1 £2]
V. SIMULATION EXAMPLE
In this section, we will demonstrate the effectiveness of
(7) considering the possibility of missing measurements on the ac-
curacy of the data fusion process. The proposed technique was
tested on a scalar linear discrete-time system with parameters
A H (I) H(2) Q (1) (2)k == 1, k == 3, k == 2.5, k == 0.1, R k == Rk == 0.5,
Xo == 1.5 and Po == 1.
P(klk)(12) ==
Where
E[(Xk - x(klk)(12))
(Xk - x(klk)(12))T]
[Ak - f3kK~12) H~12)Ak]P(k - 11k - 1)(12)
[Ak - f3kK~12) H~12)Ak]T
+[1 - fJkK~12) H~12)]Qk
[I - f3kK~12) H~12)]T
+fJk(1 - fJk)KkI2 )H~12)AkX k- 1
ATK(12)T H(12)Tk k k
+
K(12) R(12) K(12)T
k k k
E[(Yk2) - f3kH~2)x(klk - 1)(12))
(Yk1) - f3kH~I)x(klk - 1)(12))T]
( ) (2) T (I)T13k 1 - 13k Hk AkX k- 1Ak Hk
+f3~H~2)AkP(k - 11k - 1)(12) AIH~I)T
+f3kH~2)QkH~I)T (12)
E[(Yk2) - fJkH~2)x(klk - 1)(12))
(Yk2) - fJkH~2)x(klk - 1)(12))T]
( ) (2) T (2)T13k 1 - 13k Hk AkX k- 1Ak Hk
+fJ~H~2)AkP(k - 11k - 1)(12)ArHk2)T
+f3kHk2)QkHk2)T + Rk2) (13)
The inverse of Dk12) can be computed using Lemma 1 if it is
not guaranteed to be nonsingular.
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Fig. 1. Comparison between the estimation error covariance in the optimal
data fusion without considering the possibility of missing measurements and
the proposed technique which considers this possibility.
Fig. 2. Comparison between the root of the MSE obtained from the optimal
data fusion process not considering the possibility of missing measurements
and the one obtained by the proposed technique for a range of measurements
loss rates.
Fig. 1 shows that the trajectory of the error variance
obtained by the proposed technique is lower than the error
variance trajectory obtained by the optimal data fusion for two
sensors described in [10] which did not consider the existence
of missing measurements from the sensors. The measurements
loss rate used to generate Fig. 1 is 0.1, i.e. 13k == 0.9,
which means that 10% of the measurements obtained from
both sensors are missing in a random manner and only the
observation noises were delivered.
Fig. 2 tests the effect of missing measurements on the data
fusion process in the MSE sense. The measurements loss rate
was tested from the range of 13k == 0.75 - 0.99 increasing by
0.01. It can be seen from the figure that as the percentage
of missing measurements increases, the proposed technique
provides significant improvement on the optimal data fusion
technique in [10]. As the percentage of missing measurements
decreases, i.e. 13k increases, both techniques get closer and
when 13k == 1 both techniques will give identical performance.
VI. CONCLUSION
In this paper, the optimal state estimation filter is presented
for systems suffering from random interruptions in the obser-
vation process and the possible singularity in the observation
noise covariance. The optimal fusion for data obtained from
two sensors observing the mentioned systems is proposed. The
fusion process is provided in recursive form to be applicable
in online applications. The error covariance of the estimation
fusion was obtained to describe the exact data fusion process
dynamics.
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