ABSTRACT Recent advances in smart device technologies have enabled a new computing paradigm in which large amounts of data are stored and processed on mobile devices. Despite the available powerful hardware, the actual capabilities of mobile devices are rather limited as they are often battery powered. This work explores data caching for k-out-of-n computing in mobile cloud environments, with the goal of distributing data in a way that the expected future energy consumption for nodes to retrieve data is minimized, while preserving reliability. More specifically, we propose to place data caches (in addition to the originally stored data) based on the actual data access patterns and the network topology. Consequently, we formulate the cache placement optimization problem and propose a centralized caching framework that optimally solves the problem and a distributed solution that approximates the optimal solution. The distributed caching framework (DC) learns data access patterns by sniffing packets and informing a resident cache daemon about popular data items. Simulations reveal that our proposed DC improves the energy efficiency by up to 70 percent comparing with no-caching, and even outperforms the centralized framework when taking the overhead into account. Experiments are conducted in a small-scale network (8 nodes), and up to 35 percent energy reduction are observed, and the results well align with our previous analysis on the effects of popularity threshold and routing protocols.
I. INTRODUCTION
Mobile clouds provide an alternate solution for cloud computing (e.g., big data storage and processing) in environments where internet or high performance computers are difficult to be accessed. When the infrastructure network is damaged or unavailable in scenarios such as disaster responses [1] and battlefields [2] , an infrastructureless mobile cloud, i.e., with mobile devices being part of the cloud, becomes an attractive option. However, data access in such mobile cloud encounters several challenges, e.g., intermittent connection, mobility, unreliable devices, and limited energy resources. Depending on the dynamic nature of the network, the route between nodes may change or it may be unstable over time. Nodes in the network can be inaccessible due to energy depletion, software/hardware failure, or node mobility, leading to more broken links. Consequently, these must be taken into account when planning to allocate data or provide services in these environments. Data caching is an effective and viable solution for addressing these issues. For a data intensive application in which nodes frequently exchange or access a set of files, creating data replications (caches) can help improve the data accessibility, latency, and reliability. For example, suppose people in a football stadium take pictures and videos using their smartphones. As a promotion and advertisement, AT&T holds a competition that encourages people to submit videos taken during the game. A group of students try to stitch multiple videos from different smartphones to create a panorama video. The video processing job requires a lot of computation and communication resources. However, they cannot offload the videos to remote cloud because the cellular service is overloaded by the crowd. To share and process these videos, a mobile cloud consisting of only mobile devices in the vicinity is an ideal computing platform. Caching data in the mobile node can improve both the data availability and retrieval speed.
As nodes in a mobile cloud may become inaccessible, additional mechanisms for ensuring data reliability must be employed. A k-out-of-n system [3] is a widely used and well-studied technique in many engineering fields when developing a fault-tolerant system. It describes an n-component system that can function properly as long as k (k n) or more of the n components function properly. The k-out-of-n concept is also applied to distributed storage system where each file is encoded into n fragments with erasure coding and stored to n different nodes, called service centers (SC). When a client node needs to access a file, it retrieves k fragments from k different SCs and reconstruct the file locally. In such a manner, the functionality of the system is guaranteed as long as k or more SCs are accessible. Figure 1 shows an overview of data allocation in a k-out-of-n computing framework, in which n ¼ 5, k ¼ 3, and each fragment is represented as < fileId À fragId > pair.
Because each node has different failure probabilities and different distances to other nodes, the locations of service centers directly affect the energy efficiency and data availability of the system. The k-out-of-n distributed storage system in [4] places the service centers in a way to minimize the expected energy consumption for client nodes for accessing the service centers. They assumed the network is homogeneous and all nodes have equal probability to request each file. However, in reality, not all nodes request all files and some files may be requested only by a small portion of nodes. For instance, given a network of rectangle shape, if the files are requested only by client nodes located at the shorter edges of the rectangle, it will be extremely energy inefficient to place service centers at the center of the network. Additionally, for security concerns, client nodes are not allowed to keep the decoded files locally and nodes always need to retrieve the file fragments from the service centers whenever a file is needed for reading. This security constraint causes an unavoidable high energy consumption and heavy network traffics. To address these challenges, we propose to cache some "popular" data fragments in the network and allow client nodes to retrieve file fragments from nearby caching nodes instead of always going to the farther service centers.
Our caching strategy is designed based on two observations: temporal locality of file access and the group mobility exhibited by nodes. Temporal locality of file access means that a file recently accessed by a node is likely to be accessed again by the same node in the near future. Thus collecting statistics, i.e., how files were accessed by nodes in the past, lays ground for predicting the future. Group mobility exhibited by nodes indicates that nodes often move as a group instead of moving individually. As a result, placing cached data within a group of nodes that tend to move together can also greatly improve the performance. The caching framework assumes an underlying ad-hoc routing protocol is available. Although a customized routing protocol design may further improve the performance, in this work, we try to extend the compatibility and usability of our framework such that it can benefit other similar k-out-of-n storage systems in different network architectures. A more specialized routing protocol for the k-out-ofn storage system is left as our future work.
To the best of our knowledge, we are the first to investigate the data caching for the k-out-of-n computing in an infrastructureless mobile cloud consisting entirely of mobile devices. Different from the traditional caching strategies in Internet architecture where caches are placed on proxy servers, base stations, or access points, the mobile cloud we consider is completely ad-hoc and has no base stations. Therefore, any node in the mobile cloud can serve as a cache agent. Our objective is to determine the data to be cached and to select the caching nodes in a mobile cloud such that the expected energy consumption for nodes to access the data is minimized. Our caching scheme improves the energy efficiency for the k-out-of-n storage applications in an infrastructureless mobile cloud. The algorithm, however, is not limited to mobile environment, but can also be applied to conventional erasure coded distributed storage system in static network. Our proposed solutions monitor the file request activities and make caching decisions based on the past statistics and the failure probabilities of nodes. We first formulate the problem as an Integer Linear Programming (ILP) problem and solve it using a centralized caching algorithm (CC). We then propose a lightweight and distributed caching framework (DC) in which nodes learn the files' popularity in a distributed manner and cooperate with each other to decide the cache placement. Finally, as the cache buffer is finite, the least frequently used (LFU) algorithm is adopted for buffer management. The quantitative impact of reactive versus proactive routing protocols on DC are then discussed.
The proposed solutions are evaluated through extensive simulations and proof-of-concept implementation. For simulations, we evaluate the effects from parameters such as the FIGURE 1. An overview of data allocation for k-out-of-n computing framework. The fragments are placed in the selected service centers (SC) to minimize the data retrieval energy. In this paper, fragments are also cached in selected caching nodes to further reduce the energy consumption, and improve the data availability.
354 VOLUME 5, NO. 3, JULY-SEPT. 2017 number of requests, buffer size, and network size. We compare our distributed caching framework with a no-caching scheme, centralized caching scheme, and the truly optimal ground truth in terms of energy consumption and data availability. While for proof-of-concept implementation, a daemon that performs the cache placement and replacement is implemented as a Linux kernel module. A reactive and a proactive routing protocols are employed to provide routing in a multi-hop environment, for which we choose Kernel-AODV [5] and OLSR daemon [6] , respectively. We build a cross-layer channel for the network layer to pass the sniffed information to our caching daemon, which resides in the middleware (above the transport layer, and below the application layer). Both the cache daemon and routing protocol runs on the RouterBoard 433UAH hardware and evaluated in a network of eight nodes.
The rest of this thesis is organized as follows. Section II presents the related works. Section III formulates the optimal cache placement problem for k-out-of-n system and provides an effective placement policy. In Section IV, two caching frameworks, a centralized caching and an ideal caching are presented. In Section V, a distributed cache framework is proposed. The quantitative impact of reactive versus proactive routing protocols is discussed in Section VI. Section VII presents performance evaluation results from simulations. The proof-of-concept evaluation results are present in Section VIII. Finally, Section IX concludes the thesis and discusses future work.
II. STATE-OF-THE-ART
Data caching has been widely used in Internet to enhance the performance of web services [7] - [9] . However, there have not been many research efforts dedicated to mobile environments. Dowdy and Foster [10] were among the first to study the cache placement for cooperative networks. The optimality of this problem in terms of access cost has its root in the multifacility location problem [11] , [12] , which is NP hard. Baev et al. [13] proposed a 10-approximation algorithm for placing replicas in arbitrary networks by taking into account data access frequency and node storage capacity. Tang et al. [14] improved this by delivering a 4-approximation (2-approximation for uniform-size data items) solution. Both algorithms considered cache placement for multiple data items, but they became inapplicable in situations where data did not come in batches. Jin et al. [15] mathematically proved that the number of replicas of each item in the optimal solution is proportional to p 2=3 , where p is the access probability of the item, and verified its huge performance gains when compared with the proportional replication strategy. Taking advantage of these results, our work also integrate the peculiar characteristics of mobile environment, i.e., unstable links, node mobility, and energy constraint, into our model.
Yin et al. [16] proposed three caching schemes: CacheData, CachePath, and HybridCache. The idea is to analyze passing-by data and cache either data or path to a known cache node. However, the design was focused on the system point of view and did not take into account the complexity of on-the-fly caching. A less aggressive caching scheme is to maintain caches only on the client sides, to which we refer as cache-on-clients. COOP is an example of such schemes for mobile ad-hoc networks proposed by Du et al. [17] . To avoid overflowing active clients' buffer, COOP applied both inter and intra category rules to reduce duplicates within the cooperation zone. Another similar scheme, COCA, presented by Chow et al. [18] , employed a different strategy for buffer control. Two types of mobile clients, low activity mobile clients (LAM) and high activity mobile clients (HAM) were identified. A centralized server replicates appropriate data items to LAMs so that HAMs can make use of them. Building upon COCA, GroCoCa [19] introduced the concept of tightly-coupled group (TCG), defined as a set of peers pursuing a similar movement pattern and exhibiting a similar data affinity. Cache cooperation was then performed within TCGs. The major drawback of cache-on-clients schemes was that their performance degrades when servicing multiple highly-active clients concurrently.
The aforementioned researches have all implicitly or explicitly assumed a group-based mobility [20] model. Hara [21] quantified the impact of node mobility on data availability in mobile ad-hoc networks. The result revealed that the Reference Point Group Mobility model had larger partition sizes and higher connectivity compared to other mobility models. As a result, cooperative caching is intrinsically suitable for Group Mobility model. Our work also assumes a group-mobility model. We allow caches to be placed along the paths from clients to the data source, but the caching activity happens after the observation of popular data. Additionally, more factors such as failure probability, buffer availability, and data security are considered for cache agent selection.
When considering the reliability of a distributed storage system, Dimakis et al. proposed several erasure coding algorithms, together with their maintenance schemes for distributed storage [22] - [24] . MDFS [25] was the first work to create a distributed file system on mobile devices. Chen et al. [4] , [26] studied the service center allocation problem in mobile cloud and introduced the "expected distance" by taking into account the nodes' failure probability. Yadi et al. [27] proposed a caching scheme, named CAROM, that combines data replication and erasure codes to improve data availability and responsiveness. However, CAROM did not consider how to optimally place the encoded and replicated data. Compared with the traditional data caching, caching for k-out-of-n computing framework is a much more complicated problem. Part of our work has been published in [28] , and we extended it by discussing the impact of reactive v.s. proactive routing protocols on our proposed distributed caching framework, both theoretically and experimentally.
III. PRELIMINARIES AND PROBLEM FORMULATION
This work builds on the service center allocation algorithm proposed in [4] . It considered a mobile ad-hoc network VOLUME 5, NO. 3, JULY-SEPT. 2017 355 consisting of N nodes. Each node v i is associated with a failure probability P f i and the expected distance D ij is obtained by estimating the "expected hop count" between node v i and node v j , with their failure probabilities considered. Under the assumption that communication is the major source of energy consumption [4] , [29] and the total data transferring energy is proportional to the hop count between a source and a destination, the objective of service center allocation problem is to minimize the expected distance from client nodes to their closest k service centers.
On the other hand, each newly created file is encoded into n fragments and distributed to n selected service centers. Any subset of k fragments is able to recover the original file. As the access pattern of the file is unknown at the file creation time, the service centers are only selected based on the network topology. Without considering the access pattern, some service centers may be used much more frequently than others, leading to network hot spots.
To overcome this, we combine caching with service center allocation. The items to be cached are fragments of the stored files. The cache placement and replacement decision are made based on the collected file access patterns. We call the nodes that hold caches as cache agents (service centers included). There are several characteristics of the cache agents. From the "resource" perspective, each cache agent v i is associated with a buffer of capacity L i . As time elapses, the availability of a cache agent may vary with the number of cached items, A i . From the "demand" perspective, the client nodes U request fragments from the cache agents and the agents learn the request frequency r of each file. The more popular a file is (i.e., higher requests frequency r), the more caches we should maintain for that file. We use K w to represent the total number of fragment caches that will be created for file F w . Table 1 presents all the notations we have so far defined.
A. CACHE PLACEMENT FORMULATION
Now we are ready to formulate the cache placement optimization problem. The objective is to minimize the total expected distance from every potential user to its k cache agents. For convenience, we omit the file index w and represent each file as F. Based on the previous definition, two mapping variables are defined: x l i is a binary variable indicating whether node v i is a cache agent for fragment f l , and y l ij is a binary variable indicating whether node v j is assigned to node v i for retrieving fragment f l . The following Integer Linear Program expresses our cache placement problem
The first constraint (Eq. (2)) indicates that up to K fragment copies will be placed on the cache agents for this file. Parameter K is determined based on the file popularity and buffer size. How it is calculated is described in Eq. (8) and Eq. (9). The second constraint (Eq. (3)) ensures that each potential user has accesses to at least k different fragment caches. We assume that the application configures parameter k and parameter n depending on the reliability requirement of the stored data. In general, lower k=n ratio achieves higher data reliability with the cost of higher data redundancy. E.g., if ðk; nÞ ¼ ð2; 4Þ, a 10 MB file needs total 20 MB storage space to store 4 data fragments; it can tolerate to lose 2 fragments. If ðk; nÞ ¼ ð2; 6Þ, the same 10 MB file needs total 20 MB storage space to store 6 data fragments. However, it can now tolerate to lose 4 fragments. The third constraint (Eq. (4)) makes sure that if a potential user is assigned to a node for a particular fragment, then the node must be a cache agent for that fragment. Eq. (5) ensures that the service centers are also cache agents. Eq. (6) creates a buffer limit on each cache agent. Also, for security purposes, less than k cached fragments can be created for each file. The last constraint (Eq. (7)) is the binary requirement for the decision variables.
B. CACHE PLACEMENT POLICY
We adopt the findings from [15] to help determine the number of caches for each file, K w , given the file's popularity and the nodes' buffer size. In Eq. (8) below, n is the number of service centers selected when a file is created, f represents the correlation between a file's popularity and the total number of its cached fragments, and r w is the request frequency of file F w . The minimum number of caches for each file is n because each file is encoded and distributed to n service centers at the creation time. Eq. (9) defines a user-configured variable h to represent the percentage of occupancy allowed on cache agents' buffer. Combining Eq. (8) with Eq. (9) and configuring a proper h, we can then solve for f. Based on this, files with higher popularity are given higher priority when selecting the cache placement. In specific, given a collection of files fF w g, the cache placements for each file is determined one by one based on its K w value. The process repeats until all files are associated with a specific K w
Symbol Description
h ¼ total # of fragment copies of all files overall buffer size of all nodes ¼
IV. CENTRALIZED/IDEAL CACHING FRAMEWORK
The basic idea of centralized caching is to collect the global information and to solve the optimization problem on a master node. According to temporal locality and group mobility, the learned statistics in the near past can very well predict the future activities. To be more concrete, the master node collects information regarding on network topology and file access pattern by exchanging control messages, and determines the optimal cache placement in the future based on these learned statistics.
As time elapses, the network topology may change and the cached items may become obsolete. Therefore, the algorithm runs periodically to adapt to these dynamics. Each round of the algorithm gives an updated cache placement, which may or may not differ from the previous placement. Given an updated placement, the newly chosen fragment caches are immediately fetched by the cache agents, and the old caches can be kept as long as they do not violate the capacity or security constraints. If a cache buffer is full, we replace its content using the least frequently used (LFU) policy. Although there are more efficient cache replacement policies such as LRU (Oð1Þ), we choose LFU (OðlognÞ) as it can be easily realized using the fragment request counter which exists in the statistic collection component already, without causing additional memory or computational overhead. More importantly, as we intend to cache the "popular" fragments or fragments that are more frequently requested, LFU serves this purpose much better than other cache replacement algorithms. We refer to the framework described above as centralized caching (CC) and define a simple variation of CC as ideal caching (IC). The only difference between them is that CC uses the previous time slot for cache placement optimization while IC "foresees" the future access pattern and topology. IC simply serves as the true optimal or the ground truth of our caching framework and no other caching algorithms could outperform IC.
Although the centralized solution provides an optimal solution, it is computationally infeasible in a large scale network and has single point of failure disadvantage. According to our hardware evaluation, solving the centralized problem formulation on a mobile device is only feasible on a network no more than 26 nodes. As a result, in the next section, we propose a lightweight distributed caching framework to approximate the optimal solution.
V. DISTRIBUTED CACHING FRAMEWORK
The goal of distributed caching framework (DC) is to allow each individual node to make its own caching decision without the need of global information. The distributed algorithm does not collect the topology information or all files' access pattern, and is robust to node failures.
A. SYSTEM ARCHITECTURE Figure 2 describes the system architecture of our cross-layer design for DC. We add our middleware, which includes the cache daemon (CDaemon) on top of the transport layer. A cross-layer communication channel is built between the network layer and our middleware. The CDaemon actively interacts with the network layer: CDaemon collects the access pattern information, such as reqId and their counters for each requested fragment from the network layer; and the network layer also looks up cache information, such as cache ID (cacheId) and reference number (refs) maintained in CDaemon. A step-by-step explanation of the framework based on a file request example is also given in Figure 2 , in which we suppose A is a file requester, and B is an intermediate node or destination node.
Step 1: To request for a file, client node A broadcasts a file request (fileReq) packet containing the file ID, the requester ID, and an initial hop count value (set to 0). System architecture of the cross-layer design for the proposed distributed caching framework. 1) fileReq: broadcast a file request; 2) fileRep: unicast a file reply (may require a route discovery); 3) fragReq: unicasting a fragment request (may require a route discovery); 4) data transmission via TCP; 5) cache placement: broadcast an exchange request (exReq) to one-hop neighbors, unicast an exchange reply (exRep), and unicast an exchange confirmation (exCfm); 6) cache replacement.
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Step 2: Upon receiving fileReq, B examines whether the request has been seen before. If it is a new request, B updates the hop count maintained in this fileReq and rebroadcasts the packet. Node B then uses cachedId to check with CDaemon to see if it has the desired fragment. If yes, it replies A with a file reply (fileRep) including the hop count information.
Step 3: Upon receiving all the fileReps, the CDaemon in A decides which are the closest cached fragments and unicasts fragment requests (fragReq) to these cache agents.
Step 4: When fragReq reaches the destination, a TCP session is established for reliable data transmission. Note that depending on the underlying routing protocol, unicasting a fileRep or a fragReq could involve a route discovery process beforehand. A delay would be expected when a route is not present, as in the case for reactive routing protocol. While for proactive routing protocols, it is much more responsive.
Step 5 and Step 6 in Figure 2 are related to the cache placement / replacement of DC, and they will be explained in the following sections.
B. STATISTICS COLLECTION
To learn the file access pattern, the network layer sniffs the passing-by packets and delivers the packets of interest to the middleware. In this way, CDaemon learns the file request frequency and by whom the file is requested. As cross-layer communication also introduces computation overhead, only the packets that are truly necessary should be passed to the middleware. Table 2 summarizes the packets defined so far and indicates the packets that CDaemon is interested in. fileReq is sniffed so that CDaemon can check if any cached fragment is available locally and replies if necessary. fragReq is sniffed so that intermediate nodes can learn about the popularity, i.e., the request frequency, of the file.
Packet sniffing is done efficiently at network layer by several filters. The network layer simply examines a very small part of each arrival packet and determines weather to pass it to the middleware. The fields that are checked in each packet are shown below: a) textslProtocol Type: All the control packets are sent via UDP, and from which we can rule out the data packets sent via TCP; b) Destination Port: There may be other UDP packets, and we are only interested in those sent to the CDaemon port; c) Message Type: MDFS, CDaemon, and the network layer should have an agreement on the payload structure. Therefore, the network layer can easily recognize the packets such as fileReq, fileRep, and fragReq by reading the first few bytes of the payload.
C. DISTRIBUTED CACHE PLACEMENT
Once nodes have identified the popular fragments needed to be cached, DC algorithm determines where to place the cache fragments to maximize the energy saving. The intuition is to select the nodes that are closest to the file requestors in terms of hop count. Following the logic of our framework, we anticipate the node that first observes the popular fragment to be the closest one to the users group. All the intermediate nodes on the route cooperate to determine the best cache agent. An example is illustrated in Figure 3. 
1) WHEN WILL A FRAGMENT CACHE BE CREATED?
A new fragment cache is added when we find the counter associated with the fragment exceeds a predefined threshold u. In Figure 3 , v3, v4, v5, v8, v10 are cache agents and the counter for a specific fragment is shown in the square. A new cache fragment will be added when any of the counter exceeds u. This triggers DC to find and add a new cache agent.
Parameter u has a great impact on the system performance as it affects the frequency that the cached fragments are updated. We determine u by estimating the average number of requests that each fragment cache will serve. If the number of actual requests exceeds the predefined value, then an extra fragment cache is necessary. The average number of requests is estimated as follows. From Eq. (10), we then set u to be k=f. X r i ¼ file request frequency k X r i ¼ fragment request frequency for this file K ¼ total # of fragment caches of this file
2) HOW TO COORDINATE THE CACHE PLACEMENT
In the previous example, when v 4 , v 5 and v 10 all reach the threshold defined by u, only one of them should initiate its cache placement module. Since our objective is to minimize the distance from the file requestors to the fragment cache, v 4 seems to be the best candidate among the three. From the observation that the node closest to the file requestors reaches the threshold earlier than other candidate nodes (v 5 and v 10 ), v 4 can actively notify other candidates NOT to cache the fragment. This is achieved by piggybacking a flag in fragReq at v 4 to inform other nodes on the route, i.e., v 5 and v 10 , to flush their request counters for this fragment. In this manner, only one new cache will be created, and it is placed closest to the file requestors.
3) HOW TO SELECT A CACHE AGENT
Although only v 4 will initiate its cache placement module, any node in its vicinity has a chance to be selected as the cache agent. v 4 coordinates with all its 1-hop neighbors and determines the best cache agent by comparing their qualification scores, defined in Eq. (11) .
In Eq. (11), IðiÞ is an indicator variable showing whether adding the new fragment cache will violate the security constraint on v i , and a is a weight parameter in the range ð0; 1Þ. a=1 indicates that the score is completely determined by a node's failure probability; the cached fragments are always placed in the most reliable nodes and the storage space is not a concern. a=0 indicates that the score is completely determined by the remaining buffer space; this is a preferred setting when the storage space is extremely limited and nodes are assumed to be reliable. We leave a as a parameter configured by the application. We define the score in such a way to eliminate the nodes that may violate the security constraint, and give the nodes with lower failure probability or more buffer space higher score.
To be more specific on how the control messages are exchanged between v 4 and its neighbors, v 4 first broadcasts an exchange request (exReq) to its neighbors. Upon receiving the messages, nodes compute their qualification scores and reply with (exRep) messages. v 4 then compares those scores with its own score and sends a (exCfm) message to the node with the highest score. The selected node then pre-fetches and caches the data fragment. This process corresponds to the Step 5 in Figure 2 .
D. DISTRIBUTED CACHE REPLACEMENT
Since caches may become inactive and the buffer may be fully occupied, a cache replacement policy is necessary to ensure the effectiveness of the caching algorithm. Similar to the centralized solution, LFU policy is adopted to manage the buffer. Specifically, we assign a reference number (refs) to each cached fragment, and the number is incremented by 1 whenever the fragment is accessed. If a cache agent's buffer is full, the cache replacement module activates and evicts the fragment with the smallest refs. This process corresponds to Step 6 in Figure 2 .
E. INTEGRATED ALGORITHM
The distributed caching framework described in Section V is illustrated in Algorithm 1. The framework runs on every node in the network and listens for the UDP packet sent to CDaemon port. Each cache agent is active only when a valid control packet (as shown in Table 2 ) arrives and triggers a specific task. The time complexity of the tasks depends on the task type; while most tasks (fileReq, fragReq, exReq, and exCfm) take constant time to process, fileRep takes OðnlognÞ for sorting and exRep takes OðnÞ to find the node with the highest score. There are also some relationships between the centralized solution (Eqs. (1), (2), (3), (4), (5), (6), (7)) and Algorithm 1. The hop-count distance in matrix D in Eq. (1) is encapsulated in the fileRep packet when a node replies to a file request; the decision variable y in Eq. (1) determines where a node retrieves the fragments, which is similar to the decision made for sending fragReq packets to a subset of nodes; the decision variable x in Eq. (4) determines the cache locations, which is similar to the cache location specified by the exCfm packet; the file access frequency r in Eq. (1) is analogous to the reference number (refs) which counts the times that a fragment is accessed.
VI. CHOICE OF ROUTING PROTOCOLS
As shown in Figure 2, Step 2 and Step 3 may require a route discovery process beforehand, depending on the underlying VOLUME 5, NO. 3, JULY-SEPT. 2017 routing protocols. For mobile ad hoc networks, there are roughly two categories of routing protocols: proactive and reactive. A first glance at our caching framework, one may think that since DC is routing-protocol-independent, as long as all the routing protocols give us the same route for any file access requests (which should be the case), they will end up with the same set of cache agents, and therefore should have the same performance in terms of energy efficiency and retrieval rate. This is true when the time spent on route discovery is negligible compared to the request interval for a specific file around the moment its popularity threshold is reached. However, especially for large networks, i.e., n=N is small, it may take several seconds to find a route to a faraway node, and even longer if the link quality is bad or nodes can move. This causes delays in reaching the file popularity threshold for reactive routing protocols. In other words, there is a time gap when there are k fragment caches under a proactive routing protocol, while only k À 1 or less under a reactive one, which would cause a difference on the ultimate energy consumption. In this section, we formulate such impact introduced by these two categories of routing protocols.
Following the previous notations, we are given a homogeneous network of N nodes, with the communication range set to . We define the number of fragment caches for file F w at time t to be kðw; tÞ. kðw; 0Þ ¼ n and kðw; t w Þ ¼ K w for any file F w where t w is the moment when the network enters a steady status, i.e., the buffer contents are stable and the access pattern for F w does not change. For a fixed F w , t w is a function of K w , r w and u. The approximated curve for k w with respect to time, is given as in the left-hand side of Figure 4 (the actual curve depends on the actual access pattern). Now given k w , we want to compute the average cost, i.e., the average hop count, C w ðkÞ, for accessing file F w . Again, for ease of representation, we omit the file index w in the following. We suppose a square network of size l Â l, with totally k fragment caches (equivalent to k=n caches per fragment) evenly spread. For a fragment request coming from any location, it can be served by the closest cache agent, i.e., the one within the same circle with the requestor, as indicated in the left-hand side of Figure 5 . The radius for such circles is computed as radius ¼ Considering that each file access requires retrieving at least k of its fragments, the average cost for accessing file F w is computed in Eq. (12) . The worst-case route discovery time occurs when the route does not exist, and is calculated as t ¼ a Á CðkÞ. a is a constant that depends on the link condition. The right-hand side of Figure 4 gives the approximated curve for C and t, with respect to time
Based on this, we estimate the extra cost caused by the route discovery delay in Eq. (13) . In Eq. (13), I is an indicator variable used to screen out the timestamps when the popularity threshold is reached, and gðt; tÞ is the number of file requests for F w during the period ½t; t þ t. Furthermore, if the file requests generated with fixed rate r, gðt; tÞ can be formulated as gðt; tÞ ¼ r Á t. The resulting expression for the extra cost becomes Eq. (14) C extra ! X t w t¼0 I ft reaches ug gðt; tÞ½CðkðtÞÞ À CðkðtÞ À 1Þ (13)
The above analysis is an approximation model for comparing the caching performance under two categories of routing protocols. When the network size is large, t is large. Depending on the actual access pattern, the denser the requests around the stepping points are, the larger the value of C extra will be. When such conditions are met, we expect a better energy efficiency of DC under a proactive routing protocol.
VII. SIMULATION RESULTS
Our goal is to compare the performance of average energy consumption, average retrieval rate, and average pre-fetching overhead under three caching schemes: distributed caching (DC), centralized caching (CC), and the ground truth, i.e., ideal caching (IC). For energy consumption, 1 unit of energy is considered as one fragment transmitting one hop, assuming equal-size fragments. For retrieval rate, it is estimated by the percentage of successful file request among all access request. For pre-fetching overhead, it uses the same unit as energy consumption, but only accounts for the energy of pre-fetching caches to new cache agents. Simulations were conducted in Matlab. We considered a mobile network, where nodes were randomly deployed and moved based on the Reference Point Group Mobility (RPGM) model [20] . Specifically, we used the 4-hour mobility traces generated in [4] . For the file access pattern, we assumed a Zipf's distribution with a set to 1. Table 3 presents the basic configurations for the experiments. We were particularly interested in evaluating the caching performance through the effect of the following parameters: 1) number of requests; 2) buffer size; 3) network size. Figure 6 depicts the performance metrics of running NC, CC, DC, and IC algorithms with increasing number of requests. In general, all three caching algorithms significantly reduce energy reduction (more than 50 percent) when compared to NC, and the effect becomes more evident (more than 70 percent) as the number of requests increases. With more caches residing in the network, the data availability (measured by retrieval rate) also increases (around 13 percent). This implies an improved energy efficiency since we are retrieving more files with less energy. On the other hand, relocating caches to new cache agents incurs overhead, the amount of which, however, is minor (less than 10 percent) with respect to the total energy consumption.
A. EFFECT OF REQUESTS NUMBER
A closer observation on the caching algorithms shows that our proposed DC achieves better performance in comparison with the other two. Though the energy consumption in CC is smaller than that in DC, which is not surprising as CC uses the global knowledge for optimization, the difference between them is minor. This demonstrates that partial topology information and data access pattern are sufficient for DC to make a good caching decision. While looking at the huge prefetching overhead in CC, it may not be worthwhile to spend so much communication and computation cost to attain such small energy gains. In other words, the suboptimal solution given by DC is good enough for most applications. Table 4 shows their respective energy savings, where the gross saving is the difference between the actual energy consumption with caching from the one in NC, and the net saving is calculated by further deduction of the prefetching overhead. Apparently, DC is more efficient than CC when prefetching overhead is considered. Lastly, by investigating the ground truth IC, we see that more than 60 percent of the energy consumption is a must-pay price due to the buffer limit and security constraint, and the best retrieval rate under the given node failure and mobility model is close to DC (less than 3 percent better). As a result, given partial network topology and data access pattern information, the performance of DC can approach to optimal when the file access frequency is high. Figure 7 depicts the performance metrics of running NC, CC, DC, and IC algorithms with varying buffer sizes. Table 5 presents the gross and net energy savings for CC and DC. The most significant observation is that with more buffers, the performance of CC and DC are both improved, and their performance gaps decrease as the buffer size increases. The reason for the first result is straightforward: with larger buffers, more caches can be placed in the network, resulting in fewer hop counts when retrieving files. Such improvement ceases when reaching the maximum point exerted by security constraint. (Note that the maximum is 36 fragment caches per node for the given k value and file number.) This also explains for the CC  gross  809  1808  2748  3694  4666  net  437  1275  2030  2830  3744   DC  gross  747  1790  2652  3481  4478  net  450  1321  2189  3035  3943 (Unit: one fragment being transmitted for one hop) VOLUME 5, NO. 3, JULY-SEPT. 2017
B. EFFECT OF BUFFER SIZE
change of the retrieval rate. As for the second result, it can be explained by the total number of caches. Starting from 28, the curve of total caches in CC falls below that in DC, indicating that CC does not make full use of the buffer. This is primarily because each round in CC finds the optimal placement for the current time slot independently. When the updated solution needs to merge with the previous solution, lots of conflicts may occur due to buffer capacity or security constraint, leading to a large number of evictions. On the other hand, DC avoids this effect by integrating those two factors into the score evaluation of cache candidates. This narrows the gap of energy consumption between DC and CC, and this also explains the huge prefetching overhead in CC. By comparison with IC, it is shown that the performance of DC approaches optimal when the buffer is relatively rich. Figure 8 depicts the performance metrics of running NC, CC, DC and IC algorithms with varying number of nodes in the network. Table 6 presents the gross and net energy savings for CC and DC. An immediate observation is that the performance of NC is highly subjective to the number of nodes and their movements. For energy consumption, more nodes usually implies more hops, therefore more energy consumption.
C. EFFECT OF NODES NUMBER
When there are not enough nodes in the area and the network density is relatively low (below 22 in our simulation), adding more nodes to the network only forms paths with more hops, thus slightly increasing the energy consumption for retrieving the data. After the network density has reached a "saturated" point (22 in our simulation), the chance of nodes finding better or shorter paths to cache agents increases and thus the total energy consumption starts to decrease. As for the retrieval rate, higher number of nodes generally provides more candidate cache agents and thus improves the data availability. Another interesting observation is that with caching enabled, the fluctuation of both energy and retrieval rate reduces because the file requests become more likely to be fulfilled by the nearby cache agents rather than the service centers farther away. As there are always cached fragments somewhere in the network, the failures of the service centers do not significantly bring down the performance of the system. After examining CC, DC and IC, it is clear that our proposed DC is much more effective under all circumstances. We consider the network size up to 26 nodes in this simulation because: 1) a mobile cloud of 26 nodes is realistic in a real-world environment; 2) in order to compare the performance between the centralized solution (CC) and the distributed solution (DC), 26 is close to the largest network size that the CC problem can be solved by the Matlab optimization toolbox; 3) given the fixed network dimensions (400 m 2 ) and the file access pattern, the energy consumption and the data retrieval rate already reach a steady state at 22 nodes. Thus, adding more nodes does not affect the result much.
VIII. PROOF-OF-CONCEPT EVALUATION
To demonstrate the effectiveness of DC on real hardware, we deployed 8 routers in our department. Because of the hardware and resource limitation, we only considered deployments in a static network. We set the transmission power to 15dBm to ensure a multi-hop network topology, though some of the links might be unstable due to the interference or obstacles in between. Based on our measurements, the established network was of size 30 Â 30 m 2 , with an average communication range of around 10 m. Then 5 files were created and distributed by SimpleFS with n ¼ 5 and k ¼ 4. The service centers were determined at the time when the files are created. The buffer size at each node was set to be 6 (can cache up to 6 fragments). In 1st scenario, each node generated 60 requests (480 requests in total) within 1 hour, whose popularity follows a Zipf's distribution. And in 2nd scenario, the number/dense of requests doubled in this one-hour period, i.e., 120 requests per node (960 requests in total), while the distribution remained the same. For both scenarios, the file requests on each node followed a predefined file sequence with a 60s (for 480 Reqs) or 30s (for 960 Reqs) interval. Yet the interval for each file's requests, no matter by whom, were much denser at certain periods (when all the nodes attempted to access a same file closely, according to the predefined sequence, and we called them peak periods). Their access rates during the peak periods were roughly 40 times per minute.
Similar to the simulations in Section VII, we measured energy consumption, retrieval rate, and prefetching overhead. Besides, communication overhead and routing overhead were also measured. Communication overhead included the control packets introduced by k-out-of-n framework (flReq, flRep, and frReq) and caching (exReq, exRep, and exCfm); routing overhead referred to the control packets used by the routing protocol. For Kernel-AODV, it includes periodic hello messages and on-demand triggered routing request (rreq), routing reply (rrep), and routing error messages (rerr), for which we call essential messages. And for OLSR daemon, it has periodic hello messages, and its essential messages, i.e., the topology control messages, are sent periodically as well. Since these messages has different lengths, we measure the total packet size (in bytes) instead of the number of packet, to represent the routing overhead. (We do the same thing for communication overhead.) And particularly for periodical messages, their total packet size increases as time goes on. Therefore we must strictly control the time range for the experiment, i.e., 1 hour. Table 7 presents the performance of NC and DC under different popularity threshold u with different routing protocols.
A. EFFECTS OF POPULARITY THRESHOLD
As expected, the energy consumption decreased when caching was enabled, and the effect of energy reduction was significant when u is small. We could view NC as a special case of DC, where u ¼ 1. Then we see from Table 7 that the energy consumption drops from around 290 to around 198 (31 percent reduction) for 480 Reqs, and from around 567 to around 765 (35 percent reduction) for 960 Reqs, as u decreases. These reductions were huge, considering the network size is small. However, the prefetching overhead and communication overhead introduced by caching was higher for smaller u. The reason was that with small u, the popularity threshold could be easily reached, leading to frequent cache agent selection, cache prefetch, and replacement activities. On the other hand, the frequent update indeed helped identify the most popular and active data fragments, which effectively reduced the energy consumption in future data access. As for the data retrieval rate, it is higher in 480 Reqs than that in 960 Reqs, probably due to less conflicts. However, the benefit from caching was not so obvious (1 percent $ 4 percent improvement). This was majorly because we deployed the system in a small static network and the failure probability of nodes and links were low. In terms of communication overhead, the part consumed by caching increases as u decreases, which is straightforward, as more prefetching activities were observed. While the part used by framework did not vary much with the change of u. Counterintuitively, higher u should generate more framework overhead as more nodes would reply to flreqs and cause more flreps. However, at the same time when u was higher, it was also more probable that the file requestors could go through fewer hops to retrieve the data. Therefore, the pros and cons brought by u canceled out with each other and obscured the impacts from u. A similar result was also observed in the change of routing overhead.
Based on these observations, there was an unavoidable tradeoff between the energy gain and overhead. Then what will be the optimal popularity threshold setting? Apparently, u should be larger for scenarios where the file requests were denser. Considering the fact that control packets were much smaller (around 24 bytes for framework and caching messages) than data fragments (which could be orders of megabytes, especially for big data applications), we might ignore their influence in our analyses. By adding up the energy consumption with prefetching overhead, we found that the optimal u in our network for 480 Reqs was 8, and that for 960 Reqs was 13. They both conformed with the mathematical formulation derived in Eq. (10), which predicted 8.45 for 480 Reqs, and 13.43 for 960 Reqs, with given parameters. This result proved that our formulation for estimating the optimal u was correct.
B. EFFECTS OF ROUTING PROTOCOL
By investing the routing overhead carefully, we found that for OLSR daemon, the total size of the hello messages and the essential messages were roughly constants, no matter how many file requests were generated during this 1-hour period, or how the popularity threshold u was set. The essential messages consume more bandwidth than Hello messages. For Kernel AODV, the routing overhead is much cheaper. The total size of hello messages, though sent at a higher frequency, was slightly less than that in OLSR, since OLSR were employing a more complex structure to detect and monitor the link status. Yet the total size of essential messages were much less, as they were generated on-demand. And they nearly got doubled as the number of requests changed from 480 Reqs to 960 Reqs.
Although the results show that Kernel ADOV seems to perform better, it may not be definite conclusion. Multiple applications may use the routing protocol simultaneously and the routing table is shared among them. As a result, the entire routing overhead for Kernel AODV could become much heavier than what we had so far observed, while that for OLSR would still remain the same. Therefore the overhead for those two routing protocols got amortized, and their numerical differences became really not that important.
Considering the fact that OLSR maintained valid routes actively and thereby being more responsive, we would rather inspect the impact brought by such responsiveness of OLSR on caching activities. Interestingly, the energy consumption in Table 7 revealed that our proposed DC is more energy efficient under OLSR routing protocol. For the same number of requests and the same u setting, we were experiencing 1 $ 3 units, i.e., per fragment per hop, less in energy consumption. As analyzed before, this was not an coincidence. Specifically, for both 480 Reqs and 960 Reqs, as they were configured with the same amount of buffers and shared the same file access patterns, the calculated K w values for the five files were 15, 12, 9, 6, and 6, respectively. By plugging in all the parameters into formulations in Section VI, and assuming the link condition parameter a to be 1.5, we get the C extra values for the five files to be 0.7251, 0.6332, 0.4807, 0.1790, and 0.1790, with the sum of 2.1970. Note that in our case, C extra does not depend on u, and from 480 Reqs to 960 Reqs, C extra did not get significantly embodied as one may intuitively think. This was because as prefetching went on, the buffer on each node got occupied, the caches in them became more and more stable, and hence later prefetching would be less and less. So as long as the number of file requests was so big that the calculated K w values would be reached eventually, and accessing rates around peak periods were roughly the same, there would be no much difference between C extra under different values of u, or under 480 Reqs or 960 Reqs. This numerical result roughly matched with what we had observed in the experiments, which then conformed the correctness of our analysis as well.
The above was just for a small-scale network (i.e., 8 nodes) with rather limited buffers, and moderate file accessing rates. We knew from Eq. (12) $ Eq. (14), given a larger network, more plentiful buffers, and more frequent accesses during peak periods, the resulting C extra would be much more significant. Now getting back to higher routing overhead in OLSR, it really did not matter given C extra units energy savings, especially when the fragment size is much larger, e.g., tens of megabytes or more in big data applications.
Reviewing on the retrieval rate, we saw that it was slightly higher in OLSR than in Kernel AODV. The prefetching timing difference as mentioned above, could be an contributing factor. Besides, we believed it was due to the more complicated and holistic link detecting and monitoring mechanisms in OLSR, which is not related to caching. To sum up, OLSR performs better in scenarios where the network size is large, the buffers are plentiful, and the file accessing activities around peak periods are dense, or there are associated timing or reliability requirements, or there are other applications heavily relying on routing. On the other hand, if none of the above applies, we might consider Kernel AODV to be a more attractive option.
IX. CONCLUSIONS
This work investigates data caching in the k-out-of-n computing framework. A set of nodes are selected as cache agents for placing popular data fragments, such that the expected data retrieval energy can be minimized. Both the centralized and the distributed solutions are proposed and evaluated. The simulation results demonstrate that the transmission energy is reduced by up to 70 percent, and the data availability is improved by 13 percent, on base of no-caching framework. Comparing the Distributed Caching DC with the Centralized Caching CC, we show that although DC has no global information, its solution is close to the optimal solution given by CC. If taking the prefetching overhead into account, DC may even outperforms CC. In the system evaluation, we observe a significant energy reduction (up to 35 percent) of DC over no-caching scenario even in a small network (8 nodes) with moderate request number (480 and 960 in total). The overhead introduced by data transmission and control packets in DC is less than 5 percent. The effects of both popularity threshold setting and routing protocols were carefully examined. And both conformed with our previous analysis.
Continuing the work, we will evaluate DC more comprehensively in a larger scale network with mobility. In addition, although the evaluation has shown that our estimation of popularity threshold (u) is correct, we are also working on an improved algorithm for determining u to reduce the computation complexity. Lastly, we plan to integrate our DC framework with MDFS into Hadoop such that any MapReduce applications may be ported to mobile devices and benefit from the energy-efficient and reliable features of our framework.
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