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Abstraet--A new numerical value for the capacitance of each of the regular polyhedra is presented, 
obtained by employing a finite difference technique. In addition, a method is applied to the solutions of 
two of the polyhedra, the tetrahedron and the cube, to compute point-wise rror estimates a posteriori. 
Special considerations are discussed which are required to facilitate the computations of the solutions and 
the error estimates on these polyhedral domains, which exhibit extensive grid irregularities near the 
boundaries. An important feature of the error analysis method applied is that the results do not require 
the solution of a higher order h or p version. 
1. INTRODUCTION 
The capacitance ofeach of the regular polyhedra has been of continued interest and investigation 
for a number of years. These problems, as with many other problems requiring solid models, 
remained unsolved numerically because their solutions, historically, have been impractical on the 
computer. In particular, the cube is the only regular polyhedron for which the capacity has been 
computed accurately. 
A finite difference method is used to compute a numerical pproximation for each of these solids, 
and these new approximations are compared with known values or bounds. The specific figures 
that will be used for these calculations and comparisons are the polyhedra with inspberes of unit 
radii. In addition an a posteriori error analysis method will be applied for the tetrahedron and the 
cube. 
2. GOVERNING MATHEMATICAL EQUATION 
Finding the capacity of the surface of a solid requires the solution of an exterior Dirichlet 
problem for the Laplace equation, formulated as follows. Let f~ c 913 be an open, bounded set 
containing O, the origin, and whose boundary F is connected and let fl* be the exterior of flUF. 
Letf(x, y, z) be defined and continuous on F. The exterior Dirichlet problem is that of determining 
a function u(x, y, z) on fl*UF with the following properties: 
(a) u is defined and continuous on f~*UF; 
~2 u ~2 u (~2 u 
(b) =o  on n*; 
(c) u(x, y, z )=f(x ,  y, z) on F 
and 
(d) there exists a positive constant M such that 
M 
lu(e)l ~<=,  
OP 
for all points P in f2* U F. 
It is known that the exterior Dirichlet problem has a unique solution under weak assumptions on 
the structure of F (Petrovsky, 1954). 
With this preliminary problem defined, the capacity of a surface can now be defined. Let 
u(x, y, z) be the solution of the exterior Dirichlet problem with boundary function f(x, y, z)= I. 
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If du/~n is the outward normal derivative of u on F, then the capacity C of F is defined by the 
surface integral 
1 ffou C = - 4---n ~nn dA. (I) 
F 
3. A NUMERICAL METHOD FOR APPROXIMATING THE CAPACITANCE 
It was shown by Greenspan and Silverman (1965) how to estimate the capacity of a surface 
numerically. To implement this method the exterior Dirichlet problem must be transformed into 
an interior Dirichlet problem, containing the origin. Then the resulting interior problem can be 
solved, with v(~, ~I, v) as its solution (where ~, t/and v are the transformed coordinates), and from 
this solution the capacity is given by 
C = v (0, 0, 0). (2) 
Since the transformed problem is on a bounded omain, it can be formulated as a routine boundary 
value problem which can be solved by a standard numerical technique. 
The required equations for this inversion mapping are as follows (Greenspan, 1966): 
X ~ ~ 2 -I- g] 2 ..~- 1,'2 '
and 
t/ 
Y = ~2 jr_ ~2 jl_ 1}2 
v 
= ~2 -~- 1~2 dl- v2 ~ 0 . z ¢2+r/2+v 2,
Let u(x, y, z) be the solution of the exterior Dirichlet problem. Under inversion, let f~* ~,  
F ~ FI define 
u tl 2 
and 
f t12 v2'~2+rl2- l -v2'~:+rl2q-v ~ 
F(~, rl, v) = ~2 + + 
x/~ 2 + rl 2 + v 2 
Then v(~, r/, v) is the solution of the interior Dirichlet problem for the Laplace equation on f~,U F~ 
with boundary function F (Petrovsky, 1967). 
The verification that the solutions of equations (1) and (2) are identical has been given by several 
authors, including Bouwkamp (1958), Diaz (1960) and Greenspan and Silverman (1965). 
Greenspan used this procedure to derive the inverted boundary value problem required for the 
capacity of the unit cube (insphere of radius one-half). The boundary function he used for the 
interior problem was 
F(~, r/, v) = (¢2 + q2 + v2)-,i2. (3) 
By employing a finite difference method, he approximated the solution to be 
C = v(0, 0, 0) = 0.661. 
The known bounds are 0.632 < C < 0.6626, making the maximum error possible less than 5%. 
This same methodology will be used to calculate the capacity of each of the regular polyhedron 
with an insphere of radius one. Greenspan's work will be duplicated, with the increased length for 
the insphere radius, for completeness. 
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Because ach polyhedron has a unique geometry, the numerical solution for each solid will 
require new software, though the preliminary strategy in each case will be the same. First the 
exterior problem must be posed; then this problem can be inverted to the interior problem. 
To establish the exterior problem, a description of the boundary of the figure must be detailed. 
Initially the position of the figure must be fixed in a three-dimensional coordinate system. After 
the position of the polyhedron is set, the algebraic equations of each of its plane surfaces (faces) 
can be derived, thereby defining the boundary of the differential problem. 
The next step, the inversion of the problem, will require the inversion of the boundary and the 
boundary functionf(x, y, z) = 1. By the inversion mapping, planes which do not contain the origin 
are mapped into spheres. Thus the surface of a polyhedron of n faces, defined in the x, y and z 
coordinates and with the origin as an interior point, will be mapped into a surface of n intersecting 
spheres defined in the ¢, r/and v coordinates. The solution of the inverted problem, with boundary 
function given by equation (3), can be solved numerically, and the estimate to the capacitance will 
be given by equation (2). 
For each of the figures, by exploiting the symmetry of the domain, only a small portion of the 
domain will be required for the computations. To investigate the symmetry of the problem, it is 
sufficient o examine the boundary and the boundary function for symmetry; the uniqueness of the 
boundary value problem assures ymmetry of the solution on the interior as well. The boundary 
function for the inverted problem, F(~, r/, v) = (~2 + r/2 + 1,2)-I/2, admits ymmetry with respect to 
each variable and with respect to the origin. Thus, if the polyhedron is oriented in such a way that 
the geometric center of the inverted figure is at the origin, the symmetry of F will be coincidental 
with the geometric symmetry of the figure. Furthermore, since the inversion mapping preserves this 
symmetry, either the original polyhedral surface or its inverted surface can be made examined. 
The determination of an appropriate computational domain can be done in the following 
manner. For a given polyhedron P, let f~p and Fe be the interior and the surface, respectively, of 
the inverted polyhedron, f~e will need to be partitioned into two sets, a computational domain Re 
and its complement R* in f~e. Similarly, the surface F e will be partitioned into the two sets Ye, 
the surface of Rp in common with Fe, and )e,, the surface of R* in common with Fe. Let Ce be 
the boundary which divides Ret_J )~p and R*t.) Y* and be included in Rpt.J Yp. The boundary of Re 
will be comprised of ~Fp, a portion of the exterior boundary of the inverted polyhedron, and Ce, 
which, except for the boundary points, will be contained in the interior of the polyhedron. 
Since the intersection of the two spheres containing two adjacent faces of an inverted polyhedron 
lies in a plane, this plane, which shall be referenced as an intersecting plane, is a natural partition 
for the symmetry of the figure and, consequently, a natural choice to define as a portion of the 
partitioning boundary Ce. With the orientation of the figure as described earlier, the origin is in 
every sphere containing a face of the inverted figure; thus the origin is in each intersecting plane. 
Under inversion, a plane containing the origin is invariant; therefore, an intersecting plane 
partitions the interior of the polyhedron as well. These intersecting planes or other planes of 
symmetry containing the origin will be used to define Ce. 
The regularity of the polyhedron can be used to identify the symmetry of its surface and, thus, 
the symmetry of its interior egion. A regular polyhedron has n symmetric faces and each face is 
a regular polygon of m edges, for integers n and m which satisfy the bounds: 4 ~< n ~< 20 and 
3 ~< m ~< 5. For a given polyhedron, define the set A to be the finite region bounded by the n faces 
of the polyhedron. Let Pi.o, i = 1,2 . . . . .  n, denote the plane containing the ith face of the 
polyhedron. Further let Pi4,J = 1,2 . . . . .  m, denote the plane containing the origin and thejth edge 
of the ith face. Now for i fixed, let B be the set bounded by the planes Pi.j, j = O, 1 . . . . .  m, and 
let B' be the complement of B in A. Thus the set B' is comprised of n - 1 regions ymmetric to 
B plus the n partitioning planes. This symmetry is the simplest and most general symmetry common 
to each polyhedron. For each polyhedron, additional considerations can be introduced, unique to 
that figure, that will reveal further symmetry. Since such a partitioning is also valid for the inverted 
surface, the only relevant geometric features that will change under inversion is that the planar faces 
of the figure will invert to spherical faces. 
If symmetry were the only consideration for selecting a computational domain for the problem, 
Rp could always be chosen as a minimal domain determined by the geometric symmetry of the 
domain. However, in lieu of the fact that the numerical technique to be used ultimately to obtain 
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a solution will be a finite difference method, the discretization fRe, as well as the way Re interfaces 
with R*, must be taken into account. The boundary Ce in Re, which is in the interior of the inverted 
polyhedron, must be treated as a part of the interior domain since it may contain interior nodal 
points of the computational domain. In addition to the values at the nodal points of the 
computational domain, for a computed solution v, the finite difference operator will require values 
of v in R*. To obtain these required values in R* some strategy must be devised that will locate 
a suitable value computed in Re. By the symmetry of the problem, for each point (~, ~/, v) in R* 
there is a point in Rp that is geometrically s mmetric, with respect to a plane of Cp, to it and, thus, 
with an equivalent value of v. Let (~, r/s, vs) denote this point. If (¢s, r/s, vs) is a nodal point of the 
grid in Rp, the equality 
v(~, ~/, v) = v(~s, ~/$, vs) (4) 
follows immediately. Otherwise v(~s, r/s, L) must be defined by some interpolation of values at 
nodal points in a local neighborhood of (¢s, ~L, L) before equation (4) can be used. 
The programming complications ofcomputing interpolative values, as well as the error induced 
by such an approximation, can be averted if the discretization of Re is defined in such a manner 
that all values required by the differencing operator are in the computational domain. Thus any 
point in R*, where a value is required by the differencing operator, must have a symmetric nodal 
point value in the computational domain Re. This condition will exist if the discretization scheme 
of Re, when extended to all of fie, replicates in each region symmetric to Re- Ce the exact 
discretization ofRe. In order to determine if the extension of a grid meets this symmetry condition, 
a general description of the discretization scheme must be known. 
Since regular grids are preferable for a finite difference method, the grid spacing should be as 
uniform as the geometry of the problem allows. The most general kind of grid that will be 
considered is the following. Let three small positive constants (relative to the diameter of Re) 
he, h, and h,. define the grid spacing in the ~, r/and v coordinate directions, respectively. Begin the 
discretization scheme with a nodal point of the grid at the origin. Continue by defining other nodal 
points along each coordinate axis in both the positive and negative directions using the grid spacing 
specified by the appropriate constant, except at the boundary, where the last nodal point will be 
defined on the boundary, as in Greenspan (1974). By continuing this process in each coordinate 
plane along each row parallel to a coordinate axis, then continuing on each plane parallel to a 
coordinate plane, the domain of the figure can be discretized completely. 
Earlier it was demonstrated that it was advantageous to position the centroid of the polyhedron 
at the origin. This additional symmetry consideration i dicates that it would also be advantageous 
to orient the figure so that one or more of the coordinate planes be planes of symmetry. It is 
apparent that a coordinate plane, with a discretization scheme as described, will always meet the 
requirement for symmetric discretization and will also make the location of symmetric points 
especially simple. 
Other specific planes of symmetry for a given polyhedron will require further investigation to
determine if those planes also satisfy the requirement for symmetric discretization. Once each of 
the planes which will comprise Ce is identified, the computational domain Re will be completely 
defined. For each partitioning plane in Ce a strategy must be specified to locate symmetric values 
in Rp for values in R* near that plane. Finally, when these preliminary tasks are completed, the 
numerical solution can be computed. 
Following the guidelines in this section, a restricted omain can be defined for each of the 
polyhedra (Brown, 1989a), with no loss in accuracy in the computations of the solution. Figure 1 
is a representation f the inverted omain of the tetrahedron, for v >/0. A computational domain 
for this figure is the bounded region shown, satisfying r/>i 0, v >i 0 and v >/x /~ + r/. 
4. THE NUMERICAL SOLUTION 
Geometric bounds based on isoperimetric nequalities, as well as upper and lower bounds to 
integral (1), have been computed to give bounds for the capacity of each of the regular polyhedra. 
Since the surface of minimal capacity is a sphere and the capacity of a sphere is simply is radius, 
geometric bounds can be easily calculated. An upper bound for a polyhedron is the circumsphere 
Capacity of the regular polyhedra 47 
V 
1.00 
0.50 • -0.91 
" , 5 
0.00 
o.oo 
0. .5  
0.91 
Fig. 1. Inverted tetrahedron: v ~> 0. 
of the solid and a lower bound, the insphere. The sphere with volume equal to that of the 
polyhedron, or the sphere with radius equal to the average radius of the solid (also called 
Minkowski's constant), gives a sharper lower bound. These bounds were given by P61ya and Szeg6 
(1951). 
Methods were also established by P61ya and Szeg6 to improve the upper bound for the cube 
by an application of Dirichlet's principle and to improve the lower bound for the cube by using 
Thomson's principle. Payne and Weber continued their work to obtain improved bounds for all 
the polyhedra. These methods, combined with variational considerations, were applied by Conlan 
et al. (1961) to find bounds for each polyhedral surface, though the bounds they obtained are not 
as sharp as those already available. An extension of their work by Duggan and Godwin (1982) 
gave slightly improved results. 
The results of these methods are summarized in Table 1. The best values, indicated by bold print, 
in most cases are those in the column headed "Other" and were all given by Payne and Weber, 
except he bounds for the cube, which were given by Parr. By defining an interval with these bounds 
and choosing the value at the midpoint, an estimated value for the capacity is given. The bound 
on the maximum error for this approximation ranges from less than 1% for the cube and the 
icosahedron to more than 10% for the tetrahedron. 
On the other hand, the numerical method applies for all of these polyhedral surfaces, as well 
as many other surfaces, and for each polyhedron it gives a computed solution within these known 
bounds. As stated earlier, the final step of the problem to be solved is that of finding a function 
v that satisfies the interior Dirichlet problem 
Av=O, on lap, 
t '=F,  on Vp. (5) 
Then, C = t'(0, 0, 0). 
A finite difference operator A/, must be defined to replace the continuous Laplacian operator at 
each nodal point of the grid, and an analogous discrete problem can be formulated as follows. On 
Table I. Bounds on the capacity of the regular polyhedra 
Lower Upper 
Geometric 
Midrange % max 
Other Polyhedron Geometric Variational Other value error 
1.49 
1.240 
1.1826 
1.098 
1.066 
Tetrahedron 3.0000 2,5126 1.833 1.662 11.5 
1,308 Cube 1.7321 1.5232 !.3252 1.317 0.7 
[. 182 Octahedron 1,7321 1.4517 1.2654 1.224 3.5 
Dodecahedron 1.2584 1.1611 IJ254 I.I 12 1.2 
1.064 lcosahedron 1.2584 1.1039 1,084 1.074 0.9 
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a parallelepiped domain, with uniform grid size h, for positive constants L J and K, let a nodal 
point of the grid be denoted Q~,j,k = (~, rb, vk), for 0 4 i ~< I, 0 <~j ~< J and 0 4 k ~< K. The array 
of these nodal points can be represented by the vector 
i Q, 
I • . . 
Q=iQ.  
i . . •  
L.Q~ 
Q0,0,0 
Q~,j3, 
_ QI, J ,K .  
(6) 
where n = k( I  + 1)(J + 1) +j( I  + 1) + i + 1 and N = (I + 1)(J + 1)(K + 1). Let f~e denote the 
interior points of the grid (0 < i < L 0 < j  < J and 0 < k < K) and Fe the boundary points (i = 1, L 
i = 1, J or k = 1, K). Let F be the restriction of F to Fp and let F. = F(Q.) be the components of
F. The problem is to find V, with components V. = V(Q.), and V is the discrete solution of 
AhV =O, Q .~I . ,  
v=r ,  Q .eFp .  (7) 
The most commonly used operator A h in three dimensions i the six point operator 
1 
(AhV)i,j, lc=-~5(Vi+l.j.k + Vi i,j,k-k- Vi, j+l,k+ Vi, j-l,k-F Vi, j,k+l + ~i,j,k-I--6Vi, j,k). 
Because of the curved boundaries that occur for the inverted polyhedron, the uniform grid spacing 
cannot be maintained at nodal points adjacent to the boundaries• In addition, because of symmetry 
considerations, the grid spacing in each coordinate direction may need to be different. Under these 
conditions another equation must be used on these grids which will allow for the unequal distances 
to adjacent nodal points. Let d(Q~ojo.ko, Q~,.j~.k, ) measure the distance between the two nodal points 
Q~0.J0.k0 and Qi~.j~.k~ and define the following distances, relative to Q~,j.k 
hi = d(Qi.s,~, Qi+ ,,j.k), 
h3 = d(Qi.j.k, Qij+ t.k), 
h5 = d(Qi , j ,k ,  Qi, j,k + l), 
h2 = d(Qij, k, Qi- I,j,k ), 
h4 = d(Qij.k, Qi, j-I.k), 
h6 = d(Qi, j.k, Qi.j.k-1). 
A difference operator which allows unequal distances from Q~j.k to adjacent nodal points is 
2 2 2 2 
(AhV)iJ'k = h I (h t + h:) Vi+ l,j,k .Of.- h2(hl + hz) Vi -  I,j,k "4- h3(h 3 q- h4 ) Vi,j+ l,k 31- h4(h 3 "4- h4) Vi'j- l,k 
2 2 Vijk~ I2  2 2 1 
4 hs(h5 + h6) V,.j.k+f q h6(h5 + h6) "' - ~ + ~ + ~ Vi'j'k (8) 
(Greenspan, 1970). For the special case when h~ = h2 = he, h3 = h4 = h, and h5 = h6 = h,,, which is 
true on all of the discrete domain except, possibly, at nodal points adjacent o the boundary, 
equation (8) reduces to 
1 1 
(AhVl , , j ,k=~ (V,+,,j,e--2V,,j.~+ V,_,,j,~)+~ (Vi, j+,,k-- 2V~,j,k + V~j_Lk) 
1 
+ ~ (Vi.j,k + i - 2Vi, j,k + Vi,j,k_ 1 ). (9) 
A numerical approximation to the capacitance of each of the polyhedron was computed using 
the finite difference operator (8) to solve equations (7). The computed solution at the origin is the 
approximation to the capacity, These computational results are given in Table 2. All computations 
were performed on the VAX-8700 at the University of Texas at Arlington and on the Cray 
X-MP/24 at the University of Texas Center for High Performance Computing. For related 
software, see Brown (1989b). 
Capacity of the regular polyhedra 49 
Table 2. Capacity of the regular polyhedra 
Polyhedron Grid size Capacity 
Tetrahedron 0.023 1.745 
Cube 0.014 1.322 
Octahedron 0.025 1.249 
Dodecahedron 0.028 1.112 
Icosahedron 0.029 1.079 
A uniform grid size was used for each solid (except at nodal points adjacent to the boundaries) 
with the exception of the tetrahedron, in which case a relative grid spacing in each coordinate 
direction was used to meet the symmetry requirements. The grid size varies for each problem. The 
maximum value on the boundary of a parameter associated with a particular polyhedron was 
chosen as a primitive value, and this number was divided by the desired number of grid points to 
determine the grid size. For example, for the cube, since the extreme grid point on the boundary 
of the computational domain lies on the point of intersection of the planes ~ = r/= v = ½, 1 was 
chosen as the primitive constant and the grid sizes were defined accordingly. In each case, the finest 
grid size was chosen so that if the solution is of O(h 2) accuracy, the solution would be accurate 
to approximately three decimal places (i.e. h < 0.0224). 
Table 3 in Section 5 gives a detailed record of numerical values computed for various grid 
sizes for the cube and the tetrahedron, and Table 4 gives a record for the other polyhedra. 
The grid size in Table 2 is the largest value from Tables 3 or 4 that gave the capacity value shown 
in this table. 
5. A POSTERIORI  ERROR EST IMATES 
A major obstacle when computing the solution of a problem numerically is the validation of the 
results. Sharp a priori bounds are rarely attainable, and although an explicit formula may be known 
for the leading terms of the local truncation error for the discrete method used, typically, each term 
of this formula depends on a derivative value of the unknown function being approximated, 
rendering the formula to be nonconstructive. However, a method of estimating these terms of the 
truncation error a posteriori has been developed, along with various techniques of manipulating 
Table 3. Computed values of the capacity of the tetrahedron and the cube 
Grid size 
Equations Numerical Estimated Solution + 
Run A~ At/, Av required solution error estimated error 
1 
1 
2 
20 
1 
3 ~6 
1 4 ~ 
1 5 ~d 
Tetrahedron 
- -  156 1.8985 -0.013 1.886 
I0 
~"2 1114 1.7797 0.0017 1.7780 
2O 
,/~ 
~'~ 8369 1.7522 -0,0029 1.7493 
4O 
- -  16112 1.7488 t 
50 
V~ 27577 1.7449 t 
6O 
Cube 
1 
68 1.3387 -0.0084 1,3303 
I 
]8 416 1.3281 -0.0029 1,3252 
1 
2882 1.3233 -0.0012 1.3221 
1 
54 9221 1.3225 -0.0009 1.3216 
t 
21269 1.3220 t 
tError estimates not calculated on models with more than 10,000 equations. 
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Table 4. Computed value of the capacity of polyhedra 
Polyhedron Grid Grid size Equations required Numerical solution 
1 
Octahedron 1 ~ 230 1.2537 
1 
2 ~ 1636 1.2496 
1 
3 ~ 12159 1.2489 
l 
4 ~ 23372 1.2487 
C 
Dodecahedron 1 ~t  1701 1.1201 
c 
2 - -  5381 1.1120 
15 
c 
3 - -  12366 1.1119 
20 
4 --c 23717 1.1119 
25 
1 
Icosahedron 1 148 1.0808 
5,/3 
I 
2 974 1.0796 
lO,/3 
1 
3 6932 1.0794 
20,,/5 
1 
4 22445 1.0792 
30,/3 
2 
t£ ~ m 
these estimated values to determine the influence of this error on the error of the computed solution. 
These methods have been integrated with finite difference techniques because, for a given finite 
difference operator, the related truncation error is readily derivable. 
The advantage of post-processing error analysis is that the computed solution can be used as 
data. The simple fact is that the computed solution is often the best approximation available to 
the exact solution of the problem. Furthermore, by applying suitable difference operators, the 
computed value of the function can be used to estimate the derivative values of the function 
required in the truncation error formula. Thus estimates to the leading terms of the truncation error 
can be computed a posteriori. 
In particular, since the operators (8) and (9) are derived from a Taylor series expansion 
with the higher order terms truncated, the use of these operators will induce an error in the 
calculations. This truncation error will be denoted T, corresponding component-wise with Q by 
Tn = T(Q~), and the restriction of the exact solution of equation (5) be denoted v, with components 
vn--v(Qn). In deriving the local truncation error component T,, the array subscripts i , j ,  k will 
be used rather than the vector subscript n, with the understanding that the nodal point mapping 
used for (6) can be used to map the array values to the vector values. The advantage of this 
notation is that the identification of local neighboring points of a given nodal point are more 
transparent with the array subscripts. In addition, when every subscript in an equation is identical 
for every term, these subscripts may be omitted from the terms on the right-hand side of the 
equation. 
The truncation error associated with equation (8) is 
1 [ o3v 
Ti, j. k = (Ah l ) ) i , j . k  = - - -~ (h i  - -  h2)  ~ '~ -1 t- (h 3 - h4)  ~3 "it- (h5 - h6)  (~v3A 
11- h2 84v Bay 84v 1 
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where h = max{hi}~= 1" By applying equation (9) on a regular grid, equation (10) reduces to 
1 Ih ~ a4v , a4v ~ a4v-I 
Ti'j'k=(A"V)"J'k=-~ t_ ~+ h~ &l--3+ h7 ~4,4J+O(h4). (11) 
To compute the truncation error estimates for the solutions, the differential operators in 
equations (10) and (11) must be replaced by difference operators of at least O(h 2) accuracy. Let 
7" denote the computable approximation to T, with components corresponding to those of T. It 
has been shown that such an approximation T is of the same order accuracy as T, as given by 
equations (10) or (11) (Brown, 1989a). Beginning with the simpler equation (11), for the differential 
operator with respect o the ~ coordinate direction, define the difference operator 
1 
A ~ ( Y,~ V),.j.k = ~ [(V,+2.i.k + V, 2,,k) -- 4(V,+,.,.k + Vi ,./.k) + 6V,.j.k], (12) 
which is of O(h 2) accuracy. Using an analogous operator, with respect o the other coordinate 
directions, the computable xpression to be used to estimate the truncation error is 
1 
[hT(a~ V) + h~(a~ V) + hT(a~ V)]. (13) L,, =i7 , 
With this approximation to the truncation error, the following problem can be solved to obtain 
the corresponding error estimates. 
&,,~ = ~, Q,, • ~,  
=0, Q,•F  e. (14) 
The accuracy of ~ is of O(h4). 
At all internal nodes of the grid not adjacent to the boundary, the calculation of equation (13) 
can be made. However, this quantity cannot be calculated accurately at nodal points adjacent to 
the boundary because the differencing operator samples values at neighboring nodes two rows over 
from a given interior node, in each coordinate direction, as shown by equation (12). At these nodes, 
the situation could be greatly improved if the partial differential operator of the form ~4/~4 were 
replaced by a mixed partial differential operator of the form ~?4/~:&/z. For this operator, the 
approximation difference operator would sample nodal point values on only one row adjacent to 
a given nodal point in each coordinate direction. 
Since the exact solution satisfies 
a¢2 I- ~ + av~ =0, 
it follows that 
and 
G~4U ~4 U ~4 U 
a~ 4 --  0~2~?~ 2 (3#20~V2, (15) 
(~ 41 ' 1~ 4 v ~ 4 v 
~4 ~ 2~] 2 COq 20V 2 (16) 
~,4  --  (~2(~y2 ~?~ 2~V 2 " (17) 
Thus each of the one-dimensional differential operators in equation (13) can be replaced by a mixed 
partial differential operator. These operators can be used at interior nodal points of the grid as 
well as at those adjacent to the boundary, provided the grid spacing is regular in each coordinate 
direction. By making the appropriate substitutions, an equivalent expression for equation (11) is 
(18) 
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The same problem is encountered when applying a difference operator for the third order 
differential terms in equation (10). Again a mixed partial can be substituted for each of the 
one-dimensional terms. The equivalent expressions for the one-dimensional terms in this equation 
are the following: 
and 
03/.) 03V 03/) 
0~ 3 0~07] 2 0~0y 2' 
03V 03U 031) 
01~ 3 0~20~ 0~']01~ 2 
03U 03U 03V 
0y 3 -- 0~20 Y 0~20y "
Operators (15)-(17) will also be used for the fourth order differential operators in this expression. 
The new expression to replace quation (10) is 
T~jk= ~[(h, h /03v  03u "~ // 03u 03u x~ // 03u 03u ~]  
2 II 0413 041) "~ 2 II 040 04U "~ 
~2[(h~- hlh2 + h2)~-~q2 +~-~5) + (h~- h3h 4+ h4)~ + ~ a  
(h~ - h,h6 + h~) ~ + + ( ~T~vZ)]+O(h3). (19) 
04v 
With the substitution f these terms into the truncation error expressions, the truncation error still 
maintains the same degree of accuracy, since these are equivalent terms. 
To find a computable quantity to estimate equations (18) or (19), the differential operators 
must be replaced by difference operators. In the computations, the truncation error in the 
form given by equation (19) will be approximated atall interior nodal points of the grid, and, at 
points of the grid where the distances on the positive and negative sides of a given point in a 
coordinate direction are equal, a term of equation (19) will reduce to a corresponding term in 
equation (18). 
The difference operators that will be used to approximate he operators in equation (18) are given 
as follows. Let w be the continuous function defined on a continuous domain and let W be a grid 
function defined on an associated iscrete domain. Each of the differential operators in the 
truncation error is essentially a planar operator; thus it will be sufficient to discuss only operators 
of the form 
04W 03W 
and Ox20y 2 Ox20y 
in a plane for a fixed value of ze. All other terms in the truncation error expression are of a similar 
form. 
The operator to approximate a term of the form 
03w 
Ox20y 
is 
1 
(w~..,),.j = ~ [(W~+,4+, - 2W~4+ , + W~_,4+ ,) - (W~+14-,- 2W~.s-I +W~-,.s-,)] + O(h2). 
an:,n~ 
(2o) 
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is 
Similarly, the operator for a term of the form 
~4w 
c~x28y 2 
l 
(w.~.~,.,),.,- 2 2 [ (W~+,. j+,-  2W~j+, + IV,. , . j+ I ) -2 (W~+, . j -2Wi j+  Wi_,. j) 
" hxh,. " ' 
+(W,+,,i_ , -2W,. j_ ,+ W,_ , .~_ , ) ]+O(h: ) .  (21) 
By applying differencing operators of the form (21), equation (18) can be calculated. However, 
additional considerations are required to find operators to approximate quation (20) at the 
remaining points of the grid near the boundaries where the grid spacing is irregular. 
To determine a value at a given nodal point, most lower order difference operators ample 
values at only one adjacent nodal point, both on the positive and on the negative sides, in each 
coordinate direction from the given point. These operators, as equation (8), the finite difference 
operator to approximate the Laplacian, can be used on any grid. However, the higher order 
difference operators in equations (20) and (21) require the sampling of values at additional nodal 
points. On an irregular grid, the connecting links of the grid of neighboring nodal points 
sampled to the left or to the right of the given point in a coordinate direction may be different, 
making the derivation of an explicit formula for these operators directly from the Taylor series 
impossible. 
To eliminate the need for difference operators on an irregular grid, the domain can be extended 
to eliminate these irregular distances in a coordinate direction between odal points. A modification 
of the existing discretization scheme can be used to accomplish this. The grid generation procedure 
described in Section 3 begins at the origin and terminates at the boundary, with the extreme 
nodal point on each row parallel to a coordinate plane lying on the boundary. However, 
rather than terminating the grid generation at the boundary, this process could be continued 
outside the boundaries of the domain, using the appropriate grid spacing constants, until 
enough points lie outside the boundaries to permit the application of each of the required 
differencing operations at all interior nodal points of the domain. An extended omain can be 
defined to include these additional nodal points outside the original domain by assigning 
extrapolated function values to these points. If the method employed for this extrapolation is
accurate nough, then little will be lost in the truncation error estimates atthe boundaries (Forsythe 
and Wasow, 1960). 
Figure 2 is a geometric representation f possible occurrences ofboundary points on the original 
boundary and on the boundary of the extended domain. For the examples to be given, a low degree 
polynomial was used for the extrapolation. It was found that quadratic extrapolation was required 
to provide the degree of accuracy necessary to get qualitative results for the truncation error 
estimates, especially for those points positioned similarly to B~. Let h denote the regular grid 
Y 
Yo + 2hy 
Yo + hy 
Yo 
BI B; 
i I B1 
B, 
Bs B4,x_B~ 
I 
B4,2 
1 
Xo X0 + hx X 0 + 2h x X 
Fig. 2. Bi is thc boundary point on the original domain and B~ is the boundary point on the extended 
domain. 
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spacing and h', the distance from the last interior nodal point to the adjacent boundary nodal point. 
By defining 
h W(Xo + h + h ') - (h + h ') W(Xo + h ) + h' W(Xo), 
J 
h'(h + h') 
the formula for the extrapolated value, applicable to points on the positive side of a given nodal 
point at X 0 is 
W(Xo + 2h) -- 2 W(Xo + h) - W(Xo) + 2hA. (22) 
A similar formula that will apply when the boundary point and the nodal points used for the 
extrapolation are on the negative side of X 0 is 
W(Xo - 2h) = 2 W(Xo - h) - WXo) + 2hA, (23) 
where 
,~ _ hW(Xo - h - h') - (h + h ' )W(Xo - h) + h 'W(Xo)  
h'(h + h') 
Thus the formula for quadratic extrapolation for boundary points in the direction of a positive 
coordinate axis is given by equation (22) and for boundary points in the direction of a negative 
coordinate axis is given by equation (23). Formulas (22) and (23) can also be used for a boundary 
point lying on a diagonal ine with other nodal points of the grid. For example, W(B~) in Fig. 2 
can be found from equation (22), using the value of W(X o, Yo), W(Xo + hx, I1o + by) and W(B3). 
For some points of the extended grid, an extrapolated value can be defined in more than one 
coordinate direction, as in the case of B~ in Fig. 2. For these values, an average can be taken of 
all possible xtrapolated values. In other cases, points can occur on the extended grid that do not 
have two interior neighboring nodal points along a link of the grid in a particular coordinate 
direction. Linear extrapolation can be used to define values at these points. Formulas similar to 
these given for quadratic extrapolation can be derived for this linear extrapolation. 
The accuracy, using the quadratic formulas whenever possible and the linear formulas otherwise, 
combined with the averaging at nodal points where extrapolation was possible in more than one 
coordinate direction was very good overall. On the inverted cube domain this extrapolation was 
sufficient o produce very accurate rror estimates, consistent with the deviations computed from 
a fine grid solution. However, on the numerical model used to compute the capacity of the 
tetrahedron, the results were not as accurate. For this problem, the truncation error estimates were 
good at most of the nodal points of the grid, though for a few points this approximation could 
not be improved significantly without going to still a higher order method. The results were slightly 
improved if the linear extrapolation was avoided completely, whenever possible. 
One striking, but predominant, effect was the sensitivity of the truncation error estimates to slight 
inaccuracies in the approximations of the derivative terms. The boundary function proved to be 
an important factor in determining the degree of accuracy that could be obtained for these 
approximations. The absence ofa forcing term in the mathematical equation makes these boundary 
values the only data for the numerical solution; thus these values ar e extremely important and must 
be accurate to obtain an accurate solution. The poorest results were achieved as (4, r/, v )~ 0 on 
the boundary, as with the tetrahedron which had a boundary point very near the origin. The 
boundary function F = (42 + q2 + v2)-~/2 is difficult to approximate accurately at these points. 
Finally, by applying these operators as directed, at each nodal point of the grid, the point-wise 
estimates T to the truncation error can be obtained. Using these computed values of ~P, the solution 
of equation (14) will yield the point-wise rror estimates, or indicators, for the computed solution 
of equation (7). 
A solution of equation (14) is a re-solve of the original problem (7) with a new right-hand side 
function and zero boundary data. Obtaining a solution using a finite difference method requires 
the solution of a system of linear algebraic equations, which can be expressed in matrix form. If 
a direct solve of this matrix is used to solve the original problem and the interim factored matrix 
is stored, the solution of equation (7) will require simply a second back-solve. Even if this is not 
the case, and a completely new problem is solved, the effort expended for the re-solve is at most 
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the same amount as for the first solution. The advantage gained is that, if the accuracy of the 
solution is sufficient for the particular design purpose and the error indicators can be used to show 
this, the problem will be complete. Without he aid of the error indicators, frequently the only other 
alternative has been excessive grid refinement. This is an especially undesirable option on a 
three-dimensional domain, as is reflected by the increasing number of equations required for each 
new model included in Table 3. In this table, the grid spacing for each new model is half that of 
the previous model, in most cases. 
The error analysis discussed in this section was applied to the capacity problems on the domains 
of two of the inverted polyhedra, the cube and the tetrahedron. For each of these problems the 
solution was interpreted as the solution of the associated boundary value problem and the error 
analysis was applied at all points of the grid. Since the exact solution is not known, a fine grid 
solution with the grid spacing half that of the original solution was computed and the deviation 
of this solution from the original, or coarse grid, solution was compared with the error indicators, 
point-wise. The detailed analysis of this result is available to the interested reader in Brown (1989a). 
Some of the significant highlights will be discussed in this article. 
With sufficient grid refinement, the error indicators proved to estimate the actual errors closely 
at the origin (see Table 3) as well as other grid points of the domain. However, the elimination 
of the necessity of this excessive grid refinement s rategy is desired. For computations on a single 
grid, these indicators were most contributive when used to map the relative rrors in the solution 
on that given grid. In particular, the error estimates consistently identified regions of the grid where 
the errors were greatest. 
In an attempt o use the error indicators as actual estimates, the error indicators hould be 
interpreted as average values, perhaps to predict he order of magnitude of the error, rather than 
precise values (see the second half of Table 3). In this context, for the capacity of the cube, the 
results were much better than for those obtained for the tetrahedron. The boundary of the domain 
of the cube is much smoother than that of the tetrahedron, and all of the boundary points are 
bounded farther away from the origin. These were important factors for these particular problems 
because of the boundary function itself, as previously discussed. For both problems the errors are 
concentrated near the boundaries at the intersections of the spheres. 
A careful examination of the truncation error terms themselves i useful in interpreting the 
results. If a few of these truncation error terms are disproportionately large, compared to he terms 
for the other nodes, as they are for the tetrahedral problem, the solution will not produce results 
that are reliable in magnitude at all points. In general the truncation error terms must be 
proportional to the actual errors. At the boundaries, these terms may be large, not necessarily 
because the errors are large there, but because the truncation error terms are poorly approximated 
there. Unfortunately, this contamination f values cannot be avoided, though being cognizant of 
this effect is helpful in the overall analysis. 
Table 3 shows the asymptotic improvement of the solution and the error indicators 
with successive refinements in the grid size. Also shown in this table are the number of 
interior nodal points required for the solution. These numbers poignantly show the price for grid 
refinement on a large domain. Notice that on the cube problem, for accuracy in the third decimal 
place, the solution on the third run with the error indicators added gives the same results as the 
fifth run. 
Table 4 shows the convergence of the solution with successive grid refinements for the capacity 
of the other polyhedra. 
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