There has been significant recent interest in micro-nano robots operating in low Reynold's number fluidic environments. Even though recent works showed the success of controlling micro-nano robots, there are some limitations because of the tracking method. In this paper, we introduce and implement a feature-based tracking method (FTM). Scale invariant feature transform (SIFT) is a well-explored technique at much larger length scales for research fields regarding robotics and vision. Here, the technique is extensively investigated and optimized for microbiorobots (MBRs) in low Reynold's number environments. Also, we compare the FTM with the conventional tracking method for cells, which is known as the region-based tracking method (RTM). We clearly show that the FTM can track more accurate positions of the objects in comparison with the RTM in cases where objects are in close contact or overlapped. Also, we demonstrate that the FTM allows tracking microscopic objects even though illumination changes over time or portions of the object are occluded or outside the field of view.
Introduction
Recent research in the field of micro-nano robotics operating in low Reynold's fluidic environments has been studied extensively for biological and medical applications such as delivering and transporting chemicals. Researchers [1] [2] [3] have fabricated and actuated artificial micro-nano robots using a variety of methods. Ghosh et al described a method of producing large numbers of nanostructured propellers and demonstrated a controlled artificial swimmer using homogeneous magnetic fields [1] . Jager et al showed microrobotic arms fabricated with conjugated materials for cell manipulation [2] . Zhang et al fabricated an artificial microrobot which consists of a helical tail and square plate head by mimicking bacteria flagella and produces propulsive force using three-dimensional magnetic fields [3] . Other microrobots have been developed which integrate synthetic elements with living organisms to provide propulsion. Steager et al investigated microbiorobots (MBRs) which are propelled by the collective motion of flagella attached on the micro structures and are controlled using electric fields and ultraviolet light [4] . On/off control of bacteria attached to microbeads [5] and bacterial actuation with directional manipulation [6] were also demonstrated.
Even though the previous approaches have suggested that microrobots can be used for various applications such as delivering chemicals or transporting and assembling microscale parts, which are conceptually introduced as an integrated system such as a microfactory [7] , these approaches only succeed to demonstrate simple control or actuation of their microrobots using various stimuli.
To create robust, application-oriented microrobots, automated control is essential. In order to complete tasks effectively, feedback control must be integrated.
Feedback control allows robots to dynamically compensate position error between planned and actual positions. In order to detect actual positions of robots, visionbased tracking algorithms are vital because a vision sensor is the most efficient way to collect geometrical information in micro-and nano-scale world [8] . Tracking algorithms detect actual positions of the robots and match detected positions with the previous detected positions so that the trajectory of the specific robot can be computed. Once we compute the trajectory of robots, a feedback controller modifies the input stimuli to compensate the error between the planned and actual trajectory while the robot is moving.
Microrobots should be precisely controlled to complete tasks and need high control sensitivity due to the small feature sizes. In addition, detecting and computing the actual position is crucial because controlling small-scale robots is hard to accomplish without information of the object's position and motion. A small control error could cause enormous output errors, which may cause failures when executing tasks.
Since the workspace of microrobots is normally observed through a microscope, visual tracking methods using cameras is the most common way to detect robot positions. However, algorithms typically used for tracking biological cells such as region-based and model-based tracking methods are still used even though microrobots are used as targets.
Cells are common targets in most previous tracking methods in the microscale world. The common tracking method for cells is a region-based tracking method (RTM) which detects the cell based on the intensity of a cell region and probabilistically matches the detected cell with existing cells. Steager et al [4] integrated swarming bacteria with inorganic materials to construct microbiorobots. Using the bacterial as actuators, the MBRs were controlled with optical and electrical stimuli [9, 10] . To characterize the motion of the MBRs, a region-based tracking method (RTM) was used. Taboada et al [11] tracked overlapping, swimming bacterial cells using binarization. Thar et al [12] showed 3D motile cell tracking with two cameras based on overlapped regions between frames. Bahnson et al [13] demonstrated fully an automated tracking system to study cell motility and growth for extensive time periods. However, these approaches are effective only when the objects are well separated from other cells or walls and face ambiguity with increasing cell density because tracking error increases due to the inability to discriminate between contact cells.
Since a cell is a highly deformable object, a specific model of its shape is a challenge to evaluate. However, some previous approaches evolve a model of cell appearance or shape based on a history of its shape from the previous frames. Li et al [14] developed a tracking algorithm for thousands of cells considering the spatiotemporal quantification of cell migration, mitosis, apoptosis and reconstruction of cell lineages using a combination of region-based and edgebased approaches. Zhang et al [15] presents a tracking method for biological cells in fluorescence videomicroscopy based on geometric active contours. Zimmer et al [16] proposed a segmentation and tracking method to overcome the problem of cells in contact by adding repulsive interaction between contours. Even though cell detection is improved by detecting modeled cells in these approaches, there is still some probabilistic error when the detected cells are matched with the previous existing cells.
The aforementioned methods were focused on tracking cells; however, in the case of a rigid microrobot a more robust tracking method can be implemented. A microbiorobot that is powered by bacteria has been studied for control using electric fields and phototaxis [9] . Even though this work showed the success of controlling a microbiorobot, there are some limitations because of the tracking method. Unlike cells, microbiorobots have rigid shapes and features since they are fabricated by MEMS technology. Thus, we can implement vision-based tracking methods, which are wellexplored techniques at much larger length scales for research fields regarding robotics and vision. In particular, the featurebased tracking method (FTM) is one of the popular tracking algorithms in macro-scale systems. Feature-based tracking methods extract invariant features from a target object to recognize the object in a different frame or scene. The scale invariant feature transform (SIFT) [17, 18] is the most popular technique among several feature-based recognition techniques because features extracted by SIFT are invariant to scale, rotation and partially invariant to changing illumination. Also, SIFT is able to recognize a target even though some part of a target is occluded.
In this paper, we introduce and implement a more robust tracking method (SIFT) [17, 18] to MBRs [4, 10] which move in two dimensions, and extensively investigate this method in the microrobot system as well. Also, we compare the FTM with the conventional tracking method for cells such as RTM and show advantages of the FTM such as recognition despite close contact, changing illumination, occlusion and limited of field of view.
Methods and materials

Cell culturing
The bacteria Serratia marcescens are cultured using a swarm plate technique [10] . The swarm plate is inoculated on one edge with 2 μl of S. marcescens saturated culture and incubated at 30-34
• C. Swarming begins within 8-16 h. In figure 1 , the swarm progresses across the plate in waves that appear as concentric rings from the inoculation site and the bacteria along the edge of the swarm demonstrate the highest average velocities and spatial correlation between cells [10] .
Microfabrication and launching of microbiorobots
The microstructures to which bacteria are attached must be biocompatible, easily defined using standard microfabrication techniques, similar in density to the motility buffer in which the bacteria operate, able to be easily imaged and compatible with a high-yield release process. The SU-8 epoxy is easily patterned in a wide range of thicknesses and has a density only slightly higher than that of motility buffer [4] . Also, the SU-8 microfabrication and development procedure is compatible with a technique of release using a water-soluble sacrificial dextran layer [19] .
The chosen substrate for the patterning of SU-8 microstructures is glass. 43 × 50 mm 2 glass slides with a thickness of 170 μm were chosen. The glass slides were cleaned with acetone, isopropanol and DI water, dried with nitrogen and further dehydrated on a hotplate at 150
• C for 10 min. The first spin-coating procedure was used to prepare the water-soluble sacrificial dextran layer [20] . An aqueous solution of 5% (w/v) dextran 50-70 kDa was prepared by heating at 95
• C on a hot plate to enhance dissolution of the dextran into water. The solution was dispensed onto the glass slide and spin-coated at 3000 rpm for 15 s. The sacrificial layer was then baked for 2 min at 125
• C. Next, a 3 μm layer of SU-8 2002 was spin-coated at 1000 rpm and soft-baked for 1 min at 65
• C and 2 min at 95
• C. The mask for microstructures was placed on top of the substrate and the substrate was exposed to the ultraviolet light of 135 mJ cm −2 energy density. The exposed substrate was post-baked for 1 min at 65
• C and 1 min at 95
• C and developed in PGMEA (SU-8 developer). The substrate was simply dried with nitrogen after PGMEA development without a rinse in isopropanol or deionized water.
After the fabrication process, the substrate was first diced into chips roughly 10 × 2 mm 2 . The chips were inverted onto the edge of the active swarm. The MBRs were released by submerging the blotted chip into a fluidic chamber. When MBRs are released, they sink to the surface because the density of SU-8 (1.20 g cm −3 ) is higher than that of water-based media (about 1.0 g cm −3 ). Also, an MBR moves on the surface because swarming bacteria produce thrust in the plane of the motion [21] . Thus, movements of the MBRs are visualized on the surface. Figure 2 shows that the large number of bacteria blotted on MBRs can be individually recognized.
Region-based tracking algorithm
Tracking normally consists of two parts: the first part is detecting objects on the scene and another is matching objects through the time sequence. Detecting objects is a challenging problem in the microscale world because the target is normally a cell which is highly deformable.
The region-based tracking method (RTM) is the tracking method based on the intensity of objects. To detect objects, the image is binarized based on a chosen threshold, which is the value for binarizing a multi-valued image. The threshold is chosen manually by trial and error until the objects are easily distinguishable in the binarized image. Then, noise is eliminated by deleting objects smaller or greater than a given size. Next, the center of mass and orientation of each object are calculated and recorded to establish their positions at each frame within the video sequence. The center of mass is determined by
where x c and y c represent the centroid coordinates and A represents the area. The state of the MBR is characterized by its position on the plane and its orientation. We define the position of the centroid by the coordinate pair (x c , y c ). The orientation of the MBR is characterized by θ , which is formed by the main axis of the MBR and the x-axis of the global coordinate frame. Once all objects are detected, they are matched to objects in the previous frames. There is an assumption for the matching process that two objects are the same if they are located close to one another in two consecutive frames. If there are two or more options for the closest object at a given frame interval, we set the closest one as a new entity and discard the previous ones. This situation can occur when objects are overlapped or in close contact with each other.
The RTM highly depends on the threshold of binarization so that a minor change of illumination can affect the result. If the illumination condition is changed, the threshold of binarization should be adjusted.
Feature-based tracking algorithm
Microbiorobots are easily recognizable using features based on the recognition method because of their invariable and rigid shape. Feature-based tracking methods (FTMs) are popular methods in computer vision and robotics to recognize or detect objects using cataloged features.
Features can be a corner point [22] or a line [23] . However, in these cases, it is hard to extract features when the object changes its scale or orientation. Scale invariant feature transform (SIFT) uses descriptors, which make this method robust for varying scale or rotation. Also, the method is robust enough to adapt to changes in illumination. In this paper, we implemented the SIFT method for feature tracking based on Lowe's work [17, 18] .
Recognition using scale invariant feature transform.
To recognize an object we need to first register a reference object. In this step, keypoint information including a location and a descriptor is saved as a reference. To define the reference object, a picture of the MBR is acquired before tracking. To get keypoint information for the MBR the image background information must be excluded. Several reference objects are able to be registered corresponding to the number of objects necessary to track. Using keypoint information of reference objects, we recognize matched objects in the scene by searching keypoints in the scene and matching them with saved information. Since SIFT detects identified specific objects using features of registered objects, the detecting and matching process performs together. Thus, once we recognize objects, more accurate tracking can be carried out. Trajectories and velocities of each object through the sequence are computed with only the position of the detected object.
To find features and compute feature information, four main steps are executed: scale-space extrema detection, keypoint localization, orientation assignment and keypoint descriptor. The following are the simple descriptions of each step and further details are in [18] .
In the scale-space extrema detection step, possible keypoint candidates which are invariant to scale and orientation are searched by using a difference-of-Gaussian (DOG) function. To detect invariant keypoints to scale changes of the image, a few octaves which are the sets of resampled and reduced size images are created in [18] . However, our approaches focus on only the image on the microscope, which is the constant scale. Thus, further octaves are unnecessary and we use only one octave. In the next step, keypoint localization, a detailed model is fit to determine location and scale at each keypoint candidate, and instable keypoint candidates which have low contrast, are sensitive to noise or are poorly localized along the edge are rejected, and robust keypoints are only selected. The next step is to assign one or more orientations, which provide invariance to rotation, to each keypoint based on the local image gradient directions. In the final step, keypoint descriptors are computed by measuring the local image gradient that is highly distinctive but is as invariant as possible to remaining variation, such as changes in illumination.
Keypoint matching is the process to identify the nearest neighbor among the keypoints of registered images. The nearest neighbor is defined as the keypoint with the minimum Euclidean distance for the invariant descriptor vector. To identify the exact nearest neighbors in high-dimensional space, the best-bin-first (BBF) algorithm [18] , which is a modified search ordering for the kD tree algorithm [24] , was used.
Solution for affine parameters and pose of the object.
The next step after matching is finding a pose of the registered object in the image. However, some matched keypoints are mismatched or have some errors even though most keypoints matched properly. In this paper, we use affine transformation and RANSAC (RANdom SAmple Consensus) to compute an exact pose of the registered object while minimizing the error of the pose [18] . RANSAC is an iterative method to estimate parameters from a set of observed data including outliers which are the mismatched keypoints in this case. The affine transformation of a registered point (x, y)
T to a keypoint location (u, v) T can be written as
where the translation and rotation is represented by [t x , t y ] and m i respectively. To find the transformation parameters (t x , t y , m i ), the above equation can be rewritten using three matched registered points and keypoint locations as follows:
We can write this linear system as AX = B. The least-squares solution can the determined by solving the corresponding normal equation,
which minimizes the sum of the squares of the distances between matched points. Only three points are necessary to compute the affine parameters which are information of translation and rotation motion. However there are some keypoints that have error or are mismatched as explained above. Thus, we need to verify that the three matched points are qualified to compute affine parameters. To verify the fitness of computed affine parameters, the RANSAC algorithm is used. We measure the error between other matched keypoints and transposed points from the registered keypoints using the computed affined parameters. When the number of points, which have errors less than tolerance, is more than a threshold, the computed affine parameters can be considered as a solution.
In this paper, the tolerance of error between matched keypoint and transposed point from the registered keypoint is set to three pixels and the threshold is set to 70% of the number of found keypoints in the image. The centroid is computed easily using affined parameters and the centroid of the registered objects:
where [x c , y c ] is the centroid of the object and [x rc , y rc ] is that of the registered objects. However, we need another optimization process to compute an orientation θ of the object because m i has some error from the rotation matrix. Even though we assumed that there is no scale change, stretch or distortion, there is some error because of the image distortion. Thus, the orientation θ is computed as follows:
(m 3 sin θ 0 and m 1 cos θ 0).
(6) Figure 3 shows the process for feature-based tracking for an MBR. Figure 3(a) shows the original image of an MBR powered by bacteria in the microfluidic system. To track the MBR in the original image, the reference MBR should be registered with the keypoint information. In figure 3 (b) the reference MBR is illustrated with the registered keypoints displayed as blue marks. The image was captured before the experiment, and all background information was excluded before registration. To recognize the reference MBR of figure 3 (b) in the original image of figure 3(a) , keypoint information on the original image is also computed. Figure 3 (c) shows computed keypoints of the original image, and keypoint locations are displayed as yellow marks. Then, the matching process was conducted between registered keypoints of the referenced MBR in figure 3 (b) and computed keypoints from the original image in figure 3(c) . After matching, the centroid and orientation of the MBR were computed with the matched keypoints. Figures 3(d) and (e) show the matched keypoints from keypoints of the reference MBR and the original image, respectively. The centroid and orientation are illustrated as a red dot and line respectively in figures 3(b), (d) and (e).
There are some limitations of the FTM. When the target object is too small to extract more than three keypoints, it fails to track the target because to compute the position of the target, at least three points are required. Another limitation is computational burden. While the RTM is computationally efficient, computational cost of the FTM is quite expensive.
Results and discussion
The MBR rotates when there is no stimulus. When ultraviolet (UV) light is exposed, the rotation of the MBR stops because the flagella of bacteria on the MBR are deactivated by UV light. In figure 4 , the phototactic control for the MBR is conducted in a limited field of view. The trajectories computed by the FTM and RTM are compared. The MBR is quite large (100 × 50 μm 2 ) so that when it rotates, a part of the structure disappears from the field of view. The solid red line and dotted blue line are the computed trajectories by the FTM and RTM respectively. Until 103 s the entire structure was visible on the workspace, so positions (x, y, θ ) of two trajectories in figures 4(b)-(d) by the FTM and RTM have little difference, because both methods tracked the MBR well in this ideal case. After a part of the MBR went out of the field of view, the computed trajectory by the RTM incurred a significant error while the FTM tracked the MBR well because the RTM requires completely visible structures for computing an accurate position. Occlusion of an MBR is due to the relatively larger structure or a small field of view when an MBR moves a long distance. When the MBR translates and rotates simultaneously at a high magnification, occlusion occurs easily.
During the experiment of figure 4 , the MBR was exposed by UV light from 20 to 89 s and from 145 to 167 s. Intensities of instant images in figure 4 (a) at t = 20 and 145 s are brighter than the other instant images in figure 4(a) because UV light increased the intensities on the entire image. The RTM is highly dependent on the threshold for binarizing images, so when the illumination condition is changed, it is required to decide a proper threshold to track the object because the same threshold is unable to be used for tracking. However, the FTM can track motion of the MBR even though the illumination condition is changed if features are still extractable, because the features are partially invariant to changing illumination conditions.
An MBR is also controllable using electric stimulus [10] . When the electric field is applied, an MBR moves toward the anode because the surface charge of the adherent bacterial cells creates a negative charge. In figure 5(a) , the micro-assembly experiment is conducted and the trajectory is computed by the FTM. The C-type structure is an MBR on which the bacteria attached and another small square shape structure is a target microstructure on which bacteria are not attached. Only the MBR moved toward the microstructure by controlling the direction of the applied electric fields. Most regionbased tracking methods have a problem when the cell or objects contact together. Even though some methods using model evaluation overcome this problem, separating objects is still a challenge because of the inability to discriminate objects in contact. However, FTM detects the features of registered objects, so the specific object can be detected by finding registered keypoint information. Thus, the FTM easily overcomes the problem of detecting objects in contact because features are invariant even though they contact together. In addition, tracking by the FTM does not require matching an object with the previous existing objects because the FTM detects the specific registered object. Figures 5(b) and (c) show the differences of trajectories of each method. In figure 5 (b), the tracked trajectory by the FTM is continuously able to track the C-shape MBR. However, the tracked trajectory by the RTM in figure 5 (c) shows that tracking of the C-type MBR failed, and a new object is detected when an MBR and the microstructure are in contact together. Based on the case of Figure 6 . The MBR which is unidentifiable by RTMs may be detected using the feature-based method. The scale bar is 50 μm.
figure 5(d) in which two objects contact together, figures 5(e) and (f ) show the results of object detection using the RTM and FTM respectively. The RTM failed to detect separate objects and instead identified a combined one. However, in figure 5 (f ), the FTM detected two discriminated objects despite the close contact.
If an MBR is very thin (<2 μm), sometimes it is hard to define the edges or area of the MBR because there is very little contrast between the edges of the MBR and the surroundings. In figure 6 , the structure cannot be tracked using the RTM because it is impossible to define one enclosed object with one specific threshold of binarization. However, the FTM was still able to track the object because features of the object were still extractable. The attached bacteria created some features on the MBR even though the structure is difficult to distinguish from the background. In another case, some bacterial strains are engineered to fluoresce and attached to MBRs as sensors. However, when the fluorescent light is exposed, the entire MBR is difficult to detect because only bacteria are visible. In this case, we may also use the FTM for tracking if the bacteria are firmly attached on the MBR.
Conclusion
The FTM is a popular scheme in macroscale robotics and vision because it is very powerful in terms of rigid object detection. Microbiorobots are fabricated by MEMS technology and have a rigid body shape. Thus, rigid microbiorobots can be tracked using the FTMs.
In this paper, we compared a FTM with RTMs and showed that the FTM is able to track the planar motion of microbiorobots in challenging situations such as different illumination, partially occluded objects, objects in contact or objects indefinable by the enclosed region. These are all cases in which the RTM is unable to track accurately. The modelbased tracking methods overcome some problems of the RTMs including contact problems. However, model-based tracking is only available when the entire structure of microbiorobots is shown while the FTM can still track microbiorobots. This work strengthens analysis methods for various smallscale systems, and should aid in conducting tasks such as micro-assembly or transport systems using microbiological actuation.
