Abstract. Graph ranking is one popular and successful technique for image retrieval, but its effectiveness is often limited by the well-known semantic gap. To bridge this gap, one of the current trends is to leverage the click-through data associated with images to facilitate the graph-based image ranking. However, the sparse and noisy properties of the image click-through data make the exploration of such resource challenging. Towards this end, this paper propose a novel click-boosted graph ranking framework for image retrieval, which consists of two coupled components. Concretely, the first one is a click predictor based on matrix factorization with visual regularization, in order to alleviate the sparseness of the click-through data. The second component is a soft-label graph ranker that conducts the image ranking by using the enriched click-through data noise-tolerantly. Extensive experiments for the tasks of click predicting and image ranking validate the effectiveness of the proposed methods in comparison to several existing approaches.
Introduction
Graph ranking [34] has received increasing attention in recent years due to its superiority in various visual ranking tasks, such as natural image search [5] , video search [7] , shape retrieval [2] , cross-media retrieval [30] , 3D object retrieval [1] , etc. Unlike traditional visual ranking that considers only the pairwise similarity between visual documents, graphbased visual ranking aims to explore the intrinsic manifold structure collectively hidden in visual documents, hoping to refine the similarity measure. Despite these successes, the performance of graph-based visual ranking is still limited by the well-known semantic gap existing between low-level image pixels captured by machines and high-level semantic concepts perceived by humans, especially when the visual targets are dispersed in the feature space.
In order to boost the performance of image retrieval and overcome the semantic gap, a relevance feedback mechanism [35] is incorporated into the graph-based ranking framework [4, 27] , which encourages the user to label a few images returned as either positive or negative in terms of whether they are relevant to user's query or not. The labeled instances is then used to refine the ranking model towards the user's query intends. However, it is not easy to obtain sufficient and explicit user feedback as users are often reluctant to provide enough feedbacks to search engines. It is noted that search engines can record queries issued by users and the corresponding clicked images. Although the clicked images cannot reflect the explicit user preference on relevance of particular query-image pairs, they statistically indicate the implicit relationship between individual images in the ranked list and the given query [33] . Therefore, we can regard the click-through data associated with images as the 'implicit' feedbacks based on an assumption that, in a same query session, most clicked images are relevant to the given query, and the reliability of this assumption has been empirically validated by [18] .
We consider a particular ranking scenario where the click-through data is sparse and inaccurate. Such a scenario is pervasively presented in the image retrieval problem for which some methods [8, 33, 11] employ the click-through data as implicit feedbacks for image ranking. Inevitably, the sparsity may lead to an underfitting ranker, and the inaccuracy may further mislead the ranker. Towards this end, this paper presents a Click-Boosted Graph Ranking (CBGR) approach for effective image retrieval based on a preliminary work [12] , which incorporates click enriching with noise-tolerant graph ranking within an unified framework. The main contributions are two-fold. For one thing, a Visual Regularized Matrix Factorization (VRMF) method is proposed to enrich the click-through data. For another, a Soft-Label Graph Ranking (SLGR) technique is developed to leverage the enriched click-through data noise-tolerantly. An empirical study on the tasks of click predicting and image ranking shows encouraging results in comparison to several exiting approaches.
The rest of this paper is organized as follows. Section 2 reviews the related works. Section 3 presents the proposed CBGR method. Section 4 reports on the experiments. Finally, section 5 concludes this paper and raises the problem for future works.
Related Work
We briefly group related work into three dimensions: graph ranking, collaborative image retrieval and collaborative filtering, and introduce them separately in the following subsections.
Graph Ranking
Graph ranking has been extensively studied in the multimedia retrieval area. Its main idea is to describe the dataset as a graph and then decide the importance of each vertex based on local or global structure drawn from the graph. One canonical graph-based ranking technique is the Manifold Ranking (MR) algorithm [34] , and He et al. [5] first applied MR to image retrieval. Its limitations are addressed by latter research efforts. For example, Wang et al. [24] improved the MR accuracy using a k-regular nearest neighbor graph that minimizes the sum of edge weights and balances the edges in the graph as well. Wu et al. [27] proposed a self-immunizing MR algorithm that uses an elastic kNN graph to exploit unlabeled images safely. Wang et al [25] proposed a multi-manifold ranking method, which jointly exploits multiple visual modalities to encode the image ranking results. Xu et al. [29] proposed an efficient MR solution based on scalable graph structure to handle large-scale image datasets. In addition, the users' feedbacks are easily exploited by MR method, and previous studies have shown that MR is one of the most successful ranking approaches for the image retrieval with relevance feedback [5, 27, 29] .
Note that most existing methods of graph ranking receive the supervision signals provided by the users directly. Differently, in this work the supervision signal, derived from the click-through data, is noisy, and directly using that may degenerates the retrieval performance. Hence this work presents a soft-label graph ranking solution for the noisetolerance purpose.
Collaborative Image Retrieval
Collaborative Image Retrieval (CIR) regards the click-through data associated with images as the long-term experience and leverages it to boost the short-term learning with relevance feedback. For example, Yin et al. [31] exploited the long-term experiences to select the optimal online ranker from a set of candidates based on reinforcement learning. Hoi et al. [6] regarded the query log as the 'side information', and then, taking that as constraints, learned a distance metric form a mixture of labeled and unlabeled images. Su et al. [19] suggested discovering the navigation patterns from query logs, and using the patterns to facilitate new searching tasks. Wu et al. [28] proposed a multi-view manifold ranking method, which simultaneously exploits the visual and click features to encode the image ranking results.
In contrast, our proposed approach requires no users' feedbacks once the query has been issued. Alternatively, it automatically derives implicit feedbacks from the clickthrough data. This is motivated by empirical evidence suggesting that few users are willing to perform any form of feedback to improve their search results.
Collaborative Filtering
Collaborative filtering (CF) [20] is a family of algorithms popularly-used in recommendation systems. Depending on how the data of user-item rating matrix are processed, two types of methods, neighbor based and latent factor based, can be differentiated.
Neighbor-based methods use similarity measures to select users (or items) that are similar to the active user (or the target item). Then, the prediction is calculated from the ratings of these neighbors. Most of neighbor-based approaches can be further categorized as user-based or item-based depending on whether the process of finding neighbors is focused on similar users [14] or items [16] . Latent factor based methods are an alternative approach that tries to explain the ratings by characterizing both users and items on a few factors inferred from the user-item rating matrix. Matrix Factorization (MF) [9] might be one of the most promising techniques due to its excellent performance, as witnessed by the Netflix contest. During the past years, plenty of research effort has been made to further improve its effectiveness and efficiency, including maximum margin MF [13] , Bayesian MF [15] , online MF [10] and parallel MF [3] , etc. Besides user-item rating matrix, a current trend is to leverage the plentiful side-information around user and item dimensions to enhance MF performance [17] .
In the scenario of this work, the user-image clicking matrix is very similar to the useritem rating matrix in recommender system. Inspired by recommender system, we consider MF for the purpose of click prediction. Different from the traditional recommendation problems, the 'items' in our scenario are the database images, which have plentiful visual content. Considering this, we present a VRMF algorithm that can exploit the images' visual information to improve the prediction accuracy.
The Proposed CBGR Approach
Our CBGR approach is developed based on two intuitions. At first, a 'good' visual ranker should be able to exploit the implicit feedback (click-through data) rather than the explicit feedback for the purpose of alleviating the user's labeling burden. Furthermore, the ranker should be able to handle the sparse and noisy properties of the click-through data.
As mentioned, our CBGR approach consists of two key components, i.e., VRMF and SLGR. We start with the description of notations, then elaborate the details of VRMF and SLGR, and lastly present an algorithmic framework of our CBGR approach.
Preliminaries
Let X = {x i , i = 1, · · · , n} denote the image dataset, where each x i ∈ R d is a visual feature vector. To discover the geometrical subacute (manifold), we build a neighborhood graph on X , and define W ∈ R n×n + as the corresponding the affinity matrix with element W ij storing the weight of edge between x i and x j . Normally the weight is calculated using a Gaussian kernel
if i ∈ N (j) or j ∈ N (i), otherwise W ij = 0, where N (i) denotes a k nearest neighbor set of image i. Typically, k is a small number (e.g. a small fraction of n), d(a, b) is a distance metric between two vectors a and b (suggested by [4] , L1 distance is considered), and σ is the bandwidth parameter that can be tuned by local scaling technique, the effectiveness of which has been verified in the clustering [32] and ranking [27] tasks. The click-through data is represented by a user-image clicking matrix R ∈ {0, 1} m×n whose rows correspond to the users and columns correspond to the images. If an image has been clicked in a query session, the corresponding cell is assigned to value 1, i.e. R ij = 1, otherwise R ij = 0.
VRMF: Visual Regularized Matrix Factorization
We refer to the problem of click prediction as Matrix Factorization (MF), which is to learn low-rank representations (also referred as latent factors) of users and images from the information of the user-image clicking matrix, and then further employs the latent factors to predict new clicks between users and images. Also, to elevate the accuracy of click prediction, the visual information of images is taken as the regularization term and incorporated into the MF framework, thus called Visual Regularized MF (VRMF). Let U ∈ R f ×m and V ∈ R f ×n be two matrices of latent factors, and our VRMF method is to Algorithm 1 Gradient Descent Process for Solving U * i and V * j
(t) * j ), ηt+1 = 2ηt; otherwise, ηt+1 = ηt/2; 5: t = t + 1; 6: end while recovery the user-image clicking matrixR = U T V by solving the following optimization problem
where U * i is a column vector of U, representing the latent factors of user i, likewise, and V * j represents the latent factors of image j. I ij is an indicator function that is equal to 1 if R ij = 1, otherwise 0.
• F denotes the Frobenius norm of a matrix, and α and β are two free parameters. The first term of above cost function is the fitting constraint that ensures the learnedR to be consistent with the observed user-image matrix, the second term is the smoothness constraint that makes the visually similar images having similar latent factors, and the last term is the regularizer that is to alleviate model overfitting.
We adopt a gradient descent process to solve Eq. (2). By differentiating F with respect to U * i and V * j , we have
and
In the gradient descent process, we dynamically adapt the step-size η in order to accelerate the process while guaranteeing its convergence. Denote by U (t) * i and V (t) * j the values of U * i and V * j in the t-th turn of the iterative process. If
e. the cost function obtained after gradient descent is reduced, then we double the step-size; otherwise, we halve the step-size and do not recompute U . The process is illustrated in Algorithm 1.
GRSL: Graph Ranking with Soft Labels
Our GRSL method is developed based on MR [34] , and we slightly modify it for the noise-tolerance purpose. Let r : X → R be a ranking function that assigns to each image instance x i a ranking score r i . We can view r as a vector r = [r 1 , · · · , r n ]
T . We also define a label vector y = [y 1 , · · · , y n ] T , in which y i = 1 if x i is a query, and y i = 0 otherwise. The cost function associated with r is defined to be
where λ is a regularization parameter, and D is a diagonal matrix with D ii = n j=1 W ij . The first term in the cost function is a smoothness constraint, which make the nearby examples in visual space having close ranking scores. The second term is a fitting constraint, which makes the ranking result fitting to the label assignment.
By differentiating Q(r) and set it to zero, we can easily get the following closed solution
where µ = 1/(1 + λ), I is an identity matrix, and S is the symmetrical normalization of D, i.e.
We can directly use the above closed form solution to compute the ranking scores of examples. However, in large scale problems, we prefer to use the iteration solution r(t + 1) = µSr(t) + (1 − µ)y.
As illustrated by Eq. (6) and (8), it is noted that the label vector plays an important role in image ranking, and a dense y is desirable to derive r * . In the regular MR [34] , only one labeled instance (i.e. the user's query) is concerned, which is hardly to achieve satisfactory ranking result. A few works, such as [4] , [5] , [27] , and [28] , etc., take the online relevance feedback mechanism into consideration for the label vector enrichment, but it is unpractical as mentioned before.
Different from previous studies, our idea is to enrich the label vector using the clickthrough data without any user intervention. The intuition behind our idea is that, when two images are clicked in a same query session, they often share a certain similar meaning and we expect different users to express similar judgments on them. Based on this assumption, the (hidden) correlation between any two images can be inferred by analyzing the judgements (clicks) made by different users on them. Given the user's query q, the correlation of it to each database image is defined by Jacquard coefficient based on the enriched query log matrixR
where A(a) denotes a set composed of the nonzero elements of a binary vector,R * i ∈ {0, 1} m is a column vector ofR, recording the clicks imposed by different users on image i, and |•| denotes the size of a set. Intuitively, we can directly predict y i = 1 if Sim(q, i) is highly positive. Although this idea can be straightly handled by MR, it may suffer from performance degradation as erroneous click-through data. In particular, in our scheme, more noises may be introduced by MF. To this end, we treat the labels in two different ways for the fault-tolerance purpose. In details, the user's query is treated as the 'hard-labeled' instance, while the images predicted by analyzing the click-through data are treated as 'soft-labeled' instances, i.e. y i = Sim(q, i) ∈ [0, 1], where the magnitude of the label represents the confidence of the assigned label.
Algorithmic Framework
So far, we can assemble the proposed VRMF and GRSL methods into the CBGR framework for image retrieval, which ranks the database images with respect to the user's query based on visual features and click-through data. We outline this algorithmic framework in below.
1. Build a neighborhood graph on X , and compute the corresponding affinity matrix W by Eq. (1) and the normalized one S by Eq. (7); 2. Compute the enriched user-image matrixR based on R and S using Algorithm 1; 3. Compute the soft-label vector y based on q andR by Eq. (9); 4. Compute the ranking-score vector r based on S and y by Eq. (6) or (8);
Note that the step 1 and step 2 can be implemented offline, and therefore our CBGR approach can be quite efficient in processing online queries. Note that our CBGR approach mainly focuses on processing the in-sample queries, but it can be easily extended to handle the out-of-sample queries. For example, when a completely new query arrives, we can apply a strategy named one-click query expansion [21] to transform the out-ofsample query into a in-sample query with very few user efforts.
Experiments
In this section, we first introduce our experimental settings, and then present the experimental results that validate the effectiveness of our approach. The experiments actually contain two parts. In the first part, we will compare our VRMF method with those CF methods that can be used for the task of click prediction. In the second part, we compare our CBGR approach with several existing graph ranking methods for the task of image retrieval.
Experimental Setup
We employ the '10K Images' dataset 1 which is publicly available on the web to make our experiments reproducible. The images are from 100 semantic categories, with 100 images per category. Three kinds of visual features are extracted to represent the images, including a 64-dimensional color histogram, an 18-dimensional wavelet-based texture and a 5-dimensional edge direction histogram [26] . A click-through dataset consisting of 1000 query sessions is used in experiments, which is simulated based on the ground truth of image dataset. The average number of clicks in each query session is 20. Also, we randomly add 12% noise into the clickthrough dataset to approach the real-world search scenario 1 . Essentially, our click prediction solution acts for the image recommendation task, while the image ranking problem is equivalent to the image retrieval task. Many measures are commonly used to evaluate both recommendation and retrieval tasks, such as precision and recall. In the top N recommendation scenario, precision and recall are often summarized as the F1 measure. Similarly, in the retrieval scenario, PR (Precision-Recall) graph is widely used to depict the relationship between precision and recall, and it could be further summarized as the MAP (Mean Average Precision) measure. In addition, for many web applications, only the top returned images can attract users' interests, so the precision at top N (P@N) metric is significant to evaluate the image recommendation and retrieval performance.
To evaluate the average performance of image retrieval methods, a query set with 200 images is equally sampled from all semantic categories, i.e. two images are randomly picked from each category.
Experimental Results for The Task of Click Prediction
In this part, we compare our VRMF method with several existing CF approaches that can be used for the task of click prediction, including user-based CF [14] , item-based CF [16] , and regular MF method [9] . In addition, the method appeared in our previous conference version [12] is also included in the comparisons. Essentially our previous method is a item-based CF solution with visual side-information, so we term it as ItemVisual. For the proposed VRMF method, there are two parameters, i.e., α and β (see Eq. (2)). We tune the two parameters through 5-fold cross-validation, and the best settings are α = 0.06 and β = 0.04. For the iteration runs T (see the Algorithm1), we set it to 1000. In our experiments, we found that this value can lead to a well convergence of the optimization process. Table 1 and Table 2 respectively print the P@N and F1@N measures of our VRMF method compared with several other approaches, where the best performance has been boldfaced. From the experimental results, the following interesting observations are revealed. First, by examining all methods, the two methods using the visual side-information (VRMF and ItemVisual) outperform the three baseline methods (user-based, item-based and regular MF), which verifies the usefulness of the visual side-information. Second, by comparing the three baseline methods, the regular MF performs better than the userbased and item-based CF, which demonstrates the superiority of the latent factor models. At last, the proposed VRMF method achieves the best performance among all comparing approaches. It well demonstrates that combining the latent factor model with the visual side-information is effective and beneficial to the task of click prediction.
Experimental Results for The Task of Image Retrieval
Furthermore, we evaluate the performance of our CBGR approach on two enriched clickthrough datasets which are respectively attained when N = 10 (with highest precision) and N = 40 (with highest F1 measure). To verify whether the click prediction solution is beneficial to image retrieval or not, we compare our CBGR approach with a its degenerated variant termed CBGR-Deg. The CBGR-Deg method is almost same with the CBGR approach, except the former directly use the click-through data without enrichment. For the our CBGR approach, there is only one parameter, i.e., the µ used in Eq. (8) . For convenience, we set µ = 0.01, consistent with the previous experiences [34, 4, 29, 27] . Figure 1 print the PR graphs and P@N curves of all comparing methods. By examining the experimental results, we observe that both CBGR (N = 10) and CBGR (N = 40) approaches outperform the CBGR-Deg method, which verifies the effectiveness of the click prediction solution used by our CBGR approach. Further, by comparing the CBGR (N = 10) and CBGR (N = 40) methods, we found that their performance curves are very similar to each other. Based on this observation, we prefer to set N = 10 for the computational efficiency purpose.
At last, we compare our CBGR approach with a CIT scheme named RM2R [28] . RM2R is a two-view graph ranking model which exploits both visual and click features to encode the ranking results. Moreover, the conventional MR method [5] as a baseline is also included in comparisons to verify whether exploiting the click-through data is beneficial to the task of image retrieval or not. To be fair, all above three graph ranking methods take the local scaling trick [32] to tune the bandwidth parameter used by the Gaussian kernel. Figure 2 plots the PR graphs and P@N curves of our approach compared with other two methods. We found that the methods using both visual feature and the click-through data perform better than the baseline MR method, which verifies the benefit of exploiting the click-through data for the task of image retrieval. It is impressive that the performance of our CBGR approach is always the best among all comparing methods. It is worth noting that the performance of the RM2R method evaluated in our experiments is not as good as the results reported by [28] . The main reason is that we evaluate it without using relevance feedback as done in [28] , and thus its performance drops. This observation reveals that leveraging the click-through data as supervision signal is more effective than as feature set, when only a user's query is available.
Conclusions
Existing image search engines usually suffer from imperfect results caused by the wellknown semantic-gap. Although many studies on learning with the click-through data have been conducted to address this problem, the improvement in performance is limited as little effort on investigating both sparseness and noisiness of the click-through data. This paper presents a novel CBGR method that aims at noise-resistantly leveraging the clickthrough data to boost graph-based visual ranking. Concretely, we first propose a VRMF method to enrich the click-through data, and then develop a GRSL solution for faulttolerant image ranking. Experimental study validates the superiority of the proposed techniques in comparison to some representative approaches.
In the future, we will take more side-information (e.g., the social relationships between users and the surrounding text information of images) into consideration in order to further enhance the effectiveness of the click predicting and visual ranking. In addition, inspired by the data stream mining techniques [22, 23] , another extension of this work is to study the incremental solutions to the tasks of click predicting and graph ranking.
