The Lasserre/Sum-of-Squares (SoS) hierarchy is a systematic procedure for constructing a sequence of increasingly tight semidefinite relaxations. It is known that the hierarchy converges to the 0/1 polytope in n levels and captures the convex relaxations used in the best available approximation algorithms for a wide variety of optimization problems.
Introduction
The Sum of Squares (SoS) proof system introduced by Grigoriev and Vorobjov [20] is a proof system based on the Positivstellensatz. Shor [37] , Nesterov [30] , Parrilo [33] and Lasserre [24] show that it can be efficiently automatized using semidefinite programming (SDP) such that any n-variable degree-d proof can be found in time n O(d) . The SDP, often called the Lasserre/SoS 1 hierarchy, is the dual of the SoS proof system, meaning that the Lasserre hierarchy value at "level d/2" of an optimization problem is equal to the best provable bound using a degree-d SoS proof (see the monograph by Laurent [26] ). For a brief history of the different formulations from [20] , [24] , [33] and the relations between them and results in real algebraic geometry we refer the reader to [32] .
The Lasserre hierarchy can be seen as a systematic procedure to strengthen a relaxation of an optimization problem by constructing a sequence of increasingly tight SDP relaxations. The tightness of the relaxation is parametrized by its level or round, which corresponds to the degree of the proof in the proof system. Moreover, it captures the convex relaxations used in the best available approximation algorithms for a wide variety of optimization problems. For example, the first round of the hierarchy for the Independent Set problem implies the Lovász θ-function [28] and for the Max Cut problem it gives the Goemans-Williamson relaxation [15] . The ARV relaxation of the Sparsest Cut [2] problem is no stronger than the relaxation given in the third round of the Lasserre hierarchy, and the subexponential time algorithm for Unique Games [1] is implied by a sublinear number of rounds [5, 21] . More recently, it has been shown that O(1) levels of the Lasserre hierarchy is equivalent in power to any polynomial size SDP extended formulation in approximating maximum constraint satisfaction problems [27] . Other approximation guarantees that arise from the first O(1) levels of the Lasserre (or weaker) hierarchy can be found in [5, 6, 9, 10, 12, 13, 21, 29, 34] . For a more detailed overview on the use of hierarchies in approximation algorithms, see the surveys [11, 25, 26] .
The limitations of the Lasserre hierarchy have also been studied. Most of the known lower bounds for the hierarchy originated in the works of Grigoriev [17, 18] (also independently rediscovered later by Schoenebeck [36] ). In [18] it is shown that random 3XOR or 3SAT instances cannot be solved by even Ω(n) rounds of SoS hierarchy. Lower bounds, such as those of [7, 38] rely on [18, 36] plus gadget reductions. For a different technique to obtain lower bounds, see the recent paper [4] .
A particular weakness of the hierarchy revolves around the fact that it has hard time reasoning about terms of the form x 1 + ... + x n using the fact that all x i 's are 0/1. Grigoriev [17] showed that n/2 levels of Lasserre are needed to prove that the polytope {x ∈ [0, 1] n | n i=1 x i = n/2 + 1/2} contains no integer point. A simplified proof can be found in [19] .
In [8] Cheung considered a simple instance of the Min Knapsack problem, i.e. the minimization of n i=1 x i for 0/1 variables such that n i=1 x i ≥ δ(n), for some δ(n) < 1 that depends on n. Cheung proved that the Lasserre hierarchy requires n levels to converge to the integral polytope. This is shown by providing a feasible solution at level n − 1 of value n n+1 , whereas the smallest integral solution has value 1. This gives an integrality gap 2 of 1 + 1 n that vanishes with n.
We emphasize that the main interest in the work of Cheung revolves around understanding how fast the Lasserre hierarchy converges to the integral polytope and not how fast the integrality gap reduces, therefore not ruling out the possibility that the integrality gap might decrease slowly with the number of levels. This is conceptually an important difference. For the Max Knapsack (or Min Knapsack) problem the presence of an integrality gap at some "large" level t(n), that depends on n, is promptly implied by P = N P , whereas the existence of a "large" integrality gap at some "large" level t(n) is not immediately clear (since both Max Knapsack and Min Knapsack problems admit an FPTAS). With this regard, note that Cheung's result also implies that for the Max Knapsack the Lasserre hierarchy requires n levels to converge to the integral polytope. However, in [23] it is shown that only O(1/ε) levels are needed to obtain an integrality gap of 1 − ε, for any arbitrarily small constant ε > 0. It is also worth pointing out that currently the Cheung knapsack result [8] is the only known integrality gap result for Lasserre/Sum-of-Squares hierarchy at level n − 1.
Our results. With n variables, the n-th level of the Lasserre hierarchy is sufficient to obtain the 0/1 polytope, where the only feasible solutions are convex combinations of feasible integral solutions [24] . This can be proved by using the canonical lifting lemma (see Laurent [25] ), where the feasibility of a solution to the Lasserre relaxation at level n reduces to showing that a certain diagonal matrix is positive semidefinite (PSD).
The main challenge in analyzing integrality gap instances at level smaller than n is showing that a candidate solution satisfies the positive semidefinite constraints. In this paper, we first show that the feasibility of a solution to the Lasserre relaxation at level n−1 reduces to showing that a matrix differing from a diagonal matrix by a rank one matrix (almost diagonal form) is PSD. We analyze the eigenvalues of the almost diagonal matrices and obtain compact necessary and sufficient conditions for the existence of an integrality gap of the Lasserre relaxation at level n − 1. This result can be seen as the opposite of [16] where they consider the case when the first order Lasserre relaxation is exact.
Interestingly, for 0/1 integer linear programs the existence of a gap at level n − 1 implies that the problem formulation contains only constraints of the form we call Single Vertex Cutting (SVC). An SVC constraint only excludes one vertex of the {0, 1} n hypercube. It can thus be seen as the most generic non-trivial form of constraint, since the feasible set of any integer linear program can be modeled using only constraints of this form.
This characterization allows us to show that n levels of Lasserre are needed to prove that a polytope defined by (exponentially many) SVC constraints contains no integer point. No other example of this kind was known at level n (the previously known example in [17] requires n/2 levels).
One problem where SVC constraints can arise naturally is the Knapsack problem. By applying the computed conditions, we improve the Cheung [8] Min Knapsack integrality gap of the Lasserre relaxation at level n − 1 from 1 + 1/n to any arbitrary large number. This shows a substantial difference between the Min Knapsack and the Max Knapsack when we take into consideration the integrality gap size of the Lasserre relaxation.
Furthermore, we show that a similar result holds beyond the class of integer linear programs. More precisely, we show that any unconstrained 0/1 polynomial optimization problem exhibiting an integrality gap at level n − 1 of the Lasserre relaxation has necessarily an objective function given by a polynomial of degree n. This rules out the existence of any integrality gap at level n − 1 for any k-ary boolean constraint satisfaction problem with k < n. Finally, we provide an example of an unconstrained 0/1 polynomial optimization problem with an integrality gap at level n − 1 of the Lasserre hierarchy, and discuss why the problem can be seen as a constraint satisfaction version of an SVC constraint. Our result complements the recent paper [14] where it is shown that the Lasserre relaxation does not have any gap at level n 2 when optimizing n-variate 0/1 polynomials of degree 2.
The Lasserre Hierarchy
In this section we provide a definition of the Lasserre hierarchy [24] . For the applications that we have in mind, we restrict our discussion to optimization problems with 0/1-variables and linear constraints. More precisely, we consider the following general optimization problem P: Given a multilinear polynomial f : {0, 1} n → R
where {g (x) : ∈ [m]} are linear functions of x.
Many basic optimization problems are special cases of P. For example, any k-ary boolean constraint satisfaction problem, such as Max Cut, is captured by (1) where a degree k function f (x) counts the number of satisfied constraints, and no linear constraints g (x) ≥ 0 are present. Also any 0/1 integer linear program is a special case of (1), where f (x) is a linear function.
Lasserre [24] proposed a hierarchy of SDP relaxations for increasing δ,
where L : R[X] 2δ → R is a linear map with R[X] 2δ denoting the ring R[X] restricted to polynomials of degree at most 2δ. 3 In particular for 0/1 problems L vanishes on the truncated ideal generated by (2) is a relaxation since one can take L to be the evaluation map f → f (x * ) for any optimal solution x * . Relaxation (2) can be equivalently formulated in terms of moment matrices [24] . In the context of this paper, this matrix point of view is more convenient to use and it is described below. In our notation we mainly follow the survey of Laurent [25] (see also [35] ).
Variables and Moment Matrix. Throughout this paper, vectors are written as columns. Let N denote the set {1, . . . , n}. The collection of all subsets of N is denoted by P(N ). For any integer t ≥ 0, let P t (N ) denote the collection of subsets of N having cardinality at most t. Let y ∈ R P(N ) . For any nonnegative integer t ≤ n, let M t (y) denote the matrix with (I, J)-entry y I∪J for all I, J ∈ P t (N ). Matrix M t (y) is termed in the following as the t-moment matrix of y. For a linear function
we define g * y as a vector, often called shift operator, where the I-th entry is (g * y) I = n i=1 g i y I∪{i} + g 0 y I . Let f denote the vector of coefficients of polynomial f (x) (where f I is the coefficient of monomial Π i∈I x i in f (x)).
Definition 1. The Lasserre relaxation of problem (1) at the t-th level, denoted as Las t (P), is the following
where M is the set of vectors y ∈ R P 2t+2d (N ) that satisfy the following PSD conditions
where
We will use the following known facts (see e.g. [25, 35] ). Consider any vector w ∈ R P(N ) (vector w is intended to be either the vector y ∈ R P(N ) of variables or the shifted vector g * y for any g ∈ R P(N ) ). For any I ∈ P(N ), variables {w N I : I ⊆ N } are defined as follows:
Note that w I = I⊆J w N J (by using inclusion-exclusion principle, see [35] ). The latter with y ∅ = 1 implies that J⊆N y N J = 1, and that the objective function can be rewritten as follows:
where f (x I ) denotes the value of f (x) when x i = 1 for i ∈ I and x i = 0 for i ∈ I.
Congruent transformations are known not to change the sign of the eigenvalues (see e.g. [22] ). It follows that in studying the positive-semidefiniteness of matrices we can focus on congruent matrices without loss of generality. Let D t (w) denote the diagonal matrix in R Pt(N )×Pt(N ) with (I, I)-entry equal to w N I for all I ∈ P t (N ).
By Lemma 1, M n (y) 0 implies that the variables in {y N I : I ⊆ N } can be interpreted as a probability distribution (see [25, 35] ), where y N I is the probability that the variables with index in I are set to one and the remaining to zero.
Lemma 2.
[25] For any polynomial g of degree at most one, y ∈ R P(N ) and z = g * y we have z
Note that, by using Lemma 1 and Lemma 2, it can be easily shown the well known fact that at level n any solution can be written as a convex combination of feasible integral solutions. The latter implies that any integrality gap vanishes at level n.
The (n − 1)-Moment Matrix
In the following we show that M n−1 (w) is congruent to the diagonal matrix D n−1 (w) perturbed by a rank one matrix, and analyze its eigenvalues. For ease of notation, we will use D to denote D n−1 (w) throughout this section.
n+1−|I| for any I ∈ P n−1 (N ).
Proof. Let Z n−1 denote the zeta matrix of the lattice P n−1 (N ), that is the square 0-1 matrix indexed by P n−1 (N ) such that [Z n−1 ] I,J = 1 if and only if I ⊆ J. This matrix is known to be invertible (note that it is upper triangular with unit diagonal entries) and the inverse is known as the Möbius matrix of P n−1 (N ) whose entries are defined as follows:
Since w I = I⊆J w N J by direct inspection we have that
where J is the all-ones matrix. By multiplying both sides by the Möbius matrix we obtain that
, where e is the vector of all-ones, and the claim follows.
Positive semidefiniteness of M n−1 (y)
In this section we derive the necessary and sufficient conditions for M n−1 (w) 0. From Lemma 3 we have that
0, where vv is a rank one matrix with entries ±1. 
Integrality gaps of Lasserre hierarchy at level n − 1
In this section we characterize the set of problems P of the form (1) that can have an integrality gap at level n − 1 of the Lasserre relaxation. In particular, we prove that in order to exhibit an integrality gap, a constrained problem can only have constraints each of which rule out only one point of the {0, 1} n hypercube. We fully characterize what this means in the case where the constraints are linear. We also discuss two examples of problems with such constraints, and in particular, we exhibit a simple instance of the Min Knapsack problem that has an unbounded integrality gap. Finally, we show that if P is an unconstrained problem that has an integrality gap at level n − 1, then the objective function of P must be a polynomial of degree n.
Problems with linear constraints
In this subsection we focus on 0/1-integer linear programs P of the form (1). We will assume, w.l.o.g., that if constraint g(x) ≥ 0 is satisfied by all integral points then it is redundant and no one of these redundant constraints is present. 
where f (x I * ) is a minimal integral feasible solution.
Proof. We start justifying the feasibility conditions (14)- (18) . Consider a constrained problem with m ≥ 1 constraints. By Lemma 1, at level n − 1, the variables y N I of a feasible solution must all be nonnegative and satisfy (15) , and hence can be seen as coefficients of convex combinations of the points {0, 1} n (where y N I is the coefficient of the solution x I ). If there is an integrality gap, then the projection of y to the {0, 1}
n hypercube is not a convex combination of the feasible solutions of P, and at least one variable y n and therefore it is redundant to the problem. Finally, Equation (19) is implied by the definition of the integrality gap.
Definition 2. We call g(x) ≥ 0 a Single Vertex Cutting (SVC) constraint if there exists only one I ⊆ N such that g(x I ) < 0 and for every other I = J ⊆ N it holds g(x J ) > 0.
Corollary 7. Let f (x I * ) denote the integral optimum of (1). If there is an integrality gap, i.e., y ∈ Las n−1 (P) such that I⊆N y N I f (x I ) < f (x I * ), then the constraints in (1) are SVC. Proof. Assume there exists a solution y ∈ Las n−1 (P) such that I⊆N y N I f (x I ) < f (x I * ). Then by Theorem 6, for any constraint equations (16)- (18) must hold. In particular, (16) and (17) imply that there can be only one violating assignment of the constraint g (x), and no assignment can be such that g (x) = 0.
We are considering only problems with linear constraints over {0, 1}
n , so it is straightforward to characterize the SVC constraints.
a i x i − b ≥ 0 be a linear SVC constraint. Then b = 0 and a i = 0 for all i, and if P is the set of indices such that a i < 0 ⇔ i ∈ P , then i∈P a i < b, but i∈Q a i > b for all P = Q ⊆ N .
Proof. Let g(x) be an SVC constraint. If b = 0, then g(x ∅ ) = 0, which is not allowed by definition. Next we show that a i = 0 for every i = 1, ..., n: Assume this is not the case, and let a j = 0. By definition, there is an I ⊆ N such that g(x I ) < 0. But since a j = 0, the variable x j is not present in the constraint g(x), and thus also g(x I∆{j} ) < 0 (where ∆ denotes the xor operator). Therefore g(x) cannot be SVC. The remaining part follows from the definition of SVC constraint.
Example problems with SVC constraints at level n − 1
As proved in Corollary 7, SVC constraints are in some sense the most difficult constraints to handle for the Lasserre hierarchy. Each such constraint excludes only one point of the {0, 1} n hypercube, and thus the feasible set of any integer linear program can be modeled using only these constraints. It follows that if modeled in this way, any integer linear program can potentially have an integrality gap at level n − 1 of the Lasserre hierarchy. In this section we give two examples of problems where the Lasserre hierarchy does not converge to the integer polytope even at level n − 1.
Unbounded integrality gap for the Min Knapsack
One problem where the SVC constraint naturally arises is the Knapsack problem. We show that the minimization version of the problem has an unbounded integrality gap at level n − 1 of the Lasserre hierarchy. Indeed, consider the following simple instance of the Min-Knapsack:
Notice that the optimal integral value of (GapKnap) is one. The optimal value of the linear programming relaxation of (GapKnap) is 1/P , so the integrality gap of the LP is P and can be arbitrarily large. By using Theorem 6 we prove the following dichotomy-type result. If we allow a "large" P (exponential in the number of variables n), then the Lasserre hierarchy is of no help to limit the unbounded integrality gap of (GapKnap), even at level (n − 1). This analysis is tight since Las n (GapKnap) admits an optimal integral solution with n variables. We also show that the requirement that P is exponential in n is necessary for having a "large" gap at level (n − 1).
Corollary 9. (Integrality Gap Bounds for
Proof. We start by proving the 'if' direction. Consider the following solution with
The value of the solution is equal to:
so the integrality gap is at least k. A direct computation shows that
and hence, by Theorem 6, (21)- (22) is a feasible solution to Las n−1 (GapKnap). Next we prove the "only if" direction. Consider any feasible solution that creates an integrality gap: I⊆N y N I |I| = 1/k (for some k ≥ 2). Then by Theorem 6 we have that
For k ≥ 2 the latter implies that
The last inequality follows by observing that the minimum value of Remark 1. We observe that the instance (20) can be easily ruled out by requiring that each coefficient of any variable must be not larger than the constant term in the knapsack constraint. However, even 4 The solution xi = 1 n , for each i ∈ [n], is optimal to the optimization problem
with this pruning step, the integrality gap can be made unbounded up to the last but two levels of the Lasserre hierarchy: add an additional variable x n+1 only in the constraint (not in the objective function) and increase the constant term to 1+1/P . Any solution for Las n−1 (GapKnap) can be easily turned into a feasible solution for the augmented instance by setting the new variables y I = y I\{n+1} for any I ∈ P 2t+2 ([n + 1]) and observing that any principal submatrix of the new moment matrices has either determinant equal to zero or it is a principal submatrix in the moment matrix of the reduced problem.
Undetected empty integer hull
As discussed at the beginning of this section, any integer linear problem can be modeled using SVC constraints. Formulating the problem in this "pathological" way can potentially hinder the convergence of the Lasserre hierarchy. We demonstrate this by showing an extreme example, where the Lasserre hierarchy cannot detect that the integer hull is empty even at level n − 1. Consider the feasible set given by (exponentially many) inequalities of the form
for each P ⊆ N . Clearly, any integral assignment I such that x i = 1 if i ∈ I and x i = 0 otherwise, cannot satisfy all of the inequalities when b is positive. However, there exists an assignment of the variables y N I that satisfies the conditions of Theorem 6, and is hence a feasible solution to the Lasserre relaxation of the polytope described above at level n − 1, as shown below.
Consider a symmetric solution y (16) and (17), and we need to check that it is possible to satisfy (18):
When 0 < b < 
Unconstrained problems at level n − 1
Let f : {0, 1} n → R be an objective function of a polynomial minimization problem normalized such that min x∈{0,1} n f (x) = 0 and max x∈{0,1} n f (x) = 1. We start with the conditions that an unconstrained polynomial optimization problem has to satisfy in order do admit a gap at level n − 1. 
Proof. The proof is the unconstrained analogue of the proof of Theorem 6.
We note that f can always be represented as a multivariate polynomial of degree at most n. The main result of this section is Theorem 11.
Theorem 11. If f is a function such that f has an integrality gap at level n−1, then f is a multivariate polynomial of degree n.
Proof. We will use some elementary Fourier analysis of boolean functions (see e.g. [31, Ch. 1]). To follow an established convention, we switch from studying the function f : {0, 1} n → R to h : {−1, 1} n → R via the bijective transform f (x) = h(1 − 2x). Observe that f is of degree t if and only if h is of degree t, and for any S ⊆ N we have f (x S ) = h(w S ), where w i = −1 if i ∈ S and w i = 1 otherwise.
Assume as before that for some I 1 ⊆ N , h(w I1 ) = 1 and 0 ≤ h(w I ) ≤ 1. We assume that |I 1 | is even and let I 2 ⊆ N be some fixed set such that |I 2 | is odd (the case where |I 1 | is odd is symmetric). We assume that h has an integrality gap, so by Lemma 12 (see below) necessarily I⊆N h(w I ) < 2, which we rewrite in a more convenient form (using h(w I1 ) = 1)
Assume now that h has a degree smaller than n, or in other words, its Fourier coefficientĥ(N ) is 0:
Removing the normalizing constant and reordering the sum the above implies (using the assumptions on the parity of
by (28) . Moving all the h terms to the left hand side yields 2 S =I1 |S| even h(w S ) < 0 which contradicts the assumption that h(w) ≥ 0.
n . If f is such that I⊆N f (x I ) ≥ 2 then there is no gap at level n − 1.
Proof. The condition on the values of f means loosely speaking that we can "reassign" the values of f such that we obtain a new function which satisfies the conditions in Lemma 13 (see below). More precisely, if f has an integrality gap, we show that there exists another function satisfying the conditions of Lemma 13 that must also have an integrality gap.
Formally, assume f (x) has a gap given by the variables y , for all the other I
Here we set¯ such that the inequality (27) is tight, so that everything is determined and the equations (25)- (27) The following lemma is used in the proof of Lemma 12.
Lemma 13. The function f (x) : {0, 1} n → {0, 1} such that for some I 1 = I 2 ⊆ N we have f (x I1 ) = f (x I2 ) = 1 and f (x I ) = 0 for all I 1 = I = I 2 has no gap at level n − 1.
Proof. Assume that the variables {y N I } are such that there is an integrality gap. By Theorem 10 only one variable gets a negative value whereas the others are positive. Moreover, the presence of a gap implies that y 2 n −2 for all I 1 = I = I 2 . We note that, using any other asymmetric assignment would make the left hand side of the sum (27) larger (see Footnote 4) , which means we would have to choose a smaller which would yield a smaller gap.
The condition that we have an integrality gap ( I⊆N y N I f (x I ) < 0) requires that > δ. By condition (27) we have: We point out that there exists a function of degree n that exhibits an integrality gap at level n − 1. Consider the function given by
This function has the value 1 when all the variables are 0, and 0 elsewhere. It is a straightforward application of Theorem 10 to show that f (x) exhibits an integrality gap at level n − 1. We remark that f (x) can be seen as a constraint satisfaction version of an SVC constraint.
