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FELIX QUI POTUIT RERUM COGNOSCERE CAUSAS
(« Heureux celui qui a pu pénétrer le fond des choses. »)
Virgile, Géorgiques
L’aventure que je vais vous raconter et que nous allons re-vivre ensemble commença
avec ce message, reçu un matin d’été 2009 au moment où je commençais une journée de
stage de fin d’étude :
De : Jean-François Giovannelli
À : Pascal Szacherski
Date : 10 juillet 2009, 08h17
Sujet : Sujet de thèse . . .
Bonjour Pascal.
J’espère que vous vous portez bien et que votre stage répond à vos attentes.
En fait, je n’ai guère de doute qu’il se déroule bien et j’ai eu quelques
nouvelles par l’intermédiaire de Charles DOSSAL ces derniers temps.
Je reviens vers vous avec une proposition de thèse, même si je me souviens
que vous avez été réticent au printemps... Nous sommes à la recherche, avec
Pierre Grangeat (CEA-LETI, Grenoble), d’un doctorant pour travailler sur un
sujet en protéomique et signal. Ce sujet est disponible en suivant le lien
suivant : http://giovannelli.free.fr/Divers/TheseProteomique.pdf.
Il s’agit de travailler à des méthodes d’inversion fondées sur des
techniques de statistiques bayésiennes et d’échantillonnage stochastique (du
type de celles sur lesquelles vous avez travaillé en projet "Déconvolution
d’images").
Le travail se déroule essentiellement à Grenoble, avec un financement CEA
(type CIFRE). Il présente des aspects plus académiques, fondamentaux et des
aspects plus appliqués, industriels.
Au final, je pense que le travail présente un certain équilibre et une
certaine variété qui je l’espère retiendra votre attention.
En attendant votre réponse, que je continue d’espérer positive,
Bien cordialement,
JFG.
Depuis ce mail, ma vie a changé, et vous tenez une des preuves dans vos mains (à
moins que vous l’affichiez sur l’écran de votre ordinateur, tablet et consortes).
Premièrement dans ma vie privée. Des aller-retours Grenoble↔ Sarrebruck en train,
le vendredi après-midi, le dimanche soir voire la nuit. Si les trajets ne me manquent pas,
les escapades sarroises le font : discuter en se promenant le long de la Sarre, prendre une
bière dans un parc, les samedi matins au marché local où la dame du boucher nous gâtait
avec un bout de saucisse et le boucher avec un excellent pâté de foie (certains collègues se
souviennent peut-être des sacs qui pendaient de ma fenêtre de bureau le lundi matin . . .
maintenant vous savez ce qu’ils contenaient), mais aussi l’annonce de la grossesse de
ix
REMERCIEMENTS
ma compagne, la joie, le bonheur, l’angoisse qu’elle ne puisse pas me rejoindre, puis le
soulagement quand elle a eu sa mutation.
En mai 2011, à mi-parcours de thèse, notre fille est née. Quel moment inoubliable !
Difficile à décrire, tellement ça m’a pris . . . j’ai pleuré . . . je l’ai serrée dans mes bras . . .
j’étais papa.
Un an est passé avec des progrès phénoménaux, l’installation en Chartreuse, le patri-
moine, les travaux (avec l’aide de mes beaux-parents, merci !), les courgettes, les salades,
le potager, les amis, la neige (liste non exhaustive dans le désordre) . . . et le vélo. (Parfois
même pour prendre la navette aéroport à Voiron . . . certains s’en souviennent.)
Et puis, l’annonce un peu inattendue de notre deuxième grossesse. . . Le ventre s’ar-
rondit, les premiers contacts, de plus en plus intenses, puis des coups, et bientôt la nais-
sance !
Tout cela, je l’ai vécu avec ma compagne, Katia, à qui j’adresse mes plus tendres re-
merciements . . . pour son soutien, son amour, sa volonté de comprendre mon sujet de
thèse malgré le fait d’être professeur d’allemand, les moments passés ensemble, les mo-
ments que nous passerons ensemble . . . Merci !
Dans cette début de carrière scientifique, j’ai rencontré beaucoup de monde, à com-
mencer par mes directeurs de thèse Jean-François et Pierre. Je leur suis infiniment recon-
naissant pour la patience profonde, les explications riches mais parfois incomprises, les
discussions scientifiques, formelles et informelles à la machine à café de l’IMS où Jean-
François a trop souvent payé pour moi, les visites et accueils enrichissants, les « tri-
fouillages d’équations », les relectures innombrables, le soutien permanent, l’amitié, . . .
bref, pour ces trois années dans la jungle protéo-bayésienne qui compte parmi les plus
vicieuses peut-être ! Merci !
Merci aussi à tous ceux qui m’ont accompagné pendant cette aventure. Je n’avais pas
l’intention de faire une liste, énumérer des noms, et surtout pas de les ordonner de quelle
façon que ce soit. Finalement, j’ai dû le faire, et vous m’excuserez, j’espère, si l’ordre ne
vous convient pas. Mes remerciements donc, dans le désordre structuré, aux personnes
suivantes.
– Rémi, avec qui je suis toujours d’accord — au niveau bayésien au moins. Quel plai-
sir d’avoir discuté les fondements des aspects bayésiens (au moins ceux qui nous
étaient accessibles . . .) autour d’une tasse de thé ou au tableau, souvent pointé d’une
touche d’humour, mais aussi d’avoir fait quelques sorties de vélo avec toi. À deux,
c’est quand même plus sympa ! Une dernière chose : je n’oublierai jamais 1982 . . .
(par contre, Pirlo en 2006, j’ai déjà oublié !)
– Abbas, A 	J. JºÓ ú

	¯ ½ªÓ I¯ñËB CK
 	Qk. @Qº  AJ.« AK

Le bureau des thésards, malgré ce qu’on peut croire, était très efficace, surtout en
termes de Rrrrrrrrrrrrrrrronda. — Tu nous as fait découvrir un peu de ton pays,
nous as fait rire . . . et peur (au moins deux fois).
– Raphaëlle, la maîtresse du casque EEG. Mais même si je ne t’ai pas convertie en
bayésienne, tu maîtrises LATEX maintenant ! Après la thèse comme pendant, Capt’n
LATEX est là pour toi ! (Et tu as vu ? J’ai mis les trémas ! À toi maintenant de mettre
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les trémas sur le u de Tübingen. :-))
– Andriy, Andri . . . je devrais t’appeler bouquetin car je n’ai jamais vu quelqu’un
grimper les montagnes comme toi. Mais bon, un bouquetin sait pas non plus jouer
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CONVENTIONS
Nous entreprendrons ensemble un voyage pendant lequel nous croiserons des distri-
butions, des ensembles, des fonctions, des matrices, des vecteurs, des indices, peut-être
quelques êtres morts, d’autres bien vivants. Avant le départ, je me permets de vous im-
poser « mes » notations que nous utiliserons tout au long de ce document. ↓2
Notations
N ensemble des naturels strictement positifs
N0 N∪ {0}
R ensemble des réels
R+ ensemble des réels positifs
card(E) cardinalité de l’ensemble E




AT transposée de la matrice A
|x| valeur absolue d’un scalaire
‖x‖p norme p du vecteur x
|A| déterminant d’une matrice carrée
tr(A) trace d’une matrice carrée
diag(x) matrice diagonale dont les éléments diagonaux sont les éléments de x
Pr(X) loi de probabilité discrète de la variable aléatoire X
Pr(X = x) probabilité de l’événement X = x
p(x) densité de probabilité pour x
p(x | y) probabilité conditionnelle de x sachant y (idem pour le cas discret)
ΩX ensemble/intervalle/région de probabilité de la variable aléatoire X
grad( f (x)) gradient de la fonction f
Indices
m = 1, . . . ,M classe
n = 1, . . . , N individu
p = 1, . . . , P protéine
i = 1, . . . , I peptide
l = 1, . . . , L fragment
Distributions
Loi normale La loi normale scalaireN (x; m, γ) pour le paramètre x est déterminée par sa moyenne
m et sa précision γ (i.e. l’inverse de la variance), exprimée par





2. Les notes en bas de pages sont indiquées dans le texte par un ↓ suivi d’un numéro afin de les distinguer
d’éventuelles puissances en mathématiques.
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La loi normale multivariéeN (x;m, Γ) pour le vecteur de paramètres x ∈ RN est déterminée
par son vecteur de moyenne m ∈ RN et sa matrice de précision Γ ∈ RN×N (i.e. l’inverse de
la matrice de covariance), exprimée par
N (x;m, Γ) = (2pi)−N/2 |Γ|1/2 exp
(
− 12 (x−m)T Γ (x−m)
)
.
Dans la suite, nous omettrons les termes « vecteur » et « matrice » dans l’utilisation de la loi
normale quand ceci ne prête pas à confusion.




U (x; xm, xM) = 1
xM − xm1[xm ,xM].










]× · · · × [xmN , xMN ] est donnée par
U (x; xm, xM) = 1
xM1 − xm1
· · · · · 1
xMN − xmN
1[xm ,xM].
Loi gamma La loi gamma G(x; α, β) pour paramètre x de forme α et d’échelle β est définie par
l’équation




Γ(·) désignant la fonction gamma.
Loi normale-wishartienne La distribution normale-wishartienne notéeNW(m, Γ; µ,Λ, η, ν) pour
le couple de paramètres (m, Γ) ∈ RN ×RN×N , paramétrée par la moyenne µ, la matrice
d’échelle Λ, le nombre d’échantillons η et de ν degré de liberté, s’écrit











+ η (µ−m)T Γ (µ−m)
])
où N est la dimension, ΓN(·) est la fonction Gamma N-dimensionnelle définie par l’expres-
sion ΓN(x) = piN(N−1)/4 ∏Np=1 Γ (x + (1− p)/2), et tr(·) l’opérateur trace d’une matrice
carrée.
. . . et une dernière chose . . .
Ce document a été généré avec LATEX et un certain nombre de paquets très utiles ; l’ensemble des graphes
a été créé avec matlab2tikz de Nico Schlömer. La compilation du document a été effectuée avec la distribu-
tion MiKTEX 2.9 (Windows) et a été testée avec la distribution TEXLive 2012 (Linux). J’ai testé l’affichage
correct du document avec les logiciels suivants : SumatraPDF (Windows, version 1.5+), Adobe Acrobat Rea-
der (Windows, versions 9+), FoxitReader (Windows, versions 4+), PDF-XChangeViewer (Windows, version
2.5), MuPDF (Windows et Linux, version 1.1), Evince (Linux, version 3.4.0), Zathura (Linux, version 0.0.8.5),
apvlv (version 0.1.1), Okular (Linux, version 0.14.3).
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1 INTRODUCTION
Dans le monde de la recherche protéomique, les équipes font des efforts considé-
rables pour développer des chaînes d’analyse basées sur la spectrométrie de masse pour
la quantification de protéines et pour la découverte de biomarqueurs, i.e. des protéines
permettant de différencier des états cellulaires. Les échantillons biologiques utilisés pour
ce faire sont des mélanges complexes, et les variabilités induites à la fois par cette com-
plexité et par les instruments de mesures sont importantes.
À travers cette thèse et en synergie avec le projet ANR , nous proposons
d’étudier des méthodes statistiques — issues du Traitement du Signal et de l’Informa-
tion — qui sont adaptées afin de maîtriser les variabilités technologiques et biologiques
et de rendre les traitements numériques plus robustes. Nous les inscrivons dans la dé-
marche « problème inverse ». Il est d’abord nécessaire de décrire « mathématiquement »
la chaîne d’analyse à la fois pour la « quantification » et pour la « classification » (deux
termes que l’on définira dans ce document) ; l’inversion du modèle nous permettra de
calculer des estimations de la quantité ou de la classe selon le problème posé.
Les ouvrages suivants constituent nos références principales dans ce manuscrit, et
nous y référons à plusieurs reprises :
1. Reconstruction de profils moléculaires: modélisation et inversion d’une chaîne de mesure
protéomique, [1] : la thèse de Grégory Strubel constitue la base du sujet traité ici. Elle
concerne la modélisation mathématique du couplage « Spectrométrie de masse/
Chromatographie liquide » ainsi que la quantification de marqueurs initialement
connus et prédéfinis dans un cadre bayésien.
2. The Bayesian Choice, [2] : ouvrage d’enseignement approfondi des statistiques bayé-
siennes, écrit par Christian Robert, un des « bayésiens » les plus connus. Il donne
une vue détaillée sur le traitement de l’information bayésien et sur ses aspects nu-
mériques.
3. Bayesian Data Analysis, [3] : ouvrage complémentaire au précédent, avec un accès
plus applicatif. La plupart des exemples sont issus des sciences politico-statistiques,
les auteurs – Andrew Gelman et collaborateurs – faisant leurs recherches dans ce
domaine.
Nous réunissons dans ce document, avec l’expérience des trois années de préparation
de thèse, plusieurs disciplines dont les principales sont la protéomique et le traitement du
signal bayésien dans le cadre des problèmes inverses. Le présent chapitre introduit le premier
de ces deux aspects sans pouvoir être exhaustif ou remplacer un cours de protéomique.
Nous décrivons également l’activité de l’équipe d’accueil PROTIS au sein du laboratoire
LE2S et l’objectif du projet ANR .
1.1 Protéomique
À travers les pages suivantes, nous montrons ce qu’est la protéomique, où elle est
utilisée et comment. La protéomique est l’étude du protéome qui est l’ensemble des pro-
téines d’un organisme [100]. Avant de définir ces derniers termes, notons que la protéo-
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mique – contrairement à la génomique qui est également une étude moléculaire, mais
beaucoup plus ancienne et avancée – est encore dans son enfance.
Parmi les activités de la protéomique, mettons en relief les suivantes.
Identification L’identification des protéines répond à la question : quelles protéines sont
présentes dans un échantillon biologique donné ?
Quantification Le but de la protéomique quantitative est de déterminer les concentra-
tions des protéines dans un échantillon biologique.
Analyse différentielle Liée aux aspects précédents est l’analyse différentielle des pro-
téines répondant à la question suivante : quelles sont les protéines qui ont une ex-
pression différentielle quand on compare deux classes d’échantillons (sain/malade,
traitement médicamenteux réussi/non réussi) ? Cette différentiation peut se faire
au niveau de la présence ou absence d’un groupe de protéines, ou bien au niveau
de la quantité différente selon la classe considérée.
Interaction Les protéines peuvent interagir les unes avec les autres. Dans certains cas,
ce n’est même pas la protéine que l’on mesure mais son interaction avec une autre
protéine ou un groupe de protéines. On parle dans ce cas de mesure indirecte de la
protéine permettant d’en déduire ses propriétés.
Les protéines cibles caractéristiques du phénomène que l’on étudie – que ce soit pour
l’identification, la quantification, l’analyse différentielle et l’interaction entre protéines –
sont appelées biomarqueurs.
Ces quatre applications ont un facteur commun : les mesures à partir desquelles on
tire des conclusions sont soumises à de fortes incertitudes. Le but de cette thèse est d’ar-
river à les maîtriser le plus possible, ce qui sera démontré dans la suite du document.
Après cette brève introduction sur la protéomique, et ayant parlé de protéines et de
protéome, prenons le temps de les aborder en peu plus en détail.
1.1.1 Protéines
Les protéines sont synthétisées par les cellules des organismes vivants par un méca-
nisme de transcription à partir des gènes [4]. Elles constituent donc l’expression cellu-
laire des gènes et sont les molécules de la vie. Certaines sont incluses dans des muscles
ou contractent ces derniers, d’autres – les hormones – sont transmetteurs de signaux
inter- et intracellulaires. Elles définissent également l’allure et la forme de cellules. De
plus, les protéines contrôlent le système immunitaire par l’identification de germes et
d’autres substances étrangères. Des protéines appelées enzymes contrôlent les réactions
chimiques à l’intérieur des cellules, mais elles peuvent aussi être utilisées pour modifier
d’autres protéines. Pour clore cette liste non exhaustive des fonctions, les protéines trans-
portent de l’oxygène, du sucre, des substances nutritives, des déchets, et aussi d’autres
protéines dans les cellules.
Tout aussi variée que leurs fonctions est la structure d’une protéine. Elle est constituée
d’une longue chaîne composée d’acides aminés (AA). Il en existe vingt, et ils sont notés
par leurs noms savants, des abréviations, ou simplement par des lettres de l’alphabet
latin. La longueur de la chaîne d’AA d’une protéine est variable d’une protéine à l’autre.
Ainsi, la protéine de l’insuline humaine a 110 AA et est relativement courte, la protéine
Neuron Specific Enolase (NSE) compte 433 AA, et la protéine la plus longue est la titine
avec 34 350 AA.
Notons enfin que les protéines sont créées par les gènes, mais la concentration des
protéines, ce qui construit le profil protéique, est influencée par la cellule et son environne-
ment.
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Fig. 1.1 Le génome de la chenille et du papillon est le même, leur protéome ne l’est pas.
Illustration issue de [101].
1.1.2 Protéome
Le protéome est l’ensemble de toutes les protéines d’un organisme, d’une cellule ou
d’un échantillon biologique. Par exemple, le protéome humain est l’ensemble des pro-
téines humaines.
Tandis que le génome est déterminé uniquement par héritage, le protéome, lui, est
aussi déterminé par l’environnement. Autrement dit, le génome d’un organisme est sta-
tique, il ne change pas au cours du temps. Le protéome par contre est dynamique : au fil
des années, le profil protéique change ce qui est dû à un certain nombre de facteurs, par
exemple une maladie.
En effet, il y a des maladies qui sont purement héréditaires, donc génétiques comme
par exemple le syndrome de Down, d’autres sont purement environnementales comme
le scorbut. Beaucoup de maladies sont cependant entre les deux. Tandis que la géno-
mique contribue grandement au traitement des maladies génétiques, la protéomique
peut contribuer sur toute la gamme de ces maladies puisque les protéines sont créées
à partir des gènes et les concentrations déterminées par l’environnement.
Pourquoi utilise-t-on le protéome plutôt qu’une protéine ? Classiquement, les études
cliniques ont considéré une seule protéine. Cependant, le diagnostic d’une maladie dans
ce mode de fonctionnement peut être délicat. Si une seule protéine n’est pas indicateur
spécifique d’une maladie, on peut espérer qu’un ensemble de protéines l’est. La recherche
à l’intérieur du protéome, considérant un profil protéique, permet d’étudier plusieurs
protéines à la fois, mais aussi leurs dépendances, leurs corrélations. Un des résultats
du projet européen LOCCANDIA [5] (Lab-On-Chip based protein profiling for CANcer
DIAgnosis) souligne cette tendance : alors que les groupes « sain » et « cancer du pan-
créas ou pancréatite » n’ont pu être séparés à l’aide d’une protéine (MRP8/14 ou PAP1),
il a suffi d’utiliser les deux protéines (MRP8/14 et PAP1) conjointement pour pouvoir
séparer les deux groupes « sain » et « cancer du pancréas » ou « pancréatite » [6].
1.2 Domaine d’application de la protéomique
Les applications sont fortement liées aux activités de la protéomique (identification,
quantification, interaction).
La protéomique a bien sûr un intérêt scientifique. Elle a été utilisée pour étudier des
questions basiques de la biologie pour découvrir les structures des cellules, mais aussi
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pour cartographier les protéines présentes dans un organisme.
Le protéome est dynamique, notamment par rapport à des maladies. Le diagnostic
d’une maladie est une application très intéressante et très discutée dans la communauté.
En effet, beaucoup de travaux traitent la question de la recherche de biomarqueurs pour
des maladies comme le cancer, l’infarctus, et autres, dans le but de donner un diagnostic,
et ce le plus tôt possible.
L’intérêt de la protéomique porte également sur le suivi thérapeutique, établissant
des connaissances sur les distributions des biomarqueurs au fil des années et des étapes
d’une maladie, ou sur la réaction du patient par rapport aux traitements.
Finalement, le développement de médicaments est également dans le champ appli-
catif de la protéomique. Comme la plupart des médicaments visent des protéines ou sont
eux-mêmes des protéines thérapeutiques, il est naturel d’utiliser la protéomique pour
identifier des médicaments candidats pour une maladie donnée.
1.3 Reconstruction de profils moléculaires : l’équipe « PROTIS »
Ce travail est réalisé sur le programme « laboratoire sur puce » en synergie avec le
développement de composants spécifiques étudiés dans d’autres services du Laboratoire
d’Électronique et de Technologie de l’Information (Léti). Ces activités relèvent du do-
maine des Micro- ou Nano-Electro-Mechanical Systems (MEMS/NEMS) appliqués à la
biologie et à la santé. Un exemple est le projet européen LOCCANDIA sur lequel des
micro-colonnes de digestion et de chromatographie intégrées sur silicium ont été étu-
diées [6]. Ces activités sont aussi réalisées en collaboration avec le Laboratoire d’Étude
de la Dynamique du Protéome (EDyP) de la Direction des Sciences du Vivant (DSV) du
CEA Grenoble.
L’équipe PROTIS (PROtéomique et Traitement de l’Information pour la Santé) à l’in-
térieur du laboratoire LE2S (Laboratoire Électronique et Systèmes pour la Santé) du CEA
Leti inscrit ses travaux dans le traitement de l’information moléculaire. Son but est la
reconstruction de profils moléculaires. Les recherches portent sur trois thématiques prin-
cipales : l’exploitation des informations apportées par les données, l’apport des connais-
sances a priori par la proposition d’un modèle mathématique des phénomènes physiques
en jeu, et finalement le développement d’algorithmes d’inversion pouvant intégrer les
variabilités biologique et technologique.
Parmi les composants utilisés, on trouve des capteurs nano-métriques NEMS qui sont
sensibles à l’ajout d’une masse moléculaire. Ces composants permettent d’envisager le
développement de nouveaux spectromètres de masses reposant sur la détection et la
quantification de la masse sur des molécules individuelles, alors que les dispositifs ac-
tuels reposent sur une mesure collective. Le traitement et l’analyse des données acquises
par un tel système est le sujet de thèse d’un membre de l’équipe, Rémi Pérenon [7, 8].
Dans cette thèse, nous nous intéressons plus particulièrement au couplage de la chro-
matographie liquide et de la spectrométrie de masse. À partir des données acquises, les
questions que nous avons été amenés à étudier se résument aux suivantes : quantification
de protéines comme base des développements, puis sélection de biomarqueurs, appren-
tissage des paramètres des classes et classification comme aide au diagnostic, cf. Fig. 1.2.
1.3.1 Sélection de biomarqueurs
Considérons un exemple concret. Nous supposons avoir à notre disposition une co-
horte à deux classes : une classe d’individus atteints d’une maladie M, l’autre classe d’in-
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Fig. 1.2 Les trois étapes majeures dans la reconstruction de profils moléculaires pour la
découverte de biomarqueurs et la classification.
© CEA. All rights reserved
1. Sélection de biomarqueurs
Découverte : « aveugle », toutes les protéines détectables, analyse différentielle
par rapport aux classes dans C = {S,M}

























P grande liste des protéines identifiées
p petite liste des biomarqueurs spécifiques à la différentiation S/M.
2. Apprentissage des lois
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p(xp | C) = distribution de la concentration des biomarqueurs de la classe
C ∈ C au niveau de la population
p(xp | C, Cohorte) = distribution de la concentration des biomarqueurs de
la classe C ∈ C au niveau de la cohorte d’apprentissage
3. Classification S/M
Diagnostic : « ciblé », individuel,
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dividus « sains » ↓1 S. Nous effectuons une analyse différentielle pour savoir quel est le
sous-protéome qui permet de différentier les deux classes. Autrement dit, quelle est la
petite liste p de protéines biomarqueurs à l’intérieur de la grande liste P de toutes les
protéines dont l’expression est différentielle ? Vu en termes d’apprentissage statistique,
quelles sont les variables, inscrites dans p ⊆ P, qui permettent la distinction des classes ?
Pour cette étape, on utilise généralement des méthodes non ciblées dû au grand nombre
de protéines à observer qui permettent certes l’identification mais pas la quantification
d’une protéine. C’est la raison pour laquelle nous avons besoin, après l’identification,
d’une étape de connaissance des caractéristiques ou des paramètres des classes, comme
par exemple la distribution de la concentration des biomarqueurs.
1.3.2 Apprentissage des paramètres des classes
Avec la connaissance acquise sur les biomarqueurs qui permettent de différentier
deux classes, nous abordons ensuite le problème de l’apprentissage des paramètres des
classes dans une approche ciblée. Notre équipe voit ce problème sous l’angle de la connais-
sance de la distribution de la concentration des biomarqueurs de chaque classe, p(xp |B).
Pour cela, nous avons à nouveau à notre disposition une cohorte avec les mêmes classes.
(Il peut s’agir de la même cohorte ou d’une nouvelle, tant qu’il s’agit de la même ma-
ladie.) Ensuite, à l’aide de méthodes d’apprentissage statistique, nous déterminons les
distributions dans chacune des classes [113, 114]. Cet apprentissage est fait dans l’objectif
1. Stricto sensu, il n’y a pas de classe d’individus sains, mais plutôt une classe d’individus non atteints
de la maladie en question, ne montrant pas les symptômes spécifiques. Nous utilisons cependant cet abus
de langage dans tout le document par soucis de simplicité.
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de donner un diagnostic « sain – malade » lors de l’étude d’un nouvel échantillon. Ceci
est le sujet de l’étape de classification suivante.
1.3.3 Aide au diagnostic par classification
Connaissant les biomarqueurs et les paramètres des classes, nous avons tous les pré-
requis pour résoudre un problème de classification. Les protéines à tester étant connues et
bien identifiées, nous nous restreignons à celles-ci, d’où l’utilisation d’approches ciblées.
En effet, à la réception d’un nouvel échantillon biologique à état biologique inconnu,
nous pouvons désormais classer cet échantillon dans la classe d’individus malades M ou
dans la classe d’individus sains S, donnant ainsi une information sur le diagnostic ou une
aide au diagnostic [115, 116].
1.4 Inversion Hiérarchique Bayésienne : le projet « BHI-PRO »
Cette thèse a été partiellement financée par le projet ANR (contrat ANR-
2010-BLAN-0313). Comme le démontre le résumé du projet ci-dessous, la thèse est en
parfaite synergie avec les objectifs du consortium.
« Des efforts de recherche importants sont consacrés au niveau mondial pour dévelop-
per des chaînes d’analyse reposant sur la spectrométrie de masse pour la découverte,
la validation et la quantification de biomarqueurs protéiques dans des matrices com-
plexes comme l’urine ou le sang. Cependant, maîtriser la variabilité technologique
sur ces chaînes d’analyse est un point critique. Ceci nécessite de développer des tech-
niques de traitement de l’information adaptées pour prendre en compte la complexité
du mélange analysé, pour améliorer la fiabilité des mesures et pour faciliter l’usage de
ces technologies.
Une chaîne d’analyse protéomique est un enchaînement de traitements moléculaires
qui peuvent être décrits par une structure de graphe, chaque nœud représentant un
niveau d’analyse dans la chaîne. Chaque branche correspond à une décomposition
moléculaire définissant un modèle de mélange hiérarchique. Dans ce projet BHI-
PRO, nous proposons d’introduire des modèles hiérarchiques dédiés pour décrire les
chaînes d’analyse MALDI et SRM/MRM3. Les nouveaux algorithmes d’inversion
hiérarchique bayésiens reposeront sur deux innovations : l’association protéomique –
problèmes inverses d’une part et problèmes inverses – échantillonnage stochastique
d’autre part. La stratégie proposée repose sur des approches statistiques bayésiennes
et des algorithmes d’échantillonnage stochastique.
D’un point de vue biostatistique, la possibilité de tester plusieurs biomarqueurs si-
multanément fait partie des avantages de la protéomique. Cependant, quand le nombre
de variables augmente, la probabilité de trouver des résultats par chance devient sta-
tistiquement significative. Nous proposons d’évaluer la puissance statistique des tests
de discrimination dans le contexte bayésien étudié.
Les principaux livrables seront deux logiciels d’inversion hiérarchique bayésien dédiés
respectivement aux acquisitions MALDI et MRM, et un rapport de recommandations
biostatistiques. » [9]
1.5 Problématique de la thèse
À travers ses mécanismes internes, une cellule émet des protéines synthétisées à par-
tir des gènes. L’étude de ces protéines permet de comprendre et de caractériser son fonc-
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Fig. 1.3 Diagramme montrant le rapport dynamique des protéines du plasma humain.
Les points jaunes représentent une protéine biomarqueur, majoritairement présentes
dans la gamme inférieure. Figure issue de [10].
tionnement et son état. D’un point de vue biologique, le problème s’inscrit dans l’étude
de marqueurs moléculaires, plus précisément de marqueurs protéiques. Pour l’utilisateur
(chercheur en laboratoire protéomique, médecin, . . .), il s’agit de disposer de méthodes de
traitement numérique pour sélectionner, identifier, détecter et quantifier les marqueurs,
puis éventuellement de classifier ou diagnostiquer à partir de ces derniers. Ceci peut
concerner un marqueur unique, un ensemble de marqueurs ou même un réseau struc-
turé de marqueurs. Cependant, les marqueurs sont souvent présents dans une très faible
quantité comme montre la Fig. 1.3.
Un progrès majeur consisterait à réussir à quantifier ces marqueurs, et ce dans un
milieu très complexe avec une grande dynamique et de fortes perturbations. Ces pertur-
bations peuvent provenir des erreurs de mesures, d’incertitudes sur les paramètres, de
l’imperfection des appareils sur le plan technique, ou bien de la variabilité biologique du
taux de protéines d’un individu à l’autre.
Ceci justifie le recours à des modèles et des méthodes d’analyse relevant des ap-
proches statistiques. L’interprétation « propre » des mesures nécessite la modélisation
de la chaîne d’acquisition ainsi que des techniques d’identification et d’étalonnage des
paramètres. Une modélisation hiérarchique combine les variabilités technique et biolo-
gique à travers des paramètres en leur assignant un niveau spécifique. Le défi est ensuite
d’estimer conjointement les paramètres, de prendre en compte les étalons et de réduire
les variabilités.
Cependant, nous n’avons pas d’accès direct aux concentrations protéiques, nous de-
vons passer par une version transformée, amplifiée, distordue du paramètre d’intérêt qui
devient un paramètre caché. Donc, nous ne mesurons qu’indirectement ce que nous avons
l’intention de mesurer, la mesure indirecte intégrant les variabilités diverses.
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Exemple 〈1.1〉 (Mesures indirectes) Donnons deux exemples de mesures indirectes qui sortent
du cadre de la protéomique. Le but de la super-résolution est l’obtention d’une image haute résolu-
tion par une interpolation « intelligente » d’une image de basse qualité de référence à partir d’une
série d’images, également de basse qualité. On part du principe que l’image à super-résoudre est
une version échantillonnée, floutée et décimée de l’image de haute-qualité d’intérêt [11].
En tomographie, on acquiert une série de mesures déportées à l’extérieur de l’objet d’intérêt.
Dans le cas d’un scanner circulaire (type Tomographie par Émission de Positons, ou Tomodensi-
tométrie), ces acquisitions sont des projections, réalisées sous des angles différentes ; on observe la
transformée rayon X (équivalente à la transformée de Radon en 2D) de l’objet [12, Ch. 12],
[13].
L’estimation peut être comprise comme la résolution d’un problème inverse. La réa-
lité a fourni, en passant par des instruments de mesure, une observation. À partir de
l’observation, comment retrouver la réalité ?
L’approche bayésienne propose un cadre formel adapté à l’estimation dans des cas
complexes. Elle permet notamment de prendre en compte entre autres les modèles instru-
ments, les informations a priori disponibles sur les paramètres et des modèles de bruits.
Sa popularité dans la protéomique est prouvée par de nombreux ouvrages et articles
comme par exemple la sélection [14–18].
Dans cette thèse, nous nous consacrerons au couplage des méthodes problèmes in-
verses et traitement statistique bayésien pour inverser la chaîne analytique décrite par
la question de la quantification et de la classification, à partir de marqueurs très faible-
ment abondants. Le travail repose partiellement sur la thèse [1] où l’axe de recherche
était centré sur l’estimation conjointe des paramètres instruments et des concentrations
de protéines cibles, appliquée aux données obtenues par le couplage de chromatogra-
phie liquide et spectrométrie de masse. Le nouveau travail franchit une étape importante
à la fois en termes de retombées pratiques et en termes de technologie de traitement : il
s’agit d’étendre l’approche développée précédemment aux problématiques où l’on doit
comparer des familles d’échantillons et attribuer un nouvel échantillon à une de ces fa-
milles. Ladite comparaison permettra également d’identifier et quantifier les protéines
qui s’expriment de manière différentielles entre les familles étudiées.
Pour ce faire, cette thèse proposera une modélisation « directe » du problème en décri-
vant la structure hiérarchique de la chaîne d’analyse. En plus de l’étage « observations »,
cette hiérarchie comporte notamment des étages « technologique », « bio-technique » et
« biologique » pour la quantification ; nous proposons ensuite de l’étendre en introdui-
sant un étage « classe/paramètres de classe » pour la classification. Ceci nous demande de
passer d’une méthode d’estimation de paramètres continus (quantité de protéines) à une
méthode d’estimation de paramètres discrets (classe d’appartenance). En effet, comme
nous allons le voir, cette extension s’intègre de manière immédiate dans les développe-
ments grâce à la souplesse de ce type de modélisation. L’inversion par des méthodes
statistiques bayésiennes bénéficiera grandement de cette modélisation hiérarchique.
1.6 Structure du document
Ce manuscrit de thèse est structurée comme suit.
Ch. 2 Raisonnement bayésien. La thèse s’inscrit dans le cadre des méthodes statistiques
bayésiennes pour le traitement du signal et la résolution des problèmes inverses.
Nous proposons dans ce chapitre quelques notions de bases pour la compréhen-
sion et l’appréciation des développements qui suivront.
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Ch. 3 Modélisation physique et probabiliste de la chaîne d’analyse. Nous modélisons
la chaîne d’analyse de la préparation jusqu’à l’obtention du signal. Pour cela, nous
proposons des modèles directs physiques et probabilistes pour deux modes d’ac-
quisition de données, exposés dans ce chapitre.
Ch. 4 Inversion-Quantification. Nous nous consacrons à la quantification de protéines,
en mettant le focus sur le mode d’acquisition Selected Reaction Monitoring. Pour
ce faire, nous développons l’inversion permettant d’estimer la concentration pro-
téique et décrivons sa mise en œuvre numérique. Les performances de l’Inversion-
Quantification sont évaluées à partir de données simulées, réelles synthétiques et
réelles cliniques.
Ch. 5 Inversion-Classification. Parmi les points forts de cette thèse compte indéniable-
ment les travaux de l’Inversion-Classification. Nous l’exposons dans le Ch. 5, jus-
tifions l’intérêt du couplage de l’inversion et de la classification, détaillons les dé-
veloppements théoriques et numériques. Nous terminerons le chapitre sur des ré-
sultats sur des données simulées et sur des données cliniques.
Ch. 6 Conclusions et perspectives. Le corps de cette thèse se termine par la conclusion
des travaux effectués. Nous donnons les perspectives pour la poursuite des déve-
loppements de la reconstruction de profils moléculaires.
Nous veillons à la lisibilité et la légèreté du corps du texte. Certains détails qui ne sont pas
d’intérêt immédiat y sont omis et présentés en annexe. Nous proposons ainsi au lecteur
les suppléments suivants.
Ann. A Calculs détaillés. Le lecteur intéressé par les calculs détaillés et les preuves
trouve son compte dans ce chapitre annexe.
Ann. B Calculs de lois. Le calcul des lois a posteriori (conditionnelles) est souvent as-
sez immédiat ; cependant, les écrire en détail peut être relativement long. Afin
d’éviter une surcharge gênante dans le corps du texte, nous les avons rapportés
dans l’annexe.
Ann. C Choix de modèle. Les méthodes de choix de modèle ont été évoquées lors des
entretiens de travail à Bordeaux. Nous proposons de revoir les notes dans ce cha-
pitre, même si elles n’ont pas été utilisées dans le développement de l’Inversion-
Classification.
Ann. D Résultats de quantification LC-Full-MS. Ayant mis le focus dans le chapitre
Inversion-Quantification sur le mode d’acquisition SRM, les résultats obtenus
pour la quantification avec l’instrument considéré en début de thèse sont pré-
sentés et commentés dans ce chapitre.
Ann. E Notes biographiques. Le dernier chapitre d’annexe résume quelques notes bio-
graphiques des personnages dont on ne connaît parfois que le nom. Le renvoi
est indiqué par un « [i] » dans le corps du texte.
Finalement, nous terminons le document avec les références, une bibliographie per-





Dans ce chapitre, nous introduisons le raisonnement bayésien et le calcul bayésien en
nous concentrant sur les bases nécessaires pour comprendre la suite, les développements
théoriques et algorithmiques du présent document. Le lecteur intéressé trouvera dans les
ouvrages [19] ↓1, [2] et [3] des éléments théoriques, mais aussi pratiques (complété entre
autre par les ouvrages [12, 20, 21]) qui vont plus loin dans les détails, souvent bien plus
loin que ce dont nous avons besoin.
Si souvent un livre sur les statistiques bayésiennes est dédié aux approches bayé-
siennes et un livre sur les statistiques fréquentistes dédié aux approches fréquentistes,
l’ouvrage [22] est un cours complet introduisant les statistiques du point de vue des
deux approches, montrant qu’il y a des similitudes sous certaines conditions. Le cours
[23] donne également une bonne introduction quant à ce point. Nous ne discuterons pas
ici les convergences et divergences entre « fréquentistes » et « bayésiens ». Cependant,
Tab. 2.1 résume rapidement les différences principales.
2.1 L’inversion dans un cadre bayésien
Quand une quantité physique n’est pas directement mesurable, on se sert d’autres
quantités qui sont liées à la première et qui sont observables [12, 25]. L’estimation de la
quantité d’intérêt doit passer par l’exploitation efficace des observations. La notion de
problème inverse correspond à l’idée d’inversion de la chaîne d’acquisition pour accéder
indirectement à la quantité d’intérêt.
Dans la littérature, beaucoup de méthodes d’inversion ont été décrites (cf. par exemple
les deux ouvrages cités ci-dessus). Le choix d’une méthode dépend naturellement aussi
de la physique du problème. Dans notre cas, nous disposons de mesures indirectes des
concentrations protéiques, la chaîne analytique est perturbée par des processus aléatoires
et de fortes variabilités, et les pics caractéristiques sont noyés dans du bruit de mesure.
L’exploitation efficace de ces observations appelle un traitement statistique adapté. C’est
la raison pour laquelle cette thèse s’inscrit dans l’utilisation de l’inversion dans le cadre
des statistiques bayésiennes qui sont particulièrement adaptées à notre problème.
L’approche bayésienne pour la résolution de problèmes inverses se prépare en trois
étapes.
Modèle physique direct Connaissant l’objet d’intérêt et la physique des instruments de
mesures, on met en place un modèle mathématique de l’observation que l’on ac-
quiert. Évidemment, il doit être assez précis pour bien décrire et prédire les don-
nées, tout en restant suffisamment simple pour que l’inversion reste faisable.
Modèle probabiliste direct Ensuite, on décrit les phénomènes physiques et les incerti-
tudes associées par des probabilités. Cette « traduction » du modèle physique en
un modèle probabiliste propage aussi certaines propriétés, comme notamment des
indépendances dans les modèles hiérarchiques.
Problème inverse Cette étape a pour but d’estimer la quantité d’intérêt étant donné l’ob-
servation et le modèle décrit dans les étapes précédentes.
1. qui est d’un point de vue moderne difficile à lire et manque de rigueur mathématique
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Tab. 2.1 Tableau récapitulatif des différences entre les aspects fréquentiste et bayésien
(complété à partir de [24])
Qu’est-ce que . . . pour un fréquentiste pour un bayésien
probabilité une fréquence d’apparition une confiance (« belief »)
objectivité dépendant des données unique-
ment
dépendant des données et de
l’a priori
calcul souvent faisable faisable, mais parfois compli-
qué
flexibilité quelques applications néces-
sistent simplifications
pas de limitations intrinsèques
aléatoire pour chaque paramètre, il
existe une valeur vraie fixée
mais inconnue, l’observation
est un événement parmi beau-
coup d’événements de données
possible
chaque paramètre est une va-
riable aléatoire de valeur incon-
nue, les données sont connues
test d’hypothèse rejet de l’hypothèse nulle avec
erreur fixée
choix de l’hypothèse la plus
probable
choix du modèle parfois possible direct (choix du modèle le plus
probable)
région de confiance Une région aléatoire C a une
probabilité donnée de contenir
le paramètre θ.
θ a une probabilité don-
née d’appartenir à une région
fixée C.
Au long de ce manuscrit, nous allons décrire ces trois étapes pour notre application.
Pour l’anecdote, Sir Arthur Conan Doyle exprime la différence entre problème direct
et problème inverse à travers de son personnage célèbre Sherlock Holmes :
« Most people, if you describe a train of events to them, will tell you what the result
will be. They can put those events together in their minds, and argue from them that
something will come to pass. There are few people, however, who, if you told them
a result, would be able to evolve from their own inner consciousness what the steps
were which led up to that result. This power is what I mean when I talk of reasoning
backward, or analytically. »
Sherlock Holmes dans A Study in Scarlet [26]
Notons qu’une estimation – quelle que soit la méthode – n’est jamais parfaite, même
à partir de mesures directes.
« By the principle of inverse probability we shall be able then to proceed from the
observations to estimates of the true values of the parameters, which, however, will
not be exact determinations, but will have ranges of uncertainty corresponding to the
fact that the individual random errors in the observations are not definitely known. »
[19, page 73]
Ainsi, une estimation doit toujours être accompagnée d’une marge d’erreur ou d’un in-
tervalle de crédibilité, voir Tab. 2.1. La résolution du problème inverse se basant sur la loi
de probabilité a posteriori du paramètre d’intérêt, nous avons un accès immédiat à l’in-
tervalle de crédibilité du paramètre.
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Fig. 2.1 Extrait de l’essai de Th. Bayes [27, page 7 du document numérique]
2.2 Qu’est-ce que « le bayésien » ?
Le terme bayésien (utilisé pour la première fois en tant que tel dans les années 1950)
réfère au Reverend Thomas Bayes (1702-1761)[i] qui dans son essai [27] introduit la ques-
tion suivante :
« Given the number of times in which an unknown event has happened and failed:
Required the chance that the probability of its happening in a single trial lies some-
where between any two degrees of probability that can be named. »
Dans des termes modernes, Thomas Bayes veut savoir à partir des observations d’un
nombre de tirages de type Bernoulli (disons « succès » contre « échec »), quelle est la pro-
babilité a posteriori d’avoir par exemple une sortie « succès », étant donné une loi a priori
uniforme [102]. Ceci est noté comme la première utilisation d’un cas spécial de ce qui sera
appelé plus tard règle de Bayes
Pr(B | A) = Pr(A | B)Pr(B)
Pr(A)
. (2.1)
En mots : la probabilité d’observer B sachant A est donnée par le produit de la probabilité
d’observer A sachant B par la probabilité d’avoir B, divisé par la probabilité d’avoir A.
(Pierre-Simon Laplace (1749-1827)[ii] a démontré une version plus générale de ce théo-
rème, apparemment indépendamment des travaux de Bayes [28].)
Il s’agit alors d’inférer sur un paramètre (comme ci-dessous) ou sur une sortie non
encore observée (comme dans la question de Thomas Bayes) en termes de « probabilité ».
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2.3 Distributions a priori, distributions a posteriori
Le théorème de Bayes fait le lien entre deux probabilités conditionnelles. Nous réécri-
vons l’Éqn. (2.1) sous la forme suivante
p(θ | Y) = p(Y | θ)p(θ)
p(Y)
. (2.2)
Dans cette équation, nous avons
– le paramètre inconnu : θ,
– les données observées : Y,
– la probabilité des données sachant le paramètre, aussi appelée distribution d’échan-
tillonnage et vraisemblance du paramètre θ attachée aux données Y : p(Y | θ),
– la probabilité « a priori » du paramètre : p(θ),
– la probabilité « a posteriori » du paramètre : p(θ | Y).
En écrivant ceci, nous considérons alors le paramètre θ comme une variable aléatoire
(et non comme une quantité fixe non aléatoire). Cette probabilisation se fait dans deux
sens :
– a priori, c’est-à-dire avant l’acquisition des données, l’expérience, l’observation, la
mesure, intégrant les connaissances a priori (expert, littérature, apprentissage, . . .),
– a posteriori, c’est-à-dire en utilisant les évidences qu’apportent les données dans
la connaissance de la valeur du paramètre, apportées par la distribution d’échan-
tillonnage p(Y | θ) qui peut également être interprétée comme un terme d’attache
aux données par rapport au paramètre. ↓2
La vraisemblance d’un paramètre θ, i.e. la probabilité de la sortie sachant le paramètre
vue comme fonction de ce dernier L(θ) = p(Y | θ) est en lien étroit avec le modèle direct, et
notamment avec la modélisation du bruit. C’est sa distribution qui détermine celle des
données et donc la fonction de vraisemblance du paramètre. Ainsi, nous probabilisons le
problème direct.
Notons que la fonction de vraisemblance de deux paramètres distincts n’a pas forcé-
ment la même forme alors qu’on part de la même distribution d’échantillonnage. Consi-
dérons par exemple le cas d’une distribution normale des données avec une moyenne µ
et un écart-type σ : p(Y | µ, σ), et notons la vraisemblance du paramètre µ avec σ = σ0
fixée Lσ0(µ) = p(Y | µ, σ0) et celle de σ avec µ = µ0 fixée Lµ0(σ) = p(Y | µ0, σ). Alors
que la distribution d’échantillonnage est la même, les fonctions de vraisemblances n’ont
pas les mêmes comportements, propriétés et formes, la première prenant l’allure d’une
loi normale, la deuxième d’une loi inverse-gamma.
La loi a priori est généralement choisie parmi les distributions pour transcrire fidèle-
ment les connaissances disponibles sur le paramètre avant l’observation. Cependant, les
propriétés statistiques rentrent aussi en compte, notamment celle de la conjugaison.
2.3.1 Conjugaison
Une propriété utile pour le choix de lois a priori est celle de la conjugaison de ces der-
nières par leurs vraisemblances. Quand elle est vérifiée, une loi a posteriori pour un pa-
ramètre donné a la même forme que la loi a priori associée. Ceci nous permettra d’avoir
explicitement la loi a posteriori sous forme d’une loi usuelle, comme une loi normale,
gamma, et cetera.
2. Certains auteurs parlent également de modulation de la loi a priori par la vraisemblance pour dési-
gner la loi a posteriori [29].
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Définition 〈2.1〉 (Lois conjuguées) Une famille F de distributions de probabilité sur Θ est
dite conjuguée par une fonction de vraisemblance p(Y | θ) si pour tout p ∈ F la distribution a
posteriori p(θ | Y) est également élément de la famille F . [2, Def. 3.3.1]
Cette propriété sera notamment utilisée dans les méthodes d’échantillonnage stochas-
tique (Sect. 2.9.1) pour les lois a posteriori conditionnelles.
Les références [2, Tab. 3.3.1, p. 121] et [103] ↓3 présentent des tableaux de lois a priori
conjuguées par les vraisemblances associées.
2.4 Le dilemme de l’a priori impropre
Afin de modéliser un manque de connaissance sur le paramètre θ, le choix de la distri-
bution a priori conduit souvent à une distribution impropre. Nous nous proposons dans
cette section de définir les termes d’a priori non informative et d’a priori impropre à tra-
vers le souhait de n’injecter aucune information extérieure, puis de montrer les dangers
— souvent omis ou ignorés — qui sont associés à ces lois ↓4. Nous justifions pourquoi
nous évitons ces distributions dans cette thèse, à la fois dans cette section « théorique »,
puis ensuite quand nous parlerons de risque dans la Sect. 2.5 et d’approximation des lois
a posteriori par échantillonnage stochastique, Sect. 2.9.1.
2.4.1 A priori non informative
Dans certaines situations, on souhaite ne pas inclure d’information extérieure dans
la modélisation probabiliste d’un problème donné. Sir Harold Jeffreys[iii] l’exprime de la
manière suivante :
« But there is one [problem] at the beginning: how can we assign the prior probability
when we know nothing about the value of the parameter [. . . ]? The answer is really
clear enough when it is recognized that a probability is merely a number associated
with a degree of reasonable confidence and has no purpose except to give it a formular
expression. If we have no information relevant to the actual value of a parameter, the
probability must be chosen so as to express the fact that we have none. »
[19, page 118]
On choisit alors une loi de probabilité qui représente l’ignorance et qui ajoute le moins
d’information a priori possible, voire même aucune, dans la construction de la loi a pos-
teriori . Ceci peut être traduit par la devise « laissons parler les données » afin que l’infé-
rence ne soit pas perturbée par une information extérieure aux données.
Définition 〈2.2〉 Soit p(θ) la loi de probabilité a priori du paramètre θ de telle sorte qu’elle
formalise une ignorance quant à sa valeur. Une telle distribution a priori est appelée non infor-
mative.
Où rencontre-t-on des lois a priori non informatives ? Ce type de distributions est
souvent utilisé pour modéliser des hyperparamètres. Ces derniers pilotent d’autres lois
(ainsi devenues informatives) qui sont importantes dans la modélisation du problème
donné (voir 2.2(c) sur la page 28 pour avoir un exemple graphique : la loi de µ est pilotée
3. Même s’il s’agit d’un document en ligne issu de l’encyclopédie participative Wikipedia qui n’est pas
une source sure et manque parfois de clarté et de rigueur dans les notations, aucun autre document aussi
concis et complet nous est connu, d’où sa citation.
4. En effet, lors de l’analyse des résultats des algorithmes développés dans cette thèse, nous avons pu
remarquer des résultats aberrants non attendus quand nous utilisions des lois impropres. L’analyse de ces
résultats a débouché en la considération de ce que nous présentons dans la présente section.
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par les hyperparamètres µ0 et σ0 ↓5). Malheureusement, on n’a souvent « aucune » ↓6 in-
formation sur ces hyperparamètres. C’est la raison pour laquelle les lois non informatives
semblent s’imposer.
Une question importante est celle de la construction d’une loi non informative [31].
Laplace et Bayes répondraient en disant que la meilleure façon de décrire un manque
d’information est d’utiliser une loi uniforme [32]. Ainsi, toute valeur possible pour ce
paramètre a la même probabilité et s’oppose à ce que Laplace appela principe de cause
suffisante [33]. Cependant, si on n’a pas d’information sur θ, on n’en a pas non plus sur ses
transformations. Ainsi, la loi uniforme pour θ ne traduit pas une information équivalente
par rapport à la loi uniforme pour 1/θ, exp(θ), log θ, etc.
Pour tenir compte de la transformation, soient Ω et Θ deux espaces de probabilité, ω
et θ des variables aléatoires et g : Ω → Θ une fonction inversible. Choisissons ensuite
une loi a priori µ(ω) sur Ω. Avec la transformation θ = g(ω), on définit également l’a
priori pi = µ ◦ g sur Θ car pour un A ⊆ Θ, on a pi(A) = µ(g−1(A)). La loi uniforme par
exemple est invariante par rapport aux permutations à l’intérieur d’un ensemble fini et
aux translations affines dans le cas continu. L’étude de l’invariance par rapport aux trans-
formations, dont les premiers travaux ont été entrepris par [19, 34, 35], nous renseigne sur
le choix de l’a priori .
Principe de Jeffreys
Pour Jeffreys [34], [19, Sect. 3.10], l’invariance par rapport aux changements de va-
riables ou d’échelle est le fondement du choix d’une loi a priori . L’article [35] étend les
travaux de Jeffreys et propose un résumé de lois invariantes. Le principe de Jeffreys mène
finalement à la définition de lois non informatives [3, Sect. 2.9] que l’on appelle aussi a
priori de Jeffreys. Il est basée sur l’information de Fisher[iv] [36, Sect. 2.2] qui est un indica-
teur de l’information moyenne sur le paramètre θ apportée par l’observation Y :
J(θ) = Eθ
[(









Définition 〈2.3〉 L’a priori de Jeffreys est définie par
p(θ) ∝ [J(θ)]1/2 . (2.4)
L’information apportée par cette loi est invariante par rapport aux changements de
variables : l’information de Fisher du paramètre φ = h(θ) par rapport à la fonction de
vraisemblance p˜(Y | φ) est calculée en utilisant les définitions ci-dessus et les règles de




= p(h(θ)) |h′(θ)|. On
reconnaît dans la dernière expression la formule de transformation de variables ce qui
valide la propriété souhaitée. En résumé, si θ suit la loi a priori de Jeffreys p(θ) ∝ J(θ)1/2,
alors une reparamétrisation bijective φ = h(θ) mène à la loi a priori p(φ) ∝ J(φ)1/2 pour
φ qui est également de Jeffreys. La loi a priori ne dépendant plus de la paramétrisation
de la variable aléatoire, la loi a posteriori en est indépendante aussi [37] car l’expression
de la loi a posteriori à partir de p(θ) implique celle déduite à partir de p(φ) par transfor-
mation.
Notons aussi que la loi a priori déterminée par le principe de Jeffreys est dépendante
de fonction la vraisemblance par l’utilisation de l’information de Fisher. Plus fort même,
5. Dans la référence [30] associée à ce diagramme, les hyperparamètres sont appris au préalable à l’aide
d’une cohorte d’apprentissage ; les auteurs ne donnent cependant pas plus d’information sur cette étape.
6. Les guillemets se justifieront par la suite.
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les inférences sur le paramètre θ que l’on entreprend par rapport à cette loi ne dépendent
pas d’une vraisemblance, mais de la vraisemblance moyenne par rapport à θ puisqu’il
s’agit d’une espérance sur θ.
Exemple 〈2.4〉 Illustrons le principe de Jeffreys par deux exemples. Soit pour cela la vraisem-
blance p(Y |m, γ) une loi normale mono-variée de moyenne m et de précision γ :











1. Pour ce premier exemple, soit m = m0 fixe. Nous cherchons donc une loi a priori pour γ en




















En utilisant la définition de l’Éqn. (2.4), on obtient p(γ) ∝ γ−1. On note que cette loi a
priori n’est pas intégrable.
2. Soit maintenant la précision γ = γ0 fixe, et la moyenne m le paramètre d’intérêt. L’infor-








log 2pi − logγ0 + γ0(m− Y)2
)]
= γ0Em [1] = γ0.
Ainsi, la loi a priori pour le paramètre de la moyenne issue du principe de Jeffreys est une
loi uniforme sur l’espace de probabilité Ωm = R, p(m) ∝ 1. On note que cette loi a priori
n’est pas intégrable.
2.4.2 A priori impropre
Les distributions a priori impropres surviennent quand des probabilités sont définies
non sur un ensemble fini d’événements, mais sur un ensemble infini (par exemple l’en-
semble des entiers naturels N) ou un continuum d’événements (par exemple l’ensemble
des réels R). Alors que l’axiome d’additivité des probabilités des événements peut être
étendu facilement, il n’en est pas de même pour l’axiome qui demande que la somme des
probabilités fasse 1 [23]. Comment définir sur l’ensembleN par exemple une loi uniforme
se sommant à 1 si la cardinalité est infinie ? Est-ce que l’on accepte une « distribution »
non intégrable (au sens de la mesure en question, i.e. dans l’exemple précédent la mesure
de comptage sur N) ? D’après [23, Ch. 2], il n’y a pas de théorie formelle pour gérer ces
« lois de probabilités ». Ceci appelle la définition suivante [2, Ch. 1.5] :
Définition 〈2.5〉 Soit f : Ωθ → [0,∞[ une mesure telle que∫
Ωθ
f (θ)dθ = +∞, (2.5)
i.e. f est une mesure σ-finie, mais pas une mesure de probabilité. Si f est associé à une variable
aléatoire θ en tant que loi a priori, elle est appelée loi a priori impropre (ou loi a priori généra-
lisée).
Comme il ne s’agit plus d’une densité de probabilité avec intégrale 1, la règle de Bayes
ne tient plus. Cependant, on définit la loi a posteriori p(θ | Y) comme rapport entre p(Y |
θ)p(θ) et p(Y).
17
CHAPITRE 2. RAISONNEMENT BAYÉSIEN
Il est important de noter que la construction d’une loi non informative débouche sou-
vent en une loi impropre, comme nous avons vu dans l’exemple précédent : l’intégrale de
la loi non informative issue du principe de Jeffreys pour le paramètre d’inverse variance
du bruit de mesure, p(γ) ∝ γ−1, n’est pas finie, et il en est de même pour le paramètre
de la moyenne modélisée a priori par p(m) ∝ 1. Parmi les conséquences que cela peut
avoir [32, Sect. 4.2], on compte notamment le caractère impropre de la loi a posteriori
totale. Si cela est le cas, la base à partir de laquelle nous souhaitons faire l’inférence sur
un paramètre n’est plus une distribution, et donc l’inférence peut ne pas être valide.
2.4.3 Mises en garde
L’utilisation d’une loi a priori impropre a des conséquences importantes sur la loi
jointe des paramètres. En effet, considérons la situation suivante : le paramètre θ est
distribué sous la loi p(θ) qui est une loi impropre, et la vraisemblance p(Y | θ) est in-
tégrable en Y et donc propre. La loi jointe s’obtient par la multiplication des deux :
p(θ, Y) = p(θ)p(Y | θ). Vérifions maintenant l’intégrabilité de la loi jointe en bénéficiant
des propriétés de marginalisation :∫
Ωθ×ΩY




En choisissant une loi a priori impropre, la loi jointe devient elle-même impropre !
Notons qu’en marginalisant d’abord le paramètre θ, la vérification de l’intégrabilité
serait réduite à celle de p(Y) qui peut être une loi propre. Pourquoi cette contradiction ?
Les conditions du théorème de Fubini permettant de changer l’ordre d’intégration ne
sont pas toutes satisfaites, notamment l’intégrabilité des fonctions.
La référence [32] note dans sa section 4.2.5 que la caractérisation de lois a priori im-
propres résultant dans des lois a posteriori propres est toujours un problème ouvert.
L’utilisation de lois impropres a également un impact sur le risque bayésien que l’on
minimise dans le choix d’un estimateur, voir ci-dessous dans la Sect. 2.5.
2.4.4 Bilan
Cette section introduit les lois non informatives comme possible choix d’a priori pour
un paramètre. Soulignons deux interprétations de ce choix. Premièrement, il s’agit d’une
représentation formelle de l’ignorance par rapport à ce paramètre. Deuxièmement, il
n’existe pas une loi unique qui traduit ce fait ; on la choisit plutôt par convenance, par
rapport à l’utilisateur, au problème, aux calculs à expliciter, à la difficulté d’établir des
lois subjectives informatives appropriées, etc.
L’utilisation des lois a priori impropres que nous avons introduites dans cette section
semble dangereuse. En effet, la loi jointe résultante n’est plus une densité dans le sens
où elle n’est plus intégrable alors que dans certains cas, la loi a posteriori obtenue l’est
[38, Sect. 4.2.3]. A contrario, on peut avoir des lois a posteriori conditionnelles qui sont
toutes propres, mais la loi a posteriori totale ne l’est pas [39]. Le caractère propre de la loi
a posteriori est donc à vérifier pour chaque nouveau problème. Ce calcul n’est cependant
pas toujours faisable, et on s’adonne à des inférences à partir d’une fonction — appelée
faussement loi a posteriori— ce qui peut mener à des résultats aberrants.
Pour pallier ce défaut, nous proposons « simplement » de ne pas utiliser les lois im-
propres. En effet, même si on pense ne pas avoir d’information sur la valeur d’un para-
mètre, on peut dans la plupart des problèmes auxquels on se confronte au moins limiter
la plage des valeurs à une région finie. Dans le cas de cette thèse par exemple, certains
paramètres sont strictement positifs, ou ne dépasseront pas des valeurs limites. Cette in-
formation, aussi petite soit-elle, peut être injectée dans le modèle probabiliste. Dans des
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cas où la loi impropre f que l’on aurait envie de choisir peut être exprimée comme limite
d’une suite de fonctions intégrables ( fn)n, i.e. de lois propres, il suffit de ne pas aller jus-
qu’à la limite mais de s’arrêter à un n′ pour lequel la fonction fn′ est suffisamment non
informative pour ne pas créer de biais ou de déformation. On attribue l’adjectif vaguement
informatif à ces lois. C’est en effet ce type de lois que nous choisissons dans cette thèse
lorsque nous voulons exprimer un « manque d’information » sur un paramètre.
2.5 Estimateurs ponctuels
Dans l’inférence bayésienne, on peut préférer donner des propriétés de la loi a poste-
riori , comme la moyenne, le mode, la variance, et cetera. Le choix de l’estimateur retrans-
crivant une propriété ne se fait pas ad hoc mais est réfléchi en fonction de l’optimisation
de la fonction mesurant l’inadéquation d’une estimation.
Le point de départ du choix d’un estimateur est la fonction de coût.
Définition 〈2.6〉 Soit Ψ l’ensemble de tous les estimateurs possibles ψ : ΩY → Ωθ associant
à une observation Y ∈ ΩY l’estimation ψ(Y) = θˆ ∈ Ωθ par rapport à la quantité vraie θ. La
fonction L : Ωθ ×Ωθ → [0,∞[, associant au couple « vérité/estimation » (θ,ψ(Y)) une mesure
d’erreur L(θ,ψ(Y)) positive ou nulle est appelée fonction de coût.
Introduisons à travers les définitions suivantes deux quantités importantes pour la
construction d’estimateurs optimaux.
Définition 〈2.7〉
1. Soit L : Ωθ×Ωθ → [0,∞[ une fonction de coût, et soit p(θ |Y) la distribution a posteriori
du paramètre θ. Le coût a posteriori LΘ|Y : Ψ→ [0,∞[ est défini par
LΘ|Y(ψ) = EΘ|Y (L(Θ,ψ(Y))) =
∫
Ωθ
L(θ,ψ(Y))p(θ | Y)dθ. (2.6)
2. Étant donnée une distribution a priori p(θ) pour θ et une fonction de vraisemblance p(Y |















L(θ,ψ(Y))p(θ, Y)d(θ, Y) (2.7)
Le théorème 2.3.2 dans [2, p. 63] montre (par application du théorème de Fubini) que ces
deux définitions sont équivalentes dans le sens où les décisions finales sont les mêmes.
Définissons maintenant ce que nous entendons par « estimateur optimal » :





L(θ,ψ(Y))p(θ, Y)d(θ, Y) = argmin
ψ∈Ψ
EΘ,Y [L(θ,ψ(Y)] . (2.8)
Nous introduisons dans ce qui suit deux estimateurs fréquemment utilisés dans la
littérature bayésienne : le maximum et la moyenne a posteriori , leur construction étant
détaillée dans [2].
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2.5.1 Maximum A Posteriori
Sans fonction de coût explicite, un choix entre des valeurs a posteriori n’est pas pos-
sible [2, Ch. 4]. Si aucune fonction de coût ne peut être avancée par l’utilisateur, on choisit
par défaut la fonction de coût 0–1 qui associe un coût nul à une estimation correcte et un
coût unitaire à toute autre valeur.
Proposition 〈2.9〉 Soit θ? ∈ Ωθ un paramètre à estimer, et soit Ψ = {ψ : ΩY → Ωθ} l’en-
semble des estimateurs. L’estimateur attaché au coût 0–1 est l’estimateur Maximum A
Posteriori (MAP) :
ψ0–1(Y) = θˆMAP = argmax
θ∈Θ
p(θ | Y). (2.9)
Preuve





L(θ?,ψ(θ′))p(θ′ | Y)dθ′ = argmin
θˆ∈Ωθ
∫
p(θ′ | Y)dθ′ − p(θˆ | Y)
= argmin
θˆ∈Ωθ




La première ligne tient parce que nous explicitons le coût pour toutes les valeurs de θ′ ∈ Ωθ ,
sachant qu’il existe ψ(Y) = θˆ ∈ Ωθ tel que L(θ?, θˆ) = 0 car l’espace de l’estimation correspond à
celui du paramètre. Le coût a posteriori est finalement minimisé en maximisant la loi a posteriori
ce qui valide la proposition. 
2.5.2 Espérance A Posteriori
La fonction de coût la plus fréquemment utilisée est le coût quadratique L(θ,ψ) =
(θ − ψ(Y))2 pour le paramètre θ et son estimé ψ(Y). Dans la proposition suivante, nous
allons déduire l’estimateur bayésien optimal attaché à ce coût.
Proposition 〈2.10〉 Parmi tous les estimateurs possibles — qu’ils soient bayésiens, fré-
quentistes, aléatoires, ou d’une autre nature — l’estimateur Espérance A Prosteriori (EAP,
aussi appelé moyenne a posteriori ou, en anglais, Posterior Mean), noté ψ2(Y), minimise
l’erreur quadratique moyenne [2, Sect. 2.5], voir aussi Sect. 2.8.
Il est défini par l’intégration du paramètre sous la mesure p(θ | Y)dθ :
ψ2(Y) = θˆEAP = EΘ|Y (θ) =
∫
Ωθ
θ p(θ | Y)dθ. (2.10)
Preuve
La démonstration de ce résultat est une simple succession de définitions. Nous exprimons d’abord

















− 2ψ(Y)EΘ|Y [θ] + ψ(Y)2
]
.
Cette expression est minimisée pour ψ(Y) = ψ2(Y) = EΘ|Y [θ]. 
Remarque 〈2.11〉 L’estimateur EAP est le premier moment de la loi a posteriori. Les autres
moments a posteriori d’ordre p (et ainsi, en les combinant, la variance, l’asymétrie, le kurtosis,
. . .) se calculent de la même manière : E(θp) =
∫
Ωθ
θp p(θ | Y)dθ.
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Remarque 〈2.12〉 (Loi impropre et risque) L’utilisation d’une loi impropre fait que le risque
bayésien est infini, quel que soit l’estimateur ψ. Il n’existe donc pas d’estimateur qui minimise
le risque bayésien et qui pourrait être optimal dans ce sens. Pour ces cas, on peut définir [40,
Sect. 4.2][2, Sect. 2.3] l’estimateur bayésien généralisé qui minimise pour chaque Y l’espérance
de la fonction de coût sous la loi a posteriori p(θ | Y). L’utilisation de lois a priori intégrables
évite la nécessité de cette définition. Le lecteur intéressé trouvera cependant dans les références
citées ci-dessus une description plus détaillée.
2.5.3 Intervalle de crédibilité
Comme nous l’avons déjà mentionné, entre autre en citant Jeffreys, l’estimation θˆ du
paramètre θ ne peut être parfaite et doit être accompagnée d’indications quant aux incer-
titudes. On peut alors choisir des régions de confiance C ∈ Ωθ dans lesquelles le paramètre
devrait se trouver avec une forte probabilité. Le paradigme bayésien propose la notion
de crédibilité [2, Sect. 5.5.1] qui donne une probabilité au paramètre θ d’appartenir à une
région (fixée) C :
Définition 〈2.13〉 Un ensemble C est appelé α-crédible si Pr(θ ∈ C | Y) ≥ 1− α, i.e. si la
probabilité a posteriori d’appartenance de θ vaut au moins 1− α.
Parmi tous les ensembles α-crédibles, celui de volume minimal et donc le plus restreint est
appelé α-crédible à plus forte densité a posteriori .
La détermination analytique de la région α-crédible à plus forte densité peut être diffi-
cile dans des cas compliqués et à grande dimension ; numériquement, on peut s’appuyer
sur des échantillons de la loi a posteriori qui permettent de calculer la variance a poste-
riori .
Le vrai paramètre θ pour lequel on a obtenu une estimation θˆ n’est cependant pas
forcément élément de l’intervalle α-crédible associée à cette estimation. En effet, d’après
la définition, θ a une probabilité d’une valeur plus petite que α de ne pas appartenir à
cette intervalle (avec égalité pour l’intervalle α-crédible à plus forte densité a posteriori ).
Comme cas limite, notons que l’intervalle α-crédible C est l’ensemble de définitionΩθ
si α = 0, c’est-à-dire par souci de ne pas vouloir commettre d’erreur, on propose comme
intervalle de crédibilité toutes les valeurs probables a priori pour θ. L’intervalle à plus
forte densité a posteriori est restreint à l’ensemble vide pour α = 1 ↓7.
La détermination de la région de crédibilité dépend, comme l’estimation, de la mo-
délisation (physique et probabiliste) du problème. Un fort décalage entre vérité et esti-
mation avec ses incertitudes peut alors nous renseigner sur une éventuelle inadéquation
des modèles ou des choix lors de la sélection des lois a priori du paramètre même si
l’estimation semble « stable » ou « converger ».
2.6 Test d’hypothèse, choix de modèle
Nous introduisons dans cette section une mesure d’évidence bayésienne. En effet, le
paradigme bayésien nous permet de « probabiliser » des objets comme les hypothèses,
les modèles, et cetera. Pour cela, il suffit de considérer une hypothèse, un modèle, une
classe comme variable aléatoire et de lui attribuer une probabilité a priori et de la vrai-
7. car Pr(θ ∈ C | Y) ≥ 0 est vrai pour tout singleton {θ0}, ∀θ0 ∈ Ωθ , mais Pr(θ ∈ C | Y) = 0 — carac-
téristique pour l’intervalle à plus forte densité — correspond à l’intersection de tous ces ensembles qui est
vide
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semblance. Nous pouvons donc décrire explicitement la probabilité de chacune des hy-
pothèses, classes et modèles ↓8 et procéder à une estimation.
Cette section introduit deux méthodes courante en statistiques bayésiennes : le facteur
de Bayes et la prise de décision via une fonction de coût. Ensuite, nous détaillons un cas
spécial de ce dernier point.
2.6.1 Facteur de Bayes
Le facteur de Bayes, introduit dans [19], propose de comparer les rapports des proba-
bilités a posteriori sur a priori de deux hypothèses que nous noterons H0 et H1, respecti-
vement appelées hypothèse nulle et hypothèse alternative dans la littérature « fréquentiste ».
En fonction du résultat de cette comparaison, on choisira l’hypothèse la plus pertinente.
On note pi0 la probabilité a priori de l’hypothèse H0 et pi1 celle de l’hypothèse H1. Le







décrit combien de fois l’hypothèse nulle H0 est a priori plus probable que l’hypothèse H1.
Considérons maintenant p0 la probabilité a posteriori de l’hypothèse H0 et p1 celle de






Pr(H1 | Y) =
Pr(H0)p(Y | H0)




p(Y | H1) (2.12)
exprime le degré de confiance que l’on peut avoir dans l’hypothèse H0 au vu des a pos-
teriori .
Définition 〈2.14〉 Dans la situation décrite et avec les notations introduite ci-dessus, le quotient








p(Y | H1) (2.13)
est appelé facteur de Bayes. Il est une mesure d’évidence fournie par les données en faveur de
l’hypothèse H0 ([20, Sect. 8.1], [2, Sect. 5.2.2] et [19, Ch. 5]).
Remarque 〈2.15〉 BF10 = (BF01)−1 est la mesure d’évidence en faveur de l’hypothèse H1.
De plus, on voit aisément que pour trois hypothèses H0, H1 et H2, la facteur de Bayes BF02
en faveur de l’hypothèse H0 par rapport à H2 peut être déduit des facteurs de Bayes entre BF01 et
BF12 : BF02 = BF01/BF12 .
On peut se donner une échelle absolue du degré de certitude en faveur de l’hypothèse H0
qui utilise le logarithme décimal. Une échelle similaire plus rudimentaire a été proposée
par Jeffreys [19, § 1.6]. La liste de l’interprétation du facteur de Bayes, voir Tab. 2.2, est
non exhaustive, les valeurs étant choisies arbitrairement et ayant un caractère quelque
peu philosophique ; par contre, elle dit toujours la même chose : plus le facteur de Bayes
est grand, plus les données renforcent l’hypothèse H0 ; plus l’inverse du facteur de Bayes
est grand, plus l’hypothèse H1 est favorisée.
8. Notons que dans les approches « classiques », le seul but d’un test est le rejet (ou non) de l’hypothèse
H0, avec une erreur associée à la décision. L’utilisation du bayésien va plus loin : on choisit une hypothèse
selon la probabilité qui lui est associée. Il en est de même pour la classification et la sélection de modèles.
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Exemple 〈2.16〉 Nous souhaitons tester les hypothèses
H0 : θ ∈ Θ0, H1 : θ ∈ Θ1
où Θ0 et Θ1 forment une partition de l’espace de probabilité de θ : Θ0 ∪ Θ1 = Θ. La loi des
données Y conditionnellement au paramètre θ est donnée par p(Y | θ).


















Pr(θ ∈ Θ0 | Y)










p(θ)p(Y | θ)dθ . (2.15)


















Poursuivons les calculs pour un cas simple. Soient p(θ) = N (θ; mprior, γprior) la distribution
a priori pour θ et p(Y | θ) = N (Y; Hθ, γY) celle des données. Cette dernière est la fonction de
vraisemblance pour θ. Suite à la conjugaison des lois, la loi a posteriori pour θ est également
normale, avec moyenne mpost et précision γpost.
Soient Θ0 = ]−∞, a] et Θ1 = ]a,∞] les intervalles des hypothèses nulle et alternative. Le

























0 exp(−t2)dt pour tout x ∈ R.
Si on décide de ne pas vouloir injecter d’information a priori tout en gardant la loi normale,
on fait tendre la précision a priori vers 0. À la limite, le facteur de Bayes se réduit au premier
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valant BF01 = 1 pour a = mpost.
Du point de vue « analyse », il s’agit d’une fonction BF(x) = 2
/
(1− erf(x)) − 1 qui est
continue et définie sur R+. Elle admet une limite inférieure qui est atteinte quand l’argument de




1− erf(x) − 1 =
2
1− lim
x→−∞ erf(x)︸ ︷︷ ︸
→−1
− 1 = 0.
Quand son argument tend vers +∞, l’expression diverge du fait que limx→∞ erf(x) = 1. À
l’origine, la fonction vaut BF(0) = 1. La fonction erreur étant strictement monotone et croissante,
la fonction BF(x) l’est aussi.
Remettons ces considérations analytiques dans le contexte et étudions deux cas :
1. La moyenne de la loi a posteriori se trouve dans l’intervalle ]−∞, a]. L’argument x de la
fonction erreur est positif, la valeur du facteur de Bayes BF01 est supérieur à 1 : l’hypothèse
nulle est favorisée. Par ailleurs, plus la moyenne de la loi a posteriori s’éloigne de la borne
a, plus le facteur de Bayes croît.
2. La moyenne de la loi a posteriori se trouve dans l’intervalle ]a,+∞]. L’effet contraire ap-
paraît : l’argument x de la fonction erreur est négatif, et le facteur de Bayes est inférieur à 1.
Il tend vers 0 quand la moyenne de la loi a posteriori s’éloigne de a. Le facteur de Bayes
s’exprime donc en faveur de l’hypothèse alternative.
Remarque 〈2.17〉 (Extension à plusieurs hypothèses) L’extension du facteur de Bayes à N
hypothèses est relativement simple : il suffit de regarder séquentiellement les hypothèses i et j,
i < j < N. Le choix de l’hypothèse retenue se fait en comparant tous les facteurs de Bayes
récoltés.
2.6.2 Prise de décision via une fonction de coût
La sous-section suivante est écrite dans un point de vue « classification ». Elle ne perd
cependant pas sa validité pour les tests d’hypothèses et tests de modèles.
Pour construire un classifieur ψ : ΩY → C optimal, on s’intéresse notamment aux
performances de classification. Introduisons une fonction de coût L : C × C → R+ qui
est une fonction qui associe au couple (c,ψ(Y)), i.e. vérité et estimation, une valeur non
négative L(c,ψ(Y)). On impose une contrainte : quelle que soit la classe c, il coûte plus
cher de se tromper que d’estimer la bonne classe, soit L(c, c) < L(c, c′) pour c′ ∈ C \ {c}.
Le classifieur optimal est donc celui qui minimise le risque bayésien attaché à la fonction
de coût.
Remarque 〈2.18〉 Si on autorisait le coût L(c,ψ(Y)) ≡ 0 quelles que soient les classes vraie et
estimée, on se retrouve avec un classifieur aléatoire ou avec un classifieur constant ψ(Y) = c0.
On peut s’intéresser à plusieurs cas spéciaux incrémentaux :
– Une classification correcte ne coûte rien. Dans ce cas, L(c,ψ(Y) = c) = 0. C’est le
choix usuel pour la plupart des applications.
– Une mauvaise classification dans la classe c′ ∈ C coûte `c′ > 0 quelle que soit la
classe vraie. (La déduction du classifieur utilisant ce coût que l’on nommera coût
pondéré est donnée dans Ann. A.1 pour un cas binaire.)
– La fonction de coût est une fonction binaire, i.e. le coût d’une bonne classification
est nul, celui d’une mauvaise classification, quelle que soit la classe estimée, est
unitaire. C’est ce coût que l’on considéra dans la suite.
24
2.7. BAYÉSIEN HIÉRARCHIQUE
2.6.3 Cas spécial : le coût 0–1
Le coût 0–1 est une fonction de coût « classique » qui pénalise une mauvaise décision
(mauvais choix d’hypothèse, de classe) d’un poids 1 et ne pénalise pas la bonne décision,
donc poids 0. Ce coût fait également la liaison entre approche statistique fréquentiste et
bayésien, notamment en identifiant les erreurs type I et II au risque associé à la fonction
de coût, voir [2, Sect. 2.5.3] et Sect. 2.8. L’estimateur bayésien est alors
ψ(Y) = argmax
c∈C
Pr(c | Y). (2.16)
L’utilisation de ce coût reporte la prise de décision à l’estimateur Maximum A Posteriori
pour des lois de probabilité catégorielles ↓9.
Exemple 〈2.19〉 Considérons le cas d’école où M = 2. Les probabilités se sommant à 1, l’estima-
tion au sens du MAP est la classe qui dépasse le seuil 1/2.
Attention cependant à ne pas faire d’analogie : pour M ≥ 2 ce n’est plus un simple seuil
1/M qui décide du choix. (Considérer la loi a posteriori catégorielle avec le vecteur de probabilité
[0, 2/5, 3/5] où les deux dernières entrées dépassent 1/3.)
Remarque 〈2.20〉 (Facteur de Bayes et les fonctions de coût) Considérons le cas binaire qui
est la base du facteur de Bayes et considérons le cas équiprobable. On définit l’estimateur ψBF(Y) =
H0 si BF01 > 1 et ψBF(Y) = H1 sinon. Autrement dit, on choisit H0 si le numérateur de l’expres-
sion du facteur de Bayes (Éqn. (2.13)) est plus grand que son dénominateur, donc la probabilité a
posteriori pour H0 est plus grande que celle pour H1. Ceci équivaut à la définition de l’estimateur
MAP (Éqn. (2.16)) dans le cas binaire.
Il est également possible de pondérer le choix de l’hypothèse à partir du facteur de Bayes.
Toujours avec des probabilités a priori égales et supposant une fonction de coût
L(H?,ψ(Y)) =

0 si ψ(Y) = H?,
`0 si ψ(Y) = H0 6= H?,
`1 si ψ(Y) = H1 6= H?,
l’estimateur à base de facteur de Bayes vaut H0 si BF01 > `0/`1 et H1 sinon.
2.7 Bayésien hiérarchique
Beaucoup de processus physiques et naturels ainsi que d’applications statistiques
sont en réalité une cascade de processus présentant une certaine hiérarchie dans la struc-
ture [3, Ch. 5].
Considérons par exemple le texte de ce manuscrit. Ce texte est composé de chapitres,
les chapitres de sections, les sections de paragraphes, les paragraphes de phrases, les
phrases de mots, et les mots de lettres (que l’on pourrait encore séparer en voyelles et
consonnes). Les lettres sont au commencement de la chaîne (on parlera du niveau supé-
rieur), le texte final à la fin (niveau inférieur). À partir des connaissances par exemple
sur la fréquence des lettres (beaucoup de e, s, a), les dépendances (diphtongues, cer-
taines lettres qui peuvent être doublées, mais pas de lettres triples, . . .), on peut construire
un modèle hiérarchique. Ces connaissances sont évidemment dépendantes de la langue
9. La distribution catégorielle (categorical distribution en anglais) est une distribution discrète sur l’en-
semble d’événements {1, . . . , K} et étend la distribution de Bernoulli à un ensemble à plus de deux événe-
ments. La fonction masse de probabilité de l’événement k ∈ {1, . . . , K} est donnée par p(X = k) = pk où pk
est la probabilité d’avoir l’événement k.
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considérée (la diphtongue eau est fréquente en français, mais pas en allemand ou en
anglais, et encore plus rare dans les langues plus éloignées comme les langues slaves).
La hiérarchie peut donc être étendue en rajoutant le niveau « langue » avant le niveau
« lettres »
Une phrase prononcée est composée de mots prononcés, et ces mots sont composés
de phonèmes qui ont certaines dépendances entre eux (p.ex. dans la langue française, on
trouve rarement plus de trois consonnes à la suite, alors que dans la langue allemande ou
dans le dialecte d’arabe marocain ce n’est pas aussi rare).
L’Univers est également structuré hiérarchiquement : grossièrement, l’Univers est
composé de galaxies, qui sont elles-mêmes composées d’étoiles, ces dernières d’un sys-
tème stellaire comportant des planètes (ou pas).
La hiérarchie est aussi présente dans la philosophie :
« Les lumières célestes auxquelles s’alimentent les lumières terrestres s’ordonnent
entre elles selon la façon dont elles puisent les unes aux autres, de telle sorte que la
plus proche de la Source première mérite davantage le nom de lumière puisqu’elle
occupe le degré le plus élevé. Pour comprendre comment cette hiérarchie peut être
représentée symboliquement dans le monde visible, suppose que la lumière de la lune,
après être passée par la fenêtre d’une pièce, tombe sur un miroir appliqué sur un
mur, se réfléchit sur le mur opposé, pour ensuite être renvoyée sur le sol, qu’ainsi elle
éclaire. Tu sais donc que la lumière du sol est due à celle du mur, que celle-ci est due à
celle du miroir, et que la lumière du miroir est due à celle de la lune, laquelle est due à
celle du soleil, puisque c’est lui qui éclaire la lune. Ces quatre lumières sont disposées
selon un ordre hiérarchique, les unes étant plus élevées et plus parfaites que les autres,
et chacune ayant une certaine place et un rang qui lui est propre et qu’elle ne saurait
dépasser. » [41]
Finalement, nous montrons dans le Ch. 3 que les acquisitions en protéomique sont
également structurées hiérarchiquement : le mélange de protéines contenant un mélange
de protéines cibles contenant un mélange de peptides contenant des peptides séparés
déterminant des peptides ionisés déterminant des traces donnant la mesure finale.
Remarque 〈2.21〉 Précisons le terme « hiérarchique » pour ce document. Son utilisation, on le
remarquera en lisant ce manuscrit, est réservée uniquement au sens direct de la modélisation
physique et probabiliste du problème. Le terme « bayésien hiérarchique » réfère alors à l’utilisation
des statistiques bayésiennes appliquées à un modèle hiérarchique direct comme il sera présenté ici.
Pourquoi préciser cela ? Le terme peut prêter à confusion. En effet, le terme bayésien hiérar-
chique peut aussi être compris comme application séquentielle d’un raisonnement bayésien niveau
par niveau par l’intermédiaire d’estimations ponctuelles explicites à chaque niveau. Ainsi, on re-
monte dans l’arbre hiérarchique construit. Nous appellerons ce procédé par le terme « inversion
séquentielle ».
Nous ne nous trouvons pas dans ce cadre puisque notre inversion, grâce au cadre entièrement
bayésien, a la vocation d’être une inversion « conjointe » de tous les paramètres, quel que soit le
niveau hiérarchique.
2.7.1 Dépendances et indépendances conditionnelles
On peut schématiser facilement ces structures par un diagramme comportant certains
niveaux de hiérarchie comme dans la Fig. 2.2 (ne pas tenir compte du code couleur).
Dans le cas d’un modèle hiérarchique bayésien, les niveaux ont une certaine dépendance
entre eux, plus précisément le niveau n dépend du niveau n− 1. (Le niveau mot dépend




Définition 〈2.22〉 Si les paramètres du niveau n sont résumés dans le vecteur θn, et si le modèle
comporte N niveaux de paramètres et un niveau « sortie » (texte, phrase prononcée, l’Univers,
sortie LC-MS), alors
– la loi jointe des paramètres de tous les niveaux n = 1, . . . , N s’écrit




p(θn | θn−1), (2.17)
– et la sortie Y dépend uniquement du dernier niveau hiérarchique,
p(Y | θ1, . . . , θN) = p(Y | θN). (2.18)
Les paramètres θn−1 sont appelés hyperparamètres pour le niveau n.
Inversement, la loi p(θn | θn−1) vue en fonction de θn−1 est appelée vraisemblance hiérar-
chique ou conditionnelle ; la loi p(Y | θN) est appelée vraisemblance au niveau des données.
Cette définition et les dépendances/indépendances sont schématisées dans la Fig. 2.2 par les
sous-figures (a) et (b) ; un autre exemple est donné dans la sous-figure (c).
Remarque 〈2.23〉 (Chaîne de Markov) Nous avons défini le modèle hiérarchique d’une ma-
nière acyclique. Ainsi, nous trouvons une ressemblance avec une chaîne de Markov à l’ordre 1 :
l’élément actuel θn dépend de l’élément précédent θn−1, et sous ce conditionnement il est indépen-
dant des éléments restants θn−2, . . . , θ1. C’est d’ailleurs en étudiant la succession des lettres du
roman Eugène Onéguine de Pouchkine, i.e. une structure hiérarchique, que Markov a développé
cette théorie stochastique qui porte son nom aujourd’hui.
La Fig. 2.2(c) présente un modèle hiérarchique cyclique, le paramètre C étant propagé à la fois
directement dans les données X (en bout de hiérarchie) et indirectement en décrivant une interac-
tion avec le paramètre H. Nous pouvons cependant rendre ce schéma acyclique en considérant le
couple de paramètres (C, H) avec une loi a priori non séparable p(C, H) = p(H | C)p(C).
Le choix d’un modèle hiérarchique bayésien peut avoir beaucoup de justifications
comme le souhait de séparer informations subjectives et objectives, « dédramatiser » la
non informativité des lois, modéliser la physique des expériences, et cetera [2, Sect. 10.2].
Deux justifications majeures sont cependant le gain en robustesse de l’analyse bayésienne
par la réduction de l’arbitraire du choix des hyperparamètres, et la simplification des
calculs bayésiens que nous allons démontrer dans ce qui suit.
2.7.2 Lois a posteriori conditionnelles du modèle hiérarchique
Comme nous avons vu dans la Sect. 2.3, la loi a posteriori d’un paramètre est dé-
terminée par sa loi a priori et la vraisemblance correspondant au paramètre. Dans une
structure hiérarchique, ceci ne change pas : la loi a posteriori des paramètres au niveau
hiérarchique n est proportionnelle au produit de la loi a priori p(θn | θn−1) par la vrai-
semblance conditionnelle p(θn | θn+1), n = 1, . . . , N − 1 :
p(θn | Y, θ1, . . . , θn−1, θn+1, . . . , θN) ∝p(Y | θN)p(θN | θN−1) · · ·
p(θn+1 | θn)p(θn | θn−1) · · ·
p(θ2 | θ1)p(θ1)
∝p(θn+1 | θn)p(θn | θn−1)
∝p(θn | θn−1, θn+1) (2.19)
En identifiant le paramètre du N + 1ème niveau avec celui des données, θN+1 = Y,
ce qui précède tient toujours et la vraisemblance conditionnelle du paramètre θN est la
vraisemblance totale. Ainsi, p(θN | Y, θ1, . . . , θN−1) = p(θN | Y, θN−1).
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Fig. 2.2 Schéma d’une hiérarchie, réalisant les dépendances et indépendances condi-
tionnelles. (a) Cas général vectoriel. (b) Exemple d’arbre hiérarchique sous forme de
graphe acyclique orienté illustrant le modèle hiérarchique direct présenté dans le Ch. 3.

















difﬁculty generalizing to performance of the same subject on different
sessions and days (Wilson et al., 2010).
Overview
In the present article, we introduce a cross-subject workload
classiﬁer for a group of subjects based on the hierarchical Bayes
model. This work is a substantial step forward in the development of
EEG-based workload classiﬁers as it would enable training a classiﬁer
once that could handle multiple subjects. We will compare our
proposedmodel with the dominant technique NN in this ﬁeld in order
to demonstrate its advantage. In the following sections, we will show
that our hierarchical Bayes model when trained on data frommultiple
subjects is comparable to the subject-speciﬁc neural network.We will
also show that the accuracy of our hierarchical Bayes model is stable
across three levels of workload, in comparison with neural networks,
which have not been demonstrated capable of accurately classifying
more than two levels of workload. The novel part of our proposed
model lies in its ability to explicitly model the variations across
subjects at each level of workload and apply the captured variation to
enhance the classiﬁcation.
Models
In this section we introduce a hierarchical Bayes model for
workload classiﬁcation. Compared to traditional models such as
neural networks and support vector machines, it has the advantage of
modeling the inner relationships, incorporating the prior knowledge
as well as accounting for uncertainties in data, through probabilistic
theory.
The naive Bayes classiﬁer will be discussed ﬁrst to illustrate how
the Bayes and probability theories function in the model. Following
this discussionwe describe our cross-subject hierarchical Bayesmodel
that can effectively classify workload levels of multiple subjects.
Naive Bayes classiﬁer
ThenaiveBayes classiﬁer (NB) is a simple classiﬁerbasedon theBayes'
theorem. Its structure is shown in Fig. 1a, where the C node represents
different classes and X1,X2,⋯,Xn represent different components or
features of a sample. The causal directed link from C to Xi is captured by
P(Xi|C), i.e. the probability of Xi given the observation of a certain class C.
For instance, if Xi is a feature of a high workload sample, P(Xi|C=High)
would be expected to be greater than P(Xi|C=Low). P(Xi|C) is also called
the likelihood, and typically follows the Gaussian distribution N(μ,σ),
where μ is the mean and σ is the standard deviation. NB assumes all the
feature nodes are independent of each other given the class.
For simplicity, X1,X2,⋯,Xn are often represented by only one node
X, as is shown in Fig. 1b. In this case X is a vector consisting of all the
features of a sample and P(X|C) follows the multivariate Gaussian
distribution. Fig. 1c shows P(X|C) when X is a 2 dimensional vector.
We can see that P(X|C) gradually decreases as X goes far away from its
center.
Given a test sample X=(X1,X2,⋯,Xn), the classiﬁcation result C * is
determined by the posterior probability P(C|X), the probability that a
test sample X belongs to the class C, with Eq. (1).
C  = argmax
C
P C jXð Þ ð1Þ
P(C|X) can be further transformed using the chain rule and Bayes'
theorem into Eq. (2), where α is a normalization constant.




P Xi jCð ÞP Cð Þ
: ð2Þ
In our case, the class node represents three workload conditions
and the feature nodes (X1,X2,⋯,Xn) represent the magnitude of EEG
frequency bands. Despite its naive design and apparently over-
simpliﬁed assumptions, NB has worked quite well in many complex
real-world situations such as alert correlation (Benferhat et al., 2008),
intrusion detection (Axelsson, 2004; Gowadia et al., 2005; P.M. and
Patra, 2007; Puttini et al., 2002), text classiﬁcation (Kamruzzaman
and Rahman, 2010) and medical diagnosis (Qu et al., 2010). Many of
the properties of NB can be found in Domingos and Pazzani (1997),
Rish (2001), Zhang (2004).
In summary, NB works in two simple stages:
1. In the training stage, the likelihood P(X|C) (the probability of the
training sample X given their class C) is estimated with respect to
the training data;
2. In the testing stage, based on the posterior probability P(C|Xtest), a
decision whether the test sample Xtest belongs to a class C is made,
using Eq. (1).





Fig. 1. The evolution from a naive Bayes classiﬁer to the hierarchical Bayes model: (a) a naive Bayes classiﬁer, where C represents the class node and X represents the feature node;
(b) A simpliﬁed graphical model of naive Bayes classiﬁer; (d) a naive Bayes classiﬁer plus a hidden node; (e) A Hierarchical Bayesian model where μ0 and σ0 describes the prior
distribution of μ; (c) A visualization of the 2 d Gaussian distribution.
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(c)
La loi a posteriori inclut donc uniquement les hyperpar mètres directs du iveau hié-
rarchique qui comp rtent déjà le informations des niveaux supérieurs, et les paramètres
résultants du niveau hiérarchique inférieur.
2.8 Mesures d’erreur
Pour quantifier l’erreur entre la vérité et l’estimation, nous introduisons ici les me-
sures d’erreur usuelles : biais, variance et erreur quadratique pour les estimateurs de
grandeurs continues (« quantifieur ») ψq : ΩY → R, et l’erreur de classification pour l’es-
timateur de grandeurs discrètes (« classifieur ») ψc : ΩY → C. Elles servent à définir les
estimateurs comme nous l’avons vu ci-dessus dans la Sect. 2.5. Dans la suite du docu-
ment, elles serviront également à évaluer les performances des méthodes développées.
2.8.1 Biais
Soit Y ∼ p(Y | θ) une variable aléatoire, et soit θ une variable déterminée. Le biais
est l’espérance de l’erreur d’estimation, cette dernière obtenue par l’estimateur ψ, sous la
distribution d’échantillonnage des données p(Y | θ), le paramètre θ étant déterminé :
BY|Θ=θ(ψ, θ) = EY|Θ=θ {θ − ψ(Y)} =
∫
ΩY
(θ − ψ(Y))p(Y | θ)dY. (2.20)








= EΘ,Y {Θ− ψ(Y)} (2.21)
2.8.2 Variance
Dans la situation décrite ci-dessus, la variance de l’estimateur ψ pour un paramètre
θ donné est l’espérance de l’erreur quadratique entre l’estimation ψ(Y) et l’espérance de
l’estimateur EY|Θ=θ(ψ(Y)) ↓10 :































L’erreur quadratique d’un estimateur ψ du paramètre à estimer θ est l’espérance du
carré de l’erreur d’estimation :





En introduisant le terme nul EY|θ {ψ(Y)} −EY|θ {ψ(Y)} dans l’argument, on peut re-
lier l’expression de l’erreur quadratique à la somme du carré du biais et la variance (voir
Ann. A.2) :
EQY|θ(ψ, θ) = BY|θ(ψ, θ)2 +VY|θ(ψ, θ). (2.25)
L’erreur quadratique moyenne se calcule en prenant l’espérance sous la loi de θ de







(Θ− ψ(Y))2} . (2.26)
En utilisant l’additivité de l’espérance, on peut exprimer l’erreur quadratique moyenne










Remarque 〈2.24〉 L’estimateur Espérance A Posteriori (Sect. 2.5.2) en tant qu’estimateur mi-
nimise l’erreur quadratique moyenne prise sous la loi jointe. Ainsi, les équations (2.26) et (2.27)
définissent le risque bayésien attaché à la fonction de coût quadratique.
10. Pour alléger les notations, on écrira pour le conditionnement Y |Θ = θ simplement Y | θ.
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2.8.4 Biais, variance, erreur quadratique et l’estimateur parfait
Nous voulons qualifier l’estimateur ψ ∈ Ψ en prenant en compte la qualité des estima-
tions qu’il fournit. Pour cela, nous définissons l’estimateur parfait à travers des mentions
que nous venons d’introduire.
Définition 〈2.25〉 Pour un θ donné, l’estimateur ψ : ΩY → Ωθ , Y 7→ ψ(Y) est appelé parfait
ponctuellement en θ si l’erreur quadratique s’annule :
EQY|Θ=θ(ψ, θ) = EY|Θ=θ
(
(θ − ψ(Y))2) = 0.
Du fait que l’erreur quadratique est égale à la somme de la variance et du biais au carré, il en
résulte que le biais et la variance s’annulent également :
– BY|Θ=θ(ψ, θ) = EY|Θ=θ (θ − ψ(Y)) = 0,





Définition 〈2.26〉 L’estimateur ψ est appelé parfait si pour tout θ, il est parfait ponctuellement.
Corollaire 〈2.27〉 L’estimateur parfait ψ possède une erreur quadratique moyenne nulle,
EQΘ,Y(ψ) = EΘ,Y
(
(Θ− ψ(Y))2) = 0. Le biais moyen BΘ,Y(ψ) et la variance moyenne
VΘ,Y(ψ) s’annulent également :
– BΘ,Y(ψ) = EΘ,Y (Θ− ψ(Y)) = 0,





2.8.5 Coefficient de variation
Une mesure de performance couramment utilisée dans l’analyse de méthodes en pro-
téomique, en probabilité et en statistiques est le coefficient de variation. Il s’agit d’une me-
sure normalisée de la dispersion de la distribution des estimations qui est définie comme







Dans le cas d’une campagne expérimentale de type « rampe », i.e. l’acquisition de répli-
cats de tranches de valeur incrémentales (voir Sect. 3.6), cette définition nous permettra
dans la suite de calculer un coefficient de variation par tranche de valeur vraie.
On voit que l’estimateur parfait ponctuellement au point θ a un coefficient de varia-
tion nul puisque sa variance VY|θ(ψ, θ) est nulle. La réciproque cependant est fausse ! Il
suffit de considérer l’estimateur ψ(Y) = c pour tout Y ∈ ΩY, c étant une valeur arbitraire
constante. Le coefficient de variation est bien sûr nul car la variance de l’estimateur l’est,
mais l’estimateur n’est pas parfait. En effet, cette mesure renseigne uniquement sur la dis-
persion des estimations, mais pas sur l’exactitude des estimations par rapport aux valeurs
vraies.
Il est important de souligner ici qu’il s’agit d’une mesure de performance en fonction
de la variance de l’estimation et non en fonction de la vérité. Ainsi, deux estimateurs ψ1
et ψ2 associés à des vérités distinctes θ1 et θ2 respectivement ont le même coefficient de
variation si les estimations sont les mêmes (à des permutations près). Alors que les vérités
ne sont pas égales, i.e. un estimateur est plus biaisé que l’autre, ils affichent la même
dispersion.
Le coefficient de variation moyen se calcule en prenant l’espérance sous la loi de θ du














Notons que le coefficient de variation moyen s’annule pour l’estimateur parfait puisqu’il
est parfait pour toute valeur de θ, ce qui implique que la variance s’annule en tout point θ,
mais la réciproque est, comme pour le CV ponctuel, fausse.
Finalement, le coefficient de variation global s’obtient comme l’espérance sous la loi








2.8.6 Droite de régression
La droite de régression simple propose d’utiliser un modèle affine pour la prédiction
de valeurs. Elle est souvent utilisée pour l’évaluation d’une méthode de quantification,
par exemple en protéomique quantitative pour répondre à la question de la fiabilité d’un
quantifieur.
La droite de régression lie d’une manière affine les quantités vraies θ aux quantités
estimées ψ(Y) par une droite et s’exprime par la relation f (θ) = α+ βθ où l’ordonnée à
l’origine est α et la pente β.
En fonction du critère d’erreur choisi, la droite peut avoir de coefficients de régres-
sions différents ; nous allons nous intéresser aux critères des moindres carrés. Les sous-
sections suivantes n’énoncent que des résultats ; le lecteur peut cependant suivre les cal-
culs détaillés dans l’annexe Ann. A.3.
Coefficients de la droite de régression
Nous nous donnons un estimateur quelconque ψ et cherchons à minimiser l’espé-
rance de l’écart quadratique entre l’estimation ψ(Y) et la fonction affine f (θ) = α + βθ
sous la distribution jointe, par rapport aux paramètres de régression α et β. Cette espé-
rance s’écrit
Jθ,Y,ψ(α, β) = EΘ,Y((ψ(Y)− f (Θ))2) = EΘ,Y((ψ(Y)− α− βΘ)2), (2.31)
et atteint son minimum par rapport à l’estimateur ψ en (α¯, β¯) tels que







La fonction affine optimale, appelée prédiction, est donnée par f¯ (θ) = α¯+ β¯θ.
Tandis que le paramètre β¯ quantifie le rapport entre la covariance des variables Θ et
Y et la variance de la variable explicative Θ, le paramètre α¯ donne la différence entre la
moyenne des estimations et la moyenne des entrées pondérée par β¯.
Comment ces paramètres optimaux nous renseignent-ils sur la qualité de l’estima-
teur ? Pour cela, considérons le cas où α¯ = 0 et β¯ = 1 conjointement, i.e. f¯ (θ) = θ. Dans ce
cas précis, l’ordonnée à l’origine est nulle et nous n’avons pas de décalage systématique
des valeurs estimées (en moyenne), l’espérance des estimations égalant β¯ = 1 fois l’espé-
rance des entrées : le biais moyen est nul. Ensuite, la covariance entre Θ et Y compense la
variance de Θ. Cependant, uniquement avec ces deux paramètres, nous ne pouvons qua-
lifier l’estimateur parfait car cette fonction optimale est attachée à plusieurs nuages de
points (voir Fig. 2.3). C’est la raison pour laquelle nous devons prendre en considération
une autre caractéristique de la régression simple : le coefficient de détermination.
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Fig. 2.3 Schématisation de trois nuages de points conduisant à une régression par l’iden-
tité











(a) Nuage alternant, biais non
nuls, biais moyen nul, variance
non nulle, R2α,β petit














(b) Nuage centré, biais nuls, biais
moyen nul, variances non nulles,
R2α,β élevé











(c) Nuage réduit à des points, biais
nuls, biais moyen nul, variance
nulle, R2α,β = 1
Coefficient de détermination
On introduit ici le coefficient de détermination R2α,β ∈ [0, 1] associé à la droite f (θ) =
α+ βθ : il permet d’évaluer le degré d’association entre les valeurs prédites f (θ) par la
droite et les estimations ψ(Y).









Le R2α,β juge de la qualité de la représentation des points par la droite de régression
f (θ) = α+ βθ. Si elle passe exactement par tous les points (voir Fig. 2.3(c)), alors R2α,β = 1
ce qui indique que toute la variation des estimations est expliquée par les valeurs vraies.
On peut dire que plus le R2α,β est élevé, plus les valeurs vraies contiennent d’information
sur les estimations, les cas limites étant évidemment R2α,β = 0 (θ ne contient aucune in-
formation sur ψ(Y)) et R2α,β = 1 (θ contient toute l’information sur ψ(Y) comme indiqué
précédemment). Dans le contexte de la prédiction, plus R2α,β s’approche de 1, plus le mo-
dèle explique bien les estimations (ce qui ne veut pas dire que le modèle est juste) ; plus
R2α,β est proche de 0, moins l’apport du modèle est grand.
Un calcul simple (voir l’Ann. A.4) montre ensuite la relation entre le coefficient de dé-
termination R2
α¯,β¯ et l’écart quadratique moyen Jθ,Y,ψ(α¯, β¯) respectivement pour la droite
de régression optimale. L’écart quadratique moyen admet une borne inférieure qui est at-
teinte pour les coefficients de régression optimale, i.e. Jθ,Y,ψ(α¯, β¯) = VY(ψ(Y))(1− R2α¯,β¯).
D’avoir pu borné le critère d’écart quadratique par rapport à la droite de régression veut
notamment dire que le coefficient de détermination admet une borne supérieure R2
α¯,β¯ ≤ 1
atteinte par la régression optimale.
Par cette identification dont les détails sont rapportés en annexe (Ann. A.4), nous
pouvons écrire le coefficient de détermination de la droite de régression optimale dans
le cas d’une régression linéaire simple comme rapport du carré de la covariance entre les
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variables et du produit des variances respectives des variables :
R2α¯,β¯ =
CΘ,Y(Θ,ψ(Y))2
VΘ(Θ) ·VY(ψ(Y)) . (2.35)
Cette expression met en évidence que le coefficient de détermination de la droite de
régression optimale R2
α¯,β¯ est égal au carré de la valeur de la corrélation du nuage de
points, aussi appelée corrélation de Pearson[v] [104].
La covariance étant symétrique, l’expression du R2
α¯,β¯ dans Éqn. (2.35) peut être in-
terprétée comme étant le produit des pentes de deux droites de régression complémen-
taires :
1. le premier facteur est β¯θ÷Y = CΘ,Y(Θ,ψ(Y))
/
VΘ(Θ) : θ est la variable explicative,
ψ(Y) est la variable régressée,
2. le deuxième facteur est β¯Y÷θ = CΘ,Y(Θ,ψ(Y))
/
VY(Y) : ψ(Y) est la variable expli-
cative, θ est la variable régressée.
La régression est donc parfaite si la pente du premier est l’inverse de la pente du deuxième.
L’estimateur parfait et la régression simple
Plus haut, nous avons mis en relation les coefficients de la fonction affine optimale
f¯ (θ) = α¯ + β¯θ et les mesures d’erreur associées à un estimateur ψ. Nous y avons vu
que la fonction identité seule ne suffisait pas pour décrire l’estimateur parfait. Pour com-
pléter l’interprétation, nous avons proposé la définition du coefficient de détermination
R2α,β. Un coefficient de détermination de valeur 1 indique que l’écart des estimations par
rapport à la droite de régression est nulle, mais pas par rapport à l’entrée. En effet, n’im-
porte quelle droite de régression f (θ) = α + βθ peut avoir un R2α,β égalant 1 sans être
l’estimateur parfait.
C’est la combinaison des deux notions « identité » et « R2α,β = 1 » qui permet d’énoncer
le lien entre mesures d’erreur d’un estimateur parfait (voir Sect. 2.8.4) et coefficient de la droite
de régression.
Proposition 〈2.29〉 L’estimateur ψ est parfait si et seulement si la droite de régression
f (θ) = α+ βθ associé au nuage de points des estimations est l’identité f (θ) = θ et que
le coefficient de détermination vaut R2α,β = 1, i.e. les coefficients de régression valent
(α, β, R2α,β) = (0, 1, 1).
Preuve
Nous donnons l’idée de la preuve, les détails se trouvent en annexe, voir Ann. A.5.
Le sens « parfait ⇒ (α, β, R2α,β) = (0, 1, 1) » est immédiat en utilisant la Déf. 〈2.26〉 et le fait
que la somme de termes non négatifs ne peut s’annuler que si les termes eux-mêmes sont nuls.
Le sens « parfait⇐ (α, β, R2α,β) = (0, 1, 1) » s’obtient en cherchant à identifier les moments des
lois pour Θ, pour Y et pour le couple (Θ, Y). On se sert pour cela des Éqs. (2.32), (2.33) et (2.35).
2.8.7 Erreur de classification
On s’intéresse aux performances de classification. Soit C = Ωc l’ensemble des classes,
et soit M = card(C) sa cardinalité. Ensuite, soit ψ : ΩY → C le classifieur qui associe à
une donnée Y une classe ψ(Y).
Soit c ∈ C une classe fixée. On définit alors l’erreur de classification par la fonction de
coût L : C × C → R+ :
L(c,ψ(Y)) =
{
0 si ψ(Y) = c,
`c,c˜ si ψ(Y) = c˜ 6= c.
(2.36)
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Le paramètre `c,c˜ quantifie l’impact de la mauvaise classification d’un échantillon de
classe vraie c dans la classe c˜.
L’erreur de classification est alors l’espérance de la fonction de coût sous la loi de
Y | C = c :
RY|c(c,ψ) = EY|c (L(c,ψ(Y))) . (2.37)
Cette définition correspond à celle du risque d’un classifieur. L’erreur moyenne de clas-





= EC,Y(L(C,ψ(Y))) ; (2.38)
on parlera aussi de risque moyen.
Exemple 〈2.30〉 Prenons le cas M = 2 avec C = {S, M} — hypothèse nulle : l’individu est
« sain » et hypothèse alternative : l’individu est « malade » — et un coût 0–1, i.e. la mauvaise
détection d’une classe est quantifiée par 1, quelle que soit la classe vraie. Nous distinguons quatre
cas :
Vrai positif : l’individu malade a été classé malade.
Vrai négatif : l’individu sain a été classé sain.
Faux positif : l’individu sain a été classé malade.
Faux négatif : l’individu malade a été classé sain.
Ainsi, le taux de faux positifs (erreur type I) pour le classifieur ψ est équivalent au risque
attaché à la classe C = S, RY|C=S(C = S,ψ(Y) = M), qui quantifie la probabilité de classer un
individu sain dans la classe des malades.
Le taux de faux négatifs (erreur type II) équivaut au risque attaché à la classe C = M,
RY|C=M(C = M,ψ(Y) = S) quantifiant les mauvais classements d’individus malades dans
l’ensemble d’individus sains.
Finalement, le taux de mauvaise classification est exprimé par le risque moyen RC,Y(ψ). Nous
pouvons résumer ceci dans un tableau des risques bi-classe comme suit :
estimation
vérité
individu sain individu malade
classé sain
1− RY|C=S(C = S,ψ(Y) = M) RY|C=M(C = M,ψ(Y) = S)
vrai négatif faux négatif
classé malade
RY|C=S(C = S,ψ(Y) = M) 1− RY|C=M(C = M,ψ(Y) = S)
faux positif vrai positif
2.8.8 Divergence de Kullback-Leibler
La divergence de Kullback-Leibler[vi][vii] permet de mesurer la « distance » entre deux
distributions. Mathématiquement, il ne s’agit pas d’une fonction de distance car ni la
propriété de symétrie ↓11 ni l’inégalité triangulaire ne sont vérifiées.
11. Pour pallier le manque de symétrie, on trouve souvent aussi la divergence de Kullback-Leiber symé-
trisée KLsym(p, q) = KL (p‖q) +KL (q‖p).
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Définition 〈2.31〉 Soient p et q deux densités de distributions du paramètre θ. La divergence de








Mentionnons certaines propriétés de cette mesure.
(P1) Non négativité. La divergence de Kullback-Leibler est positive ou nulle quelles que
soient les distributions p et q : KL (p‖q) ≥ 0.
(P2) Unicité. La divergence de Kullback-Leibler de deux distributions p et q s’annule si
et seulement si p = q.
(P3) Additivité. Soient le paramètre θ = (θ1, θ2) et les distributions p, q séparables, i.e.
p(θ1, θ2) = p1(θ1)p2(θ2) et q(θ1, θ2) = q1(θ1)q2(θ2). Alors, la divergence jointe est la
somme des divergences séparées, KL (p‖q) = KL (p1‖q1) +KL (p2‖q2).
(P4) Invariance aux transformations. Pour la transformation φ = h(θ), la divergence de


















Une transformation de paramètre (comme par exemple le passage au logarithme)
induit une transformation de lois associée, mais elle n’affecte pas la « distance »
entre ces deux lois, elle est constante. La divergence de Kullback-Leibler peut être
considérée comme une quantité géométrique qui est indépendante du repère choisi
[42, Sect. 4.2].
(P5) Distributions normales. La divergence de Kullback-Leibler pour deux distributions
normales de dimension N, p(θ) = N (θ;mp, Γp) et q(θ) = N (θ;mq, Γq), a la forme
[42, Sect. 4.2]
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Cette expression fait intervenir (dans l’ordre)
(i) la somme des valeurs propres du rapport des précisions,
(ii) la norme euclidienne de la différence des moyennes déformée par la matrice
de précision de la distribution q ↓12,
(iii) le logarithme du produit des valeurs propres du rapport des précisions (l’opé-
rateur |·| désigne le déterminant d’une matrice), ou autrement dit, en profitant
des propriétés du logarithme matriciel, la somme des valeurs propres du loga-
rithme du quotient matriciel des précisions, et
(iv) la dimension du paramètre θ.
12. Pour Γp = Γq, cette norme devient la norme de Mahalanobis par rapport à la matrice de covariance
Γ−1q [43, Sect. 6.2.5], [42, Sect. 4.2].
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2.9 Outils fréquents pour le calcul bayésien
Le calcul des lois a posteriori peut être fastidieux, voire même infaisable analytique-
ment quand les lois et les vraisemblances deviennent compliquées et que les données ou
les inconnues sont de grande taille. Dans ce cas, nous avons recours à des méthodes nu-
mériques pour calculer une approximation. Deux méthodes majeures de référence sont
les méthodes « Monte Carlo Chaîne de Markov » [viii][ix][x][xi] (Monte Carlo Markov Chain,
MCMC) et « Bayésien variationnel » (Variational Bayes, VB) que nous introduirons dans
cette section.
2.9.1 Markov-Chain Monte-Carlo
L’ouvrage complet [21] livre beaucoup de détails sur le fonctionnement des méthodes
MCMC et des échantillonneurs. Le contenu des sections suivantes y est excellemment
bien expliqué.
Les méthodes MCMC ([2, Sect. 6.3], [3, Sect. 11.2]) sont un couplage des méthodes
Monte Carlo, i.e. résolution d’un problème d’intégration par échantillonnage stochas-
tique, et les Chaînes de Markov d’ordre 1, i.e. des chaînes qui déterminent aléatoirement
une valeur en fonction de la précédente uniquement. La stratégie MCMC consiste à défi-
nir une chaîne de Markov irréductible et apériodique qui a la distribution cible, donc la
loi a posteriori totale, comme distribution stationnaire. Une fois dans un état stationnaire,
les échantillons tirés permettent
– d’approcher la loi (par considération de l’histogramme),
– de calculer les estimateurs (par moyennage des échantillons pour l’estimateur EAP,
prise de l’échantillon le plus souvent échantillonné pour MAP, . . .),
– de calculer les moments de la loi et ainsi entre autre la variance (par moyennage
des échantillons élevés à la puissance souhaitée),
– de marginaliser des paramètres (par projection sur les paramètres d’intérêt unique-
ment), et cetera.
Afin d’avoir des échantillons, nous avons besoin d’un échantillonneur qui en propose à
chaque itération ce qui est le sujet des sous-sections suivantes.
Remarque 〈2.32〉 (Temps de chauffe) Les premiers échantillons d’un algorithme[xii] d’échan-
tillonnage stochastique de type MCMC sont fortement influencés par l’initialisation. Il faut donc
attendre K0 itérations pour que les échantillons soient distribués sous la loi cible. Ce temps d’at-
tente est appelé temps de chauffe et peut varier d’une application à l’autre. [3, Sect. 11.6] propose
par exemple d’omettre la première moitié des échantillons et de les considérer comme échantillons
de chauffe. On peut aussi démarrer plusieurs chaînes, initialisées à des valeurs différentes, pour
surveiller la convergence. Cette dernière est atteinte quand toutes les chaînes échantillonnent la
même loi cible. Ceci peut être décidé par l’étude des variances intra- et inter-chaîne, comme propose
[3, Sect. 11.6].
L’échantillonnage peut être long, la convergence lente, les calculs lourds malgré tous les efforts.
Pour ne pas devoir lancer plusieurs chaînes à chaque fois que l’on s’apprête à faire une inversion
en utilisant les méthodes MCMC, il suffit d’étudier un cas typique et d’en extraire le temps de
chauffe. Ce résultat peut être utilisé dans les prochaines utilisations d’un MCMC pour trouver
l’itération à laquelle le temps de chauffe se termine.
Échantillonnage sous une loi et générateur d’échantillons
Avant de décrire les outils, nous expliquons ce que nous appelons échantillonnage ou
échantillonnage stochastique, termes récurrents dans tout le document.
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L’échantillonnage d’une variable aléatoire sous sa distribution est la sélection aléa-
toire d’une valeur parmi les valeurs d’un ensemble spécifique. Cet ensemble (fini ou in-
fini) est déterminé par la distribution de la variable aléatoire.
Plus on tire d’échantillons sous la distribution donnée, plus le sous-ensemble des
échantillons est semblable à l’ensemble. Autrement dit, plus on a d’échantillons de la
loi, plus son histogramme normalisé ressemble à la loi de probabilité échantillonnée. Si
on est dans un cas de loi de probabilité continue, l’échantillonnage est alors un moyen
d’approcher la densité par un ensemble discret, avec une meilleure approximation quand
le nombre d’échantillons augmente.
Quand la loi de probabilité a une forme usuelle comme par exemple une loi uniforme,
normale, gamma, bêta, laplacienne, poissonnienne, bi- ou multinomiale, il existe dans
la plupart des logiciels de calcul numérique et statistique (MATLAB, Octave, FreeMat,
SciLab, R, S-plus, Sage, Maple, . . .) des générateurs d’échantillons. En guise d’exemple,
MATLAB propose une boîte à outil payante, Statistics Toolbox, qui permet entre autre
d’échantillonner sous des lois usuelles [105] ; il existe la boîte à outil Lightspeed [106]
gratuite qui permet de faire la même chose et qui a été conçue pour MATLAB, mais qui
est compatible avec Octave. Le logiciel statistique libre R a également intégré un grand
nombre de générateurs d’échantillonneurs.
Dans certains cas, le seul générateur existant est celui d’une loi uniforme entre 0 et 1,
par exemple dans des environnements de programmation C, C++, Java et pour la pro-
grammation des générateurs ci-dessus. Par des méthodes de transformation, d’inversion
ou de rejet selon la distribution, on peut transformer un échantillon d’une loi uniforme
entre 0 et 1 en un échantillon sous la loi souhaitée. La mise en œuvre informatique est
discutée dans [44] mais semble dépasser le cadre de ce document.
Metropolis-Hastings
Une construction populaire d’un MCMC remonte aux années 1950 [45] où le phy-
sicien gréco-américain Nicholas Metropolis[xiii][viii] présente un algorithme échantillon-
nant sous une loi cible à l’aide d’une loi de proposition symétrique. Dans les années 1970
[46], le mathématicien canadien W. Keith Hastings[xiv] étend ces travaux et développe
l’algorithme de Metropolis-Hastings (MH) [3, Sect. 11.4]. Son principe est simple. Nous
souhaitons échantillonner sous une loi cible ϕ(θ), par exemple la loi a posteriori p(θ |Y).
À partir d’une valeur de départ θ(0) qui est dans le support de la loi, nous démarrons
une méthode itérative. On note (k) l’indice de l’itération courante, le dernier échantillon
du paramètre est donc θ(k−1). Nous allons proposer une nouvelle valeur θp, issue d’une loi
de proposition pi(θ | θ(k−1)) qui dépend du dernier échantillon θ(k−1) (caractère Chaîne de
Markov).
La valeur proposée est ensuite acceptée comme valeur de θ(k) avec une probabilité 1 si
elle est plus probable pour la loi cible, et avec une probabilité δ < 1 sinon. L’expression de
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Nous pouvons distinguer des cas spéciaux.
1. Si la probabilité a priori est égale pour toutes les valeurs (loi uniforme), la probabilité d’ac-
ceptation est égale au quotient du rapport de vraisemblances et du rapport de densités de
proposition pi.
2. Si la loi de proposition est symétrique, i.e. pi(θp, θ(k−1)) = pi(θ(k−1), θp), alors la probabi-
lité d’acceptation est le rapport des densités cibles, donc le rapport des densités a posteriori.
3. Si la loi a priori est uniforme et la densité de proposition symétrique, alors la probabilité
d’acceptation n’est rien d’autre que le rapport des vraisemblances.
4. Si, enfin, la densité de proposition est égale à la distribution a priori, alors la probabilité
d’acceptation est également le rapport des vraisemblances.
Remarque 〈2.34〉 Si pi est symétrique, i.e. pi(θ | θ′) = pi(θ′ | θ), alors on est dans le cas de
l’algorithme de Metropolis.
L’article [47] étudie les lois de proposition et leurs comportements, comme par exemple
la vitesse de convergence et le temps de calcul. En effet, suivant la loi de proposition, le
calcul par itération peut être peu coûteux, mais la convergence très lente ; ou bien le cal-
cul par itération peut être très cher en temps (p.ex. calcul de matrices hessiennes), mais la
convergence est très rapide car les propositions sont orientées vers la zone de forte pro-
babilité. Nous présenterons ici les deux lois de proposition les plus simples [3, Sect. 11.9].
Metropolis-Hastings Indépendant
Metropolis-Hastings Indépendant (MHI) est caractérisé par sa loi de proposition qui
ne dépend pas de la valeur courante : pi(θp | θ(k−1)) = pi(θp). Un choix possible et souvent
fait dans ce cas est une loi uniforme sur l’espace du paramètre. Ainsi, le rapport des den-
sités de proposition vaut 1 et nous nous retrouvons avec un algorithme de Metropolis.
Le calcul est très rapide, et tout l’espace du paramètre est exploré. Cependant, les propo-
sitions sont souvent éloignées de la zone de forte probabilité, ce qui fait que l’algorithme
a besoin de beaucoup d’itérations pour converger.
Un autre choix courant est celui de la loi a priori du paramètre θ pour la loi de pro-
position. La dernière remarque concernant la distance par rapport à la zone de forte pro-
babilité tient toujours pour des lois larges.
Metropolis-Hastings à Marche Aléatoire
L’algorithme de Metropolis-Hastings à Marche Aléatoire (MHMA) part du principe
que, si une valeur a été choisie précédemment, c’est qu’il y a des chances qu’une autre va-
leur à forte probabilité soit dans un voisinage proche. La densité de proposition exprime
ainsi une marche aléatoire, partant du point θ(k−1). On peut par exemple choisir une den-
sité uniforme sur un petit intervalle avec moyenne θ(k−1), ou une densité de proposition
normale de moyenne θ(k−1) et de précision γMA. Notons que cette dernière densité est
symétrique, N (θp; θ(k−1), γMA) = N (θ(k−1); θp, γMA), ce qui fait que la probabilité d’ac-
ceptation a la forme simple de l’algorithme de Metropolis.
Alors que MHI ne nécessite en général pas de paramétrage explicite, MHMA a le
paramètre γMA. C’est lui qui définit le voisinage de la nouvelle proposition par rapport à
la valeur courante. L’utilisateur doit choisir la valeur pour γMA de telle manière que
– les propositions s’éloignent suffisamment de la valeur courante pour permettre une
bonne exploration de l’espace des paramètres et pour améliorer la probabilité a
posteriori ,
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– les propositions ne s’éloignent pas trop de la valeur courante pour ne pas être reje-
tée incessamment car issues d’une région de l’espace improbable.
[3, Sect. 11.10] propose de paramétrer l’algorithme de telle façon que la proportion de
propositions acceptées soit 40% environ (selon la dimension du vecteur de paramètres).
Remarque 〈2.35〉 Soit θ un vecteur de I paramètres. Dans ce cas et quelle que soit la méthode
MH qu’on utilise, il y a un autre choix à faire qui impacte la vitesse de convergence de l’échan-
tillonnage. On peut soit échantillonner le vecteur θ sur toutes les composantes à la fois, c’est-à-dire
on tire en un seul échantillonnage un vecteur de valeurs pour toutes les composantes. On l’appel-
lera simulation parallèle. Soit, on échantillonne le vecteur θ sur les composantes les unes après
les autres. Ceci nécessitera l’échantillonnage sous la loi de θi pour la composante i sachant les
autres composantes θ{1,...,I}\{i}. On y référera sous le nom de simulation séquentielle. Remar-
quons que la simulation séquentielle n’effectue rien d’autre qu’une structure de Gibbs au niveau
du paramètre, voir ci-dessous.
Il y a des pour et des contre. Généralement, la simulation séquentielle converge un peu plus
vite. Dans la simulation parallèle, toutes les composantes évoluent en même temps ou n’évoluent
pas du tout, contrairement à la simulation séquentielle où, en ne considérant qu’une composante,
le vecteur évolue à chaque acceptation d’une composante.
Inversement, la simulation parallèle a souvent besoin de moins de temps de calcul par itération
car il suffit d’évaluer globalement une probabilité d’acceptation δglobal et non un δi par composante,
soit un nombre total de I probabilités d’acceptation par itération.
Le choix doit être fait au cas par cas, considérant la convergence souhaitée, le temps de calcul
à investir, l’espace (voire les espaces) des paramètres, l’informativité des lois a priori et cetera.
Structure et échantillonneur de Gibbs
Un des concepts les plus attrayants pour l’échantillonnage est la structure de Gibbs[xv]
([3, Sects. 11.3 et 11.8]). Elle permet de passer du problème d’échantillonnage d’une loi
compliquée (e.g. la loi a posteriori totale) à une succession de sous-problèmes d’échan-
tillonnage de lois plus simples. Il s’agit là des lois a posteriori conditionnelles pour
chacun des paramètres ou pour des groupes de paramètres pour lesquels il est « facile »
d’échantillonner. (Notons que le terme « facile » est subjectif et extensible . . .)
La simplification de l’échantillonnage global à des échantillonnages locaux est encore
une fois renforcée par la structure hiérarchique s’il y en a une. Souvenons-nous que la jus-
tification d’un modèle hiérarchique bayésien (Sect. 2.7) est l’indépendance conditionnelle
des paramètres (Sect. 2.7.2). Si le vecteur de paramètres θ est composé de paramètres de
plusieurs niveaux hiérarchiques, la loi a posteriori conditionnelle pour un paramètre du
niveau n ne dépendra que des niveaux n− 1 et n + 1. Nous nous retrouvons donc sou-
vent avec des lois a posteriori conditionnelles avec un faible nombre de dépendances qui
sont plus faciles à exprimer et échantillonner.
Si pour tout n, les lois a priori sont conjuguées par les vraisemblances correspon-
dantes, on parle également d’échantillonneur de Gibbs [3, Sect. 11.5]. Si θ = [θ1, . . . , θN ]
est le vecteur des paramètres et Y les données, les lois a posteriori conditionnelles
s’écrivent p(θn | Y, θ1, . . . , θn−1, θn+1, . . . , θN) pour n = 1, . . . , N. Comme l’échantillon-
neur de Gibbs est intégré à l’intérieur d’une chaîne de Markov, le conditionnement se fait
par les dernières valeurs connues des paramètres. À l’itération (k), l’échantillonnage du
paramètre θn se fait donc sous la loi
p
(
θn | Y, θ(k)1 , . . . , θ(k)n−1, θ(k−1)n+1 , . . . , θ(k−1)N
)
.
L’échantillonnage pour les paramètres dont les lois sont conjuguées est facile à faire.
Comme la plupart des logiciels permettant de faire du calcul algorithmique disposent
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d’échantillonneurs classiques, il suffit de mettre à jour à chaque itération les paramètres
des lois a posteriori conditionnelles et d’échantillonner sous ces lois. Le cas où il n’y a pas
de conjugaison pour une partie des paramètres est étudié dans le paragraphe suivant.
Remarque 〈2.36〉 (Convergence) Sous des conditions générales, la loi échantillonnée à l’aide
des échantillonneurs de Metropolis-Hastings et de Gibbs converge vers la loi cible. Nous référons
le lecteur à [3, Sect. 11.4] pour plus de détails.
Gibbs hybride
L’échantillonneur de Gibbs, tel qu’il est présenté dans la sous-section précédente,
fonctionne avec des lois conjuguées. Cependant, que faire quand la loi a posteriori n’a
pas de forme usuelle pour laquelle existent des générateurs d’échantillons, quand la loi
a priori n’est pas conjuguée par la vraisemblance associée [3, Sect. 11.5] ?
Nous avons introduit précédemment l’algorithme de Metropolis-Hastings qui per-
met d’échantillonner sous une loi cible. Au lieu d’intégrer une étape d’échantillonnage
explicite, nous intégrons pour les paramètres concernés une étape de MH (avec la loi
de proposition que l’on souhaite) pour proposer des échantillons, c’est-à-dire un tirage
aléatoire sous la loi cible (et non tout une boucle MH). Nous appelons l’intégration d’une
étape MH (ou d’autres moyens d’échantillonner une loi a posteriori conditionnelle non
usuelle) dans un cycle de Gibbs par le terme Gibbs hybride.
Remarque 〈2.37〉 (Structure de Gibbs et Metropolis-Hastings) L’ouvrage [3] indique ex-
plicitement dans la Sect. 11.4 (contrairement à beaucoup d’ouvrages sur le sujet d’ailleurs) que la
loi de proposition d’un algorithme de Metropolis-Hastings peut dépendre de l’itération courante.
Il en donne d’ailleurs un exemple en précisant que le noyau gaussien d’une Marche Aléatoire
peut varier suivant les propriétés de convergence de l’échantillonnage actuel, voir Sect. 11.9 de la
référence.
Ainsi, on peut relier la structure de Gibbs à l’échantillonneur de Metropolis-Hastings : chaque
itération (k) consiste en N étapes, N étant le nombre de paramètres. À l’étape n, la structure
de Gibbs permet d’échantillonner uniquement le candidat θpn pour la nème entrée du vecteur de





θn | θ(k)1 , . . . , θ(k)n−1, θ(k−1)n+1 , . . . , θ(k−1)N
)
.
La mise à jour s’effectue uniquement au niveau de la nème entrée du vecteur.
Si on peut échantillonner la loi a posteriori conditionnelle grâce à une conjugaison de loi,
c’est cette dernière qui fera office de loi de proposition :
pi
(




θn | Y, θ(k)1 , . . . , θ(k)n−1, θ(k−1)n+1 , . . . , θ(k−1)N
)
.
On effectue un échantillonnage explicite car dans Éqn. (2.40) le rapport se simplifie à 1, synonyme
d’acceptation systématique du nouvel échantillon. La loi de proposition propose donc le nouvel
échantillon ; voir Sect. 11.5 de la référence en question.
Dans le cas contraire, on effectue une étape de Metropolis-Hastings comme décrit précédem-
ment.
On a alors le dégradé suivant :
– Toutes les lois de proposition sont des lois a posteriori conditionnelles issues d’une conju-
gaison. Dans ce cas, on se retrouve avec un échantillonneur de Gibbs.
– Certaines lois de proposition sont des lois a posteriori conditionnelles issues d’une conju-
gaison, d’autres ne le sont pas. C’est ce que l’on appelle l’échantillonneur de Gibbs hybride.
– Aucune loi de proposition est une loi a posteriori conditionnelle issue d’une conjugaison.
En procédant étape par étape à l’intérieur de chaque itération, on se retrouve avec un échan-
tillonneur séquentiel qui effectue des étapes de Metropolis-Hastings pour chaque paramètre.
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Mises en garde quant aux lois a priori impropres
Les distributions a posteriori obtenues incluant une loi a priori impropre sont à trai-
ter avec beaucoup de précaution [48]. En effet, la distribution a posteriori peut ne pas
être intégrable et n’est donc pas une densité de probabilité ! Cela peut créer des effets nu-
mérique inattendus, même si ce n’est pas toujours le cas, comme constatent la référence
ci-dessus ainsi que [32]. Avant de commencer l’inférence, la fonction résultante est donc
toujours à étudier et son intégrabilité à vérifier. Alors que la démonstration du caractère
propre d’une loi peut être facile dans des cas simples, elle est souvent analytiquement
infaisable pour des modèles plus compliqués. Certains auteurs ont le réflexe de vouloir
approcher la fonction candidate par des calculs numériques, notamment de l’échantillon-
nage stochastique. Pour la démonstration, ils tirent des échantillons selon une fonction
qui n’est peut-être pas une distribution. Malgré des résultats pratiques « satisfaisants »,
la preuve théorique échoue éventuellement et ne peut donc mener à une conclusion par
rapport à l’intégrabilité de la fonction.
Dans [39], les auteurs se trouvent dans la situation suivante : un modèle à effet mixte,
incluant un certain nombre de paramètres, est proposé afin de modéliser un phénomène.
Toutes les lois a priori sont impropres, la vraisemblance est gaussienne. Par des calculs
simples, on montre que toutes les lois a posteriori conditionnelles sont propres. À ce
moment, on peut avoir envie de croire que, vu le caractère propre de toutes les condition-
nelles, la distribution a posteriori totale doit l’être aussi. Hélas, ce n’est pas le cas puisqu’ils
montrent par des calculs analytiques le caractère impropre de la loi a posteriori .
Dans nos évaluations algorithmiques, nous avons également constaté que, lorsque
nous utilisions des lois a priori impropres pour les paramètres, certaines estimations
conjointes des paramètres consistaient en des valeurs aberrantes comme par exemple une
concentration protéique de 1030 ng/m`, i.e. une concentration de 1 billiard de tonnes par
milli-litre. Cependant, nous n’obtenions pas systématiquement ce résultat aberrant : une
réévaluation apportait un résultat plus proche de la réalité. La programmation ne mon-
trait pas de défaut, et l’analyse des chaînes MCMC dans les cas « normaux » ne montrait
aucune anomalie. Celles associées aux valeurs aberrantes montraient un saut soudain à
des valeurs extrêmes pour les paramètres modélisés par une loi impropre, autorisant a
priori toute valeur réelle. Nous avons alors substitué les lois impropres par des lois va-
guement informatives, i.e. des lois normales avec une précision proche de 0 et une loi
gamma avec les paramètres de forme α proche de 0 et d’échelle β très grand. L’introduc-
tion des lois propres a permis de supprimer les valeurs extrêmes et aberrantes, depuis ce
changement toutes les estimations sont « raisonnables ».
2.9.2 Bayésien Variationnel
Les algorithmes d’échantillonnage approchent empiriquement des lois avec des ti-
rages aléatoires, les lois pouvant être déduites par les histogrammes correspondants.
Avec un nombre suffisamment grand d’échantillons, l’histogramme converge vers la loi a
posteriori ciblée. Les méthodes bayésiennes variationnelles cependant fournissent une
expression analytique de l’approximation de la loi a posteriori jointe sous forme de pro-
duit de lois a posteriori marginales :





Cette écriture force une indépendance a posteriori des sous-ensemble de paramètres
θ1, . . . , θn. La meilleure approximation est trouvée en minimisant la divergence de Kull-
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back-Leibler entre l’approximation de l’a posteriori par lois marginales et la loi a poste-
riori :
pˆ(θ | Y) = argmin
p˜(θ|Y)
KL (p˜(θ | Y)‖p(θ | Y)) ,
où pˆ dénote la distribution estimée. Tout en étant la meilleure approximation au sens
de la divergence de Kullback-Leibler, cette distribution n’est pas et ne converge pas vers
l’a posteriori . Ensuite, les calculs « classiques » peuvent être appliqués à partir de cette
distribution : estimateurs divers, approximation de Laplace dans le contexte du choix de
modèle (voir [49]), échantillonnage de la loi et intégration avec des algorithmes de type
Monte Carlo.
Cependant, nous n’utilisons pas le bayésien variationnel dans cette thèse au profit
des approches d’échantillonnage stochastique, conceptuellement mieux adaptées à notre
problème car ces dernières nous permettent l’accès aux estimées autres que le maximum
et aux interactions entre les paramètres à travers la loi a posteriori .
Une introduction aux méthodes bayésiennes variationnelles peut être trouvée dans
[50]. Des extensions à une nouvelle approche bayésienne variationnelle sont décrites dans
[51, 52], des exemples dans la littérature se trouvent par exemple dans [53–55].
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3 MODÉLISATION PHYSIQUE & PROBABILISTE
Le processus d’acquisition d’une donnée en protéomique clinique pour l’estimation
de la concentration de P protéines commence par l’extraction du liquide porteur (urine,
sang, . . .) et se termine par la fourniture d’un signal. Entre ces deux extrémités, l’échan-
tillon biologique subit une cascade de processus, illustrée sur la Fig. 3.1. Cette chaîne ana-
lytique n’est pas spécifique à un seul instrument, comme nous le présenterons ci-dessous :
le spectromètre de masse peut donner par exemple une sortie en deux dimensions qui
balaie toutes les masses (« Full-Mass-Spectrometry », « Full-MS ») ou il peut fournir des
successions de signaux mono-dimensionnels pour des masses pré-sélectionnées (« Selec-
ted Reaction Monitoring », « SRM »). Quel que soit l’instrument considéré, la structure en
cascade nous permettra de proposer un modèle hiérarchique de l’acquisition [1], [117].
Les modèles physique et probabiliste d’acquisition d’une sortie de la chaîne analytique
sont l’objet de ce chapitre.
3.1 Préparation de l’échantillon biologique
Afin d’obtenir des échantillons « injectables » dans l’instrument considéré, les échan-
tillons « bruts » doivent être préparés. C’est dans ces étapes de préparation que l’on
trouve beaucoup de sources de variabilité que l’on va schématiser par la suite. Cette
variabilité se traduira par un gain sur les protéines, ψ ∈ RP×P+ . Il s’agit d’une matrice
diagonale qui a comme entrée [ψ]pp = ψp la valeur du gain subi par la concentration de
la protéine p.
3.1.1 Prélèvement des échantillons
L’échantillon biologique dans cette thèse est prélevé sous forme de sang. (D’autres
protocoles prévoient des prélèvements d’autres fluides comme la salive, les muqueuses,
l’urine, la transpiration, et cetera). Afin de séparer le sérum, contenant notamment les
protéines, des globules rouges et des globules blancs, une étape de centrifugation est
entreprise. À la fin de celle-ci, l’échantillon de sérum est aliquoté et congelé.
3.1.2 Réduction de la complexité de l’échantillon
D’après les dernières statistiques de l’HUPO (Human Proteime Organisation) [56], le
plasma humain contient jusqu’au moins trois mille protéines. Parmi cette quantité, il n’y
a qu’une infime partie que nous cherchons à étudier, cf. Fig. 1.3. Ces quelques protéines
cibles ne sont généralement pas majoritaires : rappelons que 97% du contenu du plasma
est constitué d’une vingtaine de protéines seulement, les quelques 2980 autres se parta-
geant les trois pour-cent restants ! Mais certaines de ces protéines de basse concentration
sont très importantes pour le diagnostic de maladies, comme par exemple l’Amyloid, ou
plus précisément son peptide Amyloid bêta, pour la maladie d’Alzheimer [57].
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Fig. 3.1 Schéma de la chaîne d’analyse.
3.1.3 Capture par affinité
L’étape de capture par affinité ↓1 consiste à rehausser la concentration des protéines
cibles par rapport aux autres protéines. Son fonctionnement est schématisé dans la Fig. 3.2.
Pour cela, des anticorps biotinylés spécifiques sont ajoutés au mélange. Uniquement
les protéines cibles se collent à ces anticorps, les autres ne trouvant pas de partenaire.
Ces couples sont ensuite capturés par des billes magnétiques auxquelles les biotines ré-
agissent : elles sont attirées. Dans le mélange se trouvent alors des protéines cibles accro-
chées à des billes magnétiques et d’autres protéines non cibles. En passant sur un aimant,
les billes magnétiques sont fixées, les autres éléments sont libres. Nous pouvons alors
laver le mélange ce qui permet d’éliminer les autres protéines. Notre mélange est ainsi
purifié et ne contient plus que les protéines cibles accrochées aux billes. Les protéines sont
ensuite séparées de leurs anticorps, puis un deuxième passage sur un aimant élimine les
billes. Ainsi, le mélange est décomplexifié et est censé ne plus contenir que les protéines
cibles.
3.1.4 Marquage isotopique
On peut s’intéresser à une protéine qualitativement ou quantitativement. Dans le pre-
mier cas, on pose la question : est-ce qu’une protéine donnée est présente ou absente sous
des conditions spécifiées ? Ces méthodes permettent par exemple l’identification de pro-
téines. Dans le cas que nous proposons de regarder, nous voulons connaître la quantité
des protéines, leur concentration. La réponse serait simple si le système était stable d’une
expérience à l’autre. Hélas, les variations sont grandes. Pour contourner ce problème, il
existe des méthodes de calibrage interne. Les méthodes de type « marquage isotopique »
consistent à marquer les protéines d’intérêt à l’aide de molécules alourdies et d’analyser
conjointement le mélange « marqué + natif ». Par rapport aux molécules natives, certains
atomes comme l’azote, le carbone ou l’oxygène sont substitués par des atomes isoto-
1. Cette étape est utilisée dans la chaîne d’analyse de nos collègues de l’Institut de Recherches en Tech-
nologies et Sciences pour le Vivant au CEA Grenoble.
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Fig. 3.2 Stratégie d’immuno-capture de la protéine NSE [58].
piquement alourdis dans les molécules marquées. Elles ont alors les mêmes propriétés
physico-chimique, mais une masse différente. Le standard, i.e. l’ensemble des molécules
marquées, subit donc de manière analogue les étapes de la chaîne d’analyse comme la di-
gestion (si ajouté auparavant dans le mélange) ou la séparation chromatographique, mais
elles sont séparées lors de l’analyse de masse. Cela veut dire que nous retrouvons pour
le couple marqué/natif deux mêmes signaux chromatographiques (même forme, même
position sur l’axe chromatographique) à des amplitudes correspondant à leur concen-
trations respectives, mais à des positions sur l’axe masse différentes, comme l’illustre la
Fig. 3.7 (page 50) pour des données « Full-MS » et la Fig. 3.3 (page 46) pour des données
« SRM ». Ainsi, on peut relier l’intensité du signal de la molécule marquée à sa concen-
tration connue et l’intensité du signal de la molécule native à sa concentration inconnue.
Parmi les méthodes de marquage isotopique utilisées fréquemment en protéomique,
nous allons nous concentrer sur deux : le marquage PSAQ au niveau de la protéine, et le
marquage AQUA au niveau du peptide. La différence est au niveau de la technologie de
synthèse. Les peptides peuvent être synthétisés atome par atome, ce qui n’est pas le cas
des protéines qui sont produites par des mécanismes cellulaires plus complexes. D’autres
standards sont présentés dans [59].
Protein Standard Absolute Quantification (PSAQ)
Pour qu’une molécule marquée soit efficace par rapport à la quantification protéique,
elle doit subir le plus d’étapes possible de la chaîne d’analyse conjointement à la molé-
cule cible. Autrement dit, plus le standard est ajouté tôt, plus les rendements et gains
peuvent être pris en compte lors de la quantification. La méthode de marquage PSAQ
(Protein Standard Absolute Quantification) [59] propose l’adjonction de protéines stan-
dards à concentration x∗ connue dans l’échantillon biologique. Ainsi, les PSAQ subissent
toutes les modifications, pertes, tous les gains, rendements et passent par toute la chaîne
analytique. Nous pouvons déduire directement des informations sur la concentration des
protéines.
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Fig. 3.3 Stratégie d’analyse quantitative de peptide. On ajoute aux molécules natives
(« No labeling ! ») le standard interne (« Internal standards »), ici des peptides mar-
qués isotopiquement. En sortie, on obtient un signal pour les molécules natives, et un
deuxième signal pour les molécules standards. Figure issue de [60].
Absolute Quantification (AQUA)
Une autre méthode, moins chère, est la fabrication de peptides alourdis. En effet, ceux-
ci peuvent être rajoutés à l’échantillon biologique relativement tôt, mais ne calibrent les
gains et rendement qu’à partir du niveau peptides. Donc, nous ne pouvons surveiller de
manière interne le gain entre protéines et peptides.
Comment accéder alors aux gains au-dessus des peptides ? Pour cela, nous suppo-
sons qu’entre les acquisitions issues d’une même préparation, ces gains ne fluctuent pas.
Ensuite, les données acquises à un jour donné sont accompagnées de données dites de
« Contrôle de Qualité ». Il s’agit d’un échantillon similaire à ceux que l’on veut analyser,
mais avec une concentration native connue. C’est de celui-ci dont nous nous servirons
pour calibrer les gains de préparation et de digestion.
3.1.5 Colonne de digestion
Les protéines étant des molécules trop complexes pour être directement analysées
en spectrométrie de masse, celles-ci sont classiquement fragmentées en peptides par un
processus de digestion préalable. La digestion par trypsine est réalisée après les acides
aminés R (arginine) ou K (lysine) et produit donc des peptides aux séquences en acides
aminés bien déterminées.
Il est possible qu’une protéine donne plusieurs fois le même peptide, et plusieurs pro-
téines peuvent produire un peptide identique. On parle dans ce cas de peptides partagés.
Si un peptide est unique à une protéine donnée dans le protéome considéré, on parle de
peptide protéotypique.
Soit dip ∈ N0 le nombre de peptides i générés par une protéine indicée par p. Ainsi,






la somme des concentrations des protéines xp pondérées par le gain de préparation ψp et
le gain de digestion dip.





i,p ∈ NI×P0 avec i = 1, . . . , I, p = 1, . . . , P est la matrice des gains de digestion.
Ainsi, le vecteur des quantités de peptides κ est donné par
κ = Dψx (3.2)
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Fig. 3.4 Principe de la digestion par la trypsine. Chaque cercle représente un acide aminé.
La trypsine coupe après la lysine et l’arginine. La proportion de coupes effectuées par
coupes possibles est représentative de l’efficacité de la digestion qui dépend de plusieurs
facteurs. Figure fournie par le Laboratoire d’Étude de la Dynamique des Protéomes, iRTSV,










correspondant au produit de la matrice de digestion D avec la concentration des pro-
téines cibles x après application du gain ψ. Cette modélisation permet de passer de la
quantité des protéines en entrée de la chaîne d’analyse à la quantité des peptides à la fin
des étapes de préparation.
La digestion peut avoir deux facteurs de bruit : un bruit additif, noté εκ, et un bruit
multiplicatif. Ce dernier, noté χi ∈ R+, traduit l’efficacité de la digestion pour le peptide
i. On regroupe ces rendements de digestion dans la matrice diagonale χ ∈ [0, 1]I×I =
diag([χ1, . . . , χI ]).
Enfin, le modèle retenu pour la digestion est
κ = (χDψ)x+ εκ (3.3)
Détaillons l’aspect « rendement de digestion ». Le processus de digestion est sujet à
une cinétique de réaction [61] : la digestion n’est pas instantanée, il faut du temps pour
que la quantité de trypsine injectée découpe les protéines. Cependant, elle n’est pas la
même pour tous les peptides, et n’a pas les mêmes comportements asymptotiques : il
y a des cinétiques complètes et rapides (i.e. la digestion est considérée complète après
très peu de temps), des cinétiques complètes mais lentes, des cinétiques incomplètes.
D’autre part, la stabilité des peptides obtenus dans la solution est un facteur ayant une
conséquence sur la quantité des peptides à l’issue de l’étape de digestion. Cette stabi-
lité peut être perturbée par plusieurs raisons (par exemple une interaction avec d’autres
molécules) qui ne dépendent strictu sensu du phénomène enzymatique de digestion de
protéines en peptides. Ainsi, sur la Fig. 3.5, [62], on observe pour différents temps de
digestion l’aire du signal SRM pour plusieurs peptides.
La cinétique varie non seulement suivant le temps de digestion, mais également en
fonction de la température ϑ du mélange, et en fonction du pH du solvant.
Pour faciliter la compréhension, nous nous servons de l’exemple simple suivant.
Exemple 〈3.1〉 Considérons le cas simple de la digestion d’une protéine, 1 2 , en deux peptides,
peptide 1 et peptide 2 . Pour plus de simplicité, le gain de préparation vaut ψ = 1. La digestion
est censée séparer les deux peptides ; autrement dit, 1 2 −→ 1 + 2 .
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Fig. 3.5 Cinétiques de digestion observées en suivant l’évolution de l’aire sous la courbe
chromatographique. Figures issues de [62].
(a) complète et rapide (b) complète et lent (c) incomplète
(d) en cloche lente (e) en cloche rapide (f) disparition complète
Nous pouvons donc modéliser la digestion comme le résultat d’une partie « digestion com-
plète » plus une partie « digestion incomplète » ; en symboles 1 2 −→ χ1 1 + χ2 2 + χ12 1 2
avec χi = χi(tdig, ϑ, pH) ∈ [0, 1] pour i ∈ {1, 2, 12}.
Les molécules 1 et 2 sont appelées molécules monopeptidiques tandis que 1 2 est une
molécule polypeptidique. Une propriété importante est celle de la conservation de la quantité : le
nombre de peptides avant la digestion (i.e. non décomposé dans les protéines) est égal au nombre
de peptides après l’étape de digestion. Dans l’exemple ci-dessus, nous avons alors que χ1 = χ2 =
1 − χ12. Cette relation se complique dramatiquement dès que nous considérons une protéine à
trois peptides ou plus. Dans les expériences utilisant le mode SRM, nous ne nous intéressons
classiquement qu’aux monopeptides.
Suite à ces observations, nous définissons le nombre de peptides I comme la somme du nombre
des monopeptides Imono et des polypeptides Ipoly. Dans l’exemple ci-dessus, nous avons I = 2 +
1 = 3.
Pour la modélisation de la digestion, chaque polypeptide doit être décrit dans la matrice D.
Ainsi, le vecteur des quantités peptidiques contient également Imono + Ipoly entrées.
Finalement, nous écrirons les rendements de digestion χi pour i = 1, . . . , Imono + Ipoly dans
un vecteur χ ∈ [0, 1]I . Pour reprendre l’exemple précédent, χ = [χ1, χ2, χ12]T.
Remarque 〈3.2〉 Les rendements de digestion peuvent être calculés en utilisant la base de don-
nées PeptideCutter [107], [63, 64].
3.1.6 Fractionnement peptidique
Le but du fractionnement est de dessaler et concentrer les peptides ce qui réduit la
complexité de l’échantillon. Cette étape qui fait partie du protocole expérimental de l’ac-
quisition des données SRM a l’intérêt d’être peu coûteuse et peu risquée par rapport à
une purification de protéines où le risque de co-élimination avec l’albumine subsiste.
Afin de fractionner, l’échantillon est injecté dans un tube contenant une surface en
résine. Une solution à un pH précis est ajoutée ensuite pour la réalisation de la pre-
mière fraction. Après élution complète de cette solution, l’échantillon est fractionné une
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Fig. 3.6 Stratégie du fractionnement peptidique. Illustration issue de [62].
deuxième fois avec une solution à un pH différent, et il en est de même pour réaliser une
troisième fraction. Ce fractionnement peut se faire suivant un protocole automatisé (10
minutes) ou manuel (45 minutes).
3.2 Chromatographie liquide
Le but d’une colonne de chromatographie[xvi] est de séparer les composantes d’un
mélange suivant différentes propriétés d’affinité. Dans notre application, nous séparons
les peptides. Les peptides sont ensuite caractérisés par leur temps d’élution ou temps de
rétention, noté τi pour le peptide i : toutes les molécules ayant le même temps de rétention
ont la même propriété chromatographique et sont donc du même type.
Le débit moléculaire ci(t) d’un peptide i en entrée de la colonne de chromatographie
se modélise donc idéalement sous forme d’un Dirac[xvii] : ci(t) ∝ δ(t− τi) où τi est le temps
d’élution du peptide. Cependant, en sortie on peut voir une déformation de ce Dirac
dû à la réponse de l’instrument, voir par exemple Fig. 3.7. Nous l’approchons par une
gaussienne centrée en τi, sa largeur étant déterminée par son inverse variance notée λi
[1, Sect. 2.2] :
Ci(t; τi, λi) = N (t; τi, λi). (3.4)
Remarque 〈3.3〉 (Discrétisation) Soit TeC le temps d’échantillonnage du signal chromatogra-
phique. Nous notons Ci[n] = Ci(nTeC ; τi, λi) le profil chromatographique Ci du peptide i échan-
tillonné au point n.
Remarque 〈3.4〉 (Justification de la Gaussienne) La littérature concernant la forme d’un pic
chromatographique est vaste et le choix du modèle adéquat est une tâche très difficile. Nous avons
choisi d’approcher la forme par une gaussienne, même si ce choix ne limite pas la méthode que nous
présenterons dans le suite. En effet, d’autres formes peuvent être utilisées quasiment ad hoc.
Les causes de l’asymétrie, de queues lourdes ou d’autres phénomènes déformant le pic sont
variées puisqu’il s’agit d’une représentation du temps d’arrivée d’un groupe de molécules. Ces
dernières ne voyagent pas à la même vitesse et n’ont pas parcouru précisément la même distance
dans la colonne chromatographique. Les ouvrages [65, 66] proposent l’utilisation d’équations diffé-
rentielles pour décrire la propagation des molécules dans une colonne de chromatographie liquide.
L’utilisation de modèles inadaptés peut avoir deux conséquences majeures : une détermination
erronée de la position du pic chromatographique et de la quantité. La référence [67] montre ces
deux effets — certes, modérés mais présents — en comparant des formes gaussiennes.
Il est important de voir que les mesures (de quantité, de position, . . .) que nous entreprenons
se font conjointement à une molécule calibrante. Ainsi, les deux conséquences sont atténuées,
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Fig. 3.7 Visualisation d’un extrait de spectre LC-MS [1] où on voit bien le caractère gaus-







comme par exemple une mauvaise évaluation de la position du pic. En effet, en sélectionnant une
mauvaise position on commet propotionnellement « la même erreur » pour le pic de la molécule
native et celui de la marquée si la forme des deux réponses est la même, et le rapport reste le même.
Ensuite, la forme gaussienne peut être facilement et rapidement mise en place dans nos dé-
veloppements. Elle nous permet d’accélérer certains calculs par des fonctions proposées dans les
boîtes à outils. Les inconvénients sont petits et les erreurs de quantification négligeables devant le
gain calculatoire, comme le montre [118].
Remarque 〈3.5〉 L’instrument utilisé pour les données LC-Full-MS fonctionne en mode gra-
dient. Dans ce mode, chaque pic chromatographique d’un peptide a la même largeur λC . Dans
d’autres modes, ce n’est pas forcément le cas, voir aussi [1, Sect. 2.2].
La largeur des pics est réputée stable d’une expérience à l’autre. Nous trouvons un com-
portement contraire concernant les temps de rétention : des variations relativement fortes, de
l’ordre d’une minute, peuvent être observées. En effet, des phénomènes de saturation de la colonne
peuvent déformer les pics et entraîner un décalage sur le temps de rétention moyen.
3.3 Ionisation par électro-nébulisation
Le spectromètre de masse utilisé transforme un courant électrique issu d’un gaz d’ions
en signal. Or, les peptides à la sortie de la colonne de chromatographie sont en phase li-
quide. Pour produire les ions qui seront injectés dans le spectromètre de masse, plusieurs
méthodes existent et d’autres sont toujours en élaboration. Celle qui est utilisée ici pour
la fourniture des données est l’électro-nébulisation. Sa modélisation est décrite dans [1,
Sect. 2.3].
Le principe est de former et de charger de fines gouttelettes à partir du liquide, sous
l’action d’un champ électrique appliqué entre l’aiguille de sortie de la colonne de chroma-
tographie et le spectromètre de masse. Le liquide s’évapore alors, libérant les molécules
qui sont injectées ensuite dans le spectromètre.
3.4 Spectrométrie de masse
Un spectromètre de masse est un appareil qui prend en entrée une certaine quantité
de matière et fournit en sortie un spectre donnant la quantité de molécules en fonction de
leur rapport masse sur charge. Le spectromètre agit en deux temps : stockage et lecture.
Nous nous intéresserons davantage à la deuxième phase. La modélisation d’un spectro-
mètre enregistrant le temps de vol d’ions est décrite dans [1, Sect. 2.4].
Ce qui suit dans cette section exposera le fonctionnement et le modèle des deux spec-
tromètres de masse considérés dans cette thèse : un spectromètre type « Full-MS » [118],
puis un spectromètre type « SRM » [117].
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3.4.1 « Full-Mass-Spectrometry »
Pour devenir un ion, un peptide i peut être chargé une ou plusieurs fois. Le nombre
de charges j modifie le temps de vol du peptide : un peptide j fois chargé est éjecté j
fois plus vite. Ainsi, si le temps de vol du peptide chargé une fois correspond à la masse
de m Da, le temps de vol d’un même peptide chargé j fois se situe à la position m/j Da.
Ainsi, nous avons un mélange de fonctions de pic aux positions m/j Da dont l’intensité
est donnée par la proportion piij pour le peptide i de porter j charges.
La masse d’un ion dépend notamment de son noyau atomique. Le spectromètre de
masse étant assez précis et sensible pour détecter des différences de masse très faibles,
nous pouvons distinguer sur le signal deux isotopes d’un même ion précurseur. Cette
différence de masse est induite par le nombre de neutrons supplémentaires portés. La
masse d’un neutron vaut à peu près 1 Da. Ainsi, idéalement le rapport masse sur charge
détecté est un mélange de fonctions de pic aux positions correspondant aux masses. La
hauteur de chaque pic est donnée par la proportion pi′ijk qu’un peptide i à j charges ait
k neutrons supplémentaires. Cet ensemble de pics représentant un même peptide est
appelé massif isotopique.
Le nombre de charges intervient de manière inversement proportionnelle dans la
transformation
masse ↔ temps de vol [1, Par. 2.4.3.2]. Les massifs des ions avec j charges se trouvent
à 1/j fois la masse du peptide considéré.
Les temps de vol d’ions du même type diffèrent légèrement malgré les mêmes condi-
tions de départ. Ceci est dû aux champs électriques parasites engendrés par les ions
même qui créent des perturbations, mais évidemment aussi aux pertes par neutralisa-
tion. Considérant ce processus comme aléatoire, nous attribuons au temps de vol réel tζvol
de l’ion ζ une distribution normale centrée autour du temps de vol théorique Tζvol et avec
une largeur λS . Cette dernière peut dépendre de l’ion, mais les observations dont nous
disposons montrent que l’instrument utilisé est relativement stable par rapport à cette
variable. Nous la considérons indépendante de l’ion mesuré.
La densité de probabilité hi du temps de vol tivol d’un peptide i se décompose fi-
nalement en un mélange de gaussiennes suivant les masses et les charges possibles du











ijkN (tivol; Tijkvol, λS ). (3.5)
Ayant un nombre suffisant d’événements, nous pouvons modéliser le profil spectro-
métrique comme étant proportionnel au mélange de distributions normales que nous
venons de déduire. Nous définissonsSijk(t) = N (t; Tijkvol, λS ).
On note TeS le temps d’échantillonnage du signal spectrométrique et T
e
C le temps
d’échantillonnage du flux des peptides. Pour exploiter efficacement le signal, on l’orga-
nise sous forme d’image, avec un axe représentant les informations spectrométriques,
l’autre axe représentant l’information chromatographique [1, Sect. 2.5.2]. Plus précisé-
ment, nous changeons le temps d’échantillonnage spectrométrique par la période
d’échantillonnage en masse MeS puisqu’il y a dualité entre le temps de vol et le rapport
masse sur charge, comme nous l’avons évoqué précédemment.
Remarque 〈3.6〉 (Notations) On note m0S définissant la première masse échantillonnée. Nous
écrivons hi[m] = hi(m0S + mM
e
S ) la fonction hi discrétisée à l’indice de masse m. De la même
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Avec les notations précédentes, la sortie modèle du système pour le peptide i, l’indice
de masse m et l’indice de temps de rétention chromatographique n devient
Mi[m, n] = κiξiCi[n]hi[m], (3.6)
où la variable ξi incorpore tous les gains que le peptide i a subi, représentant ainsi le
produit des gains de préparation, de digestion et d’ionisation. Il est appelé gain du sys-
tème. La matrice Mi = (Mi[m, n])m,n avec m = 1, . . . , NS et n = 1, . . . , NC est la matrice
modèle du flux du peptide i.
C’est en effet cette dernière matrice qui modélise nos observations et qui correspond
au signal modèle chromato-spectrométrique non bruité sous forme d’image. Les mesures










































où Sijk = Sijk[1 : NS ] est le vecteur du profil spectrométrique de l’ion (i, j, k) et Ci =
Ci[1 : NC ] le vecteur du profil chromatographique du peptide i.
















Chaque point de mesure M[m, n] est perturbé par un bruit B[m, n]. Ce bruit peut avoir
plusieurs causes. Il peut provenir d’une erreur instrumentale, d’une imperfection de la
mesure, mais aussi de la modélisation. Suite aux connaissances que nous avons sur ce
bruit, nous choisissons un bruit blanc gaussien centré de moyenne nulle et d’inverse
variance γ : B[m, n] ∼ N (B[m, n]; 0, γ).
L’observation Y[m, n] s’écrit donc comme somme de la sortie modèle M[m, n] et d’un
terme de bruit B[m, n]. Nous concluons avec l’écriture matricielle de l’observation qui est
donnée par
Y = M+ B. (3.9)
Modèle d’une sortie LC-Full-MS avec marquage PSAQ
Dans les développements qui suivent pour cet instrument, nous utilisons la méthode
PSAQ. L’échantillon à étudier est alors constitué de l’échantillon biologique enrichi du
standard PSAQ. Les instruments fournissent alors un signal joint qui contient le signal
du marqué et le signal du natif : l’observation finale Y peut être écrite comme la somme
du signal du natif, M, et du signal du marqué, M∗, perturbé par un bruit blanc gaussien
B centré de moyenne nulle et d’inverse variance γ :
Y = M+M∗ + B. (3.10)
52
3.4. SPECTROMÉTRIE DE MASSE
Fig. 3.8 Réalisation d’un spectre LC-MS de la protéine NSE sur un spectromètre de masse
de type trappe ionique du laboratoire EDyP de l’iRTSV/CEA Grenoble. Les peptides is-
sus de la protéine d’intérêt sont entourés en rouge ; les autres pics sont des contaminants.









Identifions les variables dans l’expression de la sortie modèle qui sont affectées par
le marquage. Les protéines marquées et les protéines natives ont les mêmes propriétés
physico-chimiques. Autrement dit, dans la colonne de chromatographie, elles se com-
portent de la même manière. Le marquage a été introduit afin d’estimer le gain de sys-
tème, le gain du peptide i d’une protéine native et celui du peptide i d’une protéine mar-
quée étant le même. Les protéines marquées isotopiquement diffèrent par leur nombre de
neutrons. Ainsi, les seules variables impactées par le marquage sont finalement la pro-
portion de neutrons supplémentaires pi′ijk 6= pi′∗ijk et la masse des molécules observées.






















































C Ti + B. (3.11)
Nous avons alors déduit un modèle mathématique pour l’observation via un spec-
tromètre de type Full-MS. On peut en visualiser des réalisations dans la Fig. 3.7 et dans
la Fig. 3.8.
Réécriture de la sortie LC-MS
À l’instar de [1, Sect. 4.1], nous voulons écrire la sortie Y comme fonction linéaire des
paramètres κ, κ∗ et ξ. Pour ce faire, vectorisons la mesure Y ∈ RNC×NS pour obtenir
un vecteur y ∈ RNS ·NC . Ceci est fait en concaténant les colonnes les unes aux autres.
Ensuite, en introduisant des matrices H, H∗ et G, éléments de RNS NC×I , nous pouvons
écrire
y = Hκ+H∗κ∗ + B = Gξ + B. (3.12)
Ainsi, la sortie y peut être vue comme somme de deux convolutions linéaires des ob-
jets κ et κ∗, par les matrices réponses H et H∗ respectivement, ou bien comme convolution
linéaire de l’objet ξ par la matrice réponse G, perturbée par un bruit B. Pour la déduction
et les calculs de ces matrices, nous référons le lecteur à l’Ann. A.6.
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Fig. 3.9 Plateforme protéomtique chez l’entreprise bioMérieux à Marcy-l’Étoile : à droite
un chromatographe liquide (Dionex, Ultimate 3000), à gauche un spectromètre de masse
de type triple quadrupole travaillant en mode SRM (ABSciex 5000QT)
3.4.2 « Selected Reaction Monitoring »
Alors que le Full-MS est un mode de balayage qui sélectionne les données lors du
traitement, le mode « Selected Reaction Monitoring » (SRM) cible des masses sélection-
nées, ce choix définissant les molécules à filtrer et à fragmenter. L’instrument utilisé pour
le mode SRM est constitué d’une succession de trois quadrupoles dont le fonctionnement
est le suivant. L’ion précurseur d’un peptide i est isolé et sélectionné dans le premier (Q1)
selon sa masse. Ensuite, il entre dans la chambre de collision (Q2) qui est remplie de gaz
d’azote. La collision avec les molécules de gaz fait que l’ion est fragmenté. Chaque frag-
ment l associé à l’ion i subit alors un gain de fragmentation βl . Le mélange de fragments est
ensuite envoyé dans le troisième quadrupole (Q3) qui est, comme Q1, un filtre de masse :
il ne laisse passer que les fragments ayant une masse prédéfinie. Ce sont eux qui arrivent
au détecteur et qui, de par la décharge électrique, fournissent le signal – appelé trace – de
la transition ion précurseur/fragment. Dans le contexte « modèle », nous désignerons les
transitions par le couple des indices (i, l) ; dans le contexte « protéomique », les transi-
tions sont indiquées par le couple des masses de l’ion précurseur et du fragment associé.
La Fig. 3.10 résume et illustre ce mode.
Par la nature du mode SRM, les L traces sont « peptidotypiques », i.e. chaque trace
est censée ne contenir de l’information que d’un ion seul précurseur issu d’un peptide
donné. Autrement dit, chaque indice de fragment l est associé à un et à un seul indice
de peptide i, et inversement l’ensemble des indices de fragments attachés aux indices de
peptides forme une partition de l’ensemble {1 : L}.
Pour résumer et écrire le modèle final d’une sortie SRM, nous faisons l’équivalence
entre ion précurseur et peptide. Le signal modèle du fragment l enregistré par le détec-
teur qui est associé au peptide i a la forme
ml(t) = βlCi(t; τi, λi)κi. (3.13)
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Fig. 3.10 Principe du mode Selected Reaction Monitoring sur un triple quadrupole. L’ion
précurseur est sélectionné par le premier quadrupole (Q1) servant de filtre de masse.
Il passe ensuite dans la chambre de collision (Q2) où l’ion est fragmenté. Ensuite, un
fragment est sélectionné par le deuxième filtre de masse (Q3). (b) montre la possibilité
d’un monitoring de fragments multiples.
(a) Figure issue de [68]
(b) Figure issue de [69]
Ce signal est perturbé par un bruit blanc gaussien ε l(t;γl) d’inverse variance γl . On re-
marquera que le paramètre du bruit n’est pas global mais attaché à une trace. Entre traces,
les niveaux de bruits peuvent en effet varier.
L’observation que l’on obtient en sortie est une version discrétisée du signal, et on a
pour le fragment l la représentation vectorielle
yl = βlCiκi + bl . (3.14)
Remarque 〈3.7〉 En général, les traces discrétisées d’un même peptide sont de taille identique
puisqu’il s’agit du même contenu peptidique que l’on veut observer. A contrario, les traces de
deux peptides différents ne le sont pas.
Modèle d’une sortie LC-SRM avec marquage AQUA
Dans le cas des données SRM traitées dans cette thèse, le standard interne est le stan-
dard AQUA. Par ce moyen, tous les gains jusqu’à l’étage des peptides peuvent être sur-
veillés facilement puisque les molécules natives et marquées ont les mêmes propriétés
physico-chimiques. Cependant, lors de la présentation des données et des expérimenta-
tions, il nous est apparu que les traces pour les fragments d’un peptide n’ont pas toujours
le même rapport entre amplitudes du natif et du marqué, même si ce phénomène est re-
lativement rare. Le lecteur peut l’observer dans la Fig. 3.11 où le rapport entre les tran-
sitions 515.80/545.30 et 519.80/553.30 (bleu plein et vert pointillé respectivement) n’est
pas le même que pour les autres couples « natif/marqué ». Pour modéliser cela, nous
ajoutons un facteur multiplicatif d’ajustement φ∗l ∈ R+ dans l’expression de la trace mar-
quée.
Le modèle de sortie d’un signal chromato-spectrométrique type SRM est donc donné
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Fig. 3.11 Visualisation d’un spectre SRM d’un peptide GVSEIVQNGK natif (traits pleins),
issu de la protéine L-FABP, et de sa variante marquée (traits pointillés). On voit bien que
les traces ont la forme et la position des pics en commun. Aux bords de l’intervalle de
temps de rétention apparaissent des pics parasites.


















par le jeu d’équations suivant :
κ = χDψx+ εκ, (3.15a)





i C (τi, λi) + b
∗
l , l = 1, . . . , L. (3.15c)
La sortie d’un signal type SRM est représenté dans la Fig. 3.11.
3.5 Modèle hiérarchique de sortie
Même si les instruments que l’on peut utiliser en protéomique sont de physique diffé-
rente et ont donc des paramètres différents, on retrouve une structure hiérarchique com-
mune. En effet, les modèles décrits précédemment – que ce soit pour une acquisition
Full-MS ou SRM – sont des réalisations d’une cascade de processus qui peuvent s’écrire
schématiquement dans un arbre hiérarchique, voir Fig. 3.12. Ceci nous donnera une cer-
taine souplesse dans les développements, dans l’écriture, mais aussi dans la transposition
à d’autres problèmes.
Par rapport aux études menées ici, nous pouvons identifier trois étages pour les pa-
ramètres considérés que nous allons exposer ci-dessous :
Premier étage : protéines. La variable de départ et d’intérêt dans la protéomique quan-
titative est la concentration de protéines x. On verra plus loin dans ce document
que la modélisation hiérarchique permettra de rajouter un étage en amont, corres-
pondant au statut clinique et aux hyperparamètres de la distribution de la concen-
tration.
Deuxième étage : peptides. Cet étage est séparé en deux branches :
1. La quantité de peptides qui est paramétrée par la concentration de protéines
de l’étage précédent. C’est entre ces deux variables que l’on trouvera une dé-
pendance hiérarchique.
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2. Les paramètres instruments qui dépendent de l’appareil choisi. Tel que nous
avons conçu le modèle, il n’y a pas de dépendance a priori entre concentration
d’une protéine et paramètres instruments.
Troisième étage : observations. On associe à cet étage les observations qui dépendent
du deuxième étage entier : il s’agit d’une représentation des peptides acquis, éven-
tuellement en passant par les fragments de peptides, à l’aide de l’instrument choisi.
Ce modèle générique peut ensuite être détaillé pour les modes Full-MS + PSAQ et
SRM + AQUA en identifiant les paramètres instruments comme dans la Fig. 3.13 : les
positions des pics chromatographiques, un paramètre d’inverse variance du bruit de me-
sure, les gains du système pour le premier, les positions et largeurs des pics chromato-
graphiques, les paramètres d’inverse variance de bruit de mesure et les gains des traces.
Chaque modèle comporte également le calibrage : au niveau des protéines pour les ac-
quisitions Full-MS grâce au standard PSAQ ; au niveau des peptides pour les acquisitions
SRM grâce au standard AQUA avec un précalibrage externe pour le passage « protéines/
peptides », appelé étalonnage par les échantillons de Contrôle de Qualité (ou étalonnage CQ).
Les échantillons de Contrôle de Qualité sont généralement préparés dans les mêmes
conditions et en même temps que les échantillons à analyser. Leur concentration pro-
téique étant connue, le calibrage des gains – qui sont les seules inconnues de l’analyse –
est ainsi rendu possible.
Le calibrage externe par CQ du couple de gain de préparation et rendement de diges-
tion peut être contesté. En effet, les gains doivent être supposés stables d’une acquisition
à l’autre pour permettre une réutilisation dans un autre échantillon du même jeu de pré-
paration. Cette stabilité n’est probablement pas toujours satisfaite ; des moyens pour la
surveiller sont en phase de réflexion par les équipes interagissant dans .
Le contre-argument majeur pour notre application de l’étalonnage CQ est la dépen-
dance d’une analyse extérieure à l’échantillon à traiter pour estimer la paramètre d’intérêt
qui est la concentration protéique. L’inversion de la chaîne d’analyse se fait, comme on
le verra, en ne considérant que les signaux de l’échantillon même. Les informations sont
agrégées pour fournir une valeur ↓2 au plus haut niveau possible : celui du peptide. La va-
leur au niveau de la protéine s’obtient ensuite en appliquant une agrégation des valeurs
peptidiques avec des « poids » appris sur les signaux des échantillons CQ, rapportant
ainsi une variabilité du gain des CQ dans l’estimation de la concentration.
Néanmoins, nous utilisons cet étalonnage – avec précaution – à ce stade du dévelop-
pement.
2. Nous préférons le terme « valeur » à « estimation » car l’algorithme que nous développons dans la
suite est un algorithme itératif, proposant des valeurs aléatoires pour chacun des paramètres selon une
distribution de probabilité. L’agrégation des informations peptidiques se fait à chaque itération, avant de
fournir une estimation.
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Fig. 3.13 Graphes acycliques orientés du modèle d’acquisition suivant le mode de spéc-
trométrie de masse utilisé, reprenant le code couleur de Fig. 3.12, un paramètre gris cor-












(b) SRM + AQUA
3.6 Description des données disponibles
La présente section décrit les données simulées et cliniques qui sont à notre disposi-
tion pour l’évaluation de nos développements, présentés dans la suite du document.
Suite à un effectif trop réduit de données réelles en mode Full-MS, nous nous conten-
tons de simulations, l’intérêt d’une approche bayésienne étant démontrée dans [1] et
[118]. Pour les données LC-SRM, nous disposons ensuite de trois jeux de données, dont
deux de données réelles.
3.6.1 Full-MS : données simulées
Selon le modèle LC-Full-MS mis en place, nous simulons la mesure Y de la protéine
Entérotoxine A du Staphylocoque doré (SEA) dont les propriétés et conditions d’acquisi-
tion que nous imitons ont été énumérées dans [1] et [118]. Ces acquisitions ont été réali-
sées sur le projet commun CAPSI avec le laboratoire EDyP (iRTSV, CEA Grenoble) [70].
Comme il s’agit d’une seule protéine, nous ne travaillerons plus avec les vecteurs et les
matrices, mais avec des scalaires. Pour ce qui concerne les caractéristiques stables et non
aléatoires dans notre cadre, voir Tab. 3.1.
En ce qui concerne les paramètres aléatoires, ils ont été simulés de la manière sui-
vante. La concentration du biomarqueur xn suit une loi normale de moyenne m et de
précision γ. Ne suivant qu’un peptide, sa quantité κn suit une loi normale de moyenne
xn et de précision γκ. Ce peptide subit un gain d’ionisation ξn qui suit une loi normale
de moyenne 10 et de précision 10. Le temps de rétention τn est choisi uniformément dans
l’intervalle [τm, τM] = [1628.5, 1668.5] s. Finalement, le niveau de bruit γn est tiré unifor-
mément dans l’intervalle [0.01, 1]. Ainsi, nous pouvons simuler un grand effectif de don-
nées, certaines très perturbées par le bruit de mesure ou par d’autres processus aléatoires,
ce qui permettra d’évaluer efficacement les méthodes pour les données LC-Full-MS.
3.6.2 SRM : données simulées
Pour valider la quantification de protéines à partir de données LC-SRM, nous met-
tons en place des simulations de données SRM selon le modèle présenté auparavant.
Cela nous permet de confronter les valeurs estimées à des valeurs vraies que nous choi-
sissons et maîtrisons. En s’inspirant des données réelles décrites ci-dessous, nous adap-
tons les paramètres de la génération de données pour obtenir un grand jeu d’échantillons
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Tab. 3.1 Caractéristiques de la protéine SEA nécessaires pour la simulation de données
LC-Full-MS.
– protéine
– une protéine native, P = 1
– xn ∼ N (m, γ) où m et γ varient selon le pro-
blème considéré
– une protéine marquée (standard PSAQ)
– peptide
– un peptide, I = 1
– séquence : NVTVQELDLQAR
– précision de digestion Γκ = 1
– masses
– m = 1385.54 Da, m∗ = m + 9 Da
– charges J = 2
– pi1,1 = 0
– pi1,2 = 1
– neutrons K = 0
– pi1,1,0 = 0
– pi1,2,0 = 1
– temps de rétention
– τ ∈ [1628.5, 1668.5] s
– gain d’ionisation
– ξ ∼ N (10, 10)
– observations
– largeur des pics
– spectrométriques : λS = 0.0455−1
– chromatographiques : λC = 14.08−1
– fréquence d’échantillonnage
– spectrométrique : f eS = 1/M
e
S = 1/0.0425
– chromatographique : f eC = 1/T
e
C = 1/3.339
– bruit de mesure
– bruit blanc gaussien de moyenne nulle et de
précision γ
– γ ∼ U ([0.01, 1])
biologiques pour l’évaluation et la validation des développements entrepris dans ce do-
cument.
3.6.3 SRM : données synthétiques
Le jeu de données utilisé pour la validation de la quantification à partir de données
LC-SRM a été acquis par notre partenaire bioMérieux en décembre 2009 sur un spec-
tromètre de masse AB Sciex QT5500 Triple Quadrupole. Il s’agit de données dites de
« linéarité ». Ce jeu de données comporte une gamme de six échantillons de Contrôle de
Qualité, notés CQ0, CQ1, . . ., CQ5. Les échantillons biologiques sont obtenus en diluant
un échantillon père, CQ5, à l’intérieur duquel se trouvent 60 protéines cibles à concen-
tration connue. À chaque protéine sont associés 1 à 3 peptides, et à chaque peptide 2 à 4
transitions.
La dilution a lieu en puissances de 2 : le CQ5 a un rapport de dilution de rCQ5 =
1 = 20, le CQ4 de rCQ4 = 2−1, . . ., le CQ1 de rCQ1 = 2−4. Quant au CQ0, il s’agit d’un
échantillon « blanc » sans ajout des protéines cibles auquel on attribue le rapport de
dilution rCQ0 = 0. Nous pouvons alors travailler avec des concentrations relatives par
rapport à ces rapports de dilution.
Par CQ, nous disposons des données de trois injections, i.e. une par date de digestion
(les 03, 10 et 11 décembre 2009). Suite à une analyse préalable des données, il s’avère que
les données du 11 décembre semblent corrompues : la plupart des signaux sont vides au
bruit de mesure près. Nous excluons donc ce jour de digestion dans nos évaluations, ce
qui nous permet de « conclure » à partir d’un jeu de données à deux injections par CQ,
i.e. 12 acquisitions. Strictement parlant, ce nombre est trop peu élevé pour en déduire des
résultats statistiquement valables, mais nous pouvons prendre en compte les tendances
mises en évidence.
3.6.4 SRM : données du cancer colorectal
Entre janvier et mars 2010, bioMérieux a collecté un jeu de données réelles d’une
cohorte de 237 individus anonymisés, acquis sur un spectromètre de masse AB Sciex
QT5500 Triple Quadrupole. La cohorte peut être séparée en deux classes :
1. Contrôle. Cette classe de 122 individus possède deux sous-classes.
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– EFS. Il s’agit de 91 données acquises à partir d’échantillons biologiques de don-
neurs de sang de l’Établissement Français du Sang de Lyon, ayant autorisé l’uti-
lisation de leur don à des fins de recherches scientifiques.
– Coloscopie Négative. Ces 31 échantillons proviennent d’acquisitions d’individus
non atteint du cancer colorectal, selon l’analyse de coloscopie.
2. Cas. Dans cette classe de 115 patients du cancer colorectal, nous distinguons quatre
stades du développement du cancer, i.e. sous-classes.
– Stade 1, 27 échantillons.
– Stade 2, 32 échantillons.
– Stade 3, 29 échantillons.
– Stade 4, 27 échantillons.
Finalement, la cohorte analysée comporte (sans réplication de mesures) les données de
203 patients distincts, dont 11 sans classe identifiée.
Afin d’exploiter les données dans l’environnement de travail, MATLAB, les signaux
d’une acquisition sont d’abord extraits d’un fichier de format propriétaire (extension
.wiff) qui en regroupe plusieurs. Ils sont enregistrés dans un fichier de format libre [71]
(extension .mzml) lisible dans MATLAB à l’aide d’une routine de lecture et conversion.
Ensuite, afin de permettre une utilisation conforme à nos développements, les caracté-
ristiques de l’acquisition sont recueillies et enregistrées avec les signaux dans un format
natif MATLAB (extension .mat). Parmi les caractéristiques, nous comptons notamment le
nom du fichier .wiff propagé dès le début, les appellations des protéines, les séquences
des peptides, les masses des transitions, le nombre des molécules, les associations pro-
téines/peptides/fragments, et cetera.
Dans chaque acquisition convertie pour une fraction donnée, 40 protéines ont finale-
ment été ciblées, donnant environ 180 transitions (1 à 4 peptides par protéine, 2 à 4 tran-
sitions par peptide). Contrairement au jeu de données linéarité, pour le jeu du cancer co-
lorectal aucune valeur nominale « vraie » de la concentration protéique n’est connue. Ce-
pendant, il existe des mesures immuno-enzymatiques (Enzyme Linked Immunosorbent
Assay), appelées ci-après ELISA, pour la protéine Liver-type fatty-acid-binding protein,
abrégé LFABP. Il s’agit également d’une estimation de la concentration protéique à partir
d’une mesure de la fluorescence de la réaction de la protéine, réputée fiable et perfor-
mante. Son inconvénient repose clairement dans son coût de développement : actuelle-
ment, bioMérieux a la possibilité de développer six méthodes ELISA par an seulement,
lié au temps de développement des anticorps de reconnaissance.
Nous comparons dans le Ch. 4 nos estimations issues de l’algorithme d’Inversion-
Quantification avec les résultats de l’ELISA pour la protéine LFABP, tout en gardant à
l’esprit qu’il s’agit d’une comparaison de deux estimations. Le livre [72] propose de cor-
riger cette incertitude ce qui nécessite la connaissance de la variance de chaque jeu d’esti-
mations. À l’instant où le présent manuscrit est rédigé, nous ne disposons pas de mesure
de la variabilité des tests ELISA. Nous sommes donc contraints de les considérer comme
référence exacte.
La cohorte du cancer colorectal est ensuite utilisée pour évaluer la performance de
la classification, exposée dans le Ch. 5, en comparant l’estimation de la classe avec l’éti-
quette donnée au préalable.
3.7 Modélisation probabiliste
L’écriture hiérarchique du modèle « physique » direct que nous avons vu dans la
Sect. 3.5 nous permet de transmettre les notions de dépendances entre étages à une modé-
lisation dite « probabiliste ». Cette dernière donne une vision aléatoire du modèle direct
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et prépare l’inversion dans un cadre bayésien.
Tous les processus que nous avons cités ont une certaine incertitude suite aux varia-
bilités et aux fluctuations. Nous avons déjà introduit des termes d’erreurs dans la mo-
délisation physique pour simuler ces incertitudes, et nous avons également constaté que
certains paramètres sont instables d’une expérience à l’autre comme les gains et para-
mètres de bruit. Nous allons intégrer ces connaissances pour exploiter le signal observé
dans ce qui suit.
Pour bien expliquer les processus aléatoires qui surviennent dans les modèles décrits
ci-dessus, il convient de choisir les distributions adéquates. Le durée du traitement nu-
mérique dépend également du choix des lois a priori . Dans la Sect. 2.9.1, nous avons déjà
motivé le choix de lois conjuguées quand ceci est possible.
En effet, certains paramètres sont connus comme par exemple la matrice de digestion
D qui exprime le nombre de copies du peptide i dans la protéine p ou le profil spectro-
métrique puisque la distribution de la masse de l’ion est connue. Ce sont les paramètres
dits stables. Leurs valeurs sont connues par expertise ou par calibrage. L’estimation n’est
pas nécessaire pour eux.
Dans la suite, nous proposons des lois a priori pour les paramètres instables. Ce sont
les paramètres qui ne sont pas connus avant l’expérience, avant le passage de l’échan-
tillon biologique dans la chaîne analytique. Il s’agit principalement de la concentration
des protéines cibles, la quantité de peptides, les gains divers traçables grâce à l’étalon-




La concentration des protéines étudiées est distribuée sous une loi normale de moy-
enne mx et de matrice de précision Γx. Il y a plusieurs raisons pour ce choix. Première-
ment, il apparaît que la distribution normale pour ce paramètre est proche de ce qui a
été constaté avec les tests ELISA. Deuxièmement, il s’agit d’une loi « flexible », c’est-à-
dire que nous pouvons choisir d’ajouter de l’information en indiquant bien la moyenne
et la précision, ou bien de choisir une précision faible pour ajouter le moins d’informa-
tion possible, la distribution devenant plus large et favorisant moins les valeurs autour
de la moyenne. Dans le cas extrême où la précision tend vers zéro, on approche une loi
uniforme sur tout le support de la distribution qui est R ↓3. Troisièmement, la distribu-
tion normale est plus facile à intégrer dans les développements algorithmiques du fait
des possibilités de conjugaison de lois qu’elle propose et de la linéarité, contrairement à
d’autres lois comme la loi uniforme ou la loi laplacienne.
Finalement, on a choisi comme modèle de distribution :
x ∼ px(x) = N (x;mx, Γx). (3.16)
Quantité de peptides
Le passage de protéines en peptides a été modélisé à l’aide de la matrice de digestion
D, perturbé par un bruit, voir Éqn. (3.3). Compte tenu des connaissances sur le bruit,
3. Strictement parlant, nous devrions choisir une loi qui a un support positif. On pourrait par exemple
choisir une loi normale tronquée sur [0,+∞[. L’implantation de la loi normale (non tronquée) est cependant
plus facile à mettre en œuvre ce qui motive le choix de cette dernière. Il reste cependant à surveiller la
positivité des variables résultantes. Cette même remarque tient également pour tous les paramètres qui
suivent puisqu’il s’agit de paramètres physiques positifs ou nuls.
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nous modélisons le bruit comme un processus blanc gaussien de moyenne nulle et de
précision Γκ. Ainsi, le processus de digestion peut être décrit par
κ ∼ pκ(κ | x) = N (κ;∆x, Γκ). (3.17)
Dans le cas PSAQ, la matrice ∆ correspond pleinement à la matrice de digestion D, les
gains étant pris en compte par la variable gain de système ; pour l’AQUA, ∆ vaut χDψ.
Notons que pour décrire une digestion peu bruitée, il suffit de choisir une précision
très grande. Le cas limite est atteint lorsque la précision est infinie : le lien modélisé du
processus devient déterministe.
3.7.2 Paramètres instruments du couplage LC-Full-MS
Position des pics chromatographiques
Les positions des pics chromatographiques peuvent varier d’une expérience à l’autre.
Il est tout de même possible de déterminer une plage de valeurs possibles, par les connais-
sances de l’expérimentateur, par une base de donnée, par expériences d’étalonnage, ou
par un calcul qui fait intervenir plusieurs propriétés du peptide concerné [73]. Cepen-
dant, à l’intérieur de cet intervalle, nous ne pouvons formuler de préférence pour une
valeur ou pour une autre. En admettant que cet intervalle [τm, τM] existe, nous propo-
sons d’utiliser une loi uniforme qui traduit le mieux la variation du temps de rétention :
τ ∼ p(τ) = U (τ; τm, τM). (3.18)
Gains de système
La loi pour les gains est obtenue de façon similaire à celle de la concentration des
protéines. On leur attribue une loi normale pour leurs bonnes propriétés statistiques :
ξ ∼ p(ξ) = N (ξ;mξ , Γξ). (3.19)
Si on décide d’injecter peu d’information quant à la valeur du gain du peptide i donné,
on fait tendre sa précision [Γξ ]ii vers une valeur faible ε > 0. Ceci n’empêche nullement
les autres composantes à contenir de l’information par rapport à la variance des gains.
Inverse variance du bruit de mesure
Définissons maintenant la loi de probabilité pour l’inverse variance du bruit. Le bruit
de mesure étant modélisé gaussien et donc la vraisemblance totale étant de densité nor-
male, nous choisissons une loi gamma pour ce paramètre de bruit. Ce choix permettra
la conjugaison de la loi a priori par la vraisemblance. Dans la littérature, il existe deux
définitions équivalentes pour cette loi (cf. [2, Sect. A.2]). Nous utiliserons celle qui fait
intervenir un paramètre de forme α > 0 et un paramètre d’échelle β > 0 (i.e. la deuxième
convention de la citation précédente correspondant à celle que donne [38, App. 1]) :









Bruit et vraisemblance totale
Nous avons modélisé le bruit de mesure comme étant blanc gaussien, centré, de
moyenne nulle et d’inverse variance γ pour chaque point de mesure :
B[m, n] ∼ p(B[m, n] | γ) = N (B[m, n]; 0, γ). (3.21)
Les réalisations de bruit sur les N points de mesures étant indépendantes, la densité de
probabilité pour la matrice du bruit peut s’écrire de la manière suivante :
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où N = NS ·NC est le nombre total de points de mesure et ‖·‖F désigne la norme de Fro-
benius[xviii] d’une matrice. Cette dernière correspond à la norme euclidienne dans un es-
pace de dimension NS · NC , la matrice étant vectorisée. Pour une matrice A ∈ CNS×NC ,







Par une reparaméterisation en tenant compte du fait que Y = M + M∗ + B, nous
écrivons la loi du résidu de la même manière :













La loi du résidu est identique à la loi de probabilité des données connaissant les sorties
modèle qui sont déterminées par la quantité des peptides κ et les paramètres instruments
θinst. Ce terme est donc un terme d’attache ou de fidélité aux données. Ainsi, la densité






= N (Y; M+M∗, γ) (3.24)
est la fonction de vraisemblance totale, c’est-à-dire la vraisemblance des paramètres atta-
chées aux données.
3.7.3 Paramètres instruments du couplage LC-SRM
Position et largeur des pics chromatographiques
Généralement, la position d’un pic chromatographique est connue dans une certaine
plage de temps, sans avoir d’indication plus exacte pour un endroit particulier. Cette
connaissance est exploitée notamment dans les modes d’acquisition Scheduled SRM où
les transitions ne sont obtenues et enregistrées qu’à des temps chromatographiques dé-
finis. Il convient alors de proposer une distribution uniforme dans un intervalle pour
la position du pic chromatographique pour chaque peptide. En admettant une écriture






τ ∼ p(τ) = U (τ; τm, τM). (3.25)
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Suite aux expériences et à l’expertise que nous avons acquise lors des analyses de
données, nous pouvons extraire une plage de valeurs possibles pour la largeur du pic




]I ; nous pouvons écrire











= [20, 100]min−2, ce qui revient à proposer une déviation du pic chro-
matographique entre 0.1 et 0.22 min.
Gains de fragmentation
Les valeurs pour les gains de fragmentation β ne sont pas connues a priori . Pour
retranscrire cela, nous pouvons utiliser une loi uniforme sur un intervalle très large. Ce-
pendant, au vu de la conjugaison par la vraisemblance qui est normale comme on le verra
dans la suite, nous préférons une distribution normale avec la moyenne mβ et la précision
Γβ :
β ∼ p(β) = N (β;mβ, Γβ). (3.27)
Le manque de connaissance a priori pourra être décrit par une précision faible, créant
une loi vaguement informative.
Gains de transitions
Pour une transition l donnée, suite au partage des paramètres instruments, le rapport
entre les amplitudes des traces du peptide natif et du marqué est censé être égal au rap-
port entre les quantités peptidiques du natif du marqué. Autrement dit, le paramètre φ∗l
qui peut être interprété comme rapport de ces rapports doit valoir 1, à l’incertitude près.
Ce fait peut être traduit par au moins deux distributions :
(1) Une distribution gamma de paramètres de forme α et d’échelle β = α−1, la moyenne
de cette distribution étant αβ = 1, son mode (α − 1)β = 1 − α−1 et son support
étant R+. Plus α est grand, plus le mode d’approche de 1, et plus la distribution est
concentrée autour du mode.
(2) Une distribution normale de moyenne mφ∗ = 1 et de précision γφ∗ . Plus la précision
est grande, plus la distribution est concentrée autour de 1.
La distribution normale étant conjuguée par la vraisemblance associée, c’est cette
dernière que nous choisissons malgré le support R. Elle permettra d’utiliser un géné-
rateur d’échantillons aléatoires « standards » sans devoir passer par une étape coûteuse
de Metropolis-Hastings qui aurait été nécessaire en choisissant la distribution gamma.
Inverse variance du bruit des mesures
D’après la modélisation ci-dessus, le bruit de mesure de chaque trace est blanc, gaus-
sien. Pour des questions de conjugaison, ceci motive le choix de la loi gamma de forme
αl et d’échelle βl comme distribution du paramètre de bruit γl pour la trace du frag-
ment l. Il en est de même pour les traces des peptides marqués. Alors, pour chaque trace
l = 1, . . . , L,
γl ∼ p(γl) = G(γl ; αl , βl), (3.28)
γ∗l ∼ p(γ∗l ) = G(γ∗l ; α∗l , β∗l ). (3.29)
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Bruit et vraisemblance totale
Dans la section de la modélisation directe d’une sortie SRM, nous avons décidé de
modéliser le bruit de mesure d’une trace par un bruit blanc gaussien, de moyenne nulle
et d’inverse variance γl pour la trace d’une molecule native.
bl [n] ∼ p(bl [n] | γl) = N (bl [n]; 0, γl). (3.30)
Les points de mesures étant conditionnellement indépendants entre eux, la distribution
du vecteur de bruit est le produit des distributions de chaque point et s’écrit
















où Nl est le nombre de points de mesure de la trace l.
Par un changement de paramètres, nous obtenons facilement de la loi du bruit celle
de l’observation connaissant la quantité peptidique κi attachée au fragment l et les para-
mètres instruments θinstl , compte tenu du fait que yl = βlκiC (τi, λi) + bl = ml + bl (voir
Éqn. (3.15)),







Nous venons de déduire la distribution de la trace l, sachant les paramètres peptides
et instruments intervenant dans la génération de cette dernière. Les acquisitions étant
indépendantes, la distribution de toutes les traces natives est donnée par le produit des
distributions des traces natives :




p(yl | κi, θinstl ). (3.33)
Le développement précédent s’applique également aux traces marquées, en utilisant
la modélisation adéquate Éqn. (3.15). En introduisant la quantité peptidique du standard
AQUA κ∗ — supposée fixe et ajoutée dans le conditionnement à des fins d’exhaustivité
—, on a




p(y∗l | κ∗i , θinstl , φ∗l ). (3.34)
Réunissons maintenant les distributions définies dans Éqn. (3.33) et Éqn. (3.34). Le
produit de ces deux distributions est la distribution de l’ensemble des observations, sa-
chant tous les paramètres de génération des données :
p(y1:L, y∗1:L | κ, κ∗, θinst,φ∗) = p(y1:L | κ, θinst) · p(y∗1:L | κ∗, θinst,φ∗) (3.35)
qui est, du point de vue des paramètres peptide κ, instruments θinst et calibrants κ∗ et φ∗,
la fonction de vraisemblance totale. Elle mesure l’attache de l’ensemble des paramètres
du deuxième étage hiérarchique (Sect. 3.5) par rapport aux observations disponibles.
3.8 Bilan
Dans ce chapitre, nous avons modélisé la chaîne analytique adaptée pour l’analyse
d’échantillons biologiques. Pour cela, nous avons notamment présenté les étapes de pré-
paration, la colonne de chromatographie et le spectromètre de masse avec les deux modes
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de lecture considérés dans cette thèse. Nous avons en particulier mis en avant le ca-
ractère hiérarchique de cette chaîne. Ensuite, nous en avons déduit les modèles directs
physique et probabiliste avec la proposition de lois a priori pour les paramètres. Ainsi,
nous avons posé les bases pour les étapes d’inversion que nous étudierons dans le Ch. 4
pour l’Inversion-Quantification de la concentration et dans le Ch. 5 pour l’Inversion-
Classification d’un échantillon biologique à statut clinique indéterminé.
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Dans ce chapitre, nous présentons la quantification de protéines à l’aide de données
chromato-spectrométriques. Pour ce faire, nous proposons l’utilisation du cadre des pro-
blèmes inverses et résolvons le problème posé à l’aide de méthodes statistiques bayé-
siennes.
Dans cette thèse, nous avons pu traiter les données de deux modes de spectrométrie
de masse. Comme nous avons vu précédemment, les chaînes d’analyse se rejoignent à
certains endroits, soit par l’utilisation des mêmes paramètres, soit par le possible regrou-
pement de paramètres dans un niveau hiérarchique. Le regroupement permet ensuite de
généraliser les calculs, mais aussi de simplifier et clarifier l’écriture des développements.
C’est la raison pour laquelle nous raisonnons le plus possible avec des paramètres hié-
rarchiques, de nuisance et d’intérêt dont nous donnons les définitions ci-dessous dans le
texte.
4.1 État de l’art
L’introduction de l’étalonnage a ouvert les portes de la protéomique quantitative
« simple à réaliser » par rapport à des méthodes sans marquage (Sect. 3.1.4). ↓1 Si on re-
lie l’intensité d’une trace à la concentration, il faut d’abord définir comment on veut en
déterminer l’intensité. Nous résumons trois méthodes, deux utilisées classiquement en
protéomique, la dernière faisant intervenir une modélisation probabiliste bayésienne.
4.1.1 Maximum du pic
La manière la plus simple pour estimer l’intensité d’un signal est de considérer son
maximum. Dans le cas d’utilisation de mode Full-MS, nous obtenons un signal 2D. Pour
préparer le calcul du maximum du pic, nous projetons une région 2D bien définie du
chromato-spectrogramme sur l’axe chromatographique pour obtenir un chromatogramme
extrait (appelé couramment XIC pour Extracted Ion Current ). Cette région est définie
comme suit : pour un temps chromatographique donnée, nous cumulons les valeurs sur
l’axe spectrométrique à l’intérieur de l’intervalle [m1 − σ˜−; m1 + σ˜+] où
– m1 est le rapport masse sur charge du premier pic du massif isotopique de la molé-
cule d’intérêt,
– σ˜− et σ˜+ sont respectivement l’étendue de l’intervalle vers la gauche et vers la droite
pour couvrir le signal.
On peut par exemple choisir σ˜− = σ˜+ = 2λ−1S en fonction de la largeur du pic spectro-
métrique λS pour couvrir environ 95% du signal selon notre modélisation. Ensuite, on
extrait un deuxième XIC pour la molécule marquée.
De chacun des deux signaux 1D (XIC ou signal SRM), nous extrayons le maximum
qui est représentatif de la concentration de la molécule. Finalement, sous l’hypothèse que
la forme des pics des signaux marquées et non marqués est la même et que le bruit est
1. Notons cependant qu’il existe des méthodes de quantification dites « label free » : elles se passent
du marquage isotopique interne et calibrent par rapport à d’autres caractéristiques, comme des protéines
stables (voir p.ex. [74–78]).
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Fig. 4.1 Différentes méthodes d’intégration pour un signal donné.
(a) Représentation du signal considéré ; (b) Maximum du pic ; (c) Aire sous le pic négli-
geant la ligne de base ; (d) Aire sous le pic avec respect d’une ligne de base L(S) linéaire
entre les deux minima entourant le pic d’intérêt.
(a) (b) (c) (d)
négligeable, le rapport entre la concentration du marqué et le maximum du pic du signal
XIC marqué est égal au rapport entre la concentration du natif et le maximum du pic du
signal XIC natif. La seule inconnue dans cette équation étant la concentration du natif, il
est facile de l’en déduire.
L’approche présentée n’utilise qu’un point de mesure pour déterminer l’intensité du
pic. Or, moins on utilise de données, moins l’approche est robuste au bruit ce qui veut
dire que la méthode du Maximum du pic est certes simple, mais peu robuste.
4.1.2 Aire sous le pic
L’extension naturelle de la méthode précédente est l’utilisation de l’aire sous le pic à
partir du XIC, éventuellement après filtrage des données. Une fois l’intervalle d’intérêt
sur l’axe chromatographique déterminé, l’aire calculée est représentative de la concen-
tration de la molécule cible. Mais où est-ce que le pic commence, où est-ce qu’il s’arrête ?
Une fois l’intervalle [a, b] trouvé, comment intégrer la courbe (voir Fig. 4.1) ? Chez cer-
tains auteurs, la ligne de base est négligée, alors M =
∫ b
a S(t)dt où S est le signal XIC ;
chez d’autres, elle est importante et soustraite, alors M =
∫ b
a S(t)− L(S)(t)dt où L(S) est
la ligne de base du signal. Quelle que soit la méthode d’intégration choisie, on procède
comme pour le maximum du pic en comparant la mesure d’intensité du marqué à celle
du natif.
Remarque 〈4.1〉 Dans le contexte précédent, soit µδ(t) = δtmax(t) = δ0(t − tmax) la mesure
de Dirac translatée qui prend la masse 1 au point t = tmax et 0 sinon, et soit tmax la position du
maximum du pic considéré. La quantification par le maximum du pic peut ainsi être interprétée
comme intégration du signal sur l’intervalle [a, b] par rapport à cette mesure de Dirac : M =∫ b
a S(t)µδ(t) =
∫ b
a S(t)δ0(t− tmax)dt = (S ∗ δ0)(tmax) = S(tmax). Ce calcul fait apparaître la
convolution du signal par la fonction de Dirac translatée.
4.1.3 Quantification bayésienne par inversion
Alors que les deux méthodes présentées ci-dessus se passent d’une modélisation des
données, l’inclusion des informations sur l’instrument par un modèle paramétrique a
pour objectif d’améliorer l’estimation des intensités. La thèse de G. Strubel [1] propose
d’estimer la concentration à l’aide d’une inversion bayésienne paramétrique des mesures.
Après un travail sur la physique du tandem LC-MS, le manuscrit de ladite thèse pro-
pose une modélisation directe de l’instrument et l’inversion par utilisation des méthodes
statistiques bayésiennes. Pour les calculs des densités de probabilité et des estimateurs,
l’auteur choisit les méthodes MCMC en intégrant une structure de Gibbs hybride. La
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performance et la robustesse de cette inversion sont démontrées dans la thèse citée, mais
aussi dans les travaux [18, 79] ainsi que [118] qui y sont liés.
Remarque 〈4.2〉 La thèse de G. Strubel préparée au CEA Leti a naturellement inspiré les tra-
vaux présentés dans ce document qui sont la suite logique de trois années fructueuses qui ont
laissé un certain nombre de perspectives.
4.1.4 Conclusion
Nous avons vu des méthodes courantes voire récente et originale pour l’estimation
de la concentration de protéines. Nous pouvons cependant constater quelques défauts.
Les premières méthodes n’exploitent aucunement les informations que nous avons à dis-
position quant à l’instrument. De plus, la première est très sensible au bruit de mesure
et, le cas échéant, à l’estimation manuelle de la position et de l’amplitude des pics. La
deuxième, quoique moins sensible au bruit, l’est par rapport à des pics contaminants
qui perturbent la détermination de l’intervalle du pic qui est nécessaire pour le calcul de
l’aire.
Quant à la troisième méthode, alors que l’auteur de [1] introduit la notion de hiérar-
chie dans l’acquisition des données (le sens direct du problème) en présentant la chaîne
d’analyse comme succession de processus, il ne l’exploite ni dans la construction de son
modèle probabiliste ni dans l’inversion. Le modèle probabiliste sous-jacent est non hié-
rarchique, i.e. par rapport à notre modélisation de base, le lien protéines → peptides est
déterministe. L’ajout d’autres paramètres est bien évidemment possible dans le cadre de
la référence citée, mais la gestion devient de plus en plus compliquée. Il semble natu-
rel d’étendre ces travaux à des structures hiérarchiques qui peuvent aussi exprimer des
liens déterministes ↓2, nous permettant aussi facilement de gérer le standard AQUA et
l’étalonnage CQ dans le cas de l’utilisation du mode SRM.
Nous verrons dans la suite de ce document que l’ajout de variables dans un cadre
hiérarchique est moins compliqué à réaliser. Un autre avantage est la simplification des
calculs au vu des indépendances conditionnelles entre niveaux contrairement au cadre
non hiérarchique. Enfin, utiliser un modèle hiérarchique veut aussi dire être plus proche
de la réalité des processus ce qui permet de rendre plus robuste l’estimation par analyse
bayésienne.
4.2 Modèle direct et loi jointe
Dans cette section, en utilisant le modèle hiérarchique de la chaîne d’analyse introduit
dans Ch. 3, nous identifions les paramètres à estimer, écrivons la loi jointe et déterminons
l’expression de l’estimateur pour préparer la mise en œuvre de l’algorithme.
À travers la modélisation directe hiérarchique de l’acquisition d’une donnée Sect. 3.5,
nous avons introduit tous les paramètres nécessaires pour la quantification de protéines
à base de spectrometrie de masse. Cette modélisation hiérarchique profite de la notion de
dépendance et d’indépendance entre paramètres que l’on retrouve dans la modélisation
probabiliste et dans les écritures de loi qui suivront.
4.2.1 Paramètres à estimer
Le but de la protéomique quantitative est d’estimer le plus précisément possible la
quantité d’une molécule ciblée. Ainsi, dans cette thèse, le paramètre d’intérêt de la quan-
tification est la concentration des protéines ciblées x.
2. En effet, dans l’exemple du lien protéines→ peptides, en choisissant la précision Γκ infiniment grande,
la loi de probabilité devient un Dirac au point Dx, et nous avons forcé un lien déterministe.
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La modélisation fait intervenir d’autres paramètres qui sont nécessaires pour l’expli-
cation des données, notamment la quantité peptidique κ et les paramètres instruments
θinst incluant les paramètres chromatographiques, les paramètres de bruit et les gains di-
vers. Rappelons que θinst est attaché à l’instrument utilisé et varie selon l’utilisation du
mode Full-MS ou SRM. Le groupement de ces paramètres (κ, θinst) est appelé paramètres
de nuisance [3, Ch. 3]. On peut choisir de ne pas donner d’estimation de ces paramètres
(puisqu’ils ne sont pas des « paramètres d’intérêt » au sens de l’inversion) et de les margi-
naliser dans les expressions probabilistes. C’est ce que nous ferons quand nous parlerons
de classification (Ch. 5). Lors de la mise en œuvre via un échantillonnage stochastique
de type MCMC cependant, nous devons tirer des échantillons aléatoires pour ces para-
mètres de nuisance. Leur estimation, faite à partir des échantillons stochastiques, est alors
un sous-produit gratuit de l’estimation du paramètre d’intérêt par MCMC, même si ces
paramètres sont marginalisés dans l’estimation de la concentration. Dans ce chapitre fi-
nalement, nous estimerons également les paramètres de nuisance.
4.2.2 Loi jointe
Compte tenu de la modélisation et de la hiérarchie, schématisé dans la Fig. 3.12, la loi
jointe s’écrit
p(x, κ, θinst, Y) = p(Y | κ, θinst) · p(κ | x)p(θinst) · p(x). (4.1)
Les distributions pour ces lois ont été choisies et leur choix justifié dans le Ch. 3.
La loi jointe explique conjointement les paramètres et les données et marque le point
de départ de nos calculs. Toutes les autres lois se déduisent d’elle par marginalisation de
paramètres comme notamment la loi a posteriori et les lois a posteriori conditionnelles
dont nous donnerons les calculs détailles en annexe de ce document (Ann. B).
Remarque 〈4.3〉 La loi a priori de la concentration des protéines peut bénéficier d’une connais-
sance préalable sur les hyperparamètres de la distribution, ou elle peut l’ignorer.
Dans le premier cas, la distribution de la concentration est connue, grâce à des études an-
térieures. C’est par exemple le cas quand l’individu dont provient l’échantillon biologique est
atteint d’une maladie spécifique dont la distribution a déjà été étudiée. Un autre exemple est celui
des échantillons biologiques synthétiques où une valeur nominale est connue (moyenne) avec une
incertitude donnée (précision).
Dans le deuxième cas, quasiment aucune information a priori ne peut être donnée. Pour
pouvoir attribuer une loi qui ne favorise pas de valeurs, nous approchons une loi uniforme sur
l’ensemble R en faisant tendre la précision vers ε > 0 (voir Sect. 2.4). Ceci est notamment utilisé
quand on ne connaît pas la maladie (ou classe) de provenance de l’échantillon biologique. Notons
cependant que théoriquement, des valeurs négatives sont possibles alors que la concentration est
non négative. Ceci est à surveiller dans l’analyse des résultats, issus de l’inversion avec cette loi a
priori.
L’inférence sur les paramètres d’intérêt et de nuisance se fait à partir de la loi a pos-
teriori totale, i.e. la loi de probabilité de tous les paramètres sachant les mesures. Par la
règle de Bayes, elle est proportionnelle à la loi jointe avec le facteur de normalisation
p(Y) :




Détails pour le cas LC-Full-MS
La loi jointe dans le cas de la modélisation du couplage LC-Full-MS s’écrivant
p(x, κ, τ, ξ, γ, Y) = p(x) · p(κ | x)p(τ)p(ξ)p(γ) · p(Y | κ, τ, ξ, γ),
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la loi a posteriori totale a l’expression suivante :
p(x, κ, ξ, τ, γ | Y) = p(x, κ, ξ, τ, γ, Y)
p(Y)
. (4.3)
Détails pour le cas LC-SRM
Dans le cas d’utilisation du couplage LC-SRM, la loi jointe se décompose de la ma-
nière suivante :
p(x, κ, τ, λ, β,φ∗, γ, γ∗, y1:L, y∗1:L)
= p(x) · p(κ | x)p(τ)p(λ)p(β)p(φ∗)p(γ)p(γ∗)·
p(y1:L | κ, τ, λ, β, γ)p(y∗1:L | τ, λ, β,φ∗, γ∗).
La loi a posteriori totale s’écrit donc
p(x, κ, τ, λ, β,φ∗, γ, γ∗ | y1:L, y∗1:L) =
p(x, κ, τ, λ, β,φ∗, γ, γ∗, y1:L, y∗1:L)
p(y1:L, y∗1:L)
. (4.4)
4.2.3 Expression de l’estimateur
Le but de l’inversion est de quantifier les paramètres en utilisant un quantifieur noté
ψq : ΩY → Ωx,κ,θinst , la quantification étant une estimation ponctuelle de paramètre
continu. Le choix de l’estimateur est attaché à une fonction de coût, comme nous l’avons
introduit dans le Ch. 2. Nous choisissons ici le coût quadratique, pénalisant plus forte-
ment les grands écarts que les petits écarts de la quantité vraie. L’estimateur qui y est







· p(x, κ, θinst | Y)d(x, κ, θinst). (4.5)
L’expression précédente fait intervenir un produit de lois aboutissant à une loi non
standard nécessitant l’intégration d’un grand nombre de données et de paramètres. Ainsi,
le calcul du premier moment de la loi a posteriori n’est pas faisable analytiquement. Nous
pouvons transformer le problème d’intégration des paramètres par rapport à une mesure
de probabilité en un problème d’échantillonnage stochastique, voir Sect. 2.9.1.
À partir d’un ensemble d’échantillons stochastiques des paramètres, nous pouvons













En général, les moments d’ordre p sont obtenus en moyennant les échantillons élevés à












avec [x1, . . . , xn][p] := [x
p
1 , . . . , x
p
n]. Ceci nous permettra de calculer également la variance
de la loi a posteriori , donnée par la différence du carré du moment d’ordre 1 et du mo-
ment d’ordre 2, pour déterminer l’intervalle de crédibilité de l’estimation.
Le tirage des échantillons stochastiques par l’utilisation des méthodes MCMC fait
objet de la section suivante.
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4.3 Mise en œuvre de l’inversion
Nous voulons calculer numériquement l’intégrale de l’Éqn. (4.5) du fait de l’impos-
sibilité du calcul analytique. Pour cela, nous proposons d’utiliser l’approche MCMC en
adoptant une structure de Gibbs (Sect. 2.9.1). Elle nous permet de calculer le quantifieur
en moyennant les échantillons tirés sous la loi a posteriori jointe des paramètres, comme
exprimé dans l’Éqn. (4.6).
Pour mettre en place la structure de Gibbs, il nous faut (1) identifier la structure qui
permet d’échantillonner le plus efficacement par regroupement de paramètres, (2) don-
ner les expressions des lois a posteriori conditionnelles, puis (3) décider de l’algorithme
afin de générer les échantillons de ces dernières.
Quant au premier point et compte tenu de l’attribution des lois a priori , nous propo-
sons d’échantillonner paramètre par paramètre (vectoriel quand cela est possible). Étu-
dions à présent les lois a posteriori conditionnelles et les échantillonneurs associés.
4.3.1 Lois a posteriori conditionnelles
Nous allons passer en revue tous les paramètres et lister les propriétés nécessaires
pour déterminer la loi a posteriori conditionnelle de chaque paramètre. Les calculs et les
expressions des hyperparamètres sont explicités dans l’Ann. B.
Concentration de protéines
Nous recensons d’abord la loi a posteriori conditionnelle de la concentration des pro-
téines. Elle est commune aux deux modes de spectrométrie. Comme précédemment, nous
utilisons la convention ∆ = D dans le cas LC-Full-MS et ∆ = χDψ dans le cas SRM.
(1) concentration des protéines cibles x
a priori : p(x) = N (x;mx, Γx)
vraisemblance associée : p(κ | x) = N (κ;∆x, Γκ)
conjugaison : oui car la vraisemblance pour x a la même forme que son a priori
a posteriori : p(x | κ) = N (x;mpostx , Γpostx )
– mpostx = (Γ
post
x )−1(Γxmx + ∆TΓκκ),
– Γpostx = Γx + ∆TΓκ∆,
échantillonnage : explicite
Détails pour le cas LC-Full-MS
(2Full-MS) quantité de peptides κ
a priori : p(κ | x) = N (κ;∆x, Γκ)
vraisemblance associée : p(Y | κ, θinst) = N (Y; M + M∗, γ) où M peut être ré-
écrit pour la variable κ comme M = Hκ (Sect. 3.4.1)
conjugaison : oui car la vraisemblance pour κ a la même forme que son a priori
a posteriori : p(κ | x, κ∗, ξ, τ, γ, Y) = N (κ;mpostκ , Γpostκ )







– Γpostκ = Γκ +HTΓYH,
échantillonnage : explicite
(3Full-MS) gain de système ξ
a priori : p(ξ) = N (ξ;mξ , Γξ)
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vraisemblance associée : p(Y | κ, κ∗, ξ, τ, γ) = N (Y; M + M∗, γ) où la somme
M + M∗ peut être réécrite pour la variable ξ comme M + M∗ = Gξ, voir
Sect. 3.4.1
conjugaison : oui car la vraisemblance pour ξ a la même forme que son a priori
a posteriori : p(ξ | κ, κ∗, τ, γ, Y) = N (ξ;mpostξ , Γpostξ )




– Γpostξ = Γξ +G
TΓYG,
échantillonnage : explicite
(4Full-MS) temps de rétention chromatographique τ
a priori : p(τ) = U (τ; τm, τM)
vraisemblance associée : p(Y | κ, κ∗, ξ, τ, γ) = N (Y; M+M∗, γ)
conjugaison : non car la vraisemblance pour τ n’a pas de forme usuelle ([1,
Ann. 7.4]) qui ne conjugue aucune loi a priori standard
a posteriori : p(τ | κ, κ∗, ξ, γ, Y) ∝ p(τ) · p(Y | κ, κ∗, ξ, τ, γ) = U (τ; τm, τM) ·
N (Y; M+M∗, γ)
échantillonnage : une itération de Metropolis-Hasting à Marche Aléatoire
(5Full-MS) inverse variance du bruit γ
a priori : p(γ) = G(γ; αγ, βγ)
vraisemblance associée : p(Y | κ, κ∗, ξ, τ, γ) = N (Y; M+M∗, γ)
conjugaison : oui car la vraisemblance pour γ a la même forme que son a priori
a posteriori : p(γ | κ, κ∗, ξ, τ, Y) = G(γ; αpostγ , βpostγ )
– αpost = N/2,
– βpost = 2/ ‖Y−M−M∗‖2,
échantillonnage : explicite
Remarque 〈4.4〉 (Calcul de matrices) Les calculs des produits de matrices sont très gour-
mands dû à la dimension des données. Dans [1], les produits ont été décomposés en des facteurs
de dimension beaucoup plus petite. Ainsi, nous ne calculons pas par exemple la matrice H pour la
multiplier avec sa transposée, mais déduisons directement l’expression explicite pour HTH. Idem
pour GTG, HTY, . . . . Nous les utiliserons pour accélerer les calculs et pour utiliser moins de
mémoire.
Détails pour le cas LC-SRM
Pour le cas LC-SRM que nous considérons dans ce paragraphe, soit Li l’ensemble des
indices l = 1, . . . , L tels que la trace l, associée au fragment l, soit issue du peptide i.
(2SRM) quantité de peptides κ
a priori : p(κ | x) = N (κ;∆x, Γκ) = ∏Ii=1N (κi;∑p δipxp, γκi)
vraisemblance associée : p(y1:L | κ, τ, λ, β, γ) = ∏i ∏l∈L p(yl | κi, τi, λi, βl , γl)
conjugaison : oui car la vraisemblance pour κ a la même forme que son a priori
a posteriori : p(κ |y1:L, β, τ, λ, γ, x) = N (κ;mpostκ , Γpostκ ) = ∏Ii=1N (κi; mκi post, γpostκi )















(3SRM) positions des pics chromatographiques τ
a priori : p(τ) = U (τ; τm, τM)
vraisemblance associée : p(y1:L, y∗1:L | κ, τ, λ, β,φ∗, γ, γ∗)
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conjugaison : non, cas similaire à [1, Ann. 7.4] : conjugaison avec aucune loi im-
pliquée
a posteriori : p(τ |y1:L, y∗1:L, κ, λ, β,φ∗, γ, γ∗) ∝ p(τ)p(y1:L, y∗1:L |κ, τ, λ, β,φ∗, γ, γ∗)
échantillonnage : une itération de Metropolis-Hastings à Marche Aléatoire
(4SRM) largeurs des pics chromatographics λ
a priori : p(λ) = U (τ; [λm, λM]I)
vraisemblance associée : p(y1:L, y∗1:L | κ, τ, λ, β,φ∗, γ, γ∗)
conjugaison : non, cas similaire à [1, Ann. 7.4] : conjugaison avec aucune loi im-
pliquée
a posteriori : p(λ |y1:L, y∗1:L, κ, τ, β,φ∗, γ, γ∗) ∝ p(λ)p(y1:L, y∗1:L |κ, τ, λ, β,φ∗, γ, γ∗)
échantillonnage : une itération de Metropolis-Hastings à Marche Aléatoire
(5SRM) gains de fragmentation β
a priori : p(β) = N (β;mβ, Γβ) = ∏lN (βl ; mβl , γβl )
vraisemblance associée : p(y1:L, y∗1:L | κ, τ, λ, β,φ∗, γ, γ∗)
conjugaison : oui car la vraisemblance pour β a la même forme que son a priori
a posteriori : p(β | y1:L, y∗1:L, κ, τ, λ,φ∗, γ, γ∗) = N (β;mpostβ , Γpostβ ) =





































(6SRM) gains de transition φ∗
a priori : p(φ∗) = ∏l p(φ∗l ) = ∏lN (φ∗l ; 1, γφ∗)
vraisemblance associée : p(y∗1:L | τ, λ, β,φ∗, γ∗)
conjugaison : oui car la vraisemblance pour φ∗ a la même forme que son a priori




























(7SRM) inverse variance du bruit de mesure γ
a priori : p(γ) = ∏l p(γl) = ∏l G(γl ; αl , βl)
vraisemblance associée : p(y1:L | κ, τ, λ, β, γ) = ∏l p(yl | κi, τi, λi, βl , γl)
conjugaison : oui car pour chaque l la vraisemblance pour γl a la même forme
que son a priori
a posteriori : p(γ |y1:L, β, τ, λ, κ) = ∏l p(γl |yl , βl , τi, λi, κi) = ∏l G(γl ; αpostl , βpostl )
– αpostl = αl + Nl/2,
– βpostl =
[
β−1l + ‖yl − βlκiCi‖2 /2
]−1
échantillonnage : explicite
(8SRM) inverse variance du bruit de mesure marquée γ∗
a priori : p(γ∗) = ∏l p(γ∗l ) = ∏l G(γ∗l ; α∗l , β∗l )
vraisemblance associée : p(y∗1:L | τ, λ, β,φ∗, γ∗) = ∏l p(y∗l | τi, λi, βl , φ∗l , γ∗l )
conjugaison : oui car pour chaque l la vraisemblance pour γ∗l a la même forme
que son a priori
a posteriori : p(γ∗ | y∗1:L, β,φ∗, τ, λ) = ∏l p(γ∗l | y∗l , βl , φ∗l , τi, λi) =
∏l G(γ∗l ; (α∗l )post, (β∗l )post)
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– (α∗l )






∥∥y∗l − βlφ∗l κ∗i Ci∥∥2 /2]−1
échantillonnage : explicite
4.3.2 Bilan
L’échantillonnage des paramètres dont les lois a priori sont conjuguées est facile
puisque les lois a posteriori de ces paramètres sont connues sous forme usuelle. Pour
celles-ci, il existe des générateurs d’échantillons explicites. Certains paramètres, cepen-
dant, n’ont pas de loi a priori conjuguée. C’est notamment le cas pour les paramètres
chromatographiques où nous avons choisi une loi uniforme multidimensionnelle (voir
[1, Sect. 4.3.3.3]). Pour l’échantillonnage sous la loi a posteriori conditionnelle comme
loi cible, nous avons recours à l’algorithme de Metropolis-Hastings (Sect. 2.9.1). Nous
choisissons d’utiliser une marche aléatoire avec un noyau gaussien comme loi de propo-
sition. En faisant ce choix, nous avons un bon compromis entre temps de calcul et conver-
gence : les propositions de valeurs ne nécessitent qu’un tirage aléatoire sous une densité
normale. La marche aléatoire permet à la chaîne de converger en un temps raisonnable
vers la zone de forte probabilité. Rappelons que l’algorithme de Metropolis-Hastings à
Marche Aléatoire a un paramètre de définition de voisinage qui est à configurer pour
chaque application.
Le pseudo-code de l’algorithme est résumé dans Alg. 4.1, page 79.
4.4 Étalonnage par Contrôlé de Qualité
Les acquisitions de données en mode SRM fournies par notre partenaire bioMérieux
dans le cadre du projet ANR contiennent un étalonnage interne au niveau des
peptides. Grâce au standard AQUA (voir Sect. 3.1.4), nous gérons les variabilités et gains
jusqu’au niveau hiérarchique des peptides. Cependant, le lien entre peptides et protéines
n’est pas traçable dans une seule acquisition avec cet étalonnage. Ce lien comporte no-
tamment le gain de préparation ψ et celui de digestion χ. Si on suppose stables les va-
riabilités d’un même jour concernant la préparation et la digestion, il suffit d’un cali-
brage qui permettrait la réutilisation dans le cadre de l’inversion. Pour cette procédure,
la concentration protéique ne doit plus être inconnue.
En effet, les campagnes expérimentales de bioMérieux sont « encadrées » par des
passages d’échantillons synthétiques préparés sous les mêmes conditions que les échan-
tillons cliniques. Il s’agit des échantillons de Contrôle de Qualité. Ils sont constitués du
même mélange complexe que les échantillons d’intérêt et enrichis de telle manière que
les concentrations protéiques résultantes sont — à des erreurs de synthèse près — toutes
égales à une valeur donnée. C’est à l’aide de ces données que nous reconstruirons le lien
entre protéines et peptides par un calibrage externe, le résultat de ce dernier étant injecté
ensuite dans l’algorithme de quantification ↓3, illustré dans la Fig. 4.2.
Pour simplifier le problème, nous réécrivons le produit des gains et de la matrice de
3. et de classification . . .
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Fig. 4.2 Illustration de la nécessité de l’étalonnage par CQ. Le paramètre θ regroupe les
paramètres partagés.
(a) Les inconnus sont la concentration et les gains. Le calibrage peut être reporté aux
échantillons synthétiques de la même campagne de préparation.
(b) Les échantillons étant synthétisés, la concentration est connue. La seule inconnue est
le couple de gains qui est calibré.
(c) Le scénario de (a) est modifié : la seule inconnue restante est la concentration, les gains




























χ1 . . .
χI

 d11 . . . dI,1... ...
d1,P . . . dI,P





 χ1d11ψ1 . . . χIdI,1ψ1... ...
χ1d1,PψP . . . χIdI,PψP

=
χ1ψ1 . . . χIψ1... ...
χ1ψP . . . χIψP

 d11 . . . dI,1... ...
d1,P . . . dI,P

= GD
où  désigne le produit matriciel de Hadamard, i.e. un produit terme à terme. La ma-
trice G ∈ NI×P est structurée par la matrice de digestion D : elle ne prend des valeurs
[G]ip = gip que pour les indices (i, p) tels que dip 6= 0. Nous reportons donc le problème
de calibrage des gains ψ et χ au calibrage du produit des gains G. La matrice étant par-
cimonieuse dans nos applications — on se souvient notamment de la protéotypie que
nous supposons —, le calibrage sur elle revient à calibrer autant de valeurs qu’il y a de
peptides.
Le but est de construire un estimateur de la matrice des gains à partir des données CQ.
Si on note θ les paramètres de nuisance par rapport à l’estimation de G et que l’on choisit
la fonction de coût quadratique L(G,ψG(yCQ)) =
∥∥G− ψG(yCQ)∥∥2F, alors l’estimateur
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p(G, θ | yCQ)dθ dG. (4.7)







p′ + ε i = gipdipx
CQ
p + ε i
car il existe un seul p dont le peptide i est issue.
Le bruit additif étant modélisé gaussien et de moyenne nulle, nous écrivons la fonc-
tion de vraisemblance pour le paramètre gip







Pour tout couple (i, p) ∈ I := {(i, p)∣∣dip 6= 0}, nous choisissons une loi normale
de moyenne mg et de précision γg pour la loi a priori de gip : p(gip) = N (gip; mg, γg).
Du fait de la faible connaissance des valeurs de ce paramètre, la distribution sera choisie
vaguement informative, i.e. avec une précision très faible.
Nous pouvons écrire la loi jointe du modèle probabiliste de l’étalonnage utilisant les
échantillons biologiques synthétiques CQ :
p(yCQ, y∗, (θinst)CQ,φ∗, κCQ, G) =
p(yCQ | (θinst)CQ, κCQ)p(y∗ | (θinst)CQ,φ∗)p(φ∗)p(κCQ |G)p(G) (4.9)
avec p(G) = ∏(i,p)∈I p(gip).
Afin de procéder à la marginalisation et à l’intégration, nous nous servons à nouveau
des approches d’échantillonnage stochastique de type MCMC. Nous nous inspirons plus
précisément de ce que nous avons déjà déduit pour la quantification. Il ne reste qu’une
ligne à changer. Au lieu d’échantillonner le paramètre « concentration », désormais une
quantité connue, nous échantillonnons le paramètre « matrice d’étalonnage CQ ». La loi a
priori étant conjuguée, la loi a posteriori conditionnelle est également de forme normale






















Extension à l’utilisation de plusieurs échantillons CQ
Habituellement, à une date d’acquisition correspond (au moins) un échantillon syn-
thétique de Contrôle de Qualité. Cependant, lors de la transmission des données, il arrive
que les fichiers soient incomplets et que les données CQ d’un jour précis manquent. Pour
intégrer malgré ceci l’effet de variabilité entre protéines et peptides, nous régularisons le
problème par rapport à la date d’acquisition en moyennant sur tous les échantillons CQ
disponibles. Cette approche demande la gestion d’un ensemble de données contenant le
paramètre d’intérêt.
L’extension à l’utilisation de plusieurs échantillons synthétiques est immédiate. Soit
NCQ l’effectif de l’ensemble des échantillons CQ à disposition. Les acquisitions étant in-
dépendantes modulo les paramètres stables, la quantité peptidique de chaque échantillon
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est conditionnée par G. En adoptant la notation x1:N = {x1, . . . , xN}, l’estimateur Espé-









p(G, θ1:NCQ | yCQ1:NCQ)dθ1:NCQ dG. (4.10)
















p(yCQn | (θinst)CQn , κCQn )p(y∗n | (θinst)CQn ,φ∗n)p(φ∗n p(κCQn |G)
]
p(G) (4.11)

























L’algorithme d’estimation à partir d’un échantillonnage stochastique est modifié en
fonction de ce qui est décrit ci-dessus. Pour une itération (k) donnée, les paramètres at-
tachés à une acquisition CQ sont échantillonnés en parallèle jusqu’au niveau « peptide »
inclus. Ensuite, on tire un échantillon sous la loi a posteriori conditionnelle pour G. L’al-
gorithme s’arrête quand le critère d’arrêt est satisfait. L’Espérance A Posteriori de G,
notée G0, est approchée en moyennant les échantillons tirés sous la loi stationnaire. Le
lecteur trouve le pseudo-code de l’algorithme dans Alg. 4.2, page 80.
4.5 Résultats
Nous présentons dans cette section les résultats de la quantification pour les données
SRM. Les travaux sur la quantification en mode Full-MS sont résumés dans l’Ann. D,
page 151.
4.5.1 Données simulées
Nous évaluons d’abord l’approche d’Inversion-Quantification à l’aide de données si-
mulées. Pour cela, nous considérons une protéine donnant trois peptides, chaque peptide
donnant trois transitions. Nous le transcrirons dans la suite du document par l’expres-
sion suivante : P = 1 1 3−−→ I = 3 1 3−−→ L = 9 . Nous proposons la simulation d’une
cohorte à quatre niveaux de concentration différente, les individus étant répartis uni-
formément sur les classes, imitant des données type « rampe de dilution ». Les distri-
butions ayant servi à établir la cohorte sont N (x; mm, γm) avec (m1, γ1) = (0.5, 0.025),
(m2, γ2) = (1, 0.05), (m3, γ3) = (2, 0.1), (m4, γ4) = (4, 0.2). Pour avoir une cohorte suffi-
samment grande, chaque classe contient 25 individus.
Nous soulignons que l’entrée aurait pu ne pas un mélange de quatre distributions
pour imiter une rampe. Pour évaluer les performances, nous aurions pu générer des
échantillons de concentration sous une seule distribution d’un support suffisamment
grand pour permettre une analyse statistiquement valable. La génération d’une rampe
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Alg. 4.1 Résumé de l’algorithme de quantification de protéines
Entrées: Y, paramètres a priori pour x, κ, θinst
Nombre maximal d’itérations : KM.
Nombre minimal d’itérations de temps de chauffe : K0.






2 Initialisation: k = 0, initialiser les paramètres
3 tant que k ≤ KM faire
4 k← k + 1
5 échantillonner (θinst)(k) ∼ p(θinst | Y, κ(k−1))
. Produit non standard de distributions. Étape de Gibbs hybride.
6 échantillonner κ(k) ∼ p(κ | Y, (θinst)(k), x(k−1)
. Distribution normale multivarée. Échantillonnage explicite.
7 échantillonner x(k) ∼ p(x | κ(k))
. Distribution normale multivarée. Échantillonnage explicite.
8 si Critère d’arrêt du temps de chauffe satisfait et k ≥ K0 alors
9 Poser KM ← k + K et K := {k + 1, . . . , k + K}
10 fin si














Alg. 4.2 Résumé de l’algorithme d’étalonnage par échantillon de Contrôle de Qualité.
Entrées: yCQ1:N , concentrations x
CQ
1:NCQ connues, paramètres a priori for G, κ, θ
inst
Nombre maximal d’itérations : KM.
Nombre minimal d’itérations de temps de chauffe : K0.
Nombre d’échantillons pris en compte : K.
1 fonction G0 = ÉTALONNAGECQ(y
CQ
1:N)
2 Initialisation: k = 0, initialiser les paramètres
3 tant que k ≤ KM faire
4 k← k + 1
5 pour n = 1, . . . , N faire
6 échantillonner (θinstn )(k) ∼ p(θinst | yn, κ(k−1)n )
. Produit non standard de distributions. Étape de Gibbs hybride.
7 échantillonner κ(k)n ∼ p(κ | yn, (θinstn )(k); xCQn )
. Distribution normale multivarée. Échantillonnage explicite.
8 fin pour
9 échantillonner G(k) ∼ p(G | κ1:NCQ ; xCQ1:NCQ)
. Distribution normale multivariée. Échantillonnage explicite.
10 si Critère d’arrêt du temps de chauffe satisfait et k ≥ K0 alors
11 Poser KM ← k + K et K := {k + 1, . . . , k + K}
12 fin si
13 fin tant que







permet cependant premièrement d’être proche des campagnes expérimentales réelles
en protéomique quantitative, et deuxièmement d’analyser le comportement ponctuel du
quantifieur.
Quant aux paramètres de simulation de données, le gain de préparation ψ vaut 1,
la matrice de digestion est bloc-unitaire, la digestion a un rendement de 1. Les autres
paramètres instrumentaux ont été choisis de manière à imiter la variabilité technologique.
Les positions de pic chromatographique sont distribuées uniformément dans l’intervalle
de l’observation, les largeurs associées uniformément entre 20 et 100 min−2. Par souci
de simplicité, le gain de transition est unitaire pour tous les fragments ; le gain global
cependant varie selon un distribution normale centrée en 1000 et de précision 1/502,
équivalent à un écart type de 50, c’est-à-dire une fluctuation de 10 % environ au sens
plus/moins deux écarts types. Chaque transition est perturbé par un bruit blanc centré
de précision 5 · 10−5, résultant en un rapport signal sur bruit moyen de 2.3 dB.
Pour obtenir les estimations et au vu de la complexité des calculs, nous choisissons un
nombre d’itérations K = 5000, nous nous servons des dernières 2000 itérations comme
échantillons de la loi cible pour le calcul de l’estimateur. L’estimation est retournée après
6 s de calcul. Les lois a priori aux extrémités de la hiérarchie sont toutes vaguement in-
formatives, laissant ainsi les données « s’exprimer ».
Présentation
La Fig. 4.3 illustre les résultats de la performance de l’Inversion-Quantification sur des
données linéarité simulées. Nous y traçons sur l’abscisse la concentration vraie x? avec
laquelle la donnée est générée, et sur l’ordonnée la concentration estimée xˆ = ψq(Y).
Chaque point (x?n, xˆn) correspond au couple vérité/estimation de l’individu n. L’inter-
valle de 5%-crédibilité a été ajouté par l’adjonction de barres à deux fois l’écart type empi-
rique de la distribution marginale a posteriori de la concentration. La droite de régression
est dessinée en vert, la bissectrice en noir et pointillé.
Globalement, la figure illustre une bonne performance de la méthode. La droite de
régression, obtenue en minimisant le critère quadratique J imposé pour la régression
simple, se confond quasiment avec la bissectrice, i.e. le modèle de prédiction est l’iden-
tité. De plus, le coefficient de détermination R2 a une valeur de 0.99 qui est indéniable-
ment proche de 1. Dans les conditions des simulations, le quantifieur est à peu près un
estimateur parfait (voir Déf. 〈2.26〉, page 30) qui, d’après la Proposition 〈2.29〉 atteint une
droite de régression se confondant avec la bissectrice avec R2 = 1.
Nous venons d’analyser la droite de régression par rapport aux valeurs de concentra-
tion connues. Or, nous avons simulé une rampe de dilution de laquelle nous connaissons
uniquement la valeur nominale par dilution, les valeurs de concentration vraies nous
étant inconnues, comme nous le verrons plus loin. La droite de régression d’une telle
étude, confrontant la référence de dilution à l’estimation, est donnée par l’expression li-
néaire xˆ = 0.014+ 0.99x qui atteint un coefficient de détermination de R2 = 0.98.
Le coefficients de variation, synonyme de dispersion normalisée, sont faibles par
classe : 0.23, 0.11, 0.083 et 0.062 respectivement. Les biais s’annulent, les erreurs qua-
dratiques sont peu élevées. Toutes les mesures d’erreur, prises par rapport à la moyenne
mm de chaque classe, sont résumées dans la Tab. 4.1. Nous pouvons ainsi quantifier l’im-
pact de la variabilité biologique que nous avons créée en simulant des distributions de
concentration non réduites à des distributions de Diracs.
Les barres d’erreur qui indiquent l’intervalle de 5%-crédibilité pour chaque estima-
tion, obtenue à partir des échantillons de la loi marginale a posteriori pour x, n’ont que
pour des cas isolés aucune intersection avec la bissectrice ; autrement dit, les valeurs
vraies sont contenues dans les intervalles de 5%-crédibilité de presque toutes les esti-
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Tab. 4.1 Tableau des mesures d’erreur pour l’évaluation de performance, utilisant des
données simulées.
droite de régression α −0.00055
par rapport à x? β 1.0053
R2 0.99168
droite de régression α 0.0140
par rapport à mm β 0.9900
R2 0.98446













variance moyenne Vx,y 0.0272




erreur quadratique moyenne EQx,y 0.0272
mations malgré la présence d’un fort bruit de mesure.
Discussion
Les résultats de la Fig. 4.3 complétée par la Tab. 4.1 montrent de très bonnes perfor-
mances malgré une puissance de bruit élevée : les erreurs sont petites par rapport à la
variabilité injectée, les intervalles de crédibilité contiennent les valeurs vraies et l’esti-
mateur est proche de l’estimateur parfait. Sur ce jeux de données, l’approche Inversion-
Quantification est validée.
Cependant, gardons à l’esprit que nous pouvons avoir un effet de surmodélisation
(overfitting). En effet, on commet un « crime inverse » : la génération des données est
faite avec exactement le même modèle que celui utilisé pour l’inversion. Or, ce modèle
n’est qu’approximatif, surtout en ce qui concerne le bruit de mesure — modélisé blanc
gaussien, en réalité non négatif et possiblement corrélé. Même si les résultats peuvent
sous cet angle avoir l’air flatteur, nous verrons dans la suite en analysant les données
réelles que la surmodélisation est négligeable.
4.5.2 Données synthétiques
Nous proposons d’évaluer dans cette section les performances de l’Inversion-Quanti-
fication par rapport au jeu de données synthétiques, voir Sect. 3.6. Pour l’analyse, nous
choisissons un sous-protéome de huit protéines des quarante incluses dans les données :
Ezrine, HSP60, HSP71, IFABP, LFABP, PDI, Villine, Protéine X ↓4.
4. NB — Le nom Protéine X a été sélectionné pour des raisons de confidentialité.
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Fig. 4.3 Présentation de la régression vérité ÷ estimation sur des données SRM simulées






























































Pour chaque échantillon CQ, nous disposons de deux mesures, la troisième étant trop
corrompue et donc éliminée, comme expliqué précédemment dans Sect. 3.6. Il est ainsi
difficile de tirer des conclusions statistiquement valables à cause du faible nombre de
mesures. C’est la raison pour laquelle nous omettons la mention du coefficient de déter-
mination. Cependant, nous nous en contentons pour voir les « tendances » du quantifieur.
Le critère d’arrêt de l’algorithme de quantification est un nombre d’itérations maxi-
males K = 5000 atteint, les dernières deux mille servant d’échantillons de la loi cible. Le
temps de calcul moyen pour un échantillon de cette cohorte à huit protéines est chiffré à
73 s.
Présentation
L’évaluation est illustrée à l’aide de droites de régression qui sont données dans les
Figs. 4.4 et 4.5, chacune des huit est présentée sur une sous-figure. Globalement, on peut
constater une bonne linéarité. Les exceptions, i.e. les points éloignés de chaque droite
de régression, se trouvent dans l’échantillon CQ4 à la fois dans l’étude de l’Ezrine, de
l’HSP60 et de la Villine où on remarque une sous-expression. La dispersion de ces points
étant extrêmement faible, nous pouvons relier cette sous-expression à un aléa de la pré-
paration de la dilution.
Ensuite, les droites de régression ont une pente β comprise entre 0.8 et 1.2 pour les
protéines Ezrine, HSP60, IFABP, LFABP, Villine et Protéine X ; un peu plus éloignées sont
les pentes des protéines HSP71 (0.74) et PDI (0.78). La première des deux montre aussi
une concentration endogène de 0.19 alors que les autres protéines ont un niveau endo-
gène négligeable (< 0.1). Chez la protéine PDI, on constate également qu’à partir du CQ3,
un des deux points de mesures semble sous-exprimé (CQ3 : 0.254 vs. 0.176 ; CQ4 : 0.494




Individuellement, chaque estimation est accompagnée de son intervalle de 5%-crédi-
bilité. La figure illustre également les incertitudes sur les estimations selon l’écart type
empirique. Pour de petites concentrations l’incertitude est très petite ; plus la concentra-
tion protéique croît, plus l’incertitude est grande.
La Fig. 4.6 présente les droites de régression dans un repère double-logarithmique
pour la protéine LFABP (en tant que représentante des autres protéines où la linéarité est
confirmée) et la Villine où nous avons remarqué une sous-expression. Pour cette étude,
nous avons dû éliminer les échantillons CQ0, affichant un rapport de 0 dont le logarithme
n’est pas défini. Compte tenu du faible nombre d’acquisitions traitées, on voit que le co-
efficient de la log-log-régression de la LFABP est proche de 1, démontrant le caractère
linéaire de la proportionnalité entre rapports de dilution injecté et estimé. Pour la Vil-
line, on trouve une droite de log-log-régression de log2(y) = −0.06+ 1.50 log2(x), i.e. la
dépendance entre entrée et sortie ne se décrit pas d’une manière linéaire, mais en fonc-
tion de la puissance 1.5 de l’entrée. La courbe de régression résultante dans un repère
cartésien est illustrée dans la Fig. 4.7.
Enfin, la Fig. 4.8 présente un exemple de reconstruction de données. Nous superpo-
sons les acquisitions et les sorties modèles calculées à partir des estimations des para-
mètres. Chaque ligne regroupe les trois traces d’un même peptide de la protéine LFABP.
On constate généralement une bonne concordance entre les signaux, la reconstruction
approchant bien le signal obtenu. Les paramètres chromatographiques sont bien estimés.
L’utilisation de la redondance des informations a permis d’écarter les pics parasites dans
l’estimation dans les traces associées au premier et au deuxième peptide. La qualité des
données du troisième peptide est très bonne, les perturbations sont presque inexistantes.
L’estimation associée est – à l’image des traces – également très bonne.
Discussion
L’illustration des résultats dans les Figs. 4.4 et 4.5 valide — au moins de manière
« tendancielle » — la méthode d’Inversion-Quantification pour le mode SRM à partir de
données expérimentales de type « rampe de dilution ». En effet, on retrouve une bonne
linéarité avec peu de points non concordants. Ceux-ci apparaissent soit dans un couple
d’échantillons de dilution précis (CQ4), soit pour un échantillon du couple (PDI, CQ3 à
CQ5).
La protéine HSP71 semble sortir un peu de cette vue générale. La pente de sa droite
de régression vaut 0.74, l’ordonnée à l’origine vaut 0.19. À part le CQ5, les autres échan-
tillons de cette protéine sont sur-exprimés par rapport à la dilution attendue. Comme cet
effet n’apparaît nulle part ailleurs, on peut se poser des questions quant à la préparation
et l’injection de cette protéine, sachant que les estimations régressent bien linéairement.
Dans la Fig. 4.7, nous avons ajouté à la régression linéaire la courbe de régression de
puissance 1.5 issue de l’analyse en échelle double-logarithmique. Nous observons que
cette régression n’est pas plus satisfaisante que la régression linéaire. On souligne à nou-
veau que le nombre de mesures est faible et qu’il nous faudra un nombre plus élevé pour
tirer des conclusions valables dans un sens statistique.
Quant à l’objection de sur-modélisation que nous avons évoquée précédemment, on
voit dans les résultats sur ces données réelles que le fait de traduire le bruit de mesure
par un bruit blanc gaussien centré semble ne pas affecter (ou affecter négligemment) les
estimations, selon ce qu’on peut « conclure » avec un petit nombre de données, confirmé
également par les bonnes reconstructions, Fig. 4.8.
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Fig. 4.4 Droites de régression pour les quatre premières protéines du jeu de données
« linéarité » : (a) Ezrine, (b) HSP60, (c) HSP71, (d) IFABP. Sur l’abscisse les « quantités »
vraies (en termes de CQ), sur l’ordonnée les rapports de dilution estimés. (Suite dans la
Fig. 4.5)

















































































Fig. 4.5 Suite de la Fig. 4.4 : Droites de régression pour les quatre dernières protéines du
jeu de données « linéarité » : (a) LFABP, (b) PDI, (c) Villine, (d) Protéine X. Sur l’abscisse
les « quantités » vraies (en termes de CQ), sur l’ordonnée les rapports de dilution estimés.















































































Fig. 4.6 Représentation des régressions sur les données synthétiques en échelle double-
logarithmique pour les protéines LFABP et Villine






















































Fig. 4.7 Représentation des régressions linéaire (vert) et exponentielle (rouge) de la Villine







Villin y = −0.09+ 1.11x











Fig. 4.8 Reconstruction d’une donnée SRM du jeu de données synthétiques pour la pro-
téine LFABP. (— signal enregistré, — signal reconstruit, – – signal du standard.) Chaque
ligne correspond à un même peptide, chaque figure à une trace associée au peptide. L’abs-
cisse correspond au temps de rétention en minutes, l’ordonnée à l’intensité du signal.





















































Les données à disposition pour l’évaluation de notre méthode comportent également
des données cliniques issues d’une campagne expérimentale sur des patients du cancer
colorectal et sur des individus contrôle. La difficulté ici vient clairement du fait qu’on ne
peut avoir de concentration vraie. Nous pouvons donc seulement comparer à d’autres
estimations. Nous avons discuté ce problème dans Sect. 3.6 et motivé l’utilisation des
tests ELISA comme référence. Malheureusement, une seule protéine est dosée à la fois en
ELISA et en SRM. En prenant la première comme référence, supposée sans erreur, nous
analysons la corrélation entre les estimations ELISA et SRM, les estimations n’étant pas à
la même échelle pour une analyse par droite de régression.
Les données sont au préalable étalonnées par les échantillons de Contrôle de Qualité.
Si la date d’acquisition de données cliniques correspond à une date pour laquelle nous
disposons d’échantillons CQ, c’est eux que nous utilisons pour l’étalonnage ; sinon, nous
calculons une moyenne sur les CQ de tous les jours disponibles.
Le temps de calcul pour l’obtention des estimations est de 20 s par donnée en consi-
dérant K = 5000 itérations incluant un temps de chauffe de K0 = 3000. L’algorithme
s’arrête en atteignant le nombre d’itérations K.
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Fig. 4.9 Corrélations entre les tests ELISA et les estimations de l’Inversion-Quantification :
(a) pour le peptide AIGLPEELIQK, (b) pour le peptide GVSEIVQNGK, (c) pour le peptide
TVVQLEGDNK, (d) pour la protéine en utilisant une moyenne arithmétique des estima-
tions peptidiques, (e) pour la protéine tenant compte des trois peptides (IQ1,2,3), (f) pour
la protéine en excluant le peptide corrompu de l’estimation (IQ1,3). En haut à droite de
chaque figure se trouve la valeur de la corrélation.








































































































































































































































































































































































































































































La Fig. 4.9 présente graphiquement les corrélations entre les estimations ELISA, sur
l’abscisse de chaque sous-figure, et les estimations issues de l’Inversion-Quantification
(IQ) que nous avons exposée dans ce chapitre.
Par la méthodologie choisie, nous avons accès non seulement à la variable d’intérêt
(concentration protéique), mais aussi aux paramètres de nuisance qui peuvent être analy-
sés. Ainsi, nous considérons dans les sous-figures 4.9(a), (b) et (c) les corrélations avec les
estimations au niveau peptidique. On voit que les estimations IQ des peptides AIGLPEE-
LIQK et TVVQLEGDNK corrèlent très bien avec les estimations ELISA, les corrélations
valant 0.93 et 0.90 respectivement.
Le peptide GVSEIVQNGK par contre montre une corrélation quasi nulle. En effet, la
plupart des valeurs estimées sont beaucoup plus grandes et sur une autre échelle que
celles des autres peptides alors que les peptides sont censés mesurer la même quantité
(modulo l’étalonnage). On peut certes deviner un groupe de points qui semblent être cor-
rélés avec les tests ELISA vers les valeurs faibles de l’ordonnée, mais la plupart des points
sont bien au dessus de ce niveau. Nous y reviendrons dans la discussion des résultats.
Dans la sous-figure 4.9(d), nous présentons la corrélation entre le test ELISA et la
quantification protéique utilisant la moyenne arithmétique des estimations peptidiques.
On voit clairement que, même si on distingue une certaine linéarité des points en bas de
la figure, la plupart des estimations sont perturbées par le résultat du deuxième peptide.
La corrélation est chiffrée à 0.03, suggérant qu’il n’y a presque pas de relation linéaire
entre les valeurs.
La sous-figure 4.9(e) illustre ensuite la corrélation des estimations ELISA et la recons-
89
CHAPITRE 4. INVERSION-QUANTIFICATION
truction protéique IQ sans tenir compte de l’inadaptation du peptide GVSEIVQNGK. On
atteint une corrélation de 0.86 ce qui est toujours un bon résultat. Comme l’estimation
protéique par l’IQ n’est pas une simple moyenne arithmétique mais prend en compte
la qualité des données et de précision de la distribution a posteriori conditionnelle sur
les peptides, l’impact du deuxième peptide est atténué. La très mauvaise corrélation du
peptide GVSEIVQNGK dégrade seulement de manière faible la concentration protéique
par rapport aux corrélations des deux autres peptides. Le « poids » attribué par la mé-
thode aux peptides peut être mesurée en considérant les corrélations inter-estimations :
alors que les coefficients de corrélation entre l’estimation de la concentration protéique
et des quantités des peptides AIGLPEELIQK et TVVQLEGDNK sont de 0.942 et 0.887
respectivement, il n’est que de 0.0756 pour le peptide GVSEIVQNGK. Nous mettons en
relief que l’attribution du « poids » ne se fait pas en considérant une étude statistique sur
une cohorte de mesures ; la méthode n’a pas d’autres entrées que la donnée à quantifier
(et éventuellement des paramètres supplémentaires). Ainsi, l’algorithme montre un ca-
ractère autocalibrant en détectant par lui-même l’inadéquation d’une mesure peptidique.
Ajoutant cependant que l’élimination manuelle du peptide dans l’estimation mène natu-
rellement à une meilleure corrélation (0.89) comme nous montrons dans la Fig. 4.9(f).
Discussion
Nous avons remarqué dans la description des résultats qu’un des peptides,
GVSEIVQNGK, présente un comportement anormal par rapport aux autres peptides et
aux attentes. Pour comprendre d’où peut venir ce défaut, on peut accuser les dévelop-
pements théorique et algorithmique ou les observations. L’algorithme ayant donné des
résultats convaincants sur la même protéine en utilisant des données synthétiques, nous
proposons de regarder les données. Dans la Fig. 4.10, nous présentons les traces du pep-
tide GVSEIVQNGK pour une sélection de huit individus. On voit que les données sont
perturbées par des contaminants qui affectent surtout la transition 515.80/658.40 (rouge)
sous des formes et positions différentes. Ces « parasites » ne sont pas expliqués par le
modèle mis en place, notamment en ce qui concerne le caractère commun des pics chro-
matographiques. Il se trouve également qu’il est moins coûteux en termes d’erreur et,
donc, de vraisemblance, d’adapter la forme du pic perturbé et de négliger les deux pics
non perturbés.
L’exclusion du peptide GVSEIVQNGK améliore certes la corrélation (augmentation
de 0.03 points), mais elle reste inférieure à celles des peptides pris individuellement. On
s’attendrait à ce que la combinaison des valeurs peptidiques apporte un lissage des fluc-
tuations et que la corrélation résultante soit supérieure ou égale à celle du meilleur pep-
tide. Or, ce n’est pas le cas ici. Les peptides étant marqué par un standard lourd, les
protéines sont ensuite inférées par un étalonnage CQ préalable. En faisant ainsi, nous
rapportons un gain appris à l’aide des données extérieures sur le traitement numérique
en cours. Même si ce gain est supposé stable, cette analyse de résultats montre que l’éta-
lonnage tel qu’il est conçu n’est pas suffisant et nécessite des améliorations, actuellement
en phase de réflexion.
Malgré ceci, nous pouvons valider l’approche Inversion-Quantification sur données
réelles en s’appuyant sur le fait qu’une corrélation de 0.86 (voire 0.89) est satisfaisante,
surtout en comparant les temps d’acquisitions et d’estimation des méthodes. Avec ces
valeurs, nous sommes proche de la corrélation d’environ 0.9 considérée comme validant
deux tests ELISA entre eux.
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Fig. 4.10 Présentation des traces GVSEIVQNGK pour une sélection de huit individus. Sur
l’abscisse, temps de rétention en minutes ; sur l’ordonnée, l’amplitude du signal.









































































































Dans ce chapitre, nous avons présenté les développements théorique et algorithmique
de l’Inversion-Quantification, son but étant de quantifier les protéines d’un échantillon
biologique à partir d’une donnée chromatographique/spectrométrique. Pour cela, nous
avons construit la loi jointe et exprimé l’estimateur (« quantifieur ») dans le cas pré-
sent. Afin de mettre en œuvre un algorithme d’échantillonnage stochastique type MCMC
adoptant une structure de Gibbs, nous avons calculé les lois a posteriori conditionnelles
pour chacun des paramètres pour les deux modes de spectrométrie que nous considé-
rons.
Le standard utilisé dans les données SRM étant l’AQUA, le lien entre protéines et
peptides ne peut être fait de manière interne. Nous avons exposé l’étalonnage par échan-
tillons de Contrôle de Qualité, incluant les aspects conception et développement algo-
rithmique.
Finalement, nous avons confronté la méthode à des données diverses pour évaluer
l’Inversion-Quantification et pour la valider. Nous avons considéré pour cela des don-
nées simulées selon notre modèle direct, des données réelles de type rampe de dilution
affichant une linéarité, et des données réelles cliniques en comparant les estimations avec
une référence. Nous avons validé l’approche dans l’intégralité des expériences, avec des
réserves quant à la taille de la cohorte pour les données synthétiques. L’analyse des don-
nées cliniques a appelé deux remarques. Premièrement, nous avons constaté qu’un pep-
tide se comporte d’une manière inattendue. La considération des traces associées à ce
peptide a montré qu’elles sont fortement corrompues. Ensuite, nous avons remarqué une
dégradation de la corrélation au niveau de l’estimation de la concentration protéique,
probablement suite à l’utilisation de l’étalonnage CQ dans les données cliniques. Nous
avons également découvert une forte perturbation des données du peptide GVSEIV-
QNGK de la protéine LFABP, impactant les résultats d’estimations mais de manière très
modérée. Parmi les traces du peptide concerné, une seule était affectée, et l’élimination
manuelle du peptide corrompu associé a amélioré les résultats. L’amélioration de l’éta-
lonnage par d’autres moyens que la simple utilisation des échantillons de Contrôle de




Dans ce chapitre, nous allons voir l’apport majeur de cette thèse : une méthode de
classification issue de la méthodologie des problèmes inverses. Elle ne se limite pas aux
instruments LC-MS ou SRM, mais est extensible presque à d’autres problèmes de nature
hiérarchique. C’est la raison pour laquelle nous n’allons pas raisonner en paramètres
associés à tel ou tel instrument, mais par niveau hiérarchique, à l’instar du chapitre pré-
cédent. On utilisera à nouveau les vocables « paramètre d’intérêt » et « paramètres de
nuisance ».
Pourquoi coupler « classification » et « problèmes inverses » ? La méthodologie des
problèmes inverses permet une inférence jointe de tous les paramètres en jeu, tant les para-
mètres continus (les paramètres attachés aux instruments, la concentration des protéines)
que les paramètres discrets (la classe). Elle permet également de rendre plus robuste l’es-
timation grâce à l’information apportée par la modélisation du problème direct. Le cadre
bayésien nous sera ensuite utile pour séparer et quantifier les sources d’incertitude.
5.1 Classification : apprendre et classer
Le terme classification est souvent confondu avec l’action de classer une nouvelle obser-
vation. Mais il y a plus que cela. Attaché à la classification, il y a aussi l’action d’apprendre
les paramètres caractéristiques des classes afin de pouvoir prendre une décision, afin d’es-
timer la classe d’appartenance. Ces deux actions reposent sur des choix qui sont faits :
quels paramètres caractéristiques, quelles fonctions d’estimation, quelle cohorte d’ap-
prentissage et à quel effectif, . . . Les réponses à ces questions structurent le classifieur, i.e.
la « routine » qui propose l’estimation de la classe d’une nouvelle observation, compte
tenu de l’apprentissage et d’autres informations. La classification est donc composée de
deux tâches :
Apprendre les caractéristiques — Premièrement, il est nécessaire d’entraîner le classi-
fieur. Pour cela, on utilise généralement des cohortes d’individus de classe déter-
minée sur lesquelles on apprend les caractéristiques (features) qui sont censées sé-
parer les classes. On appellera ces caractéristiques aussi la variable explicative pour la
classification. Cette étape entraîne le classifieur.
Estimer la classe — Deuxièmement, à l’aide du classifieur entraîné, on peut associer à
un nouvel individu de classe indéterminée l’estimation de sa classe. On dit aussi
qu’on applique le classifieur à une nouvelle observation.
Considérons le premier choix que nous faisons pour structurer le classifieur : adres-
ser les deux tâches séparément. Pour quelles raisons pourrait-on avoir envie de procéder
comme ça ? Primo, nous pouvons avoir des cohortes dont on veut seulement connaître
les caractéristiques, e.g. la distribution, pour des buts de comparaison. Secundo, les ca-
ractéristiques ainsi apprises sont réutilisables dans des cas où on veut estimer la classe
de plusieurs nouvelles observations à des temps différents. Un « ré-apprentissage » n’est
pas nécessaire. Tertio, mettons nous dans les conditions suivantes : les caractéristiques
correspondent aux hyperparamètres de la distribution de la concentration protéique. Au
temps t, nous disposons d’une première cohorte d’apprentissage C1 sur laquelle nous
entraînons le classifieur. Au temps t + ∆t nous disposons de la fusion F de la cohorte
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précédente avec une nouvelle cohorte C2. Apprendre les caractéristiques à partir de F
est équivalent à apprendre les caractéristiques à partir de C2 où les paramètres a priori
correspondent aux caractéristiques apprises auparavant sur la cohorte C1. Quarto, étant
donné un grand nombre d’individus par cohorte, l’impact de la variabilité dans l’appren-
tissage semble moins important.
Notons cependant que la méthodologie bayésienne (comme d’autres) permet égale-
ment de considérer un problème joint « apprendre et classer ». Pour cela, on déduit la
probabilité a posteriori pour la classe sachant l’observation à classer et toutes les obser-
vations d’apprentissage. Ce faisant, nous marginalisons tous les paramètres de nuisances,
i.e. paramètres instruments et concentrations protéiques associés à chaque observation.
Par la marginalisation, nous intégrons toutes les variabilités, y compris celles issues de
l’inversion des données d’apprentissage, aussi faibles soient-elles.
En étendant ces travaux, cette stratégie est non seulement valable pour une simple
classification, mais aussi pour un étiquetage semi-automatique, c’est-à-dire un appren-
tissage semi-supervisé avec des étiquettes manquantes : imaginons que nous avons à
disposition une cohorte à étiquette déterminée sans erreur et une cohorte à étiquette in-
déterminée. À l’aide d’une modélisation adéquate, on peut conjointement attribuer une
classe aux individus de la cohorte à étiquette indéterminée et estimer les paramètres de
la distribution des concentrations, mettant à jour ainsi le partitionnement de la cohorte.
Le deuxième choix quant à la structure du classifieur consiste à définir les caractéris-
tiques. Elles déterminent l’espace dans lequel le classifieur agit et travaille.
Machine Learning Dans les approches Machine Learning, la classification est entreprise
dans l’espace des données ou des caractéristiques (feature space), cf. Fig. 5.1(a). Ceci ne
prend en compte aucun modèle physique explicite : l’observation est simplement
comparée à des données (i.e. observations ou caractéristiques) représentatives de
chaque classe. Le classement est ensuite fait à partir de la minimisation d’un coût.
Ainsi, c’est sur la conséquence finale d’un événement que l’on travaille et c’est elle
que l’on utilise pour classer.
Dans les Interfaces Cerveau/Machine (ICM), Barachant et al. [80] classent les inten-
tions d’un utilisateur, connecté à une machine via un dispositif de lecture d’activité
électrique du cerveau. Les signaux obtenus sont modélisés par des processus aléa-
toires, gaussiens, centrés et de covariance différentes selon l’intention. Ensuite, les
matrices de covariance « vivant » dans la géométrie riemannienne, les auteurs es-
timent le centroïde de chaque classe à l’intérieur de cette géométrie. La classification
se fait ensuite en minimisant la distance riemannienne de l’échantillon à classer par
rapport aux centroïdes représentatifs des classes.
Approche Séquentielle Si un modèle d’acquisition peut être mis en place, on peut pro-
céder à des estimations intermédiaires avant de classer à partir de ces dernières, réa-
lisant ainsi une approche séquentielle comme présenté dans la Fig. 5.1(b). On applique
les méthodes aux estimations comme s’il s’agissait de paramètres directement ob-
servés ce qui nous conduit à travailler dans l’espace de paramètres. C’est l’approche
qu’utilisent [81] pour décider si une molécule est discriminante ou pas, [82] pour
classifier des signaux, ou [83] pour décider si une acquisition de cohorte fait ou ne
fait pas partie d’une sous-cohorte donnée.
Approche Jointe Enfin, disposant des modélisations physique et probabiliste de la chaîne
d’analyse, nous proposons d’utiliser la méthodologie des problèmes inverses. L’es-
timation de la classe peut être vue comme une estimation ponctuelle d’un para-
mètre discret, son estimation faisant appel à l’observation et aux modèles. On tra-
vaille alors dans un espace joint. C’est le cadre qui est présenté dans la suite de ce
chapitre.
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Fig. 5.1 Schémas pour trois types différents de classification : (a) l’approche machine lear-
ning (comparaison avec une donnée représentative), (b) l’approche séquentielle (avec des
estimations intermédiaires) et (c) l’approche inversion présentée dans cette thèse (inver-
sion du modèle physique, ici avec l’utilisation des méthodes statistiques bayésiennes).
Observation Y
Classe estimée cˆML
















Finalement, dans le cas où on dispose d’un modèle paramétrique et d’une modélisa-
tion probabiliste, s’impose un troisième choix car la structure du classifieur dépend égale-
ment du choix des distributions pour chaque paramètre. Nous avons motivé le choix des
distributions précédemment pour les paramètres autres que la classe et les paramètres de
classe ; les distributions de ces derniers seront présentées dans la suite de ce chapitre.
5.2 État de l’art
La classification est un problème majeur dans le traitement de données et ses appli-
cations. Parmi les méthodes de classification, toutes ont le même but : estimer avec le
moins d’erreur possible la classe de provenance d’une observation donnée. Cependant,
la manière de s’y prendre diffère d’une méthode à l’autre, construisant des classifieurs
différents. Dans ce qui suit, nous en exposons quatre qui sont issues de l’état de l’art
« standard ». Elles nous serviront ensuite pour évaluer et comparer les performances du
classifieur que nous introduirons après l’exposé de l’état de l’art.
5.2.1 Naïve Bayes
Le classifieur Naïve Bayes (NB) [84, Ch. 6.6.3] est une technique facile à comprendre
et simple à mettre en œuvre, tout en étant relativement performante. Étant donnée une
classe C = cm, on suppose que les entrées (dans l’approche séquentielle, il s’agit des
estimations de concentrations de chaque protéine) du vecteur xˆ sont indépendantes :
p(xˆ | C = cm) = ∏Pp=1 p(xˆp | C = cm).
Le classifieur correspond finalement à l’estimateur Maximum A Posteriori
ψNB(xˆ) = argmax
m=1,...,M




p(xˆp | cm). (5.1)
Ce classifieur trouve son avantage dans l’indépendance des entrées. Même si cette
supposition est en général fausse, elle simplifie les développements : on peut se conten-
ter de considérer plusieurs distributions mono-variées. Considérons par exemple le cas
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gaussien, paramétré par la moyenne et la matrice de covariance. Au lieu de devoir ap-
prendre une matrice de covariance pleine de taille P × P de P(P − 1)/2 entrées dis-
tinctes, Naïve Bayes suppose une matrice de covariance diagonale et n’a ainsi besoin
d’apprendre que des variances de chaque entrée, soit P paramètres.
5.2.2 Régression logistique
La régression logistique (LR) [84, Ch. 4.4] est issue du désir d’exprimer la probabilité
d’un modèle ou d’une classe cm ∈ C à l’aide d’une fonction linéaire en xˆ qui contient ici
les estimations de concentration de protéines dans le contexte de l’approche séquentielle.
Pour ce faire, on considère le logarithme des rapports des probabilités a posteriori des
classes qui sera modélisé comme étant linéaire :
log
Pr(C = cm | xˆ)
Pr(C = cM | xˆ) = αm + β
T
m xˆ, ∀m = 1, . . . ,M− 1. (5.2)
La probabilité de la classe M sert de facteur de normalisation ; son choix a été arbitraire,
toute autre classe aurait pu faire l’affaire sans perte de généralité.
On isole la probabilité a posteriori d’une classe par prise de l’exponentiel :
Pr(C = cm | xˆ) = Pr(C = cM | xˆ) exp(αm + βTm xˆ), m = 1, . . . ,M− 1. (5.3)
Pour caractériser la probabilité de normalisation, on utilise le fait que la somme des pro-
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ce qui fait finalement
Pr(C = cM | xˆ) = 1
1+∑M−1m=1 exp(αm + βTm xˆ)
(5.4)
Compte tenu de la construction, les probabilités sont données par
PrLR(C = cm | xˆ) = exp(αm + β
T
m xˆ)
1+∑M−1r=1 exp(αr + βTr xˆ)
, m = 1, . . . ,M− 1, (5.5a)
PrLR(C = cM | xˆ) = 1
1+∑M−1r=1 exp(αr + βTr xˆ)
. (5.5b)
La classification se fait à l’aide de l’estimateur du maximum de la loi, i.e.
ψLR(xˆ) = argmax
m=1,...,M
PrLR(C = cm | xˆ). (5.6)
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Notons cependant que les estimateurs Naïve Bayes et Régression logistique ne maxi-
misent pas les mêmes lois : alors que le NB impose l’indépendance des entrées de la
quantité à classifier, la LR impose plutôt la linéarité de l’expression de la probabilité de
la classe.
La remarque suivante propose une manière d’estimer les paramètres αm et βm ; la
référence citée ci-dessus en expose d’autres en s’inspirant de méthodes différentes.
Remarque 〈5.1〉 (Régression logistique et estimation bayésienne) Dans cette remarque,
nous allons montrer une équivalence entre l’estimation bayésienne de la classe et la régression
logistique sous certaines conditions restrictives. Elles seront introduites au fur et à mesure.
Cette équivalence nous permettra de proposer une estimation des paramètres de la régression lo-
gistique. Nous étudierons le cas binaire uniquement ; le cas N-aire s’obtient facilement d’une
manière analogue.
Soit C = {c0, c1} l’ensemble des classes auxquelles est associée la distribution a priori
Pr(C = c0) = p0 = 1− p1 = 1− Pr(C = c1).
Ensuite, nous introduisons la première restriction : soit p(x | cm) = N (x;mm, Γm) une loi
normale pour m ∈ {0, 1}.
La loi a posteriori pour la classe c0 est donnée par
Pr(c0 | x) = p0N (x;m0, Γ0)




N (x;m1 ,Γ1)︸ ︷︷ ︸




E(m0,m1, Γ0, Γ1) + p1p0
.
La fonction E(m0,m1, Γ0, Γ1) est un rapport de deux lois normales qui se développe de la
façon suivante :








xT(Γ0 − Γ1)x− 2(mT0Γ0 −mT1Γ1)x+ const
])
.
L’argument de l’exponentielle définit la conique de séparation entre les deux classes. Pour
Γ0 6= Γ1, l’hyperplan est parabolique puisque l’argument est un polynôme de degré 2.
La deuxième restriction s’effectue au niveau des précisions des lois normales. On suppose
des lois normales homoscédastiques. Soit alors maintenant Γ0 = Γ1. L’expression de E se simplifie
et on obtient
E(m0,m1, Γ) = exp
(
(m0 −m1)TΓ︸ ︷︷ ︸
=βT




La conique de séparation des classes n’est plus qu’une droite, définie par les paramètres (α, β)
[85]. La probabilité a posteriori pour c0 s’écrit alors
Pr(c0 | x) = exp(β
Tx+ α)
exp(βTx+ α) + p1/p0
.
Nous avons ainsi déduit d’une classification bayésienne sur des données directes l’expression de
la régression logistique à distribution a priori non uniforme sur les classes. Si p0 = p1 ce qui
correspond à la troisième restriction, alors on retrouve l’Éqn. (5.5). Il en résulte de plus que
l’hyperplan séparant les classes dans la régression logistique est une droite dont les coefficients




L’approche k-means [84, Sect. 14.3.6] est une méthode de partitionnement, i.e. d’éti-
quetage non supervisé, qui tente de partitionner N observations dans M partitions ↓1, le
nombre de partitions étant choisi a priori. Les associations de partition aux observations
se font globalement en minimisant le critère de somme des carrés à l’intérieur de chaque








ainsi, l’observation xj appartient à la partition cm dont le centre mm est le plus proche.
(L’utilisation d’une autre distance que la distance euclidienne est tout à fait autorisée
et peut trouver son intérêt dans la résolution de problèmes vivant dans un espace non
euclidien.)
Un certain nombre d’extensions ont été proposées, certaines pour diminuer l’impact
de l’initialisation ou pour atteindre une meilleure convergence. Pour pallier l’inflexibilité
du nombre de partitions, la méthode « Sum Of Norms » [86], s’inspirant des k-means,
en propose une détermination automatique, contrairement aux k-means. Pour cela, la
méthode travaille avec autant de partitions qu’il y a d’observations. Ensuite, grâce à un
terme qui pénalise la norme de la différence des centres des partitions qui s’ajoute au
terme à minimiser, certains centres se confondent. Finalement, toutes observations dont
les centres sont égaux appartiennent à une même partition.
Il existe également une variante des k-means s’inscrivant dans les méthodes de la lo-
gique floue qui n’assigne pas une et une seule partition à une observation, mais plusieurs
avec un certain degré de confiance. Nous introduisons cette variante dans la section sui-
vante.
5.2.4 Fuzzy c-means
La méthode des fuzzy c-means [87] est une extension de la méthode k-means à la lo-
gique floue. Toutes les deux sont des méthodes de partitionnement non-supervisé, visant
à estimer le nombre de classes, leurs centroïdes, et l’appartenance aux classes détectées.
Contrairement aux k-means où l’appartenance n’est possible qu’à une seule classe, les
fuzzy c-means (FCM) permettent l’appartenance à plusieurs classes. Pour cela, on mini-









où f est le degré de flou (level of fuzziness), mm le centroïde de la classe m, et ‖·‖A une
norme matricielle pondérée par la matrice A ↓2. Ainsi, on calcule pour un échantillon
n = 1, . . . , N (une estimation de concentration de protéines) un degré d’appartenance µmn à
la classe cm ∈ C dont la valeur est comprise entre 0 et 1, la somme des degrés pour un
échantillon donné égalant 1. Il est important de remarquer que cette valeur n’est pas une
probabilité et ne doit pas être interprétée comme telle.
L’extension au cas de la classification avec un apprentissage supervisé est immédiate.
Soient les échantillons indicés par n = 1, . . . , N les échantillons d’apprentissage. Il suffit
d’imposer µm,n = δ(c?n, cm) pour l’échantillon n qui vaut 1 si la classe cm correspond à
1. Classiquement, la méthode s’appelle k-means car le nombre de partitions est k. Dans la suite, nous
utilisons toujoursM partitions, sans changer le nom « standardisé » de cette méthode enM-means.
2. Un choix récurrent pour ces paramètres est f = 2 et A = I la matrice identité.
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Fig. 5.2 Diagramme hiérarchique de la classification. (a) pour l’apprentissage, (b) pour le
classement. Les variables emboîtées sont connues, les variables encerclées sont d’intérêt.






































la classe vraie c?n de l’échantillon, et 0 sinon. L’ensemble d’échantillons d’apprentissage à
degré d’appartenance fixe et d’échantillons à classer est ensuite partitionné comme décrit
ci-dessus.
5.2.5 Bilan
Les méthodes de classification exposées ci-dessus présentent certains défauts. Dans
les approches Machine Learning, la recherche des caractéristiques différentiantes peut
être difficile compte tenu de la nature des signaux chromato-spectrométriques et les va-
riabilités impliqués. De plus, le modèle direct qui nous avons mis en place n’est pas consi-
déré alors qu’il nous apporte une information qu’il est crucial d’utiliser.
L’approche séquentielle est utilisée couramment, notamment Naïve Bayes et – en bio-
statistiques – la régression logistique. Cependant, on travaille sur des estimations pour
faire une deuxième estimation. La première comporte déjà un choix sur l’estimateur
ponctuel (bayésien ou non) et néglige l’information sur la variabilité et sur l’incertitude.
Cette thèse propose d’aller plus loin en fusionnant les deux en travaillant dans un
espace joint sans estimation séquentielle (Fig. 5.1(c)). L’estimation est faite en inversant
le modèle direct de la chaîne d’analyse qui explique la génération des données par les
« causes » (les paramètres d’intérêt) en passant par les « instruments » (paramètres de
nuisance) jusqu’aux « conséquences » (observations).
5.3 Apprendre
L’objet de la présente section est l’estimation des paramètres des classes pi. Pour cela,
nous identifions les paramètres d’une classe avec les paramètres de la distribution de
concentration des protéines. Sous les conditions d’indépendance que nous imposons,
nous montrons que l’apprentissage est séparable par rapport aux classes ce qui nous
permet de faire des apprentissages mono-classe. Nous exprimons l’estimateur qui sera
calculé par l’algorithme MCMC dont nous donnerons le schéma. À la fin de cette section,
nous donnons des résultats et en évaluons les performances sur des données simulées.
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La situation est la suivante :
– Les données d’apprentissage, regroupées dans l’ensemble T = {Y1, . . . , YN} ≡
{Y1:N}, proviennent d’une cohorte de taille N ;
– à l’intérieur de la cohorte, il y a M sous-cohortes ;
– chaque sous-cohorte T m = {Yn | Yn ∈ cm, n = 1, . . . , N} est de taille Nm pour m =
1, . . . ,M et ∑Mm=1 Nm = N ; ↓3
– l’ensemble des sous-cohortes T 1:M est une partition de T ;
– les membres de la sous-cohorte T m sont notés Ymn , et la sous-cohorte elle-même
peut s’écrire T m = {Ym1:Nm}
– à chaque classe cm est associé un paramètre de classe pim qui correspond aux hy-
perparamètres de la distribution de x | cm.
La situation est représentée schématiquement dans la Fig. 5.2(a).
Remarque 〈5.2〉 Dans la récolte de données cliniques, il se peut qu’une attribution de classe à
un individu d’apprentissage soit erronée. C’est le cas par exemple quand la cohorte d’individus
contrôle est issue d’un centre de don de sang. On peut tomber sur un individu qui – à son insu –
est dans un stade préliminaire d’une maladie considérée. On parle alors d’« étiquette aberrante ».
Nous supposons que ce n’est pas le cas ici. Cependant, si on voulait en tenir compte, la mo-
délisation serait à revoir en y ajoutant notamment un indicateur « erreur d’étiquetage », soit pour
exclure l’individu, soit pour lui attribuer une autre classe. Une des méthodes correctrices couram-
ment utilisées, on compte évidemment la validation croisée où on cherche à reclasser l’individu,
l’apprentissage étant fait sur la cohorte sans l’individu en question. Pour un nombre N grand,
l’effort est très important au vu des N apprentissages. Au lieu de considérer un individu, on peut
en considérer V pour en faire des paquets de reclassement avec l’apprentissage sur l’ensemble de la
cohorte sans les V individus choisis. En dehors de cela, [88] étudie cette question en associant un
poids correcteur à chaque concentration. Ainsi, la concentration est ramenée vers la bonne classe.
Ceci étant dit, le cadre bayésien fournit tous les outils pour décider si une étiquette est aber-
rante ou non. En ajoutant un paramètre d’indicateur, on peut calculer la probabilité de remise en
cause de l’étiquette (compte tenu de la cohorte d’apprentissage) ; le cas échéant une ré-attribution
d’étiquette est possible, la méthode s’inscrivant ainsi dans l’apprentissage semi-supervisé (ou ap-
prentissage à supervision partielle).
5.3.1 Séparation naturelle des classes
Chaque donnée d’apprentissage est acquise indépendamment des autres ; dans nos
termes, les vraisemblances des acquisitions se séparent. De plus, les paramètres étant
également indépendants d’une expérience à l’autre, on modélise l’indépendance a priori.
Ainsi, la distribution jointe des données de la cohorte T se décompose en un produit de
plusieurs distributions. Regroupons momentanément les sous-cohortes. Nous obtenons
donc M distributions jointes au niveau des sous-cohortes T m :
p
(







T m,pim, (xm)1:Nm , (κ)1:Nm , (θinst)1:Nm
)
. (5.7)
À l’intérieur de chaque regroupement, la distribution jointe des données de la sous-
cohorte T m et des paramètres se décompose en un produit de Nm + 1 distributions :





















On peut déduire des deux équations précédentes que l’apprentissage global sur l’en-
semble de la cohorte de taille N se sépare automatiquement en M sous-apprentissages
mono-classe indépendantes ce qui peut sembler intuitif puisqu’il s’agit d’un apprentis-
sage supervisé. C’est la raison pour laquelle nous allons mettre le focus sur l’apprentis-
sage à l’intérieur d’une seule classe sans perte de généralité ; nous omettrons donc dans
la suite de la section l’indice de la classe.
5.3.2 Modèle direct et loi jointe
Grâce à l’indépendance conditionnelle des expériences et à la structure hiérarchique
du problème direct, la loi jointe des paramètres d’une classe est composée d’un facteur
« classe » et de N facteurs « expériences » :
p
(









Yn, xn, κn, θinstn
)]






p(x |pi)p(κ | x)p(θinst)p(Y | κ, θinst)︸ ︷︷ ︸
expérience
. (5.9)
On voit bien qu’au conditionnement par pi près, chaque facteur « expérience » pour un
n donné correspond à la loi jointe du problème de quantification comme nous l’avons
introduit dans le Ch. 4.
Il convient maintenant de choisir une loi a priori pour les paramètres de la classe
pi. La distribution de la concentration des protéines étant normale, les paramètres de la
classe sont naturellement la moyenne et la précision de cette loi, i.e. les hyperparamètres
de la distribution de la concentration : pi = [m, Γ]. Suite à la nature des paramètres et
au vu d’une conjugaison de loi a priori par la vraisemblance hiérarchique associée, nous
choisissons la loi normale-wishartienne[xix] NW(pi; µ,Λ, η, ν) dont les paramètres s’in-
terprètent comme suit. Les paramètres Λ et ν décrivent la matrice d’échelle et les degrés
de liberté pour la distribution a priori wishartienne sur le paramètre de précision Γ. La
moyenne a priori de l’échantillon utilisé est µ et la taille a priori– qui peut être utilisée
pour nuancer le poids que doit prendre l’apport de l’a priori– est donnée par η. Le choix
d’injecter le moins d’information possible se fait en proposons une matrice d’échelle de
déterminant et un paramètre de taille a priori proches de 0.
Remarque 〈5.3〉 Cette écriture nous permet de « mettre à jour » l’apprentissage avec des don-
nées supplémentaires acquises ultérieurement à une campagne expérimentale sans devoir faire un
nouvel apprentissage complet.
Partons des paramètres de la classe que nous avons déjà estimés à partir d’une cohorte d’effectif
η individus. À l’aide de N nouvelles acquisitions, la mise à jour s’effectue en prenant comme
paramètres a priori les suivants : la moyenne et la précision estimées lors du premier apprentissage
pour µ etΛ, le nombre d’individus utilisé pour cette estimation η, et le nombre de degrés de liberté
ν.
La loi normale-wishartienne qui est le produit entre une loi normale et une loi wi-
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shartienne a une forme explicite et s’écrit











+ η (µ−m)T Γ (µ−m)
])
(5.10)
où P est la dimension correspondant au nombre de protéines, ΓP(·) est la fonction Gamma
P-dimensionnelle, ΓP(x) = piP(P−1)/4 ∏Pp=1 Γ (x + (1− p)/2), et tr(·) l’opérateur trace
d’une matrice carrée.
Remarque 〈5.4〉 (Wishart et Riemann) La distribution wishartienne est souvent choisie pour
l’échantillonnage d’une matrice de précision, la distribution inverse wishartienne pour les ma-
trices de covariance. Pourquoi ce choix est-il raisonnable ? À l’intérieur de l’argument de la fonc-
tion exponentielle de l’Éqn. (5.10), la trace d’un produit matriciel entre A et l’inverse de B est
calculée. La référence [89] constate que les matrices de précision et de covariances vivent dans une
géométrie riemanienne dont la fonction de distance entre deux matrices A et B est calculée à partir








La trace est invariante par changement de base, d’où tr(AB−1) = tr(S−1DS) = tr(SS−1D) =
tr(D) = ∑n λn(A, B), où D est la matrice diagonale du produit AB−1, composée des valeurs
propres de ce dernier.
Le logarithme étant monotone et croissant, nous pouvons donc conclure que maximiser la
distribution wishartienne d’une matrice par rapport à la matrice d’échelle correspond à minimiser
la distance riemannienne entre ces deux matrices.
5.3.3 Expression de l’estimateur
L’objectif est d’estimer les paramètres de la classe considérée. Soit ψa : ΩNY → Ωpi un
estimateur qui associe à une cohorte d’apprentissage T de taille N l’estimation ψa(T ) =
pˆi de pi. Pour exprimer l’erreur quadratique de l’estimation ψ(T ) par rapport à une va-
leur vraie notée pi?, nous transformons le couple (m, Γ) ∈ RP+ ×RP×P en un vecteur de
taille RP+P
2
en concaténant le vecteur de la moyenne et la vectorisation de la précision.
De par ce qui suit, nous pouvons le noter également par pi. Il est immédiat de voir que
la norme-2 carrée de ce vecteur est la somme de la norme-2 carrée de la moyenne et la
norme carrée de la précision au sens de Frobenius :















[Γ]2uv = ‖m‖22 + ‖Γ‖2F .
L’estimateur bayésien attaché à la fonction de coût correspondant à l’erreur quadra-
tique est, comme nous l’avons dit au Ch. 2, l’estimateur Espérance A Posteriori. Il mini-
mise le risque bayésien, i.e. le coût moyen pris sous la loi jointe des paramètres et des
données. Son expression dans ce cas s’écrit
pˆiEAP = ψa, EAP(T ) = EΠ|T (pi | T ) =
∫
Ωpi
pi p(pi | T )dpi. (5.11)
L’estimateur appelle implicitement une marginalisation des paramètres de nuisance[
x, κ, θinst
]








pi p(pi, x1:N , κ1:N , θinst1:N | T )d(x1:N , κ1:N , θinst1:N)dpi. (5.12)
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Le calcul analytique de la marginalisation, puis de l’intégration du paramètre pi par
rapport à la mesure de probabilité p(pi | T ) est impossible : le nombre de paramètres im-
pliqués est élevé, la dimension des données est importante, et la loi a posteriori n’a pas de
forme « standard ». Cependant, en utilisant un échantillonnage stochastique, nous pou-
vons transformer ce problème d’intégration en un problème d’échantillonnage qui est
plus facile à résoudre. Pour cela, nous avons recours aux méthodes MCMC (Sect. 2.9.1).
5.3.4 Mise en œuvre de l’inversion
Nous proposons de calculer l’estimateur EAP du couple (m, Γ) = pi par échantillon-
nage stochastique. Pour cela, l’approche MCMC associée à la structure de Gibbs est un
moyen très efficace. Le calcul de l’EAP revient à moyenner les échantillons a posteriori






















Comme nous l’avons déjà fait pour la quantification, nous allons d’abord identifier
la structure qui permet d’échantillonner efficacement avec un échantillonneur de Gibbs.
Ensuite, nous déduirons les lois a posteriori conditionnelles. Enfin, si l’échantillonnage
des paramètres n’est pas explicite, nous déciderons d’une méthode d’échantillonnage.
Lois a posteriori conditionnelles pour les paramètres de classe
Nous avons factorisé la loi jointe Éqn. (5.9) en classe et expérience. Pour chaque ex-
périence, nous retrouvons les paramètres que nous avons déjà introduits dans le Ch. 4.
Ceci permet alors de reconsidérer les lois que nous y avons justifiées et déduites : la loi
a posteriori conditionnelle pour θinstn , κn et la vraisemblance totale p(Yn | κn, θinstn ) par
expérience sont les identiques à celles de la partie « Quantification ».
Nous devons cependant mettre à jour la loi pour la concentration des protéines. Sa loi
a priori étant régie par les paramètres de la classe, p(xn |pi) = p(xn |m, Γ) = N (xn;m, Γ),
nous retrouvons cette dépendance hiérarchique dans la loi a posteriori p(xn | pi, κn) ∝
p(xn | pi)p(κn | xn). Il s’agit de deux lois normales où xn est en dépendance linéaire par
rapport à κn. Les lois sont conjuguées, et la loi a posteriori p(xn | pi, κn) est donc égale-
ment une loi normale N (xn;mpostxn , Γpostxn ).
Quant aux paramètres de classe pi et auxquels nous avons attribué conjointement une
loi normale-wishartienne, la vraisemblance conditionnelle p(x1:N | pi) = ∏Nn=1 p(xn | pi)
est normale et conjugue la loi normale-wishartienne ([3, Sect. 3.6], voir aussi Ann. B.3
pour la justification et pour le calcul des paramètres a posteriori ). La loi a posteriori
conditionnelle pour pi a donc la forme
p(pi | x1:N) = NW(pi; µpost,Λpost, ηpost, νpost) (5.14)
avec comme paramètres a posteriori (µpost,Λpost, ηpost, νpost).
Nous résumons les lois a posteriori des deux groupes de paramètres xn et pi. Pour les
autres paramètres, nous pouvons nous référer à la Sect. 4.3.1, page 72, modulo l’indice n
de l’expérience.
(1) concentration des protéines cibles xn de l’expérience n
a priori : p(xn) = N (xn;m, Γ)
vraisemblance associée : p(κn | xn) = N (κn; Dxn, Γκ)
conjugaison : oui car la vraisemblance de xn a la même forme que son a priori
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a posteriori : p(xn |m, Γ, κn) = N (x;mpostxn , Γpostxn )




– Γpostxn = Γ+D
TΓκD ;
échantillonnage : explicite
(2) paramètres de la classe (m, Γ)
a priori : p(m, Γ) = NW(m, Γ; µ,Λ, η, ν)
vraisemblance associée : p(xn |m, Γ) = N (xn;m, Γ)
conjugaison : oui, voir Ann. B.3
a posteriori : p(m, Γ | x1:N) = NW(m, Γ; µpost,Λpost, ηpost, νpost)





(µ− x¯)(µ− x¯)T + NR¯
]−1
où R¯ = ∑Nn=1(xn − x¯)(xn − x¯)T est la matrice de covariance empirique,
– ηpost = η + N,
– νpost = ν+ N.
échantillonnage : explicite
L’algorithme est composé d’une boucle de Gibbs qui emboîte une boucle contenant
l’échantillonnage des paramètres attachés aux expérience. À l’intérieur de la boucle ex-
périence à l’itération (k), nous échantillonnons pour l’expérience indicée par n les para-
mètres (xn)(k), (κn)(k) et (θinstn )(k) indépendamment des autres expériences. Ensuite, à la
fin de la boucle intérieure, nous tirons un échantillon pour le couple (pi)(k).
Remarque 〈5.5〉 (Parallélisation) L’échantillonnage des paramètres xn, κn et θinstn peut être
parallélisé. En effet, l’échantillonnage pour l’expérience n est indépendant des autres expériences
ce qui permet de distribuer le travail d’échantillonnage sur plusieurs instances de calcul (CPU,
GPU ou ordinateurs en réseau). MATLAB propose pour cela des boîtes à outils (Parallel Compu-
ting Toolbox [109]), mais il existe également des solutions gratuites avec GPUmat [110] pour
le calcul sur GPU et Multicore [111] pour le calcul sur plusieurs CPU et/ou ordinateurs ayant
accès au même répertoire.
Nous arrêtons l’échantillonnage après K0 +K itérations. Si on écrit
[
pi, x1:N , κ1:N , θinst1:N
]
le vecteur complet de paramètres, la marginalisation des paramètres x1:N , κ1:N et θinst1:N se
fait par la projection du vecteur complet sur la composante pi pour tous les vecteurs com-
plets échantillonnés. Autrement dit, nous omettons les échantillons (x1:N)(k), (κ1:N)(k) et
(θinst1:N)
(k) pour ne garder que (pi)(k). Ainsi, nous intégrons la toutes les valeurs échan-
tillonnées dans celles pour pi, ce qui est équivalent à la marginalisation.
À partir des échantillons marginaux pour pi, nous calculons l’EAP en moyennant les
échantillons (k) tel que k > K0.
L’algorithme est résumé dans Alg. 5.1, page 123.
Remarque 〈5.6〉 (« Rien ne se perd, . . . tout se transforme. ») Nous avons porté toute notre
attention à l’estimation du paramètre d’intérêt pi. Nous pouvons également, sans coût supplé-
mentaire, récupérer les estimations des paramètres de nuisance xn, κn et θinstn pour les expériences
n = 1, . . . , N. Pour cela, il suffit de moyenner les échantillons correspondants qu’il a de toute
façon fallu tirer pour permettre l’estimation des paramètres de la classe.
5.3.5 Résultats
Les performances de l’apprentissage peuvent être quantifiées uniquement avec des
données pour lesquelles on maîtrise précisément l’entrée. Quant aux données synthé-
tiques, primo nous n’en disposons pas suffisamment. Secundo, elles ne nous permet-
traient pas de comparer les distributions puisqu’il s’agit d’une campagne expérimentale
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de type rampe. Ainsi, la seule information que nous maîtrisions (et ce seulement à des
erreurs de préparation près) est la concentration injectée. La précision étant cependant
est inconnue.
Il nous reste alors des simulations où nous maîtrisons la distribution au niveau de la
cohorte et ainsi les paramètres moyenne et précision. Nous sommes donc contraints dans
cette section de travailler avec des données simulées, à la fois pour le Full-MS et pour le
SRM.
Présentation
Étude sur données simulées en mode Full-MS — N’ayant pas de cohorte de données
d’effectif assez grand, nous avons choisi d’en simuler à une classe de taille
N ∈ {10, 20, 50, 100, 200, 1000}, en utilisant les paramètres de génération de données de
la Sect. 3.6. Ceci permettra d’évaluer l’efficacité de l’apprentissage dans ce cadre. Des in-
dications par rapport à l’effectif efficient pour une cohorte de données réelles pourront
être déduites seulement après l’étude d’une telle cohorte. De plus, cela dépend aussi d’un
certain nombre de facteurs comme la qualité du signal et le niveau de bruit.
Nous évaluerons trois distributions.
1. Nous noterons p˚ la distribution vraie de la cohorte. ↓4
2. La distribution p˜ est celle issue d’un apprentissage partiel. Lors de cet apprentissage
partiel, nous fixons trois des paramètres techniques [ξ1:N , τ1:N , γ1:N ] aux valeurs
vraies dans l’algorithme. Nous réduisons ainsi la variabilité technique. Les seules
sources de variabilité qui subsistent sont celle liées à la phase de digestion et celle
liée à la concentration.
3. Enfin, la distribution pˆ désigne la distribution résultant de l’apprentissage global,
intégrant tous les paramètres et ainsi toutes les sources de variabilités identifiées.
Elle correspond à ce que nous avons présenté ci-dessus, estimant l’ensemble des
paramètres.
Pour chaque individu n, nous simulons la mesure Yn de la protéine Entérotoxine A
du Staphylocoque doré (SEA) dont les propriétés ont été enumérées dans [1]. Comme il
s’agit d’une seule protéine, nous ne travaillerons plus avec les vecteurs et les matrices,
mais avec des scalaires. Les caractéristiques stables et non aléatoires dans notre cadre
sont résumées dans la Tab. 3.1.
Les paramètres de classe sont donnés par (m, Γ) ≡ (m, γ) = (50, 0.2). En ce qui
concerne les paramètres aléatoires, ils ont été simulés de la manière suivante. La concen-
tration du biomarqueur xn suit une loi normale de moyenne m et de précision γ. Ne
suivant qu’un peptide, sa quantité κn suit une loi normale de moyenne xn et de préci-
sion γκ. Ce peptide subit un gain d’ionisation ξn qui suit une loi normale de moyenne
10 et de précision 10. Le temps de rétention τn est choisi uniformément dans l’intervalle
[τm, τM] = [1628.5, 1668.5] s. Finalement, le niveau de bruit γn est tiré uniformément
dans l’intervalle [0.01, 1]. Ainsi, nous pouvons simuler une grande palette de données,
certaines très perturbées par le bruit de mesure ou par d’autres processus aléatoires.
Dans la suite, nous donnons des résultats d’apprentissage moyens, c’est-à-dire cal-
culés à partir de la description précédente et pour un N donné. Nous avons simulé 200
cohortes. Quant à l’inversion, nous choisissons des lois vaguement informatives pour
le couple (m, Γ), les paramètres ξn et γn. Nous avons ensuite procédé à l’apprentissage
de ces cohortes, dont nous avons moyenné les résultats pour obtenir une divergence
moyenne, une moyenne moyenne et une précision moyenne par effectif.
4. En biostatistique on parle de la distribution de l’échantillon. Avec N → ∞ ou N → Nmax, l’échantillon
tend vers la population et p˚→ p?.
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Tab. 5.1 Tableaux comparatifs des résultats de l’apprentissage à partir de données Full-
MS pour les distribution p˚, p˜ et pˆ. Attention : dans les trois figures, les courbes vertes (p˜)
et rouges (pˆ) sont superposées !
(a) Estimation de la moyenne, m? = 50
N p˚ p˜ pˆ
10 50.16 50.15 50.15
20 50.07 50.08 50.08
50 49.98 49.97 49.98
100 50.01 50.00 50.00
200 49.99 49.97 49.98
1000 50.00 50.00 50.00
(b) Erreur par rapport à m? = 50




















(c) Estimation de la precision, γ? = 0.2
N p˚ p˜ pˆ
10 0.27 0.19 0.19
20 0.23 0.16 0.16
50 0.21 0.15 0.15
100 0.20 0.14 0.14
200 0.20 0.14 0.14
1000 0.20 0.14 0.14
(d) Erreur par rapport à γ? = 0.2




















(e) Divergence de Kullback-Leibler
N KL (p˚‖p?) KL (p˜‖p?) KL (pˆ‖p?)
10 0.17 0.13 0.13
20 0.06 0.06 0.06
50 0.02 0.04 0.04
100 0.01 0.03 0.03
200 0.01 0.03 0.03
1000 0.00 0.03 0.03
(f) Évolution de la divergence de Kullback-Leibler
























Dans les Tab. 5.1(a) et Tab. 5.1(c), nous exposons les résultats moyens de l’estimation
de la moyenne et de la précision de la classe, ainsi que les erreurs relatives, en fonction
de l’effectif. La Tab. 5.1(e) présente les divergence de Kullback-Leibler moyenne entre la
distribution vraie p? et les distributions apprises. Nous représentons cette table dans la
Fig. 5.1(f) où l’abscisse correspond à l’effectif en échelle logarithmique et l’ordonnée à la
divergence de Kullback-Leibler associée. On voit sur les figures associées aux tables que
l’erreur sur la moyenne décroît continûment quand N devient grand, et que l’écart entre
distributions apprises partiellement ou globalement et la vérité de cohorte devient petit
(Fig. 5.1(b)). L’erreur sur la précision se comporte différemment : alors qu’elle décroît
pour la vérité de la cohorte conformément à nos attentes, elle atteint un plateau pour
les méthodes d’inversion à partir de N = 20 (Fig. 5.1(d)). En combinant ces résultats,
la divergence de Kullback-Leibler décroît vite pour la vérité de la cohorte, mais décroît
lentement pour les distributions apprises par inversion.
On voit également très bien sur les courbes traçant les erreurs sur la moyenne et sur
la précision et la divergence que les apprentissages partiel et global atteignent les mêmes
performances, les courbes étant superposées.
Étude sur données simulées en mode SRM — Nous considérons le cas décrit par le
schéma suivant : P = 2 1 3−−→ I = 6 1 3−−→ L = 18 , la distribution des protéines au




. Les autres paramètres sont modulés pour imiter les données réelles le plus fi-
dèlement possible. À titre d’information, l’ordre de grandeur du gain de fragmentation
est 104 avec une variabilité de 10 %, celui des inverses variances du bruit de mesures est
10−5, les paramètres chromatographiques et le gain de transition sont simulés selon les
distributions (uniformes, normale) correspondantes. Nous avons répété l’apprentissage
vingt fois pour les cohortes de tailles différentes (N ∈ {10, 20, 50, 100, 200, 500}).
Nous avons montré dans la section précédente et dans les illustrations associées que
l’inversion partielle et l’inversion globale atteignent les mêmes performances. C’est la
raison pour laquelle dans la présente section, nous ne considérons que les résultats de
l’inversion globale et les comparons à la vérité de la cohorte.
La Fig. 5.3(a) montre l’erreur d’estimation de la moyenne et dans la Sous-Fig. (b) l’er-
reur d’estimation de la précision en fonction de l’effectif de la cohorte, toujours par rap-
port à la vérité de la population indiquée ci-dessus, en trait plein. Le trait rouge pointillé
correspond à l’erreur de la vérité de cohorte par rapport à la population. On voit que les
courbes sont très proches l’une de l’autre, se superposant quasi totalement pour l’erreur
sur la moyenne dès un petit effectif. Les courbes se confondent partiellement à partir de
N = 100 pour l’erreur sur la précision, cette dernière étant surestimée pour de petits
effectifs.
La différence des reconstructions des distributions des classes est visible dans Fig. 5.4
où nous traçons la vérité de la cohorte en noir, la reconstruction de la distribution apprise
avec un effectif de N = 10 individus en rouge, et avec N = 500 individus en vert. On
voit clairement que l’apprentissage avec un faible nombre d’individu approche certes la
moyenne de la population d’une manière relativement faible, mais la matrice de pré-






). La reconstruction avec un effectif de N = 500 individus super-
pose la vérité de la cohorte. Elle est proche de la distribution de la population, à la fois
en terme de moyenne mais aussi en terme de précision, i.e. la cohorte représente bien
la population. Les covariances sont également bien estimées. Les valeurs estimées sont









Fig. 5.3 Évaluation de l’apprentissage sur des données simulées SRM, axes logarith-
miques. Les traits pleins correspondent à l’évolution de l’erreur d’estimation avec la mé-
thode d’apprentissage proposée, les traits pointillés à l’évolution de l’erreur de la vérité
de la cohorte par rapport à la vérité de la population.































Au vu des résultats, nous pouvons constater plusieurs choses. Quelle que soit la pro-
venance des données, plus on utilise d’individus, meilleure est l’estimation. Ceci n’est
bien évidemment pas une surprise, mais nous réconforte puisque c’est une preuve que
notre méthode fonctionne raisonnablement. En effet, même si la moyenne est bien esti-
mée quel que soit l’effectif, c’est surtout la précision qui est sensible au nombre d’indivi-
dus de la classe. On voit que l’estimation de la précision se stabilise à partir d’un certain
nombre d’individus, l’échantillon de la population n’étant pas assez représentatif pour
de petits effectifs.
Nous séparons ensuite les données Full-MS des données SRM pour mieux commenter
les résultats.
Full-MS — La décroissance de la divergence de Kullback-Leibler est presque exponen-
tielle. Alors que la courbe dans Fig. 5.1(f) pour les données Full-MS décroît vite dans
l’intervalle [10, 50], elle ne le fait que lentement après à partir de 50 individus. La courbe
bleue représente la divergence entre la distribution vraie et celle de la cohorte, les courbes
verte et rouge entre la distribution vraie et celle apprises par l’inversion partielle et glo-
bale respectivement. On s’aperçoit que la courbe bleue chute de plus haut et plus brus-
quement. En plus, elle a une intersection avec les deux autres vers N = 20. Comme elle
représente la distribution vraie à l’intérieur de la cohorte, les distributions apprises ap-
paraissent comme des versions « régularisées », vue la pente moins importante. On voit
également que la divergence pour les distributions apprises est quasiment constante à
partir de N = 100, alors qu’elle ne cesse de chuter pour la distribution de la cohorte qui
approche la distribution vraie plus N est grand. Comme nous intégrons dans l’inversion
les variabilités technique et biologique, la divergence entre la distribution vraie et la dis-
tribution apprise par inversion converge vers une valeur positive non nulle, ce qui est dû
à l’inclusion de l’incertitude pour chaque paramètre.
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Fig. 5.4 Reconstruction des distributions des classes apprises (lignes de niveau) ; noir :
distribution au niveau de la population ; rouge : distribution apprise avec N = 10 ; vert :
distribution apprise avec N = 500








Notons aussi que les distributions apprises sont plus larges que les distributions des
cohortes, comme nous pouvons le constater dans la Tab. 5.1(c) et dans la Fig. 5.1(d).
Chaque mesure a son incertitude qui est ensuite transmise aux paramètres à l’aide des-
quels nous estimons les paramètres de classe. Le fait que les distributions soient plus
larges est donc fortement lié aux variabilités technique (notamment au bruit sur l’en-
semble des NS · NC points de mesure, ce nombre pouvant être très grand) et biologique
et leur intégration dans l’estimation, comme schématisé sur la Fig. 5.5.
SRM — Nous avons remarqué que, pour les données LC-Full-MS, nous arrivons à un
plateau au niveau de l’estimation des précisions. Il se trouve que nous ne le rencontrons
pas pour les données LC-SRM, voir Fig. 5.3. Nous avons en effet simulé un bruit de me-
sure plus modéré. La valeur du paramètre du bruit est propagée d’abord dans la loi a
posteriori conditionnelle de la quantité peptidique, et à travers cette dernière dans la loi
a posteriori conditionnelle de la concentration protéique, et finalement dans la loi a pos-
teriori conditionnelle des paramètres de la classe. Cette propagation explique l’existence
ou l’absence d’un plateau au niveau de la précision.
On peut s’apercevoir, comme pour les données LC-Full-MS, que l’estimation avec un
effectif de cent individus semble suffisamment proche de la distribution au niveau de la
population. Les effectifs plus élevés n’améliorent que légèrement les résultats. Ceci peut
notamment être un critère à prendre en compte lors du choix de la taille de la cohorte et
caractériser ainsi un compromis « temps d’apprentissage/effectif d’apprentissage/degré
de précision de l’apprentissage ».
5.4 Classer
Dans la section précédente, nous avons vu comment le classifieur est entraîné à par-
tir de cohortes étiquetées. Voyons maintenant comment cette connaissance nous est utile
dans l’application du classifieur à un nouvel individu à classer. En effet, les paramètres
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Fig. 5.5 Schématisation de l’incertitude due à la variabilité technique (représentée par les
courbes rouges), la distribution initiale (bleu) et la distribution estimée (vert). La distri-




appris pˆi1:M précédemment sont à la base du classement puisqu’il s’agit des hyperpara-
mètres de la distribution de la concentration des protéines, ces hyperparamètres étant
déterminés par la classe en question. Notons donc, vu le lien imposé entre classe et pa-
ramètres, qu’il est équivalent d’écrire p(x | pˆim), p(x | cm) ou p(x | cm, pˆim). Dans ce qui
suit, nous allons omettre la marque “chapeau” sur la variable des paramètres des classes
tout en gardant à l’esprit qu’il s’agit d’une estimation.
Voici la situation pour le problème de classement :
– les paramètres des classespi1:M et la proportion des classes regroupé dans le vecteur
[p1, . . . , pM] = p sont connus ;
– l’observation Y provient d’un individu de classe indéterminée.
À quelle classe appartient cet individu ? Dans un contexte clinique, la question qui est
posée se traduit par : quel diagnostic devons-nous faire pour l’individu compte tenu de
son échantillon biologique ? Quel est son statut clinique ? Pour répondre à cette question,
nous allons construire le classifieur ψc : ΩY → C qui associe à une observation Y une
estimation de classe ψc(Y) = cˆ.
5.4.1 Modèle direct et loi jointe
Considérons la situation telle qu’elle est décrite dans la Fig. 5.2(b). Suivant ce schéma
et reprenant les hypothèses d’indépendance énoncées précédemment, nous pouvons im-
médiatement déduire pour la loi jointe
p(C, x, κ, θinst, Y) = Pr(C)︸ ︷︷ ︸
classe
p(x | C)p(κ | x)p(θinst)p(Y | κ, θinst)︸ ︷︷ ︸
expérience
. (5.15)
On retrouve à nouveau, comme nous l’avons déjà fait remarquer, que le groupe de fac-
teurs « expérience » est identique (à un conditionnement près) à la loi jointe de la quanti-
fication. On reprend les lois proposées précédemment pour ces facteurs.
Nous choisissons pour la distribution pour la classe une distribution catégorielle,
identifiée par le vecteur Pr(C) =
[
Pr(C = c1), . . . , Pr(C = cM)
]
= [p1, . . . , pM] = p.
Chaque probabilité de classe est associée à sa proportion dans la population.
Remarque 〈5.7〉 Dans cette thèse, nous n’avons pas analysé l’estimation de cette loi catégorielle.
Cela étant dit, elle peut s’apprendre en même temps que les paramètres des classes dans l’étape
d’apprentissage, ayant à disposition une cohorte suffisamment grande. Pour cela, une étude [90] a
été mené dans un cas binaire. Dans ce cas, la distribution catégorielle qui devient une distribution
de Bernoulli conjugue la loi Bêta. C’est cette dernière que l’on choisit comme distribution a priori
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sur la proportion p d’une classe. La loi a posteriori pour p fait intervenir dans ses arguments les
estimateurs empiriques de la proportion, i.e. nombre d’échantillons de la classe donnée par rapport
au nombre d’échantillons total.
5.4.2 Expression de l’estimateur
Nous cherchons à estimer la classe associée à une observation Y donnée. Le classi-
fieur étant construit sur un raisonnement bayésien, nous devons exprimer la loi a poste-
riori Pr(C |Y) ce qui appelle, comme nous l’avons déjà fait dans la section précédente, la
marginalisation des paramètres de nuisance :
Pr(C | Y) =
∫
Ωx,κ,θinst
p(C, x, κ, θinst | Y)d(x, κ, θinst). (5.16)
La marginalisation permet de considérer toutes les valeurs conjointement possibles a pos-
teriori pour les paramètres de nuisance. Nous explorons ainsi tout l’espace de probabilité
Ωx,κ,θinst des concentrations protéiques, quantités peptidiques et paramètres instruments
— contrairement aux approches séquentielles qui utilisent des estimations ponctuelles
intermédiaires.
À partir de l’expression de cette loi – qui est toujours une distribution catégorielle –
l’observation Y peut être classée dans une des classes considérées c1, . . ., cM. Pour ce faire,
plusieurs choix sont possibles qui sont du type « test d’hypothèse, choix de modèle »
que nous avons introduits dans la Sect. 2.6. Nous allons notamment nous concentrer sur
le classifieur défini à partir d’une fonction de coût 0–1. Nous rappelons qu’il s’agit de




Pr(C = cm | Y) (2.16)
Remarque 〈5.8〉 (Non-décision) Que faire dans un cas où la décision d’appartenance à une
classe ne peut pas être prise ou la prise d’une décision est trop incertaine ? En effet, il y a des cas
où l’apport des données n’est pas assez concluant (signaux trop bruités, de mauvaise qualité, . . .)
pour répondre à la question de classification avec les classes proposées dans la vérité terrain C qui
est l’ensemble du départ du modèle hiérarchique. Pour répondre à cette question, considérons les
deux propositions suivantes.
1. Nous étendons l’ensemble d’arrivée du classifieur C en ajoutant une classe artificielle ND,
C˜ = C ∪ {ND}. La loi a priori normale de la concentration des biomarqueurs associée
à cette classe est choisie très faiblement informative. En dehors des « zone à forte probabi-
lité » des classes de la vérité terrain C, cette densité est plus grande car elle s’estompe plus
lentement. Autrement dit, là où on n’est pas sûr d’observer un processus issu d’une classe
« connue » compte tenu des distributions a priori, un processus ND est plus probable. Cette
approche d’étendre l’ensemble se combine parfaitement avec ce qui précède.
2. On définit un intervalle de non décision ]r, a[ pour le facteur de Bayes [2, Note 5.7.4]. Par
contre, ceci implique que l’ensemble d’arrivée du classifieur n’est pas, comme ci-dessus, égal
à l’ensemble de départ C, mais à son extension C ∪ {ND}. Ainsi, la règle de classification
devient dans l’exemple binaire
cˆ =

0 si BF01 ≥ a,
1 si BF01 ≤ r,
ND si r < BF01 < a.
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Que ce soit en utilisant la première ou la deuxième méthode, la réponse ND indique que nous avons
besoin d’une nouvelle acquisition des données (qui auront peut-être de meilleures conditions, plus
de minutie dans la préparation, moins de défauts instrumentaux, une meilleure réalisation des
pré-traitements, etc.) ou d’informations a priori plus exactes, plus précises.
Dans le cas où l’on souhaite estimer également les paramètres de nuisance, le quan-
tifieur ψq attaché au coût quadratique est l’espérance de la loi a posteriori conditionnée









p(x, κ, θinst | Y,ψc(Y))d(x, κ, θinst). (5.17)
La marginalisation dans Éqn. (5.16) et le calcul du premier moment de la loi a pos-
teriori conditionnelle dans Éqn. (5.17) ne sont pas possibles analytiquement dans ce cas
dû à la complexité du problème posé. Nous proposons cependant d’utiliser les méthodes
de Monte-Carlo pour les calculs des intégrales, attachées à une approximation des lois
par des chaînes de Markov, comme nous l’avons déjà fait pour résoudre les problèmes
d’intégrations précédents.
5.4.3 Mise en œuvre de l’inversion
Dans cette section, nous présentons la mise en œuvre algorithmique des calculs intro-
duits précédemment. Notons premièrement que nous adoptons une structure de Gibbs
(Sect. 2.9.1) pour passer du problème d’échantillonnage global à des sous-problèmes
d’échantillonnage plus faciles. Ensuite, la structure hiérarchique simplifie encore les ex-
pressions : grâce à la propagation de l’information à la hiérarchie, les paramètres interve-
nant dans la loi a posteriori conditionnelle sont réduits à ceux interagissant directement
avec le paramètre en question, i.e. les hyperparamètres (niveau hiérarchique supérieur),
les paramètres voisins (niveau hiérarchique égal) nécessaires pour donner le résultat, et le
résultat même (niveau hiérarchique inférieur) (voir Sect. 2.7). Les indépendances hiérar-
chiques, introduites par la physique et traduites dans le modèle direct, permettent donc
un calcul plus simple et plus efficace.
Lois a posteriori conditionnelles pour l’étiquette de la classe
Compte tenu de la factorisation de la loi jointe du problème du classement d’une ob-
servation en facteurs classe et expérience, nous pouvons reposer les développements des
lois a posteriori conditionnelles pour les paramètres instruments et la quantité pepti-
dique sur ce que nous avons introduit dans le Ch. 4 (Inversion-Quantification). Même si
la distribution pour la concentration protéique ne change pas de forme de loi en soi si
elle est conditionnée par une classe, il est important de mentionner que la distribution









p(x | C = cm)Pr(C = cm).
La distribution catégorielle étant discrète, le calcul de la distribution a posteriori peut
se faire analytiquement et est également une distribution discrète. Compte tenu de ces
faits, nous résumons les lois a posteriori conditionnelles pour la concentration et la classe.
La déduction des lois a posteriori des autres paramètres est identique à celle présentée
dans la Sect. 4.3.1 (Inversion-Quantification, Lois a posteriori conditionnelles), page 72.
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(1) concentration des protéines cibles x
a priori : p(x | cm) = N (x;mm, Γm)
vraisemblance associée : p(κ | x) = N (κ; Dx, Γκ)
conjugaison : oui car x est linéaire dans les arguments des deux lois normales
a posteriori : p(x | κ, cm) = N (x;mpostx , Γpostx )
– mpostx = (Γpost)−1(Γmmm +DTΓκκn),
– Γpostx = Γm +DTΓκD ;
échantillonnage : explicite
(2) classe c
a priori : Pr(C = cm) = pm
vraisemblance associée : p(x | C = cm) = N (xm;mm, Γm)
conjugaison : oui
a posteriori : p(C = cm | x) = ppostm
– ppostm =




pn|Γn|P/2 exp(− 12 (x−mn)TΓn(x−mn))
échantillonnage : explicite
Calcul de la marginalisation des paramètres de nuisance
Nous présentons deux moyens (Chib, échantillonnage explicite) de calculer la loi
marginale parmi tant d’autres (Bridge sampling, échantillonnage d’importance, . . . [2,
sect. 7.3]). La première consiste à lancer autant de chaînes d’échantillonnage que l’on a
de classes, en fixant pour chaque chaîne la classe et ainsi les lois a priori . Nous récupé-
rons ainsi une vraisemblance marginale qui est liée par la règle de Bayes à la probabilité
a posteriori marginale que nous cherchons à exprimer. Dans la deuxième méthode, nous
échantillonnons directement la classe et calculons ensuite la probabilité a posteriori à
l’aide des échantillons. Notons premièrement que les deux approches relèvent des mé-
thodes de « choix de modèles ».
Marginalisation par Moyenne Harmonique
Soit c ∈ C une classe donnée. Nous cherchons à exprimer la probabilité marginale
Pr(c | Y) ∝ Pr(c) · p(Y | c). Comme Pr(c) est connue et que la somme des probabilités
pour c est égale à 1, le facteur prépondérant du produit est l’évidence p(Y | c), i.e. une
sorte de vraisemblance par rapport à la classe. ↓5
Nous pouvons approximer sa valeur par










Y | κ(k), (θinst)(k))
]−1
, [κ(k), (θinst)(k)] ∼ p(κ, θinst | Y). (5.18)
Plus le nombre d’échantillons a posteriori est grand, meilleure est l’approximation. Pour
en savoir plus de cette méthode de marginalisation, voir Ann. C.1.
Nous lançons donc pour chacune des classes c ∈ C une chaîne MCMC et tirons des
échantillons sous la loi a posteriori des paramètres. À la fin de l’échantillonnage, nous
calculons l’évidence de la classe p(Y | c). Enfin, nous pouvons récupérer la probabilité a
posteriori Pr(c | Y) de la classe c.
5. L’évidence est un terme plus connue dans les approches Choix de modèles.
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Marginalisation par échantillonnage explicite de la classe
Cette méthode propose d’échantillonner la totalité des paramètres, sans imposer une
valeur fixe pour le paramètre discret c ce qui permet de ne lancer qu’une chaîne d’échan-
tillonnage stochastique. Nous procédons à un échantillonnage joint de paramètres dis-
crets et paramètres continus. À chaque itération, nous tirons une valeur pour c dans son
ensemble C, conditionnellement au dernier échantillon pour la concentration des pro-
téines x.
À l’arrêt de l’algorithme après K0 + K itérations, nous disposons de K échantillons
distribués sous la loi jointe a posteriori où K0 désigne le temps de chauffe. Afin de cal-
culer la probabilité a posteriori de la classe, il suffit de calculer l’histogramme marginal
pour la variable c à partir des K échantillons joints : l’opérateur de projection de l’échan-
tillon sous forme vectorielle sur sa coordonnée c pour les échantillons correspond à la
marginalisation des paramètres de nuisance dans la densité de probabilité jointe. Ainsi,
nous obtenons Pr(C = cm | Y) pour m = 1, . . . ,M.
Remarque 〈5.9〉 (MCMC à Saut Reversible) Dans un cadre « sélection de modèle », ce que
nous présentons dans cette sous-section peut être vu comme une méthode modifiée d’un MCMC à
saut réversible (Reversible Jump MCMC, voir [2, Sect. 7.3.4], [3, Sect. 13.1], [91, Sect. 6.7], [21,
Sect. 11.2], ou l’article précurseur [92]) à M modèles
Mm : x | cm ∼ N (mm, Γm),
pour m allant de 1 à M. Ici, les modèles ont la même dimension et ne diffèrent que dans les
paramètres des classes. La probabilité d’acceptation qui détermine si on passe d’un modèle à l’autre
dépend essentiellement du rapport des probabilités a posteriori.
Les approches sont étroitement liées, même si elles ne sont pas exactement identiques. Le
lecteur intéressé trouvera l’expression de la probabilité d’acceptation dans un cas binaire dans
l’Ann. C.2.
Remarque 〈5.10〉 (Décision aléatoire, échantillonnage de la classe) L’échantillonnage de
la classe c peut aussi être vu comme une prise de décision aléatoire [22, Sect. 3.1]. Cependant,
notre classifieur ne contient pas d’« instruction de décision » non aléatoire pour les valeurs de la
variable décidante (comme dans Example 3.5 de l’ouvrage cité), mais uniquement des instruc-
tions aléatoires, quelle que soit la valeur.
5.4.4 Calcul de l’estimation des paramètres de nuisance
Une fois la classe fixée à C = cˆ = ψc(Y), nous calculons l’intégrale de l’Éqn. (5.17).
Dans le cas de la marginalisation Chib, nous utilisons pour cela tous les échantillons
de la chaîne d’échantillonnage qui correspond à la classe estimée. Si on marginalise par
échantillonnage explicite, nous réutilisons les échantillons des itérations (k) de la chaîne
d’échantillonnage tels que la classe échantillonné soit égale à la classe estimée, c(k) = cˆ.
Soit K l’ensemble des indices k tel que
– c(k) = cˆ et
– k > K0.










Les moments d’ordre p s’obtiennent de la même manière en moyennant les échantillons
à la puissance p sous l’ensemble K.
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Fig. 5.6 Histogramme des probabilités Pr(c?n | Yn) pour n = 1, . . . , 400.














Dans cette section, nous évaluons l’apport de l’Inversion-Classification sur des co-
hortes simulées (Full-MS et SRM) et sur une cohorte clinique (SRM). Les données simu-
lées ont été générées selon les conditions exposées dans la Sect. 3.6. La cohorte clinique
correspond à celle du cancer colorectal collectée par bioMérieux en 2010 que nous avons
utilisée dans la Sect. 4.5.3.
La première évalue les performances de la classification quand la distance entre les
classes diminue. Pour cela, nous rapprochons et superposons les classes ce qui est un
cadre réaliste pour la plupart des problèmes de classification (comme on le verra en ana-
lysant les données cliniques).
Ensuite, sur des données simulées SRM, nous caractérisons l’Inversion-Classification
par rapport à la robustesse au bruit de mesure, comparée aux méthodes de classification
de l’état de l’art exposées dans ce chapitre.
Finalement, nous proposons d’évaluer les performances du classifieur sur des don-
nées réelles où nous pouvons observer à la fois une superposition des distributions et
des niveaux de bruit de mesure variants.
Présentation : données simulées Full-MS
Dans la cohorte se trouvent deux classes, une classe S d’individus sains et une classe
M d’individus malades, chaque classe comportant 200 individus. Pour chaque individu
n, la concentration du biomarqueur est déterminée par la réalisation d’un tirage aléatoire
sous la loi
p(xn | c = c?n) =
{
N (xn; m?S, γ?S) si cn = S,
N (xn; m?M, γ?M) sinon.
(5.20)




M = 0.2, et débutons avec m
?
M = 70. Les données Yn sont
accompagnées de l’état initial c?n uniquement pour l’évaluation.
Pour la classification, nous apprenons auparavant les distributions a priori des classes
à l’aide de l’apprentissage exposé dans la Sect. 5.3. Les résultats de cette étape où nous
choisissons d’utiliser des cohortes à 100 individus d’apprentissage sont les suivants : les
paramètres de la classe S sont (mS, γS) = (50.04, 0.12), ceux de la classe M (mM, γM) =
(70.13, 0.11).
À l’aide de la cohorte test, nous calculons pour chaque individu n = 1, . . . , N =
2 · 200 la probabilité de l’état vrai de l’échantillon sachant les données, Pr(c?n | Yn). Nous
représentons l’histogramme de ces résultats dans la Fig. 5.6. En utilisant le coût 0–1, tous
les échantillons sont classés correctement et le risque est nul, R(ψc) = 0. En effet, la
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Tab. 5.2 Risque du classifieur en rapprochant les moyennes des classes, i.e. mM → mS =
50.04.
mM 70.13 61.13 59.13 57.13 54.13 52.13 50.04
KL 22.4 6.83 4.60 2.79 0.931 0.244 0
R(ψc) 0.00 0.00 0.04 0.09 0.20 0.34 0.50
Fig. 5.7 Illustration du rapprochement des classes par les distributions caractéristiques.
mS mS + ∆m
∆m→0←−−−−
classe estimée pour tous les échantillons est la classe vraie, et pour presque tous avec une
probabilité a posteriori de la classe de 100 %. Ainsi, la certitude que nous pouvons avoir
dans l’estimation cˆn est presque totale.
La Tab. 5.2 montre les résultats en rapprochant les distributions des classes. Pour cela,
la moyenne de la classe « malade » tend vers la moyenne de la classe « sain » (par pas
de 1), la précision restant constante (mise à part la dernière étude où nous proposons
l’égalité des distributions des classes). Plus les classes se rapprochent l’une de l’autre,
plus les distributions se superposent, et plus les performances de la classification sont
dégradées.
Discussion : données simulées Full-MS
La configuration des classes initiales (mS = 50, mM = 70, γ = 0.2) favorise natu-
rellement la bonne estimation des classes puisque les distributions caractéristiques sont
très éloignées. En effet, la superposition des distributions est infinitésimale, d’où l’étude
quant à la classification quand mM → mS. Évidemment, plus les classes se rapprochent
l’une de l’autre, plus les distributions se superposent, et plus les performances de la clas-
sification sont dégradées ce qui est un résultat attendu. Nous pouvons pourtant constater
dans la Tab. 5.2 que les performances restent raisonnables. Effectivement, le risque moyen
— qui peut être interprété comme FDR (False Discovery Rate) si on teste les hypothèses
« estimation = vérité » contre « estimation 6= vérité », récupérant ainsi la fréquence de
mauvaise détection — croît lentement. Pour une divergence de Kullback-Leibler supé-
rieure à 7, le risque moyen est toujours nul. Pour des valeurs typiques du FDR, i.e. 5 % et
10 %, la méthode présentée dans ce chapitre est toujours efficace et satisfaisante puisque
les distributions sont très proches et se superposent d’une manière conséquente. En effet,
les divergences de Kullback-Leibler correspondantes valent environ 4.60 et 2.79 respec-
tivement. Évidemment, quand les distributions sont égales, l’estimation de l’état est fait




Fig. 5.8 Distribution des classes bi-protéiques pour l’évaluation de la classification (lignes






















Présentation : données simulées SRM
Ici, nous comparons l’Inversion-Classification (IC) avec les méthodes de classification
Naïve Bayes (NB), régression logistique (LR) et fuzzy c-means (FCM). On rappelle que
les classifieurs IC, NB et LR renvoient les probabilités des classes, FCM un degré d’appar-
tenance aux classes. Ces méthodes concurrentes sont appliquées à des estimations inter-
médiaires, issues de l’Inversion-Quantification, présentée dans le Ch. 4. La classe estimée
est celle avec la plus grande probabilité (IC, NB, LR) correspondant au classifieur MAP,
voire celle avec le plus grand degré d’appartenance (FCM), ce qui revient à proposer la
fonction de coût 0–1.
Comme précédemment, les méthodes sont comparées selon le risque moyen Rc,Y(ψc).
Nous l’approchons par l’utilisation de R = 3000 échantillons biologiques simulés. Pour
démontrer la robustesse de notre approche par rapport au bruit de mesure, nous utilisons
cinq niveaux de bruit moyen différents, ainsi que des gains et paramètres chromatogra-
phiques variants afin d’imiter des données réelles. Ainsi, nous obtenons des rapports
signal à bruit moyen d’environ 0.8, 1.5, 3, 6 et 14 dB.
Nous simulons M = 3 classes, les espèces moléculaires étant données par le schéma
P = 2 1 2−−→ I = 4 1 3−−→ L = 12 . Les paramètres des classes ont été choisis afin d’ob-
tenir des classes superposées, voir Fig. 5.8.
Les résultats de la comparaison sont donnés dans la Tab. 5.3 où nous chiffrons le
risque de chaque classifieur associé au coût 0–1 en fonction du rapport signal à bruit
(RSB) moyen. La performance croît avec un niveau de bruit décroissant. Comme dans
la présentation de résultat précédente, ceci est attendu, quelle que soit la méthode de
classification.
Ensuite, on constate que l’IC montre de meilleures performances que les méthodes
concurrentes travaillant sur des estimations intermédiaires, quel que soit le rapport signal
à bruit. Pour un bruit élevé (RSB de 0.84 dB), 33 % des échantillons test sont mal classifiés
par l’IC contre 60 % pour NB, 49 % pour LR et 56 % pour FCM. Pour un RSB moyen de
1.43 dB, le risque moyen de l’Inversion-Classification chute à 0.13, le tiers par rapport aux
concurrents. Finalement, nous atteignons une classification presque parfaite en tenant
compte des superpositions pour toutes les méthodes de classification en présence d’un
très faible bruit.
Discussion : données simulées SRM
Analysons le résultat pour un RSB moyen de 0.84 dB. Le signal est très fortement per-
turbé, l’information peptidique principale étant noyée dans le bruit, comme démontrent
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Fig. 5.9 Donnée simulée fortement perturbée (RSB moyen de 0.51 dB) de quatre peptides,
deux transitions natives et deux marquées par peptide, les positions des pics chromato-
graphiques se trouvant à 16.17, 15.61, 11.45 et 12.07 (unité arbitraire) respectivement.
























les illustrations dans la Fig. 5.9. Malgré cela, nous obtenons de meilleurs performances
par rapport aux autres classifieurs proposés et bien mieux qu’un classifieur aléatoire qui
a un risque moyen de (M− 1)/M = 2/3.
L’écart entre l’IC et les méthodes concurrentes est grand pour un niveau de bruit
élevé. Ceci montre que l’IC, grâce à l’information injectée au niveau des paramètres des
classes, est performante même proche des limites de détection et de quantification de
protéines. Cet écart disparaît naturellement avec un niveau de bruit faible, tous les classi-
fieurs atteignant un risque de 0.05, i.e. 5 % de mauvaise estimation de classe. Ce résultat
est attendu, surtout suite à l’utilisation de l’Inversion-Quantification pour fournir des
estimations protéiques intermédiaires. Que nous n’atteignions pas le classifieur parfait
est également attendu. Suite au chevauchement des distributions des classes, la structure
du classifieur détermine des coniques de séparation qui coupent les queues des distri-
butions. Ainsi, nous perdons de l’information sur les classes. Cependant, l’analyse des
résultats des échantillons dans les queues de classes montre que la probabilité a poste-
riori de la classe estimée est souvent faible et presque équivalente à celle de la classe
voisine. Dans une situation de diagnostic, elle serait suffisamment faible pour ne pas se
prononcer fermement pour une classe ou une autre, entraînant un traitement d’une ma-
ladie inexistante (ou vice versa). Il conviendrait de demander une acquisition avec un
nouvel échantillon biologique du même individu.
Présentation : données cliniques
Nous arrivons maintenant au sommet de cette étude : la confrontation de la méthode
d’Inversion-Classification à des données réelles cliniques. Les données sont issues du jeu
du cancer colorectal (voir Sect. 3.6) et sont toutes étiquetées par leur classe d’apparte-
nance initiale, i.e. cas (dans les figures illustré en rouge) ou contrôle (illustré en bleu).
Suite à une étude préalable, six protéines potentiellement biomarqueurs ont été avancées
dont seulement deux sont suffisamment différentiantes selon nos analyses : la LFABP et
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Tab. 5.3 Évolution du risque des classifieurs en fonction du niveau moyen de bruit de
mesure
RSB IC NB LR FCM
0.84 0.33 0.60 0.49 0.56
1.47 0.13 0.42 0.41 0.39
3.04 0.08 0.19 0.12 0.15
6.11 0.04 0.06 0.05 0.04
14.30 0.04 0.05 0.05 0.04
la Protéine X.
Nous mettons en place une approche de validation croisée aléatoire pour l’analyse
sur les données cliniques (voir Sect. 3.6.4 pour la présentation de la cohorte). Soit P l’en-
semble de tous les individus, quelle que soit leur classe, et P+ et P− les sous-cohortes
cas et contrôle respectivement. Nous divisons les sous-cohortes en sélectionnant aléa-
toirement le même nombre d’individus que nous utilisons pour la validation, et soit V
ce nombre par sous-cohorte. Nous notons les sous-cohortes de validation PV+ et PV− se-
lon la provenance cas ou cohorte. Les sous-cohortes d’apprentissage contiennent alors
card(PV+)−V et card(PV−)−V individus à partir desquels nous estimons les paramètres
de classe respectivement.
Une telle approche nous permet de nous affranchir d’un sur-apprentissage que l’on
obtient en classant les mêmes individus sur lesquels on a entraîné le classifieur. Nous
mettons cette procédure en boucle de R = 20 répétitions, en choisissant un nombre d’in-
dividus de validation V = 10, obtenant ainsi des sous-cohortes d’apprentissage conte-
nant environ 90 % des individus par classe, soit 88 pour la sous-cohorte « cas » et 100
pour la sous-cohorte « contrôle ».
La Tab. 5.4 montre le tableau de fréquences empiriques relatives sur R = 20 essais des
quatre méthodes de classification mises en concurrence. Le nombre de vrais négatifs (i.e.
vérité = cas, estimation = cas) est élevé pour les quatre méthodes, le FCM donnant de loin
les moins bons résultats (60 % de vrais négatifs), le classifieur IC montrant les meilleurs
résultats sans erreur (100 %). Ainsi, cette approche affiche un taux de faux positif nul :
aucun individu « cas » n’a été classé dans la classe « contrôle ».
Le nombre de vrais positifs est cependant moins élevé : le FCM est ici le plus per-
formant (80 %), NB le moins performant (55 %). Le risque moyen des méthodes que l’on
peut également déduire de ce tableau se chiffre respectivement pour chaque classifieur à
RICC,Y = 0.095, R
NB
C,Y = 0.1125, R
LR
C,Y = 0.10 et R
FCM
C,Y = 0.15. L’IC obtient le risque moyen
minimum.
Discussion : données cliniques
Les méthodes ont des performances similaires (à l’exception du FCM). Une des rai-
sons pour cela est sans doute le fait que l’estimation intermédiaire est fournie par l’In-
version-Quantification. Celle-ci intègre déjà de la variabilité technologique dans son es-
timation qui est robuste par rapport au bruit de mesure, comme nous l’avons démontré
précédemment. Les résultats auraient été certainement encore plus favorables pour l’IC si
l’estimation intermédiaire des méthodes concurrentes aurait été fournie par une méthode
de quantification de l’état de l’art moins robuste au bruit.
Ensuite, les quatre méthodes affichent un taux de faux négatif relativement élevé,
résultant en des risques RY|C=cas entre 0.2 et 0.45. En considérant les distributions, margi-
nales dans la Fig. 5.10 et jointe dans la Fig. 5.11, on voit que les classes sont sensiblement
superposées. Le choix des biomarqueurs est donc très important ! Pour cette comparai-
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Fig. 5.10 Densités de probabilité marginales de la concentration des protéines considé-
rées dans le jeu de données cliniques pour les sous-cohortes contrôle (bleu) et cas (rouge)
entières en haut de chaque sous-figure ; en dessous, la distribution de points marginale
représentant les estimations de concentration (points •) pour chaque classe, le trait ver-
tical correspond à la moyenne des classes (mêmes couleurs). L’unité de la concentration
est relative à la concentration de l’échantillon CQ3.
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son, nous avons déjà choisi dans une liste de six candidats les deux protéines les plus
différentiantes, la protéine LFABP montrant un effet de sur-expression, la Protéine X une
sous-expression de la concentration protéique quand la maladie est présente. Ce choix
a été effectué manuellement, une sélection automatique étant l’une des perspectives du
travail.
Considérons maintenant les performances du classifieur Inversion-Classification. Son
taux de faux négatifs (38 %), i.e. classement d’un individu malade dans la classe contrôle,
est relativement élevé. Si nous comparons avec les autres classifieurs probabilistes (NB,
LR), nous remarquons une tendance similaire. Cependant, nous affichons un taux de
vrais négatifs de 100 %, tous les individus sains ont été correctement classés dans la classe
contrôle. Autrement dit, le taux de faux positifs est nul ce qui est la valeur la plus faible
parmi les méthodes étudiées. Les classifieurs probabilistes affichent de bons résultats
quant aux vrais négatifs, contrairement au FCM. La réponse est peut-être simplement
donnée par le fait que le FCM semble avoir une « préférence » pour une estimation en
« cas », alors que les autre méthodes « préfèrent » l’estimation en « contrôle ». En effet,
quand on considère les résultats du FCM, on s’aperçoit qu’il a à la fois le plus grand
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Fig. 5.11 Densité jointe des protéines 1÷ 2 du jeu de données cliniques (lignes de niveau) ;
bleu : contrôle, rouge : cas. En noir, l’hyperbole de séparation des classes déterminée par
l’IC.
















taux de faux positifs (40 %) et le plus grand taux de vrais positifs (80 %), inversement aux
autres classifieurs.
Quelle est la raison pour cette préférence ? Pour comprendre la raison au moins pour
les classifieurs probabilistes, considérons la distribution marginale a posteriori des classes,











respectivement pour les classes « cas » et
« contrôle ». En suivant [85], on peut déterminer que la conique de séparation correspond
à une hyperbole : le déterminant de la différence des précisions est négatif, le logarithme
du produit des valeurs propres du rapport des précisions est négatif et, de plus, supé-
rieur au terme additif constant issu du rapport des deux lois normales considérées, et
enfin la matrice de rotation associée correspond à une rotation de 179 ◦ (p. 17 de ladite
référence). Nous avons ajouté le tracé de l’hyperbole en noir dans la Fig. 5.11. On déduit
de cette analyse que si une concentration protéique se trouve géométriquement « entre
les branches » de l’hyperbole, la classe estimée est « contrôle » ; sinon, l’estimation est
« cas ». Cela se traduit par le fait que nous avons observé : nous obtenons un taux de
faux positifs nul car toutes les concentrations protéiques de la sous-cohorte « contrôle »
se trouve entre les branches de l’hyperbole, mais nous avons un taux de faux négatif non
nul car l’intersection de l’intérieur des branches de l’hyperbole avec la distribution de
la concentration protéique de la sous-cohorte « cas » est non vide. Les autres méthodes
probabilistes affichent un résultat similaire : le classifieur NB travaille avec la même co-
nique, mais avec des distributions normales séparables ; le classifieur LR impose quant à
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Tab. 5.4 Tableaux de fréquences empiriques relatives de la classification sur les données
cliniques en mettant en place une validation croisée aléatoire




















lui l’homoscédasticité des lois conduisant à une droite de séparation.
Finalement, l’Inversion-Classification affiche le risque moyen le moins élevé (sur vingt
répétitions . . .) et semble moins « tiré » vers l’une ou l’autre possibilité d’estimation. En
effet, l’estimateur bayésien est celui qui minimise en théorie le coût a posteriori et, par
conséquent en moyennant sur les données, le risque moyen. Ceci est confirmé par cette
analyse pour cette campagne.
5.5 Conclusion
À travers ce chapitre, nous avons introduit un moyen de diagnostic ou d’aide au
diagnostic. Pour cela, nous avons défini le terme « classification » et avons proposé de
distinguer deux tâches : l’« apprentissage » et l’« estimation de classe ». Ensuite, nous
avons adapté la structure hiérarchique pour ces tâches en ajoutant un niveau classe/
paramètres de classe en début de chaîne. Nous avons justifié l’utilisation des méthodes
statistiques bayésiennes qui sont en l’occurrence bien adaptées à de telles structures.
Après avoir exposé le développement des méthodes pour réaliser ces tâches et les
mises en œuvres associées, nous avons discuté les résultats respectifs. Nous avons vu
que l’apprentissage affichait une robustesse par rapport aux variabilités et pouvait être
réalisé sur des cohortes de taille limitée. Quant à la classification, nous avons vérifié que
notre approche donnait des taux de mauvaise classification faibles. Ceci correspond no-
tamment au risque moyen le moins élevé.
Ensuite, nous avons analysé les résultats de la classification sur des données réelles
et ont conclu qu’ils étaient satisfaisant : nous avons atteint de bons apprentissages et des
taux de mauvaise classification faibles. Nous avons pu travailler à la fois sur des données
simulées Full-MS et SRM, permettant de confronter les estimations à des valeurs vraies,
et des données réelles SRM, permettant cette fois de confronter les méthodes d’inversion
à des observations qui ne suivent pas strictement le modèle physique.
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Alg. 5.1 Résumé de l’algorithme d’estimation des paramètres d’une classe
Entrées: Y1:N , paramètres a priori for pi, x, κ, θinst
Nombre maximal d’itérations : KM.
Nombre minimal d’itérations de temps de chauffe : K0.
Nombre d’échantillons pris en compte : K.
1 fonction pˆi = APPRENTISSAGE(Y1:N)
2 Initialisation: k = 0, initialiser les paramètres
3 tant que k ≤ KM faire
4 k← k + 1
5 pour n = 1, . . . , N faire
6 échantillonner (θinstn )(k) ∼ p(θinst | Yn, κ(k−1)n )
. Produit non standard de distributions. Étape de Gibbs hybride.
7 échantillonner κ(k)n ∼ p(κ | Yn, (θinstn )(k), x(k−1)n
. Distribution normale multivarée. Échantillonnage explicite.
8 échantillonner x(k)n ∼ p(x | κ(k)n ,pi(k−1))
. Distribution normale multivarée. Échantillonnage explicite.
9 fin pour
10 échantillonner pi(k) ∼ p(pi | x(k)1:N)
. Distribution normale-wishartienne. Échantillonnage explicite.
11 si Critère d’arrêt du temps de chauffe satisfait et k ≥ K0 alors
12 Poser KM ← k + K et K := {k + 1, . . . , k + K}
13 fin si
14 fin tant que







Alg. 5.2 Résumé de l’algorithme d’estimation de la classe
Entrées: Y, distribution catégorielle pour C, paramètres pi pour la distribution de x, pa-
ramètres a priori pour κ, θinst
Nombre maximal d’itérations : KM.
Nombre minimal d’itérations de temps de chauffe : K0.
Nombre d’échantillons pris en compte : K.
1 fonction cˆ = CLASSEMENT(Y)
2 Initialisation: k = 0, initialiser les paramètres
3 tant que k ≤ KM faire
4 k← k + 1
5 échantillonner (θinst)(k) ∼ p(θinst | Y, κ(k−1))
. Produit non standard de distributions. Étape de Gibbs hybride.
6 échantillonner κ(k) ∼ p(κ | Y, (θinst)(k), x(k−1))
. Distribution normale multivarée. Échantillonnage explicite.
7 échantillonner x(k) ∼ p(x | κ(k),pi(k−1))
. Distribution normale multivarée. Échantillonnage explicite.
8 échantillonner c(k) ∼ Pr(c | x(k))
. Distribution catégorielle. Échantillonnage explicite.
9 si Critère d’arrêt du temps de chauffe satisfait et k ≥ K0 alors
10 Poser KM ← k + K et K := {k + 1, . . . , k + K}
11 fin si
12 fin tant que
13 pour m = 1, . . . ,M faire
14 Km =
{
k ∈ K | c(k) = cm
}
15 Pr(C = cm | Y) = cardKmK
16 fin pour
17 retourner cˆ = argmax
m=1,...,M
Pr(C = cm | Y)
18 fin fonction
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6.1 Conclusions
Dans ce document, nous avons étudié la méthodologie des problèmes inverses cou-
plée au cadre des statistiques bayésiennes en protéomique. Nous avons mis en avant
notamment le problème de la quantification de protéines et du diagnostic à travers la
classification d’un échantillon biologique incluant une phase préalable d’apprentissage
sur une cohorte d’échantillons.
Nous avons développé ces applications pour une chaîne d’analyse comportant un
chromatographe liquide et un spectromètre de masse soit en mode « Full-MS », soit en
mode « Selected Reaction Monitoring », avec calibrage interne et externe. Nous avons
proposé une modélisation directe de l’acquisition de données, en se basant sur les tra-
vaux de Strubel [1] pour le mode Full-MS et sur les travaux de Gerfault et al. [117] pour
le mode SRM, et avons constaté qu’elle reposait sur un modèle direct hiérarchique. Cette
hiérarchie se propage ensuite dans la modélisation probabiliste et, in fine, dans l’inver-
sion.
Ce travail a montré l’apport de l’inversion bayésienne d’un modèle hiérarchique en
protéomique. Par rapport à la quantification, cette méthodologie permet de travailler sur
le paramètre qui est vraiment d’intérêt en protéomique : la protéine. Au Ch. 4, nous avons
montré sur l’Inversion-Quantification que l’on arrive à des estimations de concentrations
protéiques avec une dispersion faible à la fois pour des données simulées et pour des
données réelles, malgré un rapport signal sur bruit parfois défavorable. Sur les données
du cancer colorectal, nous avons montré une bonne corrélation avec les tests ELISA dis-
ponibles, ainsi que le caractère « auto-sélectif » de la méthode quand on est en présence
d’une mesure trop perturbée. Ces analyses de résultats nous ont permis de valider l’ap-
proche Inversion-Quantification.
Ensuite, au Ch. 5 sur l’Inversion-Classification, nous avons étendu le problème d’esti-
mation de paramètres continus au problème d’estimation de paramètres discrets. Pour la
classification, nous avons séparé le problème en deux sous-problèmes : apprentissage
et estimation de la classe. Nous avons évalué le premier avec des données simulées,
montrant qu’on arrive à approcher la distribution de la population avec celle issue de
l’apprentissage, modulo des incertitudes sur les estimations. Ensuite, nous avons réa-
lisé l’évaluation de l’estimation de la classe sur des cohortes simulées et sur une cohorte
réelle. Dans tous les cas, nous avons souligné le bon fonctionnement de la méthode, et
avons pu montrer qu’elle améliorait les résultats par rapport à l’état de l’art travaillant sur
des estimations intermédiaires, menant à un nombre moins élevé de fausses détections
à la fois dans le sens « faux positifs » que « faux négatifs », validant ainsi l’Inversion-
Classification.
Pour la mise en œuvre algorithmique, nous nous sommes basés sur l’utilisation de
l’échantillonnage stochastique de la loi a posteriori jointe reposant sur la méthode Monte
Carlo Chaîne de Markov. À l’intérieur de cette méthode, nous avons adopté une structure
de Gibbs avec un algorithme de Gibbs hybride, combinant au moins une étape de Metro-
polis-Hastings et des générateurs d’échantillons explicites, pour calculer les estimateurs
et les incertitudes associées.
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Par rapport à l’état de l’art, nos développements ont l’avantage de nécessiter peu ou
pas d’ajustements manuels car tous les paramètres sont estimés ce qui donne à notre
méthode son caractère auto-adaptatif ; grâce à l’utilisation de calibrants internes, elle est
également auto-calibrante. Nous avons également montré en quantification et en classi-
fication que l’utilisation du cadre bayésien se justifie d’autant plus que le rapport signal
sur bruit se dégrade.
Le travail présenté ici prolonge les travaux menés dans l’équipe PROTIS depuis plu-
sieurs années, notamment à travers la thèse de Strubel [1]. Nous avons atteint quelques
perspectives proposées par l’auteur :
1. « Enfin, nous pouvons améliorer les informations a priori injectées. Nous pourrons mieux
modéliser la gamme de concentration attendue [. . . ] »
L’apprentissage avait été introduit avec le but de connaître la distribution de la
concentration des biomarqueurs dans une classe donnée. Cette connaissance peut
servir d’a priori pour la quantification et restreint ainsi la gamme de valeurs pos-
sibles. Nous avons proposé l’utilisation comme a priori pour la classification, ren-
seignant sur les classes. C’est un des éléments clé de la méthode que nous avons
présentée.
2. « De même, nous pouvons envisager de traiter en une fois plusieurs expériences. »
Nous avons montré une méthode d’apprentissage qui traite plusieurs données à la
fois. Nous ne sommes pas obligés de retourner uniquement les paramètres de classe
que nous avons calculés, mais nous pouvons – comme nous l’avons remarqué –
calculer les estimateurs pour chacune des expériences ou, s’il s’agit d’un N-tuple
réplicat du même échantillon de base, donner la concentration moyenne avec son
incertitude.
3. « De plus, nous pouvons noter que la quantification n’est habituellement pas le but final du
traitement. En effet, ces concentrations seront utilisées pour découvrir de nouveaux mar-
queurs ou pour réaliser un diagnostic. »
Nous avons proposé un moyen d’aide au diagnostic reposant la classification d’un
nouvel échantillon. La découverte de nouveaux marqueurs s’inscrit également dans
nos perspectives.
4. « Nous pourrons [. . . ] essayer un échantillonneur de Metropolis-Hastings à marche aléa-
toire. »
C’est en effet cet échantillonneur que nous avons mis en œuvre avec succès et
satisfaction. Il semble être un bon compromis entre les différentes approches de
Metropolis-Hastings.
5. « Nous n’avons pour l’instant utilisé qu’un peptide pour effectuer la quantification, or la
méthode PSAQ et notre méthode de traitement permettent d’utiliser tous les peptides de la
protéines. »
Les pics peptidiques sur des données LC-Full-MS réelles peuvent être très espacés
ce qui demande de mettre en mémoire une très grande matrice ; cependant, nous
avons utilisé avec succès plusieurs peptides sur des données simulées. Le mode
SRM s’affranchit des grandes zones d’« intérêt nul » que l’on peut observer en Full-
MS en ciblant les masses des molécules d’intérêt. L’estimation à partir de plusieurs
peptides est donc moins « gourmande » en besoin mémoire et en temps de calcul.
Toutes les données traitées (simulées ou réelles) comportent plusieurs peptides par
protéine, et tous ont été utilisés pour l’estimation des concentrations protéiques
(modulo les calibrages interne et externe). ↓1
1. Notons cependant que G. Strubel a étendu sa méthode « mono-peptidique » à une méthode « multi-
peptidique » pour la soumission de la révision de [118] en utilisant des imagettes de l’acquisition globale.
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6. « Peut-on utiliser la méthode sur d’autres spectromètres de masse et d’autres méthodes de
marquage isotopique ? »
La réponse est oui, comme nous l’avons démontré dans ce document par l’utilisa-
tion du mode SRM avec le marquage AQUA. Les modifications nécessaires pour
arriver à notre fin contiennent l’adoption d’une structure hiérarchique, la modéli-
sation de la chaîne d’analyse suivant cette hiérarchie et l’adaptation des méthodes
d’inversion à l’utilisation de plusieurs traces de données (au lieu d’une grande ma-
trice de données).
6.2 Perspectives
Quand une thèse démarre, trois ans paraissent longs, et le doctorant peut se dire qu’il
aura tout son temps pour investiguer des pistes pour faire et parfaire son travail. Hélas
(ou fort heureusement ? !), ce n’est souvent pas vrai car notamment dans les derniers
mois les idées d’amélioration, de précision, d’approfondissement, . . . surgissent. C’est
également le cas ici : nous avons proposé un cadre bayésien/problèmes inverses pour la
quantification et la classification en protéomique, et à la fin de ce travail nous pouvons
proposer une liste (non exhaustive) de thèmes de recherche pour poursuivre nos travaux.
Modèle
Par rapport aux modèles utilisés pour les données et leur construction, nous cher-
cherons les réponses aux problèmes suivants liés à la quantification. Le modèle chroma-
tographique utilisé est approximatif. En réalité, les pics chromatographiques observés
ne sont pas gaussiens, mais ont une légère traînée ou asymétrie [67]. Les modèles bi-
gaussiens [93] ou des gaussiens modifiés exponentiellement [94, 95] sont une meilleure
approximation, les modèles à base de splines sont également utilisés dans la littérature
[96], et enfin les modèles issus des équations différentielles approchent encore plus la
réalité. Qu’apportent ces changements, ces précisions du modèle par rapport au modèle
gaussien « imparfait » ? Quels sont les inconvénients ?
Le modèle chromatographique présenté est linéaire. Nous avons même fixé la largeur
des pics à une valeur calibrée en amont de l’expérience pour l’inversion des données Full-
MS. Or, les expériences montrent que la largeur des pics dépend du temps de rétention
et de la concentration de la molécule.
Dans les données réelles, le bruit n’est pas gaussien de moyenne nulle comme nous
le supposons dans la modélisation. Même si on peut supposer l’erreur de modélisation
distribuée ainsi, l’erreur de mesure des instruments considérés étant non négative a une
autre distribution. Qu’est-ce qu’on gagne en terme d’estimation en ayant un modèle plus
« réaliste » du bruit, comparé à ce que l’on perd (conjugaison des lois, échantillonnages
explicites, augmentation de la demande et du temps de calcul. . .) ?
Même si l’analyse de données simulées dans [118] a montré que les objections pré-
cédentes sont négligeables, leur étude peut être bénéfique pour la compréhension des
phénomènes ou pour l’investigation d’autres approximations.
L’analyse des données pour la quantification a également montré que certaines traces
sont très ou trop perturbées pour permettre leur utilisation dans l’estimation. Nous avons
certes amorti l’influence de ces traces en « pondérant » par la qualité des sources, mais
elles dégradent toujours la performance de la quantification. Quel paramètre peut nous
renseigner sur une possible élimination de la trace ?
C’est d’ailleurs ce qu’il propose dans ses perspectives de thèse.
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Apprentissage, robustesse, et étiquettes manquantes
Les étiquettes des données utilisées pour la classification n’ont pas été mises en cause.
Pourtant, comme nous l’avons dit, il n’y a pas d’« individu sain » ; il s’agit uniquement
d’un individu qui ne montre pas les symptômes visibles depuis l’extérieur de la maladie
considérée. Son profil protéique cependant peut déjà être modifié. Ainsi, l’étiquette at-
tribuée peut être fausse. Avec l’utilisation des méthodes bayésiennes, on peut ajouter un
indicateur de fiabilité sur l’étiquette, puis réattribuer une nouvelle étiquette lors de l’ap-
prentissage. Ceci nécessite de faire un apprentissage global (pas classe par classe comme
nous le faisons actuellement car la séparation ne peut plus être satisfaite). On peut s’inspi-
rer de l’article [88] ou plus généralement des approches « apprentissage semi-supervisé »,
« partitionnement », « données manquantes ».
Algorithme
Au niveau du développement algorithmique, nous travaillons actuellement avec MAT-
LAB pour simuler une chaîne MCMC qui propose des échantillons de la loi cible. La
tendance de la communauté bayésienne semble cependant aller vers l’utilisation des
méthodes bayésiennes variationnelles qui sont réputées plus rapides que les méthodes
d’échantillonnage stochastique. Elles fournissent une approximation séparable de la loi
a posteriori donnant accès une expression analytique, les estimateurs étant pris ensuite
sur cette approximation. Une étude sur son application à la protéomique pourrait être
menée pour quantifier l’apport par rapport à l’existant et pour permettre de comparer les
résultats, temps de calcul, investissements de développement, et cetera.
La validation faite dans ce rapport repose sur des études de petite dimension (petit
nombre de protéines, cohortes d’effectifs relativement faibles, cohortes bi- ou triclasses).
Les contraintes de la puissance des tests poussent à travailler en grandes dimensions.
L’augmentation du nombre de protéines, d’effectifs ou de classes demande des adap-
tations algorithmiques afin d’être moins gourmand en termes de temps de calcul et de
mémoire.
Évaluation
L’évaluation de la quantification des données cliniques a été faite en comparant nos
résultats avec une autre estimation fournie par les tests ELISA. Cependant, ne connais-
sant pas l’incertitude et les erreurs de ces derniers, l’analyse de la corrélation n’est pas
suffisamment concluante et peut mener à des déductions erronées. C’est la raison pour la-
quelle notre partenaire bioMérieux de procède sur le projet à une nouvelle cam-
pagne d’acquisition de mesures, comportant également une répétition des tests ELISA.
Ainsi, nous pourrons estimer leur variabilité, calculer les coefficients de corrélation entre
les méthodes de mesure par spectrométrie de masse et les méthode de mesure ELISA [72]
et consolider nos conclusions sur la comparaison des différentes méthodes. Sur
nos collègues du LBS développent une méthodologie d’analyse statistique reposant sur
des techniques de régression associées à des variables incertaines et des techniques d’étude
de corrélations ou d’analyse de varaince. L’évaluation nécessite aussi de mettre en place
un plan d’expérience adapté.
Il serait également intéressant de poursuivre la comparaison des méthodes que nous
avons présentées ici avec les méthodes d’autres équipes. Ainsi, nous pourrons par exemple




Le projet ANR s’inscrit parfaitement dans ce que nous venons de conclure :
les questions classification (incluant l’apprentissage) et quantification sont au cœur de
ce projet. Le projet s’intéresse à la question de la découverte et la validation de biomar-
queurs. Nous travaillons en collaboration avec les équipes de biostatistiques du LBS (La-
boratoire Biostatistique Santé, Lyon) et du CLIPP (CLInical Proteomic Platform, Dijon). À
partir d’un protéome déjà identifié comme candidat différentiant, on veut répondre aux
questions « Est-ce que ce protéome est vraiment différentiant, est-ce qu’un sous-protéome
est différentiant, est-ce qu’on peut en réduire la taille ? » Des méthodes pour répondre à
cette question sont vivement débattues dans le projet . On peut par exemple
partir de la question de la séparation des classes par l’ensemble des protéines candidates
(« Est-ce que l’histogramme multidimensionnel possède un ou deux modes ? »), et affiner
ensuite de manière à trouver un sous-ensemble différentiant de taille réduite. Une autre
piste possible est la recherche d’un ensemble efficace et le plus parcimonieux possible par
des méthodes de choix de modèle impliquant une pénalisation de la complexité. L’article
de revue [97] expose des méthodes de sélection de variables/modèle dans une stratégie
bayésienne et leurs implantations algorithmiques et les rapports de stage [85, 98] pro-
posent des éléments de réponse à cette question.
Spectrométrie de masse en mode MRM3
Dans cette thèse, un mode de spectrométrie étudié repose sur la fragmentation d’un
peptide. La double-fragmentation d’une molécule que l’on observe dans le mode MRM3
d’un spectromètre de masse apporte de la spécificité supplémentaire. L’adaptation des
modèles ou l’utilisation des algorithmes existants permettant l’exploitation des données
de ce mode de spectrométrie fait partie des objectifs du projet et des perspec-
tives de ce travail.
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A.1 Classifieur utilisant une fonction de coût pondérée
Soit c? ∈ C = {c1, c2} la classe de l’échantillon Y, et soit ψc : ΩY → C le classifieur
qui associe à Y une estimation de classe ψ(Y) = cˆ. Nous avons vu dans Sect. 2.6.3 que le
classifieur associé à la fonction de coût 0–1 est l’estimateur Maximum A Posteriori. Cette
fonction associe le coût 0 à une bonne estimation de classe et le coût 1 à une mauvaise
estimation quelle que soit la classe.
Dans ce qui suit, nous voulons déduire la règle du classifieur associé à une fonction de
coût pondéré, i.e. une fonction qui n’associe pas le même coût à une mauvaise estimation
dans c1 que dans c2. Pour cela, nous réécrivons le critère du MAP et l’étendons dans la
suite.
En effet, le critère de classification MAP est donné par ψc(Y) = argmaxc∈C Pr(C =
c |Y). Soit, sans perte de généralité, ψc(Y) = c1. La probabilité a posteriori de la première
classe étant maximale et l’ensemble des classes étant constitué de deux éléments, ceci est
équivalent à Pr(C = c1 |Y) > Pr(C = c2 |Y). Ces deux lois possédant le même facteur de
normalisation p(Y) en appliquant la règle de Bayes, nous écrivons p(Y | C = c1)Pr(C =
c1) > p(Y | C = c2)Pr(C = c2) et obtenons
p(Y | C = c1)









Autrement dit, si c1 maximise la loi a posteriori de la classe, alors le rapport des vraisem-
blances est supérieur à l’inverse cote des probabilités a priori .
Donc, le classifieur MAP peut s’écrire de manière équivalente à ce que nous avons
introduit dans Sect. 2.6.3 sous la forme suivante :
ψ(Y) =
{
c1 si VY(c) > T




p(Y|C=c2) est le rapport des vraisemblances et T =
Pr(C=c2)
Pr(C=c1) l’inverse cote a
priori .
Soit maintenant la fonction de coût suivante :
L(c,ψc(Y)) =

0 si ψc(Y) = c,
`1 si ψc(Y) 6= c1 alors que C = c1,
`2 si ψc(Y) 6= c2 alors que C = c2.
(A.3)
En mots, une bonne décision ne coûte évidemment rien. Si la bonne classe est c1, une
mauvaise classification coûte `1 ; si la bonne classe est c2, une mauvaise classification
coûte `2.
Le raisonnement permet de proposer un nouveau seuil d’inverse cote a priori qui est





interprétant ainsi les coûts comme des
connaissances et pondérant la distribution a priori .
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Si on remplace T de l’Éqn. (A.2) par ce nouveau seuil T`, on obtient
p(Y | C = c1)





⇐⇒ Pr(C = c
1 | Y)
1− Pr(C = c1 | Y) >
`2
`1
⇐⇒ Pr(C = c1 | Y) > `2
`1 + `2
.
Ainsi, pour que la classe c1 soit choisie, sa probabilité a posteriori doit excéder
`2
/
(`1 + `2) . Si ce n’est pas le cas, la classe c2 dont la probabilité a posteriori est automa-
tiquement plus grande que `1
/
(`1 + `2) , est choisie. On note aussi que l’utilisation de la
fonction de coût 0–1 est un cas spécial avec `1 = `2 que l’on peut poser arbitrairement
à 1.
A.2 Erreur quadratique
Soit Y ∼ p(Y | θ) une variable aléatoire sous p(Y | θ), le paramètre θ étant fixé. Soit
ψ(·) : ΩY → Θ un estimateur qui associe à une mesure Y ∈ ΩY une valeur ψ(Y) ≡ θˆ ∈ Θ.
Avec les définitions du biais, la variance et l’erreur quadratique de la Sect. 2.8, on exprime






[θ −E {ψ(Y)}+E {ψ(Y)} − ψ(Y)]2}
= E
{
([θ −E {ψ(Y)}] + [E {ψ(Y)} − ψ(Y)])2}
= E
{
[θ −E {ψ(Y)}]2 + [E {ψ(Y)} − ψ(Y)]2 − 2[θ −E {ψ(Y)}][E {ψ(Y)} − ψ(Y)]}
= E
{
[θ −E {ψ(Y)}]2}+E {[E {ψ(Y)} − ψ(Y)]2}︸ ︷︷ ︸
=V(ψ,θ)
− 2E {[θ −E {ψ(Y)}][E {ψ(Y)} − ψ(Y)]}
= [θ −E {ψ(Y)}︸ ︷︷ ︸
=B(ψ,θ)
]2 +V(ψ, θ)− 2E {[θ −E {ψ(Y)}]}E {[E {ψ(Y)} − ψ(Y)]}
= B(ψ, θ)2 +V(ψ, θ)− 2[θ −E {ψ(Y)}][E {ψ(Y)} −E {ψ(Y)}]
= B(ψ, θ)2 +V(ψ, θ)
(Remarque : nous avons délibérément omis l’indice Y | θ pour B, V, EQ pour des ques-
tions de clarté de calculs.)
L’erreur quadratique EQY|θ se décompose donc en une somme du carré du biais BY|θ
et de la variance VY|θ de l’estimateur.
Pour l’erreur quadratique moyenne, nous obtenons un résultat semblable : EQΘ,Y =
EΘ(BY|Θ(ψ,Θ)2) +V,Θ,Y(ψ). Cependant, l’espérance du carré du biais n’égalant pas le
carré de l’espérance du biais, la formule semble moins « parfaite ». Elle peut être résumée
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par « l’erreur quadratique moyenne est la somme de la moyenne des carrés des biais et
de la variance moyenne ».
A.3 Coefficients de la droite de régression
Soit (Θ, Y) un couple de variables aléatoires continues, distribué sous la distribution
pΘ,Y(θ, y). quadratique sous la distribution jointe par rapport à la fonction affine f (Θ) =
α+ βΘ, soit aux paramètres de régression α et β. Cette espérance s’écrit
EΘ,Y(‖ψ(Y)− f (Θ)‖2) = EΘ,Y(‖ψ(Y)− α− βΘ‖2) = EΘ,Y((ψ(Y)− α− βΘ)2),



























































Pour trouver les paramètres (α¯, β¯) qui minimisent l’espérance de l’erreur quadra-
tique, il suffit de minimiser la fonction Q(α, β) par rapport au vecteur [α, β]T. Pour cela,
on calcule le gradient de la fonction
grad Q(α, β) = 2
[
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La recherche du maximum se traduit par la recherche des points pour lesquels le gradient
égale le vecteur nul :
grad Q(α¯, β¯) = [0, 0]T (A.6a)
⇔
{
α¯−EY(ψ(Y)) + β¯EΘ(Θ) = 0




α¯ = EY(ψ(Y))− β¯EΘ(Θ)
β¯ =
EΘ,Y(Θ · ψ(Y))− α¯EΘ(Θ)
EΘ(Θ2)
(A.6c)











Ainsi, nous avons pu relier les paramètres de la régression linéaire simple
1. aux espérances de Θ et de ψ(Y) en ce qui concerne l’intercept α de la droite de
régression, et
2. à la covariance entre Θ et ψ(Y) ainsi qu’à la variance de Θ en ce qui concerne le
facteur de pente β de la droite de régression.
A.4 Critère d’écart quadratique moyen pour une régression op-
timale
Nous calculons la valeur du critère d’écart quadratique moyen par rapport à la droite
de régression pour les coefficients de régression optimaux, noté α¯ et β¯ suivant la Sect. 2.8.
Nous rappelons l’expression de l’écart quadratique moyen, voir Éqn. (2.31) :
Jθ,Y,ψ(α, β) = EΘ,Y((ψ(Y)− f (Θ))2) = EΘ,Y((ψ(Y)− α− βΘ)2). (2.31)
Ce dernier est minimisé par les coefficients de régression optimaux, Éqs. (2.32) et (2.33) :








A.5. PREUVE DE LA PROPOSITION 〈2.29〉
La valeur minimale de l’écart quadratique moyen est alors donnée par















(ψ(Y)−EY(ψ(Y)))2 + β¯2 (Θ−EΘ(Θ))2














− 2β¯EY (ψ(Y)−EY(ψ(Y)))︸ ︷︷ ︸
=0

























En utilisant cette identité, nous poursuivons les calculs :










Ainsi, nous avons obtenu, en plus de l’expression explicite du coefficient de détermi-
nation dans un cas de régression simple optimale, la valeur de la borne inférieure dudit
coefficient :
Jθ,Y,ψ(α, β) ≥ Jθ,Y,ψ(α¯, β¯) = VY(ψ(Y))(1− R2α¯,β¯). (A.8)
A.5 Preuve de la Proposition 〈2.29〉
Rappel du contexte
Dans la Sect. 2.8, nous avons introduit les mesures d’erreurs usuelles (biais, variance,
erreur quadratique) et la droite de régression entre des valeurs explicatives Θ et des va-
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leurs estimées ψ(Y).
Nous cherchons un lien entre l’estimateur parfait (Déf. 〈2.26〉) et la droite de régres-
sion qui est une bissectrice expliquant 100 % de la variation des estimations linéairement
par la variable explicative.
Proposition SoientΘ une variable aléatoire explicative et Y une variable aléatoire régres-
sée. Soit ensuite ψ : Ω(Y)→ Ω(Θ), Y 7→ ψ(Y) un estimateur.
L’estimateur ψ est parfait si et seulement si la droite de régression f (θ) = α+ βθ est la
bissectrice et que le coefficient de détermination vaut 1, i.e. les coefficients de régression
valent (α, β, R2) = (0, 1, 1).
Preuve





[ψ(Y)−Θ]2)) = 0. Comme l’espérance est prise sur des valeurs positives ou
nulles (car il s’agit d’un carré), on a immédiatement que ψ(Y) = θ = 0 + 1 · θ = f (θ) avec
donc α = 0 et β = 1.
Ainsi, on a aussi pour la covariance l’égalité avec la variance de Θ : CΘ,Y(Θ,ψ(Y)) =
CΘ,Θ(Θ,Θ) = VΘ(Θ). Avec la définition de l’Éqn. (2.35), on a pour le coefficient de dé-
termination R2 = CΘ,Y(Θ,ψ(Y))/(VΘ(Θ)VY(ψ(Y))) = VΘ(Θ)2/VΘ(Θ)2 = 1.
“⇐” Soit maintenant la droite de régression déterminée par les coefficients (α, β, R2) = (0, 1, 1).
De la définition de α, Éqn. (2.32), on déduit EY(ψ(Y)) − βEΘ(Θ) = 0. Avec β = 1, on
obtient alors
EY(ψ(Y)) = EΘ(Θ), (A.9)
l’égalité des espérances, i.e. des premiers moments. On en déduit également
EΘ,Y (Θ− ψ(Y)) = 0. (A.10)
Le biais moyen est nul.
En considérant la définition de β, Éqn. (2.33), et que sa valeur vaut 1, on déduit l’égalité
entre la covariance de Θ et ψ(Y) et la variance de Θ. En développant les expressions et en
utilisant Éqn. (A.9), on obtient
EΘ,Y(Θ · ψ(Y)) = EΘ(Θ2), (A.11)
i.e. le premier moment de la loi jointe pour Θ et ψ(Y) est égale au deuxième moment de la
loi pour Θ.
Ensuite, par la définition du coefficient de détermination R2, Éqn. (2.35), et de sa valeur uni-
taire, la covariance de Θ et ψ(Y) égale le produit des variances pour Θ et pour ψ(Y). Avec
ce qui précède, on déduit que la variance de Θ au carré égale le produit des variances, ce
qui amène l’égalité entre la variance de Θ et celle de ψ(Y). En développant les expressions
des variances et en utilisant Éqn. (A.9), on trouve l’égalité des deuxièmes moments des lois,
i.e.
EΘ(Θ2) = EY(ψ(Y)2). (A.12)











−2EΘ,Y(Θ · ψ(Y)) +EΘ(Θ2)
= 2
[




qui s’annule. L’estimateur ψ est donc parfait. 
Ainsi, nous avons déduit un lien entre un estimateur parfait – dans le sens introduit
précédemment – et les coefficients de la droite de régression.
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A.6 Les matrices des systèmes
Nous allons exprimer l’Éqn. (3.11) d’une manière matricielle afin d’accentuer le ca-
ractère linéaire des paramètres κ = [κ1, . . . , κI ], κ∗ = [κ∗1 , . . . , κ
∗
I ] et ξ = [ξ1, . . . , ξ I ] par
rapport aux données Y. Pour ce faire, soit y ∈ RN le vecteur de dimension N = NC · NS
résultant de la concaténation des colonnes de la matrice Y ∈ RNC×NS , et soit b ∈ RN la
vectorisation de la matrice de bruit B. Nous pouvons alors réécrire la sortie du système
sous la forme
y = Hκ+H∗κ∗ + b, H, H∗ ∈ RN×I (A.13)
et
y = Gξ + b, G ∈ RN×I . (A.14)
Ceci montre la relation linéaire liant les quantités de peptides aux données, et celle entre
le gain du système et l’observation. Pour définir ces matrices, posons la signature élé-




























La sortie modèle étant la somme des signatures, pondérées par le gain du peptide et par












Soient F et F∗ les matrices de dimension N × I qui s’obtiennent en juxtaposant hori-






 | | |−→F1 −→F2 . . . −→F I
| | |
 et F∗ =
 | | |−→F∗1 −→F∗2 . . . −→F∗I
| | |
 .
Vu sous cet angle, la vectorisation des matrices M et M∗ peut s’écrire sous forme matri-
cielle :
m = F(κ ξ) et m∗ = F∗(κ∗  ξ)
où désigne la multiplication matricielle de Hadamard. Appliqué aux vecteurs, elle peut
être exprimée de la manière suivante
a b = diag(a)b.
La multiplication terme à terme est commutative, car
b a = diag(b)a = [b1a1, . . . , bNaN ] = [a1b1, . . . , aNbN ] = diag(a)b = a b.
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Nous réécrivons la sortie du système de manière matricielle :
y = m+m∗ + b
= F(κ ξ) + F∗(κ∗  ξ) + b
= [F diag(κ) + F∗ diag(κ∗)]︸ ︷︷ ︸
=:G
ξ + b
= [F diag(ξ)]︸ ︷︷ ︸
=:H
κ+ [F∗ diag(ξ)]︸ ︷︷ ︸
=:H∗
κ∗.
Définition Les matrices du système H, H∗, G ∈ RN×I avec N = NC · NS sont définies
à partir des matrices des signatures élémentaires F et F∗ et des paramètres κ, κ∗, ξ de la
manière suivante :
H = F diag(ξ), (A.17a)
H∗ = F∗ diag(ξ), (A.17b)
G = F diag(κ) + F∗ diag(κ∗). (A.17c)
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Dans ce chapitre annexe, nous déduirons les lois a posteriori conditionnelles pour les
paramètres dont la loi a priori est conjuguée par la vraisemblance conditionnelle. Nous
allons d’abord exprimer les lois a posteriori conditionnelles qui interviennent dans la
quantification. Comme dans ce que nous avons présenté dans le corps du document, les
paramètres techniques sont les mêmes pour les trois étapes, les calculs de leurs lois a
posteriori conditionnelles ne sont pas à refaire pour l’apprentissage (modulo l’indice de
l’individu) et la classification. Il suffit donc de présenter les calculs des lois a posteriori
conditionnelles pour le paramètre biologique, et également pour les paramètres classe
(apprentissage) ou le paramètre individu (état biologique, classification).
B.1 Conjugaison d’une loi normale par une vraisemblance nor-
male
Nous traitons souvent une loi a priori normale conjuguée par une vraisemblance nor-
male. Pour ne pas mener plusieurs fois le même calcul à l’appellation du paramètre près,
nous déduisons le résultat du produit de ces deux lois dans un cadre plus général. Pour
pouvoir appliquer les calculs suivants, nous notons ↓1
– le paramètre d’intérêt x ∈ RN ,
– sa loi a priori p(x) = N (x;mx, Γx),
– sa fonction de vraisemblance p(Y | x) = N (Y; Hx, ΓY).
Pour la loi a posteriori , nous avons
p(x | Y) ∝ p(x) · p(Y | x)






(x−mx)T Γx (x−mx) + (Y−Hx)T ΓY (Y−Hx)︸ ︷︷ ︸
=:Q(x)
])
Nous allons montrer que nous pouvons ramener l’expression de Q(x) à l’expression
Q˜(x) = (x−mpostx )TΓpostx (x−mpostx ).
Ainsi, nous aurons déduit la loi normale N (x;mpostx , Γpostx ). Pour cela, nous proposons
soit de développer Q(x) et Q˜(x), soit d’identifier les moments de Q(x) et de Q˜(x).
B.1.1 Identification des facteurs
Développons les expressions :
Q(x) = (x−mx)T Γx (x−mx) + (Y−Hx)T ΓY (Y−Hx)
= xTΓxx− 2xTΓxmx +mTxΓxmx + YTΓYY− 2(Hx)TΓYY+ (Hx)TΓY(Hx)
= xT(Γx +HTΓYH)x− 2xT(Γxmx +HTΓYY) +mTxΓxmx + YTΓYY
1. indépendamment des notations du document
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et
Q˜(x) = (x−mpostx )TΓpostx (x−mpostx )
= xTΓpostx x− 2xTΓpostx mpostx +mpostx Γpostx mpostx
En faisant une identification terme à terme, on constate que
1. Γpostx = (Γx +HTΓYH) et
2. Γpostx m
post





La moyenne a posteriori mpostx est donc une moyenne pondérée entre la moyenne de loi
a priori et la valeur déduite des données. La précision a posteriori , elle, est une somme
de précision : à la précision a priori s’ajoute la précision des données mise à l’échelle du
paramètre x.
B.1.2 Identification des moments
Nous allons obtenir maintenant le même résultat, mais avec un moyen différent. Une
loi normale est définie par la moyenne et la précision, i.e. son premier et l’inverse de son
deuxième moment. Tous les deux se déduisent de l’argument de l’exponentielle Q(x) :







En profitant des calculs précédents, les deux dérivés se calculent facilement. On trouve
∂
∂x




(Γx +HTΓYH)x0 = Γxmx +HTΓYY
x0 = (Γx +HTΓYH)−1(Γxmx +HTΓYY) = m
post
x





Q(x) = Γx +HTΓYH = Γ
post
x .
Il s’agit (heureusement !) du même résultat qu’avec l’identification directe terme à terme.
Résumons le résultat de cette section :
Γ
post





−1(Γxmx +HTΓYY) . (B.1)
B.1.3 Cas extrêmes
Regardons à présent quelques cas extrêmes de la loi a priori et de la vraisemblance.
1. Que se passe-t-il si la loi a priori conditionnelle pour x est non informative ↓2 ? C’est
en effet la situation la plus courante dans les analyses bayésiennes. La précision
tend vers 0, la loi ressemble de plus en plus à une loi uniforme sur tout R. Au vu
de l’Éqn. (B.1), les paramètres a posteriori sont déterminés par les connaissances
2. Par loi non informative, nous entendons toute loi dans laquelle aucune information subjective a été
injectée. C’est la cas notamment des lois issues du principe de Jeffreys [3, Sect. 2.9], voir Sect. 2.4. Dans ce
contexte, la loi normale avec une précision nulle est identique à la loi uniforme sur tout l’ensembleR et donc
non informative.
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qu’apportent les données : Γpostx → HTΓYH et mpostx → (HTΓYH)−1(HTΓYY) =
(HTΓYH)−1HTΓYY qui est la solution au sens des moindres carrés généralisés. Si ΓY
est diagonale, elle devient la solution au sens des moindres carrés.
2. Si les données observées sont très bruitées, c’est-à-dire ΓY est proche de 0, alors
sont influence par rapport aux autres variables dans les calculs est négigeable. La
précision a posteriori est donc principalement composée de l’a priori , et très peu
des déductions à partir des données. La loi a posteriori est donc très proche de la
loi a priori .
3. Nous nous trouvons dans un scénario similaire quand la loi a priori est très pi-
quée, très concentrée autour d’un point. Dans ce cas, la valeur de la précision est
très grande, beaucoup plus grande que la précision des données qui devient négli-
geable. Dans ce cas, c’est également la loi a priori qui a plus de poids dans le calcul
de la loi a posteriori .
4. Finalement, si les perturbations des mesures sont inexistantes, donc ΓY tend vers
l’infini, l’apport de la loi a priori est négigeable. Toute confiance sera pour l’infor-
mation apportée par les données.
B.2 Conjugaison d’une loi gamma par une vraisemblance nor-
male
Pour chaque point de mesure n, nous modélisons un bruit blanc gaussien, centré,
de moyenne nulle et d’inverse variance γ, i.e. εn ∼ N (0, γ). Le spectre a N points de
mesure, nous avons autant de réalisations de la même distribution du bruit. Notons dans
cette section la sortie instrument Y, la sortie modèle M(θ) attachée aux paramètres de
génération de données θ.
La loi a priori pour le paramètre de bruit γ est une loi gamma que nous écrivons sous
la forme suivante :




où α > 0 définit la forme (shape) de la fonction, β > 0 l’échelle (scale), correspondant à
la définition donnée dans [38, App. 1].
Remarque La moyenne de la loi gamma est donnée par le produit des deux hyperpara-
mètres, αβ, le mode par (α− 1)β, et la variance par αβ2.
La loi a posteriori conditionnelle pour γ étant proportionnelle au produit « a priori ×
vraisemblance », nous avons
p(γ | Y, κ, κ∗, ξ, τ) ∝ p(γ) · p(Y | κ, κ∗, ξ, τ, γ)
= G(γ; α, β) · N (Y; M(θ), γ)










β−1 + ‖Y−M(θ)‖2 /2
))
∝ G(γ, αpost, βpost)
avec αpost = α+ N/2 et βpost =
(
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Pour introduire le moins d’information a priori possible, nous faisons tendre les para-
mètres a priori α → 0 et β → ∞. La loi tend ainsi vers la loi de Jeffreys p(γ) ∝ γ−1. Ce
faisant, la loi a posteriori conditionnelle – qui est toujours une loi gamma – a les para-
mètres αpost = N/2 et βpost = 2/ ‖Y−M(θ)‖2.
B.3 Conjugaison d’une loi normale-wishartienne par une vrai-
semblance normale
B.3.1 Loi normale-wishartienne
Nous voulons décrire la loi pour le couple (m, Γ), et nous exprimons sa loi jointe
p(m, Γ) = p(Γ)p(m | Γ). Pour la matrice de précision, nous avons recours à la loi de
Wishart (ou loi wishartienne) de dimension P, WP(Γ;Λ, ν) de matrice d’échelle Λ et de
ν degrés de liberté. Pour le paramètre de la moyenne, m, on choisit une loi multinormale
de moyenne µ et de matrice de précision ηΓ, NP(m; µ, ηΓ). Résumons :







m ∼ NP(µ, ηΓ) = (2pi)−P/2 |Γ|1/2 exp
(
− η2 (m− µ)TΓ(m− µ)
)
où ΓP(·) est la fonction Gamma P-dimensionnelle.
Le produit de ces deux lois forme la loi a priori du couple (m, Γ). Cette loi est connue
sous le nom de loi normale-wishartienne :










B.3.2 Loi a posteriori conditionnelle des paramètres de classe
Soient données N observations xn, n = 1, . . . , N. ↓3 Chaque observation est un vecteur
de dimension P qui suit une loi multinormaleNP(xn;m, Γ) de moyenne m et de précision
Γ. La loi pour l’ensemble des observations x1:P est le produit des P lois individuelles, et
constitue la vraisemblance associée au couple (m, Γ) :















3. Le terme « observation » n’est pas correct au vu de la hiérarchie, on devrait parler d’observation condi-
tionnelle ou observation probabiliste puisque la variable qui sert d’observation n’est connue qu’indirecte-
ment par une inférence probabiliste.
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Pour calculer la loi a posteriori conditionnelle du couple (m, Γ), on écrit le produit de la
loi a priori avec la fonction de vraisemblance :
p(m, Γ | x1:N) ∝ p(m, Γ)p(x1:N |m, Γ)






























On peut ici retrouver la forme d’une loi normale-wishartienne. Nous montrerons en effet
que la loi normale-wishartienne est conjuguée par une fonction de vraisemblance nor-
male. Pour cela, identifions les paramètres a posteriori .
Degrés de liberté Nous voyons immédiatement que le nombre de degrés de liberté
a posteriori vaut
νpost = ν+ N. (B.6a)
Moyenne et nombre d’échantillons
En considérant le dernier terme du produit, nous pouvons identifier la forme d’une
loi normale de moyenne µpost et de précision (η + N)Γ = ηpostΓ. En utilisant une des











ηpost = η + N. (B.8)
Remarque (Résidu) Nous avons trouvé que η(m− µ)TΓ(m− µ)+∑Nn=1(xn−m)TΓ(xn−
m) est additivement proportionnel à Q(m) = ηpost(m− µ)TΓ(m− µ) Le terme de propor-
tionalité additif est noté X(Γ) et ne dépend pas de m puisque l’influence de ce paramètre
est entièrement reproduite dans Q(m). Pour le calcul de X(Γ), il suffit de soustraire les








(xn − x¯)TΓ(xn − x¯).
Nous aurons besoin de cette expression dans le calcul de la matrice d’échelle a posteriori.
Matrice d’échelle
Avec les résultats précédents, nous pouvons exprimer la loi a posteriori condition-
nelle pour (m, Γ) de la manière suivante :
p(m, Γ) ∝ |Γ|(νpost+P)/2 exp
(
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Développons le potentiel de la dernière exponentielle :
tr(Λ−1Γ) + X(Γ) = tr(Λ−1Γ) + Nη
ηpost






(xn − x¯)TΓ(xn − x¯)︸ ︷︷ ︸
∈R












(xn − x¯)TΓ(xn − x¯)
)









































Pour le couple de paramètres (m, Γ), nous avons choisi la loi normale-wishartienne
NWP(m, Γ; µ,Λ, η, ν). Étant donnée la vraisemblance normale






1. que la loi normale-wishartienne est conjuguée par une vraisemblance multinormale
et
2. que ses paramètres a posteriori (cf. Éqn. (B.6)) sont





(µ− x¯)(µ− x¯)T +∑Nn=1(xn − x¯)(xn − x¯)T
]−1
,
– ηpost = η + N,
– νpost = ν+ N.
Remarque (Interprétation des paramètres) Les paramètres a posteriori pour la moyenne
et la matrice d’échelle font intervenir des grandeurs empiriques, précisément la moyenne
empirique des observations x¯ et la matrice de covariance empirique ∑Nn=1(xn − x¯)T(xn −
x¯). C’est ainsi que les informations fournies par les observations sont intégrées et ajoutées
aux connaissances a priori dans la loi a posteriori.
Remarque (Échantillonnage) La loi a posteriori du couple étant séparable comme toute
loi normale-wishartienne en une partie moyenne et une partie précision, p(m, Γ | x1:N) =
p(Γ | x1:N) · p(m | Γ, x1:N), l’échantillonnage du couple peut se faire séparément, tout en
respectant la dépendance des deux paramètres. Pour cela, on tire aléatoirement un échan-
tillon pour la précision Γ sous sa loi a posteriori conditionnelle (par rapport aux données).
Ensuite, avec cette connaissance, on tire un échantillon aléatoire pour la moyenne m sous
sa loi a posteriori conditionnelle (par rapport aux données et à la précision). Ainsi, nous
obtenons une réalisation aléatoire jointe du couple (m, Γ).
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Remarque (Cas limite) Considérons un cas limite de la loi normale-wishartienne. Pour
cela, il suffit de faire tendre le nombre de degrés de liberté ν vers 0, le déterminant de
la matrice d’échelle |Λ| vers ∞, et enfin le nombre d’échantillons a priori η vers 0. Ainsi,
la loi normale-wishartienne tend vers une extension multidimensionnelle de la loi de
Jeffreys associée à une vraisemblance normale multivariée :
p(m, Γ) ∝ |Γ|−P/2 . (B.10)
Dans ce cas, il est intéressant d’observer les paramètres a posteriori. En effet, le nombre
d’échantillons intervenant a posteriori est naturellement N, et la même chose est vraie
pour le degré de liberté. Que se passe-t-il pour les paramètres moyenne µpost et matrice
d’échelle Λpost ? Le nombre d’échantillons a priori tendant vers 0, la moyenne a poste-
riori de la distribution est simplement la moyenne empirique des observations, µpost = x¯.
Ensuite, avec le même raisonnement et sachant que Λ−1 → 0, la matrice d’échelle a pos-
teriori tend vers l’inverse de la covariance empirique, ou vers la « précision empirique »
Π. Nous retrouvons donc les « estimateurs classiques » dans le calcul bayésien des para-
mètres des classes.
Quant aux paramètres de la loi a posteriori du couple des paramètres, l’échantillon-
nage se fait d’abord pour la matrice de précision Γ suivant la loi wishartienne qui prend
comme matrice d’échelle la précision empirique et comme nombre de degrés de liberté
N + 1, la moyenne m suivant une loi normale qui prend comme paramètres la moyenne
empirique des observations et la précision apportée par N observations, NΓ :
Γ | x1:N ∼ WP(Π, N + 1),
m | Γ, x1:N ∼ NP(x¯, NΓ).
B.4 Loi a posteriori conditionnelles
Dans ce document, un certain nombre de lois a posteriori ont dû être calculées. La
plupart d’entre elles sont issues d’une conjugaison de la loi a priori correspondante par
la vraisemblance associée. Il s’agit notamment de lois normales, gamma, ou normales-
wishartiennes. Nous avons détaillé les calculs génériques pour elles précédemment dans
ce chapitre. En remplaçant la variable dans le calcul par la variable d’intérêt, les résultats
sont immédiats.
Pour les paramètres chromatographiques, distribués a priori sous des lois uniformes,
une telle conjugaison n’est pas possible, comme montre un calcul d’isolation de para-
mètres (cf. l’annexe de [1]). L’expression de ces lois ne peut être simplifiée ou mise dans
des formes standard.
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C CHOIX DE MODÈLE
C.1 Marginalisation par Moyenne Harmonique
Soit θ un paramètre de nuisance (potentiellement vectoriel) dans un problème de sé-
lection de modèle. On se donne ϕ(θ) une mesure de probabilité. On note c ∈ C représen-
tatif pour la classe/le modèle, et Y les données.
Dans le cadre du calcul de la loi a posteriori Pr(c | Y), nous pouvons restreindre nos
efforts au le calcul de l’évidence p(Y | c) puisque dans la règle de Bayes Pr(c | Y) =
Pr(c)p(Y|c)
p(Y) , l’a priori de la classe est connue, et le facteur de normalisation p(Y) s’obtient
par la somme des probabilités a posteriori et peut ainsi être déduite.
La présentation [99] donne pour l’évidence l’identité suivante :
1
p(Y | c) = Eθ|Y,c
(
ϕ(θ)
p(Y, θ | c)
)
. (C.1)
Écrivons cette espérance a posteriori de deux manières différentes.
C.1.1 Espérance, calcul continu














p(Y, θ | c)
p(θ, Y | c)












p(Y | c) = C∞. (C.2)
Ainsi, quel que soit la mesure ϕ, l’évidence est de valeur C∞. Autrement dit, l’évidence
est invariante aux changements de mesure de probabilité.
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C.1.2 Espérance, calcul discret
Soit θ(k) ∼ p(θ | Y, c) pour k = 1, . . . , K des échantillons de la loi a posteriori du

































où la dernière ligne tient à cause de la structure hiérarchique des paramètres.
Le choix de la fonction ϕ(θ) détermine la vitesse de convergence de la suite CK(ϕ).
C.1.3 Mise en commun des résultats
Au vu des deux expressions établies, nous avons
C∞ = C∞(ϕ) = lim
K→∞
CK(ϕ) (C.4)
l’équation sur laquelle est basée le calcul numérique de l’évidence. Il est fait à partir des
échantillons a posteriori , obtenus par exemple par un algorithme de type MCMC.
Il ne reste plus que le choix de ϕ(θ). En effet, on peut choisir pour cette densité la loi
uniforme sur l’espace de probabilité de θ ce qui est probablement le choix le plus simple.
Cependant, dans un scénario où l’espace n’est pas borné, l’intégrale sur la fonction ϕ
n’est plus fini, et le passage de l’avant-dernière à la dernière ligne dans Éqn. (C.2) n’est
plus correct.
Un autre choix raisonnable pour ϕ est l’utilisation de la loi a priori de θ, p(θ | c). On a
alors











les échantillons étant toujours tirés sous la loi a posteriori . Dit autrement, avec ϕ(θ) =
p(θ), l’inverse de l’évidence se calcule comme moyenne des inverses des vraisemblances
totales. Ceci correspond au choix que nous avons fait pour l’établissement de l’Éqn. (5.18)
(page 113).
Remarque Si, au lieu de prendre l’espérance sous la loi a posteriori de θ dans la définition
Éqn. (C.1), on calculait l’espérance sous la loi a priori du paramètre, on arriverait à un
résultat similaire, à savoir l’approximation de l’évidence par la moyenne arithmétique
des vraisemblances :
p(Y | c) = Eθ|c
(
ϕ(θ)









p(Y | θ, c).
Numériquement, cela voudrait dire que l’on tire des échantillons sous l’a priori de θ qui
peut être très large, la plupart des valeurs ayant un apport quasi nul au résultat ; la zone à
forte probabilité a posteriori qui y apporte le plus est possiblement sous-échantillonnée,
certaines valeurs ne sont pas prise en compte, à moins de faire un échantillonnage ultra-
fin nécessitant une puissance calculatoire énorme.
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C.2 Reversible Jump MCMC
Dans le cas du modèle binaire dans la Rq. 〈5.9〉, explicitons les probabilités d’accep-
tion dans le cas où le dernier modèle choisi est c(k−1) = S et c(k−1) = M. On note pour
cela
MS : x ∼ N (mS, ΓS) (MS)
MM : x ∼ N (mM, ΓM) (MM)
Par soucis de simplicité, considérons uniquement le cas scalaire dans lequel nous dé-
finissons
M′S : x ∼ N (mS, γS) (M′S)
M′M : x ∼ N (mM, γM). (M′M)
L’algorithme Reversible Jump Monte Carlo Markov Chain (RJMCMC) étend l’algo-
rithme MCMC au choix de modèle [21, Sect. 11.2]. L’étape du choix de modèle fonc-
tionne comme une étape de Metropolis-Hastings. À chaque itération, l’algorithme met
en concurrence deux modèles : le modèle choisi à la dernière itération, et un modèle pro-
posé, tiré sous la loi a priori des modèles. Ensuite, pour décider du modèle de l’itération
suivante, une probabilité d’acceptation est évaluée dans laquelle se trouve les probabili-
tés a priori et les vraisemblances du dernier échantillon joint par rapport aux modèles.
Seulement, les modèles ne sont pas toujours de la même dimension ou de même support.
Il convient alors de définir des fonctions de transformation T(·) du premier au second
modèle en question, qui trouve également son influence dans la probabilité d’accepta-










où pici→cj est la probabilité pour choisir un saut du modèle ci au modèle cj et p(c, xc) le
produit des lois a priori Pr(c) · p(xc | c) [21, Sect. 11.1.1]. Dans [91, Sect. 6.7.2] cependant
(certainement pour des raisons d’efficacité que nous avons mentionnées pour le calcul
de l’évidence, Rq. 1), les auteurs proposent de substituer p(c, xc) par la loi a posteriori
p(c, xc | Y) ∝ Pr(c)p(xc | c)`c(xc) dépendant de l’état, tout du moins dans le cas de mé-
langes gaussiens. `c désigne la vraisemblance pour le modèle c.
Considérons alors un saut du modèle S au modèle M, et définissons la transformation
nécessaire. Elle doit vérifier la bijectivité entre les modèles et doit également fusionner ou
séparer les informations du modèle courant d’une manière « raisonnable » pour l’utili-
sation dans le modèle proposé. Dans le cas monodimensionnel que nous étudierons ici,
nous choisissons une transformation affine :
(xM) = T(xS) = (xS + ∆m)
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En admettant une probabilité de saut uniforme, i.e. piS→M = piM→S, la probabilité d’ac-
ceptation devient le rapport des probabilités p(M, xM)
/
p(S, xS) .
Allons encore un peu plus loin et proposons ∆m = 0, i.e. quel que soit le modèle
de départ et celui d’arrivée, la transformation de la concentration protéique est l’iden-
tité. Ainsi, la probabilité d’acception est le rapport p(M, x)
/
p(S, x) = Pr(M)
/
Pr(S) ·
p(x |M)/p(x | S) . Finalement, en utilisant la loi a posteriori p(c, xc |Y) ∝ Pr(c)p(x)`c(x)
au lieu de l’a priori dans l’expression (en suivant l’idée donnée précédemment), l’ap-
proche RJMCMC avec les restrictions et limites introduites coïncide avec celle présentée
dans la Sect. 5.4.3.
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Nous donnons ici les résultats de simulation obtenus pour l’utilisation du couplage
LC-Full-MS, la section Sect. 4.5 se concentrant sur le mode SRM dû à un plus grand
nombre de données.
Pour tester notre méthode d’inversion bayésienne hiérarchique (IBH), nous mettons
en place des échantillons biologiques simulés. Nous la comparerons à l’inversion bayé-
sienne (non hiérarchique, notée IB [1]) et à une version modifiée du maximum du pic.
Cette dernière méthode que nous noterons MP+ utilise l’estimation de la position du pic
chromatographique issue des résultats de l’IBH, dans le voisinage de laquelle la valeur
maximale est choisie.
Avant de décrire plus précisément les données, nous introduirons les critères d’éva-
luation qui permettent de valider notre méthode d’inversion et de comparer les mé-
thodes.
Nous utilisons comme critères de performance la droite de régression, l’erreur qua-
dratique moyenne par rapport à la valeur vraie (EQx,Y(ψq) au sens de Sect. 2.8) et l’écart
quadratique moyen entre estimation et prédiction par la droite de régression,
Jx,Y,ψq(α, β) = Ex,Y
(
(ψq(Y)− α− βx)2) .
Cette expression correspond aussi au critère à minimiser dans la recherche des coefficient
de régression.
D.1 Description des données
Pour démontrer l’apport d’une structure hiérarchique [119], nous avons enrichi notre
modèle pour comprendre un processus de digestion aléatoire, comme nous l’avons pré-
senté dans le Ch. 3. Pour cela, nous ciblons une protéine, Neuron Specific Enolase (NSE),
qui a plusieurs peptides. Nous la supposons bipeptidique avec les peptides 1 et 2 , don-
nant lieu à un polypeptide 1 2 . Les signatures élémentaires des peptides sont définies
par les proportions de charges et proportions de neutrons, ainsi que les profils spectro-
métriques et chromatographiques dont les paramètres (hormis le temps de rétention) ont
été appris par calibrage externe.
Nous simulons quatre cohortes test qui comportent 60 échantillons chacune. Chaque
cohorte est caractérisée par la moyenne m autour de laquelle la concentration protéique
est distribuée. Les valeurs pour m sont 50, 100, 200 et 400 (unité arbitraire). Pour toutes
les cohortes, la concentration de la protéine marquée est distribuée autour de 150. La
précision de ces distributions vaut γ = (0.1m)−1.




]T. Ensuite, pour simuler une digestion incomplète, χ = χ1 = χ2
est tiré aléatoirement et uniformément dans l’ensemble {0.4, 0.55, 0.7, 0.85, 1}.
Les peptides sont séparés suivant leurs temps de rétention τ. La loi de simulation est
uniforme : τ ∼ U ([16.2, 16.8]× [21.2, 22.6]× [16.0, 16.4]).
Le paramètre de gain de système par peptides, ξ, est distribué sous une loi normale
de moyenne [10, 20, 25] et de précision diag(10, 10, 10).
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Tab. D.1 Paramètres et distributions utilisés pour la simulation des données.
– protéine
– une protéine bipeptidique 1 2
– protéine native
– x ∼ N (m, γ) où m ∈ {50, 100, 200, 400} et
γ = 1/(0.1m)
– concentration de la protéine marquée 50
– peptide
– deux monopeptides 1 et 2 , un polypeptide
1 2
– précision de digestion Γκ = diag(100, 100)
– rendement de digestion
– χ ∼ U ({0.4, 0.55, 0.7, 0.85, 1})
– masses
– m1 = 580.77 Da, m∗1 = m1 + 9 Da
– m2 = 995.47 Da, m∗2 = m2 + 9 Da
– m12 = m1 + m2, m∗12 = m12 + 9 Da
– charges J = 2
– pii,1 = 0, i ∈ {1, 2, 12}
– pii,2 = 1, i ∈ {1, 2, 12}
– neutrons K = 0
– pii,1,0 = 0, i ∈ {1, 2, 12}
– pii,2,0 = 1, i ∈ {1, 2, 12}
– temps de rétention
– τ1 ∈ [16.2, 16.8]min
– τ2 ∈ [21.2, 22.6]min
– τ12 ∈ [16.0, 16.4]min
– gain d’ionisation
– ξ1 ∼ N (10, 10)
– ξ2 ∼ N (20, 10)
– ξ12 ∼ N (25, 10)
– observations
– largeur des pics
– spectrométriques : λ = (0.08)−1
– chromatographiques : λ = 6−1
– fréquence d’échantillonnage
– spectrométrique : f eS = 1/M
e
S = 1/0.04
– chromatographique : f eC = 1/T
e
C = 1/3
– bruit de mesure
– bruit blanc gaussien de moyenne nulle et de
précision γ
– γ ∼ U ({0.004, 0.008, 0.016})
Finalement, l’inverse-variance du bruit de mesure est choisie uniformément dans
l’ensemble {0.004, 0.008, 0.016}. Nous avons volontairement simulé un bruit relativement
fort pour nous mettre dans un cadre réaliste et pour montrer l’apport de la méthodologie
bayésienne par rapport au MP+.
Toutes les valeurs nécessaires et utilisées pour la simulation des données sont résu-
mées dans la Tab. D.1.
D.2 Résultats et comparaison
Les choix algorithmiques pour les méthodes IBH et IB ont été les suivants. Les lois
a priori des paramètres x, ξ et γ étaient faiblement informatives. Nous ne monitorons
pas la convergence par le lancement de plusieurs chaînes MCMC par échantillons bio-
logiques ; pour quand même être relativement sûr de converger, nous optons pour un
nombre d’itérations élevé, à savoir K = 5000, avec un temps de chauffe de K0 = 4000.
Ainsi, les estimations seront faites à partir des derniers 1000 échantillons des lois.
Comparons les résultats obtenus avec les trois méthodes mentionnées. Pour cela,
considérons les droites de régression dans la Fig. D.1 où nous avons tracé sur l’abscisse
la valeur vraie et sur l’ordonnée la valeur estimée associée. Les points jaunes, bleus et
rouges sont les estimations du MP+, de l’IB et de l’IBH respectivement, idem pour les
droites de régression.
Nous pouvons voir que les trois méthodes ont des performances similaires : plus la
concentration vraie est élevée, plus la dispersion est grande, mais les estimations sont
centrées autour d’un point moyen qui est proche du point (x?, x?) sur la bissectrice. La
dispersion par rapport à la droite de régression est donnée par Jx,Y(ψ
q
i ) qui vaut 230.1,
298.7, 288.7 pour i ∈ {MP+, IB, IBH} respectivement. Nous trouvons donc la variation
des estimations la moins importante par rapport à la droite de régression chez le MP+.
L’erreur quadratique moyenne, EQx,Y(ψ
q
i ), est de 287.4 pour l’IBH, légèrement plus
élevée pour l’IB avec 318.1, et de 861.5 pour le MP+ du fait que cette dernière méthode
livre la moins bonne estimation des trois, l’IBH fournissant les meilleurs résultats. Si on
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Fig. D.1 Droites de régression pour les estimations par les méthodes IBH, IB et MP+.
















MP+: y = 0.90x− 3.46, EQx,Y(ψqMP+) = 861.5, Jx,Y(ψ
q
MP+) = 230.1
IB: y = 0.98x− 1.13, EQx,Y(ψqIB) = 318.1, Jx,Y(ψ
q
IB) = 298.7
IBH: y = 1.00x− 1.64, EQx,Y(ψqIBH) = 287.4, Jx,Y(ψ
q
IBH) = 288.7
suppose un biais moyen nul (ce qui est correct pour IB et IBH grâce à la quantification
selon l’EAP, mais pas forcément correct pour MP+), l’écart moyen de l’estimation par
rapport à la valeur vraie est d’environ 17.0, 17.3 et 29.3 pour les trois méthodes respec-
tivement. Les coefficients de variation valent respectivement 4.25%, 4.325% et 7.325% ce
qui reste remarquable du point de vue d’un biologiste. ↓1
Quant aux pentes des droites de régression, elles valent 1 pour l’IBH, 0.98 pour l’IB et
0.9 pour MP+. Les estimations dans leur ensemble sont bonnes, avec un avantage pour
l’IBH, suivi par l’IB. Rappelons que nous n’avons pas introduit de concentration endo-
gène dans les échantillons biologiques simulés. Au vu des droites de régression, la valeur
au point x? = 0 est proche de 0 pour chacune des méthodes.
D.3 Discussion
Les méthodes montrent de bons résultats. On peut s’étonner des performances du
MP+ malgré l’erreur quadratique moyenne très supérieure par rapport à IBH.. Il est censé
être très sensible au bruit qui a été choisi très fort ici dans nos simulations. N’oublions
néanmoins pas que la position du pic chromatographiques de référence pour les calculs a
été estimée avec l’inférence bayésienne que nous avons présentée. De plus, l’intensité n’a
pas été estimée manuellement, mais déterminée directement par la valeur de la donnée
à la position spécifiée.
La méthode d’inversion bayésienne hiérarchique prend en compte l’information que
fournit le polypeptide, donc de l’information issue d’une mauvaise digestion. Notons
1. Une pente de la droite de régression entre 0.9 et 1.1 ainsi qu’un coefficient de variation de 10% sont
normalement admissibles pour la validation d’une méthode de quantification en protéomique.
153
ANNEXE D. RÉSULTATS DE QUANTIFICATION LC-FULL-MS
que cette information est disponible dans les deux cas : la donnée comporte le peptide
mal digéré, et l’information sur sa masse et son temps de rétention moyen peut être calcu-
lée. Au vu des meilleurs résultats par rapport à l’inversion bayésienne non hiérarchique,
nous pouvons conclure que l’ajout de l’information apporte une amélioration de l’esti-
mation. Ceci n’est pas un fait nouveau, mais connu (plus on a de données, meilleure est
l’estimation). Elle nous conforte néanmoins dans la pensée que la structure hiérarchique
des données apporte un gain et de la robustesse puisque les processus peuvent être mo-
délisés avec plus de précision, d’exactitude, de rigueur et de facilité.
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Reconstruction de profils protéiques pour la recherche de biomarqueurs
Résumé :
Cette thèse préparée au CEA Léti, Minatec Campus, Grenoble, et à l’IMS, Bordeaux, s’inscrit dans le
thème du traitement de l’information pour des données protéomiques. Nous cherchons à reconstruire des
profils protéiques à partir des données issues de chaînes d’analyse complexes associant chromatographie
liquide et spectrométrie de masse. Or, les signaux cibles sont des mesures de traces peptidiques qui sont de
faible niveau dans un environnement très complexe et perturbé. Ceci nous a conduits à étudier des outils sta-
tistiques adaptés. Ces perturbations peuvent provenir des instruments de mesure (variabilité technique) ou
des individus (variabilité biologique). Le modèle hiérarchique de l’acquisition des données permet d’inclure
ces variabilités explicitement dans la modélisation probabiliste directe. La mise en place d’une méthodologie
problèmes inverses permet ensuite d’estimer les grandeurs d’intérêt. Dans cette thèse, nous avons étudié trois
types de problèmes inverses associés aux opérations suivantes:
1. la quantification de protéines cibles, vue comme l’estimation de la concentration protéique,
2. l’apprentissage supervisé à partir d’une cohorte multi-classe, vu comme l’estimation des paramètres
des classes, et
3. la classification à partir des connaissances sur les classes, vue comme l’estimation de la classe à la-
quelle appartient un nouvel échantillon.
La résolution des problèmes inverses se fait dans le cadre des méthodes statistiques bayésiennes, en ayant
recours pour les calculs numériques aux méthodes d’échantillonnage stochastique (Monte Carlo Chaîne de
Markov).
Mots-clés : problème inverse, modèles hiérarchiques, méthodes statistiques bayésiennes, MCMC, Gibbs,
classification, apprentissage, quantification, protéomique, protéines, peptides, fragments, transitions, spec-
trométrie de masse, Full-MS, Selected Reaction Monitoring, chromatographie
Reconstruction of proteomic profiles for biomarker discovery
Abstract:
This thesis has been prepared at the CEA Léti, Minatec Campus, (Grenoble, France) and the IMS (Bor-
deaux, France) in the field of information and signal processing of proteomic data. The aim is to reconstruct
the proteomic profile from the data provided by complex analytical workflow combining a spectrometer
and a chromatograph. The signals are measurements of peptide traces which have low amplitude within
a complex and noisy background. Therefore, adapted statistical signal processing methods are required.
The uncertainty can be of technical nature (instruments, measurements) or of biological nature (individuals,
“patients”). A hierarchical model, describing the forward problem of data acquisition, allows the explicit
inclusion of those sources of variability within the probabilistic model. The use of the inverse problem me-
thodology, finally, leads us to the estimation of the parameters of interest. In this thesis, we have studied
three types of inverse problems for the following applications:
1. quantification of targeted proteins, seen as estimation of the protein concentration,
2. supervised training from a labelled cohort, seen as estimation of distribution parameters for each class,
3. classification given the knowledge about the classes, seen as estimation of the class a biological sample
belongs to.
We solve these inverse problems within a Bayesian framework, resorting to stochastic sampling methods
(Monte Carlo Markov Chain) for computation.
Keywords: inverse problem, hierarchical models, Bayesian statistical methods, MCMC, Gibbs, classifi-
cation, statistical learning, quantification, proteomics, proteins, peptides, fragments, transitions, mass spec-
trometry, Full-MS, Selected Reaction Monitoring, chromatography
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