Abstract-Acute cerebrovascular accidents are associated with the rupture of vulnerable atherosclerotic plaques in the carotid arteries. Fibrous cap (FC) thickness has been shown to be an important predictor of plaque rupture but has been challenging to measure accurately with clinical noninvasive imaging modalities. The goals of this investigation were first, to evaluate the feasibility of using transcutaneous acoustic radiation force impulse (ARFI) ultrasound to quantify FC thickness and second, to optimize both imaging and motion-tracking parameters to support such measurements. FCs with varying thickness (0.1-1.0 mm) were simulated using a simple-layered geometry, and their mechanical response to an impulse of radiation force was solved using finiteelement method (FEM) modeling. Ultrasound tracking of FEM displacements was performed in Field II utilizing three center frequencies (6, 9, and 12 MHz) and eight motion-tracking kernel lengths (0.5λ − 4λ). Additionally, FC thickness in two carotid plaques imaged in vivo was measured with ARFI and compared to matched histology. The results of this study demonstrate that 1) tracking pulse frequencies around 12 MHz are necessary to resolve caps around 0.2 mm; 2) large motion-tracking kernel sizes introduce bias into thickness measurements and overestimate the true cap thickness; and 3) color saturation settings on ARFI peak displacement images can impact thickness measurement accuracy substantially.
On the Feasibility of Quantifying Fibrous Cap
Thickness With Acoustic Radiation Force Impulse (ARFI) Ultrasound
I. INTRODUCTION

I
SCHEMIC stroke is one of the leading causes of death and long-term disability in the United States [1] . A significant proportion of ischemic strokes are the downstream effect of atherosclerotic plaque rupture in the carotid distribution and are prophylactically treated by surgical interventions such as carotid endarterectomy (CEA) to remove the source of emboli. CEA is commonly performed on the basis of carotid stenosis; however, patients must also be experiencing symptoms in order for CEA to be most effective [2] , although in many cases, strokes can occur without any prior symptoms. In asymptomatic patients, even with high degrees of stenosis (>70%), CEA is only moderately successful at preventing future stroke [3] , with some calling its use into question given advancements in pharmaceutical management of atherosclerosis [4] . Extensive studies in the coronary arteries have demonstrated that plaques with lesser degrees of stenosis (typically < 70%, but often <50%) account for more cases of plaque rupture and thrombosis than plaques with more severe stenoses [5] . Based on these trends, many have concluded that stenosis alone is an inadequate biomarker for grading plaque vulnerability and instead have proposed stratifying risk on plaque morphology and composition [6] .
Previous studies have shown that a major determinant of carotid plaque vulnerability is fibrous cap (FC) thickness [7] , [8] . In the Oxford Plaque Study [7] , one of the largest histological studies done on carotid plaque, the authors reported that a minimum FC thickness of <0.2 mm and a representative FC thickness of <0.5 mm were independently associated with plaque rupture [8] . Therefore, an ideal noninvasive carotid plaque imaging system should be able to resolve FCs of 0.5 mm or less to detect plaques that may be vulnerable to rupture.
Among noninvasive imaging technologies, magnetic resonance imaging (MRI) was the first to report direct measurement of FC thickness in vivo with resolution down to 0.25 mm [9] - [11] . Subsequent prospective MRI studies demonstrated that the presence of a thin/ruptured FC carried the highest hazard ratio (HR: 17.0) for future cerebrovascular event compared to all other plaque features [12] . High-resolution computed tomography (CT) has also been shown to be sensitive to FC thickness in small sample patient studies [13] . However, widescale implementation of MRI and CT technology may be precluded due to the high monetary cost of both modalities, ionizing radiation in the case of CT, and specialized surface coils in the case of MRI that are necessary to achieve the appropriate resolution for FC thickness measurement.
Given the relevance of FC thickness to predicting future ischemic event [12] , implementing a cost-effective ultrasoundbased imaging solution to noninvasively quantify FC thickness may be highly impactful and could revolutionize plaque risk stratification. Indeed, high-resolution B-mode assessment of FC thickness was proposed a decade ago [14] , with the authors demonstrating that thicknesses of <0.65 mm were associated with cerebrovascular symptoms. However, despite these promising initial results, there has been a notable lack of publications on the topic, and measuring FC thickness has not [26] . The various tissue layers that comprise the ARFI image are shown in the zoomed inset panel. The fibrous cap appears as a region of low displacement (blue pixels) above a region of high displacement (red pixels), which represents the NC. (b) Simple-layered geometry abstracted from the ARFI imaging including a stiff layer to represent the FC on top of a soft layer to represent the NC. ARFI, acoustic radiation force impulse; IJV, internal jugular vein; FEM, finite-element method, FC, fibrous cap; NC, necrotic core; PD, peak displacement.
seemed to translate into the clinic. One explanation could be that ultrasound does not have the resolution capability to measure FC thickness; indeed, in Devuyst et al. [14] , the axial and lateral resolutions of the transducer were 0.3 and 0.4 mm, respectively, which are only slightly better than the <0.5-mm mean critical cap thickness proposed by Redgrave et al. [8] . Additionally, studies have shown that the inherent contrast in echogenicity between fibrous and necrotic components is highly variable, which leads to conflicting performance results when utilizing echogenicity outside of a highly controlled research setting [15] . Therefore, ultrasound FC thickness measurement may be improved with ultrasound methods that do not strictly rely on echogenicity, in addition to the use of higher resolution probes.
One alternative ultrasonic method that has been proposed for plaque characterization is acoustic radiation force impulse (ARFI) ultrasound [16] . In ARFI, long-duration ultrasound pulses (∼100 μs) are used to induce μm-order displacements in tissue to qualitatively infer tissue stiffness. The literature supporting the use of ARFI for vascular and atherosclerosis applications has been growing rapidly [17] - [27] . These studies suggest that ARFI can discriminate necrotic/lipid from fibrous/calcified regions, which appear as areas of relatively high displacement and relatively low displacement, respectively. Anecdotally, some of these studies have shown that ARFI can visualize a FC in vivo as an area of low displacement covering an area of high displacement [26] ; however, the capability to quantify FC thickness has yet to be rigorously explored.
The objective of this study was to analyze the feasibility of ARFI imaging for transcutaneous measurement of FC thickness by using finite-element method (FEM) and Field II-based simulations [28] , [29] and by analysis of in vivo performance. A simple FEM mesh with multiple layers representing lumen, FC, and necrotic core (NC) is developed, and ARFI is simulated for a range of FC thicknesses. Various imaging and signal processing parameters are investigated to determine their impact on thickness measurement. Based on work previously done in compressive elastography [30] and time-delay estimation simulations [31] , it is hypothesized that the resolution of ARFI for detecting FC thickness will be mainly dictated by the imaging pulse center frequency, and the length of the motion-tracking kernel size. Additionally, we hypothesize that mechanical interaction between the FC and NC and ARFI displacement underestimation may influence FC measurement performance. These hypotheses are first tested in silico and then demonstrated clinically for two fibroatheromatous carotid plaques with validation by spatially matched histology [26] . Overall, this study serves as a first evaluation of transcutaneous ARFI's ability to quantify FC thickness.
II. METHODS
A. FEM Simulations
Soft-tissue dynamics in response to an impulse of acoustic radiation force were simulated using previously developed FEM models [29] utilizing LS-DYNA (Livermore Software Technology Corporation, Livermore, CA), a commercially available multiphysics solver. An FC covering an NC was abstracted as a thin layer of stiff material covering a layer of soft material (Fig. 1) . Ten FEM models were generated with FC thicknesses of 0.1-1 mm, all covering a soft NC region with thickness of 1 mm. The models implemented a rectangular mesh with 131 712 elements with variable node spacing and quarter-symmetry boundary conditions about the transducer's axis of symmetry. The nonsymmetry faces as well as the bottom face of the mesh were fully constrained, while the top face of the mesh (representing the lumen/FC border) was left unconstrained. From the axis of symmetry, the mesh extended 5.5 mm in the lateral dimension and 5.5 mm in the elevational dimension, and 20 mm in the axial dimension (with a 20-mm offset from the transducer face). Nodal spacing in the region of the FC and NC was set to 0.02 mm, while the rest of the mesh was 0.25 mm. The fine nodal spacing the region of the FC was necessary to have multiple elements in the thinnest simulated FC (0.1 mm)
Following the methods of Ohayon et al. [32] , fibrosis was modeled as stiff transversely isotropic material, while NC was modeled as soft isotropic material using predefined material models in LS-DYNA. For FC, LS-DYNA material model *MAT_002 (a linear, orthotropic, elastic model) was implemented with the same mechanical properties in the circumferential (θ) and longitudinal (z) directions and different ones in the radial (r) direction, while NC was implemented with *MAT_001 (a linear, isotropic, elastic model). The mesh was oriented such that the radial direction corresponded to the axial direction of the ultrasound transducer, while longitudinal and circumferential directions corresponded to lateral and elevational directions, respectively. Specific material parameters for both material models are given in Table I . A perfect matching layer (PML), six elements wide, was defined around the mesh to simulate an infinite medium and remove spurious wave reflections from the boundaries of the model. The PML was implemented using the built-in PML models *MAT_230 (isotropic elastic) and *MAT_245 (orthotropic elastic) and matched to the material parameters of the NC and FC, respectively.
As described in [29] , the ARF field was simulated by first computing the acoustic intensity at each nodal location using Field II, a linear acoustics modeling package [33] , [34] . A transducer was simulated using xdc_focused_array with a transmitting frequency of 4.2 MHz and focal configuration of F/1.5. Field II-derived intensity values were converted to point-load forces ( F ) using the expression [28] 
where α is the absorption coefficient of the medium (assumed to be 0.5 dB/cm/MHz), I is the temporal-average beam intensity, and c is the speed of the sound through the medium (assumed to be 1540 m/s). Point loads were then superimposed on the FEM mesh, and a load curve was defined to simulate a 70-μs ARF burst starting at 0.2 ms. The simulation was allowed to run for 4 ms total, and data were sampled every 0.1 ms, approximating a conventional ARFI ensemble with 10-kHz pulse repetition frequency (PRF). Note that luminal blood was not simulated with the FEM model, but implemented within the ultrasound simulation described below.
B. Ultrasound Simulation
The method of simulating ultrasound imaging of ARFinduced dynamics and luminal blood flow was adapted from those described by Palmeri et al. [28] . First, a three-dimensional (3-D) Field II scatterer phantom with fully developed speckle (11 scatterers per resolution cell) was defined to span a volume of 11 mm × 11 mm × 40 mm (lateral × elevation × axial). Nodal displacements output by LS-DYNA were loaded into MATLAB (Mathworks Inc., Natick, MA) and used to linearly interpolate scatterer positions for every time step in the ARFI ensemble. To simulate a lumen, a wall-less, 3-mm radius tube of scatterers running parallel to the transducer face (i.e., in the lateral direction) was defined above the FC (which was positioned at 20 mm in the Field phantom). The lumen scatterers were translated at 100 cm/s with a parabolic flow profile to simulate carotid blood flow and were assigned amplitudes 10 times less (−20 dB) than scatterers in the FC and NC. A percentage of scatterers in the lumen (10%) were kept stationary with full backscatter amplitude to represent clutter that is typically present in vascular ultrasound imaging. Overall, 20 unique phantoms with independent speckle realizations were generated.
Three imaging transducers with varying center frequencies (6, 9, and 12 MHz) were defined in Field II using xdc_focused_array to investigate the impact of tracking 
C. Processing of Tracked Data
After generating all the RF data, white Gaussian noise was added to each RF line in the ensemble prior to motion tracking using the awgn function in MATLAB to simulate 40-dB electronic signal-to-noise ratio (SNR). This SNR was chosen to represent the empirically measured SNR of a Siemens Acuson Antares with VF7-3 linear array imaging at a focal depth of 20 mm. Ensembles were motion tracked with one-dimensional (1-D) normalized cross correlation with parabolic interpolation using kernel lengths ranging from 0.5λ to 4λ [31] . 2-D peak displacement (PD) images were then rendered by taking the maximum displacement at each axial position, resulting in 4800 images for analysis (3 frequencies × 8 kernel sizes × 20 speckle realizations × 10 FC thicknesses).
D. FC Thickness Measurement
Due to the large number of images in the data set, a semiautomatic FC thickness measurement algorithm was developed, which utilized simple k-means clustering (Fig. 2) . First, a 2-D ARFI PD image was loaded and cropped between axial depths 19 and 24 mm, which approximated the ARFI depth-of-field for the simulated ultrasonic parameters. Next the image was saturated to an ideal color scaling based on the FEM-simulated displacements. Because PD was variable with various thicknesses of FC, a different color scaling was chosen for each thickness and was calculated as a percentage of the distance between the FEM-measured PD in the FC and NC using a simple formula
where PD max is the upper limit of the PD dynamic range, PD n and PD f are the FEM-measured PDs in the NC and FC, respectively, and β represents a fractional multiplier (0 ≤ β < 1). A β-value of 0 represents the case where the image is scaled based on the maximum displacement of the NC. A β-value greater than 0 represents an increasing amount of color saturation, which ultimately decreases the dynamic range of the PD image. The importance of color scaling is discussed in more detail in the following sections. Next, the saturated image was passed into the k-means function in MATLAB with the following parameters: cluster size of 4, uniform selection of initial cluster centroid positions, and 60 replicates. After clustering was complete, the cluster number corresponding to the FC had to be identified. This was done by taking the mode of the cluster map of all lateral locations at the axial position corresponding to the midpoint of the FC. With the FC cluster number identified, the largest contiguous cluster in this grouping was identified using bwlabel, and average thickness was measured by determining the top and bottom pixel of the cluster at each lateral location and calculating the median top/bottom across each image. If the largest contiguous cluster did not span the entire lateral extent of the ARFI image, this indicated that the FC was not identified correctly or was otherwise not identifiable under the given imaging conditions and was assigned a value of NaN. This process was then repeated for every 2-D ARFI image in the data set. An example of clustering and FC thickness measurement for a 0.5-mm FC thickness imaged at 9 MHz with a 1.5λ tracking kernel is given in Fig. 3 .
Finally, a simple outlier rejection algorithm [35] was implemented to remove faulty clustering and spurious FC thickness measurements. For each simulated FC thickness, 20 measurements were taken representing one measurement from each speckle realization. Outliers were defined as any measurements that exceeded three times the median absolute deviation (MAD) of the given sample [35] . These data sets were rejected from the final analysis. 
E. Additional Performance Metrics
In addition to measuring FC thickness, a number of metrics were computed across the simulations to characterize FC measurement performance. These metrics included contrast (C) and contrast-to-noise ratio (CNR) of the FC and NC, and were calculated using the following equations [36] :
where μ f and μ n are the mean PD in the FC and NC, respectively, and σ f and σ n are the standard deviations of PD in the FC and NC, respectively. Contrast and CNR were computed for both saturated and unsaturated ARFI images.
F. Comparison With In Vivo Data
To validate simulation results, data were compared against two in vivo examples of carotid plaque with histologically verified FCs [26] . As was done in the simulation study, in vivo data were motion tracked with eight kernel sizes whose length was determined with respect to the center frequency of the tracking pulses (6.15 MHz) . To analyze the impact of color scaling, in vivo images were scaled using an adaptive algorithm that was previously described in our ex vivo ARFI study [25] . Plaque outlines were first segmented by hand, and then the upper bound of the dynamic range of the ARFI image was set to the median + 2 * MAD PD calculated from the plaque outline. For additional test cases, images were also scaled to median + 4 * MAD and also scaled to the maximum PD within the NC (representing an "unsaturated" image, similar to the β = 0 case described for the simulations). From these data sets, average FC thickness was measured from images by hand by drawing multiple lines using the imdistline tool in MATLAB. Additionally, contrast and CNR were calculated between the FC and NC by drawing regions of interest around each respective feature and using the equations described above.
III. RESULTS
To demonstrate the similarity between in silico and in vivo imaging scenarios, individual simulated ARFI lines were first compared against a clinical ARFI image of a carotid plaque [26] . Fig. 4(a) shows a plot of PD versus axial depth (oriented such that axial depth is on the Y-axis) taken from the 31st lateral location (3.63 mm) of the ARFI image shown in Fig. 1 . Fig. 4(b) shows a corresponding simulation data set for an FC thickness of approximately the same size (∼1 mm). Data in the in vivo image were tracked with 6.15 MHz and 1.5λ kernel, and is compared against a simulated data set at 6 MHz and 1.5λ kernel. In the in vivo example, PD in the FC (axial positions 24.5-25. a substantial positive bias (0.19 ± 0.01 mm), particularly if the full dynamic range of PD is utilized. This bias arises not from ultrasonic imaging parameters but rather from mechanical coupling between the stiff FC and soft NC. Coupling between these regions produces a gradient of PD at the interface between the layers, which changes the perceived location of the FC/NC edge. As demonstrated in Fig. 5(c) and (d) , the positive bias can be reduced substantially to 0.06 (±0.016) mm if PD saturation is employed to reduce the dynamic range; however, no amount of saturation can remove it completely. This is depicted graphically in Fig. 6 , which shows the reduction of bias as a function of image saturation level.
Figs. 7 and 8 show examples of 2-D simulated ARFI images for all ten FC thicknesses taken at 6 and 12 MHz, respectively, with adaptive color scaling. The absolute motion-tracking kernel length was kept constant (0.257 mm) for both tracking frequencies, using a 1λ kernel at 6 MHz and 2λ kernel at 12 MHz. In these images, the FC is denoted as a region of relatively low displacement (located between axial positions 20 and 21 mm), with the NC appearing as a region of high displacement directly below the FC regions. As expected based on the motion-tracking kernel size, the stiff FC layer is difficult to resolve when is it 0.1-0.2 mm thick; however, at 0.3 mm, it becomes readily identifiable, particularly at the 12-MHz frequency. Qualitatively, the images at 6 MHz appear notably worse (layer edges are less distinct, contrast is poorer, etc.) than at 12 MHz, despite having identical motion-tracking kernel lengths, suggesting that higher frequency tracking is critical to FC thickness measurement performance.
These qualitative observations are confirmed in Fig. 9 , which compares the ARFI-derived FC thickness to the true simulated thickness. Fig. 9 depicts the results with respect to relative wavelength-based kernel sizes. In each of these graphs, the dotted line represents the line of equivalency. Cases where the algorithm failed to measure a FC thickness (i.e., values assigned as NaN) are not depicted and serve as a lower limit for FC resolution for a given frequency and kernel size. A number of observations can be made from these results: 1) no combination of imaging parameters were able to resolve FC thicknesses of 0.1 mm; 2) the smallest resolvable FC with 6 MHz was 0.3 mm, while the smallest with 9 and 12 MHz was 0.2 mm; 3) positive bias and variance of FC measurement are inversely proportional to tracking frequency and directly proportional to kernel size. Fig. 10 summarizes the results of FC detection accuracy by depicting bias as a function of kernel size and frequency, averaged across all thickness simulations. The lowest mean bias was achieved by a 0.064-mm (0.5λ) kernel at 12 MHz; however, the variance on the estimates was higher compared to the next best performing kernel (0.128 mm kernel, or 1λ, at 12 MHz).
The results for contrast are shown in Fig. 11 . In general, contrast increased as a function of frequency and FC thickness and decreased as a function of kernel size and saturation level. The mean improvement in contrast between 6 and 12 MHz was 1.8 (±0.14) dB; however, 12 MHz still underestimated the true tissue contrast by 2.1 (±0.39) dB when saturation was not employed, which can be explained by displacement underestimation due to shearing [28] , [37] . As PD saturation level increased, the inherent contrast in PD between the FC and NC was reduced proportionally, but the reduction in contrast due to displacement underestimation was mitigated. At significant levels of saturation (β = 0.75), the contrast achieved by 9-and 12-MHz tracking was nearly identical. Regarding kernel length, both very small and very large kernel sizes tended to have poorer contrast, compared to intermediate kernel sizes. Specifically, in the 9-and 12-MHz cases, there is a clear inflection point that occurs around the 1λ kernel size, where the contrast is maximized. Interestingly, at high levels of image saturation, the difference in contrast between small and large kernels was not as pronounced.
The results for CNR are shown in Fig. 12 . Like contrast, CNR increased as a function of frequency and FC thickness, and decreased as a function of kernel size. However, unlike contrast, which decreased as function of saturation level, CNR increased as a function of saturation level. The mean improvement in CNR between 6 and 12 MHz was 0.36 (±0.05) with no color saturation and increased to 0.66 (±0.20) with the highest level of saturation (β = 0.75). Interestingly, the kernel size that maximized CNR actually changed as a function of FC thickness. This trend was different from that seen with contrast, which was typically maximized with small kernel sizes (i.e., 1λ) regardless of FC thickness Fig. 13 shows FC thicknesses measured from two carotid ARFI images taken in vivo [26] . Panels A and B (example 1) show the PD image and histology (combined Masson elastin stain; collagen in green) for a Type-Va plaque in the common carotid of a symptomatic 57-year-old male. Panels C and D (example 2) show the PD image and histology (Lillie'smodified Masson's trichrome stain; collagen in blue) for a Type-Va plaque in the internal carotid artery of a 53-yearold symptomatic female. In example 1, mean ARFI-derived FC thickness was 1.31 (±0.07) mm, and histology-derived mean thickness was 1.18 (±0.30) mm, representing an 11.0% overestimation by ARFI. In example 2, mean ARFI-derived FC thickness was 0.92 (±0.13) mm and histology-derived mean thickness was 0.88 (±0.26) mm, representing a 4.6% overestimation by ARFI. Both images were captured with a Finally, in vivo results for contrast and CNR are shown in Fig. 15 . In this figure, data from the dynamic range with the lowest positive bias (i.e., median + 2 * MAD) are graphed alongside data from an "unsaturated" dynamic range (i.e., the maximum PD in the NC). As predicted from the simulations [ Fig. 11(c) , (f) and Fig. 12(c), (f) ], saturation decreased contrast but increased CNR. The magnitude of decrease and increase varied between examples, with example 1 demonstrating the largest decrease in contrast (∼6 dB) and increase in CNR (∼0.5) with saturation. Interestingly, the overall magnitude of CNR in the in vivo examples was moderately lower than in simulation. For example, in simulations with 1.0-mm FCs and utilizing color saturation, the CNR values exceeded 1.5; however, in vivo the color-saturated CNRs were closer to 1.0.
IV. DISCUSSION
In this study, a simulation framework for testing the capability of ARFI imaging to quantify the thickness of thin, mechanically stiff layers, representing atherosclerotic FCs, was presented. As mentioned previously, to be clinically relevant for vulnerable carotid plaque characterization, an ARFI system should be capable of accurately detecting plaques with an average FC thickness of <0.5 mm and/or a minimum thickness of <0.2 mm. The results of this simulation study suggest that 0.2 mm is the lower limit of ARFI's detection potential even with optimal imaging parameters, so while measuring caps less than 0.2 mm may be challenging, measuring caps around 0.5 mm should be feasible.
Three specific imaging parameters were explored in this study in detail-1) center frequency; 2) kernel size; and 3) image saturation level. Center frequency and kernel size can be considered to have directly physical effects on the ARFI PD parameter. For example, center frequency defines the size of the imaging point spread function (PSF), and all displacements underneath the spatial extent of the PSF will be averaged into one measurement. If the PSF spans a region that includes both soft and stiff tissue with variable displacement, the resulting PD measurement will be an average of the two (i.e., a spatial lowpass filter). It is well known that increasing center frequency improves the resolution of ultrasonic imaging and, specifically in the context of ARFI imaging, has the added benefits of reducing motion-tracking jitter [38] and increasing contrast by mitigating displacement underestimation from shearing [28] . Although the results shown in Fig. 9 suggest that both the 9-and 12-MHz tracking pulses performed similarly in terms of the smallest detectable FC (0.2 mm), the 12-MHz tracking pulses attained the lowest amount of positive bias (Fig. 10) , the highest contrast values (Fig. 11) , and the highest CNR values (Fig. 12) . This was mostly likely due to the shortened pulse length at higher frequencies (fractional bandwidth for each simulated transducer was held constant at 60%).
To date, ARFI plaque characterization in clinical studies has been implemented with 6-MHz [26] and 9-MHz [27] tracking pulses, but 12-MHz sequences have yet to be tested in vivo. At such high frequencies, depth of penetration may be an issue; however, 12-MHz B-mode is currently the upper limit that is utilized in the clinic for carotid imaging [39] , suggesting that this frequency may be relevant in an ARFI setting as well. Another practical challenge for implementing ARFI with a 12-MHz tracking pulse is the requirement of increased transducer bandwidth to maintain a low center frequency for the ARFI pushing pulses. In this simulation study, the pushing pulse was kept constant at 4 MHz, which has typically been used in carotid ARFI studies done in vivo. Therefore, a transducer that can push at 4 MHz and track at 12 MHz would require a center frequency of 8 MHz and a minimum fractional bandwidth of 100% (or alternatively, a transducer centered at 12 MHz with fractional bandwidth of 67%). While this bandwidth requirement is high, advancements in transducer materials and design have demonstrated the capability of operating at greater than 100% bandwidth [40] suggesting this hurdle may be overcome as well.
In regard to kernel size, smaller kernel sizes were necessary to achieve more accurate measurement of the FC. As with frequency, kernel size has a direct physical effect on ARFI PD measurements. As kernel size increases, it becomes more difficult to separate focal areas of high or low displacement that fall underneath the spatial extent of the kernel and averaging/blurring occurs. For each center frequency that was tested, the smallest kernel size (0.5λ) resulted in the lowest positive bias (Fig. 10) . However, these kernel sizes also yielded lower CNR values (Fig. 12 ) when compared to larger kernel sizes (e.g., 1λ or 1.5λ), indicating higher variance (i.e., jitter) in motion tracking. These results are consistent with previous studies [31] that reported a tradeoff between bias and jitter when utilizing small, subwavelength kernel sizes. When kernel sizes become too small, corruptive jitter dominates the measurements and obviates the marginal improvement in bias. Notably, using large kernel sizes (e.g., 3λ or 4λ) also resulted in poor FC thickness measurement performance, as seen by the increased positive bias (Figs. 10 and 14 ), reduced contrast (Figs. 11 and 15) , and even a reduction of CNR in some cases (Figs. 12 and 15 ). The benefits of using a large kernel are mainly related to the reduction in jitter; however, due to the thin size of the feature being measured, large kernel sizes quickly exceed the size of the FC and cause undesirable averaging and smoothing to occur, making their implementation impractical in Fig. 13 (example 1) , are shown in two columns. The first column shows images scaled using the median + 2 * MAD color scaling (for a dynamic range of 2.7 μm), while the second column shows images scaled using median + 4 * MAD color scaling (for a dynamic range of 4.2 μm). Four motion-tracking kernels for each color scaling are shown (0.5λ, 1.5λ, 2.5λ, and 3.5λ) and FC measurement lines are displayed as white lines. Mean FC thickness for all kernel sizes and both in vivo examples is shown in the plot on the right. Note that both larger kernel size and higher dynamic range increase measurement bias. ARFI, acoustic radiation force impulse; MAD, median absolute deviation.
this application of ARFI. Therefore, based on the simulations and preliminary in vivo results, a kernel size of 1λ or 1.5λ is recommended for clinical implementation of FC thickness measurement.
Finally, image color saturation was determined to be highly important for accurate measurement of the FC. Unlike frequency and kernel size, which are implemented prior to computing PD, color saturation is applied after calculation of PD and controls the visualization of the FC. As seen in Figs. 5 and 6, the ideal saturation level (i.e., the saturation level that gives the most accurate FC thickness measurement) occurs when the maximum PD in the image is capped to a certain percentage above the PD in the FC. By saturating the image, the inherent contrast in PD between the FC and NC is Fig. 15 . ARFI-measured contrast and CNR between the NC and FC for the two in vivo examples from Fig. 13 . In each plot, two dynamic ranges are shown; one scaled using the median + 2 * MAD (solid lines), and the other scaled to the maximum displacement within the NC, i.e., an unsaturated image (dashed lines). Note that the saturated and unsaturated cases loosely reflect the simulated β = 0.75 and β = 0 saturation levels, respectively. reduced ( Fig. 11) to improve bias. Interestingly, high levels of saturation can obviate the impact of displacement underestimation, which substantially reduces the PD measured in the soft NC and ultimately reduces contrast from the FC. This effect can be observed in Fig. 11(d) , (e), (f) where the ARFI-measured contrast nearly matches the FEM-measured contrast after saturation. Further, saturation improves the CNR metric, as seen in Fig. 12(d) , (e), (f), due to the reduction in PD variance in the NC.
In the simulations, the image saturation level was chosen adaptively based on the known FEM displacements in the regions of FC and NC. In practice, these PD values are not known a priori, making adaptive color saturation one of the most significant challenges for ARFI in this application. In order for ARFI to be able to consistently quantify FC thickness, a standardized color scaling algorithm will need to be developed. Our group has previously proposed setting the color scaling based on the median PD measured within ex vivo plaque samples [25] and was utilized for the two clinical examples presented in Fig. 13 . In both cases, the chosen color scaling demonstrated good contrast between the NC and the FC, and the positive bias in the ARFI-derived thickness measurements (0.13 mm and 0.04 mm) agreed with the predicted bias of 0.13 (±0.05) mm for the corresponding frequency and kernel size (Fig. 10) suggesting appropriate color scaling was used. However, due to the limited number of in vivo cases, further studies are necessary to determine if this color scaling algorithm is relevant for wide-scale application to carotid ARFI images.
There were a number of potential limitations in this study. First, all simulated FCs were highly idealized, oriented perfectly orthogonal to the axial direction of the transducer, and were of homogeneous thickness and stiffness across the lateral dimension. In reality, as seen in Fig. 13 , plaques may have curvature, may be imaged at non-90
• angles relative to the transducer due to patient anatomy, may have variable thickness across the lateral field of view, and may have local points of weakness due to macrophage degradation of the collagen matrix. When the plaque is at an oblique angle to the transducer, the lateral resolution will become an important factor in FC thickness measurement performance. As with conventional ultrasound, the lateral resolution of an ARFI system is expected to be worse than the axial resolution, and displacements may experience more averaging bias due to sidelobes of the tracking PSF, which may explain the increased kernel bias observed in the in vivo data set as compared to the simulation (Fig. 14) . Therefore, it is predicted that utilizing the highest tracking frequency may be even more beneficial to make FC thickness measurements in vivo than shown in this manuscript.
A second limitation to this study was in the modeling of the layer interfaces, specifically the lumen/FC interface and the FC/NC interface. The lumen/FC interface was not simulated with FEM, meaning that the mechanical interaction between lumen and the FC was not evaluated in this study. Furthermore, the effect of blood pressure was also not evaluated. It is likely that the forces exerted on the FC by pulsating blood may impact displacements measured with ARFI and potentially affect the contrast between the NC and FC. The similarity between simulation and in vivo data (captured during diastole) though, suggests that the stiffnesses of the various plaque components were representative of actual plaques. The effects of blood pressure will be considered in future studies.
Regarding the FC/NC interface, as shown in Fig. 5 , mechanical coupling between the FC and NC layers significantly impacted bias in layer thickness measurement. It is unclear whether this coupling accurately modeled the mechanical interaction between the two features in vivo. Indeed, NCs have sometimes been described as "semisolid" [41] , and previous studies have shown that atheroma lipids can exist in any of three states; liquid, liquid crystalline, or crystalline [42] , suggesting that the mechanical coupling between the FC and NC may be more complicated, e.g., as a fluid-solid interaction. Anecdotal evidence from our two in vivo examples suggests sharper transitions between the FC and NC, which could indicate a weaker mechanical coupling than was modeled in this study; however, more data need to be collected before this observation can be confirmed.
Finally, although the k-means clustering algorithm presented in this manuscript was mainly developed to standardize the FC thickness measurement, it may have potential to be extended to in vivo data as well. For this simulation study, four clusters adequately delineated the various components of the simulated ARFI images. However, in practice, it is expected that more clusters will be necessary to adequately capture the multiple tissue types and stiffnesses present in a real plaque (e.g., calcium, which was not simulated in this study). Our group has previously explored utilizing k-means clustering, in addition to principal component analysis, for robust plaque segmentation in porcine atherosclerosis [43] , and found that six clusters were necessary for adequate separation. Additionally, because plaques may have curvature or be imaged at oblique angles, the simple thickness measurement from the FC cluster will not be applicable to in vivo data. Measuring thickness after clustering will most likely require sophisticated signal processing approaches, such as active contour modeling [14] , to identify the luminal and NC edges within the FC cluster.
V. CONCLUSION
Overall, this study has demonstrated the feasibility of quantifying the thickness of thin, stiff layers with transcutaneous ARFI imaging and provides insight into the factors impacting ARFI's ability to quantify FC thickness in carotid plaques. The FEM results revealed that mechanical coupling between the stiff and soft layer may introduce substantial positive bias into the ARFI measurements. To counteract this positive bias, image contrast saturation can be utilized to reduce the dynamic range of the ARFI image and improve the thickness measurement. Regarding ultrasonic tracking parameters, the results suggest that utilizing high center frequency tracking pulses (12 MHz) achieve the best thickness measurements as seen by the lower bias, higher contrast, and higher CNR. The results also demonstrated that motion-tracking kernel size can have a large impact on thickness measurement performance; setting the kernel too small will cause large amount of jitter and decrease CNR, while setting the kernel too high will introduce large amounts of positive bias. In each case, using a kernel size of approximately one wavelength gave the optimal balance between bias, contrast, and CNR. In two in vivo clinical examples, one with a 0.88-mm cap and the other with a 1.18-mm cap, ARFI was able to measure average FC thickness to within 11% error of the histologically verified thickness. Given appropriate imaging parameters, these simulations suggest that transcutaneous ARFI may be capable of measuring average carotid FC thickness of 0.2-0.3 mm, which could aid in the stratification of plaque vulnerability for rupture and future ischemic event.
