Introduction
In [l] a functional iterative scheme to solve numerically nonlinear systems of equations has been developed by perturbing nonlinear Jacobi iterations. The same concept was broadened and discussed from various aspects, both mathematical and computational, in [4] , [5] , [6] . The advantages of such perturbed iterative schemes over other existing methods, for example, Newton's method, nonlinear Jacobi and Gauss-Seidel methods were also discussed in these articles [l] , [4J , [5] , [6] with appropriate examples. These discussions are not repeated here. However, an analysis of convergence properties of these methods seem to be dealing with special cases of perturbed functional iterations. In this article, these properties have been derived from one uniform principle and as such theorems on convergence derived before become simply particular cases of the convergence theorem derived here. Thus, within the framework of this context, this article is of a theoretical nature. It may be worth mentioning that theorems on convergence of functional iterations given in [3] are also particular cases of the principle developed here. As an example, we considered here nonlinear Jacobi iterations.
In [2], stability and convergence properties of nonlinear partial difference equations were analyzed. This analyais deals with, a sequence of matrices, having variable elements, -405 -S.K.Dey whioh damp out instabilities and errors and thereby cause oonvergenoe. These matrices, called decaying matrices or D-matrices, have been found to be applicable to the convergence analysis of nonlinear functional iterative schemes. This study has been oonducted in this artiole.
Mathematical preliminaries m m
Let R be a real n-dimensional space and x=(x^,x2,... ,x n ) e Q c R n . Let A be a square matrix (nxn) whose elements are : Q -Q. If there exists a oonstant L such that for every xeQ la^xJI^L, i=1,2,...,n; j = = 1,2,...,n, then A is a bounded matrix on Q. Limits of matrices with variable elements have been discussed quite thoroughly in [7] . k / k k k>T Let x = (x.j ,x 2 ,... ,x n ) eQ. We oonsider a recurrsive matrix equation
where A^'s are commuting, bounded square matrices (nxn) having elements a^ = where beR n remains invariant.
If there exist .certain conditions such that as k -00 , x k -0 the motion given by (1 I is called a motion of decadence of x on Q. A study of these conditions will now be done.
Let us assume that {A^j-forms a sequence of bounded square matrices of the same type. Let these matrices have certain properties such that the sequence: A^A^, A^ «A^'A^,..., .. A few of them may be mentioned here. Theorem 1. Equation (1J gives a motion of decayness iff for every k and x°e Q, A^ is a D-matrix on Q.
Proof.
Since for every k A k is a D-matrix, the matrices A k are bounded and commuting. Thus, lim A i A" ... A. = $ which k -00 and for every k >K, ||A k ll <a<1 hence lim IIA^ A" ... A n ll = 0, which proves the theorem, n-00 3. Perturbed Jacobi iterations for coupled nonlinear systems Let us consider a coupled nonlinear system
where
.. x Q n and R = E n *K n x ... x R n . We assume that (3) has a solution in Q, given by x 1 '* .(x}'* x|** ... x^W.
-407 -Therefore, for every i
The nonlinear Jacobi iterations may be expressed as
is the value of x at the kth iteration and,
A perturbed Jacobi iteration, in the element form, may be expressed as
..n; j = 1,2,...n), i k where w.. ' are the perturbation parameters which are yet to be computed. To do this, we assume that: (i) these parameters are small with respeot to the other terms in (7) and the squares of them may be neglected, (ii) for every x i e Q 1 and all i,j we have 3Gj/3x^ j* 1, (iii) for every x i eQ i and all i,j, 3 2 G^/3x^2 is bounded.
Assuming convergence after (k-1) iterations, we have for all
Hence from (7) we obtain
-408 -If the right side of (8) is expanded in a Taylor's series and the assumptions (i) f (ii) and (iii) are applied, one may get (9) where, (10) (i = 1,2,...n; j = 1,2,...n; k = 1,2,...),
Thus the algorithm of a perturbed Jacobi iteration to solve coupled nonlinear system numerically consists of the following steps: 1_. Make an initial guess exists, then x = x is the unique fixed point of G on Q.
The proof follows from Theorems 3 and 4. These theorems reveal the apparent differences of convergence properties of perturbed and ordinary Jacobi iterations for nonlinear equations.
Discussions
Praotical applications of D-matrices may be found in [2] . The basic concept of suoh a matrix is certainly an extension of that of a convergent matrix. One main drawback of convergent matrioes is that product of two convergent matriaes is not necessarily a convergent matrix. Thus, although A and B are convergent matrices, AB is not e convergent matrix. If for every k, <1 for some norm, A^ is a convergent matrix but may not be a D-matrix. But if for every k, ||Aj c ll<a<1, A k is both s convergent matrix as well as a D-matrix. However, if -iA^j form a sequence of D-matrices their product --0 , whereas if jA^j form a sequence of convergent matrices, their product may not tend to be a null matrix. There are many other very aubtle differences between these two groups of matrices some of v;hich have been discussed in [2] . We may still note that
Theorem
If for every k, A^ = A, then A is a D-matrix iff A is a convergent matrix. The proof is rather simple [2] .
By introducing the concept of D-matrices, convergence theorems in [l] , [3] for nonlinear pferturbed and ordinary Jacobi iterations become particular cases of Theorems 3, 4 and 5. These theorems may be extended for a generalized convergence analysis of perturbed Gauss-Seidel iteration [5] . The primary advantages of these perturbed functional iterations are: (i) they have simpler algorithms and (ii) they have quadratic rates of convergence in the vicinity of the root. Also, it has been found computationally that these methods displayed global convergence properties. Detailed discussions on these and their applications may be found in [1] , [4] , [6] .
