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“Sure I am this day we are masters of our fate, that the task which has been set
before us is not above our strength; that its pangs and toils are not beyond our
endurance. As long as we have faith in our own cause and an unconquerable
will to win, victory will not be denied us.”
- Winston S. Churchill
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Abstract
Greater Horn of Africa (GHA), one of the most food insecure regions in the
world, descends into acute food insecurity with catastrophic consequences
whenever droughts occur due to its reliance on rain-fed agriculture. Other than
droughts, other major causes of food insecurity in the region include, e.g.,
conflicts, high population growth, low crop yield due to poor water control,
climate change and/or variability, and poverty. With climate change impacts
and high population growth projected to exacerbate the food insecurity
situation in the GHA region, this thesis examined agricultural drought and
groundwater exploitation related issues to enhance food security. Specifically,
the thesis (i) characterized agricultural droughts (1982 – 2013) and assessed the
utility of agricultural drought indicators over the region, (ii) explored the
impact of topography on agricultural drought characterization, (iii) examined
the characteristics of model and reanalysis soil moisture products over the
region, and (iv) explored the possibility of using Gravity Recovery and Climate
Experiment (GRACE) to monitor large scale groundwater changes and their
potential for irrigation, in view of the region lacking in-situ groundwater
measurements. To achieve the aforementioned objectives, the thesis made use of
the following analysis methods; standardized indices and anomalies, rotated
principal component analysis (RPCA), partial least squares regression (PLSR),
generalized three-cornered hat (TCH) method, Tylor diagrams, Pearson
correlations, independent component analysis (ICA), and least squares trend
analysis.
All the employed products (precipitation, soil moisture, vegetation condition
index, and terrestrial water storage) showed largely consistent spatio-temporal
drought patterns over lowland and relatively low rainfall areas of Eastern Kenya,
Eastern Ethiopia, and Somalia compared to higher topography changing areas
e.g., Ethiopian highlands. Further, the rainfall products were largely consistent
over the whole region and had the highest areas under drought closely followed by
soil moisture products, which had different areas, while VCI had the least areas
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under drought. The drought cycle (onset, peak, and cessation) was observed
to be registered first by rainfall then VCI/soil moisture and finally the TWS
products. Finally, other than VCI (with 0-4 months lag) the rest of the product
had inconsistent lags (differing from one drought episode to the other) in relation
to drought cycle as picked by rainfall and amongst themselves.
Following agricultural drought characterization, the indicators were
regressed on national annual crop production to evaluate their effectiveness in
capturing agricultural droughts. Results showed CHIRPS, GPCC, and VCI
explaining relatively higher variability in national annual crop production over
Kenya, Uganda, Tanzania, and Ethiopia. Further, of the soil moisture products,
FLDAS consistently explained relatively high percentage of variability in annual
crop production over the region. In contrast, MERRA-2, ERA-Interim, and
CPC explained higher percentage of variability in national annual crop
production in only one or two countries. This inconsistency in the percentage of
variability in national annul crop production explained is closely related to that
observed in drought characterization above.
In response to the low consistency of spatio-temporal drought patterns over
rapidly changing topographical areas observed in drought characterization above,
coupled with reported complex topography - precipitation relationship over upper
GHA, the study evaluated the impacts of topography on drought characterization.
Results showed spatio-temporal drought patterns being influenced by topography
of the region, especially over upper GHA where topography is a major factor. In
addition, topography and gauge density (spatial distribution and availability)
were found to influence the spatial extent and intensity of drought events as
captured by rainfall products. In comparison, the drought spatial extent and
intensity as captured by the soil moisture products were influenced by forcing
precipitation and model thresholds. The influence of topography on drought
characterization by the soil moisture products were largely through the forcing
precipitation. Finally, the impacts were observed to be higher during moderate
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and extreme droughts compared to severe droughts for both rainfall and soil
moisture products.
Due to the inconsistent performance of the soil moisture products in drought
characterization and evaluation of utilities observed above, and lack of in-situ
soil moisture monitoring network over the region coupled with its critical role in
agricultural drought monitoring, the study evaluated characteristics of major
model soil moisture products. Uncertainties analyses showed higher magnitude
of uncertainties in the soil moisture products over high rainfall areas and low
uncertainties over low rainfall areas of GHA. Higher proportion of these
uncertainties originated from uncertainties in magnitudes of spatial variability
than uncertainty in spatial patterns. In addition, interannual variability analysis
showed higher magnitude of uncertainties across the soil moisture products
during wet seasons than dry ones over Ethiopian highlands and South Sudan for
annual, MAM, JJAS, and OND means. On the other hand, Sudan, EA, East
Ethiopia and Somalia had higher uncertainties during dry seasons than wet ones
for the interannual variability analysis of annual, MAM, JJAS, and OND mean.
Also, the spatio-temporal modes (PCA decomposed) of the soil moisture
products were consistent with rainfall modes (also PCA decomposed) over the
region except for GLDAS-VIC, CPC, GLDAS-CLM, and GLDAS-Mosaic, which
missed the variability associated with the second rainfall (OND) over EA.
Overall, FLDAS-Noah and MERRA-2 were consistently of lower uncertainties
over the whole region while CPC had the highest uncertainty.
Finally, due to the importance of groundwater irrigated agriculture in
enhancing food productivity, the study explored the use of GRACE for large
scale groundwater monitoring to aid sustainable groundwater irrigation. From
the GRACE-derived and ICA localized groundwater changes, the study
identified the following aquifers (and/or groundwater areas); Nubian sandstone,
Karoo Carbonate, Upper Nile, Ethiopian highlands, Lake Tana region,
Kenya-Somalia, Central Tanzania, Karoo sandstone, and Ruvuma. All the
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temporal evolutions of the identified aquifers, except Nubian sandstone and
Kenya-Somalia, showed annual (cyclic) patterns indicating annual (yearly)
recharge cycle. Further, least squares trend analysis of groundwater temporal
evolution revealed increasing groundwater levels for Ethiopian highlands, Lake
Tana region, and Kenya-Somalia; stable groundwater levels for Upper Nile,
Karoo Carbonate, and Central Tanzania; and decreasing groundwater level
changes for Nubian Sandstone and Ruvuma. In addition, the results showed
limited/very low association between temporal groundwater levels and climate
variability indices (ENSO and IOD), highlighting the advantage provided by
groundwater under the influence of climate change. Finally, based on water
availability (from GRACE), water quality (measured by total dissolved
substance) and dominant soil types, potential for groundwater irrigated
agriculture results showed low potentials for Nubian Sandstone and
Kenya-Somalia areas; low to moderate potentials for Karoo Carbonate, Lake
Tana region, central Tanzania, and Ruvuma; moderate to high potentials for
Upper Nile and Karoo Sandstone; and high potential for Ethiopian highland.
The results of this study are crucial as they extend the understanding of
agricultural drought over the region and could possibly contribute to
enhancement of food security when applied to agricultural drought monitoring
frameworks; development of food security early warning systems; enhancement
of mobilization, management, and distribution of relief food; sustainable
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1 Introduction
1.1 Food Security: A Definition
Food and Agricultural Organization (FAO) defines food security as a situation
that exists when all the people, at all the times, have physical, economic, and
social access to sufficient, safe, and nutritious food that meets their dietary
requirements and food preference for an active and healthy life (see, e.g.,
Schmidhuber and Tubiello, 2007; Boko et al., 2007). This definition has further
been extended to include the following four major concepts/dimensions
(McCalla, 1999; Schmidhuber and Tubiello, 2007; Boko et al., 2007):
(i) Food availability - indicated by the amount of food that can be directly
produced e.g., domestic production, imports, food aids etc,.
(ii) Food access - ability of the population to purchase appropriate food i.e.,
economic prosperity and market forces.
(iii) Food utilization - encompasses all food safety and quality aspects of
nutrition.
(iv) Food stability - ability of individuals to withstand temporary shocks in food
availability cycle and income.
Further, food security is layered in levels from household, national, to global with
household food security building up to national which builds up to global but the
reverse does not hold hence food security should be solved at the household level
(McCalla, 1999).
1.2 Food Security Dynamics in Greater Horn of Africa
Over Greater Horn of Africa (GHA), food security is linked to agriculture, which
is the major economic sector employing approximately 65% of the labor force,
contributing up to about 42% of the countries’ gross domestic products, and where
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smallholder subsistence farmers contribute about 90% (Adhikari et al., 2015). The
vast majority of the smallholder farmers are dependent on rain-fed agriculture for
their livelihood (Shiferaw et al., 2014). As a result, agriculture is both a source
of food and income, and directly determines the food security vulnerability of the
majority of GHA population. The GHA is one of the most food-insecure regions
in the world with over 70 million people living in areas prone to food shortages
(Technical Cooperation Department , 2000). The per capita food availability
over Sub-Sahara Africa, of which GHA is part of, has been below the world’s
average due to a combination of various factors e.g., high population growth
rate, slow and sometimes negative growth rate in agricultural production, climate
variability, and poverty (McCalla, 1999). The main causes of food insecurity over
GHA include, e.g., natural hazards (frequent droughts and occasional floods),
conflicts, population growth, fragile ecosystems, low agricultural productivity,
climate change and/or variability, and poverty (see, e.g., McCalla, 1999; Technical
Cooperation Department , 2000; Niang et al., 2014; Agola and Awange, 2014).
Of the natural hazards listed above, drought is the main cause of food
insecurity over GHA and represents one of the most natural triggers of
malnutrition and famine (Technical Cooperation Department , 2000; FAO , 2011;
Mpelasoka et al., 2018). It affects all the four dimensions of food security;
availability, accessibility, utilization, and stability. As most of GHA region is
either arid or semi-arid with low, unreliable, and unevenly distributed rainfall,
droughts have always been part of the climate system of the region though
recent studies (see, e.g., Ibrahim, 1988; Olsson, 1993; Gebrehiwot et al., 2011;
Edossa et al., 2010; Williams and Funk , 2011; Lyon, 2014; Nicholson, 2014a;
Niang et al., 2014; Mpelasoka et al., 2018) suggest that they are increasing in
intensity and frequency. Due to the heavy reliance on rain-fed agriculture,
therefore, the region has always been plunged into food shortages whenever
droughts strike and the food production system remains vulnerable (see, e.g.,
Rojas et al., 2011; Loewenberg , 2011; IFRC , 2011; OEA, 2011a,b). Drought
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impacts on agriculture include crop losses, lower yields in both crops and
livestock productions, increased livestock deaths, increase in insect infestation
and plant and animal diseases. Its impact on human health ranges from
increased risk of food and water shortages to increased risk of malnutrition and
a higher risk of water and food borne diseases (FAO , 2011; Shiferaw et al., 2014;
Niang et al., 2014). In addition, drought has always led to increased food prices
as supplies are reduced with severe effects on the poor and the most vulnerable
(Demombynes and Kiringai , 2011; FAO , 2011). Indirectly, it has led to
economic losses in growth of countries in the region (Shiferaw et al., 2014).
These impacts of drought on food security over the region are exacerbated by
the effects of high population growth rate.
Africa has the highest population growth rate and is projected to remain
highest among the continents (United Nations , 2015), while within the
continent, GHA has the 2nd highest population growth rate after Central
African region (Ashton and Turton, 2009). This rapidly growing population has
a huge implication on food security when considered in conjunction with
poverty and inadequate policies (Shiferaw et al., 2014). High population growth
rate increases pressure on limited and fragile land resources leading to
unsustainable resource exploitation, which results in environmental degradation
(Technical Cooperation Department , 2000; Shiferaw et al., 2014; Adhikari et al.,
2015). The increasing population also drives fragmentation of landholdings
leading to increased stress on smallholder and subsistence agriculture (Morton,
2007). The increased pressure on food producing system by the increasing
population makes GHA so vulnerable that any small shock on the food
production system (rain-fed agriculture), e.g., caused by droughts or armed
conflicts, rapidly makes the region food insecure.
Armed conflicts within and between countries in the region is another factor
contributing to food insecurity (see, e.g., Technical Cooperation Department ,
2000; Peace Bulletin, 2003; Rowhani et al., 2011; Scheffran and Battaglini , 2011).
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Conflicts and food insecurity are closely linked with each triggering the other as
a struggle for resources increase due to population pressure. As food security is
linked to smallholder rain-fed subsistence agriculture, any factor that prevents the
population from day to day farming e.g., conflict directly leads to food insecurity.
Also, conflicts have displaced a large portion of the population of some countries
in the region e.g., Somalia and South Sudan. The displaced population now
residing in refugee camps across other countries put additional pressure on food
resources of those countries thus making them vulnerable to food insecurity. In
addition, conflicts disrupt food marketing and distribution systems. Finally, due
to the conflicts in this region, the governments have allocated millions of dollars
in to military expenditure and equipments, money that would have otherwise
been spent on mitigating the impacts of drought-driven food insecurity.
Low agricultural productivity has also contributed to food insecurity of
GHA region, i.e., the region has one of the lowest yields in the world (Adhikari
et al., 2015; Technical Cooperation Department , 2000; FAO , 2011). The low
productivity has been attributed to lack of water control as only less than 1% of
the cultivatable land is irrigated as compared to other regions e.g., Asia with
approximately 37% (see, e.g., Siebert et al., 2010; Adhikari et al., 2015). This
lack of irrigation makes the region vulnerable to rainfall variability and also
may discourage farmers from having additional investments in quality seeds and
fertilizers due to uncertainties in rainfall hence low productivity in crops. In
addition to low agricultural productivity, being dependent on small range of
crops and/or pastoralism due to lack of irrigation and access to markets makes
the farmers in the region vulnerable to food insecurity. Finally, the limited data
and/or analytical capacities of governments to respond quickly to the changing
environment most of the time do rapidly compound the bad food security
situation. Other factors that have indirectly impacted on the food security of
the region include neglecting of pastoralism by the governments, uneven effects
of market liberalization, weak infrastructure, poor health, and low standard of
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education. The effects of the aforementioned factors on food insecurity are
likely to be exacerbated by the impact of climate change and/or variability.
At macro-level, climate change and/or variability affect food security
through its broader influence on investment, adoption of agricultural technology,
aggregated food production, market prices and economic development, which in
turn determine the ability of individuals, communities, and nations to produce
and purchase food (Zimmerman and Carter , 2003; Shiferaw et al., 2014).
Climate change, such as periods of droughts and floods as well as long term
changes, may either directly or indirectly impact on the four dimensions of food
security (see, e.g., Schmidhuber and Tubiello, 2007; Boko et al., 2007; Niang
et al., 2014); its impact on food availability, access, and nutrient is summarized
in Figure 1.1. Its impact on food stability is through changes in food availability
and access (Boko et al., 2007; Niang et al., 2014). Further, climate change
and/or variability is projected to aggravate the frequency, severity, spatial
extents, and duration of drought events and associated impacts (Wilhite and
Pulwarty , 2005; FAO , 2011; Schmidhuber and Tubiello, 2007; Shiferaw et al.,
2014). In addition, climate change related precipitation variability is projected
to increase irrigation water demand (Shiferaw et al., 2014). The increase in
frequency and severity of extreme events, i.e., floods and droughts, and
increased irrigation water demand are likely to further decrease crop water
availability and threaten the productivity of rain-fed agriculture over the region
(e.g., Shiferaw et al., 2014) thus increased food insecurity.
1.3 Enhancement of Food Security in GHA
For a region where livelihood is closely intertwined with climate variability
through the dependence of large portion of the population on subsistence
rain-fed agriculture, monitoring of drought development and provision of timely
drought information is essential for drought risk reduction (Sheffield et al.,
2014). The enhancement of drought monitoring systems through accurate and
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consistent drought indicators together with forecast information should allow
droughts to be predicted earlier, their impact areas to be delineated more
accurately, and impacts on crops diagnosed before harvest (Thenkabail et al.,
2004). Making drought monitoring tools, e.g., drought indices, part of
comprehensive early warning system (EWS) can provide decision makers with
improved and timely information. This would allow decision makers to assess
food security indicators to detect major changes in food availability and advice
on the likely occurrence of food crises due to drought in advance of a severe
Figure 1.1: Linkages between climate change in Africa and the three major
components/dimensions of food security. Adopted from Boko et al. (2007).
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event (Tadesse et al., 2008). Alternatively, adopting a risk management
approach to drought management could drastically reduce its impacts. The risk
management approach stresses the development of monitoring and EWS, the
assessment of drought risks and implementation of drought mitigation and
preparedness activities before the occurrence of the drought (Tadesse et al.,
2008). All these measures eventually contribute to the enhancement of food
security through drought monitoring.
Some of the food insecurity causing issues over GHA such as low yield,
climate change and/or impact of rainfall variability on rain-fed agriculture, and
low per capita food production (outlined in section 1.2) could be addressed
through sustainable groundwater irrigation. This follows from evidence of the
growing importance and spatial extent, especially in arid and semi-arid areas of
Sub-Sahara Africa, of groundwater irrigated agriculture (Foster and Shah, 2012;
Villholth, 2013). This growth is driven by small scale farmers (i.e., having less
than 2 ha), who have been attracted to groundwater irrigated agriculture due to
the following benefits; groundwater respond to farmers demand for reliable and
flexible irrigation water supply, better and more appropriate and cost effective
drilling and pump technology, and services and markets making groundwater
irrigated agriculture feasible. Also, the response of crops to fertilizer is higher
where the supply of irrigation water (groundwater) is assured compared to
rain-fed agriculture. In addition, the reliability and flexibility of groundwater
allows farmers to take risk of investing in fertilizer, which in return substantially
increases their crop productivity (Moench et al., 2003).
In order to ensure sustainable exploitation of groundwater, there is need for
its (i.e., aquifer) continuous monitoring over time so as to aid decision makers
with a better understanding of long-term sustainability of the aquifers and to
assess the impacts of climate change on the groundwater level changes (Alley ,
2007). Unsustainable exploitation of groundwater would result in depletion with
catastrophic consequences for the region. These consequences varying
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considerably in occurrence and intensity with hydrogeological setting, would
include but not limited to (Konikow and Kendy , 2005; Foster and Shah, 2012;
Do¨ll et al., 2014); counterproductive competition between irrigation users,
conflicts between rural and urban drinking water provisions making it more
difficult to achieve millennium development goals, impacts on natural aquifer
discharge (e.g., spring flow and natural river flow) which results cumulatively in
un-acceptable impact on downstream water flow, degradation of important
water-dependent ecosystems, salination of aquifers, and troublesome land
subsidence due to settlement of inter-bedded aquitards in alluvial and/or
lacustrine formations. These consequences would lead to reduced food
production hence food insecurity.
1.4 Statement of the Problem
The GHA countries rely heavily on rain-fed subsistence agriculture, which has
increasingly become vulnerable to drought events (see, e.g., Rojas et al., 2011;
Loewenberg , 2011; Stampoulis et al., 2016; Gebrehiwot et al., 2011; Ibrahim,
1988; Olsson, 1993) hence food insecure. The magnitude and severity of the
impacts of drought-induced food insecurity in the region emphasizes the need
for agricultural drought indicators that would provide comprehensive, clear,
reliable, accurate, and consistent spatial extent drought monitoring in order to
aid planning and mitigation of agricultural drought impacts. Other than
droughts, higher population growth rate and negative impacts of climate change
and/or variability on rain-fed agriculture and surface water are further threats
to food security of the region (McCalla, 1999; Technical Cooperation
Department , 2000; Niang et al., 2014).
Agricultural drought monitoring in the region has been hampered by
insufficient and/or lack of in-situ rainfall measurements. The sparse and/or
uneven distribution of rain gauges cannot adequately capture the spatial
variability of precipitation. In addition, the existing records have gaps and lack
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consistency (Nicholson, 2014a; Rojas et al., 2011; Naumann et al., 2014). This
insufficiency of in-situ measurements has been contributed by the following
reasons among others: (i) the region being too big - with over 6.2 million km2
of land, most of the in-situ gauge stations are located in high-densely populated
areas hence the sparse and uneven distribution; (ii) conflicts - violence and
armed conflicts running in the region has hampered establishment and
maintenance of in-situ station, this is well illustrated by the distribution of
global precipitation climatology centre (GPCC) rain gauge stations (see,
Chapter 4 Fig. 4.1d; Somalia, South Sudan, and Sudan have low density of
stations due to running conflicts); and (iii) governmental bureaucracy - with
several different governments in the region, it is almost impossible to bring
together all the rainfall records in their possession. This deficiency in in-situ
measurements has seen researchers augment the little available in-situ
measurements with satellite, reanalysis and/or model products. Even though
these products provide consistent, homogeneous, and wide coverage (Damberg
and AghaKouchak , 2014), they have shortcomings whose impacts on drought
analysis are unknown.
Worse than rainfall monitoring situation, the GHA region does not have
in-situ monitoring network for soil moisture despite it being a better indicator
of agricultural drought. This situation has led to uncertainties in soil moisture
products (models and reanalyses) over the region remaining largely unknown.
This has led to low uptake of the soil moisture products in drought studies
as reflected by the lower number of soil moisture drought-related studies in
comparison to rainfall, despite the fact that soil moisture is the only indicator
of the moisture situation between rainfall deficit and plant reaction time (e.g.,
AghaKouchak et al., 2015).
Even though a number of studies (e.g., Naumann et al., 2014; Kurnik et al.,
2011; Clark et al., 2003; Yang et al., 2014a; Dutra et al., 2013; Anderson et al.,
2012; Nicholson, 2014a; AghaKouchak , 2015; Awange et al., 2016b; Lyon, 2014;
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Gedif et al., 2014; Viste et al., 2013; Kurnik et al., 2011; Gebrehiwot et al., 2011;
Edossa et al., 2010) have analyzed drought over the region, very few of them
(e.g., Shukla et al., 2014; Mwangi et al., 2014; Anderson et al., 2012; Rojas
et al., 2011; Agutu et al., 2017) have analyzed agricultural drought. Of the few
that have analyzed agricultural drought, only Agutu et al. (2017) has evaluated
the utility of satellite-gauge merged precipitation, reanalysis and model soil
moisture, vegetation condition index, and terrestrial water storage in
characterizing agricultural drought over GHA. For a region that faces food
insecurity each time a drought event occurs, it is of utmost importance to
evaluate the utility of available drought indicators. Moreover, other than fewer
studies analyzing agricultural drought, little is known about the impacts of
topography on drought characterization despite the fact that topography has
been shown to influence rainfall variability over the region. Various studies
(e.g., Dinku et al., 2007, 2008; Romilly and Gebremichael , 2011) have shown the
influence of topography, especially over Upper GHA (Sudan, South Sudan,
Ethiopia, and Somalia), on rainfall variability as represented by gauges and/or
satellite-based methods.
The problems of limited in-situ measurements are not restricted to
precipitation and soil moisture only, GHA also has inadequate groundwater
monitoring infrastructure leading to a lack of long-term groundwater level
changes data (see, e.g., Comte et al., 2016). This has resulted in an inadequate
understanding of the long-term sustainability of groundwater (aquifers) as
sources of long-term water supply. In addition, the impact of climate change
and/or variability on groundwater level changes remains largely unknown due to
lack of monitoring (Becker et al., 2010; Alley , 2007). Sustainability of
groundwater and knowledge of impacts of climate change on groundwater level
changes are important for the region as groundwater is the only source of water
that can be used to bridge the deficit in food production through groundwater
irrigated agriculture. This deficit results from increased food demand due to
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high population growth and the negative impact of climate change and/or
variability on per capita food production and surface water sources (Moore and
Williams , 2014; Funk and Brown, 2009; Voll and Voll , 2016).
1.5 Motivation and Objectives
Motivated by the shortcomings discussed in section 1.4 above, this study aimed
at
(i) Investigating the suitability of several multi-satellites, models and
reanalysis data in agricultural drought assessment (1982-2013). In this
context, precipitation products (gauge interpolated and gauge-satellite
merged), model and reanalyses soil moisture products, vegetation
condition index, and reanalysis and satellite terrestrial water storage, are
analysed using a combination of rotated principal component analysis and
partial least squares regression. These products are used to characterise
agricultural droughts in terms of severity, duration, and spatial (aerial)
extents. The study evaluates how well the employed products capture
agricultural droughts over the region as reflected by national annual crop
production (wheat and maize) during the study period.
(ii) Investigating the impacts of topography on agricultural drought
characterization. Here, apart from seeking to understand the impacts of
topography on spatio-temporal drought patterns, the study also analyzes
the consistency of percentage of areas under drought and different drought
intensities.
(iii) Understanding the characteristics of common model and reanalysis soil
moisture products over the region by evaluating the uncertainties in
selected soil moisture products using generalized three-cornered hat (TCH)
method. In addition, the study investigates the uncertainty characteristics
by considering the relationship between the individual soil moisture
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products and their ensemble mean in annual and seasonal means time laps
using Taylor diagram. Finally, the spatio-temporal decompositions of the
soil moisture products are compared to rainfall variability.
(iv) Testing the utility of Gravity Recovery and Climate Experiment
(GRACE) as a viable tool in monitoring groundwater level changes and
their potentials for irrigated agriculture. To achieve this, independent
component analysis is employed to localize GRACE-derived groundwater
changes into their respective groundwater locations and analyze the
corresponding temporal variabilities and their links to climate variability.
In addition, the study examines irrigation potential of the groundwater
localized regions by investigating GRACE-derived groundwater temporal
variability, water quality information, groundwater (aquifer)
hydrogeological properties, and dominant soil properties in those regions.
1.6 Thesis Outline
The remainder of the thesis is organized as follows. Chapter 2 contains an
overview of GHA, a detailed description of the datasets, and the statistical
analysis methods used in the thesis to achieve the objectives above . Due to
topographical characteristics of GHA, drought characterization is evaluated in
two parts; part one dealing with lower parts of GHA (East Africa (EA); Kenya,
Uganda, Tanzania, Rwanda, and Burundi) constitute Chapter 3 while part two
dealing with Upper GHA (UGHA; Sudan, South Sudan, Ethiopia, Somalia,
Djibouti, and Eritrea) comprise Chapter 4.
Chapter 3 deals with agricultural drought characterization and evaluation of
the effectiveness of drought indicators over EA using national annual crop
production. The results of this Chapter has recently been published in Remote
Sensing of Environment (Agutu et al., 2017, see Appendix). Chapter 4
investigates the impact of topography on agricultural drought characterization
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by focusing on the impact of topography on spatio-temporal drought patterns,
mean differences in the percentage of areas under drought and different drought
intensities. In addition, the effectiveness of various products to capture
agricultural drought over only Ethiopia is presented is presented as the rest of
the countries in UGHA combine rain-fed and irrigated agriculture. Chapter 5
presents analyses of uncertainties and variabilities in model and reanalysis soil
moisture products over GHA.
Chapter 6 presents the use of GRACE in monitoring groundwater level
changes. The chapter focusses on temporal characteristics of the groundwater
level changes, their link to climate variabilities and the potential to support
groundwater irrigated agriculture. Finally, Chapter 7 links the major findings of
the thesis to enhancement of food security over GHA and outlines potential
areas for future research.
13
2 Data and Methods
2.1 Greater Horn of Africa and its Characteristics
Greater Horn of Africa (GHA; Fig. 2.1) comprises of 11 countries; Sudan, South
Sudan, Ethiopia, Eritrea, Djibouti, Somalia, Kenya, Uganda, Tanzania, Rwanda,
and Burundi. Kenya, Uganda, Tanzania, Rwanda, and Burundi are collectively
referred to as East Africa (EA) while Sudan, South Sudan, Ethiopia, Eritrea,
Djibouti, and Somalia are referred to as Upper Greater Horn of Africa (UGHA)
in this thesis.
Figure 2.1: Greater Horn of Africa (GHA) region; Elevation
variation from Shuttle Radar Topographical Mission (SRTM,
source:http://www.cgiar-csi.org/data/srtm-90m-digital-elevation-database.
Rectangular boxes A (Ethiopian highlands) and B (EA) indicate regions over
which soil moisture spatial averages were taken for chapter 5.
Greater Horn of Africa region covers approximately 6.2 million km2 and
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is inhabited by over 350 million people majority of whom are dependent on
subsistence rain-fed agriculture (EACS , 2014). With exception of Uganda, only
between 4% − 10% of the GHA land is classified as arable with the rest being
arid or semi-arid (Technical Cooperation Department , 2000).
The region’s most prominent physical feature is the East Africa Rift System,
comprising of main and western branches. The main branch, Great Rift Valley,
cuts the region from Ethiopian Danakali plain to Lakes Turkana, Naivasha, and
Magadi in Kenya and through Tanzania downwards to Mozambique. The western
branch, Western Rift valley, extends northwards form the northern end of Lake
Malawi in a great arc that includes Lakes Rukwa, Tanganyika, Kivu, Edwards,
and Albert (The Editors of Encyclopædia Britannica, 2017). It is associated
with the highlands over Ethiopia and Kenya (Fig. 2.1). The complex terrain
over Ethiopian highlands and neighboring lands have been reported to be a
hindrance to accurate and/or proper rainfall representation by both satellite and
gauge-derived rainfall products due to complex rainfall-terrain relationships (see
e.g., Dinku et al., 2007, 2008; Romilly and Gebremichael , 2011).
Greater Horn of Africa has two distinct rainfall regimes, which are best
captured/shown by principle component analysis decomposition of its rainfall.
The unimodal rainfall (Fig. 2.2a EOF 1; over Sudan, South Sudan, Ethiopian
Highlands, Djibouti, Eritrea, and northern Somalia) and bimodal rainfall
(Fig. 2.2b EOF 2; over southern and eastern Ethiopia, Kenya, southern
Somalia, Uganda, Tanzania, Rwanda, and Burundi) both largely associated
with progression of the Inter-Tropical Convergence Zone (ITCZ) across the
region (Bowden and Semazzi , 2007; Nicholson, 2014b).
The unimodal rainfall (Fig. 2.2c PC1; June – September (JJAS) with peaks
in July/August) results from moisture migration from the rain forest regions
of the Congo Basin as a result of westerly winds and thermal low pressure of
ITCZ (Williams et al., 2012). It forms the bulk of the rainfall received over GHA
region.
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Figure 2.2: GHA principal component analysis-derived precipitation
spatio-temporal variability. The decomposed precipitation was from Global
Precipitation Climatology Centre (GPCC) from 1982 - 2010. The uni-modal
rainfall is captured by EOF 1 and PC1 while the bi-modal rainfall is captured by
EOF 2 and PC2. EOF 1 and EOF 2 corresponds to PC1 and PC2, respectively.
The bimodal rainfall (Fig. 2.2c PC2) comprises of March – May (MAM;
long rain, peaks in April) and October – December (OND; short rains, peaks
in November) with the latter having larger interannual variability. The short
rains are more associated with sea surface temperature anomaly forcings of which
El Nin˜o-Southern oscillation (ENSO) and Indian Ocean Dipole (IOD) are the
dominant sources of variability (Bowden and Semazzi , 2007). IOD has higher
influence over the short rain as compared to ENSO (Saji et al., 1999; Williams and
Funk , 2011). The interannual variability of the long rains is controlled majorly by




In order to achieve the objectives outlined in section 1.5, the following
datasets/products were employed; precipitation, model and reanalysis soil
moisture, terrestrial water storage, model groundwater, climate indices,
vegetation condition index, and national annual crop production.
2.2.1 Precipitation
The following Precipitation products were used in this thesis: Global
Precipitation Climatology Centre (GPCC), Climate Hazard Group InfraRed
Precipitation with Stations (CHIRPS), Climate Hazard Group InfraRed
Precipitation (CHIRP), and Tropical Rainfall Measuring Mission (TRMM).
2.2.1.1 CHIRPS
CHIRPS is a quasi-global (50◦S – 50◦N) high resolution, 0.05◦, daily, pentad,
dekad, and monthly precipitation data set produced from a combination of in-situ
station observations and satellite precipitation estimates based on Cold Cloud
Duration (CCD) observations to represent sparsely gauged regions. It has been
primarily developed to support agricultural drought monitoring (see Funk et al.
(2015) for a detailed description). Monthly precipitation data, version 2.0, from
1982 to 2013 was downloaded from ftp://ftp.chg.ucsb.edu/pub/org/chg/products
/CHIRPS-2.0/. CHIRPS precipitation was found to have correlation of greater
than 0.75 with GPCC over the GHA region (see, e.g., Funk et al., 2015) and has
subsequently been used in a number of drought and hydrology related studies




Similar to CHIRPS, CHIRP is a quasi-global (50◦S – 50◦N) high resolution, 0.05◦,
daily, pentad, dekad, and monthly precipitation data set. It is a satellite only
precipitation product based on satellite Cold Cloud Duration (CCD) observations.
Monthly precipitation data from 1982 to 2013 was downloaded from ftp://ftp.
chg.ucsb.edu/pub/org/chg/products/CHIRP/ for drought characterization. See
Funk et al. (2015) for more details.
2.2.1.3 GPCC
GPCC (Schneider et al., 2014) full data reanalysis version 7, 0.5◦ spatial
resolution, monthly land surface precipitation from 1982 to 2013 downloaded
from ftp://ftp.dwd.de/pub/data/gpcc/html/fulldata v7 doi download.html was
used in addition to CHIRPS and CHIRP for drought analysis. It is a purely
gauge gridded product based on 75, 000 rain gauge stations worldwide, that
feature record durations of 10 years or longer (see, Schneider et al., 2014). It
has been used in several drought related studies both globally and in GHA
region (see, e.g., Kurnik et al., 2011; Funk et al., 2014; Ziese et al., 2014; Dutra
et al., 2014).
2.2.1.4 TRMM
TRMM (Kummerow et al., 2000; Huffman et al., 2007) is a joint US–Japan
satellite mission providing precipitation measurement covering 50◦ N to 50◦ S.
The precipitation product is based on multiple satellite estimates and rain
gauge observation analysis (for more details, see e.g., Kummerow et al., 2000;
Huffman et al., 2007). Precipitation estimate for 2003 – 2014 downloaded from
National Aeronautics and Space Administration’s Goddard Earth Sciences Data
and Information Services Center (http://mirador.gsfc.nasa.gov) was used to aid
understanding of groundwater trends. TRMM 3B43 (V7) given as monthly
precipitation rate (mm/h) at 0.25◦ spatial resolution was converted to monthly
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totals before subsequent analysis. Dinku et al. (2007) have shown that it is
suitable to be used in the region.
2.2.2 Soil Moisture
The following soil moisture products were used in the thesis: second
Modern-Era Retrospective analysis for Research and Applications (MERRA-2),
European Centre for Medium-Range Weather Forecasts Interim Re-Analysis
(ERA-Interim), Global Land Data Assimilation System (GLDAS), Famine
Early Warning System Network (FEWS NET) Land Data Assimilation System
(FLDAS), and Climate Prediction Center (CPC).
2.2.2.1 MERRA-2
MERRA-2 is a NASA atmospheric reanalysis since 1980 that replaced the
original MERRA-reanalysis (Decker et al., 2012; Rienecker et al., 2011) using
upgraded version of Goddard Earth Observing System Model, version 5.12.4
(GEOS 5.12.4), data assimilation system (Bosilovich et al., 2016). Key
components of the system include GEOS-5 atmospheric model and an updated
Gridpoint Statistical Interpolation (GSI) analysis scheme. The updates enable
MERRA-2 to ingest several important new data types e.g., new microwave
sounders and hyperspectral infra-red radiance. Unlike MERRA, MERRA-2 uses
observation based precipitation data as a forcing for land surface
parametrization. Over Africa, Climate Prediction Center Merged Analysis of
Precipitation (CMAP; a satellite-gauge merged product) is used due to
limitations of available gauge observations (Bosilovich et al., 2015). Because of
the improved assimilation system (updates to the treatment of canopy
interception) and better forcing data, MERRA-2 has improved soil moisture
estimates over MERRA (Bosilovich et al., 2015). Monthly 0.625◦ by 0.5◦ root




ERA-Interim (Decker et al., 2012; Dee et al., 2011) is a global reanalysis from
ECMWF, produced through sequential assimilation scheme advancing forward
in time using 12 hourly analyses cycle. In each cycle, available observations are
combined with prior information from a forecast model to estimate the evolving
state of global atmosphere and its underlying surface. ERA-Interim data
assimilation key system is the 12 hours 4D-Var of the upper atmosphere, which
uses forecast model (Integrated Forecast system – IFS) to constrain the state
evolution within each analysis window and update bias correction estimate
parameters needed for majority of satellite derived radiance observations. The
IFS comprises three fully coupled components for atmosphere, land surface, and
ocean waves. The analysis of surface parameters over land and ocean are done
separately from atmospheric analysis (Decker et al., 2012; Dee et al., 2011).
Unlike MERRA-2, it does not use ground based observation to force land
surface based parametrization. Monthly (monthly means of daily means) soil
moisture, from 1982 to 2013, at 0.25◦ spatial resolution was downloaded from
http://apps.ecmwf.int/datasets/data/interim-full-moda/levtype=sfc/.
The three layers of soil moisture from 0 to 1 meter were aggregated into one
soil moisture product before subsequent analyses. ERA-Interim has been found
to have a good skill in capturing surface soil moisture variability, though it tends
to overestimate soil moisture, especially over dry lands (Albergel et al., 2012). In
addition, it has been used in a number of studies globally and in GHA region (see,
e.g., Balsamo et al., 2009; Dee et al., 2011; Decker et al., 2012; Dutra et al., 2013;
Viste et al., 2013; Mwangi et al., 2014).
2.2.2.3 GLDAS
GLDAS - is a global, high resolution, offline (uncoupled to the atmosphere)
terrestrial modelling system that incorporates satellite and ground-based
observations in order to produce optimal fields of land surface states and fluxes
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in real time (Rodell et al., 2004). It drives the following land surface models
(LSMs):
(i) Noah – a one-dimensional model that evaluates the surface energy and
water budgets to calculate the distribution of moisture in the soil
column (Anderson et al., 2012). It has been used operationally in
National Centers for Environmental Prediction (NCEP) models since 1996
with continued improvements (Rodell et al., 2004). GLDAS-Noah version
2 was used in this thesis.
(ii) Mosaic – basically divides each model grid into mosaic of tiles based on
vegetation distribution within the cell followed by surface flux estimation
in manner similar to that described by Sellers et al. (1986), for more details
see Rodell et al. (2004).
(iii) Community Land Model (CLM) – a combination of superior components
from National Center for Atmospheric research (NCAR) land surface
model, the Biosphere-Atmosphere Transfer Scheme (BATS), and LSM of
the Institute of Atmospheric physics of the Chinese Academy of
Sciences (Rodell et al., 2004).
(iv) Variable Infiltration Capacity (VIC) — a semi-distributed macroscale
hydrological model originally developed at the University of Washington.
It balances water and energy budgets at grid while taking into account
proportions of bare soils and vegetation (Liang et al., 1994; Bi et al.,
2016). It is the main model used by African Flood and Drought
Monitor (Sheffield et al., 2014) and a prototype for FEWS NET seasonal
agricultural drought forecasting system (Shukla et al., 2014).
Instance of Noah used in this study was forced by Princeton global
meteorological forcing data of Sheffield et al. (2006), which is constructed by
combining a suite of global observation-based data set with NCEP/NCAR
reanalysis. Instances of CLM, VIC, and Mosaic used in this study were forced
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by a combination of different forcing data sets covering various durations (see,
LDAS , 2016). The forcing data for the duration 1995 - 1997 is reported to have
relatively high uncertainty (LDAS , 2016). Monthly 1◦ spatial resolution GLDAS
soil moisture variants (Noah, VIC, CLM, and mosaic) from 1982 to 2010 were
downloaded from http://disc.sci.gsfc.nasa.gov/services/grads-gds/gldas. Similar
to ERA-Interim, individual layers of soil moisture from 0 to 1 meter depth were
aggregated into one soil moisture product before further processing.
2.2.2.4 FLDAS
FLDAS – is a custom instance of NASA Land Information System (LIS),
adapted to work with domains, data streams and monitoring, and forecast
systems associated with food security assessment in data sparse, developing
country settings (Rui and McNally , 2016; McNally et al., 2017). FLDAS is
driven by Noah and VIC LSMs. Both Noah and VIC implementation used in
this study were from a simulation runs forced by soil moisture and other state
fields from MERRA-2 and CHIRPS. FLDAS, Noah 0.1◦ spatial resolution and
VIC 0.25◦ spatial resolution, monthly soil moisture from 1982 to 2013
downloaded from https://ldas.gsfc.nasa.gov/FLDAS/FLDASdownload.php were
used.
2.2.2.5 CPC
CPC – a one layer bucket water balance model based on Climate Prediction
Center (CPC) 1700 global rain gauge observations and NCAR Climate Data
Assimilation System (CDAS) reanalysis temperature. The accuracy of the
output (soil moisture) is dependent entirely on the quality of the
precipitation (van den Dool et al., 2003; Fan and van den Dool , 2004). Monthly
mean 0.5◦ spatial resolution soil moisture, version 2, for the duration 1982 –
2013 downloaded from the National Oceanic & Atmospheric Administration’s
(NOAA) Earth System Research Laboratory database
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(http://www.esrl.noaa.gov/psd/data/gridded/data.cpcsoil.html) was used.
CPC soil moisture simulates the seasonal and inter-seasonal annual variability
reasonably well over GHA region (see, Dirmeyer et al., 2004).
2.2.3 Terrestrial Water Storage (TWS)
2.2.3.1 GRACE-derived TWS and Groundwater
GRACE satellite mission has been in space since 2002 providing global monthly
temporal gravity variations in the form of spherical harmonic coefficients (see,
e.g., Tapley et al., 2004; Wouters et al., 2014). Centre for Space Research’s
(CSR) release five (RL05) monthly spherical harmonic coefficients for the
duration 2003 – 2014, downloaded from International Centre for Global Earth
Models (http://icgem.gfz-potsdam.de/ICGEM/shms/monthly/csr-rl05/) were
used in this thesis. Since GRACE does not sense the geo-centre motion, degree
one coefficients were replaced by those provided by Swenson et al. (2008) while
degree two coefficients, which are affected by tidal aliasing errors were replaced
by those provided by Cheng et al. (2013). The gravitational potential was then
converted into equivalent water heights following Wahr et al. (1998). In order to
remove stripes and spurious patterns in the spherical harmonic coefficients, a
decorrelation and non-isotropic DDK2 filter (see, e.g., Kusche, 2007; Kusche
et al., 2009) was applied. The impacts of the filter on the resulting synthesised
GRACE TWS was alleviated through the application of a scale factor developed
from GLDAS TWS following Landerer and Swenson (2012). The synthesised
GRACE-derived TWS over GHA comprise of changes from accumulated soil
moisture, groundwater, surface water, and biomass/canopy water content. It is
referred to as GTWS in the subsequent Chapters and has been used in a
number of drought related studies both globally and in GHA region (see, e.g.,
Chen et al., 2009; Long et al., 2013; Awange et al., 2016b).
For GRACE-derived groundwater, the following components were eliminated
from the GRACE TWS; surface water changes, soil moisture, and
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biomass/canopy water content. Surface water changes from the major lakes in
the region were removed through integration of lake level changes from satellite
altimetry and lake kernel (coefficient) function to generate a gridded time series
of surface water changes. In addition, the biomass/canopy water content and
soil moisture changes were then corrected for using GLDAS model estimates.
GLDAS estimates (Noah monthly 1◦ by 1◦ soil moisture, TWS, and canopy
water content products from 2003 to 2014) used in GRACE processing as
outlined above were also downloaded from
http://disc.sci.gsfc.nasa.gov/services/grads-gds/gldas.
Monthly lake level variations from Jason-1, Jason-2/OSTM, and TOPX/
POSEIDON altimetry, products of United States Department of Agriculture
downloaded from http://www.pecad.fas.usda.gov/cropexplorer/global reservoir/
were used to remove surface water variations from GRACE TWS as outlined
above and further discussed in Chapter 6. The monthly lake variations, from
2003 to 2014 for Lakes Victoria, Turkana, Tana, Tanganyika, and Malawi were
used as they are the dominant surface water bodies in the region and were the
only ones with up to date altimetry level variations.
Other than the Centre for Space Research (CSR) GRACE solutions used in
this thesis, other GRACE solutions are produced by the following processing
centers NASA’s Jet Propulsion Laboratory (JPL), Deutsches
GeoForschungsZentrum (GFZ), and CNES/Groupe de Recherches de Ge’ode’sie
Spatiale (CNES/GRGS). The differences in these solutions arise from varying
processing strategies and tuning parameters (Sakumura et al., 2014). These
differences both in water heights and annual amplitudes are within the overall
error of GRACE data and there is no significant biases between the solutions
(Sakumura et al., 2014; Barletta et al., 2013). CSR solution was used in this
thesis because it had the lowest scatter about the ensemble mean of the four
solutions (see, e.g., Sakumura et al., 2014).
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2.2.3.2 MERRA-2 Total Land Water Storage
MERRA-2 total land water storage from 1982 to 2013, at 0.5◦ latitude by 0.625◦
longitude downloaded from https://gmao.gsfc.nasa.gov/reanalysis/MERRA-2/
data access/ was used in addition to GTWS. It does not include canopy water
content and groundwater. It is referred to as MTWS in the subsequent Chapters.
2.2.4 WaterGap Hydrological Model (WGHM) Groundwater
WGHM simulates monthly continental water flows and storages as well as
human water use for all land areas of the globe except Antarctica, at a spatial
resolution of 0.5◦ by 0.5◦ (Do¨ll et al., 2014). Its inputs include GPCC v6
monthly rainfall, monthly data on temperature, cloud cover, and the number of
wet days. The model applies a simple water balance approach (see Do¨ll et al.
(2014) for more detailed description). WGHM groundwater model variants
IRR 70 S (deficit irrigation at only 70% of optimal irrigation with groundwater
recharge from surface bodies) and NOUSE S (no water use at all assumed with
groundwater recharge from surface bodies) are used in this thesis to evaluate
GRACE-derived groundwater changes. IRR 70 S has been found to best
represent groundwater changes in several locations over the globe by Do¨ll et al.
(2014). WGHM groundwater changes from 2003 – 2009 were downloaded from
http://www.uni-frankfurt.de/49903932/7 GWdepletion?.
2.2.5 Climate Indices
Dominant climate indices, Indian Ocean Dipole (IOD; Ashok et al., 2003; Saji
et al., 1999) and El Nin˜o-Southern Oscillation (ENSO; Wolter and Timlin,
2011), known to influence rainfall variability over GHA (Bowden and Semazzi ,
2007; Williams and Funk , 2011) were investigated on their association with soil
moisture variability and groundwater level changes. IOD represents the
east-west temperature gradient across tropical Indian Ocean and is defined by
Dipole Mode Index (DMI) while ENSO defines sea surface temperature
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anomalies in the Pacific. Multivariate ENSO Index (MEI) defined based on
sea-level pressure, zonal and meridional components of the surface wind, sea
surface temperature, surface air temperature, and total cloudiness fraction of
the sky (see, e.g. Wolter and Timlin, 2011) was used in the study. Both DMI
and MEI from 1982 to 2010 were downloaded from
https://climatedataguide.ucar.edu/climate-data.
2.2.6 Vegetation Condition Index (VCI)
Long term series of NOAA Advanced Very High Resolution Radiometer
(AVHRR) NDVI dataset 1982 – 2013, from NASA’s Global Inventory and
Modelling Systems (http://ecocast.arc.nasa.gov/data/pub/gimms/3g.v0/) was
used to compute VCI (Kogan, 1995). The data comprised of 15 days maximum
composites at 5-arc-minute spatial resolution (for a detailed description, see
e.g., Tucker et al., 2005; Pinzon and Tucker , 2014). VCI is advantageous as it is
able to isolate weather related vegetation stress (Kogan, 1995; Quiring and
Ganesh, 2010; Rojas et al., 2011), which within the study area, would
correspond to water availability. It is computed as (Kogan, 1995)
V CI i = 100 ∗ NDV I i −NDV Imin
NDV Imax −NDV Imin , (2.1)
where NDV I i is the monthly NDV I, NDV Imax and NDV Imin are multi-year
maximum and minimum NDV I, respectively.
AVHRR NDVI has been used extensively globally and over Africa for drought
and other related studies (see, e.g., Verdin et al., 2005; Rojas et al., 2011; Dorigo
et al., 2012; Guan et al., 2012; Chen et al., 2014).
2.2.7 National Annual Crop Production
National annual maize and wheat production data for Kenya, Uganda,
Tanzania, and Ethiopia downloaded from Food and Agriculture Organization
(FAO) data portal (http://www.fao.org/faostat/en/#data/QC) was used to
27
evaluate the effectiveness of various satellite/model drought indices in capturing
agricultural droughts. Even though this data set undergoes several quality
checks along the processing chain (see, e.g., Kasnakoglu and Mayo, 2004), lack
of direct production/yield reporting from farmers to government agencies in
developing countries (e.g., GHA region countries) means there is some level of
uncertainty in the production data used. Even with the uncertainties, this data
is still the most credibl and readily available.
These uncertainties are more likely to be systematic than random year to
year variations (due to wet/dry conditions) due to the fact that the government
reported figures are analyzed and compared against FAO forecast and modeled
estimates (Kasnakoglu and Mayo, 2004). The modeled and forecast estimates
are based on magnitude of cropped areas, rainfall conditions, vegetation indices
among other variables. In addition, the data is further quality controlled thereby
reducing the systematic uncertainties that may be present in them hence there
is likely to be very low impact of these uncertainties on evaluation of the indices.
Also, as our interest is on majorly the comparative performance of the indices,
any systematic and or random errors would have the same impacts on all of them
hence negligible impact on our analyses.
Given that GLDAS variant soil moisture products and GRACE TWS have a
spatial resolution of 1◦ x 1◦, all the other products (except annual crop production
and climate indices) were scaled to the same spatial resolution before analysis.
Also, as the analyses were limited to 1 meter nominal depth (approximation for
root zone soil moisture), the depth of each soil moisture layer was used as weight
in aggregating total moisture to 1 meter depth following Li (2007). For example,
considering a land surface model comprising of two soil layers; 0 − 10 cm and
10− 200 cm, with θ1 and θ2 volumetric soil moisture, respectively, the following
equation was used to scale the soil moisture to top 1 m (Li , 2007).
W = 0.1× θ1 + 0.9× θ2, (2.2)
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where W represent volumetric soil moisture in the top 1 m, 0.1 and 0.9 are soil
moisture depths for layers 1 and 2, respectively. 0.9 is used to sum up the layer
to 1 m, i.e., (1− 0.1 = 0.9).
Other datasets in the form of meteorological drought index, agricultural
drought index, and integrated meteorological and agricultural drought index
providing global drought information can also be obtained from
https://www.nature.com/articles/sdata20141.
2.3 Statistical Analysis Methods
The statistical methods employed in this study are summarised in Table 2.1 and
discussed below.
Table 2.1: Table summarizing the statistical methods used in the thesis
Method Chapters Applied Reason*
Principal Component Analysis
(PCA)
3, 4, and 5
It is the most widely used spatio-temporal analysis method in atmospheric
sciences. In addition, it has been used in numerous drought studies
Partial Least Squares Regression
Analysis (PLSR)
3 and 4
Its ability to handle data with collinearity, noise, and multiple variables
over ordinary multi-linear regression.
Generalized three-cornered Hat (
TCH) method
5
Does not require prior knowledge of variables in order to evaluate
uncertainties. Its uncertainties are independent of the chosen reference
dataset and are related to the respective datasets and not their ensemble









Analysis of Variance (ANOVA) 3 and 4 N/A
Linear trend 6 N/A
Correlation Analysis 3, 4, 5, and 6 N/A
W-test 3 and 4
Interest only on departure from normality. W-test is the simplest and
most direct method.
* Advantages of the chosen methods in comparison to other methods, where applicable.
2.3.1 Principal Component Analysis
Principal component analysis (PCA, Hannachi et al., 2007; Jolliffe, 2002;
Preisendorfer , 1988; Wilks , 2006; Lorenz , 1956) is one of the most widely used
methods in atmospheric sciences for pattern extraction and dimensionality
reduction. It has been used in drought studies (e.g., Santos et al., 2010; Raziei
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et al., 2009; Sigdel and Ikeda, 2010) to decompose spatial-temporal fields such
as standardized precipitation index (SPI) or standardized soil moisture index
(SSI), into spatial patterns and their corresponding temporal evolutions.
Following from Hannachi et al. (2007), for a gridded data set composed of
space time field X(t, s) representing the value of the field X, such as SPI or SSI
at a time t and spatial location s. The value of the field at discrete time ti and
grid point sj is denoted xij for i = 1, ..., n and j = 1, ..., p. The field can then be
represented by a data matrix as
X = (x1,x2, ...,xn)
T =

x11 x12 ... x1p
x21 x22 ... x2p
... ... ... ...
... ... .... ....
xn1 xn2 ... xnp

, (2.3)
where xt = (xt1, xt2, ..., xtp)
T , t = 1, ..., n, represent the value of the field at time
t. The anomaly field or departure from climatology at (t, sk), t = 1, ..., n, and k =
1, ..., p is defined as
x
′












which contains the covariances sij, i, j = 1, ..., p, between the time series of the
field at any pair of grid points (si, sj). The aim of PCA is to find an uncorrelated
linear combination of different variables that explains maximum variance, that is,
to find a unit-length direction u = (u1, u2, ..., up)
T such that Xu has maximum
variability. This yields:
max(uTSu), subject to uTu = 1, (2.6)
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The spatial patterns and temporal evolutions are thus obtained as the solution
to the eigenvalue problem
Su = λ2u, (2.7)
The kth spatial pattern is simply the kth eigenvector uK of S. The corresponding







and hence the measure of the variance of the data accounted for in the direction






The projection of the anomaly field, X, on to the kth spatial pattern (eigenvector)
u = (u1, u2, ..., up)
T i.e., ak = Xuk is the k
th temporal evolution (principal





So the kth eigenvalue, λ2k, represent the variance of the k
th temporal evolution
ak = (a1k, a2k, ..., ank)
T . In order to improve the interpretability of the resulting
spatial patterns and spread the variances explained, the resulting spatial patterns
are rotated. Given p × m matrix Um = (u1,u2, ...,um) of leading m spatial
patterns, the rotation is achieved by seeking an m × m rotation matrix R to
construct the spatial patterns according to:
B = Um<, (2.11)
where < is either R or (R)−1 depending on the type of rotation chosen. The
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criterion for choosing the rotation matrix R is what constitutes the rotation
algorithm or the simplicity criterion and is expressed by maximization problem
max f(Um<), (2.12)
over a specific subset or class of m × m square rotation matrix. This chapter
employed VARIMAX criterion (Kaiser , 1958; Forina et al., 1988; Jolliffe, 1995),
see Hannachi et al. (2007); Forina et al. (1988); von Storch and Zwiers (1999) for
other rotation criterions. Designating the elements of the spatial patterns matrix
B in equation 2.11 i.e., bij = [B]ij, then the VARIMAX orthogonal rotation












where m is the number of spatial patterns chosen for rotation. The quantity in
the square brackets in equation 2.13 is proportional to the (spatial) variance of
the square of the rotated vectors bk = (b1k, b2k, ..., bpk). For more information
on rotated PCA, see, e.g., Scho¨nemann (1958); Richman (1986); von Storch and
Zwiers (1999); Hannachi et al. (2007).
2.3.2 Partial Least Squares Regression (PLSR)
PLSR is a regression technique in which the response variables are regressed on
the predictor scores. The scores (few new variables) are linear combinations of
the original predictor variables (Wold et al., 2001; Geladi and Kowalski , 1986).
The generation of the scores takes into account the variability in the dependent
variable ensuring that only those components of the independent variables that
are related to the dependent variables are used in the regression (Geladi and
Kowalski , 1986). It is a generalization of the multiple linear regression (MLR),
but unlike MLR, it can analyze data with collinearity (correlated), noisy, and
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with numerous predictor variables (Wold et al., 2001), hence its use in the current
study.
Following from Abdi et al. (2013) and Vinzi et al. (2010), given a data sample
consisting of n samples of independent variables X ∈ Rn×p and dependent
variables (responses) Y ∈ Rn×q, the aim of PLSR is to define orthogonal latent
components in Rp and then use such latent components as predictors for Y
in an ordinary least squares framework. The general model behind PLSR is
X = TPT + E and Y = TQT + F, where T is the latent component matrix, P
and Q are the loading matrices, E and F are the residual terms.
Assuming that X and Y have been centered, for a univariate Y i.e., q = 1,
PLSR successively finds X weights R = [r1, r2, ..., rK ] as the solution to the
constrained optimization (Abdi et al., 2013)







subject to, rTr = 1, (2.14)
where X(k−1) is the matrix of residuals (i.e., the deflated matrix) from the
regression of the X-variables on the first k − 1 latent components, and X0 = X.
Due to the deflation of the data after each iteration for finding the weight vector
rk, the orthogonality constraint is satisfied by construction. These weights are
then used to find the orthogonal latent components T = X(k−1)R = XW, where
W is the matrix containing the weights to be applied to the original variable in
order to obtain the latent components.
For a fixed number of components, the response variable Y is predicted in an
ordinary least square regression model where the latent components play the role















Y = XβˆPLS + F. The objective function in equation 2.14 can be interpreted as
maximizing the squared covariance between Y latent component:
corr2(Y,Xk−1rk)var(Xk−1rk). Further description and formulation can be found
in Abdi et al. (2013); Vinzi et al. (2010); Helland (2004); van Huffel (1997).
2.3.3 Generalized Three-cornered Hat (TCH) Method
Due to lack of in-situ soil moisture over GHA, generalized TCH method (Premoli
and Tavella, 1993; Tavella and Premoli , 1994; Galindo et al., 2001) was adopted
to evaluate the noise/uncertainties within the model and reanalysis soil moisture
products. The method enables evaluation of uncertainties through comparison
of the soil moisture products against each other. Given N moisture time series
{Xi}, i = 1..., N , the generalized TCH method splits them into (Awange et al.,
2016a)
Xi = P + εi, ∀i = 1, ..., N, (2.16)
where P is the part common to all the soil moisture products i.e., the signal,
and ε is the part unique to each product i.e., the uncertainty. Adopting say for
example FLDAS-Noah as the reference time series, the difference between the soil
moisture products and it can be expressed as (Koot et al., 2006)
YiN ≡ Xi −XN = εi − εN , i = 1, ..., N − 1, (2.17)
where XN is FLDAS-Noah series. As demonstrated by Tavella and Premoli
(1994) and Awange et al. (2016a), the results are independent of the chosen
reference time series. From the differences, the covariance matrix is computed
as (Koot et al., 2006)
Sij ≡ Cov(YiN ,YjN), i, j = 1, ..., N − 1, (2.18)
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which due to bi-linearity can be expressed as
Sij = Rij −RiN −RjN + RNN , i, j = 1, ..., N − 1, (2.19)
where Rij is the unknown N × N covariance matrix of the individual noises
(uncertainties), Rij = Cov(εi, εj). By definition, the matrices S and R are real
and symmetric, and have (N − 1)N/2 and (N + 1)N/2 independent parameters,
respectively, hence equation 2.19 is underdetermined. From equation 2.19 there
are N free parameters (R) to be chosen from, R1N , ...,RNN , i.e., the covariance
between the noise of each series and noise of reference series, and in terms of which
the solution of other unknowns (noise) is expressed by rearranging equation 2.19
as (Koot et al., 2006)
Rij = Sij + RiN + RjN −RNN , i, j = 1, ..., N − 1, (2.20)
A constraint on the solution domain for determining the free parameters is that
the estimated covariance matrix R must be positive definite. A condition satisfied
if and only if (Tavella and Premoli , 1994)
Det(R) > 0, (2.21)
In addition, the parameters are chosen in such a manner that the sum of the
estimated correlations between all the time series is minimal. Mathematically,
this is equivalent to minimizing the following objective function (Galindo et al.,
2001)




[Rii(R1N , ...,RNN)][Rjj(R1N , ...,RNN)]
, (2.22)
An algorithm for the minimization function can be found in Galindo et al. (2001).
Once the free parameters were estimated, the R matrix was then completely
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determined from equation 2.20.
This method is closely related to triple collocation analysis (Caires and
Sterl , 2003; Janssen et al., 2007; McColl et al., 2014) in that they both analyze
uncertainties. Their major difference being that whereas TCH analyzes the
differences between the datasets with a designated reference (one of the
datasets), triple collocation analyses the differences between the datasets and
their ensemble mean. Both of these methods have been used in atmospheric
sciences for uncertainty analyses for dataset validation, objective data merging
etc., (see, e.g., Anderson et al., 2012; Yilmaz et al., 2014; Gruber et al., 2016;
Awange et al., 2016a; Dong and Crow , 2017; Miyaoka et al., 2017). Results of
uncertainty analysis by these two methods using selected soil moisture products
over the region showed similar trends but different magnitudes (see Table 8.1 in
the Appendix). However, from their formulation, TCH was preferred in this
thesis due to the fact that its uncertainties are independent of the reference
dataset chosen and also they are related to the respective datasets and not their
ensemble mean, hence ease of interpretation.
2.3.4 Independent Component Analysis (ICA)
ICA, a blind source signal separation technique in which mixed stochastic random
signals are separated into stochastically independent sources (see, e.g., Comon,
1994; Cardoso, 1999; Forootan and Kusche, 2013) is mathematically quantified
as (Mart´ın-Clemente et al., 2004)
X(t) = AS(t), (2.23)
where X(t) is the N ×1 random vector of observations, A is the unknown N ×N
mixing matrix, and S(t) the random vector of unobserved sources. Its solution
lies in finding a separating matrix B such that BA = G has one and only one
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non-zero element per column and row such that the recovered sources
Y(t) = BX(t) = GS(t), (2.24)
are the original ones up to permutation and scaling. For formulation, detailed
description, and application to GRACE-derived signals see, e.g., Forootan and
Kusche (2013); Cardoso (1998); Cardoso and Souloumian (1993); Frappart et al.
(2011); Awange et al. (2014); Boergens et al. (2014); Ndehedehe et al. (2016).
2.3.5 Analysis of Variance (ANOVA)
ANOVA is a statistical method for multiple comparison among means while
holding the probability of type I error (rejection of a true null hypothesis) constant
at a preselected level (Kutner , 2005; King , 2010). ANOVA analysis can be carried
out to investigate the effect of 1, ..., n treatments on the samples, leading to 1, ..., n
-Way ANOVA. Below is formulation of a One-Way ANOVA following Bingham
and Fry (2010)
Xij = µi + ij (i = 1, ..., r, j = 1, ..., r), ij iid N(0, σ
2). (2.25)
Here µi is the main effect for the ith treatment, the null hypothesi being H0 :
µi = ... = µr = µ, and σ
2 is the unknown variance. It then follows that (Bingham
and Fry , 2010),
σ2 := E[(X− EX)2] = E[X2]− (EX)2 (2.26)
and its sample counterpart
S2 := (X−X)2 = X2 −X2. (2.27)
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X = T/n, nX
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T2i /ni − T 2/n, MST = SST/(r − 1), (2.31)








T2i /ni, MSE = SSE/(n− r), (2.32)
which leads to computation of the F-statistics as
F = MST/MSE. (2.33)
The formulation above can be extended to N-Way ANOVA depending on the
treatments to be studied (for more details on this extension, see e.g., Bingham
and Fry , 2010; Kutner , 2005; Milliken and Johnson, 1993).
2.3.6 Multiple Comparison: Bonferroni Method
The Bonferroni method of multiple comparison uses critical values from
student’s t-distribution after an adjustment to compensate for multiple
comparisons (Hochberg and Tamhane, 1987; Toothaker , 1993). It rejects
H0 : αj at the
α
2(k2)
significance levels, where k is the number of groups if
(Toothaker , 1993)













where N is the total number of observations and k the number of groups.
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2.3.7 Linear Trends
Through linear regression model of the form (Rencher and Schaalje, 2007)
yi = β0 + β1ti + εi, i = 1, ..., n, (2.35)
where y is a random variable running over time t, the coefficients β0 (intercept)
and β1 (linear trend) were determined through least squares. The significance of
the linear trend βj was determined through hypothesis testing H0 : βj = 0, where





followed a student-t distribution.
2.3.8 Correlation Analysis
The correlation (association) between two random variables A and B each of N
scalar observations is expressed through Pearson Correlation coefficient defined














where µA and σA are the mean and standard deviations of A, respectively, and
µB and σB are mean and standard deviation of B, respectively.
2.3.9 W–test
W-test (Shapiro and Wilk , 1965) is a well established and powerful test of
departure from normality (Royston, 1992). The W statistic provide a generally
superior omnibus measure of non-normality (Shapiro et al., 1968). Suppose
y1 < y2 < ... < yn is an ordered sample of size n to be tested for non-normality.






(yi − y)2 (2.38)
where a = (a1, ..., an)
T is such that (n − 1)− 12 ∑ aiyi is the best linear unbiased
estimate (BLUE) of the standard deviation of yi, assuming normality. The exact




where V is the covariance matrix of the order statistics of a sample of n standard
normal random variables with expectation vector m.
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3 Assessing the Suitability of Selected Agricultural
Drought Indicators in East Africa
3.1 Introductory Remarks
East Africa (EA; Kenya, Uganda, Tanzania, Rwanda, and Burundi) relies
heavily on rain-fed subsistence agriculture, which is increasingly becoming
vulnerable to frequent drought events (see, e.g., Rojas et al., 2011; Loewenberg ,
2011; Stampoulis et al., 2016). Furthermore, the impacts of drought are
compounded by high levels of poverty, conflicts, population migration, and lack
of social infrastructure across the region, triggering famine cycles every time an
episode occurs (Nicholson, 2014a; Kurnik et al., 2011; Loewenberg , 2011; IFRC ,
2011; OEA, 2011a,b). As drought is in part a naturally recurrent feature in EA,
there is a need for comprehensive and reliable monitoring in order to aid
planning and mitigation of drought impacts. Since frequency and severity of
droughts are likely to intensify with climate change (e.g., Williams and Funk ,
2011), the need to characterize droughts in terms of duration, severity,
frequency, and spatial extent is critical.
Comprehensive characterization of drought in EA, like in many other places
around the world, faces a number of challenges with respect to use of in-situ
precipitation data. For instance, often spatial variability in precipitation cannot
be adequately captured due to sparse and uneven spatial distribution of rain
gauges. Furthermore, gaps in individual rainfall records, and at times lack of
consistency due to poor handling complicate the use of precipitation data
(Nicholson, 2014a; Rojas et al., 2011; Naumann et al., 2014). In many studies,
this led to the replacement or augmentation of in-situ rainfall data with
remotely sensed precipitation, reanalysis, and model outputs, providing
consistent and homogeneous data with global coverage at various spatial scales
that are suitable for drought monitoring (Damberg and AghaKouchak , 2014).
However, these products can have considerable discrepancies and limitations in
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representing rainfall at local and regional scales (Rojas et al., 2011; Naumann
et al., 2014; Damberg and AghaKouchak , 2014; Hong et al., 2006; AghaKouchak
et al., 2009).
In addition to precipitation (gauge and gauge-satellite merged) and soil
moisture (model and reanalyses) products, normalised difference vegetation
index (NDVI, Rousel et al., 1974; Tucker , 1979) and Gravity Recovery and
Climate Experiment (GRACE) total water storage (TWS, Tapley et al., 2004)
have been used to monitor drought. NDVI has been used directly or in its
derivative form to monitor impacts of drought on vegetation health (e.g.,
Kogan, 1995; Rhee et al., 2010; Bayarjargal et al., 2006). In EA, it has been
used, e.g., by Anyamba and Tucker (2005), Anderson et al. (2012), and
Nicholson (2014a), while the use of GRACE satellite temporal gravity
measurements (see, e.g., Wouters et al., 2014; Tapley et al., 2004) in EA has
been limited to monitoring changes in TWS (e.g., Swenson and Wahr , 2009;
Awange et al., 2008; Becker et al., 2010; Awange et al., 2013), and recently
drought analysis (Awange et al., 2016b).
Currently, drought studies carried out in the EA region range from purely
precipitation based (e.g., Naumann et al., 2014; Kurnik et al., 2011; Clark et al.,
2003), a combination of precipitation and climate models (e.g., Yang et al.,
2014a; Dutra et al., 2013), to precipitation in combination with soil moisture
and/or NDVI (e.g., Anderson et al., 2012; Nicholson, 2014a; AghaKouchak ,
2015). Some of the aforementioned studies and few others (see, e.g., Shukla
et al., 2014; Mwangi et al., 2014; Anderson et al., 2012; Rojas et al., 2011) have
examined agricultural drought using standardised precipitation index (SPI),
NDVI, and/or soil moisture. However, for a region like EA, where the majority
of the population depends on subsistence rain-fed agriculture, additional studies
focussing on agricultural drought impacts, e.g., related to crop production,
would be more relevant and beneficial to the population. Therefore, this
Chapter focuses on both the characterization of drought behavior in general and
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agricultural drought in particular using various indicators (precipitation, soil
moisture, NDVI, and TWS) derived from multi-satellite remote sensing,
reanalysis, and model products. Further, this Chapter evaluates the utility of
these products using national annual crop production, which has so far not been
done by the aforementioned studies.
To support agricultural drought monitoring from diverse indicators, it is
imperative to identify and provide information on the most effective agricultural
drought indicator or a combination of indicators for the EA region. Therefore, the
objectives of this Chapter are: (i) to characterize agricultural droughts in terms of
severity, duration, and spatial (areal) extent using the following products; gauge
and satellite-gauge merged precipitation, model and reanalysis soil moisture,
vegetation condition index, and reanalysis and GRACE TWS, and (ii) evaluate
how well these products capture agricultural droughts in the region as reflected
by national annual crop production data (wheat and maize) during the 1983 -
2013 period. This chapter only deals with Kenya, Uganda, Tanzania. Ethiopia
is evaluated in the next chapter while Sudan and Somalia are not evaluated as
they practice both rain-fed and irrigated agriculture.
To the best of my knowledge, this is the first comprehensive study to assess
the potential of these remotely sensed products, reanalysis data, and land surface
model outputs to monitor agricultural droughts in the EA region. Moreover,
this Chapter proposes for the first time the possibility of using GRACE satellite
products for agricultural drought monitoring in EA thus providing a link between
TWS and crop production. The contents of this Chapter has been published in
Agutu et al. (2017) and is here reproduced with minor changes with the publisher’s
permission.
The Chapter is organized as follows. In section 3.2, a summary of the dataset
used is presented followed by a discussion of the methodology. The results
are presented and discussed in section 3.3 and the Chapter is summarized in
section 3.4.
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3.2 Data and Methods
The dataset used in this Chapter is summarized in Table 3.1 below, while their
detailed description are given in Chapter 2.








Precipitation GPCC Monthly 0.5◦× 0.5◦ 1982 - 2013
CHIRPS Monthly 0.05◦× 0.05◦ 1982 - 2013
CHIRP Monthly 0.05◦× 0.05◦ 1982 - 2013
Soil moisture MERRA-2 Monthly 0.625◦ × 0.5◦ 1982- 2013
ERA-Interim Monthly 0.25◦× 0.25◦ 1982 - 2013
GLDAS Monthly 1◦× 1◦ 1982 - 2010
FLDAS (Noah and VIC) Monthly 0.1◦× 0.1◦ 1982 - 2013
CPC Monthly 0.5◦× 0.5◦ 1982 - 2013
TWS GRACE Monthly 1◦× 1◦ 2003 - 2013
MERRA-2 Monthly 0.625◦ × 0.5◦ 1982 - 2013




Annual National 1982 - 2013
Note: CHIRP and FLDAS VIC are not used in this Chapter.
Due to the existence of a link between agricultural drought and 1 to 6
months precipitation anomalies (e.g., Kurnik et al., 2011; Elagib, 2013; Svoboda
et al., 2012; Rouault and Richard , 2003), Standardised Indices (SI, e.g., SPI;
McKee et al., 1993) were derived to characterise agricultural drought using
precipitation, VCI, TWS, and soil moisture products. Similarly, Standardized
Anomalies (SA)/Z-scores (Wu et al., 2001) were computed to characterize
drought from GTWS due to its short duration. The resulting SI and/or SA
were then subjected to rotated principal component analysis to obtain their
most dominant spatial and temporal drought variabilities. Finally, the temporal
variabilities were subjected to partial least-squares regression analysis to
determine how well they captured drought variability. In order to satisfy the
normality conditions of standardization and ANOVA, all the unstandardised
data were tested for normality using W-test (Shapiro et al., 1968) and found to
be normally distributed. Even though other generalized tests such as
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Kolmogorov–Smirnov test can evaluate departure from known or empirical
distribution, the study opted for W-test as it is specific to departure from
normality.
Given the differences in the variables used, comparison of drought
information was primarily carried out between various products of the same
variables, e.g., between precipitation products, or soil moisture products, or
TWS. Notwithstanding the differences between the variables, links/relations in
drought information across the various products were explored since drought
progresses from deficiencies in rainfall followed by moisture through to TWS.
3.2.1 Agricultural Drought Characterization
3.2.1.1 Standardized Precipitation Index (SPI)
SPI (McKee et al., 1993), one of the most preferred drought indices due to its
numerous advantages such as simplicity (only requires one input), standardised
nature, and flexibility of use on different time scales e.g., 1, 3, 6, 9,
12-month (see, e.g., AghaKouchak , 2015; Svoboda et al., 2012, and the references
therein), expresses precipitation anomalies with respect to its long term average.
Its computation involves fitting a gamma probability distribution function to
precipitation time series followed by transformation of the accumulated gamma
probability distribution to the cumulative distribution function of the standard
normal distribution (see, e.g., Naresh Kumar et al., 2009; Farahmand and
AghaKouchak , 2015). For the case of two parameter gamma distribution, SPI








where Γ(α) is the gamma function, x, denotes precipitation accumulation, α and
β are shape and scale parameters, respectively. The cumulative probability G(x)







Since equation 3.2 is not valid for zero precipitation, it is then modified to
H(x) = q + (1− q)G(x), (3.3)
where q and (1 − q) are the probabilities of zero (x = 0) and non-zero (x 6= 0)
precipitations, respectively. SPI is then computed by transforming H(x) into a
normal distribution with mean of 0 and standard deviation of 1 (McKee et al.,
1993). Due to the sensitivity of the computed SPI values to the fitted
parametric distribution, especially at the tail ends of the distribution (see,
Quiring , 2009), a non-parametric SPI fitting method was adopted in this study
(see, e.g., Farahmand and AghaKouchak , 2015, and the references therein).






where n is the sample size, i denotes the rank of non-zero precipitation data from
the smallest, and p(xi) the corresponding empirical probability. The output of
Eqn. 3.4 is then transformed into standardised index as (AghaKouchak , 2015)
SI = φ−1(p), (3.5)
where SI is SPI, or standardised soil moisture index (SSI), or standardised
vegetation condition index (SVCI), or standardised terrestrial water storage
index (STWSI) depending on the variable under consideration, φ is the
standard normal distribution function, and p is the probability derived from
Eqn. 3.4. This approach was implemented using Standardized Drought Analysis
Toolbox (SDAT, Farahmand and AghaKouchak (2015)) and the SPI drought
limit categories (intensities) proposed by Agnew (2000) used (Table 3.2). For
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this study, a drought episode begins any time SPI is continuously less than
−0.84 for a period of at least three months, and ends when SPI value exceeds
−0.84. The various drought intensities (moderate, severe, and extreme) are
then said to occur when the values in Table 3.2 are attained. The resulting
standardized indices in this study were SPI, standardised soil moisture index
(SSI), standardised vegetation condition index (SVCI), and standardised
terrestrial water storage index (STWSI).
Table 3.2: Drought categories according to SPI values (Agnew , 2000). Drought










3.2.1.2 Standardized Anomalies (SA)
As already pointed out, due to the short time frame of GRACE product, SA
instead of SI was computed for characterizing agricultural drought. Here, the 3
and 6 months GTWS time series cumulations were obtained in a manner similar to
those of the Standardized Precipitation Index (McKee et al., 1993). For example,
a three months’ cumulation for January involves adding November and December
of the previous year to the current January resulting in a new time series while
six months for January would involve adding August to December of previous
year onto the current January thereby forming a 6 months cumulation time series.
Due to seasonality in precipitation, soil moisture, TWS, and NDVI dataset (Yang
et al., 2014b), GTWS anomalies were calculated by removing the monthly mean
from the 1, 3, and 6 month time series. The anomalies were then divided by the
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where XSijk is the monthly standardized GTWS anomaly for location i, month j,
and year k; Xijk is the monthly GTWS for location i, month j, and year k; n is the
length of GTWS in years; and σij is the multi-year standard deviation for location
i, month j. The resulting standardized anomalies (z-scores), express the deviation
of the GTWS above or below the mean value and has been used to monitor
drought in various studies (e.g., Wu et al., 2001; Agnew and Chappell , 1999;
Lough, 1997; Katz and Glantz , 1986). Positive values indicate wet conditions,
0 indicate normal (average) conditions while negative values indicate drought
conditions (Wu et al., 2001).
In order to demonstrate the consistency between SPI and SA in characterizing
drought over the region, the study compared the spatio-temporal decompositions
of CHIRPS-derived SPI and CHIRPS-derived SA over the study region. This
comparison showed similar spatio-temporal drought patterns (See Figs. 3.1 and
3.3 for CHIRPS-derived SPI spatio-temporal drought patterns). Further, Pearson
correlations between the SI and SA temporal patterns were greater than 0.95 over
the region. Due to the close association between SA and SI (see also, Wu et al.,
2001), the SPI drought limit categories (Table 3.2) were used to differentiate the
various SA drought intensities.
3.2.1.3 Principal Component Analysis (PCA)
In this Chapter, PCA (see Chapter 2 for formulation and details) was applied
to the 1, 3, 6-month time scales of SI and SA. Log-eigenvalue (LEV) diagrams
(Jolliffe, 2002) were used to determine and retain the significant components
that were then rotated through VARIMAX rotation (Kaiser , 1958; Forina et al.,
1988; Jolliffe, 1995) for better localization. The resulting spatial patterns were
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normalised by multiplying with the standard deviation of their corresponding
rotated principal components (RPC) series, while the RPCs’ were normalised by
dividing with their respective standard deviations.
3.2.1.4 Percentage of Areas Under Drought
The resulting rotated spatio-temporal SI/SA (3-months’ time scale; from section
3.2.1.3) were reconstituted and the percentage of pixels under various drought
intensities (following drought limit categories in Table 3.2) determined for every
month.
3.2.2 Assessing the Effectiveness of Drought Indicators Using
National Annual Crop Production
Since national annual crop production data had national spatial resolution
(they are country level datasets), rotated spatio-temporal drought patterns were
re-computed but in this case for each country and not the whole region as in
section 3.2.1. For each country, SI/SA values for each month of the year over
the entire duration were extracted from the rotated principal components. For
example, considering Kenya with four significant GRACE SA rotated principal
components, each component comprising of 120 values/months (2004 to 2013),
corresponding to January, February, ..., December were extracted resulting in
four 10 by 12 matrices, i.e., 10 years of data for every month of the year. The
resulting four matrices were concatenated to a 10 by 48 matrix, which served as
the predictor variable in the PLSR (See Chapter 2 for details) against national
annual crop production data (maize/wheat) as the response variable. This was
done for 1, 3, and 6 month SI/SA time scales for all the variables/indicators
across Kenya, Uganda, and Tanzania.
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3.3 Results and Discussion
3.3.1 Spatio-temporal Drought Patterns
The PCA decomposition of SI/SA showed spatial and temporal patterns, which
became very distinct upon applying varimax rotation as compared to unrotated
components (data not shown). Integrating the spatial and temporal patterns of
the SIs/SAs, and using the drought category definitions in Table 3.2, percentage
of areas under various drought intensities were evaluated. The results presented
and discussed here are for the 3-month time scale only, as this was representative
of the results for the 1 and 6-month time scales.
3.3.1.1 Spatial Variability
The four most significant components in terms of explaining the total variability
from RPCA of SI/SA revealed four distinct spatial patterns across all products
(Figs. 3.1 and 3.2). While the rest of the products had distinct region 3 (the dry
eastern part of Kenya), GPCC had a contrast between the dry and the wet part of
the region in form of a dipole pattern (Fig. 3.1). This pattern is similar to that of
2nd EOF of Schreck and Semazzi (2004) that was attributed to decadal variability,
in their decomposition of region’s rainfall. In addition, the dipole pattern could
have been made more prominent by the gauge distribution (see Fig. 8.1 in the
Appendix); the western side has high gauge density and availability compared to
the eastern side, this is likely to translate into the dipole pattern when the gauge
values are interpolated into gridded equivalents. In addition, the spatial patterns
of ERA-Interim and to some extent of GLDAS in region 2 were different from
those of other products. The geographical coverage of these spatial patterns is
summarized in Table 3.3.
The four RPCs explained between 38% (SVCI) and 96% (GTWS SA) of the
total variance of the respective original SI/SA variables (Table 3.4). Most of
the products had the highest and the lowest variabilities explained in regions 3
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and 4, respectively (Table 3.4). This could be attributed to the fact that region 3
covering almost the entire region of Kenya (in those indicators showing it highest)
is wet and dry on the western and eastern parts of the country, respectively, hence
has high variability due to the presence of wet and dry extremes. On the other
hand, region 4 is relatively wet and receives consistent rainfall resulting in a
smaller variation in SI/SA.
Table 3.3: Geographical coverage of SI/SA spatial patterns (Figs. 3.1 and 3.2).
Region Countries/Areas
1 Lake Victoria, Uganda, and western Kenya
2 Western Tanzania, Rwanda, and Burundi
3 Eastern Kenya
4 Eastern and southern Tanzania
Table 3.4: Proportion of variances explained by various spatial patterns across
the four regions (Figs. 3.1 and 3.2, and Table 3.3 for the regions). Many of the
products explain highest and lowest variabilities in regions 3 and 4, respectively.
In addition, MERRA-2 and MTWS appear very close.
Region CHIRPS GPCC VCI MTWS GTWS ERA-Interim GLDAS CPC MERRA-2 FLDAS
Region 1 15.26 12.07 8.24 13.86 29.88 18.91 11.79 10.29 13.61 14.86
Region 2 14.62 13.15 10.01 18.13 24.58 10.78 15.75 16.46 17.72 15.77
Region 3 15.26 13.67 12.57 21.44 21.58 14.32 14.22 21.80 21.98 18.21
Region 4 10.60 11.64 6.94 13.67 19.77 20.05 16.72 13.27 14.64 12.64
Total 55.53 50.53 37.77 67.10 95.81 64.06 58.48 61.83 67.95 61.48
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3.3.1.2 Temporal Patterns
The temporal evolutions of the spatial patterns in regions 1 to 4 (Figs. 3.1
and 3.2) from the rotated PCA are shown in Figures 3.3 and 3.4. In general, the
temporal evolutions (interpreted in conjunction with Figures 3.1 and 3.2, and
Figure 3.1: Rotated principal component spatial patterns of standardized
indices/anomalies (SI/SA). Rows denote products while columns denote regions
(also see Table 3.3). The spatial patterns have been scaled to ±1, thus the
temporal evolutions shown in Figure 3.3 indicate the actual magnitude of SI/SA
for regions where the spatial patterns have values close to ±1. The spatial
patterns are interpreted in conjunction with temporal evolutions in Fig. 3.3 and
represent drought spatial patterns any time the temporal evolutions falls below
−0.84, as in Table 3.2. The white rectangular area in all the images except
CHIRPS and GTWS is Lake Victoria.
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Figure 3.2: Rotated principal component spatial patterns of standardized soil
moisture indices (SSI). Rows denote products while columns denote regions (also
see Table 3.3). The spatial patterns have been scaled to ±1, thus the temporal
evolutions shown in Figure 3.4 indicate the actual magnitude of SSI for regions
where the spatial patterns have values close to ±1. The spatial patterns are
interpreted in conjunction with temporal evolutions in Fig. 3.4 and represent
drought spatial patterns any time the temporal evolutions falls below −0.84, as
in Table 3.2. Patterns are consistent with those in Fig. 3.1 except for ERA-Interim
and to some extent GLDAS in region 2. The white rectangular area in all the
images is Lake Victoria.
Table 3.2) show most of the regions suffering from severe to extreme drought in
1984/1985, 1999, 2000, 2005/2006, and 2010/2011. These and other drought
episodes captured in these figures are consistent with documented drought
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episodes in the EA region (e.g., Masih et al., 2014; Nicholson, 2014a; IFRC ,
2011).
Figure 3.3: Temporal evolutions of SA/SI spatial patterns in Figure 3.1. The
temporal evolutions are interpreted in conjunction with Table 3.2, to classify
drought and/or wet conditions. Rainfall products (CHIRPS and GPCC) exhibit
similar consistent performance across the region. Also, all the products exhibit
consistent performance in region 3, while VCI and GTWS show some lag in
relation to rainfall.
All the products had similar performance in region 3 (Figs. 3.3c and 3.4c),
which may be attributed to the relatively flat terrain (Fig. 2.1) coupled with
relatively less rainfall hence good performance by the models and rainfall
products. The performance of the rainfall products (CHIRPS and GPCC) were
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almost identical over the entire study region as a result of both containing
in-situ rainfall (CHIRPS has satellite-derived precipitation estimates in addition
to in-situ data while GPCC is purely gridded in-situ product, see e.g., Schneider
et al., 2014; Funk et al., 2015). In relation to the rainfall products, the
remaining products (VCI, soil moisture, and TWS) showed delayed (lagged)
response in the temporal evolution. This is clearly visible in Figure 3.3a in
which MTWS appears like a low pass filtered version of the CHIRPS/GPCC
signals. This behavior could be due to a delayed response of terrestrial water
storage changes to rainfall and soil moisture changes. Finally, the soil moisture
products seemed to form largely two classes/categories with ERA-Interim,
FLDAS, and GLDAS in one category and CPC and MERRA-2 on the other,
especially considering region 1 (Fig. 3.4a).
Other than seasonality induced variability which is depicted across all the
modes, due to the fact that all the variables analyzed directly depend on rainfall,
the variability of the modes appears also to be influenced by occurrence of extreme
events (droughts and floods). The frequent successions of extreme dry (droughts)
and wet (flooding) conditions over the region are contributed by the regional
climate, which is characterized by high interannual variation in precipitation
numbers (Segele et al., 2009; Souverijns et al., 2016). The general precipitation
climatology over the region is extremely heterogeneous, due to the complexity
of large scale controls e.g., topography, lakes, maritime influence and seasonal
dynamics of tropical circulation (Fig. 2; Nicholson, 2016). These could also be
the reasons for the regionalization as observed in Figs. 3.1 and 3.2. As for the
extreme wet events e.g., 1997, 2006, and 2011 research (e.g., Nicholson, 2016,
2015; Hastenrath et al., 2010, 2007) have associated their occurrences to surface
and 200 mbar zonal winds over the central equatorial Indian Ocean, sea surface
temperature in Nin˜o 3.4 and the Indian Ocean Zone mode, while the extreme
dry events (droughts e.g., 2009, 2010, and 2011 among other years) have been
associates with the equatorial westerlies over the Indian Ocean.
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Figure 3.4: Temporal evolutions of SSI spatial patterns in Figure 3.2. The
temporal evolutions are interpreted in conjunction with Table 3.2, to classify
drought and/or wet conditions. All the moisture products have consistent
performance in region 3 while in the rest of the regions, the soil moisture products
seemed to form largely two classes/categories with ERA-Interim, FLDAS, and
GLDAS in one category and CPC and MERRA-2 on the other, especially
considering region 1 (a).
Further, correlation analysis between the drought indices revealed close
relationships between various products e.g., CHIRPS and GPCC, MERRA-2,
MTWS, and CPC, across the regions (Table 3.5 and Fig. 3.5). The close
relationship between MTWS and MERRA-2 is similar to that between CHIRPS
and GPCC, since MTWS include aspects of soil moisture captured by
MERRA-2 in addition to greater depth of soil water content. Furthermore, the
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significant and high correlations between the drought indices in region 3 support
similar performance observed in Figures 3.3c and 3.4c. VCI had weak negative
correlation trends with the following products: MTWS, MERRA-2, and CPC in
region 1 due to these products showing a pre-dominantly wet pre-1993 and dry
post-1999 that was opposite to the general VCI trend.
Table 3.5: Relationship between the drought indices by regions. Regions are
as in Fig. 3.1. Non-significant correlations are in italics (p < 0.05). Region 3
has the strongest relationships with all values being significant. Also, note the
high correlations between the following products across the regions: GPCC and
CHIRPS; and MTWS, MERRA-2, and CPC. (MTWS - MERRA-2 TWS, GTWS
- GRACE TWS).
CHIRPS GPCC VCI MTWS ERA CPC MERRA2 FLDAS GLDAS GTWS
CHIRPS 1 0.8991 0.4907 0.1203 0.4255 0.1073 0.2052 0.7300 0.5106 0.3196
GPCC 0.8619 1 0.4250 0.1288 0.4505 0.1266 0.2161 0.6120 0.5454 0.2433
VCI 0.2832 0.1918 1 -0.1082 0.4366 -0.1091 -0.0690 0.6737 0.527 0.3658
MTWS 0.3922 0.4683 0.2152 1 0.0526 0.8437 0.9910 0.1888 0.0359 0.7939
ERA 0.0947 0.2525 -0.1041 0.3628 1 0.1788 0.1138 0.5229 0.6664 -0.1708
CPC 0.2970 0.3962 0.2410 0.8714 0.4240 1 0.8482 0.1370 0.0976 0.5036
MERRA2 0.4546 0.5310 0.1889 0.9864 0.3791 0.8513 1 0.2431 0.0810 0.7352
FLDAS 0.6324 0.6352 0.4079 0.7372 0.2704 0.6844 0.7212 1 0.6365 0.7047
GLDAS 0.4141 0.4499 0.4494 0.5911 0.3352 0.6274 0.5583 0.6940 1 0.0643
GTWS 0.1101 0.0776 0.1863 0.7310 0.5553 0.6465 0.6651 0.4429 0.4505 1
CHIRPS 1 0.9267 0.5771 0.7388 0.6827 0.5622 0.7921 0.5914 0.4727 0.3796
GPCC 0.8959 1 0.5733 0.7023 0.6797 0.5583 0.7589 0.5377 0.4782 0.2643
VCI 0.2740 0.2788 1 0.7895 0.6614 0.8072 0.7636 0.7144 0.6837 0.6688
MTWS 0.4808 0.4919 0.4735 1 0.7195 0.8676 0.9912 0.8604 0.7316 0.6209
ERA 0.4095 0.3615 0.5310 0.5082 1 0.6686 0.7307 0.6937 0.6083 0.5950
CPC 0.4003 0.3978 0.2787 0.6799 0.3201 1 0.8267 0.8335 0.7513 0.6861
MERRA2 0.5482 0.5534 0.4569 0.9837 0.5250 0.6692 1 0.8256 0.6903 0.5743
FLDAS 0.6516 0.6312 0.4592 0.7627 0.5595 0.6161 0.7465 1 0.8302 0.7693
GLDAS 0.5047 0.5016 0.4130 0.4736 0.5432 0.5496 0.4578 0.7438 1 0.5598
GTWS 0.0196 0.0609 0.4195 0.4637 0.4334 0.4860 0.4200 0.2699 -0.0189 1
Note: Red (region 1), blue (region 2), green (region 3), brown (region 4).
3.3.1.3 Drought Intensity Area Analyses
In order to gain further insight into the spatial extent of the drought events and
their intensities, the spatial and temporal patterns (Figs. 3.1, 3.2, 3.3, and 3.4)
were integrated and using drought limit categories in Table 3.2, percentage of
areas under drought (by intensity) were evaluated and results presented in
Figure 3.6. Overall, the rainfall products (CHIRPS and GPCC) had on average,
the highest estimate of percentage areas under drought closely followed by the
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Figure 3.5: Correlation shaded plot between drought indices by region; (a) upper
triangle - region 1, lower triangle - region 2; and (b) upper triangle - region 3,
and lower triangle - region 4. Region 3 has the strongest relationships. Also, note
the high correlations between the following products across the regions: GPCC
and CHIRPS; and MTWS, MERRA-2, and CPC. (MTWS - MERRA-2 TWS,
GTWS - GRACE TWS).
soil moisture products whereas VCI had the lowest estimates (average means
of 13.09%, 11.90%, and 5.5%, respectively, at F (2, 2212) = 19.7220,
p = 3.2384 × 10−9). One reason for the rainfall products showing more areas as
being under drought may be that meteorological drought is a binary event
(present or absent) which is not affected by modulating factors unlike the other
drought indicators e.g., VCI. VCI-based droughts, unlike meteorological
droughts, are modulated by soil characteristics (water holding capacity) and/or
plant (vegetation) type. Thus, for example, there could be meteorological
drought over an area but due to soil water retention capacity and/or vegetation
with deep roots capable of drawing water from deep soils (underground),VCI
indicates no drought condition, hence the smaller area under drought. Since the
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soil moisture products and MTWS are modelled from rainfall and other
additional inputs, their estimates of percentage areas under drought are likely
to follow closely those of rainfall. However, the soil moisture products had
statistically significantly different percent of areas under drought amongst
themselves as was determined by one way ANOVA (F (4, 1250) = 3.5410,
p = 0.0070).
The observed differences in percentage of drought areas between the various
soil moisture products arise from differences in; (i) forcing precipitation, (ii) the
ways in which the individual hydrological models partition precipitation into
run-off and evapotranspiration, and (iii) water holding capacities, the last two
of which impacts on the modelled soil moisture sensitivities to precipitation
variability (Shukla et al., 2014). The contribution of forcing precipitation on
the differences in percentage of areas is highlighted by the differences in areas
presented by GLDAS and FLDAS, products of the same model (Noah) but
different forcing precipitation, hence different drought spatial extents and cycles.
Of all the model forcing parameters, precipitation is the key factor determining
the characteristics of the resulting soil moisture (see, e.g., Entin et al., 1999;
Dirmeyer et al., 1999, 2004; Mo et al., 2012), hence the areal extents under
drought.
The MERRA-2 products show similar patterns and are closer to CPC
(Fig. 3.6d, e, and h) while GLDAS is closer to ERA-interim as had been
observed from the correlations (Table 3.5) and in the temporal evolutions
(Figs. 3.3 and 3.4). FLDAS appear to be in between the two groups. Also, the
lag in drought detection (already noted in Figures 3.3 and 3.4) becomes more
evident with the rainfall products detecting drought onset and duration first,
followed by VCI/soil moisture products, and finally the TWS products. This
would be attributed to time delayed response in moisture accumulation from
rainfall through soil moisture, vegetation, and finally to changes in TWS during
both the start and cessation of rainfall. In addition, the rainfall product
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(Fig. 3.6 a and b) also indicate the post-1999 period as having more drought
events with higher intensity than the pre-1999 period. On average, the
post-1999 period had at least 10%1 more drought events compared to the
pre-1999 period. This is in line with other drought and climate studies that
observed a decline in rainfall since 1999 and increased drought frequencies (see,
1Number of drought episodes in the pre and post 1999 were counted, and their difference
converted to percentage. This was done for the two rainfall products and average taken. Same
was done for the rest of the products.
Figure 3.6: Percentage of area affected by various drought intensities during the
period 1983 – 2013. Percentage areas are computed by integrating the regional
spatial and temporal patterns (Figs. 3.1, 3.2, 3.3, and 3.4) then determining
percentage of pixels under each drought category as per Table 3.2. The rainfall
products have the highest percentage areas under drought followed closely by soil
moisture products and finally the lowest percentage areas are by VCI. In addition
to the soil moisture products having different percentage areas under drought,
CPC is consistent with MERRA-2, GLDAS is consistent with ERA-Interim while
FLDAS is in between.
60
Lyon and DeWitt , 2012; Lyon, 2014; Yang et al., 2014a). In contrast, the other
products (Fig. 3.6 c – i) did not reflect any meaningful increase in drought
events (with VCI, moisture and TWS products having an average increase of
0%, 1.5%, and 0%, respectively). Also, GLDAS seems to have underestimated
the 2005 - 2006 drought in terms of both duration and intensity as compared to
the rest of the soil moisture products.
Further, GTWS returned higher percentage of areas under drought on average
than MTWS as confirmed by one way ANOVA (25.307 vs 9.8147 at F (1, 138) =
16.1064, p = 0.0001) though with almost equal percentage of areas at drought
peaks, at which GTWS lagged MTWS by 0 − 3 months in the detection of
drought onset and cessation (Fig. 3.7a and b). Since MTWS is modelled on
precipitation and other input without groundwater while GTWS is observed,
the lack of groundwater in MTWS probably explains why it does not properly
account for the buffer effect, hence possible lag by GRACE in detecting the onset
and cessation of drought. In addition, GTWS shows drought episodes in the post
2012 period while MTWS does not (see, Fig. 3.7).
The drought severity is consistent among the products as evidenced by the
majority of the areas being under moderate drought followed by severe drought
and then extreme according to the definition of SPI (see, e.g., Figs. 3.6 and 3.7
; McKee et al., 1993). All the products captured different severity levels except
MTWS and MERRA-2, which had similar severity levels as a result of overlapping
formulation. The differences in severity levels among the other products could be
attributed to the different formulation of the products and to the fact that they
represent droughts in different environments with different impacting factors, e.g.,
soil properties influence the severity of drought as captured by the soil moisture
products while rainfall characteristics (amount, intensity, and duration) influence
the drought severity as captured by rainfall products.
Finally, from the knowledge gained in the analyses above, the droughts of
1983 – 1984, 2005 – 2006, and 2010 – 2011 were closely examined using selected
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Figure 3.7: Comparison of performance between GTWS and MTWS in terms of
percentage of areas affected by various drought categories. Percentage areas are
computed as in Fig. 3.6. They have consistent performance, with GTWS having
a lag in drought detection probably due to groundwater that is lacking in MTWS.
indicators in order to quantify the above-observed lags in drought cycles
(Table 3.6, Fig. 3.8). These drought years have been selected for further
analysis because they had more severe impacts in the region (see, e.g., Shukla
et al., 2014; Masih et al., 2014; Spinage, 2012). From this analysis, VCI had a
lag of 0 – 4 months in relation to CHIRPS in picking drought cycle (onset,
peak, and cessation) while the soil moisture products (CPC, ERA-Interim,
GLDAS, FLDAS, and MERRA-2) had inconsistent lags amongst themselves,
and in relation to CHIRPS for the considered drought episodes (e.g., Table 3.6,
Fig. 3.8). Soil moisture, being an integration of rainfall anomalies over time
(Dutra et al., 2008; Sheffield and Wood , 2008), is expected to have a lag in
response to rainfall behavior throughout the hydrological cycle hence the soil
moisture products and VCI (an indicator of moisture availability to vegetation)
lag rainfall in the analysis.
The inconsistency in the lags by the soil moisture products, similar to observed
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Table 3.6: Drought lags (in months) by various products in relation to CHIRPS
drought cycle (onset, peak, and cessation). Negative values indicate the respective
product had drought cycle before CHIRPS while dash indicate products not
available during that particular drought. The lags were quantified from selected
droughts of 1983 - 1984, 2005 - 2006, and 2010 - 2011, see Fig. 3.8.
Year/Drought
cycle




1983 - 1984/ Onset 1 1 6 -1 0 0 -
1983 - 1984/ Peak 3 0 3 2 1 -6 -
1983 - 1984/ Cessation 2 4 5 4 5 3 -
2005 - 2006/ Onset 1 5 4 7 5 -1 6
2005 - 2006/ Peak 0 1 0 1 1 1 1
2005 - 2006/ Cessation 2 >5 5 1 2 >5 >5
2010 - 2011/ Onset 3 1 2 - 3 2 4
2010 - 2011/ Peak 3 -3 -7 - 0 0 -1
2010 - 2011/ Cessation 4 3 -4 - 3 2 3
inconsistency in the percentage of areas under drought (Fig. 3.6), could be due
to the different model forcing parameters used in generating various products
in addition to different model thresholds as discussed above. Finally, the TWS
products had different lags with GTWS having longer lag (Fig. 3.7). This longest
lag from GTWS could be due to the fact that it is the last in the transition from
rain event to moisture accumulation, and eventually groundwater change over
time. Also, the under-characterization of the 2005 - 2006 drought by GLDAS
already observed in Figure 3.6g is clearer in Figure 3.8b.
3.3.2 Assessing the Effectiveness of Drought Indicators Using
National Annual Crop Production
In order to assess the effectiveness of the indicators in capturing agricultural
droughts, partial least square regression (PLSR) models were fitted with indices
as the predictors and national annual crop production data as the responses. The
model with the lowest estimated mean squared prediction error was adopted in
each case and the proportion of variability explained (R2) used for comparison. As
production is known to be related to water availability at various stages of crops
growth (Steduto et al., 2012; Hane and Pumphrey , 1984), and water being a major
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growth determinant in the EA region (Barron et al., 2003), a good relationship
is expected between drought indices that capture (characterize) drought well and
crop production over the considered duration of time.
Because crop production data is reported at country level (national) while the
generalization in section 3.3.1 (Figs. 3.1 and 3.2) had signals across countries,
SIs/SAs were re-computed for each country and the resulting rotated principal
components reconstructed and used in PLSR with country level crop production
data. The SIs were computed for the long term duration (1983 – 2013) and
SAs for the short term (2004 – 2013). The latter duration though shorter, was
Figure 3.8: Percentage of areas affected by various drought intensities during the
1983 – 1984, 2005 – 2006, and 2010 – 2011 drought episodes. Each bar has up
to 3 colour grades (gradients) representing from bottom moderate, severe, and
extreme droughts at the top. Percentage areas are computed as in Figure 3.6
but only for the duration of drought. VCI has a lag of about 0 – 4 months in
identifying the drought cycle in relation to CHIRPS. The rest of the products
have inconsistent lags in relation to rainfall across the three drought episodes.
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necessitated by the need to compare the performance of GRACE SA against
the other products. The proportions of variabilities explained (R2) from the
regression using the short duration (SAs) should be interpreted with caution due
to the short length of the data used.
For Kenya, other than GLDAS and ERA, the rest of the products performed
fairly well for the period 1983 – 2013 with CHIPS, GPCC, and VCI explaining
up to 94%, 73%, and 89%, respectively, of the total annual variability in crop
(wheat and maize) production (Fig. 3.9a). Similarly for Tanzania, CHIRPS,
GPCC, and VCI explained up to 96%, 85%, and 89%, respectively, of the total
annual variability in crop (wheat and maize) production (Fig. 3.9b). Finally
in Uganda, other than GLDAS, all the other products performed well with
CHIRPS, ERA, FLDAS, and MTWS explaining up to 88%, 92%, 84%, and
77%, respectively, of the total annual variability in crop (wheat and maize)
production (Fig. 3.9c). The poor performance of GLDAS in Kenya and Uganda
compared to the other soil moisture products could be linked to poor performance
in drought characterization as was observed in section 3.3.1.3 and Figures 3.6g
and 3.8b. Most of the products explained higher proportions of annual variability
in crop production (R2) in 1-month standardized anomalies followed by 3 then
6-months. Also, the close performance of MERRA-2 and MTWS witnessed in
drought characterization (section 3.3.1.2 and Table 3.5) is evident in the amount
of variabilities explained by these products across the region.
CHIRPS performed generally better than GPCC across the region
(Fig. 3.9a-c). This could be attributed to the fact that in addition to rain gauge
input, CHIRPS has satellite-derived rainfall estimates for areas with less or no
rain gauge information unlike GPCC with only rain gauge measured rainfall
hence its performance is dependent on gauge density and terrain changes (see,
e.g., Schneider et al., 2014; Funk et al., 2015). Compared to the rainfall
products (CHIRPS and GPCC), the soil moisture products explained less
variability in annual crop production over EA region except in Uganda where
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Figure 3.9: Proportions of variability in national annual crop (maize and wheat)
production (R2) explained by various drought indices for Kenya, Tanzania,
and Uganda. CHIRPS, GPCC, and VCI consistently explains relatively higher
variabilities in crop production, while the soil moisture products have inconsistent
performance (a, b, and c). The figures d, e, and f should be interpreted with
caution as the datasets used to fit the models are only 10 years long. Both SI and
SA are computed at annual scales. The y axis indicates the crop (maize/wheat),
SI (for a, b, and c), and SA (for d, e and f) while 1,3 and 6 indicate the
standardization time scales for the indicators on the x axis.
the performance of ERA-Interim was almost as good as rainfall-derived
indicators. Since soil moisture products represent the rainfall that remains after
run-off and evaporation, the effective water available to the plants (crops), they
are expected to explain higher variabilities in the annual crop production than
rainfall thus their poor performance could be linked to how well they fit the
region. In addition, the inconsistent performance of the soil moisture products
(CPC, ERA-Interim, GLDAS, FLDAS, and MERRA-2) and MTWS across the
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EA region in explaining the annual variability in crop production could be
linked to the inconsistencies observed in the drought characterization as
discussed in Section 3.3.1.2.
Overall, the good performance of FLDAS over GLDAS across the study region
despite both being products of the same model (Noah) is due to the fact that for
FLDAS, the Noah model was forced by CHIRPS, a precipitation product designed
for the region. On the other hand, GLDAS’s Noah was forced by Princeton
global meteorological forcing data of Sheffield et al. (2006), a global product.
This could also explain the difference in the performance of GLDAS across the
three countries, since forcing precipitation has been shown to determine to a large
extent the properties of model derived soil moisture (see, e.g., Dirmeyer et al.,
1999, 2004; Entin et al., 1999). The magnitudes of the annual variabilities in crop
production explained by FLDAS could be a pointer to difficulties faced by Noah in
correctly partitioning precipitation into moisture, run-off, and evapotranspiration
as per natural occurrence in the EA region.
Though based on a short duration data set (10 years), GRACE SA has
mixed performance between wheat and maize across the countries but does better
than or equals to soil moisture products across the region (Fig. 3.9d-f). The
performance could be attributed to the fact that over a shorter duration of time
such as the one considered (i.e., 1-, 3-, and 6-months anomalies), the bulk of the
variation in the GRACE TWS occurs in the soil moisture compartment, which is
more sensitive to climate variability than groundwater change (e.g., Yang et al.,
2014b). This shows the potential of GRACE product to monitor agricultural
drought although longer duration of dataset is essential.
Results from regression analysis should be interpreted with caution though, as
the relationship between production and climate conditions (water availability)
only hold if other factors in the production chain are held constant, e.g., areas
under cultivation over the period considered and technical factors of production
(e.g., fertilizers, crop cultivars, pesticides). In addition, production response to
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water at any stage of growth can be modified by various factors e.g., diseases,
weeds, insects, crop variety (Steduto et al., 2012; Hane and Pumphrey , 1984),
hence, results should not be generalized to other areas.
3.4 Concluding Remarks
This Chapter characterized agricultural drought over EA region using
precipitation products (CHIRPS and GPCC), soil moisture products (CPC,
ERA-Interim, MERRA-2, FLDAS, and GLDAS), and TWS products
(MERRA-2 and GRACE). This was accomplished through standardized
indices/anomalies and rotated principal component analyses. In addition, the
Chapter carried out partial least squares regression (PLSR) analysis over
Kenya, Uganda, and Tanzania to assess the utility of these products in
capturing agricultural drought in these countries. Drought characterization
resulted in the following major findings:
(i) The rainfall products (CHIRPS and GPCC) were similar and consistent
over the entire region, while all the other products were consistent over
region 3 (dry lowland eastern Kenya).
(ii) In terms of percentage of areas under drought, the rainfall products
(CHIRPS and GPCC) covered the highest areas closely followed by the
soil moisture products, whereas VCI covered the least percentage areas
under drought.
(iii) Drought cycle (onset, peak, and cessation) detection was in the order;
rainfall, VCI/soil moisture, and TWS. In addition, VCI had 0-4 months
lag in detecting drought cycle in relation to rainfall products while the soil
moisture and TWS products had inconsistent lag varying from one drought
to the next.
(iv) Soil moisture products had different results (both lag and areas under
drought), with ERA-Interim being closer to GLDAS, MERRA-2 being close
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to CPC while FLDAS was in between. GLDAS under-characterized the
2005 - 2006 drought to under 2 months in comparison to over 7 months of
ERA and CPC.
(v) TWS products were consistent with GTWS having few months lag probably
due to groundwater that is missing in MTWS.
In assessing the utility of the various indicators in capturing agricultural
drought using national annual crop production:
(i) CHIRPS, GPCC, and VCI had consistent performance in explaining
relatively high proportions of variabilities in national annual crop
production in Kenya, Tanzania, and Uganda over the duration of the
study.
(ii) The Chapter identified the following indicators as suitable for agricultural
drought monitoring/characterization for the region during the study period;
(a) for Kenya: CHIRPS, GPCC, VCI, MERRA-2, FLDAS, and MTWS; (b)
for Uganda: CHIRPS, GPCC, VCI, FLDAS, ERA, MERRA-2, and MTWS;
and (c) for Tanzania: CHIRPS, GPCC, VCI, FLDAS, GLDAS, and ERA.
(iii) The lack of consistency observed from the soil moisture products in drought
characterization was also evident in the amount of variability explained in
the national annual crop production by them across the region.
(iv) GTWS showed potential in explaining the variability in national annual
crop production, albeit a longer period of dataset is required to evaluate its
potential.
Further studies need to be undertaken to determine how well the model soil
moisture products (CPC, ERA-Interim, MERRA-2, FLDAS, and GLDAS) and
MTWS fit the region. Also, caution should be exercised in generalizing these
results as production response to water at any different stages of crops growth can
be modified by several factors. The next Chapter characterizes droughts over the
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Upper GHA and explores the influence (impact) of topography on spatio-temporal
drought patterns and percentage of areas under drought, while the uncertainties
in the soil moisture products are explored in Chapter 5.
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4 Gauge Density and Topographical Influence on
the Consistency of Drought Characterization
over UGHA
4.1 Introductory Remarks
A majority of the population of the Upper Greater Horn of Africa (UGHA;
Sudan, South Sudan, Ethiopia, Djibouti, Eritrea, and Somalia) relies heavily on
subsistence agriculture, an activity that has been frequently impacted by
droughts leaving the population vulnerable to famine (Gebrehiwot et al., 2011;
Ibrahim, 1988; Olsson, 1993). Further consequences of drought in UGHA
include; population displacement, rise in food prices, malnutrition and health
related complications (Edossa et al., 2010; Taffesse et al., 2012; Ibrahim, 1988;
Viste et al., 2013). In addition, due to the fact that agriculture is largely
rain-fed in Ethiopia and combination of rain-fed and irrigated in Sudan and
Somalia (e.g., Bewket , 2009; Elagib and Elhag , 2011; Longley et al., 2001),
drought occurrence frequently lead to large-scale crop failures and losses of
livestock. The magnitude and severity of drought impacts in the region
emphasize the need for drought indicators that provide a clear, accurate, and
consistent picture of drought extents.
Several studies have characterized and analysed droughts in the region from
meteorological, agricultural to hydrological (see, e.g., Awange et al., 2016b;
Lyon, 2014; Nicholson, 2014a; Gedif et al., 2014; Dutra et al., 2013; Viste et al.,
2013; Anderson et al., 2012; Kurnik et al., 2011; Gebrehiwot et al., 2011; Edossa
et al., 2010). These studies have analysed droughts based on rainfall (in-situ,
satellite-derived, and a combination of both), soil moisture (model and
re-analysis), normalised difference vegetation index (NDVI), and Gravity
Recovery and Climate Experiment (GRACE) terrestrial water storage (TWS).
As was discussed in Chapter 3 section 3.1, limitations associated with in-situ
rainfall leads to use of satellite and/or satellite-gauge merged products, which
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provide consistent, homogeneous, and wide coverage (e.g., Agutu et al., 2017,
and the references therein). However, these satellite precipitation and the other
aforementioned products do have inherent errors and uncertainties, e.g., errors
arising from retrieval algorithms, data acquisition and post-processing,
estimation from cloud top reflectance, model limitations, and infrequent satellite
overpasses (see, e.g., Damberg and AghaKouchak , 2014; Hong et al., 2006;
AghaKouchak et al., 2009; Rojas et al., 2011; Naumann et al., 2014). Even
though the above uncertainties can be reduced through standardization (e.g.,
SPI or percentiles) over time (McNally et al., 2016), the impact of UGHA
topography on these products and subsequent propagation of these impacts on
drought characterization is largely unknown.
The complex topography-precipitation relationship in the UGHA region,
especially over Ethiopia, has been reported in several studies (e.g., Dinku et al.,
2007, 2008; Romilly and Gebremichael , 2011). Topography has been found to be
a major factor influencing rainfall distribution, and as such, has been a problem
to both satellite-derived and gauge gridded (dependent on gauge density and
topography) rainfall products. Satellite derived rainfall products employ either
infrared or passive microwave techniques to determine the amount of rainfall
(Dinku et al., 2007, 2008), both of which are impacted by topography especially
for convective rainfall as is found in this region. Even though various satellite
derived rainfall product have been merged with in-situ gauge-derived
components in order to reduce impact of topography and/or scale them, the
varying density of in-situ gauge stations (spatial distribution and monthly
availability) available has also lead to variation between various products.
The complex topography-precipitation relationship is expected to extend to
soil moisture since it is an integration of rainfall anomalies over time (Sheffield
and Wood , 2008). Furthermore, the quality of a model/reanalysis soil moisture is
majorly determined by the precipitation product it is forced by and the individual
model characteristics. The individual model characteristics range from different
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operating thresholds for soil wetness, e.g., different mean values, variances, to
hydrologically critical thresholds, e.g., points where evaporation occur at the
potential rates or where surface run-off begins (Dirmeyer et al., 2004). Despite the
significant impacts of topography and gauge density on rainfall and soil moisture
products, majority of drought studies in the region (including the aforementioned)
using these products have not addressed the impacts of topography and gauge
density on drought analysis results.
The failure of drought studies in the region to analyze and/or incorporate
impacts of topography and gauge density on analyses results could lead to
confusion and reduced confidence on drought analysis results due to
inconsistencies between various indicators. The inconsistencies would arise from
propagation of varying impacts of topography and gauge density on different
products, during drought characterization. To this end, this Chapter considered
the impact of topography and gauge density on agricultural drought analysis
using rainfall, soil moisture, vegetation condition index, and TWS products.
Specifically, in relation to topography and gauge density, the Chapter explored
(i) spatio-temporal drought patterns, (ii) consistency of percentage of areas
under drought, (iii) consistency of percentage of areas under different drought
intensities, and (iv) effectiveness of various drought indicators in capturing
agricultural drought over Ethiopia using national annual crop (wheat and
maize) production. Drought spatial extents has not received much attention
from researchers like other drought attributes e.g., intensity, frequency, and
probability (Lyon, 2004). Therefore, this Chapter focusses on drought spatial
extent due to its critical role in continuous monitoring for improving drought
response plans and early warning systems, and quantifying drought impacts
among other uses (see, e.g., Tallaksen and van Lanen, 2004; Wilhite et al.,
2014).
The remainder of the Chapter is organized as follows. In section 4.2, an
overview of UGHA topography is given, with the data used in this Chapter
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discussed in Chapter 2 and summarised in Table 3.1, followed by methodology in
section 4.3. In section 4.4, the results and discussion are presented. Finally, the
Chapter is concluded in section 4.5.
4.2 UGHA Topography
The UGHA countries of Ethiopia, Sudan (Sudan and South Sudan), and Somalia
(Fig. 4.1a) have varied topographical characteristics:
Ethiopia with an area of approximately 1, 127, 127 km2 has the most diverse
topography ranging from highlands, the Rift Valley, to dry lowlands, with
elevations ranging from –125 m at Danakil depression to 4620 m at RasDejen
(Enyew and Steeneveld , 2014). Over 45% of the country is dominated by high
plateaus (highlands) with a chain of mountain ranges that is divided by the Rift
Valley system (Enyew and Steeneveld , 2014; Rencher and Schaalje, 2007). The
highlands have wide varying topography over small topographical areas with the
following common landscapes: hilltops, steep and moderate sloping lands,
relatively flat plateaus, and valley bottoms both wide and narrow (Rencher and
Schaalje, 2007). The Rift Valley highlights the complex topographical change
within Ethiopia and splits the center of the country in a southeast–southwest
direction creating highlands on both sides (Dinku et al., 2007, 2008; Romilly
and Gebremichael , 2011). The topography on the south-eastern side of the
highlands descend and levels off towards the border with Somalia, while the
most mountainous terrain is found to the northwest of the rift valley system.
Topography plays a significant role in the climate of Ethiopia, creating diverse
micro-climates ranging from hot deserts over the lowlands to cool highlands.
Though the effect of topography on rainfall is evident, their relationship is not
straightforward as some parts of north-western lowlands receive more rainfall
than adjacent highlands (Dinku et al., 2008).
The topography over Sudan (Sudan and South Sudan) can be broadly
categorized as vastly flat and/or undulating plains interposed by several widely
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separated ranges of hills and mountains (Mutasim and Elgizouli , n.d; Zaroug ,
2000). High mountains do occur in the far south (South Sudan) and the
country’s northeast and western areas (Voll and Voll , 2016). The hills in the
south are grouped in large masses such as the Nuba Mountains and the
Ingessans hills; the Imatong and Dongotona mountains also in the south rise to
over 3000 m (Zaroug , 2000).
Figure 4.1: Upper Greater Horn of Africa (UGHA) region; (a)
Elevation variation from Shuttle Radar Topographical Mission (SRTM,
source:http://www.cgiar-csi.org/data/srtm-90m-digital-elevation-database),
(b) Average annual rainfall, (c) Land cover types (modified from:
http://e4ftl01.cr.usgs.gov/MOTA/MCD12Q1.051/), and (d) Average number of
rain gauges per 0.5◦ by 0.5◦ grids between 1983 - 2013, used in deriving Global
Precipitation Climatology Centre (GPCC) rainfall.
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For Somalia, the country’s topography can largely be divided into two major
regions; the north characterized by incised highlands sloping towards the ocean
and the South, where the low tablelands fall away to the wide coastal plains (Lee,
2007). It is relatively flat compared to Ethiopia and South Sudan.
For this chapter, the UGHA region is divided into three classes based on
topographical characteristics; high changing/complex topography of Ethiopia,
medium changing topography of South Sudan, and flat topography of Sudan and
Somalia.
4.3 Methods
4.3.1 Spatio-temporal Drought Patterns
The spatio-temporal drought patterns were evaluated in a manner similar to
Chapter 3 section 3.2.1, i.e., SI/SA was used to categorize drought then RPCA
used to regionalize the drought patterns. See Chapters 2 and 3 for more details.
4.3.2 Consistency in Percentage of Areas Under Drought
The percentage of areas under drought and different drought intensities were
evaluated for Ethiopia, Sudan, South Sudan, and Somalia through determination
of the percentage of pixels under various drought categories following Table 3.2.
Differences in percentage areas under drought and different drought intensities
between various products during 1983 – 1984, 1987, 1999, 2009, and 2010 – 2011
drought events were then evaluated for each country.
In order to evaluate the impact of gauge density, the differences between
CHIRPS and GPCC derived percentages of areas under drought were evaluated
(Eqn 4.1). The in-situ stations in CHIRPS (global historical networks and global
teleconnection networks) are all in GPCC plus other more stations (see, Schneider
et al., 2014; Funk et al., 2015), though the number of stations available on monthly
basis differs hence the variations in areas under drought. For the mean differences
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due to topography, the following differences were evaluated
CHIRPS(% area under drought)−GPCC(% area under drought) = Influence of gauge density
(4.1)
CHIRP(% area under drought)−CHIRPS(% area under drought)−Influence of gauge density
= Influence of topography (4.2)
Equation 4.2 arises from the fact that CHIRP, a satellite only product,
determines precipitation from cold cloud duration (CCD; Funk et al. (2015))
and the regional topography has been known to greatly hamper the satellite
products (Dinku et al., 2007, 2008; Romilly and Gebremichael , 2011). CHIRPS
on the other had has gauge derived rainfall estimates in addition to CCD
estimates; the inclusion of gauge derived estimates serve to correct/scale the
CCD estimates to their proper values. This implies that the difference between
CHIRPS and CHIRP contain the influence of both gauge and topography.
In addition, the following differences were evaluated for soil moisture products;
FLDASN (FLDAS NOAH) – FLDASV (FLDAS VIC), FLDASN – MERRA2,
MERRA2 – ERA, and FLDASN – GLDAS. The differences between the soil
moisture products were taken to explore issues related to the role of forcing
precipitation vis-a-vis model differences among other factors in contributing to
the inconsistencies in areas under drought.
These differences were then analyzed using ANOVA and Bonferroni multiple
comparison methods (see Chapter 2 for details and formulation). The analyses
were used to explore how the following factors contribute to the differences in
percentages of areas under drought across the region; (i) Gauge density (ii)
physical characteristics (topography of each country)(iii) products (rainfall
vis-a-vis moisture; different rainfall and soil moisture products), (iv) Forcing
precipitation and model types.
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4.3.3 Assessing the Effectiveness of Various Drought Indicators over
Ethiopia
Similar to Chapter 3 section 3.2.2, the national annual crop (wheat and maize)
production were regressed on drought indicators through PLSR and in each
instance the model with lowest mean squared prediction error was adopted. It’s
the proportion of variability explained (R2) by these models that’s is reported.
See Chapters 2 and 3 for more details.
4.4 Results and Discussion
4.4.1 Results
4.4.1.1 Spatio-temporal Drought Patterns
The regionalization of SI/SA through rotated principal component analysis
resulted in 4 largely consistent and significant spatio-temporal patterns across
majority of the drought indicators (Figs. 4.3 and 4.4). When assessed in
relation to Figure 4.1, the spatial patterns of the rainfall products (CHIRPS,
CHIRP, and GPCC) were largely similar across the regions and followed
topography, while those of VCI and MTWS largely followed land cover classes,
and GTWS patterns followed both rainfall and land cover classes (Fig. 4.2,
compared to Fig. 4.1a-c). All the products showed consistent patterns over
region 3, a region of relatively lowland flat topography with low-moderate
rainfall (see, Fig. 4.1a and b). For the soil moisture products, the spatial
patterns roughly resembled those of rainfall and/or land cover patterns except
for CPC spatial patterns (Fig. 4.3, compared to Fig. 4.1b and c). Also, the
region 4 spatial patterns were different across the soil moisture products (Fig.
4.4), with MERRA2’s spatial pattern resembling that of MTWS in region 4
(Fig. 4.3). Similar to the patterns of the rainfall group (Fig. 4.3), there is
consistency among the soil moisture products over region 3 (i.e., lowland region
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of low to moderate rainfall) though not as close as in the rainfall group.
The proportion of variances of the SI/SA explained by these components is
tabulated in Table 4.1. The majority of the rainfall products had the lowest
variability in region 4 while the majority of the soil moisture products had the
lowest variability in region 3. Region 4, from rainfall products, comprises mostly
Ethiopian highlands; a region with lots of rainfall most of the year hence low
variability in SPI while regions 3 comprises relatively dry regions with low soil
moisture most of the year hence lowest variability in SSI. On the other hand,
maximum variability as seen in Table 4.1 differed across products with no clear
majority in any particular region. VCI had regions 1 and 3 explaining equal
magnitudes of variability probably due to similar vegetation types in the vast
areas of the two locations (Fig. 4.2 vis-a-vis Fig. 4.1c). On the basis of the total
variabilities explained, CHIRPS and GPCC were almost equal but lower than
CHIRP while the soil moisture products fell into 3 categories i.e., FLDASV (43%
); GLDAS, ERA-Interim, and FLDASN (50 – 55%); and CPC and MERRA2 (66
– 67%), see Table 4.1.
Table 4.1: Variances explained in each region by each product. Regions are as
shown in Figures 4.2 and 4.3.







GLDAS CPC MERRA2 FLDASN FLDASV
Region 1 10.03 15.78 13.68 8.08 17.50 14.28 15.84 9.95 30.47 18.01 17.53 13.85
Region 2 10.16 8.86 8.41 12.07 20.45 24.35 12.72 15.97 17.52 19.70 10.66 11.27
Region 3 11.38 11.10 11.00 8.05 12.66 23.34 10.91 10.39 8.56 13.20 12.06 10.81
Region 4 8.73 11.81 8.21 10.74 14.52 21.32 16.23 14.44 10.71 15.22 11.93 7.09
Total 40.03 47.55 41.3 38.94 65.13 83.29 55.70 50.75 67.26 66.13 52.18 43.02
FLDASN - FLDAS NOAH, and FLDASV - FLDAS VIC.
The temporal evolutions of the spatial patterns in Figures 4.3 and 4.4,
showed region-wide agricultural drought events in the years 1983/1985,
1986/1987, 1990/1991, 2000, 2005/2006, 2009/2010, and 2010/2011 (see
Figs. 4.4 and 4.5). These and other drought episodes captured in these figures
are consistent with drought episodes in the region as reported by previous
studies (e.g., Viste et al., 2013; Gebrehiwot et al., 2011; Elagib and Elhag , 2011;
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Figure 4.2: Rotated principal component spatial patterns of standardized
indices/anomalies (SI/SA). Rows denote products while columns denote region.
The spatial patterns have been scaled to ±1, thus the temporal evolutions
shown in Figure 4.4 indicate the actual magnitude for the regions where the
spatial patterns have values close to ±1. The spatial patterns are interpreted in
conjunction with temporal evolutions in Figure 4.4 and represent drought spatial
patterns any time the temporal evolutions falls below −0.84, as in Table 3.2.
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Figure 4.3: Rotated principal component spatial patterns of standardized soil
moisture indices (SSI). Rows denote products while columns denote region. The
spatial patterns have been scaled to ±1, thus the temporal evolutions shown in
Figure 4.5 indicate the actual magnitude for the regions where the spatial patterns
have values close to ±1. The spatial patterns are interpreted in conjunction with
temporal evolutions in Figure 4.5 and represent drought spatial patterns any time
the temporal evolutions falls below −0.84, as in Table 3.2.
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Nicholson, 2014a; Williams and Funk , 2011; Masih et al., 2014).
Of the rainfall products, CHIRPS and GPCC were similar across all the
regions with little differences evident in regions 1 and 2 (Fig. 4.4a and b)
though they were significantly different from CHIRP across the region
(Fig. 4.4). This could be attributed to the fact that both CHIRPS and GPCC
contain in-situ rainfall (rain gauge products) while CHIRP is only satellite
derived hence differences depends on how well these products estimate rainfall
across the region, which is a function of topographical changes (see, e.g., Dinku
et al., 2007, 2008; Romilly and Gebremichael , 2011). Also, FLDASN and
FLDASV were largely close across the whole region (Fig. 4.5).
Over the duration considered, all the indicators were found to be consistent
in region 3 more than the rest of the UGHA regions (Figs. 4.4 and 4.5), a pattern
that was also noticed in the spatial maps (Figs. 4.2 and 4.3). This could be
attributed to the facts that this region, a relatively flat region with moderate
rainfall (Fig. 4.1a and b) does not have much topographical influence on the
products as compared to high rainfall/rapid terrain changing regions like region
4 (Fig. 4.2) and region 2 (Fig. 4.3). The satellite and model-based products seems
to work consistently well under flat topography and lower rainfall ranges while
GPCC interpolation also seems to be good. The soil moisture products were
most different in region 2 (Fig. 4.3 and Fig. 4.5b), which could be attributed to
the failure of the models to capture the complex topography-rainfall relationship
in the region. Also, the large difference between the temporal evolutions across
the soil moisture-based indicators compared to the rainfall indicators could be a
pointer to greater inconsistency in the drought information as represented by the
soil moisture based indicators. Region 4 of SSI (Fig. 4.5) represent the region
with the largest difference in temporal evolution possibly due to different spatial
patterns as observed from the spatial SSI patterns (Fig. 4.3).
In general, some isolated performances are also observed from MTWS and
GLDAS. MTWS appears to have a shift with pre-1999 being predominantly wet
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Figure 4.4: Temporal evolution of SA/SI spatial patterns in Fig. 4.2. Drought
conditions occur when SI/SA falls below −0.84 continuously for at least three
months, as in Table 3.2.
and dry afterward (Fig. 4.4a and b), while GLDAS appears to have issues in
regions 2 and 4 though consistent with other products in region 3 (Fig. 4.5).
Also, CPC and MERRA2 were closer over the region. Further, there was a lag
in drought events from rainfall to VCI/soil moisture followed by MTWS and
eventually GTWS.
Finally, the relationships between the temporal patterns of the SI/SA
(Figs. 4.4 and 4.5) analyzed through Pearson correlation are shown in Table 4.2
and Fig. 4.6. From the correlation coefficients, there is high consistency between
the following products across the region; CHIRPS and GPCC, FLDASN and
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FLDASV, MTWS and MERRA2, and MTWS and CPC. In addition, the
majority of the products have on average highest correlations in region 3
signifying consistent performance. These are consistent with the results outlined
above (see Figs. 4.2, 4.3, 4.4, and 4.5). For the rainfall group, while CHIRPS
and GPCC have the lowest correlation in region 2, CHIRPS and CHIRP, and
GPCC and CHIRP have the lowest correlation in region 1. However, the soil
moisture group do not have any particular region in which the majority of
products had lowest correlations as values varied with product pairs and region.
Figure 4.5: Temporal evolution of SSI spatial patterns in Fig. 4.3. Drought
conditions occur when SSI falls below −0.84 continuously for at least three
months, as in Table 3.2.
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Table 4.2: Correlation between temporal drought patterns. Regions are as in
Figures 4.2 and 4.3. Non-significant correlations are in italics (p < 0.05).
CHIRPS CHIRP GPCC VCI MTWS GTWS ERA GLDAS FLDASN FLDASV CPC MERRA2
CHIRPS 1 0.0436 0.7825 0.1466 0.2445 0.0258 0.1571 0.3544 0.4329 0.5559 0.0906 0.2388
CHIRP 0.0917 1 0.0685 0.0969 0.0883 0.0246 0.1032 0.0195 0.1230 0.0978 0.0997 0.0886
GPCC 0.7392 0.0826 1 0.1544 0.2032 0.0121 0.1061 0.1696 0.2644 0.4006 0.0355 0.2045
VCI 0.3434 0.1080 0.4003 1 0.1234 0.2081 0.0890 0.0683 0.0287 0.0998 0.0217 0.1168
MTWS 0.2202 0.2440 0.0663 0.0711 1 0.5698 0.4410 0.0735 0.4240 0.2454 0.7836 0.9980
GTWS 0.1591 0.0487 0.3580 0.3295 0.0862 1 0.2535 0.2791 0.3900 0.3637 0.4700 0.5620
ERA 0.0072 0.0154 0.0934 0.0505 0.1315 0.5353 1 0.1280 0.2648 0.1777 0.6097 0.4405
GLDAS 0.2693 0.0737 0.3905 0.5556 0.0275 0.3166 0.1440 1 0.5061 0.5253 0.0143 0.0555
FLDASN 0.4016 0.2338 0.1654 0.0915 0.8171 0.3292 0.0431 0.1254 1 0.8847 0.4182 0.4011
FLDASV 0.4102 0.1981 0.1865 0.0498 0.8848 0.3092 0.0207 0.0268 0.9276 1 0.1794 0.2232
CPC 0.1536 0.2841 0.0673 0.0761 0.8949 0.0352 0.1083 0.0340 0.7143 0.7545 1 0.7797
MERRA2 0.2470 0.2601 0.0976 0.0633 0.9954 0.0762 0.1478 0.0297 0.8034 0.8805 0.8825 1
CHIRPS 1 0.5532 0.8554 0.5416 0.5673 0.4293 0.5355 0.4223 0.5230 0.5905 0.3812 0.5830
CHIRP 0.1027 1 0.4797 0.3631 0.3633 0.1816 0.4134 0.3463 0.4305 0.4512 0.3261 0.3689
GPCC 0.8512 0.1567 1 0.4937 0.5424 0.2789 0.4775 0.3868 0.4466 0.5029 0.3357 0.5481
VCI 0.1347 0.0529 0.1723 1 0.4833 0.5429 0.7822 0.6051 0.7029 0.7948 0.4646 0.4751
MTWS 0.3383 0.0420 0.2307 0.5113 1 0.5507 0.5262 0.6055 0.6158 0.6377 0.7726 0.9931
GTWS 0.1644 0.0535 0.1104 0.2154 0.2512 1 0.6778 0.5798 0.8418 0.7897 0.5803 0.4997
ERA 0.0548 0.0543 0.1022 0.7942 0.5521 0.1760 1 0.5936 0.7709 0.8030 0.4953 0.5082
GLDAS 0.0309 0.0550 0.0916 0.6188 0.4139 0.4649 0.7365 1 0.8044 0.7690 0.6605 0.5770
FLDASN 0.1204 0.0073 0.0232 0.3540 0.3142 0.4085 0.6083 0.7613 1 0.9655 0.6223 0.5665
FLDASV 0.1434 0.0200 0.0872 0.6056 0.3885 0.5152 0.7098 0.7280 0.8199 1 0.6147 0.6127
CPC 0.2282 0.0012 0.1171 0.4497 0.5732 0.1865 0.5591 0.1256 0.0607 0.2177 1 0.7501
MERRA2 0.3387 0.0361 0.2228 0.5165 0.9970 0.2556 0.5641 0.4160 0.2993 0.3830 0.5964 1
Note: Red (region 1), blue (region 2), green (region 3), brown (region 4).
4.4.1.2 Consistency of Areas Under Drought
In order to analyze the consistency of areas under drought from rainfall and
soil moisture products, this Chapter considered the mean differences in areas
under drought between various products during 1983 - 1984, 1987, 1999, 2009,
and 2010-2011 drought events. These drought events were considered as they
had significant impacts on the region (see, e.g., Viste et al., 2013; Gebrehiwot
et al., 2011; Elagib and Elhag , 2011; Masih et al., 2014). In addition, spatial
correlations of the respective Standardized Indices (SPIs and SSIs) during these
drought events were used to support the analysis of the mean differences.
Overall, the rainfall products had higher mean differences in the percentage
of areas under drought than soil moisture products (Figs. 4.7 and 4.9), i.e., 15.7%
vis-a-vis 12.6% at F(1,2338) = 28.5176, with p < 0.0001. However, the reverse
would be true if only gauge based precipitation products (CHIRPS and GPCC)
were considered (overall mean percentage difference would be 9.7% as opposed to
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Figure 4.6: Correlation shaded plot between drought indices by region; (a) upper
triangle - region 1, lower triangle - region 2; and (b) upper triangle - region 3, and
lower triangle - region 4. Region 3 has the strongest relationships.Also, note the
high correlation between the following products across the region; CHIRPS and
GPCC, FLDASN and FLDASV, MTWS and MERRA2, and MTWS and CPC.
15. 9%). The larger mean difference is attributed to the inclusion of CHIRP,
a satellite only product that seems to have problems capturing the regional
precipitation well.
From the rainfall products, the mean differences in percentage of areas under
drought due to the gauge density (spatial distribution and temporal availability)
was lowest in Ethiopia, followed by South Sudan and Sudan, and highest in
Somalia (Fig. 4.7). This was inversely related to the gauge density of both
GPCC and CHIRPS (see, Figs. 4.1d and 8.2) and was further supported by
relatively high correlation coefficients over Ethiopia vis-a`-vis lower coefficients
over Somalia (Fig. 4.8 a). Finally, the mean differences in percentage of areas
under drought due to topographical variations were lowest over Somalia (an area
of low topographical variation), and highest over South Sudan with Ethiopia
and Sudan being in between Fig. 4.7. This was supported by relatively higher
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Figure 4.7: Mean percentage differences in areas under drought due to gauge
density and topography over UGHA.
Figure 4.8: SPI spatial correlations for the 1983 - 1984, 1987, 1999, 2009, and
2010-2011 drought events. The correlations are a function of gauge density (a),
and topography (b and c).
correlation coefficients over Somalia compared to the rest of the regions (Fig. 4.8,
b and c)
For the soil moisture products, the mean differences in percentage of areas
under drought between various products depended on the products under
consideration (F (3, 1292) = 61.92, p < 0.0001) and the specific region (country)
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being considered (F (3, 1292) = 28, p < 0.0001; Fig. 4.9). Different models with
similar forcing precipitation translated into lower mean percentage difference in
areas under drought across the entire region than similar models with different
forcing precipitations (FLDASN-FLDASV vis-a-vis FLDASN-GLDAS; Fig. 4.9).
This was also reflected by the higher correlation between FLDASN and
FLDASV SSIs’ compared to FLDASN and GLDAS SSIs’ during the considered
drought events (Fig. 4.10a and d). The mean difference in the percentage of
areas under drought between reanalysis products was lower than that between a
reanalysis and a normal model product except over Somalia (MERRA-ERA
vis-a-vis FLDASN-MERRA) as also shown by higher correlations between
MERRA and ERA SSI than between FLDASN and MERRA (Fig. 4.9 and
Fig. 4.10b and c) during the considered drought events. The relatively higher
difference in mean areas under drought between MERRA and ERA over
Figure 4.9: Mean percentage differences in areas under drought from soil moisture
products. Lower mean percentage differences are observed from models forced by
same precipitation products (FLDASN and FLDASV) .
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Somalia, also reflected by low correlations (Figs. 4.9 and 4.10c) could be
attributed to the tendency of ERA to overestimate soil moisture, especially over
dry areas as was shown by Albergel et al. (2012). A combination of different
models with different forcing precipitation products (FLDASN-MERRA and
MERRA-ERA) had the highest mean difference in the percentage of areas
under drought while different models forced with similar precipitation
(FLDASN-FLDASV) had the lowest mean difference in the percentage of areas
under drought across the region. This was supported by higher correlation
between FLDASN and FLDSV SSIs’ in comparison to the relatively lower
correlations between FLDASN and MERRA2, and MERRA2 and ERA SSIs’
(Fig. 4.10a, b, and c). Finally, concerning the regional variability of the mean
percentage differences in areas under drought, Somalia had the highest mean
differences while Ethiopia had the least mean differences on the majority of
product differences considered (Fig. 4.9).
4.4.1.3 Consistency in Drought Intensity Information
In addition to the areas under drought, it is important to assess the extent to
which each area is affected hence this section analyses the differences in drought
intensity between various products used in section 4.4.1.2 for the same drought
episodes i.e., 1983 - 1984, 1987, 1999, 2009, and 2010-2011 drought events.
On average, the mean difference in areas under different drought intensities
from rainfall products was higher than those from soil moisture products when the
whole region was considered in entirety (6.164% vis-a-vis 5.2021% at F (1, 7018) =
33.91, p < 0.0001) (Figs. 4.11 and 4.12). The mean differences in percentage of
areas under different drought intensities (moderate, severe, and extreme) from
rainfall products varied with product pairs under consideration (F (2, 3088) =
41.13, p < 0.0001), the country (F (3, 3088) = 4.79, p < 0.0001), and the drought
intensity category (F (2, 3088) = 91.6, p < 0.0001) being considered (Fig. 4.11).
For the rainfall products, similar to the case of mean difference in areas under
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Figure 4.10: SSI spatial correlations for 1983 - 1984, 1987, 1999, 2009, and
2010-2011 drought events. FLDASN - FLDAS NOAH, and FLDASV - FLDAS
VIC.
drought (see, section 4.4.1.2), the mean difference in percentage of areas under
various intensities due to gauge density was lowest in Ethiopia and highest in
Somalia, with Sudan and South Sudan being in between (Fig. 4.11). In addition,
the mean difference in percentage of areas under various drought intensities due
to topography was lowest over Somalia and largely the same over the remaining
countries (Fig. 4.11).
Similar to the case of the precipitation products, the mean differences in
percentage of areas under different drought intensities from soil moisture
products were dependent on products pairs (F (3, 3915) = 77.16, p < 0.0001),
the country (F (3, 3915) = 49.5, p < 0.0001), and the intensity category
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Figure 4.11: Mean differences in percentage of areas under different drought
intensities during 1983 - 1984, 1987, 1999, 2009, and 2010-2011 drought events.
The differences are due to gauge density (1) and topography (2 and 3).
(F (2, 3915) = 30.06, p < 0.0001) under consideration (Fig. 4.12). The mean
differences in the percentage of areas under different drought intensities were
lower for FLDASN-FLDASV compared to the rest of the soil moisture pairs
across the regions. The mean differences in the percentage of areas under
various drought intensities were lowest in Ethiopia and highest over Somalia
(Fig. 4.12 a and d). Like in the case of rainfall products, the mean differences in
areas under different drought intensities were lower under severe droughts
compared to moderate and extreme, across the countries for all the soil
moisture product differences except for FLDASN – GLDAS. As with the case of
differences in the percentage of areas under drought above, similar precipitation
forcing with different models contributed to lower differences in intensity
information compared to similar models with different forcing precipitations
(FLDASN-FLDASV vis-a-vis FLDASN-GLDAS; Fig. 4.12).
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Figure 4.12: Mean differences in percentage of areas under different drought
intensities during 1983 - 1984, 1987, 1999, 2009, and 2010-2011 drought events.
(1 = FLDASN - FLDASV, 2 = FLDASN - MERRA2, 3 = MERRA - ERA, and 4
= FLDASN - GLDAS. FLDASN - FLDAS NOAH, and FLDASV - FLDAS VIC).
4.4.1.4 Evaluating the Effectiveness of Drought Indicators in
Capturing Agricultural Drought
Whereas Chapter 3 (see, also Agutu et al., 2017) evaluated the effectiveness of
drought indicators in capturing agricultural drought over East Africa, here, only
over Ethiopia is evaluated as Sudan, South Sudan, and Somali carry out both
rain-fed and irrigated agriculture (Elagib and Elhag , 2011; Larsson, 1996) and
therefore their annual crop production does not tally with natural water changes
in the environment as represented by the indicators.
Both SI (computed using approximately 30 years length of data) and SA
(computed using approximately 10 years length of data) were regressed with
national annual crop (maize and wheat) production and the model with lowest
mean prediction error had its proportion of variability explained (R2) reported
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(Fig. 4.13). As was done in Chapter 3, SA was necessitated by the need to
compare how GTWS performs in relation to other indicators.
Figure 4.13: Proportions of variability in national annual crop (maize and wheat)
production (R2) explained by various drought indices over Ethiopia. VCI, GPCC,
ERA, CPC, FLDASN, and FLDASV explained relatively higher variabilities in
crop production, while GLDAS explained lowest variability. Figure (b) should be
interpreted with caution as the datasets used to fit the models are only 10 years
long. Both SI and SA are computed at annual scales. The y axis indicates the
crop (maize/wheat), while 1,3 and 6 indicate the standardization time scales for
the indicators on the x axis.
Based on SI regression with national annual crop production, all the
indicators explained over 50% of variability in the national annual crop
production (in most instances) except CHIRP and GLDAS (Fig. 4.13a). These
results are largely consistent with those of Bewket (2009) and Funk et al. (2003)
who found a good correlation between crops (teff, wheat, and maize) production
and monthly rainfall anomalies over Ethiopia. VCI performed exceptionally well
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explaining between 67% and 93% of the variability in national annual crop
production. GPCC explained higher percentage of variability in national annual
crop production than CHIRPS, which explained higher variability than CHIRP.
For the soil moisture products, ERA and CPC performed better than the rest,
FLDASN and FLDASV explained largely equal variabilities while GLDAS
explained the least variability in national annual crop production.
SA regression generally explained higher variabilities in annual crop
productions than SI (Fig 4.13b), possibly due to the shorter duration
considered. GTWS performed exceptionally well explaining between 92%− 99%
of the variability in national annual crop production. In addition, FLDASN,
FLDASV, CPC, VCI, and GPCC also explained high variabilities. Like in SI
regression, GPCC outperformed CHIRPS, which outperformed CHIRP while
FLDASN and FLDASV explained almost equal variabilities. Also, FLDASN
explained more variability than GLDAS. The SA regression results should be
interpreted with caution due to the shorter duration of the data considered.
The regression results, as pointed out in Chapter 3, should not be generalized
to other areas and time periods since the relationship between production (yield)
and climate condition (water availability) only holds if production factors e.g.,
areas under cultivation, and farm management practices, remain constant.
4.4.2 Discussion
The spatial patterns of rainfall, VCI, TWS, and majority of the soil moisture
products derived drought indicators have been seen to mimic rainfall distribution
and/or land cover patterns (Figs. 4.2 and 4.3 vis-a-vis Fig. 4.1b–c) both of which
are majorly influenced by topographical changes (terrain variations). Topography
is a major factor influencing rainfall distribution (see, e.g., Dinku et al., 2007,
2008; Romilly and Gebremichael , 2011) and to a large extent the land cover
classes over the region (Kurnik et al., 2011). The spatial variability of soil
moisture is dependent on the scales under consideration i.e., at large scales, soil
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moisture spatial variability is chiefly determined by soil types, topography, and
vegetation types while at small scales, precipitation and evapotranspiration play
major roles (Entin et al., 2000; Huang et al., 2012). This explains the closeness of
the majority of the SSI spatial patterns to the land cover classes and/or spatial
rainfall distribution (Fig. 4.3 compared to Fig. 4.1a–c).
Region 3 (southeastern Ethiopia and Somalia) had high consistency in
spatial and temporal patterns, largely equal percentage of variabilities explained
by rainfall and moisture products, and high average correlation among different
products (Figs. 4.2, 4.3, 4.4c, and 4.5c, and Tables 4.1 and 4.2). These could be
attributed to relatively flats topography of the region coupled with low rainfall.
The combination of flat topography and low rainfall does not seem to give much
challenge to the different products in capturing spatio-temporal drought
information from the region, hence the high consistency.
The variation in the mean differences in percentage of areas under drought
due to gauge density was inversely related to the gauge density of both GPCC
and CHIRPS (Figs. 4.7, 4.1d, and 8.2). The mean percentage differences were
lowest over Ethiopia and highest over Somalia (7.9% vis-a-vis 13.3%). Ethiopia
has the highest gauge density from both GPCC and CHIRPS while Somalia has
the lowest (Figs. 4.1d, and 8.2). Even though GPCC and CHIRPS have in-situ
gauge measurements from global historical networks and global teleconnection
networks (Schneider et al., 2014; Funk et al., 2015), the fluctuation in monthly
number of stations available to each (see, e.g., variation in number of available
stations for CHIRPS in Fig. 8.2) is the major source of this difference. In
addition, this variation could also be contributed by the additional in-situ stations
incorporated in GPCC but absent in CHIRPS (see, e.g., Schneider et al., 2014;
Funk et al., 2015).
Other than gauge density, topographical factors were also found to
contribute to the mean difference in percentage areas under drought (Figs. 4.7
and 4.1a). Somalia had the lowest mean difference in percentage of areas under
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drought (3.4%) while Ethiopia (11.3%) and South Sudan (12%) had highest
mean differences. This could be due to the fact that Somalia with low
topographical variation has low influence on how various products characterize
rainfall while Ethiopia and South Sudan with rapid changing topography
presents difficulty to various products (Fig. 4.1a). In general, the performance
of GPCC is affected by systematic errors (errors associated with systematic
gauge-measurements) and sampling errors associated with gauge densities (see,
e.g., Schneider et al., 2014). The sampling errors are dependent on orography,
season and type of rainfall, of which topography plays a large role hence
differing performance across the regions. CHIRPS being a combination of
satellite-based precipitation and in-situ observations, has its performance
dependent on how well the infrared cold cloud duration (CCD) observed
precipitation estimates correspond to the actual rainfall and how effective the
merging is done, while CHIRP purely depends on CCD (Funk et al., 2015). The
degree of correspondence between the CCD estimated rainfall and the actual
rainfall over a place is influence by topographical factors. It is the topography
related difficulties in rainfall representation that translates to mean differences
in percentage areas under drought on drought characterization with these
products.
Similarly, the influence of gauge density and topographical variations on the
mean differences in percentage of areas under different drought intensities
(Fig. 4.11) follows the same logic as above.
The closer performance between FLDASN and FLDASV from temporal
variability, higher correlations, lower mean differences in percent of areas under
drought and different drought intensities, and explained amount of variabilities
in crop production (Figs. 4.5, 4.9, 4.12, and 4.13, and Table 4.2) could be
attributed to FLDASN and FLDASV being forced by CHIRPS rainfall.
However, they are FLDAS versions driven by different models, Noah and VIC,
respectively. Further, their lower mean differences compared to FLDASN and
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GLDAS, and the higher percentage of variabilities in crop production explained
by FLDASN over GLDAS implies that forcing precipitation plays a bigger role
in the resulting soil moisture than model difference. This is supported by the
fact that both FLDASN and GLDASN are products of same model, Noah, but
of different precipitation forcings; FLDASN is forced by CHIRPS while
GLDASN is forced by Princeton global meteorological forcing data (see, e.g.,
Sheffield et al., 2006; McNally et al., 2017). The role of forcing precipitation in
determining the quality of resulting soil moisture has also been recognized in
other studies (Dirmeyer et al., 1999, 2004; Entin et al., 1999). In addition, the
different operating thresholds (due to different models) for soil wetness, i.e.,
different mean values, variances, and hydrologically critical thresholds, e.g.,
points where evaporation occurs at the potential rates or where surface run-off
begins (Dirmeyer et al., 2004), contribute to the differences. Therefore, the
largest differences occurred when different models with difference forcing
precipitations were considered, e.g., FLDAS and MERRA.
Like gauge density based mean differences, the spatial distribution of the
moisture mean differences in percentage of areas under drought and different
drought intensities were lower over Ethiopia and higher over Somalia (Figs. 4.9
and Fig. 4.12). However, for the soil moisture products, this could be linked
more to the amount of rainfall and/or moisture levels and the individual model
thresholds over the region but not directly on topography since Ethiopia has
more topography related issues than Somalia (see section 4.2). The influence of
topography on the percentage of area differences from soil moisture product is
indirectly through the forcing precipitation.
The larger mean differences in areas under moderate and extreme droughts
than severe droughts observed in all the differences (both rainfall and soil
moisture; Figs. 4.11 and 4.12) across the region could be linked to differences in
extreme drought conditions, i.e., lower (moderate) and higher (extreme) as
captured by these products. For the soil moisture products, it could be related
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to the drying thresholds implemented by different models.
Unlike Chapter 3 (over EA) where CHIRPS performed better than GPCC,
here GPCC aided by a higher density of gauge distribution (and CHIRPS
impeded by low and high varying number of incorporated in situ stations;
Fig. 8.2) explained higher variabilities in national annual crop production.
Similar to Chapter 3, FLDAS explained higher variabilities than GLDAS while
MTWS and MERRA2 registered similar performances. The shorter duration
regression results explain higher amount of variability in national annual crop
production than the long duration probably due to the fact that under the short
duration, the factors of production especially the areas under cultivation are
constant. The influence of increase in areas under cultivation could be
responsible for relatively lower percentage of variabilities explained, see e.g.,
Taffesse et al. (2012) who found a link between the increase in crop production
and areas under cultivation over Ethiopia. The relationship between crop
production (yields) and moisture availability (climate variables) holds subject to
the area under cultivation and factors of production (e.g., fertilizers, crop
cultivars, pesticides) being constant. In addition, production response to water
at any stage of growth can be modified by various factors, e.g., diseases, weeds,
insects, crop variety (Steduto et al., 2012; Hane and Pumphrey , 1984), hence,
results should not be generalized to other areas.
The information on the consistency of percentage of areas under drought
and different drought intensities is critical in understanding and putting into
perspective drought analysis results from different products over the region by
various stakeholders. This is important to policy and decision makers as it
will enable them to make decisions on the number of people affected and the
extent to which they are affected without worrying about particular product,
e.g., soil moisture used in any particular analysis. These particular decisions
are essential for resource mobilization, aiding mitigation of drought impacts,
improving drought response plans and early warning systems, and quantifying
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drought impacts among others.
4.5 Concluding Remarks
This Chapter characterized agricultural drought over the upper GHA countries
(Ethiopia, Sudan, South Sudan, and Somalia) using rainfall (CHIRPS, CHIRP,
and GPCC), moisture (ERA-Interim, CPC, GLDAS, FLDAS Noah, FLDAS
VIC, and MERRA2), and TWS (MERRA2 and GRACE) products with bias on
the influence of topography. Further, the Chapter considered the consistency of
differences in the percentage of areas under drought and different drought
intensities from precipitation and selected moisture products. Finally, the
Chapter assessed the effectiveness of various drought indicators in capturing
agricultural drought over Ethiopia using national annual crop production. The
following were the major results:
(i) The spatial-temporal drought patterns were found to be influenced by
topography over the region. All the products were highly consistent over
the low land low-medium rainfall regions of Eastern Ethiopian and
Somalia while lowest consistency differed across products and regions.
(ii) The mean differences in percentages of areas under drought and different
drought intensities from Precipitation products were determined by gauge
density (distribution and availability) and topography. The mean
differences attributed to gauge density were low in areas of high gauge
density (Ethiopia) and higher in areas of low gauge density (Somalia)
while the mean differences attributed to topography were low in low
varying topographical areas (Somalia) and higher in rapid varying
topographical areas (Ethiopia and South Sudan).
(iii) The mean differences in the percentage of areas under drought and different
drought intensities over the region from precipitation products were on
average 15.87% and 6.16%, respectively.
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(iv) The mean differences in percentages of areas under drought and different
drought intensities from soil moisture products was determined by the
differences in the forcing precipitation, models pairs under consideration,
and the regions.
(v) The mean differences in the percentage of areas under drought and different
drought intensities over the region from soil moisture products were on
average 12.65% and 5.20%, respectively.
(vi) Both rainfall and moisture products had larger mean differences in the
percentage of areas under moderate and extreme droughts than severe
droughts.
(vii) In assessing the utility of the various indicators in capturing agricultural
drought over Ethiopia, the Chapter identified the following indicators as
suited for agricultural drought monitoring during the study period; VCI,
GPCC, ERA, CPC, and FLDAS (Noah and VIC).
(viii) Other than missing several drought episodes in characterization, GLDAS
also explained the lowest variability in national annual crop production over
Ethiopia.
As observed in Chapter 1, GHA region largely depends on subsistence
rain-fed agriculture for its survival. This makes soil moisture crucial for
agricultural drought analysis. However, the inconsistencies observed in drought
characterization, the mean percentage of areas under drought and different
drought intensities, and percentage of variabilities explained in national annual
crop production from model and reanalysis soil moisture products (this Chapter
and Chapter 3) calls for further analysis of the suitability of these products over
the region. It is on this basis that the next Chapter analyses the uncertainties
in the model and reanalysis soil moisture products and their characteristics over
GHA.
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5 Soil Moisture Variability in GHA, Uncertainties
and the Influence of Climate Variability
5.1 Introductory Remarks
Soil moisture serve various critical roles in general e.g., controlling the interactions
between land surface and atmosphere as it affects both energy and water cycle,
determines the amount of run-off hence chances of droughts and floods occurring
in a given area, and a direct indicator of water available for plants (crops) and
agricultural drought (Entin et al., 2000; Legates et al., 2011; Shukla et al., 2014).
Its importance in agricultural drought monitoring is highlighted by the fact
that it indicates plant water deficiencies earlier than other conventional products
estimating vegetation status e.g., normalized difference vegetation index (NDVI;
Enenkel et al., 2015). In Greater Horn of Africa (GHA), lack of in-situ soil
moisture monitoring networks has led to reliance on hydrological models and/or
satellite remotely sensed soil moisture as the only sources of information to
bridge the gap between rainfall deficit and vegetation response (e.g., AghaKouchak
et al., 2015). Such information is critical to agricultural drought monitoring,
informing better water and agro-pastoral management decisions, and mitigation
of socio-economic impacts of floods and droughts (Shukla et al., 2014).
Observed soil moisture, e.g., satellite remotely sensed moisture, arguably
provide the best representation of the actual amount of water contained in the
soil (Chen et al., 2014). However, majority of the currently available satellite
remotely sensed soil moisture products suffer from; being too short (time series)
to be useful for demonstration of their operational utility and/or provision of
context for extreme wet and/or dry conditions, can only go up to a few
centimetres in depth and are greatly influenced by vegetation water content,
and potential shift in data due to sensor changes over time leading to
inconsistent data quality (Dirmeyer et al., 2004; McNally et al., 2016). In
comparison, land surface model (LSM)-based predictions of soil moisture offer
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benefits of providing continuous estimates under all weather and surface
condition (Anderson et al., 2012), propagation of soil moisture to lower (deeper)
depth (Dirmeyer et al., 2004), and having a longer time series of data compared
to satellite-derived soil moisture. However, lack of in-situ soil moisture to
validate the LSM soil moisture products implies that the uncertainties in them
and their characteristics (e.g., variabilities) are unknown. Consequently, the
confidence in them is not as high, leading to their low uptake levels as reflected
by lower number of soil moisture-based agricultural drought related studies
compared to precipitation-based ones over GHA region. In addition, they lack
demonstrable utility. Evaluation of uncertainties, characteristics (variabilities),
and demonstration of utility, therefore, would increase confidence in these
products and spur their uptake in agricultural drought monitoring related
research that is critical to this food insecure region.
A number of studies and/or projects (e.g., Anderson et al., 2012; Sheffield
et al., 2014; Shukla et al., 2014; McNally et al., 2016) utilizing LSM and/or
LSM-derived soil moisture exist in GHA region. Anderson et al. (2012) applied
triple collocation analysis (TCA, Janssen et al., 2007) to three independent soil
moisture products (soil moisture from; Advance Microwave Scanning
Radiometer-Earth Observing System, Atmosphere Land Inverse surface energy
balance algorithm, and Noah LSM) to characterize relative errors between the
products and provide the basis for objective data merging. Shukla et al. (2014)
developed agricultural drought forecast system to provide decision support for
the Famine Early Warning System (FEWS NET) science team based on
Variable Infiltration Capacity (VIC) LSM, while Sheffield et al. (2014)
developed and implemented a drought monitoring and forecasting system for
Sub-Sahara water resources and food security. Finally, McNally et al. (2016)
evaluated the quality of merged active and passive soil moisture from European
Space Agency climate change initiative and compared it to NDVI and LSM (
Noah and VIC) soil moisture products. Of these major studies, only Anderson
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et al. (2012) evaluated the uncertainties in the concerned products to provide
objective for merging. McNally et al. (2016) considered the quality of the
satellite-derived soil moisture but did not quantify the uncertainties involved.
Other studies that have used LSM based soil moisture in addition to other
products (e.g., precipitation and/or NDVI) to evaluate drought include Dutra
et al. (2013); Viste et al. (2013); Mwangi et al. (2014); Yilmaz et al. (2014);
AghaKouchak (2015); and Agutu et al. (2017). None of the aforementioned
studies evaluated uncertainties in the LSM-derived soil moisture products and
the variation of these uncertainties across the region and different LSMs.
The majority of the aforementioned studies and others over the region have
used single soil moisture products in their drought analyses. But as was observed
in Chapters 3 and 4, each soil moisture product had different areas under drought,
drought intensity information, and drought cycle lags due to various factors e.g.,
different uncertainties in them (caused by different forcing precipitations, different
model thresholds) and impacts of topography on the models (see Chapter 4). This
calls for investigation and understanding of the magnitudes and characteristics
of uncertainties in these products so as to aid in choosing the best products
for the region. The characteristics of uncertainties on the long-term means,
(annual and seasonal), is critical as the long term means plays a crucial role
in defining climatological norms, the occurrence of extreme events, detection of
climate change and projection of future climate variations as well as their impacts
(Giorgi et al., 1994; Groisman et al., 2001). In addition, changes in hydrological
fields and states e.g., precipitation and soil moisture are frequently measured
relative to their climatological means (Kim and Park , 2016).
Due to the existence of various models and reanalyses soil moisture products
of both regional and global spatial coverages with varied spatial resolutions (see
e.g., Bosilovich et al., 2016; Rui and McNally , 2016; Dee et al., 2011; Rodell
et al., 2004; van den Dool et al., 2003) this Chapter; (i) evaluated the
uncertainties in the selected soil moisture products over the region using
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generalized three-cornered hat (TCH) method (Premoli and Tavella, 1993;
Tavella and Premoli , 1994), (ii) investigated the uncertainty characteristics, by
considering the relationship between the selected individual soil moisture
products and their ensemble mean in annual and seasonal means time laps,
using Taylor diagrams (Taylor , 2001), (iii) investigated spatio-temporal analysis
of the selected soil moisture products in relation to rainfall, and (iv) evaluated
the relationship of the selected soil moisture products variabilities to global
teleconnections. The generalized TCH method enables estimation of relative
uncertainties in each product without using in-situ soil moisture, which the
GHA region does not have. The findings of this Chapter are crucial for
understanding the uncertainty characteristics of different soil moisture products
over the region hence could serve as a guide for the best-suited soil moisture
products for agricultural drought monitoring. In addition, the knowledge from
the relationship between the soil moisture products and teleconnections could
be used in building soil moisture forecast models based on the teleconnections.
The remainder of the Chapter is organized as follows. Section 5.2 provides a
summary of the data set used and a discussion of the methodology. Results are
presented and discussed in section 5.3 and the Chapter is concluded in section
5.4.
5.2 Data and Methods
The soil moisture products used in this Chapter are derived from the following
models (and reanalysis) MERRA2, ERA-Interim, GLDAS, FLDAS, and CPC
(see, e.g., Table 5.1). In addition, dominant climate variability indices (ENSO
and IOD) were used. A detailed discussion of these products is presented in
Chapter 2.
Due to lack of in-situ soil moisture over GHA, soil moisture from MERRA2,
ERA-Interim, GLDAS, FLDAS, and CPC were evaluated for uncertainties using
generalized TCH method. The uncertainties in spatial and interannual
104







MERRA2 MERRA2 0.625◦ × 0.5◦ 1982-2010
ERA-Interim ERA 0.25◦ × 0.25◦ 1982-2010
GLDAS NOAH G NOAH 1◦× 1◦ 1982-2010
GLDAS VIC G VIC 1◦ × 1◦ 1982-2010
GLDAS CLM G CLM 1◦ × 1◦ 1982-2010
GLDAS MOSAIC G MOS 1◦ × 1◦ 1982-2010
FLDAS NOAH F NOAH 0.1◦ × 0.1◦ 1982-2010
FLDAS VIC F VIC 0.25◦ × 0.25◦ 1982-2010
CPC CPC 0.5◦ × 0.5◦ 1982-2010
variability of annual and seasonal (MAM, JJAS, and OND) mean monthly soil
moisture were further analyzed through Taylor diagrams. Each soil moisture
product was compared to the ensemble mean of all the soil moisture products.
In addition, the spatio-temporal variability of these soil moisture products were
analysed through principal component analysis (PCA; see Chapter 2 for details
and formulation). The PCA decomposed soil moisture were compared to PCA
decomposed precipitation. Further, Pearson correlation (see Chapter 2 for
details and formulation) was carried out between the dominant soil moisture
temporal variability modes and climate indices (IOD and ENSO) to infer ths
association between soil moisture variability and dominant global climate
indices.
5.2.1 Generalized Three-cornered Hat (TCH) Method
Generalized TCH method (see Chapter 2 for details and formulation) was used
to evaluate relative uncertainties on the above soil moisture products (Table 5.1).
This was carried out on area (spatial) averages of soil moisture over GHA, EA,
and Ethiopian highlands. The spatial extents of EA and Ethiopian highlands over
which the averaging was done is shown in Figure 2.1. Finally, the uncertainties
were analysed on pixel by pixel basis over the whole GHA region.
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5.2.2 Uncertainty in Spatial and Interannual Variability
The climatological characteristics of the soil moisture products were studied in
relation to their ensemble (ENS) mean. Much of the skill of soil moisture products
comes from the precipitation forcing, and as such an objective weighting could
be based on the quality of the precipitation. Many studies have done this in
terms of streamflow evaluations, i.e., better streamflow simulations come from
precipitation products that use more gauge data, (see e.g., Xu et al., 2013; Hansen
et al., 1996; Duncan et al., 1993). Due to the fact that the region lacks reliable
and accessible ground-based data (precipitation and/or soil moisture), a simple
averaging of all the observations (soil moisture products) was used to create ENS.







where X is soil moisture time series. From the ENS and the respective soil
moisture products, annual and seasonal (MAM, JJAS, and OND) mean soil
moisture were computed. In addition, inter-data spread measured by standard
deviation computed over the data sets in the ENS as (Krzanowski , 2000),
σ =
[
(k1 − 1)S21 + (k2 − 1)S22 + ...+ (kn − 1)S2n




was used to analyze the spatial variability between the soil moisture products.
Where σ is the inter-data standard deviation, n is the number of samples, k is
sample sizes, and Sn is the standard deviation of the n
th sample. The spread
(uncertainty) and magnitude of disagreement amongst the soil moisture products
were measured using the signal to noise ratio (SNR) and Taylor diagrams (Taylor ,
2001). SNR was computed as a ratio between the multi-data ENS mean (M) and







Taylor diagram allows simultaneous evaluation of three properties; pattern
correlation, standard deviations, and the centered root mean square errors
between multiple data sets and reference data sets (Kim and Park , 2016). On
this diagram, the correlation coefficient and the root mean square (RMS)
difference between several fields and a reference field, along with the ratio of
standard deviations are all indicated by a single point on a two-dimensional
plot (Taylor , 2001). Together these statistics provide a quick summary of the
degree of pattern correspondence, allowing one to judge the
relationships (Taylor , 2001). Finally, area-averaged monthly time series were
used to analyze the interannual variability of the annual and seasonal mean soil
moisture over the 29 years considered using Taylor diagrams.
5.3 Results and Discussion
5.3.1 Soil Moisture Uncertainties
Preliminary analysis of spatially averaged soil moisture products over GHA,
Ethiopian highlands, and EA (Fig. 5.1, see Fig. 2.1 for extents of Ethiopian
highlands and EA over which averaging was done) shows over-estimation by
CPC and underestimation by G MOS (GLDAS MOSAIC) with the rest of the
soil moisture products being within a general common range. Further,
examination of the inter-quartile ranges shows all the soil moisture products
having a larger inter-quartile range over Ethiopian highlands compared to EA
(interquartile ranges over Ethiopian highlands is almost twice those over EA),
due to impact of more complex topography and terrain leading to large
variability in soil moisture hence larger interquartile range.
Generalized TCH analysis of uncertainties based on spatially averaged soil
moisture products over GHA region (Fig. 2.1) showed MERRA2, F NOAH
107
Figure 5.1: Box plot summaries of characteristics of spatially averaged soil
moisture over (a) GHA, (b) Ethiopian highlands, and (c) EA. CPC consistently
shows an over-estimation while G MOS shows a high under-estimation. The
whiskers indicate maximum and minimum range of soil moisture while the box
shows the interquartile (first and third quartile) range of variation. The segment
inside the box shows the median of the data and the red marks above or below
the whiskers indicate the outliers. For Ethiopian highlands and EA, see Fig. 2.1.
(FLDAS NOAH), F VIC (FLDAS VIC), and ERA with the lowest uncertainties
in that order while CPC, G VIC, and G MOS had the highest uncertainties in
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that order. Further, grid analysis of the uncertainties over GHA region revealed
higher magnitudes of uncertainties over high rainfall regions and lower
magnitudes of uncertainties over low rainfall (dry) regions (Fig. 5.3, in
comparison with Fig. 2.2a and b for rainfall distribution). In addition, over the
high rainfall regions and across all the soil moisture products, there is relatively
higher uncertainty over Ethiopia highlands and eastern Sudan compared to
Kenya, Uganda, and Tanzania.
Figure 5.2: Magnitude of uncertainties of spatially averaged soil moisture
products over GHA, Ethiopian highlands, and EA. F NOAH and MERRA2
have consistently lower uncertainty ove the regions while CPC has the highest
uncertainties across the three regions. The magnitude of uncertainties over
Ethiopian highlands are almost twice those over EA. For Ethiopian highlands
and EA, see Fig. 2.1. The uncertainties are in m3m−3.
Further, uncertainty analysis based on spatially averaged soil moisture
products over Ethiopian highlands and EA (Fig. 2.1) showed Ethiopian
highlands having almost twice the magnitude of uncertainties as EA, confirming
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the spatial uncertainty distribution observed in Figure 5.3 and high variability
(and/or high uncertainty) in the preliminary analysis (Fig. 5.1). MERRA2 and
F NOAH have consistently lower uncertainties over the two regions while CPC
has the highest uncertainty across the regions.
Figure 5.3: Spatial distribution of uncertainties of various soil moisture products
over GHA. Higher magnitude of uncertainties are observed over high rainfall
regions (e.g., Ethiopian highlands) while lower uncertainties are over low rainfall
(dry/low moisture) regions (e.g., Sudan and Somalia). The uncertainties are in
m3m−3.
The differences in the soil moisture products and the uncertainties captured in
Figures 5.1, 2.1, and 5.3 are functions of different models’ physics, different forcing
precipitation, and variation of topography across the region. Each of the models
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considered have different thresholds for soil wetness i.e., different mean values,
variances, and hydrologically critical thresholds, e.g., points where evaporation
occurs at the potential rates or where surface run-off begins (Dirmeyer et al.,
2004), which result in different soil moisture characteristics and also contributes
to part of the uncertainties in those particular products.
The other important characteristic is the quality of the forcing precipitation
as the errors in the precipitation are likely to be propagated into the resulting
soil moisture. This is demonstrated by MERRA2 and F NOAH with
consistently low uncertainties over the region, resulting from model forcings
with satellite-gauge merged precipitation products CMAP and CHIRPS,
respectively, products that represent close to true rainfall for the region. Since
F NOAH and F VIC are both forced by CHIRPS, their differences in
uncertainties result from different model thresholds and based on the
uncertainty magnitudes, F NOAH is the better model (Fig. 2.1). Even though
the GLDAS suite of G VIC, G CLM, and G MOS were forced with the same
precipitation products (see, e.g., LDAS , 2016), the inconsistency in their
uncertainties (Fig. 2.1) is most likely due to model threshold differences and
impacts of topography on different models (see Chapter 4). Finally, the
importance of precipitation forcing is highlighted by comparing F NOAH to
G NOAH and F VIC to G VIC; similar models but different precipitation
forcing. Consistent with the foregoing discussion, F NOAH and F VIC forced
by better quality precipitation for the region have lower uncertainties as
compared to their counterparts G NOAH and G VIC, forced by global products.
The spatial variability of the uncertainties (Figs. 2.1 and 5.3) is a function of
rainfall amounts and to a large extent topographical changes. The relatively high
uncertainty over Ethiopian highlands is due to the complex rainfall - topography
relationship over the region. The uncertainties in the forcing rainfall products
do propagate into the resulting soil moisture. Ethiopian highlands has been
known to be a challenge to both gauge and satellite derived rainfall due to
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complex terrain-precipitation variability (Dinku et al., 2007, 2008; Romilly and
Gebremichael , 2011). Just like satellite and gauge-derived rainfall products, LSM
derived soil moisture products are affected over Ethiopian highlands as evident
by higher uncertainties even for products forced by regional precipitation. It’s
also important to note that gauge availability plays a role in the magnitude of
the uncertainty as soil moisture products forced with in-situ gauge and satellite
merged precipitation products registered relatively lower uncertainties even over
the Ethiopian highlands.
Figure 5.4: Topography and gauge uncertainty contributions. Topography has
the highest contributions across the region with gauge being almost negligible.
For Ethiopian highlands and EA, see Fig. 2.1. The uncertainties are in m3m−3.
Finally, the partitioning of the uncertainties into causes showed the forcing
precipitation related (topography and gauge) to be the major source while the
components due to the model physics were negligible. Further analysis of the
forcing precipitation related uncertainties showed topography having the major
contribution (Fig. 5.4). The level of uncertainties were highest when products
forced with non-gauged precipitation products were considered (Fig. 5.4 -
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topography and gauge) and they reduce when gauge-satellite forced products
are considered. The reduction in uncertainties due to gauges were higher over
Ethiopian highlands compared to EA (12.88% vis-a-vis 3.65%) due to the high
gauge density (spatial distribution and availability) over Ethiopian highlands
compared to EA (Fig. 5.4 - gauge; see Figs. 8.2 and 8.3). The rapid fluctuation
in number of gauges available over EA coupled with low absolute numbers over
Uganda could have contributed to the low reduction in the uncertainties when
gauged precipitation products were considered. Topography related
uncertainties were higher over Ethiopian highlands as compared to the EA due
to the complex topographical variation over Ethiopian highlands.The spatial
variation in magnitude of these uncertainties are consistent with those in
Figs. 5.2 and 5.3.
5.3.2 Uncertainty in Spatial and Interannual Variability
5.3.2.1 Uncertainty in Spatial Variability
Climatology of the ENS annual, MAM, JJAS, and OND mean soil moisture and
inter-product standard deviations are shown in Figure 5.5. The ENS comprised
of all the soil moisture products (see Table 5.1) except CPC, which was excluded
from this analysis due to its high un-usual uncertainty levels as observed in
section 5.3.1. The annual climatology shows high moisture values over Ethiopian
highlands, followed by South Sudan, the EA, and the least moisture over Sudan,
especially north of latitude 15◦ (Fig. 5.5a-d). The high magnitudes in seasonal
soil moisture means compared to the annual mean implies the annual climatology
is controlled by seasonal soil moisture means (Fig. 5.5a-d); climatology over
Ethiopian highland and South Sudan is determined by JJAS long term mean
while soil moisture climatology over EA is chiefly determined by MAM. OND long
term mean influences both regions (Ethiopian highlands and EA) though it has
high values over Ethiopian highland. Even though Ethiopian highlands registers
insignificant rainfall over OND, the high moisture levels are due to the carry over
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Figure 5.5: Climatology of the ensemble mean soil moisture for the duration
1980 - 2010; (a) annual, (b) MAM, (c) JJAS, and (d) OND. Inter-product soil
moisture spread (measured by standard deviation) are also computed; (e) Annual,
(f) MAM, (g) JJAS, and (h) OND. The standard deviation is computed over all
the soil moisture products in the ensemble using eqn. 5.2. All the soil moisture
products in Table 5.1, except CPC are in the ensemble. The inter-data spread
have high values over high moisture areas. The rectangles in (e) denotes extents
over which the area-averaged soil moisture has been derived for interannual
variability analyses; 1 - Sudan, 2 - Ethiopian highlands, 3 - South Sudan, 4 -
East Africa (EA), and 5 - Eastern Ethiopia and Somalia (EES).
effects of the JJAS moisture that are higher than OND moisture over EA. The
inter-data spread measured by standard deviation among the data set in the ENS
closely resemble the climatological mean values (Fig. 5.5e-h compared to a-d).
The soil moisture products exhibited higher differences (large uncertainty ranges)
in regions of high soil moisture and lowere differences (low uncertainty ranges)
in areas of low soil moisture. This same pattern was shown by the uncertainties
distributions in the TCH analysis (Fig. 5.3).
The range of uncertainties in the climatology of annual, MAM, JJAS, and
OND soil moisture over the region measured in terms of SNR is shown in
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Figure 5.6: The signal-to-noise ratio (SNR) of the (a) annual, (b) MAM, (b)
JJAS, and (c) OND ensemble soil moisture means ( Fig. 5.5a-d). The SNR > 1
indicate a reliable representation of the original soil moisture products by the
ensemble.
Figure 5.6. Since SNR was computed as a ratio between the ENS mean and the
inter-data set variability, higher SNR ratio indicates good agreement between
the soil moisture products and vice versa. As there is no established threshold
for judging SNR, this Chapter will consider SNR > 1 (signal greater than
noise) as an indication that the ENS is a good and/or reliable representation of
the original datasets. The SNR for annual, MAM, JJAS, and OND show
highest agreements between the soil moisture products over Sudan especially
between latitudes 15◦ and 20◦ and varies geographically across the region
(Fig. 5.6). In general, the lowest SNR is ≈ 2.5 indicating the ENS is a reliable
representation of the original dataset over annual and seasonal time spans.
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Figure 5.7: Spread amongst soil moisture products representing spatial variability
of (a) annual, (b) MAM, (c) JJAS, and (d) OND individual soil moisture means
in relation to the ensemble mean. They are represented in terms of spatial pattern
correlations (azimuth direction), and magnitude of spatial variability (radial
direction). The standard deviations of the individual soil moisture products are
normalised using that of the reference data (ensemble; radial direction).
The agreement between the individual soil moisture product means and the
ENS (reference) mean further analyzed in terms of spatial pattern correlation
and the magnitude of spatial variability using Taylor diagrams is shown in
Figure 5.7. The spread in radial and azimuthal directions indicate the spread in
the magnitude of spatial variability and spatial patterns, respectively. The
uncertainty ranges in spatial correlations (spatial patterns) are similar across
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annual, MAM, JJAS, and OND means while the uncertainty range in
magnitude of spatial variability was lower in OND and MAM (Fig. 5.7). This
similarity in the spatial pattern (marked by equal correlation ranges
≈ 0.24 − 0.28), could be a pointer to a common factor controlling the spatial
variability. Both annual and JJAS means had almost similar uncertainty range
reflecting the similarity noted between them in Figure 5.5a and c. Based on the
centered root mean squared error (the distance of individual soil moisture
products from the reference (ENS), G CLM defined the lower range while
F VIC defined the upper range of uncertainty in spatial pattern variability
across GHA. Finally, the uncertainties in spatial variabilities are not linked to
the spatial resolutions of the individual soil moisture products, this follows from
the fact that G CLM with 1◦ x 1◦ spatial resolution show the smallest
variability while F VIC with 0.25◦ x 0.25◦ spatial resolution had the largest
variability and F NOAH with 0.1◦ x 0.1◦ spatial resolution falls somewhere in
between across annual, MAM, JJAS, and OND (Fig. 5.7).
5.3.2.2 Uncertainty in Interannual Variability
The uncertainties (spread) in the interannual variability of the soil moisture
products were examined using spatial averages of monthly soil moisture
constructed for the 5 regions marked by boxes in Figure 5.5e. These regions
were marked based on mean soil moisture amounts, the inter-data spreads,
SNR, and the topography (Figs. 5.5, 5.6, and 2.1).
The interannual variability of the annual, MAM, JJAS, and OND mean soil
moisture from each soil moisture product relative to the ENS over the 29 years
considered were examined using Taylor diagrams (Figs. 5.8, 5.9, and 5.10). The
spread in radial and azimuthal directions indicate the spread in the magnitude
of interannual variability and phase (cycle), respectively.
For Sudan, EA, and EES (East Ethiopia and Somalia), the range of
uncertainties in the interannual variability over annual, MAM, JJAS, and OND
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Figure 5.8: Spread in interannual variability of annual and seasonal area
averaged soil moisture means, from 1982 - 2010, over Sudan. The radial
direction represent uncertainty range (spread) in the magnitude of interannual
variability (amplitudes) while azimuth direction represent uncertainty range in
phase (interannual cycle).
monthly mean soil moisture were largely contributed by differences in
magnitudes of interannual variabilities (amplitudes) as demonstrated by a
rather large spread in radial direction (Figs. 5.8 and 5.9). Also, the ranges of
uncertainties were higher during dry seasons than wet ones; MAM versus JJAS
for Sudan (Fig. 5.8b compared to Fig. 5.8c), JJAS versus MAM and OND for
EA (Fig. 5.9c compared to Fig. 5.9b and d), and JJAS versus MAM and OND
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Figure 5.9: Same as Figure 5.8, but over EA (a-d) and East Ethiopia and Somalia
(EES; e-h).
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for EES (Fig. 5.9g compared to Fig. 5.9f and h). On the other hand, for
Ethiopia and South Sudan, especially for annual and JJAS, the range of
uncertainties are from both phase and magnitudes of spatial variability (Fig.
5.10). In addition, the ranges of uncertainties were higher during high soil
moisture (wet) season than low soil moisture (dry) ones; JJAS versus MAM and
OND for Ethiopia (Fig. 5.10c compared to Fig. 5.10b and d), and JJAS versus
MAM and OND for South Sudan (Fig. 5.10g compared to Fig. 5.10f and h).
Since precipitation is one of the major factors determining the
characteristics of the resulting soil moisture from model as was noted in
Chapter 4 and in other studies (e.g., Dirmeyer et al., 1999, 2004; Entin et al.,
1999), in EA (an area with very low topographical influence on precipitation if
any) the uncertainties amongst rainfall product are low hence low uncertainties
among resulting soil moisture products during rainfall seasons. On the contrary,
during dry seasons when there is no much rainfall, the uncertainties are purely
due to differences in model thresholds, which appears to be quite distinct for
soil water (moisture) loss over EA, hence higher uncertainties. Unlike over EA,
the topography over Ethiopian highlands and South Sudan have impact on
rainfall leading to different precipitation values from different products hence
higher uncertainty in precipitation (see, e.g., Dinku et al., 2007, 2008; Romilly
and Gebremichael , 2011). These uncertainties are translated into the resulting
soil moisture when models are forced by these precipitation products and
together with uncertainties from model threshold and direct impact of terrain
on models leads to higher uncertainties during wet seasons. However, during
dry seasons since there is no much precipitation the uncertainties are only due
to model thresholds and influence of topography on the model hence lower
uncertainties during dry seasons. The mixed performances of high spatial
resolution (0.1◦ x 0.1◦ and 0.25◦ x 0.25◦) versus low resolution (1◦ x 1◦) in both
the spatial pattern and interannual variability (Figs. 5.7, 5.8, 5.9 and 5.10) is an
indication of lack of a link between spatial resolution and the performance of
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Figure 5.10: Same as Figure 5.8, but over Ethiopia highlands (a-d) and South
Sudan (e-h).
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the soil moisture products in the region. Finally, the range of uncertainties in
interannual variability (annual and seasonal) over Ethiopian highland and South
Sudan were higher than those over Sudan, EA, and EES (Fig. 5.10 vis-a-vis
Figs. 5.8 and 5.9). This is consistent with uncertainty results from sections 5.3.1
and 5.3.2.1, and could be attributed to the impacts of topography, which is
predominant over Ethiopian highlands and South Sudan (see, e.g., Chapter 4).
5.3.3 Spatio-temporal Soil Moisture Analysis
Other than the uncertainties in the model soil moisture products, it is important
to understand how well they capture soil moisture spatio-temporal variability
over the region. Since soil moisture is an integration of rainfall anomalies over
time (Sheffield and Wood , 2008) and the fact that precipitation is the key model
forcing parameter that determines the characteristics of the resulting soil
moisture (Crow et al., 2012; Entin et al., 1999; Dirmeyer et al., 2004), the
spatio-temporal soil moisture variabilities are presented in relation to rainfall.
Principal component analysis of the soil moisture products resulted in two
distinct dominant spatial patterns (modes) over GHA region across the
products (Figs 5.11 and 5.12). The first mode is dominated by soil moisture
variability over the high uni-modal rainfall regions of South Sudan and
Ethiopian highlands (Fig. 5.11 compare with Fig. 2.2a, EOF1). From the
percentage of variances explained by this mode across different products, three
grouping of models emerges: ERA, MERRA2, and G NOAH; F NOAH, F VIC,
and CPC; and G VIC, G CLM, and G MOS. Finally, all the GLDAS model
variants except G NOAH explained relatively lower percentage of variance in
annual soil moisture variability under this mode. Like the uncertainties in
sections 5.3.1 and ??, the variabilities of the soil moisture modes are function of
the forcing precipitation and the model thresholds as highlighted by different
models with similar forcing precipitation (e.g., F NOAH versus F VIC), and
similar models with different forcing precipitation (e.g., F NOAH versus
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Figure 5.11: Soil moisture spatial patterns (principal component analysis mode
1). The spatial patterns are dominated by the uni-modal soil moisture variability
over Sudan and Ethiopian highlands (compare with rainfall spatial viability, EOF
1, Fig. 2.2a)
G NOAH) variability results (Figs. 5.11 and 5.12). Note the close percentages
of variabilities explained by F NOAH and F VIC in relation to the relatively
large difference in percentages of variabilities explained between F NOAH and
G NOAH (Figs. 5.11c- e). This is consistent with the lower differences in
percentage of areas under drought and different drought intensities between
F NOAH and F VIC compared to the corresponding higher differences between
F NOAH and G NOAH, that were observed in Chapter 4.
The second spatial pattern (mode) across most products is largely dominated
by soil moisture variability in the bi-modal rainfall region of EA except for G VIC,
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Figure 5.12: Soil moisture spatial patterns (principal component analysis mode
2). The spatial patterns are dominated by the bi-modal soil moisture variability
over southern/eastern Ethiopia, Kenya, Uganda, and Tanzania (compare with
rainfall spatial viability, EOF 2, Fig. 2.2b)
G MOS, and CPC all of which have some overlap with the first mode (Fig. 5.12
compare with Fig. 2.2b, EOF2). Similar to the first mode, the role of forcing
precipitation versus model differences and/or similarities stands out in the results
(percentage of variabilities; Fig. 5.12c-e).
The temporal variabilities of the two dominant soil moisture modes are shown
in Figures 5.13 and 5.15. The first mode of temporal variability is dominated
by annual signals with a peak in August/September, one month after rainfall
peak in July/August (Fig. 5.13 compared to Fig. 2.2c, PC1). The peak in
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Figure 5.13: Temporal variability of soil moisture spatial patterns in Figure
5.11. Temporal variability dominated by annual soil moisture variability with
peak being in August/September, a response to uni-modal rainfall with peaks in
July/August, see Figure 2.2c, PC1.
August/September is further clearly depicted by the soil moisture seasonality
(Fig. 5.14). G VIC, G CLM, and G MOS failed to capture the annual peak in
1996 and over-estimated the annual peak in 2000. MERRA2 presents a relatively
wet 1985 – 1988 and relatively drier 2000 – 2005, a pattern replicated by CPC
though with shorter wet duration (1985 – 1987).
The second mode of temporal variability shows bi-modal moisture variability
picked by MERRA2, ERA, F VIC, F NOAH, and G NOAH with the first peak
being in May and the second peak in November/December (Fig. 5.15). G VIC,
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Figure 5.14: Soil moisture seasonality over the uni-modal rainfall regions of GHA
(regions depicted by spatial patterns in Figure 5.11). The soil moisture values
have been standardized.
CPC, G CLM, and G MOS seem to pick the first peak (May) a response to the
main rainfall season while moisture variability in response to short rain (OND)
is poorly captured. This is more clear when considering soil moisture seasonality
over the bi-modal region (Fig. 5.16). Also, G VIC, G CLM, and G MOS missed
the May peak in 1996. The failure of G VIC, G CLM, and G MOS in 1996 to
pick both the modes could be attributed to the high uncertainties reported in
the meteorological forcing data between 1995 and 1997 (see, e.g., LDAS , 2016).
Most of the soil moisture products clearly showed high moisture years of 1985,
1990, 1997, and 2006 and low moisture years of 1983 – 1984, 1999 – 2002, 2005
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Figure 5.15: Temporal variability of soil moisture spatial patterns in Figure 5.12.
Temporal variability dominated by bimodal soil moisture variability with peaks
being in May and November/December, a response to bimodal rainfall with peaks
in April and October/November, see Figure 2.2c, PC2.
and 2009 corresponding to high and low rainfall durations, respectively (compare
with, Fig. 2.2c, PC1 and PC2). The moisture temporal variability following
rainfall is expected since it is an integration of rainfall anomalies and also at the
scales (meteorological) considered, the variability of soil moisture is governed by
rainfall and evapotranspiration (Entin et al., 2000).
To further analyze how best the products capture moisture conditions over
the region, the amplitudes of the annual and bi-modal temporal variabilities were
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Figure 5.16: Soil moisture seasonality over the bi-modal rainfall regions of GHA
(EA; regions depicted by spatial patterns in Figure 5.12). The soil moisture values
have been standardized. G VIC, CPC, G CLM, and G MOS poorly captures the
second peak associated with OND rainfall.
compared to known drought events (see e.g., IFRC (2011); Viste et al. (2013);
Gebrehiwot et al. (2011); Elagib and Elhag (2011); Nicholson (2014a); Williams
and Funk (2011); Masih et al. (2014); Agutu et al. (2017); and Chapters 3 and
4 for drought events) to check the soil moisture response. It is expected that
during a drought year, there will be low soil moisture and consequently the
amplitudes for those particular years would be lower. The low amplitude and
drought years had more matches over the bi-modal soil moisture variability region
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Table 5.2: A comparison of soil moisture temporal variability over UGHA
(Ethiopia highlands, Sudan, and South Sudan) with past drought episodes. Soil
moisture (variability) amplitudes are matched against known drought episodes
to evaluate how well the various soil moisture products fit the region. The
amplitudes are expected to be low during drought episodes.
Drought
year
ERA MERRA2 F VIC F NOAH G NOAH G VIC G CLM G MOS CPC
1983/1984 0.5 0.5 1 1 1 1 1 1 0
1987 0 0 0 0.5 0.5 0.5 0.5 0.5 0
1989/1990/
1991
1 0.5 0.5 0.5 0.5 0.5 0 0 1
1996 0 0 0 0 0 1 1 1 0
1997 0 0.5 0.5 0.5 0.5 0.5 0 0 0
1998 0 0 0 0 0 0 0 0 0
1999 0 0 0 0 0 0 0 0 0
2002/2003 0.5 1 1 1 1 1 1 1 1
2005 0 1 0.5 1 0 1 0 0.5 1
2008 0.5 0.5 0.5 1 0 0.5 0 0 1
2009 1 1 1 1 0 0 0.5 0.5 1
% captured full 18 27 27 45 9 36 27 27 45
% captured partially 27 36.5 36.5 27.5 27 36 18 27 0
% missed 55 36.5 36.5 27.5 64 28 55 46 55
Note: 0 - product missed that drought episode, 0.5 - product partially captured drought
episode, and 1 - product captured drought episode.
than the uni-modal variability areas (Tables 5.2 and 5.3). This points to a better
performance of the soil moisture products over EA compared to the Ethiopian
highland regions, and could be attributed to better quality of soil moisture
products over EA and the adverse impact of complex topographical changes on
soil moisture variability over Ethiopian highland regions. This is consistent with
results in sections 5.3.1 and ??; low uncertainties implies better performance and
vice versa. Also, F NOAH, F VIC, and MERRA2 showed consistently better
performances across the two regions compared to the rest of the soil moisture
products. As in section 5.3.1, their performance is attributed to superior quality
of the forcing precipitation.
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Table 5.3: Same as Table 5.2 but over East Africa (Kenya, Uganda,Tanzania,
southern Ethiopia, and Somalia).
Drought
years
ERA MERRA2 F VIC F NOAH G NOAH G VIC G CLM G MOS CPC
1983-1984 1 1 1 1 1 1 1 1 1
1988 0.5 0.5 0.5 0.5 0.5 0 0.5 0.5 0.5
1991/1992 1 1 1 1 0.5 1 1 1 1
1993 1 1 1 1 1 1 1 1 1
1996 1 0.5 1 1 1 0 0 0 0
1998 0.5 1 0.5 0.5 0.5 1 0 0 0
2000-2001 1 1 1 1 1 0 0 0 0
2004 0.5 0.5 0.5 1 0 1 1 1 1
2005/2006 0 1 1 1 1 1 1 1 1
2009 0.5 1 1 1 1 1 0.5 0.5 0.5
2010 0.5 1 1 1 1 1 1 0.5 0.5
% captured full 45 73 73 82 64 73 55 45 45
% captured partially 45 27 27 18 27 0 18 27 27
% missed 10 0 0 0 9 27 27 28 28
Note: 0 - product missed that drought episode, 0.5 - product partially captured drought
episode, and 1 - product captured drought episode.
5.3.4 Links to Global Tele-connection
Due to forecasted negative impacts of climate change and/or variability on
rain-fed agriculture, which the population of the region depends on, the two
dominant temporal modes of soil moisture variability were correlated with two
climate indices (IOD and ENSO) known to impact on rainfall over the GHA
region. On average, soil moisture temporal variability over East Africa (PC2)
showed stronger associations with both IOD and ENSO compared to
associations between PC1 (dominated by soil moisture variability over
Ethiopian highlands and South Sudan) and the two climate indices (Table 5.4).
This follows from the fact that the uni-modal rainfall over Ethiopian highlands
and South Sudan (which dominates PC1) originates from rainforest over Congo
Basin in response to westerly winds and low pressure created by ITCZ (Williams
et al., 2012). This rainfall has no direct association with IOD or ENSO hence
the moisture variability associated with it is not expected to have meaningful
relationships with either IOD or ENSO. On the other hand, the bi-modal rainfall
over EA is associated with IOD and ENSO, which do occur independently and
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Table 5.4: Relationship between temporal soil moisture variability modes and
global climate indices. Bimodal soil moisture variability (PC2) have stronger
association with both IOD and ENSO. Non-significant correlations are in italics
(p < 0.05).
PC ERA MERRA2 F VIC F NOAH G NOAH G VIC G CLM G MOS CPC
Climate
index
PC1 0.0856 0.1047 0.0839 0.0907 0.1252 0.1503 0.1752 0.2103 0.0543 IOD
PC2 0.1255 0.1679 0.2667 0.2203 0.1547 0.2661 0.1827 0.1150 -0.0361 IOD
PC1 -0.0101 0.0325 -0.0908 -0.0986 -0.0562 -0.1040 -0.0591 -0.0984 -0.0515 ENSO
PC2 0.0769 0.3184 0.2717 0.2428 0.2897 0.1321 0.2423 0.1963 0.2483 ENSO
concurrently (Bowden and Semazzi , 2007; Saji et al., 1999). It then follows that
the soil moisture associated with it has relationships with both ENSO and IOD.
5.4 Concluding Remarks
The Chapter applied generalized TCH method to evaluate the uncertainties of
the following soil moisture products over GHA; MERRA2, ERA, F NOAH,
F VIC, G NOAH, G VIC, G CLM, G MOS, and CPC. The Chapter further
analyzed the uncertainty ranges/characteristics in spatial patterns and
interannual variabilities of individual soil moisture products in relation to their
ensemble mean using Taylor diagrams. In addition, the Chapter employed PCA
to analyze the spatio-temporal variabilities of the soil moisture products and
compared it to rainfall variability and drought years. Finally, the temporal
variabilities were correlated with IOD and ENSO.
The major findings of this Chapter were:
(i) From generalized TCH analyses, the spatial distribution of uncertainties
showed high magnitudes of uncertainties associated with high rainfall areas
and low magnitudes of uncertainties associated with low rainfall areas. This
was supported by inter-data spread which also showed larger differences
(uncertainties) between individual soil moisture products over high soil
moisture areas and low uncertainties over dry areas, for annual, MAM,
JJAS, and OND.
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(ii) The magnitude of uncertainties over complex topographical changing
regions of Ethiopian highlands were almost twice the magnitudes of
uncertainties over relatively flat EA region.
(iii) The uncertainties were attributed to quality of forcing precipitation,
different model physics, and topographical changes.
(iv) MERRA2 and F NOAH had consistently low uncertainties across the region
while CPC had the highest uncertainty.
(v) Visual analysis of spatial variabilities using Taylor diagram indicated the
high range of uncertainties in spatial variabilities between the soil moisture
products to come from the magnitude of spatial variability than uncertainty
in spatial patterns.
(vi) Interannual variability analysis of spatial averages of monthly annual,
MAM, JJAS, and OND soil moisture means showed higher magnitude of
uncertainties across soil moisture products on the wet season (rainfall
months) than dry ones over Ethiopia highlands and South Sudan while
Sudan, East Africa, and Eastern Ethiopia and Somalia had higher
uncertainties during dry seasons than wet ones.
(vii) Higher magnitude of uncertainties over Sudan, East Africa, and Eastern
Ethiopia and Somalia were from differences in magnitude of interannual
variabilities (interannual amplitudes) while over Ethiopia and South Sudan
the uncertainties were from differences in both magnitude of interannual
variabilities and phase.
(viii) The range and magnitude of uncertainties were independent of individual
soil moisture spatial resolution.
(ix) PCA resulted in two dominant distinct modes; the first mode was dominated
by unimodal moisture variability over Sudan, South Sudan, and Ethiopian
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highlands while the second mode was dominated by bi-modal moisture
variability over EA, Eastern Ethiopia, and Somalia.
(x) The temporal variabilities of both modes were consistent with rainfall
variabilities over the two regions with G VIC, CPC, G CLM, and G MOS
missing the variability associated with OND rainfall over EA.
(xi) The comparison of the magnitude of amplitudes of temporal variabilities
with known drought years had all the products performing better over EA
compared to Ethiopian highland, South Sudan, and Sudan regions. These
results mirrored those of uncertainty distributions. MERRA2 and F NOAH
were again more consistent across the whole region.
(xii) Overal, the following moisture products were found to be the most suitable
over GHA region; MERRA2, ERA, F NOAH, and F VIC.
(xiii) The correlation analysis showed soil moisture temporal variability over EA
having relationships with both ENSO and IOD while soil moisture temporal
variability over Sudan, South Sudan, and Ethiopia highland regions did not
show any meaningful relationship with both ENSO and IOD.
The results of this Chapter are important as they contribute to the
knowledge of uncertainties and variabilities of the major LSM-derived soil
moisture products over GHA and help build more confidence in the products
hence more LSM-derived soil-moisture based agricultural drought research. Soil
moisture being the most accurate indicator of available plant water is very
critical to agricultural drought research and yield prediction. This together with
results from Chapters 3 and 4 contribute to further understanding of
agricultural drought for a region that plunges into food insecurity whenever
droughts occur (see section 1.2). Effective understanding of agricultural drought
for such a region could contribute to improvements in mitigation measures and
responses to drought impacts hence enhancement of food security. Other than
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drought, other factors noted to contribute to food insecurity included lower crop
yields due to poor water control, negative impacts of climate change on rain-fed
agriculture and surface water sources, and increase in food demand due to
population growth (see section 1.2). In an attempt to address these additional
factors, the next Chapter explores the use of GRACE for large scale
groundwater monitoring and the potential for irrigated agriculture in the
groundwater regions. Groundwater is likely to be critical in bridging the food
needs through groundwater irrigated agriculture and therefore its sustainable
utilization would be extremely important to policy and decision makers. The
sustainable exploitation of groundwater can only be achieved through
continuous monitoring.
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6 GRACE-derived Groundwater Changes over
GHA: Temporal Variability and the Potential
for Irrigated Agriculture
6.1 Introductory Remarks
Groundwater is a critical source of freshwater for human-related uses (Taylor
et al., 2013). Globally, it contributes 42%, 36%, and 27% of water used for
irrigation, households, and manufacturing, respectively (Do¨ll et al., 2012), and is
the third largest water storage after oceans (salty water) and cryosphere (water
in its solid state of snow and ice), but by far the largest available reservoir of
fresh water (Kundzewicz and Do¨ll , 2009). In Africa, groundwater is estimated
to be about 0.66 million km3 (MacDonald et al., 2012), compared to annual
average rainfall of about 0.02 million km3 (New et al., 2000), while freshwater
stored in lakes is estimated to be 0.03 million km3 (Shiklomanov and Rodda,
2004). Groundwater holds numerous advantages over surface water sources,
e.g., reliable availability during drought periods due to slow response to climate
changes (Calow et al., 1997, 2010), less vulnerability to pollution (Kundzewicz and
Do¨ll , 2009), and a reliable source of safe and clean drinking water in arid and
semi-arid regions (Do¨ll , 2009). In addition, groundwater offers better accessibility
as surface water sources are normally far and widely spaced, seasonal, or are not
available in arid and semi-arid areas (Do¨ll et al., 2012). Despite the significant
role played by groundwater in irrigation globally and its numerous advantages
listed above (see also Wichelns , 2014), its use in irrigated agriculture in Africa
has remained rather low.
The level of irrigation in Africa is generally low and agriculture is mainly
rain-fed. On average, 5.5% of the cultivated land over the continent is equipped
for irrigated agriculture while for East Africa within the Greater Horn of Africa
(GHA), this is only 1.5%. Of this 1.5%, only 3.4% is equipped for irrigation
using groundwater (Siebert et al., 2010). The limited use of groundwater for
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irrigated agriculture in the wider GHA region could be attributed to various
factors such as; lack of detailed analysis of countrywide groundwater irrigation
potential, existence of large swathes of land with high potential for surface
water irrigated agriculture, limited information on aquifer potentials and yields
of individual boreholes, inadequate groundwater resource management plans,
and inadequate groundwater related knowledge by majority of the population
leading to inappropriate groundwater development (see, e.g., Kashaigili , 2010;
Mumma et al., 2011). However, with a high population growth rate (see, e.g.,
Ashton and Turton, 2009) and impact of climate change on rain-fed agriculture
and surface water sources, further development and utilization of groundwater
may becomes essential for increased food production (Moore and Williams ,
2014; MacDonald et al., 2012; Kundzewicz and Do¨ll , 2009; Funk and Brown,
2009). Indeed, Alley and Konikow (2015) have pointed to the fact that for
Sub-Sahara Africa, increased groundwater use could significantly improve the
wellbeing of its inhabitants. Further, Xie et al. (2014) have shown the potential
for profitable small holder irrigation expansion in sub-Sahara Africa.
Furthermore, the GHA region has limited long-term groundwater monitoring
infrastructure, resulting in little or no long-term groundwater monitoring data.
In cases where they are available, often inconsistencies exist due to different
methodologies used at different times making comparisons rather difficult, and the
resulting trends unclear (Comte et al., 2016). This infrastructural limitation has
led to sparse in-situ measurements contributing to lack of or limited knowledge
on groundwater level changes. The lack of long term groundwater level changes
has contributed to decision makers not having a better understanding of the long
term sustainability of the aquifers as sources of water supply. In addition, without
the long term groundwater level changes, the impact of climate change (and/or
variability) on groundwater levels over the region remains largely unknown (see,
e.g., Becker et al., 2010; Alley , 2007). This situation calls for additional and/or
further studies on groundwater variability (level changes) and its relation to
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climate change (and/or variability).
Groundwater level changes have been determined using various methods,
e.g., groundwater well level observations in combination with estimated storage
capacities, using models, e.g., WaterGap Hydrological Model (WGHM; Do¨ll et al.,
2014) and satellite based approaches, e.g., Gravity Recovery and Climate Change
Experiment (GRACE; Tapley et al., 2004). The potentials and limitations of
using GRACE satellites to assess groundwater depletion and dynamics have been
presented in, e.g., Castellazzi et al. (2016). Furthermore, its ability to provide
a wider picture that could benefit the setting of broader regional and national
policies has earned it consideration as one of the hydrologists’ toolbox (see, e.g.,
Alley and Konikow , 2015). Over Africa, its application to investigate trends
and seasonality cycles of groundwater is reported, e.g, in Moore and Williams
(2014). Other studies in the region that present groundwater related information
include, e.g., MacDonald et al. (2012), Altchenko and Villholth (2013), Abiye
(2010), Gossel et al. (2004), Taylor et al. (2012), Comte et al. (2016).
For GHA, a region experiencing groundwater data deficiency (Comte et al.,
2016), use of GRACE products to provide a broader picture on changes in
groundwater at a regional scale could be useful in; better understanding of the
long term sustainability of groundwater (aquifers) as sources of water supply,
making appropriate policy formulation and/or choices, and assessing the impact
of climate change (and/or variability) on groundwater by decision makers
and/or regional bodies e.g., Intergovernmental Authority on Development
(IGAD) and the East African Community (EAC) secretariat. To this end, this
Chapter exploits the advantages of GRACE to study groundwater changes over
the entire GHA region and the associated impacts of climate variabilities. The
study exploits the advantage of Independent Component Analysis (ICA,
Comon, 1994; Cardoso, 1999; Forootan and Kusche, 2013), a fourth-order
statistical method, to localize the GRACE-derived groundwater changes into
smaller locations associated with aquifers. This enables a more localized
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analysis of groundwater temporal variability and their association to climate
variability, a feat currently not possible due to scarce groundwater change
monitoring information in the region. Specifically, this Chapter aims at (i)
employing ICA method to localize GRACE-derived groundwater changes into
their respective groundwater locations and analyse the corresponding temporal
variabilities and their links to climate variability, and (ii), exploring the
irrigation potentials of the localized groundwater regions in (i) above.
6.2 Hydrogeology of Greater Horn of Africa
Greater Horn of Africa (Fig. 6.1) is prone to impacts of climate change extremes
(droughts and floods), which is projected to impact negatively on per capita
food production (see, e.g., Boko et al., 2007; Funk and Brown, 2009; Niang et al.,
2014). Groundwater, if sustainably exploited could help increase food production
through groundwater irrigated agriculture.
Groundwater occurrence depends on geology, history of weathering, and the
recharge of groundwater (i.e., dependent on rainfall, rock types, and land use
and/or land cover over the recharge region; MacDonald et al., 2008). Over
Africa, most (high quantities) of groundwater occur in large sedimentary
aquifers in Northern Africa and were recharged more than 5000 years ago when
the climate over the Sahel was wet (Scanlon et al., 2006). Over GHA and the
wider African continent, groundwater can be categorised to occur in four major
rock types namely; crystalline basement rocks, consolidated sedimentary rocks,
volcanic rocks, and unconsolidated sediments (Fig. 6.1a). These blocks have the
following average groundwater potentials; crystalline (low to moderate),
consolidated (moderate to high), volcanic (low to high), and unconsolidated
(low to high), with the potentials being dependent on level of fracturing and/or
weathering, and individual composition/rock elements (MacDonald et al., 2008).
The quality of groundwater is inherently dependent on the chemical
composition of the aquifer rocks. Some of the major aquifers over GHA are
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shown in Fig. 6.1b, with their regional characteristics summarised in Table 6.1
(see Altchenko and Villholth, 2013, for additional information).
6.3 Data and Methods
The dataset used in this Chapter is summarised in Table 6.2, while their detailed






Figure 6.1: Greater Horn of Africa (a) Hydrogeological characteristics (adapted
from MacDonald et al., 2008), and (b) Selected aquifers (adapted from Altchenko
and Villholth, 2013). The aquifers characteristics are presented in Table 6.1 .
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Table 6.1: Summary of GHA aquifers’ regional characteristics. Table adapted
from Altchenko and Villholth (2013). Aquifer locations are showed in Fig. 6.1b.
ID NAME POPULATION AREA (km2) ID NAME POPULATION AREA (km2)
AFNE1 Rift aquifer 279 000 21 150 AFNE12 Nubian Sandstone 67 320 500 2 608 000
AFNE2 Merti aquifer 129 000 13 500 AFS21
Coastal sedimentary
basin 3
794 000 23 000
AFNE3 Mount Elgon 806 550 5 400 AFS22 Karoo Sandstone 214 500 40 000
AFNE4 Dawa 223 150 24 000 AFS25 Weathered basement 852 000 25 842
AFNE5 Juba aquifer 197 600 34 600 AFS26 Karoo Carbonate 9 400 000 941 100
AFNE6 Shebelle aquifer 334 400 31 000 AFS27 Tanganyika aquifer 11 940 000 222 300
AFNE7 Sudd basin 2 926 500 331 600 AFS31
Coastal sedimentary
basin 1
2 150 000 16 800




627 400 50 700 AFS33 Kagere aquifer 493 500 5 800
AFNE10 Maerb aquifer 1 827 900 22 800 AFS34 Mgahinga 1 151 000 4 400
AFNE11 Gedaref 732 000 38 700 AFS35
Western Rift Valley
sediment
1 151 000 29 500




GRACE 2003 - 2014 1◦ by 1◦
GLDAS(TWS, soil moisture,
and canopy water content)
2003 - 2014 1◦ by 1◦
Satellite Altimetry 2003 - 2014 N/A
WGHM groundwater changes 2003 - 2009 0.5◦ by 0.5◦
Climate indices (IOD and ENSO) 2003 - 2014 N/A
TRMM 2003 - 2014 0.25◦ by 0.25◦
6.3.1 Spatio-temporal GRACE-derived Groundwater Changes
Analysis
6.3.1.1 GRACE-derived Groundwater
GRACE provides monthly global mass changes, which over the continents have
been equated to changes in terrestrial water storage (TWS). These changes are
quantified as combinations of different components i.e., changes in
biomass/canopy water content, accumulated soil moisture, changes in surface
water storage, and changes in groundwater (see, e.g., Longuevergne et al., 2010;
Moore and Williams , 2014, and the references therein). Over GHA, changes in
groundwater (after removal of the undesired components of TWS) can be
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quantified as (e.g., Castellazzi et al., 2016)
∆GW = ∆TWS − (∆SW + ∆CW + ∆SM), (6.1)
with ∆GW being changes in groundwater, ∆TWS changes in terrestrial water
storage, ∆SW changes in surface water storage, ∆CW changes in canopy water
content, and ∆SM changes in soil moisture. Changes in surface water (∆SW )
was derived through defining lake Kernel function using lakes’ geodetic boundary
coordinates with 1 (one) unit of water over the respective lake and 0 (zero)
elsewhere over the region as
∂lake(φ, λ) =
 1, over lake0, elsewhere
 , (6.2)
where φ and λ are the geodetic latitude and longitude, respectively. Since GRACE
fields are represented in terms of spherical harmonics, the lake kernel function








(C lakel,m cosmλ+ S
lake
l,m sinmλ)Pl,m(sinφ), (6.3)
where Pl,m is the normalised associated Legendre function of degree l and order
m, and C lakel,m and S
lake
l,m the dimensionless lakes’ spherical harmonic coefficients.
The summation in equation 6.3 was restricted to lmax = 60 in line with CSR
RL05 monthly spherical harmonic coefficients used herein. Figure 6.2 shows the
kernel functions of the considered lakes as per equation 6.3, whose coefficients
were scaled with respective altimetry level changes to give changes in surface
water, ∆SW .
Following the accounting of ∆SW using satellite altimetry scaled lake kernel
functions, and ∆CW and ∆SM using GLDAS hydrological model, the derived
groundwater changes (∆GW ) still contain some uncertainties (δGW ). These
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Figure 6.2: Greater Horn of Africa Lakes’ kernel (coefficient) functions. The
areas and minimum/maximum values for the kernel functions are (a) lake
Victoria (68, 800km2, min/max −0.0674/0.6235), (b) lake Turkana (6, 405km2,
min/max −0.0074/0.0529), (c) lake Tana (2, 156km2, min/max −0.003/0.0220),
(d) lake Tanganyika (39, 200km2, min/max −0.0298/0.1722), (e) lake Malawi
(29, 600km2, min/max −0.0264/0.1647). Lake coefficient function depends on
the area and shape of the lake. Circular/spherical shapes results in higher lake
coefficients compared to narrow elongated ones.
uncertainties arise from GLDAS-derived components, surface water variability
corrections, and other unaccounted for smaller surface water bodies, e.g., Lakes
Edward and Kyoga, the Sudd-wetlands, etc. Assuming that ∆GW is sufficiently
larger than δGW (i.e., ∆GW >>> δGW , see more details in section 6.3.1.2), the
estimated ∆GW can sufficiently be assumed to represent groundwater changes
over the GHA region, which following Do¨ll et al. (2014) can be expressed as
∆GW = R−Q−B + L, (6.4)
where R is diffuse recharge (largely soil moisture percolating into groundwater),
Q is net abstraction (groundwater withdrawals minus return flow from irrigation
with both surface water and groundwater), B is base-flow from groundwater to
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surface water bodies, and L recharge from underground streams/runoff.
6.3.1.2 Evaluation of GRACE-derived Groundwater Changes Using
WGHM Model
Due to lack of in-situ groundwater data over GHA, the GRACE-derived
groundwater changes (∆GW ) were compared to those obtained from WGHM
model as the model has been found to adequately capture groundwater changes
(see, Do¨ll et al., 2014). In Do¨ll et al. (2014), WGHM groundwater changes were
compared with independent estimates (observations, local scale modelling, and
GRACE-derived estimates) across various locations globally that included
North Western Sahara Aquifer and Nubian Sandstone Aquifer, which falls
within the study region of the current work. Although WGHM model has been
found to adequately capture groundwater changes over various locations
globally, being a model it suffers from various uncertainties (see Chapters 4 and
5, for model uncertainties) thus does not represent in-situ groundwater changes
100%. Nevertheless, such comparison is standard and has been applied, e.g., in
Do¨ll et al. (2014); Rajner and Liwosz (2017); Zhang et al. (2017); Hu et al.
(2017). The results of GRACE-derived groundwater changes captured similar
temporal variability over the region as those derived from WGHM variants
(WGHM IRR 70 S (limited irrigation) and WGHM NOUSE), albeit with
stronger amplitudes (Fig. 6.3a). The correlation between GRACE-derived
groundwater changes and those of WGHM IRR 70 S and WGHM NOUSE were
0.7147 and 0.7173, respectively (significant at 95% confidence level). Such
strong correlation validates the assumption of relatively small
δGW (i.e.,∆GW >>> δGW ), taken in section 6.3.1.1. In addition, the close
relationship between GRACE-derived groundwater changes and WGHM
IRR 70 S, and WGHM NOUSE points to low groundwater extraction in the
region as already reported in other studies (e.g., Siebert et al., 2010; Villholth,
2013). The spatial correlation between GRACE-derived groundwater and
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WGHM variants are similar except for areas north of latitude 15◦ where the
WGHM NOUSE model variant had (almost) constant values hence no
Figure 6.3: A comparison between GRACE-derived groundwater changes and
those of WaterGap Hydrological Model (WGHM). (a) Temporal variability of
standardized (spatially averaged) groundwater changes from 2003 to 2009, (b)
and (c) are correlation coefficients between GRACE derives groundwater changes
and those of WGHM variants, (d) and (e) are significance of the correlations.
GRACE-derived groundwater changes sufficiently captures groundwater changes
over GHA. The similarity in variability of the two WGHM variants indicates
limited groundwater exploitation in the region. The correlations are significant
at p < 0.05.
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correlation coefficients (Figs. 6.3b and c). The correlation are fairly strong and
significant in most areas within the GHA region (Figs. 6.3d and e). The low
and/or strong anti-correlation in isolated areas (e.g., North of latitude 15◦
eastern Ethiopia, and northern Somalia) could be caused by (phase) shifts due
to depth differences between GRACE and WGHM since GRACE sense greater
depths. Based on the largely close relationship between GRACE-derived
groundwater and WGHM variant WGHM IRR 70 S, and the fact that WGHM
variant WGHM IRR 70 S has been found to adequately capture groundwater
changes in various location globally, see, e.g., Do¨ll et al. (2014), it is sufficient to
imply that GRACE-derived groundwater captures groundwater changes over
GHA sufficiently well.
Further, the GRACE-derived groundwater changes were analyzed as follows;
(i) Localization of GRACE-derived Groundwater
ICA (see Chapter 2 for formulation and description) was used to
decompose and localize GRACE-derived groundwater changes (∆GW )
into spatio-temporal components as
∆GW = PQ, (6.5)
where P is the temporal groundwater changes and Q the corresponding
groundwater change patterns (spatial patterns).
(ii) Temporal Groundwater Change Trend Analysis
Temporal groundwater change linear trends (see Chapter 2 for formulation
and description) were evaluated and analysed in the context of rainfall
changes in the vicinity of the spatial groundwater changes.
(iii) Correlation Analysis
Pearson correlation analysis (see Chapter 2 for formulation and description)
was used to determined the relationship between rainfall and temporal
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groundwater changes taking lag into consideration. In addition, the impacts
of climate variability on groundwater level changes was evaluated through
correlation of temporal groundwater variabilities with dominant climate
variability indices (ENSO and IOD) at various lags.
6.3.2 Groundwater Sustainability
Due to lack of recharge (both in-situ and from WGHM), this section compares
GRACE TWS and model derived water flux in a bid to understand the
sustainability of groundwater for irrigation;
d(TWS)
dt
= P −R− E1
Where time (dt) is per month, P is precipitation, R runoff, and E –
evapotranspiration.
On average GRACE TWS showed similar temporal variability with model
derived water flux albeit with larger amplitudes (Fig. 6.4a). The overall average
correlation stood at 0.5508 at zero lag while with water flux proceeding GRACE
TWS with one month, the correlation improved to 0.8390. Fig. 6.4b shows the
spatial variation in the correlation at zero lag while Fig. 6.5a shows maximum
correlation at various lags shown in Fig. 6.5b. The high correlation over Ethiopian
highlands, South Sudan, Lower Sudan, Tanzania and Western Uganda points
to GRACE TWS accurately representing water flux and could by extension
imply the dependent of groundwater (since TWS has groundwater as one of the
components) on rainfall. The areas with low and/or negative correlations e.g.,
Upper Sudan (North of latitude 15◦), Somalia, Eastern Ethiopia and Eastern
Kenya have relatively high evapotranspiration coupled with groundwater recharge
from outside the local areas hence GRACE TWS and model-derived flux have
weak relationships. With climate studies (see, e.g., Niang et al., 2014, and the
references therein) pointing towards possible future increase in extreme events,
1P from CHIRPS while R and E are from GLDAS 2
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the close relationship between GRACE TWS and model derived water flux over
several areas points to sustainability of groundwater based on rainfall.
Figure 6.4: Relationship between GRACE-TWS and Model-derived water flux;
(a) time series plot (b) Correlation.The water flux is derived from rainfall
(CHIRPS), runoff (GLDAS 2) and evapotranspiration(GLDAS 2).
6.3.3 Potential for Groundwater Irrigated Agriculture
Preliminary analysis of potential for groundwater irrigated agriculture was
carried out on groundwater localized regions. The potential for groundwater
irrigated agriculture was based on groundwater quantity (provided by
combination of GRACE-derived groundwater level changes and groundwater
hydrogeology), quality (measured by total dissolved substance; from secondary
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Figure 6.5: Lag cross correlation; (a) maximum correlation (b) Lag at maximum
correlation. Negative lag values indicate water flux leading while positive indicate
water flux lagging GRACE TWS.
information), and soil characteristics of the region. Each site was then rated
based on all the aforementioned factors.
6.4 Results and Discussion
6.4.1 Spatio-temporal Variability of GRACE-derived Groundwater
Changes
The decomposition of GRACE-derived groundwater changes using ICA resulted
in spatio-temporal groundwater changes. Cross comparison of the locations of
spatial groundwater change patterns with aquifer (and/or groundwater) location
maps of the region (see, e.g., Fig. 6.1b; Altchenko and Villholth, 2013; Abiye, 2010;
Kebede, 2013) revealed several spatial groundwater change patterns in regions
belonging to various aquifers. These spatial groundwater change patterns are
thereafter referred to by names of the aquifer (and/or basins) in whose regions
they occur (Fig. 6.6).
Majority of the identified spatial groundwater change patterns (aquifers) are
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Figure 6.6: Selected spatial groundwater change patterns over GHA. The spatial
patterns result from regionalization/localization of GRACE-derived groundwater
changes (2003 - 2014) using Independent Component Analysis (ICA). The names
in brackets correspond to aquifers’ names as referred in Figure 6.1, while * denotes
those aquifers not in Figure 6.1 and are only found entirely within a country. The
rectangles (black) within each figure indicate areas over which precipitation and
WGHM-derived groundwater have been spatially averaged.
transboundary i.e., their extent transverse 2 or more countries. Only two in
Ethiopia (Fig. 6.6d and e) and one in Tanzania (Fig. 6.6g) are within countries.
Due to the limited resources, political will, and the cross-country boundary
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location of most of these aquifers, very limited resources are allocated if any
for their monitoring (e.g., Altchenko and Villholth, 2013). GRACE thus provides
an efficient and affordable way for large-scale monitoring (i.e., several aquifers
at the same time) of these aquifers. The general characteristics of these aquifers
(spatial groundwater change patterns) are summarised in Table 6.3.
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The temporal evolutions of the groundwater changes are presented in Figure
6.7. Other than Nubian Sandstone and Kenya-Somalia (Fig. 6.7a and f), the
temporal evolutions of groundwater changes of the rest of the aquifers showed an
annual pattern which could be due to the fact that recharge takes place once every
year during main rainfall seasons. Also, the groundwater temporal evolutions
seemed to peak 2-3 months, on average, after rainfall (Figs. 6.7b-e and g-i). The
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temporal evolution of the groundwater changes in UGHA (Nubian Sandstone,
Upper Nile, Karoo Carbonate, Ethiopian highland, and Lake Tana Basin) had
low maximum (peak) values in 2005, 2010, 2012, and 2014 (Fig. 6.7a-e), which
could be attributed to low rainfall hence reduced recharge and/or relatively more
usage of groundwater on those years. These years were preceded by low maximum
(peak) rainfall in 2004, 2009, and 2010 (see, Fig. 6.7a-e for rainfall) hence drought
as has been reported in other studies (e.g., Viste et al., 2013; Elagib, 2013; Masih
et al., 2014, and the references therein).
In EA, the temporal evolutions (Kenya-Somalia, Central Tanzania, Karoo
Figure 6.7: Temporal variability of spatial groundwater change patterns
(in Figure 6.6) and precipitation spatial averages (2003-2014), fitted with
linear trends. The groundwater temporal evolutions are the independent
components from ICA localization of GRACE-derived groundwater changes while
precipitation spatial averages (standardized) are done over the rectangles in
Figure 6.6. The magnitude of the trends are tabulated in Table 6.4. The
groundwater temporal evolutions largely reflects the average rainfall.
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sandstone, and Ruvuma basin) recorded relatively higher maximum (peak) values
due to high recharge from the impact of El Nin˜o induced rain that occurred in the
region in 2006/2007 (Figs. 6.7f-i; Kijazi and Reason, 2009; Becker et al., 2010;
Taylor et al., 2012). In addition, the temporal evolutions had low maximum
(peak) values in 2004, 2006, 2011, and 2013 (Figs. 6.7f-i), years that were
preceded by relatively lower rainfall (Fig. 6.7f-i) and were reported as having
been drought years (see, e.g., IFRC , 2011; Loewenberg , 2011; Nicholson, 2014a;
Masih et al., 2014, and the references therein).
Figure 6.8: Temporal variability of spatial groundwater change patterns
(in Figure 6.6) and WGHMIRR 70 S groundwater change spatial averages
(2003-2010), fitted with linear trends. The groundwater temporal evolutions
are the independent components from ICA localization of GRACE-derived
groundwater changes while WGHMIRR 70 S groundwater change spatial
averages (standardized) are done over the rectangles in Figure 6.6. The magnitude
of the trends are tabulated in Table 6.4. The WGHM temporal evolutions are
consistent with those of GRACE-derived groundwater changes.
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Table 6.4: Trend magnitudes and lag relationships. Ethiopia highlands, Lake
Tana region, and Kenya-Somalia have increasing groundwater trends, Nubian
Sandstone and Ruvuma have reducing groundwater trends, while the rest have
stable groundwater levels over the considered duration (2003 - 2014). The
relationships between temporal groundwater changes and average rainfall are
weak. Maximum correlations were found when rainfall preceded groundwater






















Nubian sandstone -1.328 -0.001 0.016 0.1540 80 35
Upper Nile 0.963 0.069 0.034 0.4542 2 907
Karoo Carbonate -2.362 -0.013 -0.044 0.3299 3 1480
Ethiopia highlands 3.134 0.022 0.071 0.3974 27 1385
Lake Tana region 1.228 0.002 0.041 0.4560 27 887
Kenya-Somalia 1.582 -0.025 0.015 0.2047 105 432
Central Tanzania 2.163 0.125 -0.095 0.3734 3 916
Karoo sandstone 0.283 0.073 -0.191 0.4778 2 1230
Ruvuma -2.753 0.026 -0.040 0.4181 9 1050
The close relationship between groundwater change temporal evolution and
rainfall as observed above could be attributed to the fact that due to limited
groundwater exploitation in the region (see, e.g., Siebert et al., 2010; Villholth,
2013), the temporal evolution is to a large extent influenced by recharge
(equation 6.4). Recharge in itself is dependent on rainfall (intensity, duration,
and volume), hydrogeological characteristics of the groundwater region (e.g.,
geomorphology, geology, and pedology), and vegetation cover and/or land use in
the recharge regions (Siebert et al., 2010; Comte et al., 2016). Land use land
cover changes e.g., deforestation (afforestation) leads to increased (reduced)
run-off and/or evapotranspiration and has a site-specific influence on recharge
while continued urbanization leads to lower long-term average groundwater
recharge (Kundzewicz and Do¨ll , 2009; Comte et al., 2016).
Further, the temporal evolutions of GRACE-derived groundwater changes
were found to be largely similar with spatially averaged WGHM IRR 70 S
(averaged over the boxed areas in Figure 6.6) though with relatively larger
amplitudes (Fig. 6.8). Over EA, both GRACE-derived groundwater changes
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and WGHM IRR 70 S temporal evolutions clearly depict the high 2007 and low
2006 maximum (peak) values corresponding to the El Nin˜o induced rains of 2007
and the droughts of 2005-2006, respectively. Over UGHA, distinctive feature
like the low maximum (peak) value in 2005 is clearly visible in all the figures.
The relationships between the temporal groundwater changes and spatially
average rainfall (averaged over extents shown in Fig. 6.6) showed weak
relationships with varied lags (Table 6.4). The weak relationships could be
attributed to the fact that most of the aquifers considered are recharged by
additional means, e.g., losing streams, preferential flows and through fractures,
and underground rivers, other than direct rainfall infiltration (see, Table 6.3 and
the references therein). Probably a stronger relationship would be between
rainfall and recharge as opposed to the relationship between rainfall and
groundwater level changes. This follows from the evidence of episodic recharge
link to extreme rainfall events in an aquifer in Central Tanzania (see, e.g.,
Taylor et al., 2012). Other than the Nubian Sandstone and Kenya-Somalia with
lags of 80 and 105 months, respectively, the rest of the aquifers had lags in the
range of 2 to 27 months (Table 6.4). These lags are largely dependent on among
other things; the depth and characteristics of the associated aquifers (e.g.,
confined vs unconfined, volcanic vs Precambrian etc.), the source and mode of
the recharge (Table 6.3), and the land use land cover in the recharge region.
The reflection of rainfall in groundwater level changes after durations of time
(lag) forms one of the major advantages of groundwater as a source of water
due to the fact that it can be used without worry even during longer drought
events, see e.g., Calow et al. (1997, 2010).
Least squares trend analysis results of GRACE-derived temporal
groundwater changes, and spatially average rainfall and WGHM IRR 70 S are
shown in Table 6.4 (also see, Figures 6.7, and 6.8). GRACE-derived temporal
groundwater changes had: significant positive trends over Ethiopian highlands,
Lake Tana region, and Kenya-Somalia; significant negative trends over Nubian
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Sandstone and Ruvuma; and stable temporal groundwater changes over the
remaining aquifers i.e., recharge balanced base flow and usage over the
considered duration of time.
The trends in averaged WGHM IRR 70 S were all insignificant except for
Upper Nile and Central Tanzania, while average rainfall had insignificant trends
over all the groundwater localized areas. The lack of significance in these trends
especially for WGHM IRR 70 S could be attributed to the short duration of time
under consideration (7 years), while the rainfall appears to be stable over the
considered duration (2003 – 2014).
Table 6.5: Relationship between temporal groundwater changes and climate
indices. All the correlations are statistically significant (p < 0.05) but largely
weak. Both Nubian Sandstone and Kenya-Somalia do not show any meaningful
relationship with ENSO while Nubian Sandstone, Kenya-Somalia, Ethiopia

















Nubian Sandstone 0.5652 0.5404 19 29
Upper Nile 0.3176 0.3052 19 16
Karoo Carbonate 0.2822 0.2427 61 16
Ethiopia highlands 0.2373 0.1658 19 51
Lake Tana region 0.3026 0.1928 19 52
Kenya-Somalia 0.4387 0.3974 95 5
Central Tanzania 0.3525 0.3132 37 17
Karoo Sandstone 0.2537 0.2234 37 15
Ruvuma 0.2655 0.3503 37 23
Considering equation 6.4, the insignificant rainfall trends, and the average
annual rainfall (Table 6.4), the positive trends in GRACE-derived temporal
groundwater changes over Ethiopian highlands and Lake Tana region could be
attributed to a combination of steady recharge (evidenced by stable average
annual rainfall), limited abstraction (see, e.g., Siebert et al., 2010; Kebede,
2013), and very low based flow in comparison to recharge amounts. The case for
Kenya-Somalia is special due to low annual rainfall coupled with high
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evapotranspiration over the region (e.g., 432 mm/annum of average annual
rainfall (Table 6.4) vis-a-vis ' 2330 mm/annum of evapotranspiration; Mwango
et al., 2004). The recharge for groundwater in this region is from River Ewaso
Ng’iro (originating from Mount Kenya region) and underground runoff from
other regions e.g., Ethiopian highlands (e.g., Mumma et al., 2011; Oord et al.,
2014; Abiye, 2010). The Nubian Sandstone is characterized by very limited
active recharge as indicated by low correlation, long lags, and very low annual
average rainfall (Table 6.4) hence its significant negative trend (depletion; as
there is no recharge) could be driven by base flow and abstraction. This is in
line with other studies (see, e.g., Gossel et al., 2004; Scanlon et al., 2006; Do¨ll
et al., 2014), which have documented the negative trend in the aquifer as being
driven by abstraction without a recharge. The negative trend for Ruvuma is
driven by higher base flow as water flows back into the river tributaries in
several locations in the region (Wellfield and British, 2011), coupled with low
net abstraction.
Finally, in exploring the impact of climate variability on temporal
groundwater changes, the correlation between temporal groundwater changes
and the dominant climate variability indices (ENSO and IOD) showed weak
relationships (Table 6.5). Since climate variability impact on groundwater
through its influence on rainfall, the study considered only the correlations when
groundwater was lagging climate indices. Due to the short duration considered,
approximately 10 years, these results should be analyzed with caution as longer
duration datasets may be necessary to give concrete results. The association of
groundwater temporal evolution with IOD was relatively higher than that with
ENSO, which could be attributed to the relatively stronger influence of IOD on
the regions rainfall (see, e.g., Saji et al., 1999; Williams and Funk , 2011; Ashok
et al., 2003). Both Nubian Sandstone and Kenya-Somalia did not show any
meaningful relationship with ENSO, while the following temporal groundwater
changes did not show any meaningful relationship with IOD; Nubian Sandstone,
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Ethiopian highlands, Lake Tana region, and Kenya-Somalia. The lack of
meaningful relationships follows from the fact that climate variability impacts
on groundwater change through rainfall, thus the lag at maximum correlation
are expected to be higher in the correlation of temporal groundwater changes
with climate variability indices than with rainfall (Table 6.5 vis-a-vis Table 6.4).
For Nubian Sandstone and Kenya-Somalia, their lack of meaningful
relationships could be attributed to low or no recharge from rainfall while for
Ethiopian highlands and Lake Tana region, their lack of meaningful
relationships could be attributed to the fact that IOD does not have much
influence on rainfall in those regions. The rainfall over these regions (Ethiopian
highland and northern Ethiopia) results from moisture migration from rain
forest regions over Congo Basin as a result of westerly winds and thermal low
pressure of ITCZ (Williams et al., 2012). Longer duration of temporal
groundwater changes (groundwater level changes) would be necessary in order
to understand with certainty the impact of climate variability (and/or change)
on groundwater changes hence long term resource sustainability.
6.4.2 Potential of Groundwater Irrigated Agriculture
The GRACE-derived groundwater changes characteristics from section 6.4.1
were combined with existing secondary information (literature) e.g.,
groundwater potential, groundwater quality, and soil types, with a view to
examining the potential for groundwater irrigated agriculture, which was
explored based on water availability (quantity and quality) and dominant soil
types (Table 6.6). An indication of water availability for sustainable
exploitation was provided by temporal groundwater changes, trends
(section 6.4.1) and yield information (Table 6.7), while quality was based on
either physicochemical properties of total dissolved solids (TDS) or electrical
conductivity (EC); both measures of dissolved minerals content in water. The
study assumed the TDS/EC values to cover the entire spatial groundwater
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change areas. For a comprehensive suitability analysis, a more detailed
investigation will have to be carried out at a larger scale considering specific
nutrients, well-specific yields, and finer soil classification.
Table 6.6: Soil characteristics (adopted from Driessen and Deckers , 2001;
Eswaran and Cook , 1987)
Soil type Characteristics (summary)
Acrisols
Suitable for production of rain-fed and irrigated crops only after liming and
application of fertilizer. Its limitations include; poor chemical properties,
low levels of plant nutrients, and aluminium toxicity and P-sorption.
Solonetz
Characterized by high concentration of sodium which impacts negatively on plants.
Its use for agriculture is dependent on its depth and property of surface soil.
Reclamation is possible but expensive.
Vertisols
They have high natural fertility and positive response to management, however, their
moisture control problem imposes critical constraints to low input agriculture.
Under rain-fed conditions and depending on temperature, they have been used
to produce wheat, maize, sorghum, soya-beans, cassava e.t.c.
Ferrisols
They have great soil depth, good permeability, and stable micro-structure. They are well
drained but have low water holding capacity. They have poor chemical properties
hence careful selection of fertilizer and liming would be necessary for better returns.
Plinthosols
Their potential for agriculture depends on how deep they are. Requires management
intervention due to poor natural soil fertility and water logging issues.
Nitisols
Are among the most productive soils of the humid tropics. They are of good work-ability,
good internal drainage, fair water holding properties, and of good fertility. They contain high
concentration of weathered materials and are suitable for a wide range of crops.
Cambisols
They have natural to weakly acid retention, satisfactory chemical fertility, and active
soil fauna. They make good agricultural lands and are intensively used.
Leptosols
Are common in mountainous regions. Their shallowness and/or stoniness and
implicit low water holding capacity are some of their limitations. Erosion is the
greatest threat to steep slope soil areas. Hill slopes are normally fertile.
Alisols
Strongly acidic soils with accumulated high activity of clay at sub-soils. They have toxic
levels of aluminium at shallow depths and poor natural soil fertility. Use restricted to
acid tolerant plants/crops and low volume grazing. Productivity for subsistence agriculture
is low as these soils do not recover easily from chemical exhaustion. Crop production is
possible if fully limed and fertilized.
Lixisols
Agricultural use is subject to use of fertilizer and/or lime addition due to
low level of plant nutrient and low cation retention.
Calciols
Have substantial secondary lime accumulation. Suitable for lime tolerant crops.
They reach their full potential when carefully irrigated; furrow irrigation performs better.
Luvisols Most Luvisols are fertile soils and are suitable for a wide range of agricultural activities.
TDS of < 450mg/l, 450−2000mg/l, and > 2000mg/l are considered suitable,
slight to moderately suitable, and severe, respectively, in degrees of restriction of
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use for irrigated agriculture while EC of < 700µS/cm, 700 − 3000µS/cm, and >
3000µS/cm are considered excellent, good, and fair (would greatly affect yield),
respectively (see, e.g., Ayers, R. S and Westcot, D. W. and Food and Agriculture
Organization of the United Nations , 1976; Kumar et al., 2007; Salifu et al., 2015).
Based on water availability (Fig. 6.7 and Table 6.4), water quality (TDS) and
dominant soil types (Tables 6.6 and 6.7 ), the potential for groundwater irrigated
agriculture for various groundwater localized areas is presented in Table 6.7.
Table 6.7: Potential for groundwater irrigated agriculture based on groundwater
characteristics and dominant soil types. Potential for groundwater irrigated
agriculture varies from low to high across the groundwater availability regions.
The hydrogeology information has been sourced from MacDonald et al. (2008),
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Kenya-Somalia has good water availability (quantity) considering the
temporal groundwater changes (Fig. 6.7d), trends (Table 6.4), and average yield
(Table 6.7) that can easily support subsistence agriculture. The freshwater
within the center of Merti aquifer has TDS of less than 1000 mg/l with a PH of
between 7.2 to 7.8 with the rest of the area overlain by Precambrian crystalline
or consolidated sedimentary having TDS of 2000 – 4000 mg/l (Fig. 6.1d;
Swarzenski and Mundorff , 1973). The dominant soil types over the region are
Solonetz and Calciols (Table 6.7), poor soils that requires expensive agricultural
management, e.g., leaching with fresh water, liming, fertilization, and
construction of engineering drainage systems in order to be suitable for crop
production, hence low potential for groundwater irrigated agriculture (Table
6.7). However, the area could be used for sodium and calcium tolerant crops.
The limited fresh water at the center is under pressure from the community and
the refugee centers, and could run the risk of saline intrusion if subjected to an
additional pressure of supporting irrigated agriculture in areas of suitable soils.
Although Nubian Sandstone (Nubian Sahara) has falling (groundwater) trends
(Fig. 6.7b and Table 6.4) due to limited recharge, it has a good yield (Table 6.7)
with one of the largest deposits of fossil water in Africa (see, e.g., MacDonald
et al., 2008). The fall is due to water use by other states sharing the aquifer as
the Sudanese side comprises only of pastoralist communities (Alker , 2007). It has
a fair quality of water with TDS values of between 500 – 800 mg/l (Salama, 1988)
and a dominant soil type of Alisols (Table 6.7), which like Solonetz and Calciols
found in Kenya-Somalia has poor agricultural potential. Alisols requires liming
and addition of fertilizer for productive use though they do not easily recover from
chemical exhaustion (Table 6.6), hence low potential for groundwater irrigated
agriculture (Table 6.7).
Upper Nile, comprising of several aquifers, has good water availability
(Fig. 6.7a and Tables 6.4 and 6.7) with varying TDS in the ranges of 200 – 500
mg/l and 100 – 400 mg/l over Sudd and Baggara basins, respectively (Salama,
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1988). The dominant soil type is Vertisols (Table 6.7), which despite containing
a high level of plant nutrients, may require additional management practice due
to its high clay content. The high clay content presents a moisture control
challenge that may impose a critical constraint on low input agriculture, hence
moderate to high potential for groundwater irrigated agriculture (Table 6.7).
Ethiopian highland is characterized by good water availability (Fig. 6.7a and
Tables 6.4) of suitable quality with high agricultural potential soil hence high
potential for groundwater irrigated agriculture (Table 6.7).
Lake Tana has both good water availability and soils of good agricultural
potential. Considering Figure 6.7c and Tables 6.4 and 6.7, coupled with TDS
of less than 500 mg/l (Kebede, 2013) the region has low to high agricultural
potential. On areas of the crystalline basement with low groundwater potential,
the agricultural potential is likewise low while over areas of volcanic hydrogeology,
the agricultural potential is moderate (Table 6.7).
Karoo Carbonate is characterized by large volumes of good quality water
(Fig. 6.7c and Tables 6.4 and 6.7) with poor quality soils (Plinthosols and Lixisols)
requiring additional management practices e.g., the addition of fertilizer and/or
lime, water logging issues etc. Its irrigated agricultural potential is thus low to
moderate (Table 6.7).
Central Tanzania has a stable quantity of groundwater (Fig. 6.7c and
Tables 6.4) though with relatively high TDS of 1000 – 3000 mg/l (Kashaigili ,
2010) and varying groundwater potential and yield depending on the
hydrogeology (Table 6.7). Due to varied dominant soils e.g., Cambisols,
Solonetz, Acrisols, and Vertisols its groundwater irrigated potential ranges from
low to moderate as additional intervention measures could be necessary for
good agricultural returns (Table 6.7).
Karoo Sandstone is dominated by good agricultural soil which coupled with
groundwater availability (Tables 6.4 and 6.7) with TDS of 400 – 800
mg/l (Wellfield and British, 2011) make the region to have moderate to high
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potential for groundwater irrigated agriculture (Table 6.7).
Finally, Ruvuma though characterized by high potential of groundwater with
good quality (Table 6.7), the falling trend (Tables 6.4) coupled with average soils
(Cambisols and Acrisols) qualifies it for low to moderate potential for groundwater
irrigated agriculture. The regions dominated with Acrisols, soils with low levels of
plant nutrients and poor chemical properties, have low potentials for agriculture
(Table 6.7).
Based on the yield, groundwater potential, and recharge rates (Table 6.7),
large-scale groundwater irrigated agriculture may not be possible but subsistence,
medium to small-scale groundwater irrigated agriculture would be sufficiently
supported in these areas. Groundwater with high TDS or EC levels results in
plants being unable to absorb sufficient water from the salty solution despite the
presence of sufficient moisture hence reduced yield/productivity (Fipps , 2003).
On the same note, soils with high concentration of salts result in the salts leaching
into the ground during rainfall events. This leads to increase in concentration
of salts in the soil, thus impeding plants from absorbing water and nutrients.
Finally, in the case of salty water, as it is used up (some evaporates) the salt
remains deposited in the soil and is washed back and the cycle continues making
the soil unsuitable for agricultural activities. Also, salt resistant crops could be
tried in regions of salty water and/or soils with excess salts.
6.5 Concluding Remarks
The Chapter derived groundwater changes from GRACE TWS and subsequently
used ICA method to localize the resulting groundwater changes into aquifer
regions and corresponding temporal variabilities. The temporal groundwater
changes were then analyzed and correlated with dominant climate variability
indices (ENSO and IOD) in order to explore the impact of climate variability.
Finally, the potential for groundwater irrigated agriculture in the aquifer regions
were explored. The major findings of the Chapter include:
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(i) GRACE-derived groundwater changes showed similar temporal variability
to WGHM variants IRR 70 S and WGHM NOUSE with Pearson
correlation coefficients of 0.7147 and 0.7173 (significant at 95% confidence
level), respectively. This indicates the potential of using GRACE satellites
to study groundwater changes in this data deficient region.
(ii) Based on the aquifer (and/or groundwater) location maps of the region, the
study identified the following aquifers (and/or groundwater areas); Nubian
sandstone, Karoo Carbonate, Upper Nile, Ethiopian highlands, Lake Tana
region, Kenya-Somalia, Central Tanzania, Karoo sandstone, and Ruvuma.
(iii) The temporal evolution of the identified GRACE-derived groundwater
changes showed largely similar variability to those of spatially averaged
WGHM variants IRR 70 S and reflected changes in annual average
rainfall. All the temporal groundwater changes, except Nubian sandstone
and Kenya-Somalia, showed an annual (cyclic) pattern indicating an
annual (yearly) recharge cycle.
(iv) Least squares trend analysis of the temporal groundwater changes had;
increasing groundwater levels for Ethiopian highlands, Lake Tana region,
and Kenya-Somalia; stable groundwater levels for Upper Nile, Karoo
Carbonate, and Central Tanzania; and decreasing groundwater levels for
Nubian Sandstone and Ruvuma.
(v) Correlation analysis showed weak associations/relationships between the
temporal groundwater changes and the dominant climate indices (IOD
and ENSO), an indication of the limited impact of climate variability
and/or change on the groundwater level changes. Both Nubian Sandstone
and Kenya-Somalia did not show any meaningful relationship with ENSO,
while Nubian Sandstone, Ethiopian highlands, Lake Tana region, and
Kenya-Somalia did not show any meaningful relationship with IOD. Due
to the short duration of the groundwater changes considered, longer
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duration of groundwater changes would be required for certainty of the
observed (and/or lack of) association.
(vi) Based on water availability (from GRACE), water quality (indicated by
the total dissolved substance) and dominant soil types, potential for
groundwater irrigated agriculture results showed: low potentials for
Nubian Sandstone and Kenya-Somalia areas; low to moderate potentials
for Karoo Carbonate, Lake Tana region, central Tanzania, and Ruvuma;
moderate to high potentials for Upper Nile and Karoo Sandstone; and
high potential for Ethiopian highland.
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7 Enhancement of Food Security and Future
Outlook
7.1 Introductory Remarks
This thesis has looked into issues of agricultural drought, the possibility of using
GRACE to monitor large-scale groundwater level changes, and the potential for
groundwater irrigated agriculture over GHA. This is in response to drought
induced food insecurity over the region (see section 1.2). Droughts are
permanent features of the region’s climate system and will continue to recur
with studies suggesting an increase in their frequency and intensity (see, e.g.,
Ibrahim, 1988; Olsson, 1993; Gebrehiwot et al., 2011; Edossa et al., 2010;
Williams and Funk , 2011; Lyon, 2014; Nicholson, 2014a; Niang et al., 2014).
By investigating agricultural drought-related issues that have not been given
prominence by other studies over the region, this thesis contributes to
enhancement of food security. Further, the problem of low per capita food
production driven by climate change and/or variability, high population growth
rate, and low yield is indirectly addressed by the thesis through large-scale
groundwater monitoring and evaluation of potential for groundwater irrigated
agriculture. Groundwater can only be sustainably exploited if there is
continuous monitoring. This Chapter highlights the links of the major findings
of the thesis to food security enhancement and possible areas for future research.
7.2 Thesis Major Findings Linked to Food Security
Enhancement
In general, the results from agricultural drought and soil moisture analyses
(Chapters 3, 4, and 5) are important to the region as they extend the current
understanding of agricultural drought since at present only a few studies exist.
Additional understanding of agricultural drought is important for the region
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since droughts are permanent and recurring features and every time they occur,
the region plunges into food insecurity. Soil moisture being the only reliable
indicator of available plant water between rainfall deficit and crop response, is
therefore very critical for yield monitoring. Knowing the characteristics of these
soil moisture products would be important to researchers and other decision
makers in the region as it could aid in their choice of which products to use. In
addition, it could spur more soil moisture based research in for example
agricultural drought monitoring as currently very few studies are using these
(soil moisture) products.
Specifically, the results of this thesis contribute to enhancement of food
security in the following areas/manner (see summary in Figure 7.1):
(i) Drought monitoring framework
In order to improve food security, there is need to shift from crises
management to risk management of drought-induced food insecurity. An
effective proactive risk management strategy requires that the best
available information from operations and reliable drought monitoring
tools for the region be collectively analyzed to provide objective
information for near real-time food security assessment (Tadesse et al.,
2008). As the region currently lacks a clear drought monitoring approach,
the drought characterization framework employed in this thesis (Chapters
3 and 4) can be used to provide effective, clear, and concise drought
information to aid risk management approach. This drought
characterization framework is suited for effective drought monitoring as it
involves a spectrum of indicators from precipitation, soil moisture, NDVI,
and terrestrial water storage. Effective drought monitoring calls for use of
a combination of indicators as precipitation alone may not tell the whole
story, although drought stems from precipitation deficit, due to the
complex nature of drought phenomenon (Naumann et al., 2014; Damberg
and AghaKouchak , 2014). Finally, the assessment of the effectiveness of
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drought indicators in this framework (sections 3.2.2 and 4.3.3) serve to
enhance the credibility and importance of the indicators with a wide range
of decision makers.
(ii) Development of food security early warning systems (EWS)
For a region with frequent drought-induced food insecurity incidents
(section 1.2), GHA needs a reliable and effective food security early
warning system to enable stakeholders, decision and policy makers respond
in time. Currently, situation and outlook reports produced by Famine
Early Warning System (FEWS-NET) serves this purpose. The situation
and outlook reports are produced by integrating precipitation percentiles
and normalized difference vegetation index (see, e.g., Verdin et al., 2005;
Tadesse et al., 2008). These situation and outlook reports can benefit a
lot by incorporating the rainfall, moisture, and VCI based indicators that
did explain very high variability in national annual crop production over
the region (sections 3.3.2 and 4.4.1.4). Regression models developed from
these indicators and used with seasonal forecasts would give a clear
picture of the expected food situation 3 – 6 months before harvest as the
seasonal forecast are produced 3 – 6 months in advance. Also, these
indicators can be used to drive crop models for yield/production
prediction. Such production predictions can then be combined with
socio-economic data (information on how the communities make living
and poverty levels), and drought spatial patterns to estimate the food
security situation and the likely extent of impact 3 – 6 months beforehand
hence an effective EWS (Brown et al., 2007; Tadesse et al., 2008).
(iii) Enhance the mobilization, management, and distribution of relief food
Mobilization of relief food for any disaster, e.g., drought, takes up to 6
months from the time assistance is sought from the donors for the food to
begin arriving in affected areas. This implies that the budgeting process
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preceding the humanitarian action has to be done way before the harvest
is known and official production figures for the region in question available
(Brown et al., 2007). With rainfall, moisture, and VCI based indicators
explaining very high variability in national annual crop production over
the region (sections 3.3.2 and 4.4.1.4), they can be used with forecast
information to predict yield/production as outlined above to serve the
budgeting process. It would also help in improving the response time from
governments and other relief agencies as their current responses do come
way too late when the impacts of drought have costed lives. In addition,
the drought intensity information (sections 3.3.1.3 and 4.4.1.3) would be
applicable in delineating the level of impacts expected when combined with
poverty information thereby guiding the distribution of relief assistance
hence reducing political patronage in the process. The consistency in the
percentage of areas under drought and different drought intensities from
various products (sections 4.4.1.2 and 4.4.1.3) should serve as a control
for other derived drought-related statistics that depend on areas. Such
information include the number of people affected and the extents, which
various players in the sector (e.g., governments and aid agencies) have had
different figures leading to lack of (or low) accountability in the process. By
having ideas on the percentage differences in areas under different products,
it is possible to propagate acceptable differences on the derived quantities
thereby enforcing accountability.
(iv) Improve the effectiveness of monitoring and predictive systems
For drought monitoring framework, food security early warning systems,
and mobilization management and distribution of relief foods to be
effective, relevant, and reliable, they require the best possible drought
indicators as inputs. Given that soil moisture is the best agricultural
drought indicator coupled with the fact that GHA lacks in-situ soil
moisture monitoring network, soil moisture suitability analyses (Chapter
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5) provide the means of selecting the most suitable soil moisture product
for the region. This is critical for the region as rain-fed agriculture become
under increasing pressure from frequent droughts, rainfall variability,
climate variability and/or change, and high population growth, thus
making the region food insecurity vulnerable.
(v) Sustained groundwater exploitation
Given that the region lacks groundwater monitoring infrastructure, the
potential shown by GRACE in monitoring groundwater (section 6.4.1)
points to its importance as groundwater sustainability aiding tool. The
fact that most of the aquifers fall within marginalized/border and
arid/semi-arid regions makes it even more important as policy and
decision makers can now formulate groundwater exploitation policies and
provide incentives for the residence to utilize the water for food
production. By providing continuous groundwater level changes over such
large region (cross country boundary), the policies and/or uses could be
formulated region-wide in order to minimize chances of conflict when
pressure on the aquifers becomes greater due to increased demand driven
by population growth and/or climate variability. With suitable incentives,
policies, and given the importance and success of groundwater irrigated
agriculture in other semi-arid/arid regions of Sub-Sahara Africa (see, e.g.,
Foster and Shah, 2012; Villholth, 2013), improvement in food security
situation of the residents should be expected.
(vi) Enhancement of groundwater irrigated agriculture
The potentials for groundwater irrigated agriculture around the
groundwater localized areas (section 6.4.2) contributes to the
enhancements of food production as it provides a rough indication of the
suitability of each area. The policy makers and stakeholders could use this
information to suggest suitable crops for the respective areas thereby
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helping the inhabitants make informed choices on what to grow. For areas
with low potential, salt resistant crops could be suggested since their low
potential was due to high salt levels either in the water or in the soil. The
availability of a reliable water source (groundwater) is likely to encourage
the inhabitants of these areas to invest more into farming (fertilizers,
better quality seeds etc.) as they are assured of good returns hence
enhanced household food security over the region.
Drought characterization
(Chapters 3 and 4)
 Drought monitoring 
framework.
 Drought response and 
mitigation policy.
 Aid decision on crop varieties 
based on available rainfall.
 Contribute to food security 
early warning system.
Effectiveness of indices in explaining 
variability in annual crop production 
(Chapters 3 and 4)
 Food security early warning systems.
 Enhanced mobilization and management 
of relief food. 
 Prediction of yield and pasture. 
 Informed domestic economic policy 
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Consistency of areas under 
drought (Chapter 4)
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Figure 7.1: Relationship between thesis major findings and food security
(availability and accessibility) enhancement.
7.3 Future Outlook
In the course of this research, the following issues were identified as possible areas
requiring further research:
(i) Since droughts are permanent features of a climate system and studies
indicate they will increase in intensity and frequency (see, e.g., Ibrahim,
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1988; Olsson, 1993; Gebrehiwot et al., 2011; Edossa et al., 2010; Williams
and Funk , 2011; Lyon, 2014; Nicholson, 2014a; Niang et al., 2014), there
is a need for more research on agricultural drought to contribute to better
understanding and living with it (see, e.g., Awange et al., 2016c). More
studies need to be done to ascertain the probability of occurrence of
various magnitudes of agricultural droughts and their links to climate
change and/or variability indices e.g., ENSO and IOD, which research has
shown to tightly influence the rainfall patterns over GHA. Such studies
would contribute to the early warning systems of the region and would
enhance the response of governments and other aid providers when
droughts eventually occur.
(ii) In evaluating the impact of climate variability on soil moisture and
groundwater changes over the region, this study concentrated only on the
dominant climate variability indices (IOD and ENSO). Future studies
could extend to other indices e.g., Inter-decadal Pacific Oscillation (IPO)
and Northern Atlantic Oscillation (NAO), in order to make our
understanding of climate variability impacts on soil moisture and
groundwater changes comprehensive.
(iii) Further studies should also be done at large scales i.e., crop areas and/or
sub country. This will add more value and relevance as it will translate the
work (and or results) in to a practical platform and inform decision making
at local levels.
(iv) Also, as modelling and climatic studies have indicated that the regional
yield will remain low while productive land areas shift into low productive
status, there is need to use available satellite and observation data to
analyse, demarcate, and monitor the changes in the suitability of various
crops grown in the region. The results of such analyses could inform change
of seed varieties and/or development of groundwater irrigation facilities to
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compensate for the loss of crop water due to rainfall variability.
(v) The differences observed in the soil moisture products coupled with their
inconsistencies in both drought characterization and percentage of areas
under drought calls for more regional based and improved soil moisture
products. Other than using regional rainfall products for model forcing,
further improvements could be made on the models themselves for
consistency in handling wet and drying events.
(vi) Finally, the uncertainties observed in the soil moisture products need to
be further studied with aim of extending understanding of the uncertainty
spatial drivers (e.g., from topography and land cover etc.). This would be
crucial in reducing the uncertainties before the soil moisture products can
be used to improve food security.
As mentioned in Chapters 3 - 6, inadequate and/or lack of in-situ
measurements is one of the major sources of uncertainties in the precipitation,
soil moisture, and TWS products applied in this thesis. The uncertainties in the
precipitation products are majorly caused by sparse and irregular distribution
of rain-gauge stations coupled with influence of topography on precipitation
interpolation. For the soil moisture products, lack of in-situ monitoring network
has prompted the use of model-derived soil moisture whose uncertainties are
chiefly driven by precipitation uncertainties. In addition, lack of in-situ soil
moisture implies the uncertainties in the model-derived soil moisture products
could not be evaluated. Even though GRACE TWS represents direct
observations, lack of in-situ groundwater observation for validating the
GRACE-derived groundwater implies that the level of uncertainties were not
quantified. Also the uncertainties in GRACE measurements were contributed by
its low spatial resolution of GRACE as dominant (and regional) signals obscure
the local (and minor) ones. Lack of in-situ measurements was therefore one of
the major sources of uncertainties in the product used and in the final results.
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Other than lack of in-situ measurements, the other major shortcoming of the
thesis approach and results was the scale of the study. Even though at this scale
(regional) the approach and results are suitable for policy formulation, the results
cannot be directly utilized in local decision making in aid of drought mitigation
and/or food security decisions since each country in the region make country
level decisions. The thesis attempted to address these shortcomings and above
uncertainties through innovative mathematical approaches though to a limited
success. To overcome these shortcomings, future studies should consider local
(country or less) level studies and if possible incorporate in-situ measurements
as this would make the analysis more robust and results solid. In addition, it
would make the results more relevant to the local decision making teams in each
country.
In regards to GRACE-derived measurements, even though the thesis applied
ICA to localize the signals, there is still need for higher resolution measurements
in order to aid detailed local scale groundwater changes.
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8 Appendix
Table 8.1: Three Corner-Hat (TCH) method and Triple collocation analysis
(TCA) derived uncertainties of selected products over Greater Horn of Africa
(GHA), Eastern Africa (EA), and Upper Greater Horn of Africa (UGHA). The
two methods show similar trends of uncertainties but different magnitudes.
Product TCH EA TCA EA TCH UGHA TCA UGHA TCH GHA TCA GHA
MERRA-2 0.0202 0.2048 0.0248 0.2019 0.0134 0.6151
F NOAH 0.0166 0.0749 0.0261 -0.0043 0.0103 -0.4634
G VIC 0.0222 0.2678 0.0336 0.5180 0.0158 0.8276
Note: Negative values indicate violation of one of the assumptions of TCA
(e.g., linear relationship between the measurement and true value,
uncorrelated errors between measurements and/or with the truth).
Figure 8.1: GPCC gauge distribution over East Africa. The yellow grids have
rain gauge(s) while blue have none. Each grid is 0.5◦ by 0.5◦.
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Figure 8.2: CHIRPS in-situ station numbers per country per month over
UGHA. Ethiopia has relatively high number of stations while Somalia has the
lowest. There is fluctuation in the station numbers across all the countries.
(Source:http://chg.geog.ucsb.edu/data/chirps/#plus7).
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Figure 8.3: CHIRPS in-situ station numbers per country per month over
East Africa. Kenya and Tanzania have relatively high number of stations
while Uganda has low numbers. There is rapid fluctuation in the station
numbers across all the countries as compared to Ethiopia (Fig. 8.2).
(Source:http://chg.geog.ucsb.edu/data/chirps/#plus7).
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A B S T R A C T
Heavy reliance of East Africa (EA) on rain-fed agriculture makes it vulnerable to drought-induced famine.
Yet, most research on EA drought focuses onmeteorological aspects with little attention paid on agricultural
drought impacts. The inadequacy of in-situ rainfall data across EA has also hampered detailed agricultural
drought impact analysis. Recently, however, there has been increased data availability from remote sens-
ing (rainfall, vegetation condition index – VCI, terrestrial water storage – TWS), reanalysis (soil moisture
and TWS), and land surface models (soil moisture). Here, these products were employed to characterise
EA droughts between 1983 and 2013 in terms of severity, duration, and spatial extent. Furthermore, the
capability of these products to capture agricultural drought impacts was assessed using maize and wheat
production data. Our results show that while all products were similar in drought characterisation in dry
areas, the similarity of CHIRPS and GPCC extended over the whole EA. CHIRPS and GPCC also identified the
highest proportion of areas under drought followed closely by soil moisture products whereas VCI had the
least coverage. Drought onset was marked first by a decline/lack of rainfall, followed by VCI/soil moisture,
and then TWS. VCI indicated drought lag at 0–4months following rainfall while soil moisture and TWS prod-
ucts had variable lags vis-à-vis rainfall. GLDAS mischaracterized the 2005–2006 drought vis-à-vis other soil
moisture products. Based on the annual crop production variabilities explained, we identified CHIRPS, GPCC,
FLDAS, and VCI as suitable for agricultural drought monitoring/characterization in the region for the study
period. Finally, GLDAS explained the lowest percentages of the Kenyan and Ugandan annual crop production
variances. These findings are important for the gauge data deficient EA region as they provide alternatives
for monitoring agricultural drought.
© 2017 Elsevier Inc. All rights reserved.
1. Introduction
East Africa (EA, defined as Kenya, Uganda, Tanzania, Rwanda, and
Burundi) relies heavily on rain-fed subsistence agriculture, which is
increasingly becoming vulnerable to frequent drought events (see,
e.g., Loewenberg, 2011; Rojas et al., 2011; Stampoulis et al., 2016).
Furthermore, the impacts of drought are compounded by high lev-
els of poverty, conflicts, population migration, and lack of social
infrastructure across the region, triggering famine cycles every time
an episode occurs (IFRC, 2011; Kurnik et al., 2011; Loewenberg,
2011; Nicholson, 2014; OEA, 2011a,b). As drought is in part a nat-
urally recurrent feature in EA, there is a need for comprehensive
* Corresponding author.
E-mail address: nathanagutu01@gmail.com (N.O. Agutu).
and reliable monitoring in order to aid planning and mitigation of
drought impacts. Since frequency and severity of droughts are likely
to intensify with climate change (e.g., Williams and Funk, 2011),
the need to characterize droughts in terms of duration, severity,
frequency and spatial extent is critical.
Comprehensive characterization of drought in EA, like in many
other places around the world, faces a number of challenges with
respect to use of in-situ precipitation data. For instance, often spa-
tial variability in precipitation cannot be adequately captured due to
sparse and uneven spatial distribution of rain gauges. Furthermore,
gaps in individual rainfall records, and at times lack of consis-
tency due to poor handling complicate the use of precipitation data
(Naumann et al., 2014; Nicholson, 2014; Rojas et al., 2011). In many
studies, this led to the replacement or augmentation of in-situ rain-
fall data with remotely sensed precipitation, reanalysis, and model
outputs, providing consistent and homogeneous data with global
http://dx.doi.org/10.1016/j.rse.2017.03.041
0034-4257/© 2017 Elsevier Inc. All rights reserved.
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coverage at various spatial scales that are suitable for drought moni-
toring (Damberg and AghaKouchak, 2014). However, these products
can have considerable discrepancies and limitations in represent-
ing rainfall at local and regional scales (AghaKouchak et al., 2009;
Damberg and AghaKouchak, 2014; Hong et al., 2006; Naumann et al.,
2014; Rojas et al., 2011).
In addition to satellite and model-based precipitation products,
normalised difference vegetation index (NDVI, Rousel et al., 1974;
Tucker, 1979) andGravity Recovery and Climate Experiment (GRACE)
total water storage (TWS, Tapley et al., 2004) have been used to
monitor drought. NDVI has beenuseddirectly or in its derivative form
to monitor impacts of drought on vegetation health (e.g., Bayarjargal
et al., 2006; Kogan, 1995; Rhee et al., 2010). In EA, it has been
used by Anyamba and Tucker (2005), Anderson et al. (2012), and
Nicholson (2014), while the use of GRACE satellite temporal gravity
measurements (see, e.g., Tapley et al., 2004; Wouters et al., 2014)
in EA has been limited to monitoring changes in TWS (e.g., Awange
et al., 2008, 2013; Becker et al., 2010; Swenson and Wahr, 2009),
and recently drought analysis (Awange et al., 2016).
Currently, drought studies carried out in the EA region range
from purely precipitation based (e.g., Clark et al., 2003; Kurnik
et al., 2011; Naumann et al., 2014), a combination of precipitation
and climate models (e.g., Dutra et al., 2013; Yang et al., 2014a),
to precipitation in combination with soil moisture and/or NDVI
(e.g., AghaKouchak, 2015; Anderson et al., 2012; Nicholson, 2014).
Some of the aforementioned studies and few others (see, e.g.,
Anderson et al., 2012; Mwangi et al., 2014; Rojas et al., 2011; Shukla
et al., 2014) have examined agricultural drought using standard-
ised precipitation index (SPI), NDVI, and/or soil moisture. However,
for a region like EA, where the majority of the population depends
on subsistence rain-fed agriculture, additional studies focusing on
agricultural drought impacts, e.g., related to crop production, would
be more relevant and beneficial to the population. Therefore, this
study focuses on both the characterization of drought behavior in
general and agricultural drought in particular using various indica-
tors (precipitation, soil moisture, and total water storage) derived
from multi-satellite remote sensing, reanalysis, and model prod-
ucts. Further, this study evaluates the utility of these products using
annual crop production, which has so far not been done by the
aforementioned studies.
To support agricultural drought monitoring from diverse indica-
tors, it is imperative to identify and provide information on the most
effective agricultural drought indicator or a combination of indica-
tors for the EA region. Therefore, the objectives of this study are: (i)
to characterise agricultural drought in terms of severity, duration,
and spatial (areal) extent using satellite remote sensing, reanalysis,
and modelled soil moisture data, and (ii) evaluate how well these
products capture agricultural drought in the region as reflected by
national crop production data (wheat and maize) during the study
period.
Fig. 1. East Africa (EA) region; (a) Elevation variation from Shuttle Radar Topographical Mission (SRTM, source: http://www.cgiar-csi.org/data/srtm-90m-digital-elevation-
database), (b) Temporal NDVI average (1983–2014) with standardised indices localization regions (see Fig. 2 and Table 3 for region details).
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To the best of our knowledge, this is the first comprehensive study
to assess the potential of these remotely sensed products, reanalysis
data, and land surfacemodel outputs tomonitor agricultural drought
in the EA region. Moreover, this contribution proposes for the first
time the possibility of using GRACE satellite products for agricultural
drought monitoring in EA thus providing a link between TWS and
crop production.
2. Study area and data
2.1. Study area
The EA region (Fig. 1) has a bimodal rainfall regime, the March-
April-May (MAM; long rains) and the October-November-December
(OND; short rains) with theMAM contributing over 70% of the annual
rainfall while the OND contributing less than 20% (Michael, 2006).
The rainfall regime is controlled by the inter-tropical convergence
zone, effects of El Niño Southern Oscillation (ENSO), and sea surface
temperature variations in the Indian and Pacific oceans (Clark et al.,
2003; EACS, 2014; Lyon and DeWitt, 2012; Pricope et al., 2013;
Tierney et al., 2013; Williams et al., 2012).
The amount of the MAM rainfall has been declining in the region
since 1999, with the recent (1990’s to 2000’s) mean being below
the 1980’s mean (Lyon and DeWitt, 2012; Williams et al., 2012),
while the frequency and duration of drought episodes have increased
since 1998 (Lyon, 2014; Nicholson, 2014). Drought events have been
observed in 2000–2001, 2005–2006, 2008–2009, and 2010–2011,
with the latter being the worst in 60 years due to failure of short
rains in 2010 and long rains in 2011. This particular drought affected
over 12 million people bringing untold sufferings to the region (IFRC,
2011; Loewenberg, 2011).
2.2. Data
The following data sets were used (see Table 1 for a summary):
precipitation products from the Global Precipitation Climatology
Centre (GPCC) and Climate Hazard Group (Climate Hazard Group
InfraRed Precipitation with Stations (CHIRPS)); soil moisture prod-
ucts from the Global LandData Assimilation System (GLDAS), Climate
Prediction Center (CPC), the European Centre for Medium-Range
Weather Forecasts Interim Re-Analysis (ERA-Interim), the second
Modern-Era Retrospective analysis for Research and Applications
(MERRA-2), and Famine Early Warning System Network (FEWS NET)
Land Data Assimilation System (FLDAS); Global Inventory Moni-
toring and Modelling Studies (GIMMS) NDVI; and terrestrial water
storage (TWS) from MERRA-2 and GRACE.
2.2.1. Precipitation
1. CHIRPS is a quasi-global (50◦ S — 50◦ N) high resolution,
0.05◦, daily, pentad, and monthly precipitation data set pro-
duced from a combination of in-situ station observations and
satellite precipitation estimates based on Cold Cloud Duration
(CCD) observations to represent sparsely gauged regions. It
has been developed to primarily support agricultural drought
monitoring (see Funk et al. (2015) for a detailed descrip-
tion). Monthly precipitation data, version 2.0, from 1982 to
2013 was downloaded from ftp://ftp.chg.ucsb.edu/pub/org/
chg/products/CHIRPS-2.0/. CHIRPS precipitation was found to
have correlation of greater than 0.75 with GPCC over EA region
(see, e.g., Funk et al., 2015) and has subsequently been used in a
number of drought and hydrology related studies in the region
(see, e.g., McNally et al., 2016; Pricope et al., 2013; Shukla et al.,
2014).
2. GPCC (Schneider et al., 2014) full data reanalysis version 7,
0.5◦ spatial resolution,monthly land surface precipitation from
1982 to 2013 downloaded from ftp://ftp.dwd.de/pub/data/
gpcc/html/fulldata_v7_doi_download.html was used in addi-
tion to CHIRPS for drought analysis. It is a purely gauge gridded
product based on 75,000 rain gauge stations worldwide, that
feature record durations of 10 years or longer (see, Schneider
et al., 2014). It has been used in several drought related stud-
ies both globally and in EA region (see, e.g., Dutra et al., 2014;
Funk et al., 2014; Kurnik et al., 2011; Ziese et al., 2014).
2.2.2. Soil moisture
Soil moisture nominal depths considered in the study were root
zone for MERRA-2; aggregation of 0–1 m depth layers for ERA-
Interim, GLDAS, and FLDAS; and whole column depth (u0.76 m) for
CPC since its a single bucket layer product.
1. MERRA-2 is a NASA atmospheric re-analysis from 1980 that
replaces the original MERRA reanalysis (Decker et al., 2012;
Rienecker et al., 2011) using upgraded version of the Goddard
Earth Observing System Model, version 5.12.4 (GEOS 5.12.4)
Table 1
A summary of the dataset used in this study.
Data Temporal resolution Spatial resolution Period used Primary references/studies where used
Precipitation GPCC Monthly 0.5◦× 0.5◦ 1982–2013 Dutra et al. (2014), Funk et al. (2014), Kurnik et al. (2011), Schneider
et al. (2014), Ziese et al. (2014).
CHIRPS Monthly 0.05◦× 0.05◦ 1982–2013 Funk et al. (2015), McNally et al. (2016), Pricope et al. (2013), Shukla
et al. (2014).
Soil moisture MERRA-2 Monthly 0.625◦× 0.5◦ 1982–2013 Bosilovich et al. (2016, 2015).
ERA-Interim Monthly 0.25◦× 0.25◦ 1982–2013 Albergel et al. (2012), Balsamo et al. (2009), Decker et al. (2012), Dee
et al. (2011), Dutra et al. (2013), Mwangi et al. (2014), Viste et al.
(2013).
GLDAS Monthly 1◦× 1◦ 1982–2013 Anderson et al. (2012), Rodell et al. (2004), Yilmaz et al. (2014).
FLDAS Monthly 0.1◦× 0.1◦ 1982–2013 Anderson et al. (2012), McNally et al. (2016), Rui and McNally
(2016), Yilmaz et al. (2014).
CPC Monthly 0.5◦× 0.5◦ 1982–2013 Dirmeyer et al. (2004), Fan and van den Dool (2004), van den Dool et
al. (2003).
TWS GRACE Monthly 1◦× 1◦ 2003–2013 Awange et al. (2016), Chen et al. (2004, 2009), Long et al. (2013),
Tapley et al. (2004), Wouters et al. (2014).
MERRA-2 Monthly 0.625◦× 0.5◦ 1982–2013 Bosilovich et al. (2016, 2015).
VCI NDVI 15 days 0.083◦× 0.083◦ 1982–2013 Chen et al. (2014), Dorigo et al. (2012), Guan et al. (2012), Pinzon and
Tucker (2014), Rojas et al. (2011), Tucker et al. (2005), Verdin et al.
(2005).
Crop production Crop production Annual National 1982–2013
http://www.fao.org/faostat/en/#data/QC
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data assimilation system (Bosilovich et al., 2016). Monthly
0.625◦ by 0.5◦ root zone soil moisture from 1982 to 2013
was downloaded from https://gmao.gsfc.nasa.gov/reanalysis/
MERRA-2/data_access/. Because of the improved assimilation
system (updates to the treatment of canopy interception) and
better forcing data (use of observation-corrected precipita-
tion), MERRA-2 has improved soil moisture estimates over
MERRA (Bosilovich et al., 2015).
2. ERA-Interim (Decker et al., 2012; Dee et al., 2011) monthly
(monthly means of daily means) soil moisture, from 1982 to
2013, at 0.25◦ spatial resolution was downloaded from http://
apps.ecmwf.int/datasets/data/interim-full-moda/levtype=
sfc/. The three layers of soil moisture from 0 to 1 m were
aggregated into one soil moisture product before application
to drought analysis. ERA-Interim has been found to have a
good skill in capturing surface soil moisture variability, though
it tends to overestimate soil moisture, especially over dry
lands (Albergel et al., 2012). In addition, it has been used in a
number of studies globally and in EA region (see, e.g., Balsamo
et al., 2009; Decker et al., 2012; Dee et al., 2011; Dutra et al.,
2013; Mwangi et al., 2014; Viste et al., 2013).
3. GLDAS (Rodell et al., 2004) version 2, Noah, monthly 1◦ spa-
tial resolution soil moisture product from 1982 to 2010 was
downloaded from http://disc.sci.gsfc.nasa.gov/services/grads-
gds/gldas. Like ERA-Interim, the three layers of soil moisture
from 0 to 1 m depth were aggregated into one soil moisture
product before further processing.
4. FLDAS is a custom instance of NASA Land information Sys-
tem (LIS), adapted to work with domains, data streams
and monitoring, and forecast systems associated with food
security assessment in data sparse, developing country set-
tings (Rui and McNally, 2016). FLDAS is driven by Noah
and VIC land surface models. FLDAS Noah 0.1◦ spatial res-
olution, monthly soil moisture from 1982 to 2013 down-
loaded from ftp://hydro1.sci.gsfc.nasa.gov/data/s4pa/FLDAS/
FLDAS_NOAH01_C_EA_M.001/ was used. This soil moisture
resulted from simulation run forced by a combination of
MERRA-2 and CHIRPS dataset. Noahmodel (GLDAS and FLDAS)
was chosen due to its wide use by atmospheric and land mod-
elling communities hence model parameters are well tested
(McNally et al., 2016). In addition, various studies have used
it (Noah) over EA region e.g., Anderson et al. (2012), McNally
et al. (2016), Yilmaz et al. (2014).
5. CPC (Fan and van den Dool, 2004; van den Dool et al.,
2003) global monthly mean 0.5◦ spatial resolution soil mois-
ture, version 2, for the duration 1982–2013 downloaded from
the National Oceanic & Atmospheric Administration’s (NOAA)
Earth System Research Laboratory database (http://www.esrl.
noaa.gov/psd/data/gridded/data.cpcsoil.html) was used. It is
used in the present study because it incorporates in-situ rain-
fall as one of its inputs, hence likely to be closer to real soil
moisture. CPC soil moisture simulates the seasonal and inter-
seasonal annual variability reasonably well over EA region
(see, Dirmeyer et al., 2004).
2.2.3. Terrestrial water storage (TWS)
1. GRACE satellite mission has been in operation from 2002
providing global monthly temporal gravity variations (see,
e.g., Tapley et al., 2004; Wouters et al., 2014). These grav-
ity variations are provided in terms of spherical harmonic
coefficients. The Centre for Space Research’s (CSR) release
five (RL05) monthly spherical harmonic coefficients for the
duration 2003–2013 downloaded from International Centre
for Global Earth Models (ICGEM, http://icgem.gfz-potsdam.
de/ICGEM/shms/monthly/csr-rl05/) were processed following
the approach of Wahr et al. (1998) and used in this study.
During the processing, the coefficients were filtered using a
decorrelation and non-isotropic filter (see, e.g., Kusche, 2007;
Kusche et al., 2009) in order to remove stripes and spurious
patterns. This was followed by the application of a scaling
factor, derived using GLDAS TWS following the approach of
Landerer and Swenson (2012), onto the synthesised GRACE
TWS to remove the leakage effect due to filtering. The syn-
thesised GRACE-derived TWS over EA comprises changes from
accumulated soil moisture, groundwater, surface water, and
biomass/canopy water content. It is referred to as GTWS in
the remainder of the manuscript. GRACE measurements agree
with Earth rotation-derived changes and geophysical model
estimates (Chen et al., 2004), and have a global root mean
square error of 2 cm to degree and order 70, uniformly over
land and ocean (Tapley et al., 2004). It has been used in a num-
ber of drought related studies both globally and in EA region
(see, e.g., Awange et al., 2016; Chen et al., 2009; Long et al.,
2013).
2. MERRA-2 total land water storage from 1982 to 2013, at 0.5◦
latitude by 0.625◦ longitude downloaded from https://gmao.
gsfc.nasa.gov/reanalysis/MERRA-2/data_access/ was used in
addition to GTWS. It does not include canopy water content
and groundwater. It is referred to as MTWS in the remainder
of the manuscript.
2.2.4. Vegetation condition index (VCI)
Long term series of NOAA Advanced Very High Resolution
Radiometer (AVHRR) NDVI dataset 1982–2013, from NASA’s Global
Inventory and Modelling Systems (GIMMS) downloaded from http://
ecocast.arc.nasa.gov/data/pub/gimms/3g.v0/ was used to compute
VCI (Kogan, 1995). The data is comprised of 15 days maximum com-
posites at 5-arc-minute spatial resolution (for a detailed description
see Pinzon and Tucker (2014), Tucker et al. (2005)). VCI is advanta-
geous as it is able to isolate weather related vegetation stress (Kogan,
1995; Quiring and Ganesh, 2010; Rojas et al., 2011), whichwithin the
study area, would correspond to water availability. It is computed as
(Kogan, 1995)
VCIi = 100 ∗ NDVIi − NDVIminNDVImax − NDVImin , (1)
where NDVIi is the monthly NDVI, NDVImax and NDVImin are multi-
year maximum and minimum NDVI, respectively.
AVHRRNDVIhasbeenusedextensivelyglobally andoverAfrica for
drought and other related studies (see, e.g., Chen et al., 2014; Dorigo
et al., 2012; Guan et al., 2012; Rojas et al., 2011; Verdin et al., 2005).
2.2.5. National annual crop production
National annual maize and wheat production data for Kenya,
Uganda, and Tanzania downloaded from Food and Agriculture Orga-
nization (FAO) data portal (http://www.fao.org/faostat/en/#data/QC)
was used to evaluate the effectiveness of various satellite/model
drought indices in capturing agricultural droughts. Even though
this data set undergoes several quality checks along the process-
ing chain (see, e.g., Kasnakoglu and Mayo, 2004), lack of direct
production/yield reporting from farmers to government agencies in
developing countries (e.g., EA region) means there is some level of
uncertainty in the production data used. Even with the uncertainties,
this data is still the most credible, readily available production data.
3. Methodology
Due to the existence of a link between agricultural drought and 1
to 6 months precipitation anomalies (e.g., Elagib, 2013; Kurnik et al.,
2011; Rouault and Richard, 2003; Svoboda et al., 2012), Standardized
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> −0.84 and <0.84 Normal
< −0.84 Moderate drought
< −1.28 Severe drought
< −1.65 Extreme drought
Indices (SI) (e.g., SPI, McKee et al. (1993)) were derived to charac-
terize agricultural drought using precipitation, VCI, TWS, and soil
moisture products. Similarly, Standardized Anomalies (SA)/Z-scores
(Wu et al., 2001) were computed to characterize drought from GTWS
due to its short duration. The resulting SI and SA indices were then
subjected to rotated principal component analysis to obtain their
most dominant spatial and temporal drought variabilities. Finally,
the temporal variabilities were subjected to partial least-squares
regression analysis to determine how well they captured drought
variability. Other than GRACE and GLDAS, all the other data sets
were spatially aggregated to 1◦ by 1◦ before standardization for
consistency. For all products, the unstandardized data were tested
using w-statistics (Shapiro et al., 1968) and found to be normally
distributed.
Given the differences in the variables used in this study, com-
parison of drought information was primarily carried out between
various products of the same variables, e.g., between precipitation
products, or soil moisture products, or TWS. Notwithstanding the
differences between the variables, links/relations in drought infor-
mation across the various products were explored since drought
progresses from deficiencies in rainfall followed bymoisture through
to TWS.
3.1. Standardized precipitation index (SPI)
SPI (McKee et al., 1993), one of the most commonly used drought
indices due to its numerous advantages (Svoboda et al., 2012),
expresses precipitation anomalies with respect to its long term
average. Its computation involves fitting a gamma probability distri-
bution function to precipitation time series followed by the trans-
formation of the accumulated gamma probability distribution to the
cumulative distribution function of the standard normal distribu-
tion (see, e.g., Farahmand and AghaKouchak, 2015; Naresh Kumar et
al., 2009). Due to the sensitivity of the computed SPI values to the
fitted parametric distributions, especially at the tail ends of the dis-
tribution (see, Quiring, 2009), a non-parametric SPI fitting method
was adopted in this study (see, e.g., Farahmand and AghaKouchak
(2015) and the references therein for the formulation). This approach
was implemented using the Standardized Drought Analysis Toolbox
(SDAT, Farahmand and AghaKouchak (2015)) and the SPI drought
limit categories (intensities) proposed by Agnew (2000) (Table 2)
were used. For this study, a drought episode begins any time SPI is
continuously less than −0.84 for a period of at least three months,
and endswhen SPI value exceeds−0.84. The various drought intensi-
ties (moderate, severe, and extreme) are then said to occur when the
values in Table 2 are attained. The resulting standardized indices in
this study were SPI, standardized soil moisture index (SSI), standard-
ized vegetation condition index (SVCI), and standardized terrestrial
water storage index (STWSI).
3.2. Standardized anomalies (SA)
As already pointed out, due to the short time frame of the GRACE
products, SA instead of SI was computed for characterizing agricul-
tural drought. Here, the 3 and 6-month GTWS time series cumula-
tions were obtained in a manner similar to those of the Standardized
Precipitation Index (McKee et al., 1993). Due to seasonality in pre-
cipitation, soil moisture, TWS, and NDVI dataset (Yang et al., 2014b),
GTWS anomalies were calculated by removing the monthly mean
from the 1, 3, and 6-month time series. The anomalies were then
divided by the standard deviation for the duration of the data (e.g.,








where XSijk is the monthly standardized GTWS anomaly for location
i, month j, and year k; Xijk is themonthly GTWS for location i, month j,
and year k; n is the length of GTWS in years; and s ij is the multi-year
standard deviation for location i, month j. The resulting standardized
anomalies (z-scores), express the deviation of the GTWS above or
below the mean value and has been used to monitor drought in var-
ious studies (e.g., Agnew and Chappell, 1999; Katz and Glantz, 1986;
Lough, 1997; Wu et al., 2001). Positive values indicate wet condi-
tions, 0 indicate normal (average) conditions while negative values
indicate drought conditions (Wu et al., 2001).
In order to demonstrate the consistency between SPI and SA
in characterizing drought over the region, the study compared the
spatio-temporal decompositions of CHIRPS-derived SPI and CHIRPS-
derived SA over the study region. This comparison showed similar
spatio-temporal drought patterns (See Figs. 2 and 4 for CHIRP-
derived SPI spatio-temporal drought patterns). Further, Pearson cor-
relations between the SI and SA temporal patterns were greater than
0.95 over the region. Due to the close association between SA and SI
(see, Wu et al., 2001), the SPI drought limit categories (Table 2) were
used to differentiate the various SA drought intensities.
3.3. Principal component analysis
Principal component analysis (PCA, Hannachi et al., 2007; Jolliffe,
2002; Lorenz, 1956; Preisendorfer, 1988; Wilks, 2006) is one of
the most widely used methods in atmospheric sciences for pattern
extraction and dimensionality reduction. It has been used in drought
studies (e.g., Raziei et al., 2009; Santos et al., 2010; Sigdel and Ikeda,
2010) to decompose spatial-temporal fields such as SPI, SSI, SVCI,
and STWSI, into spatial patterns and their corresponding temporal
evolutions.
In this contribution, PCA was applied to the 1, 3, 6-month time
scales of SI and SA. Log-eigenvalue (LEV) diagrams (Jolliffe, 2002)
were used to determine and retain the significant components that
were then rotated through Varimax rotation (Forina et al., 1988;
Jolliffe, 1995; Kaiser, 1958) for better localization (for more infor-
mation on rotated PCA, see, e.g., Hannachi et al. (2007), Richman
(1986), Schönemann (1958), von Storch and Zwiers (1999)). The
resulting spatial patterns, normalised by multiplying with the stan-
dard deviation of their corresponding rotated principal components
(RPC) series, represent the correlation between the original data (in
our case 1, 3, 6-month SI or SA at single grid point) and the corre-
sponding RPC. Normalised RPC (divided by its standard deviation)
represent SI/SA in each case (see Bordi et al. (2006)).
3.4. Partial least squares regression (PLSR)
PLSR is a regression technique inwhich the response variables are
regressed on the predictor scores. The scores (few new variables) are
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Fig. 2. Rotated principal component spatial patterns of standardized index/anomalies (SI/SA). Rows denote products while columns denote regions (also see Table 3). The spatial
patterns have been scaled to ±1, thus the temporal evolutions shown in Fig. 4 indicate the actual magnitude of SA/SA for regions where the spatial patterns have values close
to ±1. The spatial patterns are interpreted in conjunction with temporal evolutions in Fig. 4 and represent drought spatial patterns any time the temporal evolutions falls below
−0.84, as in Table 2. The white rectangular area in all the images except CHIRPS and GTWS is Lake Victoria.
linear combinations of the original predictor variables (Geladi and
Kowalski, 1986;Wold et al., 2001). The generation of the scores takes
into account the variability in the dependent variable ensuring that
only those components of the independent variables that are related
to the dependent variables are used in the regression (Geladi and
Kowalski, 1986). It is a generalization of the multiple linear regres-
sion (MLR), but unlike MLR, it can analyze data with collinearity
(correlated), noisy, and with numerous predictor variables (Wold et
al., 2001) hence its use in the current study. Detailed description and
formulation can be found in Helland (2004) and van Huffel (1997).
For each country, SI/SA values for each month of the year
over the entire duration were extracted from the rotated principal
components. For example, considering Kenya with four GRACE SA
rotated principal components, each component comprising 120 val-
ues/months (2004 to 2013), corresponding to January, February, ...,
December were extracted resulting in four 10 by 12 matrices, i.e., 10
years of data for every month of the year. The resulting four matrices
were concatenated to a 10 by 48 matrix, which served as the pre-
dictor variable in the PLSR against national annual production data
(maize/wheat) as the response variable. This was done for 1, 3, and
6-month SA time scales for all the variables across Kenya, Uganda,
and Tanzania.
4. Results and discussion
4.1. Spatio-temporal drought patterns
The PCA decomposition of SI/SA showed spatial and temporal pat-
terns, which became very distinct upon applying varimax rotation
as compared to unrotated components (data not shown). Integrat-
ing the spatial and temporal patterns of the SIs/SAs, and using the
drought category definitions in Table 2, percentages of areas under
various drought intensities were evaluated. The results presented
and discussed here are for the 3-month time scale only, as this was
representative of the results for the 1 and 6-month time scales.
4.1.1. Spatial variability
The four most significant components in terms of explaining the
total variability from RPCA of SI/SA revealed four distinct spatial
N.O. Agutu et al. / Remote Sensing of Environment 194 (2017) 287–302 293
Fig. 3. Rotated principal component spatial patterns of standardized soil moisture indices (SSI). Rows denote products while columns denote regions (also see Table 3). The spatial
patterns have been scaled to ±1, thus the temporal evolutions shown in Fig. 5 indicate the actual magnitude of SSI for regions where the spatial patterns have values close to ±1.
The spatial patterns are interpreted in conjunction with temporal evolutions in Fig. 5 and represent drought spatial patterns any time the temporal evolutions falls below −0.84,
as in Table 2. Patterns are consistent with those in Fig. 2 except for ERA-interim and to some extent GLDAS in region 2. The white rectangular area in all the images is Lake Victoria.
patterns across all products (Figs. 2 and 3). The geographical cover-
age of these spatial patterns is summarized in Table 3. The spatial
patterns of ERA-Interim and to some extent of GLDAS in region 2
were different from those of other products.
The four RPCs explained between 38% (SVCI) and 96% (GTWS
SA) of the total variance of the respective original SI/SA variables
(Table 4). Most of the products had the highest and the lowest vari-
abilities explained in regions 3 and 4, respectively (Table 4). This
could be attributed to the fact that region 3 covering almost the
entire region of Kenya (in those indicators showing it highest) is wet
and dry on the western and eastern parts of the country, respec-
tively, hence has high variability due to the presence of wet and dry
extremes. On the other hand, region 4 is relatively wet and receives
consistent rainfall resulting in a smaller variation in SI/SA.
4.1.2. Temporal patterns
The temporal evolutions of the spatial patterns in regions 1 to
4 (Figs. 2 and 3) from the rotated PCA are shown in Figs. 4 and 5.
In general, the temporal evolutions (interpreted in conjunction with
Figs. 2, 3, and Table 2) show most of the regions suffering from
severe to extreme drought in 1984/1985, 1999, 2000, 2005/2006,
and 2010/2011. These and other drought episodes captured in these
figures are consistent with documented drought episodes in the EA
region (e.g., IFRC, 2011; Masih et al., 2014; Nicholson, 2014).
All products had similar performance in region 3 (Figs. 4c and
5c), which may be attributed to the relatively flat terrain (Fig. 1a)
coupled with relatively less rainfall hence good performance by the
models and rainfall products. The performance of the rainfall prod-
ucts (CHIRPS and GPCC) were almost identical over the entire study
region as a result of both containing in-situ rainfall (CHIRPS has
satellite-derived precipitation estimates in addition to in-situ data
while GPCC is purely gridded in-situ product, see e.g., Funk et al.,
2015; Schneider et al., 2014). In relation to the rainfall products, the
remaining products (VCI, soil moisture, and TWS) showed delayed
(lagged) response in the temporal evolution. This is clearly visible
in Fig. 4a in which MTWS appears like a low pass filtered ver-
sion of the CHIRPS/GPCC signals. This behavior could be due to a
delayed response of terrestrial water storage changes to rainfall and
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Fig. 4. Temporal evolutions of SA/SI spatial patterns in Fig. 2. The temporal evolutions are interpreted in conjunction with Table 2, to classify drought and/or wet conditions.
Rainfall products (CHIRPS and GPCC) exhibit similar consistent performance across the region. Also, all the products exhibit consistent performance in region 3, while VCI and
GTWS show some lag in relation to rainfall.
soil moisture changes. Finally, the soil moisture products seemed to
be from largely two classes/categories of models with ERA-Interim,
FLDAS, and GLDAS in one category and CPC and MERRA-2 on the
other, especially considering region 1 (Fig. 5).
Further, correlation analysis between the drought indices
revealed close relationships between various products e.g., CHIRPS
and GPCC, MERRA-2, MTWS, and CPC, across the regions (Table 5).
The close relationship betweenMTWS andMERRA-2 is similar to that
between CHIRPS and GPCC, since MTWS include aspects of soil mois-
ture captured by MERRA-2 in addition to greater depth of soil water
content. Furthermore, the significant and high correlations between
the drought indices in region 3 support the similar performance
observed in Figs. 4c and 5c. VCI had weak negative correlation trends
with the following products: MTWS, MERRA-2 and CPC in region 1
due to these products showing a pre-dominantly wet pre-1993 and
dry post-1999 that was opposite to the general VCI trend.
Table 3
Geographical coverage of SI/SA spatial patterns.
Region Countries/areas
1 Lake Victoria, Uganda, and western Kenya
2 Western Tanzania, Rwanda, and Burundi
3 Eastern Kenya
4 Eastern and southern Tanzania
4.1.3. Drought intensity area analyses
In order to gain further insight into the spatial extent of the
drought events and their intensities, the spatial and temporal pat-
terns (Figs. 2, 3, 4, and 5) were integrated and using drought limit
(intensity) categories in Table 2, percentages of areas under drought
(by intensity) were evaluated and results presented in Fig. 6. Rain-
fall, soil moisture and VIC products produced significantly different
estimates of percentage of area under drought (F2, 2212 = 19.7, p <
0.0001). In particular, the estimates from the rainfall (CHIRPS and
GPCC at 13.09%) and soil moisture (11.90%) products were more than
twice those of VCI (5.5%). One reason for the rainfall products show-
ing more areas as being under drought may be that meteorological
drought is a binary event (present or absent) which is not affected by
modulating factors unlike the other drought indicators e.g., VCI. VCI-
based drought, unlike meteorological drought, is modulated by soil
characteristics (water holding capacity) and/or plant (vegetation)
type. Thus, for example, there could be meteorological drought over
an area but due to soil water retention capacity and/or vegetation
with deep roots capable of drawing water from deep soils (under-
ground), VCI indicates no drought condition, hence the smaller area
under drought. Since the soil moisture products andMTWS are mod-
elled from rainfall and other additional inputs, their estimates of
percentage areas under drought are likely to follow closely those of
rainfall. However, the soil moisture products had statistically signifi-
cantly different percent of areas under drought among themselves as
was determined by one way ANOVA (F4, 1250 = 3.5410, p = 0.0070).
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Table 4
Proportion of variances explained by various spatial patterns across the four regions (see, Figs. 2 and 3, and Table 3 for the regions). Many of the products explain highest and
lowest variabilities in regions 3 and 4, respectively. In addition, MERRA-2 and MTWS appear very close.
Region CHIRPS GPCC VCI MTWS GTWS ERA-interim GLDAS CPC MERRA-2 FLDAS
Region 1 15.26 12.07 8.24 13.86 29.88 18.91 11.79 10.29 13.61 14.86
Region 2 14.62 13.15 10.01 18.13 24.58 10.78 15.75 16.46 17.72 15.77
Region 3 15.26 13.67 12.57 21.44 21.58 14.32 14.22 21.80 21.98 18.21
Region 4 10.60 11.64 6.94 13.67 19.77 20.05 16.72 13.27 14.64 12.64
Total 55.53 50.53 37.77 67.10 95.81 64.06 58.48 61.83 67.95 61.48
The observed differences in percentage of drought areas between
the various soil moisture products arise from differences in; (i) forc-
ing precipitation, (ii) the ways in which the individual hydrological
models partition precipitation into run-off and evapotranspiration,
and (iii) water holding capacities, the last two of which impact on
the modelled soil moisture sensitivities to precipitation variability
(Shukla et al., 2014). The contribution of forcing precipitation on the
differences in percentage of areas is highlighted by the differences in
areas presented by GLDAS and FLDAS, products of the same model
(Noah) but different forcing precipitation, hence different drought
spatial extents and cycles. Of all the model forcing parameters, pre-
cipitation is the key factor determining the characteristics of the
resulting soil moisture (see, e.g., Dirmeyer et al., 1999, 2004; Entin
et al., 1999; Mo et al., 2012), hence the areal extents under drought.
The MERRA-2 products show similar patterns and are closer to
CPC (Fig. 6d, e, and h) while GLDAS is closer to ERA-interim as had
been observed from the correlations (Table 5) and in the temporal
evolutions (Figs. 4 and 5). FLDAS appear to be in between the two
groups. Also, the lag in drought detection (already noted in Figs. 4
and 5) becomes more evident with the rainfall products detect-
ing drought onset and duration first, followed by VCI/soil moisture
products, and finally the TWS products. This would be attributed
to time delayed response in moisture accumulation from rainfall
through soil moisture, vegetation, and finally to changes in TWS dur-
ing both the start and cessation of rainfall. Generally, the results also
indicate the post-1999 period as having more drought events with
higher intensity than the pre-1999 period except for ERA-Interim
and GLDAS indicators. This is in line with other drought and climate
studies that observed a decline in rainfall since 1999 and increased
drought frequencies (see, Lyon, 2014; Lyon and DeWitt, 2012; Yang
et al., 2014a). Also, GLDAS seems to have underestimated the 2005–
2006 drought in terms of both duration and intensity as compared to
the rest of the soil moisture products.
Further, GTWS returned higher percentage of areas under
drought on average than MTWS as confirmed by one way ANOVA





Fig. 5. Temporal evolutions of SSI spatial patterns in Fig. 3. The temporal evolutions are interpreted in conjunction with Table 2, to classify drought and/or wet conditions. All the
moisture products have consistent performance in region 3 while in the rest of the regions, CPC is similar to MERRA-2 and similarly, ERA-Interim is closer to GLDAS.
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Table 5
Relationship between the drought indices by regions: (i) Region-1 upper table, upper triangle (red), (ii) Region-2 upper table, lower triangle (blue), (iii) Region-3 lower table, upper
triangle (green), and (iv) Region-4 lower table, lower triangle (brown). Regions are as in Fig. 2. Non-significant correlations are in italics (p < 0.05). Region 3 has the strongest
relationships with all values being significant. Also, note the high correlations between the following products across the regions: GPCC and CHIRPS; and MTWS, MERRA-2, and
CPC. (MTWS - MERRA-2 TWS, GTWS - GRACE TWS).
CHIRPS GPCC VCI MTWS ERA CPC MERRA2 FLDAS GLDAS GTWS
CHIRPS 1 0.8991 0.4907 0.1203 0.4255 0.1073 0.2052 0.7300 0.5106 0.3196
GPCC 0.8619 1 0.4250 0.1288 0.4505 0.1266 0.2161 0.6120 0.5454 0.2433
VCI 0.2832 0.1918 1 –0.1082 0.4366 –0.1091 –0.0690 0.6737 0.527 0.3658
MTWS 0.3922 0.4683 0.2152 1 0.0526 0.8437 0.9910 0.1888 0.0359 0.7939
ERA 0.0947 0.2525 –0.1041 0.3628 1 0.1788 0.1138 0.5229 0.6664 –0.1708
CPC 0.2970 0.3962 0.2410 0.8714 0.4240 1 0.8482 0.1370 0.0976 0.5036
MERRA2 0.4546 0.5310 0.1889 0.9864 0.3791 0.8513 1 0.2431 0.0810 0.7352
FLDAS 0.6324 0.6352 0.4079 0.7372 0.2704 0.6844 0.7212 1 0.6365 0.7047
GLDAS 0.4141 0.4499 0.4494 0.5911 0.3352 0.6274 0.5583 0.6940 1 0.0643
GTWS 0.1101 0.0776 0.1863 0.7310 0.5553 0.6465 0.6651 0.4429 0.4505 1
CHIRPS 1 0.9267 0.5771 0.7388 0.6827 0.5622 0.7921 0.5914 0.4727 0.3796
GPCC 0.8959 1 0.5733 0.7023 0.6797 0.5583 0.7589 0.5377 0.4782 0.2643
VCI 0.2740 0.2788 1 0.7895 0.6614 0.8072 0.7636 0.7144 0.6837 0.6688
MTWS 0.4808 0.4919 0.4735 1 0.7195 0.8676 0.9912 0.8604 0.7316 0.6209
ERA 0.4095 0.3615 0.5310 0.5082 1 0.6686 0.7307 0.6937 0.6083 0.5950
CPC 0.4003 0.3978 0.2787 0.6799 0.3201 1 0.8267 0.8335 0.7513 0.6861
MERRA2 0.5482 0.5534 0.4569 0.9837 0.5250 0.6692 1 0.8256 0.6903 0.5743
FLDAS 0.6516 0.6312 0.4592 0.7627 0.5595 0.6161 0.7465 1 0.8302 0.7693
GLDAS 0.5047 0.5016 0.4130 0.4736 0.5432 0.5496 0.4578 0.7438 1 0.5598
GTWS 0.0196 0.0609 0.4195 0.4637 0.4334 0.4860 0.4200 0.2699 –0.0189 1
almost equal percentage of areas at drought peaks, at which GTWS
lagged MTWS by 0–3 months in the detection of drought onset and
cessation (Fig. 7a and b). Since MTWS is modelled on precipitation
and other input without groundwater while GTWS is observed, the
lack of groundwater in MTWS probably explains why it does not
properly account for the buffer effect, hence possible lag by GRACE
in detecting the onset and cessation of drought. In addition, GTWS
shows drought episodes in the post 2012 period while MTWS does
not (see, Fig. 7).
The drought severity is well captured by all the products as evi-
denced by the majority of the areas being under moderate drought
followed by severe drought and then extreme according to the
definition of SPI (see, e.g., Figs. 6 and 7; McKee et al., 1993). All
the products captured different severity levels except MTWS and
MERRA-2, which had similar severity levels as a result of overlapping
formulation. The differences in severity levels among the other prod-
ucts could be attributed to the different formulation of the products
and to the fact that they represent droughts in different environ-
ments with different impacting factors, e.g., soil properties influence
the severity of drought as captured by the soil moisture prod-
ucts while rainfall characteristics (amount, intensity and duration)
influence the drought severity as captured by rainfall products.
Finally, from the knowledge gained in the analyses above, the
droughts of 1983–1984, 2005–2006, and 2010–2011 were examined
closely using selected indicators in order to quantify the above-
observed lags in drought cycles (Fig. 8, Table 6). These drought years
have been selected for further analysis because they hadmore severe
impacts in the region (see, e.g., Masih et al., 2014; Shukla et al., 2014;
Spinage, 2012). From this analysis, VCI had a lag of 0–4 months in
relation to CHIRPS in picking drought stages (onset, peak, and ces-
sation) while the soil moisture products (CPC, ERA-Interim, GLDAS,
FLDAS, and MERRA-2) had inconsistent lags among themselves, and
in relation to CHIRPS for the considered drought episodes (e.g., Fig. 8,
Table 6). Soilmoisture, being an integration of rainfall anomalies over
time (Dutra et al., 2008; Sheffield and Wood, 2008), is expected to
have a lag in response to rainfall behavior throughout the hydro-
logical cycle hence the soil moisture products and VCI (an indicator
of moisture availability to vegetation) lag rainfall in the analysis.
The inconsistency in the lags by the soil moisture products, similar
to observed inconsistency in the percentage of areas under drought
(Fig. 6), could be due to the different model forcing parameters used
in generating various products in addition to different model thresh-
olds as discussed above. Finally, the TWS products had different lags
with GTWS having longer lag (Fig. 7). This longest lag from GTWS
could be due to the fact that it is the last in the transition from
rain event to moisture accumulation, and eventually groundwater
change over time. Also, the under-characterization of the 2005–2006
drought by GLDAS already observed in Fig. 6g is clearer in Fig. 8b.
4.2. Assessing the effectiveness of drought indicators using crop
production
In order to assess the effectiveness of the indicators in capturing
agricultural drought, partial least square regression (PLSR) models
were fittedwith indices as the predictors and annual crop production
data as the responses. The model with the lowest estimated mean
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Fig. 6. Percentage of area affected by various drought intensities during the period 1983–2013. Percentage areas are computed by integrating the regional spatial and temporal
patterns (Figs. 2, 3, 4, and 5) then determining percentage of pixels under each drought category as per Table 2. The rainfall products have the highest percentage areas under
drought followed closely by soil moisture products and finally the lowest percentage areas are by VCI. In addition to the soil moisture products having different percentage areas
under drought, CPC is consistent with MERRA-2, GLDAS is consistent with ERA-interim while FLDAS is in between.
squared prediction error was adopted in each case and the propor-
tion of variability explained (R2) used for comparison. As production
is known to be related to water availability at various stages of crops
growth (Hane and Pumphrey, 1984; Steduto et al., 2012), and water
being a major growth determinant in the EA region (Barron et al.,
2003), a good relationship is expected between drought indices that
capture (characterize) drought well and crop production over the
considered duration of time.
Because crop production data is reported at country level
(national) while the generalization in Section 4.1 (Figs. 2 and 3) had
signals across countries, SIs/SAs were re-computed for each coun-
try and the resulting rotated principal components reconstructed
and used in PLSR with country level crop production data. The SIs
were computed for the long term duration (1983–2013) and SAs for
the short term (2004–2013). The latter duration though shorter, was
necessitated by the need to compare the performance of GRACE SA
against the other products. The proportions of variabilities explained
(R2) from the regression using the short duration (SAs) should be
interpreted with care due to the short length of the data used.
For Kenya, other than GLDAS and ERA, the rest of the products
performed fairly well for the period 1983–2013 with CHIPS, GPCC,
and VCI explaining up to 94%, 73%, and 89%, respectively of the total
annual variability in crop (wheat and maize) production (Fig. 9a).
Similarly for Tanzania, CHIRPS, GPCC, and VCI explained up to 96%,
85%, and 89%, respectively of the total annual variability in crop
(wheat and maize) production (Fig. 9b). Finally in Uganda, other
than GLDAS, all the other products performed well with CHIRPS,
ERA, FLDAS, and MTWS explaining up to 88%, 92%, 84%, and 77%,
respectively of the total annual variability in crop (wheat and maize)
production (Fig. 9c). The poor performance of GLDAS in Kenya and
Uganda compared to other soil moisture products could be linked
to poor performance in drought characterization as was observed in
Section 4.1.3 and Figs. 6g and 8b. Most of the products explained
higher proportions of annual variability in crop production (R2) in 1-
month standardized anomalies followed by 3 then 6-months. Also,
the close performance of MERRA-2 and MTWS witnessed in drought
characterization (Section 4.1.2 and Table 5) is evident in the amount
of variabilities explained by these products across the region.
CHIRPS performed generally better than GPCC across the region
(Fig. 9a–c). This could be attributed to the fact that in addition to
rain gauge input, CHIRPS has satellite-derived rainfall estimates for
areas with less or no rain gauge information unlike GPCC with only
rain gauge measured rainfall hence its performance is dependent
on gauge density and terrain changes (see, e.g., Funk et al., 2015;
Schneider et al., 2014). In relation to the rainfall products (CHIRPS
and GPCC), the soil moisture products explained less variability in
annual crop production over EA region except in Uganda where the
performance of ERA-Interim was almost as good as rainfall-derived
indicators. Since soil moisture products represent the rainfall that
remains after run-off and evaporation, the effective water available
to the plants (crops), they are expected to explain higher variabilities
in the annual crop production than rainfall thus their poor perfor-
mance could be linked to how well they fit the region. In addition,
the inconsistent performance of the soil moisture products
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Fig. 7. Comparison of performance between GTWS and MTWS in terms of percentage of areas affected by various drought categories. Percentage areas are computed as in Fig. 6.
They have consistent performance, with GTWS having a lag in drought detection probably due to groundwater that is lacking in MTWS.
Fig. 8. Percentage of areas affected by various drought intensites during the 1983–1984, 2005–2006, and 2010–2011 drought episodes. Each bar has up to 3 colour grades
(gradients) representing from bottom moderate, severe, and extreme droughts at the top. Percentage areas are computed as in Fig. 6 but only for the duration of drought. VCI has
a lag of about 2–3 months in identifying the drought cycle in relation to CHIRPS. The rest of the products have inconsistent lags in relation to rainfall across the three drought
episodes.
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Table 6
Drought lags (in months) by various products in relation to CHIRPS drought cycle (onset, peak, and
cessation). Negative values indicate the respective product had drought cycle before CHIRPSwhile dash
indicate products not available during that particular drought. the lags were quantified from selected
droughts of 1983–1984, 2005–2006, and 2010–2011, see Fig. 8.
Year/drought cycle VCI CPC ERA GLDAS FLDAS MTWS/MERRA2 GTWS
1983–1984/ Onset 1 1 6 −1 0 0 −
1983–1984/ Peak 3 0 3 2 1 −6 −
1983–1984/ Cessation 2 4 5 4 5 3 −
2005–2006/ Onset 1 5 4 7 5 −1 6
2005–2006/ Peak 0 1 0 1 1 1 1
2005–2006/ Cessation 2 >5 5 1 2 >5 >5
2010–2011/ Onset 3 1 2 − 3 2 4
2010–2011/ Peak 3 −3 −7 − 0 0 −1
2010–2011/ Cessation 4 3 −4 − 3 2 3
(CPC, ERA-Interim, GLDAS, FLDAS, and MERRA-2) and MTWS across
the EA region in explaining the annual variability in crop produc-
tion could be linked to the inconsistencies observed in the drought
characterization as discussed in Section 4.1.2.
Overall, the good performance of FLDAS over GLDAS across the
study region despite both being products of the samemodel (Noah) is
due to the fact that for FLDAS, the Noahmodel was forced by CHIRPS,
a precipitation product designed for the region. The magnitudes of
the annual variabilities in crop production explained by FLDAS could
be a pointer to difficulties faced by Noah in correctly partitioning
precipitation into moisture, run-off, and evapotranspiration as per
natural occurrence in the EA region.
Though based on a short duration data set (10 years), GRACE
SA has mixed performance between wheat and maize across the
countries but does better than or equals to soil moisture products
across the region (Fig. 9d–f). The performance could be attributed to
Fig. 9. Proportions of variability in national annual crop (maize and wheat) production (R2) explained by various drought indices for Kenya, Tanzania, and Uganda. CHIRPS, GPCC,
and VCI consistently explains relatively higher variability in crop production, while the soil moisture products have inconsistent performance (a, b, and c). The figures d, e, and
f should be interpreted with care as the datasets used to fit the models are only 10 years long. Both SI and SA are computed at annual scales. (The y axis indicates the crop
(maize/wheat), SI (for a, b, and c), and SA (for d, e and f) while 1,3 and 6 indicate the standardization time scales for the indicators on the x axis).
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the fact that over a shorter duration of time such as the one consid-
ered (i.e., 1-, 3-, and 6-month anomalies), the bulk of the variation in
the GRACE TWS occurs in the soil moisture compartment, which is
more sensitive to climate variability than groundwater change (e.g.,
Yang et al., 2014b). This shows the potential of GRACE product to
monitor agricultural drought although longer duration of dataset is
essential.
Results from regression analysis should be interpreted with
caution though, as the relationship between production and climate
conditions (water availability) only hold if other factors in the
production chain are held constant, e.g., areas under cultivation over
the period considered and technical factors of production (e.g., fertil-
izers, crop cultivars, pesticides). In addition, production response to
water at any stage of growth can be modified by various factors e.g.,
diseases, weeds, insects, crop variety (Hane and Pumphrey, 1984;
Steduto et al., 2012), hence, results should not be generalized to other
areas.
5. Conclusions
This study characterized agricultural drought over EA region
using precipitation products (CHIRPS and GPCC), soil moisture prod-
ucts (CPC, ERA-Interim, MERRA-2, FLDAS, and GLDAS), and TWS
products (MERRA-2 and GRACE). This was accomplished through
standardized index/standardized anomaly and rotated principal
component analyses. In addition, the study carried out partial least
squares regression (PLSR) analysis over Kenya, Uganda, and Tanza-
nia to assess the utility of these products in capturing agricultural
drought in these countries.
Drought characterization results showed CHIRPS and GPCC as
being similar and consistent over the entire region, while all the
other products were consistent for region 3 (dry lowland eastern
Kenya). In terms of percentage of areas under drought, the rainfall
products (CHIRPS and GPCC) covered the highest areas followed
closely by the soil moisture products, while VCI covered the least
percentage areas under drought. Results further indicated drought
cycle detection in the order; rainfall, VCI/soil moisture, and TWS.
VCI had 0–4 months of lag in detecting drought cycle (onset, peak,
and cessation) in relation to rainfall products while the soil moisture
and TWS products had inconsistent lag varying from one drought
to the next. Soil moisture products had different results (both lag
and areas under drought), with ERA-Interim being closer to GLDAS,
MERRA-2 being close to CPC while FLDAS was in between. GLDAS
under-characterized the 2005–2006 drought to under 2 months in
comparison to over 7 months of ERA and CPC. Finally, the TWS prod-
ucts were consistent with GTWS having few months’ lag probably
due to groundwater that is missing in MTWS.
From the PLSR analysis, consistent performances by CHIRPS,
GPCC, and VCI in explaining relatively high proportions of variabil-
ities in annual crop production in Kenya, Tanzania, and Uganda
over the duration of the study was noted. In addition, the lack of
consistency observed from the soil moisture products in drought
characterization also was evident in the amount of annual crop pro-
duction variability explained by them (soil moisture products) across
the region. The study identified the following indicators as suitable
for agricultural drought monitoring/characterization for the region
during the study period; (a) for Kenya: CHIRPS, GPCC, VCI, MERRA-
2, FLDAS and MTWS; (b) for Uganda: CHIRPS, GPCC, VCI, FLDAS,
ERA, MERRA-2, and MTWS; and (c) for Tanzania: CHIRPS, GPCC, VCI,
FLDAS, GLDAS and ERA. Also, GTWS showed potential in explaining
the annual variability in crop production, albeit a longer period of
dataset is required to evaluate its potential.
Further studies need to be undertaken to determine how well
the model soil moisture products (CPC, ERA-Interim, MERRA-2,
FLDAS, and GLDAS) and MTWS fit the region. Also, care should be
taken in generalizing these results as production response to water
at any different stages of crop growth can be modified by several
factors.
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