Given two markings MQ and Mg on a predicate-transition (pr/t) net , finding a firing sequence which transl'orms M0 to Mg is called the reachability test problem . Once a problem in the real world has been modeled as a pr/t net, a solution of the problem can be, in most cases , directly obtained from performing a reachability test on the pr/t net model . However, as a problem with exponential complexity , there does not gist an efficient algorithm to perform the reachability test . One method which might be used in solving such a problem is heuristic search. The efficiency and effectiveness of a heuristic search algorithm is dependent upon its heuristic function. We have found several admissible and monotonic heuristic functions which can be used to solve the reachability test problem . We have implemented an iterative deepening A= algorithm using our heuristic functions, and present the experimental results for our heuristics .
Introduction
The predicate/transition (pr/t) net was first defined by Genrieh (I) and can he conveniently used in modeling first-order predicate logic. A sentence written in first-order predicate logic can always be translated into a set of clauses. Most of the automated reasoning algorithms ( 11'1) work on a database consisting of clauses. Therefore, Murata et al. (8) dc(ined a (pr/t) net which is a subset of Genrich's for modeling a logic progrant written in clausal form. Pr/t nets have also been used in modeling robot planning systems (5), (6), and rule-based deduction svstcnis There have been numerous heuristic search techniques developed Perhaps the most well-known heuristic algorithm is A* developed by Hart et td (2) . The A* algorithm orders nodes for exploration using a heuristic function f = g + h, where g is the known disiauee from the initial state to the current state and h is an estimate of the remaining distance from the current state to the goal. The A" algorithm is a best-first search since it selects the most promising mule willi the minimum f value among the unexplored nodes. A heuristic function is admissible if it never overestimates. If A* is used with an admissible. heuristic, it will find an optimal solution if one exists. Similar to breadth first search, the disadvantage of A"` search is that it needs O(bd) space in the worst case. The combination of the A"' algorithm and DFID is the iterative-deepening-A"' (IDA*)
;i1k,oritlim (3) . Similar to DFID, IDA* continually performs a depthfirst search of depth i where i varies from I to some limit depth. The difference is that IDA" discards a node with an f value which exceeds a given threshold. The threshold is initialized to the f value of the initial .state, and threshold used for the next iteration is the minimum f that exceeded the current threshold, It is known (3) Using the A algorithm with a monotonic heuristic function is simpler than with a non-monotonic heuristic function as nodes will never be re-expanded.
Heuristic functions
The efficiency of the iDA* algorithm depends on its heuristic luuction. We have found four possible heuristic functions which can he used in solving the reachability test.
heuristic If,,,
Suppose the task assigned to a robot is to fetch box A and box B.
Let n / denote the cost of bringing box A , and hl denote the cost of bringing box F. The cost to fulfill the task of fetching both boxes A iii I) is obviously not less than nl or hi . Thus, Maximum(((], b/) cull lie used as an underestimate of the cost to fulfill the whole task .
Similarly, given a pr/t net with a goal marking Mg consisting of goal tokens gl, g,, ..., in certain places, the cost to achieve Mg will not b he less than the cost of achieving the most expensive goal token . Let the optimal cost to achieve gI be denoted by ha il, which is the mininuun number of transitions that must be fired to produce g .. Then u the maximum value among pall is less than or equal to the cost of achieving Mg, and it can be used as an underestimate of the cost to achieve the goal Mg. Our first heuristic function h m is to calculate the ntaxinuum value among la;l:
where MI is the current marking, and n is the number of tokens in li can stack a block in its hand on another block whose top is clear. It can also unstack a block from another block. This problem can be modeled in a pr/t net as shown in Figure 2 (6). The object is to find a sequence of actions, or a plan, which if performed by the robot hand will change the configuration of the blocks into the desired state.
When given the initial state and the goal state as shown in Figure 3 , nding a plan is called Sussman's anomalous problem. This problem is Called an anomalous problem because of the following reason. In order to achieve the goal of this problem, the robot has to stack B on C and A on 13. Stacking A on B cannot he done before stacking B on C. because in order for B to be stacked on C, B must have a clear top. rstimates happen to all be the same. When there is more than one node with a minimum estimate, we arbitrarily select the deepest node.
At this moment node 2 is at depth 1, nodes 5 and 6 are at depth 2, and nodes 7, 8, and 9 are at depth 3. When there is more than one node at the same depth with the same minimum estimate, we select one of them arbitrarily. Suppose we select node 7. After expanding node 7, nodes 2, 6, 10, 11, 12, 8, 9 and 5 are open nodes. Note, node 12 is identical to node 4. We may want to check for duplicate nodes and delete it or we may want to save time by not checking for duplicate nodes. If we do not check for duplicate nodes, A" would select node any case, A. eventually selects node 8 whose f value is 6. The algorithm continues until finding the goal as shown in the figure. Figure 4 . A search tree constructed by A" algorithm using htn.
For this example, the number of explored nodes is very close to the minimum number of nodes which must be explored. We made two arbitrary decisions in the example. One was selecting the deepest mode when there is more than one node with a minimum estimate.
'this i s a good policy if we have confidence in our heuristic function.
We assume that our heuristic function is good, and whenever we apply an action we assume that the state becomes closer to the goal state.
The second arbitrary decision was made in selecting node 7 first out of nodes 7. 8 and 9. Node S was the correct choice.
In the example, we first made a wrong decision of selecting node 7. Then we selected nude 8. Therefore the search space shown in Figure 4 is an average case. The problem with hurl is that ai is not available. Computing ai is as hard as computing m itself. Therefore we have to come up with a new heuristic function which is easier to compute.
Heuristic h0
Although hm is a powerful heuristic function, computing hum is so time consuming that we cannot make use of it in practice. As a heuristic function with zero knowledge, we define h0 which always returns 0. Heuristic h0 is obviously admissible and monotonic.
Since h0 always returns 0, IDA" using h0 becomes a DFID search.
Heuristic hl
Computing, h0 is very simple but unfortunately it does not have any heuristic power.
As an improved heuristic function, we define h1.
Given the goal marking, Mg and the current marking M1, h1 first computes the difference between Mg and Mil The difference between \l" and M I is denoted by Md = Mg -M., and is defined by the sets of loken.s which appear in Mg but not in Mi. The heuristic value , h 1 ( M i, Nig) is defined to be 0 if there exists a transition which has output places to all the places corresponding to non-empty elements of 1d otherwise it is 1.
For example, consider the small pr/t net shown in Figure 5 
Heuristic h2
Given markings Mi and Mg , consisting oftokens g1, g2, .., let d'' (.Mi, gi) be the approximate distance from Mi to g i, where gi is a token which appears in Mg. Ideally , d*(M., gi) should be the minimum number of transitions to be fired from Mi to produce g~.
However, computing the exact number of transitions in an optimal path is very time consuming. Therefore we define:
d'"(Mi, g.) = the number of transitions to be fired from M i to produce gi, ignoring conflicts between transitions. except but is replaced with h2' and cs is replaced with d".
By aunbining h1 with h2', we define h2:
Rrrtll that it' ht is I then the goal marking cannot be reached by lining one transition, and d* is approximation of the cost to produce one goal token. Therefore, h-, is admissible and monotonic.
Heuristic h3
So far we have discussed general purpose heuristic functions which could be applied to any pr/t net. For a particular problem, we may find a fast and powerful heuristic function. For example, consider the pi/i net shown in Figure 2 which is a model of the Blocks World problem shown in Figure 3 . Since there is only one robot hand working. the robot cannot put down A and B at the same tune to achieve ONTABLE(A) and ONTABLE(B). Similarly the robot cannot stack A on B and B on C at the same time to achieve ON(A, B) and O\03, C). This is equivalent to saying that we cannot add more than one token to a single place by firing one transition. Applying the similar arguments which have been used in proving that he previous heuristics are admissible, we can easily prove that h3 is adntissihle. However, h3 is not monotonic due to multiplication, cx2.
'l'est Results
In order to verify the heuristics power, we have implemented IDA" list ii'' heuristics h0, h 1. h., and h3 . Our experiments were done on the pr/I net shown in Figure 2 The relationship between the length of the solution and the nunther of nodes explored is shown in Figure 8 . Using IDA* with h0 is really just DFID . As the length of solution increases , the discrepancies between h0, hl , h2 and h3 become more and more significant.
The discrepancies between them also become more sienil cant as the branching factor increases . For the 4 Blocks World problem (Figure 8b ), the number of nodes explored by h2 is less than halt but greater than one third of the number of nodes explored by h0
when the solution length is 6. For the 6 Blocks World problem (Figure 8d ), the number of nodes explored by h2 is less than one are always less than the numbers of nodes explored by h0 and hl.
Again the reduction in the number of node expansion by h1, h2, and h 3 ores h0 is exponential with respect to the number of blocks.
We mentioned that the heuristic function h2 for pr/t nets is a very nine consuming function whereas hl and h3 are quite fast. The rcl.uinnship between CPU time and the length of solution is shown in Figure St . Fven though the number of nodes explored by h2 is much less than the number of nodes explored by h0 and hl, the amount of ('1'U time spent by h.7 is much greater than the amount of tune spent by h I ;u)l h 3. In tact, by spends more time than 11 0 which is our zero knowledge heuristic. This result confirms that our heuristic function must he simple to calculate.
Conclusion
The predicate transition net reachability test problem is of exponential complexity. Heuristic search can be used in solving such piohlenm of exponential complexity. The efficiency of a heuristic search depends on its heuristic function. We have discussed several admi,sible and nmonotonic heuristic functions. These functions have been tested using the IDA1` algorithm. The test results show that we can reduce boll) CPU time and the number of nodes explored by using a leuri'tie function.
Our current research includes developing better heuristic functions.
This mrry be able to be achieved by combining existing heuristics, or 1x,ssibly through the use of specialized heuristics for certain problem domains. 
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