Abstract. We study double-sided continued fractions whose coefficients are non-commuting symbols. We work within the formal approach of the Mal'cev-Neumann series and free division rings. We start with presenting the analogs of the standard results from the theory of continued fractions, including their (right and left) simple fractions decomposition, the Euler-Minding summation formulas, and the relations between nominators and denominators of the simple fraction decompositions. We also transfer to the non-commutative double-sided setting the standard description of the continued fractions in terms of 2 × 2 matrices presenting also a weak version of the Serret theorem. The equivalence transformations between the double continued fractions are described, including also the transformation from generic such fractions to their simplest form. Then we give the description of the double-sided continued fractions within the theory of quasideterminants and we present the corresponding version of the LR and qd-algorithms. We study also (strictly and ultimately) periodic double-sided non-commutative continued fractions and we give the corresponding version of the Euler theorem. Finally we present a weak version of the Galois theorem and we give its relation to the non-commutative KP map, recently studied in the theory of discrete integrable systems.
Introduction
Continued fractions theory is one of most celebrated subjects in mathematics with big names involved: Euklides, Euler, Lagrange, Galois, and many others [3, 17] . For a contemporary presentation of the theory of continued fractions and of their applications, see [2, 24, 26, 28] .
Non-commutative continued fractions in their simplest form have been considered first by Wedderburn [40] . In their one-sided forms they were discussed by Wynn [41] in connection with non-commutative orthogonal polynomials, the qd algorithm, and many other non-commutative versions of topics known in the theory of classical (commutative) continued fractions. The convergence questions for continued fractions in complex Banach algebras were considered in [14, 15, 1, 21] . The convergence of double-sided non-commutative continued fractions (the type of continued fractions considered in the present paper) was studied in [8] , where one can find also wast bibliography on applications of non-commutative continued fractions in mathematics and physics. Convergence of Padé approximants in a non-commutative normed algebra by using theorems of convergence of non-commutative continued fractions was investigated in [12] . Combinatorial aspects of the non-commutative continued fractions are reviewed in [16] , see also [39] . In [19, 20] the basic theory of non-commutative continued fractions was discussed from the point of view of quasideterminants. An iterative process for finding roots of the quadratic equation in Banach space in terms of periodic continuous fractions is given in [29] . Quadratic equation with operator coefficients and their solution in terms of strictly 2-periodic continued fractions were considered in [4] .
The relation of integrable discrete systems to continued fractions and related numerical methods (Padé approximation, orthogonal polynomials, convergence acceleration algorithms, the qd and LR algorithms) is well known, see Section 4 of [22] and references therein. In this article we show close connection of the non-commutative continued fractions to the very basic non-commutative integrable system, called in [33] the non-Abelian Hirota-Miwa system. We present it in the form of the so called companion to the KP (because of relation to the Kadomtsev-Petviashvilii equation) map [10] . A solution, in terms of continued fractions, of the initial value problem for discrete-time Toda equation on a half-infinite lattice was constructed in [7] . Non-commutative discrete systems in relation to continued fractions were studied also in [9] . Although our research was motivated by applications of the non-commutative continued fractions to integrable systems, we have found it useful to study their general properties, in particular to present the corresponding version of the most pertinent results of the classical theory.
The paper is constructed as follows. After defining the non-commutative double-sided continued fractions we present the corresponding analogs of standard results from the theory of continued fractions, including their (right and left) simple fractions decomposition, the Euler-Minding summation formulas, and the relations between nominators and denominators of the simple fraction decompositions. Then, in Section 3 we transfer to the non-commutative double-sided setting the standard description of the continued fractions in terms of 2 × 2 matrices presenting also the weak version (in the sense of giving only implication in one side) of the Serret theorem. The equivalence transformations between the double continued fractions are studied in Section 4 where we present also the transformation from the generic such fraction to the simplest (reduced) form of non-commutative continued fractions introduced by Wedderburn. Then we give the description of the double-sided continued fractions using the theory of quasideterminants. In the next Section we present the corresponding version of the LR and qdalgorithms. Finally we study (strictly and ultimately) periodic double-sided non-commutative continued fractions and we give the corresponding version of the Euler theorem, and a weak version of the Galois theorem.
In the paper we consider continued fractions on the level of Mal'cev-Neumann series [5] with the natural topology, as known for example in the theory of formal languages [36] . An analogous approach to continued fractions in power series fields was described in [37] . Therefore we conclude the introduction Section with recalling relevant notions.
The Mal'cev-Neumann construction and rational series over free group. The free group Γ = Γ(a 1 , a 2 , . . . ) with generators a 1 , a 2 , . . . , possibly an infinite list, can be regarded as the set of equivalence classes of finite words in the letters a i and their formal inverses a By fixing a total order < in Γ compatible with its group structure one can consider well ordered subsets P ⊂ Γ, i.e. every non-empty subset of P admits a smallest element. Let k be a field (in our case the field of rationals Q) , the set k((Γ, <)) of Mal'cev-Neumann series it is the set of the series in k[[Γ]] whose supports are well ordered. One can equip k((Γ, <)) with a k-algebra structure by defining the (Cauchy) product of two Mal'cev-Neumann series. Remarkably [30, 32] this algebra is a division ring (skew field). Moreover, the space of Mal'cev-Neumann series is complete in the natural ultra-metric topology [32] (for simplicity we assume that the field k is equipped with discrete topology). Here a sequence converges if and only if the coefficient of every monomial stabilizes For a finite set A = {a 1 , a 2 , . . . , a n } of generators of Γ, the smallest sub-division ring in k((Γ, <)) containing the group algebra k[Γ] is called the division ring of fractions (rational expressions). It turns out that the result is independent of the particular order < used in the construction, in the sense that it is isomorphic [27] to the universal field of fractions k < ( A > ) called also free division ring or the free skew field [6] .
2. Double-sided non-commutative continued fractions -basic properties Definition 2.1. Given symbols {b 0 , a 1 , b 1 , c 1 , . . . , a n , b n , c n }, the finite double-sided non-commutative continued fraction is the following rational expression
considered in the corresponding free division ring. For the one-sided continued fractions (2.1) with unital c-symbols (left-sided continued fractions) we will skip the third row (getting this way the classical Lagrange notation)
and similarly, we skip the first row in the case of unital a-symbols (right-sided continued fractions)
When both a-and c-symbols are unital (simple continued fraction) we use the standard notation
Remark. In [41] such continued fractions were denoted by
The simple non-commutative continued fractions (2.4) were studied first in [40] .
Later on in Section 4 we show that also in the non-commutative case double-sided continued fractions can be brought, by a suitable transformation, to the simple form (2.4). However such transformation is highly non-local, and we prefer to present basic properties of the double-sided continued fractions starting from their initial form (2.1).
Remark. On the level of Mal'cev-Neumann division ring one can consider infinite continued fractions. Then their finite truncations are usually called their convergents/approximants. Proposition 2.1. The continued fraction (2.1) can be brought to the form of a right simple fraction
with the nominator A n and the denominator B n calculated from the recurrence
with initial conditions (2.8)
where, by definition, c 0 = 1.
Proof.
The continued fraction C n+1 is computed from C n by replacing b n by b n + a n+1 b −1 n+1 c n+1 . Inserting this substitution into the simple fraction expression for C n we obtain
Corollary 2.2. Equivalently, there is a left simple fraction form
of the continued fraction (2.1), which can be calculated from the recurrencẽ
with initial conditions (2.8), and with a 0 = 1.
Remark. As one can see, the right simple fraction form (2.5) is suited well to one-sided continued fraction with unital c-coefficients (the nominators and denominators are then polynomials in the a-and b-coefficients) while left simple fraction form (2.9) is suited well for unital a-coefficients. We will show in Section 4 that one can freely transfer between various forms of the non-commutative continued fractions, and therefore to keep the freedom we study their most general double-sided form.
The next property, which we study along lines described in [41] , is the double-sided analogue of the Euler-Minding theorem, which allows to replace a given continued fraction by the corresponding series. Proposition 2.3. The successive convergents of the continued fraction (2.1) are equal to the partial sums
Proof. Eliminating b k+1 from equations (2.6)-(2.7) we have
k a k+1 , which gives the following recurrence between successive convergents of the continued fraction
Corollary 2.4. By Corollary 2.2 there exists an analogous sum with left simple-fraction denominators
Example 2.1. For n = 2 we have the continued fraction
with nominator and denominator of the corresponding right simple fraction of the form
The nominator and denominator of the left simple fraction are given bỹ
As the sum, whose truncations give subsequent convergents, it reads
We close presentation of the simplest properties of non-commutative double-sided fractions by giving relations between the nominators and denominators of their simple fraction decompositions. We follow the line of the corresponding research in [40] applied there to simple (with both a-and c-coefficients unital) continued fractions. Notice symmetry in their formulation due to presence of both coefficients.
Corollary 2.5. Apart from the obvious Ore-type relation
between the nominators and denominators of the two different decompositions of the continued fraction in simple fractions, the following other relations hold
Proof. To prove equations (2.16) let
Then by recurrence relations (2.6)-(2.7) and (2.10)-(2.11), and equation (2.15) one obtains
Directly one can show that ∆ 1 = a 1 and∆ 1 = −c 1 , which concludes the first part of the proof.
To show the first equation of (2.17) let
nB n . Then the statement follows from the fact that
The second equation of (2.17) can be shown exactly in the same fashion.
To show the first equation of (2.18) let
nÃ n . Then the statement is a simple consequence the fact that
The second equation of (2.18) can be shown analogously.
Continued fractions in terms of 2 × 2 matrices
Calculation of the continued fraction C n can be split into subsequent calculation of
. . , 1. The system can be put in the form
By induction one shows the following result.
Proposition 3.1. In terms of 2 × 2 matrices the recurrence relations (2.6)-(2.7) take the form
, what implies
and gives decomposition (2.5).
Remark. In the case of commutative coefficients of the continued fractions, by taking determinant of both sides of the recurrence relation (3.2) we would obtain the so called determinant formula between numerators and denominators of two successive approximants. In the fully non-commutative case one cannot expect such a formula due to the lack of appropriate notion of the determinant in that case; notice however equation (2.13). The relation of non-commutative continued fractions to quasideterminants is presented in Section 5.
Corollary 3.2. The system (3.1) can be put in equivalent form
what leads to
and gives decomposition (2.9).
Remark. In addition to
k . Then the system (3.1) takes the form
where k = 1, . . . , n, and the initial data is Y n = b n . We will come back to equations (3.5)-(3.6) in Section 5.
The following consequence of decomposition (3.3) will be used in Section 7.
Corollary 3.3. Assume that the data of the continued fraction split into two parts related to the partition
By A 
We close the Section with a weak version of the Serret theorem. The adjective "weak" in this paper means that we present only the implication in one direction, starting from a given form of the continued fraction. Proof. Denote by C * the common part of the continued fractions
Since by (2.9), with C * in the place of b K , we have
then its inversion gives
Inserting the above expression into the result of similar application of decomposition (2.5)
we obtain the first of equations (3.9). The second one can be obtained analogously by exchanging the role of equations (2.5) and (2.9).
The equivalence transformation
Definition 4.1. Two continued fractions are called equivalent if they have the same sequence of convergents.
Proposition 4.1. Given sequence of non-zero elements (γ k , δ k ) k≥0 with γ 0 = δ 0 = 1, define transformation of the coefficients of the continued fraction 2.1 by
in particular, the corresponding successive numeratorsĀ k and denominatorsB k , as described in Proposition 2.1, are given by
Similarly, the nominatorsÃ k and the denominatorsB k of the corresponding simple fraction decomposition, as described in Corollary 2.2, are given by
Proof. The first nominatorĀ 1 can be calculated directly (recall thatĀ 0 = b 0 = A 0 δ 0 )
, and the formulas for subsequent nominators follow by induction
The denominatorsB k are treated in the same way, which concludes proof of formulas (4.2) and (4.3). Equations (4.4) can be proven analogously. 
Example 4.2. (i) When the transformation with the sequence
, is applied to the continued fraction with unital c-symbols then it gives the continued fraction with unital a-symbols
, while (ii) application of the sequence (γ 1 , δ 1 ) = (c −1
2 ), and (γ k , δ k ) = (b k−1 c −1
k ) for k ≥ 3, to the continued fraction with unital a-symbols gives the continued fraction with unital c-symbols
Proposition 4.2. The equivalence transformation with the sequences
2 c 1 , produces the continued fraction in reduced form (i.e. with unital a-coefficients and unital c-coefficients), and the new b-coefficients given bȳ
Proof. Conditions γ k−1 a k δ k = 1 and γ k c k δ k−1 = 1 give recurrence relations which allow to calculate the sequences of the transformation. 
1 c 1 removes both the b-and c-symbols
while (ii) the sequence
removes both the a-and
Continued fractions and quasideterminants
Definition 5.1. [19] Given square matrix X = (x ij ) i,j=1,...,n with formal entries x ij . In the free division ring generated by the set {x ij } i,j=1,...,n consider the formal inverse matrix Y = X −1 = (y ij ) i,j=1,...,n to X. The (i, j)th quasideterminant |X| ij of X is the inverse (y ji ) −1 of the (j, i)th element of Y .
Quasideterminants can be computed using the following recurrence relation [19] . For n ≥ 2 let X ij be the square matrix obtained from X by deleting the ith row and the jth column (with index i/j skipped from the row/column enumeration), then
Remark. One consider quasideterminants of matrices X with some entries vanishing, provided invertibility of the matrix Y and of its elements in question.
Example 5.1. The (1, 1) quasideterminant of the matrix
Non-commutative continued fractions in relation to quasideterminants have been studied already in [19] . Using the expansion formula (5.1), one can prove what follows.
Proposition 5.1. The generalized continued fraction (2.1) equals (1, 1) quasideterminant of the tridiagonal matrix
Corollary 5.2. Equations (3.5)-(3.6) can be rewritten in the matrix form as the following decomposition
The qd-algorithm for non-commutative double-sided continued fractions
In this Section we give the corresponding analog of the well known LR algorithm (and thus also the qd-algorithm) by Rutishauser [34, 35] . Let us consider the following (similar to that described by Corollary 5.2) factorization of the matrix M n , in terms of lower-triangular matrix L n and upper-
which gives the identification
Such transformation preserves the tridiagonal form of the matrix and defines therefore its new coefficients b
By analogs of equations (6.1)-(6.2) we have also new coefficients Y ′ k and Z ′ k . By repeating the transformation, we obtain the dynamical system with parameters a 1 , . . . , a n
where, by definition, Z n . Remark. Equations (6.3)-(6.4) can be considered also as a non-commutative discrete-time Toda lattice equation; see [23] or [22] for the commutative case. Remark. The non-commutative version of qd-algorithm for one-sided continued fractions by Wynn [41] is obtained from the above equations by putting a k = −1 for all k, and with identification q
Periodic continued fractions
Definition 7.1. Strictly periodic continued fraction with period P > 0 is infinite continued fraction subject to periodicity condition a k+P +1 = a k+1 , b k+P = b k , c k+P +1 = c k+1 , for all k ≥ 0, i.e.
Remark. The periodicity condition can be transferred to infinite periodic tridiagonal matrices giving the qusideterminantal description of non-commutative strictly periodic continued fractions. Equations (3.5)-(3.6) in the periodic case can be rewritten however in the finite matrix form (here
Proposition 7.1. The strictly periodic continued fraction given by (7.1) satisfies the following second degree equation
where
In the strictly periodic continued fraction Y the coefficient b P is replaced by Y , therefore
Remark. Solutions of equation (7.2) with operator coefficients in terms of strictly 2-periodic continued fractions, and related convergence questions were discussed in [4] .
Corollary 7.2. Because of formula (3.3) equation (7.1) of the strictly periodic continued fraction Y can be formulated as the following eigenvalue problem
Elimination of the eigenvalue λ gives equation (7.2).
Remark. From the other side, formula (3.4) implies another eigenvalue problem
c P a
, which leads to equation (7.2) but with coefficients
P −1Ã P −2 . Definition 7.2. Periodic (or ultimately periodic) continued fraction is infinite continued fraction subject to periodicity condition a k+P +1 = a k+1 , b k+P = b k , c k+P +1 = c k+1 for all k ≥ K ≥ 0, i.e.
where Y is strictly periodic continued fraction
Remark. Notice that remark after Definition 7.1 applies also here.
Remark. The periodicity condition is not preserved under equivalence transformations (4.2). In particular, in the simplest case of strictly periodic double-sided continued fraction (7.1) of even period P , the coefficients of its reduced form, given by Proposition 4.2, satisfy the following quasi-periodicity conditionsb
The following result is a non-commutative analogue of the theorem of Euler [13] . Proposition 7.3. The periodic continued fraction X given by (7.7)-(7.8) satisfies the second degree equation of the form (7.2) with coefficients
Proof. By Proposition 7.1 the strictly periodic part Y given by (7.8) satisfies the quadratic equation 
Inserting into equation (7.9) the representation (7.10) for Y on the left, and (7.11) for Y on the right, and multiplying by denominators we obtain the following second order equation
of the form (7.2). For example, the first coefficient reads
but it can be simplified using Corollary 3.3.
A weak analogue of the Galois theorem for continued fractions
The final Section is devoted to a non-commutative analogue of the theorem published by Galois [18] at the age of 17. To simplify calculations let us replace strictly periodic double-sided continued fraction (7.1) by the left sided one (notice that this is not an equivalence transformation)
where indices are considered modulo P . As in Section 3 we replace the process of calculation of the strictly periodic continued fraction (8.1) by solvingȲ 0 =Ȳ from the system
equations (3.5)-(3.6) in reduction (8.1). This time, however, we are looking for another solutionȲ
1 , different fromȲ 0 , of the related equation (7.2) . Notice that this implies that allX
differ from the correspondingX k andȲ k .
Remark. The system (8.4)-(8.5) was studied in [10, 11] under the name of companion map to the noncommutative KP map (see [25] for commutative version of the map). This was our original motivation to investigate the subject of non-commutative continued fractions.
−1 is the following ultimately periodic continued fraction
given in terms of the initial solution of the system (8.2)-(8.3). Moreover, the explicit form of the expression can be given as the following series Remark. The series (8.7) can be also obtained from the Euler-Minding type expansion (2.14) and expression (8.9) . Going back to the initial coefficients of the strictly periodic continued fraction (7.1) we obtain that Z = −a P (Y ′ ) −1 c P is strictly periodic continued fraction of the form 
Conclusion
Motivated by the theory of non-commutative integrable discrete systems we studied non-commutative continued fractions in their generic double-sided form. We presented the corresponding versions of the most pertinent results known from the classical theory. We think that the non-commutative perspective sheds new light on old well known facts and broadens applications of the theory. However, in some cases we gave only "weak" version of a result, meaning that we show only implication in one direction. For example, we do not have full version of the Lagrange theorem on quadratic irrationals but we present only Euler's part of the theorem. Notice however, that the simplest case of power series with single indeterminate [37, 26] , which in our approach corresponds to the free group with one generator, suggests that the reverse implication is valid only under certain additional conditions. This aspect is presently under investigation.
