Parameter estimation for complex models using Bayesian inference is usually a very costly process as it requires a large number of solves of the forward problem. We propose here an approach to reduce the computational cost by constructing surrogate models that provide approximations of the true solutions of the forward problem. The surrogate models are built in an adaptive manner using a posteriori error estimates for quantities of interest in order to control their accuracy. Effectiveness of the proposed methodology is demonstrated on a numerical example dealing with the parameter calibration of the Spalart-Allmaras model for the simulation of turbulent channel flows.
Introduction
A general issue in parameter estimation using Bayesian inference is that one has to sample the forward model a very large number of times in order to obtain accurate posterior distributions of the parameters. In the case of complex models involving many parameters, the process often results in computational costs that far exceed computer resources currently available. Kennedy and O'Hagan [1] suggested to consider emulators of response surfaces in order to reduce the number of forward simulations and showed that it could lead to considerable computational savings. A variety of reduced models to estimate the likelihood function have since then been proposed in the literature [2, 3, 4, 5] . However, reduced models only provide approximations of the true solution and the accuracy of the response needs to be verified in order to obtain meaningful results.
We propose in this work to develop a goal-oriented error estimation procedure to adaptively construct reduced models, also referred to as surrogate models, of the Reynolds averaged Navier-Stokes (RANS) models for the simulation of turbulent flows. Goal-oriented error estimation was initially designed as an adjoint-based method to estimate discretization errors in finite element solutions of boundaryvalue problems with respect to quantities of interest. The method was later extended to the estimation and control of modeling error when a fine scale model is replaced by a coarse-scale model [6, 7] . The goal-oriented error estimation framework will be used here not only to assess the accuracy of the surrogate models but also to guide the adaptive process for improving the representation of the true response provided by the reduced model.
We illustrate the methodology on examples concerning the simulation of turbulent channel flows. Turbulence will be modeled here by the Reynolds averaged NavierStokes (RANS) equations, supplemented by the Spalart-Allmaras model for the description of the Reynolds stress. This closure model involves several parameters that need to be calibrated in order to be useful. Values of the parameters have been proposed in [8, 9, 10] . Even though the turbulence community is well aware that the closure model parameters may include some level of uncertainty, rigorous quantification of these uncertainties has seldom been analyzed in the computational fluid dynamics literature, with the exception, maybe, of [11, 10] where the application of Bayesian inference is used to quantify uncertainties in simulations of turbulence. In the present study, our objective will be to reproduce some of the numerical examples described in [10] in order to demonstrate that one can confidently use reduced models rather than the full models to estimate the parameters of the Spalart-Allmaras model.
The paper is organized as follows: following the introduction, we describe in Section 2 the model problem, namely the Reynolds averaged Navier-Stokes equations and the Spalart-Allmaras model for the Reynolds stress, and derive the weak formulation of the deterministic problem. We briefly recall in Section 3 some concepts of probability theory and present the parameterized reduced model. We describe in Section 4 the goal-oriented error estimation and adaptivity methodology for the construction of the reduced model. We finally apply the methodology to Bayesian inference and present some numerical results in Section 5 before providing concluding remarks in Section 6.
Model problem
Let Ω ⊂ R 3 be the domain occupying the channel with boundary ∂Ω. The RANS equations are derived from the Navier-Stokes equations using the Reynolds decomposition of the velocity, u = U + u , where U = u is the time-averaged velocity over a time interval (0, T ) and u is the fluctuation about the mean. Substituting this decomposition into the Navier-Stokes equations and taking the average over (0, T ), we obtain the so-called RANS equations,
where P , ρ, and ν, denote the mean pressure, the density, and the kinematic viscosity, respectively. In order to be able to solve the equations, one usually considers a closure model for the Reynolds stress tensor r ij := u i u j (scaled here by the constant density ρ) based on the eddy viscosity assumption. That is, the Reynolds stress is expressed as the viscosity term,
where the "eddy viscosity" ν T can be written in terms of a turbulent length and time scale. The practice of modeling the turbulence effects as a viscosity is motivated by the fact that turbulence transports momentum in a similar manner to viscosity [12, 13, 14] . Many closure models have been proposed based on the eddy viscosity assumption, see e.g. [8, 15, 16, 17, 12, 9] , some of which have been examined in the study by Oliver and Moser [10] . Here we will focus on one of the most commonly used models, the eddy viscosity transport model of Spalart and Allmaras [9] . The form considered in this work, as well as in [10] , has been modified to avoid negative values of turbulent production and to ignore the transition to turbulence from a laminar initial condition. See [8, 18] for more details on the modified form of the model.
Starting from the eddy viscosity assumption (2), the Spalart-Allmaras model introduces a working variableν such that
where
The working variable is taken to be governed by the transport equation
where d is the distance to the nearest wall and parameter c w1 is defined as:
The remaining undefined terms are given by the following relationships,
where S is the magnitude of the vorticity, and
The values of the parameters c b1 , σ SA , c b2 , κ, c w2 , c w3 , c v1 , c v2 , and c v3 , suggested by Spalart and Allmaras, are provided in Table 1 . We suppose that our primary goal is the prediction of the centerline velocity in a fully-developed incompressible channel flow at Re τ = 5000. The turbulence is assumed non-homogeneous in the y-direction (wall normal direction) but homogeneous in the x-direction, reducing the complexity of the RANS equations significantly. Derivatives of statistical variables are all assumed to vanish with respect to x and t, except the mean pressure gradient in the x-direction, as it serves as the driving force for the flow [12] . Thus, U 2 = 0, and U 1 = U (y) is only a function of y, so that the mean flow equations reduce to
Using the fact that ∂ x (u x u y ) = 0, we can differentiate the second equation with respect to x to show that ∂ y ∂ x P = 0 and, thus, the gradient of P is constant [12] .
To simplify the presentation, we set 1/ρ ∂ x P = 1 and control the dynamics of the flow purely through the Reynolds number. Let D = (0, H), where H represents the half height of the channel. Combining the simplified form of the RANS equations with the Spalart-Allmaras turbulence model, the strong form of the equations now reads:
Equation (12) represents the RANS momentum equation, which governs the behavior of the flow variable U ; Equation (13) is the transport equation for the SpalartAllmaras working variableν. The equations are supplemented with the boundary conditions:
which amount to symmetry boundary conditions at the center of the channel (∂ y U (H) = 0 and ∂ yν (H) = 0) and no slip conditions at the walls. We indeed assume that the eddy viscosity is symmetric across the channel and vanishes at the wall. The weak formulation of the problem is derived in the typical manner of multiplying Equations (12) and (13) by suitable test functions and integrating by parts.
Then the problem becomes:
with
The above equations will be solved using a standard continuous finite element discretization on D. Let V h ⊂ V be the finite element subspace consisting of piecewise linear functions, on a suitable partition of D with maximal element diameter h. Given a set of parameter values, the finite element approximation of (15) is given by,
A computable system of equations can then be obtained using Newton's method, linearizing about the approximate state (U h ,ν h ).
Problem (20) represents the model problem we shall consider throughout this work. However, since the RANS turbulence model parameters are uncertain, these equations need to be parameterized by random variables; we discuss the characterizations of the uncertain parameters in the following section.
Uncertainty characterization and reduced model
As previously discussed, the parameters of the Spalart-Allmaras turbulence model (3) and (5) are usually assumed constant with the values provided in Table 1 . In this work, we suppose that a subset of these parameters are in fact unknown, or random. Therefore, the boundary-value problem can be viewed as parameterized by these uncertain coefficients.
We briefly review some relevant concepts of probability theory and the use of polynomial expansions, commonly referred to as generalized polynomial chaos, to represent the effects of uncertainty in the model response.
Let {Θ, Σ, P } be a probability space, where Θ is the sample space of random events, Σ is a σ-algebra, and P is the probability measure on Σ, meaning P (Θ) = 1. A random variable on the probability space is defined as a P -measurable function of Θ. Let Ξ ⊂ R n . We use the notation ξ : Θ → Ξ to denote a random variable and denote by p ξ the associated probability density function. Introducing the notion of random variables into the boundary-value problem implies that the solution u is a random process. We will consider the differential equations to be parameterized by ξ. Let V h be as defined above; then, Problem (20) can be rewritten as,
where the subscript ξ is used to indicate the dependence on the parameter. At this point, the solution to (21) represents a semi-discrete solution, being continuously dependent on the random variable ξ. To discretize the solution in terms of the random variable, many authors have proposed the use of generalized polynomial chaos [19, 20, 21, 22, 23, 24, 25] , led by the seminal work of Ghanem and Spanos [20] .
Let α = (α 1 , . . . , α n ) ∈ N n be a multi-index and let Ψ α (ξ) denote the (multivariate) polynomials
where the univariate polynomial ψ αi (ξ i ) is the orthonormal polynomial of degree α i with respect to the probability distribution of ξ i [26, 27, 28] . That is, for α,
where δ αβ is the Kronecker delta:
Then, for any Z ∈ L 2 (Θ, Σ, P ), the generalized polynomial chaos expansion,
converges to Z in mean square sense. Convergence of polynomial expansions of this type for square integrable functions on Θ is established by generalizations of the Cameron-Martin Theorem [29, 30] . In this work, we use uniform random variables to describe the uncertain parameters, which means that the basis is given in terms of Legendre polynomials [21, 31] .
A number of methods for computing the coefficients of the expansion have been developed and generally fall into two categories: intrusive and non-intrusive. Nonintrusive approaches attempt to estimate the coefficients of a generalized polynomial chaos expansion by solving the deterministic problem at a set of realizations of ξ. As a result, existing simulation codes can usually be used directly. In contrast, intrusive approaches, such as those based on Galerkin methods, solve a system of equations for the entire set of expansion coefficients; typically this requires the use of specially designed solvers. We shall focus on non-intrusive approaches here since they allow for the existing turbulence simulation codes to be used with minimal modification. Moreover, the set of independent parameter values can usually be run in parallel, making non-intrusive approaches more efficient. The error estimates and decomposition strategy introduced in the next section are rather general and can be utilized with most intrusive or non-intrusive surrogate methods for uncertainty quantification [32, 33, 25] . However, for completeness, we detail the pseudo-spectral projection method [31] used in the present work.
In order to represent the solution U h of (21) by its generalized polynomial chaos expansion, it remains to calculate the coefficients. The coefficients are determined by the projection of the solution onto the basis, i.e.
where Ψ α are the orthogonal polynomials associated with the distribution of ξ.
As discussed previously, non-intrusive approaches aim to compute the coefficients of the expansion based on independent realizations of the deterministic solution u(y, ξ). One can use sampling-based methods, such as Monte Carlo or Latin hypercube sampling, to estimate the integral in (26) . In high-dimensional parameter spaces sampling may be preferred, since convergence is based on the number of samples and not the dimension of the space. In our case, the dimension will remain relatively low so that we can rely on direct numerical integration using quadrature techniques. Even in a high number of dimensions authors have proposed the use of sparse representations to make the process more efficient [34, 25, 35, 36, 37, 38, 39] .
Using basic quadrature formula we can approximate the integration in (26) by,
where {ξ k } and {w k } are quadrature points and weights, respectively. It has been shown in [40] that using a Gaussian quadrature rule yields a geometric convergence rate; it does however require a number of quadrature points m(N ) that scales exponentially with the dimension of Ξ. Finally, we can represent the fully discretized solution to (21) as
. . , N are computed independently using (27) .
The fully discretized solution U h.N , together withν h,N , having finite length expansions, represent a reduced model for the semi-discrete solution (U h ,ν). Selection of which terms, or polynomial bases, to include in the expansion will be driven by the adaptive procedure presented in the following section.
4 Goal-oriented adaptive surrogate modeling
In this section, we provide details of the error estimation and adaptive procedure for boundary-value problems parameterized by uncertainty. First we review goaloriented error estimation in the deterministic setting. We then demonstrate the extension to the case of uncertainty as proposed in previous works [41, 42, 43, 32, 33, 31, 44] . In addition we suggest an adaptive procedure based on the contribution of higher-order expansion terms to the error in the quantity of interest. Finally we present results from the application of the procedure to the model problem of Section 2.
4.1 Goal-oriented error estimation: deterministic setting Since its introduction in the 1990's [45, 46, 47, 48] , goal-oriented error estimation has grown in popularity in the finite element community. Here we only provide a brief outline of the approach and refer the interested reader to more extensive descriptions and reviews of the methodology [49, 50, 48, 51] . In order to derive the error estimation and adaptive strategy, we first require the definition of a linear functional of the solution representing a quantity of interest. We will use the average of the mean flow velocity U over the channel cross-section,
Since the velocity profile is expected to reach the maximum at the center of the channel, this quantity of interest will be more sensitive to the centerline velocity. The core ingredient of the goal-oriented framework is the so-called adjoint problem, which seeks a generalized Green's function associated with the quantity of interest. In the case of a nonlinear operator, such as (20) , the linearized operator is used to define the adjoint equation [49, 47, 52, 53, 51] . For our model problem that means that the adjoint equation is given by,
where the operator B used to compute updates in Newton's method for solving the nonlinear primal problem (20) . The definition of the adjoint equation allows one to establish a computable estimate for the error in the quantity of interest,
Using the definition of the residual
we can write, introducing the errors in the solution as e U = U −U h and eν =ν −ν h ,
Note that Equation (32) holds because of the linearity of Q, that Equation (33) follows from using the adjoint problem, that Equation (34) is a consequence of the definition of the linearized operator B and of the residual (31), and that Equation (35) is a result of Galerkin orthogonality. Due to the complexity of estimating ∆ B , and the fact that it is deemed to be higher-order, the term is often neglected [47, 54, 55] . Incorporating the higher-order nonlinear term into an error estimation procedure is the focus of ongoing work [52] . Nevertheless, we proceed assuming that the contribution due to linearization is negligible.
Furthermore, the representation (35) cannot be used directly as it involves the exact adjoint solution (z U , zν). To obtain a computable estimate of the error in the quantity of interest, we instead introduce an approximate adjoint solution from an enriched finite element space V + where
where the enriched space will be taken as the space of piecewise quadratic functions on the same partition of D as V h . Thus, a computable error estimate for the error in the quantity of interest is provided by
In addition, η can be broken into elementwise contributions to define refinement indicators for mesh adaptation.
Goal-oriented error estimation: uncertainty setting
We next turn our focus to the extension of the deterministic goal-oriented error estimation to the case of boundary-value problems with uncertainty. First we establish an estimate of the overall accuracy of the surrogate solution U h,N in terms of the quantity of interest and then suggest a procedure to adapt the surrogate expansion based on indicators derived from this estimate.
To measure the error in the response of the quantity of interest over the range of parameters ξ, we use the L 2 norm of the 'deterministic' error,
This metric is actually a natural choice as it implies the control of the mean and standard deviation of the error.
The first step in extending the deterministic results to the error (38) is to establish the same type of error representation for Q ((U,ν)) − Q (U h,N ,ν h,N ) . To do so, we define the adjoint equation in terms of the surrogate U h,N ,
Since U h,N ∈ V for any choice of ξ we can work through the same procedure as for the deterministic procedure to arrive at,
The idea is then to obtain an approximation of R (U h,N ,ν h,N ); (ẑ U ,ẑν) in the same way as before using a discrete adjoint solution (ẑ
The other key to obtaining a tractable estimator for (38) is the evaluation of the norm itself. Since evaluating the norm involves more integration in a possibly high-dimensional parameter space we will likely need to evaluate the error representation in a manner that scales exponentially with the parameter dimension. For each quadrature point (40) , one requires the solution of the adjoint equation (39), a process that would quickly become prohibitively expensive. Instead, we propose to construct a reduced model of the semi-discrete adjoint solution, which can then be evaluated with minimal cost at any point in parameter space. Let
where z
. . , N are computed in the same way as the forward solution, c.f. Equation (27) . With these two additional modifications, we then have a computable estimate for the error (38) , as established in the following theorem.
Theorem 4.1 Assume B ξ to be continuously differentiable, for any ξ ∈ Ξ, in a subset of V that contains (U,ν), (
) be an approximation of the adjoint solution according to (41) . The error estimate
for (38) satisfies the bound,
For a proof, see [42, 43, 52] . The extension of the goal-oriented error estimation framework to boundary-value problems with uncertain data simply means that uncertainty can be considered in complex physical problems using a reduced-order surrogate model since its accuracy can be assessed in terms of the quantity of interest. Even more valuable, much as in the case of deterministic goal-oriented error estimation, estimates can be used to drive adaptivity to improve the approximations further, as we discuss in the next section.
Adaptive surrogate modeling
One major disadvantage of using quadrature-based sampling strategies for surrogate construction is that the number of points required for a fixed expansion order grows exponentially with parameter dimension; this is commonly referred to as the curse of dimensionality.
A number of different approaches have been proposed to minimize the effect of the curse of dimensionality. For example, one may choose to alter the quadrature formula used in calculating the expansion coefficients; in the case a tensor product quadrature formula is employed, authors have suggested sparse quadrature grids that can reduce the number of evaluations necessary for the same level of accuracy [25, 56, 3, 37, 38, 39] . Alternatively, or in a combined manner, higher-order information can be used to identify the more influential parameters; instead of increasing the expansion order uniformly (isotropic refinement), one may then choose to improve the surrogate model by adding bases functions that only correspond to the most important parameters (anisotropic refinement).
While our proposed framework can be used with a sparse quadrature formula, we will restrict our discussion to full tensor product quadrature since an anisotropic refinement strategy is more valuable in that scenario. In contrast to existing techniques for using higher-order information to drive anisotropic surrogate refinement, which are often based on heuristic measures, our approach identifies the components associated with the error in the quantity of interest.
In order to identify the most influential modes in the expansion, we use the residual in the error estimate (42) . Yet, to do so, we must be able to identify the parameters to which the residual is most sensitive. We propose the use of yet another surrogate model, this one for the residual term itself,
with a higher order M > N . The coefficients in (44) are calculated based on the same type of quadrature used for the primal and adjoint surrogates,
Since (U h,N ,ν h,N ) and (z
) have fewer terms in the expansion, the residual surrogate provides information about how the error in the quantity of interest influences the higher-order terms. The relative magnitudes of the coefficients in E provide a weighting of the most important parameter directions or, more specifically, which basis functions should be added to the solution expansions. To precisely define the refinement strategy, we need a generalization of the set of multi-indices; let
where N = (N 1 , . . . , N n ) represents the maximum polynomial degree in each direction. Higher-order expansions of the error will now be obtained using M = N + 1 = {N 1 + 1, . . . , N n + 1}. Thus, we seek the coefficients of E(ξ) in (44) in the set I M \ I N with the largest magnitude, which will be added to the index set I N for the subsequent adaptive step. Algorithm 1 describes the detailed refinement strategy.
Algorithm 1: Anisotropic p refinement in Ξ.
)| in decending order giving index Iα.; 4 Given 0 ≤ η ≤ 1, set β = 0 and i = 0 ; 5 while β < ηβ * do 6 Set i = i + 1 and α * = Iα(i) ;
Increase polynomial order of approximation in component j, N j ← N j + 1 ; 
Numerical results for turbulence model problem
Finally we are prepared to apply the adaptive surrogate refinement procedure to the model problem of RANS turbulence modeling for incompressible flows. We will consider the physical discretization as fixed and focus on the adaptive construction of a surrogate model for the Spalart-Allmaras turbulence model with six uncertain parameters: κ, c b1 , σ SA , c b2 , c v1 , c w2 . To evaluate the surrogate model, we will use both the error estimates established in this section as well as simulations of the quantity of interest provided by the full model to further establish the accuracy of our error estimates. As mentioned previously we will consider uniform distributions for all uncertain parameters. The exact descriptions will be based on the nominal values presented in Table 1 with a range from 50 to 150 percent of the corresponding value; for example κ ∼ U(0.205, 0.615).
Starting with a constant, or N = 0, surrogate model, we performed 17 adaptive steps adding additional polynomials to the expansion according to Algorithm 1. Figure 1 shows the convergence of the error estimate for the surrogate model. Compared to uniform, or isotropic p-refinement, the anisotropic refinement of the surrogate model leads to significant improvement of the error for an equal number of forward model evaluations, roughly two orders of magnitude reduction. The progression of the expansion order is shown in Table 2 . We observe that the initial refinements are associated with the κ and c v1 parameters, demonstrating that their values have the greatest influence on the quantity of interest. Following initial refinement of κ and c v1 , we also see a continued increase in the expansion order for κ, which we would expect to see since it has a significant impact on the flow velocity away from the wall where the velocity is higher and thus contributes more significantly to the quantity of interest. Refinements are suggested for all model parameters, though c b2 is only modeled linearly, suggesting that the gradient of the working variableν does not have a notable impact on the average velocity. Ultimately, we expected to see a greater expansion order for c v1 than the other model parameters besides κ. We believe that the positive correlation between κ and c v1 , seen in the posterior distributions discussed in [10] , contributed to refinement of only one of the two parameters being sufficient to accurately estimate the quantity of interest.
From Figure 2 one can clearly see that the adaptive surrogate model is able to capture the general response of the quantity of interest over the range of uncertain parameters. Furthermore, the convergence of the error estimate suggests that the reduced model can be used in further studies without a significant loss in accuracy. One attractive use case is that of model validation since many techniques, particularly Bayesian methods, require repeated evaluations of the forward model for the quantity of interest. While the surrogate presented in this section is capable of producing accurate predictions of the quantity of interest, in order to be useful in a validation setting, the reduced model must also exhibit the same sensitivities as the full model. We investigate this issue in the next section based on a simplified version of the Bayesian uncertainty quantification study performed in [10] .
Efficient Bayesian inference
To this point we have restricted the discussion to verification of the adaptive surrogate modeling technique we propose. Often the full model is yet still in need of validation against experimental observations. While a reduced model can certainly make validation studies more computationally feasible, the more pressing question is whether using the surrogate model in place of the full model will lead to the same conclusions on the model's validity.
Here, we will not present validation results themselves, but instead show that calibrating the previously constructed surrogate model produces nearly identical results for the unknown parameters, and thus exhibits the same sensitivity to the data. In turn this means that it is reasonable to use the surrogate model as a replacement for the full model in a calibration and validation procedure; even if only for identifying calibration parameters that can then be fed into the full model for validation checks.
As a basis for comparison we use the work of Oliver and Moser [10] , where Bayesian methods were used to evaluate the validity of a number of turbulence models and discrepancies. To simplify the presentation here, we restrict our investigation to the Spalart-Allmaras model discussed previously and show results based on only one description of uncertainty, whereas the authors in [10] considered multiple turbulence models and four different uncertainty models. A more thorough comparison and evaluation of the surrogate model was performed in [52] .
We first provide an overview of the Bayesian methodology and then discuss the calibration data and uncertainty model used before showing results for the surrogate model and comparisons against full model.
Bayesian model calibration
Bayes' Theorem is a fundamental result of statistics and probability. Relatively recently, it has been adapted toward parameter identification for complex mathematical models. The advantage of Bayesian inference for model calibration is that it provides for a distribution of probable parameter values instead of the one best fitting parameter value obtained from traditional optimization procedures. Bayesian parameter identification can be interpreted as an update of the degree of belief in the parameters.
The solution of the Bayesian calibration procedure is the posterior pdf, or the conditional distribution of the model parameters given the observed data. Let q ∈ R n represent the vector of calibration data, or observations, and let ξ ∈ Ξ = R m be the random variable representing the model parameters we wish to calibrate. The prior distribution of the parameters is denoted by p(ξ) and encapsulates the prior knowledge one has about the parameters independent of the calibration data. Bayes' Theorem then states that the posterior distribution, p(ξ|q) is proportional to the prior times the likelihood L(ξ, q) of observing the data [57, 58] ,
More specifically, the likelihood is defined by the conditional distribution of the data as a function of the parameters L(ξ|q) = p(q|ξ), but to emphasize the dependence on the value of the parameters it is often written in the former notation. The denominator in Bayes' Theorem acts as a normalization constant and using the law of total probability can be expressed as,
Perhaps the most critical component of the Bayesian framework is the likelihood function. Ideally the likelihood is determined by the measurement process, or any other process contributing to uncertainty in the calibration data. For example, if the measurement error is additive, meaning the observations take the form,
where M (ξ) is the predicted value of q using the model with parameters ξ and ∈ R n is the error model with distribution p , then the likelihood is given by
In practice, while one might have a decent estimate of the uncertainty in measurements, it is often difficult to fully characterize the distribution of experimental uncertainty. For this reason, it can be beneficial to use a model selection procedure to determine the best choice of uncertainty model.
Calibration data
Specifically, we use the same calibration data as Oliver and Moser [10] , which was obtained from direct numerical simulations by Jaminez et al. [59, 60] . Mean velocity measurements were taken at Re τ = 944 and Re τ = 2003. The uncertainty in the observations from the direct simulation is the result of calculating the sample mean rather than the true mean. The authors of [61] provide an estimate of the variance in the error, however the covariance between data points in the profile is not provided.
To minimize the impact of the correlation between measurement points, Oliver and Moser [10] downsample the data and use points that are farther apart; we will do the same and assume the data points are independent.
Since the simulation of the channel flow is dependent on the Reynolds number Re τ , we will construct two surrogate models, one for each flow scenario. Technically, one could attempt to construct a projection of the mean velocity whose coefficients are dependent on the Reynolds number, in addition to the location in the channel. We choose not to do this here because of the interface required between the channel simulation code and the code used to perform the goal-oriented adaptivity of the surrogate model. This does however increase the computational burden of our approach.
For all error models we will use the same surrogate construction for the approximate forward models.
As we did in the examination of the forward model, we consider six uncertain parameters. This set of parameters is naturally augmented with the calibration parameters for the uncertainty models considered. For both Reynolds numbers we will use the final expansion order in Table 2 , N = (6, 3, 3, 1, 2, 2), which yields error estimates η 944 = 1.388788 × 10 −2 and η 2003 = 1.878746 × 10 −2 .
Multiplicative error models
We begin with the general description of the model error by supposing that the error is multiplicative in terms of the velocity. Thus, the observed data is taken to be governed by the equation,
where z = y/H is the non-dimensionalized wall-normal coordinate, U + = U/u * is the non-dimensionalized velocity, and u + is the prediction of the true nondimensionalized velocity. We assume a zero-mean Gaussian field for the error term = (z) = (z; ξ). The previous studies [52, 10] investigated three different definitions of the covariance of . Again, to simplify the presentation here we review only one of these choices: a correlated inhomogeneous covariance structure.
Since length scales in turbulent flows are set differently based on the region of the flow, it makes sense to incorporate that structure in the uncertainty model. To mimic the change in length scales, we use a covariance function with a variable length scale [10, 62] ,
where σ is a calibration parameter and the length scale function l(z) is given by,
Here Using the surrogate models to evaluate U + , and the covariance defined above, the likelihood for the uncertainty model is given by
where ξ = {κ, c b1 , σ SA , c b2 , c v1 , c w2 , σ, l
The same uniform distributions used to define the parameter ranges in Section 4.4 are carried over here as the prior distributions for each parameter. Kernel density estimates of the posterior densities resulting from the Bayesian calibration are shown in Figures 3 13 . We see excellent agreement between the posteriors obtained from the full model simulation and our surrogate model. Results for the full set of parameters are rather promising. While some minor differences are observed in the posterior distributions, overall the agreement is remarkable. Of particular note is the only minor discrepancies in the most sensitive parameters, κ specifically.
Our results suggest that the surrogate model can in fact be used to calibrate the full model without the need for costly full model evaluations in the process. In fact, some work has been done to show that, in limited cases with mostly Gaussian assumptions, the error in the surrogate model can be used to prove a bound on the error in the posterior distributions obtained through Bayesian inference [2, 3, 5, 4] . However, further effort is needed to extend these results to more general cases.
Unfortunately the computational cost for constructing the surrogate model in this case is on par with the additional cost associated with using the full model directly in the Bayesian framework; making it difficult to argue that one should use the surrogate approach at all. If however, one wishes to perform a model selection procedure, or even just a subsequent analysis with an alternative error model, the cost of constructing the surrogate forward model can be amortized. In [52] a more extensive model selection study shows that that even for relative studies of this nature, the surrogate model described here leads to the same conclusion as using the full model to perform the same analysis.
Conclusion
We have examined the application of goal-oriented error estimation to the adaptivity of surrogate models for boundary-value problems with uncertainty. In contrast to existing anisotropic refinement strategies, a new refinement algorithm was proposed that uses higher-order information from the goal-oriented error estimate to identify the most influential parameters and adapt the surrogate model accordingly.
Based on our approach, an accurate surrogate model need to be constructed for the Spalart-Allmaras turbulence model and the solution of the RANS equations in a fully-developed channel. The reduced model was then used in a Bayesian model calibration study in place of the full simulation. Posterior distributions for the parameters showed excellent agreement with those obtained using the original forward model. The results demonstrate that the newly developed methodology can be a valuable resource to computational scientists in assessing complex physical systems using Bayesian techniques where a large number of model simulations are required. 
