Abstract. The cyclic Lotka-Volterra model in a D-dimensional regular lattice is considered. Entropy production of its "nucleus growth" mode is investigated by analyzing the time evolution of the family of entropies Sq = (1 − i p q i )/(q − 1), with q ∈ R. This family contains as particular case (q = 1) the usual entropic form S1 = − i pi ln pi. The rate of growth of the entropy Sq, for some q = 1, is expected to provide non-trivial information about certain complex systems. For the system here considered, it is shown, both numerically and by means of analytical considerations, that a linear increase of entropy with time, meaning finite asymptotic entropy rate, is achieved for the entropic index qc = 1 − 1/D, as previously conjectured in the literature. However, although qc = 1, this relation can be explained in terms of very simple features not directly connected to the complexity of the dynamics. The relation between the characteristic entropic index and lattice dimensionality is shown to be a consequence of the fact that the system soon approaches a steady regime where the nucleus radius grows linearly with time. 
Introduction
Over one decade ago, Tsallis proposed an entropic form as a starting point for a possible generalization of Boltzmann-Gibbs statistics [1] (see also [2] for a review on the subject). The generalized entropy has the form
where k is a positive constant and ρ a normalized probability density. The usual Boltzmann-Gibbs-Shannon (BGS) entropy is recovered when q = 1 [S 1 = −k dxρ(x) ln ρ(x)]. Many experimental and numerical data are well approximated by q-exponentials (the probability distributions that maximize S q under simple constraints), giving indirect support to the applicability of the new entropic measure to those systems. In the case of the highdimensional systems of interest in statistical physics, firstprinciple derivations are still to be made. However, Tsallis' entropy seems to be the appropriate one for certain lowdimensional dynamical systems, such as the Feigenbaum a e-mail: celia@cbpf.br attractor (edge of chaos), where the usual Lyapunov exponent vanishes. In such case the characteristic value of q is related to relevant properties of the dynamics and it can be calculated by several paths, such as the multifractal spectrum of the attractor [3] or the sensitivity to initial conditions [4] , or even, from a rigorous renormalization group analysis [5] . Furthermore, this scenario has been shown to be valid also for two-dimensional maps [6] .
One of the properties of S q that, for an appropriate value of the entropic index, can make it in some cases preferable to the standard entropy is the possibility of having an asymptotic rate of entropy production with a nontrivial value. Among the a priori infinite possible values of q, the one leading to a linear increase of the entropy with time, implying finite rate of entropy growth, is selected as being q c , a value of q characteristic of the system. In fact, this is another path for the determination of q that in the case of unimodal maps [7] provides the same results as the alternative methods mentioned above. Moreover, rigorous analytical results have recently been found for such systems along this line [8] . The consistent results obtained for the edge of chaos [3] [4] [5] 7, 8] have encouraged the study of the temporal evolution of the S q family (allowing to determine q c ) for diverse other dynamical systems [9] [10] [11] [12] . The outcome q c = 1 has usually been interpreted as a
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The European Physical Journal B signal of nonextensivity or complexity. However, we will see that this may be not always the case.
A particular system where the criterion of finite entropy rate has been applied before is the cyclic LotkaVolterra model in a lattice (LLV) [12] . The LLV is one of the descendants of the original versions constructed by Lotka [13] and Volterra [14] to model autocatalytic chemical reactions and the prey-predator dynamics, respectively, and further adapted to many other situations from active transport by proteins [15] to social processes [16] . The generalized LLV extends the original scheme to N species A i (i = 1, . . . , N ) such that, cyclically, A i is "predator" of A i−1 and simultaneously "prey" of A i+1 (with A N +1 ≡ A 1 ). Furthermore, the dynamics takes place over a lattice, an ingredient that introduces new interesting spatial features in comparison to the spatially homogeneous mean-field description [17] . Its remarkable traits, such as stationary states with spatial patterns [18] and fractality [19] , present it as a potential candidate for the applicability of the entropies S q . Precisely, the possibility of extracting useful information from the S q entropy growth motivated its study along these lines. Previous numerical studies of the LLV in one and two dimensions led to conjecture the relation q c = 1 − 1/D for arbitrary lattice dimensionality D [12] . Here we will go a step further. After testing the conjecture in higher dimensions, we will essay an interpretation of the connection between q c and space dimensionality. We will see that q c = 1 is not necessarily related to the fractal properties of the dynamics, contrarily to what occurs, for instance, in the logistic maps at the edge of chaos [3] [4] [5] 7, 8] .
The remaining of the paper is organized as follows. In Section 2 we describe in detail the specific LLV model considered. In Section 3 the time behavior of the entropies S q associated to the LLV is studied. Section 4 exhibits the behavior of S q under simple transformations of a probability density leading to reanalyze in Section 5 the LLV dynamics. Final remarks are presented in Section 6.
The generalized Lotka-Volterra model in a lattice
Particles of the N different species A i are localized at the sites of a D-dimensional hypercubic lattice. Reactions between particles of different species occur in bimolecular autocatalytic steps following the scheme
for i = 1, . . . , N , being A N +1 ≡ A 1 , and where 0 ≤ k i ≤ 1 are the kinetic rates. No sites are empty but one of the species could be interpreted as representing empty sites in the lattice [12, [19] [20] [21] . The dynamics is implemented by means of a Monte Carlo (MC) algorithm following the details in references [12, 19, 20] . Basically, at every microscopic step: (i) one lattice site is randomly chosen; (ii) one of its nearest neighbors is randomly chosen; (iii) if the first site is A i and the neighbor A i+1 , the first site changes to A i+1 with probability k i , in accord with scheme (2), otherwise the site remains unchanged. Each MC step (MCS, our unit of time) consists in N = L D microscopic steps defined above, where L is the linear size of the lattice, so that at each MCS all sites are revisited once in average. Boundary conditions are periodic. In this paper we will deal with three species only (N = 3) and we will focus on the symmetric case where all the kinetic rates are equal to one (k 1 = k 2 = k 3 = 1). Moreover, we will restrict our study to a particular mode of the dynamics, the "nucleus growth" one [12, 21] . The lattice is set with all the sites filled with species A 3 and a "droplet" or nucleus represented by a sublattice of small linear size λ (i.e., λ L) is introduced. The droplet contains equal amounts of particles of all the three species randomly and uniformly distributed.
As the system evolves according to the MC dynamics, the droplet grows and acquires spontaneously a peculiar structure [22] . Typical snapshots of the dynamics are exhibited in Figure 1 for lattices in D = 2, 3 and 4 dimensions. Rings of alternating species develop, repeating the sequence A 1 , A 2 , A 3 towards the center of the droplet. This pattern is possible since all the kinetic constants are equal, then layers have almost the same radial velocity. The thickness of the rings decreases towards the center and thickness fluctuations destroy the most immersed rings. This behavior has already been observed
