Analytical solutions and fresh insights for the relativistic dynamics of charges in classical electromagnetic fields are made possible by an eigenspinor approach. The Lorentz-force equation takes a simple spinorial form when expressed in terms of an amplitude of the Lorentz transformation that describes the motion of the charge in Clifford's geometric algebra of physical space. Algebraic projectors allow explicit analytical solutions to be found for charges in arbitrary initial motion interacting with monochromatic plane waves, with directed planewave pulses, and with pulses superimposed on static axial fields. The treatment tests the classical effective mass of a dressed charge and leads to a refinement of the concept of ponderomotive momentum. Implications for a pulsed autoresonance laser accelerator are briefly discussed. ͓S1050-2947͑99͒07308-4͔
I. INTRODUCTION
Matrix and Hamilton-Jacobi solutions for the motion of point charges in a linearly polarized monochromatic electromagnetic plane wave have been known for 50 years ͓1-3͔. The advent of lasers and the possibility of particle acceleration in intense laser fields has renewed interest in such solutions, and extensions to more general electromagnetic fields ͓4͔ such as exponential pulses ͓5͔ and monochromatic plane waves of arbitrary polarization ͓6͔ have been published. Most of the known solutions are for charges initially at rest or with vanishing average velocity, and many are indirect or restricted to interactions approximately described by a ponderomotive potential. A more direct derivation of the motion of charges in monochromatic plane waves was given by Hestenes ͓7͔, using the Clifford algebra of Minkowski spacetime ͓8͔. Although all of these treatments are classical and neglect radiation reaction, they give the behavior of quantum results at high field intensities ͓3͔ and are of interest for possible applications in high-energy particle accelerators, both for beam injectors and for high-gradient acceleration stages ͓9-12͔, for possible astrophysical mechanisms of particle acceleration, and for the motion of electrons photoionized in strong laser fields.
Solutions have established that in spite of the large electric fields present in intense laser beams, the net energy that can be transferred to a charge in a long sinusoidal beam is negligible ͓13-15͔. However, it has recently been demonstrated theoretically ͓16͔ and experimentally ͓17͔ that significant energy can be transferred by short laser pulses of width on the order of a cycle or less. Other solutions have suggested accelerators driven by rectified laser pulses ͓11͔, looked at the acceleration of electrons driven outside the spot radius of a Gaussian laser beam ͓18͔, and demonstrated that when a circularly polarized monochromatic plane wave is superimposed on an axial magnetic field, a resonance can be achieved that permits large energy transfers ͓10,19,20͔.
Here, the classical eigenspinor approach ͓21,22͔, utilizing projector techniques in the paravector space of Clifford's geometric algebra of physical space ͓23-25͔, is used to study solutions to the Lorentz-force equation. As in Taub's solution ͓1͔, we use the Lorentz transformation between the laboratory frame and the inertial frame instantaneously comoving with the charge to describe the motion. However, unlike Taub, we follow Hestenes ͓7͔ in avoiding explicit matrices and in using the spinorial form of the Lorentz transformation that arises in Clifford-algebra treatments. In the spinorial form, Lorentz transformations are bilinear in the transformation elements. These elements, while closely associated with relativistic quantum amplitudes ͓21,26͔, are in fact a purely classical construction. Their use constitutes a classical approach that is much closer than traditional trajectory-based treatments to quantum formalism. Our approach differs from Hestenes' in its use of the covariant paravector algebra of physical space (Cl 3 ) rather than the larger space-time algebra (Cl 1,3 ).
The study is restricted to the interaction of isolated charges with electromagnetic fields. We justify the neglect of radiation reaction for most cases considered by calculations of the radiated power. The algebraic approach provides geometrical insight into previously known solutions and, in particular, explains the invariance of the space-time propagation vector of the plane wave in the comoving inertial frame of the accelerated charge. It also extends previously known explicit solutions to the dynamics of charges in arbitrary initial motion in plane-wave pulses superimposed on a constant axial electric or magnetic field. These analytical results help explain numerical and experimental results, including energy transfer from finite beams, and shed light on ͑and demonstrate limitations of͒ the approximations of the ponderomotive energy and the mass shift for electron motion in a laser beam. They also contribute to the analysis of the autoresonance laser accelerator ͑ALA͒ scheme ͓10͔ for accelerating charges by a pulsed circularly polarized laser beam superimposed on an axial static magnetic field.
We begin with a brief review of the paravector approach in the Clifford algebra of Euclidean space and its use in a covariant treatment of relativity. The role of bivectors as generators of rotations in Euclidean space is emphasized and generalized to that of biparavectors as generators of spacetime rotations ͑Lorentz transformations͒. Next, the classical eigenspinor is introduced, and the spinorial form of the Lorentz-force equation is shown to relate the coupling with the electromagnetic field to a spacetime rotation rate. An invariance of null-plane rotations is shown to lead to the conservation of the spacetime propagation vector in the frame of a charge accelerated by a directed plane wave, and this is used to solve the Lorentz-force equation for such charges. The ponderomotive momentum, its relativistic corrections and limitations, and the effective mass of a dressed charge are briefly addressed. Finally, analytical solutions are derived for the relativistic motion of charges in plane-wave pulses and in such pulses superimposed on axial fields.
II. THE APPROACH

A. Clifford's geometric algebra
Our approach is based on an algebra of vectors, developed by Clifford as an extension of Grassmann's exterior forms and Hamilton's quaternions ͓24,27͔. Since a thorough introduction is available elsewhere ͓25͔, only a brief summary is given here. The algebra assumes an associative product of vectors, distributive over addition, that satisfies the following fundamental axiom: the square of any vector v is equal to its length squared:
͑The existence of such a quadratic form is assumed.͒ If v is written as the sum vϭuϩw of vectors u and w, the axiom implies
uwϩwuϭ2u-w. ͑2͒
In particular, orthonormal basis vectors of a Euclidean basis obey e j e k ϩe k e j ϭ2␦ jk . ͑3͒
For example, e 1 2 ϭe 2 2 ϭ1 and e 1 e 2 ϭϪe 2 e 1 . The vectors and all their products are elements of the algebra. It is clear from Eq. ͑3͒ that elements of the algebra generally do not commute. In fact, two vectors commute only if they are aligned. If they are perpendicular, they anticommute.
One may think of the elements as matrices and products as matrix products. There are many possible matrix representations of the algebra. The actual representation is immaterial; only the algebra of the representation is important. The Clifford algebra of n-dimensional Euclidean space E n is denoted by Cl n .
B. Bivectors and rotations
Vectors are easier to picture than tensor elements, but the vector analysis common in physics uses vector ͑cross͒ products that are not useful in more than three dimensions. Bivectors, namely, the nonscalar part of the algebraic product of two vectors, provide an extension of the cross product to spaces of any finite dimension. where the exponential expression follows in the vector algebra from the property (e 1 e 2 ) 2 ϭϪ1. To rotate a vector u with components out of the e 1 e 2 plane, one can use the fact that e 1 e 2 anticommutes with vector components in the plane but commutes with components perpendicular to it. These properties lead to the so-called spinorial form of rotations:
This is the form for operator transformations in quantum theory. The similarity to quantum formalism appears to be more than coincidence ͓21,24͔. It is made stronger by the wave-functionlike eigenspinor introduced below.
C. Higher-order products
Products of three or more vectors can also be important. Thanks to axiom ͑1͒, the total number of linearly independent elements in the algebra is finite. In an n-dimensional space, the most general algebraic element is a linear combination of 1 scalar, n vectors, n(nϪ1)/2! bivectors, n(n Ϫ1)(nϪ2)/3! trivectors, etc., up to the volume element of the space, e T ϭe 1 e 2 •••e n . The algebra Cl n as a vector space is thus spanned by a total of 2 n basis elements. Many significant subspaces exist.
One defines the Clifford dual of any element x by *xϭxe T
Ϫ1 . ͑7͒
It generalizes the Hodge dual that is generally defined only if x is a homogeneous k-vector and is then Ϯ the Clifford dual.
In Cl 3 , e T ϭe 1 e 2 e 3 commutes with all elements and squares to Ϫ1; it may be identified with the unit imaginary i. With its help, rotation elements ͑6͒ in E 3 can be expressed in terms of the axis of rotation Rϭexp͑Ϫe 1 e 2 /2͒ϭexp͑Ϫie 3 /2͒. ͑8͒
D. Paravector space as spacetime
Paravectors are scalars plus vectors, where ''plus'' means addition as in the sum of real and imaginary numbers or of perpendicular vector components. Paravectors of an n-dimensional Euclidean space E n are elements of an (n
where p 0 is a scalar, is a paravector. The second form emphasizes its role as an (nϩ1)-dimensional vector, where repeated Greek letters are summed from 0 to n and e 0 ϭ1. What makes paravector space interesting is its metric. We look for a scalar-valued quadratic form on paravector space. The square of a paravector can have both scalar and vector parts and is therefore not a candidate. We need a conjugate p of p such that pp is a scalar. The obvious choice is the Clifford conjugate
with which the scalar ͑S͒ and vector ͑V͒ parts of a paravector can be isolated:
The quadratic form is then
where the metric tensor of the paravector space ϵ͗e ē ͘ S has the Minkowski form
Thus, the paravectors of three-dimensional Euclidean space are four-dimensional vectors in a Minkowski space time.
Clifford conjugation is extended to general elements by the rule qpϭp q . The symmetric scalar product that follows from the quadratic form of pϩq is
͑14͒
Another useful conjugation is reversal, which reverses the order of vector products and can be identified with Hermitian conjugation if we assume that the basis vectors are all real ͑equal to their Hermitian conjugates͒. The reversal ͑Hermit-ian conjugate͒ of pq is (pq) † ϭq † p † . The real ͑R͒ and imaginary ͑I͒ parts of an arbitrary element x are
Since e 1 e 2 e 3 ϭϪe 3 e 2 e 1 ϭϪ(e 1 e 2 e 3 ) † , the volume element in Cl 3 is purely imaginary.
The appearance of the Minkowski spacetime metric for the paravector space of Cl 3 suggests the use of real paravectors to represent vectors in four-dimensional spacetime. The scalar parts of such paravectors are the time components of spacetime vectors. Examples include ͑i͒ dimensionless proper velocity uϭ␥ϩuϭ␥(1ϩv/c), with uū ϭ1, ͑ii͒ vector potential Aϭ/cϩA, ͑iii͒ charge current jϭcϩj, and ͑iv͒ gradient operator ‫ץ‬ϭc Ϫ1 ‫/ץ‬dtϪٌ.
Linear transformations that leave the quadratic form pp invariant are homogeneous Lorentz transformations. Physical ͑restricted͒ Lorentz transformations are rotations in spacetime planes. They comprise rotations, boosts, and their products and can be written in a form analogous to rotations ͑6͒ in E 3 . Any spacetime vector p transforms as
The six basis biparavectors ͗e ē ͘ V are generators of spacetime rotations and span the linear space of spacetime bivectors. They come in commuting pairs, such as e 3 ē 0 ,e 1 ē 2 , representing orthogonal space-time planes, one timelike (e 3 ē 0 ) and one spacelike (e 1 ē 2 ). The two generators of any pair are duals of each other and anticommute with the other four unit biparavectors. Spacelike unit biparavectors square to Ϫ1, are purely imaginary, and generate spatial rotations as seen above. Timelike ones square to ϩ1, are purely real, and generate boosts ͑rotations in hyperbolic planes͒. As we see below, linear combinations of timelike and spacelike biparavectors can be found that are null. All unit biparavectors are unitary and change sign under Clifford ͑bar͒ conjugation. They also obey characteristic commutation relations, and the symmetry group that relates them to each other is the direct product of SU͑2͒ ͑spatial rotations͒ and U͑1͒ ͑duality rotations͒.
Simple Lorentz transformations act in a single space-time plane. They mix paravector components in that plane but leave all paravectors in the orthogonal plane invariant. The biparavectors both of the plane in which the transformation acts and of its dual are invariant.
E. The electromagnetic field
The electromagnetic field ͑the Faraday ͓29͔͒ is the biparavector ͓spacetime plane͑s͔͒,
͑17͒
͓Sytème International ͑SI͒ units are used. We can generally avoid the use of tensor components. The component expansions are given only for comparison to other treatments.͔ Expression ͑17͒ is covariant, but we may wish to expand F into the electric and magnetic field in a particular frame: F ϭEϩicB, where iϭe T is the volume element in physical space.
Maxwell's equation relates the source current j to the field F:
where Zϭcϭ(c) Ϫ1 is the impedance of the medium. In vacuum, Z 0 ϭ4ϫ3 0 ⍀, 3 ϭ2.997 924 58. By isolating real and imaginary parts, the inhomogeneous and homogeneous equations are obtained, and by further breaking these down into vector and scalar parts, Maxwell's four vector equations are retrieved, all from Eq. ͑18͒. Extensive applications of the paravector algebra of Cl͑3͒ in electrodynamics are given elsewhere ͓25͔.
III. LORENTZ-FORCE EQUATION
In Cl 3 , we can combine the covariance of the tensor form ṗ ϭeF u of the Lorentz-force equation with the component-free simplicity of the common vector form:
where p is the space-time momentum of charge e interacting with the electromagnetic field F, and a dot indicates differentiation with respect to the proper time .
A. Eigenspinors
The motion and orientation of a particle is determined by its eigenspinor ⌳, which is just the Lorentz transformation L of the algebra that relates the particle frame ͑that is, the inertial frame comoving with the charge͒ to the laboratory frame. Properties such as a spacetime vector q r known in the particle frame are transformed by ⌳ to the laboratory frame: qϭ⌳q r ⌳ † . In particular, the time axis e 0 ϭ1 in the particle frame is transformed to the proper velocity ͑in units of c) of the particle in the laboratory frame:
More generally, elements of the rest-frame tetrad ͕e ͖ are transformed to the particle paravectors
in the laboratory frame, with u 0 ϵu.
As the amplitude of a particular Lorentz transformation, the eigenspinor ⌳SL(2,C) characterizes the motion of a particle in the laboratory. ''Eigen'' refers to the particle's own ͑proper͒ Lorentz transformation, and ''spinor'' indicates its behavior under a further Lorentz transformation L:
⌳˜L⌳. ͑22͒
In particular, the eigenspinor changes sign under any 360°r otation. The proper time rate of change of the eigenspinor can always be written
where ⍀ϵ2⌳ ⌳ is a biparavector identified with the Darboux bivector in spacetime ͓30͔. Physically, ⍀ is the spacetime rotation rate of the particle frame. If Eq. ͑23͒ can be solved, the time evolution of any space-time vector or bivector that is fixed in the particle frame can be found. For example, the momentum p has the fixed value mc in the rest frame, and in the laboratory,
B. Spinorial form of Lorentz-force equation
A comparison of Eq. ͑24͒ with the Lorentz-force equation ͑19͒ shows that the spacetime rotation rate ⍀ of a charged particle may be identified with the electromagnetic field F at the position of the charge ⍀ϭ e mc F, ͑25͒
and that the Lorentz-force equation itself follows from the spinorial form
F⌳. ͑26͒
We look for solutions ⌳() in external fields F. Contributions to F from the charge itself are omitted, and thus radiation reaction is neglected. Note that ⌳ gives orientation ͑spin͒ information that is lost when the proper velocity or momentum is calculated. According to the form ⍀˜L⍀L of the Lorentz transformation for spacetime bivectors, ⍀ 2 and F 2 ϭ(E 2 Ϫc 2 B 2 ) ϩ2icE-B are Lorentz invariants. If E-Bϭ0, F is simple and the spinorial Lorentz-force equation ͑26͒ has a straightforward geometrical interpretation: the electromagnetic field F induces a rotation at the rate ⍀ in the space-time plane of F. In any given frame, electric fields induce boosts, that is, rotations in timelike ͑hyperbolic͒ planes, and magnetic fields induce rotations in spacelike ͑elliptic͒ planes.
IV. DIRECTED PLANE WAVES
The paravector potential of a directed plane wave ͑not generally monochromatic͒ can be expressed as a function A(s) that depends on the spacetime position x only through the Lorentz scalar
where kϭ/cϩkϭ(/c)(1ϩk ) is a constant null ͑light-like͒ paravector whose vector part gives the propagation direction of the plane wave, and r ϭc͗kū ͘ S ϭ␥͑1Ϫv-k /c ͒ϭṡ .
͑28͒
For oscillating plane waves of fixed k , k is usually taken to be the average spacetime propagation vector, and then r is the corresponding frequency in the particle frame moving with proper velocity cuϭdx/d. The field F has the form
where AЈ(s)ϭdA(s)/ds. The energy density E and Poynting vector S are given by
A number of important properties follow from the projector factor P k ϭ 1 2 (1ϩk )ϭ P k 2 in such waves. Since k ϭ(2/c) P k is null, k Fϭ0. The scalar part of this gives the orthogonality of the fields with k, k•Fϭ0, and the vector part Fϭk Fϭik ϫF relates electric and magnetic fields in the plane wave and implies that ͕E,B,k͖ is a right-handed orthogonal vector basis of three-dimensional space. In terms of the complementary projectors P k and P k ϭ1Ϫ P k ,
It follows that F is a null biparavector and hence simple, F 2 ϭ0, which implies that E and cB are of equal magnitude and perpendicular to each other. . Every vector in the dual plane ϪiF, spanned by 1ϩk and k ϫE, is orthogonal to the flag F and is invariant under rotations in the flag plane. In particular, the flagpole itself is unchanged by rotations in the flag plane. A further important property is that if a is any vector perpendicular to k ,
Examples of directed plane waves include monochromatic circularly polarized waves with real electric fields E(s) ϭE(0)exp(Ϯisk ) and linearly polarized Gaussian pulses with E(s)ϭE(0)exp(Ϫ 1 2 s 2 / 2 )cos s. Note that directed plane waves are more general than monochromatic plane waves. They may be any linear combination of monochromatic waves that share the same propagation direction k .
A. Charge motion in a plane wave
Although the Lorentz-force equation ͑26͒ is easily solved for Fϭconst., solutions appear hopeless for fields F(s) that depend on the position of the charge and hence on the solution itself. Nevertheless, solutions for directed plane waves can be found by virtue of a surprising invariance, noted by Hestenes for monochromatic waves ͓30͔.
We assume the Lorenz-gauge condition ͗‫ץ‬Ā ͘ S ϭ͗kĀ Ј͘ S ϭ0.
͑33͒
Then FϭckĀ Ј(s) and kĀ ЈϭϪAЈk . The relation k Fϭ0 for directed plane waves, together with the spinorial Lorentzforce equation ͑26͒ imply
It follows that the propagation paravector k r ͑both the frequency r and the direction k r ) in the instantaneous rest frame of the accelerating charge is constant:
This seems counterintuitive because first-order Doppler shifts cannot be avoided. However, the acceleration of the charge is so contrived to make the total Doppler shift vanish. The result is understood in terms of our geometrical interpretation of the Lorentz-force equation: the field F induces a space-time rotation in the flag plane of F, and the flagpole k ͑in any inertial frame͒ is invariant under such rotations. 
For an oscillating paravector potential A, the squared dependence implies a second-harmonic contribution in the motion of the charge, and the component of ⌬ p along k implies a frequency shift in scattered radiation. The proper velocity cuϭ p/m can be integrated to give the spacetime position x(s) and hence parametric equations for the trajectory. Immediate consequences are the invariance of the components of pϩeA along k ͓see also ͑33͔͒, ͗⌬͑ pϩeA͒k ͘ S ϭ͗⌬pk ͘ S ϭ0,
͑40͒
and along any direction b perpendicular to k :
The invariance of pp ϭm 2 c 2 can also be confirmed. Remember that the plane wave A need not be monochromatic; it can be a pulse or string of pulses. The change in momentum depends only on the initial momentum and the net change in A. For a given ⌬A between the beginning and end of the interaction, the variation of A during the pulse has no effect on the final momentum of the charge, although it can influence the particle trajectory. Laser pulses are usually represented by vector potentials that vanish before and after the pulse, and there is no transfer of energy or momentum to the charge from such pulses. However, physical pulses can create net changes in A. For example, the simple field pulse
results from ⌬AϭϪA 0 (1ϩtanh s)s˜ϱϪ2A 0 . If the initial velocity lies along k , the proper velocity is
where a 0 ϭeA 0 /mc is the dimensionless vector-potential amplitude, u 0 ϭ␥ 0 (1ϩv 0 /c) is the initial proper velocity, and kcϭ(1ϩk ). The net energy gain
can be large, particularly at high injection velocities where the surfing factor / r ϭ␥ 0 Ϫ1 (1Ϫk -v 0 /c) Ϫ1 is large. Integration with respect to proper time gives the spacetime displacement,
B. Ponderomotive potential
If ⌬A oscillates rapidly about an average of zero, the momentum p oscillates rapidly as well. The average over such oscillations, see Eq. ͑38͒,
has been called the ponderomotive momentum ͓32͔, where
2 ͘ av is a dimensionless, Lorentzinvariant measure of the intensity of the electromagnetic field. The scalar part gives the average change in energy
and reduces at low initial velocities to the ponderomotive potential ͓4,33͔ 1 2 2 mc 2 . The drift frame is defined ͓6͔ as the frame in which p av ϭ0. It is the rest frame of the dressed electron. Let L D be the transformation that boosts a particle from rest to the velocity v D of the drift frame,
where m*ϭ ͱ p av p av /cϭmͱ1ϩ 2 is the effective mass. The drift velocity is thus
and ␥ D ϭ(2 r ␥ 0 ϩ 2 )/(2 r m*). The ratio of the restframe frequency r to the frequency D in the drift frame is
Note important corrections to the usual applications of the ponderomotive potential to plane waves: ͑a͒ The surfing factor / r is missing from most treatments, which assume nonrelativistic average velocities, but it can be large for a charge moving at high velocity along the propagation direction. ͑The factor is included in Ref. ͓32͔, which is restricted, however, to interactions with monochromatic plane waves.͒ ͑b͒ The ponderomotive potential is isotropic, but the surfing factor / r implies that ⌬E av depends strongly on the initial velocity of the charge relative to the propagation direction of the wave. ͑c͒ The oscillations may not average to zero, particularly for short pulses of radiation. If the pulse is a plane wave, it is safer to use the more general result ͑39͒, with terms that depend on the polarization of the wave.
The significance of the effective mass is explored further below, by determining the proper acceleration of charges dressed by plane waves in the presence of an axial electric field.
C. Axial electric field
To solve the eigenspinor equation ͑26͒ for the case of a plane wave plus a constant axial field, we employ the complementary projectors P k ϭ(1ϩk )/2 and P k ϭ1Ϫ P k to separate the equation into parts belonging to distinct ideals of the algebra. The parts can be solved independently and recombined. With this approach we find explicit solutions that have eluded more traditional methods. In particular, we know of no other method that has given analytical solutions for charge motion in plane waves plus axial electric field, and as far as we know the analytical solutions for plane waves plus axial magnetic field, which led to proposals for the autoresonance laser accelerator ͑ALA͒, have been indirect and limited to monochromatic plane waves ͓10,19,20͔.
Consider the electric field
of a plane wave plus a constant axial electric field of amplitude E 0 . Applying the projectors P k and P k to the Lorentzforce equation ͑26͒ and noting that k P k ϭ P k and k P k ϭ Ϫ P k , we obtain
where ␣ϭeE 0 /(mc). The solution to Eq. ͑53͒, namely,
allows us to relate s and . The frequency of the plane wave in the charge frame,
is immediately integrated to give 
where we have taken ϭ0 at the intersection of the particle world line with the light cone sϭ0. The Lorentz-invariant phase s of the oscillating field as sampled by the charge is thus limited to 0рsϽ r (0)/␣ as increases from 0 to infinity.
Equation ͑52͒ becomes
To solve, we put
and by comparison with Eq. ͑57͒,
Since dsϭ r (0)e Ϫ␣ d, integration gives
where aϵe⌬A/(mc). Adding P k ⌳ϩ P k ⌳ and applying the gauge condition ͑33͒, we find
͑62͒
When the plane-wave field vanishes, aϭ0, and the solution reduces to the well-known case of hyperbolic motion. On the other hand, if the constant electric field vanishes, then ␣ ϭ0 and solution ͑38͒ is regained. More generally, the momentum is
It may be verified that p()p ()ϭm 2 c 2 . If the plane wave oscillates rapidly compared to the acceleration by the axial field, r (0)ӷ␣, we can average over the oscillations to obtain
, ͑64͒
where as above, ϭ͗Ϫaā ͘ av 1/2 . Result ͑64͒ describes the uniform acceleration of a dressed charge of initial momentum p av (0) and mass m*ϭ ͱ p av p av /cϭmͱ1ϩ 2 . The proper acceleration rate is not ␣c because is the proper time of the rapidly oscillating frame rather than of the drift frame of the dressed charge. The proper acceleration of the dressed charge,
is less than ␣c by the factor ␥ D /␥, where
͑66͒
The effective mass of the dressed charge in the drift frame is defined operationally as the force exerted by the constant field E 0 divided by the proper acceleration,
and after averaging over rapid oscillations this is identical with m*, since
Note that is inversely proportional to m, so that in the limit m˜0, the effective mass m*ϭmͱ1ϩ 2 approaches e͗Ϫ⌬A⌬Ā ͘ av 1/2 /c.
D. Axial magnetic field
Consider the field
of a plane wave plus an axial magnetic field. Application of P k to both sides of Eq. ͑26͒ yields
where c ϭeB 0 /m is the proper cyclotron frequency. Its solution is
which we use to find
Thus s()ϭs 0 ϩ r , where s 0 ϭs(0). Although the restframe paravector k r is no longer invariant, the frequency r is, and this suffices to determine s().
Applying P k to the Lorentz-force equation ͑26͒ and using Eq. ͑71͒ with the gauge condition ͑33͒, we find
where aЈ(s)ϭeAЈ(s)/(mc). To find P k ⌳, we transform to a rotating frame and define K to be the eigenspinor K"s͑ ͒…ϭexp͑ Ϫik c /2͒⌳͑͒. ͑74͒
In particular, at ϭ0, K(s 0 )ϭ⌳ (0), and with the help of Eq. ͑71͒, P k K͑s ͒ϭe i c /2 P k ⌳͑ ͒ϭ P k K͑s 0 ͒. ͑75͒
Applying P k to ⌳ and differentiating, we get
Comparison with Eq. ͑73͒ gives Note that because of relation ͑72͒ and the projector properties of P k ,
͑83͒
The energy gain of the charge is mc 2 times the change in ␥ϭ͗u͘ S . From Eq. ͑80͒ and the relation ͗⌰u(0)͘ RS ϭ͗⌰͘ R -u(0),
While all components of u are given directly by Eq. ͑80͒, the longitudinal component of the proper velocity is also related by Eq. ͑72͒:
and the magnitude of the transverse component is given by unimodularity uū ϭ1:
Large gains in energy give rise to velocities that are increasingly collimated along k. Note that if the initial velocity is If the rest-frame frequency r is close to the cyclotron frequency c , then
ӍϪi͉a͉. ͑89͒
More generally,
There is a strong resonance in the interaction when the proper cyclotron frequency of the relativistic charge matches the Doppler-shifted frequency of the wave. When r ϭ c , relation ͑84͒ reduces to ⌬␥ϭ͑k ϫa͒-u͑0 ͒ϩ This is the basis of the ALA. Of course, the resonance condition will be difficult to hold for more than, say, 10 4 cycles, because it is difficult to make a magnetic field B 0 more homogeneous than about a part in 10 4 over macroscopic dis-
