Background: The prediction of ligand binding or protein structure requires very accurate force field potentials -even small errors in force field potentials can make a 'wrong' structure (from the billions possible) more stable than the single, 'correct' one. However, despite huge efforts to optimize them, currently-used all-atom force fields are still not able, in a vast majority of cases, even to keep a protein molecule in its native conformation in the course of molecular dynamics simulations or to bring an approximate, homology-based model of protein structure closer to its native conformation.
Background
Van der Waals (VdW) forces, which are very important for the structure and interactions of biological molecules, are usually treated as a simple sum of pairwise inter-atomic interactions even in dense systems like proteins [1] [2] [3] [4] [5] . However, multi-atom VdW interactions are usually ignored. This seems to follow the Axilrod-Teller theory [6] which predicts a drastic (stronger than for pairwise interactions) decrease of three-atom interactions with distance; and indeed, detailed computations of single-atom liquids [7] and solids [8, 9] show that MB (multi-body) effects amount to only ~5% of the total energy. However, this work shows that multi-atom VdW interactions can become quite large in the presence of covalent bonds. This finding, which equally concerns atomic interactions in biological molecules and solvents, implies a necessity to revise the all-atom force fields currently used.
Results and Discussion

Theory
Following earlier studies [6, 7, [10] [11] [12] , each atom i(i = 1, 2, ..., n) is considered as a three-dimensional (3D) harmonic quantum oscillator, where an electron with mass m i oscillates harmonically with a frequency ω i , if unaffected by other atoms. Atom i is fixed in the 3D point r i ; it has an instantaneous dipole moment ex i , where e is the elemen-tary charge and x i the 3D vector of instantaneous displacement (whose equilibrium value is zero). Thus, a classic Hamiltonian for the system of coupled oscillators is here θ ij /|r ij | 3 = (δ -3n ij n ij )/|r ij | 3 is the usual dipoledipole interaction tensor (where δ is the 3D unit matrix, n ij n ij the tensor product of vectors n ij = r ij /|r ij |, and r ij = r i -r j ; i ≠ j). As is usually done (see Refs. [6, [10] [11] [12] ), relatively week quadruple-dipole and so on interactions of oscillators are ignored in addition to possible inharmoniousness of the oscillators.
Energy of multi-body VdW interactions
Using the substitution [12] , a conventional quantum mechanical Hamiltonian operator for coupled oscillators is obtained from [1] :
here is the reduced Planck constant. By the introduction of a 3n-dimensional vector Y = [y 1 , ..., y n ] composed of n 3D vectors y i , and a 3n × 3n matrix B = ||b ij || composed of n × n 3D blocks
, we obtain a simple Hamiltonian for oscillation in a 3n dimensional potential well determined by the 3n × 3n matrix B. , and from The term is the sum of the energies of triple interactions, ΔW ikp , which depends on the geometry of the triangles (Fig 1a) formed by the atoms involved [6, 8, 11, 13] . Because
Thus, a triple interaction can be both repulsive and attractive: attractive, when atoms i, k, p stay nearly along a line; repulsive, when these atoms form an acute or right-angled triangle [6] . 
. and so on
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where .
In two-atom quadruple terms
is always negative (Fig. 1b) , i.e., neighbor k of atom i increases attraction of i to p, and neighbor p of i increases attraction of i to k. In four-atom quadruple terms Γ ikpq , the value of -Sp[θ ik θ kp θ kp θ qi ] varies from -18 to +9 depending on the mutual arrangement all four atoms.
Microscopic dielectric permittivity in a system of oscillators Consider the system of oscillators described above, where dipole moments ex a , ex b of atoms a, b are now fixed. The potential energy of this system is
3 × 3·(n-2) matrices composed of n-2 3D matrices g ia or g ib , respectively (i ≠ a, b), and the 3·(n-2) × 3·(n-2) matrix 
− 
and b. Thus, the polarizable medium-modified energy of electrostatic interaction of fixed dipoles a and b is when the "medium" consists of oscillators described at a microscopic level.
On the other hand, we have a classic "macroscopic" equation for the medium-modified energy of interaction of the same two dipoles. The modification is described by permittivity, ε:
The value is a scalar in a uniform macroscopic medium; but is a 3 × 3 tensor that depends on the 3D positions of dipoles a and b when in a non-uniform "microscopic" medium. This can be seen from comparison of Equations [18] and [19] , which describe the same energy U (1) a-medium-b = U (ε) ab in "micro-" and "macroscopic" terms. However, the effective value of medium-induced modification of dipole-dipole interaction strength can still be defined by the equation Defined thus, the scalar ε ab coincides with the conventional permittivity in a uniform macroscopic medium. When the "medium" consists of oscillators described at a microscopic level, ε ab corresponds to the dielectric permittivity for the interaction of dipoles a and b via the polarizable environment. [13] ). Thus, the dimension less value γ is about 0.02 for the closest non-bonded contact of atoms (|r| ≈ 2.2-3.4 Å for atoms H, O, N, C [13] ).
The very small value of γ at "non-bonded" distances means that triple, quadruple, etc., non-bonded atomatom contacts are very weak compared to those that are pairwise.
However, the situation changes when the γ factor involves two atoms connected by a covalent bond. The atom-atom distance in this case is at least two times smaller than that for the closest non-bonded contact. Thus, the γ factor for covalently bonded atoms is about tenfold (see Eq.
[11]) larger than the γ factor for the closest non-bonded contact of atoms. In this case, the energy of high-order interactions can approach that of a pairwise interaction.
Taking an average estimate of γ = 0.15 for bonded atoms (that corresponds to a typical covalent bond length of 1.5 Å between chemically equal atoms with polarizability of 1 Å 3 ), we see (Fig. 2 ) a significant change in the VdW interaction energy for the cost of triple and quadruple interactions of three atoms (when a pair of these atoms is covalently bonded) and, to a lesser extent, for the cost of four-atom interactions (when two pairs of atoms are covalently bonded). It is useful to mention here that one study cited herein [14] has already discussed the general idea that ''bond-bond'' interactions are more appropriate
1 ε In the case of the collinear arrangement of atoms and bonds the attraction can grow by 70% (compare values in columns "configuration and its energy" and "pairwise" in Fig. 2) , while in the case of the orthogonal arrangement of atoms and bonds, the attraction can decrease by 6%. The decrease is less than the increase because, as mentioned above, the quadruple interaction is mainly attractive. The main part of this attraction is due to the three-atom quadruple interaction. This can be divided in two parts: Equation [15] can be presented as Sp[θ ik θ ki θ ip θ pi ] = 12 + (9cos 2 φ i -3), where the first (larger) term is an orientation-independent constant (actually, it simply increases the VdW attraction of any atom involved in covalent bonding to all other atoms, see Fig. 1b ; in available force fields [1] [2] [3] [4] [5] this term is implicitly taken into account by ascribing and fitting different pairwise attraction forces to atoms in different covalent states). The second, the orientationdependent part equals zero if averaged in 3D space over all possible atom-to-bond orientations (see examples in Fig. 2 ); this part is rather similar to that for the interaction Figure 2 Energy of VdW interactions at various configurations of participating non-bonded and bonded atoms. The distance between the closest non-bonded atoms is 4 Å in all cases, and unity is used as the energy of pairwise interaction of atoms at 4Å distance. If the distance between the closest non-bonded atoms is |r| ≈ 4 Å, all energies presented in the Table change as (4Å/|r|) 6 , approximately, and their ratio does not change essentially. The value γ = 0.15 describes the coupling of oscillations in two atoms connected by a covalent bond of fixed length 1.5 Å (see text for further explanation).
Energy of VdW interactions at various configurations of participating non-bonded and bonded atoms
of a separate atom with a remote covalent bond (cf. Fig.1b to Fig. 1a) .
The orientation-dependent terms, which mainly arise from triple interactions, can increase or decrease VdW energy by ~±20-40% at extremes. This energy effect is significant, being comparable to that caused by the replacement of an N atom (α N ≈ 0.95 Å 3 ) by a C (α C ≈ 1.2 Å 3 ) or O (α O ≈ 0.75 Å 3 ) atom in a pairwise VdW interaction (see equations [10, 11] at ω N ≈ω C ≈ω O ). Moreover, the orientation effect is much stronger than the effect of replacing the pairwise energies of two C-N non-bonded contacts with the sum of pairwise energies of C-C and N-N contacts
Note that the contact replacements are the main VdW effects currently used to distinguish ''correct'' protein folds from those that are ''wrong''.
Thus, we indeed see that any conformational analysis should by no means ignore the cumulative effect of the coupling of multi-atom VdW interactions with covalent bonds. Figure 3 shows that the energy difference between two structures of equal compactness may change twice due to this effect.
It is necessary to note that at short distances, which are the most important for VdW interactions, one can expect effects of inharmonicity, higher multipole interactions, etc. [11, 12] . These effects are avoided in the "harmonic oscillator" model used in this work. Nevertheless, they exist in reality, and their existence makes the expressions obtained for many-body interactions approximate to the same extent as the conventional London's expression is for pairwise interactions. In particular, the value of γ for each covalent bond may be treated as a parameter, the value of which should be obtained from a fit of the experimental data in the same way as the London's pairwise interaction energy [11, 13, 14] . The necessity of fitting the experimental data is underlined by a relatively slow convergence of both the orientation-dependent and orientation-independent series in Figure 2 .
"VdW permittivity"
VdW forces and the electronic part of dielectric permittivity are evidently connected: both originate from dipoledipole interactions. The relationship between VdW forces and the macroscopic dielectric permittivity of the medium is well studied in the continuum approximation [11, 14, 16] . However, this approach is useful and relatively simple when applied to large uniform bodies, like
Energy difference between two competing structures of equal compactness strongly depends on the energy terms taken into account Figure 3 Energy difference between two competing structures of equal compactness strongly depends on the energy terms taken into account. The light-gray atom has twice-smaller polarizability that which is dark-gray (shown in Fig. 2 ). All the other details are the same as in Fig. 2 .
drops or layers. This work concerns interactions of small fragments composed of various atoms, and the frequencydependent dielectric permeability, taken as a macroscopic characteristic, seems not to be an appropriate tool to investigate this case. Here we will consider an electronic part of the microscopic dielectric permittivity created by and acting at interacting harmonic oscillators, with the goal of demonstrating that multi-atom interaction creates a kind of "VdW permittivity" for pairwise VdW forces in addition to elucidating a connection between VdW forces and the electronic part of microscopic dielectric permittivity.
The role of dielectric permittivity in VdW forces is ambiguous. On the one hand, the VdW interaction of two atoms is proportional to the square of the electrostatic interaction between their fluctuating electronic polarizations. Thus, one might expect the pairwise VdW interaction to be inversely proportional to the square of the electronic part of the dielectric permittivity. On the other hand, the medium's electrons (which create the electronic component of dielectric permittivity) are involved in VdW interactions of "their own" atoms, and it is not clear if they are "free" enough to influence the VdW interactions of the other atoms in such a strong manner.
Following equations [8] - [10] , [12] , [13] , one can present the total VdW energy ΔW as and see that plays the role of "microscopic permittivity" for the pairwise VdW interactions of atoms i, k. This "permittivity" depends on the distance between atoms i and k, and the space distribution of the other atoms with oscillating electrons around them. The value Φ ik looks similar to, but does not coincide with the square of the electronic part of dielectric permittivity given by equation [21] . Thus the naive idea that VdW interaction may be inversely proportional to the square of the electronic part of the dielectric permittivity turned out to be wrong. However, the values Φ ik and ε ik are related if all atoms have equal electron oscillation frequencies ω. Since the value ε ik of the electronic component of the dielectric permittivity is not far from unity [13] , we see in this case that Thus, on average, MB effects decrease the pairwise VdW energy roughly in proportion to the square root of the electronic part of the microscopic dielectric permittivity for the dipole-dipole interaction via a polarizable atomic environment.
The main effect is caused by the electronic permittivity, which is pertinent to small, atomic distances, where the main VdW interaction takes place. One can expect that the electronic component of the microscopic dielectric permittivity for interacting dipoles at these distances is significantly smaller than the electronic dielectric permittivity at macroscopic distances: the decrease in VdW energy caused by three-atom interaction in liquid argon [7] is approximately five-fold less than that expected the from its macroscopic permittivity.
Conclusion
Ligand binding and protein structure prediction require especially accurate force field potentials, because one "correct" structure struggles against billions of "wrong" ones [17] . Despite huge efforts to optimize them, the force fields currently used are still not able, in a vast majority of cases, to bring an approximate, homology-based model of protein structure (whose atoms usually deviate by only 1.5 -3 Å from their native positions) closer to its native conformation [18] [19] [20] [21] [22] . At present, even the most successful methods (one or two of the five dozen methods used) show some improvement of homology models by a force field-based refinement in only a half of cases [21] [22] [23] . This shows that a "significant difficulty still exists in both sampling and force field accuracy" [23] . One of the force field problems is that which concerns the "not well captured" balance between intramolecular and solvent dispersion (i.e., VdW) interactions [23] . On the other hand, a partial success of modern molecular mechanics methods in the prediction of detailed protein structure shows that (i) modern, improved methods of sampling of protein chain conformations seem to work (possibly, at the cost of averaging that decreases the effect of energy errors [17] ) in some, but not all, cases (especially when a near-native conformation basin is reached from homology modeling), and (ii) current force field quality is sufficient in some, but not all, cases, so that an increase in the accuracy of the force field seems to be crucial for the final success of protein structure prediction methods.
This study shows that currently-ignored multi-atom VdW interactions can be important for the further development of force fields. The coupling of covalent bonding with ≈ . (23) 
