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As an important mathematical branch investigating the
properties of derivatives and integrals, the history of fractional
calculus goes back to the beginning of the ordinary calculus.
Even though there is a long period of time since the beginning
of fractional calculus, various applications of fractional
calculus over real engineering problems just emerged in the last
decades. The evolution of the symbolic computation programs
such as Mathematica, also helped this development. There is a
large cycle of works as applications of fractional calculus in
various branches of engineering. Especially interdisciplinary
problems in applied sciences can be expressed by the fractionalintegrals and derivatives. In control theory (Senol et al., 2014),
viscoelasticity (Yu and Lin, 1998), electrochemistry (Oldham,
2010), electromagnetic (Heaviside, 2008), fractional differen-
tial equations are used for modeling some different types of
engineering problems. For example, in Hamamci (2007). Some
basic definitions and applications of fractional derivatives are
also given in Mainardi (1997) and Podlubny (1998).
As parallel to the studies in engineering and science, much
attention is given to FDEs in applied mathematics. Especially,
solution of FDE (analytically or/and numerically) methods is
studied by many author in the last decades.
Existence and uniqueness of the solutions are also studied
by some mathematicians, (see Yakar and Koksal (2012) and
the references therein).
There are a number of differential equations whose solution
can not be found analytically. Those situations appear in
FDEs more than other types of differential equations. In this
case, as the study of algorithms using numerical approxima-
tion for the problems of mathematical analysis, the field of
numerical analysis is used for approximate solutions of FDEs.
Various numerical methods have been studied for approxi-
mate solutions of FDEs. These methods include, fractional
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Mei, 2011; Wu and Baleanu, 2013), homotopy perturbation
method (Abdulaziz et al., 2008; He, 2012, Momani and
Odibat, 2007; Zhang et al., 2014), Adomian decomposition
method (Duan et al., 2012) and fractional differential
transform method (Momani et al., 2007; Arikoglu and
Ozkol, 2009; El-Sayed et al., 2014).
In this paper, the previously developed method (PIA), suit-
able for a broad class of equations which do not require special
assumptions and transformations , is studied to give approxi-
mate solutions of some fractional differential equations.
Two major definitions of fractional derivative of an arbi-
trary order are the Riemann–Liouville and Caputo fractional
derivatives. The two definitions have different orders of
evaluation of derivation.
Riemann–Liouville fractional integration of order a is
defined by:
JafðxÞ ¼ 1
CðaÞ
Z x
0
ðx tÞa1fðtÞdt; a > 0; x > 0: ð1Þ
The following two equations are defined as Riemann–
Liouville and Caputo fractional derivatives of order a,
respectively.
DafðxÞ ¼ d
m
dxm
JmafðxÞð Þ; ð2Þ
DafðxÞ ¼ Jma
dm
dxm
fðxÞ
 
; ð3Þ
where m 1 < a < m and m 2 N.
Due to the appropriateness of the initial conditions,
fractional definition of Caputo is often used in recent years.
Deﬁnition 1.1. The fractional derivative of uðxÞ in the Caputo
sense is defined as
DauðxÞ ¼
1
CðmaÞ
R x
0
ðx tÞma1uðmÞðtÞdt; m 1 < a < m;
dm
dxm
; a ¼ m
(
ð4Þ
for m 1 < a < m; m 2 N; x > 0; u 2 Cm1.
Also, we need here two of its basic properties.
Lemma 1.1. If m 1 < a < m;m 2 N and u 2 Cml ; l 1 then
DaJ
auðxÞ ¼ uðxÞ ð5Þ
and
JaDauðxÞ ¼ uðxÞ 
Xm1
k¼0
uðkÞð0þÞx
k
k!
; x > 0: ð6Þ
After this introductory section, Section 2 is reserved for a
brief review of the Perturbation–Iteration Algorithm PIA
(1,1), in Section 3 some examples are presented to show the
efficiency and simplicity of the algorithm. Finally the paper
ends with a conclusion in Section 4.2. Overview of the Perturbation–Iteration Algorithm PIA(1,1)
As one of the most practical subjects of physics and mathemat-
ics, differential equations create models for a number ofproblems in science and engineering to give an explanation
for a better understanding of the events. Perturbation methods
have been used for this purpose for over a century (Nayfeh,
2008; Jordan and Smith, 1987; Skorokhod et al., 2002). These
methods could be used to search approximate solutions of
integral equations, difference equations, integro-differential
equations and partial differential equations.
But the main difficulty in the application of perturbation
methods is the requirement of a small parameter or to install
a small artificial parameter in the equation. For this reason,
the obtained solutions are restricted by a validity range of
physical parameters. Therefore, to overcome the disadvantages
come with the perturbation techniques, some methods have
been suggested by several authors (He, 2001; Mickens, 1987,
2005, 2006; Cooper and Mickens, 2002; Hu and Xiong,
2003; He, 2012; Wang and He, 2008; Iqbal and Javed, 2011;
Iqbal et al., 2010).
Parallel to these studies, recently a new Perturbation–
Iteration Algorithm has been proposed by Aksoy, Pakdemirli
and their co-workers (Aksoy and Pakdemirli, 2010; Pakdemirli
et al., 2011; Aksoy et al., 2012). A previous attempt of con-
structing root finding algorithms systematically (Pakdemirli
and Boyac, 2007; Pakdemirli et al., 2007, 2008) finally guided
to generalization of the method to differential equations also
(Aksoy and Pakdemirli, 2010; Pakdemirli et al., 2011; Aksoy
et al., 2012). In the new technique, an iterative algorithm is
established on the perturbation expansion. The method has
been applied to first order equations (Pakdemirli et al., 2011)
and Bratu type second order equations (Aksoy and
Pakdemirli, 2010) to obtain approximate solutions. Then the
algorithms were tested on some nonlinear heat equations also
(Aksoy et al., 2012). Finally, the solutions of the Volterra and
Fredholm type integral equations (Dolapci et al., 2013) and
ordinary differential equation and systems (Senol et al.,
2013) are given by the present method.
In this study, the previously developed new technique is
applied to some types of nonlinear fractional differential equa-
tions for the first time. To obtain the approximate solutions of
equations, the most basic Perturbation–Iteration Algorithm
PIA(1,1) is employed by taking one correction term in the
perturbation expansion and correction terms of only first
derivatives in the Taylor series expansion, i.e. n ¼ 1;m ¼ 1.
Consider the following initial value problem.
DauðtÞ þN½uðtÞ þ L½uðtÞ ¼ gðtÞ; a > 0; ð7Þ
uðkÞð0Þ ¼ ck; k ¼ 0; 1; 2; . . . ;m 1; m 1 < a 6 m; ð8Þ
where L is a linear and N is a nonlinear operator and Da is the
Caputo fractional derivative of order a, which is defined by:
DauðtÞ ¼ Jma d
m
dtmuðtÞ
 
; m 1 < a < m; m 2 N: ð9Þ
In this method as e is the artificially introduced
perturbation parameter we use only one correction term in
the perturbation expansion.
unþ1 ¼ un þ eðucÞn;
u0nþ1 ¼ u0n þ eðu0cÞn: ð10Þ
Replacing (10) into (7) and writing in the Taylor Series
expansion for only first order derivatives gives
Figure 1 Comparison of the exact solution and the PIA solution
(u4ðtÞ) of Example 3.1 for a ¼ 1.
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þ FuðaÞ ðuðaÞn ; uðmÞn ; uðm1Þn ; . . . ; u0n; un; 0ÞeðuðaÞc Þn
þ FuðmÞ ðuðaÞn ; uðmÞn ; uðm1Þn ; . . . ; u0n; un; 0ÞeðuðmÞc Þn
þ Fuðm1Þ ðuðaÞn ; uðmÞn ; uðm1Þn ; . . . ; u0n; un; 0Þeðuðm1Þc Þn þ   
þ Fu0ðuðaÞn ; uðmÞn ; uðm1Þn ; . . . ; u0n; un; 0Þeðu0cÞn
þ FuðuðaÞn ; uðmÞn ; uðm1Þn ; . . . ; u0n; un; 0ÞeðucÞn
þ FeðuðaÞn ; uðmÞn ; uðm1Þn ; . . . ; u0n; un; 0Þe ¼ 0; ð11Þ
or
ðuðaÞc Þn
@F
@uðaÞ
þ ðuðmÞc Þn
@F
@uðmÞ
þ ðuðm1Þc Þn
@F
@uðm1Þ
þ    þ ðu0cÞn
@F
@u0
þ ðucÞn
@F
@u
þ @F
@e
þ F
e
¼ 0: ð12Þ
Here ð:Þ0 represents the derivative according to the independent
variable and
Fe ¼ @F
@e
; Fu ¼ @F
@u
; Fu0 ¼ @F
@u0
; . . . ð13Þ
All derivatives are calculated at e ¼ 0.
Beginning with an initial function u0, first ðucÞ0 has been
determined by the help of (12). Then substituting ðucÞ0 into
(10) gives u1. Iteration process is repeated using (12) and (10)
until achieving an acceptable result.
3. Application
Example 3.1. Consider the following fractional nonlinear
Riccati equation (Odibat and Momani, 2008):
dau
dta
þ u2ðtÞ  1 ¼ 0; t > 0; 0 < a < 1; ð14Þ
given with the initial condition uð0Þ ¼ 0. The fractional Riccati
equation reduces to the standard Riccati differential equation
for a ¼ 1 and the exact solution is
uðtÞ ¼ e
2t  1
e2t þ 1 : ð15Þ
Eq. (12) can be rearranged in the following form:
Fðu; eÞ ¼ 1
Cð1 aÞ e
Z x
0
u0ðtÞ
ðx tÞa dtþ eu
2ðtÞ  1; ð16Þ
where e is a small parameter. According to the iteration
formula, if we add and subtract u0nðtÞ to the equation, terms
in Eq. (11) become
F ¼ u0nðtÞ  1; Fu ¼ 0; Fu0 ¼ 1;
Fe ¼ u0nðtÞ þ u2nðtÞ þ
1
Cð1 aÞ
Z x
0
u0ðtÞ
ðx tÞa dt: ð17Þ
Notice that inserting the small parameter eas a coefficient of
the integral term simplifies eq. (12) and makes it easy to solve.
For this specific example Eq. (12) reads
1
Cð1 aÞ
Z t
0
u0nðsÞ
ðt sÞa dsþ u
2
nðtÞ þ ðucÞnðtÞ ¼ 1: ð18Þ
When employing the iteration formula (10), we start with
an initial function compatible to the boundary condition and
we determine coefficients from the boundary condition at each
step. Beginning with the initial functionu0 ¼ 0 ð19Þ
and using the iteration formula, we get the following successive
approximate solutions at each step.
u1 ¼ t;
u2 ¼ 2t t
3
3
 t
2a
Cð3 aÞ ;
u3¼3t5t
3
3
þ4t
5
15
 t
7
63
þ t
32a
Cð42aÞþ
t52a
ð5þ2aÞCð33aÞ2
þ t
að2t6ð4þaÞð3þaÞ9t2ð6þaÞð4þaÞð3þaÞ
3ð6þaÞCð5aÞ
6t
4ð6þaÞð7þ2aÞ
3ð6þaÞCð5aÞ : ð20Þ
Due to brevity reasons, higher iterations are not given here.
It is easy to calculate other iterations up to any order by the
help of a software such as Mathematica . In Fig. 1 we compare
our solution with the exact solution graphically and in Table 1
some of our iterations are compared with the exact solutions,
the modified homotopy perturbation method (Odibat and
Momani, 2008) and the fractional variational iteration method
(Merdan, 2012) solutions. The results show that the proposed
method can give much better approximations. We also defined
residual functions to check validness of our approximate
solutions for each iteration results and named them Resi1ðtÞ,
Resi2ðtÞ,. . . and so on. In Figs. 2–5, Resi2ðtÞ;Resi3ðtÞ and
Resi4ðtÞ are shown for a ¼ 0:5; 0:75; 0:85 and 0.95. As seen,
for higher order iterations and bigger values of alpha we
obtain more approximate solutions.
Example 3.2. For the second example consider another Riccati
equation (Odibat and Momani, 2008):
dau
dta
 2uðtÞ þ u2ðtÞ  1 ¼ 0; t > 0; 0 < a < 1; ð21Þ
given with the initial condition uð0Þ ¼ 0. The exact solution,
when a ¼ 1, is
uðtÞ ¼ 1þ
ﬃﬃﬃ
2
p
tanh
ﬃﬃﬃ
2
p
tþ 1
2
log
ﬃﬃﬃ
2
p  1ﬃﬃﬃ
2
p þ 1
 ! !
: ð22Þ
Eq. (19) can be rewritten in the following form:
Table 1 Numerical result of Example 3.1 for u4ðtÞ.
x a ¼ 0:5 a ¼ 0:75 a ¼ 1
Ours MHPM FVIM Ours MHPM FVIM Ours MHPM FVIM Exact solution
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.1 0.273239 0.273875 0.086513 0.184607 0.184795 0.190102 0.099667 0.099668 0.099667 0.099668
0.2 0.450722 0.454125 0.161584 0.312989 0.313795 0.310033 0.197375 0.197375 0.197375 0.197375
0.3 0.566159 0.573932 0.238256 0.413024 0.414562 0.405062 0.291312 0.291312 0.291320 0.291313
0.4 0.632329 0.644422 0.321523 0.490946 0.492889 0.483479 0.379946 0.379944 0.380005 0.379949
0.5 0.659574 0.674137 0.413682 0.550818 0.462117 0.550470 0.462103 0.462078 0.462375 0.462117
0.6 0.657975 0.671987 0.515445 0.596448 0.597393 0.610344 0.536983 0.536857 0.537923 0.537050
0.7 0.637491 0.648003 0.626403 0.631701 0.631772 0.666961 0.604124 0.603631 0.606768 0.604368
0.8 0.607570 0.613306 0.745278 0.660394 0.660412 0.723760 0.663300 0.661706 0.669695 0.664037
0.9 0.576669 0.579641 0.870074 0.686074 0.687960 0.783638 0.714382 0.709919 0.728139 0.716298
1.0 0.551855 0.558557 0.998176 0.711773 0.718260 0.848783 0.757166 0.746032 0.784126 0.761594
Figure 2 Resi2ðtÞ;Resi3ðtÞ and Resi4ðtÞ values for a ¼ 0:5 of
Example 3.1.
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Cð1 aÞ e
Z x
0
u0ðtÞ
ðx tÞa dt 2euðtÞ þ eu
2ðtÞ  1; ð23Þ
where e is a small parameter. According to the iteration
formula, if we add and subtract u0nðtÞ to the equation, terms
in Eq. (11) become
F ¼ u0nðtÞ  1; Fu ¼ 0; Fu0 ¼ 1;
Fe ¼ u0nðtÞ þ u2nðtÞ  2unðtÞ þ
1
Cð1 aÞ
Z x
0
u0ðtÞ
ðx tÞa dt: ð24Þ
For the present example Eq. (12) readsFigure 3 Resi2ðtÞ;Resi3ðtÞ and Resi4ðtÞ values for a ¼ 0:75 of
Example 3.1.1
Cð1 aÞ
Z t
0
u0nðsÞ
ðt sÞa dsþ u
2
nðtÞ þ ðucÞnðtÞ ¼ 1þ 2unðtÞ: ð25Þ
Beginning with the initial function
u0 ¼ 0 ð26Þ
and using the iteration formula, the following successive
approximate solutions are obtained.
u1 ¼ t;
u2 ¼ 2tþ t2 t
3
3
 t
2a
Cð3aÞ ;
u3 ¼ 3tþ3t2 t37t
4
6
þ t
5
15
þ t
6
9
 t
7
63
 t
32a
Cð42aÞ
þ t
32a
Cð42aÞþ
t52a
ð2a5ÞCð3aÞ2
þ 1
3Cð7aÞt
2að12tða6Þða5Þða4Þ6t3ða6Þða4Þða3Þ
þ2t4ða5Þða4Þða3Þ6t2ða6Þða5Þð2a7Þ: ð27Þ
In Fig. 6 and in Table 2 our solution and some of our iter-
ations are compared with the exact solutions, the modified
homotopy perturbation method and the fractional variational
iteration method solutions.Figure 4 Resi2ðtÞ;Resi3ðtÞ and Resi4ðtÞ values for a ¼ 0:85 of
Example 3.1.
Figure 5 Resi2ðtÞ;Resi3ðtÞ and Resi4ðtÞ values for a ¼ 0:95 of
Example 3.1.
Figure 6 Comprasion of the exact solution and the PIA solution
(u4ðtÞ) of Example 3.2 for a ¼ 1.
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equation (Jafari et al., 2011):
DauðtÞ þ uðtÞ ¼ t4  1
2
t3  3
Cð4 aÞ t
3a þ 24
Cð5 aÞ t
4a;
t > 0; 0 < a < 1; ð28Þ
given with the initial condition uð0Þ ¼ 0. The exact solution,
when a ¼ 1
2
, isTable 2 Numerical result of Example 3.2 for u4ðtÞ.
x a ¼ 0:5 a ¼ 0:75
Ours MHPM FVIM Ours MHPM
0.0 0.0 0.0 0.0 0.0 0.0
0.1 0.320883 0.321730 0.577431 0.216584 0.216866
0.2 0.623380 0.629666 0.912654 0.426883 0.428892
0.3 0.920289 0.940941 1.166253 0.647833 0.654614
0.4 1.202508 1.250737 1.353549 0.874795 0.891404
0.5 1.456864 1.549439 1.482633 1.099158 1.132763
0.6 1.669872 1.825456 1.559656 1.310787 1.370240
0.7 1.829997 2.066523 1.589984 1.499559 1.594278
0.8 1.929388 2.260633 1.578559 1.656755 1.794879
0.9 1.965134 2.396839 1.530028 1.776325 1.962239
1.0 1.939933 2.466004 1.448805 1.855903 2.087384uðtÞ ¼ t4  1
2
t3: ð29Þ
Choosing u0 ¼ 0 as the initial guess, the successive
approximations are
u0 ¼ 0;
u1 ¼ t52
112þ 256tþ 35 ﬃﬃﬃpp ﬃﬃtp ð2t 1Þ 
70
ﬃﬃﬃ
p
p ;
u2 ¼ 1
2
t2ð2t2  9tþ 3Þ;
u3 ¼ t4  t
3
2
þ 4t32 ð16t 5Þ
5
ﬃﬃﬃ
p
p ;
u4 ¼ t4  t
3
2
 12t2 þ 3t;
u5 ¼ t4  t
3
2
þ 2t12 ð16t 3Þﬃﬃﬃ
p
p ;
u6 ¼ t4  t
3
2
 24tþ 3;
u7 ¼ t4  t
3
2
þ 48t12 1ﬃﬃﬃ
p
p ;
u8 ¼ t4  t
3
2
 24;
u9 ¼ t4  t
3
2
;
u10 ¼ t4  t
3
2
;
..
. ð30Þ
As seen the 9. iteration gives the exact solution which is:
uðtÞ ¼ t4  t
3
2
: ð31Þ4. Conclusion
In this paper we have applied previously developed a numeri-
cal method so-called Perturbation–Iteration Algorithm (PIA)
to find approximate solutions of some nonlinear fractional dif-
ferential equations for the first time. the numerical results
obtained in this study show that method PIA is a remarkably
successful numerical technique for solving FDEs. We
expect that the present method could used to calculate thea ¼ 1
FVIM Ours MHPM FVIM Exact solution
0.0 0.0 0.0 0.0 0.0
0.244460 0.110294 0.110294 0.110266 0.110295
0.469709 0.241949 0.241965 0.241585 0.241977
0.698718 0.394957 0.395106 0.393515 0.395105
0.924319 0.567397 0.568115 0.564013 0.567812
1.137952 0.755256 0.757564 0.749528 0.756014
1.331462 0.952588 0.958259 0.945155 0.953566
1.497600 1.152054 1.163459 1.144826 1.152949
1.630234 1.345789 1.365240 1.341552 1.346364
1.724439 1.526505 1.554960 1.527690 1.526911
1.776542 1.688651 1.723810 1.695238 1.689498
74 M. Senol, _I. Timuc¸in Dolapciapproximate solutions of other types of fractional differential
equations such as fractional integro-differential equations
and fractional partial differential equations. Our next study
will be about these types of equations.
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