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1. INTRODUCTION
In this paper we study positive steady-state solutions to the following
strongly-coupled parabolic system
u1
t
=2[(d1+:11 u1+:12u2) u1]+u1(a1&b1 u1&c1 u2) in 0T ,
(1.1)
u2
t
=2[(d2+:21 u1+:22u2) u2]+u2(a2&b2 u1&c2 u2) in 0T ,
u1
&
=
u2
&
=0 on 0T ,
u1(x, 0)=u1, 0(x), u2(x, 0)=u2, 0(x) in 0,
where 2=Ni=1 
2x2i is the Laplace operator, 0 is a bounded smooth
domain of RN with N1, 0 and 0 are the boundary and the closure
of 0, respectively, 0T=0_[0, T ) and 0T=0_[0, T ) for some
T # (0, ], & is the outward unit normal vector on 0, di , ai , bi , ci
(i=1, 2) are all positive constants while :ij (i, j=1, 2) denote non-negative
constants. The initial values u1, 0 and u2, 0 are non-negative smooth func-
tions which are not identically zero.
The mathematical model (1.1) was proposed by Shigesada et al. [27] in
their study of spatial segregation of interacting species, where u1 and u2
represent the densities of two competing species, d1 and d2 are their diffu-
sion rates, a1 and a2 denote the intrinsic growth rates, b1 and c2 account
for intra-specific competitions, b2 and c1 are the coefficients of inter-specific
competitions, :11 and :22 are usually referred as self-diffusion pressures,
and :12 and :21 are cross-diffusion pressures. An interesting feature of (1.1)
is that the movements of these two competing species are affected by
the population pressures due to the mutual interference between the
individuals, and it was hoped that the nonlinear dispersive force due to the
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inter- and intra-specific interactions may give rise to a spatial segregation
of these two species while diffusion alone can not have this kind of effect.
For more details on the backgrounds of this model, we refer to [23] and
[27].
If :ij=0 for i, j=1, 2, (1.1) reduces to the classical LotkaVolterra
competition model with diffusion
u1
t
=d1 2u1+u1(a1&b1u1&c1 u2) in 0T ,
(1.2)
u2
t
=d2 2u2+u2(a2&b2u1&c2 u2) in 0T ,
u1
&
=
u2
&
=0 on 0T ,
u1(x, 0)=u1, 0(x), u2(x, 0)=u2, 0(x) in 0.
It is well known that (1.2) has a unique global smooth non-negative
solution. The asymptotic behavior of solutions of (1.2) have been studied
extensively, see e.g., [3] and [4]. It turns out that the coefficients ai , bi
and ci play an important role in determining the asymptotic behavior of
solutions of (1.2). Generally speaking, they are classified into the following
four categories:
(A) a1 a2>max[b1 b2 , c1 c2]
(B) a1 a2<min[b1 b2 , c1c2]
(C) b1 b2>a1 a2>c1 c2
(D) b1 b2<a1 a2<c1 c2 .
In Case A we have (u1 , u2)  (a1b1 , 0) uniformly as t  . That is, the
species u1 dominates and eventually wipes out u2 , independent of the initial
data. Similarly in Case B, (u1 , u2)  (0, a2 c2) uniformly as t  . The
condition on the coeffcients ai , bi , ci in Case C means that the competition
between the two species u1 , u2 is rather weak. Therefore it seems reasonable
to expect coexistence. Indeed, in Case C it is known that (u1 , u2)  u*=
((a1 c2 & a2c1)(b1 c2 & b2c1), (b1a2 & b2 a1)(b1c2 & b2c1)) uniformly as
t  . The story changes drastically in Case Dthe competition here is
strong, more complicated and interesting phenomena may occur. More
precisely, in Case D the constant steady-states (a1 b1 , 0) and (0, a2 c2) are
both locally stable while u* is unstable. Furthermore, it follows from a
general result of Kishimoto and Weinberger [14] that (1.2) has no stable
positive steady-state solution if the domain 0 is convex. On the other
hand, Matano and Mimura [16] showed that for certain dumb-bell type
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domains, (1.2) has at least a stable positive steady-state solution. (See [12]
and [18] for some more recent results in this direction. We also refer the
readers to [10] and [21] for some interesting results on the domains of
attraction of (a1 b1 , 0) and (0, a2 c2) in Case D.)
In this paper, we shall primarily focus on steady-state solutions of (1.1)
with ai , bi , ci satisfying the conditions in Cases C or D, though some of our
results, e.g., Theorem 1.1 below, do apply to the other two cases. That is,
we shall focus on the solutions to the following strongly-coupled elliptic
system
{
2[(d1+:11u1+:12u2) u1]+u1(a1&b1 u1&c1u2)=0 in 0,
(1.3)
2[(d2+:21u1+:22u2) u2]+u2(a2&b2 u1&c2u2)=0 in 0,
u1
&
=
u2
&
=0 on 0, u1>0, u2>0 in 0.
First, we give a brief overview of existing results. For N=1, :11=:21=
:22=0, Mimura and Kawasaki [19] showed that in Case C, there exist
small amplitude solutions of (1.3) bifurcating from the trivial solution u*.
Under similar assumptions as in [19], Mimura [17] established the exist-
ence of large amplitude solutions of (1.3) when :12 is suitably large. Again
in Case C, various results are established in Matano and Mimura [16].
For Cases A, B and D, still under the assumptions N=1 and :11=:21=
:22=0, Mimura, Nishiura, Tesei and Tsujikawa [20] proved that there
may also exist non-constant solutions of (1.3). When N=1, (1.3) but with
Dirichlet boundary condition has been investigated in Wu [30]. Regarding
the stability problem, to our knowledge, there is only one work of Kan-On
[11] available, in which he established some criteria on the stability of
those non-constant solutions of (1.3) obtained in [20].
Now we are ready to present our main results and give some of their
implications. Our first result can be stated as follows.
Theorem 1.1. Suppose that a1 a2{b1 b2 and a1 a2{c1 c2 .
(i) There exists a positive constant C1=C1(di , ai , bi , ci , :12 , :21)
such that (1.3) has no non-constant solution if max[:11 , :22]C1 .
(ii) There exists a positive constant C2=C2(ai , bi , ci , :ij ) such that if
max[d1 , d2]C2 , then (1.3) has no non-constant solution provided that both
:11 and :22 are positive.
The key point here is that only one of the diffusion rates or one of the
self-diffusion pressures is required to be large to prevent the formation of
non-constant solution of (1.3). In view of the results of [12], [16] and
[18], we see that unlimitedly increasing one of the self-diffusion pressures
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or one of the diffusion rates will eventually wipe out all non-constant solu-
tions of (1.3). We ought to remark that previous results of similar nature
all seem to require both diffusion rates to be large. (See [8] and the
references therein.)
Our next result states that in the ‘‘weak’’ competition case, if self-
diffusion andor cross-diffusion are relatively weaker than diffusion, then
there is still no non-constant solution of (1.3). More precisely, we have
Theorem 1.2. Suppose that b1 b2>a1 a2>c1 c2 holds. Then there
exists a positive constant C3=C3(ai , bi , ci) such that u* is the only solution
of (1.3) provided that one of the following assumptions holds.
(i) max[:ij di | i, j=1, 2]C3 ;
(ii) max[(:21 d1)(1+:12 d1), (:12d2)(1+:21d2)]C3 ;
(iii) max[(:21 - d1d2)(1+:12d1), (:12- d1 d2)(1+:21 d2)]C3 .
It is illuminating to consider the special case: :11=:21=:22=0. Then
Theorem 1.2 implies that u* is the only solution of (1.3) if one of the
following three quantities is small: :12 d1 , :12 d2 or :12 - d1d2 . This seems
to exhibit an interesting balance between the various quantities involving
diffusion rates and cross-diffusion pressures. Again from results in [12],
[16] and [18], we see that Theorem 1.2 fails if the assumption b1b2>
a1 a2>c1 c2 is dropped.
Roughly speaking, Theorems 1.1 and 1.2 say that (1.3) has no non-
constant solution if diffusion or self-diffusion is strong, or if cross-diffusion
is weak. However, our next result guarantees that if cross-diffusion is
suitably strong, non-constant solutions of (1.3) do exist. Let 0=*0<
*1< } } } <*k< } } } denote the eigenvalues of the Laplace operator subject
to the homogeneous Neumann boundary condition. Then we have
Theorem 1.3. Suppose that b1 b2>a1 a2>c1 c2 holds and that *k has
odd multiplicity for some k1.
(i) If a1 a2> 12 (b1 b2+c1 c2), then there exist some positive
constants C4=C4(ai , bi , ci)<C5=C5(ai , bi , ci) and 41=41(di , ai , bi , ci ,
:11 , :21 , :22) such that for any d1>0, :110 and :210, (1.3) has at least
a non-constant solution provided that :1241 and d2+2u2*:22 # (C4 , C5).
(ii) If a2 a1> 12 (b2 b1+c2 c1), then there exist some positive
constants C 4=C 4(ai , bi , ci)<C 5=C 5(ai , bi , ci) and 4 1=4 1(di , ai , bi , ci ,
:11 , :12 , :22), such that for any d2>0, :120 and :220, (1.3) has at least
a non-constant solution provided that :214 1 and d1+2u1*:11 # (C 4 , C 5).
Theorem 1.3 implies that in the ‘‘weak’’ competition case, with one of
the cross-diffusion pressures arbitrarily given but fixed, we can expect to
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find non-constant solutions of (1.3) if the other cross-diffusion pressure is
large enough. We note that assumption like a1 a2> 12 (b1b2+c1 c2) also
appeared in [17] and [19], where very different methods are used. We
believe that such kind of condition is natural at least when :12 is sufficiently
large. On the other hand, it seems that the assumption *k being odd for
some k1 is just a technical condition. When :21 is large, rather sym-
metric result holds as shown by part (ii) of Theorem 1.3 above. We note
that the two conditions, namely, a1 a2> 12 (b1 b2+c1 c2) and a2 a1>
1
2 (b2 b1+c2c1), are incompatible in Case C. Though both of the cross-
diffusion pressures can be arbitrarily large in Theorem 1.3, the ratio :12 :21
may be very small or very large. Hence a natural question arises: Do non-
constant solutions of (1.3) still exist if both cross-diffusion pressures are
strong but qualitatively similar? Work along this line is in progress, and we
hope to report that in the near future.
For the ‘‘strong’’ competition case, we have a slightly different result.
Theorem 1.4. Suppose that b1 b2<a1 a2<c1 c2 holds and that *k has
odd multiplicity for some k1.
(i) If a1 a2< 12 (b1 b2+c1 c2), then there exist some positive con-
stants C6=C6(ai , bi , ci)<C7=C7(ai , bi , ci), C8=C8(ai , bi , ci) and 42=
42(di , ai , bi , ci , :11 , :21 , :22) such that for any d1C8 , :110 and :210,
(1.3) has at least a non-constant solution provided that :1242 and
d2+2u2*:22 # (C6 , C7).
(ii) If a2 a1< 12 (b2 b1+a2 a1), then there exist some positive con-
stants C 6=C 6(ai , bi , ci)<C 7=C 7(ai , bi , ci), C 8=C 8(ai , bi , ci) and 4 2=
4 2(di , ai , bi , ci , :11 , :12 , :22) such that for any d2C 8 , :120 and :220,
(1.3) has at least a non-constant solution provided that :214 2 and
d1+2u1*:11 # (C 6 , C 7).
Theorems 1.11.4 above seem to indicate that while diffusion and self-
diffusion tend to suppress pattern formation, cross-diffusion seems to help
create patterns.
Our approach relies heavily on various a priori estimates of solutions of
(1.3). The starting point is a simple but very useful observation (Lemma 2.3
below) based on the Maximum Principle. Other important ingredients
include a Harnack-type inequality (due to Lin, Ni and Takagi [15]),
Lyapunov functionals and degree-theoretic arguments. It is worth noting
that our methods do apply to more general nonlinearities of the form
ui fi (u1 , u2) than ui (ai&biu1&ciu2) with suitable hypothesis on fi , which
will be stated in the beginning of Section 2.
We should also point out that for results concerning the time-dependent
aspect of the system (1.1), the interested readers are referred to [1], [2],
[5], [13], [24], [28], [29], [31], and the references therein.
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This paper is organized as follows. In Section 2 we present some impor-
tant a priori estimates and the preliminaries. A non-existence result for
semilinear elliptic systems, which improves and generalizes all previous
known results (see Remark 3.3 below), is included in Section 3. This result
will be used later in the proofs of Theorems 1.3 and 1.4. In Section 4, we
study the effects of diffusion and self-diffusion, and obtain some non-
existence results from which Theorem 1.1 follows easily. Finally, cross-
diffusion is investigated extensively in Section 5, and there we shall estab-
lish some existence as well as non-existence results with Theorems 1.21.4
as special cases.
2. PRELIMINARIES AND A PRIORI ESTIMATES
In this section we shall present some preliminaries and a priori estimates
on solutions of the following strongly-coupled elliptic system
{
2[(d1+:11 u1+:12u2) u1]+u1 f1(u)=0 in 0,
(2.1)
2[(d2+:21u1+:22u2) u2]+u2 f2(u)=0 in 0,
u1
&
=
u2
&
=0 on 0, u1>0, u2>0 in 0,
where u=(u1 , u2). As mentioned in Section 1, d1 and d2 are positive
constants, and :ij (i, j=1, 2) are non-negative. For the sake of convenience,
we collect here all the assumptions on fi of which some will be made at
various different times in this paper. Throughout this paper, we always set
f=( f1 , f2).
ai=fi (0),
fi
u1
(u)&bi ,
fi
u2
(u)&ci for all u10, u20,
where ai , bi and ci are all positive constants for i=1, 2. (F1)
ai=fi (0),
f1
u1
(u)&b1 ,
f1
u2
(u)0,
f2
u1
(u)0,
f2
u2
(u)&c2 for all u10, u20, where a1 , a2 , b1
and c2 are all positive constants. (F1*)
Both [u1>0 | f (u1 , 0)=0] and [u2>0 | f (0, u2)=0] are empty. (F2)
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f (u)=0 has a unique positive root u*=(u1*, u2*). (F3)
&c~ 1
f1
u2
(u), &b 2
f2
u1
(u) for all u10, u20,
where b and c~ 1 are positive constants. (F4)
f2
u2
(u*) u2*&
f2
u1
(u*) u1*>0. (F5)
f1
u1
(u*) u1*&
f1
u2
(u*) u2*>0. (F5*)
Remark 2.1. It is easy to see that (F1) is more restrictive than (F1*),
and from (F1*) it follows that if u is a positive root of f (u)=0, then
u1a1 b1 and u2a2 c2 . For the special case fi=ui (ai&biu1&ciu2), it is
trivial to check that (F1) (hence (F1*)) and (F4) hold, and that (F2) is
equivalent to a1 a2{b1 b2 and a1 a2{c1 c2 , while (F3) is satisfied only in
Cases C and D (in the Introduction).
We first derive a simple but useful proposition by virtue of the Maxi-
mum Principle.
Proposition 2.2. Suppose that g # C(0 _R1).
(i) If w # C2(0) & C 1(0 ) satisfies
2w(x)+g(x, w(x))0 in 0,
w
&
0 on 0, (2.2)
and w(x0)=max0 w, then g(x0 , w(x0))0.
(ii) If w # C2(0) & C 1(0 ) satisfies
2w(x)+g(x, w(x))0 in 0,
w
&
0 on 0, (2.3)
and w(x0)=min0 w, then g(x0 , w(x0))0.
Proof. We shall prove part (i) only since (ii) can be established in a
similar way. There are two possibilities for our consideration.
Case 1. x0 # 0. Since w(x0)=max0 w, we have 2w(x0)0. Thus the
conclusion of (i) follows immediately from (2.2).
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Case 2. x0 # 0. For this case, we argue by contradiction. Suppose
that g(x0 , w(x0))<0. Then by the continuity of g and w, there exists a
small ball B in 0 with B & 0=[x0] such that g(x, w(x))<0 for x # B.
Therefore by (2.2) we have 2w(x)>0 for all x # B. Since w(x0)=maxB w,
it follows from the Hopf Boundary Lemma [25] that (w&)(x0)>0,
which contradicts the boundary condition in (2.2). This completes the
proof.
Lemma 2.3. Suppose that (F1) holds. Then there exists a positive con-
stant C=C(ai , bi , ci) such that for any solution u=(u1 , u2) of (2.1), we have
max
0
u1C \1+:12d1 + and max0 u2C \1+
:21
d2 + . (2.4)
Proof. Set
1=u1(d1+:11u1+:12u2).
Then 1 satisfies
21+u1 f1(u)=0 in 0,
1
&
=0 on 0.
Let
1(x0)=max
0
1 ,
then by Proposition 2.2 and the positivity of u1 we have
f1(u1(x0), u2(x0))0.
Therefore
f1(0, 0)f1(0, 0)&f1(u1(x0), u2(x0))
=[ f1(0, 0)&f1(u1(x0), 0)]+[ f1(u1(x0), 0)&f1(u1(x0), u2(x0))]
=_& f1u1 (’1 , 0)& u1(x0)+_&
f1
u2
(u1(x0), ’2)& u2(x0)
b1u1(x0)+c1u2(x0),
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where the last inequality follows from the assumption (F1) and the fact
’10, ’20. Hence we obtain
u1(x0)
a1
b1
and u2(x0)
a1
c1
.
Therefore
max
0
1=1(x0)
a1
b1 \d1+:11
a1
b1
+:12
a1
c1+ ,
which in turn implies that
(d1+:11 max
0
u1) max
0
u1max
0
1
a1
b1 \d1+:11
a1
b1
+:12
a1
c1+. (2.5)
In case :11d1 , it follows directly from (2.5) that
max
0
u1
a1
b1 \1+
a1
b1
+
:12a1
d1c1 + . (2.6)
If :11d1 , again by (2.5) we have
:11(max
0
u1)2
a1
b1 \d1+:11
a1
b1
+:12
a1
c1+ .
That is,
(max
0
u1)2
a1
b1 \
d1
:11
+
a1
b1
+
:12a1
:11c1+
a1
b1 \1+
a1
b1
+
:12a1
d1c1 + . (2.7)
Combining (2.6) and (2.7), we obtain the first half of (2.4). The estimate
of max0 u2 can be obtained in a similar way. This completes the proof of
Lemma 2.3.
Remark 2.4. In the above proof, if we replace (2.5) by
:12 max
0
(u1u2)
a1
b1 \d1+:11
a1
b1
+:12
a1
c1 + ,
then we have
max
0
(u1u2)min {a1b1 \
d1
:12
+
:11a1
:12b1
+
a1
c1+ ,
a2
c2 \
d2
:21
+
a2
b2
+
:22a2
:21c2+= . (2.8)
Observe that (2.8) may be useful when the cross-diffusion is large.
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3. COMPETITION-DIFFUSION MODEL REVISITED
In this section, we consider the non-existence of non-constant solutions
to the following semilinear elliptic system
{
d1 2u1+u1 f1(u)=0 in 0,
(3.1)
d2 2u2+u2 f2(u)=0 in 0,
u1
&
=
u2
&
=0 on 0, u1>0, u2>0 in 0,
where u=(u1 , u2). Throughout this section, C, C* , C , C and C will always
denote generic positive constants depending only on fi andor 0, but
independent of d1 , d2 .
To state our main result, some preparations are needed. In this connection,
let u* be a positive root to f (u)=0,
M#\ fiuj (u*)+=\
f1
u1
f1
u2
f2
u1
f2
u2+u=u* , (3.2)
and |M | denotes the determinant of the matrix M. Then our main result
of this section can be stated as follows.
Theorem 3.1. Suppose that (F1*) and (F3) hold. Then u#u* is the only
solution of (3.1) if either
(i) |M |>0 or
(ii) |M |0 and max[d1 , d2]C* for some constant C* .
As a consequence of Theorem 3.1 we have
Corollary 3.2. If fi (u)=ui (ai&bi u1&ciu2) for i=1, 2, then u#u* is
the only solution of (3.1) if either
(i) b1b2>a1 a2>c1 c2 or
(ii) b1b2<a1 a2<c1 c2 and max[d1 , d2]C* for some constant C* .
Remark 3.3. When |M |>0, we refer to [3] and [4] for some well
known non-existence results similar to Theorem 3.1. In case |M |0, it is
also well known (see [8] and the references therein) that if both diffusion
rates are sufficiently large, then (3.1) has no non-constant solution. Hence
our main improvement here is that only one of the diffusion rates is
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required to be large to guarantee the non-existence of non-constant solu-
tions of (3.1). We also note that in case |M |<0, as can be seen from
results in [12], [16] and [18], (3.1) may have non-constant solutions if
both d1 and d2 are small.
To prove Theorem 3.1, we need some preliminary results. In this connec-
tion, set
1i=[u # R2+ | fi (u)=0], i=1, 2,
I=[u # R2+ | f1(u)0f2(u)],
II=[u # R2+ | f1(u)0 f2(u)].
The following two observations will be useful later.
Lemma 3.4. Suppose that (F1*) and (F3) hold.
(i) If |M |>0, then
I/[u # R2+ | u1u1*, u2u2*] and II/[u # R
2
+ | u1u1*, u2u2*].
(3.3)
(ii) If |M |<0, then
I/[u # R2+ | u1u1*, u2u2*] and II/[u # R
2
+ | u1u1*, u2u2*].
(3.4)
(ii) If |M |=0, then there are three possibilities: the two sets I and II
satisfy (3.3), or they satisfy (3.4), or one of them is equal to the set [u*].
Proof. We shall show part (i) only since parts (ii) and (iii) can be
shown in similar ways. By assumption (F1*), the curves 11 , 12 can
be represented as
11=[u1=g1(u2), 0<u2<], 12=[u2=g2(u1), 0<u1<]
respectively. It is easy to show that g1 , g2 are non-increasing functions with
g1(u2*)=u1* and g2(u1*)=u2*. Then our conclusion follows from (F3) and
the observation that if |M |>0, 11 lies above 12 for 0<u1<u1* in u1u2
plane, and 11 is below 12 for u1u1*. This finishes the proof of Lemma 3.4.
Figures 14 clearly illustrate the ideas in the proof of Lemma 3.4.
Lemma 3.5. Suppose that (F1*) and (F3) hold.
(i) If |M |>0, then u#u* is the only solution of (3.1).
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Fig. 1. |M |0.
Fig. 2. |M |0.
Fig. 3. |M |=0, II=[u*].
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Fig. 4. |M |=0, I=[u*].
(ii) If |M |0, then any solution u=(u1 , u2) of (3.1) satisfies the
following estimate:
max
0
uiui*min
0
ui , i=1, 2. (3.5)
Proof. Let u1(x0)=max0 u1 . By Proposition 2.2 and (F1*) we have
0 f1(u1(x0), u2(x0)) f1(max
0
u1 , min
0
u2), (3.6)
and in a similar way we can show that
0 f1(min
0
u1 , max
0
u2),
0 f2(min
0
u1 , max
0
u2), (3.7)
0 f2(max
0
u1 , min
0
u2).
From (3.6) and (3.7) it follows that
(max
0
u1 , min
0
u2) # I and (min
0
u1 , max
0
u2) # II.
Hence by Lemma 3.4 we have, if |M |>0,
max
0
u1u1*min
0
u1 and max
0
u2u2*min
0
u2 .
This implies that u#u*, and part (i) is thus established. Part (ii) follows
similarly from Lemma 3.4 and our proof is complete.
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We are now ready for the following:
Proof of Theorem 3.1. In view of part (i) of Lemma 3.5, it suffices to
consider the case |M |0 , and we shall divide our proof into four steps.
First, let u=(u1 , u2) be an arbitrary solution of (3.1).
Step 1. There exists a positive constant C, independent of u, such that
&u1&u 1&
C
d1
, (3.8)
where u 1 is the average of u1 in 0.
Following the proof of Lemma 2.3, by (F1*) we have
max[&u1& , &u2&]C #max {a1b1 ,
a2
c2= . (3.9)
Rewrite the first equation of (3.1) as
2(u1&u 1)+
f
d1
=0 in 0,
(u1&u 1)
&
=0 on 0, (3.10)
where f =u1 f (u) can be estimated by
& f &=&u1 f1(u)&C# max
0u1, u2C
|u1 f1(u)|. (3.11)
Multiplying (3.10) by u1&u 1 , we derive, by Green’s identity, Holder’s
inequality and Poincare’s inequality,
|
0
|{u1| 2
& f &
d1 |0 |u1&u 1|
C
d1
&u1&u 1&2
C
d1
&{u1&2 ,
which implies that
&u1&u 1&2
C
d1
. (3.12)
By L p estimates [6] and (3.11), (3.12) we obtain
&u1&u 1&W2, 2(0)C \&u1&u 1&2+& f
 &
d1 +
C
d1
,
and hence by the Sobolev Embedding Theorems [6],
&u1&u 1&
C
d1
if n4; &u1&u 1&L2n(n&4)
C
d1
if n5.
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Since 2n(n&4)>2, this improves (3.12). Now, iterating this argument
finitely many times, we establish (3.8). This finishes the proof of Step 1.
Furthermore, it follows from (3.8) that
|max
0
u1&min
0
u1|2 &u1&u 1&
C
d1
. (3.13)
Step 2. There exists a positive constant C, independent of u, such that
&u1&u1*&
C
d1
.
It follows from Step 1 and part (ii) of Lemma 3.5 that
u 1&
C
d1
min
0
u1u1*max
0
u1u 1+
C
d1
.
Hence we have
|u 1&u1*|
C
d1
,
which in turn implies that
&u1&u1*&&u1&u 1&+|u 1&u1*|
C
d1
.
Step 3. There exists a positive constant C, independent of u, such that
&u2&u2*&
C
d1
. (3.14)
From (3.7) it follows that for some ’1>0, ’2>0,
&
f2
u2
(max
0
u1 , ’2)(max
0
u2&min
0
u2)
=f2(max
0
u1 , min
0
u2)&f2(max
0
u1 , max
0
u2)
 f2(min
0
u1 , max
0
u2)&f2(max
0
u1 , max
0
u2)
= &
f2
u1
(’1 , max
0
u2)(max
0
u1&min
0
u1).
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Hence by (F1*) and (3.13) we deduce that
max
0
u2&min
0
u2
&f2 u1&
c2
(max
0
u1&min
0
u1)
C
d1
,
which, together with Lemma 3.5, implies (3.14).
Step 4. There exists a constant C* , independent of u, such that if
max[d1 , d2]C* , then the only solution of (3.1) is u#u*.
Multiplying the first equation of (3.1) by u1&u 1 and applying Green’s
identity, we have
d1 |
0
|{u1|2=|
0
(u1&u 1)[u1 f1(u)&u 1 f1(u )]
=|
0
(u1&u 1)[(u1&u 1) f1(u)+u 1( f1(u)&f1(u ))]
C |
0
|u1&u 1| 2+C |
0
|u1&u 1| |u2&u 2|

C
= |0 |u1&u 1|
2+= |
0
|u2&u 2| 2. (3.15)
For the second equation of (3.1), we proceed slightly differently as follows.
d2 |
0
|{u2| 2=|
0
(u2&u 2)[u2 f2(u)&u 2 f2(u )]
=|
0
[ f2(u) |u2&u 2|2+u 2(u2&u 2)[ f2(u 1 , u2)&f2(u )]
+u 2(u2&u 2)[ f2(u)&f2(u 1 , u2)]]
=|
0 {_ f2(u)+u 2
f2
u2
(u 1 , ’2)& |u2&u 2| 2
+u 2
f2
u1
(’1 , u2)(u1&u 1)(u2&u 2)=
|
0
[ f2(u)&c2 u 2] |u2&u 2| 2+C |
0
|u1&u 1| |u2&u 2|
|
0
[ f2(u)&c2 u 2+=] |u2&u 2|2+
C
= |0 |u1&u 1|
2, (3.16)
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where ’i (x) lies between u i and ui (x) for each x # 0 and i=1, 2. On the
other hand, from the conclusions of Steps 2 and 3 it follows that
&ui&ui*&
C
d1
, i=1, 2.
Therefore there exists a constant C such that if d1C ,
f2(u)&c2 u 2=[ f2(u)&f2(u*)]&c2 u 2
C :
2
i=1
&ui&ui*&&c2 u 2&
c2u2*
2
.
Choosing ==c2u2*4 in (3.16) we have
d2 |
0
|{u2| 2&
c2u2*
4 |0 (u2&u 2)
2+C |
0
(u1&u 1)2. (3.17)
Adding up (3.15) (with ==c2u2*4) and (3.17) we arrive at
d1 |
0
|{u1| 2C |
0
(u1&u 1)2C |
0
|{u1| 2,
which implies that if d1>C*#max[C , C ], then {u1#0, i.e, u1#constant.
Then (3.17) guarantees that u2#u 2 , a non-negative constant. In view of
part (ii) of Lemma 3.5, we see that these constants must be positive. Hence
from the assumption (F3), we conclude that u#u*.
The same proof as above works equally well for the case when d2 is
large. This completes the proof of Theorem 3.1.
4. THE EFFECTS OF DIFFUSION AND SELF-DIFFUSION
In this section, we mainly study the effects of diffusion and self-diffusion
in the strongly-coupled elliptic system (2.1).
Throughout this section, K will always denote generic positive constants
(which may vary from place to place) depending on d1 , d2 , :12 , :21 and the
nonlinearity f, but independent of :11 and :22 ; K(=) or K($) will denote
positive constants depending also on = or $ in addition to d1 , d2 , :12 , :21
and f. Our first main result in this section can be stated as follows.
Theorem 4.1. Suppose that (F1) and (F2) hold. Then there exists a con-
stant K such that if max[:11 , :22]K, (2.1) has no non-constant solution.
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To establish Theorem 4.1, an important step is to establish the following
estimates by virtue of Lemma 2.3.
Lemma 4.2. Suppose that (F1) and (F2) hold.
(i) If f (u)=0 has no positive root, then there exists a constant K such
that (2.1) has no solution provided that max[:11 , :22]K.
(ii) If f (u)=0 has at least a positive root, then for every small =>0,
there exists a constant K(=) such that if max[:11 , :22]K(=), for any
solution u=(u1 , u2) of (2.1), there exist two positive constants u^1 , u^2 such
that f (u^1 , u^2)=0 and
&u1&u^1&+&u2&u^2&=.
Proof. We begin with the proof of part (ii). Suppose that the conclusion
in part (ii) is false. Without loss of generality, we may then assume
that there exist a constant =0>0, and a sequence [:11, k , :22, k ]k=1 with
:11, k  , such that
&u1, k&u^1&+&u2, k&u^2&=0 (4.2)
for any positive root (u^1 , u^2) of f (u)=0, where uk=(u1, k , u2, k) is a solu-
tion to
{
2[(d1+:11, k u1, k+:12u2, k) u1, k]+u1, k f1(uk)=0 in 0,
(4.3)
2[(d2+:21u1, k+:22, k u2, k) u2, k]+u2, k f2(uk)=0 in 0,
u1, k
&
=
u2, k
&
=0 on 0, u1, k>0, u2, k>0 in 0.
We first show that there exists a subsequence of [u1, k ]k=1 , which we still
denote by [u1, k ]k=1 for the sake of convenience, such that u1, k converges
uniformly to a constant as k  . For this purpose, set
1, k=u1, k \u1, k+ d1:11, k+
:12
:11, k
u2, k+ ,
then 1, k satisfies
:11, k 21, k+u1, k f1(uk)=0 in 0,
1, k
&
=0 on 0.
By Lemma 2.3 and the fact :11, k  , we see that &1, k&K. Hence
by standard L p estimates and the Sobolev Embedding Theorems [6],
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we obtain &1, k&C 1, :(0 )K for some : # (0, 1). Hence a subsequence of
[1, k ]k=1 , which we still denote by [1, k ]

k=1 , converges to some non-
negative function 1 in C 1(0 ), and 1 must satisfy the following equation
weakly
21=0 in 0,
1
&
=0 on 0.
By standard elliptic regularity theory, 1 # C2(0 ) and therefore 1# 1 ,
where  1 is a non-negative constant. Setting u^1=-  1, we see that
u21, k&u^
2
1=(1, k& 1)&
d1
:11, k
u1, k&
:12
:11, k
u1, ku2, k  0
as k  . Hence u1, k  u^1 uniformly.
Next, we claim that there exists a subsequence of [u2, k ]k=1, which we
still denote by [u2, k ]k=1 , such that u2, k  u^2 uniformly as k  , where
u^2 is some non-negative constant.
Before establishing the above assertion, we show how to derive a contra-
diction via the fact that (u1, k , u2, k)  (u^1 , u^2) uniformly as k  .
Integrating the equations of (4.3) in 0, we find
|
0
u1, k f1(uk) dx=|
0
u2, k f2(uk) dx=0. (4.4)
From this we conclude that f1(u^)=f2(u^)=0, where u^=(u^1 , u^2). For,
suppose that f1(u^){0. Without loss of generality, we may assume that
f1(u^)>0. Since uk  u^ uniformly, f1(uk)  f1(u^) as k  . Hence f1(u^k)>0
for k large, and therefore
|
0
u1, k f1(uk) dx>0
for large k since u1, k is always positive. This contradicts (4.4). (A similar
contradiction can be deduced if f2(u^){0.) By (F2) and the assumption that
fi (0)=ai>0, i=1, 2, we must have u^i>0 for i=1, 2. That is, uk  u^=
(u^1 , u^2) uniformly with u^1>0, u^2>0 and f (u^)=0. This contradicts (4.2)
and thus establishes part (ii) of Lemma 4.2.
To finish the proof of part (ii) of Lemma 4.2, it remains to show the
above assertion. To this end, we consider the following two cases:
Case 1. [:22, k ]k=1 is unbounded. In this case we can always choose
a subsequence of [:22, k ]k=1 , still denoted as [:22, k ]

k=1 , such that
:22, k   as k  . We can then argue in very much the same way as
before to conclude that u2, k  u^2 for some non-negative constant u^2 .
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Case 2. [:22, k ]k=1 is bounded. Without loss of generality, we may
assume that :22, k  :22 # [0, ). Set
2, k=(d2+:21u1, k+:22, k u2, k) u2, k .
Since [:22, k ]k=1 is bounded, by Lemma 2.3 it is easy to see that
&2, k&K. Furthermore, 2, k satisfies
22, k+u2, k f2(uk)=0 in 0,
2, k
&
=0 on 0. (4.5)
Hence by L p estimates and the Sobolev Embedding Theorems [6],
&2, k&C 1, :(0 )K for some : # (0, 1). Then by passing to a subsequence
if necessary, we may assume that 2, k  20 in C1(0 ). From the
definition of 2, k and the fact u1, k  u^1 , we have
(d2+:21 u^1+:22, ku2, k) u2, k&2  0
in C1(0 ). We first consider the case :22>0. It is easy to see that in this
case, u2, k  u~ 2 in C1(0 ), where
u~ 2=[&(d2+:21 u^1)+- (d2+:21 u^1)2+4:222]2:220.
Thus, by letting k   in (4.4), we see that 2 must satisfy the following
equation weakly
22+u~ 2 f2(u^1 , u~ 2)=0 in 0,
2
&
=0 on 0. (4.6)
Again, standard elliptic regularity theory ensures that 2 # C2(0 ) and
hence is a classical solution of (4.6). Note that 20. If 2#0, then we
have u2, k  0 in C(0 ). Since u1, k  u^1 , by (4.3) we can argue similarly
as before to show that f (u^1 , 0)=0 and u^1>0, which contradicts (F2).
Therefore 20 and is not identically zero in 0. Since 2=(d2+:21 u^1+
:22 u~ 2) u~ 2 , we may rewrite (4.6) as
22+[ f2(u^1 , u~ 2)(d2+:21 u^1+:22u~ 2)] 2=0 in 0,
2
&
=0 on 0.
It then follows from the Strong Maximum Principle [25] that 2>0 and
thus u~ 2>0 in 0 . Since u~ 2 is a solution of
2[(d2+:21 u^1+:22u~ 2) u~ 2]+u~ 2 f2(u^1 , u~ 2)=0 in 0,
(4.7)u~ 2
&
=0 on 0,
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by Proposition 2.2 and the positivity of u~ 2 , we have f2(u^1 , max0 u~ 2)0.
Thus from assumption (F1) it follows that
f2(u^1 , u~ 2(x))f2(u^1 , max
0
u~ 2)0, \x # 0.
Now, integrating (4.7) in 0 yields
0=|
0
u~ 2(x) f2(u^1 , u~ 2(x)) dx
|
0
u~ 2(x) f2(u^1 , max
0
u~ 2) dx
=f2(u^1 , max
0
u~ 2) |
0
u~ 2(x) dx0,
which implies that u~ 2#max0 u2>0. That is, if :22, k  :22>0, then there
exists a subsequence of [u2, k ]k=1 which converges uniformly to some
positive constant.
It remains to consider the case :22=0. Recall that in this case we have
already established that
u2, k  u~ 2=
2
d2+:21 u^1
in C1(0 ) as k  . Then our conclusion that a subsequence of [u2, k ]k=1
converges to some positive constant follows from the same arguments as in
the case :22>0 with obvious modifications. This proves our assertion, and
the proof of part (ii) is now complete.
Finally, we return to the proof of part (i). Suppose that the conclusion
in (i) fails to hold. Then we may assume that there exists a sequence
of solutions [(u1, k , u2, k)]k=1 to (4.3) with :11, k  . Similar arguments
as in the proof of part (ii) show that there exists a subsequence of
[(u1, k , u2, k)]k=1 which converges uniformly to some u^=(u^1 , u^2), where
u^1 , u^2 are non-negative constants. Again, (4.4) and the arguments following
it guarantee that f (u^)=0. By (F1) and (F2) we conclude that u^1>0 and
u^2>0 . However, this contradicts our assumption in part (i), and thus
finishes the proof of Lemma 4.2.
Next we present two variants of Lemma 4.2, which will be useful when
diffusion rates are sufficiently large.
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Lemma 4.2*. Suppose that (F1), (F2) hold and min[d1 , d2]’.
(i) If f (u)=0 has no positive root, then there exists some positive
constant C1=C1(’, :11 , :12 , :21 , :22) such that if max[d1 , d2 ]C1 , (2.1)
has no solution.
(ii) If f (u)=0 has a positive root, then for any small =, there exists a
positive constant C2 = C2(=, ’, :11 , :12 , :21 , :22) such that if max[d1 , d2 ]
C2 , for any solution u of (2.1), there exist two positive constants u^1 , u^2
such that f (u^1 , u^2)=0 and
&u1&u^1&+&u2&u^2&=.
Proof. We shall only establish part (ii) as (i) can be shown in a similar
way. For the proof of (ii), we still argue by contradiction. To this end, we
assume that there exist two positive constants ’0 and =0 , and a sequence
[d1, k , d2, k ]k=1 with d1, k   and d2, k’0 , such that
&u1, k&u^1&+&u2, k&u^2&=0 (4.8)
for any positive root (u^1 , u^2) of f (u)=0 , where uk=(u1, k , u2, k) is a solu-
tion to
{
2[(d1, k+:11 u1, k+:12u2, k) u1, k]+u1, k f1(uk)=0 in 0,
2[(d2, k+:21 u1, k+:22u2, k) u2, k]+u2, k f2(uk)=0 in 0,
u1, k
&
=
u2, k
&
=0 on 0, u1, k>0, u2, k>0 in 0.
Under the assumption of Lemma 4.2*, Lemma 2.3 implies that
max
0
ui, kC3=C3(’, :11 , :12 , :21 , :22), i=1, 2 and k1.
To show that u1, k converges to some constant, set
1, k=u1, k \1+ :11d1, k u1, k+
:12
d1, k
u2, k+ . (4.9)
Then by similar arguments as in the proof of Lemma 4.2, we see that 1, k
converges uniformly to some non-negative constant  1 . Hence by (4.9) and
the fact d1, k  , u1, k also converges uniformly to  1 . If [d2, k ]k=1 is
unbounded, then it is easy to show that a subsequence of [u2, k ]k=1 also
converges to a non-negative constant. If [d2, k ]k=1 remains bounded,
setting
2, k=u2, k(d2, k+:21u1, k+:22u2, k),
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we see that a subsequence of [2, k ]k=1 converges to some non-negative
function 2 , and hence a subsequence of [u2, k ]k=1 converges to a non-
negative function u~ 2 . Then we can proceed further as in the proof of
Lemma 4.2 to show that u~ 2 is a constant and then derive a contradiction.
This completes the proof of Lemma 4.2*.
If :22 is positive and d1 is large, or if :11 is positive and d2 is large,
Lemma 4.2* remains true even without the assumption min[d1 , d2 ]’.
More precisely, we have
Lemma 4.2**. Suppose that (F1), (F2) hold and :22>0.
(i) If f (u)=0 has no positive root, then there exists a positive con-
stant C4=C4(:11 , :12 , :21 , :22) such that if d1C4 , (2.1) has no solution.
(ii) If f (u)=0 has at least a positive root, then for any small =, there
exists a positive constant C5=C5(=, :11 , :12 , :21 , :22) such that if d1C5 ,
for any solution u=(u1 , u2) of (2.1), there exist two positive constants u^1 and
u^2 such that f (u^1 , u^2)=0 and
&u1&u^1&+&u2&u^2&=.
Similar results hold if :11>0 and d2 is large enough.
Proof. In view of Lemma 4.2*, it suffices to consider the case d1, k  
and d2, k  0. For this case, following the proof of Lemma 4.2 we obtain
max
0
u1, k
a1
b1 \1+
a1
b1
+
:12
d1, k
a1
c1+
a1
b1 \1+
a1
b1
+
a1
c1+ ,
and
max
0
u2, k{a2c2 \1+
:21
:22
a2
b2
+
a2
c2+=
12
for large k. Now Lemma 4.2** can be established in the same way as
Lemma 4.2* with obvious modifications.
We are now ready for the following:
Proof of Theorem 4.1. In view of part (i) of Lemma 4.2, we may assume
that f (u)=0 has at least a positive root. Setting
S=[u=(u1 , u2) # R2+ | f1(u)=f2(u)=0],
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we see that
$# inf
u # S
[ui | i=1, 2]>0
by (F1) and (F2). Hence by choosing ==$2 in Lemma 4.2, there exist
positive constants K($) and K such that if max[:11 , :22 ]K($), then for
any solution u of (2.1),
$
2
u1(x), u2(x)K, \x # 0. 4.10
Without loss of generality we may assume that :11 is sufficiently large. Let
u i be the average of ui in 0. Multiplying the first equation of (2.1) by
u1&u 1 and integrating in 0, by the same arguments as in (3.15) we have
|
0
(d1+2:11u1+:12u2) |{u1| 2+:12 |
0
u1 {u1 } {u2
=|
0
(u1&u 1) u1 f1(u)

K
= |0 |u1&u 1|
2+= |
0
|u2&u 2| 2. (4.11)
On the other hand, it follows from Lemma 2.3 that
} |0 :12 u1 {u1 } {u2 }
K
= |0 |{u1|
2+= |
0
|{u2| 2.
We thus conclude that
\:11$&K= + |0 |{u1| 2= \1+
1
*1+ |0 |{u2| 2, (4.12)
where *1 is defined as in Chapter 1. Note that in deriving the above
inequality, we have used (4.10) and Poincare’s inequality. For the second
equation of (2.1), we proceed as in (3.16) to obtain
:21 |
0
u2 {u1 {u2+|
0
(d2+:21 u1+2:22 u2) |{u2| 2
=|
0
(u2&u 2) u2 f2(u)
|
0
[ f2(u)&c2 u 2+=] |u2&u 2| 2+
K
= |0 |u1&u 1|
2. (4.13)
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By Lemma 4.2, for any small =, there exists K(=) such that if :11K(=),
then
&u1&u^1&+&u2&u^2&=
for some u^=(u^1 , u^2) # S. Hence
& f2(u)&=& f2(u)&f2(u^)&K=.
As u 2$2, we see that for :11K(=) and = small enough,
f2(u)&c2u 2+=(K+1) =&
c2$
2
0 in 0.
Therefore
d2 |
0
|{u2|2:21 |
0
u2 |{u1| |{u2|+
K
= |0 |u1&u 1|
2
= |
0
|{u2| 2+
K
= |0 |{u1|
2. (4.14)
Adding up the two inequalities (4.12) and (4.14), we obtain
\:11$&K= + |0 |{u1| 2+\d2&= \2+
1
*1++ |0 |{u2| 20. (4.15)
Choosing = even smaller if necessary we have, for :11 sufficiently large,
{ui #0, i.e., ui#constant for i=1, 2. This completes the proof of
Theorem 4.1.
Along the line of the proof of Theorem 4.1 and with the help of Lemmas
4.2* and 4.2**, we can similarly establish the following non-existence
results when one of the diffusion rates is sufficiently large.
Theorem 4.3. Suppose that (F1) and (F2) hold. For any ’>0, there
exists some positive constant C
*
=C
*
(’, :11 , :12 , :21 , :22) such that if
min[d1 , d2]’ and max[d1 , d2]C*, then (2.1) has no non-constantsolution.
Proof. Replacing :11$ by d1 in both (4.12) and (4.15), and following
the proof of Theorem 4.1 with the help of Lemma 4.2* instead, we see
immediately that Theorem 4.3 holds.
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Under some extra assumptions Theorem 4.3 can be sharpened as follows.
Theorem 4.4. Suppose that (F1) and (F2) hold.
(i) There exists a positive constant C=C(d2 , :11 , :12 , :21 , :22) such
that if d1C, (2.1) has no non-constant solution. Furthermore, if :22>0,
then C can be chosen independent of d2 .
(ii) There exists a positive constant C =C (d1 , :11 , :12 , :21 , :22) such
that if d2C , (2.1) has no non-constant solution. Furthermore, if :11>0,
then C can be chosen independent of d1 .
Proof. We shall establish part (i) only since (ii) can be shown in a
similar way. By letting ’=d2 and C=max[C* , d2] in Theorem 4.3, we
see that the first assertion of (i) follows immediately from Theorem 4.3.
To prove the second assertion, we first note that by choosing ==$2,
from Lemma 4.2** it follows that min0 u2$2. Then we modify the
proof of Theorem 4.1 by replacing the constant d2 in (4.14) and (4.15)
by 2:22 min0 u2 , and the term :11$ by d1 in both (4.12) and (4.15).
The remaining arguments are rather similar as before and are thus
omitted.
It follows immediately from Theorem 4.4 that
Corollary 4.5. Suppose that (F1), (F2) hold, :11>0 and :22>0.
Then there exists a positive constant C =C (:11 , :12 , :21 , :22) such that if
max[d1 , d2]C , (2.1) has no non-constant solution.
We note that Theorem 1.1 follows from Theorem 4.1 and Corollary 4.5.
Moreover, from Theorem 4.1 and Corollary 4.5 we see that large self-
diffusion seems to enjoy very similar effect as large diffusion.
We now return to the study of self-diffusion. To state the next result on
the effect of self-diffusion, the assumptions (F3) and (F4) will also be
needed in addition to (F1*).
For any positive continuous functions u1 , u2 , set
E(u)=|
0 {b 2 \u1&u1*&u1* log
u1
u1*++c~ 1 \u2&u2*&u2* log
u2
u2*+= dx,
where u=(u1 , u2). This type of Lyapunov functional seems due to Hsu
[9]. It is easy to check that E(u) is non-negative and E(u)=0 if and only
if u#u*.
Let u=(u1(x, t), u2(x, t)) be a smooth non-zero solution to the parabolic
system
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u1
t
=2[(d1+:11u1+:12u2) u1]+u1 f1(u) in 0_(0, ),
(4.16)
u2
t
=2[(d2+:21u1+:22u2) u2]+u2 f2(u) in 0_(0, ),
u1
&
=
u2
&
=0 on 0_(0, ),
ui (x, 0)=ui, 0(x)0, x # 0 , i=1, 2.
Theorem 4.6. Suppose that (F1*), (F3) and (F4) hold. If
:11
c~ 1u2*
8b 2 u1*
:21 , :22
b 2u1*
8c~ 1u2*
:12 and
b1
b 2
>
c~ 1
c2
, (4.17)
then dE(u(t))dt0 for all t>0. Furthermore, dE(u(t0))dt=0 for some
t0>0 if and only if u(x, t)#u* for all tt0 .
Proof. From the Strong Maximum Principle and the Hopf Boundary
Lemma for parabolic equations [7], it follows immediately that ui (x, t)>0
in 0 for t>0, i=1, 2. Hence E(u(t)) is well-defined for all t>0. After some
tedious calculations, we have
dE(u(t))
dt
=&|
0 {
b 2 u1*(d1+2:11u1+:12u2)
u21
|{u1| 2
+\b
 2:12u1*
u1
+
c~ 1:21u2*
u2 + {u1 } {u2
+
c~ 1u2*(d2+2:21 u1+:22u2)
u22
|{u2| 2=
+|
0
[b 2(u1&u1*) f1(u)+c~ 1(u2&u2*) f2(u)]. (4.18)
It is easy to see that the first integral in the right-hand side of (4.18) is non-
positive if
4b 2c~ 1 u1*u2*(d1+2:11u1+:12 u2)(d2+:21 u1+2:22u2)
(c~ 1:21u2*u1+b 2:12u1*u2)
2, (4.19)
and a sufficient condition for (4.19) is given by
4b 2c~ 1u1*u2*(2:11:21u
2
1+2:12:22u
2
2)(b 2 :12u1*u2)
2+(c~ 1:21u2*u1)
2,
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which follows from the assumption (4.17). Hence
dE(u(t))
dt
|
0
[b 2(u1&u1*) f1(u)+c~ 1(u2&u2*) f2(u)]
=|
0
[b 2(u1&u1*)[ f1(u)&f1(u1*, u2)+f1(u1*, u2)&f1(u*)]
+c~ 1(u2&u2*)[ f2(u)&f2(u1*, u2)+f2(u1*, u2)&f2(u*)]]
=|
0 {b 2
f1
u1
(’1 , u2)(u1&u1*)
2+c~ 1
f2
u2
(u1*’4)(u2&u2*)
2
+_b 2 f1u2 (u1*, ’2)+c~ 1
f2
u1
(’3 , u2)& (u1&u1*)(u2&u2*)=
|
0
[&b1b 2(u1&u1*)
2+2b 2c~ 1 |u1&u1*| |u2&u2*|
&c~ 1c2(u2&u2*)
2]0,
where the last inequality again follows from (4.17). This establishes the first
part of Theorem 4.6. To prove the second part, it follows from the above
arguments that if dE(u(t0))dt=0 for some t0>0, then u(x, t0)#u*, which
in turn implies that
E(u(t))#E(u(t0))=E(u*)=0
for all tt0 since E(u(t)) is a non-negative and non-increasing function for
all t>0. Hence u(x, t)#u* for all tt0 .
As a consequence of Theorem 4.6 we have
Corollary 4.7. (2.1) has no non-constant positive solution under the
assumptions (F1*), (F3), (F4) and (4.17).
Remark 4.8. Comparing Corollary 4.7 to Theorem 4.1 we see that first
of all, Theorem 4.1 is more general while Corollary 4.7 only applies to the
‘‘weak’’ competition case. Furthermore, only one of the self-diffusion coef-
ficients is required to be large in Theorem 4.1 although it should be noted
that the bounds in (4.17) are more explicit.
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5. THE EFFECT OF CROSS-DIFFUSION
In this section, we shall focus on the effect of cross-diffusion in problem
(2.1). It turns out that there is a big difference between ‘‘weak’’ cross-
diffusion and ‘‘strong’’ cross-diffusion. We shall consider these two cases
separately.
First we rewrite (2.1) as
{
d1 2[(1+r11 u1+r12 u2) u1]+u1 f1(u)=0 in 0,
(5.1)
d2 2[(1+r21u1+r22 u2) u2]+u2 f2(u)=0 in 0,
u1
&
=
u2
&
=0 on 0, u1>0, u2>0 in 0,
where
rij=
:ij
di
, 1i, j2.
5.1. Weak Cross-Diffusion
Throughout this sub-section, K and Ki will always denote generic
positive constants depending on f but independent of di and rij (i, j=1, 2).
Setting
r=max[rij | i, j=1, 2],
we state our first main result in this sub-section as follows.
Theorem 5.1. Suppose that (F1*), (F4) hold and b1 b 2>c~ 1 c2 . Then
there exists a constant K such that if rK, (5.1) has no non-constant
solution.
To establish Theorem 5.1, we first observe that the strongly-coupled
problem (5.1) can be reduced to a semilinear elliptic system via certain
transformation. For this purpose, we define a mapping G by
G(u)=(u1(1+r11u1+r12u2), u2(1+r21u1+r22u2)). (5.2)
where u=(u1 , u2), and set
R2+=[(u1 , u2) | u1>0, u2>0].
Proposition 5.2. G is a smooth diffeomorphism from R2+ onto itself.
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Although it is possible to give a direct and elementary proof of Proposi-
tion 5.2, we shall apply the following classical result [32] to establish
Proposition 5.2.
Theorem 5.3. Let M and N be two metric spaces and mapping
G # C(M, N ) satisfies the following two conditions:
(i) G&1(K ) is compact in M for any compact subset K of N;
(ii) G is locally invertible on M.
Suppose also that M is arcwise connected and N is simply connected, then
G is a homeomorphism from M onto N.
Proof of Proposition 5.2. Let M=N=R2+, then it is easy to show that
the mapping G defined in (5.2) satisfies part (i) of Theorem 5.3. To verify
part (ii), we first note that the Frechet derivative of G is given by
DG(u)=\1+2r11u1+r12u2r21u2
r12u1
1+r21 u1+2r22u2+ , (5.3)
Hence for any non-negative constants rij (i, j=1, 2), the determinant of
DG(u) is positive for all u # R2+. It then follows from the Implicit Function
Theorem [22] that G is locally invertible in R2+. Therefore G is a
homeomorphism from R2+ onto itself. Again by the Implicit Function
Theorem [22] and also the smoothness of G, we see that G&1, the inverse
mapping of G, is also smooth in R2+ . This completes the proof of Proposi-
tion 5.2.
Setting =(1 , 2)#G(u) and
H()=(h1(), h2())#G&1(),
we may rewrite system (5.1) as
{
d1 21+h1() f1(H())=0 in 0,
(5.4)
d2 22+h2() f2(H())=0 in 0,
1
&
=
2
&
=0 on 0, 1>0, 2>0 in 0 .
By virtue of Proposition 5.2, we conclude that (5.1) has a non-constant
solution if and only if (5.4) has a non-constant solution. Thus it suffices to
study (5.4) in the rest of this chapter.
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Lemma 5.4. Suppose that (F1*) holds. Then there exist positive con-
stants K1 and K2 such that for any solution =(1 , 2) of (5.4), we have
max0 iK2 , i=1, 2, provided that rK1 .
Proof. The proof here is similar with that of Lemma 2.3, though the
calculations may be slightly different since (F1*) is a little weaker than
(F1). Let 1(x0)=max0 1 , then by Proposition 2.2 we have f1(u1(x0),
u2(x0))0. Hence
a1=f1(0, 0)[ f1(0, 0)&f1(u1(x0), 0)]
+[ f1(u1(x0), 0)&f1(u1(x0), u2(x0))]
_& f1u1 (’1 , 0)& u1(x0)b1u1(x0),
where ’1 is between u1(x0) and zero. Consequently, u1(x0)a1 b1. There-
fore
max
0
1
a1
b1 \1+r11
a1
b1
+r12 max
0
2+ . (5.5)
Similarly, we have
max
0
2
a2
c2 \1+r21 max0 1+r22
a2
c2+ . (5.6)
From (5.5) and (5.6) it follows that
max
0
1
a1
b1 \1+r11
a1
b1
+r12
a2
c2
+r12 r22
a22
c22
+
a2
c2
r12 r21 max
0
1+ ,
which in turn implies
max
0
1
(a1 b1)(1+r11(a1b1)+r12(a2 c2)+r12 r22(a22 c
2
2))
1&(a1 a2b1 c2) r12r21
provided that r12r21<b1c2 a1a2. Then there exist two constants K1 and
K2 such that if rK1 , max0 1K2 . Similar conclusion also holds for
max0 2 .
The last ingredient in the proof of Theorem 5.1 involves a Lyapunov
functional for the following parabolic version of (5.4)
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1
t
=d1 21+h1() f1(H()) in 0_(0, ),
(5.7)
2
t
=d2 22+h2() f2(H()) in 0_(0, ),
1
&
=
2
&
=0 on 0_(0, ),
1(x, 0)=1, 0(x), 2(x, 0)=2, 0(x) in 0.
Let *=(1*, 2*)=G(u*). For any positive continuous functions 1 , 2 ,
we define, as in Chapter 4, a Lyapunov functional E() by
E()=|
0 {b 2 \1&1*&1* log
1
1*++c~ 1 \2&2*&2* log
2
2* += dx,
where =(1 , 2). It turns out that if =(1(x, t), 2(x, t)) is a positive
solution of (5.7), E() is decreasing in time as the following lemma shows.
Lemma 5.5. Suppose that (F1*), (F4) hold and b1b 2>c~ 1 c2 . Let (x, t)
be a bounded global positive solution of (5.7), i.e., there exists a constant K
such that i (x, t)K for all x # 0, t>0 and i=1, 2. Then there exists a
positive constant r =r (K ) such that if rr , dE((t))dt0 for all t>0.
Furthermore, dE((t0))dt=0 for some t0>0 if and only if (x, t)#* for
all tt0 .
Proof. From (5.7) it follows that
d
dt |0 \1&1*&1* log
1
1*+ dx
=&d11* |
0
|{1| 2
21
dx+|
0
(1&1*)
h1()
1
f1(H()) dx.
Since f1(H(*))=0, we have
f1(H())=[ f1(H())&f1(u1*, h2())]+[ f1(u1*, h2())&f1(H(*))]
=
f1
u1
(’1 , h2())(h1()&h1(*))
+
f1
u2
(u1*, ’2)(h2()&h2(*)),
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where ’i (x) lies between ui* and hi ((x)) for each x # 0 and i=1, 2.
For the sake of convenience, we shall simply denote (f1 u1)(’1 , h2())
by f1 u1 , and similar conventions will be used for fi uj , hij
(1i, j2). Thus
f1(H())= :
2
i, j=1
f1
ui
hi
j
(j&j*),
and we have
d
dt |0 \1&1*&1* log
1
1*+ dx
= &d1 1* |
0
|{1|2
21
dx
+ :
2
i, j=1
|
0
h1()
1
f1
ui
hi
j
(1&1*)(j&j*). (5.8)
Similar computations show that
d
dt |0 \2&2*&log
2
2*+ dx
= &d2 2* |
0
|{2| 2
22
dx
+ :
2
i, j=1
|
0
h2()
2
f2
ui
hi
j
(2&2*)(j&j*). (5.9)
Adding up (5.8) and (5.9) we obtain
dE
dt
b 2 :
2
i=1
|
0
h1()
1
(1&1*)
2 f1
ui
hi
1
+c~ 1 :
2
i=1
|
0
h2()
2
(2&2*)
2 f2
ui
hi
2
+ :
2
i=1
|
0
(1&1*)(2&2*)
_ :
2
i=1 \b 2
f1
ui
hi
2
h1()
1
+c~ 1
f2
ui
hi
1
h2()
2 + .
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It follows from (5.3) that
DH()=(DG(u))&1=
1
det DG(u) \
1+r21u1+2r22 u2
&r21u2
&r12u1
1+2r11u1+r12u2+ .
Consequently, for small r,
\
h1
1
h1
2
h2
1
h2
2+=\1+O(1) rO(1) r O(1) r1+O(1) r+ ,
and
hi
i
=1+O(1) r
since max0 iK for all t>0, i=1, 2. Therefore we arrive at
dE
dt
|
0
[(&b1b 2+O(1) r)(1&1*)
2
+(2b 2c~ 1+O(1) r) |1&1*| |2&2*|
+(&c~ 1c2+O(1) r)(2&2*)
2].
By the assumption b1 b 2>c~ 1c2 , there exists a positive constant r =r (K )
such that if rr , then
(&b1b 2+O(1) r) x2+(2b 2 c~ 1+O(1) r) xy+(&c~ 1c2+O(1) r) y20
for x, y # R1. Thus if rr , then dE((t))dt0 for all t>0. Furthermore,
it is similar as in the proof of Theorem 4.6 to show that dE((t0))dt=0
if and only if (x, t)#* for all tt0 . This establishes Lemma 5.5.
Theorem 5.1 now follows immediately from Proposition 5.2, Lemmas 5.4
and 5.5.
To conclude this sub-section, we present another non-existence result
which, in some sense, complements Theorem 5.1.
Theorem 5.6. Suppose that (F1), (F4) hold and b1 b 2>c~ 1 c2 . Then
there exists a positive constant K such that (5.1) has no non-constant solution
provided that either
max {:21d1 \1+
:12
d1 + ,
:12
d2 \1+
:21
d2 +=K, (5.10)
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or
max { :21- d1 d2 \1+
:12
d1 + ,
:12
- d1 d2 \1+
:21
d2 +=K. (5.11)
Proof. We first consider the case when (5.10) holds. It follows from the
proof of Lemma 2.3 that there exists a constant K=K(ai , bi , ci)1 such
that
max
0
u1K(1+r12) and max
0
u2K(1+r21). (5.12)
In view of the proof of Theorem 4.6, in order to show that (5.1) has no
non-constant solution under the assumption b1 b 2>c~ 1 c2 , it suffices to
establish (4.19). We observe that (4.19) also follows from the inequality
4b 2c~ 1u1*u2*(d1:21u1+d2:12u2)(c~ 1 u2*:21u1)
2+(b 2u1*:12u2)
2, (5.13)
which is guaranteed by the inequalities
:21
d1
u1
4b 2 u1*
c~ 1 u2*
and
:12
d2
u2
4c~ 1u2*
b 2u1*
. (5.14)
By virtue of (5.12), we see that (5.10) implies (5.14), and this proves the
first part of Theorem 5.6.
To establish the second part, i.e., when (5.11) is assumed, it suffices to
replace (5.13) by
4b 2c~ 1u1*u2*d1d2(c~ 1u2*:21u1)
2+(b 2 u1*:12 u2)
2,
and follow the above arguments. The proof of Theorem 5.6 is now
complete.
Remark 5.7. Both Theorem 5.1 and Theorem 5.6 are concerned with
the ‘‘weak’’ competition case, and both results imply that if cross-diffusion
is relatively weaker than diffusion in some suitable sense, then (5.1) has no
non-constant solution. However, there exist some interesting differences
between Theorem 5.1 and Theorem 5.6. For example, as was pointed out
in the Introduction, in the special case that :11=:21=:22=0, Theorem 5.1
implies that if :12 d1 is small enough, then (5.1) has no non-constant solu-
tion, whereas Theorem 5.6 states that (5.1) has no non-constant solution
provided that either :12d2 or :12 - d1d2 is sufficiently small.
5.2. Strong Cross-Diffusion
In this sub-section, various results on the existence of non-constant solu-
tions of (5.1) will be established. For the sake of brevity, We shall study in
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detail the case when :12 is large, whereas results connected to the case
when :21 is large will be briefly mentioned.
To state our main results, some preparations are needed. In this connec-
tion, recall that u* is a positive root of f (u)=0, and that M, |M | are
defined the same as in Section 3. Furthermore, for the case when :12 is
large, set
d (l )=
f2
u2
(u*) u2*&
f2
u1
(u*) u1*
(1+2r22u2*) *l
for l1, where [*l ]l=1 is defined as in Section 1. If (F5) holds, we have
d (1)>d (2)> } } } >d (l )  0+ (5.15)
as l  . Let ml denote the algebraic multiplicity of *l , then one of our
existence results can be stated as follows.
Theorem 5.9. Suppose that (F1), (F2), (F3) and (F5) hold. Let r11 , r21
and r22 be arbitrarily given constants, d2 # (d (k+1), d (k)) for some k1 with
kl=1 ml being odd. Then there exists a positive constant 4=4(d1 , d2 , r11 ,
r21 , r22 , f ) such that if r124, (5.1) has at least a non-constant solution
provided that one of the following assumptions holds:
(i) |M |>0;
(ii) |M |<0 and d1C* , where C* is the constant given in Theorem 3.1.
To study the case when :21 is large, set
d (l )=
f1
u1
(u*) u1*&
f1
u2
(u*) u2*
(1+2r11u1*) *l
for l1. Then we have the following counterpart of Theorem 5.9.
Theorem 5.10. Suppose that (F1), (F2), (F3) and (F5*) hold. Let
r11 , r12 and r22 be arbitrarily given constants, d1 # (d (k+1), d (k)) for some
k1 with kl=1 ml being odd. Then there exists a positive constant
4 =4 (d1 , d2 , r11 , r12 , r22 , f ) such that if r214 , (5.1) has at least a non-
constant solution provided that one of the following assumptions holds:
(i) |M |>0;
(ii) |M |<0 and d2C* , where C* is the constant given in Theorem 3.1.
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We shall defer the proofs of Theorems 5.9 and 5.10 to the end of this
sub-section. First, let us show how Theorems 1.3 and 1.4 follow from
Theorems 5.9 and 5.10.
Proof of Theorem 1.3. We shall prove part (i) only since part (ii) can
be established in a similar way. With fi (u)=ui (ai&biu1&ci u2), it is trivial
to check that (F1), (F2) and (F3) hold, and that
|M |=(b1 c2&b2c1) u1*u2*>0.
It is also easy to show that for this case, (F5) is equivalent to a1a2>
1
2 (b1 b2+c1c2). Hence in order to apply Theorem 5.9, it suffices to show
that there exists a k 1 such that d2 # (d (k
 +1), d (k )) and kl=1 ml is
odd. We observe that since *k is odd for some k1, either kl=1 ml or
k+1l=1 ml must be odd. Thus we may take k =k or k =k+1. Without loss
of generality let us assume that k =k. In order that d2 # (d (k+1), d (k)), it
suffices to assume
b2 u1*&c2u2*
*k+1
<d2+2u2*:22<
b2u1*&c2u2*
*k
.
Therefore letting C4=(b2 u1*&c2 u2*)*k+1 and C5=(b2 u1*&c2u2*)*k , we
complete the proof.
The proof of Theorem 1.4 can be carried out in a similar way.
To show Theorem 5.9 and its counterpart Theorem 5.10, we first estab-
lish some a priori estimates about solutions of (5.1). The following
Harnack inequality due to Lin, Ni and Takagi (Lemma 4.3, [15]) is
crucial in deriving positive lower estimates.
Lemma 5.11. Let w # C2(0) & C1(0 ) be a positive solution to 2w+
c(x) w=0 in 0 subject to homogeneous Neumann boundary condition with
c # C(0 ). Then there exists a positive constant C
*
=C
*
(N, 0, &c&) such
that
max
0
wC
*
min
0
w.
Now we are ready for the a priori estimates below which is important in
our degree-theoretic approach for the existence of solutions to (5.1).
Lemma 5.12. Suppose that (F1) and (F2) hold. For any ’>0, if
min[d1 , d2]’ and max[r12 , r21]
1
’
,
115DIFFUSION, SELF-DIFFUSION AND CROSS-DIFFUSION
File: 505J 317638 . By:CV . Date:03:10:96 . Time:08:18 LOP8M. V8.0. Page 01:01
Codes: 2054 Signs: 801 . Length: 45 pic 0 pts, 190 mm
then there exist two positive constants C

(’)<C (’), which are independent of
di and rij (i, j=1, 2), such that for any solution u of (3.1) we have
C

(’)ui (x)C (’), for all x # 0 and i=1, 2.
Proof. It follows from the proof of Lemma 2.3 that
max
0
u1max {a1b1 \1+
a1
b1
+
:12
d1
a1
c1+ , 1=
max {a1b1 \1+
a1
b1
+
1
’
a1
c1+ , 1=#C1(’)
and
max
0
u2max {a2c2 \1+
1
’
a2
b2
+
a2
c2+ , 1=#C2(’).
Setting
C (’)=max[C1(’), C2(’)],
we obtain the upper bound for any solution of (5.1).
To derive a positive lower bound, we set 1=u1(1+r11 u1+r12u2) and
we see that 1 satisfies
21+c(x) 1=0 in 0,
1
&
=0 on 0,
where c(x) is given by
c(x)#
f1(u(x))
d1(1+r11 u1(x)+r12u2(x))
.
By virtue of the upper bound of u we have
&c&
1
’
max
0u1, u2C (’)
| f1(u)|.
Then it follows from Lemma 5.11 that there exists a positive constant C3(’)
such that
min
0
1C3(’) max
0
1 . (5.16)
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Next, we claim that there exists a positive constant C (’) such that
min
0
u1C (’) min[max
0
u1 , 1] max
0
u1 . (5.17)
To establish the above assertion, we first note that
max
0
1(1+r11 max
0
u1) max
0
u1
and
min
0
1(1+r11 min
0
u1+r12 max
0
u2) min
0
u1 .
Therefore from (5.16) and the upper bound of u2 it follows that
(1+r11 max
0
u1) max
0
u1C4(’)(1+r11 min
0
u1) min
0
u1 (5.18)
for some positive constant C4(’). If r111, then
max
0
u1C4(’)(1+C (’)) min
0
u1 ,
which implies (5.17). In case r111, again by (5.18) we have
(max
0
u1)2C4(’) \ 1r11+min0 u1+ min0 u1
C4(’)(1+C (’)) min
0
u1 ,
which again verifies (5.17). Similarly,
min
0
u2C (’) min[max
0
u2 , 1] max
0
u2 . (5.19)
In view of (5.17) and (5.19), in order to establish Lemma 5.12, it suffices
to show that
max
0
uiC5(’), i=1, 2 (5.20)
for some positive constant C5(’). Suppose that the estimate (5.20) fails to
hold for some positive constant ’0 . Then there exist sequences [di, k ]k=1 ,
[rij, k ]k=1 and [ui, k ]

k=1 with i, j=1, 2 and
di, k’0 , r12, k
1
’0
, r21, k
1
’0
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such that either max0 u1, k  0 or max0 u2, k  0, where uk=(u1, k , u2, k)
satisfies
{
d1, k 2[(1+r11, k u1, k+r12, ku2, k) u1, k]+u1, k f1(uk)=0 in 0,
(5.21)
d2, k 2[(1+r21, ku1, k+r22, k u2, k) u2, k]+u2, k f2(uk)=0 in 0,
u1, k
&
=
u2, k
&
=0 on 0, u1, k>0, u2, k>0 in 0.
Integrating the first equation of (5.21) in 0 yields
|
0
u1, k f1(uk)=0.
Therefore by f1(0, 0)>0 we see that max0 u1, k  0 and max0 u2, k  0 can
not hold simultaneously. Thus without loss of generality, we may assume
that max0 u1, k  0 and max0 u2, k  u 2 , where u 2 is a positive constant.
Then by (5.19),
min
0
u2, kC (’0) min {u 22 , 1=
u 2
2
>0 (5.22)
for sufficiently large k.
We first consider the case when [r22, k ]k=1 is bounded. Set
2, k=u2, k(1+r21, k u1, k+r22, k u2, k).
By the uniform upper bound of uk , it is easy to see that &2, k&C for
all k1. Since 2, k satisfies
22, k+
f2(uk)
d2, k(1+r21, k u1, k+r22, ku2, k)
2, k=0 in 0,
2, k
&
=0 on 0,
by L p estimates and the Sobolev Embedding Theorems [6] we have
&2, k&C 1, :(0 )C &2, k &W 2, p(0)C
for some : # (0, 1). Thus by passing to a subsequence if necessary, we may
assume that 2, k  2 in C1(0 ), r22, k  r22 # [0, +) and d2, k  d2 #
[’0 , +]. We claim that u2, k converges uniformly to a positive constant.
To prove this assertion, there are two further cases to consider.
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Case 1. r22 # (0, +).
By the definition of 2, k , for sufficiently large k we have
u2, k=
&(1+r21, ku1, k)+- (1+r21, ku1, k)2+4r22, k 2, k
2r22, k
.
Since u1, k  0 and r21, k1’0 ,
u2, k  u2#
&1+- 1+4r22 2
2r22
in C(0 ).
Hence 2 satisfies the following equation weakly
22+
f2(0, u2) 2
d2(1+r22u2)
=0 in 0,
2
&
=0 on 0.
By standard elliptic regularity theory we conclude that 2 # C2(0 ) and 2
is a classical solution of the above equation. In case d2=+, it is easy to
see that 2#constant, and therefore u2#constant. If d2 # [’0 , +), we see
that u2 is a non-negative solution of
d2 2[(1+r22u2) u2]+f2(0, u2)u2=0 in 0,
u2
&
=0 on 0.
Then arguing similarly as in the proof of Lemma 4.2 (more precisely, the
argument following (4.7)), we can show that u2#u 2 , where u 2 is a non-
negative constant. By (5.22) u 2 must be positive.
Case 2. r22=0.
For this case, observe that
u2, k&2=&u2, k(r21, ku1, k+r22, ku2, k)+(2, k&2)  0.
Then following the same arguments as in Case 1, we see that u2, k converges
to a positive constant u 2 . Our assertion is now established.
In conclusion, we have proved that if [r22, k ]k=1 is bounded, then
(u1, k , u2, k)  (0, u 2) uniformly as k  . By the same arguments as in the
proof of Lemma 4.2, we can proceed further to show that f (0, u 2)=0. Since
u 2>0, this contradicts (F2).
Next, we take up the case that [r22, k ]k=1 is unbounded. By passing
to a subsequence if necessary, we may assume that r22, k   as k  .
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Since the idea here is similar as before, we will be sketchy. To this end, set
 2, k=u2, k \ 1r22, k+
r21, k
r22, k
u1, k+u2, k+ .
It is easy to see that & 2, k&C, and  2, k satisfies
d2, kr22, k 2 2, k+
f2(uk)  2, k
1
r22, k
+
r21, k
r22, k
u1, k+u2, k
=0 in 0,
 2, k
&
=0 on 0.
Since u2, k has a positive uniform lower bound (5.19),
" f2(uk) 
 2, k
1r22, k+(r21, k r22, k) u1, k+u2, k "
& f2(uk)& & 2, k&
min0 u2, k
C.
Again by L p estimates and the Sobolev Embedding Theorems [6], we may
assume, by passing to a subsequence if necessary, that  2, k   2 in C1(0 ).
Since d2, k1’0 and r22, k  , then  2 must satisfy
2 2=0 in 0,
 2
&
=0 on 0,
which implies that  2# 2 , a non-negative constant. Since
u22, k& 2=( 2, k& 2)&u2, k \ 1r22, k+
r21, k
r22, k
u1, k+ 0,
it follows easily that u2, k  u 2#-  2 . Then we can argue as before to
derive a contradiction. This establishes (5.20), and the proof of Lemma
5.12 is finally complete.
With the help of Lemma 5.12, we will be able to associate the elliptic
problem (5.4) with a much simpler one, namely, (3.1). For this purpose, we
write the functions G(u) and H() as G(u; rij) and H(; rij) to indicate
their dependence on rij (i, j=1, 2). For each s # [0, 1], we introduce the
corresponding elliptic system
{
d1 21+h1(; srij) f1(H(; srij))=0 in 0
(5.23)
d2 22+h2(; srij) f2(H(; srij))=0 in 0
1
&
=
2
&
=0 on 0, 1>0, 2>0 in 0.
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Note that (5.23) is the same as (5.4) if s=1, while in case s=0, it reduces
to (3.1). Furthermore, set
E=C(0)C(0),
P=[u=(u1 , u2) # E | u1 , u20].
For each s # [0, 1], define an operator Ts by
Ts()=\(&d1 2+I )
&1 [1+h1(; srij) f1(H(; srij))]
(&d2 2+I )&1 [2+h2(; srij) f2(H(; srij))]+ ,
where (&di 2+I )&1 (i=1, 2) is the inverse operator of &di 2+I subject
to homogeneous Neumann boundary condition, and I is the identity map
from C(0 ) to itself.
It is easy to see that Ts : P  E is well defined, and by L p estimates and
the Sobolev Embedding Theorems [6], Ts is a continuous and compact
operator for each s # [0, 1]. Furthermore,  is a fixed point of Ts if and
only if  is a solution of (5.23). In particular, u* is a fixed point of T0 .
Our first task is to compute the index of T0 at u*, denoted as
index(T0 , u*).
Lemma 5.13. Suppose that (fi ui)(u*)<0 for i=1, 2.
(i) If |M |>0, then index(T0 , u*)=1.
(ii) If |M |<0, then there exists a positive constant C independent of
d1 , d2 such that for max[d1 , d2 ]C, index(T0 , u*)=&1.
Proof. Since H(, 0)#, T0 is given by
T0 \12+=\
(&d1 2+I )&1 [1+1 f1()]
(&d2 2+I )&1 [2+2 f2()]+ .
After some elementary calculations,
DT0(u*) \12+=\
(&d1 2+I )&1 _\1+ f1u1 (u*) u1*+1+
f1
u2
(u*) u1*2&
(&d2 2+I )&1 _f2u1 (u*) u2*1+\1+
f2
u2
(u*) u2*+2&+ .
If u* is an isolated fixed point of T0 , then by the standard LeraySchauder
degree theory [22],
index(T0 , u*)=(&1)_, (5.24)
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where _ is the number of negative eigenvalues of I&DT0(u*) (counting
algebraic multiplicity). Note that &+0 is an eigenvalue of I&DT0(u*) if
and only if there exists some =( 12)(
0
0) such that (I&DT0(u*)) =
&+, i.e.,
&d1(1++) 21++1=
f1
u1
(u*) u1*1+
f1
u2
(u*) u1*2 in 0,
{&d2(1++) 22++2=f2u1 (u*) u2*1+ f2u2 (u*) u2*2 in 0, (5.25)1
&
=
2
&
=0 on 0.
Setting
Ml (+)=\
d1(1++) *l++&
f1
u1
(u*) u1*
&
f2
u1
(u*) u2*
&
f1
u2
(u*) u1*
d2(1++) *l++&
f2
u2
(u*) u2*+ ,
where *l ’s are defined in Chapter 1, we see that (5.25) has a non-trivial
solution if and only if |Ml (+)|=0 for some +0 and some l0. It is easy
to see that
|Ml (+)|=[d1(1++) *l++][d2(1++)*l++]
&
f1
u1
(u*) u1*[d2(1++) *l++]
&
f2
u2
(u*) u2*[d1(1++) *l++]+u1*u2* |M |.
In case |M |>0, as (fi ui)(u*)<0 for i=1, 2, we must have
|Ml (+)|>0 for all +0 and all l0, which implies that I&DT0(u*) has
no non-positive eigenvalues. Therefore u* is an isolated fixed point of T0
and _=0, and index(T0 , u*)=1.
For the case |M |<0, we can easily check that |M0(+)|=0 has a unique
positive root and |M0(0)|{0. If l1 and +0,
|Ml (+)|>\&f1u1 (u*) u1**1+ d2+\&
f2
u2
(u*) u2**1+ d1+u1*u2* |M |.
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Setting
C=min { u2* |M |(f1 u1)(u*) *1 ,
u1* |M |
(f2 u2)(u*) *1=>0,
we have |Ml (+)|>0 for all +0 and l1 if max[d1 , d2 ]C. Hence
u* is isolated and I&DT0(u*) has a unique negative eigenvalue which
is also simple, i.e., _=1. This, together with (5.24), implies that
index(T0 , u*)=&1.
Next, we turn our attention to the calculation of index(T1 , *). Recall
that *=G(u*; rij), i.e., * is a fixed point of T1 . After some elementary
but tedious calculations, we have
DT1(*) \12+
=\
(&d1 2+I )&1 _\1+u1* \f1u1 (u*)
h1
1
(*)+
f1
u2
(u*)
h2
1
(*)++ 1&
(&d2 2+I )&1 _\1+u2* \f2u1 (u*)
h1
2
(*)+
f2
u2
(u*)
h2
2
(*)++ 2&+
+\
(&d1 2+I )&1 _u1* \f1u1 (u*)
h1
2
(*)+
f1
u2
(u*)
h2
2
(*)+ 2&
(&d2 2+I )&1 _u2* \f2u1 (u*)
h1
1
(*)+
f2
u2
(u*)
h2
1
(u*)+ 1&+ .
Similarly as in the proof of Lemma 5.13, &+0 is an eigenvalue of
I&DT1(*) if and only if the matrix
Nl (+)=\d1(1++) *l++0
0
d2(1++) *l+++
&\
u1
f1
u1
u1
f1
u2
u2
f2
u1
u2
f2
u2+u=u* \
h1
1
h1
2
h2
1
h2
2+=*
is singular; that is, |Nl (+)|=0 for some +0 and some l0. Hence it
suffices to solve the following algebraic equation
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[d2(1++) *l++] _d1(1++) *l++&u1* }
f1
u1
&f1
u2
h2
1
h1
1 }( u=u*=*)&
=[d1(1++) *l++] u2* }
f2
u1
&f2
u2
h2
2
h1
2 }( u=u*=*)
&u1*u2* |M | }
h1
1
h1
2
h2
1
h2
2 }=* . (5.26)
It is easy to find that for large r12 ,
\
h1
1
h1
2
h2
1
h2
2+=*=\
o(1)
o(1)
&u1*
u2*(1+2r22 u2*)
+o(1)
1
1+2r22u2*
+o(1) + ,
and that
}
h1
1
h1
2
h2
1
h2
2 }=*=o(1).
Therefore for l=0, (5.26) is simplified as
+2++ _u1*(f2 u1)(u*)&u2*(f2 u2)(u*)1+2r22 u2* +o(1)&
+u1*u2* |M | }
h1
1
h1
2
h2
1
h2
2 }=*=0 (5.27)
124 LOU AND NI
File: 505J 317647 . By:CV . Date:03:10:96 . Time:08:19 LOP8M. V8.0. Page 01:01
Codes: 2612 Signs: 1130 . Length: 45 pic 0 pts, 190 mm
when r12 is large. If |M |>0, then by the assumption (F4) and the fact that
0< }
h1
1
h1
2
h2
1
h2
2 }=*=o(1),
we deduce that for r12 large, the quadratic equation (5.27) has exactly two
positive roots, denoted as +0, 1 , +0, 2 . In case when |M |<0, it is easy to see
that (5.27) has exactly one positive root.
For l1, it is quite complicated to solve (5.26). For this purpose, we set
gl (+)=
&+
*l (1++)
[d1(1++) *l++] u2* }
f2
u1
&f2
u2
h2
2
h1
2 }( u=u*=*)&u1*u2* |M | }
h1
1
h1
2
h2
1
h2
2 }=*
*l (1++) _d1(1++) *l++&u1* }
f1
u1
&f1
u2
h2
1
h1
1 }( u=u*=*)&
Then solving |Nl (+)|=0 is equivalent to solving the algebraic equation
d2=gl (+).
In the following, for fixed constants d1 , r11 , r21 , r22 and large r12 , we
collect certain properties of gl (+) which will be helpful later in the calcula-
tion of index(T1 , *).
Lemma 5.14. For arbitrarily given constants d1 , r11 , r21 and r22 , there
exists a positive constant 41=41(d1 , r11 , r21 , r22) such that if r1241, then
(dgld+)(+)<0 for all +0 and all l1. Furthermore,
| gl (0)&d (l )|
C
r12
for all l1, where C is a positive constant independent of d2 and r12 .
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Proof. From the above discussions it follows that
gl (+)=
&+
*l (1++)
+
[d1(1++) *l++](*l d (l )+o(1))+o(1)
*l (1++)[d1(1++) *l+++o(1)]
, (5.28)
where the o(1) terms do not involve + at all. Thus by the assumption (F4)
we have
dgl
d+
(+)=
&1&*l d (l )+o(1)
*l (1++)2
<0
for any +0 and l1 provided that r12 is sufficiently large. This completes
the proof of the first part, and the second part follows easily from (5.28).
By the definition of gl (+) it is also easy to show that
Lemma 5.15. For any l1 we have
lim
+  +
gl (+)=&
1
*l
.
We are now ready to present the formula of index(T1 , *).
Lemma 5.16. Suppose that (fi ui)(u*)<0 for i=1, 2. Let d1 , r11 , r21 ,
r22 be arbitrarily given constants and d2 # (d (k+1), d (k)) for some k1.
Then there exists a positive constant 4=4(d1 , d2 , r11 , r21 , r22) such that if
r124,
index(T1 , *)={(&1)
kl=1 ml
(&1)
k
l=1 ml+1
if |M |>0;
if |M |<0.
Proof. We first show that for fixed constants d1 , r11 , r21 , r22 and
d2 # (d (k+1), d (k)), there exists a positive constant 42 such that if r1242 ,
then 0 is not an eigenvalue of I&DT1(*). Similar as in the proof of
Lemma 5.13, we see that 0 is an eigenvalue of I&DT1(*) if and only if
|Nl (0)|=0 for some l0. In case l=0,
|N0(0)|=&u1*u2* |M | }
h1
1
h1
2
h2
1
h2
2 }=*=&u1*u2* |M ||G(u*)| {0.
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Hence 0 is an eigenvalue of I&DT1(*) if and only if d2=gl (0) for some
l1. By Lemma 5.14, if r1241 and 0 is an eigenvalue of I&DT1(*), we
must have
|d2&d (l )|
C
r12
for some l1. Since d2 # (d (k+1), d (k)), then by the triangle inequality,
min[ |d2&d (k)|, |d2&d (k+1)|]
C
r12
,
which, however, is impossible if r1242 , where
42#
C
min[ |d2&d (k)|, |d2&d (k+1)|]
+41 .
We thus conclude that if r1242 , * is an isolated fixed point of T1 , and
index(T1 , *) is well-defined.
Next we shall show that
_={
:
k
l=1
ml+2 if |M |>0;
:
k
l=1
ml+1 if |M |<0,
(5.29)
where _ is the number of negative eigenvalues of I&DT1(*) (counting
algebraic multiplicity).
We first consider the case |M |>0 and establish (5.29) in two steps,
while leaving the case |M |<0 for later discussions.
Step 1. _2+kl=1 ml .
Recall that |N0(+)|=0 has exactly two positive roots +0, 1 , +0, 2 in case
|M |>0, that is, &+0, 1 and &+0, 2 account for two negative eigenvalues of
I&DT1(*). (See the arguments following (5.27).)
Next, we claim that for each l # [1, 2, ..., k ], d2=gl (+) has at least a
positive root, which we shall denote by +l . To establish this assertion, by
Lemma 5.14 and the monotonicity of [dl ]l=1, we have
gl (0)d (l )&
C
r12
d (k)&
C
r12
>d2
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provided 1lk and r1243 . On the other hand, by Lemma 5.15,
gl (+)<0<d2
for large + and any l1. Then by the Intermediate Value Theorem, there
exists at least a positive root, denoted as +l , to the equation d2=gl (+) for
each l # [1, 2, ..., k ]. This proves our assertion.
Since the multiplicity of *l is ml for each l # [1, 2...k ], the multiplicity of
&+l as an eigenvalue of I&DT1(*) is at least ml . Hence _2+kl=1 ml .
Step 2. _2+kl=1 ml .
To this end, we first show that if &+~ <0 is an eigenvalue of I&DT1(*),
then +~ must be equal to one of +0, 1 , +0, 2 , +1 , ..., +k . Since |N0(+)|=0 has
exactly two positive roots +0, 1 and +0, 2 , we may assume that d2=gl (+~ ) for
some l1.
First of all, we claim that l # [1, 2, ...k ]. Since gl (+) is strictly decreasing,
it suffices to show that if r1242 , then d2>gl (0) for all lk+1. By
Lemma 5.14 and the definition of 42 we have
d2d (k+1)+
C
r12
gl (0)+\d (l )&gl (0)+ Cr12+>gl (0)
provided that lk+1. This establishes our assertion.
Since gl (+) is a strictly decreasing function for each l1, the equation
d2=gl (+) has at most one positive root which therefore must be equal to
+l , i.e., +~ =+l for some l # [1, 2, ...k ]. Furthermore, for any l1,
d
d+
|Nl (+)| +=+l=&
dgl
d+
(+l) *l (1++l)[d1(1++l) *l++l+o(1)]{0.
Thus 0 is a simple eigenvalue of the matrix Nl (+l), and the multiplicity for
+~ =+l is at most ml . In fact, from the discussions in Step 1 we can conclude
that it is exactly ml . Hence _2+kl=1 ml . The proof of (5.29) is now
complete for the case |M |>0.
By standard LeraySchauder degree theory [22], if |M |>0,
d2 # (d (k+1), d (k)) and r1242 , we now have
index(T1 , *)=(&1)_=(&1)
k
l=1 ml.
This establishes the first part of Lemma 5.16.
In case |M |<0, we can similarly show that there exists a positive
constant 43=43(d1 , r11 , r21 , r22) such that if r1243 , _=kl=1 ml+1.
The proof is almost exactly the same as the before the only difference is
that in this case |N0(+)|=0 has exactly one positive root rather than two.
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(See the arguments following (5.27).) Setting 4=max[42 , 43], we finish
the proof of Lemma 5.16.
Finally, we come to the following:
Proof of Theorem 5.9. Let d1>0, r110, r210, r220 and d2 #
(d (k+1), d (k)). Suppose that r124, where 4 is given as in Lemma 5.16.
Then there exists a small positive constant ’ such that
min[d1 , d2 ]’, max[r11 , r22 ]
1
’
.
It follows from Lemma 5.12 that there exist two positive constants C

(’)<
C (’) such that
C

(’)i (x)C (’), for all x # 0, i=1, 2, (5.30)
for any positive solution =(1 , 2) of (5.23). Setting
S={=(1 , 2) # E } C (’)2 i (x)2C (’), i=1, 2, for all x # 0 = ,
we see that Ts has no fixed point on the boundary of S for any s # [0, 1].
By virtue of the homotopy invariance of the LeraySchauder degree [22],
we have
deg(I&T1 , S, 0)=deg(I&T0 , S, 0). (5.31)
Suppose that (5.4) has no non-constant solutions, i.e., T1 has a unique
fixed point * in S. Then from the assumption kl=1 ml being odd and
Lemma 5.16 it follows that
deg(I&T1 , S, 0)=index(T1 , *)
={(&1)
kl=1 ml=&1
(&1)
k
l=1 ml+1=1
if |M |>0;
if |M |<0.
(5.32)
Under the assumptions of Theorem 5.9, Theorem 3.1 implies that T0 has
a unique fixed point u* in S. Thus by Lemma 5.13,
deg(I&T0 , S, 0)=index(T0 , u*)={1&1
if |M |>0,
if |M |<0,
which contradicts (5.31) and (5.32). This completes the proof of Theorem 5.9.
It is clear that Theorem 5.10 may now be proved by similar arguments
as above with obvious modifications.
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