Introduction
The combination of independent tests of hypothesis is an important and a popular statistical practice. Many methods are available to use to combine independent tests; these methods are compared by using different criteria including Exact Bahadur Slope (EBS), Approximate Bahadur Slope (ABS), Pitman Efficiency, Local Power, Admissibility and others.
If H 0 is a simple hypothesis, Birnbaum (1955) showed that, for given any nonparametric combination method with a monotone increasing acceptance region, there exists a problem for which this method is most powerful against some alternative. Littell and Folks (1971) studied four methods of combining a finite number of independent tests. They found that the Fisher method is better than the inverse normal method, the minimum of p-value method and maximum of p-vales via Bahadur efficiency. Later, Littell and Folks (1973) showed under mild conditions that the Fisher's method is Abedel-Qader S. Al-Masri is an instructor in the Department of Statistics. Email him at: almasri68@yu.edu.jo. optimal among all methods for combining a finite number of independent tests. Brown, Cohen and Strawderman (1976) have shown that such tests form a complete class.
The Specific Problem
Consider n hypotheses of the form:
H is rejected for large values, i = 1, 2, …, n of some continuous random variable T (i) . The n hypotheses are combined into one as ) ,..., ( ) ,..., ( : It follows that the p-values P 1 , …, P n are also independent identically distributed random variables that have a U(0, 1) distribution under H o , and under H 1 have a distribution whose support is a subset of the interval (0, 1) and is not a U(0, 1) distribution. Therefore, if f is the probability density function (pdf) of P, then (4) is equivalent to
where P has a pdf f with support a subset of the interval (0, 1).
This study considers the case: η i = γ θ i , i = 1, …, n, where θ 1 ,…,θ n are independent identically distributed with DF F with support 
Derivation of EBS Let X 1 , …, X n be an independent identically distributed pdf with f(x, θ), the hypotheses test hypotheses are H o : θ = θ o vs. H 1 : 
where F n is the DF of T n under H o .
Thus the EBS of {T n } is C(θ) = g(b(θ)).
Theorem 3
Let U 1 , U 2 , … be independent identically distributed random variables. To test H o : U i ~ U(0, 1) vs H 1 : U i ~ f on (0, 1), which is not U(0, 1), then
Note that for testing problem (6), the i th p-value is:
The next four lemmas give the EBS for Fisher (C F ), logistic (C L ), inverse normal (C N ), sum of p-values (C S ), Tippett's (C T ) and maximum of pvalues (C max ) methods. 
The proof for Lemma 1 follows from Theorems (1) and (2).
Lemma 2
Let U 1 , …, U n be independent identically distributed like U with pdf f, if the test hypotheses are:
Where ess.Sup f U = Sup{u: f(u) > 0} w.p.1 under f.
Proof: Lemma 2
Let G o (t) be the DF of -max i U i under H o . Then for -1 < t < 0, 1-G o (t) = (-t) n , which implies that 
By (8) and (10) 2 2 2 2 2 2 1 2 has an indeterminate for (0/0), thus, only a certain prior -namely, G(α, β) with α = 1 and β = 2, is considered:
By (8) and (10) 2 2 2 2 2 1 2 2 2 1
From the above relations it may be concluded that locally as γ→0 The dominance of one method over the other in case γ > 0 can be shown mathematically only in some cases. The proof is omitted because, although it is straightforward, it is lengthy; however, numerical comparison for all methods is shown in Table 1 . It appears from Table 1 
