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Abstract 
A new family of neural network architectures is presented. This family of architectures solves the 
problem of constructing and training minimal neural network classification expert systems by using 
switching theory. The primary insight that leads to the use of switching theory is that the problem 
of minimizing the number of rules and the number of IF statements (antecedents) per rule in a neural 
network expert system can be recast into the problem of minimizing the number of digital gates and the 
number of connections between digital gates in a Very Large Scale Integrated (VLSI) circuit. The rules 
that the neural network generates to perform a task are readily extractable from the network's weights 
and topology. Analysis and simulations on the Mushroom database illustrate the system's performance. 
1 Introduction 
A fundamental problem that faces expert systems architects is that of formulating the set of rules that an 
expert uses when performing a task. This problem of rule base generation usually involves countless man-
hours during which a knowledge engineer asks an expert questions and tries to develop rules based on the 
expert's answers. This article introduces a new family of neural network architectures that mechanizes the 
process of rule base generation by training on examples which illustrate what an expert would do in given 
situations. 
The learning problem considered here is equivalent to the problem of supervised learning of binary maps. 
A variety of neural network systems, including multi-layer perceptrons such a.s backpropagation (Werbos 
[5]), have been developed to learn these maps. However, it is almost always difficult to extract a set of rules 
from these systems 1 and parameters can be difficult to choose. 
The present work takes the problem one step back, to the construction of the network itself. The learning 
algorithm generates a network analogous to a minimal set of rules with a minimum number of antecedents 
per rule. The learning algorithm is constrained in two ways. First, the algorithm looks at all of the training 
data as many times as necessary while building the neural network expert systerr1. Second 1 the algorithm 
applies only to problems that can be represented as binary input and output data vectors. 
The unique idea that is used to develop the learning mechanism consists of bringing switching theory 
into the fields of neural networks and AI. Switching theory has not previously been applied in either of these 
fields. Switching theory includes a body of results that have been developed in electrical engineering over the 
past 30 years. One of the applications of switching theory is to solve the problem of minimizing the number 
of digital gates and the number of connections between digital gates in a Very Large Scale Integrated (VLSI) 
circuit. This is done in order to minimize the surface area occupied on a chip by the VLSI circuit. In the 
present paper, I apply the theorems and algorithms of switching theory to the problem of building a neural 
network expert system. The performance of this method is illustrated on the Mushroom database. 
1 
2 The Equivalence of the VLSI Circuit Minimization and the AI Rule Base 
Generation Problems 
Let X= {0, 1} andY= {0, 1}; and let M be any mechanism which maps n input variables, x1, ... , Xn, into 
m output variables, Yl, ···,Ym· Thus, 
M :X" _,ym. (1) 
A binary rule-based classification1 expert system is an example of such a mechanism, M, for which the 
n input variables are premises or antecedents, any of which can be either true or false, and the m output 
variables are conclusions or consequents, any of which can be either true or false. The means whereby the 
mapping between antecedents and consequents is effected is through a rule base generated for the expert 
system by a knowledge engineer2 . The problem of generating an optimal rule base consists in minimizing the 
number of antecedents per rule and minimizing the number of rules (in tbat order). A digital VLSI circuit 
is another example of such a mechanism, M, for which the n input variables are the inputs to the VLSI 
circuit, and the m output variables are the outputs of the VLSI circuit. The problem of designing an optimal 
VLSI circuit consists in minimizing the number of inputs (also called literals) per digital logic AND gate 
and minimizing the number of AND gates (also called minterms) (in that order). Minimizing the number of 
inputs per AND gate and the number of AND gates in a VLSI circuit is analogous to minimizing the number 
of antecedents per rule and the number of rules in an AI rule base. It is this fundamental similarity that 
affords the transfer of switching theory into the realm of neural network expert systems generation. 
The equivalence of VLSI circuit minimization and AI rule base generation is further illustrated by the 
following VLSI circuit minimization example. 
Minimize 
A::::::: x'y' z + x'yz + x'yz1 + xy' z 
B = x'y'z' + xy'z' + xyz1 • 
A and Bare called functions, x,y,z,x',y' and z' are called literals (these are the inputs to the circuit where 
x' means NOT x ), and the various combinations of x, y, and z are called min terms (these correspond to AND 
gates in the circuit). The function, A consists of four minterms (AND gates) joined disjunctively by a single 
OR gate. This problem is shown in three dimensional space in Figure 1. Note that category A contains the 
points 001, 011, 010, and 101. Category B contains the points 000, 100, and 110. The point 111 is a Don't 
Care condition which means that the VLSI circuit designer does not care what output the circuit produces 
in response to an input of 111. 
Low dimensional minimizations of this sort are typically solved with Karnaugh maps. An explanation 
of the use of Karnaugh maps is beyond the scope of this paper; however, the solution to this minimization 
problem as it would be derived through the use of a Karnaugh map is: 
A=z+x'y 
B=y'z'+xz'. 
Note that the minimized circuit uses only three AND gates as opposed to seven and involves only six 
inputs to AND gates as opposed to twenty one. 
This same example can be recast as an AI problem. Suppose that each of the variables, x, y and z, 
represented features or characteristics based on which objects could be classified as being in one of two 
categories, A or B. For example, x, y, and z could correspond to the features: red hair, green eyes, and 
tall, respectively. Then, x', y1 , and z1 would correspond to the absence of these features. In the VLSI circuit 
minimization problem above, category A has four examples (training examples). One such example is a 
person who does not have red hair, does not have green eyes, and is tall (x'y'z). Another example is a 
1 This work deals entirely with classification expert systems: expert systems which classify input vectors as belonging 
to a certain class. This is as opposed to configuratory expert systems (e.g., expert systems which configure computers). 
Henceforward, the word expert system will refer exclusively to classification expert systems. 
2 Concept bases are also generated by the knowledge engineer for the expert system. Throughout the course of this work the 
concept base will be implicit in the rule base. 
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Figure 1: VLSI circuit minimization problem shown in three dimensional space. 
person who does not have red hair, does have green eyes, and is tall (x'yz). The object in generating an 
AI rule base is to derive the minimum number of rules and the minimum number of antecedents per rule so 
as to be able to classify objects accurately with minimal effort. In this example a minimal set of rules is: 
People belong to category A if: (1) They are tall or (2) They do not have red hair and Do have green eyes. 
That is, 
A=z+x'y 
3 Switching Theory for Minimization Problems 
The solution to the above problem is easily derived via a Karnaugh map. A difficulty with Karnaugh maps 
is that they are impossible to use in high dimensional space. However, very powerful switching theory 
algorithms have been developed over the past 30 years for VLSI circuit minimization. Most notably, the 
work of Brayton and Sangiovanni-Vincentelli [1] has produced a set of VLSI circuit minimization algorithms 
known collectively as ESPRESSO. ESPRESSO is considered the benchmark for VLSI circuit minimization 
in the semiconductor industry. A thorough explanation of ESPRESSO and switching theory algorithms can 
be found in [1]. What follows will provide an intuitive sense of what ESPRESSO does. 
ESPRESSO provides a minimum cover (minimum set of largest possible boxes) that covers all of the 
training data in a class without covering any points not in that class. Such minimum covers for categories A 
and Bin the example given above are shown in Figure 2. Note that the minimum number of largest possible 
boxes that can cover all of the points in A and none of the points in B is two boxes (Figure 2). ESPRESSO 
heuristically finds such minimal sets of boxes given the points in A and the points not in A. It is assumed 
that all other points are Don't Care conditions which can be covered as necessary to solve the minimization 
problem. For example, the point, 111, is a Don't Care condition and is covered by a box corresponding to 
category A. This is, in fact, a generalization. 
ESPRESSO represents a minimized function in terms of the featural dimensions corresponding to the 
boxes making up the minimum cover. The larger box in Figure 2 is represented as z because this box contains 
all of the points for which z = 1 (regardless of x and y). The smaller box in Figure 2 is represented as x'y 
because this box contains all of the points for which x = 0 andy= 1 (regardless of z). 
4 The Generation of Neural Network Expert Systems Using Switching The-
ory 
While ESPRESSO was designed for the explicit purpose of VLSI circuit minimization, the same algorithms 
can be applied, with some modification, for the generation of neural network expert systems. Modifications 
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Figure 2: Minimum covers for categories A and B. A = z + x'y means that a point belongs to category A 
if it has a 1 in the z dimension (regardless of x and y) or if it has a 0 in the x dimension and a 1 in the y 
dimension (regardless of z). 
are necessary because of two fundamental differences between AI rule base generation and VLSI circuit 
minimization. These differences stem from the fact that certain conditions may arise in the expert systems 
problem domain that cannot arise in the VLSI circuit problem domain. 
First, in VLSI circuit synthesis it is assumed that the only input vectors that the circuit ever sees are 
those in the circuit description data. Input vectors not in the circuit description data are considered Don't 
Care conditions and although the VLSI circuit may produce an output for Don't Care inputs, it is assumed 
that in such cases the user does not care what the output is. As a result the VLSI circuit provides a defined 
output for input vectors in the circuit description data but not for others. In fact, when an input point 
falls outside of any box the circuit provides no output. In classification, if a point falls outside of any box, 
it is still desirable to provide an estimate of which category the point belongs to. This problem is solved 
by classifying the point with the closest box (and corresponding category) in terms of Hamming distance. 
When a point is equidistant from several boxes corresponding to different categories one of the categories is 
randomly chosen 
A second difference between VLSI circuit minimization and AI rule base generation is that in VLSI circuit 
minimization a point can fall into more than one category at the same time. This can occur whenever boxes 
corresponding to different categories overlap. In AI classification it is desired that only one output class 
be selected. This problem is solved by selecting the category corresponding to the smallest box whenever 
a point falls into boxes from more than one category. When a point falls into several equally sized boxes 
corresponding to different categories one of the categories is randomly chosen. 
Given these modifications, the switching theory algorithms embodied in ESPRESSO can serve as a 
mechanism to construct and train a minimal neural network classification expert system. In the neural 
network expert system, each box constitutes a node. Each dimension of a box constitutes a weight for the 
node corresponding to that box. Thus, the neural network expert system represented in Figure 2 consists 
of two layers. Each node in the first layer represents a box in Figure 2. Each node in the second layer 
represents a category (of which there are two in Figure 2). The nodes in the second layer disjunctively join 
the convex regions represented by the nodes (boxes) in the first layer. Thus, the two layer neural network 
expert system is constructed based on information provided by ESPRESSO. 
Using the example given above, ESPRESSO is provided with the following training data: (001 10), (011 
10), (010 10), (101 10), (000 01), (100 01), (110 01). This training data is a list of the input output vector 
pairs. The output, 10, corresponds to category A, and the output, 01, corresponds to category B. Given 
this input, ESPRESSO's output is:{- -110}, {01- 10}, {-00 01}, {1-0 01}, where the"-" corresponds 
to a Don't Care. Thus,{- -1} represents z which corresponds to a box containing all of the points for 
which z is 1 (it does not matter what x andy are). Similarly {01-} represents x'y which corresponds to all 
Category B 
XZ'+y'z' 
Category A 
Z+X'y 
Network to select maximum 
node 
Figure 3: The neural network constructed for the problem shown in Figure 2. Each of the four nodes in the 
first layer corresponds to one of the boxes in Figure 2. The second layer selects the maximally active node 
in the first layer and categorizes the input vector with the corresponding output category. 
layer 
of the points for which x is 0 and y is 1. Category A, represented as 10 in the output space, consists of all 
of the points for which z is 1 or for which x is 0 and y is 1 (i.e., A= z + x'y). 
Based on this output from ESPRESSO the neural network is constructed as follows: Each box represents 
a node in the first layer (See Figure 3). Thus,{- -1}, {01-}, {-00}, and {1-0} correspond to four nodes 
in tbe first layer. The weights going from the input layer to each of the nodes in the first layer are computed 
by applying the following formula to each box dimension ,d: 
w- { (2d- 1) ~~~~ 
- 0 
if d = 0 or d = 1 
otherwise 
Where w is the weight, dis the nurr1erical value corresponding to the box dimension and M is the number 
of ones and zeros in the box. Thus the weights for the first category A node are (0,0,1), the weights for the 
second category A node are ( -.524, .524, 0). As another example, if an output box from ESPRESSO was {1 
-1 1} (here, M = 3) then the weights going to that node would be (.355, -.355, .355). 
The second layer merely determines which box an input point should be classified with, and thus, which 
category the input point falls into. An input point is classified into the category corresponding to the node 
with the largest activation. Any network which will select the node with maximum activation can serve as 
the output layer. In simulations, such an output layer can be assimilated by simply setting the first layer 
node with the highest output equal to one and setting all of the rest of the nodes equal to zero. The category 
corresponding to the node or box that wins is the category that the point is classified with. The network 
constructed in this manner for the example given above is shown in Figure 3. For networks generated in 
this manner, zeros in the input vector must be represented as negative ones. Thus, the input, (1,0)) is 
represented as (1, -1, 1). 
5 Simulations On The Mushroom Database 
The mechanism described above has been used to generate a neural network expert system for the Mushroom 
database. The Mushroom database consists of 8124 samples of mushrooms classified into two categories: 
Training Average Category Numbers 
Set %Correct or 
Size (Test Set) Number of Rules 
Neural Network Neural Network 
ARTMAP Expert System ARTMAP Expert System 
3 65.8 66.1 1-3 3 
5 73.1 76.6 1-5 5 
15 81.6 82.9 2-4 2 
30 87.6 89.1 4-6 3 
60 89.4 94.0 4-10 3 
125 95.6 98.5 5-14 4 
250 97.8 99.3 8-14 4 
500 98.4 99.5 9-22 4 
1000 99.8 99.8 7-18 4 
2000 99.96 100 10-16 5 
4000 100 100 11-22 5 
Figure 4: A comparison of ARTMAP and the neural network expert system performance on the Mushroom 
database. 
edible and poisonous. Each mushroom is characterized by 22 features which are converted into a 126 
dimensional input vector. The results of applying switching theory to the problem of classifying a mushroom 
as either edible or poisonous are shown in Figure 4 along a comparison of performance of the ARTMAP neural 
network (Carpenter, Grossberg, and Reynolds [2]). ARTMAP is a neural network that autonomously learns 
to classify arbitrarily many, arbitrarily ordered vectors into recognition categories based on predictive success. 
ARTMAP performs pattern recognition, hypothesis testing, and nonstationary prediction by an Adaptive 
Resonance Theory (ART) mapping system. ARTMAP's performance is noteworthy since it outperforms the 
AI and machine learning algorithms tested on the Mushroom database. Specifically, Schlimmer's STAGGER 
algorithm [4] and Iba, Wogulis, and Langley's HILLARY algorithm [3] asymptoted at 95% correct and 90% 
correct respectively when trained on 1000 samples. ARTMAP achieved an accuracy of 99.8% correct when 
trained on 1000 samples, and asymptoted at 100% when trained on 4000 samples. The neural network expert 
systems built using switching theory consistently achieves an accuracy of 1.00% correct when trained on 2000 
samples and produces this accuracy with 5 rules (ARTMAP requires 11 to 22 rules or boxes). These test 
results show that, in every case, the neural network expert system built using switching theory outperforms 
ARTMAP in that it produces a higher percentage of correct classifications and/or a smaller number of rules 
for classification. It should be noted, however, that ARTMAP is a very fast on-line mechanism. ESPRESSO, 
on the other hand, is off-line, requires knowledge of all of the training data, and requires significantly longer 
training time. 
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