detection has many important applications in the field of fraud detection, network robustness analysis and intrusion detection. Some researches have utilized the neural network to solve the problem because it has the advantage of powerful modeling ability. In this paper, we propose a RBF neural network model using subtractive clustering algorithm for selecting the hidden node centers, which can achieve faster training speed. In the meantime, the RBF network was trained with a regularization term so as to minimize the variances of the nodes in the hidden layer and perform more accurate prediction. By defining the degree of outlier, we can effectively find the abnormal data whose actual output is serious deviation from its expectation as long as the output is certainty. Experimental results on different datasets show that the proposed RBF model has higher detection rate as well as lower false positive rate comparing with the other methods, and it can be an effective solution for detecting outliers.
I. INTRODUCTION
An outlier is defined as the data point which is very different from the rest of data [1] [18] [20] . It may be caused by measurement error or the result of inherent data variability. Many data mining algorithms try to minimize the influence of outliers or eliminate them all together. However, this could result in the loss of important hidden information [2] [19] [21] . Some data mining applications are focused on outlier detection, and it is the essential result of a data analysis. For example, while detecting fraudulent credit card transactions, the outliers are typical examples that may indicate fraudulent activity, and the entire data mining process is concentrated on their detection [3] .
Several different techniques have been proposed for outlier detection. Distribution-based methods are mostly used in early studies [4] . However, a large number of tests are often required to decide which distribution model fits the arbitrary dataset best. Thus, many other categories of methods are proposed. In [5] , distancebased method is firstly introduced. Then, S. Ramaswamy and S. Kyuseok propose a novel formulation based on the distance of a point from its k nearest neighborhood and declare the top n points in this ranking to be outliers. Deviation-based identifies outliers by examining the main characteristics of objects in a group [6] [23] . Objects that deviate from this description are considered outliers. Additionally, some density-based outlier detection algorithms are proposed. They rely on the local outlier factor of each point or depend on the local density of its core object neighborhood. Furthermore, many data mining algorithms in the literatures find outliers as a sideproduct of clustering algorithm. From the viewpoint of a clustering algorithm, outliers are objects not located in clusters of dataset [7] [22] .
If the information regarding the values of input and output attributes is available, supervised learning method such as SVM can be used to train a classification model and identify the outliers. SVM distinguishes outlier from the rest of the feature space in given dataset. It is characterized by efficient handling of high dimensional spaces and systemic nonlinear classification using advanced kernel function [8] . However, the time cost for training is high in SVM [9] . Since neural network can perform calculations from time to time with it units, and does not involve the complex process, it can be used for finding outliers. Tzyy ect. proposed a neural network with quantum evolutionary algorithm for the establishment of a nonlinear map when data are subject to outliers [13] . Shirish dealt with a wrapper method that build an initial model using neural network and treated values at the output of neurons in the output layer as the typicality scores [3] . Instances with lowest output values were treated as potential outliers. These researchers, however, aimed to reject outliers and obtain more robust network, rather than identifying the abnormal data. In [9] , a RBF neural network based on recursive least square algorithm was proposed for anti-money laundering. But its generalization need be further studied. In this paper, we used RBF network to construct a classification model for outlier detection and the experimental results validated its effectiveness.
The remainder of this paper is organized as follows. In section 2, the subtractive clustering method is introduced. We can use the algorithm to select the hidden node centers for RBF neural network. In section 3, we modified the error function in leaning procedure of RBF and defined degree of outlier for each input instances. Finally, an outlier detection algorithm based on RBF network with subtractive clustering was proposed. In section 4, some experiments are carried out to demonstrate advantages of the proposed algorithm. We use the detection rate and false positive rate to evaluate performance of different outlier detection algorithms. The conclusions are addressed in section 5.
II. SUBTRACTIVE CLUSTERING
The Subtractive Clustering (SC) method is adopted in this paper to determine the hidden node centers in RBF network since it allows a scatter input-output space partitioning [10] [11] . SC is an improved version of the Mountain method. The Mountain method depends heavily on the grid resolution and the dimension of data, thereby it will be computationally inefficient when applied to high dimensional dataset with increasing grid resolution. With SC method, however, the mountain function is calculated on data point rather than grid point.
Let (x i , y i ) be the training dataset, 1≤i≤N. In SC algorithm, x i is considered as a potential hidden node center, whose potential is defined as Eq.(1) [12] . 
where and r a >0 denotes the neighborhood radius for each cluster center. The potential associated with each data depends on its distance to all the neighborhoods. Obviously, the potential of a data point is high when its neighborhood is dense. After calculating potential for each point, the one with the highest potential value will be selected as the first hidden node center. Then the potential of each point is reduced to avoid closely spaced clusters. Selecting centers and revising potential is carried out iteratively until a stopping criteria satisfied. The SC algorithm can be described as follows. 2 4 / a r α =
Step 1: Calculate the potential P i for each point, 1≤i≤N;
Step 2: Set the number of hidden node L=1 and select the data point with the highest potential value as the first hidden node center. Let 
Step 4: If Step 5: Select * L x as a new hidden node center. Revise the potential of eaxh data point according to Eq.(3). Goto step 4.
Note that in Eq. (2), and r b >0 represents the radius of the neighborhood for which significant potential revising will occur. In order to avoid the selection of closely located hidden node centers, β is chosen to be less than α. Typically, r b = 1.25r a . In step 4, the parameter ε should be selected within (0, 1). If ε is selected to be close to 0, a large number of hidden node centers will be generated. On the contrary, a value of ε close to 1 will lead to a small network structure. The algorithm never selects the same data point more than once. We used several datasets to test the training speed of RBF network based on SC. The variables were scaled in [0,1] so that all the input and output values were of the same order of magnitude. The parameters ε, α and β were set to 0.4, 0.7 and 0.4 respectively. We compared this training model with the conventional RBF model which randomly selects an instance in training set as the hidden node center. The results are summarized in table 1. SC can select more desirable hidden node centers, thereby leading to a proper network structure. For each dataset, the mean squared error of SC based RBF network is lower. Especially, its training time is remarkably reduced. The experimental environment and datasets will be described in section 4. An RBF network is a three-layer feed forward neural network which consists of an input layer, a hidden layer and an output layer. 
where i={1,2,…,m}, j={1,2,…,k}, Φ j (x) is the output of the jth hidden node, C j is the center vector of Gaussian kernel function which has the same number of dimension with x, and σ j is the width of Gaussian kernel function at the jth hidden node. Besides, y i is the output of the ith output neurons and W ij is the connect weight from the jth hidden node to the ith output node.
A. Learning Procedure
Most of the existing learning algorithms for RBF neural network employ different schemes for updating the output weights, i.e., the weights that connect the RBF with the output units, and the centers of the RBF, i.e., the vectors in the input space that represent the prototypes of the input vectors included in the training set [14] . In this section, the incremental learning method was used to construct a classification model because of its simple and easy implementation. We attempted to train the network to implement a desired input-output mapping by producing incremental changes of the weights of the network. If the responses of the radial basis functions are not substantially affected by incremental changes of the model, then the learning process reduces to incremental changes of the weights of the associative network which alone are unlikely to implement non-trivial input-output mappings. The ability of the network to implement a desired input-output mapping depends very strongly on the sensitivity of the responses of the radial basis functions to incremental changes of their corresponding model.
Assume that the training sample sequence is
is the lth input instance and d(l) is its corresponding desired output. The difference between the actual output and expectation of sample {x(t),d(t)} at t will be calculated to decide whether to update the network parameters and evaluate the output at t+1. The conventional error function is defined as 
During the training, network parameters can be updated using the gradient descent technique.
where η. is the learning rate. Let
calculate the partial derivatives, the following equations can be obtained.
( )( )
Whenever a new instance is provided to the network, the parameters will be modified according to the
equations above if necessary. After finite training epochs, the network output of the instance can be controlled at the scope of allowable error.
B. Outlier detection
In RBF network, most of the methods employ unsupervised learning utilizing only the normal class during training since abnormal patterns are not usually available. Although outliers are not sufficient to construct a binary classifier, they can help refine the boundary around the normal patterns determined by the unsupervised method [15] . Generalization is to include the normal patterns within the boundary while specialization is to exclude patterns from all other classes. A balance between the two concepts is critical to classification accuracy. Even though outlier detection model are able to generalize from the normal data, most of them cannot specialize from data but only from a particular internal bias since they do not take outliers into consideration. In this sense, utilizing abnormal data helps a classification model specialize from data. It has been experimentally shown that one can achieve a higher accuracy by utilizing abnormal data. As mentioned above, while training the RBF neural network, we added a regularization term to the network error function so as to prevent reconstruction errors of abnormal patterns from being lower than a threshold. Then, the unseen data will be input into the trained network and those with higher degree of outlier, which is defined below, will be candidate outliers Generally, a neural network classifier uses one neuron in the output layer for problems with two classes. If number of target classes is greater than two, then 'n' neurons are used in the output layer one for each of the target classes. For the two class problems having classes, say class 0 and class 1, assuming a decision boundary at 0.5, the neuron in the output layer generates the outputs between 0.0 and 0.5 for all the instances that are classified into, say, class 0. For the instances that are classified into class 1, the neuron output is in the range of 0.5 to 1.0. The actual output of the neuron is transformed back to real-world values to indicate the actual class labels. For multi-class problems with n target classes, the classifier normally designates one neuron in the output layer for each of the n target classes [3] . For example, a neural network classifier may use three output neurons to represent three target classes (Class 1, 2 and 3) in Iris dataset. Classification decision is provided in the form of 1-of-N code. Thus, instances that belong to class 1, the output neuron corresponding to class 1 will have values between 1.0 and 0.5 and the other two neurons will have values between 0.0 and 0.5. Instances that belong to class 2, the designated output neuron for class 2 will have values between 1.0 and 0.5 and the other two neurons will have values between 0.0 and 0.5. The rest may be deduced by analogy.
The output y of a neural network can be interpreted as the probability that an instance belongs to a class. When y approaches 1, we feel more certain that the instance is in this class. On the contrary, the instance will not be considered within this class. The certainty C(y) of a neural network output can be defined as follow.
Note that the certainty behaves symmetrically with respect to positive and negative decisions. Considering the case of positive decisions, i.e., y≥0.5, if C(y 1 )< C(y 2 ) we say that network output y 1 is less certain than y 2 . We can define the degree of outlier for instance x as follow. 
where m is the number of neuron in output layer. y i is the output of neural network and C(y i ) is the corresponding certainty, which are defined by Eq. (5) and Eq. (13) respectively. The intuitive meaning of this definition is that if the actual output of instance x is serious deviation from its expectation and the output is certainty, x can be determined as outlier with great probability. Thus, the top n instances with the maximal DO(x) value will be considered as outliers. Now, the outlier detection algorithm based on RBF (referred to as SC-RBF) can be described as follows.
Step 1: Select the network hidden node center C j (j=1,2,…m) using SC algorithm;
Step 2: Calculate the parameter σ for Gaussian function, select the connect weights W ij randomly and initiate the error threshold θ, t=1; Step 3: Calculate the output error E for each training data according to Eq.(6). If E>θ goto step 4; Step 4: Calculate ∆σ j , ∆W ij and ∆C j according to Eq. (10)- (12), adjust corresponding Gaussian width, linear weight and hidden node center; Step 5: t=t+1. If t≤MaxS (the maximal number of training sample), goto step 3; otherwise, terminate training;
Step 6: Classify all instances using the trained model and record the output values of the neurons in the output layer for each of the testing instances; Step 7: Calculate DO for all input instances according to Eq. (14) . Sort DO values by ascending order and the corresponding instances of last n records will be considered as outliers.
We firstly use SC algorithm to train a RBF network as a classification model. As mentioned in section 2, it helps to reduce the training epochs. Then, the incremental learning method was used to train RBF network. Since the training set included outliers, we modified the conventional error function and added a regularization term to eliminate the influence of these abnormal data. The training process did not terminate until the input instance exhausted. Finally, using the trained model to classify the input testing instances, calculate the degree of outlier for all the instances and sort them by ascending order. Obviously, the least typical instances of each class will appear last and they are candidate outliers.
IV. EXPERIMENTAL RESULTS
In this section, we conducted a few experiments to validate the proposed algorithm and compared it with the other two typical methods: support vector machine (SVM) based outlier detection algorithm and K-means based outlier detection algorithm. We use the SVM algorithm in the package provided by LIBSVM [16] . The SVM algorithm is based on the HVDM distance [17] . The incorrectly classification punishment factor G is set to 100 and the control parameter η is set to 1. The outlier could be discriminated by the average and standard deviation [9] . The K-means based algorithm and our proposed algorithm were implemented in MATLAB. In K-means based algorithm, we set the parameter k according to the actual clustering number of all datasets and the instance which could not be included in a cluster will be considered as outlier. All algorithms were running on Pentium 1.6G PC with 1G main memory. We tested each of the algorithms on datasets acquired from the UCI Machine Learning Repository. For each dataset, classification models were constructed using the standard technique of 10-fold Cross Validation. Some abnormal data were added deliberately into the original datasets. Table 2 describes the characteristics of these datasets. We use evaluation metric detection rate (DR) and false positive rate (FPR) to test how well the outlier detection algorithms work, which are defined as follow.
where NO is the number of outliers detected by the algorithm and TNO is the total number of outliers presented in the testing set.
where INO is the number of normal instances which are incorrectly identified as outliers and TNN is the total number of normal instances in the testing set.
SC algorithm was used in RBF network to initiate the hidden node center and the leaning rate was set to 0.02 for all experiments. The regularization term is used to limit the expansion of Gaussian width during training to achieve outlier rejection. The regularization coefficient λ was empirically set to 0.02 and the termination criterion θ is set to 1E-6. The error curve of SC-RBF network trained with/without the regularization term is depicted as figure 2. X-axis expresses the training epochs and Y-axis expresses the training error. While training on Iris, for example, the mean epochs of SC-RBF network with the regularization term were 3, which was less than that of without regularization, to meet the training goal (see fig.2a ). It shows that by using the regularization term, the CPU time for training can be greatly reduced. For other datasets, the similar results can be achieved. The training for RBF network is completed when the error function converges. Then we select the top n points in testing set with the highest DO values, which will be considered as outliers. The experimental results by applying different outlier detection algorithms are shown in table 3. Bold entries indicate which algorithm had the best performance. Iris consists of 160 instances with 4 attributes and includes 3 classes. In RBF training model, there are 4 neurons in the input layer, 3 neurons in the hidden layer and 3 neurons in the output layer. The DR and FPR of SC-RBF with regularization term is 0.7 and 0.02 respectively. Comparing with the other two algorithms, the performance of SC-RBF is lower. This is because only 80 instances were used to train the model in such case. However, SVM is more adapted to small samples and it has better performance.
Wine consists of 190 instances with 13 attributes and includes 3 classes. In RBF training model, there are 13 neurons in the input layer, 4 neurons in the hidden layer and 3 neurons in the output layer. The DR and FPR of SC-RBF with regularization term is 0.92 and 0.006 respectively. This time, SC-RBF has the best performance among all the algorithms.
Glass consists of 230 instances with 9 attributes and includes 2 classes. In RBF training model, there are 9 neurons in the input layer, 3 neurons in the hidden layer and 2 neurons in the output layer. The DR and FPR of SC-RBF with regularization term is 0.93 and 0.005 respectively. SC-RBF has the best performance among all the algorithms.
Survival consists of 320 instances with 3 attributes and includes 2 classes. In RBF training model, there are 3 neurons in the input layer, 2 neurons in the hidden layer and 2 neurons in the output layer. The DR and FPR of SC-RBF with regularization term is 0.932 and 0.003 respectively. Again, SC-RBF has the best performance among all the algorithms.
Voting consists of 450 instances with 16 attributes and includes 2 classes. In RBF training model, there are 16 neurons in the input layer, 3 neurons in the hidden layer and 2 neurons in the output layer. The DR and FPR of SC-RBF with regularization term is 0.87 and 0.005 respectively. SC-RBF has the best performance among all the algorithms.
Bands consists of 530 instances with 39 attributes and includes 2 classes. In RBF training model, there are 20 neurons in the input layer, 5 neurons in the hidden layer and 2 neurons in the output layer. The DR and FPR of SC-RBF with regularization term is 0.92 and 0.006 respectively. Again, SC-RBF has the best performance among all the algorithms.
In summary, SC-RBF outperformed against the other two algorithms for outlier detection as long as with enough training instances. Note that in all cases, the performance of SC-RBF with regularization was better than that without regularization, which means that the modified error function with regularization term do eliminated the impact of outliers included in the samples and helped to perform more accurate prediction.
V. CONCLUSIONS
In this paper, we proposed a RBF neural network model for outlier detection. The SC algorithm is used to initiate the hidden node centers in RBF network, which can lead to a proper network structure and achieve computation efficiency. In training procedure, a regularization term was added to error function to eliminate the effect of outliers. Finally, according to the degree of outlier for each input instance we can obtain the candidate outliers. Experimental result show that the SC-RBF based model is efficient and effective for outlier detection with lower false positive rate and higher detection rate. 
