Ma-Dasgupta renormalization studies of various disordered systems by Monthus, Cecile
ar
X
iv
:c
on
d-
m
at
/0
40
63
34
v1
  [
co
nd
-m
at.
dis
-n
n]
  1
5 J
un
 20
04 Universite´ Pierre et Marie Curie
Spe´cialite´ : Physique The´orique
Me´moire d’habilitation
pre´sente´ par
Ce´cile MONTHUS
Me´thodes de renormalisation dans l’espace re´el
de type Ma-Dasgupta
pour divers syste`mes de´sordonne´s
Soutenue le 1er Juin 2004 devant la commission d’examen compose´e de Messieurs
Pre´sident : Bernard DERRIDA ENS-Universite´ Paris 6
Rapporteurs : Jean-Philippe BOUCHAUD SPEC Saclay
Hendrik-Jan HILHORST LPT-Universite´ Paris-Sud
Jorge KURCHAN CNRS-ESPCI Paris
Examinateurs : Alan BRAY Universite´ de Manchester
Jean-Marc LUCK SPhT Saclay
“Pour les esprits qui savent comprendre, a` coˆte´ de la beaute´ d’une loi ge´ne´rale,
les finesses d’une analyse subtile et de´licate froˆlant parfois le paradoxe,
la the´orie des hasards pre´sentera un attrait et un charme tout particuliers.”
Louis Bachelier
Avant-Propos
Ce me´moire d’habilitation de´crit l’application de proce´dures de renormalisation de
type Ma-Dasgupta a` plusieurs types de syste`mes de´sordonne´s, classiques ou quantiques,
dynamiques ou statiques. Afin de replacer dans une perspective commune ces diffe´rentes
e´tudes, les premiers chapitres sont consacre´s a` une pre´sentation ge´ne´rale de la me´thode.
Les chapitres ge´ne´raux sur la me´thode
• L’introduction situe les renormalisations de type Ma-Dasgupta par rapport aux
nombreuses approches qui existent pour les syste`mes de´sordonne´s.
E´tant donne´ qu’une renormalisation de type Ma-Dasgupta est a` la fois une “fac¸on
de penser” et une “fac¸on de calculer”, ces deux aspects sont discute´s se´pare´ment, pour
plus de clarte´ :
• Le Chapitre 1 explique en de´tails les ide´es physiques essentielles communes aux
approches de type Ma-Dasgupta dans les diffe´rents contextes.
• Le Chapitre 2 pre´sente les re`gles quantitatives de renormalisation, qui donnent
lieu a` de jolis proble`mes de probabilite´s.
Les chapitres sur des syste`mes de´sordonne´s classiques
La majorite´ du me´moire est consacre´e a` divers mode`les de physique statistique
classique, ou` les approches de type Ma-Dasgupta sont utilise´es soit pour caracte´riser des
proprie´te´s de dynamique lente, de vieillissement ou de croissance de domaines, soit pour
e´tudier les proprie´te´s a` l’e´quilibre thermodynamique de certains mode`les de´sordonne´s.
Nous discuterons en particulier les mode`les suivants :
• la dynamique d’une particule dans un milieu ale´atoire unidimensionnel, que ce
soit dans un paysage de forces ale´atoires (Chapitres 3 et 4), ou dans un paysage de
pie`ges ale´atoires (Chapitres 8 et 9).
• l’e´quilibre et la dynamique hors e´quilibre de croissance de domaines de chaˆınes de
spins de´sordonne´es classiques (Chapitre 5), comme la chaˆıne d’Ising en champ ale´atoire
ou la chaˆıne verre de spin en champ magne´tique exte´rieur.
• la transition de de´localisation d’un polyme`re ale´atoire, compose´ de monome`res
hydrophobes et hydrophiles, a` une interface entre deux solvants se´lectifs (Chapitre 6).
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Les chapitres sur des syste`mes de´sordonne´s quantiques
Apre`s ces mode`les de physique statistique classique, nous reviendrons dans les deux
derniers chapitres aux chaˆınes de spins quantiques de´sordonne´es, c’est a` dire le
domaine initial de la me´thode :
• Le Chapitre 10 concerne la chaˆıne de spin S = 1 antiferromagne´tique ale´atoire,
qui pre´sente une transition de phases en fonction du de´sordre, contrairement a` la chaˆıne
S = 1/2.
• Le Chapitre 11 est consacre´ aux proprie´te´s de taille finie de la transition de phase
quantique de la chaˆıne d’Ising avec couplages et champs transverses ale´atoires.
• Enfin, un petit aperc¸u des diffe´rentes e´tudes de type Ma-Dasgupta qui existent
dans la litte´rature, est donne´ en Annexe.
Publications associe´es
Ce me´moire est base´ sur les publications note´es [P1] ... [P15], publie´es entre 1997
et 2004, dont la liste se trouve a` la fin, en page 117. Par rapport au me´moire, ces
publications contiennent des discussions plus approfondies des mode`les, des re´sultats
comple´mentaires, les de´rivations de tous les re´sultats, et des listes de re´fe´rences appro-
prie´es. Par comparaison, le but de ce me´moire est de donner une ide´e ge´ne´rale de la
me´thode, des mode`les qu’elle permet d’e´tudier, et des re´sultats qu’elle permet d’obtenir,
sans entrer dans une description trop de´taille´e de chaque mode`le discute´.
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Introduction
Ou` l’on situe les renormalisations de type Ma-Dasgupta parmi les approches
qui cherchent a` de´crire les fluctuations spatiales dans les syste`mes de´sordonne´s.
La pre´sence de de´sordre dans un syste`me peut donner naissance a` des phe´nome`nes
physiques tout a` fait nouveaux, comme la localisation d’Anderson en matie`re condense´e,
ou les proprie´te´s de dynamique lente en physique statistique. L’e´tude des syste`mes
de´sordonne´s a donc engendre´ un certain nombre d’approches spe´cifiques depuis une
cinquantaine d’anne´es : le premier exemple est la me´thode de mesure invariante de
Dyson [68] et Schmidt [153] qui permet d’obtenir des re´sultats exacts pour les syste`mes
unidimensionnels de´crits par des produits infinis de matrices de transfert ale´atoires
[123, 46]. Pour comprendre l’inte´reˆt et la spe´cificite´ des proce´dures de renormalisation de
type Ma-Dasgupta qui constituent le sujet de ce me´moire, on peut classer les diffe´rentes
fac¸ons d’aborder les syste`mes de´sordonne´es en deux grandes cate´gories :
• il y a d’une part des approches qui commencent par moyenner sur le
de´sordre, car elles se fixent pour objectif d’e´valuer des observables automoyennantes,
comme par exemple l’ e´nergie libre s’il s’agit d’e´tudier la thermodynamique du syste`me.
Il existe un certain nombre de prescriptions spe´cifiques pour effectuer cette moyenne
sur le de´sordre : la me´thode des re´pliques [133], la me´thode supersyme´trique [69], la
me´thode dynamique [25] (pour une pre´sentation paralle`le des trois me´thodes : [117]).
Apre`s cette moyenne sur le de´sordre, il n’y a plus d’he´te´roge´ne´ite´s spatiales, mais il y
a en e´change un syste`me pur avec de nouvelles interactions effectives.
• il y a d’autre part des approches qui cherchent a` de´crire les he´te´roge´ne´ite´s
spatiales du de´sordre, comme certains arguments ce´le`bres et diverses proce´dures de
renormalisation dans l’espace re´el, que nous allons discuter un peu plus en de´tails, car
ces approches appartiennent a` la meˆme ‘famille de pense´e’ que les proce´dures de type
Ma-Dasgupta.
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Des arguments probabilistes sur les fluctuations spatiales
du de´sordre ...
Parmi les arguments qui ont joue´ un grand roˆle dans la compre´hension des syste`mes
de´sordonne´s, on peut citer
(a) l’argument de Lifshitz [119, 120], qui permet de pre´dire les singularite´s
essentielles des densite´s d’e´tats en bord de spectre, en identifiant les configurations
du de´sordre qui engendrent des e´tats dans cette zone d’ e´nergie, et en estimant les
probabilite´s de pre´sence de ces configurations favorables.
(b) les phases de Griffiths , dans lesquelles des re´gions rares localement ordonne´es
induisent des singularite´s essentielles pour l’e´quilibre [87] et des lois de de´croissance
lente pour la dynamique [148, 30].
(c) le crite`re de Harris [89] sur la pertinence d’un faible de´sordre autour du
point critique pur, qui estime l’influence des fluctuations locales du de´sordre sur les
fluctuations de tempe´ratures critiques.
(d) l’argument de Imry-Ma [107], qui permet de pre´dire l’apparition de parois
de domaines dans les syste`mes en champs ale´atoires, en conside´rant les fluctuations
spatiales d’ e´nergie venant des champs ale´atoires.
(e) le the´ore`me de Chayes et al. [41], qui montre que les fluctuations spatiales
du de´sordre impliquent l’ine´galite´ ν ≥ 2/d pour l’exposant critique ν dans un syste`me
de´sordonne´ en dimension d.
En fait, ces diffe´rents arguments ne font intervenir que deux proprie´te´s statistiques
diffe´rentes. D’une part, les arguments (a) et (b), qui sont tre`s proches [142, 123], re-
posent tous les deux la prise en compte d’e´ve`nements rares : dans toute configuration
infinie de de´sordre, il existe des domaines ordonne´s arbitrairement grands avec des prob-
abilite´s exponentiellement petites. D’autre part, les arguments (c), (d) et (e) reposent
tous les trois sur le comportement typique en
√
N de la somme d’un grand nombre N
de variables ale´atoires inde´pendantes.
Ces arguments de type probabiliste sont bien fonde´s et presque “inattaquables”. A
ma connaˆıssance, le seul argument qui a donne´ lieu a` une controverse [108] est l’ar-
gument de Imry-Ma qui e´tait en de´saccord avec la “re´duction dimensionnelle” pre´dite
par les approches de the´orie des champs, que ce soit en perturbation a` tous les ordres
[2, 164] ou dans le formalisme supersyme´trique [146]. Les e´tudes rigoureuses [106, 33]
ont finalement donne´ raison a` ... l’argument de Imry-Ma ! Cet exemple montre que
les arguments dits “heuristiques” meˆme s’ils sont simples, peuvent avoir un contenu
physique non-trivial, qu’il n’est pas toujours facile de retrouver par des me´thodes plus
“sophistique´es”.
En conclusion, ces arguments de type probabilistes permettent de bien comprendre
la physique, car ils identifient les fluctuations locales du de´sordre qui sont responsables
de tel ou tel phe´nome`ne. En contrepartie, il est souvent difficile de de´passer l’aspect
qualitatif et de ‘calculer’ vraiment... Pour aller au dela` en restant dans le meˆme esprit,
l’ide´e la plus naturelle est bien suˆr d’utiliser des proce´dures de renormalisation dans
l’espace re´el.
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... aux proce´dures de renormalisation sur le de´sordre
Le choix de travailler dans l’espace re´el pour de´finir une proce´dure de renormalisa-
tion, qui a de´ja` un grand inte´reˆt pour les syste`mes purs [141, 34], devient l’unique choix
possible en pre´sence de de´sordre si l’on souhaite de´crire les he´te´roge´ne´ite´s spatiales.
Renormalisations par blocs
Les renormalisations par blocs, de type de´cimation ou de type Migdal-Kadanoff sont
les renormalisations les plus utilise´es pour les syste`mes de´sordonne´s. Les proce´dures de
type Migdal-Kadanoff [135, 111] constituent en effet des approximations simples pour
effectuer des renormalisations par blocs sur les re´seaux re´guliers. Elles repre´sentent aussi
des renormalisations exactes sur certains re´seaux hie´rarchiques [112]. Parmi les syste`mes
e´tudie´s, on peut citer par exemple le mode`le de Potts [116], les ferromagne´tiques dilue´s
[109], et surtout les verres de spin, qui ont donne´ lieu a` un grand nombre de travaux :
ces e´tudes concernent les diagrammes de phases [169, 27, 26], diverses proprie´te´s de la
phase verre de spin [162, 137, 152], et surtout le caracte`re chaotique des trajectoires
du flot de renormalisation [131, 9, 144, 162] qui est une grande nouveaute´ par rapport
aux syste`mes purs.
Par ailleurs, divers syste`mes de´sordonne´s ont e´te´ e´tudie´s par des proce´dures de
renormalisation sur re´seaux hie´rarchiques, en particulier le mode`le de Potts [59], les
polyme`res dirige´s en milieu ale´atoire [60, 44, 53], et les proble`mes de mouillage ale´atoire
[62, 161].
Citons enfin les proce´dures de renormalisation par blocs pour la diffusion dans les
mode`les de pie`ges [124] et pour les chaˆınes de spins quantiques ale´atoires [92], car nous
discuterons dans ce me´moire l’application des proce´dures de type Ma-Dasgupta a` ces
meˆmes mode`les.
Renormalisation fonctionnelle pour les interfaces en milieux ale´atoires
Pour les mode`les d’interfaces en milieux ale´atoires, il existe une me´thode de renor-
malisation fonctionnelle [73] : c’est une me´thode de the´orie des champs qui e´tudie le
flot de la fonction de corre´lation du de´sordre. Nous renvoyons a` la revue [167] pour
la description des divers de´veloppements re´cents, et aux re´fe´rences [7, 118] pour des
comparaisons avec les me´thodes de re´pliques.
Renormalisation pour les mode`les XY de´sordonne´s en 2D
L’introduction de de´sordre dans les mode`les bidimensionnels de type XY, dans
lesquels il existe des transitions de type Kosterlitz-Thouless dans le cas pur, a con-
duit a` une renormalisation de type gaz coulombiens, dans laquelle on e´tudie le flot
d’une distribution de probabilite´ des fugacite´s [37] afin de prendre en compte l’effet
des he´te´roge´ne´ite´s spatiales sur les de´fauts topologiques. Cette approche permet aussi
d’e´tudier la transition vitreuse d’une particule dans un potentiel ale´atoire pre´sentant
des corre´lations logarithmiques [38].
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Renormalisations phe´nome´nologiques pour les verres de spin
La “the´orie des droplets” [74] pour les verres de spin en dimension finie, a pour orig-
ine une renormalisation phe´nome´nologique introduite par Mc Millan [129] et de´veloppe´e
par Bray et Moore [28]. Dans la formulation de Bray et Moore [28], l’ide´e essentielle est
que la distribution de probabilite´ PL(J) des couplages effectifs J a` l’e´chelle L converge
vers une forme fixe, avec une largeur J(L) = JLy qui de´pend de l’e´chelle L. L’exposant
y et la distribution limite, qui sont calculables exactement en d = 1, ont e´te´ e´tudie´s
nume´riquement en d = 2 (y < 0) et d = 3 (y > 0 couplage fort ) [28]. Cette ide´e d’un
point fixe de couplage fort (ou de tempe´rature nulle), de´crit par une forme d’e´chelle
pour la distribution de probabilite´ d’une variable ale´atoire, correspond en fait exacte-
ment a` la description que l’on obtient par les proce´dures de renormalisation de type
Ma-Dasgupta lorsqu’on peut les utiliser.
Renormalisation de Ma-Dasgupta pour les chaˆınes de spins quantiques
La proce´dure de renormalisation introduite par Ma-Dasgupta-Hu en 1979 [125] pour
e´tudier la chaˆıne de spin quantique S = 1/2 avec interactions antiferromagne´tiques
ale´atoires a pour caracte´ristique essentielle de renormaliser de manie`re inhomoge`ne
dans l’espace pour mieux s’adapter aux re´alisations locales du de´sordre. En effet, les
me´thodes usuelles de renormalisation traitent l’espace de manie`re homoge`ne, en rem-
plac¸ant par exemple chaque bloc de spins de taille donne´e par un super-spin. Si ce
caracte`re homoge`ne est naturel pour les syste`mes purs, on peut cependant se poser
la question de sa le´gitimite´ pour les syste`mes de´sordonne´s qui brisent l’invariance par
translation du syste`me. Ma, Dasgupta et Hu ont de´fini une proce´dure de renormalisa-
tion sur l’ e´nergie, et non sur la taille d’une cellule spatiale. La proce´dure consiste a`
de´cimer de manie`re ite´rative les degre´s de liberte´ de plus haute e´nergie, afin d’obtenir
une the´orie effective de basse e´nergie pour la chaˆıne de spin, qui porte aujourd’hui le
nom de “random singlet phase”.
Cette proce´dure de renormalisation est en fait reste´e peu connue et peu utilise´e
pendant de nombreuses anne´es ... jusqu’aux travaux de Daniel Fisher en 1994-1995
[75, 76] qui lui ont donne´ a` la fois :
(i) un statut the´orique bien de´fini : les points fixes de “de´sordre infini”
Alors que la me´thode apparaissait jusque la` comme une proce´dure approximative
peu controˆle´e, Daniel Fisher a montre´ que le flot de renormalisation prenait une forme
d’e´chelle qui convergeait vers un point fixe de “de´sordre infini” (ce qui signifie que le
de´sordre est de plus en plus fort a` grande e´chelle), ce qui rendait la me´thode asymp-
totiquement exacte [75, 76]. Par ailleurs, l’application de la me´thode a` la chaˆıne de
spin avec couplages et champs transverses ale´atoires (“Random Transverse Field Ising
Chain” en anglais) lui a permis de montrer explicitement l’exactitude des re´sultats
obtenus graˆce a` une comparaison directe avec certaines observables calcule´es rigoureuse-
ment pour le mode`le de McCoy et Wu [130, 157]. (Ce mode`le de´sordonne´ de McCoy
et Wu est un mode`le d’Ising classique bidimensionnel avec un de´sordre constant par
colonne, qui est e´quivalent a` la chaˆıne RTFIC.)
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(ii) des possibilite´s de calculs explicites assez remarquables
Pour la chaˆıne RTFIC [75], la proce´dure de Ma-Dasgupta permet d’obtenir beau-
coup de re´sultats nouveaux par rapport aux me´thodes rigoureuses [130, 157, 143], en
particulier l’exposant critique exact β = (3 − √5)/2 pour l’aimantation spontane´e.
Plus surprenant, Daniel Fisher a meˆme calcule´ des observables que l’on ne connaˆıt pas
pour le mode`le pur correspondant, c’est a` dire pour le mode`le d’Ising pur bidimension-
nel ! (par exemple la fonction d’e´chelle explicite de´crivant l’aimantation en fonction du
champ applique´ dans la re´gion critique) .
Ces travaux de Daniel Fisher ont engendre´ un grand inte´reˆt pour ces me´thodes dans
le domaine des spins quantiques (cf les Chapitres 10 et 11, ainsi que l’Annexe). Dans ce
me´moire, nous allons voir que les proce´dures de renormalisation de type Ma-Dasgupta
ne se limitent pas aux syste`mes de spins quantiques, mais sont aussi un outil ide´al pour
e´tudier une classe beaucoup plus large de syste`mes de´sordonne´s dans le domaine de la
physique statistique.
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Chapitre 1
La signification physique des
approches de type Ma-Dasgupta
Ou` l’on explique la notion de “point fixe de fort de´sordre”
et la manie`re de raisonner dans une approche de type Ma-Dasgupta
Dans ce premier chapitre a` caracte`re pe´dagogique, nous pre´sentons en de´tails les
ide´es physiques essentielles communes aux diverses proce´dures de renormalisation utilise´es
dans divers contextes physiques.
1.1 L’ide´e essentielle : le de´sordre qui domine par rapport
aux fluctuations thermiques ou quantiques
Dans tous les mode`les conside´re´s dans ce me´moire, les diffe´rentes proce´dures de
renormalisation reposent sur la meˆme ide´e : a` grande e´chelle, le de´sordre domine par rap-
port aux fluctuations thermiques ou quantiques. En particulier, les proce´dures de renor-
malisation de type Ma-Dasgupta sont vraiment spe´cifiques aux syste`mes de´sordonne´s
et ne peuvent meˆme pas eˆtre de´finies pour les syste`mes purs qui ne pre´sentent pas
d’he´te´roge´ite´s spatiales.
1.1.1 Signification dans les diffe´rents contextes physiques
D’une certaine manie`re, les syste`mes purs, qui sont gouverne´s par les fluctuations
d’origine thermique ou quantique, sont caracte´rise´s par une grande “de´ge´ne´rescence”,
dans la mesure ou` tous les sites sont e´quivalents, alors que la pre´sence de de´sordre
le`ve comple`tement cette de´ge´ne´rescence. Voici quelques exemples de cette ide´e dans les
diffe´rents domaines.
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1.1.1.1 Exemple pour l’e´tat fondamental d’un syste`me quantique
Dans une chaˆıne quantique antiferromagne´tique pure de spin S = 1/2, on peut
voir qualitativement l’e´tat fondamental comme une combinaison line´aire approprie´e
des e´tats qui correspondent a` toutes les fac¸ons possibles d’apparier les spins par deux
pour former des singulets. En revanche, en pre´sence de de´sordre, la proce´dure de renor-
malisation de Ma-Dasgupta associe a` chaque re´alisation du de´sordre un e´tat fondamen-
tal qui correspond a` une seule fac¸on d’apparier les spins en singulets. Ainsi, dans un
e´chantillon de´sordonne´ fixe´, un spin donne´ est comple`tement corre´le´ a` un seul autre
spin de la chaˆıne, qui peut e´ventuellement eˆtre a` une distance assez grande, mais n’est
pratiquement pas corre´le´ avec les autres spins, meˆme ses voisins imme´diats sur la chaˆıne.
1.1.1.2 Exemple pour l’e´quilibre d’une chaˆıne de spins classiques
Dans la chaˆıne d’Ising ferromagne´tique pure, une paroi de domaine peut se trouver
de manie`re e´quiprobable sur tous les liens car ils sont tous e´quivalents. L’argument
classique e´nergie/entropie entre l’ e´nergie 2J que couˆte une paroi de domaine et l’en-
tropie S ∼ k lnL associe´ a` la position arbitraire de la paroi dans un syste`me fini de L
sites, permet de comprendre l’absence d’ordre a` longue porte´e a` tempe´rature finie et le
comportement en LT ∼ e2J/T de la taille typique d’un domaine.
En revanche, la pre´sence d’un champ ale´atoire va lever cette e´quivalence entre
tous les sites. L’argument d’Imry-Ma [107], qui remplace l’argument e´nergie/entropie
pre´ce´dent, est un argument e´nergie/ e´nergie : la comparaison entre l’ e´nergie 2J que
couˆte une paroi de domaine, et l’ e´nergie typique
√
σL gagne´e en profitant d’une fluc-
tuation favorable de la somme
∑L
i=1 hi des champs ale´atoires sur un domaine de taille
L, conduit a` une absence d’ordre a` longue porte´e, meˆme a` tempe´rature nulle, et a` une
longueur typique LIM ∼ J2/σ pour les domaines. Nous verrons que la proce´dure de
renormalisation de type Imry-Ma permet de de´terminer les positions des parois des
domaines d’Imry-Ma qui existent dans un e´chantillon donne´.
1.1.1.3 Exemples pour les marches ale´atoires en milieux ale´atoires
Pour une marche ale´atoire pure, la probabilite´ de pre´sence se re´partit de manie`re
gaussienne autour de l’origine, et il y a un e´talement progressif au cours du temps.
En revanche, pour une marche ale´atoire dans un potentiel Brownien, il y a des
re´gions particulie`res a` chaque e´chantillon qui localisent presque toute la probabilite´
de pre´sence, et nous verrons comment les caracte´riser par une proce´dure de type Ma-
Dasgupta. En particulier, les fluctuations thermiques sont tout a` fait sous-dominantes :
la distance entre deux particules inde´pendantes ( c’est a` dire deux histoires thermiques)
qui diffusent dans le meˆme e´chantillon, reste une variable ale´atoire finie dans la limite
de temps infini, ce qui constitue la localisation de Golosov [85].
De meˆme, dans les mode`les unidimensionnels de pie`ges caracte´rise´s par une distri-
bution large des temps de pie´geage p(τ) ∼ 1/τ1+µ avec 0 < µ < 1, le front de diffusion
dans un e´chantillon donne´ est essentiellement localise´ sur un nombre fini de pie`ges. A`
nouveau, nous verrons comment e´tudier leurs proprie´te´s statistiques par une approche
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de type Ma-Dasgupta ge´ne´ralise´e. Au contraire, dans la phase µ > 1 ou` le temps moyen
de pie´geage est fini, il n’y a plus de localisation a` temps infini, et une approche de type
Ma-Dasgupta n’a plus de sens.
1.1.1.4 Conclusion : les points fixes de fort de´sordre
Si l’on s’inte´resse a` la physique d’un syste`me de´sordonne´ a` grande e´chelle, il y a a
priori trois possibilite´s pour l’e´volution du de´sordre effectif par rapport aux fluctuations
thermiques. En effet, lorsque l’e´chelle augmente, ce de´sordre effectif peut devenir
(i) de plus en plus petit : le syste`me est gouverne´ par un point fixe pur.
(ii) de plus en plus grand : le syste`me est gouverne´ par un point fixe de de´sordre
infini.
(iii) ou bien rester asymptotiquement a` un niveau stable : le syste`me est gouverne´
par un point fixe de de´sordre fini.
Dans certains mode`les, un de´sordre initial meˆme faible conduit a` un point fixe
de de´sordre infini (ii) : c’est en particulier le cas pour la chaˆıne quantique antiferro-
magne´tique ale´atoire S = 1/2, pour le mode`le de Sinai, pour la chaˆıne d’Ising en champs
ale´atoires...
Lorsqu’il existe un point fixe de de´sordre fini (iii), il est quantifie´ par un nombre
qui varie continuˆment, comme le parame`tre µ du mode`le de pie`ges. Le point fixe peut
souvent eˆtre qualifie´ de fort de´sordre dans une certaine re´gion de parame`tres. Ainsi,
dans le mode`le de pie`ges ou dans le mode`le de Sinai en pre´sence d’un champ exte´rieur,
la dynamique est gouverne´e par un point fixe de fort de´sordre dans la phase µ < 1 qui
pre´sente une localisation partielle du paquet thermique : il y a une probabilite´ finie
que deux trajectoires thermiques dans le meˆme e´chantillon soient a` une distance finie
a` temps infini.
En conclusion, les me´thodes de renormalisation de type Ma-Dasgupta concernent :
• les points fixes de de´sordre infini (ii).
• les points fixes de de´sordre fini (iii) qui peuvent eˆtre qualifie´s de de´sordre fort.
1.1.2 Comment savoir si le de´sordre domine a` grande e´chelle ?
1.1.2.1 Par des arguments the´oriques a priori ?
L’importance relative qu’ont les fluctuations thermiques par rapport au de´sordre a`
grande e´chelle ne se voit pas directement sur le mode`le microscopique et n’est souvent
pas tre`s bien connue pour la plupart des syste`mes de´sordonne´s. Meˆme pour les syste`mes
en champ ale´atoire pour lesquels il existe un argument d’Imry-Ma e´nergie/ e´nergie
discute´ ci-dessus, il n’existe pas, a` ma connaˆıssance, d’argument ge´ne´ralise´ qui inclurait
dans la discussion les fluctuations thermiques des parois de domaines et qui estimerait
l’importance de “l’entropie de de´coupage en domaines Imry-Ma” dans un e´chantillon.
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1.1.2.2 Par des e´tudes nume´riques ?
Dans les e´tudes nume´riques qui ont a priori une information directe sur diffe´rentes
configurations thermiques pour une re´alisation fixe´e du de´sordre, il est tre`s rare de
trouver cette information sur un e´chantillon, car les re´sultats publie´s sont en ge´ne´ral
consacre´s a` des moyennes de diverses observables sur les e´chantillons. Ce qui est bien suˆr
dommage du point de vue des approches de type Ma-Dasgupta, ou` l’information essen-
tielle est justement l’importance des fluctuations thermiques dans un e´chantillon fixe´.
En effet, les moyennes sur les e´chantillons ont toujours le “risque” d’eˆtre domine´es par
des e´ve`nements rares et de donner une fausse image des comportements typiques. Par
exemple, dans le mode`le de Sinai, la largeur thermique moyenne´e sur les e´chantillons,
qui est une observable naturelle a` mesurer nume´riquement pour caracte´riser l’e´talement
du paquet thermique, diverge a` grand temps. Ce re´sultat pourrait faire penser qu’il n’y
a pas de localisation asymptotiquement, alors qu’en fait, la distance entre deux partic-
ules inde´pendantes dans le meˆme e´chantillon reste une variable ale´atoire finie a` temps
infini, ce qui correspond a` une localisation tre`s forte en loi.
1.1.2.3 Hypothe`se du de´sordre fort et sa ve´rification
En conse´quence, la de´marche ge´ne´ralement utilise´e dans les approches de type Ma-
Dasgupta est la suivante : on commence par supposer que le de´sordre domine a` grande
e´chelle, et on ve´rifie a` la fin la consistance de l’hypothe`se.
Plus pre´cise´ment, les proce´dures de renormalisation de Ma-Dasgupta contiennent
leur propre test de validite´ : si les distributions de probabilite´ ont une largeur qui croˆıt
inde´finiment par le flot de renormalisation, elles conduisent a` des re´sultats asympto-
tiquement exacts, alors que si la largeur des distributions de probabilite´ converge vers
une valeur finie, elles donnent des re´sultats qui seront seulement approche´s.
1.2 La manie`re de raisonner
Dans la renormalisation de Ma-Dasgupta pour les chaˆınes de spins quantiques, la
proce´dure correspond a` une de´cimation de degre´s de liberte´ sur l’Hamiltonien : elle
est donc assez proche des renormalisations usuelles, la seule diffe´rence e´tant que la
de´cimation se fait de manie`re ite´rative sur le couplage le plus fort, au lieu de se faire
de manie`re homoge`ne sur toute la chaˆıne a` chaque e´tape.
En revanche, dans les renormalisations de type Ma-Dasgupta pour les syste`mes
de physique statistique qui seront discute´s dans ce me´moire, la manie`re de raisonner
s’e´carte beaucoup plus des proce´dures usuelles. En effet, le point de de´part n’est pas
une inte´gration exacte ou approche´e sur les degre´s de liberte´ du mode`le microscopique,
c’est a` dire sur la fonction de partition pour les proble`mes d’e´quilibre ou sur l’e´quation
maˆıtresse pour les proble`mes dynamiques. Le point de de´part est plutoˆt un argument
physique heuristique, qui permet d’identifier a priori les degre´s de liberte´ qui sont im-
portants a` grande e´chelle. On de´finit alors directement la renormalisation sur ces degre´s
de liberte´ juge´s importants, et on obtient ainsi dans les cas favorables des re´sultats ex-
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acts dans la limite asymptotique ou` la proce´dure de renormalisation est applique´e un
grand nombre de fois. Comme ce me´lange entre arguments heuristiques au de´part et
re´sultats exacts a` la fin peut paraˆıtre de´concertant au premier abord, et se heurte meˆme
souvent a` une certaine incompre´hension, il est utile d’analyser en de´tails les diffe´rentes
e´tapes du raisonnement sur le cas du mode`le de Sinai (Chapitre 3), qui est le cas le
plus pe´dagogique.
1.2.1 Mode`les dynamiques : l’exemple du mode`le de Sinai
La physique du mode`le de Sinai sera de´crite dans le chapitre 3 qui lui est consacre´.
Notre but ici est uniquement de de´crire la manie`re de raisonner sur cet exemple pre´cis.
1.2.1.1 On identifie les degre´s de liberte´ du de´sordre qui vont eˆtre impor-
tants a` grande e´chelle
“On part d’un argument physique qualitatif” : il existe depuis longtemps un argu-
ment qualitatif simple [22] pour pre´dire le comportement typique du de´placement en
x ∼ (ln t)2 dans le mode`le de Sinai, au lieu du comportement habituel en x ∼ √t de
la diffusion pure, que l’on peut re´sumer ainsi : le temps t(x) ne´cessaire pour atteindre
le point x > 0 va eˆtre domine´ par le facteur d’Arrhe´nius eβBx correspondant a` la plus
grande barrie`re Bx qu’il faudra franchir par activation thermique pour passer du point
de de´part x = 0 au point x (Cette approximation par le facteur d’Arrhe´nius revient a`
effectuer une me´thode du col sur une expression analytique du temps du premier pas-
sage). Dans un potentiel ale´atoire Brownien, le comportement typique de la barrie`re
est donne´ par Bx ∼
√
x, ce qui correspond a` un temps d’Arrhe´nius t ∼ eβ
√
x, ce qui
correspond bien au scaling x ∼ (ln t)2 apre`s inversion.
“On prend au se´rieux cet argument pour de´terminer les degre´s de liberte´ qui vont
eˆtre importants a` grande e´chelle” : l’argument heuristique ci-dessus sugge`re que les
degre´s de liberte´ qui vont eˆtre importants a` grande e´chelle sont les grandes barrie`res
qui existent dans le potentiel ale´atoire. Plus pre´cise´ment, a` un instant t fixe´, la particule
n’aura pas eu le temps de franchir par activation thermique les barrie`res qui sont plus
grandes qu’une e´chelle d’ordre (T ln t).
1.2.1.2 On de´finit la renormalisation directement sur les degre´s de liberte´
importants du de´sordre
On de´finit donc une proce´dure de renormalisation sur les barrie`res du potentiel
ale´atoire, dans laquelle on e´limine de manie`re ite´rative la plus petite barrie`re. Cette
barrie`re minimum de´finit l’e´chelle de renormalisation Γ du paysage. Le paysage renor-
malise´ a` l’e´chelle Γ ne contient donc que des barrie`res plus grandes que Γ, toutes les
barrie`res plus petites ayant e´te´ de´cime´es. Lorsque l’e´chelle Γ augmente, la distribu-
tion PΓ(F ) des barrie`res F du paysage a` l’e´chelle Γ tend vers une forme d’e´chelle
θ(F ≥ Γ)P ∗ (F−ΓΓ ), dans laquelle la distribution stationnaire P ∗ caracte´rise le point
fixe de de´sordre infini.
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1.2.1.3 On e´tablit la correspondance avec le mode`le initial
On associe a` chaque temps t du mode`le initial, le paysage renormalise´ des barrie`res
a` l’e´chelle Γ = T ln t. On de´finit une dynamique effective sans fluctuations thermiques,
dans laquelle la particule se trouve a` l’instant t au minimum de la valle´e renormalise´e
a` l’e´chelle Γ = T ln t qui contient la position initiale a` t = 0. On e´tablit aussi une corre-
spondance entre les diffe´rentes observables physiques du mode`le initial et les proprie´te´s,
statiques ou dynamiques, du paysage renormalise´.
1.2.1.4 On ve´rifie la consistance de la proce´dure dans le re´gime asympto-
tique et on e´tudie les premie`res corrections
La probabilite´ que la particule ne soit pas dans la valle´e renormalise´e de la dy-
namique effective, est d’ordre 1/(ln t) et tend donc vers ze´ro dans la limite des temps
infinis, ce qui montre la consistance de la proce´dure de renormalisation du paysage.
On e´tudie les fluctuations thermiques par rapport a` la dynamique effective, en con-
side´rant d’une part la distribution de probabilite´ a` l’inte´rieur de la valle´e renormalise´e,
et d’autre part les e´ve`nements rares d’ordre 1/(ln t) ou` la particule n’est pas dans la
valle´e renormalise´e de la dynamique effective.
1.2.1.5 Discussion
Cet exemple montre bien comment cette fac¸on de raisonner permet d’obtenir une
description tre`s comple`te de la dynamique asymptotique a` grand temps. Il montre
aussi tout l’inte´reˆt de renormaliser de manie`re inhomoge`ne dans l’espace pour mieux
s’adapter aux extrema locaux du de´sordre aux diffe´rentes e´chelles, par rapport aux
renormalisations usuelles qui traitent l’espace de manie`re homoge`ne avec des cellules
de taille fixe´e a` chaque e´tape.
D’une certaine manie`re, la de´marche que l’on vient de de´crire utilise au maximum les
ide´es qualitatives contenues dans la notion de renormalisation, comme la non-pertinence
des de´tails du mode`le microscopique sur les comportements a` grande e´chelle, et la
convergence vers des the´ories plus simples repre´sentant des classes d’universalite´, avant
de de´finir une proce´dure quantitative. Il ne faut donc pas reprocher aux approches
de type Ma-Dasgupta de prendre comme point de de´part des arguments physiques
qualitatifs, car c’est de la` justement que vient toute leur efficacite´ ! En effet, pour tous les
mode`les de physique statistique que nous allons conside´rer, alors qu’une renormalisation
usuelle sur le mode`le microscopique de´sordonne´ n’aurait aucun espoir d’eˆtre ferme´e et
d’aboutir a` la fin a` des re´sultats exacts, l’approche de Ma-Dasgupta permet de´crire une
renormalisation ferme´e asymptotiquement exacte, directement sur les degre´s de liberte´
qui sont vraiment importants a` grande e´chelle.
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1.2.2 Mode`les a` l’e´quilibre : de l’argument Imry-Ma a` la renormali-
sation Ma-Dasgupta !
Pour les syste`mes de´sordonne´s a` l’e´quilibre qui seront discute´s dans ce me´moire,
comme la chaˆıne d’Ising classique en champ ale´atoire (ou la chaˆıne verre de spin en
champ magne´tique exte´rieur qui lui est e´quivalente par transformation de jauge), ou
l’he´te´ropolyme`re a` une interface, la renormalisation de type Ma-Dasgupta est un moyen
de construire les domaines Imry-Ma dans chaque e´chantillon. Les degre´s de liberte´
importants sont les sommes des e´nergies ale´atoires par domaines, et la renormalisation
permet d’e´liminer, de manie`re ite´rative, les domaines qui sont instables vis a` vis d’un
retournement global, et d’obtenir ainsi, a` la fin, la structure en domaines stables.
1.3 Conclusion
Le message essentiel de ce chapitre est donc que les approches de type Ma-Dasgupta
ont un sens chaque fois que les he´te´roge´ne´ite´s spatiales du de´sordre de´terminent l’e´tat
dominant du syste`me, alors que les fluctuations thermiques ou quantiques ne fournissent
que des corrections sous-dominantes. Leur but est alors de construire l’e´tat dominant du
syste`me pour chaque re´alisation du de´sordre, ge´ne´ralement en fonction d’un parame`tre,
qui est le temps pour les mode`les dynamiques, ou la tempe´rature pour les proble`mes
d’e´quilibre thermodynamique.
Pour mettre en oeuvre ce programme, il faut maintenant pre´ciser les me´thodes de
calculs utilise´es pour effectuer quantitativement la renormalisation sur le de´sordre :
c’est l’objet du Chapitre qui suit.
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Chapitre 2
Les re`gles de renormalisation de
type Ma-Dasgupta
Ou` l’on pre´sente les re`gles quantitatives de renormalisation de type Ma-Dasgupta,
en insistant sur la classe d’universalite´ des extrema Browniens.
Alors que les renormalisations pour les syste`mes purs portent sur un nombre fini de
constantes de couplages, les renormalisations pour les syste`mes de´sordonne´s font inter-
venir des distributions de probabilite´, c’est a` dire des fonctions qui appartiennent a` un
espace de dimension infinie, ce qui complique e´videmment beaucoup l’analyse des flots
de renormalisation et la recherche de points fixes. Cette difficulte´ conduit donc le plus
souvent a` des e´tudes comple`tement nume´riques, ou alors, sur le plan analytique, a` des
approximations supple´mentaires qui consistent a` projeter sur des espaces de dimension
finie, c’est a` dire a` choisir une certaine forme analytique de distributions contenant
quelques parame`tres dont on e´tudie les e´volutions. Dans ce chapitre, nous allons voir
que les re`gles de renormalisation de type Ma-Dasgupta engendrent, dans un certain
nombre de cas favorables, des flots de renormalisation assez simples pour permettre
un calcul exact de distributions de points fixes, qui ont souvent une interpre´tation
probabiliste inte´ressante.
2.1 Qu’est-ce qu’une re`gle de renormalisation de type
Ma-Dasgupta ?
Si l’on souhaite englober les diffe´rentes renormalisations de type Ma-Dasgupta qui
ont e´te´ de´veloppe´s dans les diffe´rents contextes physiques, on peut prendre comme
de´finition ge´ne´rale la structure suivante : dans un syste`me de´crit par une collection
de variables ale´atoires {zi} qui ont des relations donne´es de voisinage dans l’espace
physique, la renormalisation consiste a` de´cimer de manie`re ite´rative la plus petite valeur
min{zi}, avec e´ventuellement ses variables ale´atoires voisines, afin de reconstruire une
nouvelle collection de variables ale´atoires {z′i} relie´es par de nouvelles relations de
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voisinage dans l’espace physique.
Au dela` de cette de´finition ge´ne´rale un peu trop formelle, les deux caracte´ristiques
essentielles sont les suivantes :
• la renormalisation s’effectue sur la valeur extreˆme d’une variable ale´atoire. Cette
valeur extreˆme qui e´volue par renormalisation constitue l’e´chelle de renormalisation :
c’est le “cut-off” de la distribution renormalise´e.
• la renormalisation est locale dans l’espace : a` chaque e´tape, il n’y a que le voisinage
physique imme´diat de la variable ale´atoire extreˆme qui est concerne´ par la renormali-
sation.
Nous allons maintenant de´crire plus pre´cise´ment les re`gles qui seront utiles dans les
diffe´rents syste`mes de´sordonne´s unidimensionnels discute´s dans ce me´moire. (Quelques
exemples en dimension supe´rieure seront e´voque´s dans le Chapitre 8 et dans l’Annexe.)
2.2 La classe d’universalite´ des extrema Browniens
Dans les syste`mes unidimensionnels avec de´sordre gele´ local, les approches de type
Ma-Dasgupta conduisent souvent a` une meˆme classe d’universalite´ qui a une interpre´tation
probabiliste simple en termes d’extrema d’un potentiel Brownien a` grande e´chelle.
2.2.1 Les deux exemples quantiques fondamentaux
2.2.1.1 La chaˆıne antiferromagne´tique ale´atoire
La re`gle de de´cimation propose´e par Ma-Dasgupta-Hu [125] pour une chaˆıne de spin
S = 1/2 caracte´rise´e par une suite {Ji} de couplages ale´atoires positifs inde´pendants est
la suivante : on cherche le couplage maximum Ω dans toute la chaˆıne, supposons pour
fixer les notations que ce soit le couplage J2 = Ω. On e´limine ce couplage maximum
et ses deux voisins, c’est a` dire les trois couplages conse´cutifs (J1, J2, J3), et on les
remplace par un nouveau couplage effectif
J ′ =
J1J3
2Ω
(2.1)
La signification quantique de cette re`gle sera discute´e dans le Chapitre 10, car ici notre
but est de discuter uniquement l’aspect probabiliste de cette re`gle. Comme le nouveau
couplage J ′ introduit est statistiquement inde´pendant de tous les autres couplages qui
restent dans la chaˆıne, cette re`gle de de´cimation engendre un flot de renormalisa-
tion ferme´ pour la distribution PΩ(J) des couplages J qui sont pre´sents a` l’e´chelle Ω
de renormalisation, ou` Ω repre´sente le couplage maximum qui e´volue au cours de la
renormalisation
− ∂P (J,Ω)
∂Ω
= P (Ω,Ω)
∫ Ω
0
dJa
∫ Ω
0
dJb P (Ja,Ω) P (Jb,Ω) δ
(
J − JaJb
2Ω
)
(2.2)
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2.2.1.2 La chaˆıne d’Ising avec couplages et champs transverses ale´atoires
(RTFIC en anglais)
Dans le mode`le RTFIC, il y une alternance le long de la chaˆıne de couplages
ale´atoires Ji et de champs ale´atoires hi, qui sont des variables ale´atoires positives
inde´pendantes, tire´es a priori avec deux distributions diffe´rentes. La physique du mode`le
sera discute´e dans le chapitre 11. Ici, notre but est simplement de de´crire les re`gles de
de´cimation [75] : on choisit a` chaque e´tape le maximum des couplages et des champs
Ω = max{Ji, hj}. Si c’est le champ h2 = Ω, on l’e´limine avec ses deux couplages voisins
(J2, J3) pour former un nouveau couplage effectif
J ′ =
J2J3
Ω
(2.3)
Si c’est le couplage J2 = Ω, on l’e´limine avec ses deux champs voisins (h1, h2) pour
former un nouveau champ effectif
h′ =
h1h2
Ω
(2.4)
Ici encore, les nouveaux couplages introduits sont statistiquement inde´pendants de tous
les autres couplages qui restent dans la chaˆıne, ce qui permet d’e´crire un syste`me ferme´
de deux flots de renormalisation pour les distributions PΩ(J) et PΩ(h) des couplages
et champs effectifs a` l’e´chelle Ω.
Nous allons maintenant expliquer comment ces re`gles qui apparaissent dans les
chaˆınes de spins quantiques peuvent s’interpre´ter en termes de statistique des extrema
d’une marche ale´atoire a` grande e´chelle.
2.2.2 Extrema des marches ale´atoires a` grande e´chelle
Dans plusieurs mode`les de physique statistique que nous allons conside´rer, il existe
un seul type de variables ale´atoires (fi) sur une ligne, mais ces variables ale´atoires
peuvent eˆtre positives ou ne´gatives. Ces variables ale´atoires repre´sentent par exemple
les forces locales dans le mode`le de Sinai (Chapitres 3 et 4), les champs ale´atoires
dans la chaˆıne d’Ising classique en champ ale´atoire (Chapitre 5), les charges dans le
mode`le du polyme`re hydrophile/hydrophobe (Chapitre 6). Dans les approches de type
Ma-Dasgupta pour ces diffe´rents mode`les, les degre´s de liberte´ importants du de´sordre
sont les extrema du potentiel associe´ U(i) =
∑i
j=0 fj a` grande e´chelle.
Pour de´finir les extrema du potentiel initial, il faut donc commencer par grouper
ensemble toutes les forces fi conse´cutives de meˆme signe : on obtient alors un paysage
constitue´ par une alternance de liens descendants (F+i , l
+
i ) et de liens montants (F
−
i , l
−
i ).
Les barrie`res F et les longueurs l sont maintenant des variables ale´atoires positives
qui repre´sentent respectivement les diffe´rences de potentiel et les distances entre deux
extrema locaux conse´cutifs du mode`le initial. La re`gle de renormalisation du paysage
est alors la suivante (Publications [P3,P4]) : on choisit la plus petite barrie`re Γ =
min{F+i , F−i }. Si la plus petite barrie`re est un lien descendant F+2 = Γ, on l’e´limine
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F1 F2 F3+-F1
2F
F3
1l l 2 l 3
F’=
(a)
(b)
x
U
Fig. 2.1 – Illustration des re`gles de renormalisation pour un potentiel ale´atoire unidi-
mensionnel.
avec ces deux liens montants voisins F−1 et F
−
2 pour former un nouveau lien montant
(F−)′ = F−1 + F
−
2 − Γ (2.5)
Si la plus petite barrie`re est un lien montant F−1 = Γ, on l’e´limine avec ces deux liens
descendants voisins F+1 et F
+
2 pour former un nouveau lien descendant
(F+)′ = F+1 + F
+
2 − Γ (2.6)
Ces re`gles sont donc comple`tement e´quivalentes aux re`gles de de´cimations (2.3 2.4) du
mode`le RTFIC par une simple transformation logarithmique sur les variables. Si l’on
souhaite garder une information sur les distances initiales dans l’espace physique, il
suffit d’e´crire la re`gle d’e´volution de la longueur lors d’une de´cimation : la longueur du
nouveau lien renormalise´ est simplement e´gale a` la somme des trois liens e´limine´s
l′ = l1 + l2 + l3 (2.7)
Cette nouvelle longueur a encore la proprie´te´ d’eˆtre inde´pendante statistiquement des
autres longueurs qui restent dans la syste`me. En revanche, la longueur va eˆtre corre´le´e
avec la barrie`re F qui existe sur le meˆme lien. Ainsi, on peur e´crire un systm`e ferme´
de deux e´quations de flots pour les deux lois jointes P±(F, l).
2.2.3 Distribution des extrema du potentiel Brownien pur
Le cas syme´trique fi = 0 des mode`les statistiques correspond au point critique
quantique du mode`le RTFIC ln J = lnh ou` l’aimantation spontane´e s’annule. A grande
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e´chelle, les liens descendants et les liens montants deviennent statistiquement e´quivalents,
et le seul parame`tre physique pertinent est la variance f2i = 2σ du mode`le initial, comme
dans le the´ore`me de la Limite Centrale. Il existe alors un point fixe de “de´sordre infini”
caracte´rise´ par une distribution jointe P ∗(η, λ) des variables d’e´chelle η = F−ΓΓ pour
les barrie`res et λ = σlΓ2 pour les longueurs. Cette loi jointe qui caracte´rise le point fixe,
est de´finie par sa transforme´e de Laplace par rapport a` la longueur λ [75]∫ +∞
0
dλe−pλP∗(η, λ) = θ(η > 0)
√
p
sinh
√
p
e−η
√
p coth
√
p (2.8)
En particulier, la distribution des barrie`res seules est une simple exponentielle
P∗(η) = θ(η > 0)e−η (2.9)
alors que la distribution des longueurs seules a la forme d’une se´rie infinie d’exponen-
tielles
P∗(λ) = LT−1p→λ
(
1
cosh
√
p
)
=
+∞∑
n=−∞
π(−1)n
(
n+
1
2
)
e−π
2(n+ 12)
2
λ (2.10)
=
1√
πλ3/2
+∞∑
m=−∞
(−1)m
(
m+
1
2
)
e−(m+
1
2)
2 1
λ
(les deux se´ries se correspondent par une formule d’inversion de Poisson).
La convergence vers la solution de point fixe (2.8) est d’ordre 1/Γ pour les marches
ale´atoires [75]. En revanche, pour le mouvement Brownien unidimensionnel qui repre´sente
de´ja` la limite continue universelle des marches ale´atoires, le point fixe (2.8) est un
re´sultat exact a` toute e´chelle Γ, comme le montre un calcul direct par des inte´grales de
chemin contraintes (Publication [P9]).
2.2.4 Distribution des extrema du potentiel Brownien biaise´
Dans le cas dissyme´trique ou` il existe un biais fi = f0 > 0, les e´quations de renor-
malisation conduisent a` une famille de solutions a` un parame`tre note´ δ [75] : les deux
distributions jointes P±Γ (F, l) des liens descendants et montants ont pour transforme´es
de Laplace
∫ +∞
0
dle−plP ∗±Γ (F, l) = θ(F > Γ)
√
p+ δ2e∓δΓ
sinh
√
p+ δ2
e
−(F−Γ)
[√
p+δ2 coth
√
p+δ2∓δ
]
(2.11)
En particulier, les distributions de barrie`res seules ont les formes exponentielles suiv-
antes
P ∗+Γ (F ) = θ(F > Γ)
2δ
e2δΓ − 1e
−(F−Γ) 2δ
e2δΓ−1 ≃
Γ→∞
2δ
e2δΓ
e
−(F−Γ) 2δ
e2δΓ (2.12)
P ∗−Γ (F ) = θ(F > Γ)
2δ
1− e−2δΓ e
−(F−Γ) 2δ
1−e−2δΓ ≃
Γ→∞
θ(F > Γ)2δe−(F−Γ)2δ(2.13)
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Du point de vue du paysage renormalise´, la signification du parame`tre 2δ est donc
claire : la distribution P ∗−Γ (F ) des grandes barrie`res oppose´es au biais f0 reste stable
a` grande e´chelle (en dehors de la pre´sence du cut-off Γ) et (2δ) est le coefficient de
la de´croissance asymptotique exponentielle de cette distribution. Il faut maintenant
pre´ciser la signification du parame`tre δ par rapport au mode`le microscopique de de´part.
Pre`s du point critique correspondant a` δ = 0, le parame`tre δ peut eˆtre de´veloppe´
au premier ordre dans le biais [75]
δ =
f0
σ
+O(f20 ) (2.14)
Si l’on s’e´carte du voisinage imme´diat du point critique, la bonne de´finition non-
perturbative du parame`tre δ en terme de la distribution initiale Q(f) des variables
(fi) du mode`le microscopique de de´part est que δ repre´sente la solution de l’e´quation
(Publication [P4])
e−2δfi ≡
∫ +∞
−∞
dfQ(f)e−2δf = 1 (2.15)
Cette de´finition correspond bien suˆr exactement, au changement de notation pre`s 2δ =
µ/T , a` la de´finition du parame`tre sans dimension µ qui repre´sente l’exposant de la phase
de diffusion anormale x ∼ tµ des mode`les de Sinai avec biais [114, 57, 22], dont nous
reparlerons dans le chapitre 4. Le de´veloppement dans les deux premiers cumulants
redonne bien l’expression simple (2.14), qui n’est exacte a` tous les ordres que pour une
distribution gaussienne.
A nouveau, si l’on conside`re directement le mouvement Brownien unidimensionnel
biaise´ comme limite continue des marches ale´atoires biaise´es, les solutions (2.11) sont
des re´sultats exacts a` toute e´chelle Γ, comme le montre un calcul direct par des inte´grales
de chemin contraintes (Publication [P9]).
Alors que la solution (2.8) du cas syme´trique δ = 0 est un point fixe de “de´sordre
infini”, la solution (2.13) du cas dissyme´trique δ > 0 est un point fixe de “de´sordre fini”,
car la distribution P ∗−Γ (F ) des grandes barrie`res oppose´es au biais a asymptotiquement
une largeur finie 12δ . La renormalisation usuelle de type Ma-Dasgupta ne donne donc des
re´sultats exacts que dans la limite δ → 0. Nous discuterons en de´tails dans le Chapitre
4 comment ge´ne´raliser la me´thode usuelle lorsque le parame`tre δ est petit.
2.3 Renormalisation d’un potentiel ale´atoire unidimen-
sionnel quelconque
Comme la renormalisation de type Ma-Dasgupta consiste a` e´tudier les extrema d’un
potentiel unidimensionnel lorsqu’on ne garde que les barrie`res supe´rieures a` une certaine
e´chelle Γ, il est possible de de´finir la proce´dure pour un paysage ale´atoire quelconque.
En particulier, la proce´dure de renormalisation peut eˆtre imple´mente´e nume´riquement
pour des potentiels corre´le´s, ce qui a e´te´ fait pour le cas de corre´lations logarithmiques
[39]. La Publication [P9] e´tudie ce que l’on peut dire de manie`re analytique pour le cas
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des potentiels Markoviens. Nous de´crirons en particulier la solution explicite pour le
cas d’un potentiel Brownien en pre´sence d’un potentiel de´terministe harmonique dans
le Chapitre 7.
2.4 Re`gles de de´cimation plus ge´ne´rales
Dans certains syste`mes unidimensionnels, en particulier pour la chaˆıne quantique
de spin S = 1 discute´e dans le Chapitre 10, on est amene´ a` de´finir des proce´dures
de renormalisation plus complique´es que la renormalisation d’un potentiel unidimen-
sionnel, ce qui peut donner lieu a` des phe´nome`nes plus riches : en particulier, pour la
chaˆıne quantique de spin S = 1, cela permet de de´crire une transition de phase de type
percolation a` tempe´rature nulle.
2.5 Variables auxiliaires et exposants critiques
Dans les renormalisations de type Ma-Dasgupta, on appelle ‘variables auxiliaires’ les
variables associe´es aux liens qui vont e´voluer selon des re`gles de de´cimation paralle`les
lorsque leurs variables principales associe´es sont renormalise´es. Le premier exemple
important est la longueur l que nous avons de´ja` rencontre´e (2.7). C’est une variable
auxiliaire car ce n’est pas elle qui de´termine la renormalisation, mais la barrie`re associe´e
F : en effet a` chaque e´tape, on ne choisit pas la longueur minimale, on choisit la barrie`re
F minimale.
Une autre variable auxiliaire importante pour le RTFIC est l’aimantation m des
amas de spins : cette variable n’existe qu’en association avec les champs ale´atoires hi
et e´volue en association avec la re`gle (2.4) selon [75]
m′ = m1 +m2 (2.16)
Plus ge´ne´ralement, dans les diffe´rents mode`les discute´s dans ce me´moire, que ce soit
pour la diffusion de Sinai (Chapitre 3), pour la chaˆıne d’Ising classique en champ
ale´atoire (Chapitre 5), et pour les proble`mes de re´action-diffusion (Publication [P5]),
on est conduit a` e´tudier diverses variables auxiliaires qui e´voluent selon la re`gle ge´ne´rale
m′ = am1 + bm2 + cm3 (2.17)
ou` (a, b, c) sont des constantes.
Nous avons de´ja` vu comment l’e´tude jointe des barrie`res et des longueurs car-
acte´risent la statique du paysage renormalise´ a` une e´chelle donne´e (2.8) : en particulier,
dans le paysage renormalise´ a` l’e´chelle Γ, dans lequel il ne reste que des barrie`res F > Γ,
les longueurs ont pour scaling l ∼ Γ2, ce qui est le scaling Brownien usuel comme il
se doit. En revanche, en dehors de ce cas tre`s particulier a = b = c = 1, les variables
auxiliaires (2.17) conduisent a` des exposants non-triviaux m ∼ ΓΦ qui refle`tent des pro-
prie´te´s ‘dynamiques’ de la renormalisation sur toutes les e´chelles pre´ce´dentes Γ′ < Γ, et
qui contiennent plus d’informations que le paysage a` l’e´chelle Γ seulement. Par exemple
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pour le RTFIC, la re`gle tre`s simple (2.16) correspondant a` a = c = 1 et b = 0 conduit
pour l’aimantation m ∼ Γφ a` l’exposant irrationnel e´gal au nombre d’or [75]
φ(a = c = 1, b = 0) =
1 +
√
5
2
(2.18)
Cet exemple montre qu’une simple marche ale´atoire unidimensionnelle contient des ex-
posants non-triviaux si l’on s’inte´resse a` des proprie´te´s un peu ‘subtiles’ qui concernent
la dynamique du paysage des extrema en fonction de l’e´chelle.
Plus ge´ne´ralement, pour une variable auxiliaire de type (2.17), on obtient que,
lorsque la condition a+c = 2 est satisfaite (ce qui arrive assez souvent en pratique pour
les observables physiques les plus naturelles), l’exposant associe´ satisfait une e´quation
du second degre´ et vaut
φ(a+ c = 2, b) =
1 +
√
5 + 4b
2
(2.19)
En revanche, lorsque a + c 6= 2, l’exposant φ(a, b, c) satisfait une e´quation plus com-
plique´e faisant intervenir la fonction hyperge´ome´trique confluente U(A,B, z) (Publica-
tions [P4] et [P5]).
2.6 Comparaison avec certains mode`les de croissance
Les de´cimations de type Ma-Dasgupta ont une grande parente´ avec certains mode`les
de croissance, qui ont e´te´ introduits de manie`re comple`tement inde´pendante. Ces mode`les
ge´ome´triques de croissance conside`rent une suite d’intervalles sur une ligne qui e´volue
par une transformation ite´rative sur le plus petit segment qui reste, avec les diverses
re`gles suivantes :
(i) dans le “cut-in-two model” [61], l’intervalle le plus petit est e´limine´ et donne
une moitie´ de sa longueur a` chacun de ces deux voisins. Ce mode`le introduit donc des
corre´lations entre les intervalles voisins et a e´te´ e´tudie´ nume´riquement [61].
(ii) dans le “paste-all model” [61], l’intervalle le plus petit est e´limine´ et donne
toute sa longueur a` l’un de ces deux voisins tire´ au hasard de manie`re e´quiprobable.
Ce mode`le n’introduit pas de corre´lations entre les intervalles voisins, et la distribution
invariante des longueurs a e´te´ calcule´e [61].
(iii) dans le “instantaneous collapse model” [151], l’intervalle le plus petit est e´limine´
avec ses deux voisins pour former un seul nouveau domaine l′ = l1+ l2+ l3. Ce mode`le
de´crit en fait la dynamique effective a` grand temps d’un champs scalaire unidimension-
nel qui e´volue selon une e´quation de Ginzburg-Landau a` tempe´rature nulle [140, 151], et
a donc suscite´ un grand inte´reˆt en tant que mode`le soluble de croissance. Les re´sultats
exacts concernent la distribution invariante des longueurs [151]), l’exposant de persis-
tance [31] qui caracte´rise la variable auxiliaire d′ = d1+d3, l’exposant d’autocorre´lation
[32] qui caracte´rise la variable auxiliaire q′ = q1 − q2 + q3 et enfin l’exposant de persis-
tance ge´ne´ralise´ [126] qui caracte´rise la variable auxiliaire m′ = m1 + pm2 +m3 avec
un parame`tre p.
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La seule diffe´rence ‘technique’ avec les re`gles de de´cimation de type Ma-Dasgupta
est que, dans les mode`les de croissance, c’est la longueur qui est la variable principale
qui de´termine la renormalisation, alors que dans les mode`les de´sordonne´s, la longueur
n’est qu’une variable auxiliaire, la variable principale qui de´finit la dynamique e´tant
une variable de de´sordre. Cette diffe´rence explique les diffe´rences analytiques entre les
solutions de points fixes et d’exposants dans les deux types de mode`les.
D’un point de vue physique, cet exemple montre qu’une dynamique sans de´sordre
intrinse`que, de´finie a` partir d’une condition initiale ale´atoire, peut eˆtre gouverne´e, d’une
certaine manie`re, par un ‘point fixe de de´sordre infini’.
2.7 Conclusion
La spe´cificite´ des re`gles de renormalisation de type Ma-Dasgupta est de de´cimer
localement une variable extreˆme de de´sordre de manie`re ite´rative. Cette structure tre`s
particulie`re permet souvent d’obtenir en dimension d = 1 des solutions explicites pour
les distributions de probabilite´ du paysage et pour les exposants critiques associe´es aux
variables auxiliaires repre´sentant des observables physiques inte´ressantes.
Ce Chapitre 2 termine la pre´sentation ge´ne´rale des me´thodes de type Ma-Dasgupta.
Le reste du me´moire est consacre´ a` l’application de ces me´thodes a` divers mode`les
de´sordonne´s de physique statistique ou de matie`re condense´e.
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Chapitre 3
Marche ale´atoire dans un
potentiel Brownien
3.1 Pre´sentation du mode`le
Le mode`le d’une marche ale´atoire dans un potentiel ale´atoire Brownien, qui porte
aujourd’hui le nom de “mode`le de Sinai”, a beaucoup inte´resse´ les mathe´maticiens
probabilistes depuis les travaux de Solomon [158] Kesten et al. [114] et Sinai [156], ainsi
que les physiciens des syste`mes de´sordonne´s depuis les travaux initiaux de Alexander
et al.[4] et Derrida-Pomeau [57]. Depuis, il y a eu de nombreux de´veloppements dans
les deux communaute´s : la revue re´cente [171] contient une pre´sentation des re´fe´rences
importantes pour les mathe´maticiens probabilistes, alors que les diffe´rentes approches
des physiciens sont pre´sente´es dans les revues [90, 91, 22].
Pour les physiciens, l’inte´reˆt du mode`le de Sinai est double : d’une part, la marche
de Sinai repre´sente un mode`le dynamique simple en pre´sence de de´sordre, sur lequel
on peut tester un certain nombre de concepts ge´ne´raux, et d’autre part, elle apparaˆıt
naturellement dans divers contextes, par exemple dans la dynamique d’une paroi de do-
maine dans la chaˆıne d’Ising en champs ale´atoires (cf Chapitre 5) ou dans la dynamique
d’ouverture de la double he´lice d’ADN en pre´sence d’une force exte´rieure [122].
3.1.1 Version continue : Diffusion dans un potentiel Brownien
La version continue du mode`le de Sinai correspond a` l’e´quation de Langevin [22]
dx
dt
= −U ′(x(t)) + η(t) (3.1)
dans laquelle η(t) repre´sente le bruit thermique usuel
< η(t)η(t′) >= 2Tδ(t − t′) (3.2)
et U(x) est un potentiel ale´atoire Brownien
(U(x)− U(y))2 = 2σ|x− y| (3.3)
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Plus ge´ne´ralement, dans tout le me´moire, la moyenne thermique d’une observable f
sera note´e < f >, et la moyenne sur le de´sordre d’une observable f sera note´e f .
3.1.2 Version discre`te : Marche ale´atoire sur re´seau 1D
Dans la version discre`te sur re´seau (Figure 3.1), la particule qui se trouve sur le
site i a une probabilite´ ωi de sauter vers la droite et une probabilite´ (1− ωi) de sauter
vers la gauche. Les ωi sont des variables ale´atoires inde´pendantes dans ]0, 1[. La marche
ale´atoire est re´currente seulement si lnωi = ln(1− ωi), ce qui constitue le cas de Sinai,
et qui correspond a` l’absence de biais du potentiel U(x) (3.3) de la version continue.
i 1 1i
ωiωi1
i
Fig. 3.1 – Version discre`te du mode`le de Sinai
3.2 Principe de l’approche de renormalisation
Nous avons de´ja` explique´ dans le premier chapitre (Page 11) la manie`re de raisonner
sur l’exemple du mode`le de Sinai.
L’ide´e essentielle de notre approche est de de´composer le processus xU,η(t), repre´sentant
la position de la marche ale´atoire engendre´e par le bruit thermique η(t) dans le potentiel
ale´atoire Brownien U(x), selon une somme de deux termes
x{U,η}(t) = m{U}(t) + y{U,η}(t) (3.4)
• Le processus m{U}(t) porte le nom de “dynamique effective” dans les
publications et repre´sente la position la plus probable de la particule a` l’instant t : elle
correspond au meilleur minimum local du potentiel ale´atoire U(x) que la particule a
eu typiquement le temps d’atteindre depuis sa condition initiale pendant l’intervalle de
temps t. Comme le franchissement d’une barrie`re de potentiel F ne´cessite un temps
d’Arrhe´nius d’ordre tF = τ0e
βF , on peut e´tudier en de´tail cette dynamique effective en
utilisant une proce´dure de renormalisation de type Ma-Dasgupta, qui consiste a` de´cimer
de manie`re ite´rative les plus petites barrie`res qui existent dans le syste`me. On associe
alors au temps t le paysage renormalise´ dans lequel il ne reste plus que des barrie`res
plus grandes que l’e´chelle de renormalisation Γ = T ln t, ce qui correspond a` une e´chelle
Γ2 = (T ln t)2 pour les longueurs. La position m{U}(t) correspond alors au minimum
de la valle´e renormalise´e a` l’e´chelle Γ = T ln t qui contient le point initial.
• Le processus y{U,η}(t) repre´sente l’e´cart par rapport a` la dynamique effective.
Dans la limite de temps infini, c’est un variable ale´atoire qui reste finie, ce qui con-
stitue le phe´nome`ne de localisation de Golosov : toutes les particules qui diffusent
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Fig. 3.2 – Figure tire´e de la re´fe´rence [40] de J. Chave and E. Guitter, avec sa le´gende
“Evolution with time (in logarithmic scale) of the distribution P (x, t) in a given energy
landscape (drawn below). The evolution runs over 107 iterations. The intinsity in the
grey scale is proportional to (− lnP (x, t)), i.e. darker regions correspond to higher values
of P (x, t).”
dans le meˆme e´chantillon a` partir du meˆme point de de´part avec des bruits ther-
miques η diffe´rents sont asymptotiquement concentre´es dans la meˆme valle´e de mini-
mumm{U}(t). Plus pre´cise´ment, si on conside`re les premie`res corrections a` grand temps,
la probabilite´ qu’une particule ne soit pas dans la valle´e correspondant a` la dynamique
effective m{U}(t) est d’ordre 1/(ln t), auquel cas la particule se trouve a` une distance
d’ordre (ln t)2 de mU (t). Ces e´ve`nements sont donc rares (leur probabilite´ tend vers
ze´ro a` grand temps) mais ils dominent cependant certaines observables, comme par
exemple la largeur thermique ∆x2(t) ∼ < y2(t) > ∼ (ln t)3 qui diverge.
3.3 E´tude de la dynamique effective
3.3.1 Front de diffusion
A cause du phe´nome`ne de localisation de Golosov, la distribution de la variable
d’e´chelle X =
x{U,η}
(T ln t)2 , par rapport au bruit η dans un e´chantillon fixe´ est asympto-
tiquement une distribution delta de Dirac δ(X −M) ou` M = m{U}(t)
(T ln t)2
est la variable
d’e´chelle de la dynamique effective. Si l’on souhaite maintenant calculer la moyenne du
front de diffusion moyen sur l’ensemble des e´chantillons (ou l’ensemble des conditions
initiales, ce qui revient ici au meˆme), il suffit d’e´tudier la distribution de M , et on
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Fig. 3.3 – Principe de la renormalisation pour e´tudier la dynamique effective m(t)
retrouve ainsi tre`s simplement la loi de Kesten
P (X) = LT−1p→|X|
[
1
p
(
1− 1
cosh
√
p
)]
=
4
π
+∞∑
n=0
(−1)n
2n+ 1
e−
π2
4
(2n+1)|X| (3.5)
qui est un re´sultat exact des mathe´maticiens probabilistes [115, 86]. Cet exemple montre
explicitement comment la proce´dure de renormalisation de type Ma-Dasgupta permet
d’obtenir des re´sultats asymptotiques exacts, et donne confiance dans les re´sultats nou-
veaux qu’elle donne pour des proprie´te´s plus fines pour lesquelles il n’existe pas de
“the´ore`me” correspondant.
3.3.2 Distribution de l’ e´nergie
De meˆme, la variable d’e´chelle pour l’ e´nergie
w =
U(x(0)) − U(x(t))
(T ln t)
≃ U(m(0)) − U(m(t))
(T ln t)
est entie`rement de´termine´e a` grand temps par la seule dynamique effective. Cette vari-
able re´duite a pour loi limite quand t→∞ :
D(w) = θ(w < 1) (4− 2w − 4e−w)+ θ(w ≥ 1) (2e− 4) e−w
La loi est continue, ainsi que sa de´rive´e en w = 1, mais la de´rive´e seconde est dis-
continue en w = 1, ce qui peut sembler surprenant ! En effet, pour tout temps fini, la
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Fig. 3.4 – Distribution limite de la variable d’e´chelle pour l’ e´nergie.
distribution de l’ e´nergie est analytique, et ce n’est que dans la limite de temps infini
que la loi limite de la variable d’e´chelle pre´sente une discontinuite´ de la de´rive´e seconde.
Il est inte´ressant de noter que dans le travail re´cent d’un mathe´maticien probabiliste
[94] sur le temps de retour a` l’origine apre`s l’instant t, il apparaˆıt aussi une distribu-
tion asymptotique non-analytique pour une variable d’e´chelle qui repre´sente aussi une
variable de type e´nergie et qui correspond aussi au point w = 1 dans nos notations.
Nous avons aussi calcule´ la loi limite jointe de la position X = x(t)−x(0)
(T ln t)2
et de
l’ e´nergie w = U(x(0))−U(x(t))(T ln t) , qui est de´finie par les deux expressions suivantes en
transformation de Laplace∫ +∞
0
dXe−sXP(X,w > 1) = sinh
√
s√
s
(
e
√
s coth
√
s − 2 cosh√s
)
e−w
√
s coth
√
s
∫ +∞
0
dXe−sXP(X,w < 1) = sinh
√
s(2−w)√
s
− sinh 2
√
s√
s
e−w
√
s coth
√
s (3.6)
3.3.3 Proprie´te´s de vieillissement
Le front de diffusion a` deux temps P (x, t;x′, t′|0, 0) pre´sente un re´gime de vieil-
lissement en (ln t/ln t′). Dans les variables d’e´chelle X = (x/ ln2 t) et X ′ = (x′/ ln2 t),
le front de diffusion est de´termine´ par la dynamique effective. La proce´dure de renor-
malisation permet de calculer la loi jointe des positions {m(t),m(tw)} a` deux temps
successifs t ≥ tw (Publication [P4] ). En particulier, ce front de diffusion a` deux temps
pre´sente une fonction δ(X − X ′) de Dirac, qui traduit le fait qu’une particule peut
se trouver pie´ge´e dans une valle´e dont elle n’arrive pas a` sortir entre t′ et t. Le poids
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D(t, tw) de cette fonction δ(X −X ′) qui repre´sente la probabilite´ d’avoir m(t) = m(tw)
a pour expression
D(t, tw) =
1
3
(
ln tw
ln t
)2(
5− 2e1−
(
ln t
ln tw
))
(3.7)
Ce re´sultat caracte´rise bien ce qu’on appelle “vieillissement” : plus tw est grand, plus
la particule a trouve´ une “bonne” valle´e et plus il faudra de temps pour en sortir.
3.3.4 Statistique des retours a` l’origine de m(t)
La proce´dure de renormalisation permet aussi de montrer que la distribution de la
se´quence Γ1 = T ln t1, Γ2 = T ln t2 ... des temps de retour a` l’origine de la dynamique
effective m(t) a une structure simple : c’est un processus Markovien multiplicatif de´fini
par la re´currence Γk+1 = αkΓk, dans laquelle les coefficients {αi} sont des variables
ale´atoires inde´pendantes, de loi
ρ(α) =
1√
5
(
1
α1+λ−
− 1
α1+λ+
)
avec λ± =
3±√5
2
(3.8)
Deux conse´quences importantes :
• Le nombre total R(t) de retours a` l’origine pendant [0, t] se comporte en
R(t) ∼ 1
3
ln(T ln t) (3.9)
alors que le nombre total S(t) de sauts pendant [0, t] se comporte en
S(t) ∼ 4
3
ln(T ln t) (3.10)
(mais ici il y a des corre´lations entre les temps de sauts.)
• La probabilite´ que m(τ) > 0 pour τ ∈]0, t] met en jeu un exposant de persistance
irrationnel
Π(t) ∼
[
1
(T ln t)2
]θ
avec θ =
3−√5
4
= 0.19...
alors que la probabilite´ qu’un marcheur donne´ x(t) ne repasse pas par l’origine x(o)
pendant ]0, t] a un exposant de persistance simple
Π1(t) ∼
[
1
(T ln t)2
]θ
avec θ =
1
2
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3.4 E´tude des proprie´te´s de localisation
3.4.1 Distribution asymptotique du paquet thermique
La distribution de la position relative y = x(t)−m(t) par rapport a` la position m(t)
de la dynamique effective a pour limite a` temps infini une distribution de Boltzmann
dans une valle´e Brownienne infinie
P (y) =
〈
e−βU1(y|))∫∞
0 dxe
−βU1(x) +
∫∞
0 dxe
−βU2(x)
〉
{U1,U2}
(3.11)
ou` l’on moyenne sur deux trajectoires Browniennes {U1, U2} qui forment une valle´e
infinie. Cette formulation est bien e´quivalente au the´ore`me de Golosov [85]. La loi
P (y) peut eˆtre calcule´e en transforme´e de Laplace en termes de fonctions de Bessel
(Publication [P8]) En particulier, on obtient le comportement asymptotique alge´brique
P (y) ∼
y→∞
1
y3/2
(3.12)
qui peut eˆtre interpre´te´ ainsi : alors que les configurations U(y) typiques donnent une
de´croissance en e−β
√
σy pour le facteur de Boltzmann, il existe des configurations rares
qui reviennent pre`s de U ∼ 0 a` une grande distance y avec une probabilite´ en 1/(y3/2).
Nous avons aussi calcule´ la fonction de corre´lation a` deux particules
C(l) = lim
t→∞ 2
∫ +∞
−∞
dx[P (x, t|x0, 0)P (x+ l, t|x0, 0)] (3.13)
qui de´croˆıt aussi alge´briquement en 1/l3/2.
3.4.2 Parame`tres de localisation
Les parame`tres de localisation, qui mesurent les probabilite´s moyennes de trouver
k particules au meˆme point a` temps infini
Yk = lim
t→∞
∫ +∞
−∞
dx[P (x, t|x0, 0)]k = Γ
3(k)
Γ(2k)
(σβ2)k−1 (3.14)
ont un comportement a` grand k qui est domine´ par les valle´es tre`s e´troites qui ont une
petite fonction de partition (Publication [P8]).
3.4.3 Comparaison avec les fonctions d’e´quilibre
Ces diffe´rentes observables qui caracte´risent la statistique du paquet thermique dans
la diffusion de Sinai co¨ıncident en fait avec leurs analogues statiques de´finies par la limite
thermodynamique de la distribution de Boltzmann dans un potentiel Brownien sur un
intervalle (Publication [P8]). Cette convergence vers l’e´quilibre du paquet thermique
(alors que la dynamique effective reste inde´finiment hors e´quilibre) n’est plus vraie de`s
qu’on ajoute une force constante (cf Chapitre 4)
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3.4.4 Largeur thermique et e´ve`nements rares
(a) (b) (d)(c)
Fig. 3.5 – Repre´sentation des trois types (a) (b) (c) d’e´ve`nements rares d’ordre 1/Γ
qui dominent la largeur du paquet thermique a` grand temps ( la croix repre´sente la
condition intiale). Le cas (d) est un exemple d’e´ve`nement rare d’ordre 1/Γ2 qui donne
une contribution sous-dominante.
La de´croissance alge´brique (3.12) de la distribution asymptotique de la position
relative implique que le second moment < y2 > diverge a` temps infini. Pour obtenir son
comportement a` grand temps, il faut prendre en compte les e´ve`nements rares suivants
(Publication [P6]) :
(a) une valle´e renormalise´e peut avoir deux minima e´loigne´s dans l’espace qui sont
presque de´ge´ne´re´s en e´nergie.
(b) deux barrie`res voisines peuvent eˆtre presque de´ge´ne´re´es.
(c) une barrie`re peut eˆtre en train d’eˆtre de´cime´e (Γ + ǫ)
Ces e´ve`nements rares, repre´sente´s sur la Figure 3.5, ont tous les trois une proba-
bilite´ faible d’ordre 1/Γ, mais ils donnent lieu a` division du paquet thermique en deux
sous-paquets, se´pare´s par une grande distance d’ordre Γ2. En conse´quence, ce sont ces
e´ve`nements qui dominent la largeur thermique
< x2(t) > − < x(t) >2 ∝
t→∞
T
Γ
(Γ2)2 = T (T lnT )3 (3.15)
et plus ge´ne´ralement tous les moments divergents d’ordre k > 1/2
|x(t)− < x(t) > |k ≃
t→∞ ckT (T lnT )
2k−1 (3.16)
Les constantes ck en pre´facteur peuvent eˆtre calcule´es a` partir des proprie´te´s statistiques
des e´ve`nements rares (a,b,c) de´crits ci-dessus (Publication [P4]).
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3.5 Relation avec la the´orie ge´ne´rale des dynamiques
lentes et des e´tats me´tastables
3.5.1 E´tats me´tastables
Dans la description qualitative usuelle des dynamiques lentes, que ce soit pour les
verres, les milieux granulaires ou les syste`mes de´sordonne´s, la notion d’e´tat me´tastable
joue un grand roˆle. Comme les e´tats me´tastables au sens strict n’existent que dans les
approximations de champ moyen ou dans la limite de tempe´rature nulle, si on veut
utiliser ce concept pour des syste`mes en dimension finie a` tempe´rature finie, il faut
conside´rer des e´tats me´tastables de temps de vie finie [20], en se´parant la dynamique
en deux e´chelles de temps : il y a d’une part des degre´s de liberte´ “rapides”, qui
atteignent vite un quasi-e´quilibre local, ce qui correspond aux “e´tats me´tastables”, et
il y a d’autre part une dynamique lente hors e´quilibre, qui correspond a` l’ e´volution des
e´tats me´tastables.
Dans ce langage, notre description de la marche ale´atoire de Sinai peut eˆtre refor-
mule´e ainsi :
• Les e´tats me´tastables a` l’instant t sont les valle´es du paysage renormalise´ a` l’e´chelle
Γ = T ln t : en effet, les marcheurs qui sont partis a` t = 0 d’un point de cette valle´e
n’ont pas eu le temps d’en sortir a` l’instant t.
• Dans chaque valle´e renormalise´e, il y a un quasi-e´quilibre de´crit par une distribu-
tion de Boltzmann a` l’inte´rieur de la valle´e.
• La dynamique lente correspond a` l’e´volution du paysage renormalise´ avec l’e´chelle
Γ = T ln t : certains e´tats me´tastables disparaissent et sont absorbe´s par un voisin.
3.5.2 Observables a` un temps et Conjecture d’Edwards
Comme la ‘Conjecture d’Edwards’, qui propose de calculer les quantite´s dynamiques
par une moyenne plate sur les e´tats me´tastables, a donne´ lieu a` beaucoup de travaux
re´cents [11, 65], il est inte´ressant de reconside´rer de ce point de vue notre proce´dure.
Dans notre approche, toutes les observables a` un temps se calculent effectivement
par une moyenne sur les valle´es renormalise´es (qui sont les e´tats me´tastables), mais
avec une mesure qui de´pend de l’observable :
• Pour une condition initiale uniforme, la taille du bassin d’attraction d’une valle´e
est donne´e par sa longueur, et donc on utilise une mesure ponde´re´e par la longueur∫
dllP (l) pour calculer la distribution de la position, de l’ e´nergie, etc...
• Pour les observables du paquet thermique, nous avons utilise´ une mesure plate
sur les valle´es Browniennes infinies, car il y a une inde´pendance entre la taille de la
valle´e et la statistique du fond de la valle´e.
3.5.3 De´composition du front de diffusion sur les e´tats me´tastables
Si l’on veut de´crire a` la fois la dynamique effective des valle´es et l’e´quilibre de
Boltzmann dans chaque valle´e renormalise´e, on peut e´crire le front de diffusion dans
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un e´chantillon sous la forme
P (xt|x00) ≃
∑
VΓ
1
ZVΓ
e−βU(x)θVΓ(x)θVΓ(x0) (3.17)
La somme porte sur toutes les valle´es renormalise´es VΓ a` l’e´chelle Γ = T ln t. La notation
θV (x) de´signe la fonction caracte´ristique de la valle´e V , c’est a` dire θV (x) = 1 si x
appartient a` la valle´e et θV (x) = 0 sinon. Enfin ZV =
∫
V dxe
−βU(x) repre´sente la
fonction de partition de la valle´e V .
Cette expression du front de diffusion (3.17) correspond tout a` fait a` la construction
ge´ne´rale en pre´sence d’e´tats me´tastables (cf [20, 160] et les re´fe´rences incluses), dans
laquelle l’ope´rateur d’e´volution e−tHFP est remplace´ par un projecteur sur les e´tats (i)
d’e´nergie Ei < 1/t
e−tHFP ∼
∑
i
|Pi >< Qi| (3.18)
L’interpre´tation est claire : “everything fast has happened and everything slow has not
taken place” [160]. Pour le mode`le de Sinai, les expressions explicites sont les suivantes :
les e´tats a` droite
Pi(x) =
e−βU(x)∫
V
(i)
Γ
dye−βU(x)
θ(x ∈ V (i)Γ ) (3.19)
sont bien positifs, normalise´s, avec des supports qui ne se recouvrent pas, alors que les
e´tats a` gauche
Qi(x) = θ(x ∈ V (i)Γ ) (3.20)
sont simplement e´gaux a` 1 sur le support de leur vecteur propre a` droite associe´, et
nuls ailleurs.
Dans le mode`le de Sinai, on peut en fait aller au dela` de cette description a` un
temps en terme de projection sur les e´tats me´tastables, en conside´rant la dynamique
de ces e´tats me´tastables pour obtenir des informations sur les proprie´te´s spectrales de
l’ope´rateur de Fokker-Planck.
3.6 E´tude des fonctions propres de l’ope´rateur de Fokker-
Planck
3.6.1 Construction des fonctions propres de l’ope´rateur de Fokker-
Planck associe´ a` la dynamique effective
Il est inte´ressant de voir comment change l’expression (3.17) lors de la de´cimation
d’une valle´e renormalise´e, c’est a` dire lors de la disparition d’un e´tat me´tastable. La
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de´composition de l’ope´rateur d’e´volution sur les valeurs propres En ≥ 0 et les fonctions
propres a` droite ΦRn et a` gauche Φ
L
n de l’ope´rateur de Fokker-Planck HFP s’e´crit
P (xt|x00) =< x|e−tHFP |x0 >=
∑
n
e−EntΦRn (x)Φ
L
n(x0) (3.21)
En dehors de l’e´tat fondamental n = 0 d’e´nergie nulle E0 = 0 qui correspond a`
l’e´quilibre de Boltzmann sur l’e´chantillon total
ΦL0 (x) = 1/
√
Ztot (3.22)
ΦR0 (x) = e
−U(x)/T /
√
Ztot (3.23)
la comparaison avec l’e´quation (3.17) conduit aux identifications suivantes pour les
e´tats excite´s n ≥ 1 : les e´nergies En sont de´termine´es par les e´chelles de renormalisation
Γn = T ln tn = −T lnEn qui correspondent aux de´cimations de barrie`res. Lors d’une
de´cimation, deux valle´es V1 et V2 se joignent en une seule nouvelle valle´e renormalise´e
V ′, et les fonctions propres associe´es s’e´crivent
ΦLn(x) =
√
ZV1ZV2
ZV1 + ZV2
(
1
ZV1
θV1(x)−
1
ZV2
θV2(x)) (3.24)
ΦRn (x) = e
−U(x)/TΦLn(x) (3.25)
On peut ve´rifier que ces fonctions propres ont toutes les proprie´te´s requises d’orthonor-
malisation ∫
dxΦLn(x)Φ
R
m(x) = δn,m (3.26)
et de normalisation de la probabilite´ totale du paquet thermique∫
dxΦRn (x) = 0 (3.27)
Au dela` du mode`le de Sinai, la structure (3.25) en termes de fonctions de partition
partielles semble donc de´crire plus ge´ne´ralement les fonctions propres de l’ope´rateur
de Fokker-Planck pour les dynamiques lentes dans lesquelles les e´tats me´tastables dis-
paraissent de manie`re hie´rarchique et emboite´e.
3.6.2 Structure spatiale des fonctions propres : 2 pics et 3 e´chelles
de longueur !
Un e´tat propre (3.25) pre´sente deux pics qui correspondent aux minima des valle´es
V1 et V2. Chacun des deux pics a une largeur finie, qui repre´sente la longueur car-
acte´ristique associe´ poids de Boltzmann a` tempe´rature T autour du minimum d’une
valle´e. La distance entre les deux pics est d’ordre l(E) ∼ Γ2 ∼ (lnE)2. Loin des min-
ima, mais a` l’inte´rieur de la valle´e renormalise´e r ≤ Γ2, la fonction propre ΦRn (x) a
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une de´croissance gouverne´e par le poids de Bolzmann e−βU(r) de comportement typ-
ique e−c
√
r. En particulier au bord de la valle´e r ∼ Γ2, l’amplitude typique est d’or-
dre e−c′Γ. Au dela` des deux valle´es en jeu, l’approximation simple (3.25) avec des
fonctions theta devient insuffisante. Pour estimer la de´croissance d’un e´tat propre sur
une distance r ≥ Γ2, il faut conside´rer [139] que les deux points sont se´pare´s par un
nombre de valle´es renormalise´es d’ordre r
Γ2
et que le recouvrement entre deux valle´es
voisines n’est pas ze´ro, mais d’ordre e−c′′Γ. Une the´orie de perturbation conduit alors a`
une de´croissance asymptotique exponentielle en e−c
′′ r
Γ , ce qui correspond en effet a` la
longueur de localisation λ(E) ∼ Γ ∼ (−T lnE) calcule´e exactement par une me´thode
de type Dyson-Schmidt pour le proble`me de Schro¨dinger associe´ [22].
En conclusion, les proprie´te´s des fonctions propres font donc intervenir trois e´chelles
de longueur qui coexistent :
• une e´chelle finie l ∼ 1 qui caracte´rise la largeur d’un pic, et qui est relie´e a` la
localisation de Golosov du paquet thermique.
• une e´chelle l(E) ∼ (lnE)2 qui repre´sente la distance entre les deux pics et qui est
relie´e a` la distance totale parcourue au temps t ∼ 1/E.
• une e´chelle λ(E) ∼ (− lnE) qui caracte´rise la de´croissance exponentielle asympto-
tique de la fonction d’onde, et qui correspond a` la longueur de localisation du proble`me
de Schro¨dinger associe´.
3.7 Conclusion
Le mode`le de Sinai est un exemple parfait de ‘point fixe de de´sordre infini’. La
proce´dure de renormalisation donne une image tre`s comple`te de la dynamique asymp-
totique. Elle permet d’obtenir des re´sultats exacts explicites sur la dynamique effective
d’une particule, sur les proprie´te´s de vieillissement, sur les proprie´te´s de localisation
du paquet thermique, et sur les e´ve`nements rares qui gouvernent la largeur thermique.
Par ailleurs, la description du mode`le de Sinai en termes de valle´es renormalise´es est
un exemple explicite de la the´orie ge´ne´rale des e´tats me´tastables de temps de vie fini,
et permet d’obtenir une image tre`s claire de la structure des fonctions propres de
l’ope´rateur de Fokker-Planck.
Mentionnons pour terminer que certains re´sultats obtenus par notre approche de
renormalisation de type Ma-Dasgupta ont e´te´ depuis confirme´s par des e´tudes de
mathe´maticiens probabilistes, que ce soit sur le poids de la partie singulie`re du front de
diffusion a` deux temps [55] ou sur la statistique des retours a` l’origine de la dynamique
effective [42].
Publications associe´es
• Principe de la renormalisation et premiers re´sultats : Publication [P3]
• Dynamique effective, e´ve`nements rares et vieillissement : Publication [P4]
• Sur la dynamique de l’e´nergie : Publication [P10]
• Sur la localisation de Golosov et l’ope´rateur de Fokker-Planck : Publication [P8]
Chapitre 4
Marche ale´atoire dans un
potentiel Brownien biaise´
4.1 Pre´sentation du mode`le
4.1.1 La phase de diffusion anormale
L’introduction d’une force constante F0 dans l’e´quation de Langevin (3.1) du mode`le
de Sinai discute´ au Chapitre pre´ce´dent est e´videmment tre`s naturelle. Ce mode`le avec
force a meˆme encore plus inte´resse´ les mathe´maticiens et physiciens depuis longtemps,
car il pre´sente une se´rie de transitions de phase dynamiques [114, 57, 22] en fonction du
parame`tre sans dimension µ = F0T/σ. En particulier, il existe une phase de diffusion
anormale 0 < µ < 1 qui est caracte´rise´e par le comportement asymptotique sous-line´aire
< x(t) > ≃
t→∞ t
µ (4.1)
alors que pour µ > 1, la vitesse devient finie : < x(t) > ∼ V (µ)t.
4.1.2 Le mode`le dirige´ de pie`ges
Il a e´te´ propose´ depuis longtemps un argument heuristique [71, 22] selon lequel le
mode`le de Sinai biaise´ e´tait asymptotiquement e´quivalent a` un mode`le dirige´ de pie`ges
de´fini par l’ e´quation maˆıtresse
dPt(n)
dt
= −Pt(n)
τn
+
Pt(n − 1)
τn−1
(4.2)
dans laquelle les τn sont des variables ale´atoires inde´pendantes distribue´es avec une loi
alge´brique
q(τ) ≃
τ→∞
µ
τ1+µ
(4.3)
La phase de diffusion anormale 0 < µ < 1 correspond alors a` la phase dans laquelle la
moyenne des temps de pie´geage est infini.
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4.2 Principe de la renormalisation
La renormalisation pre´sente´e dans le Chapitre 3 pour la marche de Sinai peut eˆtre
applique´e en pre´sence d’un biais, mais elle ne donne des re´sultats exacts dans la limite de
temps infini t→∞ que si le biais tend vers ze´ro µ→ 0 : par exemple, la renormalisation
donne comme front de diffusion une loi exponentielle pour la variable d’e´chelle X = x(t)tµ
ce qui ne co¨ıncide avec le re´sultat exact mettant en jeu une loi de Le´vy [114, 22] que
dans la limite µ→ 0. Le fait que la dynamique effective ne soit plus exacte lorsque µ est
fini a pour origine le fait que la distribution des barrie`res F− oppose´es au biais (2.13) ne
devient pas une distribution de largeur infinie par renormalisation, mais qu’elle converge
vers une distribution exponentielle de largeur finie proportionnelle a` 1/(2δ) = T/µ.
Ceci montre que la proprie´te´ de concentration du paquet thermique tout entier dans
la meˆme valle´e renormalise´e a` grand temps, qui est valide dans la limite µ → 0, et
qui constitue la localisation de Golosov, n’est plus exacte pour µ fini. Nous avons donc
propose´ de ge´ne´raliser la me´thode de renormalisation en incluant un certain e´talement
du paquet thermique sur plusieurs valle´es renormalise´es. Nous allons d’abord discuter
cette proce´dure ge´ne´ralise´e pour le mode`le dirige´ de pie`ges : dans un e´chantillon donne´,
la distribution de probabilite´ d’un marcheur est une somme de distributions δ de Dirac,
avec la structure hie´rarchique de´crite dans la le´gende de la figure (4.1).
L1
L2
S1 S2
I 2
M
O
Fig. 4.1 – Structure des pie`ges importants pour une particule partie de x = 0 a` t = 0 :
La ligne pointille´e se´pare les “petits” pie`ges (qui ont un temps de pie´geage τi < t) et
les “grand” pie`ges (qui ont un temps de pie´geage τi > t). Le premier grand pie`ge note´
M est le pie`ge principal, qui est occupe´ avec un poids d’ordre O(1). Le grand pie`ge
suivant L1 et le plus grand pie`ge S1 parmi les petits pie`ges situe´s avant M sont les
pie`ges secondaires occupe´s avec un poids d’ordre O(µ). Le troisie`me grand pie`ge L2, le
plus grand pie`ge I2 parmi les petits pie`ges situe´s entre M et L1, et le second plus grand
pie`ge S2 parmi les petits pie`ges situe´s avant M sont les pie`ges tertiaires occupe´s avec
un poids d’ordre O(µ2).
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4.3 Re´sultats pour le mode`le dirige´ de pie`ges
0
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Fig. 4.2 – Reproduction d’une figure de la re´fe´rence [43] de A. Compte et J.P. Bouchaud
avec sa description : “Distribution of probability after a time t = 7×1010 for a particular
sample of disorder in our 1D directed random walk model with µ = 0.4. The simulation
was done with 1.000 particles in a lattice of 20.000 sites. This probability distribution is
made of several sharp peaks that gather a finite fraction of the particles. However, the
position of these peaks is scattered on a region of space of width tµ. As time progresses,
the position and relative weights of these peaks of course change, but at any given (large)
time only a finite number of peaks, corresponding to very large trapping times, contain
most of the particles.”
A partir de cette description du front de diffusion dans chaque e´chantillon, il est
possible de calculer exactement des se´ries perturbatives en µ pour toutes les observables.
En particulier, les calculs explicites jusqu’a` l’ordre µ2 (Publication [P11]) du front de
diffusion de la variable d’e´chelle X = xtµ , de la largeur thermique
lim
t→∞
< ∆n2(t) >
t2µ
= µ(2 ln 2) + µ2[−π
2
6
+ 2 ln 2(ln 2− 2 + 2γE)] +O(µ3) (4.4)
et du parame`tre de localisation
Y2(µ) = 1− µ(2 ln 2) + µ2(4 ln 2− π
2
6
) +O(µ3) (4.5)
co¨ıncident avec les de´veloppements des re´sultats exacts obtenus par d’autres me´thodes
pour le front de diffusion [114, 22], pour la largeur thermique [6] et pour le parame`tre
de localisation [43]. Ces comparaisons avec des re´sultats exacts obtenus par d’autres
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me´thodes montre que la proce´dure de renormalisation ge´ne´ralise´e est exacte ordre par
ordre en µ. Plus ge´ne´ralement, pour calculer les observables a` l’ordre µn, il suffit de
conside´rer que le front de diffusion s’e´tale sur au plus (1 + n) pie`ges et de moyenner
sur les e´chantillons avec la mesure approprie´e. Et comme nous avons une description
du front de diffusion e´chantillon par e´chantillon, cette me´thode permet de calculer
perturbativement toutes les observables que l’on souhaite (Publication [P11]).
Cette approche permet par ailleurs de bien comprendre comment, dans la phase de
diffusion anormale 0 < µ < 1, il y a a` la fois une largeur thermique qui croit en t2µ (4.4)
et une probabilite´ finie Y2(µ) (4.5) de trouver deux particules au meˆme point a` temps
infini. Notre description de la re´partition du paquet thermique dans un e´chantillon
donne´ est tout a` fait en accord avec les simulations nume´riques de A. Compte et J.P.
Bouchaud [43], dont la figure reproduite ici (4.2) montre que meˆme pour µ = 0.4, il
n’y a typiquement que quatre pie`ges qui jouent un roˆle important dans un e´chantillon
donne´ a` un instant donne´.
4.4 E´quivalence quantitative entre le mode`le de Sinai bi-
aise´ et le mode`le dirige´ de pie`ges
ZB
ZV
a
O
b
Γ
Fig. 4.3 – Calcul du temps de sortie d’une valle´e renormalise´e de barrie`re Γ : l’ex-
pression exacte du temps de premier passage en b pour une particule qui part de 0 fait
intervenir une inte´grale double qui est domine´e par le facteur d’Arrhe´nius eβΓ, avec un
pre´facteur qui fait intervenir deux fonctions de partition : ZV repre´sente la fonction
de partition de la valle´e et ZB repre´sente la fonction de partition du potentiel (−V )
autour du sommet de la barrie`re Γ.
Une analyse par la me´thode du col du temps de sortie d’une valle´e renormalise´e
donne´e de barrie`re Γ montre qu’il est distribue´ selon une loi exponentielle, comme dans
le mode`le de pie`ge, avec un temps de pie`ge
θ ≃
Γ→∞
βZBZV e
βΓ (4.6)
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qui de´pend surtout de la barrie`re Γ a` travers de facteur d’Arrhe´nius usuel eβΓ, mais qui
de´pend aussi des de´tails de la valle´e a` travers le pre´facteur qui contient deux fonctions
de partition de valle´es Browniennes inde´pendantes ZV et ZB (Figure 4.3).
La distribution du temps de pie`ge τV sur l’ensemble des valle´es du paysage renor-
malise´ a` l’e´chelle Γ peut eˆtre calcule´e a` partir de la distribution des barrie`res et du
pre´facteur : on retrouve alors la meˆme expression que dans le paysage renormalise´ du
mode`le dirige´ de pie`ge
qt(τ) = θ(t < τ)
µ
τ
(
t
τ
)µ
(4.7)
a` condition de choisir l’e´chelle de renormalisation Γ du paysage de Sinai en fonction du
temps selon
Γ(t) = T ln
[
tσ2β3
(
Γ2(1 + µ)
) 1
µ
]
(4.8)
L’e´chelle de longueur associe´e
b(t) =
Γ2(µ)
σβ2
[
tσ2β3
]µ
(4.9)
correspond alors exactement a` la constante du front de diffusion qui a e´te´ calcule´e
re´cemment par les mathe´maticiens probabilistes [93].
Finalement, notre approche e´tablit que le mode`le de Sinai biaise´ et le mode`le
dirige´ de pie`ges sont asymptotiquement e´quivalents du point de vue de leurs descrip-
tions renormalise´es a` grande e´chelle, a` une e´chelle de longueur pre`s que nous avons
de´termine´e.
4.5 Re´sultats pour le mode`le de Sinai biaise´
Tous les re´sultats du mode`le dirige´ de pie`ges peuvent donc eˆtre traduits pour le
mode`le de Sinai biaise´, en remplac¸ant les pie`ges ponctuels par des valle´es renormalise´es.
Le front de diffusion dans un e´chantillon fixe´ a une structure hie´rarchique analogue,
repre´sente´e par la Figure 4.4 qui est l’e´quivalent de la figure 4.1. Dans les re´sultats
quantitatifs, il suffit de remplacer la variable d’e´chelle X = ntµ par la variable d’e´chelle
X = x(t)b(t) adapte´e au mode`le de Sinai avec biais (4.9). En particulier, la largeur ther-
mique admet le de´veloppement suivant
< ∆x2(t) >
t2µ
=
(
σ2β3
)2µ
σ2β4
[
(2 ln 2)
µ3
+ [−π
2
6
+ 2 ln 2(ln 2− 2− 2γE)] 1
µ2
+O(
1
µ
)
]
(4.10)
Et si on traduit le re´sultat exact obtenu pour le mode`le dirige´ de pie`ges [6], on obtient
meˆme le re´sultat suivant pour toute la phase 0 < µ < 1 de diffusion anormale
< ∆x2(t) >
t2µ
=
(
σ2β3
)2µ
σ2β4
Γ4(µ)
Γ(2µ)
(
sinπµ
πµ
)3
I(µ) (4.11)
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Fig. 4.4 – Structure hie´rarchique des valle´es importantes pour une particule partant
de l’origine. Les barrie`res oppose´es au biais, qui sont souligne´es par des lignes droites,
correspondent aux profondeurs du mode`le de pie`ges de la Figure 4.1. Le fond M de la
valle´e renormalise´e qui contient l’origine a` l’e´chelle Γ est avec une probabilite´ d’ordre
O(1). Le fond L1 de la valle´e renormalise´e suivante et le fond S1 de la plus grande sous-
valle´e avant M sont occupe´es avec des poids d’ordre O(µ). Le fond L2 de la deuxie`me
valle´e renormalise´e apre`s M , la plus grande sous-valle´e I2 entre M et L1, et la seconde
plus grande sous-valle´e S2 avant M sont occupe´es avec des probabilite´s d’ordre O(µ
2).
en termes de l’inte´grale [6]
I(µ) =
∫ 1
0
dz
(1 + z)zµ(1− z)2µ
z2µ+2 + 2cos πµzµ+1 + 1
(4.12)
4.6 Conclusion
La phase de diffusion anormale x ∼ tµ avec 0 < µ < 1 dans le mode`le de Sinai
biaise´ est caracte´rise´e par une localisation sur plusieurs valle´es renormalise´es, dont les
positions et les poids peuvent eˆtre caracte´rise´s dans chaque e´chantillon. La proce´dure
de renormalisation ge´ne´ralise´e permet de calculer toutes les observables souhaite´es par
un de´veloppement perturbatif exact en µ.
Du point de vue des me´thodes de renormalisation de type Ma-Dasgupta, cette e´tude
montre que la proce´dure usuelle qui est exacte lorsque le de´sordre e´volue vers un point
fixe de de´sordre infini, est une approximation qui garde un grand inte´reˆt lorsque le point
fixe est caracte´rise´ par un de´sordre fini assez grand : la proce´dure usuelle constitue alors
l’ordre dominant d’un de´veloppement perturbatif syste´matique.
Publication associe´e [P11]
Chapitre 5
Chaˆınes de spin classiques
de´sordonne´es
5.1 Pre´sentation des mode`les
L’e´quilibre thermodynamique des chaˆınes de spins classiques de´sordonne´es peut eˆtre
formule´ comme un produit de matrices de transfert 2 × 2 ale´atoires. En particulier, l’
e´nergie libre par spin correspond a` l’exposant de Lyapunov et peut donc eˆtre e´tudie´e
par la me´thode de Dyson-Schmidt : le livre de J.M. Luck [123] expose les nombreux
re´sultats obtenus dans ce cadre. Dans ce chapitre, nous allons e´tudier l’e´quilibre et la
dynamique de ces mode`les, en termes des domaines Imry-Ma.
5.1.1 La chaˆıne d’Ising en champ ale´atoire
La chaˆıne d’Ising en champ ale´atoire a pour Hamiltonien
H = −J
n=N−1∑
i=1
SiSi+1 −
i=N∑
i=1
hiSi (5.1)
Les champs {hi} sont des variables ale´atoires inde´pendantes, de moyenne nulle hi = 0
(cf la publication [P7] pour le cas d’une moyenne non-nulle ) et de variance
g ≡ h2i (5.2)
D’apre`s l’argument de Imry-Ma [107], l’e´tat fondamental a` tempe´rature nulle est de´sordonne´ :
il y a une alternance de domaines de spins (+) et de domaines de spins (−), la taille
typique d’un domaine e´tant la longueur de Imry-Ma
LIM ≈ 4J
2
g
(5.3)
L’argument de Imry-Ma est le suivant [107] : la cre´ation d’un domaine de taille L couˆte
une e´nergie 4J (cre´ation de deux parois), qui est inde´pendante de L, mais elle permet de
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gagner une e´nergie typique |2∑x+Li=x hi|typ ∼ 2√gL . En conse´quence, pour L > LIM , il
devient e´nerge´tiquement favorable de cre´er un domaine pour profiter d’une fluctuation
favorable des champs ale´atoires.
5.1.2 La chaˆıne verre de spin en champ magne´tique exte´rieur
L’Hamiltonien du verre de spin en champ magne´tique s’e´crit
H = −
i=N−1∑
i=1
Jiσiσi+1 −
N∑
i=1
hσi (5.4)
ou` les couplages {Ji} sont des variables ale´atoires inde´pendantes. Dans le cas particulier
Ji = ±J avec probabilite´ (1/2, 1/2), il existe une e´quivalence avec la chaˆıne en champ
ale´atoire (5.1) avec hi = ±h :
– On pose Ji = Jǫi avec ǫi = ±1
– On effectue une transformation de jauge des spins σi = ǫ1..ǫi−1Si
– On pose hi = hǫ1..ǫi−1
L’interpre´tation physique de cette correspondance entre les deux mode`les est la
suivante :
• En champ nul h = 0, les deux e´tats fondamentaux du verre de spin ±σ(0)i , avec
σ
(0)
i = ±ǫ1..ǫi−1, correspondent aux e´tats ferromagne´tiques de la chaˆıne d’Ising pure
S
(0)
i = +1 et S
(0)
i = −1.
• En pre´sence de h > 0, l’e´tat fondamental est une succession des deux fondamen-
taux de champ nul de taille typique LIM =
4J2
h2 .
• Les parois de domaines de la chaˆıne en champ ale´atoire repre´sentent les liens
frustre´s Jiσiσi+1 = JSiSi+1 < 0 du verres de spin.
Dans la suite, nous ne de´crirons donc les re´sultats que dans le langage de chaˆıne
en champ ale´atoire, car il est imme´diat de les traduire pour la chaˆıne verre de spin en
champ exte´rieur
5.2 Principe de la renormalisation
5.2.1 Hamiltonien pour les parois de domaines
L’Hamiltonien (5.1) pour les spins correspond a` l’Hamiltonien suivant pour les
parois de domaines Aα(+|−) et Bα(−|+) dans l’ordre A1B1A2B2... :
H = 2J(NA +NB) +
NA∑
α=1
V (aα)−
NB∑
α=1
V (bα) (5.5)
en terme du potentiel de Sinai
V (x) = −2
x∑
i=1
hi (5.6)
En conse´quence :
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– Chaque paroi (A ou B) couˆte une e´nergie 2J
– Les parois Aα(+|−) voient le potentiel V (x)
– Les parois Bα(−|+) voient le potentiel oppose´ (−V (x))
5.2.2 Dynamique de croissances de domaines
On s’inte´resse a` la dynamique de Glauber a` partir d’une configuration initiale
ale´atoire : le taux de transition est W (Sj → −Sj) = e−β∆Eeβ∆E+e−β∆E avec
∆E{ cre´ation de 2 parois} = 4J ± 2hj
∆E{ diffusion d’une paroi} = ±2hj
∆E{ annihilation de 2 parois} = −4J ± 2hj (5.7)
Dans le re´gime {hi} ∼ T ≪ J qui va nous inte´resser dans toute la suite de ce
chapitre, la croissance de domaines depuis l ∼ 1 jusqu’a` LIM ≫ 1 est de´crite par le
mode`le suivant de Re´action-diffusion dans le potentiel de Sinai
– Les parois A diffusent vers les minima
– Les parois B diffusent vers les maxima
– Annihilation lors des rencontre A+B → ∅
On peut de plus montrer (Publication [P7]) qu’a` grand temps, tous les maxima et
minima sont occupe´s par des parois, comme sur la Figure (5.1), ce qui simplifie l’analyse
du processus de re´action-diffusion par la renormalisation du paysage.
B
A
B
A
B
A
Fig. 5.1 – La ligne en zig-zag repre´sente la renormalisation du potentiel de Sinai (5.6)
vu par les parois (5.5). Les parois de domaines de type A(+|−) occupent les minima,
alors que les parois de domaines de type B(−|+) occupent les maxima. Les descentes
contiennent donc des spins (+), alors que les monte´es contiennent des spins (−).
5.2.3 E´quilibre
Le processus de re´action-diffusion de´crivant la croissance de domaines s’arreˆte a`
l’e´chelle de renormalisation
Γeq = T ln teq = 4J (5.8)
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lorsqu’on atteint l’ e´quilibre avec la cre´ation de paires de domaines.
5.3 Re´sultats
5.3.1 Densite´ de parois
La densite´ de parois de´croˆıt selon n(t) =
4g
(T ln t)2
jusqu’a` l’e´quilibre neq = 1/LIM .
5.3.2 Distribution des longueurs des domaines
Ce sont des variables inde´pendantes (ce qui n’est pas vrai pour le cas pur [63]),
distribue´es selon la loi
P ∗(λ) = π
∞∑
n=−∞
(
n+
1
2
)
(−1)ne−π2λ(n+ 12)
2
(5.9)
avec la variable d’e´chelle λ = 2gl
(T ln t)2
au cours de la croissance de domaines, et λ = l2LIM
a` l’e´quilibre.
5.3.3 Fonction de corre´lation spatiale
〈S0(t)Sx(t)〉 =
∞∑
n=−∞
48 + 64(2n + 1)2π2g |x|
Γ2
(2n + 1)4π4
e−(2n+1)
2π22g |x|
Γ2 (5.10)
avec Γ = (T ln t) au cours de la croissance de domaines, et Γeq = 4J a` l’e´quilibre.
5.3.4 Fonction de corre´lation temporelle
La fonction d’autocorre´lation d’un spin de´croˆıt selon
〈Si(t)Si(t′)〉 = 4
3
(
ln t′
ln t
)
− 1
3
(
ln t′
ln t
)2
(5.11)
ce qui correspond a` un exposant d’autocorre´lation a` grand temps λ = 1/2.
5.3.5 Exposants de persistance
• La probabilite´ qu’un spin ne se retourne pas dans [0, t] a une de´croissance(
1
(T ln t)2
)θ
avec θ = 1.
• La probabilite´ que la valeur moyenne thermique < Si(t) > ne change pas de signe
dans [0, t] de´croˆıt selon :(
1
(T ln t)2
)θ
avec θ = 3−
√
5
4 .
• La probabilite´ qu’un domaine initial n’ait pas disparu a` l’instant t de´croˆıt selon :(
1
(T ln t)2
)ψ
avec ψ = 3−
√
5
4 . (De manie`re ge´ne´rale, on a l’ine´galite´ ψ ≤ θ).
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5.3.6 Violation du the´ore`me de fluctuation-dissipation
5.3.6.1 Rapport X pour mesurer le caracte`re “hors e´quilibre”
Le parame`tre X de violation du the´ore`me de Fluctuation-Dissipation est de´fini par
[47]
T R(t, tw) = X(t, tw) ∂twC(t, tw) (5.12)
ou` C(t, tw) repre´sente la fonction de corre´lation thermique tronque´e
C(t, tw) =
∑
x
< S0(t)Sx(tw) > − < S0(t) >< Sx(tw) > (5.13)
et ou` R(t, tw) repre´sente la fonction de re´ponse line´aire lorsqu’on applique un champ
uniforme H a` partir de tw
< S0(t) > = H
∫ t
tw
duR(t, u) (5.14)
Pour la chaˆıne en champ ale´atoire, on trouve trois re´gimes
(i) un quasi-e´quilibre des parois dans les valle´es
X(t, tw) = 1 pour 0 <
ln(t− tw)
ln tw
< 1 (5.15)
(ii) un rapport X non trivial lorsque la dynamique effective des valle´es repart
X(t, tw) =
t+ tw
t
pour
t− tw
tw
fixe´ (5.16)
(iii) un re´gime final de vieillissement
X(t, tw) =
t
tw ln tw
(1 +
24
7
ln2 tw
ln2 t
) pour
ln t
ln tw
> 1 (5.17)
En particulier, X croit vers +∞, car les corre´lations thermiques tronque´es sont tre`s
faibles par rapport a` la re´ponse a` un champ.
5.3.6.2 Comparaison avec les mode`les de champ moyen
Ici, le rapport X n’est pas une fonction de la corre´lation C(t, tw) : c’est a` cause des
deux e´chelles (t, tw) et (ln t, ln tw)).
D’autre part, en champ moyen le rapport X appartient a` l’intervalle [0, 1] et s’in-
terpre`te comme l’inverse d’une tempe´rature effective X = 1/Teff [48].
Ici, on trouve Teff → 0, ce que l’on peut interpre´ter comme un point fixe de
tempe´rature nulle.
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5.3.6.3 Comparaison avec la croissance dans les ferromagne´tiques purs
Il est inte´ressant de comparer avec ce qui est connu sur le re´gime de croissance dans
les ferromagne´tiques purs :
• Au point critique T = Tc, il existe un rapport X( ttw ) non-trivial qui correspond a`
un rapport d’amplitude [83] Par exemple, pour la chaˆıne d’Ising pure unidimensionnelle
a` tempe´rature nulle Tc = 0, le rapport d’amplitude [83] vaut X(t, tw) =
t+tw
2t : il de´croˆıt
de X(t = tw, tw) = 1 a` X(t→∞, tw) = 12 .
• Pour T < Tc, le rapport X est nul X = 0 [10, 16], ce qui est interpre´te´ de
la manie`re suivante : les parois re´pondent par un facteur O(1) mais elles n’occupent
qu’une fraction 1/L(tw) du volume.
Par comparaison, on voit que pour la chaˆıne en champ ale´atoire, seule une petite
fraction 1/Γw des parois re´pondent, mais avec une re´ponse tre`s grande, qui correspond
au renversement de tout un domaine d’ordre Γ2w.
5.4 Conclusion
La formulation des chaˆınes de spins classiques de´sordonne´es en termes de parois
de domaines qui voient un potentiel de Sinai, permet d’e´tudier a` la fois les proprie´te´s
d’e´quilibre thermodynamique et la dynamique de croissances de domaines a` partir d’une
condition initiale ale´atoire. La possibilite´ d’obtenir des re´sultats exacts vient de la tre`s
forte localisation des parois de domaines par le de´sordre.
Publications associe´es :
• Principe de la renormalisation et premiers re´sultats : Publication [P3]
• E´tude de´taille´e : Publication [P7]
• E´tude de processus de re´action-diffusion plus ge´ne´raux dans un potentiel de Sinai :
Publication [P5].
Chapitre 6
Localisation d’un polyme`re
ale´atoire a` une interface
6.1 Pre´sentation du mode`le
Ce chapitre est consacre´ a` un mode`le introduit par Garel, Huse, Leibler et Orland
[81] : un he´te´ropolyme`re constitue´ de monome`res de charges qi ale´atoires, est en pre´sence
d’une interface situe´e en z = 0 qui se´pare un milieu z > 0 favorable aux charges positives
q > 0 et un milieu z < 0 favorable aux charges ne´gatives q < 0. Plus pre´cise´ment, la
version continue de ce mode`le est de´finie par la fonction de partition suivante sur les
trajectoires Browniennes {z(s)} [81]
ZL(β; {q(s)}) =
∫
Dz(s) exp
(
− 1
2D
∫ L
0
ds
(
dz
ds
)2
+ β
∫ L
0
dsq(s)sgn(z(s))
)
.(6.1)
A haute tempe´rature, des arguments de type Imry-Ma ont e´te´ propose´s [81] pour le cas
syme´trique qi = 0 et pour le cas biaise´ qi > 0 : ce sont des arguments e´nergie/entropie,
a` la diffe´rence des arguments usuels d’Imry-Ma qui sont de type e´nergie/ e´nergie.
6.1.1 Argument de type Imry-Ma pour le cas syme´trique
L’argument de type Imry-Ma pour le cas syme´trique [81] est le suivant. On suppose
que la chaˆıne est localise´e autour de l’interface, avec des boucles de longueur typique l
dans chaque solvant :
• L’ e´nergie typique gagne´e par boucle est d’ordre
i+l∑
i
qi ∼
√
σl
• La perte d’entropie pour une boucle est d’ordre (ln l)
L’optimisation de l’ e´nergie libre par monome`re
f(l) ∼ −
√
σ
l
+ T
ln l
l
(6.2)
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par rapport a` la longueur l conduit a`
l
(ln l)2
∼ T
2
σ
. (6.3)
Cet argument pre´dit donc une localisation du polyme`re syme´trique a` toute tempe´rature,
avec les comportements d’e´chelle suivants pour la longueur typique d’une boucle et l’
e´nergie libre
l(T ) ∼ T
2(lnT )2
σ
(6.4)
f(T ) ∼ − σ
T lnT
(6.5)
6.1.2 Argument de type Imry-Ma pour le cas dissyme´trique
L’argument de type Imry-Ma pour le cas dissyme´trique [81] est en fait beaucoup
plus subtil que dans le cas syme´trique, parce que la description correcte des boucles
dans le solvant (−) ne´cessite la conside´ration des “e´ve`nements rares” ou` la somme
de l− variables ale´atoires qi, de moyenne positive qi = q0 > 0, se trouve eˆtre assez
ne´gative pour rendre favorable une excursion dans le solvant (−). Plus pre´cise´ment,
l’argument propose´ [81] est le suivant : on s’attend a` ce que le polyme`re soit dans le
solvant pre´fe´re´ (+), sauf lorsqu’une boucle de longueur l− dans le solvant (−) devient
favorable e´nerge´tiquement, avec une charge Q− = −
∑j+l−
i=j qi > 0 suffisante. Comme
la probabilite´ d’avoir
∑j+l−
i=j qi = −Q−
Prob(Q−) =
1√
4πσl−
e−
(Q−+q0l−)2
4σl− (6.6)
est faible, la distance typique l+ entre deux tels e´ve`nements se comporte comme l’inverse
de cette probabilite´
l+ ∼ e
(Q−+q0l−)2
4σl− . (6.7)
Cet argument probabiliste de type ‘e´ve`nement rare’, qui est inhabituel dans les argu-
ments de type Imry-Ma qui concernent les e´ve`nements typiques, donne que l’ e´nergie
gagne´e Q− dans une boucle du solvant (−) se comporte en
Q− ∼
√
4σl− ln l+ − q0l− , (6.8)
alors que la perte d’entropie associe´e est d’ordre (ln l+). La diffe´rence d’ e´nergie libre par
monome`re entre cet e´tat localise´ avec des boucles (l+, l−) par rapport a` l’e´tat de´localise´
dans le solvant pre´fe´re´ (+) est d’ordre
f(T, l+, l−)− fdeloc(T ) ∼ 1
l+
(−Q− + T ln l+) ∼ 1
l+
(
q0l
− −
√
4σl− ln l+ + T ln l+
)
.(6.9)
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L’optimisation par rapport a` la longueur l− donne
l− ∼ σ
q20
ln l+ (6.10)
et donc finalement
Q− ∼ σ
q0
ln l+ (6.11)
Ainsi, cet argument pre´dit qu’a` la fois l’ e´nergie gagne´e Q− et le couˆt en entropie ont
la meˆme de´pendance en (ln l+) : la diffe´rence d’ e´nergie libre se factorise selon
f(T, l+)− fdeloc(T ) ∼ (T − Tc) ln l+
l+
(6.12)
Cet argument conduit donc finalement a` une transition a` la tempe´rature critique
Tc ∼ σ
q0
(6.13)
entre la phase localise´e T < Tc et la phase de´localise´e T > Tc. Contrairement au cas
syme´trique, les comportements de l’ e´nergie libre et de la longueur l+ par rapport a`
la tempe´rature ne sont pas de´termine´s par l’argument. L’objet de la renormalisation
de type Ma-Dasgupta va eˆtre justement de trouver ces comportements en construisant
explicitement les boucles d’Imry-Ma du polyme`re autour de l’interface en fonction de
la re´alisation du de´sordre.
6.2 Principe de la renormalisation
6.2.1 Construction de la structure optimale en boucles
A tempe´rature nulle T = 0, chaque monome`re veut eˆtre dans son solvant pre´fe´re´
sgn(zi) = sgn(qi) : le polyme`re est de´compose´ en boucles α contenant lα monome`res
conse´cutifs de meˆme signe, et portant une certaine charge absolue Qα. Lorsque la
tempe´rature T croit, on conside`re les configurations de la chaˆıne qui peuvent eˆtre
obtenues a` partir de la structure de l’e´tat fondamental en transfe´rant dans le solvant
oppose´ les boucles de plus petite charge absolue Qmin ≡ Γ de manie`re ite´rative. Quand
on transfe`re une boucle (Q2 = Γ, l2) qui est entoure´e de deux boucles (Q1, l1) et (Q3, l3),
on obtient une nouvelle boucle de charge absolue Q et de longueur l donne´es par les
re`gles (cf Figure 6.1)
Q = Q1 +Q3 −Q2 (6.14)
l = l1 + l2 + l3
Ces re`gles correspondent aux re`gles de renormalisation des extrema Browniens
de´crites dans le Chapitre 2 : ici la marche ale´atoire correspondante est la somme des
charges
∑i
0 qj en fonction du monome`re final i, et la proce´dure de renormalisation
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0
z =0
z =
3
(Q  ,l  )(Q  ,l  )1 1 3
(Q  ,l  )2 2
Q = Q  + Q  - Q
l = l  + l  + l 
1
1 2
3
3 2
Fig. 6.1 – Illustration de la proce´dure de renormalisation dans l’espace re´el : le transfert
d’une boucle (Q2 = Γ, l2) entoure´e par les boucles voisines (Q1, l1) et (Q3, l3) donne
naissance a` une nouvelle boucle (Q, l) avec les re`gles de renormalisation (6.15).
construit la meilleure structure en boucles avec la contrainte qu’on n’autorise que les
boucles de charge absolue plus grande que Γ.
Pour e´tablir la correspondance entre l’e´chelle de renormalisation Γ et la tempe´rature
T , il reste a` e´tudier dans quelles conditions le transfert d’une boucle (Q2, l2) dans le
solvant oppose´ est effectivement favorable pour l’ e´nergie libre : le couˆt en e´nergie est
∆Eflip = 2Q2 (6.15)
alors que le gain en entropie est
∆Sflip = ln(M(l1 + l2 + l3))− ln[M(l1)M(l2)M(l3)] (6.16)
ou`M(l) = cl/l3/2 repre´sente le nombre de marches ale´atoires de l pas qui vont de z = 0
a` z = 0 en pre´sence d’une frontie`re absorbante en z = 0−, ce qui conduit au bilan d’
e´nergie libre
∆F flip = ∆Eflip − T∆Sflip = 2Q2 − T ln
( M(l1 + l2 + l3)
M(l1)M(l2)M(l3)
)
(6.17)
Pour obtenir la structure optimale a` tempe´rature T , il faut donc poursuivre la renormal-
isation tant qu’elle permet d’abaisser l’ e´nergie libre (∆F flip < 0), et il faut s’arreˆter
a` la premie`re ite´ration qui conduirait a` une augmentation (∆F flip > 0). On de´finit
Γeq(T ) comme l’e´chelle de renormalisation Γ ou` il faut arreˆter la renormalisation.
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6.2.2 Validite´ de la me´thode
La me´thode de renormalisation est justifie´e si l’e´chelle de renormalisation Γeq(T )
est grande, ce qui correspond a` la re´gion des hautes tempe´ratures.
6.3 Re´sultats pour le cas syme´trique
6.3.1 E´nergie libre
L’ e´nergie libre trouve´e
f(T ) ∼ − σ
T lnT
(6.18)
est en accord avec l’argument de Imry-Ma (6.5).
6.3.2 Distribution des longueurs de boucles
Les longueurs de boucles sont des variables ale´atoires inde´pendantes, et la variable
d’e´chelle
λ =
σl
9T 2(lnT )2
(6.19)
est distribue´e avec la loi
P (λ) =
∞∑
n=−∞
(
n+
1
2
)
π(−1)ne−π2λ(n+ 12)
2
≃
λ→∞
πe−
π2
4
λ (6.20)
=
1√
πλ3/2
∞∑
m=−∞
(−1)m(m+ 1
2
)e−
1
λ
(m+ 1
2
)2 ≃
λ→0
1√
πλ3/2
e−
1
4λ (6.21)
6.3.3 Densite´ de polyme`re autour de l’interface
La variable d’e´chelle pour la distance z a` l’interface
Z =
√
2σ
D
z
3T (ln T )
(6.22)
est distribue´e avec la loi
R(Z) = 4
∫ ∞
0
dλP (λ)
√
λ
∫ ∞
Z√
λ
due−u
2 ≃
Z→∞
8
π
√
2Ze−πZ (6.23)
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6.3.4 Tempe´rature de de´localisation d’une chaˆıne finie
Alors qu’une chaˆıne infinie reste localise´e a` toute tempe´rature, une chaˆıne finie
de taille L a une dissyme´trie d’ordre
√
L pour sa charge totale et subit donc une
de´localisation a` une tempe´rature finie. Pour caracte´riser ces effets de taille finie, on
peut calculer la distribution de la tempe´rature de de´localisation Tdeloc sur l’ensemble
des chaˆınes cycliques de taille finie grande L : la variable d’e´chelle
g =
3√
σL
Tdeloc lnTdeloc (6.24)
a pour distribution
D(g) =
π2
g3
+∞∑
n=1
(−1)n+1n2e−
n2π2
4g2 ≃
g→0
π2
g3
e
− π2
4g2 (6.25)
=
2√
π
+∞∑
m=−∞
[
2(2m+ 1)2g2 − 1] e−(2m+1)2g2 ≃
g→∞
4√
π
g2e−g
2
(6.26)
6.4 Re´sultats pour le cas dissyme´trique
6.4.1 Tempe´rature critique
Dans le cas dissyme´trique (q0 > 0), dans la limite σ ≫ q0, la tempe´rature critique
obtenue par renormalisation
Tc =
4σ
3q0
(6.27)
est dans le domaine des hautes tempe´ratures, et donc dans le domaine de validite´ de la
me´thode.
6.4.2 Singularite´ essentielle de l’ e´nergie libre
La renormalisation conduit a` la singularite´ essentielle suivante pour l’ e´nergie libre
f(T )− f(Tc) ≃
T→T−c
−2q0
(
ln
4σ
q0
)
exp

− ln 4σq0(
1− TTc
)

 (6.28)
ce qui correspond donc a` une transition d’ordre infinie.
6.4.3 Proprie´te´s des boucles dans les deux solvants
La longueur typique l+blob(T ) des boucles dans le solvant pre´fe´re´ diverge avec une
singularite´ essentielle a` la transition, alors que la longueur typique l−blob(T ) des boucles
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dans le solvant de´favorable diverge alge´briquement
l+blob(T ) ≃
T→T−c
σ
q20
exp

+ ln 4σq0(
1− TTc
)

 (6.29)
l−blob(T ) ≃
T→T−c
σ
q20
ln 4σq0(
1− TTc
) (6.30)
La variable d’e´chelle λ+ = l+/l
+
blob(T ) pour les boucles dans le solvant pre´fe´re´ est
distribue´e avec la distribution exponentielle e−λ+ .
6.4.4 Densite´ de polyme`re autour de l’interface
La variable d’e´chelle pour la distance z a` l’interface dans le solvant (+)
Z =
z√
D
2
σ
q0
exp
[
+
ln 4σ
q0
2
(
1− T
Tc
)
] (6.31)
a pour distribution
R+(Z) = 4
∫ ∞
0
due−u
2
∫ ∞
Z
u
dvv2e−v
2 ≃
Z→∞
√
πZe−2Z (6.32)
6.4.5 Tempe´rature de de´localisation d’une chaˆıne finie
Pour caracte´riser les effets de taille finie, on peut calculer la distribution de la
tempe´rature de de´localisation Tdeloc sur l’ensemble des chaˆınes cycliques de taille L : la
variable ale´atoire
r =
σ
q20L
(
4σ
q20
) Tdeloc
Tc−Tdeloc
(6.33)
est distribue´e selon la loi
D+(r) =
1
r2
e−
1
r . (6.34)
En particulier, la valeur typique pour la tempe´rature de de´localisation d’une chaˆıne
de taille L pre´sente une correction logarithmique d’ordre (1/ lnL) par rapport a` la
tempe´rature critique Tc de la limite thermodynamique
T typdeloc ∼ Tc
(
1− 4σ
q20 lnL
)
(6.35)
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6.5 Conclusion
La renormalisation de type Ma-Dasgupta permet d’e´tudier la localisation d’un
he´te´ropolyme`re ale´atoire autour d’une interface a` haute tempe´rature, en construisant
explicitement la succession des boucles dans chaque e´chantillon. Ces boucles sont des
domaines d’Imry-Ma ge´ne´ralise´s de type e´nergie/entropie. Dans le cas dissyme´trique,
la compe´tition entre les e´nergies ale´atoires gagne´es dans les boucles et les entropies per-
dues lors des retours a` l’interface conduit a` une transition de de´localisation caracte´rise´e
par des singularite´s essentielles.
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Chapitre 7
Potentiel Brownien en pre´sence
d’un confinement quadratique
7.1 Pre´sentation du mode`le
Le potentiel ale´atoire unidimensionnel
Utoy(x) =
µ
2
x2 + V (x) (7.1)
contenant un terme quadratique de´terministe et un terme ale´atoire Brownien V (x)
(V (x)− V (y))2 = 2|x− y| (7.2)
a e´te´ introduit par Villain et al. comme un ‘mode`le jouet’ pour les interfaces en pre´sence
de champ ale´atoire [163]. Par ailleurs, dans le cadre de l’e´tude des varie´te´s de dimension
interne D plonge´es dans un milieu ale´atoire de dimension (N + D), il est conside´re´
comme le cas extreˆme le plus simple D = 0 et N = 1 [134].
Ce mode`le simple permet en effet de mieux comprendre certaines proprie´te´s de
syste`mes de´sordonne´s plus complique´s.
7.1.1 Argument de Imry-Ma
A cause du confinement quadratique, le minimum absolu du potentiel est fini et
un argument de Imry-Ma, entre l’ e´nergie e´lastique d’ordre µx2 et l’ e´nergie ale´atoire
d’ordre
√
x, permet de de´terminer son ordre de grandeur
xmin ∼ µ−2/3 (7.3)
alors que les me´thodes usuelles de perturbation a` tous les ordres [164] ou d’ite´ration
[165] n’arrivent pas du tout a` reproduire ce scaling (7.3). Dans le cadre de la me´thode
variationnelle des re´pliques, le re´sultat (7.3) ne´cessite une brisure de syme´trie des
re´pliques [134, 70].
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7.1.2 Syme´trie statistique de ‘tilt’
Ce mode`le pre´sente aussi une syme´trie statistique de ‘tilt’ ( ‘statistical tilt sym-
metry’ en anglais) comme les autres mode`les en champs ale´atoires, qui implique des
identite´s remarquables [154] pour les moyennes thermiques des cumulants thermiques
de la position, que l’on peut re´sumer par [154]
ln < e−λx > = T
λ2
2µ
(7.4)
Cette identite´ sur la fonction ge´ne´ratrice montre que le second cumulant est simplement
< x2 > − < x >2 = T
µ
(7.5)
et que toutes les moyennes sur le de´sordre des cumulants supe´rieurs s’annulent ! Dans
le re´gime de basse tempe´rature, le re´sultat (7.5) implique que les fluctuations ther-
miques sont relie´es a` la pre´sence d’e´tats me´tastables dans des e´chantillons rares [154].
La renormalisation permet en particulier d’e´tudier quantitativement ce phe´nome`ne.
7.2 Principe de la renormalisation
Pour un potentiel ale´atoire U(x) ‘Markovien’, satisfaisant une e´quation de Langevin
locale de type
dU(x)
dx
= F [U(x), x] + η(x) (7.6)
ou` η(x) est un bruit blanc Gaussien, la mesure du paysage renormalise´ se factorise en
blocs qui satisfont des e´quations de renormalisation ferme´es (Publication [P9]). Pour le
cas de paysages stationnaires, ou` la force F est inde´pendante de x
F [U, x] = F [U ] = −dW [U ]
dU
(7.7)
(ce qui ge´ne´ralise le paysage Brownien pur F = 0 et le paysage Brownien biaise´ F [U ] =
F > 0), et pour le mode`le (7.1) qui correspond a` une force inde´pendante de U et line´aire
en x
F [U(x), x] = F [x] = µx (7.8)
on obtient des solutions explicites pour la renormalisation (Publication [P9]).
En particulier, pour le mode`le (7.1) qui nous inte´resse dans ce chapitre, la mesure
du paysage renormalise´ s’exprime en terme des fonctions d’Airy.
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7.3 Re´sultats sur la statistique des minima
7.3.1 Position du minimum
A tempe´rature nulle, la particule se trouve au minimum xmin du potentiel. L’e´tat
final Γ =∞ de la renormalisation permet de retrouver que la distribution de xmin sur
l’ensemble des e´chantillons est, en accord avec [88, 80]
P]−∞,+∞[(x) = g(x)g(−x) (7.9)
et la fonction auxiliaire
g(x) =
∫ +∞
−∞
dλ
2π
e−iλx
aAi(biλ)
(7.10)
en utilisant les notations a = (µ/2)1/3 et b = 1/a2,
7.3.2 E´chantillons avec deux minima presque de´ge´ne´re´s
La probabilite´ qu’un e´chantillon pre´sente deux minima presque de´ge´ne´re´s avec une
diffe´rence d’ e´nergies ∆E = ǫ→ 0 situe´s en x1 et x2 s’e´crit
D(ǫ, x1, x2) = ǫg(−x1)d(x2 − x1)g(x2) +O(ǫ2) (7.11)
en termes de la fonction g (7.10) et de la fonction
d(y) = a
∫ +∞
−∞
dλ
2π
eiλy
Ai′(ibλ)
Ai(ibλ)
(7.12)
La probabilite´ d’avoir deux minima se´pare´s par une distance y > 0 est donc
D(y) =
∫ +∞
−∞
dx1 lim
ǫ→0
(D(ǫ, x1, x1 + y)
ǫ
)
= bd(y)
∫ +∞
−∞
dλ
2π
e−iλy
Ai2(ibλ)
(7.13)
En particulier, le calcul du second moment donne∫ +∞
0
dyy2D(y) =
1
µ
(7.14)
7.3.3 Contribution au second cumulant a` basse tempe´rature
La contribution des e´chantillons avec deux minima de´ge´ne´re´s au second cumulant
thermique de la position (7.5) peut eˆtre estime´ a` l’ordre T en tempe´rature comme suit :
les deux minima ont pour poids de Boltzmann respectifs p = 1
1+e−βǫ and (1 − p) =
e−βǫ
1+e−βǫ . La variable (x− < x >) est donc (1−p)(x1−x2) avec probabilite´ p et p(x2−x1)
avec probabilite´ 1− p, et donc apre`s moyenne on obtient
< (x− < x >)2 > = p(1− p)(x1 − x2)2 (7.15)
=
∫ +∞
−∞
dx1
∫ +∞
x1
dx2
∫ +∞
−∞
dǫD′(ǫ = 0, x1, x2) e
−ǫ/T
(1 + e−ǫ/T )2
(x2 − x1)2 (7.16)
= T
∫ +∞
0
dyD(y)y2 (7.17)
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En utilisant (7.14), on obtient alors exactement le re´sultat exact (7.5). Ceci montre
que les fluctuations thermiques a` basse tempe´rature viennent entie`rement des e´tats
me´tastables qui existent dans quelques e´chantillons rares. En particulier, la suscepti-
bilite´
χ ≡ 1
T
(
< x2 > − < x >2) (7.18)
a une moyenne finie a` tempe´rature nulle
χ =
1
µ
(7.19)
mais seuls les e´chantillons avec deux minima de´ge´ne´re´s contribuent a` cette valeur
moyenne, car les e´chantillons typiques avec un seul minimum ont une susceptibilite´
qui s’annule a` tempe´rature nulle.
7.3.4 Contribution aux moments thermiques a` basse tempe´rature
De meˆme, les moments pairs de la position relative (x− < x >) se comportent de
la manie`re suivante a` basse tempe´rature
< (x− < x >)2n > = T
n
∫ +∞
0
y2nD(y) +O(T 2) (7.20)
en terme de la fonction D(y) de´finie en (7.13). La comparaison avec l’identite´ (7.4)
montre qu’il y a beaucoup de termes qui se compensent dans les moyennes sur le
de´sordre des cumulants.
7.4 Re´sultats sur la statistique de la plus grande barrie`re
Le temps teq ne´cessaire pour atteindre l’e´quilibre est directement relie´ a` la plus
grande barrie`re Γmax = T ln teq qui existe dans l’e´chantillon. Plus pre´cise´ment, la prob-
abilite´ P(teq < t) que le syste`me ait de´ja` atteint l’e´quilibre a` l’instant t, correspond a`
la probabilite´ qu’il ne reste plus qu’une valle´e renormalise´e a` l’e´chelle Γ = T ln t : c’est
une fonction de la variable d’e´chelle γ
P(teq < t) = Φ
(
γ ≡
(µ
2
)1/3
T ln t
)
(7.21)
qui a pour expression explicite en termes des fonctions d’Airy
Φ (γ) =
∫ +∞
−∞
dλ
2π
1
Ai2(iλ)
e−2
∫ +∞
0
dfψ˜γ (f,λ) (7.22)
ψ˜γ(f, λ) =
Ai(f + γ + iλ)
πAi(f + iλ) [Ai(f + iλ)Bi(f + γ + iλ)−Bi(f + iλ)Ai(f + γ + iλ)]
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Ce re´sultat correspond directement par de´rivation a` la distribution de probabilite´
de la variable re´duite γ =
(µ
2
)1/3
Γmax de la plus grande barrie`re Γmax de l’e´chantillon
Pmax(γ) =
d
dγ
Φ (γ) (7.23)
Les comportements asymptotiques de cette distribution sont les suivants
Pmax(γ) ≃
γ→∞
9
4
√
π
2
γ5/4e−
3
2
γ3/2 (7.24)
Pmax(γ) ≃
γ→0
6ζ(3)
γ4
e
−2 ζ(3)
γ3 (7.25)
ou` ζ(n) de´signe la fonction zeta de Riemann.
7.5 Conclusion
Pour le potentiel Brownien avec confinement quadratique, la solution explicite du
paysage renormalise´ en termes de fonctions d’Airy permet d’e´tudier la statistique des
minima et des barrie`res. En particulier, ceci permet de montrer que les fluctuations
thermiques a` basse tempe´rature sont entie`rement gouverne´s par les e´chantillons rares
qui posse`dent deux minima de´ge´ne´re´s.
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Chapitre 8
Le mode`le de pie`ges
unidimensionnel
8.1 Pre´sentation des mode`les de pie`ges
Les mode`les de pie`ges proposent un me´canisme tre`s simple de vieillissement [23] :
une particule effectue une dynamique stochastique dans un paysage contenant des pie`ges
d’ e´nergies ale´atoires de distribution exponentielle
ρ(E) = θ(E)
1
Tg
e
− E
Tg (8.1)
Ce choix de distribution exponentielle est justifie´ par les e´tats de basse e´nergie du REM
[56], la the´orie des re´pliques [133], et plus ge´ne´ralement par la queue exponentielle de
la distribution de Gumbel qui repre´sente une classe d’universalite´ importante dans la
statistique des extreˆmes. Cette distribution exponentielle des e´nergies (8.1) correspond
pour le temps de pie´geage d’Arrhe´nius τ = eβE a` la loi alge´brique
q(τ) = θ(τ > 1)
µ
τ1+µ
(8.2)
avec l’exposant
µ =
T
Tg
(8.3)
A basse tempe´rature T < Tg, le temps moyen de pie´geage
∫
dττq(τ) diverge, ce qui
conduit imme´diatement a` des effets de vieillissement.
Les proprie´te´s de vieillissement ont e´te´ beaucoup e´tudie´es, soit dans la version de
champ moyen [23, 13, 72, 110], soit dans la version unidimensionnelle [79, 17], qui
apparaˆıt naturellement dans divers contextes physiques [4, 22, 96], et qui pre´sente deux
e´chelles de temps caracte´ristiques pour le vieillissement. L’objet de ce chapitre est de
comprendre ce phe´nome`ne graˆce a` une renormalisation approprie´e.
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8.2 Principe de la renormalisation
Nous avons de´ja` de´crit la renormalisation adapte´e au mode`le dirige´ de pie`ges, dans le
Chapitre 4. Ici, dans le mode`le non-dirige´ , chaque site peut eˆtre visite´ un grand nombre
de fois, ce qui conduit a` un changement essentiel : un pie`ge du paysage renormalise´ va
eˆtre caracte´rise´ par deux temps importants, a` savoir
(i) son temps de pie´geage τi, qui repre´sente le temps typique de sortie vers ses voisins
imme´diats
(ii) son temps d’e´vasion Ti, qui repre´sente le temps ne´cessaire pour arriver dans un
pie`ge plus profond.
l l
τ
τ
τ
0
T0
Fig. 8.1 – De´finition du temps d’e´vasion dans le paysage renormalise´ : le pie`ge de
temps de pie´geage τ0 est entoure´ par deux pie`ges, le pie`ge τ+ a` la distance l+ et le pie`ge
τ− a` la distance l−. Le temps d’e´vasion T0 est le temps caracte´ristique ne´cessaire pour
atteindre τ+ ou τ− quand on part de τ0.
Plus pre´cise´ment, le paysage renormalise´ a` l’e´chelle R est de´fini comme suit : tous
les pie`ges τi < R sont remplace´s par un paysage ‘plat’, alors tous les pie`ges τi > R
sont inchange´s. Dans le paysage renormalise´ (cf Figure 8.1), quand la particule quitte
le pie`ge τ0, elle s’e´chappe vers la droite ou vers la gauche avec probabilite´ 1/2. Si elle
s’e´chappe vers la gauche, elle va arriver a` atteindre le pie`ge suivant τ− avec probabilite´
1/l−. Si elle s’e´chappe vers la droite, elle va arriver a` atteindre le pie`ge suivant τ+ avec
probabilite´ 1/l+. Sinon, elle va eˆtre re´absorbe´e par le pie`ge τ0. Asymptotiquement, le
nombre de retours dans le pie`ge τ0 avant l’e´vasion va donc eˆtre grand, d’ordre R
µ. On
peut montrer que le temps passe´ a` l’inte´rieur de τ0 pendant ces multiples visites est
dominant par rapport au temps passe´ dans les multiples excursions infructueuses et
dans l’excursion re´ussie pour s’e´chapper. Finalement, on obtient que le temps d’e´vasion
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tesc du pie`ge τ0 a une distribution exponentielle
P (tesc) ≃
R→∞
1
T0
e
−
tesc
T0 (8.4)
avec le temps caracte´ristique
T0 =
2
1
l+
+ 1l−
τ0 (8.5)
ce qui explique pourquoi il y a deux e´chelles de temps importantes. En particulier,
pour de´crire la dynamique au temps t, on souhaite garder les pie`ges de temps d’e´vasion
T > t dont la particule n’a pas eu le temps de s’e´chapper, et e´liminer au contraire
les pie`ges de temps d’e´vasion T < t, ce qui conduit au choix suivant pour l’e´chelle de
renormalisation R(t) du paysage en fonction de temps
R(t) ≃ t 11+µ (8.6)
De plus, dans la limite µ → 0, la dynamique effective suivante devient exacte : a`
l’instant t, la particule partie de l’origine se trouve soit sur le premier pie`ge renormalise´
M+ a` distance l+ sur la droite, soit sur le premier pie`ge renormalise´ M− a` distance l−
sur la gauche. Le poids deM+ est simplement la probabilite´ l−/(l++ l−) d’avoir atteint
M+ avant M−
Peff (x, t) ∼ l+
l+ + l−
δ(x+ l−) +
l−
l+ + l−
δ(x − l+) (8.7)
8.3 Re´sultats
8.3.1 Distance entre pie`ges dans le paysage renormalise´
Les distances entre pie`ges successifs dans le paysage renormalise´ sont des variables
ale´atoires inde´pendantes et la variable re´duite λ = l/ξ(t) est distribue´e selon la loi
exponentielle
P (λ) = e−λ (8.8)
L’e´chelle de longueur caracte´ristique du paysage renormalise´ a` l’instant t est
ξ(t) = ξ0(µ) t
µ
1+µ (8.9)
avec le pre´facteur
ξ0(µ) = 1 +O(µ) (8.10)
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8.3.2 Forme d’e´chelle du front de diffusion
Dans la variable d’e´chelle X = x/ξ(t), la moyenne sur les e´chantillons du front de
diffusion (8.7) est
gµ(X) = e
−|X|
∫ +∞
0
due−u
u
|X|+ u +O(µ) (8.11)
8.3.3 Parame`tres de localisation
Les parame`tres de localisation, qui repre´sentent les moyennes sur les e´chantillons
des probabilite´s que k particules inde´pendantes se trouvent au meˆme site, sont donne´s
par
Yk(µ) ≡ lim
t→∞
+∞∑
n=0
P k(n, t|0, 0) = 2
(k + 1)
+O(µ) (8.12)
ce qui est en accord avec les simulations nume´riques de Bertin et Bouchaud [17] qui
ont obtenu Y2 → 2/3 et Y3 → 1/2 dans la limite µ→ 0.
8.3.4 Fonction ge´ne´ratrice des cumulants thermiques
La largeur thermique est
c2(µ) ≡ lim
t→∞
< n2 > − < n >2
ξ2(t)
= 1 +O(µ) (8.13)
et plus ge´ne´ralement, les autres cumulants thermiques peuvent eˆtre de´rive´s de la fonc-
tion ge´ne´ratrice
Zµ(s) ≡ ln < e−s
n
ξ(t) > =
∫ +∞
0
dλe−λλ
(
sλ
2
coth
sλ
2
− 1
)
+O(µ) (8.14)
8.3.5 Fonction de corre´lation a` deux particules
La fonction de corre´lation a` deux particules prend la forme
C(l, t) ≡
+∞∑
n=0
+∞∑
m=0
P (n, t|0, 0)P (m, t|0, 0)δl,|n−m| ≃
t→∞Y2(µ)δl,0 +
1
ξ(t)
Cµ
(
l
ξ(t)
)
Le poids de la fonction δ a` l’origine correspond comme il se doit au parame`tre de
localisation Y2 = 2/3+O(µ) (8.12), alors que la seconde partie est une fonction d’e´chelle
de la variable λ = lξ(t) qui a pour expression
Cµ(λ) = e−λλ
3
+O(µ) (8.15)
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8.3.6 Les deux fonctions de corre´lations temporelles
La probabilite´ Π(t+tw, tw) de ne pas sauter pendant l’intervalle de temps [tw, tw+t]
a une forme d’e´chelle de ‘sous-vieillissement’
Π(t+ tw, tw) = Π˜µ
(
g =
t
R(tw)
)
= Π˜µ
(
g = [T˜0(µ)]
1
1+µ
t
t
1
1+µ
w
)
(8.16)
avec
Π˜(0)µ (g) =
∫ 1
0
dzµzµ−1e−zg (8.17)
En particulier, on obtient le comportement asymptotique
Π(t+ tw, tw) ≃
t
t
1
1+µ
w
→+∞
(
t
t
1
1+µ
w
)−µ [
µ+O(µ2)
]
(8.18)
La probabilite´ C(t+ tw, tw) d’eˆtre au temps (t+ tw) dans le pie`ge occupe´ a` l’instant
tw a une forme d’e´chelle de vieillissement
C(t+ tw, tw) = C˜µ
(
h =
t
R1+µ(tw)
)
= C˜µ
(
h = T˜0(µ)
t
tw
)
(8.19)
avec
C˜(0)µ (h) = C˜µ(h) =
2µ
(2h)µ
∫ √2h
0
dzz1+2µK21 (z) (8.20)
En particulier, on obtient le comportement asymptotique
C(t+ tw, tw) ≃
t
tw
→∞
(
t
tw
)−µ [
µ+O(µ2)
]
(8.21)
Dans cette approche de renormalisation, la pre´sence de deux e´chelles de temps
diffe´rentes dans les proprie´te´s de vieillissement vient directement de la pre´sence d’un
temps d’e´vasion diffe´rent du temps de pie´geage. Comme en dimension d = 2 une marche
ale´atoire est encore re´currente, on s’attend la` aussi a` avoir deux e´chelles de temps,
alors que pour d > 2, il n’y a plus de re´currence, et la seule e´chelle de temps pour le
vieillissement est l’e´chelle des temps de pie´geages. Il est donc inte´ressant de discuter le
cas d = 2.
8.4 Analyse de scaling pour le mode`le de pie`ges en d = 2
8.4.1 Paysage renormalise´
On de´finit encore le paysage renormalise´ a` l’e´chelle R en ne gardant que les pie`ges
de temps de pie´geage τi > R. E´tant donne´ un pie`ge, la distance l au plus proche voisin
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a pour distribution
PR(l) ≃
R→∞
2πl
Rµ
e
−
πl2
Rµ (8.22)
En utilisant le fait que la probabilite´ de s’e´chapper jusqu’a` une distance l sans eˆtre
revenu a` l’origine se comporte en c/(ln l), on obtient que le nombre n de retours avant
une e´vasion re´ussie se comporte en n ∼ ln l ∼ lnRµ2 . Finalement, le temps d’e´vasion
d’un pie`ge τ0 du paysage renormalise´ est de la forme
T0 = aτ0 lnR
µ
2 (8.23)
ou` a est une variable ale´atoire d’ordre 1 qui caracte´rise la ge´ome´trie des pie`ges voisins
de τ0. L’e´chelle de renormalisation R doit donc eˆtre choisie en fonction du temps selon
t ∼ R(t) lnRµ2 (t) (8.24)
ce qui donne par inversion a` l’ordre dominant
R(t) ∼ t
ln t
µ
2
(8.25)
8.4.2 Deux e´chelles de temps
La pre´sence de deux e´chelles de temps distinctes R(t) et t va conduire a` deux
comportements de vieillissement : on s’attend a` ce que la corre´lation Π(t+ tw, tw) soit
une fonction de t/R(tw) avec (8.25) et a` ce que la corre´lationC(t + tw, tw) soit une
fonction de t/tw, ce qui est en accord avec les re´sultats rigoureux [12, 13].
8.4.3 Deux e´chelles de longueur
La grande nouveaute´ qualitative par rapport au cas d = 1 est qu’il existe deux
e´chelles de longueur en d = 2.
8.4.3.1 Distance entre deux pie`ges renormalise´s
La distance caracte´ristique entre deux pie`ges voisins du paysage renormalise´ est
ξ(t) ∼ [R(t)]µ2 ∼
[
t
ln tµ
]µ
2
(8.26)
8.4.3.2 Distance parcourue a` l’instant t
Par ailleurs, l’analyse de scaling a` partir des sommes de Le´vy [21] en d = 2 est la
suivante : apre`s N pas, le nombre de sites distincts visite´s croit selon S = N/(lnN) et
chaque site a e´te´ visite´ typiquement (lnN) fois, ce qui conduit a` la correspondance
t ∼
S∑
i=1
τi(lnN) ∼ (lnN)
(
N
lnN
) 1
µ
(8.27)
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Comme la distance typique apre`s N pas est r ∼ √N , on obtient finalement le com-
portement en temps de la distance parcourue
r(t) ∼ tµ2 (ln tµ) 1−µ2 (8.28)
8.4.3.3 Nombre de pie`ges importants a` l’instant t
En d = 2, la pre´sence des deux e´chelles de longueur diffe´rentes ξ(t) (8.26) et r(t)
(8.28) et ξ(t) (8.26) montre que le nombre n(t) de pie`ges renormalise´s contenus dans le
disque de rayon r(t) accessible, ne reste pas fini mais croit logarithmiquement en temps
n(t) ∼ r
2(t)
ξ2(t)
∼ ln tµ (8.29)
ce qui est en accord avec le re´sultat rigoureux concernant l’absence de localisation en
d = 2 a` temps infini t → ∞ [13]. Cependant, dans le re´gime t → ∞ et µ → 0 avec
tµ fixe´ (8.29), on s’attend a` ce que le front de diffusion dans un e´chantillon soit une
somme de pics δ dont les poids de´pendent de la re´partition ge´ome´trique des pie`ges mais
pas de leurs e´nergies. Il serait bien suˆr inte´ressant d’arriver a` de´finir une dynamique
effective plus pre´cise pour de´crire ce re´gime, a` partir d’une construction explicite des
probabilite´s d’absorption des diffe´rents pie`ges pour une configuration ale´atoire fixe´e.
8.5 Conclusion
La renormalisation approprie´e pour de´crire la phase de vieillissement µ < 1 du
mode`le de pie`ges unidimensionnel est base´e sur deux e´chelles de temps, le temps de
pie´geage et le temps d’e´vasion, qui gouvernent deux fonctions de corre´lations tem-
porelles diffe´rentes. A l’ordre dominant en µ → 0, dans un e´chantillon donne´, le front
de diffusion est localise´ seulement sur deux sites, qui correspondent aux deux pie`ges
renormalise´s les plus proches de l’origine a` l’e´chelle de renormalisation R(t). Les poids
des pie`ges sont simplement donne´s par les probabilite´s respectives d’atteindre un pie`ge
avant l’autre. Ceci montre que la dynamique reste toujours hors e´quilibre : les poids
des deux pie`ges ne sont pas donne´s par des facteurs de Boltzmann, ils ne de´pendent
meˆme pas des e´nergies des pie`ges, mais seulement des distances a` l’origine.
Publication associe´e [P12]
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Chapitre 9
Le mode`le de pie`ges en champ :
re´ponses line´aire et non-line´aire
9.1 Pre´sentation du mode`le
En pre´sence d’un champ exte´rieur f , l’e´quation maˆıtresse du mode`le de pie`ges s’e´crit
[22]
dP
(f)
t (n)
dt
= P
(f)
t (n+ 1)
e−β
f
2
2τn+1
+ P
(f)
t (n− 1)
e+β
f
2
2τn−1
− P (f)t (n)
e+β
f
2 + e−β
f
2
2τn
(9.1)
dans laquelle les taux de transition satisfont la condition de bilan de´taille´
e−βU(n)W (f){n→n+1} = e
−βUn+1W (f){n+1→n} (9.2)
en terme de l’ e´nergie totale Un contenant l’ e´nergie ale´atoire (−En) du pie`ge et l’
e´nergie potentielle line´aire (−fn) associe´e au champ exte´rieur f
Un = −En − fn (9.3)
La re´ponse de ce mode`le a e´te´ e´tudie´e par E. Bertin et J.P. Bouchaud [18] avec
des arguments de scaling et des simulations nume´riques. Leur re´sultat principal est
le suivant : le The´ore`me Fluctuation-Dissipation du re´gime de re´ponse line´aire est
valable meˆme dans le secteur de vieillissement, mais la re´ponse devient non-line´aire
asymptotiquement. Le but du pre´sent chapitre est de comprendre ces proprie´te´s, en
utilisant d’une part une syme´trie particulie`re de l’e´quation maˆıtresse, et d’autre part
en ge´ne´ralisant la renormalisation du chapitre pre´ce´dent pour prendre en compte la
pre´sence d’un champ exte´rieur.
9.2 Une syme´trie dynamique qui empeˆche la violation du
the´ore`me Fluctuation-Dissipation
Dans cette section, les e´quations seront e´crites pour le cas d = 1 pour simplifier les
notations, mais il est clair que les re´sultats peuvent eˆtre ge´ne´ralise´s imme´diatement a`
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toute dimension finie d.
9.2.1 Loi de conservation dans chaque e´chantillon pour le mode`le
sans champ
Le mode`le de pie`ges a une proprie´te´ tre`s spe´ciale [18] : en l’absence de champ
exte´rieur f = 0 la moyenne thermique de la position
< n >f=0 (t) ≡
+∞∑
n=−∞
nP
(f=0)
t (n) (9.4)
est une quantite´ conserve´e dans tout e´chantillon ! Cela vient du fait qu’en sortant d’un
pie`ge la particule saute avec des probabilite´s e´gales (1/2, 1/2) vers la droite ou vers la
gauche. Cette proprie´te´ de conservation est d’autant plus remarquable que le de´sordre
brise la syme´trie n→ −n dans chaque e´chantillon.
9.2.2 Un the´ore`me de fluctuation non-line´aire pour tw = 0
Dans un e´chantillon donne´, si on compare les fronts de diffusion en pre´sence de (+f)
et de (−f), on obtient la relation tre`s simple
P
(+f)
t (n)
P
(−f)
t (n)
= eβfn (9.5)
ce qui permet d’exprimer la diffe´rence des moyennes thermiques de la position
< n >+f (t)− < n >−f (t) ≡
+∞∑
n=−∞
n
[
P
(+f)
t (n)− P (−f)t (n)
]
=
+∞∑
n=−∞
n(1− e−βfn)P (+f)t (n) (9.6)
9.2.2.1 Relation de Fluctuation-Dissipation dans le re´gime line´aire
La premie`re conse´quence (9.6) est que la relation d’Einstein
< n >f (t) ≃
f→0
βf
2
< n2 >f=0 (t) (9.7)
est valable pour t fixe´ dans la limite f → 0.
9.2.2.2 Fin du re´gime de re´ponse line´aire
La deuxie`me conse´quence de (9.6) est que pour f fixe´, le re´gime de re´ponse line´aire
n’est valable que s’il est le´gitime de line´ariser le facteur (1−e−βfn) ce qui donne comme
crite`re
βfξ(f=0)(t)≪ 1 (9.8)
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ou` ξ(f=0)(t) est le de´placement typique sans champ a` l’instant t. Le re´gime de re´ponse
line´aire est donc limite´ par un temps caracte´ristique associe´ a` la force f
t≪ tµ(f) ≡
(
1
βf
) 1+µ
µ
(9.9)
9.2.2.3 Proprie´te´ du front de diffusion
Une troisie`me conse´quence de (9.6) concerne la dissyme´trie de la moyenne sur les
e´chantillons du front de diffusion (Publication [P13])
P
(f)
t (−n) = e−βfnP (f)t (n) (9.10)
9.2.3 Un the´ore`me de fluctuation non-line´aire pour tw quelconque
Les re´sultats pre´ce´dents peuvent eˆtre ge´ne´ralise´s au cas ou` le syste`me e´volue d’abord
sans champ exte´rieur f = 0 pendant l’intervalle [0, tw], avant d’eˆtre soumis au champ
f pour t ≥ tw. On introduit le front de diffusion a` deux temps P (f ;tw)(n, t;nw, tw|0, 0)
qui repre´sente la probabilite´ jointe d’eˆtre en nw a` tw et en n a` t (on suppose t > tw).
La ge´ne´ralisation de (9.5)
P (+f ;tw)(n, t;nw, tw|0, 0)
P (−f ;tw)(n, t;nw, tw|0, 0)
= eβf(n−nw) (9.11)
permet d’obtenir les trois conse´quences suivantes.
9.2.3.1 Re´gime line´aire pour (t, tw) fixe´s
Pour des temps (t, tw) fixe´s, la relation d’Einstein est valide sous la forme
< (n− nw) >f,tw (t) ≃
f→0
βf
2
< (n− nw)2 >f=0 (t) (9.12)
9.2.3.2 Fin du re´gime de re´ponse line´aire
Pour un temps tw fixe´ et un champ exte´rieur f fixe´, la validite´ du re´gime line´aire
est limite´e aux temps t tels que
βfξf=0(t, tw)≪ 1 (9.13)
ou` ξf=0(t, tw) repre´sente le de´placement caracte´ristique entre tw et t en l’absence de
champ, et donc finalement
t− tw ≪ tµ(f) (9.14)
ce qui ge´ne´ralise (9.9).
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9.2.3.3 Front de diffusion a` deux temps
L’asyme´trie induite par f sur du front diffusion moyen est simplement
P (f)(−n, t;−nw, tw|0, 0) = e−βf(n−nw)P (f)(n, t;nw, tw|0, 0) (9.15)
9.2.4 Discussion
Si on conside`re une e´quation maˆıtresse ge´ne´rale, la condition pour de´river un the´ore`me
de fluctuation non-line´aire analogue a` celui qui existe pour le mode`le de pie`ges est la
suivante (Publication [P13]) : pour toute configuration C, le taux de transition global
pour en sortir en pre´sence de (+f) doit eˆtre e´gal au taux de transition global pour en
sortir en pre´sence de (−f)
w
(+f)
out (C) = w(−f)out (C) pour toute configuration C (9.16)
A l’ordre line´aire en f , cette condition implique que l’observable b line´airement couple´
au champ f (qui ge´ne´ralise la position dans le mode`le de pie`ges) satisfait une loi de
conservation : sa moyenne thermique doit eˆtre conserve´e en l’absence de champ pour
une condition initiale arbitraire.
Existe-t-il d’autres mode`les inte´ressants qui posse`dent cette syme´trie ? La fac¸on la
plus simple de satisfaire la condition (9.16) serait de pouvoir associer a` toute transition
C → C′ une autre transition C → C′′ qui a le meˆme taux de transition en champ nul
W (0)(C → C′′) = W (0)(C → C′) et telle que la variation de b soit exactement l’oppose´e
b(C′′) − b(C) = −(b(C′) − b(C)). Cependant, c’est une proprie´te´ tre`s forte car elle doit
eˆtre vraie pour toute configuration initiale C.
9.3 E´tude de la re´ponse par renormalisation
Dans le Chapitre pre´ce´dent sur le mode`le de pie`ges sans biais, nous avons de´crit une
proce´dure de renormalisation a` partir de la notion du temps d’e´vasion et des probabilite´s
respectives de s’e´chapper vers le pie`ge renormalise´ de droite ou vers le pie`ge renormalise´
de gauche. En ge´ne´ralisant cette approche a` la pre´sence d’un champ exte´rieur f , on
peut obtenir beaucoup de re´sultats exacts sur la dynamique.
9.3.1 Re´sultats explicites pour tw = 0
La renormalisation permet de de´finir une e´chelle de longueur ξ(t, f) qui repre´sente
la distance moyenne entre deux pie`ges dans le paysage renormalise´ associe´ a` l’instant
t. Cette e´chelle interpole entre les deux comportements
ξ(t, f) ≃
t≪tµ(f)
t
µ
1+µ [1 +O(µ)] (9.17)
ξ(t, f) ≃
t≫tµ(f)
(βft)µ [1 +O(µ)] (9.18)
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9.3.1.1 Front de diffusion
La moyenne sur les e´chantillons du front de diffusion prend la forme d’e´chelle
Pt(n, f) =
1
ξ(t, f)
gµ
(
X =
n
ξ(t, f)
, F = βfξ(t, f)
)
(9.19)
et la fonction d’e´chelle gµ a pour expression, dans la limite µ→ 0,
g0(X,F ) = e
−|X|
[
θ(X > 0) + θ(X < 0)e−F |X|
] ∫ +∞
0
dλe−λ
1− e−Fλ
1− e−F (|X|+λ) (9.20)
= e−|X|
[
θ(X > 0) + θ(X < 0)e−F |X|
] +∞∑
n=0
F
(1 + Fn)(1 + F + Fn)
e−nF |X|
9.3.1.2 Position moyenne
La moyenne sur les e´chantillons de la moyenne thermique de la position est de la
forme
< x(t, f) > ≡
+∞∑
x=−∞
xPt(x, f) = ξ(t, f)Xµ(F = βfξ(t, f)) (9.21)
et la fonction d’e´chelle Xµ a pour expression, dans la limite µ→ 0,
X0(F ) =
∫ +∞
0
dλλe−λ
Fλ
2 coth
Fλ
2 − 1
F
= 1− 1
F
− 1
F 3
ψ′′
(
1 +
1
F
)
(9.22)
9.3.1.3 Largeur thermique
La moyenne sur les e´chantillons de la largeur thermique est de la forme
< ∆x2(t, f) > = ξ2(t, f)∆µ(F = βfξ(t, f)) (9.23)
et la fonction d’e´chelle ∆0 est en fait directement relie´e a` la fonction X0
∆0(F ) =
[
1
F
+
d
dF
]
X0(F ) (9.24)
9.3.2 Re´sultats explicites pour tw > 0
9.3.2.1 Dynamique effective en fonction de (f, t, tw)
L’e´tat atteint au temps tw en l’absence de champ doit eˆtre conside´re´ comme une
condition initiale pour la dynamique en pre´sence du champ f > 0 en fonction du
nouveau temps (t − tw). Comme a` l’instant tw, la particule est typiquement dans un
pie`ge τ > R(tw, f = 0), la dynamique effective ne recommence que lorsque la proce´dure
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de de´cimation redevient active pour R(t − tw, f) > R(tw, f = 0). Il est donc utile
d’introduire le parame`tre
α(t, tw, f) ≡ ξ(t− tw, f)
ξ(tw, f = 0)
=
Rµ(t− tw, f)
Rµ(tw, f = 0)
(9.25)
qui mesure les e´chelles de longueur des deux paysages renormalise´s a` tw et a` t. Dans
le secteur α < 1, la re´ponse est domine´ par des e´ve`nements rares, alors que dans le
secteur α(t, tw, f) > 1, la re´ponse est domine´ par la dynamique effective. Le domaine
en (t − tw) correspondant au secteur α > 1 de´pend des valeurs relatives de tw et du
temps tµ(f).
(i) Pour tw ≪ tµ(f), le secteur α > 1 correspond au domaine temporel (t−tw) > tw,
et le parame`tre α se comporte selon
α(t, tw, f) =
(
t− tw
tw
) µ
1+µ
for tw < t− tw ≪ tµ(f) (9.26)
et
α(t, tw, f) =
(
βf
2 (t− tw)
t
1
1+µ
w
)µ
for t− tw ≫ tµ(f) (9.27)
(ii) Pour tw ≫ tµ(f), le secteur α > 1 correspond au domaine (t− tw) > 2βf t
1
1+µ
w , et
le parame`tre α se comporte comme (9.27) partout.
En e´tudiant la statistique du paysage renormalise´ a` deux e´chelles de renormalisation
successives, on peut alors obtenir des re´sultats explicites valables dans tout le secteur
α > 1 dans la limite µ→ 0
9.3.2.2 Loi du de´placement entre tw et t
En termes des variables d’e´chelle Y = x(t)−x(tw)ξ(t−tw,f) , F = βfξ(t − tw, f) et α = ξ(t −
tw, f)/ξ(tw, f = 0), la moyenne sur les e´chantillons de la distribution de Y est de la
forme
P (Y ;F,α) =
1
α
δ(Y ) +
[
θ(Y ≥ 0) + e−F |Y |θ(Y ≤ 0)
]
Gns (|Y |, F, α) (9.28)
La partie singulie`re en δ repre´sente les particules qui n’arrivent pas a` s’e´chapper vers
un autre pie`ge renormalise´ entre tw et t. La partie re´gulie`re est de´finie en termes de la
fonction
Gns (Y, F, α) =
e−Y
2
∫ +∞
0
du
1− e−Fu
1− e−F (Y+u)
[
(2− e−(α−1)Y )e−u − e−αu
]
(9.29)
Plus ge´ne´ralement, on peut calculer ainsi toutes les fonctions d’e´chelle souhaite´es
dans la limite µ → 0, en particulier pour la position moyenne et la largeur thermique
(Publication [P14]).
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9.4 Conclusion
C’est la syme´trie particulie`re de l’e´quation maˆıtresse du mode`le de pie`ges qui
empeˆche la violation du The´ore`me de Fluctuation-Dissipation meˆme dans le re´gime
de vieillissement. Par ailleurs, la renormalisation base´e sur les temps d’e´vasion, qui de-
vient exacte dans la limite µ → 0, permet d’e´tudier en de´tail la re´ponse non-line´aire
dans les diffe´rents re´gimes qui existent en fonction des deux temps (tw, t) et du champ
exte´rieur f .
Publications associe´es
Sur le the´ore`me de Fluctuation-Dissipation non-line´aire : [P13]
Sur les calculs explicites par renormalisation : [P14]
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Chapitre 10
Chaˆıne de spin quantique S = 1
antiferromagne´tique ale´atoire
10.1 La chaˆıne antiferromagne´tique S = 1 sans de´sordre
10.1.1 Diffe´rences entre spin demi-entier et spin entier
Alors que la chaˆıne antiferromagne´tique S = 1/2 pre´sente des corre´lations en loi
de puissance et des excitations sans gap, la chaˆıne antiferromagne´tique S = 1 est car-
acte´rise´e par des corre´lations a` de´croissance exponentielle et par un gap pour les exci-
tations. Une fac¸on simple de comprendre ces diffe´rences qui existent plus ge´ne´ralement
entre spins demi-entiers et spins entiers est la fonction d’onde “Valence-Bond-Solid”
(VBS), qui permet de mettre en e´vidence un ordre a` longue porte´e pour un parame`tre
d’ordre topologique qui est non-local en termes de spins.
10.1.2 La fonction d’onde VBS
Si on repre´sente chaque spin S = 1 comme la syme´trisation de deux spins e´le´mentaires
S = 1/2, la fonction d’onde VBS [1] est l’e´tat obtenu en format un singulet sur chaque
lien entre deux spins 1/2 constitutifs (Figure 10.1). Cette fonction d’onde est l’e´tat
Fig. 10.1 – Fonction d’onde VBS : chaque spin S = 1 est repre´sente´ par la syme´trisation
de 2 spins 1/2 (les boules noires relie´es par un trait vertical gras) ; les lignes horizontales
qui relient deux spins 1/2 repre´sentent les singulets entre spins 1/2 constitutifs.
79
80 Chaˆıne de spin quantique S = 1 antiferromagne´tique ale´atoire
fondamental exact de l’Hamiltonien [1]
HAKLT =
∑
i
P2(~Si + ~Si+1) =
∑
i
[
1
2
~Si.~Si+1 +
1
6
(~Si.~Si+1)
2 +
1
3
]
(10.1)
ou` P2 est le projecteur sur le sous-espace s = 2.
10.1.3 Le parame`tre d’ordre topologique
Le parame`tre d’ordre [145] qui permet de caracte´riser l’ordre topologique de la
fonction d’onde VBS est non local dans les spins
tij = −〈ψo
∣∣Szi exp

iπ ∑
i<k<j
Szk

Szj ∣∣ψ0〉 (10.2)
Pour l’e´tat pur VBS sur une chaˆıne cyclique de N spins, on obtient tij = 4/9+O(3
−N ).
Pour le fondamental de la chaˆıne antiferromagne´tique pure, ce parame`tre d’ordre tend
aussi vers une valeur finie, ce qui indique une parente´ avec la fonction d’onde VBS.
10.2 Construction des re`gles de renormalisation
10.2.1 Renormalisation d’un lien antiferromagne´tique
L’ Hamiltonien d’un lien antiferromagne´tique entre deux spins S = 1
h0 = J1~S1.~S2 =
J1
2
[(
~S1 + ~S2
)2 − ~S21 − ~S22
]
=
J1
2
[(
~S1 + ~S2
)2 − 4] (10.3)
pre´sente trois niveaux d’ e´nergie indexe´s par la valeur s = 0, 1, 2 du spin total
es =
J1
2
[s(s+ 1)− 4] (10.4)
il y a donc un singulet e0 = −2J1, un triplet e1 = −J1 et un quintuplet e2 = J1.
Si on ge´ne´ralise na¨ıvement la re`gle de Ma-Dasgupta du cas S = 1/2 en projetant
sur le singulet, le nouveau couplage effectif est
J ′0 =
4
3
J0J2
J1
(10.5)
Le coefficient 43 e´tant plus grand que 1, cette re`gle n’est pas automatiquement consis-
tante, et la proce´dure ne peut eˆtre justifie´e que si on part d’un de´sordre assez large.
Nous avons donc propose´ de ge´ne´raliser la proce´dure de Ma-Dasgupta avec la re`gle
suivante : au lieu de projeter sur le niveau le plus bas de h0, il faut en fait e´liminer
le niveau le plus haut. Ainsi, pour l’hamiltonien h0, on e´limine le quintuplet, mais
on garde le singulet et le triplet, en remplac¸ant les deux spins S = 1 par deux spins
S = 1/2. Cette de´cimation partielle e´largit l’espace initial, mais il est possible de de´finir
une renormalisation ferme´e avec 4 types de liens.
Construction des re`gles de renormalisation 81
10.2.2 Proce´dure de renormalisation avec 4 types de liens
La proce´dure de renormalisation que nous avons propose´e est de´finie pour l’ ensem-
ble e´largi des chaˆınes constitue´es de spins de taille S = 1/2 ou S = 1, dans lesquelles
les couplages {Ji} sont soit ferromagne´tiques (F) soit antiferromagne´tiques (AF), avec
la contrainte suivante : pour tout segment {i, j}, l’ aimantation classique doit satisfaire
|mi,j | ≤ 1. Cette condition pour deux voisins j = i+1 montre qu’il y a 4 types de liens
possibles :
1) Lien F entre deux spins S=1/2,
2) Lien AF entre deux spins S=1/2,
3) Lien AF entre un spin S=1 et un spin S=1/2,
4) Lien AF entre deux spins S=1.
Les quatre re`gles de renormalisation correspondantes sont les suivantes :
(1)
s0
•
J0
s1 =
1
2
•
J1 < 0
s2 =
1
2
•
J2
s3
• −→
s0
•
J ′0 =
J0
2
s′1 = 1
•
J ′1 =
J2
2
s3
•
(2)
s0
•
J0
s1 =
1
2
•
J1 > 0
s2 =
1
2
•
J2
s3
• −→
s0
•
J ′0 =
J0 J2
2 J1
s3
•
(3)
s0
•
J0
s1 = 1
•
J1 > 0
s2 =
1
2
•
J2
s3
• −→
s0
•
J ′0 =
4 J0
3
s′1 =
1
2
•
J ′1 = −J23
s3
•
(4)
s0
•
J0
s1 = 1
•
J1 > 0
s2 = 1
•
J2
s3
• −→
s0
•
J ′0 = J0
s′1 =
1
2
•
J ′1 = J1
s′2 =
1
2
•
J ′2 = J2
s3
•
10.2.3 Interpre´tation de la renormalisation en termes d’amas VBS
Si on repre´sente chaque spin S = 1 initial comme la syme´trisation de deux spins
S = 1/2, les re`gles 2, 3, et 4 pour les liens AF s’ interpre`tent comme la formation d’ un
singulet entre deux spins S = 1/2 constitutifs. La re`gle 1 pour un lien F entre deux spins
S = 1/2 correspond a leur syme´trisation. A la fin de la proce´dure de renormalisation,
lorsqu il n’y a plus de spin libre, la chaˆıne est de´compose´e en un ensemble d’amas
disjoints qui ont une structure VBS ( Figure 10.2).
Pour la chaˆıne de´sordonne´e, on a donc un parame`tre d’ordre (10.2) tij = 4/9 si les
deux sites appartiennent au meˆme amas et tij = 0 sinon. Pour une chaˆıne de taille N,
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Fig. 10.2 – L’e´tat fondamental obtenu par renormalisation, en termes d’amas VBS :
chaque spin S = 1 est repre´sente´ par la syme´trisation de 2 spins 1/2 (les boules noires
relie´es par un trait vertical gras) ; les lignes qui relient deux spins 1/2 repre´sentent des
singulets. Les spins 1 initiaux sont ainsi regroupe´s en amas : ici, par exemple, il y a
deux amas de taille 2, un amas de taille 4, et un amas plus grand qui de´passe les limites
de la figure.
la moyenne spatiale
∑
i,j tij/N
2 du parame`tre tij est proportionnelle a` la probabilite´ T
que deux spins appartiennent au meˆme amas
T ≡
∑
c
n2c
N2
=
9
4
1
N2
∑
i,j
tij +O(1/N) (10.6)
ou` nc est le nombre de spins dans un amas c, qui n’est pas directement lie´e a` son
extension spatiale. Ce parame`tre d’ordre T ne peut eˆtre non-nul dans la limite thermo-
dynamique que s’il existe un amas VBS qui contient une fraction finie des spins de la
chaˆıne.
10.3 E´tude nume´rique de la renormalisation
Nous avons e´tudie´ nume´riquement la proce´dure de renormalisation avec 4 types
de liens en partant de chaˆınes cycliques de N spins (par exemple N = 222 ∼ 4.106 ),
avec des couplages initiaux Ji uniforme´ment distribue´s dans l’intervalle [1, 1 + d]. Le
parame`tre d repre´sente donc la largeur du de´sordre initial. Pour chaque taille, nous
avons effectue´ des moyennes sur un certain nombre d’e´chantillons (typiquement 100) .
Nous avons e´tudie le flot des quantite´s suivantes en fonction de l’ e´chelle Γ :
(i) le nombre N(Γ) de spins effectifs S = 1/2 et S = 1 encore pre´sents a` l’ e´chelle Γ
(ii) la proportion {N(S=1)(Γ)/N(Γ)} de spins S = 1 parmi les spins effectifs pre´sents
(iii) les proportions ρi(Γ) = {Ni(Γ)/N(Γ)} des liens de type i = 1, 2, 3, 4
(iv) les distributions de probabilite´ Pi(J,Ω) des couplages J pour les quatre types
de liens i = 1, 2, 3, 4.
Les re´sultats de la renormalisation pre´sentent un changement qualitatif pour une
certaine valeur critique dc ≃ 5.75(5) du de´sordre initial. Ainsi, la Figure 10.3 repre´sente
le flot de la proportion
N(S=1)(Γ)
N(Γ) de spins S = 1 pour diffe´rentes valeurs du de´sordre
initial : il y a deux valeurs attractives, a` savoir 0 a` faible de´sordre et 1 a` fort de´sordre.
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Fig. 10.3 – Proportion de spins S = 1 parmi les spins effectifs a` l’e´chelle Γ pour
diffe´rentes valeurs du de´sordre initial d = 1, 2, 3, 4, 5.5, 6, 8, 16, 100 : cette proportion
tend vers 0 dans la phase de faible de´sordre, et vers 1 dans la phase de fort de´sordre.
Au point critique dc ≃ 5.75(5) la proportion reste stationnaire autour de la valeur
interme´diaire 0.315(5).
10.3.1 Re´sultats dans la phase de fort de´sordre
Dans la phase de fort de´sordre d > dc, le nombre N(Γ) de spins effectifs de´croˆıt
comme dans la phase appele´e “Random Singlet” de la chaˆıne S = 1/2 :
N(Γ) ∝
Γ→∞
1
Γ2
. (10.7)
et les proportions ρi(Γ) des quatre types de liens convergent vers un re´gime asympto-
tique caracte´rise´ par les proportions simples (Fig 10.4)
ρ1(Γ) ∼ 0 ρ2(Γ) ∼ ǫ(Γ) ρ3(Γ) ∼ 2ǫ(Γ) ρ4(Γ) ∼ 1− 3ǫ(Γ) (10.8)
ou` ǫ(Γ) tend lentement vers 0 en Γ → ∞. Il y a donc presque partout des liens de
type 4, avec quelques de´fauts de type (lien de type 3,lien de type 2,lien de type 3) qui
viennent de la de´cimation partielle momentane´e des liens de type 4. A fort de´sordre, la
renormalisation converge donc vers la phase “Random Singlet” de Ma-Dasgupta.
10.3.2 Re´sultats dans la phase de faible de´sordre
Dans la phase de faible de´sordre, le nombre N(Γ) de de spins effectifs de´croˆıt expo-
nentiellement
N(Γ) ∝
Γ→∞
e−α(d)Γ (10.9)
avec un coefficient α(d) qui est une fonction de´croissante de d qui s’ annule a` la transition
d → d−c . Les proportions ρi(Γ) des quatre types de liens convergent vers le re´gime
asymptotique (Figure 10.5)
ρ1(Γ) ≃ 0.25 ρ2(Γ) ≃ 0.75 ρ3(Γ) ≃ 0 ρ4(Γ) ≃ 0 (10.10)
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Fig. 10.4 – Les proportions ρi(Γ) des 4 types de liens i = 1, 2, 3, 4 of en fonction de
l’e´chelle Γ pour un de´sordre initial fort d = 100.
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Fig. 10.5 – Les proportions ρi(Γ) des 4 types de liens i = 1, 2, 3, 4 of en fonction de
l’e´chelle Γ pour un de´sordre initial faible d = 0.1
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10.3.3 Re´sultats nume´riques au point critique
10.3.4 E´tude des types de liens
Au point critique, le nombre de spins effectifs de´croˆıt alge´briquement
N(Γ) ∝
Γ→∞
1
Γ3
. (10.11)
et les proportions ρi(Γ) des quatre types de lien convergent vers le re´gime asymptotique
(Figure 10.6)
ρ1(Γ) ∼ 0.17 , ρ2(Γ) ∼ 0.35 , ρ3(Γ) ∼ 0.33 , ρ4(Γ) ∼ 0.15 . (10.12)
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Fig. 10.6 – Les proportions ρi(Γ) des 4 types de liens i = 1, 2, 3, 4 of en fonction de
l’e´chelle Γ pour un de´sordre initial critique dc = 5.75 .
10.3.5 E´tude nume´rique de la transition de percolation des amas
VBS
Du point de vue des amas VBS, la transition de phase quantique correspond a`
une transition de percolation : dans la phase de fort de´sordre, il n’y a que des amas
finis, alors que dans la phase de faible de´sordre, il apparaˆıt un amas macroscopique qui
contient une fraction finie des spins.
10.3.5.1 Parame`tre d’ordre
Si on note β l’exposant qui gouverne l’ annulation de la fraction n1/N des spins
dans l’amas macroscopique, le parame`tre d’ordre se comporte en T ∼ (dc − d)2β pour
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d < dc. L’e´tude de finite size scaling de la Figure (10.7) conduit a` l’estimation
2β = 1.0(1). (10.13)
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Fig. 10.7 – Parame`tre d’ordre topologique T en fonction du de´sordre initial d pour des
chaˆınes de tailles N = 214 − 220. Le point critique est situe´ en dc = 5.76(2)
10.3.5.2 Susceptibilite´
La Figure (10.8) repre´sente la taille moyenne des amas finis, qui joue le roˆle d’une
susceptibilite´
χ ≡
∑
c>1
n2c
N
. (10.14)
(c=1 est l’amas le plus grand). Si on note γ l’exposant critique qui gouverne sa diver-
gence χ ∼ |dc − d|−γ , on obtient l’estimation
γ = 1.2(1). (10.15)
10.3.5.3 Distribution des amas au point critique
Au point critique, la distribution mc(s) de la taille s des amas a une de´croissance
alge´brique (Figure 10.9)
mc(s) ∼ 1
sτ
(10.16)
avec un exposant
τ = 2.2(1). (10.17)
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Fig. 10.8 – Susceptibilite´ χ en fonction du de´sordre initial d pour des chaˆınes de tailles
N = 214 − 220.
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Fig. 10.9 – Distribution mc(s) de la taille s des amas au point critique : la mesure de
la pente conduit a` l’estimation τ = 2.2(1)
10.4 Calcul des exposants critiques exacts
Il existe un mode`le effectif plus simple de chaˆıne de spin [98] qui se trouve eˆtre
dans la meˆme classe d’universalite´ (Publications [P1]). En introduisant une variable
auxiliaire µ pour e´tudier la taille des amas VBS dans ce mode`le plus simple, nous
avons calcule´ les exposants exacts de la transition
2β =
4(3−√5)√
13− 1 = 1.17278..., (10.18)
γ =
2(2
√
5− 3)√
13− 1 = 1.13000..., (10.19)
τ = 1 +
3√
5
= 2.34164..., (10.20)
qui sont en tre`s bon accord avec nos estimations nume´riques (10.13), (10.15), (10.17).
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10.5 Conclusion
La ge´ne´ralisation de la me´thode de Ma-Dasgupta a` la chaˆıne de spin S = 1 antifer-
romagne´tique ale´atoire conduit a` un mode`le a` 4 types de liens que nous avons e´tudie´
nume´riquement. La transition de phase observe´e en fonction du de´sordre initial s’in-
terpre`te comme une transition de percolation pour les amas VBS de l’e´tat fondamental.
En utilisant un mode`le effectif dans la meˆme classe d’universalite´, nous avons calcule´
les exposants critiques exacts de cette transition de phase quantique.
Publications associe´es
Sur la transition de percolation des amas VBS : [P1]
Sur les degre´s de liberte´ effectifs de basse e´nergie dans les diffe´rentes phases : [P2]
Chapitre 11
Chaˆıne d’Ising avec couplages et
champs transverses ale´atoires
11.1 Pre´sentation du mode`le
11.1.1 Transition de phase quantique
La chaˆıne d’Ising quantique
H = −
∑
i
JiS
z
i S
z
i+1 −
∑
i
hiS
x
i (11.1)
avec couplages Ji > 0 et champs transverses hi > 0 ale´atoires (les signes peuvent eˆtre
fixe´s par une transformation de jauge), est le mode`le de´sordonne´ le plus simple qui
pre´sente une transition de phase quantique a` tempe´rature nulle : le point critique situe´
en
lnh = ln J (11.2)
se´pare une phase ferromagne´tique (lnh < ln J) d’une phase de´sordonne´e (ln h > ln J).
Ce mode`le peut eˆtre e´tudie´ en de´tail par la renormalisation de type Ma-Dasgupta [75]
comme nous l’avons de´ja` explique´ dans l’Introduction (Page 4). Dans ce Chapitre, nous
allons nous inte´resser aux proprie´te´s de taille finie au voisinage de la transition, dans
deux ensembles possibles pour le de´sordre.
11.1.2 Ensembles microcanonique et canonique pour un syste`me
de´sordonne´ fini
Dans l’e´tude des syste`mes de´sordonne´s, on conside`re ge´ne´ralement que les variables
ale´atoires de de´sordre dans un e´chantillon sont des variables inde´pendantes : cet ensem-
ble d’e´chantillons sera appele´ ici ‘canonique’ comme dans les re´fe´rences [99, 66]. (ce qui
correspond a` l’ensemble appele´ ‘grand canonique’ dans d’autres re´fe´rences [147, 3, 168,
15]). Cependant, il est apparu qu’il pouvait eˆtre inte´ressant [147] de conside´rer aussi
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un ensemble d’e´chantillons appele´ ‘microcanonique’ dans les re´fe´rences [99, 66] ( qui
correspond a` l’ensemble appele´ ‘canonique’ dans les re´fe´rences [147, 3, 168, 15]). Dans
cet ensemble microcanonique, il existe une contrainte globale sur les variables ale´atoires
de de´sordre dans un e´chantillon de N sites. Le premier exemple important concerne un
syste`me pur avec une fraction p ∈ [0, 1] d’impurete´s [147] : dans l’ensemble canonique,
le nombre total d’impurete´s pre´sente des fluctuations d’ordre
√
N autour de sa valeur
moyenne pN , alors que dans l’ensemble microcanonique, le nombre total d’impurete´s
est exactement pN dans tous les e´chantillons, et le de´sordre restant ne concerne que les
positions des impurete´s. Il est clair que l’ensemble microcanonique est beaucoup moins
de´sordonne´ que l’ensemble canonique, et en effet il conduit parfois a` des re´ductions
spectaculaires de bruit dans les e´tudes nume´riques [147, 15].
Pour la Chaˆıne d’Ising avec couplages et champs transverses ale´atoires, l’ensemble
microcanonique au point critique (11.2) est de´fini par la contrainte globale [99, 66]
L∑
i=1
(ln Ji − lnhi) = 0 (11.3)
alors que dans l’ensemble canonique, la quantite´ du membre de gauche pre´sente des fluc-
tuations d’ordre
√
L autour de sa valeur moyenne nulle. Les e´chantillons de l’ensemble
microcanonique sont donc ‘plus proches’ du point critique dans un certain sens, et
permettent d’obtenir des re´sultats nume´riques avec moins de fluctuations.
Mais il y a un de´bat sur l’inte´reˆt physique de cet ensemble microcanonique. D’un
coˆte´, certains auteurs [147, 15] pensent que l’ensemble microcanonique doit eˆtre pre´fe´re´
a` l’ensemble canonique qui introduirait un bruit supple´mentaire susceptible de masquer
les proprie´te´s ‘intrinse`ques’ du syste`me. D’un autre coˆte´, les fluctuations d’ordre
√
l
d’une somme de l variables ale´atoires sont pre´cise´ment une proprie´te´ essentielle des
syste`mes de´sordonne´s, qui apparaˆıt par exemple dans les divers arguments physiques
discute´s dans l’Introduction (Page 2). De plus, si on divise un syste`me de taille L en deux
sous-syste`mes de taille L/2, chaque moitie´ pre´sente des fluctuations d’ordre
√
L dans
les deux ensembles : dans l’ensemble canonique, ces deux moitie´s sont inde´pendantes,
alors que dans l’ensemble microcanonique, les deux moitie´s sont comple`tement corre´le´es
et ont des fluctuations oppose´es. De ce point de vue, l’ensemble microcanonique peut
donc apparaˆıtre comme artificiel.
Bien suˆr, on s’attend a` ce que les deux ensembles soient e´quivalents dans la limite
thermodynamique, mais comme dans la the´orie des lois d’e´chelle en taille finie, on
mesure les exposants thermodynamiques sur les proprie´te´s de taille finie, la discussion
sur les deux ensembles conduit en fait au proble`me de la the´orie du ‘finite-size scaling’
pour les syste`mes de´sordonne´s [147, 168, 15].
11.1.3 The´orie du ‘finite-size scaling’ pour les syste`mes de´sordonne´s ?
En pre´sence de de´sordre, la question centrale est la suivante [147, 168, 15] : si on
obtient par simulations nume´riques des valeurs pour une observable comme la sus-
ceptibilite´ χ(i, L), pour plusieurs e´chantillons (i) pour diverses tailles L, quelle est la
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meilleure proce´dure pour analyser ces donne´es ? La proce´dure usuelle consiste a` moyen-
ner l’observable sur les e´chantillons de taille fixe´e χm(L) =< χ(i, L) >i et a` analyser
la de´pendance en L de la valeur moyenne χm(L) comme dans la the´orie du ‘finite-
size scaling’ d’un syste`me pur. Cependant, les re´fe´rences [147, 168, 15] qui ont e´tudie´
la question sont arrive´es a` la conclusion que la proce´dure correcte consiste a` intro-
duire une pseudo-tempe´rature critique Tc(i, L) qui de´pend de l’e´chantillon. En effet,
ces e´tudes ont montre´ que les fluctuations de χ(i, L) entre les e´chantillons venaient en
grande partie des fluctuations de Tc(i, L), et que l’emploi de la variable re´duite de la
variable (T −Tc(i, L)) dans l’analyse de ‘finite-size scaling’ permettait d’obtenir de bien
meilleurs re´sultats (cf par exemple les Fig.2 et Fig.3 dans la re´fe´rence [15]). De ce point
de vue, l’avantage de l’ensemble microcanonique par rapport a` l’ensemble canonique
est justifie´ si la contrainte microcanonique de´termine en fait Tc(i, L) ou du moins re´duit
conside´rablement ses fluctuations entre e´chantillons, comme dans le cas des distribu-
tions binaires [147, 15]. Pour les transitions de phase quantiques, la pseudo-tempe´rature
critique Tc(i, L) doit eˆtre remplace´ par un pseudo point critique comme dans la chaˆıne
d’Ising avec couplages et champs transverses ale´atoires, avec la contrainte (11.3).
11.1.4 Observables inte´ressantes en taille finie
Les e´tudes nume´riques sur les proprie´te´s de taille finie dans les deux ensembles
[99, 66] se sont inte´resse´es aux observables suivantes :
• les aimantations de surface de´finies comme l’aimantation d’un bord lorsque le spin
a` l’autre extre´mite´ est fixe´
ms1 ≡< σz1 > |σzL=1 (11.4)
msL ≡< σzL > |σz1=1 (11.5)
et leur corre´lation (ms1m
s
L).
• la corre´lation spin-spin entre les deux bords
C(L) ≡< σz1σzL > (11.6)
• le ‘gap’, qui repre´sente la diffe´rence d’ e´nergies entre les deux premiers niveaux
∆(L) ≡ E1 − E0 (11.7)
Le but de ce chapitre est de comparer analytiquement les comportements de ces
diverses observables dans les deux ensembles, au point critique et dans son voisinage.
11.2 Re´sultats sur l’aimantation de surface
11.2.1 Aimantation de surface et variable de Kesten
L’aimantation de surface (11.5) dans un e´chantillon de taille (L + 1) a en fait une
expression exacte en fonction des couplages ale´atoires [99, 66]
mS1 = [1 + ZL]
−1/2 (11.8)
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ou`
ZL ≡
L∑
i=1
i∏
j=1
(
hi
Ji
)2
(11.9)
a une structure spe´cifique de somme de produits de nombres ale´atoires connue sous le
nom de variable ale´atoire de Kesten [114]. Ce type de variables apparaˆıt aussi dans les
versions discre`tes du mode`le de Sinai [158, 156, 57], et dans divers proble`mes formule´s
en termes de produit de matrices de transfert ale´atoires 2 × 2 [58, 35]. La version
continue d’une variable de Kesten est la fonctionnelle exponentielle [22, 136]
ZL =
∫ L
0
dxe−U(x) (11.10)
du mouvement Brownien U(x) =
∫ x
0 dyF (y) ou` le processus {F (x)} correspond a` la
version continue des variables (−2 ln(hi/Ji)).
11.2.2 Distributions asymptotiques de l’aimantation de surface
11.2.2.1 Me´thode du col dans chaque e´chantillon
Il est naturel d’e´valuer l’inte´grale (11.10) pour L grand par une me´thode du col
ZL ≃
L→∞
eEL (11.11)
ou` (−EL) < 0 est le minimum du processus U(x) sur l’intervalle [0, L]. Au point critique,
le scaling EL ∼
√
L montre qu’il existe une distribution limite pour la variable d’e´chelle
(lnZL)/
√
L ∼ lnmsL/
√
L ∼ EL/
√
L.
11.2.3 Lois d’e´chelle dans les deux ensembles
Plus ge´ne´ralement, au voisinage du point critique on obtient les formes d’e´chelle
suivantes pour la distribution de probabilite´ (− lnms1)
PL(− lnms1) =
2√
σL
Q
(
w =
−2 lnms1√
σL
; γ = µ
√
σL
)
(11.12)
ou` les fonctions d’e´chelle sont respectivement donne´es dans les deux ensembles par
Qcano(w; γ) = θ(w > 0)
[
1√
π
e−
(w+γ)2
4 + γe−γw
∫ +∞
w−γ
2
dz√
π
e−z
2
]
(11.13)
Qmicro (w; γ) = θ(w > 0)θ(w > −γ) (2w + γ) e−γw−w2 (11.14)
Ces re´sultats ont aussi e´te´ obtenus dans la re´fe´rence [66] par une me´thode diffe´rente.
L’avantage de la formulation par la me´thode du col (11.11) est d’une part de clarifier
la validite´ des formules (11.14) et d’autre part, de pouvoir eˆtre ge´ne´ralise´e a` d’autres
observables, comme la corre´lation entre les deux aimantations de surface.
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11.2.3.1 Distribution asymptotique de la corre´lation (ms1m
s
L)
De meˆme, si on e´value par une me´thode du col dans chaque e´chantillon la corre´lation
(ms1m
s
L) entre les deux aimantations de surface, on obtient
ln(ms1m
s
L) ≃
L→∞
−U(0)− Umin + Umax − U(L)
2
(11.15)
Le calcul de la distribution asymptotique de (ms1m
s
L) se rame`ne donc au calcul de la
loi jointe de l’amplitude A(L) = Umax − Umin et du point final U(L) d’une trajectoire
Brownienne partant de U(0) = 0. Les re´sultats pour les deux ensembles (canonique et
microcanonique) sont donne´s dans la Publication [P15].
11.2.4 Moyenne de l’aimantation de surface
11.2.4.1 E´ve`nements rares
On vient de voir qu’au point critique, l’aimantation de surface a pour comportement
typique
ms1 = e
−
√
σL
2
w (11.16)
ou` w est une variable ale´atoire d’ordre 1. La moyenne sur les e´chantillons de surface
va donc eˆtre domine´e par les e´chantillons rares qui pre´sentent une aimantation anor-
malement grande d’ordre 1, et sa de´croissance avec la taille L va eˆtre gouverne´e par la
de´pendance en L de la mesure de ces e´chantillons rares. Ainsi le comportement dans
l’ensemble canonique [99, 66]
[ms1]cano ∝
L→∞
1√
L
(11.17)
refle`te directement la probabilite´ qu’une marche ale´atoire ne repasse pas par l’origine
dans l’intervalle [0, L]. En revanche, le comportement diffe´rent dans l’ensemble micro-
canonique [99, 66]
[ms1]micro ∝
L→∞
1
L
(11.18)
peut eˆtre interpre´te´ comme le rapport entre
(i) la probabilite´ 1/L3/2 pour la probabilite´ de premier retour
(ii) la probabilite´ 1/
√
L d’eˆtre a` l’origine en L.
11.2.5 Re´sultats exacts par un calcul d’inte´grale de chemin
Graˆce a` une me´thode d’inte´grale de chemin avec contraintes (Publication [P15]), on
peut calculer les distributions exactes de l’aimantation de surface en taille finie (c’est a`
dire sans faire la me´thode du col (11.11)) et obtenir ainsi exactement les aimantations
moyennes dans les deux ensembles.
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Dans l’ensemble canonique, on trouve
[ms1]cano(γ = µ
√
σL) ≃
L→∞
e
1
2σK0
(
1
2σ
)
√
πσL
[
e−
γ2
4 + γ
∫ +∞
− γ
2
dve−v
2
]
+O
(
1
L
)
(11.19)
alors que dans l’ensemble microcanonique, on trouve que les deux variables d’e´chelle
sont diffe´rentes des deux coˆte´s de la transition, avec les fonctions d’e´chelle suivantes
[ms1]micro(γ = µ
√
σL > 0) ≃
L→∞
γe
1
2σK0
(
1
2σ
)
√
σL
(11.20)
[ms1]micro(ρ = µσL < 0) ≃
L→∞
4√
πσL
∫ +∞
0
dpp−1/2e−pK0
(
2
√
p
σ
)
K0
(
2
√
p
σ
e−
ρ
2
)
+O
(
1
L2
)
Le re´gime critique du coˆte´ de´sordonne´ est donc gouverne´ par la variable d’e´chelle
ρ = µσL < 0 dans l’ensemble microcanonique, alors qu’il est gouverne´ par la variable
d’e´chelle γ = µ
√
σL < 0 dans l’ensemble canonique ! C’est parce qu’il existe en fait
deux exposants de corre´lation.
11.2.5.1 Discussion des deux exposants de corre´lation
Il apparaˆıt deux exposants de corre´lation distincts ν = 2 et ν˜ = 1 dans l’e´tude de la
chaˆıne dans la limite thermodynamique [75] : en particulier, la fonction de corre´lation
moyenne est gouverne´e par l’exposant ν = 2, alors que la corre´lation typique est gou-
verne´e par l’exposant ν˜ = 1 [75]. Plus ge´ne´ralement, ces deux e´chelles de longueur
apparaˆıssent aussi dans des mode`les relie´s, en particulier dans l’e´tude des fonctions
propres de l’ope´rateur de Fokker-Planck du mode`le de Sinai (cf la discussion Page 36)
et dans les mode`les unidimensionnels de transport pour les fermions [8, 139].
La pre´sence de ces deux exposants peut eˆtre explique´ comme suit [75]. La premie`re
e´chelle de longueur correspond a` la longueur ξ˜ sur laquelle la valeur moyenne U(L)− U(0) =
F0L = µσL devient d’ordre 1, ce qui donne
ξ˜ ∼ 1
σµν˜
avec ν˜ = 1 (11.21)
La seconde e´chelle de longueur correspond a` la longueur ξ sur laquelle la plupart des
e´chantillons sont effectivement caracte´rise´s par une diffe´rence de potentiel (U(L)−U(0))
qui est du meˆme signe que la valeur moyenne : l’e´chelle
√
σL des fluctuations doit eˆtre
du meˆme ordre que la valeur moyenne, ce qui donne
ξ ∼ 1
σµν
avec ν = 2 (11.22)
Cette analyse montre qu’il n’est pas surprenant de trouver qu’une meˆme observable
puisse eˆtre gouverne´e par deux exposants diffe´rents dans les deux ensembles : en effet, si
on cherche la longueur sur laquelle la plupart des e´chantillons ‘connaˆıssent’ vraiment le
signe de F0, on voit que c’est la longueur ξ (11.22) dans l’ensemble canonique, mais que
c’est la longueur ξ˜ (11.21) dans l’ensemble microcanonique. En conclusion, la de´finition
meˆme des deux longueurs ξ et ξ˜ montre que la contrainte microcanonique est susceptible
de jouer un roˆle dans les comportements d’e´chelle en taille finie.
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11.3 Gap et corre´lation entre spins de bord dans les deux
ensembles
Contrairement aux aimantations de surface discute´es jusqu’a` pre´sent, le gap ∆(L)
(11.7) et la corre´lation C(L) (11.6) entre les deux spins de bord ne peuvent pas eˆtre
exprime´s simplement en termes de tous les couplages ale´atoires de la chaˆıne. Cependant,
ils peuvent eˆtre e´tudie´s [77] graˆce a` la formulation en taille finie de la renormalisation de
type Ma-Dasgupta, ce qui a permis de faire des pre´dictions de´taille´es pour l’ensemble
canonique [77], qui sont en excellent accord avec les donne´es nume´riques [77, 66]. Le but
de cette section est de comparer ces re´sultats de l’ensemble canonique avec les re´sultats
pour l’ensemble microcanonique calcule´s dans la Publication [P15].
11.3.1 De´termination du gap et de la corre´lation par renormalisation
L’analyse par renormalisation [75, 77] permet de de´terminer le gap ∆(L) (11.7) et la
corre´lation C(L) (11.6) dans chaque e´chantillon de´crit par le potentiel Brownien U(x)
for 0 ≤ x ≤ L : le gap ∆(L) est asymptotiquement de´termine´ par la dernie`re barrie`re
renormalise´e ascendante G selon
ln∆(L) = −G (11.23)
alors que la corre´lation C(L) est asymptotiquement donne´e par la variable Λ ≡ G −
U(L) + U(0) selon
lnC(L) = −Λ (11.24)
En particulier, la renormalisation pre´dit une relation tre`s simple dans chaque e´chantillon
entre les deux observables
G− Λ = U(L)− U(0) (11.25)
Cette pre´diction a e´te´ confirme´e nume´riquement au point critique, avec la convergence
de la loi de la variable (G − Λ)/√L vers une distribution Gaussienne dans l’ensemble
canonique, et vers une distribution δ dans l’ensemble microcanonique [66].
11.3.2 Re´sultats au point critique
11.3.2.1 Gap dans les deux ensembles
Au point critique, les distributions de probabilite´ de la variable G = − ln∆(L) ont
respectivement pour transforme´es de Laplace par rapport a` la longueur L dans les deux
ensembles ∫ +∞
0
dLe−pL
[
Pµ=0L (G)
]
cano
=
sinh
√
pG
√
p cosh2
√
pG
(11.26)
∫ +∞
0
dLe−pL
[
P
(µ=0)
L (G)√
4πL
]
micro
=
√
pG
sinh
√
pG
e−
√
pG coth
√
pG (11.27)
96 Chaˆıne d’Ising avec couplages et champs transverses ale´atoires
En particulier, les comportements en singularite´s essentielles a` l’origine obtenus
apre`s l’inversion des transforme´es de Laplace, conduisent a` des comportements en ex-
ponentielles e´tire´es pour les valeurs moyennes
[∆(L)]scalingcano ∝
L→∞
L1/6e
− 3
2
(
π2
2
L
)1/3
(11.28)
[∆L]
scaling
micro = [CL]
scaling
micro ∝
L→∞
L−1/6e−
3
2
(2π2L)1/3+2(2π2L)1/6 (11.29)
11.3.2.2 Corre´lation dans les deux ensembles
Dans l’ensemble canonique, la variable Λ = − lnC(L) a une distribution tre`s simple
Pµ=0cano(Λ) =
Λ
2L
e−
Λ2
4L (11.30)
qui conduit a` une de´croissance alge´brique pour la valeur moyenne
[C(L)]scalingcano ∝
L→∞
1
L
(11.31)
alors que dans l’ensemble microcanonique, les variables G = Λ sont identiques : la
distribution (11.27) est tre`s diffe´rente, et la valeur moyenne de´croˆıt selon l’exponentielle
e´tire´e (11.29).
11.3.3 Comportements dans la re´gion critique
De meˆme, on peut comparer les re´sultats explicites sur le gap et la corre´lation au
voisinage du point critique, du coˆte´ ordonne´ et du coˆte´ de´sordonne´ (Publication [P15]).
On trouve que les distributions de probabilite´ sont gouverne´es par l’exposant critique
ν = 2 dans les deux ensembles, mais que l’exposant ν˜ = 1 gouverne les observables
suivantes dans l’ensemble microcanonique, au lieu de l’exposant ν = 2 de l’ensemble
canonique :
• la moyenne de la corre´lation dans la phase de´sordonne´e
• la moyenne du gap dans la phase ordonne´e.
De nouveau, ces diffe´rences entre les deux ensembles viennent de la pre´sence de
deux e´chelles de longueur (11.21) et (11.22).
11.4 Conclusion
Cette e´tude explicite des proprie´te´s de taille finie de la transition de phase quan-
tique, permet de clarifier l’origine des diffe´rences entre les deux ensembles, canonique
et microcanonique, pour le de´sordre. Les variables d’e´chelle sont les meˆmes dans les
deux ensembles, mais les lois de probabilite´ re´duites sont diffe´rentes, notamment dans
leurs comportements asymptotiques. En conse´quence, les moyennes des observables qui
sont gouverne´es par des e´ve`nements rares peuvent avoir des comportements critiques
tre`s diffe´rents.
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Par ailleurs, l’e´tude de l’aimantation de surface qui admet une expression ferme´e
en termes des variables de de´sordre, e´claire la signification de la me´thode de type Ma-
Dasgupta. En effet, dans le cas particulier de l’aimantation de surface e´crite sous la
forme de variable de Kesten, la me´thode de Ma-Dasgupta correspond exactement a`
la me´thode du col dans chaque e´chantillon. Plus ge´ne´ralement, on peut donc voir la
me´thode de Ma-Dasgupta pour les autres observables comme un acce`s direct ‘au col’
dans chaque e´chantillon, alors qu’on ne connaˆıt pas d’expressions ferme´es sur lesquelles
on pourrait effectuer une me´thode du col usuelle.
Publication associe´e [P15]
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Conclusion
L’inte´reˆt des approches de type Ma-Dasgupta
Dans ce me´moire, nous avons de´crit en de´tail comment diffe´rents types de syste`mes
de´sordonne´s pouvaient eˆtre e´tudie´s par des proce´dures de renormalisation de type Ma-
Dasgupta. L’inte´reˆt de ces me´thodes vient des proprie´te´s spe´cifiques suivantes.
• Leur domaine de validite´ :
Elles permettent d’e´tudier les syste`mes de´sordonne´s dans lesquels les he´te´roge´ne´ite´s
spatiales du de´sordre dominent a` grande e´chelle par rapport aux fluctuations ther-
miques ou quantiques. Pour les syste`mes gouverne´s par un point fixe de de´sordre infini,
elles donnent des re´sultats exacts. Pour les syste`mes gouverne´s par un point fixe de
de´sordre fini suffisamment fort, elles constituent l’ordre dominant d’un de´veloppement
syste´matique par rapport a` l’inverse du de´sordre.
• Leur structure pour les re`gles de renormalisation :
Contrairement aux me´thodes usuelles de renormalisation qui traitent l’espace de
manie`re homoge`ne, les proce´dures de type Ma-Dasgupta sont inhomoge`nes dans l’es-
pace pour mieux s’adapter aux re´alisations locales du de´sordre : c’est une variable
extreˆme de de´sordre qui est de´cime´e de manie`re ite´rative et qui engendre un flot de
renormalisation pour une distribution de probabilite´. En dimension d = 1, cette struc-
ture particulie`re permet d’obtenir des solutions explicites pour de nombreux mode`les.
En revanche, en dimension supe´rieure d > 1, l’application des re`gles de renormalisa-
tion n’a pu eˆtre faite, du moins jusqu’a` pre´sent, que de manie`re nume´rique (cf Annexe).
• Leur sens physique :
Elles ont un sens physique tre`s clair, car les re`gles de renormalisation ope`rent dans
l’espace re´el et sont base´es sur des arguments physiques simples. Ainsi, dans les mode`les
classiques dynamiques, la renormalisation est base´e sur le temps ne´cessaire pour franchir
une barrie`re de potentiel ou pour s’e´chapper d’un pie`ge. Dans les mode`les d’e´quilibre
thermodynamique, comme les chaˆınes de spins classiques ou l’he´te´ropolyme`re a` une
interface, la renormalisation peut se voir comme un prolongement des arguments de
type Imry-Ma sur l’e´nergie ale´atoire que le syste`me est susceptible de gagner dans un
domaine. Enfin, dans les mode`les quantiques, la renormalisation permet de construire
des amas de spins fortement corre´le´s.
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• Leur re´sultats :
Pour tous les mode`les ou` ces me´thodes peuvent eˆtre applique´es, elles donnent une
description tre`s comple`te des phe´nome`nes. En effet, comme la proce´dure de renormal-
isation est effectue´e e´chantillon par e´chantillon, il est possible d’e´tudier par une meˆme
analyse de tre`s nombreuses observables. Souvent, elles donnent meˆme acce`s aux dis-
tributions de probabilite´ des observables par rapport a` l’ensemble des e´chantillons, ce
qui permet de bien comprendre l’influence des e´ve`nements rares sur certaines quantite´s
physiques.
• Leur efficacite´ :
Si elles fournissent des re´sultats qu’on ne peut pas obtenir par d’autres me´thodes,
c’est finalement parce qu’elles reposent sur deux piliers tre`s diffe´rents, qui ne cohabitent
ge´ne´ralement pas a` l’inte´rieur d’une meˆme approche, a` savoir des arguments physiques
heuristiques d’une part et des calculs exacts de renormalisation d’autre part. L’ide´e
qualitative fructueuse des approches de type Ma-Dasgupta est d’inte´grer ces deux as-
pects de manie`re claire et cohe´rente : (i) elles utilisent des arguments physiques simples
pour identifier les degre´s de liberte´ importants a` grande e´chelle, et pour de´finir une
renormalisation directement sur ces degre´s de liberte´ (ii) elles e´tudient ensuite exacte-
ment le flot de cette renormalisation.
Probabilite´s et renormalisation
Pour conclure par une re´flexion plus ge´ne´rale, la renormalisation est un langage
naturel pour l’e´tude des probabilite´s. En effet, de meˆme que certains font de la prose
sans le savoir, la the´orie des probabilite´s a fait de la ‘renormalisation’ bien avant que
les physiciens n’introduisent ce mot, avec le the´ore`me de la Limite Centrale, les notions
de lois stables et de bassins d’attraction.
Dans le cadre des syste`mes de´sordonne´s, les questions probabilistes sous-jacentes
rele`vent de la statistique des extreˆmes [64, 24] : l’e´quilibre a` basse tempe´rature est
gouverne´ par la statistique des e´tats de basse e´nergie [56, 64, 24, 38, 54], alors que
la dynamique a` grand temps est gouverne´e par la statistique des grandes barrie`res
[71, 67, 7, 166].
De ce point de vue, les approches de type Ma-Dasgupta donnent un nouvel e´clairage
en proposant de manie`re ge´ne´rale de renormaliser des distributions de probabilite´ par
de´cimation locale d’une variable ale´atoire extreˆme. En particulier, pour le cas des po-
tentiels ale´atoires unidimensionnels, elles proposent de calculer par renormalisation la
distribution de probabilite´ jointe des positions des extrema et des barrie`res qui les
se´parent. Parmi les solutions explicites que nous avons de´crites, la classe d’univer-
salite´ la plus importante est la classe d’universalite´ des extrema Browniens, qui permet
de comprendre de manie`re unifie´e l’e´quilibre ou la dynamique de diffe´rents types de
syste`mes de´sordonne´s.
Annexe : Autres mode`les e´tudie´s
dans la litte´rature
Comme nous l’avons de´ja` mentionne´ dans l’introduction (Page 4), les renormalisa-
tions de type Ma-Dasgupta ont e´te´ tre`s utilise´es pour les syste`mes quantiques depuis
les travaux de Daniel Fisher en 1994-1995 [75, 76]. Le but de cette Annexe est de men-
tionner tre`s brie`vement les diverses directions qui ont e´te´ suivies dans la litte´rature.
(Des discussions ge´ne´rales sur la physique des syste`mes quantiques gouverne´s par des
points fixes de de´sordre infini se trouvent dans les re´fe´rences [78, 95]).
Diverses chaˆınes de spins quantiques
La renormalisation de Ma-Dasgupta pour la chaˆıne antiferromagne´tique S = 1/2
isotrope a e´te´ ge´ne´ralise´e dans les directions suivantes :
• en pre´sence d’anisotropie [76]
• en pre´sence de dime´risation [97]
• pour des spins plus e´leve´s, en particulier S = 1 (cf Chapitre 10) et S = 3/2 [149].
La re´fe´rence [52] contient une discussion du diagramme de phases des chaˆınes antifer-
romagne´tiques en fonction des divers parame`tres anisotropie/spin/de´sordre. La renor-
malisation a e´te´ aussi utilise´e pour caracte´riser les proprie´te´s de transport de ces chaˆınes
[50].
Parmi les autres types de chaˆınes de spins e´tudie´es, on peut citer
• la chaˆıne avec couplages et champ ale´atoires [75] (cf Chapitre 11).
• la chaˆıne de Potts et la chaˆıne ‘clock’ a` q e´tats en champs ale´atoires [155]
• le mode`le Ashkin-Teller [36]
• les e´chelles de spins [132].
Mentionnons enfin pour terminer une e´tude re´cente sur un mode`le de bosons [5].
Cette liste non-exhaustive montre de´ja` les nombreuses possibilite´s d’e´tude pour les
mode`les quantiques unidimensionnels.
101
102 Annexe
Mode`les quantiques en dimension supe´rieure d > 1
Pour les mode`les quantiques antiferromagne´tiques, la proce´dure de renormalisa-
tion de Ma-Dasgupta a e´te´ e´tudie´e nume´riquement depuis longtemps en dimension
supe´rieure [19]. L’e´tude re´cente [121] fait le point sur les points fixes obtenus en dimen-
sions d = 2 et d = 3 pour le mode`le antiferromagne´tique sur re´seau hypercubique, ainsi
que pour diffe´rentes variantes qui pre´sentent de la dime´risation ou de la frustration.
Pour le mode`le d’Ising avec couplages et champs magne´tiques ale´atoires (discute´ en
dimension d = 1 dans le Chapitre 11), la renormalisation de type Ma-Dasgupta a e´te´
e´tudie´ nume´riquement en dimensions d = 2 et d = 3 [138, 78]. Le re´sultat essentiel est
que la transition de phase quantique a` tempe´rature nulle est encore gouverne´e par des
points fixes de de´sordre infini en d = 2 et d = 3.
Y a-t-il un espoir de calculer un jour exactement les exposants critiques en d = 2 ?
D’un coˆte´, la proce´dure de renormalisation de type Ma-Dasgupta de´truit comple`tement
le re´seau re´gulier initial qui devient un re´seau ale´atoire, et introduit de plus des corre´lations
dans les variables de de´sordre, ce qui complique beaucoup l’analyse. D’un autre coˆte´, la
renormalisation de type Ma-Dasgupta transforme le proble`me de la transition de phase
quantique en un proble`me de percolation de certains amas bidimensionnels [138]. Le
calcul exact des exposants critiques en d = 2 sera donc peut-eˆtre possible un jour ?
Mode`les classiques e´tudie´s dans la litte´rature
Dans le cadre de la physique statistique classique, en dehors des mode`les discute´s
dans le pre´sent me´moire, les autres approches re´centes de type Ma-Dasgupta concernent
les proble`mes suivants :
• la percolation 2D avec de´sordre constant par colonne [102]
• le mode`le de Potts 2D dans la limite q →∞ [103]
• la transition de phase vers un e´tat absorbant en pre´sence de de´sordre [104]
• un mode`le d’exclusion en pre´sence de de´sordre [105].
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Re´sume´
Les proce´dures de renormalisation dans l’espace re´el de type Ma-Dasgupta permet-
tent d’e´tudier des syste`mes de´sordonne´s gouverne´s par des points fixes de fort de´sordre.
Apre`s une pre´sentation ge´ne´rale des ide´es physiques importantes et des me´thodes de
calcul, ce me´moire de´crit les re´sultats explicites exacts que ces proce´dures de renor-
malisation permettent d’obtenir dans diffe´rents mode`les unidimensionnels, classiques
ou quantiques, dynamiques ou statiques. La majeure partie du me´moire est consacre´e
a` des mode`les de physique statistique, avec notamment
(i) la dynamique hors e´quilibre d’une particule dans un potentiel Brownien ou dans un
paysage de pie`ges ale´atoires,
(ii) la dynamique de croissance de domaines et l’e´quilibre thermodynamique des chaˆınes
de spins de´sordonne´es classiques,
(iii) la transition de de´localisation d’un polyme`re ale´atoire a` une interface.
La dernie`re partie du me´moire concerne deux chaˆınes de spins quantiques de´sordonne´es
qui pre´sentent une transition de phase a` tempe´rature nulle en fonction du de´sordre, a`
savoir
(a) la chaˆıne de spin S = 1 antiferromagne´tique ale´atoire
(b) la chaˆıne d’Ising avec couplages et champs transverses ale´atoires.
Abstract
The Ma-Dasgupta real-space renormalization methods allow to study disordered
systems which are governed by strong disorder fixed points. After a general introduction
to the qualitative ideas and to the quantitative renormalization rules, we describe the
explicit exact results that can be obtained in various one-dimensional models, either
classical or quantum, either for dynamics or statics. The main part of this dissertation
is devoted to statistical physics models, with special attention to
(i) the off-equilibrium dynamics of a particle diffusing in a Brownian potential or in a
trap landscape,
(ii) the coarsening dynamics and the equilibrium of classical disordered spin chains,
(iii) the delocalization transition of a random polymer at an interface.
The last part of the dissertation deals with two disordered quantum spin chains which
exhibit a zero-temperature phase transition as the disorder varies, namely
(a) the random antiferromagnetic S = 1 spin chain,
(b) the random transverse field Ising chain.
