Abstract. In this paper we describe an iterative operator-splitting method for unbounded operators. We derive error bounds for iterative splitting methods in the presence of unbounded operators and semigroup operators. Here mixed applications of hyperbolic and parabolic type are allowed and discussed in the applications. Mixed experiments are applied to ordinary differential equations and evolutionary Schrödinger equations.
Introduction
In this paper we concentrate on approximation to the solution of the linear evolution equation
where L, A and B are unbounded operators. As numerical method we will apply a two-stage iterative splitting scheme:
u i+1 (t) = exp(Bt)u 0 + t 0 exp(Bs)Au i ds,
where i = 1, 3, 5, . . . and u 0 (t) = 0. The outline of the paper is as follows. The operator-splitting methods are introduced in Section 2 and the error analysis of the operator-splitting methods are presented. In Section 3, we discuss the semigroup theory, underlying the theoretical method. In Section 4, we discuss the error analysis of the iterative methods. In Section 5, we discuss an efficient computation of the iterative splitting method with φ-functions. In Section 6 we introduce the application of our methods to existing software tools. Finally we discuss future works in the area of iterative splitting methods.
Iterative splitting method
The following algorithm is based on the iteration with fixed-splitting discretization step-size τ , namely, on the time-interval [t n , t n+1 ] we solve the following sub-problems consecutively for i = 0, 2, . . . 2m. (cf. [?,9] .): ∂c i (t) ∂t = Ac i (t) + Bc i−1 (t), with c i (t n ) = c n
and c 0 (t n ) = c n , c −1 = 0.0,
with c i+1 (t n ) = c n , where c n is the known split approximation at the time-level t = t n . The split approximation at the time-level t = t n+1 is defined as c n+1 = c 2m+1 (t n+1 ). (Clearly, the function c i+1 (t) depends on the interval [t n , t n+1 ], too, but, for the sake of simplicity, in our notation we omit the dependence on n.)
In the following we will analyze the convergence and the rate of convergence of the method (4)-(5) for m tends to infinity for the linear operators A, B : X → X, where we assume that these operators and their sum are generators of the C 0 semigroups. We emphasize that these operators are not necessarily bounded, so the convergence is examined in a general Banach space setting.
Semi group theory
In the theoretical part, we deal with systems of operators. Therefore here we have to prove that their operators are generators of C 0 -semigroup. This is not trivial and in the following we give the detail to verify that the generators based on a graph norm are bounded operators (see ideas in [5] ).
2 × 2 Systems
We deal with two iterative steps and obtain operators of 2 × 2 matrices.
Let us assume X to be a Banach space and let A, B be generators of a C 0 -semigroups in X, so we define the system:
where C is a 2 × 2 matrix operator. We assume that X A is the domain of A with the graph norm || · || A :
where g ∈ dom(A). Proof. We solve the Cauchy problem:
and we find
And we have:
for g ∈ dom(A 2 ) and h ∈ dom(B). The same can be shown for T (t)T (s)f = T (t + s)f, f ∈ D. Therefore the family {T (t)} t≤0 is a C 0 semigroup in Y A , while R(t) = exp(Br)A exp(A(t − r))dr is defined on dom(A) and can be bounded in X A for each t > 0.
Remark 1.
We cannot weaken the assumptions to a the closed operator C as generator of a semigroup Y = X X . This is obvious, while if we set A = B we find
and if X is a Hilbert space and iA is selfadjoint, then R(t) = tA exp(At) cannot be extended to a bounded operator in X for each t > 0, unless we restrict it to X A with the graph norm || · || A = ||A · || + || · ||.
N × N Systems (Generalization)
Here, we deal with n iterative steps and obtain operators of n × n matrices. Let X be a Banach space and let A, B be generators of a C 0 -semigroups in X, so we define the system:
. . .
and
We assume that X ABA···A is the domain of A with the graph norm ||·|| ABA···A :
where g ∈ dom(A) and we assume .
Remark 2.
The proof can be done as for a 2 × 2 operators, and we use recursive results.
Error analysis
We present the results of the consistency of our iterative method. We assume for the system of operator the generator of a C 0 semigroup based on their underlying graph norms (see the previous Section 3).
Theorem 2. Let us consider the abstract Cauchy problem in a Hilbert space
where A, B : D(X) → X are given linear operators which are generators of the C 0 -semigroup and c 0 ∈ X is a given element. We assume A, B are unbounded. Further, we assume the estimations of the unbounded operator B with sufficient smooth initial conditions (see [7] ):
Further we assume the estimation of the partial integration of the unbounded operator B (see [7] ):
Then, we can bound our iterative operator splitting method as :
where S i is the approximated solution for the i-th iterative step and C is a constant that can be chosen uniformly on bounded time intervals.
Proof. Let us consider the iteration (4)- (5) on the sub-interval [t n , t n+1 ]. For the first iterations we have:
and for the second iteration we have:
In general, we have: for the odd iterations: i = 2m + 1 for m = 0, 1, 2, . . .
where for c 0 (t) ≡ 0. for the even iterations: i = 2m for m = 1, 2, . . .
We have the following solutions for the iterative scheme: the solutions for the first two equations are given by the variation of constants:
For the recurrence relations with even and odd iterations, we have the solutions:
for the odd iterations: i = 2m + 1, for m = 0, 1, 2, . . .
(29) For the even iterations: i = 2m, for m = 1, 2, . . .
The consistency is given as: For e 1 we have:
We obtain:
For e 2 we have:
For odd and even iterations, the recursive proof is given in the following:
for the odd iterations: i = 2m + 1 for m = 0, 1, 2, . . ., for e i we have :
where α = min i j=1 {α 1 } and 0 ≤ α i < 1.
The same idea can be applied to the even iterative scheme.
Remark 3. The same idea can be applied to A = ∇D∇ B = −v · ∇, so that one operator is less unbounded but we reduce the convergence order:
and hence
where 0 ≤ α 1 , α 2 < 1.
Remark 4.
If we assume the consistency of O(τ m ) for the initial value e 1 (t n ) and e 2 (t n ), we can redo the proof and obtain at least a global error of the splitting methods of O(τ m−1 ).
In the next section we describe the computation of the integral formulation with exp-functions.
Computation of the iterative splitting method
In the last few years, the computational effort to compute integral with expfunction has increased because of the φ-function, which reduces the integration to a product of exp-functions, see [7] . The ideas are also used for exponential Runge-Kutta methods, see [6] .
As regards computations of the matrix exponential an overview is given in [13] .
For linear operators A, B : D(F ) ⊂ X → X generating a C 0 semigroup and a scalar t ∈ IR, we define the operator a = tA and b = tB, and the bounded operators φ 0,A = exp(a), φ 0,B = exp(b) and:
for k ≥ 1. From this definition it is a straightforward matter to prove the recurrence relation:
We apply equations (44) and (45) to our iterative schemes (29) and (30) and obtain:
where we assume that B is bounded and exp B = ∞ k=0 1 k B k . For an unbounded operator B we can apply the convolution of integrals, exactly with the Laplacian transformation or numerically with integration rules.
Exact Computation of the Integrals
To obtain analytical solutions of the differential equations:
where c(t n ) is the initial condition and A, B are unbounded operators. We apply Laplacian transformation of the differential equations respecting the unbounded operators, see [1] .
We use the Laplace transformation for the translation of the ordinary differential equation. The transformations for this cases are given in [1] . For that we need to define the transformed functionû =û(s, t):
We obtain the following analytical solution of the first iterative steps with the re-transformation:
The solutions of the next steps can be done recursively. The Laplacian transformation is given as :
. . . .
Here we assume the commutation of (A − B) −1 A = A(A − B) −1 , and we can apply the decomposition of partial fraction:
Here we can derive our solutions:
We have the following recurrent argument for the Laplace-Transformation: for the odd iterations: i = 2m + 1 for m = 0, 1, 2, . . .
for the even iterations: i = 2m for m = 1, 2, . . .
We develop the next iterative solution c 3 as follows:
We apply the iterative steps recursively and obtain for the odd iterative scheme the following recurrent argument:
Remark 5. The same recurrent argument can be applied to the even iterative scheme. Here we have only to apply matrix multiplications and can skip the time-consuming integral computations. Only two evaluations for the exponential function for A and B are necessary. The main disadvantage of computing the iterative scheme exactly is the time-consuming inverse matrices. These can be skipped with numerical methods.
Numerical Computation of the Integrals
Here our main contributions are to skip the integral formulation of the exponential functions and to apply only matrix multiplication of given exponential functions. Such operators can be computed at the beginning of the evaluation.
Evaluation with Trapezoidal rule (two iterative steps).
We have to evaluate:
where c 1 (t) = exp(At) exp(Bt)c(t n ). We apply the Trapezoidal rule and obtain:
where c 1 (t) = exp(At) exp(Bt)c(t n ) and ∆t = t − t n . Evaluation with Simpson rule (three iterative steps). We have to evaluate:
We apply the Simpson rule and obtain:
where c 1 (t) = exp(At) exp(Bt)c(t n ) and ∆t = t − t n .
Remark 6. The same result can also be derived by applying BDF3 (Backward Differential Formula of Third Order).
Evaluation with Bode rule (four iterative steps).
where c 3 (t) has to be evaluated with a third order method. We apply the Bode rule and obtain:
where c 3 (t) is evaluated with the Simpson rule or a further third order method. We have ∆t = t − t n .
Remark 7.
The same result can also be derived by applying the fourth order Gauss Runge Kutta method.
In the next section we describe the numerical results of our methods.
Numerical Examples
In the next example, we applied our iterative scheme with their underlying numerical approximations to differential equations.
Linear ordinary differential equation
We deal with the linear ordinary differential equation:
with initial condition u 0 = (1, 1) on the interval [0, T ].
The analytical solution is given by:
where
We split our linear operator into two operators by setting:
We choose λ 1 = 0.25 and λ 2 = 0.5 on the interval [0,1].
We therefor have the operators:
For the integration method we use a time-step size of h = 10 −3 .
As initialization of our iterative method we use c −1 ≡ 0
From the examples one can see that the order increases by one per iteration step.
In Tables 1-3 we apply the different integration rules to our iterative scheme. Table 1 . Numerical results for the first example with the iterative splitting method and the second-order Trapezoidal rule.
Remark 8.
Here we see the benefit of higher quadrature rules in combination with the iterative operator splitting scheme, see Figure 1 . We obtain the best result with a fourth order Gauss Runge-Kutta method. Such improved quadrature rules and the expansion of the integral formulation show that our method has considerable computational benefits.
In the next example we deal with a Schrödinger equations.
Radial Schödinger equation (highly nonlinear)
We consider the radial Schrödinger equation
If we re-label r → t and u(r) → q(t), (74) can be viewed as harmonic oscillator with a time-dependent spring constant
and Hamiltonian We compare different splitting methods with our scheme, which is related to a Suzuki's expansion, see [14] .
In Figure 2 , we present the comparison between fractional step (FR), RungeKutta Nyström (RKN), standard Magnus expansion (M), improved Magnus expansion (BM) and Suzuki's expansion (C).
Here we see the benefit of the iterative operator-splitting method, which can be seen as a modified Suzuki's expansion method.
Remark 9. The benefit of higher quadrature rules in combination with the iterative operator splitting scheme is related to Suzuki's expansion. We applied our scheme and obtain the best result with a fourth order method. Such improvements based on quadrature rules, expansion of integral formulations show that our method has considerable computational benefits.
Conclusions and Discussions
We have presented an iterative operator-splitting method as competitive method to compute split-able differential equations. On the basis of integral formulation of the iterative scheme, we analyze the assumptions of the method and its local error for unbounded operators. Under weak assumptions we can prove the higherorder error estimates. Numerical examples confirm the method's application to differential equations and to complicated Schrödinger equations. In the future we will focus on the development of improved operator-splitting methods with respect to their application in nonlinear differential equations. Table 3 . Numerical results for the first example with the iterative splitting method and fourth order Gauß RK. 
