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ROTA–BAXTER ALGEBRAS, SINGULAR HYPERSURFACES, AND
RENORMALIZATION ON KAUSZ COMPACTIFICATIONS
MATILDE MARCOLLI AND XIANG NI
Abstract. We consider Rota-Baxter algebras of meromorphic forms with poles along a (singular)
hypersurface in a smooth projective variety and the associated Birkhoff factorization for algebra
homomorphisms from a commutative Hopf algebra. In the case of a normal crossings divisor, the
Rota-Baxter structure simplifies considerably and the factorization becomes a simple pole subtrac-
tion. We apply this formalism to the unrenormalized momentum space Feynman amplitudes, viewed
as (divergent) integrals in the complement of the determinant hypersurface. We lift the integral to
the Kausz compactification of the general linear group, whose boundary divisor is normal crossings.
We show that the Kausz compactification is a Tate motive and that the boundary divisor and the
divisor that contains the boundary of the chain of integration are mixed Tate configurations. The
regularization of the integrals that we obtain differs from the usual renormalization of physical
Feynman amplitudes, and in particular it may give mixed Tate periods in some cases that have
non-mixed Tate contributions when computed with other renormalization methods.
1. Introduction
In this paper, we consider the problem of extracting periods of algebraic varieties from a class
of divergent integrals arising in quantum field theory. The method we present here provides a
regularization and extraction of finite values that differs from the usual (renormalized) physical
Feynman amplitudes, but whose mathematical interest lies in the fact that it gives a period of a
mixed Tate motive, for all graphs for which the amplitude can be computed using (global) forms
with logarithmic poles. For more general graphs, one also obtains a period, where the nature of
the motive involved depends on how a certain hyperplane arrangement intersects the big cell in a
compactification of the general linear group. More precisely, the motive considered here is provided
by the Kausz compactification of the general linear group and by a hyperplane arrangement that
contains the boundary of the chain of integration. The regularization procedure we propose is
modeled on the algebraic renormalization method, based on Hopf algebras of graphs and Rota–
Baxter algebras, as originally developed by Connes and Kreimer [22] and by Ebrahmi-Fard, Guo,
and Kreimer [31]. The main difference in our approach is that we apply the formalism to a Rota–
Baxter algebra of (even) meromorphic differential forms instead of applying it to a regularization
of the integral. The procedure becomes especially simple in cases where the de Rham cohomology
of the singular hypersurface complement is all realized by forms with logarithmic poles, in which
case we replace the divergent integral with a family of convergent integrals obtained by a pole
subtraction on the form and by (iterated) Poincare´ residues. A similar approach was developed for
integrals in configuration spaces by Ceyhan and the first author [21].
In Section 2 we introduce Rota–Baxter algebras of even meromorphic forms, along the lines of [21],
and we formulate a general setting for extraction of finite values (regularization and renormalization)
of divergent integrals modeled on algebraic renormalization applied to these Rota–Baxter algebras
of differential forms.
In Section 3 we discuss the Rota–Baxter algebras of even meromorphic forms in the case of a
smooth hypersurface Y ⊂ X. We show that, when restricted to forms with logarithmic poles, the
Rota–Baxter operator becomes simply a derivation, and the Birkhoff factorization collapses to a
simple pole subtraction, as in the case of log divergent graphs. We show that this simple pole
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subtraction can lead to too much loss of information about the unrenormalized integrand and we
propose considering the additional information of the Poincare´ residue and an additional integral
associated to the residue.
In Section 4 we consider the case of singular hypersurfaces Y ⊂ X given by a simple normal crossings
divisor. We show that, in this case, the Rota–Baxter operator satisfies a simplified form of the Rota–
Baxter identity, which however is not just a derivation. We show that this modified identity still
suffices to have a simple pole subtraction φ+(Γ) = (1 − T )φ(Γ) in the Birkhoff factorization, even
though the negative piece φ−(Γ) becomes more complicated. Again, to avoid too much loss of
information in passing from φ(Γ) to φ+(Γ), we consider, in addition to the renormalized integral∫
σ φ+(Γ), the collection of integrals of the form
∫
σ∩YI
ResYI (φ(Γ)), where ResYI is the iterated
Poincare´ residue, [25], along the intersection YI = ∩j∈IYj of components of Y . These integrals are
all periods of mixed Tate motives if {YI} is a mixed Tate configuration, in the sense of [33]. We
discuss the question of further generalizations to more general types of singularities, beyond the
normal crossings case, via Saito’s theory of forms with logarithmic poles [58], by showing that one
can also define a Rota–Baxter structure on the Saito complex of forms with logarithmic poles.
In Section 5 we present our main application, which is a regularization (different from the physical
one) of the Feynman amplitudes in momentum space, computed on the complement of the determi-
nant hypersurface as in [4]. Since the determinant hypersurface has worse singularities than what
we need, we pull back the integral computation to the Kausz compactification [47] of the general
linear group, where the boundary divisor that replaces the determinant hypersurface is a simple
normal crossings divisor. We show that the motive of the Kausz compactification is Tate, and that
the components of the boundary divisor form a mixed Tate configuration. We discuss how one can
replace the form ηΓ of the Feynman amplitude with a form with logarithmic poles. In general, this
form is defined on the big cell of the Kausz compactification. For certain graphs, it is possible to
show, using the mixed Hodge structure, that the form with logarithmic poles extends globally to
the Kausz compactification, with poles along the boundary divisor.
2. Rota–Baxter algebras of meromorphic forms
We generalize the algebraic renormalization formalism to a setting based on Rota–Baxter algebras
of algebraic differential forms on a smooth projective variety with poles along a hypersurface.
2.1. Rota–Baxter algebras. A Rota–Baxter algebra of weight λ is a unital commutative algebra
R over a field K such that λ ∈ K, together with a linear operator T : R → R satisfying the
Rota–Baxter identity
(2.1) T (x)T (y) = T (xT (y)) + T (T (x)y) + λT (xy).
For example, Laurent polynomials R = C[z, z−1] with T the projection onto the polar part are a
Rota–Baxter algebra of weight −1.
The Rota–Baxter operator T of a Rota–Baxter algebra of weight −1, satisfying
(2.2) T (x)T (y) + T (xy) = T (xT (y)) + T (T (x)y),
determines a splitting of R into R+ = (1−T )R and TR, where (1−T )R and TR are not just vector
spaces but algebras, because of the Rota–Baxter relation (2.2). The algebra TR is non-unital. In
order to work with unital algebras, one defines R− to be the unitization of TR, that is, TR⊕K
with multiplication (x, t)(y, s) = (xy + ty + sx, ts). For an introduction to Rota–Baxter algebras
we refer the reader to [38].
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2.2. Rota–Baxter algebras of even meromorphic forms. Let Y be a hypersurface in a projec-
tive variety X, with defining equation Y = {f = 0}. We denote by M⋆X the sheaf of meromorphic
differential forms on X, and by M⋆X,Y the subsheaf of meromorphic forms on with poles (of arbi-
trary order) along Y , that is, M⋆X,Y = j∗Ω
1
U , where U = X r Y and j : U →֒ X is the inclusion.
Passing to global sections of M⋆X,Y gives a graded-commutative algebra over the field of definition
of the varieties X and Y , which, for simplicity, we will still denote by M⋆X,Y . We can write forms
ω ∈ M⋆X,Y as sums ω =
∑
p≥0 αp/f
p, where the αp are holomorphic forms.
In particular, we consider forms of even degrees, so thatMevenX,Y is a commutative algebra under the
wedge product.
Lemma 2.1. The commutative algebra MevenX,Y , together with the linear operator T : M
even
X,Y →
MevenX,Y defined as the polar part
(2.3) T (ω) =
∑
p≥1
αp/f
p,
is a Rota–Baxter algebra of weight −1.
Proof. For ω1 =
∑
p≥0 αp/f
p and ω2 =
∑
q≥0 βq/f
q, we have
T (ω1 ∧ ω2) =
∑
p≥0,q≥1
αp ∧ βq
fp+q
+
∑
p≥1,q≥0
αp ∧ βq
fp+q
−
∑
p≥1,q≥1
αp ∧ βq
fp+q
,
T (T (ω1) ∧ ω2) =
∑
p≥1,q≥0
αp ∧ βq
fp+q
,
T (ω1 ∧ T (ω2)) =
∑
p≥0,q≥1
αp ∧ βq
fp+q
,
T (ω1) ∧ T (ω2) =
∑
p≥1,q≥1
αp ∧ βq
fp+q
,
so that (2.2) is satisfied. 
Note that the restriction to even form is introduced only in order to ensure that the resulting Rota–
Baxter algebra is commutative, while (2.3) satisfies (2.2) regardless of the restriction on degrees.
Remark 2.2. Equivalently, we have the following description of the Rota–Baxter operator, which
we will use in the following. The linear operator
(2.4) T (ω) = α ∧ ξ, for ω = α ∧ ξ + η,
acting on forms ω = α ∧ ξ + η, with α a meromorphic form on X with poles on Y and ξ and η
holomorphic forms on X, is a Rota–Baxter operator of weight −1.
The Rota–Baxter identity is equivalently seen then as follows. For ωi = αi ∧ ξi + ηi, with i = 1, 2,
we have
T (ω1 ∧ ω2) = (−1)
|α2| |ξ1|α1 ∧ α2 ∧ ξ1 ∧ ξ2 + α1 ∧ ξ1 ∧ η2 + (−1)
|η1| |α2|α2 ∧ η1 ∧ ξ2
while
T (T (ω1) ∧ ω2) = (−1)
|α2| |ξ1|α1 ∧ α2 ∧ ξ1 ∧ ξ2 + α1 ∧ ξ1 ∧ η2
T (ω1 ∧ T (ω2)) = (−1)
|α2| |ξ1|α1 ∧ α2 ∧ ξ1 ∧ ξ2 + (−1)
|η1| |α2|α2 ∧ η1 ∧ ξ2
and
T (ω1) ∧ T (ω2) = (−1)
|α2| |ξ1|α1 ∧ α2 ∧ ξ1 ∧ ξ2,
where all signs are positive if the forms are of even degree. Thus, the operator T satisfies (2.2).
The proof automatically extends to the following slightly more general setting.
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Lemma 2.3. Let (Xℓ, Yℓ) for ℓ ≥ 1 be a collection of smooth projective varieties Xℓ with hypersur-
faces Yℓ, all defined over the same field. Then the commutative algebra
∧
ℓM
even
Xℓ,Yℓ
is a Rota–Baxter
algebra of weight −1 with the polar projection operator T determined by the Tℓ on each M
even
Xℓ,Yℓ
.
A similar setting was considered in Theorem 6.4 of [21].
2.3. Renormalization via Rota–Baxter algebras. In [22], the BPHZ renormalization proce-
dure of perturbative quantum field theory was reinterpreted as a Birkhoff factorization of loops in
the pro-unipotent group of characters of a commutative Hopf algebra of Feynman graphs. This
procedure of algebraic renormalization was reformulated in more general and abstract terms in [31],
using Hopf algebras and Rota–Baxter algebras.
We summarize here quickly the basic setup of algebraic renormalization. We refer the reader to
[22], [23], [31], [52] for more details.
The Connes–Kreimer Hopf algebra of Feynman graphs H is a commutative, non-cocommutative,
graded, connected Hopf algebra over Q associated to a given Quantum Field Theory (QFT). A
theory is specified by assigning a Lagrangian and the corresponding action functional, which in
turn determines which graphs occur as Feynman graphs of the theory. For instance, the only
allowed valences of vertices in a Feynman graph are the powers of the monomials in the fields that
appear in the Lagrangian. The generators of the Connes–Kreimer Hopf algebra of a given QFT are
the 1PI Feynman graphs Γ of the theory, namely those Feynman graphs that are 2-egde connected.
As a commutative algebra, H is then just a polynomial algebra in the 1PI graphs Γ. A grading on
H is given by the loop number (first Betti number) of graphs. In the case where Feynman graphs
also have vertices of valence 2, one uses the number of internal edges instead of loop number, to
have finite dimensional graded pieces, but we ignore this subtlety for the present purposes. The
grading satisfies
deg(Γ1 · · ·Γn) =
∑
i
deg(Γi), deg(1) = 0.
The connectedness property means that the degree zero part is just Q. The coproduct in H is given
by
(2.5) ∆(Γ) = Γ⊗ 1 + 1⊗ Γ +
∑
γ∈V(Γ)
γ ⊗ Γ/γ,
where the class V(Γ) consists of all (not necessarily connected) divergent subgraphs γ such that the
quotient graph (identifying each component of γ to a vertex) is still a 1PI Feynman graph of the
theory. As in any graded connected Hopf algebra, the antipode is constructed inductively as
S(Γ) = −Γ−
∑
S(Γ′)Γ′′
for ∆(Γ) = Γ⊗ 1 + 1⊗ Γ +
∑
Γ′ ⊗ Γ′′, with the terms Γ′, Γ′′ of lower degrees.
Remark 2.4. The general element in the Hopf algebraH is not a graph Γ but a polynomial function
P =
∑
ai1,...,ikΓ
ni1
i1
· · ·Γ
nik
ik
with Q coefficients in the generators given by the graphs. However, for
simplicity of notation, in the following we will just write Γ to denote an arbitrary element of H.
An algebraic Feynman rule φ : H → R is a homomorphism of commutative algebras from the Hopf
algebra H of Feynman graphs to a Rota–Baxter algebra R of weight −1,
φ ∈ HomAlg(H,R).
The set HomAlg(H,R) has a group structure, where the multiplication ⋆ is dual to the coproduct
in the Hopf algebra, φ1 ⋆ φ2(Γ) = 〈φ1 ⊗ φ2,∆(Γ)〉.
Algebra homomorphisms φ : H → R between a Hopf algebra H and a Rota–Baxter algebra R are
also often referred to as “characters” in the renormalization literature.
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The morphism φ by itself does not know about the coalgebra structure of H and the Rota–Baxter
structure of R. These enter in the factorization of φ into divergent and finite part.
A Birkhoff factorization of an algebraic Feynman rule consists of a pair of commutative algebra
homomorphisms
φ± ∈ HomAlg(H,R±)
where R± is the splitting of R induced by the Rota–Baxter operator T , with R+ = (1− T )R and
R− the unitization of TR, satisfying
φ = (φ− ◦ S) ⋆ φ+,
with the product ⋆ dual to the coproduct ∆ as above. The Birkhoff factorization is unique if one
also imposes the normalization condition ǫ− ◦ φ− = ǫ, where ǫ is the counit of H and ǫ− is the
augmentation in the algebra R−.
As shown in Theorem 4 of [22] (see equations (32) and (33) therein), there is an inductive formula
for the Birkhoff factorization of an algebraic Feynman rule, of the form
(2.6) φ−(Γ) = −T (φ(Γ) +
∑
φ−(Γ
′)φ(Γ′′)) and φ+(Γ) = (1− T )(φ(Γ) +
∑
φ−(Γ
′)φ(Γ′′))
where ∆(Γ) = 1⊗ Γ + Γ⊗ 1 +
∑
Γ′ ⊗ Γ′′.
The Birkhoff factorization (2.6) of algebra homomorphisms φ ∈ HomAlg(H,R) is often referred
to as “algebraic Birkhoff factorization”, to distinguish it from the (analytic) Birkhoff factorization
formulated in terms of loops (or infinitesimal loops) with values in Lie groups. We refer the reader
to §6.4 of Chapter 1 of [23] for a discussion of the relation between these two kinds of Birkhoff
factorization.
In the original Connes–Kreimer formulation, this approach is applied to the unrenormalized Feyn-
man amplitudes regularized by dimensional regularization, with the Rota–Baxter algebra consisting
of germs of meromorphic functions at the origin, with the operator of projection onto the polar
part of the Laurent series.
In the following, we consider the following variant on the Hopf algebra of Feynman graphs.
Definition 2.5. As an algebra, Heven is the commutative algebra generated by Feynman graphs of
a given scalar quantum field theory that have an even number of internal edges, #E(Γ) ∈ 2N. The
coproduct (2.5) on Heven is similarly defined with the sum over divergent subgraphs γ with even
#E(γ), with 1PI quotient.
Notice that in dimension D ∈ 4N all the log divergent subgraphs γ ⊂ Γ have an even number of
edges, since Db1(γ) = 2#E(γ) in this case. This is a class of graphs that are especially interesting
in physical applications.
Question 2.6. Is there a graded-commutative version of Birkhoff factorization involving graded-
commutative Rota–Baxter and Hopf algebras?
Such an extension to the graded-commutative case would be necessary to include the more general
case of differential forms of odd degree (associated to Feynman graphs with an odd number of
internal edges).
One can approach the question above by using the general setting of [32]:
(1) Let H be any connected filtered cograded Hopf algebra and let R be a (not necessarily
commutative) associative algebra equipped with a Rota-Baxter operator of weight λ 6= 0.
The algebraic Birkhoff factorization of any φ ∈ Hom(H,R) was obtained by Ebrahimi-Fard,
Guo and Kreimer in [32].
(2) However, if the target algebra R is not commutative, the set of characters Hom(H,R) is
not a group since it is not closed under convolution product, i.e. if f, g ∈ Hom(H,R), then
f ⋆ g does not necessarily belong to Hom(H,R).
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The usual proof (see Theorem 4 of [22] and Theorem 1.39 in Chapter 1 of [23]) of the fact that
the two parts φ± of the Birkhoff factorization are algebra homomorphisms uses explicitly both the
commutativity of the target Rota–Baxter algebra R and the fact that HomAlg(H,R) is a group,
and does not extend directly to the graded-commutative case. The argument given in Theorems
3.4 and 3.7 of [32] provides a more general form of Birkhoff factorization that applies to a graded-
commutative (and more generally non-commutative) Rota–Baxter algebra. The resulting form of
the factorization is more complicated than in the commutative case, in general. However, if the
Rota–Baxter operator of weight −1 also satisfies T 2 = T and T (T (x)y) = T (x)y for all x, y ∈ R,
then the form of the Birkhoff factorization for not necessarily commutative Rota–Baxter algebras
simplifies considerably, and the φ+ part of the factorization consists of a simple pole subtraction,
as we prove in Proposition 2.10 below.
2.4. Rota–Baxter algebras and Atkinson factorization. In the following we will discuss some
interesting properties of algebraic Birkhoff decomposition when the Rota-Baxter operator satisfies
the identity T (T (x)y) = T (x)y.
Let e : H → R be the unit of Hom(H,R) (under the convolution product) defined by e(1H) = 1R
and e(Γ) = 0 on ⊕n>0Hn.
The main observation can be summarized as follows:
(1) If the Rota-Baxter operator T on R also satisfies the identity T (T (x)y) = T (x)y, then on
ker(e) = ⊕n>0Hn, the negative part of the Birkhoff factorization φ− takes the following
form:
φ− = −T (φ(Γ))−
∑
T (φ(Γ′))φ(Γ′′), for ∆(Γ) = 1⊗ Γ + Γ⊗ 1 +
∑
Γ′ ⊗ Γ′′.
(2) If T also satisfies T (xT (y)) = xT (y), ∀x, y ∈ R, then the positive part is given by φ+(Γ) =
(1− T )(φ(Γ)), ∀Γ ∈ ker(e) = ⊕n>0Hn.
This follows from the properties of the Atkinson Factorization in Rota–Baxter algebras, which we
recall below.
Proposition 2.7. (Atkinson Factorization, [7], see also [39]) Let (R, T ) be a Rota-Baxter algebra
of weight λ 6= 0. Let T˜ = −λid− T and let a ∈ R. Assume that bl and br are solutions of the fixed
point equations
(2.7) bl = 1 + T (bla), br = 1 + T˜ (abr).
Then
bl(1 + λa)br = 1.
Thus
(2.8) 1 + λa = b−1l b
−1
r
if bl and br are invertible.
A Rota-Baxter algebra (R, T ) is called complete if there are algebras Rn ⊆ R, n ≥ 0, such that
(R,Rn) is a complete algebra and T (Rn) ⊆ Rn.
Proposition 2.8. (Existence and uniqueness of the Atkinson Factorization, [39]) Let (R, T,Rn)
be a complete Rota-Baxter algebra of weight λ 6= 0. Let T˜ = −λid− T and let a ∈ R1.
(1) Equations (2.7) have unique solutions bl and br. Further bl and br are invertible. Hence the
Atkinson Factorization (2.8) exists.
(2) If λ 6= 0 and T 2 = −λT (in particular if T 2 = −λT on R), then there are unique cl ∈
1 + T (R) and cr ∈ 1 + T˜ (R) such that
1 + λa = clcr.
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Define
(Ta)[n+1] := T ((Ta)[n]a) and (Ta){n+1} = T (a(Ta){n})
with the convention that (Ta)[1] = T (a) = (Ta){1} and (Ta)[0] = 1 = (Ta){0}.
Proposition 2.9. Let (R,Rn, T ) be a complete filtered Rota-Baxter algebra of weight −1 such that
T 2 = T . Let a ∈ R1. If T also satisfies the following identity
(2.9) T (T (x)y) = T (x)y, ∀x, y ∈ R,
then the equation
(2.10) bl = 1 + T (bla).
has a unique solution
1 + T (a)(1− a)−1.
Proof. First, we have (Ta)[n+1] = T (a)an for n ≥ 0. In fact, the case when n = 0 just follows
from the definition. Suppose it is true up to n, then (Ta)[n+2] = T ((Ta)[n+1]a) = T ((T (a)an)a) =
T (T (a)an+1) = T (a)an+1. Arguing as in [32], bl =
∑∞
n=0(Ta)
[n] = 1 + T (a) + T (T (a)a) + · · · +
(Ta)[n] + · · · is the unique solution of (2.10). So
bl = 1 + T (a) + T (a)a+ T (a)a
2 + · · ·
= 1 + T (a)(1 + a+ a2 + · · ·)
= 1 + T (a)(1− a)−1.

A bialgebra H over a field K is called a connected, filtered cograded bialgebra if there are subspaces
Hn of H such that (a) HpHq ⊆
∑
k≤p+qHk; (b) ∆(Hn) ⊆ ⊕p+q=nHp ⊗ Hq; (c) H0 = im(u) = K,
where u : K →H is the unit of H.
Proposition 2.10. Let H be a connected filtered cograded bialgebra (hence a Hopf algebra) and
let (R, T ) be a (not necessarily commutative) Rota-Baxter algebra of weight λ = −1 with T 2 = T .
Suppose that T also satisfies (2.9). Let φ : H → R be a character, that is, an algebra homomor-
phism. Then there are unique maps φ− : H → T (R) and φ+ : H → T˜ (R), where T˜ = 1− T , such
that
φ = φ
∗(−1)
− ∗ φ+,
where φ∗(−1) = φ ◦ S, with S the antipode. φ− takes the following form on ker(e) = ⊕n>0Hn:
φ−(Γ) = −T (φ(Γ))−
∞∑
n=1
(−1)n
∑
T (φ(Γ(1)))φ(Γ(2))φ(Γ(3)) · · · φ(Γ(n+1))
= −T (φ(Γ))−
∞∑
n=1
(−1)n((Tφ)∗˜φ∗˜
n
)(Γ).
Here we use the notation ∆˜n−1(Γ) =
∑
Γ(1)⊗ · · · ⊗Γ(n), and ∆˜(Γ) := ∆(Γ)−Γ⊗ 1− 1⊗Γ (which
is coassociative), and ∗˜ is the convolution product defined by ∆˜. Furthermore, if T satisfies
(2.11) T (xT (y)) = xT (y), ∀x, y ∈ A,
then φ+ takes the form on ker(e) = ⊕n>0Hn:
φ+(Γ) = (1− T )(φ(Γ)).
8 MATILDE MARCOLLI AND XIANG NI
Proof. Define R := Hom(H,R) and
P : R→ R, P (f)(Γ) = T (f(Γ)), f ∈ Hom(H,R),Γ ∈ H.
Then by [39], R is a complete algebra with filtration Rn = {f ∈ Hom(H,R)|f(Hn−1) = 0}, n ≥ 0,
and P is a Rota-Baxter operator of weight −1 and P 2 = P . Moreover, since T satisfies (2.9), it is
easy to check that P (P (f)g) = P (f)g for any f, g ∈ Hom(H,R). Let φ : H → R be a character.
Then (e − φ)(1H) = e(1H) − φ(1H) = 1R − 1R = 0. So e− φ ∈ R1. Set a = e− φ, by Proposition
2.8, we know that there are unique cl ∈ T (R) and cr ∈ (1−T )(R) such that φ = clcr. Moreover, by
Proposition 2.9 we have φ− = bl = c
−1
l = e+ T (a)(e− a)
−1 = e+ T (e− φ)
∑∞
n=0(e− φ)
n. We also
have
∑∞
n=0(e− φ)
n(1H) = 1R and for any X ∈ ker(e) = ⊕n>0Hn, we have (e− φ)
0(Γ) = e(Γ) = 0;
(e− φ)1(Γ) = −φ(Γ); (e− φ)2(Γ) =
∑
(e− φ)(Γ′)(e − φ)(Γ′′) =
∑
φ(Γ′)φ(Γ′′). More generally, we
have (e−φ)n(Γ) = (−1)n
∑
φ(Γ(1))φ(Γ(2)) · · ·φ(Γ(n)) = (−1)nφ∗˜
n
(Γ). So forX ∈ ker(e) = ⊕n>0Hn,
φ−(Γ) = (T (e− φ)
∞∑
n=0
(e− φ)n)(Γ)
= T (e− φ)(1H)
∞∑
n=0
(e− φ)n(Γ) + T (e− φ)(Γ)
∞∑
n=0
(e− φ)n(1H)
+
∑
T ((e− φ)(Γ′))
∞∑
n=1
(e− φ)n(Γ′′)
= −T (φ(Γ))−
∑
T (φ(Γ′))
∞∑
n=1
(−1)n
∑
φ((Γ′′)(1))φ((Γ′′)(2)) · · ·φ((Γ′′)(n))
= −T (φ(Γ))−
∞∑
n=1
(−1)n
∑
T (φ(Γ(1)))φ(Γ(2))φ(X(3)) · · ·φ(Γ(n+1))
= −T (φ(Γ))−
∞∑
n=1
(−1)n((Tφ)∗˜φ∗˜
n
)(Γ).
Suppose that T also satisfies equation (2.11), then for any a, b ∈ R, we have (1−T )(a)(1−T )(b) =
ab−T (a)b− aT (b)+T (a)T (b) = ab−T (T (a)b)−T (aT (b))+T (a)T (b) = ab−T (ab) = (1−T )(ab),
as T is a Rota-Baxter operator of weight −1. As shown in [22] and [32], φ+(Γ) = (1 − T )(φ(Γ) +∑
φ−(Γ
′)φ(Γ′′)). So φ+(Γ) = (1 − T )(φ(Γ)) +
∑
(1 − T )(φ−(Γ
′))(1 − T )(φ(Γ′′)) by the previous
computation. But φ− is in the image of T and T
2 = T , so we must have (1 − T )(φ−(Γ
′)) = 0,
which shows that φ+(Γ) = (1− T )(φ(Γ)). 
2.5. A variant of algebraic renormalization. We consider now a setting inspired by the for-
malism of the Connes–Kreimer renormalization recalled above. The setting generalizes the one
considered in [21] for configuration space integrals and our main application will be to extend the
approach of [21] to momentum space integrals.
The main difference with respect to the Connes–Kreimer renormalization is that, instead of renor-
malizing the Feynman amplitude (regularized so that it gives a meromorphic function), we propose
to renormalize the differential form, before integration, and then integrate the renormalized form
to obtain a period.
The result obtained by this method differs from the physical renormalization, as we will discuss
further in Section 5.11 below. There are at present no explicit examples of periods that are known
not to be expressible in terms of rational combinations of mixed Tate periods, just because no such
general statement of algebraic independence of numbers is known. However, it is generally expected
that motives that are not mixed Tate will have periods that are not expressible in terms of mixed
Tate periods, for instance periods associated to H1 of an elliptic curve. There are known examples
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([18], [19]) of Feynman integrals that give periods of non-mixed Tate motives (a K3 surface, for
instance). In our setting, the period obtained by applying the Birkhoff factorization to the Feynman
integrand ηΓ is always a mixed Tate period. However, it is difficult to ensure that the result is
non-trivial. As we will discuss in more detail in Section 5, one can ensure a non-trivial result by
replacing the form ηΓ with a cohomologous form with logarithmic poles and taking into account
both the result of the pole subtraction and all the Poincare´ residues. However, passing to a form
with logarithmic poles requires, in general, restricting to the big cell of the Kausz compactification,
and this introduces a constraint on the nature of the period. If the intersection of the big cell of the
Kausz compactification with the divisor Σℓ,g that contains the boundary of the chain of integeration
is a mixed Tate motive, then the convergent integral we obtain by replacing the integration form
with a form with logarithmic poles is a mixed Tate period. For particular graphs, for which the
form with logarithmic poles extends globally to the Kausz compactification, with poles along the
boundary divisor, we obtain a mixed Tate period without any further assumption.
The main steps required for our setup are the following. For a variety X, we denote by m(X) the
motive in the Voevodsky category.
• For each ℓ ≥ 1, we construct a pair (Xℓ, Yℓ) of a smooth projective variety Xℓ (defined over
Q) whose motive m(Xℓ) is mixed Tate (over Z), together with a (singular) hypersurface
Yℓ ⊂ Xℓ.
• For each Feynman graph Γ with loop number ℓ we construct a map Υ : Anr XˆΓ → XℓrYℓ,
where XˆΓ ⊂ A
n is the affine graph hypersurface, with n the number of edges of Γ.
• Using the map Υ, we describe the Feynman integrand as a morphism of commutative
algebras
φ : Heven →
∧
ℓ
MevenXℓ,Yℓ, φ(Γ) = ηΓ,
with H the Connes–Kreimer Hopf algebra and with the Rota–Baxter structure of Lemma
2.3 on the target algebra, and with ηΓ an algebraic differential form on Xℓ with polar locus
Yℓ, for ℓ = b1(Γ).
• We express the (unrenormalized) Feynman integrals as a (generally divergent) integral∫
Υ(σ) ηΓ, over a chain Υ(σ) in Xℓ that is the image of a chain σ in A
n.
• We construct a divisor Σℓ ⊂ Xℓ, that contains the boundary ∂Υ(σ), whose motive m(Σℓ)
is mixed Tate (over Z) for all ℓ ≥ 1.
• We perform the Birkhoff decomposition φ± obtained inductively using the coproduct on H
and the Rota–Baxter operator T (polar part) on M∗Xℓ,Yℓ .
• This gives a holomorphic form φ+(Γ) on Xℓ. The divergent Feynman integral is then
replaced by the integral ∫
Υ(σ)
φ+(Γ)
which is a period of the mixed Tate motive m(Xℓ,Σℓ).
• In addition to the integral of φ+(Γ) on Xℓ we consider integrals on the strata of the comple-
ment Xℓ r Yℓ of the polar part φ−(Γ), which under suitable conditions will be interpreted
as Poincare´ residues.
If convergent, the Feynman integral
∫
Υ(σ) ηΓ would be a period of m(Xℓ r Yℓ,Σℓ r (Σℓ ∩ Yℓ)). The
renormalization procedure described above replaces it with a (convergent) integral that is a period
of the simpler motive m(Xℓ,Σℓ). By our assumptions on Xℓ and Σℓ, the motive m(Xℓ,Σℓ) is mixed
Tate for all ℓ.
Thus, this strategy eliminates the difficulty of analyzing the motive m(Xℓ r Yℓ,Σℓ r (Σℓ ∩ Yℓ))
encountered for instance in [4]. The form of renormalization proposed here always produces a
mixed Tate period, but at the cost of incurring in a considerable loss of information with respect
to the original Feynman integral.
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Indeed, a difficulty in the procedure described above is ensuring that the resulting regularized form
φ+(Γ) = (1− T )(φ(Γ) +
∑
γ⊂Γ
φ−(γ) ∧ φ(Γ/γ))
is nontrivial. This condition may be difficult to control in explicit cases, although we will discuss
below (see Section 5) conditions under which one can reduce the problem to forms with logarithmic
poles, where using the pole subtraction together with Poincare´ residues one can obtain nontrivial
periods (although the result one obtains is not equivalent to the physical renormalization of the
Feynman amplitude).
An additional difficulty that can cause loss of information with respect to the Feynman integral is
coming from the combinatorial conditions on the graph given in [4] that we will use to ensure that
the map Υ to the complement of the determinant hypersurface is an embedding, see Section 5.11.
3. Rota–Baxter algebras and forms with logarithmic poles
We now focus on the case of meromorphic forms with logarithmic poles, where the Rota–Baxter
structure and the renormalization procedure described above drastically simplify.
Lemma 3.1. Let X be a smooth projective variety and Y ⊂ X a smooth hypersurface with defining
equation Y = {f = 0}. Let Ω⋆X(log(Y )) be the sheaf of algebraic differential forms on X with
logarithmic poles along Y . After passing to global sections, we obtain a graded-commutative algebra,
which we still denote by Ω⋆X(log(Y )), for simplicity. The Rota–Baxter operator T of Lemma 2.1
preserves the commutative subalgebra ΩevenX (log(Y )) and the pair (Ω
even
X (log(Y )), T ) is a graded
Rota–Baxter algebra of degree −1 with the property that, for all ω1, ω2 ∈ Ω
even
X (log(Y )), the wedge
product T (ω1) ∧ T (ω2) = 0.
Proof. Forms ω ∈ Ω⋆X(log(Y )) can be written in canonical form
ω =
df
f
∧ ξ + η,
with ξ and η holomorphic, so that T (ω) = dff ∧ ξ. We then have (2.2) as in Remark 2.2 above, with
T (ω1) ∧ T (ω2) = (−1)
|ξ1|+1α ∧ α ∧ ξ1 ∧ ξ2 where α is the 1-form α = df/f so that α ∧ α = 0. 
Lemma 3.1 shows that, when restricted to Ω⋆X(log(Y )), the operator T satisfies the simpler identity
(3.1) T (xy) = T (T (x)y) + T (xT (y)).
This property greatly simplifies the decomposition of the algebra induced by the Rota–Baxter
operator.
Let R+ = (1 − T )R. For an operator T satisfying (3.1) and T (x)T (y) = 0, for all x, y ∈ R, the
property that R+ ⊂ R is a subalgebra follows immediately from the simple identity
(1− T )(x) · (1− T )(y) = xy − T (x)y − xT (y)
= xy − T (x)y − xT (y)− (T (xy)− T (T (x)y)− T (xT (y))) = (1− T )(xy − T (x)y − xT (y)).
Moreover, we obtain a simplified form of the general result of Proposition 2.10, when taking into
account the vanishing T (x)T (y) = 0, as shown in Lemma 3.1.
Lemma 3.2. Let R be a commutative algebra and T : R → R a linear operator that satisfies the
identity (3.1) and such that, for all x, y ∈ R, the product T (x)T (y) = 0. Then both T and 1 − T
are idempotent, T 2 = T and (1− T )2 = 1− T .
Proof. The identity (3.1) gives T (1) = 0, since taking x = y = 1 one obtains T (1) = 2T 2(1) while
taking x = T (1) and y = 1 gives T 2(1) = T 3(1). Then (3.1) with y = 1 gives T (x) = T (xT (1)) +
T (T (x)1) = T 2(x) for all x ∈ R. For 1−T we then have (1−T )2(x) = x−2T (x)+T 2(x) = (1−T )(x),
for all x ∈ R. 
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Lemma 3.3. Let R be a commutative algebra and T : R → R a linear operator that satisfies the
identity (3.1) and such that, for all x, y ∈ R the product T (x)T (y) = 0. If, for all x, y ∈ R, the
identity T (x)y + xT (y) = T (T (x)y) + T (xT (y)) holds, then the operator (1 − T ) : R → R+ is an
algebra homomorphism and the operator T is a derivation on R.
Proof. We have (1 − T )(xy) = xy − T (T (x)y) − T (xT (y)) while (1 − T )(x) · (1 − T )(y) = xy −
T (x)y − xT (y). Assuming that, for all x, y ∈ R, we have T (T (x)y) + T (xT (y)) = T (x)y + xT (y)
gives (1 − T )(xy) = (1 − T )(x) · (1 − T )(y). Moreover, the identity (3.1) can be rewritten as
T (xy) = T (x)y + xT (y), hence T is just a derivation on R. 
Consider then the case of a smooth hypersurface Y in a smooth projective variety X. We have the
following properties.
Proposition 3.4. Let Y ⊂ X be a smooth hypersurface in a smooth projective variety. The Rota–
Baxter operator T : MevenX,Y → M
even
X,Y of weight −1 on meromorphic forms on X with poles along
Y restricts to a derivation on the graded algebra ΩevenX (log(Y )) of forms with logarithmic poles.
Moreover, the operator 1 − T is a morphism of commutative algebras from ΩevenX (log(Y )) to the
algebra of holomorphic forms ΩevenX .
Proof. It suffices to check that the polar part operator T : ΩevenX (log(Y ))→ Ω
even
X (log(Y )) satisfies
the hypotheses of Lemma 3.3. We have seen that, for all ω1, ω2 ∈ Ω
even
X (log(Y )), the product
T (ω1) ∧ T (ω2) = 0. Moreover, for ωi = d log(f) ∧ ξi + ηi, we have T (ω1) ∧ ω2 = d log(f) ∧ ξ1 ∧ η2
and ω1 ∧ T (ω2) = (−1)
|η1|d log(f) ∧ η1 ∧ ξ2, where the ξi and ηi are holomorphic, so that we have
T (T (ω1) ∧ ω2) = T (ω1)∧ ω2 and T (ω1 ∧ T (ω2)) = ω1 ∧ T (ω2). Thus, the hypotheses of Lemma 3.3
are satisfied. 
3.1. Birkhoff factorization and forms with logarithmic poles. In cases where the pair (X,Y )
has the property that all de Rham cohomology classes in H∗dR(X r Y ) are represented by global
algebraic differential forms with logarithmic poles, the construction above simplifies significantly.
Indeed, the Birkhoff factorization becomes essentially trivial, because of Proposition 3.4. In other
words, all graphs behave “as if they were log divergent”. This can be stated more precisely as
follows.
Proposition 3.5. Let Y ⊂ X be a smooth hypersurface inside a smooth projective variety and let
ΩevenX (log(Y )) denote the commutative algebra of algebraic differential forms on X of even degree
with logarithmic poles on Y . Let φ : H → ΩevenX (log(Y )) be a morphism of commutative algebras
from a commutative Hopf algebra H to ΩevenX (log(Y )) with the operator T of pole subtraction. Then
for every Γ ∈ H one has
φ+(Γ) = (1− T )φ(Γ),
while the negative part of the Birkhoff factorization takes the form
φ−(Γ) = −T (φ(Γ))−
∑
φ−(Γ
′)φ(Γ′′),
where ∆(Γ) = Γ⊗ 1 + 1⊗ Γ +
∑
Γ′ ⊗ Γ′′. Moreover, φ− takes the following nonrecursive form on
ker(e) = ⊕n>0Hn:
φ−(Γ) = −T (φ(Γ))−
∞∑
n=1
(−1)n
∑
T (φ(Γ(1)))φ(Γ(2))φ(Γ(3)) · · · φ(Γ(n+1))
= −T (φ(Γ))−
∞∑
n=1
(−1)n((Tφ)∗˜φ∗˜
n
)(Γ).
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Proof. The operator T of pole subtraction is a derivation on ΩevenX (log(Y )). By (2.6) we have
φ+(Γ) = (1 − T )(φ(Γ) +
∑
φ−(Γ
′)φ(Γ′′)). By Proposition 3.4 we know that, in the case of forms
with logarithmic poles along a smooth hypersurface, 1 − T is an algebra homomorphism, hence
φ+(Γ) = (1−T )(φ(Γ))+
∑
(1−T )(φ−(Γ
′))(1−T )(φ(Γ′′))), but φ−(Γ
′) is in the range of T and, again
by Proposition 3.4, we have T 2 = T , so that the terms in the sum all vanish, since (1−T )(φ−(Γ
′)) =
0. By (2.6) we have φ−(Γ) = −T (φ(Γ) +
∑
φ−(Γ
′)φ(Γ′′)) = −Tφ(Γ) −
∑
T (φ−(Γ
′))φ(Γ′′) −∑
φ−(Γ
′)T (φ(XΓ′)), because by Proposition 3.4 T is a derivation. The last sum vanishes because
φ−(Γ
′) is in the range of T and we have T (η) ∧ T (ξ) = 0 for all η, ξ ∈ Ω∗X(log(Y )). Thus, we are
left with φ−(Γ) = −Tφ(Γ)−
∑
T (φ−(Γ
′))φ(Γ′′) = −Tφ(Γ)−
∑
φ−(Γ
′)φ(Γ′′). The last part follows
from Proposition 2.10, since T (T (η) ∧ ξ) = T (η) ∧ ξ. 
Notice that this is compatible with the property that φ(Γ) = (φ− ◦ S ⋆ φ+)(Γ) (with the ⋆-product
dual to the Hopf algebra coproduct). In fact, this identity is equivalent to φ+ = φ− ⋆ φ, which
means that φ+(Γ) = 〈φ− ⊗ φ,∆(Γ)〉 = φ−(Γ) + φ(Γ) +
∑
φ−(Γ
′)φ(Γ′′) = (1 − T )φ˜(Γ) as above.
Equivalently, all the nontrivial terms φ−(Γ
′)φ(Γ′′) in φ˜(Γ) satisfy T (φ−(Γ
′)φ(Γ′′)) = φ−(Γ
′)φ(Γ′′),
because of the simplified form (3.1) of the Rota–Baxter identity.
Corollary 3.6. Suppose given a character φ : H → ΩevenX (log(Y )) of the Hopf algebra of Feynman
graphs, where X = Xℓ and Y = Yℓ independently of the number of loops ℓ ≥ 1. Then the negative
part of the Birkhoff factorization of Proposition 3.5 has the simple form
(3.2) φ−(Γ) = −
dh
h
∧

ξΓ +∑
N≥1
(−1)N
∑
γN⊂···⊂γ1⊂γ0=Γ
ξγN ∧
N∧
j=1
ηγj−1/γj

 ,
where φ(Γ) = dhh ∧ ξΓ + ηΓ, and Y = {h = 0}.
Proof. The result follows from the expression
φ−(Γ) = −T (φ(Γ))−
∑
γ⊂Γ
φ−(γ)φ(Γ/γ),
obtained in Proposition 3.5, where φ(Γ) = ωΓ =
dh
h ∧ ξΓ + ηΓ, so that T (φ(Γ)) =
dh
h ∧ ξΓ and
φ(Γ/γ) = dhh ∧ ξΓ/γ + ηΓ/γ . The wedge product of φ−(γ) = −T (φ(γ))−
∑
γ2⊂γ
φ−(γ2)φ(γ/γ2) with
φ(Γ/γ) will give a term dhh ∧ ξγ ∧ ηΓ/γ and additional terms φ−(γ2)φ(γ/γ2) ∧ ηΓ/γ . Proceeding
inductively on these terms, one obtains (3.2). 
Remark 3.7. In the geometric construction we consider here, one does not have a single pair (X,Y )
for all loop numbers. Instead, we consider a more general situation, where Xℓ and Yℓ depend on
the loop number ℓ ≥ 1. In this case, the form of the negative piece φ−(Γ) is more complicated than
in Corollary 3.6, as it contains forms on the products Xℓ(γ) ×Xℓ(Γ/γ) with logarithmic poles along
Yℓ(γ) ×Xℓ(Γ/γ) ∪Xℓ(γ) × Yℓ(Γ/γ). However, the general form of the expression is similar, only more
cumbersome to write explicitly.
3.2. Polar subtraction and the residue. We have seen that, in the case of a smooth hypersurface
Y ⊂ X, the Birkhoff factorization in the algebra of forms with logarithmic poles reduces to a simple
pole subtraction, φ+(Γ) = (1− T )φ(Γ). If the unrenormalized φ(Γ) is a form written as α+
df
f ∧ β,
with α and β holomorphic, then φ+(Γ) vanishes identically whenever α = 0. In that case, all
information about φ(Γ) is lost in the process of pole substraction. Suppose that
∫
σ φ(Γ) is the
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original unrenormalized integral. To maintain some additional information, it is preferable to
consider, in addition to the integral
∫
σ φ+(Γ), also an integral of the form∫
σ∩Y
ResY (η),
where ResY (η) = β is the Poincare´ residue of η = α +
df
f ∧ β along Y . It is dual to the Leray
coboundary, in the sense that ∫
σ∩Y
ResY (η) =
1
2πi
∫
L(σ∩Y )
η,
where the Leray coboundary L(σ ∩ Y ) is a circle bundle over σ ∩ Y . In this way, even when α = 0,
one can still retain the nontrivial information coming from the Poincare´ residue, which is also
expressed as a period.
4. Singular hypersurfaces and meromorphic forms
In our main application, we will need to work with pairs (X,Y ) where X is smooth projective,
but the hypersurface Y is singular. Thus, we now discuss extensions of the results above to more
general situations where Y ⊂ X is a singular hypersurface in a smooth projective variety X.
Again we denote by M∗X,Y the sheaf of meromorphic differential forms on X with poles along
Y , of arbitrary order, and by Ω∗X(log(Y )) the sub-sheaf of forms with logarithmic poles along Y .
Let h be a local determination of Y , so that Y = {h = 0}. We can then locally represent forms
ω ∈ M∗X,Y as finite sums ω =
∑
p≥0 ωp/h
p, with the ωp holomorphic. The polar part operator
T :MevenX,Y →M
even
X,Y can then be defined as in (2.3).
In the case we considered in the previous section, with Y ⊂ X a smooth hypersurface, forms with
logarithmic poles can be represented as
(4.1) ω =
dh
h
∧ ξ + η,
with ξ and η holomorphic. The Leray residue is given by Res(ω) = ξ. It is well defined, as the
restriction of ξ to Y is independent of the choice of a local equation for Y .
In the next subsection we discuss how the case of a smooth hypersurface generalizes to the case of a
normal crossings divisor Y ⊂ X inside a smooth projective variety X. The normal crossings divisor
is a particularly nice case of a larger class of singular hypersurfaces. The complex of forms with
logarithmic poles extends from the smooth hypersurface case to the normal crossings divisor case
as in [25]. For more general singular hypersurfaces, an appropriate notion of forms with logarithmic
poles was introduced by Saito in [58]. The construction of the residue was also generalized from
the smooth hypersurface case to the case where Y is a normal crossings divisor in [25] and to more
general singular hypersurfaces in [58].
4.1. Normal crossings divisors. The main case of singular hypersurfaces that we focus on for
our applications will be simple normal crossings divisors. In fact, while our formulation of the
Feynman amplitude in momentum space is based on the formulation of [4], where the unrenor-
malized Feynman integral lives on the complement of the determinant hypersurface, which has
worse singularities, we will reformulate the integral on the Kausz compactification of GLn where
the boundary divisor of the compactification is normal crossings.
If Y ⊂ X is a simple normal crossings divisor in a smooth projective variety, with Yj the components
of Y , with local equations Yj = {fj = 0}, the complex of forms with logarithmic poles Ω
∗
X(log(Y ))
is spanned by the forms
dfj
fj
and by the holomorphic forms on X.
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As in Theorem 6.3 of [21], we obtain that the Rota–Baxter operator of polar projection T :MevenX,Y →
MevenX,Y restricts to a Rota–Baxter operator T : Ω
even
X (log(Y ))→ Ω
even
X (log(Y )) given by
(4.2) T : η 7→ T (η) =
∑
j
dfj
fj
∧ResYj(η),
where the holomorphic form ResYj (η) is the Poincare´ residue of η restricted to Yj.
Unlike the case of a single smooth hypersurface, for a simple normal crossings divisor the Rota–
Baxter operator operator T does not satisfy T (x)T (y) ≡ 0, since we now have terms like
dfj
fj
∧ dfkfk 6= 0,
for j 6= k, so the Rota–Baxter identity for T does not reduce to a derivation, but some of the
properties that simplify the Birkhoff factorization in the case of a smooth hypersurface still hold
in this case.
Proposition 4.1. The Rota–Baxter operator T of (4.2) satisfies T 2 = T and the Rota–Baxter
identity simplifies to the form
(4.3) T (η ∧ ξ) = T (η) ∧ ξ + η ∧ T (ξ)− T (η) ∧ T (ξ).
The operator (1 − T ) : R → R+ is an algebra homomorphism, with R = Ω
even
X (log(Y )) and
R+ = (1− T )R. The Birkhoff factorization of a commutative algebra homomorphism φ : H → R,
with H a commutative Hopf algebra, is given by
(4.4)
φ+(Γ) = (1− T )φ(Γ)
φ−(Γ) = −T (φ(Γ) +
∑
φ−(Γ
′)φ(Γ′′)).
Moreover, φ− takes the following form on ker(e) = ⊕n>0Hn:
φ−(Γ) = −T (φ(Γ))−
∞∑
n=1
(−1)n
∑
T (φ(Γ(1)))φ(Γ(2))φ(Γ(3)) · · · φ(Γ(n+1))
= −T (φ(Γ))−
∞∑
n=1
(−1)n((Tφ)∗˜φ∗˜
n
)(Γ).
Proof. The argument is the same as in the proof of Theorem 6.3 in [21]. It is clear by construction
that T is idempotent and the simplified form (4.3) of the Rota–Baxter identity follows by observing
that T (T (η) ∧ ξ) = T (η) ∧ ξ and T (η ∧ T (ξ)) = η ∧ T (ξ) as in Theorem 6.3 in [21]. Then one sees
that
(1− T )(η) ∧ (1− T )(ξ) = η ∧ ξ − T (η) ∧ ξ − η ∧ T (ξ) + T (η) ∧ T (ξ) = η ∧ ξ − T (η ∧ ξ)
by (4.3). Consider then the Birkhoff factorization. We write φ˜(Γ) := φ(Γ) +
∑
φ−(Γ
′)φ(Γ′′). The
fact that (1− T ) is an algebra homomorphism then gives
φ+(Γ) = (1− T )(φ˜(Γ)) = (1− T )(φ(Γ) +
∑
φ−(Γ
′)φ(Γ′′))
= (1− T )(φ(Γ)) +
∑
(1− T )(φ−(Γ
′))(1 − T )(φ(Γ′′))),
with (1−T )(φ−(Γ
′)) = −(1−T )T (φ˜−(Γ
′)) = 0, because T is idempotent. The last statement again
follows from Proposition 2.10, since we have T (T (η) ∧ ξ) = T (η) ∧ ξ. 
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4.2. Multidimensional residues. In the case of a simple normal crossings divisor Y ⊂ X, we
can proceed as discussed in Section 3.2 for the case of a smooth hypersurface. Indeed, as we have
seen in Proposition 4.1, we also have in this case a simple pole subtraction φ+(Γ) = (1 − T )φ(Γ),
even though the negative term φ−(Γ) of the Birkhoff factorization can now be more complicated
than in the case of a smooth hypersurface.
The unrenormalized φ(Γ) is a form η = α+
∑
j
dfj
fj
∧βj, with α and βj holomorphic and Yj = {fj = 0}
the components of Y . Again, if α = 0 we loose all information about φ(Γ) in our renormalization
of the logarithmic form. To avoid this problem, we can again consider, instead of the single
renormalized integral
∫
σ φ+(Γ), an additional family of integrals∫
σ∩YI
ResYI (η),
where YI = ∩j∈IYj is an intersection of components of the divisor Y and ResYI (η) is the iterated
(or multidimensional, or higher) Poincare´ residue of η, in the sense of [25]. These are dual to the
iterated Leray coboundaries, ∫
σ∩YI
ResYI (η) =
1
(2πi)n
∫
LI(σ∩YI )
η,
where LI = Lji ◦ · · · ◦ Ljn for YI = Yj1 ∩ · · · ∩ Yjn .
If arbitrary intersections YI of components of Y are all mixed Tate motives, then all these integrals
are also periods of mixed Tate motives.
4.3. Saito’s logarithmic forms. Given a singular reduced hypersurface Y ⊂ X, a differential
form ω with logarithmic poles along Y , in the sense of Saito [58], can always be written in the form
([58], (1.1))
(4.5) f ω =
dh
h
∧ ξ + η,
where f ∈ OX defines a hypersurface V = {f = 0} with dim(Y ∩V ) ≤ dim(X)− 2, and with ξ and
η holomorphic forms.
In the following, we use the notation SΩ⋆X(log(Y )) to denote the forms with logarithmic poles along
Y in the sense of Saito, to distinguish it from the more restrictive notion of forms with logarithmic
poles Ω⋆X(log(Y )) considered above for the normal crossings case.
Following [2], we say that a (reduced) hypersurface Y ⊂ X has Saito singularities if the modules
of logarithmic differential forms and vector fields along Y are free. The condition that Y ⊂ X has
Saito singularities is equivalent to the condition that SΩnX(log(Y )) =
∧n SΩ1X(log(Y )), [58].
Let Y be a hypersurface with Saito singularities and let MY denote the sheaf of germs of mero-
morphic functions on Y . Then setting
(4.6) Res(ω) =
1
f
ξ |Y
defines the residue as a morphism of OX -modules, for all q ≥ 1,
(4.7) Res : SΩqX(log(Y ))→MY ⊗OY Ω
q−1
Y .
Unlike the case of smooth hypersurfaces and normal crossings divisors, in the case of more general
hypersurfaces with Saito singularities, the Saito residue of forms with logarithmic poles is not a
holomorphic form, but only a meromorphic form on Y .
For Y ⊂ X a reduced hypersurface that is quasihomogeneous with Saito singularities, a refinement
of (4.7), which we view as the exact sequence
0→ ΩqX →
SΩqX(log(Y ))
Res
→ MY ⊗OY Ω
q−1
Y ,
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is given in [2], where the image of the Saito Poincare´ residue is more precisely identified as
ResSΩqX(log(Y )) ≃ ω
q−1
Y , where ω
•
Y denotes the module of regular meromorphic differential forms
in the sense of [8], with ω•Y ⊂ j∗j
∗Ω•Y , where j : S →֒ Y is the inclusion of the singular locus.
Namely, it is shown in [2] that one has, for all q ≥ 2, an exact sequence of OX -modules
(4.8) 0→ ΩqX →
SΩqX(log(Y ))
Res
−→ ωq−1Y → 0.
It is natural to ask whether the extraction of polar part from forms with logarithmic poles that
we considered here for the case of smooth hypersurfaces and normal crossings divisors extends to
more general singular hypersurfaces using Saito’s formulation.
Question 4.2. Is there a Rota–Baxter operator T expressed in terms of the Saito residue, in the
case of a singular hypersurfaces Y ⊂ X with Saito singularities?
We describe here a possible approach to this question. We introduce an analog of the Rota–Baxter
operator considered above, given by the extraction of the polar part. The “polar part” operator,
in this more general case, does not map ΩevenX (log(Y )) to itself, but we show below that it gives a
well defined Rota-Baxter operator of weight −1 on the space of Saito forms SΩevenX (log(Y )), and
that this operator is a derivation.
Lemma 4.3. The set SY := {f |dim({f = 0} ∩ Y ) ≤ dim(X) − 2} is a multiplicative set. Local-
ization of the Saito forms with logarithmic poles gives S−1Y
SΩX(log(Y )) =
SΩX(log(Y )).
Proof. We have V12 = {f1f2 = 0} = {f1 = 0} ∪ {f2 = 0} and
dim(Y ∩ V12) = dim((Y ∩ {f1 = 0}) ∪ (Y ∩ {f2 = 0})) ≤ dim(X) − 2,
since dim(Y ∩ {fi = 0}) ≤ dim(X) − 2 for i = 1, 2. Thus, for any f1, f2 ∈ SY , we have f1f2 ∈ SY .
Moreover, we have 1 ∈ SY , hence SY is a multiplicative set. The localization of
SΩ⋆X(log(Y )) at SY
is just SΩ⋆X(log(Y )) itself: in fact, for f˜
−1ω ∈ S−1Y
SΩ⋆X(log(Y )), with f˜ ∈ SY and ω ∈
SΩ⋆X(log(Y )),
expressed as in (4.5), we have
f f˜(f˜−1ω) = fω =
dh
h
∧ ξ + η,
where f f˜ ∈ SY , hence f˜
−1ω ∈ SΩX(log(Y )). 
Given a form ω ∈ SΩ⋆X(log(Y )), which we can write as in (4.5), the residue (4.6) is the image under
the restriction map S−1Y Ω
⋆
X → S
−1
Y Ω
⋆
Y of the form f
−1ξ ∈ S−1Y Ω
⋆
X . Moreover, we have an inclusion
Ω⋆X →֒
SΩ⋆X(log(Y )), which induces a map of the localizations S
−1
Y Ω
⋆
X →֒ S
−1
Y
SΩ⋆X(log(Y )) =
SΩ⋆X(log(Y )). We can then define a linear operator
T : SΩ⋆X(log(Y ))→
SΩ⋆X(log(Y )) ∧ S
−1
Y Ω
⋆
X →֒
SΩ⋆X(log(Y )) ∧ S
−1
Y
SΩ⋆X(log(Y )) =
SΩ⋆X(log(Y ))
given by
(4.9) T (ω) =
dh
h
∧
ξ
f
, for f ω =
dh
h
∧ ξ + η.
Lemma 4.4. The operator T of (4.9) is a Rota–Baxter operator of weight −1 on SΩevenX (log(Y )),
which is just given by a derivation, satisfying the Leibnitz rule T (ω1∧ω2) = T (ω1)∧ω2+ω1∧T (ω2).
Proof. Let
f1 ω1 =
dh
h
∧ ξ1 + η1 f2 ω2 =
dh
h
∧ ξ2 + η2.
Then
f1 f2 ω1 ∧ ω2 = (
dh
h
∧ ξ1 + η1) ∧ (
dh
h
∧ ξ2 + η2) =
dh
h
∧ (ξ1 ∧ η2 + (−1)
pη1 ∧ ξ2) + η1 ∧ η2,
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where η1 ∈ Ω
p(X). By Lemma 4.3, we know that f1f2 ∈ SY . We have
T (ω1 ∧ ω2) =
dh
h
∧ (
ξ1
f1
∧
η2
f2
+ (−1)p
η1
f1
∧
ξ2
f2
).
Since
T (ω1) =
dh
h
∧
ξ1
f1
, and T (ω2) =
dh
h
∧
ξ2
f2
,
we obtain
T (ω1) ∧ T (ω2) =
dh
h
∧
ξ1
f1
∧
dh
h
∧
ξ2
f2
= 0.
Moreover, we have
T (ω1) ∧ ω2 = (
dh
h
∧
ξ1
f1
) ∧
dh
h
∧
ξ2
f2
+
dh
h
∧
ξ1
f1
∧
η2
f2
=
dh
h
∧
ξ1
f1
∧
η2
f2
,
with
f1f2(T (ω1) ∧ ω2) =
dh
h
∧ ξ1 ∧ η2,
and similarly,
ω1 ∧ T (ω2) = (−1)
p dh
h
∧
η1
f1
∧
ξ2
f2
,
hence T satisfies the Leibnitz rule. The operator T also satisfies T (T (ω1) ∧ ω2) = T (ω1) ∧ ω2, and
T (ω1∧T (ω2)) = ω1∧T (ω2), hence the condition that T is a derivation is equivalent to the condition
that it is a Rota-Baxter operator of weight −1. 
Correspondingly, we have
(1− T )ω = ω −
dh
h
∧
ξ
f
=
η
f
∈ S−1Y Ω
even
X .
Under the restriction map S−1Y Ω
even
X → S
−1
Y Ω
even
Y we obtain a form (1 − T )(ω)|Y . It follows that
we can define a “subtraction of divergences” operation on φ : H → SΩevenX (log(Y )) by taking
φ+ : H →
SΩevenX (log(Y )) given by φ+(a) = (1 − T )φ(a)|Y , for a ∈ H, which maps φ(a) = ω to
(1−T )ω|Y = f
−1η|Y , where f ω =
dh
h ∧ ξ+η. While this has subtracted the logarithmic pole along
Y , it has also created a new pole along V = {f = 0}. Thus, it results again in a meromorphic form.
If we consider the restriction to Y of φ+(a) = f
−1 η|Y , we obtain a meromorphic form with first
order poles along a subvariety V ∩Y , which is by hypothesis of codimension at least one in Y . Thus,
we can conceive of a more complicated renormalization method that progressively subtracts poles
on subvarieties of increasing codimension, inside the polar locus of the previous pole subtraction,
by iterating this procedure. A more detailed account of this iterative procedure and of possible
applications to the setting of renormalization will be discussed elsewhere.
5. Compactifications of GLn and momentum space Feynman integrals
In this section, we restrict our attention to the case of compactifications of PGLℓ and of GLℓ and
we use a formulation of the parametric Feynman integrals of perturbative quantum field theory in
terms of (possibly divergent) integrals on a cycle in the complement of the determinant hypersurface
[4], to obtain a new method of regularization and renormalization. This gives rise to a renormalized
integral that is a period of a mixed Tate motive, under certain conditions on the graph and on the
intersection of the big cell of the compactification with a divisor Σℓ,g. We show that a certain loss
of information can occur with respect to the usual physical Feynman integral.
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5.1. The determinant hypersurface. In the following we use the notation Dˆℓ and Dℓ, respec-
tively, for the affine and the projective determinant hypersurfaces. Namely, we consider in the
affine space Aℓ
2
, identified with the space of all ℓ× ℓ-matrices, with coordinates (xij)i,j=1,...,ℓ, the
hypersurface
Dˆℓ = {det(X) = 0 |X = (xij)} ⊂ A
ℓ2 .
Since det(X) = 0 is a homogeneous polynomial in the variables (xij), we can also consider the
projective hypersurface Dℓ ⊂ P
ℓ2−1.
The complement Aℓ
2
r Dˆℓ is identified with the space of invertible ℓ× ℓ-matrices, namely with GLℓ.
5.2. The Kausz compactification of GLn. We recall here some basic facts about the Kausz
compactification KGLn of GLn, following [47] and the exposition in §12 of [53].
We first recall the Vainsencher compactification [60] of PGLℓ. Let X0 = P
ℓ2−1 be the projectiviza-
tion of the vector space of square ℓ × ℓ-matrices. Let Yi be the locus of matrices of rank i and
consider the iterated blowups Xi = BlY¯i(Xi−1), with Y¯i the closure of Yi in Xi−1. The Yi are PGLi-
bundles over a product of Grassmannians. It is shown in Theorem 1 and (2.4) of [60] that the Xi are
smooth, and that Xℓ−1 is a wonderful compactification of PGLℓ, in the sense of [24]. One denotes
by PGLℓ the wonderful compactification of PGLℓ obtained in this way. We also refer the reader to
§12 of [53] for a quick overview of the main properties of the Vainsencher compactification.
The Kausz compactification [47] of GLℓ is similar. One regards A
ℓ2 as the big cell in X0 = P
ℓ2 . The
iterated sequence of blowups is given in this case by setting Xi = BlY¯i−1∪H¯i(Xi−1), where Yi ⊂ A
ℓ2
are the matrices of rank i and Hi are the matrices at infinity (that is, in P
ℓ2−1 = Pℓ
2
r Aℓ
2
) of
rank i. The Kausz compactification is KGLℓ = Xℓ−1. It is shown in Corollary 4.2 of [47] that
the Xi are smooth and in Corollary 4.2 and Theorem 9.1 of [47] that the blowup loci are disjoint
unions of loci with the following structure: the closure Y¯i−1 in Xi−1 is a KGLi−1-bundle over
a product of Grassmannians and the closure H¯i in in Xi−1 is a PGLi-bundle over a product of
Grassmannians. Theorem 9.1 of [47] also shows that these compactifications have a moduli space
interpretation. An overview of these properties and of the relation between the Vainsencher and
the Kausz compactifications is given in §12 of [53].
As observed in [53], the Kausz compactification is then the closure of GLℓ inside the wonderful
compactification of PGLℓ+1, see also [43], Chapter 3, §1.4. The compactification KGLℓ is smooth
and projective over Spec(Z) (Corollary 4.2 [47]).
The other property of the Kausz compactification that we will be using in the following is the
fact that the complement of the dense open set GLℓ inside the compactification KGLℓ is a normal
crossing divisor (Corollary 4.2 [47]).
5.3. The virtual motive of the Kausz compactification. We organize the computation of the
motive of the Kausz compactification in three subsections, respectively dealing with the virtual
motive (Grothendieck class), the numerical motive, and the Chow motive. The main reason for
providing separate arguments, instead of giving only the strongest result about the Chow motive,
is a pedagogical illustration of the difference between these three levels of motivic structure, where
one can see in a very explicit case what is needed to improve from one level to the next, and what
are the implications (conditional and unconditional). We begin with the Grothendieck class, which
is usually more familiar, especially in the mathematical physics setting.
We use the description recalled above of the Kausz compactification, together with the blowup
formula, to check that the virtual motive (class in the Grothendieck ring) of the Kausz compacti-
fication is Tate.
Proposition 5.1. Let K0(V) be the Grothendieck ring of varieties (defined over Q or over Z) and
let Z[L] ⊂ K0(V) be the Tate subring generated by the Lefschetz motive L = [A
1]. For all ℓ ≥ 1 the
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class [KGLℓ] is in Z[L]. Moreover, let Zℓ be the normal crossings divisor Zℓ = KGLℓrGLℓ. Then
all the unions and intersections of components of Zℓ have Grothendieck classes in Z[L].
Proof. We use the blowup formula for classes in the Grothendieck ring: if X˜ = BlY(X ), where Y is
of codimension m+ 1 in X , then the classes satisfy
(5.1) [X˜ ] = [X ] +
m∑
k=1
[Y]Lk.
The Kausz compactification is obtained as an iterated blowup, starting with a projective space,
whose class is in Z[L] and blowing up at each step a smooth locus that is a bundle over a product
of Grassmannians with fiber either a KGLi or a PGLi for some i < ℓ. The Grothendieck class of a
bundle is the product of the class of the base and the class of the fiber. Classes of Grassmannians
(and products of Grassmannians) are in Z[L]. The classes of the wonderful compactifications PGLi
of PGLi are also in Z[L], since it is known that the motive of these wonderful compactifications
are mixed Tate (this follows, for instance, from the cell decomposition given in Proposition 4.4. of
[41]). Thus, it suffices to assume, inductively, that the classes [KGLi] ∈ Z[L] for all i < ℓ, and
conclude via the blowup formula that [KGLℓ] ∈ Z[L].
Consider then the boundary divisor Zℓ = KGLℓ r GLℓ. The geometry of the normal crossings
divisor Zℓ is described explicitly in §4 of [47]. It has components Yi and Zi, for 0 ≤ i ≤ ℓ, that
correspond to the blowup loci described above. The multiple intersections ∩i∈IYi∩∩j∈JZj of these
components of Zℓ are described in turn in terms of bundles over products of flag varieties with
fibers that are lower dimensional compactifications KGLi and PGLi and products. Again, flag
varieties have cell decompositions, hence their Grothendieck classes are in Z[L] and the rest of the
argument proceeds as in the previous case. If arbitrary intersections of the components of Zℓ have
classes in Z[L] then arbitrary unions and unions of intersections also do by inclusion-exclusion in
K0(V). 
5.4. The numerical motive of the Kausz compactification. Knowing that the Grothendieck
class [KGLℓ] is in the Tate subring Z[L] ⊂ K0(V) implies that the motive is of Tate type in the
category of pure motives with respect to the numerical equivalence. More precisely, we have the
following.
Proposition 5.2. Let hnum(KGLℓ) denote the motive of the Kausz compactification KGLℓ in the
category of pure motives over Q, with the numerical equivalence relation. Then hnum(KGLℓ) is in
the (tensor) subcategory generated by the Tate object. The same is true for arbitrary unions and
intersections of the components of the boundary divisor Zℓ of the compactification.
Proof. The same argument used in Proposition 5.1 can be upgraded at the level of numerical
motives. We replace the blowup formula (5.1) for Grothendieck classes with the corresponding
formula for motives, which follows (already at the level of Chow motives) from Manin’s identity
principle, [51]:
(5.2) h(X˜) = h(X) ⊕
m⊕
r=1
h(Y )⊗ L⊗r,
with X˜ = BlY (X) the blowup of a smooth subvariety Y ⊂ X of codimension m + 1 in a smooth
projective variety X, and where L = h2(P1) is the Lefschetz motive. Moreover, we use the fact
that, for numerical motives, the motive of a locally trivial fibration X → S with fiber Y is given
by the product
(5.3) hnum(X) = hnum(Y )⊗ hnum(S),
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see Exercise 13.2.2.2 of [5]. The decomposition (5.3) allows us to describe the numerical motives
of the blowup loci of the iterated blowup construction of KGLℓ as products of numerical motives
of Grassmannians and of lower dimensional compactifications KGLi and PGLi. The motive of
a Grassmannian can be computed explicitly as in [49], already at the level of Chow motives. If
G(d, n) denotes the Grassmannian of d-planes in kn, the Chow motive h(G(d, n)) is given by
(5.4) h(G(d, n)) =
⊕
λ∈W d
L⊗|λ|,
where
W d = {λ = (λ1, . . . , λd) ∈ N
d |n− d ≥ λ1 ≥ · · · ≥ λd ≥ 0}
and |λ| =
∑
i λi, see Theorem 2.1 and Lemma 3.1 of [49]. The same decomposition into powers
of the Lefschetz motive holds at the numerical level. Moreover, we know (also already for Chow
motives) that the motives h(PGLi) of the wonderful compactifications are Tate (see [41]), and we
conclude the argument as in Proposition 5.1 by assuming inductively that the motives hnum(KGLi)
are Tate, for i < ℓ. The argument for the loci ∩i∈IYi ∩ ∩j∈JZj in Zℓ is analogous. 
Remark 5.3. Proposition 5.2 also follows from Proposition 5.1 using the general fact that two
numerical motives that have the same class in K0(Num(k)Q) are isomorphic as objects in Num(k)Q,
because of the semi-simplicity of the category of numerical motives [44], together with the existence,
for char(k) = 0, of a unique ring homomorphism (the motivic Euler characteristic) χmot : K0(Vk)→
K0(Num(k)Q), such that χmot([X]) = [hnum(X)], for X a smooth projective variety, see Corollary
13.2.2.1 of [5].
5.5. The Chow motive of the Kausz compactification. Manin’s blowup formula (5.2) and the
computation of the motive of Grassmannians and of the wonderful compactifications PGLi already
hold at the level of Chow motives. However, if we want to extend the argument of Proposition
5.2 to Chow motives, we run into the additional difficulty that one no longer necessarily has the
decomposition (5.3) for the motive of a locally trivial fibration. Under some hypotheses on the
existence of a cellular structure on the fibers, one can still obtain a decomposition for motives of
bundles, and more generally locally trivial fibrations, the fibers of which have cell decompositions
with suitable properties, see [46], and also [40], [41], [45], [56]. We obtain an unconditional result
on the Chow motive of the Kausz compactification, by analyzing its cellular structure.
Recall that, for G a connected reductive algebraic group and B a Borel subgroup, a spherical variety
is a normal algebraic variety on which G acts with a dense orbit of B, [14]. Spherical varieties can
be regarded as a generalization of toric varieties: when G is a torus, one recovers the usual notion
of toric variety.
Proposition 5.4. The Chow motive h(KGLℓ) of the Kausz compactification is a Tate motive.
Proof. The result follows by showing that KGLℓ has a cellular structure for all ℓ ≥ 1, which allows
us to extend the decomposition of the motive used in Proposition 5.2 from the numerical to the
Chow case.
As shown in §3.1 of [14], it follows from the work of Bialynicki–Birula [11] that any complete, smooth
and spherical variety X has a cellular decomposition. This is determined by the decomposition
of the spherical variety into B-orbits and is obtained by considering a one-parameter subgroup
λ : Gm →֒ X, such that the set of fixed points X
λ is finite. The cells are given by
(5.5) X(λ, x) = {z ∈ X | lim
t→0
λ(t)z = x}, for x ∈ Xλ.
The Kausz compactification KGLℓ is a smooth toroidal equivariant compactification of GLℓ, see
Proposition 1.15 of §3 of [43] and also Proposition 10.1 and Proposition 12.1 of [53]. In particular,
it is a spherical variety (see Proposition 10.1 of [53]), hence it has a cellular structure as above.
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A relative cellular variety, in the sense of [46], is a smooth and proper variety with a decomposition
into affine fibrations over proper varieties. The blowup loci of the Kausz compactification KGLℓ
are relative cellular varieties in this sense, since they are bundles over products of Grassmannians,
with fiber a lower dimensional compactification KGLi, with i < ℓ. Using the cell decomposition of
the fibers KGLi, we obtain a decomposition of these blowup loci as relative cellular varieties, with
pieces of the decomposition being fibrations over a product of Grassmannians, with fibers the cells
of the cellular structure of KGLi.
There is an embedding of the category of pure Chow motives in the category of mixed motives,
see [5]. By viewing the Chow motives of these blowup loci as elements in the Voevodsky category
of mixed motives, Corollary 6.11 of [46] shows that they are direct sums of motives of products of
Grassmannians (which are Tate motives), with twists and shifts which depend on the dimensions
of the cells of KGLi. We conclude from this that all the blowup loci are Tate motives. We can
then repeatedly apply the blowup formula for Chow motives to conclude (unconditionally) that
the Chow motive of KGLℓ is itself a Tate motive. Note that the blowup formula also holds in the
Voevodsky category, Proposition 3.5.3 of [61], in the form
m(BlY (X)) = m(X)⊕
codimX(Y )−1⊕
r=1
m(Y )(r)[2r],
which corresponds to the usual formula of [51] in the case of pure motives, after viewing them as
objects in the category of mixed motives. The result can also be obtained, in a similar way, using
Theorem 2.10 of [41] instead of Corollary 6.11 of [46]. 
Remark 5.5. Given the existence of a cellular decomposition of KGLℓ, as above, it is possible to
give a quicker proof that the Chow motive is Tate, by using distinguished triangles in the Voevodsky
category associated to the inclusions of unions of cells, showing that m(KGLℓ) is mixed Tate, then
using the inclusion of pure motives in the mixed motives to conclude that h(KGLℓ) is Tate. In
Proposition 5.4 above we chose to maintain the structure of the argument more similar to the cases
of the virtual and the numerical motive, for better direct comparison.
Remark 5.6. Notice that a conditional result about the Chow motive would follow directly from
Proposition 5.2 or Remark 5.3, if one assumes the Kimura–O’Sullivan finiteness conjecture (or
Voevodsky’s nilpotence conjecture, which implies it). For the precise statement and implications
of the Kimura–O’Sullivan finiteness conjecture, and its relation to Voevodsky’s nilpotence, we refer
the reader to the survey [6]. By arguing as in Lemma 13.2.1.1 of [5], that would extend the result
of Proposition 5.2 to the Chow motive. At the level of Grothendieck classes, the conjecture in fact
implies that the K0 of Chow motives and the K0 of numerical motives coincide, hence one can
argue as in Remark 5.3 and conclude that, in order to know that the Chow motive is mixed Tate,
it suffices to know that the Grothendieck class is mixed Tate.
5.6. Feynman integrals in momentum space and non-mixed-Tate examples. It was shown
in [12] that the parametric form of Feynman integrals in perturbative quantum field theory can be
formulated as a (possibly divergent) period integral on the complement of a hypersurface defined
by the vanishing of a combinatorial polynomial associated to Feynman graphs. Namely, one writes
the (unrenormalized) Feynman amplitudes for a massless scalar quantum field theory as integrals
(5.6) U(Γ) =
Γ(n−Dℓ/2)
(4π)ℓD/2
∫
σn
PΓ(t, p)
−n+Dℓ/2ωn
ΨΓ(t)−n+D(ℓ+1)/2
where n = #EΓ is the number of internal edges, ℓ = b1(Γ) is the number of loops, and D is the
spacetime dimension. Here we consider the “unregularized” Feynman integral, where D is just
the integer valued dimension, without performing the procedure of dimensional regularization that
analytically continues D to a complex number. The domain of integration is a simplex σn = {t ∈
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Rn+|
∑
i ti = 1}. In the integrand, ωn is the volume form, and PΓ and ΨΓ are polynomials defined
as follows. The graph polynomial is defined as
ΨΓ(t) =
∑
T
∏
e/∈T
te
where the summation is over spanning trees (assuming the graph Γ is connected). The polynomial
PΓ is given by
(5.7) PΓ(t, p) =
∑
C⊂Γ
sC
∏
e∈C
te
with the sum over cut-sets C (complements of a spanning tree plus one edge) and with variables
sC depending on the external momenta of the graph, sC = (
∑
v∈V (Γ1)
Pv)
2, where Γ1 is one of the
connected components after the cut (by momentum conservation, it does not matter which). The
variables Pv are given by combinations of the external momenta p = (pe) ∈ Q
#Eext(Γ)·D, in the
form Pv =
∑
e∈Eext(Γ),t(e)=v
pe, where
∑
e∈Eext(Γ)
pe = 0.
In the range −n + Dℓ/2 ≥ 0, which includes the log divergent case n = Dℓ/2, the Feynman
amplitude is therefore the integral of an algebraic differential form defined on the complement of
the graph hypersurface XˆΓ = {t ∈ A
n |ΨΓ(t) = 0}. Divergences occur due to the intersections
of the domain of integration σn with the hypersurface. Some regularization and renormalization
procedure is required to separate the chain of integration from the divergence locus. We refer the
reader to [12] (or to [52] for an introductory exposition).
It was originally conjectured by Kontsevich that the graph hypersurfaces XˆΓ would always be
mixed Tate motives, which would have explained the pervasive occurrence of multiple zeta values
in Feynman integral computations observed in [16]. A general result of [10] disproved the conjecture,
while more recent results of [18], [19], [29] showed explicit examples of Feynman graphs that give
rise to non-mixed-Tate periods.
5.7. Determinant hypersurface and parametric Feynman integrals. In [4] the computation
of parametric Feynman integrals was reformulated by replacing the graph hypersurface complement
by the complement of the determinant hypersurface.
More precisely, the (affine) graph hypersurface XˆΓ is defined by the vanishing of the graph poly-
nomial ΨΓ. It follows from the matrix-tree theorem that this polynomial can be written as a
determinant
ΨΓ(t) = detMΓ(t) =
∑
T
∏
e/∈T
te ,
with MΓ(t) the ℓ× ℓ matrix
(5.8) (MΓ)kr(t) =
n∑
i=1
tiηikηir,
where the matrix η is given by
ηik =
{
±1 edge ± ei ∈ loop ℓk
0 otherwise.
This definition of the matrix η involves the choice of a basis {ℓk} of the first homology H1(Γ;Z)
and the choice of an orientation of the edges of the graph, with ±e denoting the matching/reverse
orientation on the edge e. The resulting determinant ΨΓ(t) is independent of both choices.
One considers then the map
Υ : An → Aℓ
2
, Υ(t)kr =
∑
i
tiηikηir
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that realizes the graph hypersurface as the preimage
XˆΓ = Υ
−1(Dˆℓ)
of the determinant hypersurface Dˆℓ = {det(xij) = 0}.
It is shown in [4] that the map
(5.9) Υ : An r XˆΓ →֒ A
ℓ2 r Dˆℓ
is an embedding whenever the graph Γ is 3-edge-connected with a closed 2-cell embedding of face
width ≥ 3.
Remark 5.7. As discussed in §3 of [4], the 3-edge-connected condition on graphs can be viewed as a
strengthening of the usual 1PI (one-particle-irreducible) condition assumed in physics, since the 1PI
condition corresponds to 2-edge-connectivity. In perturbative quantum field theory, one considers
1PI graphs when computing the asymptotic expansion of the effective action. Similarly, one can
consider the 2PI effective action (which is related to non-equilibrium phenomena in quantum field
theory, see §10.5.1 of [57]) and restrict to 3-edge-connected graphs. The condition of having a closed
2-cell embedding of face width ≥ 3, on the other hand, is a strengthening of the analogous property
with face width ≥ 2, which conjecturally is satisfied for all 2-vertex-connected graphs (strong
orientable embedding conjecture, see Conjecture 5.5.16 of [54]). 2-vertex-connectivity is again a
natural strengthening of the 1PI condition. A detailed discussion of equivalent formulations and
implications of these combinatorial conditions, as well as specific examples of graphs that fail to
satisfy them, are given in §3 of [4].
Let PΓ(x, p) denote a homogeneous polynomial in x ∈ A
ℓ2 , with p ∈ Q#Eext(Γ)·D, with the property
that the restriction to the image of the map Υ = ΥΓ agrees with the second Symanzik polynomial
PΓ defined in (5.7),
PΓ(x, p)|x=Υ(t)∈Υ(An) = PΓ(t, p).
When the map ΥΓ is an embedding, one can, without loss of information, rewrite the parametric
Feynman integral as (see Lemma 2.3 of [4])
(5.10) U(Γ) =
∫
Υ(σn)
PΓ(x, p)
−n+Dℓ/2ωΓ(x)
det(x)−n+(ℓ+1)D/2
.
Here ωΓ(x) is an n-form on A
ℓ2 such that the restriction of ωΓ(x) to the subspace Υ(A
n) satisfies
ωΓ(Υ(t)) = ωn(t), with ωn the volume form on A
n. Under the condition that Υ is an embedding,
the restriction of the integrand to the image Υ(σn) then agrees with the original Feynman integral.
The question on the nature of periods is then reformulated in [4] by considering a normal crossings
divisor ΣˆΓ in A
ℓ2 with Υ(∂σn) ⊂ ΣˆΓ and considering the motive
(5.11) m(Aℓ
2
r Dˆℓ, ΣˆΓ r (ΣˆΓ ∩ Dˆℓ)).
The motive m(Aℓ
2
r Dˆℓ) of the determinant hypersurface complement belongs to the category of
mixed Tate motives (see Theorem 4.1 of [4]), with Grothendieck class
[Aℓ
2
r Dˆℓ] = L
(ℓ
2
)
ℓ∏
i=1
(Li − 1).
However, as shown in [4], the nature of the motive (5.11) is much more difficult to discern, because of
the nature of the intersection between the divisor ΣˆΓ and the determinant hypersurface. Assuming
the previous conditions on the graph (3-edge-connectedness with a closed 2-cell embedding of face
width at least 3), it is shown in Proposition 5.1 of [4] that one can consider a divisor Σˆℓ,g that
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only depends on ℓ = b1(Γ) and on the minimal genus g of the surface Sg realizing the closed 2-cell
embedding of Γ,
(5.12) Σˆℓ,g = L1 ∪ · · · ∪ L(f
2
),
where f = ℓ− 2g + 1 and the irreducible components L1, . . . , L(f
2
) are linear subspaces defined by
the equations {
xij = 0 1 ≤ i < j ≤ f − 1
xi1 + · · ·+ xi,f−1 = 0 1 ≤ i ≤ f − 1.
For a given choice of subspaces V1, . . . , Vℓ of a fixed ℓ-dimensional space, one defines the variety of
frames as
F(V1, . . . , Vℓ) := {(v1, . . . , vℓ) ∈ A
ℓ2 r Dˆℓ | vk ∈ Vk}.
In other words, the variety of frames F(V1, . . . , Vℓ) consists of the set of ℓ-tuples (v1, . . . , vℓ), with
vi ∈ Vi, such that dim span{v1, . . . , vℓ} = ℓ. It is shown in [4] that the motives (5.11) are mixed
Tate if the varieties of frames F(V1, . . . , Vℓ) are mixed Tate. This question is closely related to the
geometry of intersections of unions of Schubert cells in flag varieties and Kazhdan–Lusztig theory.
In this paper we will follow a different approach, which uses the same reformulation of parametric
Feynman integrals in momentum space in terms of determinant hypersurfaces, as in [4], but instead
of computing the integral in the determinant hypersurface complement, pulls it back to the Kausz
compactification of GLℓ, following the model of computations of Feynman integrals in configuration
spaces described in [21].
5.8. Cohomology and forms with logarithmic poles. Let X be a smooth projective variety
and Z ⊂ X a divisor. Let M⋆X ,Z denote, as before, the complex of meromorphic differential forms
on X with poles (of arbitrary order) along Z, and let Ω⋆X (log(Z)) be the complex of forms with
logarithmic poles along Z. Let U = X r Z and j : U →֒ X be the inclusion.
Grothendieck’s Comparison Theorem, [37], shows that the natural morphism (de Rham morphism)
M⋆X ,Z → Rj∗CU
is a quasi-isomorphism, hence de Rham cohomology H⋆dR(U) is computed by the hypercohomology
of the meromorphic de Rham complex. In particular, for U affine, the hypercohomology is not
necessary and all classes are represented by closed global differential forms, with hypercohomology
replaced by the cohomology of the complex of global sections.
The Logarithmic Comparison Theorem consists of the statement that, for certain classes of divisors
Z, the natural morphism
Ω⋆X (log(Z))→M
⋆
X ,Z
is also a quasi-isomorphism. This is known to hold for simple normal crossings divisors by [25], and
for strongly quasihomogeneous free divisors by [20], and for a larger class of locally quasihomoge-
neous divisors in [42]. For our purposes, we will focus only on the case of simple normal crossings
divisors.
In combination with Grothendieck’s Comparison Theorem, the Logarithmic Comparison Theorem
of [25] for a simple normal crossings divisor implies that the de Rham cohomology of the divisor
complement is computed by the hypercohomology of the logarithmic de Rham complex,
(5.13) H⋆dR(U) ≃ H
⋆(X ,Ω⋆X (logZ)).
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Remark 5.8. Even under the assumption that the complement U is affine, the hypercohomology
on the right hand side of (5.13) cannot always be replaced by global sections and cohomology. For
example, if X is a smooth projective curve of genus g, and U is the complement of n points in X ,
then H1dR(U) has dimension 2g + n − 1, but the dimension of the space of global sections of the
sheaf of logarithmic differentials is only g + n− 1 by Riemann-Roch.
Some direct comparisons between de Rham cohomology H⋆dR(U) and the cohomology of the loga-
rithmic de Rham complex are known. We discuss in the coming subsections how these apply to
our specific case. Our purpose is to replace the meromorphic form that arises in the Feynman inte-
gral computation with a cohomologous form with logarithmic poles along the divisor of the Kausz
compactification. In doing so, we need to maintain explicit control of the motive of the variety
over which cohomology is taken, and also maintain the algebraic nature of all the differential forms
involved.
5.9. Pullback to the Kausz compactification, forms with logarithmic poles, and renor-
malization. For fixedD, ℓ ∈ N (respectively the integer spacetime dimension and the loop number)
and for assigned external momenta p ∈ QD, we now consider the algebraic differential form
(5.14) ηΓ,D,ℓ,p(x) :=
PΓ(x, p)
−n+Dℓ/2ωΓ(x)
det(x)−n+(ℓ+1)D/2
.
For simplicity, we write the above as ηΓ(x). This is defined on the complement of the determinant
hypersurface, Aℓ
2
r Dˆℓ = GLℓ. Thus, by pulling back to the Kausz compactification, we can regard
it as an algebraic differential form on
KGLℓ r Zℓ = GLℓ,
where Zℓ is the normal crossings divisor at the boundary of the Kausz compactification.
5.9.1. Cellular decomposition approach. We consider a special case of a simple normal crossings
divisor Z in a smooth projective variety X , under the additional assumption that X has a cell
decomposition. We denote by {Xα,i} the finite collection of cells of dimension i, and in particular
we simply write Xα = Xα,dimX for the top dimensional cells.
Proposition 5.9. Let Z ⊂ X be a pair as above, with {Xα} the top dimensional cells of the
cellular decomposition. Given a meromorphic form η ∈ MmX ,Z , there exist forms β
(α) on Xα with
logarithmic poles along the normal crossings divisor Z, such that
(5.15) [β(α)] = [η|Xα ] ∈ H
∗
dR(Xα r Z).
Proof. Lemma 2.5 of [20] shows that the Logarithmic Comparison Theorem is equivalent to the
statement that, for all Stein open sets V ⊂ X , there are isomorphisms H⋆(Γ(V,Ω⋆X (logZ))) ≃
H⋆dR(V r Z). Namely, the hypercohomology in the Logarithmic Comparison Theorem can be
replaced by cohomology of the complex of sections, when restricted to Stein open sets. 
Remark 5.10. The forms β(α) do not match consistently on the closures of the cells Xα, because
of nontrivial Cˇech cocycles, hence they are not restrictions of a unique form with logarithmic poles
β defined on all of X . In particular, the forms β(α) obtained in this way depend on the cellular
decomposition used.
Lemma 5.11. Let Z ⊂ X and {Xα} be as above, and suppose given a meromorphic form η ∈
MNX ,Z , with N = dimX , and an N -chain σ ⊂ X with ∂σ ⊂ Σ, for a divisor Σ in X . After
performing a pole subtraction on the logaritmic forms on each cell Xα one can replace the integral∫
Σ η with a renormalized version
(5.16)
∫
σ
β+ :=
∑
α
∫
Xα∩σ
β(α),+,
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where β(α),+ is a simple pole subtraction on β(α). The integral (5.16) is a sum of periods of motives
m(Xα,Xα∩Σ). The information contained in the subtracted polar part is recovered by the Poincare´
residues
(5.17)
∫
σ∩ZI
ResZI (β) :=
∑
α
∫
σ∩ZI∩Xα
ResZI (β
(α))
along the intersections of components ZI = Zi1 ∩ · · · ∩Zik , I = {i1, . . . , ik} of the divisor Z. These
are sums of periods of the motives m(ZI ∩Xα).
Proof. Given the cell decomposition as above, we can write the integral as
(5.18)
∫
σ
η =
∑
α
∫
Xα∩σ
η|Xα =
∑
α
∫
Xα∩σ
β(α),
where each η|Xα is replaced by the cohomologous β
(α) with logarithmic poles. After performing a
pole subtraction on each β(α) we obtain holomorphic forms β(α),+, hence the resulting integral is
a period of m(Xα,Xα ∩ Σ). For the relation between polar subtraction and the Poincare´ residues,
see the discussion in §3.2 and §4.2 above. 
In both (5.16) and (5.17), we use the notation on the left-hand-side, with a global integral and a
global form β, purely as a formal shorthand notation for the sum of the integrals on the cells of
the β(α), since the latter are not restrictions of a global form β.
Remark 5.12. Notice that the resulting integral (5.16) obtained in this way can be identified with
a period of m(X ,Σ) only in the case where the forms β(α),+ are restrictions β(α),+ = β+|Xα of a
single holomorphic form β+ on X . More generally, the resulting (5.16) is only a sum of periods of
the motives m(Xα,Xα ∩Σ).
Remark 5.13. If the cellular decomposition of X has a single top dimensional cell X, then a
unique form with logarithmic poles β ∈ Ω⋆X(logZ), satisfying [η|X ] = [β] ∈ H
⋆
dR(X r Z), suffices
to regularize the integral
∫
σ η, with regularized value
∫
σ∩X β
+.
As we discussed in Proposition 5.4, the Kausz compactification is a spherical variety (Proposition
1.15 of §3 of [43] and also Propositions 9.1, 10.1 and 12.1 of [53]), hence it has a cellular decomposi-
tion (§3.1 of [14]) into cells X(λ, x) as in (5.5). Thus, we can apply the procedure described above,
to regularize the integral
∫
Υ(σ) ηΓ. While this regularization procedure depends on the choice of the
cell decomposition, the construction of [14] for spherical varieties provides a cellular structure that
is intrinsically defined by the orbit structure of KGLℓ and is quite naturally reflecting its geometry.
We can then perform a renormalization procedure based on the pole subtraction procedure for
forms with logarithmic poles described above.
Corollary 5.14. The cell decomposition {X(λ, x)} of KGLℓ has a single big cell X. Given ηΓ =
ηΓ,D,ℓ,p as in (5.14), there is a form βΓ = βΓ,D,ℓ,p on the big cell X, with logarithmic poles along
Zℓ, such that [ηΓ|X ] = [βΓ] ∈ H
⋆
dR(X r Z). Applying the Birkhoff factorization for forms with
logarithmic poles to βΓ, we obtain a renormalized integral of the form
(5.19) R(Γ) =
∫
Υ˜(σn)∩X
β+Γ,D,ℓ,p,
where β+Γ is a simple pole subtraction on βΓ.
Proof. As mentioned in Proposition 5.4, the spherical variety KGLℓ is a smooth toroidal equivariant
compactification of GLℓ (Proposition 1.15 of §3 of [43] and Propositions 9.1 and 12.1 of [53]). By
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§2.3 of [15] and Proposition 9.1 of [53], it then follows that there is just one big cell X. We can
then write the integral as
(5.20)
∫
Υ˜(σn)
ηΓ =
∫
X∩Υ˜(σn)
ηΓ|X ,
where Υ˜(σn) is the pullback to KGLℓ of the domain of integration Υ(σn).
Let H be the Hopf algebra of Feynman graphs. The morphism φ : H → M∗X,Zℓ∩X assigns to a
Feynman graph Γ a meromorphic differential form βΓ = βΓ,D,ℓ,p with logarithmic poles along Zℓ
satisfying [ηΓ|X ] = [βΓ] ∈ H
⋆
dR(X r Z).
We then perform the Birkhoff factorization, and we denote by β+Γ the regular differential form on
X ⊂ KGLℓ given by φ
+(Γ) = β+Γ . Since we only have logarithmic poles, by Proposition 4.1 the
operation becomes a simple pole subtraction and we have β+Γ = (1− T )βΓ. 
If we assume, as above, that the external momenta p in the polynomial PΓ(x, p) are rational, then
the form ηΓ = ηΓ,D,ℓ,p(x) is an algebraic differential form defined over Q, hence we can also assume
that the form with logarithmic poles βΓ is also defined over Q.
In addition to the integral (5.19), one also has the collection of the iterated Poincare´ residues along
the intersections of components of the divisor Zℓ. Namely, for any ZI,ℓ = ∩j∈IZj,ℓ, with Zj,ℓ the
components of Zℓ, we have the additional integrals
(5.21) R(Γ)I =
∫
Υ˜(σn)∩ZI,ℓ∩X
ResZI (βΓ).
5.9.2. Griffiths-Schmid approach. A global replacement of ηΓ by a single form βΓ,D,ℓ,p on KGLℓ
with logarithmic poles along Zℓ can be obtained if we use the C
∞-logarithmic de Rham complex
instead of the algebraic or analytic one.
Proposition 5.15. Consider the class [ηΓ] in the analytic de Rham cohomology H
∗
dR(GLℓ;C).
There is a C∞-form β∞Γ on KGLℓ with logarithmic poles along Zℓ such that
(5.22) [β∞Γ ] = [ηΓ] ∈ H
∗
dR(KGLℓ r Zℓ;C) = H
∗
dR(GLℓ;C).
Applying the Birkhoff factorization yields a renormalized integral
(5.23) R∞(Γ) =
∫
Υ˜(σn)
β∞,+Γ,D,ℓ,p,
where β∞,+Γ is a simple pole subtraction on β
∞
Γ , and iterated residues
(5.24) R∞(Γ)I =
∫
Υ˜(σn)∩ZI,ℓ
ResZI (β
∞
Γ ).
Proof. For X a complex smooth projective variety and Z a simple normal crossings divisor, let
ΩC∞(X )(logZ) be the C
∞-logarithmic de Rham complex. The Griffiths-Schmid theorem (Proposi-
tion 5.14 of [36]) shows that there is an isomorphism H∗dR(U) = H
∗(ΩC∞(X )(logZ)). 
Remark 5.16. With the Griffiths-Schmid theorem one looses the algebraicity of differential forms.
Namely, the forms β∞Γ and β
∞,+
Γ are only smooth and not algebraic or analytic differential forms.
Even if the resulting form β∞,+Γ , after pole subtraction, can then be replaced by an algebraic
de Rham form in the same cohomology class in H∗dR(KGLℓ;C), it will remain, in general, only a
form with C-coefficients and not one defined over Q. Thus, following this approach one obtains a
consistent renormalization procedure, but one can lose control on the description of the resulting
integrals as periods of motives defined over a number field.
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5.9.3. The Hodge filtration approach. There is another case in which a form can be replaced globally
by a cohomologous one with logarithmic poles on the complement of a normal crossings divisor,
while only using algebraic or analytic forms. Indeed, there is a particular piece of the de Rham
cohomology that is always realized by global sections of the (algebraic) logarithmic de Rham com-
plex. This is the piece FnHndR(U) of the Hodge filtration of Deligne’s mixed Hodge structure, with
n = dimX . This Hodge filtration on U is given by
F pHkdR(U) = Im(H
k(X ,Ω≥pX (logZ))→ H
k(X ,Ω⋆X (logZ))).
Proposition 5.17. Let X be a smooth projective variety with N = dimX , and let Z be a simple
normal crossings divisor with affine complement U = X rZ. Then, for n ≤ N , the Hodge filtration
satisfies
(5.25) H0(X ,ΩnX (logZ)) = F
nHndR(U)/F
n+1HndR(U).
In the case where n = N the right-hand-side is reduced to FNHNdR(U).
Proof. The Hodge filtration F pHkdR(U) is induced by the naive filtration on Ω
⋆
X (logZ). Recall that
(see Theorem 8.21 and Proposition 8.25 of [62]) the spectral sequence of a filtration F on a complex
K⋆ that comes from a double complex Kp,q, with
F pKn = ⊕r≥p,r+s=nK
r,s
has terms
Ep,q0 = Gr
F
p K
p+q = F pKp+q/F p+1Kp+q = Kp,q
Ep,q1 = H
p+q(GrFp K
⋆) = Hq(Kp,⋆)
Ep,q∞ = Gr
F
p H
p+q(K⋆).
The spectral sequence above, applied to the Hodge filtration F pHkdR(U), is referred to as the
Fro¨licher spectral sequence. It has
Ep,q1 = H
q(X ,ΩpX (logZ))
Ep,q∞ = F
pHp+qdR (U)/F
p+1Hp+qdR (U).
In particular, En,01 = H
0(X ,ΩnX (logZ)) and E
n,0
∞ = FnHndR(U)/F
n+1HndR(U). When n = N =
dimX , the term FN+1HNdR(U) vanishes for dimensional reasons.
Deligne proved in [25] (see also the formulation of the result given in Theorem 8.35 of [62]) that,
in the case where Z is a normal crossings divisor, the Fro¨licher spectral sequence of the Hodge
filtration degenerates at the E1 term. Thus, in particular, we obtain (5.25). 
Corollary 5.18. Given a meromorphic form η with [η] ∈ FnHndR(GLℓ)/F
n+1HndR(GLℓ), with
n ≤ ℓ2 = dimKGLℓ, there is a form β on KGLℓ with logarithmic poles along the normal crossings
divisor Zℓ, such that
(5.26) [β] = [η] ∈ HndR(KGLℓ r Zℓ) = H
n
dR(GLℓ).
Then after pole subtraction one obtains
(5.27)
∫
Υ˜(σn)
β+,
which is a period of m(KGLℓ,Σℓ,g).
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In this case also, in addition to the integral (5.27), we also have the iterated residues (which in this
case exist globally),
(5.28)
∫
Υ˜(σn)∩ZI,ℓ
ResZI (β).
In general, it is difficult to estimate where the form ηΓ lies in the Hodge filtration. One can give
an estimate, based on the relation between the filtration by order of pole and the Hodge filtration,
but it need not be accurate because exact forms can cancel higher order poles. The same issue was
discussed, in the original formulation in the graph hypersurface complement, in §9.2 and Proposition
9.8 of [13].
Let X be a smooth projective variety and Z ⊂ X a simple normal crossings divisor. As before, let
M⋆Z,X denote the complex of meromorphic differential forms on X with poles (of arbitrary order)
along Z. This complex has a filtration P ⋆M⋆Z,X by order of poles (polar filtration), where P
kMmZ,X
consists of the m-forms with pole of order at most m − k + 1, if m − k ≥ 0 and zero otherwise.
Deligne showed in §II.3, Proposition 3.13 of [26] and Proposition 3.1.11 of [25], that the filtration
induced on the subcomplex Ω⋆X (logZ) by the polar filtration on M
⋆
Z,X is the naive filtration (that
is, the Hodge filtration), and that the natural morphism
(Ω⋆X (logZ), F
⋆)→ (M⋆Z,X , P
⋆)
is a filtered quasi-isomorphism. In particular (Theorem 2 of [27]) the image of H⋆(X , P kM⋆X ,Z)
inside H⋆dR(U) contains F
kH⋆dR(U). This means that we can use the order of pole to obtain at least
an estimate of the position of [ηΓ] in the Hodge filtration. We need to compute the order of pole of
the pullback of the form ηΓ along the blowups in the construction of the compactification KGLℓ.
Proposition 5.19. For a graph Γ with n = #EΓ and ℓ = b1(Γ), such that n ≥ ℓ − 2, and with
spacetime dimension D ∈ N, the position of [ηΓ] in the Hodge filtration F
kHndR(GLℓ) is estimated
by k ≥ n− (ℓ− 1)(−n + (ℓ+ 1)D/2) + (ℓ− 1)2.
Proof. At the first step in the construction of the compactification KGLℓ we blow up the locus of
matrices of rank one. We need to compare the order of vanishing of det(x)−n+(ℓ+1)D/2 along this
locus, with the order of zero acquired by the form ωΓ along the exceptional divisor of this blowup.
The determinant vanishes at order ℓ−1 on that stratum. The form ωΓ, on the other hand, acquires
a zero of order c − 1 where c is the codimension of the blowup locus. This can be seen in a local
model: when blowing up a locus L = {z1 = · · · = zc = 0} in C
N , the local coordinates wi in
the blowup can be taken as wiwc = zi for i < c and wi = zi for i ≥ c, with E = {wc = 0} the
exceptional divisor. Then for n ≥ c, and a form dz1 ∧ · · · ∧ dzn, the pullback satisfies
π∗(dz1 ∧ · · · ∧ dzn) = d(wcw1) ∧ · · · ∧ d(wcwc−1) ∧ d(wc) ∧ · · · ∧ d(wn) = w
c−1
c dw1 ∧ · · · ∧ dwn.
The codimension of the locus of rank one matrices is c = (ℓ − 1)2. Thus, when performing the
first blowup in the construction of KGLℓ, the pullback of the form ηΓ acquires a pole of order
(ℓ−1)(−n+(ℓ+1)D/2)−(ℓ−1)2+1 along the exceptional divisor. Further blowups do not alter this
pole order, hence we can estimate that the pullback of the n-form ηΓ to the Kausz compactification
is in the term P k of the polar filtration, with n− k + 1 = (ℓ− 1)(−n+ (ℓ+ 1)D/2)− (ℓ− 1)2 + 1.
Taking into account the possibility of reductions of the order of pole, due to cancellations coming
from exact forms, we obtain an estimate for the position in the polar and in the Hodge filtration,
with k ≥ n− (ℓ− 1)(−n + (ℓ+ 1)D/2) + (ℓ− 1)2. 
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5.10. Nature of the period. We then discuss the nature of the period obtained by the evaluation
of (5.27). We need a preliminary result. We define a mixed Tate configuration Y in an ambient
variety X as follows.
Definition 5.20. Let X be a smooth projective variety and Y ⊂ X a divisor with irreducible
components {Yi}
N
i=1. Let CY = {YI = Yi1 ∩ · · · ∩ Yik | I = (i1, . . . , ik), k ≤ N}. Then Y is a mixed
Tate configuration if all unions YI1∪· · ·∪YIr of elements of the set CY have motives m(YI1∪· · ·∪YIr)
contained in the Voevodsky derived category of mixed Tate motives.
Remark 5.21. Note that in Definition 5.20 we do not require that Y is necessarily a normal cross-
ings divisor. However, in the case of the boundary divisor Zℓ of KGLℓ, we will use in Proposition
5.29 the fact that it is also normal crossings, in addition to satisfying the condition of Definition 5.20
(see Lemma 5.23).
Let Σℓ,g be the proper transform of the divisor given by the projective version of Σˆℓ,g described in
(5.12), defined by the same equations.
Lemma 5.22. The divisor Σℓ,g is a mixed Tate configuration.
Proof. By (5.12), Σℓ,g and any arbitrary union of components are hyperplane arrangements. It is
known from [9] that motives of hyperplane arrangements are mixed Tate, see also §1.7.1–1.7.2 and
§3.1.1 of [30], where the computation of the motive in the Voevodsky category can be obtained
in terms of Orlik–Solomon models. Using a characterization of the mixed Tate condition in terms
of eigenvalues of Frobenius, the mixed Tate nature of hyperplane arrangements was also proved
in Proposition 3.1.1 of [48]. The mixed Tate property can be seen very explicitly at the level of
the virtual motive. In fact, the Grothendieck class of an arrangement A in Pn is explicitly given
(Theorem 1.1. of [3]) by
[A] = [Pn]−
χAˆ(L)
L− 1
,
where χAˆ(t) is the characteristic polynomial of the associated central arrangement Aˆ in A
n+1. It
then follows by inclusion-exclusion in the Grothendieck ring that all unions and intersections of
components of A are mixed Tate. 
Lemma 5.23. The boundary divisor Zℓ of the Kausz compactification KGLℓ is a mixed Tate
configuration.
Proof. The motives of unions of intersections of components of Zℓ can be described in terms of
motives of bundles over products of flag varieties with fibers that are lower dimensional compact-
ifications KGLi and PGLi, and we proved in Proposition 5.4 (see also Propositions 5.1 and 5.2)
that all these motives are Tate, hence the condition of Definition 5.20 is satisfied. 
Proposition 5.24. When the form βΓ,D,ℓ,p on the big cell extends to a logarithmic form in
Ω⋆KGLℓ(logZℓ), the integral R(Γ) =
∫
Υ˜(σn)
β+Γ,D,ℓ,p is a period of a mixed Tate motive.
Proof. In the globally defined case, this is an integral of an algebraic differential form defined on
the compactification KGLℓ, hence a genuine period, in the sense of algebraic geometry, of KGLℓ.
By Proposition 5.4, we know that the Chow motive h(KGLℓ) is Tate. We also know from Lemma
5.22 that the motive m(Σℓ,g) is mixed Tate. Under the embedding of pure motives into mixed
motives we obtain objects m(KGLℓ) and m(Σℓ,g) in the derived category of mixed Tate motives,
DMTM(Q), that is, the smallest triangulated subcategory of the Voevodsky triangulated category
of mixed motives DM(Q) containing all the Tate objects Q(n). It then follows that the relative
motive m(KGLℓ,Σℓ,g) is also mixed Tate, as it sits in a distinguished triangle in the Voevodsky
triangulated category, where the other two terms are mixed Tate. 
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Remark 5.25. In the proof of Proposition 5.24 here above, we viewed the motive m(KGLℓ,Σℓ,g)
as an element in the derived category DMTM(Q) of mixed Tate motives. All the varieties we are
considering are defined over a number field, in fact over Q. In the number field case, an abelian
category of mixed Tate motives can be constructed as the heart of a t-structure in DMTM(Q):
this is possible because the Beilinson-Soule´ vanishing conjecture holds over a number field, see
[50]. We denote by MTM(Q) this abelian category of mixed Tate motives. To obtain objects
in MTM(Q) one applies the cohomology functor with respect to the t-structure. For example,
for a projective space Pn, one has the motive m(Pn) = Q(0) ⊕ Q(−1)[2] ⊕ · · · ⊕ Q(−n)[2n] in
DMTM(Q); its cohomology with respect to the t-structure is h2i(m(P
n)) = Q(−i), which is an
object in MTM(Q), while the shifts are not. In the following, with an abuse of notation, we
will write the motive simply as m(KGLℓ,Σℓ,g), and more generally m(KGLℓ r A,B) for the cases
considered in Proposition 5.29, although when we refer to the motive in MTM(Q) what we are
really considering are the pieces of the cohomology with respect to the t-structure, and in particular,
for the conclusion about the period, the piece that corresponds to the degree of the differential form.
Proposition 5.26. Let βΓ,D,ℓ,p be the form with logarithmic poles on the top cell X of the cellular
decomposition of KGLℓ, as in Corollary 5.14. If the motive m(Σℓ,g ∩X) is mixed Tate, then the
integral R(Γ) =
∫
Υ˜(σn)
β+Γ,D,ℓ,p is a period of a mixed Tate motive.
Proof. Using distinguished triangles in the Voevodsky category, we see that, if the motive m(Σℓ,g ∩
X) is mixed Tate, then the motive m(X,Σℓ,g ∩X) also is, since the big cell has m(X) = L
ℓ2 . The
result then follows, since the integral is by construction a period of the motive m(X,Σℓ,g ∩X). 
Remark 5.27. The central difficulty in the approach of [4], which was to analyze the nature of
the motive of m(Σℓ,g ∩Dℓ), is here replaced by the problem of identifying the nature of the motive
m(Σℓ,g ∩X), where X is the big cell of KGLℓ.
It may seem at first that we have simply substituted the problem of understanding for which range
of (ℓ, g) the intersection of the divisor Σℓ,g with GLℓ remains mixed Tate, with the very similar
problem of when the intersection of Σℓ,g with the big cell X of KGLℓ remains mixed Tate. However,
this reformulation makes it possible to use the explicit description of the cells X(λ, x) of spherical
varieties in terms of limits as in (5.5), to analyze this question. We do not discuss this further in
the present paper, and we simply state it as a question.
Question 5.28. Let X be the big cell of the cellular decomposition (5.5) of KGLℓ and let Σℓ,g be
the divisor described above. For which pairs (ℓ, g) is the motive m(Σℓ,g ∩X) mixed Tate?
One defines the category MTM(Z) of mixed Tate motives over Z as mixed Tate motives in
MTM(Q) that are unramified over Z. An object of MTM(Q) is unramified over Z if and only
if, for any prime p, there exists a prime ℓ 6= p such that the ℓ-adic realization is unramified at p,
see Proposition 1.8 of [28]. In the following statement our notation for the motives is meant as in
Remark 5.25 above.
Proposition 5.29. The motives m(KGLℓ) are unramified over Z. More generally, if A and B are
unions of two disjoint sets of components of the boundary divisor Zℓ of the compactification KGLℓ,
the motives m(KGLℓ rA,B) are unramified over Z.
Proof. This question can be approached in a way analogous to our previous discussion of the Chow
motive, namely using the description of KGLℓ as an iterated blowup and the properties of the
divisor of the compactification. The argument is similar to the one used in Theorem 4.1 and
Proposition 4.3 of [35] to prove the analogous statement for the moduli spaces M0,n of rational
curved with marked points. There, it is shown thatM0,n is unramified over Z by showing that the
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combinatorics of the normal crossings divisor of the compactification is not altered by reductions
mod p, see Definition 4.2 of [35]. For a pair (X ,Z), with Z ⊂ X a normal crossing divisor, the
condition that the reduction mod p does not alter the combinatorics means that X and all the
strata of Z are smooth over Zp and the reduction mod p gives a bijection from the strata of Z
to those of the special fiber (see Definition 4.2 of [35] and Definition 3.9 of [34]). In our case
we have X = KGLℓ, with Z = Zℓ the boundary divisor of the Kausz compactification. As we
showed in §§5.3, 5.4, and 5.5, the motive m(KGLℓ) is a Tate motive. More generally, the motives
m(KGLℓ r A,B) are mixed Tate over Q: this can be seen as in Proposition 3.6 of [34], using
Lemma 5.23, which shows that Zℓ is both a normal crossings divisor and a mixed Tate configuration
in the sense of Definition 5.20. This implies, by the argument of Proposition 3.6 of [34], that all
the motives m(KGLℓ r A,B) are mixed Tate over Q. To check the condition that the reduction
map preserves the combinatorics of (KGLℓ,Zℓ), first note that both KGLℓ and the strata of the
normal crossing divisor Zℓ are smooth over Z, by Corollary 4.2 [47]. Moreover, the description of
the Kausz compactification and of the strata of its boundary divisor given in Theorems 9.1 and 9.3
of [47] also holds over fields of characteristic p and is compatible with reduction, so that the set
of strata is matched under the reduction map. The argument of Proposition 4.3 of [35] showing
that the ℓ-adic realization is then unramified, for all ℓ with ℓ 6= p, is based on the argument of
Proposition 3.10 of [34]. Following this reasoning, the cohomologies H∗(X rA,B) can be computed
using a simplicial resolution S•(X rA,B), whose simplexes correspond to unions of intersections of
components of the divisor. The argument of Proposition 3.10 of [34] then shows that the reduction
map applied to the simplicial schemes S•(X rA,B) induces an isomorphism in e´tale cohomology,
H∗et(X¯ r A¯, B¯,Qℓ) ≃ H
∗
et(X¯
0 r A¯0, B¯0,Qℓ), where X¯ = X ⊗Zp Qp and X
0 is the special fiber of the
reduction. This shows that the e´tale realization is unramified for ℓ 6= p. By Proposition 1.8 of [28]
this means that the motives m(KGLℓ rA,B) are mixed Tate over Z. 
Remark 5.30. Given that the unramified condition holds, one can conclude from Brown’s theorem
[17] and the previous Proposition 5.24 (and Proposition 5.26, when m(Σℓ,g∩X) is mixed Tate) that
the integral (5.27) is a Q[ 12πi ]-linear combination of multiple zeta values.
5.11. Comparison with Feynman integrals. The result obtained in this way clearly differs from
the usual computation of Feynman integrals, where the methods used are based on regularization
and pole subtraction of the integral (dimensional regularization, cutoff, zeta regularization, etc.)
There are several reasons behind this difference, which we now discuss briefly.
In the usual physical renormalization non-mixed-Tate periods are known to occur, [18], [19]. In
the setting we discussed here, the only possible source of non-mixed-Tate cases is the motive of the
intersection Σℓ,g ∩X, where X is the big cell of the Kausz compactification KGLℓ. In particular,
this locus is the same for all graphs with fixed loop number ℓ and fixed genus g. However, in the
usual physical renormalization, not all graphs with the same ℓ and g have periods of the same
nature, as one can see from the examples analyzed in [29], [59].
There is loss of information in mapping the computation of the Feynman integral from the com-
plement of the graph hypersurface (as in [12], [18], [19]) to the complement of the determinant
hypersurface (as in [4]), when the combinatorial conditions on the graph recalled in §5.7 are not
satisfied. Explicit examples of graphs that violate those conditions are given in §3 of [4]. In such
cases the map (5.9) need not be an embedding, hence part of the information contained in the
Feynman integral calculation (5.6) will be lost in passing to (5.10).
However, this type of loss of information does not affect some of the cases where non-mixed Tate
motives are known to appear in the momentum space Feynman amplitude.
Example 5.31. Let Γ be the graph with 14 edges that gives a counterexample to the Kontsevich
polynomial countability conjecture, in Section 1 of [29]. The map Υ : An → Aℓ
2
of (5.9) has
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n = #E(Γ) = 14 and ℓ = b1(Γ) = 7. Let Υi denote the composition of the map Υ with the
projection onto the i-th row of the matrixMΓ of (5.8). In order to check if the embedding condition
for Υ is satisfied, we know from Lemma 3.1 of [4] that it suffices to check that Υi is injective for i
ranging over a set of loops such that every edge of Γ is part of a loop in that set. This can then be
checked by computer verification for the matrix MΓ of this particular graph.
The example above is a log divergent graph in dimension four. It is known to give a non-mixed
Tate contribution with the usual method of computation of the Feynman integral, [29], [18]. The
same verification method we used for this case can be applied to the other currently known explicit
counterexamples in [29], [18], [59], [19].
Even for integrals (including the example above) where the map (5.9) is an embedding, the regular-
ization and renormalization procedure described here, using the Kausz compactification and sub-
traction of residues for forms with logarithmic poles, is not equivalent to the usual renormalization
procedures of the regularized integrals. For instance, our regularized form (hence our regularized
integral) can be trivial in cases where the usual regularization and renormalization would give a
non-trivial result. This may occur if the form β with logarithmic poles happens to have a nontrivial
residue, but a trivial holomorphic part β+.
In such cases, part of the information loss coming from pole subtraction on the differential form is
compensated by keeping track of the residues. However, in our setting these also deliver only mixed
Tate periods, so that even when this information is included, one still loses the richer structure
of the periods arising from other methods of regularization and renormalization, adopted in the
physics literature.
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