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Abstract. We study the tracking of a trajectory for a nonholonomic system by recasting the5
problem as a constrained optimal control problem. The cost function is chosen to minimize the6
error in positions and velocities between the trajectory of a nonholonomic system and the desired7
reference trajectory, both evolving on the distribution which defines the nonholonomic constraints.8
The problem is studied from a geometric framework. Optimality conditions are determined by9
the Pontryagin Maximum Principle and also from a variational point of view, which allows the10
construction of geometric integrators. Examples and numerical simulations are shown to validate11
the results.12
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1. Introduction. Nonholonomic optimal control problems arise in many engi-16
neering applications, for instance systems with wheels, such as cars and bicycles, and17
systems with blades or skates. There are thus multiple applications in the context18
of wheeled motion, space or mobile robotics and robotic manipulation. The earliest19
work on control of nonholonomic systems is by R. W. Brockett in [9]. A. M. Bloch20
[1], [2] has examined several control theoretic issues which pertain to both holonomic21
and nonholonomic systems in a very general form. The seminal works about stabiliza-22
tion in nonholonomic control systems were done by A. M. Bloch, N. H. McClamroch,23
and M. Reyhanoglu in [2], [5], [6], [7], and more recent results on the topic has been24
developed by A. Zuyev [32].25
Geometrically, a conservative dynamical system of mechanical type is completely26
determined by a Riemannian manifold Q, the kinetic energy of the mechanical sys-27
tem, which is defined through the Riemannian metric G on Q and the potential forces28
encoded into a potential (conservative) function V : Q→ R. These objects, together29
with a non-integrable distribution D ⊂ TQ on the tangent bundle of the configuration30
space determines a nonholonomic mechanical system (see [1] and references therein).31
Note that the description that we propose for dynamical systems of mechanical type32
only apply for conservative systems, as there might be also non-conservative (dissipa-33
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tive and gyroscopic) forces in general mechanical systems.34
Stabilization of an equilibrium point of a mechanical system on a Riemannian35
manifold has been a problem well studied in the literature from a geometric framework36
along the last decades (see [1] and [11] for a review on the topic). Further extensions37
of these results to the problem of tracking a smooth and bounded trajectory can be38
found in [11] where a proportional and derivative plus feed forward (PD+FF) feedback39
control law is proposed for tracking a trajectory on a Riemannian manifold using error40
functions.41
For trajectory tracking, the usual approach of stabilization of error dynamics42
[21], [26], [27], [30] cannot be utilized for nonholonomic systems. This is because43
there does not exist a C1 (even continuous) state feedback which can stabilize the44
trajectory of a nonholonomic system about a desired equilibrium point. The closed45
loop trajectory violates Brockett’s condition [10], [7] which states that any system46
of the form ẋ = f(x, u) must have a neighborhood of zero in the image of the map47
x→ f(x, u) for some u in the control set. This result appears in Theorem 4 in [7].48
In this paper, we introduce a geometrical framework in nonholonomic mechanics49
to study tracking of trajectories for nonholonomic systems based on [13], [17], [18].50
The application of modern tools from differential geometry in the fields of mechan-51
ics, control theory and numerical integration has led to significant progress in these52
research areas. For instance, the study on the geometrical formulation of the nonholo-53
nomic equations of motion has led to better understanding of different engineering54
problems such locomotion generation, controllability, motion planning, and trajectory55
tracking [1], [11], [17].56
Combining the ideas of geometric methods in control theory, nonholonomic sys-57
tems and optimization techniques, in this paper, we study the underlying geometry58
of a tracking problem for nonholonomic systems by understanding it as a constrained59
optimal control problem for mechanical systems subject to nonholonomic constraints.60
Given a reference trajectory γr(t) = (qr(t), vr(t)) on D the problem studied in this61
work consists on finding an admissible curve γ(t) ∈ D, solving a dynamical control62
system, with prescribed boundary conditions on D and minimizing a cost functional63
which involves the error between the reference trajectory and the trajectory one wants64
to find (in terms of both, positions and velocities), and the effort of the control inputs.65
This cost functional is accomplished with a weighted terminal cost (also known as66
Mayer term) which induces a constraint into the dynamics on D.67
We propose a geometric derivation of the equations of motion for tracking a68
trajectory of a nonholonomic system as an optimal control problem from two different69
points of view: as a constrained optimal control problem on the tangent space to70
the distribution D and from the Pontryagin Maximum Principle (PMP), where the71
optimal Hamiltonian is defined on the cotangent bundle of the constraint distribution.72
Both approaches allow the reduction in the degrees of freedom of the equations for73
the optimal control problem, compared with typical methods describing the dynamics74
of a nonholonomic system, as the ones arising from the application of the classical75
Lagrange-d’Alembert principle. The main advantages in this geometric framework76
consist in the use of a basis of vector fields adapted to D allowing such a reduction of77
some degrees of freedom in the dynamics for a nonholonomic mechanical system.78
It is well known that (see [1] for instance) Hamilton equations (in the cotan-79
gent bundle), are the dual representation of Euler-Lagrange equations (in the tangent80
bundle). By employing an arbitrary discretization of the necessary conditions for81
optimality arising from the PMP together with a shooting method for the boundary82
value problem, one can observe that for mechanical systems, the physical behavior of83
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the system is not respected. Therefore it is needed to develop numerical algorithms84
showing a good qualitative behavior of solutions in simulations. Our motivation to de-85
velop a Lagrangian formalism for the optimal trajectory tracking problems is mainly86
based on the fact that by considering a Lagrangian formalism it is possible to con-87
struct variational integrators. That is, a class of geometric numerical schemes that88
preserves the qualitative features of the system such as momentum preservation and89
symplecticity, and have remarkably good long-time energy behavior. This can be90
achieved by discretizing the variational principle, instead of discretizing the equa-91
tions of motion as is usual in the literature to construct numerical methods for this92
class of problems. Moreover, it is also well known that Noether’s theorem (given93
in the Lagrangian framework) provides a direct link between symmetries and con-94
served quantities which is preserved by the discretization of variational principles in95
the Lagrangian framework.96
To test the efficiency of the proposed approach with the PMP, we use a Runge97
Kutta integrator together with a shooting method in the solution of a trajectory opti-98
mization for a simple but challenging benchmark mechanical system: a fully actuated99
particle subject to a nonholonomic constraint into the dynamics. We observed in100
the simulations how difficult is to achieve the reference trajectory in the constraint101
submanifold under the boundary conditions in the problem set-up. This motivate to102
us to propose a new numerical scheme to achieve the reference trajectory. This new103
scheme is based on a variational integrator. Such an integrator is tested in a classical104
nonholonomic system of mechanical type: the Chaplyigin sleigh. Numerical simula-105
tions exhibit an accurate convergence to the reference trajectory and a good behavior106
of the energy associated with the optimal control problem. Preliminaries results of107
this work by employing the PMP can be found our conference paper [28].108
The paper is structured as follows: we introduce mechanical systems on a man-109
ifold, connections on a Riemannian manifold and the geometry of nonholonomic dy-110
namical systems on Section 2, together with the examples we used as benchmarks:111
the nonholonomic particle and the Chaplygin sleigh. Section 3 introduces the details112
of the problem under study motivated by the non-existence of a C1 feedback control113
to stabilize the error dynamics in nonholonomic systems. Necessary conditions for ex-114
trema in the proposed optimal control problem are studied from the PMP and from a115
variational formalism in Section 4. The last motivate the construction of variational116
integrators in Section 5. We also show numerical results and analyze the results we117
obtain. A final discussion and further applications and extensions of this work are118
presented in Section 6119
2. Nonholonomic mechanical systems. Let Q be the configuration space of120
a mechanical system, a differentiable manifold with dim(Q) = n, and local coor-121
dinates denoted by (qi) for i = 1, . . . , n. Most nonholonomic systems have linear122
constraints on velocities, and these are the ones we will consider. Linear constraints123
on the velocities (or Pfaffian constraints) are locally given by equations of the form124
φa(qi, q̇i) = µai (q)q̇
i = 0, 1 ≤ a ≤ m, depending, in general, on their configurations125
and their velocities.126
From an intrinsic point of view, the linear constraints are defined by a regular127
distribution D on Q of constant rank (n−m) such that the annihilator of D is locally128
given at each point of Q by Doq = span
{
µa(q) = µai dq
i ; 1 ≤ a ≤ m
}
, where µa are129
independent one-forms at each point of Q.130
We restrict ourselves to the case of nonholonomic mechanical systems where the131
Lagrangian is of mechanical type, that is, mechanical systems with a dynamics de-132
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G(vq, vq)− V (q),134
with vq ∈ TqQ, where G denotes a Riemannian metric on Q representing the kinetic135
energy of the systems, and V : Q→ R is a potential function.136
Assume that the Lagrangian system is subject to nonholonomic constraints, de-137
fined by a regular distribution D on Q with corank(D) = m. Denote by τD : D → Q138
the canonical projection from D to Q, denote by Γ(τD) the set of sections of τD and139
also denote by X(Q) the set of vector fields taking values on D. If X,Y ∈ X(Q), then140
[X,Y ] denotes the standard Lie bracket of vector fields.141
Definition 2.1. A nonholonomic mechanical system on a smooth manifold Q142
is given by the triple (G, V,D), where G is a Riemannian metric on Q, representing143
the kinetic energy of the system, V : Q → R is a smooth function representing the144
potential energy and D a non-integrable smooth distribution on Q representing the145
nonholonomic constraints.146
Given X,Y ∈ Γ(τD) that is, X(x) ∈ Dx and Y (x) ∈ Dx for all x ∈ Q, then147
it could happen that [X,Y ] /∈ Γ(τD) since D is nonintegrable. We want to obtain a148
bracket definition for sections on D. Using the Riemannian metric G we can define two149
complementary orthogonal projectors P : TQ → D and Q : TQ → D⊥, with respect150
to the tangent bundle orthogonal decomposition D ⊕ D⊥ = TQ. Therefore, given151
X,Y ∈ Γ(τD) we define the nonholonomic bracket [[·, ·]] : Γ(τD) × Γ(τD) → Γ(τD)152
as [[XA, XB ]] := P[XA, XB ]. This Lie bracket verifies the usual properties of a Lie153
bracket except the Jacobi identity (see [3], [16] for example).154
Definition 2.2. Consider the restriction of the Riemannian metric G to the dis-155
tribution D, GD : D ×Q D → R and define ∇G
D
: Γ(τD)× Γ(τD)→ Γ(τD), the Levi-156
Civita connection determined by the following two properties:157





2. X(GD(Y,Z)) = GD(∇G
D
X Y,Z) + GD(Y,∇
GD
X Z).159
Let (qi) be local coordinates on Q and {eA} be independent vector fields on160
Γ(τD) (that is, eA(x) ∈ Dx) such that Dx = span {eA(x)}, x ∈ U ⊂ Q. Then, we161





eB eC = Γ
A
BC(q)eA. Note that the coefficients Γ
C
AB of the connection ∇G
D
can be163




(CBCA + CACB + CCAB)165
where the constant structures CCAB are defined by [[XA, XB ]] = CCABXC .166
Definition 2.3. A curve γ : I ⊂ R → D is admissible if γ(t) = dσ
dt
(t), where167
τD ◦ γ = σ.168
Given local coordinates on Q, (qi) with i = 1, . . . , n; and {eA} sections on Γ(τD),169
with A = 1, . . . , n −m, such that eA = ρiA(q)
∂
∂qi
we introduce induced coordinates170
(qi, vA) on D, where, if e ∈ Dx then e = vAeA(x). Therefore, the curve γ(t) =171
(qi(t), vA(t)) is admissible if q̇i(t) = ρiA(q(t))v
A(t).172
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GD(v, v)− V (τD(v)), with v ∈ D.
Definition 2.4. A solution of the nonholonomic problem is an admissible curve
γ : I → D such that
∇G
D
γ(t)γ(t) + gradGDV (τD(γ(t))) = 0.
Here the section gradGDV ∈ Γ(τD) is characterized by173
GD(gradGDV,X) = X(V ), for every X ∈ Γ(τD).174
These equations are equivalent to the nonholonomic equations. Locally, these175
equations are given by176
q̇i = ρiA(q)v
A(2.2)177





where (GD)AB denotes the coefficients of the inverse matrix of (GD)AB determined180
by GD(eA, eB) = (GD)AB .181
Remark 2.5. The nonholonomic equations (2.2)-(2.3) only depend on the coor-182
dinates (qi, vA) on D. Therefore the nonholonomic equations are free of Lagrange183
multipliers. These equations are equivalent to the nonholonomic Hamel equations184
(see [8], for example).185
2.1. Example: the Chaplygin sleigh . The Chaplygin sleigh (see [1]) is a186
rigid body moving on a horizontal plane with three contact points, two of which slide187
freely without friction. The third one is a knife edge, which imposes the nonholonomic188
constraint of no motion perpendicular to the direction of the blade. The configuration189
space is Q = SE(2), with local coordinates (x1, x2, θ). The coordinates (x1, x2) denote190
the contact point of the blade with the plane and θ the orientation of the blade.191
Fig. 1. The Chaplygin sleigh
The Lagrangian is of kinetic type and if we assume that the center of mass lies in









2 + 2aθ̇(−ẋ1 sin θ + ẋ2 cos θ)
))
,
where m denotes the mass of the body, J the moment of inertia relative to the center
of mass and a the distance between the center of mass and the contact point of the
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blade. The matrix of the metric defining the kinetic Lagrangian is given by m 0 −ma sin θ0 m ma cos θ
−ma sin θ ma cos θ J +ma2
 .














To derive the nonholonomic equations in adapted coordinates, we choose the192













































. Denote by (qi, vA) = (x1, x2, θ, v
1, v2, v3) the induced

















In the induced coordinates, the restricted Lagrangian ` : D −→ R is given by197
`(qi, vA) = 12 ((v
1)2 + (v2)2), and the nonholonomic constraint by v3 = 0.198
The the nonholonomic equations for the Chaplygin sleigh in the adapted basis199
are given by (see [12] for more details)200





















and the nonholonomic constraint v3 = 0.204
2.2. Example: The nonholonomic particle. Consider a particle of unit mass205
evolving in Q = R3 with Lagrangian L(x, y, z, ẋ, ẏ, ż) =
1
2
(ẋ2 + ẏ2 + ż2), and subject206
to the constraint ẋ+y ż = 0. The nonholonomic system is defined by the annihilation207
of the one form µ(x, y, z) = (1, 0, y). We denote q(t) = (x(t), y(t), z(t))T the vector of208
positions and v(t) = (vx(t), vy(t), vz(t))
T the corresponding vector of velocities.209










Then, D⊥ = { ∂∂x + y
∂
∂z}.211
Let (x, y, z, v1, v2) be induced coordinates on D. Given the vector fields Y1212
















2 = 0, ρ
2
1 =214
ρ32 = 1, ρ
1
2 = −y.215
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Each element e ∈ Dq is expressed as a linear combination of these vector fields:216
e = v1Y1(q) + v
2Y2(q). Therefore, the vector subbundle τD : D → R3 is locally217
described by the coordinates (x, y, θ; v1, v2); the first three for the base and the last218
two, for the fibers.219










and, in consequence, D is described220
by the conditions (admissibility conditions): ẋ = −yv2, ẏ = v1, ż = v2 as a vector221
subbundle of TQ where v1 and v2 are the velocities relative to the basis of D.222
The nonholonomic bracket given by [[·, ·]] = P([·, ·]) satisfies















Therefore, by using (2.1) all the Christoffel symbols for the connection∇G
D
vanish223






The restriction of the Lagrangian function L on D in the adapted coordinates
(v1, v2) is given by




(v1)2 + (v2)2(y2 + 1)
)
.
Therefore, the nonholonomic equations for the constrained particle are given by225
(2.6) v̇1 = 0, v̇2 = − y
1 + y2
v1v2226
together with the admissibility conditions ẋ = −yv2, ẏ = v1 and ż = v2. Then227
these equations define a time-continuous flow FDt : D → D, i.e. FDt ((q(0), v(0))) =228
(q(t), v(t)), where q(t) = (x(t), y(t), z(t))T and v(t) = (v1(t), v2(t))
T , (q(0), v(0)) ∈ D.229
Note that only by taking an adapted basis of vector fields in the nonholonomic230
distribution D), we reduced the quantity of equations to solve, without the needed to231
use Lagrange multipliers to enforce the nonholonomic constraint.232
3. Optimal trajectory tracking problem. Next we present the tracking prob-233
lem for nonholonomic systems as an optimal control problem. The objective is the234
tracking of a suitable reference trajectory γr(t) for a mechanical system with velocity235
constraints as described in the previous section. It is assumed that γr(t) ∈ D.236
We will analyze the case when the dimension of the inputs set, i.e., control dis-237
tribution, is equal to the rank of D. If the rank of D is equal to the dimension of the238
control distribution, the system will be called a fully actuated nonholonomic system.239
Definition 3.1. A solution of a fully actuated nonholonomic problem is an ad-
missible curve γ : I → D such that
∇G
D




γ(t)γ(t) + gradGDV (τD(γ(t))) = u
A(t)eA(τD(γ(t))),
where uA are the control inputs.240
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Locally, the above equations are given by241
q̇i = ρiAv
A(3.1)242




As we mentioned in the Introduction, for trajectory tracking, the usual approach244
of stabilization of error dynamics [21], [26], [27], [30] cannot be utilized for non-245
holonomic systems because the closed loop trajectory violates Brockett’s condition.246
A common approach to trajectory tracking for nonholonomic systems found in the247
literature is the backstepping procedure [19], [20]. This approach is done on basis248
of concrete examples, in particular, mobile robots or unicycle models. In [19], [20]249
the error dynamics of the unicycle model is shown to be in strict feedback form.250
Thereafter, integrator backstepping is employed to choose an appropriate Lyapunov251
function for stabilization of the error dynamics. This error dynamics does not evolve252
on the constrained manifold (unlike our approach). Therefore, Brockett’s condition253
is not violated. However, since ρiA(q) is unknown in a general framework (i.e., they254
depend on the distribution determined in each particular case), the approach can not255
be generalized to solve the tracking problem for a general nonholonomic system with256
our method and then backstepping needs to be studied for each system. So we pro-257
pose a new approach by considering tracking problems for nonholonomic systems as258
optimal control problems, and we call this optimal trajectory tracking.259
In the following, we shall assume that all the control systems under consideration260
are controllable in the configuration space, that is, for any two points q0 and qf in the261
configuration space Q, there exists an admissible control u(t) defined on the control262
set U ⊆ Rn such that the system with initial condition q0 reaches the point qf at time263
T , where U is unbounded (see [1] for more details, Section 7.2).264
Given a cost function C : D×U → R the optimal control problem consists of finding
an admissible curve γ : I → D which is a solution of the fully actuated nonholonomic
problem given initial and final boundary conditions on D and minimizing the cost
functional




For trajectory tracking of a nonholonomic system we consider the following prob-265
lem266
Problem (optimal trajectory tracking): Given a reference trajectory γr(t) =267
(qr(t), vr(t)) on D, find an admissible curve γ(t) ∈ D, solving (3.1)-(3.2), with pre-268















||qi(t)− qir(t)||2 + ||vA(t)− vAr (t)||2 + ε||uA||2
)
dt+ ωΦ(T, γ(T ))271
272
where ε > 0 is a regularization parameter, Φ : TQ → R is a terminal cost (Mayer273
term) and ω > 0 is a weight for the terminal cost. C and Φ are assumed to be274
continuously differentiable functions, and the final state γ(T ) is required to fulfill a275
constraint r(γ(T ), γr(T )) = 0 with r : D × D → Rd and γr ∈ D given. The interval276
length T may either be fixed, or appear as degree of freedom in the optimization277
problem. In this work we restrict ourselves to the case when T is fixed.278
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Remark 3.2. Note that if ε = 0 then the optimal control problem turns into a279
singular optimal control problem (see [23] Section 3.2). This situation will be analyzed280
in a future work.281
4. Conditions for optimality. In this section we derive necessary conditions282
for extrema in the optimal trajectory tracking problem. We present two approaches:283
the first one is based on the Hamiltonian point of view by considering Pontryagin’s284
maximum principle, and the second one is based on considering a Lagrangian point285
of view. In the Lagrangian approach, necessary conditions for extrema are derived as286
solutions of Euler-Lagrange equations for a Lagrangian defined as the cost functional287
for the optimal trajectory tracking problem. As we commented in the Introduction,288
the motivation to study the Lagrangian approach comes from the fact that by con-289
sidering a Hamiltonian formalism, when we simulate the behavior of the planned290
trajectories by employing a classical integrator scheme in Section 4.3, we can not291
obtain results that preserve the original qualitative structure of solutions. That is,292
despite we can reach the desired trajectory at the final time, the planned trajectories293
does not respect the original movements and behaviors of the continuous-time sys-294
tem, and therefore the construction of structure preserving numerical methods for this295
problem is needed. We construct such a structure preserving methods by discretizing296
the variational principle that we present in this section for the Lagrangian approach297
of the problem.298
4.1. Pontryagin Maximum Principle (PMP). In this section we apply Pon-299
tryagin’s maximum principle to the optimal tracking problem.300
The Hamiltonian for the problem H : T ∗D × U → R is given by301
H(q, v, λ, µ, u) =λ0C(qi, vA, uA) + λiρiA(q)vA + µAv̇A(qi, vA, uA),(4.1)302303
where v̇A comes from equation (3.2) and λ0 ≥ 0 is a fixed positive constant. Note that304
λi and µA are the costate variables. The second and third terms in (4.1) correspond305
with the nonholonomic dynamics given in equations (2.2) and (2.3) paired with the306
costate variables.307
We proceed as is usual in the literature (see for instance [1] pp. 337). We first
restrict ourselves to the case of normal extremals, i.e., λ0 6= 0. The optimal curves
(q(t), v(t), λ(t), µ(t), u?(t)) must satisfy equations (3.1) and (3.2) together with the









(4.2) H(q(t), v(t), λ(t), µ(t), u?(t)) = min
u∈U
H(q(t), v(t), λ(t), µ(t), u).309
Given that u? minimizes H, then u? is a critical point for H and may be deter-310




(q(t), v(t), λ(t), µ(t), u?(t)) = 0, t ∈ [0, T ].312
Note that by definition of J , u? is determined uniquely from the previous condi-
tion by the implicit function theorem. It follows that there exists a function κ such
that u?(t) = κ(q(t), v(t), λ(t), µ(t)). Then if u? is defined implicitly as a function of
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(q(t), v(t), λ(t), µ(t)) ∈ T ∗D, by equation (4.2) we can define the Hamiltonian function
H∗ : T ∗D → R by
H∗(q(t), v(t), λ(t), µ(t)) = H(q(t), v(t), λ(t), µ(t), u?(t)).
H∗ defines a Hamiltonian vector field XH∗ on T ∗D with respect to the canonical313
symplectic structure on T ∗D given by ωD = dqi ∧ dλi + dvA ∧ dµA.314
The PMP applied to our particular problem, together with the constraints in-315
duced by the terminal cost and the boundary conditions gives the following necessary316
conditions:317




(ii) State equations: Equations (3.1) and (3.2), with uA determined by the sta-319
tionary condition.320





















(iv) Constraint induced by terminal condition: r(γ(T ), γr(T )) = 0,325
(v) Transversality conditions: γ(0) := (q(0), v(0)) ∈ D,326
λi(T ) = ω
∂Φ
∂qi
(T, γ(T )) + λT
∂r
∂qi
(γ(T ), γr(T )),327
µA(T ) = ω
∂Φ
∂vA
(T, γ(T )) + λT
∂r
∂vA
(γ(T ), γr(T )).328
Observe that the solutions of the optimal control problem are the critical points329
of the functional330





λ0C(q(t), v(t), u(t)) + λi(t)(q̇i(t)− ρiA(q(t))vA(t))332
+µA(t)(v̇
A(t)− v̇A(q(t), v(t), u(t)))
]
dt,333
with ω > 0, λ0 ≥ 0, γ(0) ∈ D, λT ∈ R and γr : [0, T ]→ D given.334
Note that in the abnormal case, that is, when λ0 = 0, it follows that µA = 0 and335




vA, 0 = λiρ
i
A(q).337
Remark 4.1. In the situation for the study of abnormal solutions, the necessary338
conditions cannot use the information of the cost function C to select minimizers. That339
is, abnormal solutions are not useful solutions for our trajectory tracking problem,340
since the problem formulation for optimal trajectory tracking depends explicitly in the341
distance between the desired trajectory and the optimal one. The unique condition342
that we need in our work is the existence of normal solutions, which in our case, are343
guaranteed by assuming the controllability of the linearized state equations (see [24]).344
This is the typical controllability hypothesis assumed for trajectory tracking and it is345
the general case in control nonholonomic dynamics.346
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4.2. Example: Optimal trajectory tracking for the Chaplygin sleigh.347
Consider the Chaplyigin sleigh of Example 2.1 but subject to input controls. These348
control inputs are denoted by u1 and u2. The first control input corresponds to a force349
applied perpendicular to the center of mass of the sleigh and the second control input350
corresponds to the torque applied about the vertical axis.351
The controlled Euler-Lagrange equations are given by352






















and the nonholonomic constraint v3 = 0.356




r(t)) be the reference trajectory, which357
follows the constraint v3r = 0 for all time t and the dynamical equations for the358
Chaplygin sleigh.In this case, we assume that the final cost is Φ(T, γ(T )) = 0, and359
the constraint r(γ(T ), γr) is given by360
r(γ(T ), γr) =|x1(T )− (x1)r(T )|2 + |x2(T )− (x2)r(T )|2 + |θ(T )− θr(T )|2361
+ |v1(T )− v1r(T )|2 + |v2(T )− v2r(T )|2.362363
The Hamiltonian for the PMP is given by364







(|x1 − (x1)r|2 + |x2 − (x2)r|2 + |θ − θr|2365
































Note that, u?1 = −
µ1
λ0ε
and u?2 = −
µ2
λ0ε
. Therefore denoting by q = (x1, x2, θ),370
the optimal Hamiltonian H∗ is given by371
H∗(q, v, λ, µ) =λ0
2
{



































The adjoint equations are376
λ̇1 = −λ0(x1 − (x1)r), λ̇2 = −λ0(x2 − (x2)r),377
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Finally, the state equations are given now by382

























In addition, the boundary conditions and transversality conditions must be satisfied,386
in particular, the optimal trajectory verifies that γ(T ) matches exactly with γr(T ) .387
4.3. Example: Optimal trajectory tracking for the nonholonomic par-388





the reference trajectory, which follows the constraint ẋr = yr żr for all time t and the390
dynamical equations for the nonholonomic particle. We wish to control the velocity of391
the nonholonomic particle. To do that, we add control inputs in the fiber coordinates392
v1 and v2. Therefore the dynamical control system to study is given by393
(4.9) v̇1 = u1, v̇2 = u2 − y
1 + y2
v1v2,394
together with the admissibility conditions ẋ = −yv2, ẏ = v1 and ż = v2.395
The Hamiltonian for the PMP is given by396
H(q, v, λ, µ, u) =λ0
2
(
|x− xr|2 + |y − yr|2 + |z − zr|2 + |v1 − v1r |2 + |v2 − v2r |2397
+ ε(u1)2 + ε(u2)2
)









Note that, u?1 = −
µ1
λ0ε
and u?2 = −
µ2
λ0ε
. Therefore the optimal Hamiltonian H∗401
is given by402
H∗(q, v, λ, µ) =λ0
2
{
|x− xr|2 + |y − yr|2 + |z − zr|2 + |v1 − v1r |2 + |v2 − v2r |2
}
403










The adjoint equations are406
λ̇1 = −λ0(x− xr), λ̇3 = −λ0(z − zr),407
λ̇2 = λ1v















Finally, the state equations are given now by412
(4.11) v̇1 = − µ1
λ0ε
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together with the admissibility conditions ẋ = −yv2, ẏ = v1 and ż = v2. In addition,414
we consider a final cost Φ(T, γ(T )) (but not a function r) and the boundary conditions415
and transversality conditions must be satisfied.416
We now test with numerical simulations how the proposed method works. We417
choose an arbitrary trajectory satisfying the nonholonomic dynamics and we solve the418
boundary value problem by using a single shooting method.419
Denote by Fλµ : [0, T ] × T ∗D → T ∗D the integral flow given by equations (4.10)420
on T ∗D and γ(0) ∈ D the initial condition for the state dynamics. The initial guess421
for the initial condition of the costate variables is denoted by α = Fλµ (0). We wish422
to find the initial condition of the costates for which Fλµ (T, γ(0), α) = (01×5)
T . The423
goal is to find the root of the polynomial424
Fλµ (α) =

λ1(T, γ(0), α) + ω(x(T, α)− xr(T ))
λ2(T, γ(0), α) + ω(y(T, α)− yr(T ))




where T ∈ R+ is the final time, ω ∈ R+ is a weight for the terminal cost and426
Fλµ (τ, γ(0), p0) is the flow of the adjoint equations (4.10) starting at (γ(0), p0). The427
root finder used in both situations was the fsolve routine in MATLAB.428
Case 1: Singular case.429
For the initial condition γ(0) =
(





−t 1 t; 0 1
)
, p0 = 01×5, T = 5, ω = 1 and ε = 9 we exhibit the results431
in Figure 2.432
Case 2: Arbitrary reference trajectory433
For the intial condition γ(0) =
(
0.5 0.2 0.7; 0.5 0.4
)
and reference trajec-434
tory γr(t) = (1, 0, t+ 1, 0, 1), p0 = 01×5, T = 4, ω = 1 and ε = 7 we exhibit the results435
in Figure 3.436
Minimizing the cost functional, while evolving on the constraint submanifold and437
remaining differentiable by solving a boundary value problem using a single shooting438
method is a difficult task and not always numerically stable. Moreover, here we are439
not considering time as an independent variable, which will only complicate things440
further. The need for using proper regularization parameters and final weights is441
crucial in order to get accurate results. In the next section we will improve the442
behavior in simulations by constructing variational integrators.443
4.4. Variational (Lagrangian) approach. Next we derive necessary condi-444
tions for optimality in the optimal control problem following a variational approach445
as in [3], [14], [16]. Define the submanifold D(2) of TD by D(2) := {a ∈ TD | a = γ̇},446
where γ : I → D is an admissible curve. We can choose coordinates (xi, vA, v̇A) on447
D(2), where the inclusion on TD, iD(2) : D(2) ↪→ TD, is given by iD(2)(qi, vA, v̇A) =448
(qi, vA, ρiA(q)v
A, v̇A). Therefore, D(2) is locally described by the constraint on TD449
given by q̇i − ρiAvA = 0.450
The optimal control problem can be alternatively studied by the function L :451
D(2) → R, where452
L(qi, vA, v̇A) =λ0C
(







where λ0 ≥ 0.455
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Fig. 2. Singular case, c1 = 0: Trajectories minimizing the cost function J , evolving on D and
tracking the reference trajectory γr in time T and control inputs
Then, the Lagrangian function L : D(2) → R is given by456
L(qi, vA, v̇C) = λ0
2
(






||qi − qir||2 + ||vA − vAr ||2457





To derive the optimality conditions for the optimal tracking problem determined460
by L we use standard variational calculus for systems with constraints by defining the461
augmented Lagrangian L̃ = L−λi(q̇i−ρiA(q)vA). Therefore, the optimality conditions462
are given by the second-order Euler-Lagrange equations for L̃ (see [1], [3], [14], [16])463
This manuscript is for review purposes only.











































































































Fig. 3. Trajectories minimizing the cost function J , evolving on D and tracking the reference




















Observe that these equations arise from a constrained variational problem and
the nonholonomic behavior is locally represented by the coordinates (qi, vA) given
by taking an adapted basis of vector fields in the nonholonomic distribution D. The
constraint enforced by the Lagrange multiplier λi comes from the constraint arising
from submanifold D(2) and the solutions of the optimal control problem are the critical
points of the functional




L − λi(q̇i − ρiA(q)vA)
]
dt,
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with ω > 0, γ(0) ∈ D, λT ∈ R and γr : [0, T ]→ D given.466
The optimal control problem for the nonholonomic system given by (D(2),L) with467






(see [3], [16]). For the proposed optimal trajectory tracking problem the system is469
always regular as long as ε 6= 0. Note that our result coincides with the observation470
given in [23] Section 3.2, and our Remark 3.2, about when this class of optimal control471
problem becomes singular.472
Remark 4.2. The regularity condition is necessary to show the equivalence be-473
tween the optimality conditions obtained by the variational approach and the ones474
obtained by employing the PMP as it was shown in [3] (see Section 4 is [3]) by using475
techniques of symplectic geometry. Therefore, since the optimal tracking problem for476
the nonholonomic system given by (D(2),L) is regular, both formalisms are equivalent.477
4.5. Example: Optimal trajectory tracking for the nonholonomic par-478
ticle. Consider the situation of Example 2.2.479
The cost function C : D × U → R for the optimal trajectory tracking problem is480
given by481
C(q, v, u) =λ0
2
(
|x− xr|2 + |y − yr|2 + |z − zr|2482
+|v1 − v1r |2 + |v2 − v2r |2 + ε((u1)2 + (u2)2)
)
,483484
and the terminal cost is determined by the function485
r(γ(T ), γr(T )) =|x(T )− xr(T )|2 + |y(T )− yr(T )|2 + |z(T )− zr(T )|2486
+|v1(T )− v1r(T )|2 + |v2(T )− v2r(T )|2487488
with T ∈ R+ fixed.489
Denoting by (x, y, z, v1, v2, v̇1, v̇2) induced coordinates on D(2) determined by the490
basis of vector fields Y1, Y2 which span D (see Example 2.2), the cost function C491
induces the Lagrangian L : D(2) → R given by492
L(q, v, v̇) =λ0
2
(












with q = (x, y, z), v = (v1, v2) and v̇ = (v̇1, v̇2).496
The extended Lagrangian is given by
L̃(q, v, v̇) = L(q, v, v̇)− λ1(ẋ+ yv2)− λ2(ẏ − v1)− λ3(ż − v2).
Necessary conditions for optimality are given by the solutions of the following497
system of nonlinear equations:498











2 − λ0(y − yr),500
λ0εv̈
1 =λ0(v
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together with the admissibility conditions ẋ = −yv2, ẏ = v1 and ż = v2.504
5. Construction of variational integrators. Variational integrators (see [25]505
for details) are derived from a discrete variational principle. These integrators retain506
some of the main geometric properties of the continuous systems, such as symplec-507
ticity, momentum conservation (as long as the symmetry survives the discretization508
procedure), and good (bounded) behavior of the energy associated to the system. of509
these type of variational integrators.510
A discrete Lagrangian is a differentiable function Ld : Q×Q→ R, which may be511
considered as an approximation of the action integral defined by a continuous regular512





where q(t) is the unique solution of the Euler-Lagrange equations for L with boundary515
conditions q(0) = q0 and q(h) = q1.516
We construct the grid {tk = kh | k = 0, . . . , N}, with Nh = T and define the517
discrete path space Pd(Q) := {qd : {tk}Nk=0 → Q}. We identify a discrete trajectory518
qd ∈ Pd(Q) with its image qd = {qk}Nk=0, where qk := qd(tk). The discrete action519
Ad : Pd(Q) → R for this sequence is calculated by summing the discrete Lagrangian520
on each adjacent pair and is defined by521




We would like to point out that the discrete path space is isomorphic to the smooth523
product manifold which consists of N + 1 copies of Q. The discrete action inherits524
the smoothness of the discrete Lagrangian and the tangent space TqdPd(Q) at qd is525
the set of maps vqd : {tk}Nk=0 → TQ such that τQ ◦ vqd = qd which will be denoted by526
vqd = {(qk, vk)}Nk=0, where τQ : TQ→ Q is the canonical projection.527




q2Q2, for q1 ∈ Q1
and q2 ∈ Q2 where T ∗Q denotes the cotangent bundle of a differentiable manifold
Q. Therefore, any covector α ∈ T ∗(q1,q2)(Q1 × Q2) admits an unique decomposition
α = α1 + α2 where αi ∈ T ∗qiQi, for i = 1, 2. Thus, given a discrete Lagrangian Ld we
have the following decomposition
dLd(q0, q1) = D1Ld(q0, q1) +D2Ld(q0, q1),
where D1Ld(q0, q1) ∈ T ∗q0Q and D2Ld(q0, q1) ∈ T
∗
q1Q.528
The discrete variational principle, states that the solutions of the discrete system529
determined by Ld must extremize the action sum given fixed points q0 and qN . Ex-530
tremizing Ad over qk with 1 ≤ k ≤ N−1, we obtain the following system of difference531
equations532
(5.2) D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0.533
These equations are usually called the discrete Euler-Lagrange equations. Given534
a solution {q∗k}k∈N of eq.(5.2) and assuming the regularity hypothesis (the matrix535
(D12Ld(qk, qk+1)) is regular), it is possible to define implicitly a (local) discrete flow536
ΥLd : Uk ⊂ Q × Q → Q × Q by ΥLd(qk−1, qk) = (qk, qk+1) from (5.2), where Uk is a537
neighborhood of the point (q∗k−1, q
∗
k).538
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In order to construct structure-preserving variational integrators for nonholo-539
nomic mechanical control systems, one starts by considering the Lagrangian function540
L : D(2) → R, where D(2) is the submanifold of TD. For simplicity in our compu-541
tations, from now on, we assume Q is a real finite dimensional vector space. The542


























representing the discretization of D(2) ⊂ TD. We assume that Q is a vector space546
everywhere.547
One then discretizes the Lagrangian L : D(2) → R (we only discuss the mid-point548
rule here) as Ld : D(2)d → R,549













d and where we are using the notation zk+1/2 =
1
2 (zk+551
zk+1) and zk,k+1 =
1
h (zk+1 − zk).552
Note that the discretization (5.3) is carried out after writing the continuous-time553
Lagrangian L as a function of (qi, vA, v̇A).554
The variational integrator for the optimal control problem of the nonholonomic




Ld(qik, vAk , qik+1, vAk+1)
over the path (q1, . . . , qN−1, v1, . . . , vN−1) given fixed initial and final points q0, v0 and























By considering the extended discrete action sum













where λkj = (λ
k
1 , . . . , λ
k
n) ∈ Rn are the Lagrange multipliers. By extremizing the555




j , given fixed556
initial and final points q0, qN , v0, vN , satisfying the constraints, and using discrete557
integration by parts, leads to the following discrete Euler-Lagrange equations:558
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for k = 1, . . . , N − 1 and j = 1, . . . , n and where Di represents the derivative with565
respect to the ith argument. Note that initial conditions must belong to D and,566
(qN , vN ) = γr(Nh) (which is equivalent to impose that the constraint r holds in567
discrete time) and fix (qN , vN ) to Φ(T, γ(T )) if we consider the final cost.568
If the matrix569
M =







is non singular, the condition for local solvability of the constrained system is fulfilled
and by the implicit function theorem the last set of equations determines an implicit


















5.1. Example: the Chaplygin sleigh. Consider the Chaplyigin sleigh of Ex-571
ample 2.1 but subject to input controls. As we saw in Example 4.2 the controlled572
Euler-Lagrange equations are given by573






















and the nonholonomic constraint v3 = 0.577
Here, D(2) is defined by (x1, x2, θ, v1, v2, ẋ1, ẋ2, θ̇, v̇1, v̇2) ∈ TD, satisfying (5.4).578
Then the optimal control problem consists of finding an admissible curve satisfying579
the previous equations given boundary conditions on D and minimizing the functional580





(|x1 − (x1)r|2 + |x2 − (x2)r|2 + |θ − θr|2581










for the cost function C : D × U → R given by584








(|x1 − (x1)r|2 + |x2 − (x2)r|2585
+ |θ − θr|2 + |v1 − v1r |2 + |v2 − v2r |2),586587
where γ(t) = (x1(t), x2(t), θ(t), v
1(t), v2(t)) and also we must to take care that θ ∈588
[0, 2π).589
The optimal control problem is equivalent to solving the constrained variational590
problem determined by L : D(2) → R, where591




|x1 − (x1)r|2 + |x2 − (x2)r|2 + |θ − θr|2(5.5)592
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. We also introduce the discrete version of constraint constraint596
r(γ(T ), γr(T )) = 0 where597
rd(γd,N , (γr)d,N ) =|x1,N − (x1)r,N |2 + |x2,N − (x2)r,N |2 + |θN − θr,N |2598
+ |v1N − (v1)r,N |2 + |v2N − (v2)r,N |2 ,599600
where (γr)d denotes a discrete reference trajectory. This can be, for instance, an601
uncontrolled instance of the same system.602
Consider the extended Lagrangian
























|x1 − (x1)r|2 + |x2 − (x2)r|2 + |θ − θr|2 + |v1 − v1r |2 + |v2 − v2r |2604









The optimality conditions are then given by608







v̈1 =(v̇1 + ηv1v2)v2η − 2ηv1(v̇2 − η(v1)2) + (v
1 − v1r)
λ0ε









− ηv̇1v2 − ηv1v̇2,611
v̈2 =2ηv









together with the admissibility conditions (5.4).614
The variational integrator for the optimal control problem of the Chaplygin sleigh615
is constructed by the discretization of the Lagrangian (5.6) and the construction of616
the space D(2)d which determines the discrete constraint.617
Let h ∈ R+ be the time step. To simulate solutions of the tracking problem we618
apply the mid-point rule to the cost function and constraints, for h = 0.1 and N = 50619
intervals (and therefore 51 nodes).620






0) = (0, 0, 4π/3, 1/4, 1), λ0 = 1,621
λ(T ) = λT arbitrary for the shooting and the reference trajectory γr(t) is the uncon-622









(0, 1/2, 0, 1/3, 1), T = 5, ε = 1, m = 1, J = 4 and a = 0.2, λ0 = λ(t0) = 0, we exhibit624
the results in Figures 4, 5, 6, 7 and 8.625
The controlled generated by our trajectory planning to track the desires config-626
urations have not been assessed in terms of their stability; we would, therefore, like627
to find a method for incorporating the stability of the nonholonomic system into our628
methodology. Similarly, it would be of interest to study the cost of tracking them as629
a reference trajectory. Finally, the method proposed in this work can only guarantee630
local optimality, and in our simulations the controlled Chaplygin sleigh displayed a631
multitude of local minima. Incorporating discrete mechanics into methods seeking632
the global optimum of a cost functional, or bounds on it, remains an open task.633
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Fig. 4. Trajectories minimizing the cost function J , evolving on D and tracking the reference
trajectory γr in time T . Note that the initial conditions of the controlled trajectory oblige it to stop
its forward motion, back up and turn to correct its direction. Left: controlled trajectory in blue,




















































Fig. 5. Trajectories minimizing the cost function J , evolving on D and tracking the reference
trajectory γr in time T . 3D representation with angle in vertical axis. The blue curve represents
the controlled trajectory and the red curve the reference trajectory γr, the yellow vectors show the
quasivelocities along the evolution of the curve and the purple vectors represent the control vector
field. The dotted lines are the planar projection of the trajectories onto the θ = 0 plane.
6. Final Discussion. A class of nonlinear optimal control problems has been634
identified to study tracking of trajectories for nonholonomic systems after detecting635
fundamental issues in the study of the error dynamics applied to these problems.636
The nonlinear features arise directly from physical assumptions about constraints and637
Lagrangian dynamics on the motion of a mechanical system. The geometric framework638
introduced permits to study mechanical systems reduced by Lie group symmetries and639
multi-agent systems [15], which will be further developed in an extension of this work,640
as well as variational interpolation problems [4]. We have studied how to employ a641
shooting method and identify control issues for this class of systems and, we have642
derived new insights in this fundamental problem based on optimal control theory643
and tracking of trajectories. The general approach described on this paper makes644
substantial use of the geometric approach to nonlinear control. However, the specific645
nonlinear control strategy suggested is substantially different, both conceptually and646
in detail, from the smooth nonlinear control strategies most commonly studied in the647
literature.648
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Fig. 6. Control inputs minimizing the cost function J , evolving on D and tracking the reference
trajectory γr in time T . Left: Representation of the control curve (u1, u2), with red circles marking
each time step. Right: Time evolution of the controls.
time
























Fig. 7. Left: Time evolution of the action integral J using our variational integrator. Right:
Time evolution of the cost function C using our variational integrator.
Minimizing the cost function while evolving on the constraint submanifold and649
remaining differentiable by solving a boundary value problem using a single shooting650
method is a difficult task and not very numerically stable, and this without considering651
time as an independent variable, which will only complicate things further. In this652
work we consider tracking a trajectory as being synonymous with converging into it653
in a finite and prescribed time. Nevertheless, we believe that the optimality of the654
method may be improved by considering time as an additional degree of freedom, and655
setting the final time as a free and optimizable. This extension will be considered in a656
further publication. Next by analyzing the convergence to the reference trajectory by657
modifying the problem statement for a time horizon problem will be explored. The658
idea is to include an external dissipative force and study the problem by employing the659
dynamic programming principle and approximate the infinite time horizon problem660
with a the finite horizon problem with terminal cost as in [29].661
Acknowledgments: The authors wish to thank Prof. Ravi Banavar for fruitful662
comments about the preliminary version of this work. The authors are indebted with663
the reviewers and editor for their recommendations that helped to improve the quality,664
clarity and exposition of this work.665
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time















Fig. 8. Time evolution comparison of the energy of the controlled sleigh. The blue line repre-
sents the one obtained via MATLAB’s ode45 and the red line via our variational method. Note that
our discretization is coarser (only 51 equidistant points) but it still manages to capture the behaviour
remarkably well.
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thesis, Instituto de Ciencias Matemáticas, ICMAT (CSICUAM-UCM-UC3M), 2014.697
[14] L. Colombo. A variational-geometric approach for the optimal control of nonholonomic systems.698
International Journal of Dynamics and Control. Vol 6 (2), 652-662, 2018.699
[15] L.J. Colombo and D.V. Dimarogonas. Motion Feasibility Conditions for Multi-Agent Con-700
trol Systems on Lie Groups. in IEEE Transactions on Control of Network Systems. doi:701
10.1109/TCNS.2019.2925264. Preprint available at arXiv preprint. arXiv:1808.04612, 2018.702
This manuscript is for review purposes only.
24 L. J. COLOMBO, D. MARTÍN DE DIEGO, A. NAYAK, R. T. SATO M. DE ALMAGRO
[16] L Colombo, R Gupta, A Bloch, DM de Diego. Variational discretization for optimal control703
problems of nonholonomic mechanical systems. Decision and Control (CDC), 2015 IEEE704
54th Annual Conference on, 4047-4052.705
[17] J. Cortés. Geometric control, and numerical aspects of nonholonomic systems. Lecture notes706
in Mathematics, Springer Verlag, 2002.707
[18] J. Cortés and E. Mart́ınez E. Mechanical control systems on Lie algebroids. IMA J. Math.708
Control. Inf. 21, 457-492, 2004.709
[19] H Hajieghrary, D Kularatne, M.A. Hsieh. Differential Geometric Approach to Trajectory Plan-710
ning: Cooperative Transport by a Team of Autonomous Marine Vehicles. arXiv:1805.00959.711
[20] Z.-P. Jinag and H. Nijmeijer. Tracking control of mobile robots: A case study in backstepping.712
Automatica, 33(7):1393-1399, 1997.713
[21] D. Koditschek. The application of total energy as a Lyapunov function for mechanical control714
systems. Contemporary Math. 97-131, 1989715
[22] F. Lewis. Optimal control. John Wiley & Sons, Inc, 1986.716
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