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Abstract
Globular clusters (GCs), compact stellar systems orbiting in and around galaxies,
are natural laboratories to study a diverse range of astrophysical processes. The
current stellar population of the oldest GCs in our Galaxy is the manifestation of
more than 12 billion years of combined stellar, dynamical and hydrodynamical
evolution, whose interplay is responsible for enhanced presence of star exotica
such as millisecond pulsars, blue stragglers and black hole (BH) binaries.
GCs have also been indicated as possible formation sites of intermediate-mass
black holes (IMBHs), which might represent the missing link between the well-
known populations of stellar BHs (few tens times the Sun’s mass) and super-
massive BHs (more than a million times the Sun’s mass). Despite recent efforts,
a clear evidence of their existence is still missing, therefore identifying multiple
signatures of their presence has become critical.
In the first part of this thesis, we address two main issues that may affect
a possible IMBH detection. The first issue is represented by the systematic un-
certainties in classical observational techniques (e.g., integrated-light IFU spec-
troscopy). In particular, we use state-of-the-art numerical simulations to produce
realistic mock observations considering different setups in order to assess under
which conditions the presence of an IMBH can be successfully recovered. The
second issue is related to the IMBH wandering off-center, which is fundamen-
tal to take into account, especially when the presence of IMBHs is constrained
through dynamical modeling of stellar kinematics. Guided by the simulation re-
sults, we developed a basic yet accurate model that can be used to estimate the
average IMBH radial displacement in terms of structural quantities, which can be
constrained by the observations.
In the second part of the thesis, we present a new set of cutting-edge direct N-
body simulations, which have been specifically designed to study the dynamical
influence of BHs on the long-term evolution of GCs. We combined our numerical
simulations with analysis techniques from high-resolution observations of GCs
with the aim of identifying key indicators that correlate with the black hole mass
fraction. Our results offer novel approaches to indirectly characterise black hole
populations in star clusters, which in turn can constrain theories of globular clus-
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Figure 1.1: Globular Cluster 47 Tucanae (NGC 104), shown here in an image taken by
ESO’s VISTA (Visible and Infrared Survey Telescope for Astronomy) from the Paranal
Observatory in Chile. Credit: ESO.
Globular clusters (GCs) are collections of 104-106 stars held together by their
mutual gravitational attraction and distributed in a spherical region with typical
radius of few tens of light-years, much bigger than the solar system but much
smaller than a galaxy (see Fig. 1.1). They are thought to be poor in gas and
dark matter and their internal dynamics are well described by Newtonian gravity
(Spitzer, 1987).
Some of their unique features capture interest from different branches of As-
tronomy. Studies of colour-magnitude diagrams combined with recent models
of stellar evolution suggest that GCs were among the oldest structures in our
Galaxy, with ages comparable to the age of the Universe (see, e.g., Forbes &
Bridges 2010, Trenti et al. 2015). For this reason, GCs can offer a record of the
chemical and dynamical conditions of newborn galaxies, probing current theories
of galaxy formation and evolution. All the stars in each cluster were born with
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different masses at roughly the same time, so that their present stellar population
allows to investigate the results of more than 10 billion years of stellar evolution.
In addition, GCs are rich in exotic members (e.g., X-ray binaries, blue stragglers,
millisecond pulsars, etc.) but they might also host a class of objects that has not
been unequivocally observed yet: intermediate-mass black holes (see, e.g., pio-
neering works such as Silk & Arons 1975 and Bahcall & Wolf 1976a). Finally, GCs
are natural laboratories for the study of the so-called “gravitational N-body prob-
lem” (Heggie & Hut, 2003). Indeed, because of their high densities and relatively
low number of particles, GCs’ long-term dynamical evolution is dominated by
the effects of gravitational interactions and collisions between stars.
In this first chapter, we will review well established properties of GCs, with
particular emphasis on aspects that are highly relevant for our studies. In the
first section, we will present the main classes of observations currently available
along with GCs’ main dynamical and structural properties. We will dedicate the
second section to review the methods currently used to study GCs’ dynamical
evolution, focusing in particular on the role of numerical simulations as main
tool of investigation. Finally, in the third and last section, we will examine the
recent progress in the search for intermediate-mass black holes in the Universe.
1.1 Globular clusters
Globular clusters typically reside inside an host galaxy (see Ashman & Zepf 2008).
They orbit elliptical as well as spiral galaxies in systems that comprise from few
tens to thousands of constituents, depending on the size of the host. GCs’ systems
are often used as tools to validate theories on formation and evolution of galaxies.
For example, they can trace the gravitational field of galaxies providing impor-
tant constraints on the dark matter mass distribution (Bertin, 2014). As individual
objects, the current knowledge of GCs is largely restricted to our Galaxy, in which
it is still possible to identify individual stars in the cluster’s most crowded regions
using telescopes with . 0.”1 angular resolution.
1.1.1 Observed quantities
One of the basic observations of a stellar system is its total luminosity. Such quan-
tity can be measured by the absolute visual magnitude MV , which, for Galactic
GCs, has median value MV ≈ −7.3 mag (Harris, 2010).
Another important observable is the luminosity surface-density measured at
different radial positions, i.e. the surface brightness profile. Since light can be
used as a natural first-order tracer of the baryonic mass, this information rep-
resents a crucial constraint for any dynamical model of the star cluster. Typical
surface brightness profiles are characterised by a very low luminosity gradient
in the central region (called core) and a truncation in the outer part, that is a re-
gion where the surface brightness becomes vanishingly small (see Fig. 1.2). For a
few globular clusters, those that are in a core collapse phase, the surface brightness
increases towards the centre exhibiting a central cusp, typically associated with
marked X-ray emission (see, e.g., Hertz & Grindlay 1983; Grindlay et al. 2001).
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Figure 1.2: Typical surface brightness profiles for two representative Galactic globular
clusters: NGC 6254 and NGC 7078. The vertical lines represent the core radii as reported
in the Harris (2010) catalogue. NGC 7078 displays a central cusp, consequence of core
collapse. [Data: see de Vita et al. 2016 and references therein].
High-quality photometric data can also be adopted to measure proper mo-
tions of single stars on the plane of the sky (see Anderson & van der Marel 2010,
Bellini et al. 2014). This kind of observations relies on the astrometric compari-
son of two or more images taken at times with a typical separation of few years.
Currently, the main instruments able to measure proper motions are the NASA
Hubble Space Telescope and the ESA satellite Gaia.
Another important set of observations relies on spectroscopic data. Spec-
troscopy is used to infer kinematic properties by measuring the line-of-sight ve-
locities (also known as radial velocities) of the most luminous stars through Doppler
shift analysis. Spectroscopic surveys are typically carried out by means of ground-
based telescopes (e.g., SINFONI and FLAMES at the ESO Very Large Telescope),
which rely on two main classes of instruments: multi-object spectographs, used
to target specific members in the less crowded regions of GCs and integrated-light
spectrographs (IFUs), which can collect cumulative spectra over a two-dimensional
field-of-view.
Once velocity data are collected, it is possible to construct velocity dispersion
profiles, which quantify stellar random motions as function of the clustercentric
distance. The central value of the projected (one-dimensional) velocity dispersion
is around 5 km/s for most Galactic GCs, and decreases towards the outskirts as
expected for systems in dynamical equilibrium.
1.1.2 Structural and dynamical properties
From a morphological point of view, globular clusters present only small devia-
tions from spherical symmetry (see, e.g., Chen & Chen 2010). Close to the Galac-
tic bulge, they are often more flattened, with major axes preferentially pointing
toward the Galactic centre, presumably due to tidal forces.
The structure of a cluster can be defined by considering the values of some
6 1.1 Globular clusters
characteristic radii. The truncation radius rtr gives an estimate of the cluster’s ex-
tent, whereas the core radius rc and the half-light radius rh identify, respectively,
the radius at which the surface brightness drops to half of its central value and
the radius that contains half of the total luminosity.∗
Self-consistent models of globular clusters
Traditionally, dynamical and structural properties of globular clusters are in-
ferred from a one-component family of spherical isotropic models (King, 1966),
whose free parameters are chosen as those that best reproduce the observational
data (typically the surface brightness profile).
In this modelling framework, globular clusters are described in the contin-
uous limit by specifying a distribution function f(x,v, t) so that the quantity
f(x,v, t)d3xd3v represents the number of stars that, at time t, occupies an ele-
mentary volume centred in x with velocity close to v.
The macroscopic quantities can be derived by taking various moments of the
distribution functions. In particular, it is possible to define a mass density ρ and








(vi − ui)(vj − uj)f d3v, (1.2)
where ui(i = 1, 2, 3) is the mean stellar velocity (i.e. the first moment of f ).
The distribution function evolves in the six-dimensional phase space under
the action of the mean-field potential Φ(x, t). At any time f is chosen to satisfy
the (collisionless) Boltzmann equation
∂f
∂t







For fully self-consistent stellar systems, the mean potential Φ is determined from




Together, Equations (1.3)-(1.4) define a self-consistent problem for the stellar sys-
tem. The problem is highly non-linear as the mean potential, which determines
the evolution of the distribution f , is not an assigned “external” function but,
instead, is determined by the distribution function itself.
Relaxation time
Because of their ages, globular clusters are thought to be systems in which two-
body encounters have had time to change significantly the single-star energies
bringing the cluster into a state of relaxation, at least in its inner regions.
∗As reported in the Harris (2010) catalogue, median values for Galactic GCs are: 〈rtr〉 ≈ 30 pc,
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Figure 1.3: Single encounter between a test star of mass mt and a field star of mass mf .
A single encounter can bee seen as a Rutherford scattering event between a
test mass mt with initial velocity v∞ and a field mass mf at rest (see Fig. 1.3). In
a single encounter, the change in the test mass kinetic energy associated with a
deflection is due to a change of the velocity ∆v⊥ perpendicular to the direction
of the original motion. With an heuristic approach (shown in Bertin 2014), under
the simplification of small scattering angles, the relevant interaction between two
stars takes place in a time of order 2b/v∞, where b is the impact parameter, that
is, the minimum distance between the test and a field star. Then, the increment







where G = 6.67× 10−11m3kg−1s−2 is the gravitational constant.
The relaxation time is defined as the time scale beyond which the total change
in kinetic energy due to the cumulative effect of single encounters becomes com-
parable with the initial energy of the test star. Thus, indicating with n the number





2 2πv∞nb db. (1.6)





where ln Λ = ln(bmax/bmin) is the so-called Coulomb logarithm.
It is worth noting that the relaxation time depends on both the initial velocity
of the test star and the density of the system. For the first dependence it is possible
to show that, in stellar systems where the velocity distribution is approximately a
Maxwellian, the velocity dispersion σ can be used as a good approximation of the
velocity v∞ (see Spitzer 1987). For a globular cluster, the local value of the relax-
ation time typically increases with radius. As reference values, it is appropriate to
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distinguish between central trel,c ∼ σ(0)3/n(0) and half-mass trel,h ∼ σ(rh)3/n(rh)
relaxation times (see Fig. 1.4).
A convenient expression for the half-mass relaxation time can be obtained by
using the virial theorem σ(rh) ≈ 0.4GM/rh, where M indicates the total mass of
the cluster (see Spitzer 1987). If we consider bmax ≈ rh and bmin ≈ σ(rh)2/(Gmf ), †
from the virial theorem, the Coulomb logarithm depends only on the total num-
ber of stars in the cluster: ln Λ ≈ lnN . Thus, after replacing v∞ with σ(rh) and







Finally, the relation between the half-mass relaxation time and the dynamical






From this relation, it is possible to directly infer the typical ordering of time scales
in globular clusters : tdyn < trel . tHubble .‡ From this point of view, after the
cluster has reached equilibrium in a few dynamical times, it evolves, driven by
collisionality, through adjacent configurations of equilibrium (at least in the inner
part of the cluster where the relation trel < tHubble typically holds). Such equilibria
are described by means of zero-order dynamical models (see previous paragraph)
in which the effects of encounters are neglected as they are very small during the
orbital periods of the stars. Collisionality is thus treated as a small perturbation
on the equilibria that acts over a period of many orbits and produces gradual
changes from one zero-order solution to another (see next subsection). Hence at
any given time collisionless models can provide an excellent fit for any cluster
even if collisionality is present and responsible for the general evolution of the
system.
1.1.3 Dynamical evolution at a glance
The initial stages of globular cluster evolution may be driven by a collisionless
process known as violent relaxation (see Lynden-Bell 1967). According to this
picture, initially the stellar system is far from dynamical equilibrium and col-
lapses under its own gravity. This phase is characterized by rapid fluctuations of
the gravitational potential which change star energies providing a source of re-
laxation. The result of violent relaxation is a gravitationally bound stellar system
characterized by virial equilibrium.
The overall evolution of the cluster is due to various time-dependent effects
that can be regarded as small perturbations of a steady-state configuration. Such
perturbations become relevant over a time scale that is large compared to the
orbital period of the stars, measured by the dynamical time tdyn.
†Note that this expression is consistent with the assumption of small scattering angles: bmin is
the distance at which the specific kinetic energy σ(rh)2 of the test star equals its potential energy
Gmf/bmin.
‡tHubble ≈ 13.8 Gyr
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Figure 1.4: Distribution of the central and half-mass relaxation times for Galactic GCs, as
reported in the Harris (2010) catalogue.
A crucial effect for the dynamical evolution is represented by the “granular”
nature of the gravitational potential produced by N bodies. At any point in space
the gravitational field experiences small fluctuations that produce appreciable
effects over a relaxation time trel.
There are three main processes related to the two-body relaxation (see Spitzer
1987). The first, known as evaporation, consists in the departure of stars whose
velocities exceed the local escape velocity of the cluster.
The second process is the tendency towards energy equipartition among stars
with different mass. As a result, high-mass stars sink towards the centre as they
lose kinetic energy and, conversely, low-mass stars drift towards the outskirts as
they gain kinetic energy. Through this mechanism the cluster reaches a config-
uration of radial mass segregation. It may be possible that a state of complete
equipartition in the core of globular clusters is never achieved as a consequence
of the so-called Spitzer instability. Indeed, Spitzer (1969) suggested that, in a two-
component system in virial equilibrium, the condition of equipartition in the core
is precluded if the total mass of the heavy stars exceeds a certain fraction of the
total mass of the cluster. Spitzer’s criterion has been extended by Vishniac (1978)
to cover systems with a continuous distribution of masses. These theoretical ar-
guments have been later confirmed in numerical simulations (see, e.g., Trenti &
van der Marel 2013), in which no system is found to reach a state close to equipar-
tition. Nevertheless, even if complete equipartition is precluded, a certain degree
of mass segregation is observed in several globular clusters (see, e.g., Goldsbury
et al. 2013).
Finally, the third process is called gravothermal instability (or core collapse).
An isolated system of self-gravitating bodies is characterised by negative specific
heat, since as it gives up energy it contracts and by the virial theorem increases
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its kinetic energy (see, e.g., Binney & Tremaine 2008, Bertin 2014). If there is a
net density contrast between the inner and the outer regions of the cluster, the
core can contract and heat up, transferring energy to the outer regions, which
will heat up but by a lesser amount. Eventually, the core collapse is halted by the
formation of tightly bound binary systems, which provide a source of energy by
enhancing three-body encounters.
Two-body relaxation is not the only process that influences the long-term dy-
namical evolution. As the cluster moves through space, it is subject to the gravita-
tional force exerted by the hosting galaxy. This kind of interaction is of particular
importance for the rate of star evaporation as, for most cases, the tidal forces can
be considered constant in magnitude and direction. More dramatic effects can
follow rapid transients caused by a passage either through the galactic disc or
close to the galactic nucleus.
In addition, physical changes of stars can affect the overall cluster evolution.
From a dynamical point of view, the relevant changes of stars are those concern-
ing their mass. There are at least two ways in which a star can eject its mass. One
is through normal evolution of individual stars (Chiosi & Maeder, 1986; Vink,
2018). The second results from a physical impact between two stars. The material
ejected can eventually escape from the cluster. The consequent reduction in the
total mass may lead to a decrease of the gravitational binding energy and, thus,
to an expansion of the cluster.
1.2 Numerical simulations
Different approaches have been proposed to address the gravitational N-body
problem (Trenti & Hut, 2008). Depending on the complexity and the accuracy,
one method might be more suitable than the others to describe a specific aspect
of the overall evolution of a globular cluster.
1.2.1 Mean-field approach
One popular approach is based on a phase-space description of the stellar sys-
tem. According to this representation, each star is identified by a point in the
6-dimensional space of spatial coordinate r and velocity coordinate v. A dis-
tribution function f(r,v, t) can be then interpreted as a probability density (i.e.∫
fd3rd3v = N ) so that the the problem, originally formulated in a 6N + 1 dimen-
sional space, is reduced to 6 + 1 dimensions. Following this mean-field descrip-
tion, the distribution function is chosen to satisfy the Fokker-Planck equation
∂f
∂t







where Φ = Φ(x, t) is the potential field and C is a collisional term describing the
effects of gravitational encounters on the distribution function.
The system of the Fokker-Planck (which corresponds to the Boltzmann equa-
tion for the choice C = 0) and the Poisson equation (see Equation 1.4) can be
solved by means of Monte Carlo techniques in which, at each time interval (much
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smaller than the relaxation time and larger than the dynamical time), the velocity
of the stars is perturbed by random fluctuations accordingly to the assumed form
of the collisional operator C (see, e.g., Giersz 1998).
1.2.2 Direct approach
A mean-field approach has the main advantage of delivering reliable numerical
solutions with a minimum amount of computational resources. However, the re-
cent technological advancement allows to address the million-body gravitational
problem with direct approaches.
The fundamental N-body problem is expressed by a set of non-linear second
order ordinary equations, each relating the acceleration ∂2ri/∂t2 of a particle i
with mass mi to the gravitational force Fi exerted by all the other stars. In partic-
ular, given the Newtonian force













(i = 1..N). (1.12)
WhenN > 2, the solution to this problem requires numerical integration once the
initial positions ri and velocities vi = ∂ri/∂t are specified.
The computational complexity of such integration can be understood in terms
of two main issues. The first is related to the brute-force calculation of N equation
of motions. For a fixed number of time-steps, each force evaluation requires to
take into account the contributions from all the other members of the system, so
that the numerical solution scales as N2. The second issue is represented by the
huge dynamical range of temporal and radial scales. In the particular case of
globular clusters, we are confronted with length scales spanning the range from
kilometres to parsecs (a factor of more than 1013), and with time scales spanning
the range from milliseconds (e.g., in the mergers of compact objects) to the life
time of the Universe (a factor of more than 1020). As a result, traditional direct
N-body integrators have developed special methods to accelerate the calculation
without introducing approximations in the solution of Equations (1.12).
1.2.3 NBODY6 code
A state-of-the-art tool used for direct N-body simulations is the publicly available
code NBODY6 (see Aarseth 1999, Aarseth 2003). In this case, the numerical inte-
gration is performed through a fourth-order Hermite integrator. The time-steps
of integration are assigned to each particle individually according to the intensity
of the force variation. In order to avoid prohibitively small time-steps, a special
treatment for hard binaries and close hyperbolic encounters is introduced. This
technique, known as KS-regularisation, is based on the classical Kustaanheimo-
Stiefel formalism (Stiefel, 1965). Through a three-dimensional generalisation of
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the Levi-Civita transformation, KS-regularisation allows to exactly follow the
evolution of a tightly bound subsystem using a perturbative approach over the
analytical two-body solution. A chain regularization strategy can be adopted for
stable hierarchical multiples.
The NBODY6 code also involves packages for managing complex astrophys-
ical processes. One example is represented by the inclusion of synthetic stellar
evolution (see, e.g., Hurley et al. 2000). In order to increase the realism of nu-
merical simulations of star clusters, a number of prescriptions are applied to deal
with the mass loss that mostly characterizes the early stages of the evolution. Any
mass loss is assumed to be instantaneous because the wind velocity is high com-
pared with the escape velocity. Supernova events or black hole formation are also
implemented by assigning a random natal kick to the dark remnant.
1.2.4 Hardware
A consistent part of my PhD project relies on the use of NBODY6 in the vari-
ant with GPU (graphics processing unit) support. GPUs allow to accelerate the
N-body integration by carrying out individual force evaluations using multiple
processors though a parallelised strategy. I could take advantage of two high per-
formance computing (HPC) resources: Spartan at the University of Melbourne
and OzSTAR at the Swinburne University. Both these HPC clusters grant multi-
ple computational nodes, each typically containing & 12 CPUs (central process-
ing units) and . 4 GPUs. Under such conditions, the characteristic wall-time for
a numerical simulation that follows 12 Gyr of evolution of a star cluster with 105
members is reduced to ≈ 15 days.
1.3 Intermediate-mass black holes
The search for intermediate-mass black holes (IMBHs) with masses between those
of stellar-mass (MBH < 50 − 100M)§ and super-massive (MBH > 106M) black
holes has central relevance for several fields of astrophysics (see van der Marel
2003).
In the field of galaxy evolution, IMBHs have been indicated as the build-
ing blocks of the super-massive BHs ubiquitously found at the centre of galax-
ies (Larson, 2000; Madau & Rees, 2001; Volonteri et al., 2003; Volonteri & Rees,
2005; Volonteri, 2010). The exact formation mechanisms of super-massive BHs
are poorly understood, with a major issue represented by the detection of quasars
with masses of up to 1010M at high redshift (z & 7), when the Universe was only
800 Myr old (Bañados et al., 2018).
1.3.1 Strategies of detection
Despite recent efforts, unambiguous detections of individual IMBHs are still miss-
ing (Mezcua, 2017).
§Solar mass: 1M = 1.989× 1030kg
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One observational method relies on the detection of both X-ray and radio
emission associated, respectively, to the accretion flow of gas on to the BH and
to the synchrotron radiation from the emitted jets (see Strader et al. 2012). These
observations, however, are complicated by the typical lack of gas in GCs (see e.g.
Farrell et al. 2012, Mezcua et al. 2013, Haggard et al. 2013. One illustrative case is
represented by the centre of the globular cluster G1 in M31 (Pooley & Rappaport,
2006), for which the observed X-ray source (Ulvestad et al., 2007) does not show
a clear sign of radio activity (Miller-Jones et al., 2012).
As an alternative, the mass of an IMBH can be also constrained through the
use of second-generation ground-based interferometers, which are able to detect
the gravitational waves produced by possible mergers of massive compact objects
into the IMBH. (see e.g. Mandel et al. 2008, Konstantinidis et al. 2013, MacLeod
et al. 2016). However, this method has not provided with any IMBH candidate
yet (Abadie et al., 2012).
Finally, the most secure approach to infer the presence of an IMBH is through
the use of stellar dynamics. However, as the sphere of influence of an IMBH of
105M is limited to ≈ 0.5pc, it can only be resolved within the Local Group (i.e.
within ≈ 1Mpc).
1.3.2 IMBHs in globular clusters
Globular clusters have been traditionally indicated as promising candidates for
hosting a central IMBH (see, e.g., Silk & Arons 1975, Bahcall & Wolf 1976a). In-
deed, the very high density reached in the core provides with optimal conditions
for the growth of an IMBH from direct collapse of compact seeds (see Portegies
Zwart et al. 2004a).
Additionally, the search for IMBHs in globular clusters is motivated by an es-
tablished relation (also known as M•-σ relation) between the bulge velocity dis-
persion and the mass of the central super-massive BH in galaxies (see Ferrarese
& Merritt 2000, Gebhardt et al. 2000). Given the typical velocity dispersions mea-
sured in globular clusters, the evidence for the presence of IMBHs would imply
that this relation continues to hold also in the regime of low-mass stellar systems
(see Lützgendorf et al. 2013b).
The best observational evidence for a dark point-source mass comes from
multi-epoch studies (∼ 20 yr) of the proper motions of individual stars around
the super-massive BH (4× 106M) at the centre of the Milky Way (see Ghez et al.
2008). However such technique can hardly be applied to IMBHs. Indeed, con-
sidering that for Keplerian motions around a BH of mass MBH the period of rev-
olution for orbiting stars scales as T ∝ 1/M1/2BH , under the same observational
conditions of Ghez et al. (2008) (note that the distance to the Milky Way center is
comparable to the typical distance to a globular cluster as reported in the Harris
2010 catalogue), it would be about 30 times larger (∼ (MSMBH/MIMBH)1/2) for an
IMBH a thousand time less massive than the Milky Way’s central SMBH.
A more suitable approach used to infer the presence of an IMBH is based
on the collective motions of stars in the core. N-body simulations show that
a central massive object causes a rise in the central velocity dispersion profile,
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which can be used to constrain the IMBH mass through fitting with dynamical
models. The traditional velocity measurements in the crowded central region of
GCs rely on two different strategies: resolving the individual star velocities (line-
of-sight velocities and proper motions) or using unresolved kinematic measure-
ments (IFU spectroscopy). In a few instances, integrated-light spectroscopy has
detected rising central velocity dispersions, leading to claims of IMBH detection
(see Noyola et al. 2010, Lützgendorf et al. 2011). Conversely, for the same ob-
jects, resolved kinematic measurement were more consistent with a flat velocity
dispersion profile and no massive BH (see van der Marel & Anderson 2010 and
Lanzoni et al. 2013). Besides the observational difficulties, a possible limitation
for this approach is represented by the adoption of dynamical models that have to
rely on assumptions on both the degree of velocity isotropy and the mass-to-light
ratio M/L. This represents a crucial and delicate step for the traditional mod-
elling. In fact, it has been shown that models that include velocity anisotropy can
describe state-of-the-art observations without the need for an IMBH (see Zocchi
et al. 2017). Similarly, the presence of a concentrated population of dark remnants
is able to increase the inner M/L profile and, thus, to produce effects on the kine-
matics of the luminous component similar to those of a central IMBH (see e.g.
Arca-Sedda 2016, Peuten et al. 2016, Zocchi et al. 2018).
Finally, a complementary tool to search for IMBHs in globular clusters is that
of finding novel dynamical signatures for their presence. Such signatures are gen-
erally identified though the study of numerical simulations. These investigations
have shown that a central massive black hole is expected to induce the forma-
tion of a shallow cusp in the projected surface brightness and to prevent the core
collapse by enhancing three-body interactions within its sphere of influence (see
Baumgardt et al. 2004a, Baumgardt et al. 2004b, Trenti et al. 2007a). In addition, it
has been shown that the IMBH is able to quench the process of mass segregation
(see e.g. Gill et al. 2008, Pasquato et al. 2009). However, one important caveat is
that these signatures may be only necessary but not sufficient conditions to infer
the presence of an IMBH, because other dynamical processes could mimic them
(see e.g. Hurley 2007, Trenti et al. 2010, Arca-Sedda 2016).
Therefore, identifying key dynamical indicators that can be adopted to char-
acterise the BH population in star clusters has represented the main goal of our
recent studies, and it will be discussed in details in the following Chapters of this
thesis.
2
Detection of intermediate-mass black
holes
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The detection of intermediate mass black holes (IMBHs) in Galactic globular
clusters (GCs) has so far been controversial. In order to characterize the effective-
ness of integrated-light spectroscopy through integral field units, we analyze re-
alistic mock data generated from state-of-the-art Monte Carlo simulations of GCs
with a central IMBH, considering different setups and conditions varying IMBH
mass, cluster distance, and accuracy in determination of the center. The mock
observations are modeled with isotropic Jeans models to assess the success rate
in identifying the IMBH presence, which we find to be primarily dependent on
IMBH mass. However, even for a IMBH of considerable mass (3% of the total GC
mass), the analysis does not yield conclusive results in 1 out of 5 cases, because
of shot noise due to bright stars close to the IMBH line-of-sight. This stochastic
variability in the modeling outcome grows with decreasing BH mass, with ap-
proximately 3 failures out of 4 for IMBHs with 0.1% of total GC mass. Finally,
we find that our analysis is generally unable to exclude at 68% confidence an
IMBH with mass of 103 M in snapshots without a central BH. Interestingly, our
results are not sensitive to GC distance within 5-20 kpc, nor to mis-identification
of the GC center by less than 2′′ (< 20% of the core radius). These findings high-
light the value of ground-based integral field spectroscopy for large GC surveys,
where systematic failures can be accounted for, but stress the importance of dis-
crete kinematic measurements that are less affected by stochasticity induced by
bright stars.
2.1 Introduction
The existence of intermediate mass black holes (IMBHs) with masses between
few M (stellar black holes of ≈ 100 M) and billions of M (supermassive black
holes of ≈ 106 M) is of particular interest, especially in the context of the forma-
tion and evolution of galaxies and dense stellar systems such as globular clusters
(GCs). The natural extension of the well-known M − σ relation for galaxies sug-
gests that the typical central velocity dispersions in GCs might be associated to
the presence of IMBHs with masses of 103−4 M (see, e.g., Ferrarese & Merritt
2000, Gebhardt et al. 2000). To support this extrapolation, several scenarios for
the formation of such objects have been proposed, including run-away collapse
of massive stars (Portegies Zwart et al., 2004a), early-time accretion of ejecta from
asymptotic giant branch stars in the context of multiple stellar population for-
mation (Vesperini et al., 2010), dynamical interactions of hard binaries (Miller &
Hamilton, 2002; Giersz et al., 2015), or possibly seeding from massive Population
III stars if the oldest globular clusters form during the epoch of reionization at
redshift z ∼ 8− 10 (Trenti et al., 2015; Ricotti et al., 2016).
In recent years there have been many studies focused on searching for these
objects. Some tentative detections have been claimed, but a non-controversial
proof of their presence is still lacking (e.g., Haggard et al. 2013 and references
therein). Some of the observational techniques used are based on the detection
of the radio and X-ray emission associated with accretion processes, but these are
complicated by the lack of gas in the old globular clusters in our Galaxy (see, e.g,
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Farrell et al. 2012, Mezcua et al. 2013 ). Stellar dynamics, and in particular model-
ing of the central velocity dispersion profile is another tool for searching IMBHs,
but measurements are very challenging because the sphere of influence of the BH
is limited to a few arcsec, even for the closest and most massive GCs such as ω
Cen (see Noyola et al. 2010; van der Marel & Anderson 2010). Finally, the fact that
these events are expected to be also sources of gravitational radiation promotes
the interferometers such as advanced-LIGO as further instruments to search for
IMBHs (see, e.g., Mandel et al. 2008, Konstantinidis et al. 2013, MacLeod et al.
2016).
A complementary tool to approach the problem is that of identifying novel
dynamical signatures for the presence of IMBH in globular clusters based on nu-
merical modeling of globular cluster dynamics in presence of an IMBH. Starting
from initial direct N-body simulations more than a decade ago (Baumgardt et al.,
2004a,b; Trenti et al., 2007a), simulations have progressed significantly, and are
now approaching realistic particle numbers with direct integration algorithms
that include post-newtonian corrections (e.g. MacLeod et al. 2016; Wang et al.
2016), and routinely include more than one million particles through Monte Carlo
methods (Giersz et al. 2015; see also Rodriguez et al. 2015). These investigations
have shown that a central massive black hole is expected to induce the forma-
tion of a shallow cusp in the projected surface brightness and to prevent the core
collapse by enhancing three-body interactions within its sphere of influence (see,
e.g, Baumgardt et al. 2005). In addition, it has been shown that the IMBH is able
to quench the process of mass segregation (see e.g., Gill et al. 2008, Pasquato et al.
2009, Pasquato et al. 2016). However, one important caveat is that these signa-
tures may be only necessary but not sufficient conditions to infer the presence of
an IMBH, because other dynamical processes could mimic them (see, e.g., Hurley
2007; Trenti et al. 2010; Vesperini & Trenti 2010).
Recently, the majority of the observational claims about the presence of IMBHs
comes from kinematic measurements in the inner core of Galactic GCs. Kinematic
observations suggesting the presence of IMBHs are traditionally based on the
search for a rise of the central velocity dispersion. This method requires both
high spatial resolution, to resolve the very crowded central region of GCs (few
central arcseconds), and very precise velocity measurements with accuracy ≈ 1
km s−1.
So far, the available observations of the central regions of Galactic GCs have
led to contradictory results when applied to the same object in a few instances
(e.g., Noyola et al. 2010, van der Marel & Anderson 2010, Lützgendorf et al. 2013a,
Lanzoni et al. 2013, Lützgendorf et al. 2015). In general, two different strategies
are used in order to infer the presence of IMBHs: resolving individual star ve-
locities (line-of-sight velocities or proper motions) or using unresolved kinematic
measurements, for example with integral field unit (IFU) spectroscopy. Both these
methods suffer technical difficulties in obtaining the critically needed kinematic
measurements in the very center of the system (e.g., the problem of shot-noise
for integrated-light measurements and the effects of crowding for line-of-sight
velocities and proper motions). In particular, integrated-light spectroscopy tends
to detect rising central velocity dispersions, suggesting the presence of IMBHs
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(see for example, Noyola et al. 2010 for ω Cen, or Lützgendorf et al. 2011 for NGC
6388), while resolved stellar kinematics are consistent with a flat velocity disper-
sion profile, that is no massive black hole (see van der Marel & Anderson 2010 for
proper motion measurements of ω Cen, and Lanzoni et al. 2013 for discrete line-
of-sight measurements in NGC 6388). However, in a few other cases where both
discrete and integrated-light profiles are available for the inner 10”, the observa-
tional methods agree (e.g., see NGC 2808, NGC 6266, NGC 1851 in Lützgendorf
et al. 2013a).
For both unresolved and resolved kinematics, the constraints on the IMBH
mass are generally determined by fitting the observed velocity dispersion pro-
files with different families of Jeans models (e.g, van der Marel & Anderson 2010).
These models are typically constructed by making assumptions on the mass-to-
light ratio profile M/L(r) in order to calculate the intrinsic mass distribution of
the luminous component from the surface brightness profile. The velocity dis-
persion profile is then calculated by solving the Jeans equation for hydrostatic
equilibrium in a spherical stellar system (see e.g., Bertin 2014). Besides the Jeans
modeling, other analysis techniques used include the Schwarzschild’s orbit su-
perposition method used in van de Ven et al. 2006 or a method in which the fit
of the observed velocity dispersion profiles is performed using a grid of N-body
simulations (see e.g., Jalali et al. 2012; Baumgardt 2017).
The main goal of this work is to characterize under which conditions (IMBH
mass, GC distance, accuracy in the determination of the center) the integrated-
light IFU data are able to measure accurately the mass of the IMBH, as inferred
from realistic mock observations of simulated star clusters with a central IMBH.
By means of the software SISCO developed by Bianchini et al. 2015, we are able
to create mock IFU observations of the central regions of GCs. The set of observa-
tions is produced starting from a set of Monte Carlo cluster simulations (MOCCA
simulations by Giersz et al. 2015; Askar et al. 2017b; see also Askar et al. 2017a,
for a similar application of SISCO to MOCCA simulations) that include a range
of different IMBH masses (from 0 to 104 M). In order to quantify the significance
of a central rise in the simulated velocity dispersion profiles, we fit these profiles
with a one-parameter family of isotropic Jeans models. In this way, we are able
to estimate quantitatively and objectively the IMBH mass and, thus, to directly
test the ability of the observations to successfully recover the mass of the central
black hole.
The paper is organised as follows. In Sect.2.2 we present the set of simulations
used and we briefly describe the SISCO code used to produce the mock IFU ob-
servations. Moreover, we describe the dynamical models used to fit the observed
profiles. In Sect.2.3 we present the results of our analysis and in Sect.2.4 we give
our conclusions.
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Table 2.1: Set of MOCCA simulations, labeled S0-S5, used in this paper and taken from
MOCCA-SURVEY Database I Askar et al. (2017b). For each simulation we report the
quantities relative to the snapshot at 12 Gyr: number of stars N ; total mass M and IMBH
mass m• (solar units); binary fraction fb; projected truncation radius Rt, projected core
radiusRc (from the surface brightness profile), projected half-light radiusRh and intrinsic
radius for the IMBH sphere of influence r• (pc); concentration parameterC = log(Rt/Rc).
S0 S1 S2 S3 S4 S5
N 1.1× 106 1.0× 106 1.0× 106 2.9× 105 5.6× 105 6.3× 105
M 3.0× 105 3.0× 105 3.4× 105 9.6× 104 1.8× 105 2.0× 105
m• 1.0× 104 9.9× 103 5.6× 103 1.6× 103 2.3× 102 -
fb 7% 8% 4% 5% 5% 3.6%
Rt 102.6 80.9 89.6 59.8 69.1 89.1
Rc 0.3 0.4 0.2 0.4 0.6 1.3
Rh 1.9 2.1 2.6 2.2 2.0 2.3
r• 0.452 0.559 0.198 0.260 0.012 -
C 2.53 2.30 2.64 2.17 2.06 1.8
2.2 Methods
2.2.1 MOCCA simulations
In this work we resort to Monte Carlo simulations of GCs that include the pres-
ence of a central IMBH. These simulations are part of about 2000 GC models run
in the framework of the MOCCA SURVEY I project (see Askar et al. 2017b for
a description of the Survey). The IMBH in the simulated clusters is formed dy-
namically from stellar-mass BH seeds as a result of dynamical interactions and
mergers in binaries.
All models have a stellar initial mass function (IMF) given by Kroupa (2001)
with minimum and maximum stellar masses taken to be 0.08 M and 100 M, re-
spectively. Supernovae (SN) natal kick velocities for neutron stars and BHs were
drawn from a Maxwellian distribution with a dispersion of 265 km/s (Hobbs
et al., 2005). For most models, natal kicks for BHs were modified according to
the mass fallback procedure described by Belczynski et al. (2002). To model the
Galactic potential, a point mass approximation with the Galaxy mass equal to the
mass enclosed inside the cluster Galactocentric distance is assumed. Addition-
ally, it is also assumed that all clusters have the same rotation velocity, equal to
220 km/s. So, depending on the cluster mass and tidal radius the Galactocentric
distances span from about 1 kpc to about 50 kpc.
Here, we selected a subsample of MOCCA runs for analysis, and report in Ta-
ble 2.1 the key properties at time t = 12 Gyr. In addition to this snapshot, we also
consider three additional snapshots at 11.7, 11.8, 11.9 Gyr to assess the robustness
of our conclusions against variance introduced by a different dynamical state of
a system of otherwise similar global properties.
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2.2.2 SISCO software
The software SISCO (Simulating Stellar Cluster Observation) produces a mock
IFU data cube starting from a simulated star cluster (for a detailed description
see Bianchini et al. 2015). The software derives a medium-high resolution spec-
trum (R ≈ 20000) in the wavelength range of the Ca triplet (8400-8800 Å) for
every star of the simulation, based on mass, effective temperature, luminosity
and metallicity. The spectral coverage and resolution are tailored to mock obser-
vations of typical IFU instruments like FLAMES@VLT in ARGUS mode (Pasquini
et al., 2012). SISCO allows users to define specific instrumental setups: we fix the
size of the field-of-view (FOV) to 20×20 arcsec2 and the spaxel scale to 0.25 arcsec;
we adopt a Moffat shape for the point spread function with seeing condition of
1 arcsec and shape parameter β = 2.5. Finally, we mimic an observation with an
average signal-to-noise ratio of S/N ' 10 per Å (for a discussion on the fixed val-
ues of the parameters used in our mock observations, see Bianchini et al. 2015).
In order to simulate different observing conditions, we change three parameters:
the distance to the cluster, the direction of its projection in the sky, and optionally
introduce an off-set between the centre of the simulated IFU field and the centre
of the cluster, to reflect the uncertainty in determining the centre of an observed
GC. The final output of the code is a three-dimensional data cube in which each
spatial pixel has an assigned spectrum.
2.2.3 Determination of the velocity dispersion profile
In order to mimic real observation as closely as possible, we construct the ob-
served velocity dispersion profile by integrating our mock IFU data available for
the region inside the FOV, and combine it with a line-of-sight velocity dispersion
obtained for the outer parts of the system. The outer profile is obtained directly
from the simulation by using only the velocities of the red giant stars, which are
those generally used for resolved kinematics from the ground. For this analy-
sis, we treat the binary stars as single objects with the velocity of their center of
mass. For the inner profile, once the IFU data cube is simulated through SISCO,
we divide the FOV in radial bins, summing the spectra in each bin, with the aim
of interpreting the data cube through a spherical dynamical model. The binned
spectra are analysed with the pPXF code (Cappellari & Emsellem 2004) to derive
the velocity dispersion (and the corresponding error) from line broadening.
As highlighted in Bianchini et al. (2015), when integrated-light measurements
are used, the presence of a few bright stars can introduce systematic effects in
the reconstruction of the observed velocity dispersion profile. For this reason, we
introduced masking of the brightest sources. Specifically, we exclude from the
analysis the spaxels in which the contribution of a single stars exceeds the 60%
of the total luminosity (we adopt the same percentage used in Lützgendorf et al.
2013a). This information is provided directly by the simulation, thus, from an
observational point of view, we are considering an ideal case scenario. In Fig. 2.1
we show the luminosity map (left panel) and the radial velocity dispersion pro-
file (right panel) for the central region of simulation S0 at a distance of 10 kpc.
The velocity dispersion profile constructed from the simulation (blue circles) is
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Figure 2.1: Top panel: luminosity map of the simulated cluster S0 observed at a distance
of 10 kpc with a FOV around the centre of the cluster. The masked spaxels are indicated
with the ‘x’ symbols. Bottom panel: Central velocity dispersion profiles for the same clus-
ter. The blue circles show the profile measured directly from the MOCCA simulation
considering objects with masses between 0.7 M and 1 M and using the barycentre ve-
locity for binary systems. The profile inferred from analysis of the mock IFU data cube
is plotted in red squares without masking, and in green diamonds with the bright-object
masking procedure discussed in the text.
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obtained by considering objects with mass in the range 0.7 − 1 M to mimic the
average (luminosity weighted) mass in the FOV and by using the barycentre line
of sight velocities for the binary stars to avoid great scatter in the profile (the bin-
ning must be fine in order to sample the central region). The velocity dispersion
profile obtained by masking the IFU data over the regions shown as green dia-
monds is consistent with that constructed directly from the simulation. Without
the masking, there is an evident discrepancy in the range 4−8 arcsec between the
observed profile and the expected one. The presence of a very bright star in this
radial bin thus influences the observed velocity dispersion with the tendency of
underestimating the measurement.
Despite the masking of the brightest sources, the observed profiles tends to
slightly overestimate the velocity dispersion for radii > 2”. This effect is possibly
due to the presence of hard binaries which may influence the velocity disper-
sion determination. Indeed, the observed velocity associated to a binary system
could largely exceed the mean field velocity because of the high-speed orbital
motions. This effect is merely an observational feature associated to line-of-sight
velocity dispersion measurements, and in principle it could be accounted for if
proper-motion kinematic is available (see e.g., Bianchini et al. 2016a), or through
theoretical modeling of the binary population, both in energy and position space.
However, this investigation is beyond the scope of the present paper and we limit
our analysis to include the effects of the population of binaries into the construc-
tion of our mock observations.
Finally, we produced different realisations of the same simulation to test the
intrinsic scatter of the velocity dispersion profile. In particular, we changed the
direction of the line-of-sight for the mock observation of the cluster S0 under
canonical conditions (that is, at 10 kpc and with the FOV pointing to the centre).
For three different projections of the simulated cluster we obtained a velocity
dispersion profile for which the scatter is uniform along the entire profile and
it does not exceed the 30% of the central value (see Fig. 2.2). Especially for the
outer points, where the signal is stronger, the intrinsic scatter is much larger than
the errors calculated by the pPXF software from line broadening. For this reason,
for the rest of our analysis, we will consider an error δσ for all the points in the
observed profile calculated by considering the error δσ0 obtained by pPXF for
the innermost point. In particular, the error for any outer point is given by δσ =
δσ0(σ/σ0), where σ0 and σ are the velocity dispersions of the innermost point and
the outer point, respectively.
2.2.4 Dynamical modeling
As usually done in the literature, we fit the velocity dispersion profile derived
from the mock observations with a family of dynamical models in which the
IMBH mass is treated as a free parameter. We place ourself under the ideal
conditions of assuming a perfect knowledge of the spherically symmetric dis-
tribution of the stellar particles. Thus, we adopt a spherical and isotropic Jeans
model in which the total gravitational potential of the system, Φ(r), is given by
the sum of the stellar/remnant contribution Φ∗(r) and the IMBH contribution
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Figure 2.2: Observed velocity dispersion profiles of the cluster S0 at a distance of 10kpc
for three different directions of the line-of-sight. The bottom panel shows the scatter in
the velocity dispersion, that is, the difference of the greater and the lower value for each
radial position divided by an average central value for the velocity dispersion.
Detection of intermediate-mass black holes 25
Φ•(r) = −m•/r (we fixed the gravitational constant G=1). The mass distribution
of stars and remnants is directly inferred from the simulation. ∗ The density ρ
at each radius r is estimated using spherical cells, by dividing the total mass (in-
cluding the IMBH in the innermost cell) of the particles by the shell volume. The







where M(< r) is the stellar and remnants mass (excluding the central IMBH)
contained in the sphere of radius r.
We then calculate the intrinsic velocity dispersion profile σ(r) from the spher-































where η is a constant, the total velocity dispersion in Eq. (2.3) can be explicitly
written as the sum of the IMBH contribution and the stellar/remnant contribu-
tion. In this way, for a given mass density profile, the velocity dispersion profile
depends only on the massm• of the central IMBH and on η, which are free param-
eters of the model. Note that the second parameter η ∼ 1 (a global multiplicative
rescaling of the velocity dispersion) has been added in order to take into account
two aspects of the kinematics. The first and most relevant is related to possible
observational biases due to the presence of binary stars. The effect of considering
individual motions in binary systems should be that of increasing the observed
velocity dispersion, as orbital speeds may arbitrarily differ from the average field
velocity. The second aspect is related to the presence of (partial) energy equipar-
tition. In fact, the velocity dispersion of a population of kinematic tracers will
in general depend on their characteristic mass compared to the average particle
mass in the system, as well as from the dynamical state of the system, with real-
istic mass spectra achieving only a partial equipartition (Baumgardt & Makino,
2003; Trenti & van der Marel, 2013; Bianchini et al., 2016b). For these considera-
tions we find convenient to limit η to the plausible range [0.5, 2.0].
Finally, for a proper comparison with the observation we consider the pro-
jected velocity dispersion profile σp(R) obtained by integrating the density-weighted
∗Note that this approach is different from what usually done in real observations, for which
the inferred mass distribution can be affected by observational biases or specific assumptions on
the mass-to-light ratio profile.
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In Fig. 2.3 we show the dynamical modeling predictions for the velocity dis-
persion profiles obtained by changing the mass of the central IMBH for the sim-
ulation S0 (we fixed η = 1). As reference, we plot also the velocity disper-
sion profile constructed directly from the simulation for object in the mass range
[0.7 − 1.0M], that is the range that includes the average mass observed in our
FOV. It is noteworthy that there is good agreement between the inner profile and
the Jeans model profile with an IMBH of 104 M, which is the actual value for
this simulation.
To quantify the recovery of the IMBH mass we carry out a maximum likeli-









where σobs(Ri) are the observed velocity dispersion values (with the error δσ(Ri))
for the N radial bins in which the FOV has been divided (see the previous sub-
section for a proper description of the error δσ(Ri)).
2.3 Results
2.3.1 Canonical model
In this section we consider the cluster S0 at 12Gyr. This cluster is characterized
by a central IMBH of 1.0 × 104 M which represents ∼ 3% of the total mass (and
it thus serves as a clear case to test detection in our study under the favourable
conditions of a massive central IMBH).
At a distance of 10 kpc, a total of 38400 stars fall in the field of view (see the lu-
minosity map in Fig. 2.1). The observed velocity dispersion profile is constructed
by masking the IFU data following the procedure described in Sec. 2.2.3. Then,
the chi-square function in Eq. (2.6) is minimised in the two dimensional param-
eter space, giving a best fit value for the IMBH mass of 6.0+0.6−1.0 × 103 M and a
value for η of 1.19+0.04−0.04 (the errors are estimated with 68.3% confidence). In the left
panel of Fig. 2.4 we plot the best fit Jeans model in comparison with the observed
velocity dispersion profile. We also identify the regions corresponding to confi-
dence levels of 68.3%, 95.4% and 99% (see Fig. 2.4, right panel) finding that the
true IMBH mass is higher by a factor ≈ 1.25 with 3σ confidence.
2.3.2 Dependence on the IMBH mass
As described in Sec. 2.2.1, our set of simulations includes systems with a range
of IMBH masses but otherwise similar properties. By applying the same analysis
presented in Sec. 2.3.1 to the different models listed in Table 2.1, we aim to study























Figure 2.3: Projected velocity dispersion profiles in the centre of the cluster in simulation
S0 considered at a distance of 10 kpc. The solid lines represent six velocity dispersion
profiles derived from different Jeans model obtained by varying the IMBH mass from
103 to 104.25 M with a logarithmic separation of 0.25. By increasing the mass, the cen-
tral peak becomes steeper. The circles represent the velocity dispersion profile derived
























Figure 2.4: Top panel: Best fit Jeans model for the cluster in simulation S0 at 12 Gyr. The
observed inner profile (solid circles) is obtained at a distance of 10 kpc pointing the FOV
to the right centre of the cluster. The outer profile (open squares) is obtained directly from
the simulation by considering only the velocities of the red giants. Bottom panel: 2D map
of the chi-square function in the two parameters η and m•. The three regions correspond
to confidence levels of 68.3%, 95.4% and 99%. The dotted line indicates the true mass of
the IMBH. The Jeans model is not able to recover the mass of the IMBH (104 M) in the
3-sigma confidence.
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Figure 2.5: Comparison between the true mass of the IMBH from the simulations and the
mass recovered for the best fit of the mock observation. All the clusters are considered at a
fixed distance of 10 kpc (top panel) and 20 kpc (bottom panel) by identifying the right centre
for the FOV. The black line represents the relation m(true)• = m
(recov)
• . Every circle is the
best fit mass m• of the IMBH, while the error bars correspond to the confidence interval
of 68.3%. As solid green circles we show the successful cases in which the observations
are able to determine a lower limit greater than zero for the IMBH mass, while as open
red circles we represent the cases in which the best fit mass is consistent with zero. For
the simulation without the IMBH we plot in green those cases in which the best fit mass
is consistent with zero within 1-sigma confidence.
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the fidelity of the IMBH mass measurement as a function of mass itself. Qualita-
tively, we expect that, at fixed observational setup, the chances of recovering the
IMBH mass correctly increase with mass (since the sphere of influence and the
IMBH contribution to the central velocity dispersion profile are both larger).
In Fig. 2.5 we show the IMBH mass recovered from the best fitting Jeans mod-
els as a function of the intrinsic IMBH mass. We present the results for each of the
4 snapshots (at 11.7, 11.8, 11.9 and 12 Gyr) of the simulations S1-S5 considered at a
distance of 10 and 20 kpc (for the simulation S0 we considered only the snapshot
at 12 Gyr). The results are color-coded according to the ability of the models to
infer the presence of an IMBH with 1-sigma confidence. The red open circles rep-
resent the cases in which a solution without an IMBH is allowed at 1-sigma (or,
for the simulation S5, in which a solution with m• > 0 is found at 1-sigma), and
are flagged as failures. The green circles represent the cases identified as proper
detections. This means that the best fit model is able to find a lower limit greater
than 0 to the IMBH mass (or, in the case of the simulation S5 without the IMBH,
a lower limit equal to 0). Note that these observations include cases in which the
IMBH mass is greater than 0, but not consistent with the real mass of the simula-
tion. These subcases are the majority in our sample as the mass inferred from the
mock observations is found to generally underestimate the true mass. This might
possibly happen because of systematic introduced by binary stars. The increment
in the velocity dispersion due to the presence of binaries may exhibit radial vari-
ations which are not captured by our simple radial-independent correction factor
η. Thus, our analysis may tend to overestimate the contribution of stars (and,
subsequently, underestimate the contribution of the IMBH) to the central velocity
dispersion. By taking into consideration this effect in a more refined modeling
we would expect the green circles below the reference line to uniformly shift up-
wards and, eventually, intercept the true mass. However a more sophisticated
treatment of the impact of binaries would rely on knowledge that is generally not
available, nor used, in Jean-model analysis of actual observations, rather than
mock data. Therefore, it would not be appropriate to implement such modeling
to our mock IFU dataset.
The expected trend with the IMBH mass is partially recovered (see Fig. 2.5).
Indeed, from an IMBH of few hundred M to a high mass IMBH of 104 M the
successful probability increases from the 0% to the 80% of the cases considered
at 10kpc. Also, we notice that, even for the high range of IMBH mass, some ob-
servations fail. This confirms how the stochasticity, which affects integrated-light
measurements, arises even for a single cluster observed at different dynamical
times. Finally, for the simulation S5 without the IMBH, all the cases at both dis-
tances are consistent with a cluster with no IMBH, even though the model is in
general unable to exclude at 68% confidence a IMBH with mass of 103M.
Besides the dependence on the IMBH mass, we are interested in studying how
two other parameters can affect the probability of recovering the IMBH mass. In
particular, we want to quantify the importance of identifying the right centre for
the observation and to explore the dependence on the distance to the cluster.
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Figure 2.6: Left panel: Luminosity map of the cluster S1 at a distance of 10 kpc. Right
panel: detail of the 20′′× 20′′ FOV. The blue crosses represent the 9 different centres of the
analysis we investigate, distributed at three different radial positions with a 5%, 10% and
20% off-sets with respect to the projected core radius from the intrinsic density centre of
the simulation.
2.3.3 The identification of the centre
The identification of the centre in which to carry out the analysis is fundamental
within the typical observational assumption of modeling in spherical geometry.
In practical cases, there are two main sources of uncertainty associated with the
centre. First, it is often challenging to determine the position of the cluster centre
to high accuracy, as illustrated, for example, by the extensive debate on where
the centre of ω Cen is (see, e.g, Noyola et al. 2010; van der Marel & Anderson
2010). In addition, even when the centre of light (or the kinematic centre) of the
system is identified with high-accuracy, there is no guarantee that the BH location
coincides with it, especially in the case of a light IMBH (see e.g., Giersz et al. 2015,
Haster et al. 2016).
For two snapshots (at 11.7 and 12 Gyr) of the simulations S1 (high mass IMBH)
and S3 (low mass IMBH), we analyse FOVs placed at different radial offsets of
the centre (the distance to the clusters is fixed at 10 kpc). We consider a total of
9 different centres, three for each radial positions 0.4125′′, 0.825′′ and 1.65′′ corre-
sponding for both clusters to radial offsets of 5%, 10% and 20% of the core radius
(see Fig. 2.6). In terms of the sphere of influence of the central IMBH (whose ra-
dius r• is defined as the radius at which the cumulative mass equals the IMBH
mass), the offsets are in the range 0.03 − 0.14r• for the simulation S1 and in the
range 0.08− 0.3r• for the simulation S3.
With the same notation used in the previous subsection we show the results of
the analysis in Fig. 2.7. For both the clusters we analyse two different snapshots
at 11.7 and 12 Gyr. In both cases the probability of detecting an IMBH slightly
decreases by increasing the off-set. However, this trend is deeply influenced by
the stochasticity as for a fixed radial off-set the success of the observation changes
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according to the angular position of the centre (e.g., see the high IMBH mass case
with a fixed off-set of 1.6′′).
We wish to emphasise the fact that for our observations we are using all the
information available from the simulation to produce the Jeans models used in
the fitting procedure. The same modeling procedure is unavailable for real ob-
servations and, thus, we expect a wrong identification of the centre to reduce the
successful probability found in our work (for a comparison with real observa-
tions, see the discrepancy of' 8%Rc for the centre of Omega Cen in Noyola et al.
2008 and van der Marel & Anderson 2010).
2.3.4 Changing the distance
Among the parameter that we change in our mock observations there is the dis-
tance to the cluster. The central IMBH is characterized by a sphere of influence
that, in first approximation, depends only on its mass. Therefore, for one particu-
lar simulation and for a fixed resolution of the instrument, increasing the distance
to the cluster has the same effect of reducing the sphere of influence of the black
hole. As consequence, the central peak in the velocity dispersion is expected to
reduce with increasing distance. As opposite effect, a more crowded FOV ob-
tained by considering higher distances should limit discreteness effects such as
the shot noise introduced by bright stars.
We consider 3 different selected distances: 5, 10 and 20 kpc. In Fig. 2.8, we
plot the recovered mass as a function of the distance to the cluster for each of the
4 snapshots available for the simulations S1 and S3. The probability of recovering
an IMBH is marginally influenced by the distance to the cluster with the higher
number of successes found at 20 kpc, where the influence of shot noise on the
velocity dispersion profile is reduced.
2.4 Conclusions
We simulated different integrated-light IFU observations for a sample of MOCCA
simulations characterized by a series of realistic ingredients (high number of
stars, stellar evolution, primordial binaries) and by different IMBH mass. Our
goal was to test under which conditions the IMBH is recovered from the fit of
a family of Jeans models to the mock observed velocity dispersion profile. We
started by considering the different simulated clusters in canonical observational
conditions, that is at a typical distance of 10 kpc and by identifying the right cen-
tre of the field of view. Even though we adopted an optimal masking procedure
to limit the effect of the most bright stars, we find that our results are significantly
influenced by the intrinsic stochasticity of the IFU measurements. Indeed, for ev-
ery class of IMBH considered we found at least one snapshot in four for which
the observed IMBH mass is consistent with the case without black hole. Decreas-
ing the IMBH mass leads to a larger probability of failing to infer the BH presence
from Jeans modeling, with probability of obtaining a null result going up to∼75%
for IMBH mass 0.1% of the total cluster mass. In addition, even when the IMBH
presence is successfully recovered from the modeling, the inferred mass is sys-
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Figure 2.7: Recovered IMBH mass for the 11.7 and 12 Gyr snapshots of the cluster S1
(top panel, high BH mass) and the cluster S3 (bottom panel, low BH mass) considered at a
distance of 10 kpc (for a detailed descriptions of the symbols used see Fig. 2.5). For every
(positive) radial off-set there are 6 estimates of the mass, two (from different snapshots)
for each of the three points equidistant from the centre (see Fig. 2.6), which are shown
with a slight shift along the x-axis in the figure for improving clarity. The probability of
detecting an IMBH slightly decreases by increasing the off-sets.
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Figure 2.8: Recovered IMBH mass as function of the distance to the sun for the cluster S1
(top panel, high BH mass) and S3 (bottom panel, low BH mass) at 11.7, 11.8, 11.9 and 12Gyr.
The symbol used are the same of Fig. 2.5.
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tematically under-estimated, possibly because of the hard-to-quantify impact of
binary stars (see Fig. 2.5). Finally, in the large majority of snapshots without an
IMBH, the Jeans modeling was not able to set reasonably low constraints to the
inferred IMBH mass, that is even if the best fit mass was consistent with 0, it was
impossible to exclude the presence of a massive IMBH at 68% confidence.
In the second part of the paper we focused on changing crucial parameters of
the observational setup. In particular, we explored the effects that the distance
to the cluster and the centre of the field of view have to the inferred IMBH mass.
The dependences on these two observational features have been analysed for two
different regimes: high IMBH mass and low IMBH mass. In both cases we found
similar trends.
For a misidentification of the cluster centre not greater than the 5-20% of the
core radius we find that the presence of a central IMBH is successfully recov-
ered in most observations. For both simulations, the highest number of failed
observations corresponds to an off-set of 20% Rc (corresponding to ∼ 1.6′′ at 10
kpc), suggesting a slight dependence of the successful probability with the centre
off-set. We expect that this trend dramatically increases in real observations, for
which the Jeans modeling is based on some assumptions on the light distribution.
Finally, the recovered IMBH mass is not particularly influenced by changing
the distance between 5 and 20 kpc, even if the number of successes is higher at 20
kpc. According to the Harris catalogue (Harris 1996, 2010 edition) the 71% of all
the Galactic GCs are found in this range of distances.
Overall, our findings demonstrate that ground-based IFU observations of the
cores of GCs can be very helpful tools to investigate whether IMBHs are present
in galactic GCs, especially because it does not appear that increased distance in-
duces a higher failure rate in the recovery of input IMBHs. However, a large
sample of objects would be required in order to draw meaningful conclusions
on the average IMBH occupation fraction in GCs. In fact, the failure rate of any
single observation is high (25-100% depending on BH mass) due to stochastic
superposition of bright stars along the line of sight to the IMBH, and this bias
needs to be corrected for. In conclusion, this work shows how any future IFU
observation needs to be supported by other techniques with the purpose of pro-
viding complementary approaches. Even with their own observational limita-
tions, either proper-motion based kinematics, such as that available from Hubble
Space Telescope imaging at multiple epochs (Anderson & van der Marel, 2010;
Bellini et al., 2014), or discrete kinematics from resolved-star spectroscopy (Lan-
zoni et al., 2013; Kamann et al., 2016) may be used to constrain (especially in the
outer regions) any tentative detection from integrated-light IFU observations .

3
IMBH dynamics in dense stellar
clusters
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Despite recent observational efforts, unequivocal signs for the presence of
intermediate-mass black holes (IMBHs) in globular clusters (GCs) have not been
found yet. Especially when the presence of IMBHs is constrained through dy-
namical modeling of stellar kinematics, it is fundamental to account for the dis-
placement that the IMBH might have with respect to the GC centre. In this paper
we analyse the IMBH wandering around the stellar density centre using a set of
realistic direct N-body simulations of star cluster evolution. Guided by the simu-
lation results, we develop a basic yet accurate model that can be used to estimate
the average IMBH radial displacement (〈rbh〉) in terms of structural quantities as
the core radius (rc), mass (Mc), and velocity dispersion (σc), in addition to the
average stellar mass (mc) and the IMBH mass (Mbh). The model can be expressed
by the equation 〈rbh〉 /rc = A(mc/Mbh)α[σ2crc/(GMc)]β , in which the free parame-
ters A,α, β are calculated through comparison with the numerical results on the
IMBH displacement. The model is then applied to Galactic GCs, finding that for
an IMBH mass equal to 0.1% of the GC mass, the typical expected displacement
of a putative IMBH is around 1′′ for most Galactic GCs, but IMBHs can wander
to larger angular distances in some objects, including a prediction of a 2.5′′ dis-
placement for NGC 5139 (ω Cen), and > 10′′ for NGC5053, NGC6366 and ARP2.
3.1 Introduction
Investigating the existence of intermediate-mass black holes (IMBHs) in the Uni-
verse is a central goal in modern theories of galaxy evolution. In fact, IMBHs
with masses in the range 102− 105 M would represent the missing link between
the well-known populations of the stellar BHs (. 50 M; see, e.g., Gies & Bolton
1986, Orosz et al. 2011, and the recent gravitational waves detections Abbott et al.
2016b, Abbott et al. 2016a, Abbott et al. 2017), which represent the final result in
the evolution of massive stars, and the supermassive BHs (& 105 M; see, e.g.,
Ghez et al. 2008, Bentz et al. 2014, Czerny et al. 2016), which are ubiquitously
observed at the centres of galaxies.
In recent years, globular clusters (GCs) have been indicated as promising
candidates for hosting a central IMBH. Because of their high density cores (∼
103−4M pc−3), they might represent optimal environments to grow IMBHs through
runaway collapse of massive stars at their formation (see, e.g., Portegies Zwart &
McMillan 2002, Portegies Zwart et al. 2004b Giersz et al. 2015). Alternatively,
ejecta from first-generation massive stars might collect in the core of GCs, where
the high gas density can lead to substantial accretion onto an existing BH seed
(see Vesperini et al. 2010). Another motivation to establish whether IMBHs are
present in GCs is connected to the M• − σ relation (see Ferrarese & Merritt 2000;
Gebhardt et al. 2000) between the mass of the supermassive BH and the average
velocity dispersion in the bulge of galaxies. Given the range of typical core ve-
locity dispersions in GCs, the existence of IMBHs would imply that this relation
continues to be valid also in the low-mass regime (see, e.g., Lützgendorf et al.
2013b).
Yet, despite significant recent efforts to confirm (or falsify) these arguments,
a clear evidence for the presence of IMBHs in GCs is still missing. Many differ-
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ent observational techniques can be used to identify IMBHs (see Mezcua 2017 for
a review). One possible method relies on the detection of both X-ray and radio
emission associated, respectively, to the accretion flow of gas onto the BH and to
the synchrotron radiation from the emitted jets (Strader et al., 2012). In particu-
lar, X-ray and radio observations can be used together to discriminate an IMBH
against other plausible emitters and, thus, to set quantitative constraints on the
IMBH mass (see Merloni et al. 2003; Falcke et al. 2004). These observations, how-
ever, are complicated by the typical lack of gas in GCs (see, e.g, Farrell et al. 2012;
Mezcua et al. 2013; Haggard et al. 2013). One illustrative case is represented by
the centre of the globular cluster G1 in M31 (Pooley & Rappaport, 2006), for which
no clear sign of radio activity associated to the X-ray source has been found (see
Ulvestad et al. 2007 and Miller-Jones et al. 2012 for details).
Another method for IMBH detection in GCs is represented by stellar dynam-
ics measurements. This approach has led to the majority of the recent observa-
tional claims of detection in GCs, and, in a few instances, to debated results when
applied to the same object (e.g., Omega Centauri in Noyola et al. 2010 and van
der Marel & Anderson 2010 or NGC 6388 in Lanzoni et al. 2013 and Lützgendorf
et al. 2013a, 2015). For this method the constrains on the IMBH mass are gener-
ally determined by fitting the observed velocity dispersion profile with a family
of Jeans models (see, e.g., van der Marel & Anderson 2010). These models are
typically constructed by making assumptions on the mass-to-light ratio profile
M/L(r) in order to calculate the intrinsic mass distribution of the visible stars
from the surface brightness profile. This represents a crucial and delicate step
for the traditional Jeans modeling. In fact, a population of centrally concentrated
dark remnants would be able to increase the inner M/L profile and, thus, to pro-
duce effects on the kinematics of the luminous component similar to those of a
central IMBH (see e.g., Arca-Sedda 2016; Peuten et al. 2017; Gieles et al. 2017).
Further challenges for this method are represented by the necessity to make as-
sumptions on the presence (or absence) of velocity anisotropy (see e.g. Zocchi
et al. 2017), and on the symmetry of the system. Finally, observations need to be
able to measure accurately the velocity dispersion profile within the BH sphere
of influence, which is expected to be limited to a few arcsec for most GCs.
Another opportunity for IMBH detection is through the use of modern inter-
ferometers (see, e.g., Mandel et al. 2008; Konstantinidis et al. 2013; MacLeod et al.
2016), which can be able to detect the gravitational waves produced by possible
mergers of massive compact objects into the IMBH.
Finally, other complementary approaches are focused on indirect evidence of
the IMBH presence. N-body numerical simulations suggest that a central IMBH is
expected to form a shallow cusp in the projected surface brightness profile and to
prevent the core collapse by enhancing three-body interactions within its sphere
of influence (see e.g, Baumgardt et al. 2005). In addition, IMBHs are shown to
quench the phenomenon of mass segregation (see e.g. Trenti et al. 2007a; Gill
et al. 2008; Pasquato et al. 2016) and energy equipartition (Trenti & van der Marel,
2013), and such suppression may be constrained observationally through mea-
surements of pulsar acceleration (Kızıltan et al., 2017). However, measuring these
effects in real GCs do not represent a sufficient condition to infer the existence of
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IMBHs, as other dynamical processes could be responsible for the same signa-
tures (see e.g. Hurley 2007; Trenti et al. 2010; Vesperini et al. 2010).
Especially for dynamical modeling that rests on (spherical) symmetry assump-
tions, such as Jeans modeling of the surface brightness and velocity dispersion
profiles, one possible source of systematic uncertainties may be represented by
the wandering of the IMBH around the centre of the system (see e.g., Giersz et al.
2015, Haster et al. 2016, de Vita et al. 2017). From a dynamical point of view,
the IMBH describes a random motion as a consequence of continual fluctuations
in the global gravitational field induced by star encounters. The classical treat-
ment for a point mass Mbh, assuming energy equipartition with the background
stars in the globular cluster’s core, requires that Mbhσ2bh = mcσ
2
c , where mc is the
typical mass of a field star and σ2bh, σ
2
c are the velocity dispersions of the IMBH
and the field stars, respectively. Under the assumption that the IMBH moves in
a specific gravitational potential, a simple model for the IMBH displacement can
be obtained (see Bahcall & Wolf 1976b; Merritt 2001). However, this way of de-
scribing the IMBH motion is based on simplifying assumptions which need to be
tested and potentially refined in order to reproduce the general behaviour found
in N-body simulations.
The main goal of the present work is to produce a physically motivated model
for the IMBH radial displacement by comparison with N-body simulations. The
scope of this paper is dual. On one side we aim at identifying the main ingredi-
ents that contribute to the complex dynamics of IMBHs in star clusters. On the
other side we aim at providing with a simple instrument to estimate the IMBH
radial displacement on the base of few observational quantities. The model we
propose represents an extension of the one discussed by Bahcall & Wolf (1976b)
(see Equation (3.8) below), with two main physical ingredients added (degree of
energy partition and core dynamical state), which will be constrained through
comparison with numerical simulations. The paper is structured as follows. In
Section 3.2 we present the set of simulations used in this work together with im-
portant definitions for quantities relevant to our analysis. In Section 3.3, we de-
rive a scaling relation which describes the IMBH average displacement in terms
of relevant observational quantities by comparing our model to the simulations.
In Section 3.4 we apply the model to an existing catalogue of 85 Galactic GCs in
order to give reasonable predictions for the mean radial displacements of IMBHs
that are assumed to constitute the 0.1% of the total cluster mass. Finally, in
Sect.3.5, we give our conclusions.
3.2 Numerical framework
3.2.1 Set of simulations
The numerical simulations used in this paper are those from MacLeod et al.
(2016). The reader is directed to Section 2 of that paper for details. Here we
summarise their main characteristics.
The set of direct N-body simulations is produced by means of the NBODY6
distribution (Aarseth 1999, 2003) that embeds the SSE and BSE codes of Hurley
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Table 3.1: Table of N-body simulation groups A-D. For each group we report (from left
to right) the number of initial stars (N∗); the number of equivalent simulations (Nsim),
which are different realisations of the same initial conditions; the King parameterW0 and
the initial half-mass radius rh,0 in pc; the initial IMBH mass in M; the total duration of
the simulation in Gyr, and the kick imparted to stellar remnants in terms of the initial
cluster velocity dispersion σ∗.
N∗ Nsim W0 rh,0 Mbh,0 tmax σk/σ∗
A 100k 3 7 2.3 150 6 2.5
B 100k 3 7 2.3 150 6 1.0
C 100k 3 7 2.3 75 9 2.5
D 200k 4 7 2.3 150 10.4 2.5
et al. (2000, 2002) to account for stellar evolution. Star clusters with 1 − 2 × 105
initial stars (corresponding to low-mass Galactic GCs) are evolved in a realistic
tidal field. The stellar distribution of each cluster is initialised following King
(1966) models with W0 = 7. The stars in the initial conditions follow a Kroupa
(2001) initial mass function (IMF), within the mass range 0.1 − 30 M, with no
binaries. The metallicity is one-tenth solar.
At the beginning of the simulation, an IMBH of 75 − 150 M and with zero
velocity is initialised at the centre of mass of the system. The IMBH mass grows
modestly during the evolution because of tidal disruption events following close
encounters (typically, by the end of the evolution, the IMBH mass increases by a
factor 1.2− 1.4, depending on the simulation group). In these events, which take
place when the pericenter radius is less than rt = (Mbh/M∗)1/3R∗, a fraction of the
star mass is accreted into the IMBH (for weakly-bound orbits typically half of the
mass is retained by the BH).
Finally, MacLeod et al. (2016) consider two different cases for the velocity
kicks imparted to stellar remnant (neutron stars and BHs). In both cases rem-
nants are given a kick drawn from a Maxwellian distribution with sigma of either
1 or 2.5 times the initial cluster velocity dispersion, producing different retention
fractions of stellar remnants.
The simulations have been divided in 4 groups, which differ for the initial
parameters. Within each group, statistically different realisations of the same ini-
tial conditions are considered. The main properties of the simulations groups are
summarised in Table 3.1.
3.2.2 IMBH displacement definition
In order to characterise the motion of the IMBH in our simulated GCs with re-
spect to the GC centre, we need to properly define a coordinate-independent cen-
tre of the system. Following what suggested by Casertano & Hut (1985), we use
a density centre for the purpose. For this, we associate to each particle in a snap-
shot (excluding the IMBH) a local density calculated considering the six closest
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where mi is the mass of the i-th star, m6 and r6 are the mass and the distance of
the sixth neighbour to the i-th star, respectively, and M is the total mass within a
sphere of radius r6 centred in the i-th star position. The density-weighted centre






where ~xi = (xi, yi, zi) is the position of the i-th star with respect to the initial
reference frame. Finally, we consider a mass/density-weighted radius defined as
rρ =
∑
i |~xi − ~xρ| ρimi∑
i ρimi
. (3.3)
As tested in Trenti et al. (2010), the density radius rρ generally represents a good
estimate for the core radius as determined by fitting the surface-brightness profile
with a King model, especially for systems that are not core-collapsed (see Fig. 10
in Trenti et al. 2010). With these definitions, the IMBH radial position can be
expressed in a coordinate-independent way as
rbh =
√
|~xbh − ~xρ|2. (3.4)
All the definitions given so far can be easily extended in order to deal with
projected and luminosity-weighted quantities. We define the local surface-brightness
for the i-th star as
µi =
L− li − l6
πR26
, (3.5)
where li is the luminosity of the i-th star, l6 and R6 are the luminosity and the
projected distance of the sixth neighbour to the i-th star, respectively, and L is
the total luminosity within a circle of radius R6 centred in the i-th star position.
We calculate luminosity-weighted quantities by considering only main-sequence
stars, thus avoiding the fluctuations in the light profile that arise from the small
number of luminous giants. Moreover, we consider stars with mass higher than
0.4M in order to exclude the faint end of the main sequence, since those stars
would be likely unresolved in typical GC observations. For main sequence stars
we assume that luminosity scales with mass as l ∝ m7/2. Then, the 2 dimensional
luminosity centre ~Xµ is obtained by projecting the stars’ positions along the z-axis







where ~Xi = (xi, yi). Finally, analogous to the mass/density-weighted radius in
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3.2.3 IMBH displacement results
For one simulation in group A, we report in Fig. 3.1 the evolution of the ratio of
the IMBH displacement along different axes as a function of time. We exclude the
first part of the evolution from our analysis because, in this phase, the internal dy-
namics is still dominated by rapid stellar evolution processes. In particular, there
is a significant mass loss as higher mass stars evolve out of the main sequence.
From the figure it is evident how the IMBH is experiencing an isotropic motion
around the centre. Together with the single values from each snapshot in the sim-
ulation, we plot also a running average for the sample. It is worth noting that,
when rescaled with the density radius, the displacement on each axis is approxi-
mately time-independent.
In Fig. 3.2 we show the displacement distribution in the range 1-5 Gyr for
4 typical simulations, one for each group analysed in this paper (see Table 3.1).
As expected, the distributions in each direction are well fitted by a normal dis-
tribution with zero mean, suggesting that the IMBH is actually experiencing a
Brownian random motion. This motivates and justifies the approach to consider
only radial quantities for further analysis.
Finally, in Fig. 3.3 we report the radial displacement evolution for the 4 groups
of simulations considered. For all the simulations, the minimum average dis-
placement for the IMBH is & 0.02 rρ with 95% confidence. According to the clas-
sic derivations for the Brownian motion of a point mass object, the IMBH mean









where mρ is the average stellar mass within the density radius. This result is ob-
tained by Bahcall & Wolf 1976b under the assumptions that the IMBH is a single
object in complete energy equipartition with the surrounding stars in the core
and is moving in an harmonic potential well. For typical values in our simula-
tions, mρ ≈ 0.65M and Mbh ≈ 150M, we have 〈rbh〉 /rρ ≈ 0.07, which is in good
agreement (at least as order of magnitude estimate) with the measured displace-
ments. In addition, the radial IMBH displacement increases significantly in the
group of simulations with the less massive IMBH (see group C). Moreover, both
the different way of treating the velocity kicks imparted to stellar remnants and
the initial number of stars seems to play a secondary role in the IMBH wandering
(compare groups A, B and D).
3.3 A scaling relation for the IMBH displacement
3.3.1 Physical foundations
The basic assumption behind Equation (3.8) is that the IMBH has reached a state
of energy equipartition with the surrounding stars in the core. As shown in
Trenti & van der Marel (2013), a condition of complete energy equipartition is
not achieved in the context of direct N-body simulations. Thus, for our purposes,
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Figure 3.1: Evolution of the IMBH displacement relative to the density radius (∼ core ra-
dius) for one simulation in group A in each direction. Each data point represents a single
measurement coming from one snapshot of the simulation. The orange line is a running
average, calculated by averaging the values obtained from 50 snapshots, corresponding
to roughly 150 Myr. The shaded area encloses two standard deviations with respect to
the running average (one above and one below).
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Figure 2. Distribution of the ratio between the IMBH displacement and the density radius in three directions (x, y, z) for the four groups of simulations used in
this paper (see Table 1). Each distribution refers to the time interval 1–5 Gyr and is fitted with a Gaussian distribution with mean value µ and standard deviation
σ . The average displacement, identified as the σ of the best-fitting normal distribution, is higher in panel C, which shows the simulation with the less massive
IMBH (75 M⊙).
choice is motivated by the aim of describing a complex dynamical
phenomenon with the minimal number of ingredients, which are
based on understandable and basic physical arguments. Despite its
simplicity, the number of free parameters is still higher with respect
to the model of equation (8) presented by Bahcall & Wolf (1976),
but we show in Subsection 3.3.1 that the addition of β is supported
by data-model comparison.
3.2 Binary versus three-body interactions
One possible extension for the physical treatment presented in the
previous subsection is to consider the IMBH as one component of
a binary system (see Merritt 2001), which is the most likely IMBH
dynamical state observed in numerical simulations (see MacLeod
et al. 2016). The Brownian motion of a binary in a background
field differs from that of a single massive object because of inelastic
scattering events. These occur when a perturber star strongly inter-
acts with the binary, and is ejected after one or several encounters
carrying away part of the binary binding energy, thus not conserv-
ing the total kinetic energy of the three-body system. If the binary
mass is much greater than the average field mass, the net result of
many close three-body interactions is to increase the recoil velocity
of the binary centre of mass as a consequence of linear momentum
conservation.
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Figure 3.2: Distrib tion of t e ratio betwee the IMBH displacement and th density ra-
dius in three directions (x, y, z) for the 4 groups of simulations used in this paper (see
Table 3.1) . Each distribution refers to the time interval 1-5 Gyr and is fitted with a Gaus-
sian distri ution with mean value µ a d standard deviation σ. The average displacem nt,
identified as the σ of the best-fit normal distribution, is higher in panel C which shows
the sim lati n with th less massive IMBH (75 M).
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Group A Group B Group C Group D
Figure 3.3: Evolution of the IMBH displacement for 4 simulations, one for each group
analysed in this paper (see Table 3.1). Upper panels: each data point represents a single
measurement of the ratio rbh/rρ coming from one snapshot of the simulation. The orange,
red and green line represent respectively the running average, the 5% quantile and the
95% quantile, calculated from the distribution of the values obtained from 50 snapshots,
corresponding to roughly 150 Myr for groups A-B-C and to 100 Myr for group D. The
shaded area encloses two standard deviations with respect to the running average (one
above and one below). The average IMBH displacement slightly varies during the evolu-
tion as a direct consequence of processes as mass segregation in the core (mρ increases),
IMBH accretion (Mbh increases) and core collapse (rρ decreases). Lower panel: Running
averages for each group above but shown in a a single plot for direct comparison. On
average, the displacement in group C (low-mass IMBH) is significantly higher than the
others.
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we will consider a more general relation between the IMBH velocity dispersion







where α is a free parameter that measures the degree of energy equipartition in
the core (we expect 0 ≤ α < 0.5).
If we Taylor expand a King potential (King, 1966) in 〈rbh〉 ≈ 0 and we equal the
IMBH kinetic energy with its gravitation potential energy, we are able to associate
the IMBH velocity dispersion to a physical mean displacement. In particular,








where, for King models, the constant of proportionality is determined by fixing
the central dimensionless potential W0. By substituting σ2bh using the combina-













Finally, in order to be more general, we define the exponent of the factor σ2crc/(GMc)
as β and consider it as a free parameter related to the dynamical state of the core.













with A, α and β free parameters of the model.
The main goal of this work is to find the parameters’ values that best represent
our simulations. We wish to emphasis here that our model intentionally relies on
a low number of free parameters. This choice is motivated by the aim of describ-
ing a complex dynamical phenomenon with the minimal number of ingredients,
which are based on understandable and basic physical arguments. Despite its
simplicity, the number of free parameters is still higher with respect to the model
of Equation (3.8) presented by Bahcall & Wolf (1976b), but we show in Subsection
3.3.3 that the addition of β is supported by data-model comparison.
3.3.2 Binary versus three-body interactions
One possible extension for the physical treatment presented in the previous Sub-
section is to consider the IMBH as one component of a binary system (see Mer-
ritt 2001), which is the most likely IMBH dynamical state observed in numerical
simulations (see MacLeod et al. 2016). The Brownian motion of a binary in a
background field differs from that of a single massive object because of inelastic
scattering events. These occur when a perturber star strongly interacts with the
binary, and is ejected after one or several encounters carrying away part of the
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binary binding energy, thus not conserving the total kinetic energy of the three-
body system. If the binary mass is much greater than the average field mass, the
net result of many close three-body interactions is to increase the recoil velocity
of the binary centre of mass as a consequence of linear momentum conservation.
Merritt (2001) compares the rate of diffusion in the velocity of the binary due
to three-body superelastic scatterings 〈(∆v)2〉se, with that of a point mass due to
two-body encounters 〈(∆v)2〉C (see Equations 3 to 11 in that paper). The ratio of








where log Λ is the Coulomb logarithm, which for typical GCs is 3 . log Λ . 5
(see, e.g., Bertin 2014) and H represents the hardening rate of the binary. From
three-body scattering experiments, even for hard binaries (i.e., those for which√
GM12/a σc, with M12 total binary mass and a semi-major axis), H . 20 for a
wide range of mass ratios (see Quinlan 1996). Thus, Equation (3.13) implies that
the enhancement of the IMBH random motion via three-body encounters might
be negligible at first instance (≈ 6% correction). This conclusion seems even more
appropriate for massive star clusters (we recall that the numerical simulations
used in this paper may only represent the low-mass end of the Galactic GCs’
system). In fact, we expect the log Λ term in Equation (3.13) to slightly increase
with the number of stars, reducing the impact of three-body encounters on the
binary diffusion rate.
To further investigate the impact of three-body interactions, we directly searched
for a correlation between the IMBH radial displacement and three-body scatter-
ing events in our fiducial simulation (group A in Table 3.1). We flagged the three-
body interactions as those where the IMBH is one component of an hard binary
system for which rp/a < 3, with rp representing the closest approach distance
of a perturber star to the binary. In Fig. 3.4 we plot the displacement evolution
in comparison with the ratio a/rp. In order to characterise a possible dependence
between the two signals, we calculated the discrete correlation function by means
of the pyDCF software (see Robertson et al. 2015), which is specifically designed
to deal with unevenly sampled time series. We expect this function to be peaked
at a certain lag time tlag if rbh increments follow close three-body scattering events
(those for which a rp) with a characteristic time delay tlag. The cross-correlation
coefficients are shown in Fig. 3.4. The time range considered for tlag is of the or-
der of the typical half-mass relaxation time 0.5Gyr . trh . 1.5Gyr (see Trenti et al.
2010 for a definition). Note that we plot the amplitudes of the correlation also for
negative values of tlag. Quantifying the amplitude of such correlations (which are
not expected to be present in the system) provides us with a characteristic noise
level that can be directly and easily compared with the amplitudes of interest in
the range tlag > 0, showing that there is no difference in amplitudes and thus that
the correlations at positive lag times are dominated by noise.
Overall, all these tests confirm that inelastic scattering events are not domi-
nating the IMBH radial displacement variations and thus we neglect them in the
following analysis.





































Figure 3.4: Cross-correlation of the IMBH radial displacement with three-body interac-
tions. Upper panels: evolution of the IMBH radial displacement compared to the most
energetic three-body events quantified by the ratio a/rp of the semi-major axis of a bi-
nary with the IMBH and the closest distance of a perturber star. Lower panel: discrete
correlation coefficients of the two time signals rbh/rρ and a/rp as function of the lag
time. The low and uniformly distributed values of the coefficients might suggest that the
IMBH radial displacement is not significantly affected by strong three-body encounters.
The dynamical time for the simulation is tdyn ≈ 0.3 Myr.
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3.3.3 Results
In Fig. 3.5 we plot the evolution of the 3D mass-weighted density radius rρ, of
the 2D luminosity-weighted surface brightness radius Rµ and of the IMBH radial
displacement, both intrinsic rbh and projected Rbh. In order to test the ability of
the model in Equation (3.12) to predict the IMBH displacement, we divide the
range 4−5.5 Gyr for simulations A-B and the range 4−7 Gyr for simulations C-D
into equal time intervals of 0.3 Gyr each. The time ranges are selected both to ex-
clude the post core-collapse phase in which the density radius oscillates rapidly
and to avoid the first part of the evolution dominated by stellar evolution and
characterised by high discrepancy between the luminosity-based and mass-based
radii. For each time interval we compare the direct measurement of the average
IMBH displacement (presented in Subsection 3.2.3) with the displacement pre-
dicted by the model. We carry out this analysis for both 3D mass-weighted and
2D luminosity-weighted quantities. Accordingly, we replace the core terms in
Equation (3.12) with corresponding quantities in each case (see subsections be-
low).
In both cases we are able to obtain a total of N = 100 measurements for the
relevant quantities in our model averaged over the 0.3 Gyr time interval (the av-
erage over time is indicated using the brackets 〈...〉). Then, the fit of the model to










with respect to the free parameters A, α and β. Here δi is the standard error of
〈log (rbh/rc)〉i and fi is the model prediction (see Equation 3.12) defined by

















The maximisation process is performed using a Markov chain Monte Carlo (MCMC)
estimator (see Foreman-Mackey et al. 2013).
Mass-based analysis
For the mass-based analysis we rely on the maximum information available from
the simulations, and use the intrinsic core radius with the intrinsic density radius
defined by Equation (3.3) as proxy for rc. Similarly, the average stellar mass in
the core mc and the total core mass Mc are replaced by the same quantities cal-
culated within the density radius (we will use the the subscript ρ instead of c to
indicate quantities calculated within the density radius). Finally, we replace the
core velocity dispersion σc with the 3D velocity dispersion σρ, calculated from
the velocity standard deviations along each axis of the stars (including dark stel-
lar remnants) within the density radius.
In Fig. 3.6 we show the result of the fit. In particular, we plot the relative differ-
ence between the IMBH displacement (relative to the density radius) measured
in the simulations to the corresponding displacement calculated with the best fit
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Figure 5. Evolution of the 3D mass-weighted density radius rρ , the 2D luminosity-weighted surface brightness radius Rµ, the intrinsic (rbh) and the projected
(Rbh) IMBH radial displacement for the four groups of simulations used in this paper (see Table 1).
In both cases, we are able to obtain a total of N = 100 measure-
ments for the relevant quantities in our model averaged over the
0.3 Gyr time interval (the average over time is indicated using the
brackets ⟨. . . ⟩). Then, the fit of the model to the data is carried out
by maximizing the Gaussian likelihood function









with respect to the free parameters A, α, and β. Here δi is the
standard error of ⟨log (rbh/rc)⟩i and fi is the model prediction (see
equation 12) defined by

















The maximization process is performed using a Markov chain
Monte Carlo (MCMC) estimator (see Foreman-Mackey et al. 2013).
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Figure 3.5: Evolution of the 3D mass-weighted density radius rρ, the 2D luminosity-
weighted surface brightness radius Rµ, the intrinsic (rbh) and the projected (Rbh) IMBH
radial displacement for the 4 groups of simulations used in this paper (see Table 3.1).
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model. In addition, we report the histograms produced by the MCMC code to
sample the parameter space. The best-fit value α = 0.48 ± 0.01 suggests that the
IMBH is very close to a state of complete energy equipartition with the surround-
ing stars. ∗ Moreover, we find that a non-zero value of β is needed in order to
reproduce the data. This result supports the introduction of an additional param-
eter in our model related to the shape of the overall gravitational potential (see
discussion in Subsection 3.3.1). The chi-square per degree of freedom calculated
with the best fit parameters is χ̃2bf = 1.08, which corresponds to a 0.55σ deviation
from the expected median value χ̃2bf = 1, and indicates that our model describes
the numerical data well.
Finally, we test the quality of the fit performed with the model in Equation
(3.12) against other three models that rely on a lower number of free parameters.
These models are readily obtained from Equation (3.12) by imposing respectively
(i) α = 0.5 and β = 0; (ii) β = 0 and (iii) α = 0.5. The first case represents the one-
dimensional model of Bahcall & Wolf (1976b) expressed in Equation (3.8), while
the second case is the corresponding 2-dimensional version in which the hypoth-
esis of complete energy equipartition has been relaxed. Finally, in the third case,
the dynamical state of the core (as measured by β) is the only physical parameter,
with the degree of energy equipartition fixed to its maximum value.
In Fig. 3.7, we plot the best-fit of the data through the most simple model of
Equation (3.8). The relevant best-fit values relative to the four different models
are reported in Table 3.2. From the Akaike information criterion † (see, e.g., Liddle
2007) we can conclude that the model in Equation (3.12) (for which AIC ≈ 110)
and the analogous model with the constraint α = 0.5 (for which AIC ≈ 111)
are generally more appropriate to describe the IMBH dynamical behaviour when
compared to the others (for which AIC ≈ 290). A likelihood ratio test for the
model with α = 0.5 gives a value of 2.79, indicating marginal significance (at the
90% confidence level) that the modeling needs to allow for a departure from full-
energy equipartition of the IMBH. Motivated by this, for the following analysis
we adopt the most general model expressed by Equation (3.12). However, we
would expect to find similar results for the α = 0.5 model.
Luminosity-based analysis
For an easier application of our model for the IMBH displacement to observed
globular clusters, we carry out also an analysis in which the quantities involved
are projected and luminosity-weighted. Thus we decide to replace the intrinsic
core radius in the model presented in Subsection 3.3.1 with the projected surface-
brightness density radiusRµ, defined in Equation (3.7). Following the convention
used for the mass-weighted analysis we use the subscript µ to indicate quantities
∗Note that the near-complete energy equipartition for a single massive remnant does not imply
that the whole cluster’s core is in the same dynamical state, and our finding is consistent with the
results of Trenti & van der Marel (2013), which highlight that massive (dark) remnants have a
higher degree of equipartition compared to visible stars because of their rarity.
†The AIC is defined by AIC = −2 lnLbf +2k+2k(k+1)/(N−k−1), where Lbf is the maximum
likelihood from the fit of a model with k degrees of freedom to N data points. The best model is
the one which minimises AIC.
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Table 3.2: Quality of the fit. For four models (specified by Equation 3.12) with different
degrees of freedom (k), we report the best-fit parameters (αbf , βbf ), the minimum chi-
square (χ2bf ), the reduced chi-square (χ̃
2
bf ), the deviation of χ̃
2
bf from 1 in terms of the
variance (σ2) of the χ̃2 distribution, and the AIC value.






bf − 1)/σ AIC
1 0.5 0 286.79 2.89 13.34 288.80
2 0.49± 0.03 0 285.57 2.91 13.40 289.57
2 0.5 0.54± 0.04 107.36 1.09 0.67 111.36
3 0.48± 0.01 0.55± 0.04 104.57 1.07 0.54 110.57
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Figure 6. Best-fitting model for the IMBH displacement. Panel (a) shows a map of the IMBH displacement residuals, namely the relative difference between
the displacement calculated with the model and the displacement measured in the simulation. Panel (b) shows the 1-D and 2-D histograms produced with the
maximum likelihood estimator. The best-fitting values for log A, α, and β are reported together with 1σ , 2σ , and 3σ confidence levels. The chi-square per
degree of freedom for this data set is χ̃2bf = 1.08 (0.55σ ).
3.3.1 Mass-based analysis
For the mass-based analysis, we rely on the maximum information
available from the simulations, and use the intrinsic core radius
with the intrinsic density radius defined by equation (3) as proxy
for rc. Similarly, the average stellar mass in the core mc and the total
core mass Mc are replaced by the same quantities calculated within
the density radius (we will use the subscript ρ instead of c to indicate
quantities calculated within the density radius). Finally, we replace
the core velocity dispersion σ c with the 3D velocity dispersion σρ ,
calculated from the velocity standard deviations along each axis of
the stars (including dark stellar remnants) within the density radius.
In Fig. 6, we show the result of the fit. In particular, we plot the
relative difference between the IMBH displacement (relative to the
density radius) measured in the simulations to the corresponding
displacement calculated with the best-fitting model. In addition,
we report the histograms produced by the MCMC code to sample
the parameter space. The best-fitting value α = 0.48 ± 0.01 sug-
gests that the IMBH is very close to a state of complete energy
equipartition with the surrounding stars.1 Moreover, we find that
a non-zero value of β is needed in order to reproduce the data.
This result supports the introduction of an additional parameter in
our model related to the shape of the overall gravitational potential
(see discussion in Subsection 3.1). The chi-square per degree of
freedom calculated with the best-fitting parameters is χ̃2bf = 1.08,
which corresponds to a 0.55 σ deviation from the expected median
1 Note that the near-complete energy equipartition for a single massive
remnant does not imply that the whole cluster’s core is in the same dynamical
state, and our finding is consistent with the results of Trenti & van der Marel
(2013), which highlight that massive (dark) remnants have a higher degree
of equipartition compared to visible stars because of their rarity.
value χ̃2bf = 1, and indicates that our model describes the numerical
data well.
Finally, we test the quality of the fit performed with the model
in equation (12) against other three models that rely on a lower
number of free parameters. These models are readily obtained from
equation (12) by imposing respectively (i) α = 0.5 and β = 0;
(ii) β = 0; and (iii) α = 0.5. The first case represents the one-
dimensional model of Bahcall & Wolf (1976) expressed in equation
(8), while the second case is the corresponding 2-dimensional ver-
sion in which the hypothesis of complete energy equipartition has
been relaxed. Finally, in the third case, the dynamical state of the
core (as measured by β) is the only physical parameter, with the
degree of energy equipartition fixed to its maximum value.
In Fig. 7, we plot the best fit of the data through the most simple
model of equation (8). The relevant best-fitting values relative to
the four different models are reported in Table 2. From the Akaike
information criterion 2 (see e.g. Liddle 2007), we can conclude that
the model in equation (12) (for which AIC ≈ 110) and the anal-
ogous model with the constraint α = 0.5 (for which AIC ≈ 111)
are generally more appropriate to describe the IMBH dynamical
behaviour when compared to the others (for which AIC ≈ 290).
A likelihood ratio test for the model with α = 0.5 gives a value
of 2.79, indicating marginal significance (at the 90 per cent confi-
dence level) that the modelling needs to allow for a departure from
full-energy equipartition of the IMBH. Motivated by this, for the
following analysis we adopt the most general model expressed by
equation (12). However, we would expect to find similar results for
the α = 0.5 model.
2 The AIC is defined by AIC = − 2 ln Lbf + 2k + 2k(k + 1)/(N − k − 1),
where Lbf is the maximum likelihood from the fit of a model with k degrees
of freedom to N data points. The best model is the one that minimises AIC.
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Figur 3.6: B st fit odel for the IMBH displacement. Panel (a) show a ap of t e
IMBH displacement residuals, namely the relative difference between the displacement
calculated with the model and the displacement measured in the simulation. Panel (b)
shows the 1-D and 2-D histograms produced with the maximum likelihood estimator.
The best fit values for logA, α and β are reported togeth r with 1σ, 2σ and 3σ confid nce
levels. The ch -square p r d gree of freedom for this data set is χ̃2bf = 1.08 (0.55σ).
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Figure 3.7: Linear fit of the IMBH displacement predicted by Equation (3.8), namely
the model of Equation (3.12) with constrains α = 0.5 and β = 0. The mean relative
displacement is reported as function of the ratiomρ/Mbh and the best linear fit of the data
is shown. The chi-square per degree of freedom for this data set is χ̃2bf = 2.89 (13.3σ).
calculated within Rµ. With this convention, mµ and Mµ represent the average
stellar mass and the total mass calculated by considering all the stars (including
dark remnants) enclosed in a projected circle with radius Rµ. Finally, we indicate
with σ0,z the standard deviation of the velocities along the z-axis of the luminous
stars (namely main sequence stars with mass greater than 0.4M) within a small
circle around the centre (with radius ≈ 5% of Rµ).
In Fig. 3.8 we show the result of the fit based on luminosity-weighted and
projected quantities. The chi-square per degree of freedom calculated with the
best fit parameters is χ̃2bf = 1.66, which corresponds to a 4.60σ deviation from
the expected median value χ̃2bf = 1. Overall, even if luminosity-based quantities
are less effective as input for the dynamical modeling compared to mass-based
measurements, we find good agreement between the best-fit parameters. This
suggests that the model we present provides a basic yet effective tool to estimate
the IMBH radial displacement on the basis of few parameters which are broadly
available from GC observations.
3.4 Wandering of putative IMBHs in Galactic globular clusters
With the model presented in Subsection 3.3.1, we have a tool to calculate the
displacement expected in Galactic globular clusters. If applied to Equation (3.12),
the best fit values found in the luminosity-based analysis give the final version of
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Figure 8. See Fig. 6 for a detailed description. The chi-square per degree of freedom for this data set is χ̃2bf = 1.66 (4.60σ ).
Figure 9. Expected IMBH radial displacement as calculated through equation (16) with a fixed ratio Mtot/Mbh = 103 for a sample of 85 Galactic GCs in the
McLaughlin & van der Marel (2005) catalogue. The dashed horizontal line represents a median value of ≈1 arcsec.
5 D I S C U S S I O N A N D C O N C L U S I O N S
In this work, we analysed the motion of IMBHs around the cen-
tres of GCs. First, we presented a simple model for the IMBH
displacement (see equation 12), which has been constructed based
on few physical ingredients and on the comparison with realistic
direct N-body simulations. The total number of free parameters of
the model has been kept low in order to reduce the complexity
of the dynamical processes involved in the IMBH random mo-
tion to two main aspects: the dynamical state of the core and the
degree of energy equipartition between the IMBH and the field
stars. A possible extension of this treatment might contemplate
the inclusion of the effect that a IMBH companion should have
on the binary’s barycentre motion (Merritt 2001). However, for
our simulations, we find that the IMBH radial displacement is
not significantly affected by three-body scattering events, which
we expect to represent a secondary aspect of the overall dynam-
ics also in the case of more massive GCs (!6 per cent relative
correction).
The negligible contribution of three-body scattering events to the
IMBH displacement also implies that our results are likely to remain
representative of more realistic simulations that include a non-zero
fraction of primordial binaries. In fact, Trenti et al. (2007) showed
(see Section 6 in that paper) that while the presence of a central
IMBH enhances the disruption rate of primordial binaries, its effect
is indirect since binaries on orbits that would put them in at suffi-
ciently close impact parameters have a low probability of reaching
MNRAS 475, 1574–1586 (2018)Downloaded from https://academic.oup.com/mnras/article-abstract/475/2/1574/4768278
by University of Melbourne Library user
on 01 February 2018
Figure 3.8: See Fig. 3.6 for a detailed description. The chi-square per degree of freedom
for this data set is χ̃2bf = 1.66 (4.60σ).



























We consider the McLaughlin & van der Marel (2005) catalogue to analyse the
best fit King models f 85 Galactic GCs. We used the t bulated W0, core radius,
and total inferred mass of the cluster to constraint a King model. Then, with
the use of the limepy software developed by Gieles & Zocchi (2015), we derived
relevant quantities as the central projected velocity dispersion (σ0,z), and the to-
tal ma s enclosed i the core radiu (∼ Mµ). Finally we identify Rµ with the
tabulated projected core radius, and we consi ered a fixed average tellar mass
mµ = 0.65 M and a fixed ratio Mtot/Mbh = 103 for every cluster.
In Fi . 3.9 we plot t e IMBH displacements calculated with our model for
the selected sample of GCs. For the major ty of the cluste s t e averag IMBH
radial displacement is around 1′′, with some outliers (NGC5053, NGC6366, and
ARP2) showing a & 10′′ displacement. According to our analysis, the debated
case of ω Cen (see, e.g., the ∼ 3.5′′ discrepancy in the determination of the centre
position between Noyola et al. 2010 and Anderson & van der Marel 2010), is
expected to show a rms displacement of≈ 2.5′′ from the light center of the system.
Another debated system in the literature is represented by NGC6388 (see Lanzoni
et al. 2013 and Lützgendorf et al. 2015), which in our estimate shows a relatively
modest rms displacement of less than 0.5′′.





































































































































































































































































































































Figure 3.9: Expected IMBH radial displacement as calculated through Equation (3.16)
with a fixed ratio Mtot/Mbh = 103 for a sample of 85 Galactic GCs in the McLaughlin &
van der Marel (2005) catalogue. The dashed horizontal line represents a median value of
≈ 1′′.
In typical integrated-light integral field unit (IFU) observations the instrumen-
tal field of view is approximately 10′′× 10′′ with a spaxel resolution of 0.3′′− 0.5′′,
with the latter corresponding to the typical uncertainty in the centre determina-
tion (see, e.g., Lützgendorf et al. 2013a). In this observational framework, the
IMBH median displacement we estimate for Galactic GCs is not expected to in-
troduce major systematic errors in the IMBH detection (see de Vita et al. 2017).
However, effects of larger displacements (〈Rbh〉 & 2′′) would require tailored
data-modeling comparison, since the effects of departure from spherical symme-
try may affect the ability to correctly recover an unbiased BH mass. Furthermore,
in the case of ω Cen, the best-fit mass inferred from spherical Jeans models may
vary up to 30% when cluster centres with a ∼ 10′′ separation are considered (see
Noyola et al. 2010). This implies that an accurate observational determination of
the dynamical centre of the system and a modeling that account for wandering
of a putative central IMBH would be crucial for a precise estimate of its mass
and associated uncertainty. In particular, if an IMBH is present off-center and
data are analysed through a standard spherically symmetric Jean model, then the
recovered IMBH mass is expected to be under-estimated.
3.5 Discussion and conclusions
In this work we analysed the motion of IMBHs around the centres of globular
clusters. First, we presented a simple model for the IMBH displacement (see
Equation 3.12), which has been constructed based on few physical ingredients
and on the comparison with realistic direct N-body simulations. The total num-
ber of free parameters of the model has been kept low in order to reduce the
complexity of the dynamical processes involved in the IMBH random motion
to two main aspects: the dynamical state of the core and the degree of energy
equipartition between the IMBH and the field stars. A possible extension of this
treatment might contemplate the inclusion of the effect that a IMBH companion
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should have on the binary’s barycentre motion (Merritt, 2001). However, for our
simulations, we find that the IMBH radial displacement is not significantly af-
fected by three-body scattering events, which we expect to represent a secondary
aspect of the overall dynamics also in the case of more massive GCs (. 6% rela-
tive correction).
The negligible contribution of three-body scattering events to the IMBH dis-
placement also implies that our results are likely to remain representative of more
realistic simulations that include a non-zero fraction of primordial binaries. In
fact, Trenti et al. (2007a) showed (see Section 6 in that paper) that while the pres-
ence of a central IMBH enhances the disruption rate of primordial binaries, its
effect is indirect since binaries on orbits that would put them in at sufficiently
close impact parameters have a low probability of reaching the IMBH without
being disrupted first through three of four body encounters with other particles
inside the sphere of influence of the BH. Thus, we expect that even in presence
of primordial binaries the dominant energy exchanges with the IMBH would be
through two-body encounters, with a modest overall enhancement of the typical
displacement from the cluster center.
After providing with a physical motivation for the model in Equation (3.12),
we focused on finding the set of model’s parameters that best reproduces our nu-
merical simulations. This analysis has been carried out for two distinct cases. In
the first case, we considered three dimensional and mass-based quantities, get-
ting advantage of the whole information available from the simulations. We find
that the best fit model gives an overall good description of our data and gener-
ally offers a better performance when compared to related models with a lower
number of free parameters (in particular, those models for which the dynamical
state of the core is constrained a priori). The best-fit parameters indicate that the
dynamical state of the core has to be considered in order to reproduce the data
(β 6= 0 in Equation 3.12), and that the IMBH is very close to a state of complete
energy equipartition with the stars in the core (α ≈ 0.5 in Equation 3.12). In the
second case, we adopted projected and luminosity-weighted quantities in order
to provide with a more direct tool for application to real observations. The results
of the luminosity-based fit are consistent with the mass-based fit output, and are
summarised by Equation (3.16), which gives the IMBH radial displacement as
function of the IMBH mass and globular cluster structural parameters.
We note that our modeling is focused on the long-term dynamical evolution
of the simulated clusters (we limit the analysis to the time range 4− 7 Gyr), when
massive stars have already evolved off the main sequence. For this reason we
expect that our conclusions would not be critically altered by different choices
for the IMF, the metallicity and the stellar evolutionary tracks adopted in the sim-
ulations, since these aspects affect primarily the early-time dynamical evolution
of the simulated star clusters, whose memory is erased from the system over the
relaxation timescale (below 1.5 Gyr for a typical cluster). The only important ex-
ception is that, as shown in Spera et al. (2015), a different stellar evolution param-
eterisation would produce a different fraction of massive remnants. For example,
more NSs and stellar-mass BHs would be present at late times as a consequence
of a lower rate of mass loss from stellar winds, increasing the average mass in the
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core, and in turn the average IMBH displacement.
Finally, to illustrate an application of Equation (3.16), we resorted to the struc-
tural parameters catalog of McLaughlin & van der Marel (2005) (which includes
the majority of galactic objects) to derive the expected distribution of average
IMBH radial displacements by assuming a fixed ratio for the total cluster mass to
the IMBH mass. For the ratio Mtot/Mbh = 103, we find that the median value of
the IMBH displacement is 〈Rbh〉 ≈ 1′′, with a few objects being significant outliers.
In particular, predictions for Omega Centauri show an average offset from the
centre 〈Rbh〉 ≈ 2.5′′. We note that given the lack of consensus on IMBH mass de-
terminations in GCs, our assumptions rely on the uncertain extrapolation of the
relations observed in galaxies between bulge and BH masses (e.g. see Gültekin
et al. 2009). However, they can be promptly rescaled to arbitrary BH masses
through Equation (3.16), which is derived from an analytical modeling designed
exactly to bypass the limitations of running a small number of N-body simula-
tions that can explore only a limited mass range (in our caseMtot/Mbh = 400−700,
which is within the 1σ uncertainty of the scaling relation derived by Lützgendorf
et al. 2013a).
In conclusion, our findings suggest that while the median displacement is un-
likely to significantly affect dynamical BH mass estimates, adding tailored dy-
namical modeling to include the IMBH displacement would lead to more precise
estimates of both BH masses and associated systematic uncertainties. In particu-
lar, generalising spherical Jeans modeling to account for a separation between the
center of the stars’ gravitational potential and the center of the point-mass poten-
tial generated by an IMBH would be the most useful improvement. In this frame-
work, higher orders in the multipole expansion of the combined gravitational po-
tential should be included in the modeling process and would potentially help in
solving the tension between different interpretations of velocity dispersion data
for globular clusters in which a central IMBH has been claimed to be present.

4
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The level of mass segregation in the core of globular clusters has been pre-
viously proposed as a potential indicator of the dynamical constituents of the
system, such as presence of a significant population of stellar-mass black holes
(BHs), or even a central intermediate-mass black hole (IMBH). However, its mea-
surement is limited to clusters with high-quality Hubble Space Telescope data.
Thanks to a set of state-of-the-art direct N-body simulations with up to 200k par-
ticles inclusive of stellar evolution, primordial binaries, and varying BH/neutron
stars, we highlight for the first time the existence of a clear and tight linear re-
lation between the degree of mass segregation and the cluster structural concen-
tration index. The latter is defined as the ratio of the radii containing 5% and
50% of the integrated light (R5/R50), making it robustly measurable without the
need to individually resolve low-mass stars. Our simulations indicate that given
R5/R50, the mass segregation ∆m (defined as the difference in main sequence
median mass between center and half-light radius) is expressed as ∆m/M =
−1.166R5/R50 + 0.3246, with a root-mean-square error of 0.0148. In addition, we
can explain its physical origin and the values of the fitted parameters through ba-
sic analytical modeling. Such correlation is remarkably robust against a variety
of initial conditions (including presence of primordial binaries and IMBHs) and
cluster ages, with a slight dependence in best-fit parameters on the prescriptions
used to measure the quantities involved. Therefore, this study highlights the po-
tential to develop a new observational tool to gain insight on the dynamical status
of globular clusters and on its dark remnants.
4.1 Introduction
Old ages and high stellar densities make globular clusters (GCs) natural labo-
ratories for a range of diverse astrophysical processes (Heggie & Hut, 2003). In
fact, their current stellar populations are the manifestation of more than 10 Gyr of
combined stellar, dynamical, and hydrodynamical evolution, whose interplay is
primarily responsible for enhanced presence of exotic objects (e.g. Bailyn, 1995),
including blue stragglers stars (see e.g. Ferraro et al. 1997; Lanzoni et al. 2007)
and binary pulsars (Camilo & Rasio, 2005; Benacquista & Downing, 2013). GCs
have also been indicated as possible formation sites of intermediate-mass black
holes (IMBHs, Portegies Zwart & McMillan 2002; Vesperini et al. 2010) and as
favourable environments for mergers of dark compact objects (e.g. Samsing et al.,
2014; Abbott et al., 2016b; MacLeod et al., 2016; Rodriguez et al., 2016; Samsing
et al., 2017, 2018).
However, understanding the dynamical evolution of GCs remains challeng-
ing, in particular with respect to the presence and contribution of dark constituents
(BHs, neutron stars) which cannot be observed directly (see e.g. Noyola et al.
2008; Lanzoni et al. 2013; Lützgendorf et al. 2015). In this context, a variety of
different tracers for the BHs presence have been proposed, with one of them re-
lying on the characterization of the long-term dynamical evolution of GCs (Gill
et al., 2008; Pasquato et al., 2009; Trenti & van der Marel, 2013; Peuten et al., 2016;
Bianchini et al., 2017; Weatherford et al., 2017; Arca Sedda et al., 2018; Askar et al.,
2018), which is driven by the tendency of the system to evolve towards a state of
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energy equipartition through two-body relaxation (see Binney & Tremaine 2008).
Because GC constituents have a spectrum of masses, the evolution toward
(partial) energy equipartition causes the system to become spatially mass seg-
regated. More massive objects become preferentially restricted toward the min-
imum of the gravitational potential (the cluster’s central region) as they trend
toward energy equipartition with lighter counterparts through gravitational two-
body encounters. Correspondingly, the velocity dispersion and spatial extent
of lighter-than-average stars increases. Complete energy equipartion is never
reached (see Trenti & van der Marel 2013; Bianchini et al. 2016b; Spera et al. 2016)
because GCs are open systems – stars that gain too much energy become un-
bound. The two-body relaxation time (which has a median value of ≈ 108 yr
for galactic GCs; Heggie & Hut 2003) is the relevant time-scale over which glob-
ular clusters undergo mass segregation, and it depends primarily on mass and
radius, with compact low-mass clusters characterized by shorter relaxation times
compared to extended and high-mass counterparts.
In this context, it is well established by early numerical modeling studies that
massive dark remnants, and in particular IMBHs, affect mass segregation and
energy equipartition, specifically quenching them (Trenti et al., 2007a; Gill et al.,
2008; Pasquato et al., 2009; Trenti & van der Marel, 2013). Partial suppression of
mass segregation has also be shown to be induced by a population of primordial
binaries (Gill et al., 2008; Beccari et al., 2010; Pasquato et al., 2016; Webb & Ves-
perini, 2017), as well as by a significant presence of stellar BHs (Alessandrini et al.,
2016; Peuten et al., 2016; Baumgardt & Sollima, 2017; Weatherford et al., 2017).
These three different classes of objects are thought to act (either in combination
or individually) by enhancing strong three-body scattering events in the GC core,
which enhance the probability of imparting significant kicks to objects interacting
with them almost independently of their mass. This partially redistributes core
objects (preferentially more massive on average) throughout the system, thus re-
ducing the amount of mass segregation and energy equipartion (Trenti & van der
Marel, 2013).
These theoretical/numerical studies suggest that the level of mass segregation
(and energy equipartion) in a GC can thus be used to infer useful information on
its dynamical state and (dark) constituents. However, the measurement of such
quantities is observationally challenging, mainly because it requires sufficiently
high resolution images of the central crowded regions of star clusters that can
resolve individual stars of low mass. While feasible and demonstrated for GCs
such as NGC2298 (Pasquato et al., 2009), M10 (Beccari et al., 2010), as well as
for Omega Centauri (Anderson & van der Marel, 2010; Trenti & van der Marel,
2013), in practice observational limitations restrict the mass segregation/energy
equipartition dynamical analysis to the subset of galactic GCs that have relatively
low densities and high quality Hubble-Space-Telescope photometry in multiple
bands/epochs (see e.g., Beccari et al. 2010; Bellini et al. 2014; Webb et al. 2017;
Libralato et al. 2018).
Such observational challenges highlight the need for alternative observables
that can be used to characterize the dynamical state of GCs (see e.g. Bianchini
et al. 2016b) and, in turn, to infer the properties of the dynamical constituents of
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a broader range of galactic and extragalactic GCs. To this purpose, we analyze in
this study a large set of realistic direct N-body simulations of star clusters, which
includes a variety of different initial conditions and setups, searching for quanti-
ties that correlate with the degree of mass segregation once the system becomes
dynamically old (i.e. old compared to its two-body relaxation timescale). We
present evidence for a tight correlation between the level of mass segregation of
dense stellar systems and their structural concentration, measured in a novel but
easy to asses way by considering the ratio of the radii containing 5% and 50% of
the projected light. The correlation is then tested for robustness against a variety
of operational choices for defining mass segregation and concentration, overall
demonstrating remarkable resilience and low residuals across the whole set of
simulations, despite their significant diversity in initial conditions.
The paper is organized as follows. In Sec.4.2 we describe the simulations used
in this work and define mass segregation and structural concentration, focusing
in particular on prescriptions that can be implemented from actual GC observa-
tions. In Sec.4.3 we demonstrate the existence of the mass-segregation structural
concentration correlation, and test for robustness against different observational
and simulation setups. In Sec.4.4 we present a physical interpretation for this
correlation by means of a simplified order-of-magnitude model. Finally, we con-
clude in Sec.4.5 with an outlook for future observational testing and applications
of this newly discovered tool to investigate GC dynamics.
4.2 Methods
4.2.1 Numerical framework
The set of star cluster simulations used in this paper is obtained using the direct
N-body integrator NBODY6 (Aarseth, 2003) inclusive of GPU support (Nitadori
& Aarseth, 2012), as well as the SSE and BSE packages (originally presented in
Hurley et al. 2000), which simulate stellar evolution for single and binary stars
respectively.
The simulated clusters (see Table 4.1) have initial conditions sampled from a
King (1966) model distribution with central dimensionless potential W0 = 7 and
half-mass radius rh,0 = 2.5 pc, and up to N = 200000 particles. For the set of sim-
ulations considered in this study the adopted initial star distribution represents
a fixed condition, which may potentially affect other physical processes such as
the kick velocity of dark remnants (see e.g. Baumgardt & Makino 2003; Contenta
et al. 2015) and, in turn, the degree of mass segregation. Despite this numerical
limitation related to the computationally challenging task of running large sets
of direct N-body models, we expect different values of W0 or rh,0 to affect only
the first stages of the cluster evolution, with differences in the main structural pa-
rameters becoming unimportant after a few relaxation times (Trenti et al., 2010).
Initial stellar masses are drawn from a Kroupa (2001) initial mass function
(IMF) in the mass range 0.1-100 M irrespective of their radial position in the
system. In fact, we do not include primordial mass segregation as its effects on
the overall mass function evolution should be lost at later times, when clusters
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begin losing stars via tidal stripping (see Subsec. 3.5 of Webb & Vesperini 2016).
The simulations include tidal forces, computed assuming that the clusters follow
circular orbits in a point-mass galactic gravitational field (see Trenti et al. 2007b
for details), underfilling the tidal radius by a factor of 3.
A subset of the initial conditions include a central IMBH of 100-400M which
represents 0.15-0.3 per cent of the initial cluster mass (see MacLeod et al. 2016
and de Vita et al. 2018 for details of the setup). The IMBH is initialized with zero
velocity at the center of mass of the system, but it is free to wander through the
core as a result of dynamical interactions with other constituents. In addition,
because of tidal disruption events which follow close encounters with the IMBH,
its mass increases during the simulation (generally by 20− 40%).
Compared to earlier works that characterized mass segregation (see e.g., Gill
et al. 2008, Pasquato et al. 2009, Trenti & van der Marel 2013), we resort to a
larger set of realistic simulations that not only include stellar evolution but also
have higher number of particles. Since one debated aspect of stellar evolution is
the typical velocity distribution of natal kicks imparted to dark remnants (white
dwarfs, neutron stars and black holes), we employ different scenarios to inves-
tigate systems that include different retention fractions. Specifically, we assign
black holes and neutron stars natal kicks drawn from the same Maxwellian dis-
tribution with a dispersion σ∗ of either 1 or 2 times the initial cluster velocity
dispersion, σ∗ =
√
GMtot/rhm, with rhm half-mass radius. No natal kick is given
to white dwarfs. While these assumptions do not rely on a specific model of stel-
lar evolution (see Mirabel 2017; Mapelli 2018 for recent reviews on the topic), the
aim of our work is to test GCs’ simulations against different retention fractions of
stellar remnants, which radically affect the long-term dynamical evolution (see,
e.g., Contenta et al. 2015), and the simple recipe employed is thus sufficient for
our scope.
In addition to the retention fraction, the mass spectrum of stellar-mass BHs
is also a critical factor influencing the dynamical evolution of the system and
the development of mass segregation. Recent development in theories of super-
nova explosion might suggest that BHs form with masses larger than previously
thought (see e.g. Fryer et al. 2012; Spera et al. 2015). To explore different scenarios
in regards to this, we generate the initial conditions assuming a different metal-
licity Z, which in turn affects the stellar evolution packages, leading to more mas-
sive stellar BHs formed in metal-poor environment (see Hurley et al. 2000). This
way we can effectively simulate conditions where BHs have masses in excess of
20M with the standard (and extensively validated) stellar evolution packages of
NBODY6. A more rigorous treatment of stellar-BH formation is based on differ-
ent population synthesis codes (see Kruckow et al. 2018; Spera et al. 2019, which
naturally form BHs as massive as 50M, in line with recent gravitational-waves
detections (Abbott et al., 2016b,a, 2017). We should consider including these stel-
lar evolution packages in future development of the present study.
Furthermore, our simulations include realizations starting with 1-10% primor-
dial hard binaries. The initial binary fraction is defined as f = 2nb/(ns+2nb), with
ns and nb number of singles and binaries, respectively. The semi-major axis for
each binary pair is computed from a flat distribution in logarithmic space within
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Table 4.1: Summary of N-body simulations. For each simulation (identified by a unique
ID) we report (from left to right) the initial number of stars; the initial IMBH mass in M;
the velocity dispersion of the natal kick imparted to stellar remnants σk normalized to the
initial cluster velocity dispersion σ∗; the fraction of primordial binaries f ; the metallicity
Z and the number of distinct realizations of the same initial conditions (Nsim). Finally,
each simulation is assigned to a specific sub-GROUP, which indicates, through a self-
explanatory label, the main parameter that was varied with respect to the canonical initial
conditions.
ID GROUP N Mbh,0 σk/σ∗ f Z Nsim
can50k can 50k - 1.0 - 0.002 4
fb1050k bin 50k - 1.0 0.10 0.002 1
IMBH50k imbh 50k 100 1.0 - 0.002 1
Z50k low-met 50k - 1.0 - 0.001 2
kick50k high-kick 50k - 2.0 - 0.002 1
can100k can 100k - 1.0 - 0.002 7
fb01 bin 100k - 1.0 0.01 0.002 1
fb03 bin 100k - 1.0 0.03 0.002 1
fb05 bin 100k - 1.0 0.05 0.002 2
fb07 bin 100k - 1.0 0.07 0.002 1
fb10 bin 100k - 1.0 0.10 0.002 1
imbh imbh 100k 100 1.0 - 0.002 1
IMBH imbh 100k 200 1.0 - 0.002 1
Z low-met 100k - 1.0 - 0.001 1
kick high-kick 100k - 2.0 - 0.002 1
kickfb05 bin & high-kick 100k - 2.0 0.05 0.002 1
kickfb10 bin & high-kick 100k - 2.0 0.10 0.002 1
can200k can 200k - 1.0 - 0.002 1
fb10200k bin 200k - 1.0 0.10 0.002 1
IMBH200k imbh 200k 400 1.0 - 0.002 1
Z200k low-met 200k - 1.0 - 0.001 1
kick200k high-kick 200k - 2.0 - 0.002 1
the range 0.1-10 AU, while eccentricities are drawn from a thermal distribution.
This particular choice guarantees that most of the binaries (& 80%) are not dis-
rupted in the initial stages of evolution (see e.g. Heggie 1975; Heggie et al. 2006;
Trenti et al. 2007b).
Finally, the chaotic nature of the N-body problem requires to test the robust-
ness of our results at a statistical level. Therefore, we performed multiple simula-
tions that represent different realizations of equivalent initial conditions in order
to characterize the typical run-to-run variation of mass segregation and structural
concentration.
4.2.2 Structural concentration index
In this work we introduce a novel definition for the concentration of a star cluster
that can be readily applied to observations and is based on the integrated light
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profile. Our structural concentration index R5/R50 is defined as follows.
For each snapshot in our simulations, we consider a random projection in two
dimensions and then restrict the analysis to the luminous component as identi-
fied by main-sequence stars only, including stars with mass M ≥ MMSmin, where
generally MMSmin = 0 (i.e. no lower cutoff is applied).
Considering only the main sequence stars that pass the mass cutoff, the center
of the system is determined through a two step iteration: first, we compute the
center of light of the system and then identify a first estimate of the projected
half-light radius R50 (i.e. the radius that encloses half of the total light); second,
we restrict the cluster to the region inside 2R50 and take the new center of light as
the final center of the cluster.
Finally, we calculate the concentration index as the ratioR5/R50 which is given
by the projected radii enclosing 5% and 50% of the light respectively. This is
our standard definition for the structural concentration, which has the following
advantages:
• It is robust against confusion of low-mass stars in actual observations, as
it only requires to mask effectively the light from stars brighter than main-
sequence turn-off. This makes it potentially broadly applicable for galactic
and nearby extragalactic globular clusters;
• Unlike the classical definition of concentration, which is the ratio of the core
to the tidal radius of the system, it does not require fitting the surface bright-
ness profile with a model to infer core and tidal radius. Therefore, it is eas-
ier to implement in the analysis of observational data, and does not suffer
from possible systematic biases induced by the specific algorithm used for
the King model fit.
Finally, we also adopt a mass-based approach with the aim of testing the ro-
bustness of our results as well as mimicking high-quality observations in which
stars are resolved individually. In this case, in addition to the standard analysis
with MMSmin = 0, we also apply a non-zero lower cutoff for main sequence stars,
which is chosen as representative of state-of-the-art Hubble Space Telescope ob-
servations (see e.g. Libralato et al. 2018). Also, the center of the system is de-
termined using the center of mass and the structural concentration R5/R50 is cal-
culated using radii that enclose a fraction of the total projected mass instead of
light.
4.2.3 Mass segregation
Different definitions have been proposed to quantify the degree of mass segrega-
tion of a stellar system. They can be broadly divided into two main approaches,
with focus either on measuring the difference in mass at two given radii typically
considering only main sequence stars (Gill et al., 2008), or on the difference in
the radial distributions of low versus high mass objects (Alessandrini et al., 2016;
Weatherford et al., 2017). For the latter, generally the ”low mass” population is
identified with main sequence stars, while the high-mass objects are giants or
blue stragglers.
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Given the potential introduction of Poisson noise in the measurement from the
lower number of giants/blue stragglers in both simulated and observed GCs, we
adopt the approach of measuring the difference in average main sequence mass
at different cluster radii. Specifically, we define the mass segregation indicator
∆m as:
∆m = 〈m〉0 − 〈m〉h, (4.1)
where 〈m〉0 is average main-sequence stellar mass calculated at the center of the
system (i.e. inside 0.1R50) while 〈m〉h is calculated for main sequence stars in
the radial interval [0.8R50 : 1.2R50]. While our canonical approach is to con-
sider light-based radii, when the concentration is computed with a mass-based
approach, a consistent definition for R50 as the projected half-mass radius is also
used. Also, the low-mass cut-off MMSmin used for computing the concentration is
self-consistently adopted for the mass segregation analysis. Finally, we note that
we introduce a slightly idealized treatment of the simulations, motivated by com-
putational convenience, and we assume we can resolve single masses in binary
systems.
4.2.4 Dynamical evolution overview
Due to the cumulative effects of two-body encounters, star clusters experience
dynamical relaxation on a time-scale comparable with the half-mass relaxation
time trh = 0.138Nr
3/2
hm / log(0.11N) (Spitzer, 1987). In addition, stellar evolution
also has an impact on dynamics, as stars lose mass due to winds and explosive
end-of-life events that ultimately lead to production of compact remnants. The
gas lost by stars is generally not retained in the shallow potential well of GCs,
thus perturbing the virial equilibrium and promoting expansion of the system.
This naturally introduces an additional time scale in the system, independent of
the relaxation time. Because of the interplay between stellar evolution and stellar
dynamics, the study of the cluster’s dynamical state becomes more challenging to
link to fundamental physical processes and basic order-of-magnitude modeling,
yet the approach clearly delivers a more realistic modeling of actual GCs com-
pared to earlier studies of mass segregation that included gravity only (e.g., Gill
et al. 2008, Pasquato et al. 2009).
In Fig.4.1, we plot the entire evolution of mass segregation and concentra-
tion up until 12.5 Gyr for selected groups of simulations. At early times, we
can observe a rise in ∆m as the massive stars preferentially segregate toward the
center, while the concentration decreases because of the expansion induced by
mass loss due to stellar evolution. After a few 108 yr, the main sequence turn-off
has evolved to significantly lower masses, and thus the mass segregation indica-
tor decreases in value. In turn, the stellar mass-loss rate decreases (the turn-off
mass evolves slowly at later times), hence the cluster expansion decelerates and
eventually contraction starts once two-body relaxation (gravothermal collapse)
becomes the dominant evolutionary driver of the system. The system settles in
a quasi-equilibrium long-term evolution after the first ∼ 2 Gyr, and a clear trend
of correlation between concentration and mass segregation emerges for all the
different runs shown in the figure. The slow time evolution of ∆m in Fig. 4.1





















Figure 4.1: Time evolution of mass segregation (top panel) and concentration (bot-
tom panel) for different groups of simulations (see Table 4.1). At late times, the anti-
correlation between the two quantities is apparent.
is likely associated to steady mass loss from stellar evolution at late times, and
was not observed in earlier studies, which reported instead a rapid settling of
an equilibrium ∆m value after a few relaxation times in gravity-only simulations
(Gill et al. 2008, Pasquato et al. 2009), thus highlighting the importance of includ-
ing stellar evolution in the modeling.
4.3 Results: mass segregation - concentration correlation
The main result of our work is summarized in Fig.4.2, which investigates the rela-
tion between structural concentration and mass segregation for old star clusters.
This plot highlights for the first time that a tight correlation between the level
of mass segregation and the structural concentration index (as defined in sub-
section 4.2.2) exists for simulations characterized by a variety of different initial
conditions. The figure has been obtained from all snapshots between 7.5 and 12.5
Gyr of age and includes all the simulations in Table 4.1, clearly showing that the
more concentrated the cluster, the stronger the mass segregation.
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4.3.1 Linear model
To describe the correlation with the simplest meaningful model, we employ a







with a and b as free parameters.
Their values (a = 0.3246±0.0008 and b = −1.166±0.005; see top entry in Table
4.2) are determined through a Markov-Chain Monte Carlo algorithm (Salvatier
et al., 2016) as follows. We consider the targeted values of mass segregation as
normally-distributed with standard deviation σ = 0.1 and an expected value that
is a linear function of the concentration index through Equation (4.2). Then, we
evaluate the posterior distributions for the free parameters of the model, and
determine the best-fit values together with the associated uncertainties from the
mean, 2.5-th and 97.5-th percentiles of such distributions (see Fig.4.3).
In addition to the linear model, we also performed a fit using a power-law,
which is defined as in Equation (4.2), but with an extra free parameter as expo-
nent of the concentration index. The best-fitting power law returned is close to
linear, and the Akaike information criterion∗ (see e.g. Liddle 2007) applied to
the two different best-fit models indicates that the linear relation (AIC = 24.39) is
slightly favored to describe our data compared to the power-law relation (AIC =
26.34). Hence, we consider the linear model as the preferred choice to describe
the relation between mass segregation and structural concentration.
4.3.2 Time dependence
In order to measure the light-based quantities in Equation (4.2), we rely on the
complete set of simulations in Table 4.1. For the specific case of Fig. 4.2, the data-
points are obtained in advanced stages of the evolution, namely considering the
time interval ∆t between 7.5 and 12.5 Gyr. However, we also repeated the anal-
ysis at earlier times and for different sizes of the time interval (see Table 4.2). We
find that a change of ∆t has a marginal effect on the best-fit parameters and root
mean square error, with the largest relative difference below 20%. This suggests
that both mass segregation and concentration evolve with time in a strongly cor-
related fashion, with each simulation moving towards the upper left corner of
Fig. 4.2 remaining constrained along the linear relation (4.2) (see also Fig.4.1).
Finally, we note that the spread in the level of mass segregation and structural
concentration increases with time. This is evident from Fig. 4.1, where the con-
centration index lies in the range 0.17-0.20 at 2 Gyr and in the range 0.10-0.19 at
12 Gyr (the same trend can be noticed for the degree of mass segregation). As a
consequence, even though the correlation (4.2) is not severely affected by the age
of the cluster, the data-points in Fig. 4.2 present a narrower distribution in both
axes at earlier times, so that the differences in the degree of mass segregation and
concentration among the various simulation groups are reduced.
∗According to the definition AIC = −2 lnLmax + 2k, where Lmax is the maximum likelihood
from the fit of a model with k degrees of freedom, the best model is the one that minimises AIC.
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4.3.3 Correlation robustness
To further investigate the robustness of our results, we repeated the analysis
adopting mass-based definitions of the concentration. As we restrict our study
to MS stars only, we find that using mass-based quantities has no significant im-
pact on the best-fit parameters (relative differences within 15%) but it increases
the quality of the fit (lower RMSE). We interpret this as consequence of lower
impact of shot noise in the definition of R5/R50, because light-based analysis is
effectively carried out using only a small number of tracers (the most massive
among the main sequence stars) due to the highly non-linear relation between
stellar luminosity and mass (L ≈M4).
In contrast, we notice that the choice of a lower cut-off in the MS significantly
affects the parameters of the linear relation (4.2) (see Table 4.2). The direct effect
of changing MMSmin is to decrease the dynamic range for main sequence mass mea-
surements. This leads to an increase of the average stellar mass, and to a decrease
of the value of mass segregation measured. Instead, the structural concentration
index is not sensitive to an increase ofMMSmin (at least to first approximation), hence
if the measure of ∆m decreases, then the linear relation between concentration
and mass segregation becomes flatter.
4.3.4 Structural concentration index versus classical King model definition
Several definitions have been proposed in the literature to quantify the concen-
tration in GCs (see e.g. Goldsbury et al. 2013). One of the most widely used is
the ratio of the truncation radius to the core radius as defined by King (1962).
The core and truncation radii are obtained by fitting the surface density (or lu-
minosity) profile with an empirical law (see Equation 14 in that paper)†. When
we repeat our analysis using the core radius instead of R5, we find that the root-
mean square error of the best-fit linear model significantly increases, primarily
due to a clear systematic deviation from a linear relation at low values of the con-
centration. This further motivates and justifies the approach of resorting to the
structural concentration index defined in Subsection 4.2.2 for future observational
applications of the correlation.
4.3.5 Impact of different dynamical constituents on mass segregation
The panels in Fig.4.2 clearly show that different groups of initial conditions are
populating different regions of the structural-concentration versus mass segrega-
tion correlation. The general trends previously noted in the literature are recov-
ered in our study. In particular, simulations with an IMBH are characterized by
both a low concentration and a low amount of mass segregation when compared
to the canonical case. A similar trend is present in some of the simulations with
massive stellar BHs (low metallicity ICs), while simulations where dark remnants
are given large natal kicks (hence a smaller likelihood of being retained) have a
†Note that in case of large truncation radii, this definition of the core radius is equivalent to
the radius at which the surface density (or luminosity) profile is equal to half of its central value.
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Figure 4.2: Correlation between the degree of mass segregation ∆m and the concentra-
tion index R5/R50 for clusters older than 7.5 Gyr. In each panel the probability density
function of a single simulation group (see Table 4.1 for definitions) is over-plotted as red
shaded contours against the data points from all the available simulations (green dots)
and the best linear fit expressed by Eq. (4.2) (black dashed line).
higher level of mass segregation. Simulations with primordial binaries show sup-
pression of mass segregation as well, and appear to have a slight offset from the
best fit.
Further quantitative characterization of how the dynamical constituents of
the system affect mass segregation and structural concentration is left to a future
study.
4.4 Physical interpretation for the correlation
To understand the physical origin of the mass segregation-structural concentra-
tion correlation expressed by Equation (4.2), we develop a simplified dynamical
model, which we also use to qualitatively explain the values of the best-fitting
parameters derived from the data. For simplicity, we consider mass-based quan-
tities.
First, we assume that the cluster particle distribution at late times can be de-
scribed by a self-similar isothermal distribution. Under this assumption, the sur-
face density Σ scales with the inverse of the projected radius (see Equation 4.105





Σ(R′)R′dR′ ∝ R. (4.3)
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Figure 4.3: Best-fit performance. In the left panel, we plot the residuals, i.e. the difference
of the mass segregation’s values measured in our simulations and predicted by model
(4.2), against the predicted values. We also plot the residuals’ probability density dis-
tribution (PDF) and its best-fit gaussian distribution (black line). In the right panel, we
show the posterior distributions for the fitting parameters of the linear model as obtained
from a MCMC analysis of our simulation sample.
Table 4.2: Best-fit parameters corresponding to different observational and dynamical
prescriptions used to calculate the concentration index and the amount of mass segre-
gation for the model in Equation (4.2). For each linear model we indicate the approach
used for the analysis (either light-based or mass-based); the lower mass cut-off of main
sequence stars MMSmin in M; the time interval over which the linear relation is considered
∆t in Gyr; the intercept (a), slope (b), and root mean square error (RMSE) of the linear fit.
The first row in this table represents our canonical light-based analysis.
light MMSmin ∆t a b RMSE
yes - 7.5-12.5 0.3246± 0.0008 −1.166± 0.005 0.0148
yes - 5.5-10.5 0.3437± 0.0011 −1.239± 0.006 0.0161
yes - 10-12.5 0.3201± 0.0009 −1.165± 0.006 0.0133
no - 7.5-12.5 0.3407± 0.0007 −1.285± 0.004 0.0096
no - 5.5-10.5 0.3444± 0.0008 −1.331± 0.004 0.0095
no - 10.0-12.5 0.3337± 0.0009 −1.227± 0.006 0.0096
no 0.2 7.5-12.5 0.2500± 0.0006 −0.935± 0.003 0.0085
no 0.3 7.5-12.5 0.1748± 0.0005 −0.649± 0.003 0.0078
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The total mass inside the same region is given by
M(R) ∝ 〈m〉RN(R) ∝ 〈m〉RR, (4.4)
where 〈m〉R indicates the average stellar mass inside the projected radiusR. Hence,
we can derive that the 5% lagrangian radius R5 can be defined as:
R5 ∝M(R5)/〈m〉0, (4.5)
where M(R5) is 5% of the total main-sequence mass of the cluster and we have
approximated the average mass inside R5 with 〈m〉0 (the central value as defined
in Sec 4.2.3). Similarly, we can define the relation between half-mass radius and





Note that for an isothermal sphere without mass segregation, we would expect
R5/R50 = 0.1, while due to the presence of a flat core in actual clusters the value
of R5, which is generally close to the observational core radius, is increased to ∼
0.3R50 (see, e.g., the observed core-to-half-light radius ratio in Fig. 3 of Trenti et al.
2010, which is a close proxy). After such empirical calibration, we can use the
equation above to understand the impact of mass segregation through Eq. (4.1)
and a linear expansion:
R5
R50






where the latter is a Taylor expansion assuming small values of the ratio ∆m/〈m〉h.
Finally, considering that 〈m〉h ≈ 0.4M and rearranging the terms to follow the
structure of Eq. (4.1) gives:
∆m
M
≈ 0.4− 1.33 R5
R50
. (4.8)
Despite the simplicity of the model, this equation explains both the sign (anti-
correlation), i.e. negative b, and the order of magnitude of the best fitting param-
eters in Table 4.2 (mass-based and MMSmin = 0).
This model is not suited for detailed quantitative analysis, because it relies
on an isothermal sphere density distribution and neglects changes to the gravi-
tational potential and particle density distribution that are induced by mass seg-
regation. However, it is still very useful as a guide for interpretation of the data
inferred from the full N-body dynamics, reinforcing the confidence in the poten-
tial use of our structural concentration index as a proxy for mass segregation.
Finally, the model also suggests through Eq (4.7) that it is a change in mass segre-
gation that induces the slow evolution of the concentration at late times observed
in Fig. 4.1.
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4.5 Discussion and Conclusion
In the present work we highlight for the first time the existence of a tight cor-
relation (see Equation 4.2) between the degree of mass segregation and the con-
centration of dense stellar systems, as identified by proxies that can be readily
compared to observations of Galactic GCs.
We presented and analyzed a new set of direct N-body simulations that in-
clude a variety of initial conditions, with particular focus on varying those dy-
namical constituents that are expected to mainly affect the long-term evolution of
mass segregation (i.e. primordial binaries, stellar BHs and putative IMBHs). We
find that the set of simulations considered do not present any significant outlier
with respect to the correlation found.
In addition, we tested the robustness of the correlation against different obser-
vational prescriptions. The fit performance together with the best fit parameters
for different setups is reported in Table 4.2. Among the different prescriptions,
the low-mass cutoff due to the very crowded regions of GCs is the one with the
most prominent impact on the parameters of the correlation. We showed how this
can have a simple yet insightful explanation in terms of an order-of-magnitude
model, which has been introduced in Section 4.4 to provide with a physical inter-
pretation for the observed mass segregation-concentration correlation.
This work has important implications on the current understanding of the
dynamical evolution of dense stellar systems like GCs. Because of the physical
quantities adopted in our study, the linear relation (4.2) can be tested and cali-
brated in real observations of Galactic GCs.
Thus, this tool offers a valuable potential opportunity to infer the dynamical
state of GCs through the measurement of a structural quantity like the concen-
tration index. In fact, such quantity can be used as a proxy for mass segregation,
which, in contrast, is significantly more challenging to measure even under the
optimal case of high-quality space-based imaging for close Galactic GCs. In fu-
ture studies we plan to validate the correlation using such observations, as well
as to further exploit our set of simulations to explore the use of mass segregation
as a tool to infer the dynamical constituents of old stellar clusters.
Future Perspectives
In the previous Chapter we have shown how, for a vast sample of simulations
characterized by different initial conditions and considered at different ages, the
concentration index is in a tight linear relation with the level of mass segrega-
tion (see de Vita et al. 2019). Such correlation offers the opportunity to infer the
dynamical state of GCs through the measurement of a quantity that can be read-
ily accessed in actual observations of Galactic (and possibly few extra-galactic)
sources.
In the next future we plan to further explore the use of mass segregation as
a tool to infer the dynamical constituents of old stellar clusters. To this purpose,
relying on our current set of simulations (which comprises few more runs with
respect to the one used in de Vita et al. 2019), we conducted a preliminary anal-
ysis that highlights the existence of a 0-th order correlation between the total
black hole mass fraction in the cluster core and the degree of mass segregation
(or, equivalently, the structural concentration). This correlation holds as long
as the system is both dynamically relaxed and contains an old stellar popula-
tion, irrespective of other parameters such as concentration, initial mass func-
tion, binary fraction. From the simulations, we derive that the BH mass frac-
tion {MBH/Mtot}<r5 defined as the ratio of the total BH mass to the total mass
inside the intrinsic 5% Lagrangian radius r5 (i.e. the radius enclosing 5% of
the total mass) scales with the degree of mass segregation ∆m (i.e., the differ-
ence in main sequence median mass between center and half-mass radius) as:
{MBH/Mtot}<r5 ∝ ∆m−3.
Fig. A shows the correlation between the BH mass fraction in the core and
the degree of mass segregation (or the concentration index R5/R50). The data
points are obtained using the entire set of available simulations (most of them are
reported in Table 4.1) restricted to snapshots between 10 and 12.5 Gyr of age.
We interpolate the data from the simulations with simple power-law models
in the form
log{MBH/Mtot}<r5 = αms + βms log ∆m, (4.9)
log{MBH/Mtot}<r5 = αci + βci logR5/R50. (4.10)
Such preliminary result supports the idea of characterising the black hole con-
tent of dense stellar systems using a measurement of their dynamical state. Since
mass segregation can be quantified for most Galactic globular clusters through
Hubble Space Telescope observations, the correlation found makes it possible to
infer the properties of the BH population in GCs, which in turn affects predictions
of gravitational wave merger rates.
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Figure A: Linear Regression of the BH mass fraction in the core as function of the degree
of mass segregation (left side) and the concentration index (right side). The top panels
display the linear models (orange lines) that best represents the observed data points,
obtained from simulations in Table 4.1 restricted to snapshots between 10 and 12.5 Gyr
of age. In the bottom panels we report the residual plots, where the residuals (y-axis) are
defined as the difference in the BH mass fraction values observed in the simulations and
predicted by the best fit model. The residual distributions are also shown on the right
side of the residual plots together with their best fitting Gaussian distributions (solid
black lines).
Conclusions
Characterising the population of black holes in dense stellar environments re-
mains one primary goal in modern Astrophysics, with possible implications on
current theories of globular cluster formation and on recent estimates of gravita-
tional wave merging rates.
In the first part of this thesis we highlighted possible limitations in inferring
the presence of IMBHs in GCs using traditional dynamical models applied to
modern observations of unresolved kinematics. In particular, we produced a set
of mock observations in order to test under which conditions the IMBH is recov-
ered from the fit of a family of Jeans models to the velocity dispersion profile.
Overall, our results were significantly influenced by the intrinsic stochasticity of
the IFU measurements, which could lead to catastrophically-wrong estimates of
the IMBH mass (about 20% of the time).
Furthermore we showed that failures in such estimates may be direct conse-
quence of a misalignment of the cluster’s gravitational centre, the IMBH position
and the luminous centre determined through observations. For this reason, the
aim of Chapter 3 was characterising the random motion of an IMBH around the
centre of its hosting stellar system. We developed a simple model that we appled
to a catalogue of 85 Galactic GCs to estimate the expected radial displacement
of a putative IMBH with respect to the gravitational center. Our results suggest
that, while limited for most candidates, the IMBH radial displacement might be
significant (around 10 arcsec) for some clusters.
In the second part of the thesis we presented and analyzed a new set of direct
N-body simulations of GCs’ evolution specifically designed to include a vari-
ety of initial conditions, with particular focus on varying those dynamical con-
stituents that are expected to mainly affect the long-term evolution of mass seg-
regation (i.e. primordial binaries, stellar BHs and IMBHs). We highlighted for
the first time the existence of a tight correlation between the degree of mass seg-
regation and the structural concentration, as identified by quantities that can be
readily compared to observations of Galactic GCs. This correlation, which has
been calibrated using our simulation set, offers a valuable potential opportunity
to infer the dynamical state of GCs through the measurement of a structural quan-
tity like the concentration index. Such quantity can be used as a proxy for mass
segregation, which, in contrast, is significantly more challenging to measure in
actual observations.
Overall, our work reveals the central role played by black hole populations
in shaping the structural properties of the hosting stellar system by affecting the
level of two-body relaxation. This aspect offers support to the idea of constraining
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