A medium-scale programming system is written in MAD and FAP on the IBM 7094 to manipulate some of the objects of modern algebra: finite groups, maps and sets of maps, subsets and sets of subsets, constant integers and truth-values. Designed to operate in a time~sharing environment, the system can serve as a teacher's aid to ihe undergraduate student of modern algebra, as well as for the working scientist or engineer wishing to familiarize himself with the subject.
Introduction
The idea of using computers in pure mathematical research is in a curious state of flux. On the one hand, there is a great fascination among a growing number of mathematicians for the concept of mechanical mathematics, and numerous papers have appeared on the subject. On the other hand, the subject is still not quite respectable, because it has yet to produce any concrete results--not a single important mathematical theorem has yet been proved by computer at the time of this writing (January 1966). Numerous theorem-proving algorithms exist, but they have not been put to much use, largely because they do not have extensive enough data bases to work on. In addition to data bases, there must be a large collection of manipulation routines, which operate on mathematical objects in the standard ways. We personally hope that most of these routines will eventually be formulated by the computer itself; however, for the present they must be hand coded. The present collection of 105 entries, grouped into approximately 70 separate programs, is admirable demonstration of two facts: manipulation routines are tedious to write and check out, but writing them does not require any special knowledge other than familiarity with undergraduate modern algebra and with computer system programming.
The System ALGBRA The system as a whole is called ALGBRA. It was , written in MAD and FAP for use on the IBM 7094 at Project MAC, under the Compatible Time-Sharing System (CTSS). The objects it manipulates are finite groups and semigroups, finite maps and subsets, finite sets of maps and subsets, and integer constants, including logical (truth-value) constants.
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To make this exposition sdf-contained, all the terms used are defined herein.
A group is a set (collection, aggregate, bunch, etc.) of elements, together with a law of composition: if x and y are in the group G then their product xy (sometimes called their sum x "4-Y) must be in G. The composition is required to be associative, (xy)z = x(yz); there must be an identity e, with ex = xe = e for all x in G; and for every element x in G there must be another element y, called the inverse of x, such that xy = e. A semigroup is a set of elements together with a law of composition which is required only to be associative. (The term monoid, which is a semigroup with an identity element, is not used). A subgroup of a group is a subset of the group which is closed under composition: if x and y are in the subset, then xy must be in the subset; and also closed under the inverse operation. For finite groups, the second condition is unnecessary, since it follows from the first. A subsemigroup of a semigroup is a subset of the semigroup which is closed under composition. A homomorphism of a semigroup G into a semigroup H is a map f which preserves composition: xy = z implies f(x)f(y) = f(z). A homomorphism is called a monomorphism if it is one-to-one, an epimorphism if it is onto, and an isomorphism if it is both. An arbitrary subset of a semigroup generates a subsemigroup of it with the following properties: it is contained in any other subsemigroup containing the subset; it consists of all possible products of members of the subset. A zero of a semigroup is an element z with zs = sz = z for each element s of the semigroup; a unit is the same as an identity element. The product of an element x and a subset S of a semigroup is the subset consisting of all elements of the form xs, for s in S. A left coset of a subgroup H of a group G is a subset of the form Hx; a right coset is a subset of the form xH. A subgroup of a group is a normal subgroup if its left and right cosets coincide. A coset map is a map of a group onto a set of its cosets, taking each element into the coset to which it belongs. A factor group is a set of left (= right) cosets of a group by a normal subgroup, with the natural composition law. A left ideal of a semigroup S is a subset Z such that sx is in I for x in I and s in S. A right ideal is the same as a left ideal, with sx replaced by xs; a two-sided ideal is a left ideal which is also a right ideal. A factor semigroup of a semigroup S by a two-sided ideal I is a semigroup obtained by identifying all the elements of Z and setting up the natural composition on the resulting quotient set.
The objects which ALGBRA manipulates are coded in the following ways:
(1) A finite group or semigroup is thought of as the integers from 0 to n--l, or from 1 to n, under multiplication given by a "multiplication table," or, as it is tech-nically known, a Cayley table. This table is thus a double array of integers. The internal representation of these is as integers from 1 to n, to allow manipulation by FORTRAN routines (much of the system was originally written in FORTRAN II). The external form, that is, the form in which these are typed in or typed out, is as integers from 0 to n--l, which corresponds more closely with mathematical intuition. For example, a cyclic group may be thought of in a natural way as the integers from 0 to n--1.
(2) A finite map, that is, a map from one finite set to another, is given by enumerating the image of each element. Since both finite sets are taken as the integers from 1 to n, this results in a single array of integers. A set of finite maps is an array of such arrays, that is, a double array of integers.
(3) A finite subset is a single array of zeros and ones. These correspond to the elements of the original set, a one being present if the corresponding element is in the subset. A set of subsets is an array of such arrays, that is, a double array of zeros and ones.
(4) A constant or a truth-value is taken to be a single integer.
A table storage allocation program was written to handle these tables. Each table is given a name, and a table of names is formed in such a way that a name typed as input is associated with a table which either already exists in core or is to be inserted.
Input to the system is provided by calling phrases.
Each entry has a calling phrase, which is an English sentence, terminated by a period, in which certain "blank spaces" are to be filled with names of groups, subsets, etc. The blank spaces are denoted by the symbols $1 through $7. Thus for the routine which forms the direct product of two groups or semigroups, whose name is CTDP, the calling phrase is: DIRECT PRODUCT $3 OF $1 AND $2.
When this phrase is actually typed on the console, the symbols $1, $2 and $3 are replaced by group or semigroup names. For example, the user might type DIRECT PRODUCT TEST5 OF G5 AND G4.
Here G5 and G4 are presumed to refer to groups or semigroups wh;.ch have already been entered. If G5 is not currently in the system, the message G5 NOT FOUND appears on the console, and the program CTDP is not executed; and similarly for G4. The group or semigroup TEST5 is constructed by the program and inserted into the tables. If it already exists, the old copy is deleted.
Normal operation of the ALGBRA system consists of transfer of control back and forth between the main routine, PHRA, which analyzes the phrases and constructs the calling sequences, and the individual routines. The calling phrases are self-explanatory, and the scope of the system is quite succinctly indicated by listing them in Table I . Each phrase is in the form given above, and it is preceded by the entry name to which it refers.
Most of these functions are short; over half of them are less than 60 lines long. Two of them deserve special mention, as they use more involved methods than do the others. They are the subsemigroup program DASS (Determine All Subsemigroups) and the isomorphism test program SGIT (Semigroup Isomorphism Test).
The subsemigroup program takes a semigroup and finds all its subsemigroups. If it is given a group, it will find all the subgroups, since a subsemigroup of a finite group is necessarily a group. The problem is clearly deterministic, since there are only a finite number of subsets of a given finite set. However, it is clearly grossly wasteful to interrogate every subset of a finite set to determine whether it is a subsemigroup. A better method is as follows. First consider all subsemigroups generated by one element; there are as many of these, at most, as there are elements of the semigroup. Now consider the subsemigroups generated by adjoining an arbitrary element to one of the subsemigroups already constructed. This process obtains all subsemigroups generated by two elements. Now each subsemigroup generated by three elements may be obtained by adjoining some element to a subsemigroup generated by two elements. This process may thus be continued until it produces no new subsemigroups at some level, at which point it has produced all the subsemigroups of the given semigroup. This process may be used to find ideals of a semigroup or to find normal subgroups of a group, since we may substitute generation of ideals or normal subgroups for generation of subsemigroups; the concept is the same, i.e., the smallest ideal (or normal subgroup) contains the given ideal (or normal subgroup) and the extra given element.
The isomorphism test routine takes two semigroups as input and determines whether they are isomorphic. Again, the problem is deterministic because there are only a finite number of maps from one finite set into another; but, again, it would be wasteful to check every one of these to see whether it is an isomorphism. The method used in the routine SGIT may be called the method of partial isomorphisms, where a partial isomorphism is defined as follows. Let us partition the two semigroups, S~ and $2, into subsets Sn, $1~, "-. ,S1N and S~, $2~, • • • , S~N . If each Sir has the same cardinality as the corresponding S2z, and if an element of S~z must go into The method used here to refine the partial isomorphisms is the method of multiplication vectors. Let x be an element of S~ ; then its multiplication vector is the set of all pairs (I, J), where y belongs to S~ and xy belongs to S~, as the element y ranges over S~. If x' is an element of $2, then x may be carried into x' by an isomorphism only if the multiplication vectors of x and x' are the same. This allows us to refine a partial isomorphism; when it cannot be refined any further by this method, we make a choice and proceed on the basis of that choice. That is, we choose some element x in some S~ and make the assumption that it corresponds to some element x' into S2r. Under this assumption, further refinements may lead to:
(a) an isomorphism, in which case we are done; (b) another impasse, in which case we make another assumption and advance by one recursion level; (c) failure, in which case we discard the previous assumption and try again at the next lower recursion level, if possible; if the assumptions run out, we drop still another recursion level; if no assumptions are left, there can be no isomorphism between the given semigroups.
Communication between ALGBRA and Other Routines
Any routine written in MAD, FAP, or any other language which produces a standard BSS deck, may communicate with the AI~GBi~A system, provided that it uses the primitives of the ALGBRA system and obeys the ground rules associated with these primitives.
The calling phrase interpreter, PHRA, calls each routine in the system using a standard MAD calling sequence: TSX RTN, 4 TXH PARAM1 TXH PARAM2
TXH PARAMN NORMAL RETURN
The words PARAM1, PARAM2, • .. , PARAMN are the BCD names of the corresponding parameters. In order to retrieve the actual parameters, system routines" must be called, These routines differ depending on whether the parameter is supplied to the routine from the outside, or supplied to the outside by the routine.
For constant parameters, the routines used are COSR (Constant Search) and COSI (Constant Search and Insert). These are called (from MAD programs) by EXE-CUTE COSR.(C, KC) or EXECUTE COSI.(C, KC). Here C is the BCD name of the constant and KC is a cell which contains the location of the constant. The function XCONT ("contents of") is used to fetch a constant; i.e., N = XCONT.(KC). The routine REPL (replace) is used to store a constant; i.e., EXECUTE REPL. (KC, N) , which will return the value N to the constant KC.
For table parameters, the routines used are CTSR (Cayley Table Search ), CTSI (Cayley Table Search 
, EXECUTE ERMV.(LM).
In the case of CTSR and CTSRNM, the dimensions of the corresponding table may be found by using the functions DIM1 and DIM2; i.e., N1 = DIMi.(KCT) and N2 = DIM2.(KCT). All arrays are kept as double arrays; a single array is kept as a 1 X n double array. Thus in this case N2 is the only relevant dimension.
The calling sequences for CTSI and CTSINM are There is also a provision for reserving blocks of "scratch memory." This is given by a routine XMSI (Scratch Memory Search and Insert), whose calling sequence is EXECUTE XMSI.(KCT, DIM1, DIM2, LM).
All parameters have the same significance as in CTSI.
(There is also an XMSINM, or XMSI-No Movable.) One area of expandable scratch memory may be reserved, as, for example, to accumulate a set of subsets. In the expandable scratch memory feature, the first dimension of the scratch memory table may be increased by N using the routine XPXM (Expand Scratch Memory); i.e., EXECUTE XPXM.(KCT, N).
Inferential Compiler
A program exists in the ALOBRX system which accepts source statements expressed as inferences, i.e., mathematical statements, and produces as output a relocatable program which, when executed, verifies the given statements over a file of special cases. This program is called the Inferential Compiler. It does not prove statements, although it may disprove them. The file of special cases is specified in the statements themselves; one may write FOR ALL G1 IN F1, for example, where F1 is a file name.
The source statements to the Inferential Compiler are written in a language which extends the usual Lisp formalism [1] for mathematical statements. The process by which a statement such as:
If the groups G1 and G2 are abelian, then the direct product of G1 and G2 is also abelian.
is transformed into an S-expression such as (IMPLIES (AND (ABELIAN G1) (ABELIAN G2)) (ABELIAN (DIRECTPRODUCT G1 G2))) is quite well known; in fact, one of the major objectives of the S-expression formalism was to provide a concise standard form for logical statements, and in particular mathematical theorems. However, this transformation is stated formrdly, in order to provide a framework for our extension of it.
A well-formed S-expression of the first kind may be defined relative to a finite set of function specifications. Each specification includes the name of the function, the number of arguments, the type of each argument, and the type of the value of the function. Thus AND, in the above example, takes two arguments which are of type Boolean, and its value is of type Boolean; ABELIAN takes one argument, of type "group," and its value is of type Boolean. In formal terms, if we are given:
(a) a set X of objects, (b) a set T of types, • .. , t=) of members of T, whose length is the number of arguments of f, and such that ti is the type of the ith argument, then a well-formed expression of the first kind is either an object x, in which case its type is t(x), or an expression of the form (n xl x2 • • • x.), in which n is the name of a function f in F and each x~ is a well-formed S-expression of the first kind whose type is t~, as it occurs in the specification for f; and in this case the type of the defined expression is v (f).
The extension which we make in our input format is to add to the function specification a frame, which is an English sentence (for a function whose value is Boolean) or noun phrase (for a function whose value is not Boolean) with blanks to be filled in. For example, instead of saying (ABELIAN G), we now say (G IS ABELIAN). Here G is an object that was substituted into the original frame, which was ((1,group) IS ABELIAN). The "1" here signifies the first parameter (there is only one) and the "group" signifies the type of this parameter. Another expression may be substituted instead of an object. To illustrate this, suppose we take the functions of the example above, which were
and replace them by frames, thus: Clearly the second formalism includes the first as a special case; we can just as easily structure the frames to look like standard Lisp functions.
In formal terms, if we are given:
(a) a set X of objects, (b) a set T of types, , where each w~ is either a word, or is of the form (z t), where z is an integer and t is a member of T, then a well-formed S-expression of the second kind is either an object x, in which case its type is t(x), or the result of substituting a well-formed S-expression of the second kind, of type t, for each wi of the form (z t) in the frame of a function specification f; and in this case the type of the defined expression is v(f).
The input to the Inferential Compiler, then, consists of well-formed S-expressions of the second kind, relative to a certain set of function specifications. Each specification consists of a routine name (whose function is described in the list of entries given above), a frame, and a value type. The frame is either an English semence or an English noun
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Communications of the ACMfactoring one of degree 2. While eliminating some of the combinations by the various techniques discussed previously speeds up the factoring, the relative time scales between the two probably is not affected much.
Since the degree of the variable introduced first has such a drastic effect, it is imperative to have the variable of least degree introduced first, even though it will be factored upon more often. The ordering of the remaining variables is less important. Two considerations that would apply are: (1) the extra time required to do a few more low order factorings, vs. (2) the extra time required to do the higher order interpolations more often.
Conclusions
In conclusion then, the extension of Kronecker's method is a reasonable solution to the problem of factoring polynomials in several variables. We estimate the time required to factor a moderately difficult %hree variable example to be around 20 times the time required to factor quadratic polynomials in a single variable. From experience with some preliminary programs which find linear factors, we have found that the time required to factor a quadratic is only fractions of a second. Our example would be factored in a few seconds. In a time-shared environment this time might be expanded to a minute or so, but it is still substantially faster than factoring by hand.
Perhaps some mention should be made regarding what happens when the polynomial in question is prime. In this case the single variable factoring routine will produce only spurious factorings, appearing because of the particular values chosen for the other variables. Appearance of one single variable polynomial that is unfactorable is not conclusive evidence that the original polynomial is prime, however, for the other factors may be independent of the current variable. The situation is sufficiently suspicious to warrant trying to factor the matching polynomial immediately. In general, finding a prime polynomigl in each variable at the same set of points (e.g., p(x, 2, 2), p(2, y, 2) and p(2, 2, z)) implies that the original polynomial is prime. Thus to find that an n-variable polynomial is prime requires n factorings to fail (and perhaps a few spurious ones that don't). This is clearly quite snmll compared to the number of factorings required tu :~ tuall 5 factor a polynomial of similar degree.
The factoring technique requires no information about the original polynomial other than the degree of each of the variables and a mechanism to evaluate the polynomial. The original polynomial need not be in any standard form and may contain factored subexpressions.
