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Given a principal congruence subgroup Γ = Γ (N) ⊆ SL2(Z), Connes
and Moscovici have introduced a modular Hecke algebra A(Γ ) that
incorporates both the pointwise multiplicative structure of modular
forms and the action of the classical Hecke operators. It is well
known that a Γ -modular form g of weight k may be described as
a global section of the k-th tensor power of a certain line bundle
p(Γ ) :L (Γ ) −→ Γ \H. The purpose of this paper is to develop
a theory of modular Hecke algebras for Hecke correspondences
between the line bundles L (Γ ) that lift the classical Hecke
correspondences between modular curves Γ \H.
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1. Introduction
Given a principal congruence subgroup Γ = Γ (N) ⊆ SL2(Z), Connes and Moscovici [4] have intro-
duced a modular Hecke algebra A(Γ ) that incorporates both the pointwise multiplicative structure of
modular forms and the action of the classical Hecke operators. Further, it is shown in [4] that the ac-
tion of several classical operators on modular forms can be captured by means of an action of a Hopf
algebra H1 on the modular Hecke algebra A(Γ ). The Hopf algebra H1 of “codimension 1 foliations”
was introduced in [7], where it was shown that the action of H1 on a certain crossed product algebra
captures several important operators in the theory of foliations. In [3] and [4], Connes and Moscovici
have also shown that the action of the Hopf algebra H1 can be used to extend Rankin–Cohen brackets
from modular forms to the modular Hecke algebras A(Γ ).
Let H denote the upper half-plane. It is well known that given a principal congruence sub-
group Γ = Γ (N) of SL2(Z), there exists a line bundle p(Γ ) :L (Γ ) −→ Y (Γ ) := Γ \H such that a
Γ -modular form g of some ﬁxed weight k  0 may be interpreted as a global section of the line
bundle (p(Γ ))⊗k : (L (Γ ))⊗k −→ Y (Γ ). Further, a classical Hecke operator on modular forms may be
described as a correspondence from the (uncompactiﬁed) modular curve Y (Γ ) to itself. The purpose
E-mail address: abhishek_banerjee1313@yahoo.co.in.0022-314X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
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the line bundles L (Γ ) that lift the classical Hecke correspondences between modular curves.
More precisely, let Γ ⊆ SL2(Z) be a principal congruence subgroup and let α ∈ G+2 (Q). Then, we
start by considering correspondences from L (Γ ) to itself that lift the classical Hecke correspondence
Γ αΓ from Y (Γ ) to itself; in other words we have a commutative diagram
L (Γ )
p(Γ )
L (Γα)
f
p(Γα)
L (Γ )
p(Γ )
Γ \H Γα\H α Γ \H
(1.1)
where Γα := Γ ∩ α−1Γ α and the bottom row in (1.1) is the classical Hecke correspondence given
by the double coset Γ αΓ . Then, with certain extra conditions, we give an explicit description of
the collection of all such liftings of the Hecke operator Γ αΓ in Section 2. We also show that these
lifted Hecke operators have an action on modular forms of level Γ . We then use these lifted Hecke
operators to construct an algebra HZL (Γ )/ ∼ of “Hecke sequences”.
Thereafter, in Section 3, we construct the object BL(Γ ) that plays the same role in our theory
as the modular Hecke algebra A(Γ ) of Connes and Moscovici [4]. We show that the module BL(Γ )
carries a product structure ◦ : BL(Γ )⊗BL(Γ ) −→ BL(Γ ). We then proceed to show that BL(Γ ) carries
a ﬂat action of the Hopf algebra H1 of codimension one foliations. Moreover, since the object BL(Γ )
has been deﬁned at the level of the line bundles L (Γ ), we can use families of linear automorphisms
of the ﬁbres of the line bundle to deﬁne additional operators on BL(Γ ). These additional operators
can be incorporated to deﬁne a ﬂat action of a larger Hopf algebra H1(C) on BL(Γ ), which we
describe in Proposition 3.7.
Additionally, we consider the smaller Hopf algebra h1 ⊆ H1 that is the universal enveloping algebra
of the Lie algebra with two generators X , Y satisfying [Y , X] = X . Then, we show that BL(Γ ) can be
equipped with a “reduced product” ◦r : BL(Γ ) ⊗ BL(Γ ) −→ BL(Γ ) such that the algebra BrL(Γ ) :=
(BL(Γ ),◦r) carries a ﬂat action of h1. Then, we adapt the deﬁnitions of Connes and Moscovici [3] to
deﬁne Rankin–Cohen brackets of all orders on BrL(Γ ). As with the action of H1 on BL(Γ ), the ﬂat
action of h1 on BrL(Γ ) can be extended to the action of a larger Hopf algebra h1(C) on BrL(Γ ). Finally,
we use the action of h1(C) to deﬁne more general Rankin–Cohen brackets on BrL(Γ ) in (3.37).
2. Modiﬁed Hecke operators on line bundles
Let H = {z ∈ C | Im(z) > 0} denote the upper half-plane. The upper half-plane H carries a classical
left action of SL2(Z), given by
(
a b
c d
)
· z := az + b
cz + d ∀z ∈ H,
(
a b
c d
)
∈ SL2(Z) (2.1)
For any integer N  1, the principal congruence subgroup Γ (N) ⊆ SL2(Z) is deﬁned as
Γ (N) = {γ ∈ SL2(Z) ∣∣ γ ≡ 1 (mod N)} (2.2)
In this paper, unless mentioned otherwise, we will only consider principal congruence subgroups
Γ (N) with N  3, in which case the action of Γ (N) (or any of its subgroups) on H is always free.
For each γ ∈ SL2(Z), we consider a function
tγ : H −→ C∗ (2.3)
716 A. Banerjee / Journal of Number Theory 132 (2012) 714–734deﬁned as follows: if γ = ( a b
c d
) ∈ SL2(Z), we set tγ (z) = (cz + d)−1. Then, it may be veriﬁed that:
tγ1γ2(z) = tγ1(γ2z)tγ2(z) ∀γ1, γ2 ∈ SL2(Z) (2.4)
We note here that tγ (z)2 is the standard automorphy factor associated to the matrix γ ∈ SL2(Z). For
more details on modular forms and modular curves, we refer the reader to Shimura [12].
Let L denote the trivial line bundle H × C over H and let p :L −→ H denote the coordinate
projection. For each point z ∈ H, we will denote by Cz the ﬁbre of L over z. For any subgroup
Γ ′ ⊆ SL2(Z) of ﬁnite index with a free action on H, we consider the action of Γ ′ on L given by:
γ · (z,w) := (γ z, tγ (z)w) ∀γ ∈ Γ ′, z ∈ H, w ∈ Cz (2.5)
We set L (Γ ′) := Γ ′\L and Y (Γ ′) = Γ ′\H. Then L (Γ ′) is a line bundle on the uncompactiﬁed
modular curve Y (Γ ′) and we denote by p(Γ ′) the projection p(Γ ′) :L (Γ ′) −→ Y (Γ ′). Finally, given
any α ∈ G+2 (Q), we set Γ ′α := Γ ′ ∩ α−1Γ ′α.
Let D ⊆ H denote the standard fundamental domain (see [12]) for the action of SL2(Z) on the
upper half-plane H, described as follows:
D :=
{
z: z ∈ H, |z| 1 and ∣∣Re(z)∣∣ 1
2
}
(2.6)
Further, suppose that Γ ′ ⊆ SL2(Z) is a subgroup such that we have a ﬁnite coset decomposition
SL2(Z) = ⋃i∈I Γ ′αi = ⋃i∈I α−1i Γ ′ . Then, it is well known (see, for instance, [9, Proposition 2.15])
that the union
DΓ ′ =
⋃
i∈I
αi D (2.7)
is a fundamental domain for the action of Γ ′ on H. For any γ ∈ SL2(Z), we will denote by int(γ · D)
the interior of the set γ · D .
Our purpose is to construct Hecke correspondences of the following form for the spaces L (Γ ′):
for each α ∈ G+2 (Q), we will construct a commutative diagram
L (Γ ′)
p(Γ ′)
L (Γ ′α)
f
p(Γ ′α)
L (Γ ′)
p(Γ ′)
Γ ′\H Γ ′α\H
α
Γ ′\H
(2.8)
where the upper leftward arrow in (2.8) is given by the natural projection from L (Γ ′α) to L (Γ ′)
and the lower row is the standard Hecke correspondence given by α ∈ G+2 (Q). We will also require
that the map f :L (Γ ′α) −→L (Γ ′) in (2.8) lifts to some f˜ :L −→L satisfying certain conditions
speciﬁed in Deﬁnition 2.1. It is important to note that we will not assume that f˜ :L −→L is a
morphism of line bundles on H, but instead suppose that f˜ :L −→L satisﬁes the slightly weaker
condition that each of the restrictions of f˜ :
f˜ |int(γ · D) :L |int(γ · D) −→L ∀γ ∈ SL2(Z) (2.9)
is a map of line bundles and that f˜ is linear in each ﬁbre of L over H.
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Γ ′ ⊆ Γ be any subgroup of ﬁnite index in Γ . For any α ∈ G+2 (Q), deﬁne the map
α : H −→ H z → α · z (2.10)
Let HomY (L (Γ ′α),L (Γ ′)) denote the collection of maps f˜ :L −→L such that:
(1) The map f˜ :L −→L is given by a linear morphism of vector spaces in the ﬁbre of L over
each point z ∈ H. Moreover, for any given γ ∈ SL2(Z), the restriction
f˜ |int(γ · D) :L |int(γ · D) −→L ∀γ ∈ SL2(Z) (2.11)
is a map of holomorphic line bundles.
(2) The map f˜ descends to a map f :L (Γ ′α) −→L (Γ ′) that makes the following diagram com-
mute:
H
α
L
p
f˜
Γ ′α\
L (Γ ′α)
f
H L
p Γ ′\
L (Γ ′)
(2.12)
An element of HomY (L (Γ ′α),L (Γ ′)) will often be denoted by a pair ( f˜ ,α).
We shall now show that for any Γ ′ ⊆ Γ (N) ⊆ SL2(Z), N  3 and α ∈ G+2 (Q) as in Deﬁnition 2.1,
the collection of functions HomY (L (Γ ′α),L (Γ ′)) is very large. The following two results will de-
scribe the set HomY (L (Γ ′α),L (Γ ′)) explicitly.
Proposition 2.2. Let α ∈ G+2 (Q) and let Γ ′ be a subgroup of ﬁnite index in some principal congruence sub-
group Γ (N) with N  3. We set Γ ′α = Γ ′ ∩ α−1Γ ′α. Let {zi}i∈I be a collection of elements zi ∈ H such that
the orbit sets {Γ ′αzi}i∈I form a partition ofH and let us choose some ci ∈ C∗ for each i ∈ I . We deﬁne h(zi) = ci
and extend h to all of H by setting
h(γ zi) = h(zi)tαγα−1(αzi)
(
tγ (zi)
)−1 ∀γ ∈ Γ ′α (2.13)
Then:
(1) The function h is well deﬁned. Further, for any γ ′ ∈ Γ ′α , we have
h
(
γ ′z
)= h(z)tαγ ′α−1(αz)(tγ ′(z))−1 ∀z ∈ H (2.14)
(2) The function h is independent of the choice of the representatives zi ∈ H in the following sense: Suppose
that we choose some γ ′i ∈ Γ ′α for each i ∈ I and set
z′i = γ ′i zi c′i = ci · tαγ ′i α−1(αzi)
(
tγ ′i (zi)
)−1
(2.15)
Then, with respect to the partition {Γ ′αz′i}i∈I of H, if we deﬁne h′(z′i) = c′i and extend h′ to all of H by setting
h′
(
γ z′i
)= h′(z′i)tαγα−1(αz′i)(tγ (z′i))−1 ∀γ ∈ Γα (2.16)
Then h′(z) = h(z) for all z ∈ H.
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on H is free. Hence, for any given z ∈ H, there exists a unique choice of i ∈ I and γ ∈ Γ ′α such
that z = γ zi . From this it follows that the function h is uniquely deﬁned for each z ∈ H by the
expression (2.13). Further, for any γ ′ ∈ Γ ′α , we have
h
(
γ ′z
)= h(γ ′γ zi)= h(zi)tαγ ′γ α−1(αzi)(tγ ′γ (zi))−1
= h(zi)tαγ ′α−1(αγ zi)tαγα−1(αzi)
(
tγ ′(γ zi)
)−1(
tγ (zi)
)−1 (
using (2.4)
)
= h(z)tαγ ′α−1(αz)
(
tγ ′(z)
)−1
(2.17)
(2) We consider any z ∈ H. Then, there exists a unique i ∈ I such that γ z′i = z for some γ ∈ Γ ′α .
Since z′i = γ ′i zi , we must have z = γ γ ′i zi . By deﬁnition:
h(z) = h(γ γ ′i zi)= h(zi)tαγ γ ′i α−1(αzi)
(
tγ γ ′i (zi)
)−1 = citαγ γ ′i α−1(αzi)
(
tγ γ ′i (zi)
)−1
(2.18)
and
h′(z) = h′(γ z′i)= h′(z′i)tαγα−1(αz′i)(tγ (z′i))−1 = c′itαγα−1(αz′i)(tγ (z′i))−1 (2.19)
Further, using (2.4), we have
tαγ γ ′i α−1(αzi) = tαγα−1
(
αz′i
)
tαγ ′i α−1(αzi)(
tγ γ ′i (zi)
)−1 = (tγ (z′i))−1(tγ ′i (zi)
)−1
and hence, substituting c′i = ci · tαγ ′i α−1 (αzi)(tγ ′i (zi))−1 in (2.19), it follows that h(z) = h′(z) for all
z ∈ H. 
Proposition 2.3. Let Γ = Γ (N) be a principal congruence subgroup of SL2(Z) with N  3 and let Γ ′ be any
subgroup of Γ of ﬁnite index. Then, for any α ∈ G+2 (Q), the elements of the set HomY (L (Γ ′α),L (Γ ′)) as
deﬁned in Deﬁnition 2.1 are in one to one correspondence with functions h : H −→ C∗ such that:
(a) h satisﬁes the cocycle condition:
h(γ z) = h(z)tαγα−1(αz)
(
tγ (z)
)−1 ∀γ ∈ Γ ′α (2.20)
(b) Let D be the standard fundamental domain for the action of SL2(Z) on H as described in (2.6). Then, h is
holomorphic on the interior of the region γ · D for each γ ∈ SL2(Z).
Proof. Let us choose some f˜ ∈ HomY (L (Γ ′α),L (Γ ′)) corresponding to a function f˜ :L −→L as
in Deﬁnition 2.1. By condition (2) in Deﬁnition 2.1, the function f˜ ∈ HomY (L (Γ ′α),L (Γ ′)) descends
to some f :L (Γ ′α) −→L (Γ ′) that makes the following diagram commutative:
H
α
L
p Γ ′α\
f˜
L (Γ ′α)
f
H L
p Γ ′\
L (Γ ′)
(2.21)
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Deﬁnition 2.1, it follows that the map f˜ :L −→L of line bundles over H is deﬁned by a family of
linear maps on the ﬁbres
Hz : Cz −→ Cαz ∀z ∈ H (2.22)
Suppose therefore that the map Hz is deﬁned by multiplication with h(z), i.e.
Hz : Cz −→ Cαz Hz(w) = h(z)w ∀w ∈ Cz (2.23)
Since the map f˜ descends to f :L (Γ ′α) −→L (Γ ′), for each z ∈ H and γ ∈ Γ ′α , we must have
the following commutative diagram:
Cz
·h(z)
·tγ (z)
Cαz
·tγ ′ (αz)
Cγ z
·h(γ z)
Cαγ z = Cγ ′αz
(
where γ ′ = αγα−1) (2.24)
In (2.24), we know that γ ′ = αγα−1 lies in Γ ′ ⊆ SL2(Z) because γ ∈ Γ ′α . From the commutativity
of (2.24), it follows that
h(γ z)tγ (z) = tγ ′(αz)h(z) = tαγα−1(αz)h(z) ∀γ ∈ Γ ′α (2.25)
and hence h satisﬁes the condition (2.20). Further, from condition (1) in Deﬁnition 2.1, it follows that
h is holomorphic on int(γ · D) for each γ ∈ SL2(Z).
On the other hand, given any function h : H −→ C∗ satisfying the conditions (a) and (b) above, we
can deﬁne an element f˜ ∈ HomY (L (Γ ′α),L (Γ ′)) by deﬁning a map f˜ :L −→L as follows:
f˜ :L −→L (z,w) → (αz,h(z)w) ∀z ∈ H, w ∈ Cz  (2.26)
Remark 2.4. Proposition 2.2 and Proposition 2.3 together show that the set HomY (L (Γ ′α),L (Γ ′)) is
quite large. For instance, let h1 : H −→ C be an ordinary holomorphic function that does not vanish
anywhere on DΓ ′α (DΓ ′α being the closure of the fundamental domain DΓ ′α of Γ
′
α as described in (2.7)).
Then, for any z′ ∈ H, there exists z ∈ DΓ ′α such that z ∈ Γ ′αz′ . We deﬁne h(z) = h1(z) for all z ∈
int(DΓ ′α ). Further, we choose a collection {w j} j∈ J of Γ ′α-inequivalent points on the boundary of DΓ ′α
such that
H =
(⋃
j∈ J
Γ ′αw j
)
∪
( ⋃
z∈int(DΓ ′α )
Γ ′αz
)
(2.27)
For any w j , j ∈ J , we set h(w) = h1(w). Then, we extend h to a function h : H −→ C∗ as in Propo-
sition 2.2. Then, from the description of the fundamental domain DΓ ′α in (2.7), it follows that the
function h : H −→ C∗ satisﬁes both conditions (a) and (b) in Proposition 2.3. Hence, h : H −→ C∗
corresponds to some f˜ ∈ HomY (L (Γ ′α),L (Γ ′)).
We now show that these “lifted Hecke operators” act on modular forms in a way similar to the
usual Hecke operators to produce functions that transform in a manner identical to modular forms,
but are necessarily holomorphic only on the union of the regions
⋃
γ∈SL (Z) int(γ · D).2
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form of level Γ and weight 2k for some k ∈ Z. Let α ∈ G+2 (Q) and let us choose f˜ ∈ HomY (L (Γα),L (Γ ))
corresponding to a function h : H −→ C∗ as in (2.20). Let Γ =⋃ j∈ J Γαγ j be a decomposition of Γ into right
cosets. Suppose that G(z) :=∑ j g(αγ j z)h(γ j z)2ktγ j (z)2k. Then, G(z) satisﬁes the covariance condition:
G
(
γ ′′z
)(
tγ ′′(z)
)2k = G(z) ∀γ ′′ ∈ Γ (2.28)
and G(z) is holomorphic on int(δ · D) for each δ ∈ SL2(Z). Further, the function G(z) =∑
j g(αγ j z)h(γ j z)
2ktγ j (z)
2k is independent of the choice of coset representatives γ j .
Proof. We choose some γ ∈ Γα . Then, there exists some γ ′ ∈ Γ such that αγ = γ ′α. Then, we have
g(αγ γ j z)h(γ γ j z)
2ktγ γ j (z)
2k = g(γ ′αγ j z)h(γ j z)2ktαγα−1(αγ j z)2k(tγ (γ j z))−2ktγ γ j (z)2k
= g(γ ′αγ j z)h(γ j z)2ktαγα−1(αγ j z)2ktγ j (z)2k (2.29)
Since g is modular of level Γ and we have noted that, for any ρ ∈ SL2(Z), t2ρ is identical to the
standard automorphy factor associated to ρ ∈ SL2(Z), we have g(γ ′αγ j z) = g(αγ j z)(tγ ′ (αγ j z))−2k =
g(αγ j z)tαγα−1 (αγ j z)
−2k . Substituting this into (2.29), we have
g(αγ γ j z)h(γ γ j z)
2ktγ γ j (z)
2k = g(αγ j z)h(γ j z)2ktγ j (z)2k (2.30)
From this it follows that the sum G(z) =∑ j g(αγ j z)h(γ j z)2ktγ j (z)2k is independent of the choice of
coset representatives γ j .
We will now show that G(z) =∑ j g(αγ j z)h(γ j z)2ktγ j (z)2k satisﬁes the condition (2.28). Let us
choose some γ ′′ ∈ Γ . Then, there exists a unique permutation σ : J −→ J such that, for each j ∈ J ,
there exists γ ′′′j ∈ Γα with γ jγ ′′ = γ ′′′j γσ( j) . Further, there exist elements γ ′′′′j ∈ Γ , j ∈ J such that
αγ ′′′j = γ ′′′′j α. Then, we have:
G
(
γ ′′z
)(
tγ ′′(z)
)2k
=
∑
j
g
(
αγ jγ
′′z
)(
h
(
γ jγ
′′z
))2k(
tγ j
(
γ ′′z
))2k(
tγ ′′(z)
)2k
=
∑
j
g
(
αγ ′′′j γσ( j)z
)(
h
(
γ ′′′j γσ( j)z
))2k(
tγ jγ ′′(z)
)2k
=
∑
j
g
(
γ ′′′′j αγσ( j)z
)(
h
(
γ ′′′j γσ( j)z
))2k(
tγ ′′′j γσ( j) (z)
)2k
=
∑
j
g(αγσ( j)z)
(
tγ ′′′′j (αγσ( j)z)
)−2k
h(γσ( j)z)
2k(tγ ′′′′j (αγσ( j)z)
)2k(
tγ ′′′j (γσ( j)z)
)−2k(
tγ ′′′j γσ( j) (z)
)2k
=
∑
j
g(αγσ( j)z)h(γσ( j)z)
2k(tγ ′′′j (γσ( j)z)
)−2k(
tγ ′′′j γσ( j) (z)
)2k
=
∑
j
g(αγσ( j)z)h(γσ( j)z)
2k(tγσ( j) (z))2k = G(z)
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δ∈SL2(Z) int(δ · D) and, by deﬁnition, G(z) =
∑
j g(αγ j z)h(γ j z)
2ktγ j (z)
2k , it follows that the function
G(z) is also holomorphic on the union
⋃
δ∈SL2(Z) int(δ · D). 
Proposition 2.6. Let Γ = Γ (N), N  3 be a principal congruence subgroup and let Γ ′ be a subgroup of ﬁnite
index in Γ . Let g be a modular form of level Γ and weight 2m for some m ∈ Z. Let α ∈ G+2 (Q) and let us
choose f˜ ∈ HomY (L (Γα),L (Γ )) corresponding to a function h : H −→ C∗ as in (2.20). Suppose that we
have coset decompositions Γ ′ =⋃ j∈ J Γ ′αγ j and Γ =⋃k∈K Γαδk. For each k ∈ K , let n(k) denote the number
of elements j ∈ J such that there exists some  ∈ Γα with Γ ′αγ j = Γ ′αδk. Then, we have
∑
j
g(αγ j z)h(γ j z)
2mtγ j (z)
2m =
∑
k
n(k) · g(αδkz)h(δkz)2mtδk (z)2m (2.31)
Proof. As in (2.29), we may verify that each term in the sum
∑
j g(αγ j z)h(γ j z)
2mtγ j (z)
2m is in-
dependent of the choice of coset representatives γ j . Suppose that we have a coset decomposition
Γα =⋃l∈L Γ ′αl . Then, Γ =⋃k∈K ⋃l∈L Γ ′αlδk as a union of distinct cosets. Further, we have
Γ ′ =
⋃
j∈ J
Γ ′αγ j ⊆ Γ =
⋃
k∈K
⋃
l∈L
Γ ′αlδk (2.32)
Hence, for any j ∈ J , there exist unique elements l( j) ∈ L, k( j) ∈ K such that Γ ′αl( j)δk( j) = Γ ′αγ j .
Since each term g(αγ j z)h(γ j z)2mtγ j (z)
2m is independent of the choice of coset representative γ j , we
may as well assume that l( j)δk( j) = γ j . Further, since each l( j) ∈ Γα , there exist elements γ ′′j ∈ Γ ,
j ∈ J such that αl( j) = γ ′′j α. Then, we have
g(αγ j z)h(γ j z)
2mtγ j (z)
2m = g(αl( j)δk( j)z)h(l( j)δk( j)z)2mtl( j)δk( j) (z)2m
= g(γ ′′j αδk( j)z)h(δk( j)z)2mtγ ′′j (αδk( j)z)2mtl (δk( j)z)−2mtl( j)δk( j) (z)2m
= g(αδk( j)z)tγ ′′j (αδk( j)z)−2mh(δk( j)z)2mtγ ′′j (αδk( j)z)2mtδk( j) (z)2m
= g(αδk( j)z)h(δk( j)z)2mtδk( j) (z)2m
The expression (2.31) now follows directly from the deﬁnition of the numbers n(k). 
Lemma 2.7. Given any α ∈ G+2 (Q), γ ∈ Γ , there exist two natural morphisms:
(a) Rγ (α) : HomY (L (Γα),L (Γ )) −→ HomY (L (Γαγ ),L (Γ )) and
(b) Lγ (α) : HomY (L (Γα),L (Γ )) −→ HomY (L (Γγα),L (Γ )) = HomY (L (Γα),L (Γ )).
Proof. Let us choose an element of HomY (L (Γα),L (Γ )) corresponding to a function h : H −→ C∗
as in (2.20).
(a) We start by setting:
h1 : H −→ C∗ h1(z) = tγ (z)h(γ z) (2.33)
We choose γ ′ ∈ Γ ∩ γ −1α−1Γ αγ . Then, since γ ′ ∈ γ −1α−1Γ αγ , we note that γ γ ′ = γ ′′γ , where
γ ′′ ∈ α−1Γ α. Further, γ ′′ = γ γ ′γ −1 ∈ Γ . Hence, γ ′′ ∈ Γα = Γ ∩ α−1Γ α. Then, we note that
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(
γ ′z
)= tγ (γ ′z)h(γ γ ′z)= tγ (γ ′z)h(γ ′′γ z)
= tγ
(
γ ′z
)
h(γ z)tαγ ′′α−1(αγ z)
(
tγ ′′(γ z)
)−1
= (tγ (z)h(γ z))tγ (γ ′z)tαγ ′′α−1(αγ z)(tγ ′′(γ z))−1(tγ (z))−1
= h1(z)tαγ γ ′γ −1α−1(αγ z)
(
tγ ′(z)
)−1
tγ ′(z)tγ
(
γ ′z
)(
tγ ′′(γ z)
)−1(
tγ (z)
)−1
= h1(z)tαγ γ ′γ −1α−1(αγ z)
(
tγ ′(z)
)−1
tγ γ ′(z)
(
tγ ′′γ (z)
)−1
= h1(z)tαγ γ ′γ −1α−1(αγ z)
(
tγ ′(z)
)−1
(2.34)
It follows that h1 : H −→ C∗ corresponds to an element of HomY (L (Γαγ ),L (Γ )). This deﬁnes a
morphism Rγ (α) : HomY (L (Γα),L (Γ )) −→ HomY (L (Γαγ ),L (Γ )).
(b) We start by setting
h2 : H −→ C∗ h2(z) := h(z)tγ (αz) (2.35)
We choose any γ ′ ∈ Γ ∩ α−1γ −1Γ γα = Γ ∩ α−1Γ α. Then, we note that
h2
(
γ ′z
)= h(γ ′z)tγ (αγ ′z)
= h(z)tαγ ′α−1(αz)
(
tγ ′(z)
)−1
tγ
(
αγ ′z
)
= h(z)tγ (αz)
(
tγ (αz)
)−1
tαγ ′α−1(αz)
(
tγ ′(z)
)−1
tγ
(
αγ ′z
)
= h2(z)
(
tγ (αz)
)−1
tαγ ′α−1(αz)
(
tγ ′(z)
)−1
tγ
(
αγ ′z
)
(2.36)
Setting αγ ′ = γ ′′α, we get
h2
(
γ ′z
)= h2(z)(tγ (αz))−1tαγ ′α−1(αz)(tγ ′(z))−1tγ (αγ ′z)
= h2(z)
(
tγ (αz)
)−1
tγ ′′(αz)
(
tγ ′(z)
)−1
tγ
(
γ ′′αz
)
= h2(z)tγ γ ′′(αz)
(
tγ (αz)
)−1(
tγ ′(z)
)−1
= h2(z)tγ γ ′′γ −1(γ αz)
(
tγ ′(z)
)−1
= h2(z)tγ αγ ′α−1γ −1(γ αz)
(
tγ ′(z)
)−1
(2.37)
It follows that h2 : H −→ C∗ corresponds to an element of HomY (L (Γγα),L (Γ )). This deﬁnes a
morphism Lγ (α) : HomY (L (Γα),L (Γ )) −→ HomY (L (Γγα),L (Γ )) = HomY (L (Γα),L (Γ )). 
For each of the morphisms Rγ (α) : HomY (L (Γα),L (Γ )) −→ HomY (L (Γαγ ),L (Γ )) and Lγ (α) :
HomY (L (Γα),L (Γ )) −→ HomY (L (Γγα),L (Γ )) in Lemma 2.7 above, the element α will often be
clear from context and, for the sake of convenience, we will often denote the morphisms Rγ (α) and
Lγ (α) respectively by Rγ and Lγ .
We choose any γ ∈ Γ and consider the function tγ : H −→ C∗ deﬁned in (2.3) and we note that,
using condition (2.4), for any γ ′ ∈ Γ = Γγ , we have
tγ γ ′(z) = tγ
(
γ ′z
) · tγ ′(z) = tγ γ ′γ −1(γ z)tγ (z)
⇒ tγ
(
γ ′z
)= tγ (z) · tγ γ ′γ −1(γ z) · (tγ ′(z))−1 (2.38)
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hence tγ corresponds to an element f˜ γ ∈ HomY (L (Γγ ),L (Γ )), which, in the notation of Deﬁni-
tion 2.1, we denote by F˜γ := ( f˜ γ ,γ ). From (2.38), it is also clear that for any c ∈ C∗ , ctγ corresponds
to the element c f˜ γ ∈ HomY (L (Γγ ),L (Γ )). In the notation of Deﬁnition 2.1, we denote this Hecke
sequence by c F˜γ := (c f˜ γ ,γ ).
Deﬁnition 2.8. Let Γ = Γ (N) be a principal congruence subgroup with N  3 and let α ∈ G+2 (Q). We
consider any α1,α2, . . . ,αk ∈ G+2 (Q) such that α = α1α2 · · ·αk and functions f˜ 1, f˜ 2, . . . , f˜ k :L −→
L such that
f˜ i ∈ HomY
(
L (Γαi ),L (Γ )
)
1 i  k (2.39)
Then we will refer to the tuple ( F˜ ,α) = (( f˜ 1,α1), ( f˜ 2,α2), . . . , ( f˜ k,αk)) as a Hecke sequence of type
α = α1 · · ·αk on L (Γ ). The collection of Hecke sequences of type α will be denoted by Hα,L(Γ ).
The collection of all Hecke sequences as α varies over G+2 (Q) will be denoted by HL(Γ ).
We consider the equivalence relation ∼ on HL(Γ ) generated by the following:
(1) For any 0 i, j  k + 1 and c ∈ C∗ , we have:
(
( f˜ 1,α1), . . . , ( f˜ i−1,αi−1)(c,1)( f˜ i,αi) · · · ( f˜ k,αk)
)
∼ (( f˜ 1,α1), ( f˜ 2,α2), . . . , (c f˜ j,α j), . . . , ( f˜ k,αk)) (2.40)
(2) If γ ∈ Γ , we have
(
( f˜ 1,α1), . . . , ( f˜ i,αi)( f˜ γ ,γ )( f˜ i+1,αi+1) · · · ( f˜ k,αk)
)
∼ (( f˜ 1,α1), . . . , ( f˜ i,αi)Lγ ( f˜ i+1,αi+1) · · · ( f˜ k,αk))
∼ (( f˜ 1,α1), . . . , ( f˜ i−1,αi−1)Rγ ( f˜ i,αi) · · · ( f˜ k,αk))
(3) If γ ∈ Γ is such that there exists 1 j < i  k such that α j · · ·αiγ = γ ′α j · · ·αi and γ ′ ∈ Γ , we
have
(
( f˜ 1,α1), . . . , ( f˜ j,α j), . . . , Rγ ( f˜ i,αi) · · · ( f˜ k,αk)
)
∼ (( f˜ 1,α1), . . . , Lγ ′( f˜ j,α j), . . . , ( f˜ i,αi), . . . , ( f˜ k,αk))
The module of Z-linear combinations of elements of HL(Γ )/ ∼ will be denoted by HZL (Γ )/ ∼ and
referred to as the space of Hecke sequences on L (Γ ). It is clear that concatenation of sequences
deﬁnes a product structure on HL(Γ )/ ∼, making it into a Z-algebra (HZL (Γ )/ ∼,∗).
By abuse of notation, if (( f˜ 1,α1), . . . , ( f˜ k,αk)) denotes an element of HZL (Γ )/ ∼, for any el-
ement γ ∈ Γ , we will denote the element (( f˜ 1,α1), . . . , ( f˜ k,αk)) ∗ ( f˜ γ ,γ ) of HZL (Γ )/ ∼ by
Rγ (α)(( f˜ 1,α1), . . . , ( f˜ k,αk)). Similarly, for any γ ∈ Γ , the element ( f˜ γ ,γ ) ∗ (( f˜ 1,α1), . . . , ( f˜ k,αk))
of HZL (Γ )/ ∼ will be denoted by Lγ (α)(( f˜ 1,α1), . . . , ( f˜ k,αk)). Again, when the element α is clear
from context, we denote Lγ (α) and Rγ (α) simply by Lγ and Rγ respectively.
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In Section 2, we constructed the algebra HZL (Γ )/ ∼ of Hecke sequences for a given principal
congruence subgroup Γ ⊆ SL2(Z). The Hecke sequences in HZL (Γ )/ ∼ lift the classical Hecke cor-
respondences on the modular curve Y (Γ ) to the line bundle L (Γ ). In this section, we will extend
the algebra HZL (Γ )/ ∼ with modular forms to deﬁne an object BL(Γ ) that plays the same role as the
modular Hecke algebra A(Γ ) of Connes and Moscovici [4].
For a given principal congruence subgroup Γ = Γ (N) ⊆ SL2(Z), N  1, we denote by M(Γ ) the
algebra of modular forms (of all weights) of level Γ . When N divides N ′ , Γ (N ′) ⊆ Γ (N) and we have
an inclusion M(Γ (N)) ↪→ M(Γ (N ′)). We let M denote the direct limit of all M(Γ (N)), as N varies
over all positive integers, i.e., we set:
M := colim
N1
M(Γ (N)) (3.1)
It is clear that M is an algebra. We will denote by Mk the submodule of M consisting of modular
forms of weight k.
Deﬁnition 3.1. For any principal congruence subgroup Γ = Γ (N), N  3, we consider all functions
F : G+2 (Q) −→ HZL (Γ )/ ∼ ⊗M
and, for any α ∈ G+2 (Q), we denote F(α) by Fα . Further, suppose that the function F is such that:
(1) For each α ∈ G+2 (Q), we have Fα ∈ HZα,L(Γ )/ ∼ ⊗M. Suppose therefore that Fα can be repre-
sented by some
∑
i F˜ i ⊗ f i where F˜ i ∈ Hα,L(Γ ) and f i ∈ M. Then, for any γ ∈ Γ , we have
(a) Fγα is represented by
∑
i Lγ (α)( F˜ i) ⊗ f i .
(b) Fαγ is represented by
∑
i Rγ (α)( F˜ i) ⊗ f i |γ .
(2) There are only ﬁnitely many double cosets Γ αΓ ⊂ G+2 (Q) such that there exists β ∈ Γ αΓ withFβ = 0.
Then, the collection of all functions F : G+2 (Q) −→ HZL (Γ )/ ∼ ⊗M satisfying conditions (1) and (2)
will be referred to as the space BL(Γ ).
By slight abuse of notation, for any α ∈ G+2 (Q), we will often write Fα =
∑
i F˜ i ⊗ f i to denote that
Fα ∈ HZα,L(Γ )/ ∼ ⊗M is represented by
∑
i F˜ i ⊗ f i as above.
Let F ∈ BL(Γ ), α ∈ G+2 (Q). Then, we have Fα =
∑
i F˜ i ⊗ f i for some F˜ i ∈ Hα,L(Γ ), f i ∈ M. Then,
for any β ∈ G+2 (Q) and γ ∈ Γ , we will denote:
Fα|β :=
∑
i
F˜ i ⊗ f i|β Lγ (α)(Fα) :=
∑
i
Lγ (α)( F˜ i) ⊗ f i
Rγ (α)(Fα) :=
∑
i
Rγ (α)( F˜ i) ⊗ f i|γ
Further, if
∑
i F˜ i ⊗ f i and
∑
j G˜ j ⊗ g j are elements of HZα,L(Γ )/ ∼ ⊗M and HZβ,L(Γ )/ ∼ ⊗M respec-
tively, then we can extend the product ∗ to deﬁne
(∑
i
F˜ i ⊗ f i
)
∗
(∑
j
G˜ j ⊗ g j
)
:=
∑
i, j
( F˜ i ∗ G˜ j) ⊗ ( f i · g j) ∈ HZαβ,L(Γ )/ ∼ ⊗M (3.2)
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elements F , G ∈ BL(Γ ). Then, for any γ ∈ Γ , we have:
(Gρβ−1 |β) ∗ Fβ = (Gρβ−1γ −1 |γ β) ∗ Fγ β (3.3)
as elements of HZL (Γ )/ ∼ ⊗M.
Proof. It suﬃces to check the relation (3.3) in the case where Fβ = F˜ ⊗ f for some F˜ ∈ Hβ,L(Γ ),
f ∈ M and Gρβ−1 = G˜ ⊗ g for some G˜ ∈ Hρβ−1(Γ ), g ∈ M. By deﬁnition, F˜ is given by a
Hecke sequence of the form (( f˜ 1, σ1), ( f˜ 2, σ2), . . . , ( f˜ k, σk)) with σ1σ2 · · ·σk = β and maps f˜ i :
L −→L , i = 1,2, . . . ,k. Then, from Deﬁnition 3.1, it follows that Fγ β = Lγ (β)( F˜ ) ⊗ f . We note
that in the notation of (2.38) and Deﬁnition 2.8, Lγ (β)( F˜ ) is represented by the Hecke sequence
(( f˜ γ ,γ ), ( f˜ 1, σ1), ( f˜ 2, σ2), . . . , ( f˜ k, σk)).
Similarly, suppose that G˜ is given by a Hecke sequence of the form ((g˜1, σ ′1), (g˜2, σ ′2), . . . , (g˜l, σ ′l ))
with σ ′1σ ′2 · · ·σ ′l = ρβ−1 and maps g˜ j :L −→L , j = 1,2, . . . , l. Hence, Gρβ−1γ −1 = Rγ −1 (ρβ−1)(G˜)⊗
g|γ −1 and again, in the notation of (2.38) and Deﬁnition 2.8, we note that Rγ −1 (ρβ−1)(G˜) is repre-
sented by the Hecke sequence ((g˜1, σ ′1), (g˜2, σ ′2), . . . , (g˜l, σ ′l ), ( f˜ γ −1 , γ
−1)). From the equivalences in
Deﬁnition 2.8, it follows that
((
g˜1,σ
′
1
)
,
(
g˜2,σ
′
2
)
, . . . ,
(
g˜l,σ
′
l
)
,
(
f˜ γ −1 , γ
−1)) ∗ (( f˜ γ ,γ ), ( f˜ 1,σ1), ( f˜ 2,σ2), . . . , ( f˜ k,σk))
∼ ((g˜1,σ ′1), (g˜2,σ ′2), . . . , (g˜l,σ ′l )) ∗ (( f˜ 1,σ1), ( f˜ 2,σ2), . . . , ( f˜ k,σk)) (3.4)
Since both γ ,γ −1 ∈ SL2(Z), it follows from conditions (1) and (2) in Deﬁnition 2.8 that we have
Rγ −1 (ρβ
−1)(G˜)∗ Lγ (β)( F˜ ) ∼ G˜ ∗ F˜ . From this, it follows that Gρβ−1γ −1 ∗Fγ β = Gρβ−1 ∗Fβ as elements
of HZL (Γ )/ ∼ ⊗M. This proves the result. 
Proposition 3.3. (a) There exists a product ◦ : BL(Γ ) ⊗ BL(Γ ) −→ BL(Γ ) deﬁned as follows: for any F and
G ∈ BL(Γ ), we have:
(F ◦ G)ρ =
∑
β∈Γ \G+2 (Q)
(Gρβ−1 |β) ∗ Fβ ∀ρ ∈ G+2 (Q) (3.5)
where the sum in (3.5) is taken over all right cosets of Γ in G+2 (Q).
(b) There exists a product ◦r : BL(Γ ) ⊗ BL(Γ ) −→ BL(Γ ) deﬁned as follows: for any F and G ∈ BL(Γ ),
we have:
(F ◦r G)
ρ
=
∑
β∈Γ \SL2(Z)
(Gρβ−1 |β) ∗ Fβ ∀ρ ∈ G+2 (Q) (3.6)
where the sum in (3.6) is taken over all right cosets of Γ in SL2(Z).
Proof. (a) For any ρ ∈ G+2 (Q) it follows from Lemma 3.2 that, as an element of HZL (Γ )/ ∼ ⊗M, the
sum
∑
β∈Γ \G+2 (Q)(Gρβ−1 |β) ∗ Fβ is independent of the choice of coset representatives β ∈ Γ \G
+
2 (Q).
Now, we choose any γ ∈ Γ and consider (F ◦ G)ργ . Then
(F ◦ G)ργ =
∑
β∈Γ \G+(Q)
(Gργ β−1 |β) ∗ Fβ2
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∑
δ∈Γ \G+2 (Q)
(Gργ γ −1δ−1 |β) ∗ Fδγ (where β = δγ )
=
∑
δ∈Γ \G+2 (Q)
(Gρδ−1 |β) ∗ Rγ (δ)(Fδ)
=
∑
δ∈Γ \G+2 (Q)
Rγ (ρ)
(
(Gρδ−1 |δ) ∗ Fδ
)
(3.7)
and
(F ◦ G)γρ =
∑
β∈Γ \G+2 (Q)
(Gγρβ−1 |β) ∗ Fβ
=
∑
β∈Γ \G+2 (Q)
Lγ
(
ρβ−1
)
(Gρβ−1 |β) ∗ Fβ
=
∑
β∈Γ \G+2 (Q)
Lγ (ρ)
(
(Gρβ−1 |β) ∗ Fβ
)
(3.8)
Finally, using the fact that for any α,β ∈ G+2 (Q), the product of double cosets (Γ αΓ ) · (ΓβΓ ) is
contained in the union of ﬁnitely many double cosets, we conclude that there are only ﬁnitely many
double cosets Γ ρΓ such that there exists ρ ′ ∈ Γ ρΓ with (F ◦ G)ρ ′ = 0. This proves that F ◦ G ∈
BL(Γ ). Part (b) is proved similarly. 
It is easy to see that the operators ◦ and ◦r in Proposition 3.3 induce products:
◦ : BL(Γ ) ⊗ BL(Γ ) −→ BL(Γ ) ◦r : BL(Γ ) ⊗ BL(Γ ) −→ BL(Γ ) (3.9)
We will refer to the module BL(Γ ) equipped with the product ◦r as the algebra BrL(Γ ). The moduleBL(Γ ) equipped with the product ◦ : BL(Γ ) ⊗ BL(Γ ) −→ BL(Γ ) will be referred to simply as the
algebra BL(Γ ).
We will now show that BL(Γ ) carries an action of the Hopf algebra H1 mentioned in the In-
troduction. This Hopf algebra H1 belongs to the family of algebras {Hn}n1 deﬁned by Connes and
Moscovici in [7], where it is interpreted as the “Hopf algebra of codimension 1 foliations”. As an al-
gebra, H1 is the universal enveloping algebra of the Lie algebra L1 with generators X , Y , δn , n  1,
satisfying the relations
[Y , X] = X [Y , δn] = nδn [X, δn] = δn+1 [δk, δl] = 0 ∀k, l ∈ N (3.10)
Further, H1 is equipped with coproducts
(X) = X ⊗ 1+ 1⊗ X + δ1 ⊗ Y (Y ) = Y ⊗ 1+ 1⊗ Y
(δ1) = δ1 ⊗ 1+ 1⊗ δ1 (3.11)
and antipode deﬁned by S(Y ) = −Y , S(X) = −X + δ1Y and S(δ1) = −δ1. For any f ∈ Mk , the opera-
tor X is deﬁned as
X( f ) = 1
2π i
(
d
dz
f − (1/6) d
dz
(log)Y ( f )
)
(3.12)
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(z) = (2π)12q
∞∏
n=1
(
1− qn)24 q = e2π iz (3.13)
which is a modular form of weight 12 and level Γ (1) = SL2(Z). Then, X deﬁnes an operator
X : Mk −→ Mk+2. This operator X : Mk −→ Mk+2 is classical and originates in the work of Ra-
manajuan [10]. Moreover, the operator X determines a derivation on M. Further, setting μα =
(1/12π i) ddz (log
|α

) ∀α ∈ G+2 (Q), we note that μα measures the difference
μα · Y ( f ) = X( f ) − X
(
f |kα−1
)∣∣
k+2α ∀ f ∈ Mk (3.14)
whence it follows directly that μα = 0 for all α ∈ SL2(Z). Further, μ also satisﬁes the cocycle condition
μαβ = μα |β + μβ ∀α,β ∈ G+2 (Q) (3.15)
We consider some F ∈ BL(Γ ) such that Fα =∑i F˜ iα ⊗ f iα for some α ∈ G+2 (Q). We deﬁne an
action of the Hopf algebra H1 on BL(Γ ) by setting:
X(F)α =
∑
i
F˜ iα ⊗ X( f iα) Y (F)α =
∑
i
F˜ iα ⊗ Y ( f iα) δ1(F)α =
∑
i
F˜ iα ⊗ (μα · f iα)
(3.16)
We note that H1 contains the smaller Hopf algebra h1 which is the universal enveloping algebra of
the Lie algebra with two generators X , Y satisfying [Y , X] = X . Then, the action of H1 on BL(Γ )
restricts to an action of h1 on BrL(Γ ). We will now show that the action of H1 on the algebra BL(Γ )
is ﬂat in the sense of [5,6].
Proposition 3.4. Let F , G ∈ BL(Γ ). Then the action of H1 on BL(Γ ) is ﬂat, i.e., for any h ∈ H1 , we have
h(F ◦ G) =
∑
h(1)(F) ◦ h(2)(G) (3.17)
where (h) =∑h(1) ⊗ h(2) . Similarly, there exists a ﬂat action of the Hopf algebra h1 on BrL(Γ ).
Proof. It is enough to check the equality in (3.17) separately for each of the operators X , Y and δ1.
Suppose that, for α ∈ G+2 (Q), we have Fα =
∑
j F˜ jα ⊗ f jα and Gα =
∑
i G˜ iα ⊗ giα . Then, we have:
X(F ◦ G)ρ =
∑
β∈Γ \GL+2 (Q)
∑
i, j
(G˜ iρβ−1 ∗ F˜ jβ) ⊗ X(giρβ−1 |β · f jβ) (3.18)
Since X is a derivation on M, the right hand side of (3.18) is equal to
∑
β∈Γ \GL+2 (Q)
∑
i, j
(G˜ iρβ−1 ∗ F˜ jβ) ⊗ (giρβ−1 |β) · X( f jβ)
+
∑
β∈Γ \GL+2 (Q)
∑
i, j
(G˜ iρβ−1 ∗ F˜ jβ) ⊗ X(giρβ−1 |β) · f jβ
= (X(F) ◦ G)
ρ
+
∑
β∈Γ \GL+(Q)
∑
i, j
(G˜ iρβ−1 ∗ F˜ jβ) ⊗
(
X(giρβ−1)|β
) · f jβ
2
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∑
β∈Γ \GL+2 (Q)
∑
i, j
(G˜ iρβ−1 ∗ F˜ jβ) ⊗
((
μβ−1 · Y (giρβ−1)
)∣∣β · f jβ)
= (X(F) ◦ G)
ρ
+ (F ◦ X(G))
ρ
+
∑
β∈Γ \GL+2 (Q)
∑
i, j
(G˜ iρβ−1 ∗ F˜ jβ) ⊗
(
Y (giρβ−1)|β · μβ f jβ
)
= (X(F) ◦ G)
ρ
+ (F ◦ X(G))
ρ
+ (δ1(F) ◦ Y (G))ρ (3.19)
Since Y and δ1 are derivations on M, the result of (3.17) follows similarly for the coproducts (Y ) =
Y ⊗ 1+ 1⊗ Y and (δ1) = δ1 ⊗ 1+ 1⊗ δ1.
Finally, we note that in the sum
∑
β∈Γ \SL2(Z)
∑
i, j(G˜ iρβ−1 ∗ F˜ jβ) ⊗ (giρβ−1 |β · f jβ) deﬁning F ◦r G ,
we consider only those right cosets of Γ that lie in SL2(Z). Since μβ = 0 for any β ∈ SL2(Z), it follows
from (3.19) that there exists a ﬂat action of the Hopf algebra h1 on BrL(Γ ). 
Proposition 3.5. Let F ∈ BL(Γ ) be such that for α ∈ G+2 (Q), we have Fα =
∑
j F˜ jα ⊗ f jα .
(a) Then, for any n 1, we have
δn(F)α =
∑
j
F˜α ⊗ Xn−1(μα) · f jα (3.20)
(b) Moreover, the Schwarzian derivation δ′2 := δ2 − (1/2)δ21 is implemented by an inner derivation given by
δ′2(F) = [F ,ω4] where
ω4 = − 10
(2π)4
G4 (3.21)
G4 being the classical Eisenstein series.
Proof. For n = 1, the result of (3.20) follows from the deﬁnitions in (3.16). Suppose that δn(F)α =∑
j F˜α ⊗ Xn−1(μα) · f jα for some ﬁxed n. Then, we have
δn+1(F)α = Xδn(F )α − δn X(F )α =
∑
j
F˜α ⊗
(
X
(
Xn−1(μα) · f jα
)− Xn−1(μα) · X( f jα))
=
∑
j
F˜α ⊗ Xn(μα) · f jα (3.22)
This proves (3.20) for all n 1. For the result of part (b), we note that, for any ρ ∈ G+2 (Q):
(F ∗ ω4)ρ =
∑
β∈Γ \G+2 (Q),ρβ−1∈Γ
∑
j
F˜ jβ ⊗
((
ω4|ρβ−1
)∣∣β · f jβ)
=
∑
β∈Γ \G+2 (Q),ρβ−1∈Γ
∑
j
F˜ jβ ⊗ ω4|ρ · f jβ
=
∑
j
F˜ jρ ⊗ ω4|ρ · f jρ (3.23)
Moreover, we have
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∑
β∈Γ \G+2 (Q), β∈Γ
∑
j
F˜ jρβ−1 ⊗ ω4|β · f jρβ−1 |β
=
∑
β∈Γ \G+2 (Q), β∈Γ
∑
j
F˜ jρ ⊗ ω4|β · f jρ
=
∑
j
F˜ jρ ⊗ ω4 · f jρ (3.24)
Combining (3.23) with (3.24), we get
[F,ω4]ρ =
∑
j
F˜ jα ⊗ σρ · f jα (3.25)
where we set σρ = ω4|ρ − ω4. Further, from [4, 3.29], we have σρ = X(μρ) − (1/2)(μρ)2. From the
result of (3.20), it now follows that
δ′2(F) = δ2(F) − (1/2)δ21(F) = [F,ω4]  (3.26)
Given modular forms f , g ∈ M, the classical Rankin–Cohen brackets have been described in terms
of differential operators by Zagier in [13]. These Rankin–Cohen brackets have been extended to the
modular Hecke algebras of Connes and Moscovici by the action of the Hopf algebra H1 in [3,4]. We
will now extend the Rankin–Cohen brackets of [3] to the algebra BrL(Γ ) using the action of the smaller
Hopf algebra h1 ⊆ H1. For more details on the Rankin–Cohen brackets obtained from the action of h1
on the modular Hecke algebras of Connes and Moscovici, we refer the reader to [1,11] (see also the
notions in [8]).
For any two integers k, l, we set (2Y + k)l = (2Y + k)(2Y + k + 1) · · · (2Y + k + l − 1). Let F and G
be two chosen elements in BrL(Γ ) and let n 0 be an integer. Then, we deﬁne
RCn(F,G) :=
n∑
k=0
(
(−1)k X
k
k! (2Y + k)n−k(F)
)
◦r
(
Xn−k
(n − k)! (2Y + n − k)k(G)
)
(3.27)
Proposition 3.6. Let F and G be any two elements of BrL(Γ ) such that for any α ∈ G+2 (Q), we have Fα =∑
j F˜ jα ⊗ f jα and Gα =
∑
i G˜ iα ⊗ giα . Let n ∈ Z. Then, for any ρ ∈ G+2 (Q), we have
RCn(F,G)ρ =
∑
β∈Γ \SL2(Z)
∑
i, j
(Giρβ−1 ∗ F jβ) ⊗ [ f jβ, giρβ−1 |β]n (3.28)
where [ f jβ, giρβ−1 ]n denotes the classical Rankin–Cohen bracket of order n.
Proof. For any ρ ∈ G+2 (Q), we verify that:
RCn(F,G)ρ =
n∑
l=0
(
(−1)l X
l
l! (2Y + l)n−l(F)
)
◦r
(
Xn−l
(n − l)! (2Y + n− l)l(G)
)
=
∑
β∈Γ \SL2(Z)
∑
i, j
(G˜ iρβ−1 ∗ F˜ jβ) ⊗
n∑
l=0
((
(−X)l
l! (2Y + l)n−l( f jβ)
)
·
(
Xn−l
(n − l)! (2Y + n − l)l(giρβ−1)
∣∣∣∣β
))
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∑
β∈Γ \SL2(Z)
∑
i, j
(G˜ iρβ−1 ∗ F˜ jβ) ⊗
n∑
l=0
((
(−X)l
l! (2Y + l)n−l( f jβ)
)
·
(
Xn−l
(n− l)! (2Y + n− l)l(giρβ−1 |β)
))
where the last equality follows from the fact that X(g|β) = X(g)|β for any g ∈ M (since β ∈ SL2(Z))
and Y (g|β) = Y (g)|β ∀g ∈ M. Further, we know from [3] that the classical Rankin–Cohen brackets of
order n may be recovered from the action of the operators X and Y as:
[ f , g|β]n =
n∑
l=0
((
(−X)l
l! (2Y + l)n−l( f )
)
·
(
Xn−l
(n − l)! (2Y + n − l)l(g|β)
))
From this it follows that
RCn(F,G)ρ =
∑
β∈Γ \SL2(Z)
∑
i, j
(G˜ iρβ−1 ∗ F˜ jβ) ⊗ [ f jβ, giρβ−1 |β]n ∀ρ ∈ G+2 (Q) 
In (3.16) and Proposition 3.4, the action of the Hopf algebra H1 on BL(Γ ) has been obtained by
lifting the ﬂat action of H1 on the modular Hecke algebra of Connes and Moscovici [4, 3.51]. Since
we are working with the line bundles L (Γ ) over the modular curves Y (Γ ), it follows that families
of linear endomorphisms in the ﬁbres of L (Γ ) over Y (Γ ) induce additional operators on BL(Γ ). We
will now deﬁne a larger Hopf algebra H1(C) ⊇ H1 acting on BL(Γ ) that incorporates the additional
operators induced by working with the line bundles L (Γ ) over the modular curves Y (Γ ).
Let us consider a Hecke sequence ( F˜ ,α) = (( f˜ 1,α1), . . . , ( f˜ k,αk)) of type α = α1 · · ·αk and let
c ∈ C∗ . As in Section 2, let us denote by (c,1) the Hecke sequence of type 1 ∈ G+2 (Q) where the map
c :L −→L is deﬁned by multiplication with c in each ﬁbre of L . Let ( F˜ ,α)(c) denote the Hecke
sequence deﬁned by ( F˜ ,α) ∗ (c,1). From (2.40) in Deﬁnition 2.8, it is clear that
( F˜ ,α)(c) ∗ (G˜, β) ∼ ( F˜ ,α) ∗ (G˜, β)(c) ∼ (( F˜ ,α) ∗ (G˜, β)) ∗ (c,1) (3.29)
for any Hecke sequences ( F˜ ,α) and (G˜, β).
Now, we choose any F ∈ BL(Γ ) with Fα =∑i F˜ iα ⊗ f iα for α ∈ G+2 (Q). Then, for any c ∈ C∗ , we
deﬁne operators Xc , δc1 as follows
Xc(F)α =
∑
i
F˜ i(c) ⊗ X( f i) δc1(F)α =
∑
i
F˜ i(c) ⊗ μα · f i (3.30)
We consider the Lie algebra L(C) whose underlying complex vector space is generated by {Xc, Y , δcn |
n 1, c ∈ C}. The Lie brackets on L(C) are deﬁned by
[Y , Xc] = Xc
[
Y , δcn
]= nδcn [Xc, δdn]= δcdn+1 [δck, δdl ]= 0
[Xc, Xd] = 0 (3.31)
∀k, l ∈ N and c,d ∈ C∗ . On the universal enveloping algebra U(L(C)) of L(C), we deﬁne coproducts
(Xc) = Xc ⊗ 1+ 1⊗ Xc + δc1 ⊗ Y (Y ) = Y ⊗ 1+ 1⊗ Y
(δc1) = δc1 ⊗ 1+ 1⊗ δc1 (3.32)
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S(Y ) = −Y S(Xc) = −Xc + δc1Y S
(
δc1
)= −δc1 (3.33)
for all c ∈ C∗ . We will denote the resulting Hopf algebra by H1(C). It is clear that H1 ⊆ H1(C).
Finally, we let h1(C) ⊇ h1 denote the Hopf algebra obtained by setting δc1 = 0 in H1(C).
Proposition 3.7. LetF , G ∈ BL(Γ ). Then there exists a ﬂat action of H1(C) onBL(Γ ), i.e., for any h ∈ H1(C),
we have
h(F ◦ G) =
∑
h(1)(F) ◦ h(2)(G) (3.34)
where (h) =∑h(1) ⊗ h(2) . Similarly, there exists a ﬂat action of the Hopf algebra h1(C) on BrL(Γ ).
Proof. It suﬃces to check the equality in (3.34) separately for each of the operators Xc , Y and δc1.
Suppose that, for α ∈ G+2 (Q), we have Fα =
∑
j F˜ jα ⊗ f jα and Gα =
∑
i G˜ iα ⊗ giα . By deﬁnition,
Xc(F ◦ G)ρ =
∑
β∈Γ \GL+2 (Q)
∑
i, j
(G˜ iρβ−1 ∗ F˜ jβ)(c) ⊗ X(giρβ−1 |β · f jβ) (3.35)
Since X is a derivation on M, the right hand side of (3.35) is equal to
∑
β∈Γ \GL+2 (Q)
∑
i, j
(G˜ iρβ−1 ∗ F˜ jβ)(c) ⊗ (giρβ−1 |β) · X( f jβ)
+
∑
β∈Γ \GL+2 (Q)
∑
i, j
(G˜ iρβ−1 ∗ F˜ jβ)(c) ⊗ X(giρβ−1 |β) · f jβ
= (X(c)(F ) ◦ G)
ρ
+
∑
β∈Γ \GL+2 (Q)
∑
i, j
(G˜ iρβ−1 ∗ F˜ jβ)(c) ⊗
(
X(giρβ−1)|β
) · f jβ
−
∑
β∈Γ \GL+2 (Q)
∑
i, j
(G˜ iρβ−1 ∗ F˜ jβ)(c) ⊗
((
μβ−1 · Y (giρβ−1)
)∣∣β · f jβ)
= (Xc(F) ◦ G)ρ + (F ◦ Xc(G))ρ +
∑
β∈Γ \GL+2 (Q)
∑
i, j
(G˜ iρβ−1 ∗ F˜ jβ)(c) ⊗
(
Y (giρβ−1)|β · μβ f jβ
)
= (Xc(F) ◦ G)ρ + (F ◦ Xc(G))ρ + (δc1(F) ◦ Y (G))ρ (3.36)
Similarly, the result of (3.34) follows for the coproducts (Y ) = Y ⊗ 1+ 1⊗ Y and (δc1) = δc1 ⊗ 1+
1 ⊗ δc1 and from the commutativity in (3.29). Further, from the fact that X(g|β) = X(g)|β for all
g ∈ M, β ∈ SL2(Z), it follows that h1(C) has a ﬂat action on BrL(Γ ). 
Finally, we will use the action of the larger Hopf algebra H1(C) ⊇ H1 to deﬁne more general
Rankin–Cohen brackets on BrL(Γ ). We choose F , G ∈ BrL(Γ ). Then, given any p, q ∈ C∗ , we set (for
integers n 0):
RCn(p,q)(F,G) :=
n∑
k=0
(
(−1)k X
k
p
k! (2Y + k)n−k(F)
)
◦r
(
Xn−kq
(n − k)! (2Y + n − k)k(G)
)
(3.37)
In particular, when p = q ∈ C∗ in (3.37), we write RCn(p,q) simply as RCn(p).
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bra h1 on an algebra A deﬁne an associative deformation of A (see also [2]). We have an analogous
result for the Rankin–Cohen brackets RCn(p).
Proposition 3.8. Given any ﬁxed p ∈ C∗ , let us deﬁne a multiplication on BrL(Γ ) as follows: forF , G ∈ BrL(Γ )
and an indeterminate t, we set
F ◦rt G =
∞∑
k=0
tkRCk(p)(F,G) (3.38)
Then (3.38) deﬁnes an associative deformation of the algebra BrL(Γ ).
Proof. We consider the Hopf subalgebra of hp1 ⊆ h1(C) generated by Xp and Y . This Hopf subalge-
bra is isomorphic to h1 and has a ﬂat action on BrL(Γ ). Then, it follows from the general result of
[3, 2.23] that the Rankin–Cohen brackets deﬁned by RCn(p) deﬁne an associative deformation of the
algebra BrL(Γ ). 
However, in general, the family RC∗(p,q) of Rankin–Cohen brackets does not deﬁne an associative
deformation on the algebra BrL(Γ ). We conclude by computing explicitly the obstruction to associa-
tivity for the brackets RC2(p,q).
Proposition 3.9. For any given p, q ∈ C∗ and F , G , H ∈ BrL(Γ ), we have the following identities:
RC1(p,q)(FG,H) + RC1(p,q)(F,G)H = RC1(p,q)(F,GH) + FRC1(p,q)(G,H) (3.39)
RC2(p,q)(F,G)H + RC1(p,q)
(
RC1(p,q)(F,G),H
)+ RC2(p,q)(FG,H)
− FRC2(p,q)(G,H) − RC1(p,q)
(F, RC1(p,q)(G,H))− RC2(p,q)(F,GH)
= 2Y (F)(Xq(G) − Xp(G))Xq(H) + 2Xp(F)(Xq(G) − Xp(G))Y (H) (3.40)
Proof. We can directly verify the ﬁrst equality:
RC1(p,q)(FG,H) + RC1(p,q)(F,G)H
= 4(−Y (FG)Xq(H) + Xp(FG)Y (H) − Y (F)Xq(G)H + Xp(F)Y (G)H)
= 4(−Y (F)GX q(H) − FY(G)Xq(H) + Xp(F)GY(H) + F Xp(G)Y (H)
− Y (F)Xq(G)H + Xp(F)Y (G)H
)
= −4Y (F)Xq(GH) + 4Xp(F)Y (GH) + FRC1(p,q)(G,H)
= RC1(p,q)(F,GH) + FRC1(p,q)(G,H) (3.41)
This proves (3.39).
We now turn to (3.40). It is clear that each of the summands appearing in the expansion of the
left hand side of (3.40) is of the form
A1(F)A2(G)A3(H) (3.42)
where A1, A2 and A3 ∈ H1(C). Further, from the deﬁnition of the RCn(p,q) in (3.37), we note that in
each of the terms of the form (3.42), Xp could only appear in A1 or A2, while Xq could only appear
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ﬁnding the difference
D2(p,q) := RC2(p,q)(F,G)H + RC1(p,q)
(
RC1(p,q)(F,G),H
)+ RC2(p,q)(FG,H)
− FRC2(p,q)(G,H) − RC1(p,q)
(F, RC1(p,q)(G,H))− RC2(p,q)(F,GH)
(3.43)
we need only to consider those terms in which A2 contains at least one Xp or Xq . For the sake
of brevity, we will say that two expressions are equivalent (written ‘≈’), if their difference does not
contain any terms of the form (3.42) in which an Xp or an Xq appears in A2. By a direct calculation,
one may now check that:
D2(p,q) ≈ D(1)2 (p,q) + D(2)2 (p,q) (3.44)
where
D(1)2 (p,q) = 4
(
Xp(F)XpY (G)Y (H) − Xp(F)Y Xp(G)Y (H)
+ Y (F)Y Xq(G)Xq(H) − Y (F)XqY (G)Xq(H)
− XpY (F)Xq(G)Y (H) + Y 2(F)Xq(G)Xq(H)
− Xp(F)Xp(G)Y 2(H) + Y (F)Xp(G)XqY (H)
)
(3.45)
and
D(2)2 (p,q) = −Xp(2Y + 1)(F)Xq(2Y + 1)(G)H + Xp(2Y + 1)(F)Xq(2Y + 1)(GH)
− Xp(2Y + 1)(FG)Xq(2Y + 1)(H) + F Xp(2Y + 1)(G)Xq(2Y + 1)(H)
+ Y (2Y + 1)(F)X2q (G)H − Y (2Y + 1)(F)X2q (GH)
+ X2p(FG)Y (2Y + 1)(H) − F X2p(G)Y (2Y + 1)(H)
≈ 2Xp(2Y + 1)(F)Xq(G)Y (H) − 2Y (F)Xp(G)Xq(2Y + 1)(H)
− 2Y (2Y + 1)(F)Xq(G)Xq(H) + 2Xp(F)Xp(G)Y (2Y + 1)(H)
= 4XpY (F)Xq(G)Y (H) + 2Xp(F)Xq(G)Y (H)
− 4Y (F)Xp(G)XqY (H) − 2Y (F)Xp(G)Xq(H)
− 4Y 2(F)Xq(G)Xq(H) − 2Y (F)Xq(G)Xq(H)
+ 4Xp(F)Xp(G)Y 2(H) + 2Xp(F)Xp(G)Y (H) (3.46)
Using the relations [Y , Xp] = Xp and [Y , Xq] = Xq in (3.45), we get
D(1)2 (p,q) = 4
(−Xp(F)Xp(G)Y (H) + Y (F)Xq(G)Xq(H)
− XpY (F)Xq(G)Y (H) + Y 2(F)Xq(G)Xq(H)
− Xp(F)Xp(G)Y 2(H) + Y (F)Xp(G)XqY (H)
)
(3.47)
734 A. Banerjee / Journal of Number Theory 132 (2012) 714–734Hence, we have
D(1)2 (p,q) + D(2)2 (p,q) = −2Xp(F)Xp(G)Y (H) + 2Y (F)Xq(G)Xq(H)
+ 2Xp(F)Xq(G)Y (H) − 2Y (F)Xp(G)Xq(H)  (3.48)
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