Abstract. We attempt to answer two questions in this paper: (i) How did jumps in equity returns change after the 2008-2009 financial crisis-in particular, were there significant changes in jump rates or in jump sizes, or both? (ii) Can the performance of affine jumpdiffusion models be improved if jump sizes are larger, i.e., jumps with tails heavier than those of the normal distribution? To answer the second question, we find that a simple affine jump-diffusion model with both stochastic volatility and double-exponential jumps fits both the S&P 500 and the NASDAQ-100 daily returns from 1980 to 2013 well; the model outperforms existing ones (e.g., models with variance-gamma jumps or jumps in volatility) during the crisis and is at least comparable before the crisis. For the first question, on the basis of the model and the data sets, we observe that during the crisis, negative jump rate increased significantly, although there was little change in the average negative jump size.
Introduction
It is well known that jump risk affects equity returns significantly; see, e.g., Duffie et al. (2000) and Singleton (2006) and the references therein. We attempt to answer two questions about jumps in equity returns: (i) How did jumps in equity returns change after the 2008 financial crisis-in particular, were there significant changes in jump rates or in jump sizes, or both? (ii) Can the performance of affine jump-diffusion models be improved if jump sizes are larger, i.e., jumps with tails heavier than those of the normal distribution, such as the double-exponential distribution? For the first question, the increases of jump rates when the market is in distress, especially in the 1987 crash and the tech bubble burst in 2001 , are documented in Eraker (2004 and Johannes et al. (1999) . However, whether there are significant changes in jump sizes during financial crises has not been addressed in the existing literature; also, it is not clear whether the previous conclusion about jump rates still holds for the financial crisis of 2008. In addition, the previous empirical studies in general do not distinguish positive and negative jump rates. The second question is interesting because different jump size specifications (either in affine jump-diffusion models or Lévy jump models) lead to different option pricing results for equity options. For instance, even with the same total volatility, affine jump-diffusion models with a finite number of double-exponential jumps tend to give larger out-of-the-money option prices (especially in short maturity) than those based on Gaussian jumps; see the discussion in Chen and Kou (2009) . The resulting model from answering the second question also helps answer the first question.
To answer the two questions, we focus on the data sets of the S&P 500 and the NASDAQ-100 daily returns from January 1980 to October 2013, covering the recent financial crisis. We compare the empirical performance of an extensive set of nested models: models with normal and double-exponential jump sizes, models with Lévy-type jumps (the variance-gamma process), and models with or without jumps in stochastic volatility; see Section 2.2 for the list of models considered.
The existing literature only compares certain special cases of affine jump-diffusion models and Lévy jump models in shorter time periods and the results are mixed. For example, Eraker et al. (2003) find an affine jump-diffusion model with stochastic volatility and correlated Gaussian jumps in returns and volatility fits the S&P 500 data from 1980 to 1999 well, which suggests there are a finite number of medium jumps. However, Li et al. (2008) stress the importance of infinitely many small jumps by fitting a stochastic volatility model with jumps in returns modeled by the variance-gamma process, which is a special case of Lévy processes. Li et al. (2008) show that the variance-gamma jump model outperforms the affine 989 jump-diffusion model in Eraker et al. (2003) for the S&P 500 data from 1980 to 2000.
There could be an explanation for the disparities above. The conclusions in the two aforementioned papers are based on particular modeling assumptions about the jump-size distributions. In particular, the affine jump-diffusion models studied in both papers above have (conditionally) Gaussian distributed jumps in returns, and Li et al. (2008) also compare the affine jump-diffusion model of this sort to models with Lévy jumps. Neither of these two papers covers the period of the 2008 crisis. In this paper, we find that the performance of an affine jump-diffusion model with larger jumps, i.e., jumps with heavier tails such as the doubleexponential distribution, is comparable to the variancegamma process before the 2008 crisis and is better afterward.
More precisely, we find that a simple affine jumpdiffusion model with both stochastic volatility and double-exponential jump sizes in returns fits both the S&P 500 and the NASDAQ-100 daily returns well. In fact, the model outperforms existing ones (in particular, models with the variance-gamma jumps, affine jump-diffusion models with normal jump sizes, and models with jumps in volatility) for the returns during the crisis, and it is comparable for the returns before the crisis (see Table 6 and Figures 3 and 4 for the S&P 500 results). The relevant results for the NASDAQ-100 are quite similar and hence omitted for simplicity unless otherwise stated. The omitted results are available upon request.
There are some intuitive explanations for our findings. (1) There is a drawback of using normal distribution with a negative mean to model jump sizes because such a distribution does not have a monotone decreasing density for negative jumps.
1 For example, if the jump mean is −3%, then with the normal distribution it is more likely to see a −2% negative jump than a −0.5% negative jump. This lack of monotonicity may lead to a poor fitting for small jumps, which is intuitively why Li et al. (2008) find that Lévy-type jumps fit the data better than the affine jump-diffusion models in Eraker et al. (2003) with normal jump sizes. However, with the double-exponential distribution for jump sizes, the density is monotonically decreasing for negative jumps, resulting in a potentially better fit for small jumps. (2) The heavy-tail feature of the doubleexponential distribution also helps fit large jumps during the crisis period; for a more detailed discussion of both the small and the large jumps, see Section 2.1. (3) More complex structure of volatilities, such as jumps in volatility, may not necessarily result in better performance in models with double-exponential jumps. This is partly because, as volatility cannot rise forever, to compensate sudden jumps in volatility the mean-reverting speed in stochastic volatility tends to be higher for models with jumps in volatility. However, higher mean-reverting speed may hinder the model capability of generating enough volatility clustering effects to match those observed in the data during the 2008 financial crisis (see Figures 5 and 6 and the discussion in Section 2.1).
In summary, our answer to the second question is affirmative: the performance of affine jump-diffusion models can be significantly improved if the jump sizes are larger, i.e., jumps with heavier tails than those of the normal distribution. An affine jump-diffusion model with both stochastic volatility and the doubleexponential jump-size distribution can fit equity return data well both before and after the crisis.
For the first question, based on the best-fitted model in the paper, we find, for both the S&P 500 and the NASDAQ-100 (see Table 7 ), that (a) during the crisis, negative jump rate has increased significantly whereas there is little change in the average negative jump sizes, and (b) jump rates can decrease even when there is no change in volatility. We should be very cautious about the empirical conclusions aforementioned regarding the changes in the jump rates and jump sizes, because there are only about five years ' (2008-2013) worth of data after the financial crisis of 2008. However, (b) the conclusions above tentatively suggest the previous findings of Eraker (2004) and Johannes et al. (1999) , that jump rate is positively correlated with volatility, do not necessarily hold after the crisis of 2008; see a detailed discussion in Section 5.
There is a vast amount of literature on jump risk of equity returns. Besides different objectives and answering different questions, the current paper is distinctive from the existing literature in terms of data, model specification, and econometric methodology. (1) For data selection, existing studies typically focus on the short episodes following the market turmoil from 1980s to early 2000s-say, the 1987 crash, the LongTerm Capital Management crisis, and the tech bubble burst. One exception is Bates (2012) , who covers a period of 2007-2010; in that subsample, however, he does not explicitly report model fits or parameter estimates. Our paper uses the data of the prolonged period of 1980-2013, including the period after the outbreak of the recent financial crisis, for which we report model fits as well as the changes of parameters before and during the crisis. Moreover, existing work typically relies on options data or uses a combination of both equity returns and options. This paper uses only returns data. As pointed out by Bates, studies focusing only on returns data are "of interest in their own right" and are important in testing the compatibility of option prices with their underlying asset prices. (2) In terms of model specification, we estimate a series of new models with double-exponential jumps, which have never been studied before except in Bates, Downloaded from informs.org by [137.132.250 .8] on 19 October 2017, at 18:02 . For personal use only, all rights reserved.
Management Science, 2017 , vol. 63, no. 4, pp. 988-1010 who imposes other complex features in the model besides stochastic volatility and double-exponential jumps. (3) In terms of econometric methods, we use the Bayesian Markov chain Monte Carlo (MCMC) inference, which imputes latent variables of the models, such as jump times and jump sizes, and is beneficial to our analysis (for imputed jumps, see Figures 8 and 9 ). Bayesian MCMC inference is different from the maximum likelihood estimate or generalized method of moments approaches in Bakshi et al. (1997) , Chernov et al. (2003) , Pan (2002) , and Ramezani and Zeng (2007) , among others. Also, our study compliments the nonparametric test of Aït-Sahalia and Jacod (2011), who focus on high-frequency data.
The rest of the paper is organized as follows. In Section 2, we first provide intuition of why doubleexponentially distributed jump sizes may fit the equity index returns better, and then we formally introduce the models that have been studied in the literature and propose a series of new models with double-exponential jumps. In Section 3, we outline the Bayesian MCMC inference procedure utilized in our study and discuss model diagnostics to evaluate model performance. Section 4 reports empirical results for the S&P 500 index returns. Changes of the jump sizes and jump rates are studied in Section 5. Section 6 concludes. The appendix provides all technical details.
The Models

Intuition
Our empirical studies in Section 4 show that an affine jump-diffusion model with double-exponentially distributed jump sizes and stochastic volatility outperforms models with Gaussian distributed jumps in returns and models with jumps in volatility. Below are some intuitive explanations for this. Notes. The panels show that normal distribution with negative mean does not have monotone structure, especially for small negative values. The left panel is a normal density with mean −2 and standard deviation 1.5. The right panel is a double-exponential density f (x) (p/η
The negative parts of the densities are highlighted.
1. Empirically, it is found that jumps in asset returns tend to have a negative mean (see Eraker et al. 2003 , Li et al. 2008 . If a normal distribution is used to model the jump sizes, to incorporate the negative jump mean one has to introduce a location shift, leading to a nonmonotone density for negative jumps. For example, it can be seen from Figure 1 that if jump sizes are normally distributed with mean −2%, jumps down −2% are more likely to occur (i.e., with a higher density) than jumps down just −1%. This nonmonotonicity might be problematic in modeling small jumps. To the contrary, with the double-exponential distribution there is no need to introduce a location shift parameter to incorporate the negative mean; indeed, one can simply use different parameters for positive and negative jumps. The absence of the location shift parameter helps to preserve the monotonicity of the jump-size density; i.e., in the model, larger negative jumps are always less likely to occur than smaller negative jumps. Intuitively, the monotone structure of double-exponential jumps should help to fit small jumps. Li et al. (2008) found that Lévy-type jumps fit small jumps in the equity index returns better than the affine jump-diffusion model in Eraker et al. (2003) with normally distributed jump sizes. Consistent with this, we find that the model with double-exponential jumps has better performance than normally distributed jumps and has similar performance before the crisis as the model with Lévy-type jumps (see Section 4).
2. In terms of large jumps, the double-exponential distribution is also suitable because it has heavier tails than the normal distribution. A good intuition may be obtained by simply looking at the quantiles for both standardized Laplace (with a symmetric density of exponential-type tails f (x) (1/2)e −x 1(x >0) + (1/2) · e x 1(x ≤ 0)) and standardized Student's t distributions Note. Far at the right tail-say, at the probability of 0.01%-the quantile of the Laplace distribution is larger than the quantile of t7; this contrasts to the fact that the Student's t distribution should have asymptotically heavier tails than the exponential-type tails.
(with power-type tail) with the same mean and same variance. The right quantiles for the Laplace and standardized Student's t densities with degrees of freedom from 3 to 7 are given in Table 1 (taken from Heyde and Kou 2004) , which show the heavy-tail feature of the exponential distribution. In light of the above, Heyde and Kou (2004) show that it is difficult to distinguish exponential-type tails from power-type tails from empirical data unless one has extremely large sample size, perhaps in the order of tens of thousands or even hundreds of thousands. The heavy-tail feature of the double-exponential distribution helps fit the large jumps during the crisis, leading to a better performance than that of the model with Lévy-type jumps in Li et al. (2008) .
3. In terms of the volatility clustering effect, more complicated models, such as those with jumps in volatility, may not necessarily result in better performance than models with double-exponential jumps and no jumps in volatility. This seems counterintuitive since volatility with jumps has the capability to increase rapidly. But there is also another consequence of adding jumps to volatility: to compensate the sudden jumps in volatility, the estimated value of the mean-reverting speed appears to be higher compared with the same parameter in models without jumps in volatility, as volatility cannot rise forever; see Table 5 . The increase of mean-reverting speed hinders the ability of models with jumps in volatility to generate sufficient volatility clustering: we show in Section 4 that models with jumps in volatility have smaller sample autocorrelation functions (ACFs) of absolute and square returns. On the contrary, the ACF plots of absolute and squared returns in Figures 5 and 6 suggest that an affine-jump diffusion models with stochastic volatility, double-exponential jumps in returns, and no jumps in volatility can generate the level of volatility clustering closer to that observed in the data during the 2008 crisis.
However, we emphasize that the above discussion is far from a final claim that there are no jumps in volatility. There are three potential caveats. (1) In this paper, option data are not utilized, which is arguably more informative of the volatility structure. (2) Only some popular setups of jumps in volatility, e.g., the jumps in volatility having an exponential distribution and concurring with jumps in returns (see Eraker et al. 2003) , are considered in our empirical study. Other settings may lead to different conclusions. (3) Our conclusion is made assuming a daily frequency in the data. It is possible that in the high-frequency domain the conclusion would become utterly different, but it is beyond the scope of the current study. Our point here is that adding jumps in volatility may not always help improve the performance of a model.
Model Formulation
A general model for asset returns y t in continuous time is
where the correlation between the Brownian motions (W y t , W v t ) is ρ. In the subsequent study, we work on the discrete-time version of the above:
where ∆ is the time length, v t is the stochastic volatility, and lead to different models, representing a finite or infinite number of small/medium/exponential (large) jumps. 
. This model is studied in Eraker et al. (2003) .
3 Jump-size distribution is medium in the sense that it is conditional normal, a probability distribution without heavy tails. 0. The continuous variance gamma process is an infinite-activity Lévy process and has an infinite number of small jumps in any given finite-time horizon. Li et al. (2008) find that SV-VG fits the S&P 500 returns from 1980 to 2000 better than SV-MJ-JV.
The two models above feature small or medium jump sizes in returns. In this paper, we also consider a series of models with large jump sizes (i.e., heavier tails) and monotone structure in returns. In particular, the jump sizes have a double-exponential distribution. We are interested to see whether we can fit equity returns better both before and during the financial crisis with this new model. To see whether a model benefits from more complex volatilities structure, we also incorporate jumps in volatilities similar as in the SV-MJ-JV model.
Model 3: Finite Number of Large and Monotonic Jumps in Returns (Stochastic Volatility with Double-Exponential
Jumps). In the stochastic volatility with double-exponential jumps (SV-DEJ) model, jumps sizes J y t+1 are double-exponentially distributed; i.e., ξ
There are no jumps in volatility; i.e., J v t+1 0. 
Model 4: Finite Number of Exponential Jumps in
An important feature of Models 3 and 4, different from existing ones, is that the jump sizes have the doubleexponential distribution. A simpler model without stochastic volatility is proposed by Kou (2002) with an emphasis on option pricing for path-dependent options. With stochastic volatility, pricing vanilla options is still possible with double-exponential jumps. For instance, under the conditions specified in Appendix B, the vanilla call option price for the SV-DEJ model with initial log price Y 0 , initial volatility v 0 , maturity T, and strike K is then given by (assuming constant interest rate r)
The nontrivial part φ(u, y, v, t) in the integration has an explicit expression and is also given in Appendix B. The infinite integral is an inverse Laplace transform and can be efficiently evaluated numerically; see Abate and Whitt (1995) . Note that SV-DEJ, SV-DEJ-JV, and SV-MJ-JV are special cases of affine jump-diffusion models, but SV-VG is not. Affine jump-diffusion models provide analytical tractability, and model parameters have natural economic interpretations. For example, in Model 3, λ + and λ − are the positive and negative jump rates, respectively, and η + and η − are the means of positive and negative jumps, respectively. To carry the comparison between double-exponential jumps (DEJ) and variance-gamma jumps (VG) farther, we also consider the following two models.
Model 5: Both Finite Number of Exponential Jumps and
Infinite Number of Small Jumps in Returns and Jumps in Volatility (Stochastic Volatility with Double-Exponential Jumps, Variance-Gamma Jumps, and Jumps in Volatility). The stochastic volatility with double-exponential jumps, variance-gamma jumps, and jumps in volatility (SV-DEJ-VG-JV) model has both a finite number of large and monotonic jumps and an infinite number of small jumps in returns as well as jumps in volatility: the jump sizes in volatilities ξ v t+1 via the parameter ρ J and similar structure is in place for negative jumps. The arrival times of the large jumps in returns and volatilities are governed by the same Poisson process, which are the most popular setup for jumps in volatility models; see Eraker et al. (2003) .
Model 6: Both Finite Number of Exponential Jumps and Infinite Number of Small Jumps in Returns, But No
Jump in Volatility. This model is the same as the previous one, except there is no jump in volatility. Hence it is be denoted as SV-DEJ-VG.
It is clear that both the SV-DEJ and the SV-VG models are special cases of the SV-DEJ-VG model. The SV-DEJ is also a special case of the SV-DEJ-JV model. The biggest model, the SV-DEJ-VG-JV model, nests all other models with double-exponential (DE) and variancegamma (VG) jumps.
Econometric Methodology
Bayesian MCMC Inference
To perform statistical inference for the models above, we use the Bayesian MCMC method; see a survey in Johannes and Polson (2010) . In MCMC, statistical inference is done via samples from the posterior distribution, which are obtained by constructing a Markov chain X(m), where m denotes the number of iterations, such that X(m) | X(0) → X(∞) ∼ F, as m goes to infinity, where F is the posterior distribution and independent of X(0). In practice, we choose a large number m and use X(m), X(m + 1), . . . , X(m + k) as approximated samples from F. To ensure that the results are not sensitive to initial value X(0), we run multiple (e.g., 100) Markov chains with different starting points X(0).
Bayesian MCMC imputes latent variables of the model, such as jump times and jump sizes, which is beneficial to our analysis. For the same reason, Bayesian MCMC is applied in Eraker et al. (2003) and Li et al. (2008) to provide inference for the SV-MJ-JV and SV-VG models. Table 2 lists the conditional posteriors for the model parameters of the SV-DEJ and SV-VG models, of which priors are mostly conjugate. The priors for both the SV-MJ-JV and SV-VG models are the same as in Eraker et al. (2003) and Li et al. (2008) . For the detail calculation of the posteriors, refer to Appendix A.
To check the validity of the MCMC method, we conduct a simulation study using the data of 5,000 observations (i.e., about 20 years' worth of daily data); details can be found in the caption of Table 3 . The estimators for all the models using the priors in Table 2 are reported in Table 3 , which suggests that the MCMC inference performs well.
Model Diagnostics
To check the goodness of fit of the models, we use the following diagnostic methods: 
Notes. The parameters η + , η − , λ + , and λ − are unique to the SV-DEJ model. For the details of the conditional posterior distributions (such as the values for hyperparameters) as well as rigorous proofs, see Appendix A. The parameters µ, θ, κ, σ v , and ρ are the parameters of the SV-DEJ model that are shared with the SV-MJ-JV and the SV-VG models. Proofs of these conditional posteriors are provided in Li et al. (2008) and Eraker et al. (2003) ; hence, in the appendix, the details of these conditional posteriors are listed without proofs. The parameters γ, σ, and ν are parameters special to the SV-VG model; the details of these conditional posteriors can also be found in Li et al. (2008) .
1. The Kolmogorov-Smirnov (KS) test for normality of normalized residuals:
This is the same method used in Li et al. (2008) . If a model in question has good fit to the data, then normalized residuals y t+1 from that model should follow a standard normal distribution. In our simulation study, for each of the models, one KS test is performed on the residuals˜ y t+1
are obtained from the last iteration of each of the m 1, . . . , 100 simulation runs. A lower percentage of rejection by the KS test and a higher average p-value thus suggest a better goodness of fit of the model. The percentage of rejection and average p-values of the KS test for our simulation are also reported in Table 3. 2. We examine Q-Q plots of actual data versus model-simulated returns, where Q-Q plots close to a straight line suggest a good model fit. More specifically, we compare the quantiles of Y 0:T simulated using the true parameter values versus quantiles of modelsimulated returns using the point estimators in Table 3 . The Q-Q plots of the simulation study are reported in Figure 2 .
3. The time-series implication of heavy-tailed distributions as a result of stochastic volatility versus jumps Downloaded from informs.org by [137.132.250 .8] on 19 October 2017, at 18:02 . For personal use only, all rights reserved.
Management Science, 2017 , vol. 63, no. 4, pp. 988-1010 Notes. In the simulation study, we use one simulated data set of 5,000 observations (i.e., about 20 years' worth of daily data). On the same data set with the same priors, we run 100 Markov chains (with different starting points) each with 50,000 iterations. For each Markov chain, the first 49,900 were discarded as burn-in. The resulting 100 × 100 10,000 samples of parameters in total from the 100 chains are considered 10,000 random draws from the posterior distribution, from which we obtain the estimates of the posterior mean and standard deviation. We also obtain 100 sets of model residuals from the last iterations of the 100 Markov chains, on which we perform the KS test and report its average p-values (see Section 3.2). 
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Management Science, 2017 , vol. 63, no. 4, pp. 988-1010 Management Science, 2017 , vol. 63, no. 4, pp. 988-1010 with its estimated parameters, we simulate N independent time series of absolute returns with length T: |r
The sample ACF of lag h for the nth time series is then
2 . Given N sufficiently large, the lower and upper bounds of the theoretical 95% CI model-implied ACFs at lag h can be approximated by the 2.5% and 97.5% quantiles of {a
}, respectively. The above is repeated for the squared returns of the S&P 500.
Empirical Results
We study the daily returns of the S&P 500 from January 1980 to October 2013. To better relate to Li et al. (2008) and Eraker et al. (2003) , for the S&P 500 we consider three separate periods: (i) January 1980-December 2000 (which coincides exactly with the data set considered in Li et al. (2008) Table 4 provides summary statistics for the daily (log) returns. 6 It is found that the empirical results for the NASDAQ-100 are quite similar to those from the S&P 500. Hence in what follows, the results for the NASDAQ-100 are omitted unless otherwise mentioned. The point estimates of the model parameters-in particular, the positive and negative jump rates and the average positive and negative jump sizes before and during the crisisare reported in Table 5 . For the period 1980-2000, the results resemble those in Li et al. (2008) closely. In particular, we find a significant leverage effect in all three models (ρ between −0.4 and −0.9), consistent with previous studies (e.g., Duffee 1995) . The results of the KS test are summarized in Table 6 . The Q-Q plots for comparing the sample paths with actual returns are given in Figures 3 and 4 . Figures 5  and 6 show the sample ACFs of the S&P 500 against the corresponding confidence intervals constructed using each of the six models we study in the period of August 2007-October 2013. In the precrisis period, the resulting histograms and Q-Q plots using periods Jan- To carry the comparison between VG jumps and DE jumps even further, we investigate in the SV-DEJ-VG model of whether the VG jumps may "drive out" the DE jumps in returns. To that end, we examine the jump rates of the DE jumps when VG jumps are present-that is, the posterior distributions of λ + and λ − in the SV-DEJ-VG model. Suppose that, indeed, DE jumps are not needed when VG jumps are present in the returns, Bayesian asymptotic theory implies that the posterior distribution of λ + and λ − in the SV-DEJ-VG model should concentrate in a neighborhood of 0, which should then be the mode of the posterior distribution. But as can be seen in Figure 7 , this does not seem to be the case. Furthermore, the posterior means and standard deviations of the jump-related parameters in the SV-DEJ-VG model (see Table 5 for the S&P 500) show that in the three periods considered, at least one of λ + and λ − values is significantly different from 0. The results for the NASDAQ-100 are similar and omitted. In summary, the conclusion seems to be that the VG jumps cannot replace DE jumps in fitting the data.
Some cautionary remarks are in order for comparing the nested models. In the above, SV-DEJ is a submodel to both SV-DEJ-VG and SV-DEJ-JV. Notes. We use 100 Markov chains with different starting points. For each of the models, we estimate the posterior mean and posterior standard deviation using the last 100 random draws from each of the Markov chains (each Markov chain has 50,000 iterations in total, though we discard the first 49,900 as burn-in). Notes. The Kolmogorov-Smirnov test seems to favor the SV-DEJ model during and after the crisis. The SV-DEJ also performs reasonably well before the crisis. More specifically, the table reports the percentage of rejection of the KS tests out of the 100 Markov chains and the average p-value of the KS tests for each of the models for the S&P 500 returns in each of the three periods considered. It can be seen that the SV-DEJ model has with largest average p-value during and after the crisis.
to conceive that the parent models should perform at least as well as the submodels when model complexity is not penalized. However, it seems from Table 6 that the SV-DEJ-VG model outperforms the SV-DEJ model only in the sample of the S&P 500 before the crisis, i.e., only in periods where the SV-VG model outperforms the SV-DEJ model. Why does the SV-DEJ perform better than its parent models when the parent models have more parameters? This is partly because of the certain constraints imposed on the more complex parent models. (This is similar to the negative adjusted R 2 that one may observe in a linear regression model with constraints on parameters.) For example, the SV-DEJ-JV model may not outperform the SV-DEJ model, since by construction, jumps in volatility occur at the same time as jumps in returns, a constraint that impedes the double-exponential distribution in picking up small jumps. The failure to capture the small jumps, in the same spirit of Li et al. (2008) , seems to explain the poor performance of the SV-DEJ-JV and the SV-DEJ-VG-JV models. Similarly, even if the SV-DEJ-VG model reduces to the SV-DEJ model when γ σ ν 0, the prior distributions for γ and σ, as taken from Li et al. (2008) , though not extremely informative, are somehow strong enough to ensure that VG jumps exist in the SV-DEJ-VG model; see the prior specifications in Table 2 . When small jumps are needed for a good model fit, the VG jumps component enhances model performance, consistent with the main message in Li et al. (2008) . To the contrary, during the crisis period, it appears that large jumps dominate small jumps. Thus the VG component becomes less beneficial to the SV-DEJ-VG model. Of course, under these circumstances if one chooses weaker prior distributions of γ and σ, it is expected that the VG component disappears in posterior and the model SV-DEJ-VG essentially becomes the submodel SV-DEJ.
We summarize the empirical findings as follows. Management Science, 2017 , vol. 63, no. 4, pp. 988-1010 Notes. Presented are Q-Q plots between a sample path simulated from the corresponding model using point estimates in Table 5 Notes. Presented are Q-Q plots between a sample path simulated from the corresponding model using point estimates in Table 5 
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Management Science, 2017 , vol. 63, no. 4, pp. 988-1010 , 2017 , , vol. 63, no. 4, pp. 988-1010 Notes. It seems that (1) during the crisis, negative jump rate λ − has increased significantly, whereas there is little change in the average negative jump sizes η − ; and (2) jump rate does not necessarily increase with volatility, somewhat different from previous findings in Eraker (2004) and Kumar et al. (1999) . We report in the table the also the best-performing model in generating the ACFs of absolute returns (see Figure 5 ) and squared returns (see Figure 6 ) after the outbreak of the recent crisis, since the confidence intervals (the bands) contain most of the sample ACFs from the data (the dots). A more complex volatility structure by introducing jumps in volatility does not necessarily lead to better capturing of the volatility clustering effects, probably because of the increase of mean-reverting speed.
Change of Jump Patterns Before, During, and After the Recent Crisis
Based on the SV-DEJ model, the best-fitted model, we report the changes in model parameters in different time periods. We distinguish three periods: before, during, and after the crisis, using the breakpoints chosen as in Section 4.
The changes of the model parameters are reported via their 95% credible intervals. The left and right endpoints of the 95% credible intervals for the percentage of changes from a period X to period Y are approximated by their simulation values. More precisely, denote as θ the mth draw in period X, for m 1, . . . , M and M 10,000 in the current empirical study; we simply report the 2.5% and 97.5% quantiles in the pool of random draws of (θ (m)
To better compare the movement in returns resulting from jumps during different periods, we also look at the jump impact defined as λ × η, where λ and η are the rate and average size for either positive or negative jumps, respectively. The 95% Downloaded from informs.org by [137.132.250 .8] on 19 October 2017, at 18:02 . For personal use only, all rights reserved.
Management Science, 2017 , vol. 63, no. 4, pp. 988-1010 credible intervals for changes in both positive and negative jump impact for different periods, together with change in jump rates and average sizes, are reported in Table 7 . For a visual impression of the imputed jumps, see Figure 8 for the S&P 500 and Figure 9 for the NASDAQ-100.
Several comments are in order.
(1) It appears that during the crisis, negative jump rate λ − has increased significantly, whereas there is little change in the average negative jump sizes η − . (2) Jump rates can decrease even when there is no change in volatility. Indeed, although volatility in the precrisis period is on average comparable with that in the postcrisis period (see the credible interval of change for average square root of annualized volatility √ 252 × θ from period A to period C), negative jump rate λ − has significantly decreased after the crisis for both the S&P 500 and the NASDAQ-100, and positive jump rate λ + has also decreased after the crisis for the S&P 500. In other words, λ + and λ − might decrease when θ remains unchanged. This is somewhat different from previous findings in Eraker (2004) and Johannes et al. (1999) , who study models with jump rate λ t λ 0 + λ 1 V t (λ 0 , λ 1 are constants) and find λ 1 > 0. Note that in their models, λ t is the time-varying jump rate of both positive and negative jumps and V t is the volatility.
We note that negative jump sizes on average become larger after June 2009 compared with the level before July 2007. Hence the precrisis pattern does not seem to reassert itself after the crisis has settled. Larger negative jumps are observed in both the S&P 500 and the NASDAQ-100 returns in the after-crisis period with implications for market participants. In particular, out-of-the-money equity vanilla options become more expensive, whereas at-themoney options become cheaper, since larger jumps are less likely to end up in the neighborhood of the strike price. We should be very cautious about the empirical conclusion aforementioned about the changes in the jump rates and jump sizes, because the length of the data series is only about five years (2008) (2009) (2010) (2011) (2012) (2013) since the financial crisis of 2008. However, our findings suggest that the previous pattern of positive correlation between jump rates and volatility does not necessarily hold after the crisis of 2008.
Conclusion
We attempt to answer two questions about jumps in equity returns: (i) How did jumps in equity returns change after the 2008 financial crisis-in particular, were there significant changes in jump rates or in jump sizes, or both? (ii) Can the performance of affine jumpdiffusion models be improved if the jump sizes are larger, i.e., jumps with tails heavier than those of the normal distribution, such as the double-exponential distribution? To answer these questions, we first find that a simple affine jump-diffusion model with both stochastic volatility and double-exponential jump sizes in returns fits both the S&P 500 and the NASDAQ-100 daily return data well, both before and during the crisis. In fact, the model outperforms existing ones (in particular, models with Lévy-type small jumps, affine jump-diffusion models with normal jump sizes, or models with jumps in volatility) during the crisis, and it is at least as good before the crisis. On the basis of the model and the data, we answer the aforementioned two questions as follows: (i) We find that (a) negative jump rate during the crisis increased significantly, whereas there is little change in the average negative jump sizes; and (b) jump rate can decrease even when volatility stays unchanged, somewhat different from previous findings. (ii) Our empirical study favors double-exponential jumps in equity returns; in short, an affine jump-diffusion model with a proper jump-size distribution and stochastic volatility can fit equity return data well both before and after the crisis.
where Management Science, 2017 , vol. 63, no. 4, pp. 988-1010 5. Posterior for the latent variable v t+1 : For 0 < t + 1 < T, the posterior of v t+1 is (v t+1 − v t − κ(θ − v t )∆)/(σ v √ v t ∆). For t + 1 T, the above posterior only has the first exponential part because v T depends only on v T−1 . Similarly, the posterior of p(v 0 | ·) depends on 1/v 0 and the second exponential part. Following Li et al. (2008) , we make use of the adaptive rejection metropolitan sampling method of Gilks et al. (1995) to draw from this conditional posterior.
Next, we turn to parameters and variables that are special to SV-DEJ. The conditional posteriors are new, and they are derived as follows.
1. Posterior for η + , η − : The posterior of η + follows an inversegamma distribution, ∝ exp − 1 2v t ∆(1 − ρ 2 ) (C t+1 − ξ
The required conclusion readily follows by completing the squares and comparing the parameters. The required conclusion readily follows when all common factors are canceled out.
