Generalised Regression Estimation for Domain Class Frequences by Myrskylä, Mikko
i l  Tilastokeskus 
¡H ill Statistlkcentralen 
"f* Statistics Finland
Generalised Regression Estimation 
for Domain Class Frequencies
Mikko Myrskylä
-  h - 09 -  2007






Generalised Regression Estimation 




Päätoimittaja - Chefredaktör - Principal editor 
Timo Alanko
Toimittaja - Redaktör - Editor 
Mikko Myrskylä
Taitto - Ombrytning - Layout 
Hilkka Lehtonen





Helsinki - Helsingfors 2007
Acknowledgements
Research is rarely done in a vacuum, and this one is no exception. I am indebted to a 
large number of people who have helped me start, conduct, and finish this project.
My academic advisors, Risto Lehtonen and Carl-Erik Särndal, have had an 
enormous influence on this research. Risto introduced me to many of the ques­
tions I study in this thesis, and his guidance and support throughout the project 
have been invaluable, and discussions with both Risto and Carl-Erik have been 
an endless source of new ideas and encouragement. Pre-examiners Juha Alho 
and Imbi Traat and my colleague Ari Veijanen read the manuscript of this thesis; 
their detailed, insightful, and critical suggestions have made this dissertation 
markedly better.
The people mentioned above have had a direct impact on this thesis. Some­
times the influence has been less direct, but equally important. Before starting 
this project, I was lucky to attend Imbi's class on survey sampling; the mathe­
matically rigorous approach she advances has saved me from many problems. At 
that time I was also taking Yrjö Vartia's econometrics classes; I would like to 
thank him for helping me figure out what is scientific research.
Most of this research was conducted while I was working at Statistics Finland. I 
am thankful for the facilities and friendship I enjoyed there. Special thanks go to 
Timo Alanko, Kari Djerf, Janika Konnu, Seppo Laaksonen, Pauli Ollila, Pasi Piela, 
and all my other colleagues at the Department of Statistical Research and Method­
ology, and to Mia Kilpiö who improved the language and Hilkka Lehtonen who 
did the painful job of professionally editing all the formulas and graphs of this the­
sis. In addition to Statistics Finland, The Finnish School of Statistical Information, 
Inference, and Data Analysis has financially helped me to do this research.
Even with the best colleagues and research environment, writing a disserta­
tion is a long and lonely job. And during the process of research there are mo­
ments when one wants to get mentally as far as possible from the research prob­
lems. Luckily I have wonderful friends such as Jari, Juha-Matti, Kalle, and Perttu 
who could not care less about the topic of this dissertation.
Finally, the greatest gratitude goes to my wife Jaana, who has made all the 





Generalised Regression Estimation for Domain Class Frequencies 
Doctoral dissertation in Statistics, University of Helsinki, July 1, 2007.
115 pages and 4 appendices.
This study examines the properties of Generalised Regression (GREG) estimators in 
the estimation of domain class frequencies and proportions.
The family of GREG estimators forms the class of design-based model-assisted esti­
mators. All GREG estimators utilise auxiliary information via modelling. The classic 
GREG estimator with a linear fixed effects assisting model (GREG-lin) is one example. 
But when estimating class frequencies, the study variable is binary or polytomous. Then, 
from the modeller’s point of view, logistic-type assisting models (e.g. logistic or probit 
model) should be preferred over the linear assisting model. However, other GREG esti­
mators than GREG-lin are rarely used, and knowledge about their properties is limited. 
This study examines the properties of L-GREG estimators, which are GREG estimators 
with fixed-effects logistic-type models.
First, we study whether and when L-GREG estimators are more accurate than 
GREG-lin. Both theoretical results and empirical results based on Monte Carlo experi­
ments are given. The experiments cover simple random sampling without replacement 
(SRSWOR) and fixed size without replacement probability proportional to size frrPS) 
designs. Several alternative assisting models, including correct, overfitted and weak 
models, are used. The results show that in standard situations, the difference between 
L-GREG and GREG-lin is small. But in the case of a strong assisting model, two inter­
esting situations arise: if the domain sample size is reasonably large, L-GREG is more 
accurate than GREG-lin, and if the domain sample size is very small, estimation of as­
sisting model parameters may be inaccurate, resulting in bias for L-GREG.
Second, we study the goodness of the Standard variance estimator for L-GREG esti­
mators. This variance estimator resembles the Sen-Yates-Grundy variance estimator, but 
it is a double sum of prediction errors, not of the observed values of the study variable. 
The Standard variance estimator is widely used for GREG-lin, and in the literature, it 
has also been suggested for L-GREG estimators. However, Monte Carlo experiments 
covering both SRSWOR and jrPS designs show that the Standard variance estimator un­
derestimates the variance of L-GREG estimators especially if the domain sample size is 
minor, or if the assisting model is strong. For large domain sample sizes the Standard 
variance estimator performs well.
Third, we propose a new Augmented variance estimator for L-GREG estimators. 
The difference between the Standard and Augmented variance estimators is that the 
latter takes into account the difference between the sample fit model and the census 
fit model. In Monte Carlo experiments the Augmented variance estimator outper­
formed the Standard variance estimator in terms of bias, root mean square error and 
coverage rate. Thus this new estimator provides a good alternative to the Standard 
variance estimator.
Keywords: generalised regression estimator, class frequencies, 
model-assisted domain estimation, logistic model, variance estimation
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Tiivistelmä
Alueittaisten luokkafrekvenssien estimointi yleistetyillä regressioestimaattoreilla 
Tilastotieteen väitöskirja, Helsingin yliopisto, 1. heinäkuuta 2007 
115 sivua ja 4 liitettä.
Tässä työssä tutkitaan yleistettyjen regressioestimaattoreiden (GREG-estimaatto- 
reiden) ominaisuuksia alueittaisten luokkafrekvenssien estimoinnissa.
GREG-estimaattorit muodostavat asetelmaperusteisten malliavusteisten estimaatto- 
reiden joukon. Nämä estimaattorit hyödyntävät lisäinformaatiota tilastollisen mallin 
avulla. Estimaattoreista tunnetuin, GREG-lin-estimaattori, käyttää lineaarista kiinteiden 
tekijöiden mallia. Luokkafrekvenssien estimoinnissa kuitenkin mallinnettava vastemuut- 
tuja on kaksi- tai moniluokkainen, jolloin logistis-tyyppiset mallit kuten logistinen tai 
probit olisivat luontevampia. Silti GREG-estimaattoreissa käytetään vain harvoin muita 
kuin lineaarisia, kiinteiden tekijöiden malleja, ja kirjallisuudessakin on vain muutamia 
tutkimuksia muiden GREG-estimaattoreiden kuin GREG-lin-estimaattorin ominaisuuk­
sista. Tässä työssä tarkastellaan L-GREG-estimaattoreiden, eli GREG estimaattoreiden 
joiden avustava malli on logistis-tyyppinen, ominaisuuksia ja verrataan niitä GREG- 
lin-estimaattoriin. Tutkimuksessa keskeisessä osassa ovat Monte Carlo -simulointikokeet 
jotka kattavat palauttamatta-tyyppiset yksinkertaisen satunnaisotannan ja kiinteäkokoi- 
sen suhteellisen sisältymistodennäköisyyden otannan.
Ensimmäisessä vaiheessa selvitetään, ovatko L-GREG-estimaattorit GREG-lin-esti- 
maattoreita tarkempia, ja jos kyllä, niin milloin. Osoittautuu, että L-GREG-estimaattori 
on tarkempi erityisesti jos avustava malli on vahva. Jos malli on heikko, GREG-lin ja 
L-GREG ovat likimain yhtä tarkkoja. Erittäin pienillä otoskoilla L-GREG-estimaattori 
voi kuitenkin olla harhainen ja siten epätarkempi kuin GREG-lin.
Toiseksi tutkitaan standardivarianssiestimaattorin (S) tarkkuutta L-GREG-esti- 
maattorien varianssin estimoinnissa. Varianssiestimaattori S muistuttaa muuten tun­
nettua Sen-Yates-Grundy-estimaattoria, mutta koostuu mallin ennustevirheistä, ei 
tulosmuuttujan havaituista arvoista. S-estimaattoria käytetään yleisesti GREG-lin-es­
timaattorin varianssin estimointiin. Kirjallisuudessa sitä on ehdotettu käytettäväksi 
myös L-GREG-estimaattoreille. Monte Carlo -simulointikokeissa S kuitenkin aliesti- 
moi L-GREG-estimaattorin varianssia erityisesti pienillä otoskoilla sekä tilanteissa, 
joissa avustava malli oli vahva. Suurilla otoskoilla, tai toisaalta jos malli oli heikko, 
standardivarianssiestimaattori S oli tarkka.
Kolmanneksi, koska S-estimaattorilla on taipumus aliarvioida varianssia, L-GREG-es- 
timaattorille johdetaan uusi varianssiestimaattori. Tämä estimaattori perustuu samaan 
approksimaatioon kuin S-estimaattori, mutta se täydentää S-estimaattoria huomioimalla 
otos- ja perusjoukkosovitteiden eron ennustevirheissä. Simulointikokeissa täydennetty 
varianssiestimaattori oli selvästi S-estimaattoria tarkempi: sen harha, varianssi ja kes- 
kineliövirhe olivat lähes kaikissa tapauksissa pienempiä kuin S-estimaattorin, ja useissa 
tapauksissa merkittävästi.
Avainsanoja: yleistetty regressioestimaattori, luokkafrekvenssi, 
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The demand for accurate statistics on sub-groups or domains of a population is 
growing. These statistics, such as regional labour force statistics, or disease preva­
lence statistics by demographic group, are conventionally produced by survey 
sampling. But besides sampling, registers may also be used. Register-based data, 
however, often update and adjust to changing needs relatively slowly, and only 
occasionally provide information on the study variables that are of interest. 
Therefore surveys are used in the production of, for example, official monthly 
unemployment statistics in many European countries.
But registers and surveys need not be mutually exclusive: register-based data 
may be used both in designing the sample and estimation from the sample. This 
additional information and in general any information available independently of 
the sample, is called auxiliary information. Unit level auxiliary information is 
routinely used in the sampling design, but in the estimation phase, aggregate 
auxiliary information is commonly used. But as more and more unit level auxil­
iary data become available, for example, from administrative registers, it is natu­
ral to ask how it could be used to make estimation more accurate. The answer 
depends, among other things, on whether one adopts a design-based or model- 
based estimation approach.
Design-based and model-based approaches are the two main approaches in 
survey sampling. In model-based estimation, estimators are generally biased with 
respect to the sampling design but may have relatively small variance even for 
domains with a small sample size. From these properties it follows that 
model-based estimators are often recommended especially for small domain esti­
mation. In design-based estimation, estimators are in most cases approximately 
unbiased, but may have relatively large variance if the domain sample size is 
small. Thus, there is a trade-off between bias and variance. In this study, the aim 
is to study the properties of a certain family of design-based domain class fre­
quency estimators that utilise unit level auxiliary information through explicit 
modelling. Since the context is design-based estimation for domain class frequen­
cies, model-based estimation will be discussed only briefly.
During the past decade, the question of how to use unit level auxiliary informa­
tion in the design-based framework has been addressed in two ways. In the de­
sign-based calibration approach, customarily only aggregate auxiliary information 
has been used. But recently, calibration methods that utilise unit level auxiliary in­
formation have been developed. And in the design-based model-assisted approach 
where unit level auxiliary data are routinely used, estimators that have some other 
than the conventional linear fixed effects assisting model have been proposed.
The cornerstone of design-based model-assisted estimators is GREG-lin, the 
generalised regression estimator with a linear, fixed effects assisting model. By 
using the structure of GREG-lin as a starting point and setting no restrictions on 
the choice of the assisting statistical model, we get an estimator family called 
generalised regression (GREG) estimators. However, GREG estimators with 
other than a linear, fixed effects assisting model are rarely used, despite the fact
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that the linear model formulation is not always the best choice, at least from the 
modeller’s point of view. For class frequencies and proportions, for example, 
more appropriate assisting models would be models whose predictions can be in­
terpreted as probabilities. In the following, these types of models are called logis­
tic-type models. Examples of logistic-type models are logit, probit, log-log and 
complementary log-log models. Respectively, GREG estimators with logis­
tic-type assisting models are called logistic-type GREG estimators, or briefly, 
L-GREG estimators.
The properties such as bias, precision and accuracy of L-GREG estimators are 
not well known. In this thesis, these properties are studied and compared with 
the classic GREG-lin. Throughout the study, the accuracy of estimators is con­
sidered only with respect to the sampling design. Thus, important sources of 
non-sampling errors such as nonresponse, frame imperfections and measurement 
errors are not discussed. This choice has been made since the sampling error of­
ten dominates the overall error. It should be stressed that this choice does not 
mean that non-sampling errors would be unimportant but that they should be a 
topic of further research.
All GREG estimators, including the classic GREG-lin as well as L-GREG es­
timators, are design-based model-assisted estimators. This means that the esti­
mators use information about the design by means of sampling weights [thus de- 
sign-based], and they use models explicitly as an assisting tool to improve accu­
racy. The GREG estimators are said to be model-assisted, not model-dependent, 
because in standard situations they are approximately unbiased irrespective of 
the chosen assisting model.
While the bias of a GREG estimator generally does not depend on the assist­
ing model, the accuracy may depend on the goodness of the assisting model. 
Thus, the first set of research questions of this study is whether and when is accuracy 
gained by changing the assisting model of a GREG estimator from the classic linear 
fixed effects model to a more natural logistic-type model, and when is accuracy lost? 
These questions are studied using both theoretical arguments and empirical re­
sults based on the Monte Carlo simulation. The Monte Carlo simulations cover 
both simple random sampling without replacement [SRSWOR] and fixed size 
without replacement probability proportional to size (jrPS] designs. The experi­
ments also cover a wide range of different L-GREG estimators.
The second set of research questions concerns variance estimation for L-GREG es­
timators: how well does the Standard variance approximation and the corresponding 
Standard variance estimator work for L-GREG estimators? These variance approxi­
mations and estimators, which resemble the famous Sen-Yates-Grundy formulas 
but consist of prediction errors, not values of study variables, were originally 
constructed for GREG-lin. However, in the literature they have also been sug­
gested for a special case of L-GREG estimators, the GREG estimator with a lo­
gistic assisting model. Yet, little is known about their accuracy when applied to 
L-GREG estimators. We study this using Monte Carlo experiments that cover 
both SRSWOR and ttPS designs.
In the course of the study, it turns out that in certain situations the Standard 
variance estimator severely underestimates the variance of L-GREG estimators. 
We decompose the total error of the Standard variance estimator into the ap­
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proximation error and estimation error, and show that a large part of the total er­
ror is due to the estimation error. Another decomposition shows that the source 
of the estimation error is that the Standard variance estimator does not take into 
account the difference between the sample fit assisting model and the census fit 
assisting model.
To improve variance estimation, we propose a new variance estimator, called 
the Augmented variance estimator. The Augmented variance estimator is based 
on the Standard variance approximation. The difference with respect to the Stan­
dard variance estimator is that the Augmented variance estimator does take into 
account the difference between the sample fit and the census fit models.
The third set of research questions concerns the goodness of the Augmented variance 
estimator: does the Augmented variance estimator provide improvement over the Stan­
dard variance estimator, and if yes, when? Under what conditions is the Augmented 
variance estimator inferior to the Standard variance estimator? The accuracy of the 
Augmented variance estimator is studied by Monte Carlo experiments that cover 
both SRSWOR and ttPS designs. In addition to the Augmented variance estima­
tor, the performance of two well-known resampling-based variance estimators is 
studied: the delete-one jackknife and without replacement bootstrap.
The study is organised as follows: In Chapter 2, a brief literature overview is 
given on design-based model-assisted estimation with focus on GREG estima­
tors. Chapter 3 presents the definitions and notation. The family of GREG esti­
mators, including GREG-lin and L-GREG estimators, is discussed in Chapter 4. 
In this chapter, we also review the Standard variance approximation and the 
Standard variance estimator. In Chapter 5, the first set of Monte Carlo experi­
ments is carried out. In these experiments, we study the accuracy of GREG-lin 
and L-GREG estimators and the goodness of the Standard variance approxima­
tion and the Standard Variance estimator. It turns out that the Standard variance 
estimator fails in certain situations. Thus in Chapter 6, we study the properties 
of three alternative variance estimators: the jackknife, the bootstrap and the 
Augmented variance estimator. We conduct a small simulation study in order to 
compare these estimators with the Standard variance estimator. In terms of bias 
and coverage rate, the Augmented variance estimator performs best. Thus in the 
second set of Monte Carlo experiments in Chapter 7, we study the properties of 
the Augmented variance estimator in more detail. The results of the study and 
their implications are discussed in Chapter 8.
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2 Literature overview
To set the GREG estimators and their variance estimators in context, we discuss 
briefly different paradigms of survey sampling and present various classifications 
of estimators in Chapter 2.1. In Chapter 2.2, the literature concerning the use of 
models under the design-based paradigm is reviewed. In Chapter 2.3, variance 
estimation methodologies are appraised in finite population estimation in general 
and especially in the context of model-assisted GREG estimators.
It should be kept in mind that in this study, the focus is on fixed and finite 
population estimation, where the accuracy of estimators is evaluated with re­
spect to hypothetical repeated sampling. The estimators we consider are all de­
sign-based model-assisted. Thus, in Chapter 2.1 we describe more thoroughly 
the design-based model-assisted approach and only briefly mention the 
model-based approach. The same holds for Chapters 2.2 and 2.3: modelling in 
finite population estimation is reviewed only from the point of view of model- 
assisted estimation, and in the review of variance estimation we focus on vari­
ance estimators constructed for design-based model-assisted estimators.
2.1 Classification of estimators
In survey sampling, estimators of finite population parameters are often classified 
into design-based and model-based. Another classification is direct and indirect 
estimators. Within these classifications, estimators may then be further classi­
fied. An estimator may have properties from several classes and the borders of 
classes are not always clear. From the practical point of view, this is not a prob­
lem: the accuracy of an estimator does not depend on the classification.
2.1.1 Design-based and model-assisted estimators
In the design-based approach, the population is considered fixed and finite and its 
units can be identified and labelled. The study variables are also fixed; therefore 
the only source of randomness is the randomness of the sample. Design-based esti­
mators use information about the sampling design by means of sampling weights.
Within the design-based framework, auxiliary information can be incorpo­
rated into the estimation process by means of calibration or modelling. In cali­
bration, the sampling weights are adjusted so that they are consistent with auxil­
iary population totals. In this approach, models are not necessarily needed. Fun­
damental papers that discuss the calibration approach are Deville and Sarndal 
(1992), Deville, Sarndal and Sautory (1993), and Estevao and Sarndal (2006). 
Recently, Wu and Sitter (2001) and Wu (2003) have studied calibration estima­
tors which utilise micro level auxiliary information.
In design-based model-assisted estimation (or briefly model-assisted estima­
tion), a statistical model is explicitly used as an assisting tool when incorporating 
auxiliary information into the estimation procedure. This requires that we treat
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the fixed and finite population as if it had been generated by a statistical model 
(Sarndal et al. 1992]. This assisting model (or working model] is used to make 
predictions and both the predictions for the non-sampled units and prediction 
errors for the sampled units are used in the estimation. Model-assisted estimators 
use information on the sampling design in the form of sampling weights; there­
fore they are special cases of design-based estimators.
Which estimators are model-assisted and which are not, is not always clear. In 
this study, we make the following definition: a design-based estimator is model- 
assisted only if there is an explicit model that is used to make predictions. It fol­
lows that, in the context of this study, all model-assisted estimators are GREG 
estimators and all GREG estimators are model-assisted. However, all de­
sign-based calibration estimators are not model-assisted. Figure 2.1 provides a 
picture of the design-based calibration and design-based model-assisted estima­
tors. The intersection of C and M  is the set of estimators that can be written as 
both calibration and model-assisted estimators; GREG-lin estimators, for exam­
ple, belong to this set, but L-GREG estimators generally do not.
Model-assisted estimators, or equivalently GREG estimators in the context of 
this study, are characterised by design unbiasedness: Even with an ill-fitting 
model, a model-assisted estimator is in standard situations approximately unbi­
ased. If the model is good, the estimator is also accurate. But for domains with 
only a few sample observations the variance of a model-assisted estimator can be 
unacceptably high. Then model-based or composite estimators may be useful.
It should be noted that a GREG estimator is not always approximately unbi­
ased. Musting (2004] and Jurevits (2005] have derived conditions under which 
the GREG-lin estimator is biased and also proposed a correction for this bias. 
The bias correction, however, may increase variance, so accuracy is not necessar­
ily improved. In this study, we study the bias of L-GREG estimators.
C -  Design based calibration estimators 
M -  Design based model assisted estimators 
C  n M -  Design based estimators that can be 
expressed both via calibration and 
via modelling
Figure 2.1 Design-based calibration estimators and design-based model-assisted estimators.
2.1.2 Model-based estimators
In the model-based framework, the population is considered as a realisation of 
some hypothetical, infinite superpopulation of populations and the sampling de­
sign is ignored. This approach is justified especially when sampling is done with 
replacement with equal inclusion probabilities (SRSWR design]; then the sam­
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pled units can be considered as independent realisations of a random variable. 
Crucial difference with respect to model-assisted estimators is that in model- 
based estimation, sampling design is often ignored.
Another way to describe the model-based approach is to consider the values 
of study variables as realisations of random variables. The random variable, or 
model, that generates the observed values, is then of interest. Inference focuses 
on the unknown parameters of the distribution of the random variable and the 
source of uncertainty is the validity of the model assumption.
Model-based estimators rely heavily on models. As in model-assisted estima­
tion, in model-based estimation auxiliary information is also incorporated into the 
estimation procedure by making use of models. If the model happens to be very 
good, a model-based estimator is generally more accurate than model-assisted. 
However, when the model fails, the bias of model-based estimators may be large.
For a comprehensive description of the model-based approach, see Valliant et 
al. (2000) and Chambers (2003). Rao (2003) provides a thorough description of 
model-based estimation with focus on small areas.
In addition to model-assisted and model-dependent estimators, several esti­
mators which incorporate properties of both the model-assisted and model-de­
pendent approach have been developed. These composite estimators are discussed 
in Valliant et al. (2000) and Ghosh (2001).
2.1.3 Direct and indirect estimators
Estimators can also be divided into direct and indirect estimators. This classifica­
tion is relevant only when domains are studied, since population level estimators 
are in practice always direct. Direct estimators are defined as estimators that use 
the values of study variables only from the domain under consideration. Indirect 
estimators, on the contrary, utilise information about study variables not directly 
related to the domain under study (Estevao and Sàrndal 2004). Table 2.1 shows 
the situations where direct and indirect estimators are commonly used.
A concept closely related to indirect estimation is borrowing strength. Borrowing 
strength means that one uses information outside the domain under study, and 
strength can be borrowed cross-sectionally, over time, or both. The information 
that is borrowed may concern both study and auxiliary variables. For example, in 
calibration strength is usually borrowed only in terms of auxiliary variables. In 
model-assisted estimation where models are explicitly used, borrowing strength 
means that the model is fitted not on the domain level but on a more general level, 
and strength is borrowed both in terms of study and auxiliary variables.
Table 2.1 The use of direct and indirect estimators by domain type.
14 Statistics Finland
Thus, the relationship between direct and indirect estimators and borrowing 
strength is as follows: Direct estimators do not borrow strength in terms of study 
variables, but may or may not borrow strength in terms of auxiliary variables. In­
direct estimators, by definition, borrow strength in terms of study variables and 
may or may not borrow strength in terms of auxiliary variables.
The conventional term borrowing strength that is used to describe the process 
where one uses information outside the domain may not be the best possible. 
This is because borrowing strength may equally well increase or decrease the ac­
curacy of the estimator. Therefore borrowing information might be a more perti­
nent term. In this study, estimators that borrow strength [or information] always 
do so in terms of study variables and such estimators will be called indirect esti­
mators. Thus the borrowing terminology is not necessary.
2.2 The role of models in model-assisted estimation
Statistical models have a long history in survey sampling. The earliest known ex­
ample where a statistical model has been used in the estimation of totals or 
means seems to be from 1937, when Watson used a regression of leaf area on leaf 
weight to estimate the average area of the leaves on a plant [see Cochran, 1962 
and Knottnerus, 2003]. However, the use of models did not really emerge until 
the 1970’s; until that, most of the research in survey methodology focused on 
using auxiliary information in the sampling phase.
From the 1970’s onwards increasing attention has been paid to the use of auxil­
iary information in the estimation. Brewer's, Cochran’s and Royall’s studies on the 
ratio estimator and Sarndal’s work on the general regression [GREG] estimator 
had a large impact on how survey statisticians started to see the possibilities of 
auxiliary information: by using auxiliary information in the estimation phase, the 
sampling design could be kept simple if so desired, without loss in accuracy. The 
use of auxiliary information also made it possible to reduce the nonresponse bias; 
this has been especially important in the last quarter of the 20th century when 
nonresponse rates have been rising [Groves et al. 2004, 184-187].
In the design-based context, auxiliary information can be used in the estima­
tion phase either by calibration or by modelling. In the model-assisted approach, 
statistical models that link the study variable and auxiliary information are utilised 
to predict values of the study variable. The most widely used model-assisted esti­
mator is the generalised regression estimator with a linear, fixed effects assisting 
model [GREG-lin). This estimator is comprehensively studied in the textbook by 
Sarndal, Swensson and Wretman [1992] and the paper by Estevao et al. [1995].
A wider class of GREG estimators is obtained by letting the assisting model 
be any statistical model, linear or non-linear, parametric or non-parametric, and 
so on. In the parametric approach, the parameters of the assisting model may be 
estimated with or without sampling weights. In the pure design-based approach, 
which we adopt, sampling weights are used for estimation of model parameters.
Until recently, rarely any other than fixed effects linear models have been used 
in GREG estimation, irrespective of the nature of the study variable. One reason
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for this is that GREG-lin can also be written in the form of a calibration estimator. 
Consequently, one actually needs only aggregate level auxiliary information.
In the late 1990’s, however, other assisting models have also been considered 
in GREG estimation. Examples are a logistic model (Lehtonen and Veijanen 
1998a], polynomial regression models (Breidt and Opsomer 2000], generalised 
additive models (Opsomer et al. 2001], and mixed linear and logistic models 
(Lehtonen et al. 2003). For class frequencies, a logistic model (or some closely 
related model, such as probit, log-log or complementary log-log) is a natural 
choice, and it has been shown (Lehtonen and Veijanen 1998a, 1998b, Duchesne 
2003, Myrskylä 2004, 2005) that for class frequencies, the accuracy gain can be 
substantial if a logistic assisting model is used instead of a linear assisting model.
Although more attention has been paid to the selection of the assisting model 
in the context of GREG estimation, literature on GREG estimators that have 
some other than a linear model is still quite limited. Simulation-based results of 
Lehtonen et al. (1998a) and Duchesne (2003) indicate that for class frequencies, 
the L-GREG estimator is more accurate than GREG-lin in some situations, but 
what exactly these situations are is not clear. Also, the question whether accu­
racy can be lost by changing the assisting model from linear to logistic-type is un­
answered. Moreover, studies that have considered any other than simple random 
sampling without replacement designs are rare. Lehtonen et al. (2006a) study 
the accuracy of GREG estimators with linear fixed effects and linear mixed mod­
els under the unequal probability design, but no studies considering the L-GREG 
estimator under the unequal probability design have been published. Especially, 
the accuracy of the L-GREG estimator in the case of the probability propor­
tional to size design has not been studied.
Once the unequal probability sampling design is used, the question about the 
double use of auxiliary information arises. Specifically, if some auxiliary informa­
tion is already used in the sampling design, should the same auxiliary informa­
tion be also used in the estimation phase? Särndal (1996) and Lehtonen et al. 
(2006b) study the effect of double use in the context of continuous study vari­
able and linear models and conclude that double use is profitable. In this study, 
we try to characterise the conditions under which the L-GREG estimator is 
more accurate than the classic GREG-lin for domain class frequencies. Both sim­
ple random sampling without replacement and probability proportional to size 
designs are covered, and the double use of auxiliary information is also studied.
2.3 Variance estimation
Figure 2.2, reproduced from Wolter (1985), shows some important dimensions 
of the estimation strategy (the strategy is a combination of the sampling design 
and estimator) when it comes to variance estimation.
By simple design we mean sampling designs where the inclusion probability 
of population units is constant and the sample size fixed. These designs include 
simple random sampling both with and without replacement. If the sample size 
is random or inclusion probabilities are unequal, the design is called complex. 
Examples are stratified sampling and probability proportional to size sampling.
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Figure 2.2 Classification of estimation strategies by design and estimator.
By linear estimators we mean estimators that are linear functions of study 
variables. Examples, such as the Horvitz-Thompson estimator, are easy to use 
but inefficient. Most GREG estimators are nonlinear; examples are L-GREG es­
timators and GREG-lin with more detailed auxiliary information than just the 
population size.
For simple designs and linear estimators (a), variance estimation is straightfor­
ward. The Sen-Yates-Grundy variance estimator (Sen 1953, Yates and Grundy 
1953], which is sometimes also called the Horvitz-Thompson variance estimator 
(Horvitz and Thompson 1952), applies directly to strategies where the design is 
simple and the estimator is linear. The same variance estimator also works in 
principle in (b), but there is an additional challenge: the calculation of second-or­
der inclusion probabilities (see Chapter 3). In complex designs, second-order in­
clusion probabilities are often difficult and/or time consuming to calculate. 
Therefore, several authors have suggested estimators that either totally avoid the 
calculation of second-order inclusion probabilities or have approximations of 
these unknown terms. Examples are presented in the papers of Hartley and Rao 
(1962), Hajek (1964), Sarndal (1996) and Berger (2004).
In this study, the cases (c) and (d) are of most interest. This is because the 
L-GREG estimators we are interested in fall into the category of nonlinear esti­
mators. The literature concerning variance estimation for nonlinear design-based 
model-assisted estimators, that is, for GREG estimators, may be divided into 
three parts: linearisation-based variance estimation for the classic GREG-lin, 
resampling-based techniques which are adaptable to GREG estimators and vari­
ance estimation for L-GREG estimators.
The linearisation techniques for GREG-lin are relatively thoroughly studied. 
Woodruff (1971) and Binder (1983) have presented Taylor series approxima­
tions for a general class of estimators for complex surveys. For the GREG-lin es­
timator, Sarndal et al. (1989) propose an estimator that is based on the Taylor se­
ries approximation and consists of sample weighted residuals. The Taylor series 
approximation based variance estimation for GREG-lin is also discussed in 
Sarndal et al. (1992). Estevao and Sarndal (2006) present a method called auto­
mated approximation that works for calibration estimators and as a special case, 
also for the GREG-lin estimator. When the linearisation methods are applied in 
(d), there is again the problem of second-order inclusion probabilities. In such 
cases, estimators that either avoid the calculation of second-order inclusion prob­
abilities or have approximations of these unknown terms are often used.
Resampling methods are an alternative to linearisation-based methods. Dur­
ing the last decade, resampling methods have emerged in many areas of statistics
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and are becoming popular in survey sampling as well. The predecessor of these 
modern resampling methods is the random groups technique, where a number 
of independent samples are drawn from the population (Mahalanobis 1946, 
Wolter 1985). The obtained sample can also be divided into random groups. 
However, it is often difficult and expensive to obtain a large enough number of 
random groups so that the variance estimator would stabilise. Resampling m eth­
ods, such as the jackknife and bootstrap, try to overcome this problem.
In the jackknife, "random groups" are constructed from the sample, and the 
jackknife extends the random groups methods so that the random groups may 
overlap. The method was originally developed in an infinite population context. 
Quenouille (1949) introduced the method to reduce the bias of an estimator, 
Tukey (1958) suggested that the method might be used for variance and interval 
estimation, and Durbin (1959) seems to be the first to consider the jackknife in 
finite population inference (see Wolter 1985 and Sarndal et al. 1992). The jack­
knife is straightforward to apply, bu t theoretical knowledge of its properties in 
complex designs is limited. Moreover, it works well when the estimated parame­
ter is a smooth function of population totals (Krewski and Rao 1981), but it does 
not work for quantiles.
The bootstrap method, like the jackknife, was first introduced in an infinite 
population context. The originator of this technique was Efron (1979, 1981, 
1982). The general idea is to construct a pseudo-population and draw random 
samples from the population. The distribution of statistics calculated from these 
pseudo-samples can be used to estimate the distribution of the estimator. The 
technique works best with independent, identically distributed (iid) observations 
and in an infinite population context (the standard iid with replacement boot­
strap is described in, e.g. Sitter (1992a). Gross (1980) and Bickel and Freedman 
(1984) have constructed without replacement bootstraps and Sitter (1992a, 
1992b) has further developed the method. However, it is still unclear how the 
technique should be modified if the sampling is not simple random sampling 
with replacement (Lahiri 2003).
Variance estimation literature concerning the specific estimator family we are 
studying, the L-GREG estimator, is scarce. Lehtonen and Veijanen (1998a, 
1998b) propose a variance estimator that has the form of the famous Sen-Yates- 
Grundy formula (e.g. Sarndal et al. 1992, 45) but consists of prediction errors in­
stead of the values of study variables. This estimator is often used for the classic 
GREG estimator with a linear fixed effects model. We call this variance estimator 
the Standard variance estimator. Also, Duchesne (2003) and Lehtonen and 
Pahkinen (2004) use the Standard variance estimator for L-GREG. Lehtonen and 
Veijanen (1998a, 1998b) and Duchesne (2003) note that the Standard variance 
estimator underestimates the variance especially when the domain sample size is 
minor. In this study, we will further study the performance of the Standard vari­
ance estimator for L-GREG estimators (Chapter 5) and also examine the perfor­
mance of several alternative variance estimators (Chapters 6 and 7).
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3 Definitions and notation
The notation draws mainly from Traat (2000) and Traat et al. (2003). We define 
a sample as a vector, not a subset of the population; this makes it easy to treat 
both with and without replacement designs in the same framework.
3.1 Population, auxiliary information and 
study variables
We study a finite population consisting of units m, ,u2, . . . ,un . Let i denote ur 
Now the population is
U = {1, 2 ,.. . ,N ] . (3.1)
Every i is associated with an identification variable z, study variables y., j  = 1, 2,...,] 
and auxiliary variables xm, m = 1, 2,... ,M. The study variables are unknown prior 
sampling and the parameters of interest are functions of them. The identification 
variable and auxiliary variables are known prior sampling for every i. The z and x 
variables are auxiliary information; the z variable on its own is frame information.
The population consists of domains U <di Ç U ,d = l,2 ,...,D. Examples of do­
mains could be such as men, women, people belonging to a certain age group, or 
enterprises whose turnover is below some limit. Domain indicator variables define 
whether i G (J belongs to a given domain:
fl, ii i (EUld)
<5^= V i & J,d  = 1,2,...,D . (3.2)
0 otherwise
For every i e U , values d\d\  d = 1,2,... ,D  form a domain indicator column vector 
5i = ((3j1J ,<5;2),... ). Correspondingly, let x. = (xu, xi2,.. , , x j  denote the col­
umn vector for auxiliary variables and the vector y. = (yjJ; yQ,... ,yu) for study vari­
ables. All properties of unit i are in the stacked column vector a; = (z., x., §., y.) of 





X N  ° N  Ï N
(3.3)
The matrix A of dimension N x ( l  + M + D + 7) is called the data matrix. Its row 
vectors aj correspond to units i (for example, persons, households, enterprises) and
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column vectors correspond to the properties associated with the units (for example, 
age of a person, size of a household, revenue of an enterprise). We denote
Z  =  (Z1 / Z 2/ • • •  ; Z N  ) /  ' ^  ~  (X1 i X 2 >••• i X N  )  (3 4)
A  = (5J ,8'2 ,...,8 ^ ), Y = (y J ,y 2 ,••• »y n ) •
Now the data matrix (3.3) can be written as A = [z X A Y].
3.2 Parameters of interest
The parameters of interest are frequencies of classes j, j  = 1, 2 ,...,/ in domains 
ij®  c  U. Every i(= U may belong to any of the classes and the classes need not be 
mutually exclusive. Study variables y. indicate class membership:
II, if i belongs to class ; V i , j  = 1,2,—, J. (3.5)0 otherwise.
Domain study variables are defined as products of domain indicator variables 
and study variables:
y[d) =d[d)y ir (3.6)
Using (3.6), the number of study variables grows to J ■ D. The parameters of in­
terest, the domain class frequencies, can now be expressed as
T,M = (3-7)
i e i /W) IS U
Note that the parameter of interest could equally well be the proportion ob­
tained by dividing (3.7) by domain size (we assume that domain indicator vari­
ables are known, so also domain size is known).
3.3 Sampling design
To estimate . we need information about unknown variables y,.. This informa- 
tion is collected by sampling. We limit ourselves to the design-based framework, 
where samples are probability samples. This means that every unit has strictly 
positive probability to be sampled. Sampling can be one-stage, two-stage, and 
so on, or in general multistage sampling. We consider only one-stage sampling. 
The sampling vector
i = a „ h , - , u (3.8)
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is a random vector whose elements L indicate the number selections for i. The 
realisation I = ( / , , /N) of I is called a sample. The sampling vector I (and its 
realisation I) define the sample set s (and the corresponding s) and the non-sampled 
set JJr (and the corresponding Ur) as
s = { i : i E U , I i >1} (s = ( i : i £  U, /, > 1}) and (3.9)
Ur = { i : i ( E U , I i = 0} [Ur = {i : i<EU,I i  = 0)). (3.10)
Sampling can be with replacement (WR) or without replacement (WOR). In WOR 
sampling, units can be sampled only once, and in WR sampling, more than once. 
Sampling weights are defined as
I t
W ij V i E U (3.11)
these take into account the number of times the unit is sampled. However, the 
sample set does not contain information about whether the unit is selected more 
than once. The distinction between sample I and sample set s should therefore 
be kept clear: s is a subset of U and its units are determined by I. Sample I, in­
stead, is not a subset of U but a vector in N n, the N-dimensional space of non­
negative integers.
The distribution of I, denoted by p( ), is called a sampling design. The sam­
pling design assigns a probability Pr(I = I) = p(I) for every sample. In survey sam­
pling, the terms sample design or strategy are also often used; they cover both the 
sampling design and the estimation plan (Sârndal et al. 1992, 29). First and sec­
ond-order inclusion probabilities n i and 7i{j are defined as
71 i = Pr(Zj — 1) =
(3.12)
71 ij = Pr(Z j — ],lj  —1)= 2 > ( i ) .
I Jy>l
We consider only designs where both first and second-order inclusion probabili­
ties are strictly positive; this is often expressed by saying that the design is design 
measurable. For designs that are design measurable, expressions for expectation 
and variance of basic estimators can be obtained.
Covariance of L and / is denoted by
cov(/„ /y) = Atj. (3.13)
For every sampling design, n i = izu and ma = 0 if i G Ur. For W OR designs,
jiT1 ,if i
rr,. = £ (7 J , ^  = £ (/,-/;) , A„ = Jtij -  n . n , ,  and «/,. = ■
o, if t e c / r (3-14)
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Depending on the sampling design, the sample size
n - 2 ' .ieu (3.15)
can be random or pre-determined. If n is non-random, the sampling design is 
fixed-size. Ratio n /N  is sampling fraction, denoted by /. The sample size and the 
sample set in domain are
n id) = ^ 1 , ,  and s(d)= s n U ^ .  (3.16)
i&J^
The sample size in a domain may be random or fixed. If the domain sample size 
is fixed, the domain is planned; otherwise it is unplanned. Usually when a domain 
is planned, sampling is done with stratification so that from the domain, a sam­
ple of certain size is drawn independently of the rest of the sample. In many 
practical situations, however, fixed-size stratification cannot be done for every 
domain and domains are often unplanned even when the sample size n is fixed.
We consider two special cases of the general design: simple random sampling 
without replacement (SRSWOR) and probability proportional to size sampling. 
SRSWOR is the simplest sampling design that sets a baseline for other designs. It 
is a fixed-size design under which the first and second-order inclusion probabili­
ties are constants. Under SRSWOR, ,,
/Cl“ /) ,  l = J
^ . = -r :  = / ;  ^¡; = / T r - 7 ;  and Ai; = • 1 - f  (3.17)N N -  1 - /
1 - /  
N - U
i *  j.
In SRSWOR sampling the inclusion probabilities are constants. In probability 
proportional to size sampling the inclusion probabilities satisfy
JT; oc %. (3.18)
for some x  whose values are known for every unit in the population (as a special 
case, SRSWOR and SRSWR are obtained from (3.18) when xf = x). The sample 
size may be fixed or random and sampling may be with or without replacement. 
The abbreviation PPS is used to denote with replacement probability proportional 
to size sampling and jtPS to denote without replacement probability proportional to 
size sampling.
We consider only fixed size jtPS designs. In ttPS designs, both first and sec­
ond-order inclusion probabilities need to be strictly positive and x ik -  XJik < 0. 
This allows the construction of unbiased variance estimators for simple linear es­
timators. It is not always straightforward to construct sampling algorithms that 
fulfil these requirements. In the Monte Carlo experiments of this study, we use 
the Hanurav-Vijayan algorithm (Hanurav 1967, Vijayan 1968).
Once the sample I is realised, the values of variables y., j  -  1,2,..., J are re­
corded for the units i e s. This information is collected into the matrix Ys. The un­
observed values for Ur are collected correspondingly into the matrix Yr. Auxiliary
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information [z X], domain indicator matrix À and sampling weights 
w = (wjt w2,..., wN) are partitioned in a similar way to a sampled and non-sampled 
part (it/. = 0 iff i s) .  By re-arranging the rows, the data matrix A can be written
A / X s A s V
A r_ Zr x r A r 0
----1
(3.19)
In (3.19), the matrix Yr is coloured grey to emphasise the fact that its values are 
unknown. Under ideal conditions, no nonresponse is present and A is fully 
known apart from Yr. In practice, some nonresponse always occurs and only in 
theory it can be harmless. Therefore methods such as re-weighting or imputation 
are needed to adjust for nonresponse (e.g. Lundström and Särndal 2002). In this 
study we focus on the sampling error and assume that there is no nonresponse.
3.4 Estimator, estimate and accuracy of
an estimator
An estimator is a rule or algorithm that defines how estimates of class frequen­
cies are calculated. It is a random variable whose value depends on the sample 
and auxiliary information. An estimate, in turn, is the realised value of an estima­
tor. In general notation, an estimator and the corresponding estimate for a popu­
lation parameter 6 are denoted by 0(1) and 0(1), or briefly 9 and 9. For parameters 
T-d\  the estimator and estimate are
and f j d) . (3.20)
We consider the accuracy of estimators with respect to the sampling design. We 
do not try to obtain exact sampling distributions, since even if this was possible 
in principle, it would be computationally impractical. Therefore, measures that 
summarise important aspects of the sampling distribution, such as bias and vari­
ance, are used. These are unknown quantities and have to be estimated.
An estimator is accurate if its bias and variance are small. A design-unbiased 
estimator is one whose expectation with respect to the sampling design equals 
the true parameter value:
0  = 0 (3-21)
I
Correspondingly, design-bias is defined as the difference between the parameter 
value and the expectation:
Bf ( f f ) = d - E p(ff). (3.22)
Design-variance is defined as
c3-23)
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Design-variance is affiliated with precision: the smaller the design-variance, the 
greater the precision. A measure for accuracy that takes into account both de­
sign-bias and design-variance is design-mean square error (MSE), defined as
MSEp{ h  = Ep[ 0 - 9 f
= v p[e)+[Bpm 2-
(3.24)
The MSE is, actually, an inverted measure for accuracy: the smaller the MSE, the 
greater the accuracy.
Since we study the properties only with respect to the sampling design, the 
prefix design and subscript p are not used in the following. For example, de- 
sign-bias is called bias and denoted by B(G). However, it is important to keep in 
mind that bias, variance and mean square error generally depend both on the es­
timator and on the design.
Examples of the distributions of biased, unbiased, precise and imprecise esti­
mators are given in Figure 3.1. The most accurate estimator in the figure is the 
unbiased, precise estimator (A), and the most inaccurate is the biased, imprecise 
estimator (B). Both (A) and (B) are atypical in our context: In survey sampling, 
two main classes of estimators are design-based and model-based estimators. 
Typical examples of these estimators are given on the right-hand side of Figure 
3.1. Design-based estimators are approximately unbiased, but are often relatively 
imprecise when compared with model-based estimators. Thus, the estimator (C) 
is a typical design-based estimator. The estimator (D) is a typical model-based 
estimator, since model-based estimators are often biased but precise. So there is 
a trade-off between bias and precision. This study focuses on design-based 
estimators and model-based estimators will not be studied.
Figure 3.1 Examples of different types of sampling distributions.
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In addition to accuracy, one desirable property for total estimators is additivity. 
Additive estimators are such that for non-overlapping domains l f l\  l f 2\ . . ., if®
k
whose union is = U ^ \  it holds that
d= i
= f ‘) ■ (3.25)
d= i
3.5 The Horvitz-Thompson estimator
The most well-known population total estimator is the Horvitz-Thompson (HT) 
estimator (Horvitz and Thompson 1952). (It might also be justified to call the 
estimator the Narain-Horvitz-Thompson, or even the Narain estimator, as it 
seems that Narain introduced the estimator already in 1951 (see Berger 2003 
and Rao 2005)). The HT estimator is linear and unbiased. Since domain class 
frequencies can be expressed as totals, the HT estimator is appropriate for class 
frequencies. But HT estimator is inefficient, since it does not use auxiliary infor­
mation. Thus the HT estimator is introduced here only as a reference estimator 
and to elaborate certain important concepts.
The parameter of interest is Tj d\  the frequency of class) in domain Utd>. The 
sampling design is fixed-size one-stage design p( ). The weights induced by the 
design are
u>, =
l t  s
EÜ, ) '
o, ¿ e l / , .
(3.26)
For , the HT estimator is defined as
i li%  =
¡e=n(d) i& J
(O
The corresponding estimate is
t Iht = ' Z w ,y„ = 2 X  y lnd)
(3.27)
(3.28)
If the sampling design is with replacement, (3.27) can also be interpreted as the 
Hansen-Hurwitz estimator. This is possible since the weights wt carry informa­
tion about the number of selections of each sample element.
If if® = U, the estimator (3.27) is a population total estimator:




The HT estimator is always additive. This can be seen from the following. Let
k











The HT estimator is unbiased since
e(±\% ) = S £K K -  = S t , =T]d)
ie U(d] ie u m
(3.31]
The variance of the HT estimator can be obtained by using a known property of 
variance: if are random variables and c\ are constants, then
\ieu
= S  S cov
ieu keu
(3.32]
In the population level HT estimator (3.29], the constant corresponding to c in 
(3.32] is y(j/EQJ and the random variable corresponding to oc is L. Therefore the 
exact variance of (3.29] is





E ( U E [ I kJ y ^ k j  ■
(3.33]
The variance (3.33] contains unknown values of ja and has to be estimated. An 
unbiased variance estimator is
ieu keu ^ - i - k  J
(3.34]
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The unbiasedness of (3.34) can be shown by taking expectations:
L J  ¡e(j k&j u y!-i-k J
‘ 2 2i&j keu E{i_ti_k) yi,yk’ E a tm i _ k )
E U .dk )
_  y  y
i ; ¿ ¡ a U M L r '  
=v(E*r)-
(3.35)
For the domain estimator (3.27), the variance and variance estimator are ob­
tained from (3.33) and (3.34) by replacing)^, by y \^  (Sarndal et al. 1992, 391).
Statistics Finland 27
4 Generalised regression (GREG) 
estimators
Domain class frequencies can always be expressed as totals. Therefore estimators 
appropriate for totals can be used to estimate domain class frequencies. When 
totals, or any other population parameters are estimated, auxiliary information 
can be used in two phases: in the sampling phase and in the estimation phase. 
We consider the use of auxiliary information in both phases. When using 
SRSWOR, auxiliary information is used only in estimation, but when using jtPS, 
auxiliary information is used both in sampling and in estimation.
The estimator family we consider is the family of generalised regression 
(GREG] estimators. The idea underpinning GREG estimators is that there is a sta­
tistical connection between auxiliary and study variables. Thus auxiliary informa­
tion carries information about the study variable and can be utilised in the estima­
tion phase to reduce the variance of an estimator (Sarndal et al. 1992, 220-221).
GREG estimators constitute a wide class of estimators that utilise auxiliary 
information by modelling. In the literature, the term GREG estimator some­
times refers to an estimator that by definition has a linear, fixed effects assisting 
model. In this study, such restrictions are not imposed on the model: the assist­
ing model may be any statistical model. Moreover, the starting point when using 
GREG estimators is that unit level auxiliary information is available and unit 
level predictions are made using explicit modelling. For some GREG estimators, 
however, it can be shown that the estimator can also be constructed using only 
aggregate auxiliary data.
Models have a key role in GREG estimation. Therefore, after defining the 
GREG estimator in Chapter 4.1, we discuss the idea of modelling in the 
model-assisted framework in Chapter 4.2. In this chapter, we also discuss models 
appropriate for class frequencies. In Chapter 4.3, standard variance estimation 
for GREG estimators is considered. In Chapter 4.4, the classic GREG estimator 
with a linear fixed effects model (GREG-lin) is discussed more thoroughly. As is 
well known, the GREG-lin estimator is also a calibration estimator (e.g. Sarndal 
et al. 1992). The classic GREG-lin estimator is also the reference for other 
GREG estimators, such as logistic-type GREG estimators (L-GREG estimators). 
L-GREG estimators, which are defined as GREG estimators whose model is ap­
propriate for binary or polytomous variables, are discussed in Chapter 4.5.
The reasons for discussing first the classic GREG-lin and only after that 
L-GREG estimators are as follows: Historically, GREG-lin precedes the more 
general family of GREG estimators, GREG-lin is widely used and its properties 
are reasonably well-known. The family of GREG estimators, on the contrary, in­
cludes a great number of more recent estimators (including L-GREG estimators) 
that have not yet been much used in practice, and knowledge about their 
properties is still limited.
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4.1 The family of GREG estimators
Let us take a look at our data matrix A after the sample is observed:
(A . 1 z . X c A t w„ Y. 15
—
5  5  5 5 5
A r. ? r  X r A r 0 Y r_
(4.1)
In GREG estimation, we construct a statistical assisting model that connects the 
study variables Ys and auxiliary information Xs. The parameters of the assisting 
model are estimated from the sample using the sampling weights and then the 
values of the study variable are predicted using the model. After constructing 
predictions y j; for the whole population and prediction errors for the sampled 
units, the data matrix can be written as







z r X r Ar 0 Y„ Yr .. _
(4.2)
It is essential that predictions can be made for non-sampled units. This can be 
seen as a kind of mass imputation where the mechanism that generates the 
nonresponse is known (the mechanism being the sampling design). But the pre­
dictions made for the sampled units are also important: they are the basis for the 
bias-correction term that ensures approximate unbiasedness of a GREG estima­
tor in a standard situation.
The matrix (4.2) includes all the information needed for the GREG estima­
tor, which is defined as
tj.cREc »in = y a - y ,  ■ (4 -3)
isu teu
In (4.3), .. is called the synthetic part and ¡-¡y ’-be bias-correction
part of the estimator.
For domain total Tj d\  the GREG estimator is
f i d )
L  j,GREG
iELf iElJ
= y f ] - y M (4.4)
Note that by dividing (4.4) by domain size one would get an estimator for propor­
tion (domain size is assumed to be known). The domain estimator (4.4) is almost 
identical with (4.3) -  all that is different is the fact that the study variable is 
changed to y \ f . Thus the domain estimator (4.4) also has a synthetic and 
bias-correction part. Depending on the model, the domain estimator is either di­
rect or indirect. By weighting the bias-correction term ^  by parameter
y tfi| G [0,1], one gets a wider class of estimators. If
Statistics Finland 29
(4.5)
y td) = 0, the estimator is pseudo-synthetic,
y id> = 1 , the estimator is model-assisted, and
0 < < 1, the estimator is a composite estimator.
We call the estimator with y 0 pseudo-synthetic, since sampling weights have 
been used in the estimation of the assisting model. A purely synthetic estimator 
would not use sampling weights at all, not even in the estimation of the model. If a 
composite estimator is used, then depends on the model's error structure and 
the sample size in domain (SarndaFei al. 1992, Lehtonen et al. 2003).
In the following, we consider only the case where y (<^  = 1, that is, we restrict 
the study to the model-assisted GREG estimator (4.4). Composite and pseudo­
synthetic estimators are not considered since if y^d) 5*1, the estimator is neither 
approximately unbiased nor additive.
The additivity property of (4.4) can be seen from the following: Let domains
k
, d = 1, 2,...,k < D be non-overlapping so that . Then
d= 1
j,( 0
— j.CREC = E z l f + E ^





\ieuE  +E  + E  î ip+EiGU
Y f w
+...+ E z !"°+ E ^ 4
The variance of the GREG estimator depends on the assisting model: the better 
the assisting model (in terms of small residuals), the smaller the variance (more 
on variance in Chapter 4.3). Thus, careful modelling has a key role in GREG es­
timation. In the next chapter, we discuss the role of statistical models in GREG 
estimation.
4.2 Modelling in the model-assisted framework
In model-assisted estimation, the modelling can be divided into the following 
two steps: i) the model specification step, which includes the choice of the func­
tional form, parameterisation and decisions regarding fixed and random effects, 
and ii) the estimation step, which includes decisions concerning the specific esti­
mation method and whether to use weights. In this section we consider some of 
these aspects and discuss how they relate to modelling in mainstream statistics.
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In the model-assisted framework, study variables are considered fixed. There­
fore the question sometimes posed in mainstream statistical modelling, namely 
whether the chosen model is the correct (or true) model that has generated the 
observations, is irrelevant: in the model-assisted framework, no correct models 
exist. This does not mean that all models are equally good, nor does it mean that 
there are no good models.
In mainstream statistical modelling, the correct model may exist, but it can­
not be reached -  all models are wrong (Box 1979, 202). An exception to this is 
of course a situation where the data are artificially generated. But in situations of 
practical interest, a "wrong” model can still be useful (Box 1979, 202). A useful 
or good model describes the variation in observed values reasonably well with a 
reasonably simple model.
In the model-assisted framework, the assumption that the study variable is 
non-random is loosened on pragmatic grounds: to justify the model-fitting pro­
cedure, the finite population scatter
Gt7}  (4-7)
is taken as if it had been generated by some model £ (Sarndal et al. 1992, 226). 
In this study, instead of using the term model to describe £, we use the term pop­
ulation generating process. This is done in order to keep clear the distinction be­
tween the assisting models and the hypothetical population generating process.
The study variables are considered as if they were realisations of random vari­
ables y  and, under the population generating process £, expectation of y  is
— ij — ij
£4^/)=/[Xi;f3] *iGU’ [4'8)
w here/is  some function defined by £. The expectation of y  depends on what 
we imagine the population generating process £ to be.
If the population scatter (4.7) could be observed, the parameters (3 could be 
estimated using information from the whole population. These census fit parame­
ters, which in practice cannot be calculated, are denoted by B. An estimate that 
can be calculated is based on the observed sample scatter
{ ( y v , x a i x i2r. . , x ai ) : i e s } .  (4.9)
The parameters estimated using information (4.9) are denoted by B ; B estimates 
the census fit parameter B which, if it could be calculated, would estimate (3. So 
there are three parameter levels: on the level of the population generating pro­
cess £, on the (fixed and finite) population level and on the sample level.
It should be emphasised that the main interest here is not in the model or in 
its parameters, nor in the interpretation of the relationship between variables. 
The model only assists when estimating the finite population parameters. There­
fore the model is called an assisting model. Moreover, the values yc are taken only 
as if they were realisations of the assumption that the observations are gener­
ated by £ is not necessary.
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Despite the philosophical differences between modelling in a model-assisted 
framework and mainstream statistical modelling, the characteristics of a useful or 
good model are quite the same. In a model-assisted framework, estimators are 
approximately unbiased in standard situations; hence the primary aim of model­
ling is to decrease the variance. This is often achieved when the model fits to the 
sample scatter well and is parsimonious in the sense that it is as simple as possi­
ble, still fitting to the sample scatter. (There is, of course, a trade-off between 
simplicity and goodness of fit.] Such a model often produces good predictions 
for non-sampled units and good predictions reduce variance.
When selecting the assisting model, one has to choose the functional form of 
the model, the effects, whether the effects are random or fixed and finally decide 
the estimation method. The functional form of the model is often determined by 
the nature of the response variable. For example, if the response is continuous, a 
linear model may be adequate, if the response is binary, a logistic model is often 
recommended and so on. Whether an effect should be treated as fixed or ran­
dom is discussed in McCulloch and Searle (2001, 16-19). Briefly, if it is reason­
able to think that the levels of effects come from a probability distribution, it is 
reasonable to treat them as random. Also, if the observations are clustered and 
the number of clusters is large, modelling cluster-specific effects as random 
terms is reasonable.
The selection of effects also depends on a number of things. In survey sam­
pling, the set of possible effects is often limited. For example, the auxiliary infor­
mation available at official statistical agencies may contain only a small number 
of useful variables. But the problem of effect selection still remains.
When selecting effects, one has to look for effects that have the greatest pre­
dictive power and guard against overfitting. But the effect, or power, of different 
effects depends on other effects in the model and also on the functional form of 
the model; thus it is rarely simple to choose the effects. The strategy of effect se­
lection always depends on the subject matter, and sometimes there is a tome of 
theory guiding it, sometimes not.
When theoretical knowledge on effects is scarce, one should search for statis­
tically powerful effects. In this process, automatic model selection methods like 
stepwise selection may be useful especially if the number of possible effects is 
large. In the stepwise model selection method, effects are included in the model 
and removed from the model according to certain criteria, often affiliated with 
an increase or decrease in the goodness of fit (GOF). GOF, in turn, may be mea­
sured in numerous ways. In general, observations can be partitioned as
observation = model prediction + model error, (4-10)
and GOF statistics measure the variation of error unexplained by the model. For 
different model types there are different GOF statistics. The most widely used is 
R2, which is appropriate especially for linear models. For logistic models, several 
other statistics have been proposed; Nagelkerke's maximum likelihood based 
GOF is recommended for general use (Collett 2002, 90).
But none of the GOF statistics take into account the number of effects in the 
model. Therefore, if only GOF statistics are used, the modeller will end up with
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a full model which explains nothing. When effect selection is done according to 
Bayesian or Akaike's information criteria (BIC and AIC), the result is different 
since they have an explicit cost function for a number of effects.
There is still one thing to be considered when using models in GREG estima­
tion: should one use direct or indirect estimation? That is, should the assisting 
model be fitted on the domain level, or on a more general level? In many cases, 
in particular when domains are small, it may reasonable to use indirect estima­
tion. In indirect estimation, it is in principle possible to produce estimates for 
any domain, even for domains whose sample size is zero (then the GREG esti­
mator reduces to the pseudo-synthetic estimator).
4.2.1 Generalised linear models
In this study we consider models from the class of Generalised Linear Models 
(GLM) as assisting models in GREG estimation. This excludes many models, 
such as generalised linear mixed models, generalised additive models and 
nonparametric models, but still the class of GLMs is wide enough to provide ap­
propriate models for most of the situations encountered in survey sampling.
GLM allows both linear and nonlinear model forms. The GLM consists of 
three parts as follows:
1) The random component: Random variables y are independent with mean 
and distribution
/y .(y ;0 ;,0 )=  e x p jy^' W, +c[y,<j>,wi)j ,  (4.11)
where 0 t and <p are unknown parameters, b and c are known functions and w, 
is a known weight.
2) The systematic part: Covariates xt and a fixed parameter vector 3 form a lin­
ear predictor t] t = x'(3 .
3) Invertible link function g that links the linear predictor and expectation of 
y t ■g[t*i) = Vi-
The distribution (4.11) is the exponential family of distributions. Special cases of 
this distribution are normal, gamma, geometric, Poisson and binomial distribu­
tions. The expectation and variance of a random variable y from the exponen­
tial family of distributions are
E = Pi = ddt
and
d2K e , )  <p 
dd? W{
(4.12)
The second component of GLM, linear predictor r)j = X;(3, determines the ef­
fects which affect the distribution. The third part, link function g (u ,) = rjit is 
the mechanism through which the linear predictor affects the distribution of y .. 
For example, the standard linear model is obtained by setting g{p J  = n t and the
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logistic model by setting = logit ( p j  = logfpj /  (1— p;)]. The link func­
tion is called a canonical link if
(4-13)
The model equation for a generalised linear model is
y { = g~ '(x!P) + C = Hi +£;, (4-14)
and the model specification is complete when the link function and distribution 
of £j are specified.
The parameters (3 need to be estimated, and the choice of the method is not 
trivial. Several methods exist; most important of them are least squares and like­
lihood-based methods. But a thorough treatment of the science of model estima­
tion is beyond the scope of this study. Therefore it will suffice to describe the 
specific estimation methods used in this study in Chapters 4.4 (for linear mod­
els) and 4.5 (for logistic-type models).
4.2.2 Logistic-type models
W hat is an appropriate model for class frequencies depends on many things, 
such as the nature of the classification. But when the response is binary or 
polytomous, it is fair to require that the link function g maps the unit interval 
(0,1) to the interval (—oo + oo) . The reason for this is that the expectation of the 
response is probability:
The restriction that g maps the unit interval to (— °°,+ °°) thus guarantees that the 
predictions can be interpreted as probabilities. In this study, models whose link 
fulfils this condition are called logistic-type models.
The number of logistic-type links is infinite. We derive here the canonical 
link and present three other links that are commonly used. Let y  ~ Bin[n, p), that 
is, y is binomially distributed with parameters n and p. Consider the distribution
of the proportion —y = y .  The distribution of the proportion is essentially the
n -  —
same as the distribution of y, since y is y  divided by a constant. Thus the distribu­
tion of y (the binomial distribution) canTie written as
f-y{y,P) = Piy = y)=  _ p * ( i - p r *  - -  \ny)






! p \ / n '
-— -  + n log (1 — p)+  log _
1 ~ P) w )
=d =c{y,<p,w)
nyd — n log [1 + exp (0 ) ] + c (y , 0 , w)
■ exp {[ÿd — b[6)]n + c (y ,0 ,u/)}.
The distribution (4.16) belongs to the family of exponential distributions. From 
the general form, this distribution is obtained by choosing
0 = 1, wt = n, b[6) = log[l + exp(0 )],
d=  log ' P X
J - P /
, and c[y,<t>,w)= log
'  n \
\ny)
(4.17)
Previously, it was stated that the canonical link is the link that satisfies 
8j = g{u : ). When binomial distribution is written as a member of the exponen­
tial family of distributions, 0 = log[p /  (1— p)]. Therefore the link
g{p)= log (4.18)
is the canonical link for binary and binomial random variables. The link (4.18) is 
called the logit link.
Other three commonly used links are probit, log-log and complementary 




v = g(P) = log , p e  (0 , l ) , 
V ~ P )
2 ) probit: r, = g(p) = a>-‘ (p ) ,p e  (0 , l ) ,
(4.19)
(4.20)
where <J> is the Normal cumulative distribution function,
3) log-log: rj = g{p) = -bg[- log[p)] , p G (0,1), and (4-21)
4) cil: ri = g[p) = log[- log[\-p)], pŒ {0 ,1). (4.22)
Figure 4.1 shows how the inverse of these links transforms the linear predictor rj 
to a probability.
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g \v) g \v)
n v
Figure 4.1 Graphs of p  =  g ~ ' { r i ) , r j  G [ -4 ,4 ]  where g is logit, probit, loglog and dl.
The choice of a link is rarely straightforward. When a link is chosen among 
the four common links (logit, probit, log-log, ell], the choice depends mainly on 
how the probability p is assumed to depend on covariates. Logit and probit links 
are symmetric about p -  0.5 and their predictions are often indistinguishable, 
bu t from the computational viewpoint, the logistic transformation is more con­
venient. Log-log and complementary log-log links, in turn, are not symmetric 
about p -  0.5, therefore their use should be limited to situations where it is ap­
propriate to deal with success probabilities in an asymmetric manner (Collett 
2002, 57). However, according to Aldrich and Nelson (1985) and Armitage et al. 
(2 0 0 2 ), in most of the practical situations, all commonly used logistic-type links 
yield very similar predictions.
In the context of finite population inference, there have not been many studies 
comparing different logistic-type link functions. Firth and Bennett (1998) mention 
that the logit link has a special advantage over other links because the maximum 
likelihood fit of a logistic regression can be used to yield a design consistent estima­
tor for total. Laaksonen (2006), on the other hand, has found that asymmetric 
links might be better than logit or probit when weighting for missingness. In 
Chapter 5 we conduct a Monte Carlo experiment in order to study the properties 
of GREG estimators with different logistic-type link functions.
4.3 Variance estimation for GREG
In this chapter, standard variance estimation for the model-assisted population 
GREG (4.3) and the domain GREG (4.4) are considered. In Chapter 4.3.1, the 
standard variance approximation and an estimator for the approximation are pre­
sented in the case of a general one-stage fixed-size design. In Chapters 4.3.2 and 
4.3.3, these approximations and estimators are showed in the case of a SRSWOR 
design and in Chapter 4.3.4, we consider them in the case of a jtPS design.
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4.3.1 Standard variance approximation and estimator for GREG
The GREG estimator with an assisting generalised linear model (which is based 
on the hypothetical population generating process §), is
i  j,GREG  —» — V ' (4 .2 3 ]
i& J i&J
The model has the following features:
For every i G U
1) Values yi;- are realisations of random variables y
3] = x'(3 ,
4] j = a 2, and
5] Covs{yjjry k^  = 0 , i *  k.
If values y{j were available for the whole population, a census fit estimate B 
for parameters (3 could be obtained. Census fit residuals are defined in terms of 
census fit predictions and population values as
Ea = Vij ~  5V  where (4 -24)
y 9 = r 'W B ) .  (4.25)
A sample is observed and a sample fit estimate B is obtained using an estimator 
that incorporates sampling weights. This estimator is denoted by B and predic­
tions by y  :
= B). (4.26)
Next, the estimator (4.23) is linearised in order to obtain approximate variance. 
Steps (5.27)—(5.31) in the linearisation are based on Knottnerus (2003) and 
Estevao and Sarndal (2006). It should be noted that in the case of a generalised 
linear model, the derivation of the approximation is not based on the Taylor se­
ries expansion but on an ad hoc linearisation which we call automated lin­
earisation (Estevao and Sarndal (2006) use the term automated linearisation to 
derive approximate variances for a wide class of calibration estimators). How­
ever, if the assisting model is a linear fixed effects model, the approximation cor­
responds exactly to the approximation resulting from the first-order Taylor series 
linearisation. The reason for the use of automated linearisation instead of utilis­
ing the well-known Taylor series linearisation is that the automated linearisation 
provides a general variance approximation for all GREG estimators, irrespective
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of the functional form of the assisting model and irrespective of whether one 
uses fixed or random effects models. If the Taylor series linearisation was used, 
every functional form (linear, logistic, probit, ...) would require its own deriva­
tion. Thus automated linearisation simplifies things markedly. How well does 
the automated linearisation work in practice? This is studied in Chapters 5-7.
To obtain the automated linearisation, first write the GREG estimator as
Ti- i.CREC
(4.27)
By adding and subtracting ^  y tj
i eu
KD = 'Zva +21^ “ ÿ«r 'Zmyt, ~ 2  -  y a)
ieu ieu ' ' ieu ieu N 7
= - + 2(v- y i U - ^ b  - y Àje u ieU je u  v 7 ieu v 7_
=f(i)
By combining (4.27) and (4.28) and rearranging, we get a linear, HT-type esti­
mator plus constant and i(I):
t  ¡.GREG = Y , ^ i y i j +  2 ? «  -  + t &
¿eu Lieu ieu
= ~ y>, ) + X  y  a +
¿eu ¿eu
= ^ m iEij + ^ y ij + t ( I J .
(4.29)
ieu ieu
In the last row of (4.29), the first term S'.,. maC,, is a linear HT-type estimator 
whose variance can be estimated. The second term S iy  y,, is constant with re­
spect to sampling. In the case of a linear fixed effects model, the third term r(I) 
contributes only little to variance (for example, Estevao and Sàrndal 2003).
In the case of other GLM, we do not know what the contribution of t(I) to 
variance is. However, t(I) consists of only residuals e_{j = y — y tj so the magni­
tude of this term is likely to be small. Second, r(I) can be written as
f(D = (4-30)
ieu v 7 ieu
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where the last term on the right-hand side estimates zero unbiasedly (since 
'y'^Wjÿg is an HT estimator for the fixed quantity y tj) and the first term on
the right-hand side estimates zero unbiasedly if weights wt and predictions y  
are independent. Third, as both the population and sample size grow, sample fit 
predictions 3) tend to census fit predictions y tj and residuals e i} tend to zero. 
These three facts justify the assumption that the contribution of t(I) to variance 
is negligible. Under this assumption we can approximate the variance as
v(ti,CREG)




We call the approximation (4.31) the Standard variance approximation for 
GREG estimators. The only term that contributes to the Standard variance ap­
proximation is 'y'„ ¡Hi Eg, an HT-type linear estimator of census fit residuals, and
it is easy to see that the better the fit of the model, the smaller the (approximate) 
variance.
This Standard variance approximation (4.31) resembles the famous Sen- 
Yates-Grundy variance formula
H s y g  ( x  j.C R E C  )  ~  7 2  2  ^  V
L  ¡EU k&J
Va
» 2 2
ieu keu E[li )E[Ik )
________
ECU W k l
y ^ k i
\2
(4.32)
where the last equality holds since the design is fixed-size. The only difference 
between (4.31) and (4.32) is that in the former, the approximation consists of 
census fit residuals, not of the values of the study variable. This way of taking the 
model into account in variance estimation is commonly used; see, for example, 
Thompson (1992), Lehtonen and Veijanen (1998a, 1998b), Lohr (1999), Axel- 
son (2000), Valliant (2002), and Lehtonen and Pahkinen (2004).
If residuals ZT could be observed, an unbiased estimator for the Standard vari­
ance approximation would be
VA( t iC*Ec) = • (4.33)
¡eu k&j^- iLk J
However, the calculation of residuals if requires knowledge about census fit pa­
rameters B; thus, these residuals are unobservable. Replacing census fit residuals 
by sample fit residuals e ij = y :j — y  we obtain the Standard variance estimator
H s ( i ;,G R £ G ) = 2 2
¡e u  keu m . L k )
(4.34)
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For model-assisted GREG for domains, the same arguments that were used 
above can be used to derive the approximate variance and its estimator:
A................................................ „■y«
A
i e u  k e l f E ( i i l k )
E ^ E i f ,  E ^ = y ^ - y ^ ,  (4.35)
^ s ( t . j , C R E c ' }  ~  ^  2  v n  i  l E k i k j(d)g t  J a («0 é f  = y\,d) ~ ■ C4-36)
Since we treat as any other study variable, the double sum in (4.35) and 
(4.36) is over the whole population, not over the domain (recall that if i £ U ' 'di 
then d\d^  = 0 and both y (d^  = y..d\d^  = 0 and =. = 0). From this it
also follows that one does not have to account for the possible random sample size 
in the domain, as long as the overall sample size is fixed.
In the variance approximations (4.31) and (4.35), the assumption that i(I) is 
negligible with respect to the variance was made. The Standard estimator for the 
approximation is (4.36). For a linear fixed effects assisting model, the Standard 
variance estimator is sometimes adjusted for the loss of degrees of freedom that 
comes within the estimation of the assisting model. In the context of calibration, 
where ^-weights are explicitly calculated, it is also often suggested to multiply the 
residuals by g-weights (Sarndal etal. 1989, 1992, Hidiroglou and Sarndal 1998).
These adjustments, correction for the loss of degrees of freedom and g-weight­
ing of residuals, are discussed more in Chapter 4.4.2. What kind of adjustment is 
needed (if any) for logistic-type models is not known. In Monte Carlo experiments 
in Chapter 5, the approximations and estimators presented above are examined 
for a logistic-type assisting model.
4.3.2 Variance of population GREG under the SRSWOR design
Next we consider the Standard approximate variance and variance estimator for 
the population GREG estimator in the case of the SRSWOR design. The ap­
proximate variance (4.31) can be written as
^ ( i ;,GREG) = - ^ E S A«
■ ¡eu keu
EUi \2
E i U  £ (!* )/
where (4.37)
Ea = y v ~ y,j = yn ~ g 1 (X!B) - (4-383
and the parameter vector B is obtained from the census fit. Under SRSWOR,
£ ( / ,)  = / ,  Ea,L„) = i i d  and a =N — 1 1
/(!-/), i = )
1 N - V  1
(4.39)
Using these properties of SRSWOR, the expression (4.37) simplifies so that no 




i t l.i— r 7 4 » A
/ p  p  \ 2
¡eu keu f  f  .
= 2 / ( N - l ] 2 2 ( £ y - £ t;)
[4.40]
¡eu k& J
In [4.40], the distinction in Af. when i = j and i ^  ; can be ignored, since if x = j, 
£.. -  Eki ~ 0. By adding and subtracting E . = — ^  £ i;) the double sum in [4.40]
can be written as
iGU kGU iGU kGU
= ^ 2 0 . , - e, ) ! - 2 2 2 0 , - 2 , ) 0 , - s,)
iGU kGU
= 2 N ' £ ( E ii- E i) 2-2
iGU
= 2 N 2 ( E , , - E 1) 2.
( £ ,  - £ , ) X ( £ l7 - £ , ) + . . . +  ( e N i  -  £ , ) 2 f e  " * , )
=0
(4.41]
Inserting [4.41] into [4.40], the approximate variance takes the form
„ 2
N 2 ( l - / ] , 11 ^ - ^ Y
[ N - l ]
(4-42]
N 2 ( l - / ]
The Standard variance estimator and a Standard variance estimate for (4.42] are 
obtained by replacing the census fit variance Sj  by its estimator S 2 :
V, ( f  )  =\ —i,C R E C /
^s(f;,GRfG) _
N 2(l - / ]










n  1 i € i
[4.44]
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4.3.3 Variance of domain GREG under the SRSWOR design
Let us next consider the variance of the model-assisted domain GREG estimator. 
When domains are planned, every domain can be treated as a distinct sub-popu­
lation. Then the Standard variance approximation for the sub-populations is
v (t m \  (w»1) ’ ( l - / M)
V A \ L j , C R E C /  ' J '  ^,c<o m ’ where (4.45)
S 2 =^  (A 1ct<0
1
N (d) - 1 leu™ ™ i&jW
id)
V
The Standard variance estimator for (4.45) is
V, ( f ^ d)\ l - j ,G R E G  )
( N [d)Y ( l -  f ^ )
A d ) where
(4.46)
N id)ÖTT S  iiUv ~ ¿ -ff  and £ ° = J ï ï  S i .
If domains are unplanned, the extra variation that comes with random domain 
sample size must be taken into account -  either by using a different variance esti­
mator or by treating the domain total as the population total of variable . We 
use the latter approach. Making use of properties (4.39), the Standard variance 
approximation (4.35) of domain GREG reduces to
( f WS \ i -  j,GREG ) -
N 2{ 1 - / )
;e-l T
E d = y \ d)- y \ d). (4.47)
The Standard variance estimator and an estimate for approximation (4.47) are
N 2 ( l - / )  1
V, ( f d) ï =\ i -  j.GREG ) n n r r S ^ . G ' / 1 -  ’ where (4-48)
e [d)  =  i d)
-y y  y
' ieu
Vr ( n s ^ h  - ‘ Ï ' Y -  h - « )
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Note that Standard approximate variance [4.42} and the variance estimator 
(4.43) for the population GREG are obtained as special cases of (4.47} and 
(4.48} by setting y[d) = y jy.
4.3.4 Variance of population and domain GREG under 
the j iPS design
In this chapter, we consider the Standard variance approximation and the Stan­
dard variance estimator in the case of the fixed size without replacement proba­
bility proportional to size (rrPS) design.
We consider variance estimation for the domain GREG and population 
GREG simultaneously, since the population GREG can be seen as a special case 
of the domain GREG (setting U = U). The case of planned domains is com­
pletely analogous to (4.45} and (4.46} and need not be reproduced here. Thus 
we focus on the case of unplanned domains.
For fixed size without replacement designs, the Standard approximation for 
the domain GREG is
VA ( t  jjCREC )  — 2  2
71 * n iu k n{d) (d)
ie(J keu 71 iTl i
L / 7 ldJ /7<- Cij (4.50}
and the corresponding Standard variance estimator as
V< (t»< ,)-22 n. 71 : 71 U-w
t e l /  keu
(«0 (4.51}
Unfortunately, expressions (4.50}, (4.51} do not simplify as they do under the 
SRSWOR design. Thus the double sum has to be calculated in order to estimate 
the variance. In the Monte Carlo experiments that follow, we do not use directly 
the approximation (4.50} but an unbiased estimator for the approximation. This 
is done because calculating the second-order inclusion probabilities for the 
whole population would be computationally very demanding, and when we use 
the unbiased estimator, it is enough to calculate the for the sample set only. 
Thus in the Monte Carlo studies, (4.50} is replaced by a pseudo-approximation
^ ( t , GR£c ) =  ^  ¿ ^ ( t . G K E c ) ,  (4.52}
A  k=l
where is the kth estimate
2  m A *  (4-533
i&J k<=U 71 ik
of K Monte Carlo replicates. The estimator (4.53} is unbiased for the true ap­
proximation (4.50), and given that K is large, the pseudo-approximation (4.52) 
is close to the true population value (4.50).
Statistics Finland 43
4.4 GREG with linear fixed effects assisting 
model (GREG-1 in)
This chapter presents the GREG-lin estimator whose assisting model is a linear, 
fixed effects model. The estimator is constructed as follows. A hypothetical lin­
ear fixed effects population generating process £ is imposed on the population. 
The process has the following features:
For every i E U
1 ) values yy are independent realisations of the random variable y  ,
2 ) j = xJ0  , where 3  is a fixed parameter vector,
3 ) 3nd
4] Cov^y. . ,  y%.)=  0, i *  k.
The expectation of the study variable is linear in parameters, as can be seen from 
feature 2). Covariates may be arbitrary functions of the original auxiliary variables, 
and often there is a constant as one covariate. If the constant is omitted, the result­
ing estimator is called a ratio estimator. In this study the constant is always in­
cluded in the model. Thus x ; = (l,x, ,x 2 , . . . ,x M) and 3 = 2 m )-
If values of y j , x 1 ,%2,...,% M were known for the whole population, a census 
estimate of 3 could be calculated using generalised least squares [GLS) as
B =
i XX- \ _1
\ieu o 2
1 x iVi i (4.54)
In practice, the model must be estimated from the sample. An unbiased sample 
estimator for the census fit parameter B is the generalised weighted least squares 
(GWLS) estimator with weights w j o 2:
B = , m — r
\ieu
X-iViiW: (4.55)
In order to calculate (4.55), one often assumes that the variance parameters a] 
are proportional to known constants so they cancel out, or that o] — o 2 (that is, 
the study variable is homoscedastic). Under the latter assumption (4.55) simpli­





In this study the assumption o f  = a 2 is used, so (4.56} is the model parame­
ter estimator for GREG-lin. However, for class frequencies the assumption 
o f  = a 2 is false, since the response variable is binary and thus the variance de­
pends on mean. This is an unfortunate drawback which follows from the fact 
that in GREG-lin one fits a linear model to binary data.
When calculating (4.56), problems would arise if the model was not of full 
rank, so that a unique inverse of y  did not exist. In this study all fitted
models are such that the unique inverse does exist, so generalised inverses need 
not be considered.
After estimating the parameters, the micro level auxiliary information is used 
to construct predictions y fj = x'B for every i G U. GREG-lin for the population
total T. is now defined as;
t j ,G R E G - U n =  ' E y ,  +  2 ^ 0 '  U  =  y V ~  I f  (4 ‘5 7 )
i&U ¿£1/
When domains are considered, one may want to construct the assisting model on 
the domain level and estimate the model parameters from Alternatively, the 
model can be constructed on the population level and appropriate dummy vari­
ables can be used to allow domain specific effects. In both cases, the GREG-lin 
estimator for domains is
i -  j,G REG -lin I f f + f ®  = y™ -  y<-®-<i y ij (4.58)
If the domains are planned, each domain is often treated as a population of its 
own. This means that the model is specified on the domain level and its parame­
ters are estimated using observations from the given domain only; therefore the 
resulting estimator is called direct.
If the domains are unplanned, indirect estimation is a possible choice. But if 
direct estimation is chosen, it has to be assumed that domain sample sizes are 
large enough to justify the model fitting in each domain separately.
If indirect estimation is used, one uses observations from outside the domains 
under study. Specifically, let if® be the domain whose total is estimated and i f®  
the set of units that is used in model fitting [if® C  i f® C  U). The model is im­
posed on i f®  and model parameters Bw  estimated from the sample set v ' "1 (often 
U 1 m> = U). Predictions and residuals are constructed using parameters B1"’”1:
Btm), and = y\® — y^® , (4.59)
and the indirect model-assisted GREG-lin for domains is (4.58) with predictions 
and residuals (4.59).
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4.4.1 Some properties of GREG-lin
The GREG-lin estimator (4.57) can be written as a sum of the HT estimator and 
a correction term:
X j,G RE G -lin  ~  X i,H T  +  ("F* X x .Ht )  Ê» (4.60)
where B is (4.56) (Sarndal et al. 1992, 225). It can also be written as a calibra­
tion estimator:
tj,GREG-Un= where (4.61)
i i  =  1 +  ( T * - l x , h t ) X,. (4.62)
The equivalence of (4.60) and (4.61) can be seen by working out the g-weights:
/ N-1




= ' Z m iyii + ( T x - ± XiHT)  S ^ f x ix i S ^ x
\ieu
=  X j,HT  +  ( T x  “  X x . H T  )  5  •
The weights wtg. = w f 1 are calibration weights since for any sample they mini­
mise the distance ^  ( w t — w \ )  w~[ to sampling weights while fulfilling the
condition ^  w tgtx', = T (, that is, they reproduce the auxiliary totals (e.g. Rao 
2003, 25).
The bias-correction term in GREG-lin (4.57), ^  w, g„ is zero in many cases. 
A sufficient condition for ^  w j en = 0 is (Sarndal et al. 1992, 231)
1) the estimator of B is (4.56), and
2) for all samples, there exists a constant column vector X (of dimension M not 
depending on i) such that for all i e U, a f  = X 'x ,.
For example, constant variances and variances proportional to some x-variable 
satisfy the condition 2). For the domain estimator, the model correction term 
vanishes if the weights are constants, the model has a constant term and the esti­
mator is direct with parameter estimator (4.56).
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The formulas [4.57], (4.60] and (4.61] show that GREG-lin can be written 
in three useful forms: as an estimator that uses statistical models, as a calibration 
estimator that does not need explicit models and as an HT estimator plus correc­
tion term. When GREG-lin is written as an HT estimator plus correction term, 
the correction term can be interpreted as follows: If the observed sample is 
skewed, this skewness is exposed in the error of HT estimates for the auxiliary 
totals. Hence, a correction can be made, and correction coefficients are regres­
sion coefficients (4.56]. The more correlation there is between the study variable 
and auxiliary variables, the more negatively correlated are the error of the HT es­
timator for 7 and the correction term, and the smaller is the variance of 
GREG-lin. In the extreme case, where the response variable is linearly depen­
dent on covariates, the variance of the regression estimator is zero.
The g-weighted form of the GREG-lin estimator is often most useful in prac­
tice. For the users of the data, it may be of great importance that they can handle 
a data set of size n (instead of AT), and using the calibrated weights, produce re­
sults that are consistent with some benchmark totals.
However, the construction that explicitly utilises predictions and prediction 
errors is the most important one in this study. In GREG-lin, predictions are 
made via linear, fixed effects modelling. This is quite restricting since only partic­
ular types of responses can be considered as realisations of a linear model. Binary 
or polytomous variables, for example, certainly should not be considered as such. 
In Chapter 4.5, we consider in more detail L-GREG estimators, whose models 
are appropriate for class frequencies.
4.4.2 Variance of GREG-lin
The variance of GREG-lin is in typical cases smaller than that of the HT estima­
tor (Knottnerus, 2003, 303-304, provides some counterexamples], and with a 
well-fitting model, the reduction in variance can be substantial. For non-linear 
estimators like GREG-lin, exact closed form variance formulas are difficult to 
obtain. Therefore the estimator is linearised in order to obtain the variance ap­
proximation and an estimator for the approximation.
The Taylor linearisation based first-order approximate variance for the esti­
mator (4.60] is (Sarndal et al. 1992, 235]
V ( f ^ d^ ^ =v A \ i -  j,G REG -lin ) YY- A* EyEkji x'B (4.64]
An estimator for (4.64] is obtained by replacing census fit residuals by weighted 
sample fit residuals:
v ( t hG R E G - l in )  = 2  X £f/ / U  = y.; -  ■ (4.65]
i& j  k e u i j k L i l k J
Note that the approximation (4.64] and estimator (4.65] are the same as those 
derived in Chapter 4.3.
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The estimator (4.65) performs well if the sample size is reasonably large, but 
may have downward bias in small samples. A refined estimator for (4.64), sug­
gested by Särndal et ai  (1989), is obtained by replacing census fit residuals Etj by 
g-weighted sample fit residuals u c g e ... But this estimator may also be downward 
biased in small samples (Lundström and Särndal 2002, 50). At least part of the 
downward bias comes from the fact that the estimators ignore the uncertainty that 
comes from the estimation of B. This means that the random variable B contrib­
utes only litde to the variance; these types of random variables are sometimes 
called relatively fixed numbers (Knottnerus 2003, 124). According to Lundström 
(1997, 43) and Lundström and Särndal (2002, 50), the bias can be reduced by 
multiplying sample fit residuals by a term that adjusts for the number of degrees of 
freedom lost in the estimation of B. The simplest adjustment term is
n — 1
n — (M + l ) '
(4.66)
where M + 1 is the number of model parameters. But the adjustment is negligi­
ble, unless the number of covariates is very large with respect to the sample size.
An approximate variance and variance estimator for the direct planned-do­
main GREG-lin estimator are obtained from (4.64) and (4.65) by replacing U 
with i f '11. In the indirect case where the model is fitted in l f m) [if*1 C C U) 
the approximate variance for the model-assisted domain GREG-lin estimator is
v  ( t (d) ) = y yv  A  G R E G -lin  )  / .  / .
A*
ieu keu E i L t M L )
where (4.67)
E[^ = -  y ^ ,  = d l^ x 'B ^ ,  and (4.68)
B(m)
\ i6 U
Note that the census fit predictions in (4.68) are zero outside l f i] and no terms 
of form E\^ = —y\f* enter in the variance approximation. In the literature there 
are also regression estimators closely related to (4.60) that do have nonzero 
terms of form E \ f  = —y \ ^  in the variance approximation (e.g. Hidiroglou and 
Patak 2001; Lundström and Särndal 2002; Lehtonen and Pahkinen 2004).
An estimator for (4.67) is
K E 2 « c- , , . ) - X E £(/ ,  , M / ’)
ien keu n li-iLk J




V e t ; i e u t m)
(4.71)
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Note that the estimator (4.69) includes as special cases the situations where 
the model is fitted on the domain level (direct estimation; = l f  d>) and where 
the model is fitted on the population level (indirect estimation; U m> = U).
4.5 GREG with loqistic-type fixed effects assistinq 
model (L-GREG)
The model-assisted GREG estimator for domain class frequencies was defined as
— j.CREG - 2 *itU
id)
ij + ' Z w ië d),ieu
elß  = -  y id)-V y '> y ii (4.72)
where the model utilised to construct could be any statistical model. In Chap­
ter 4.2, we defined logistic-type models as models whose predictions can be in­
terpreted as probabilities. Logistic-type models and the general formulation of 
the GREG estimator give rise to L-GREG estimators: these are estimators of 
form (4.72) which have a logistic-type assisting model.
The three logistic-type models we study are the most common models for bi­
nary data. These models are the logistic, probit and complementary log-log- 
model, described in Chapter 4.2.2. A GREG estimator with the logistic model as 
an assisting model (link (4.19)) will be called GREG-log. Corresponding models 
with probit and complementary log-log links (links (4.20) and (4.22)) will also 
be used. The GREG estimators with these models are called GREG-prob and 
GREG-cll, respectively.
Although it is clear that a logistic-type model is more appropriate than a lin­
ear one when class frequencies are estimated, L-GREG is rarely used in survey 
sampling practice. Lehtonen and Veijanen (1998a, 1998b) have compared 
GREG-lin and GREG-log, and their simulations indicate that especially if the 
domain sample sizes are small, GREG-log is more accurate than GREG-lin. 
Lehtonen et at. (2003, 2005) have also further developed the idea of modelling 
in the context of design-based estimation of class frequencies for domains by us­
ing GREG estimators with random effects logistic models. The random effects 
feature of these models, however, might be unnecessary, since the population 
consists of fixed points and we have observations for every domain. Thus, in this 
study, we consider only fixed effects models.
4.5.1 Estimation of model parameters
To estimate the parameters of a logistic-type model, we use the pseudo-maximum 
likelihood method (PML, Skinner 1989) with the Newton-Raphson algorithm. 
The method, which is essentially ^-weighted sample maximum likelihood, is as 
follows. Let y  be the binary response variable and let p i = P[y = 1). The vari­
ables y . , y k are uncorrelated for i ^  k. Let (3 be the vector of regression parame­
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ters of the generalised linear model (the population generating process) £. The link 
of £ is either logit, probit or complementary log-log, with x ' 0  and p linked as
log [ /> /( ! -  P)] for the logistic model,
x '3  = (D-'(p) for the probit model, and (4-73)
log [ log (1 p)] for the complementary log-log (ell) model.
If we observed the whole population U, we would maximise the log-likelihood
*[/(0 ;y)=  ' Z v i  logpi + (1 -  y j l o g f l -  p j  (4.74)
ieu
to obtain the census fit estimate B. In practice, only a sample is observed and one 
has to choose between weighted and non-weighted likelihoods. We use the 
Mr-weighted sample log-likelihood, which is essentially an HT estimator for 
(4.74). The ^-weighted sample log-likelihood is
^ ( 0 ;y ) =  X wi b 'i 1°S*,i + ( l - y i) l°g (1 - p i )]. (4.75)
i&J
To obtain the maximum likelihood (ML) estimate, we calculate the partial de­
rivatives of (4.75) with respect to (3. The first and second partial derivatives, 
which depend on the link (4.73), are denoted by 9/s (3 ;y )/3 (3  and 
d2ls ( 3 ;y ) /  1)32 , respectively. The gradientg B and the Hessian matrix H (j2 are
gp =
d m  Vi) 
33




and given a start-up value B(0), the PML estimate B is obtained iteratively as
+ + (4.77)
The Newton-Raphson algorithm (4.77) converges to the ML estimate if the esti­
mate exists as unique and finite. However, if the data set is completely or 
quasi-completely separable, unique and finite estimates do not exist.
The data is completely separable if there exists a parameter vector 3 so that
v  e  4  > 0  and y ‘ = ° '
S \  X; 3  < 0  and y t = 1 .
The data is quasi-completely separable if there exists a 3 so that
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w. _ |x'(3 > 0  and y { = 0 ,
’ [ x | 3  < 0  and y t = 1
and the equality holds for at least one subject.
Complete (or quasi-complete) separation means that the model correctly (or 
quasi-correctly) allocates all observations to their response groups. If neither 
complete nor quasi-complete separation holds, the data set is said to overlap, and 
the Newton-Raphson algorithm converges to the maximum likelihood estimate.
Complete separation and quasi-complete separation are problems typically 
encountered with small data sets. Moreover, quasi-complete separation is not 
likely to occur with truly continuous auxiliary variables. In this study, there were 
truly continuous auxiliary variables in every model except the model in set 5 (see 
Chapters 5 and 7). Thus, the problem of complete separation is more relevant 
than quasi-complete separation.
In the simulations of Chapters 5 and 7, the smallest SRSWOR sample sizes 
are n= 1,000. This cannot be considered small, thus complete separation is not 
likely to be a problem. In the Monte Carlo experiments with ttPS sampling, the 
smallest samples are n=40. For sample sizes this small, complete separation may 
be a problem. We will discuss this more in conjunction with the simulations.
There are some cases where complete separation is obvious: if all observa­
tions in the sample have either y { — 0  or y i = 1, the data set is completely separa­
ble. Moreover, if y t = 0 or y t = 1 for every i G U <d), the data set in the domain 
U 1 d) is completely separable. Each Monte Carlo sample that was obviously com­
pletely separable (y t = 0  or y, = 1 for every i in the sample or in some domain) 
was discarded. For the SRSWOR design, there were no such cases. For the jrPS 
design and n=80, obvious complete separation did not occur, but for n=40, 2% 
of the samples had to be discarded because of obvious complete separation.
Obvious complete separation was also sometimes present when the parame­
ters for the Augmented variance estimator (see Chapter 6 ) were estimated from 
pseudo-samples. For the SRSWOR design and the ttPS design with n=80, no ob­
vious complete separation occurred in the pseudo-samples. But for the jtPS de­
sign and n=40, 4% of the pseudo-samples were discarded because of obvious 
complete separation.




L  j,G R E G -lo g 2  —i-i/5' where
-4° y (d) i]
#w and ^
l-l-exp(x'B)
has certain interesting properties, shown in Lehtonen and Veijanen(1998b). First, 
the bias-correction term is zero in many cases. It can be shown that / . » j  e,d  ^ = 0 if
i&J
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1 ) B is the PML estimator, and
2) there exists a constant column vector X such that for all i G U, \  'xi = d[d'1.
The latter condition is met if, for example, the covariate vector xf includes 
the domain indicator variable. Second, if the model parameters are estimated us­
ing the PML estimator and x; includes indicator variables from a saturated (full- 
interaction) stratification and nothing else, GREG-log is identical with 
GREG-lin. However, GREG-prob and GREG-cll do not have similar properties. 
Finally, GREG-log can be written as a calibration estimator if all the covariates 
are categorical and the model is estimated using the PML estimator.
4.5.3 Comparison of the accuracy of GREG-lin and GREG-log
Here we make an attempt to identify the conditions under which GREG-log is 
more accurate than GREG-lin. To measure the relative accuracy of GREG-log 
with respect to GREG-lin, we use the functional form effect FE
V \ X i ,G R E G - l i n .
i  v ( t jiCREC)
(4.80)
In the denominator of (4.80), we have the true variance of the GREG estimator with 
some statistical model and auxiliary information, and in the numerator, the variance 
of GREG-lin that uses the same auxiliary information via a linear, fixed effects model.
We consider only the GREG-log estimator and the SRSWOR design. More­
over, approximate variances are used instead of the true ones and both 
GREG-lin and GREG-log are assumed to be direct estimators. Then the approx­
imate functional form effect for GREG-log is
j,G R E G -  log ) - (4.81)
where the subscripts and E.lin refer to census fit prediction errors obtained 
from the corresponding logistic and linear models. The approximation in (4.81) 
is obtained by noting that the mean of prediction errors is approximately zero for 
both models. The approximation is in line with the intuition that if the predic­
tion errors of the logistic model are smaller than those of the linear model, accu­
racy is gained by changing the model from linear to logistic. But when are the 
prediction errors of a logistic model smaller than those of a linear model? Let us 
first check when they are approximately the same. Figure 4.2 illustrates the pre­
diction curves of a logistic and linear model.
Figure 4.2 shows that the linear line approximates the logistic curve well if 
p E  (025,0.75). But if the predictions are near the borders of the unit interval, 
differences arise. The predictions of a linear model are not restricted, therefore
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g \11)
Figure 4.2. Graphs of g  } [ r j ) , r ]  (E [—4,4] where g  is logit and identity.
the prediction errors are also unrestricted. But for a logistic model, predictions 
are always within the unit interval and the prediction errors within the interval 
[-1,1). Thus, if the predictions of a logistic model are near the borders of the 
unit interval, the prediction errors of a linear model are likely to be greater than 
those of the logistic model.
There are at least two situations where predictions of the logistic model are 
near the borders of the unit interval. The first is one where the auxiliary informa­
tion identifies units that very likely either belong or do not belong to the class 
whose frequency is estimated. For example, in the Finnish Labour Force Survey 
[LFS), the Ministry of Labour's register of unemployed jobseekers is used as auxil­
iary information. One of the study variables of the LFS is unemployment, as de­
fined by the International Labour Organisation (ILO). The jobseeker register iden­
tifies with great accuracy those who are unemployed according to the ILO criteria.
We say that auxiliary information is strong if it identifies units that very likely 
either belong or do not belong to the class of interest. If the assisting model uses 
strong auxiliary information, the model is strong. Respectively, if the predictions 
are closer to the middle of the unit interval, both the auxiliary information and 
the model are weak. Note, that correctness of a model and strength of a model 
are different concepts: A correct model is defined as a model that has the same 
effects and the same functional form as the population generating process. Then 
the correct model may be weak, strong, or anything in between. Moreover, a 
strong model may be correct or incorrect [for example, by adding unnecessary 
effects to a strong and correct model one often gets an incorrect, strong model). 
Similarly a weak model may be correct or incorrect.
The result of the reasoning of this chapter is that if the model is strong, 
GREG-log is expected to be more accurate than GREG-lin. If auxiliary informa­
tion is weak, GREG-log and GREG-lin are expected to be equally accurate. Situ­
ations where GREG-lin would be significantly more accurate than GREG-log, 
then, seem to be rare at least in the case of the SRSWOR design. In next chapter, 
we conduct Monte Carlo simulation experiments in order to study empirically 
the relative accuracy of L-GREG with respect to GREG-lin.
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5 Monte Carlo study I: Comparison of 
GREG-lin and L-GREG
In this chapter, we study the properties of L-GREG estimators by the Monte 
Carlo simulation. The aim is to study
1) whether there are any accuracy differences between L-GREG estimators,
2) whether and when L-GREG is more accurate than GREG-lin, and
3) the goodness of the Standard variance estimator for L-GREG.
To answer these questions, we conduct Monte Carlo simulation experiments 
that cover both SRSWOR and n:PS designs, several domain sample size catego­
ries (minor, medium sized, major), several functional model forms (linear, logis­
tic, probit, ell) and several types of model formulations (weak, moderate, strong, 
overfitted). First in Chapter 5.1, justification for the use of the Monte Carlo 
technique is given. From Chapter 5.2 onwards, the experiments are described 
and results are given. We use the common random numbers technique to reduce 
Monte Carlo variance. This means that the samples are exactly the same for all 
GREG estimators, and outlier samples should have only little effect on the esti­
mated difference between the estimators.
5.1 Classical Monte Carlo Approximation
Consider a sum S = ^  h(x)f(x).  By the definition of expectation, this sum can be
xEQ
interpreted as expectation of a function h of discrete random variable x  with respect 
to distribution f  :Q -> M:
Ef [h{x)}= 5 > (% )/(x ) . (5.1)
x£Q
For independent x l , x 2l... , x K from the distribution f, the mean of h(xx ), 
h[x2 ),-•., h[xK) converges in probability to (5.1) (Robert and Casella 2002, 75):
C5-2)
^  k=l xEQ
This method of approximation is called the classical Monte Carlo approximation. In 
the context of survey sampling, the random variable in (5.1) is sampling vector I, its 
distribution is p( ) and function h is the estimator. The result (5.2) enables approxi­
mation of bias, variance and other moments (if they are finite) of an estimator 0. 
The method is as follows:
1) Draw K independent samples from the population under study
2) For each sample k = 1, 2,..., K calculate the value of the estimator 0.
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For expectation and variance we then have





These results are applied in the simulations in order to study the bias and vari­
ance of several estimators. In the simulations, the strategy is the standard de- 
sign-based strategy where a large number of samples is drawn from a fixed 
population (in the model-based approach, it is common to generate a large num­
ber of populations and draw a small number of samples from each population).
5.2 Experiment 1.1: 5RSWOR design
In this chapter, we study GREG-lin, L-GREG and the Standard variance estima­
tor under the SRSWOR design. The jtPS case is considered in Chapter 5.3.
5.2.1 General setting
The fixed and finite population called Population 1 is generated as follows. First, the 
sizes of 10 minor, medium sized and major domains are constructed as follows:
250+  [ 50 • J, d = 1,2,...,10,
N {d) = ■500+ [ 100-zM)J, d =  11,12,...,20, (5.5)
1250 + 150 - z ^ , d  = 21,22,...,30,
where z ^  ~ Uni[— 1,1) and Uni[a,b) is the uniform distribution over the interval 
[a,b]. The resulting population size N  = 20,643. Auxiliary variables are gener­
ated as follows:
Vi G U {d),d=  1,2,..., 30:
x a ~Uni[— 0,1)
x \ f  ~ Be(t}d)), t_{d) ~ Uni[0A, 0.8) ,
(5.6)
where Be[c) is the Bernoulli distribution with probability c. Thus, the continuous 
variable x] has the same distribution for every domain, but the binary variable x2 
has its own distribution lor every domain. The study variables are generated us­
ing the following process: First, a unit-specific linear predictor is defined as
% = Po + (P\ +u\d)) x n + p 2x i2 , u[d) ~ N(0, 3). (5.7)
The intercept /?0 and slope /32 of x 2 are common over domains, but the coeffi­
cient of x, has a domain-specific random term. The motivation for the random
Statistics Finland 55
term is that is makes it easy to generate variation over domains. Next, three bi­
nary study variables are generated from the Bernoulli distribution whose proba­
bilities are constructed using logit, probit and ell links:
V t G L 7 :
Zn1 " Be( p n ) '  En = exp ( l , ) [ 1 + exp ( l i ) ]
e -2,=<p G J ’ (0 0 , 0 . , / ^  =
y^~Be(pn)’ P(3)=1-eXp[-eXp G J] '
(^ o ^ „ /3 2)= a ,1 0 ,-1 0 ),
(2,-10,2), (5.8)
(Po.P l Pd =(2 , - 1 0 , 2 ).
In (5.8), rj of (5.7) takes three different forms rj ( , rj  ^ and rj _ depending on the 
parameter values (/J0 , /?,, /?2). Table 5.1 shows the totals and proportions of y v y2 
and y3 and expected sample sizes by domain for samples n=5,000, 2,000 and 1,000 
for Population 1.
Table 5.1 Domains, totals and proportions of study variables and expected domain sample sizes 
for Population 1.




Minor 1 289 190 97 109 70 28 14
2 243 111 105 117 59 24 12
3 228 109 142 155 55 22 11
4 201 82 72 84 49 19 10
5 296 153 125 143 72 29 14
6 296 167 111 130 72 29 14
7 274 174 131 156 66 27 13
8 236 100 108 124 57 23 11
9 285 117 111 121 69 28 14
10 252 134 108 126 61 24 12
Medium 11 579 375 193 227 140 56 28
12 599 208 121 145 145 58 29
13 569 274 202 237 138 55 28
14 542 318 355 402 131 53 26
15 405 251 379 385 98 39 20
16 599 172 172 206 145 58 29
17 543 183 140 168 132 53 26
18 524 303 124 142 127 51 25
19 511 220 181 210 124 50 25
20 555 314 115 141 134 54 27
Major 21 1369 878 452 540 332 133 66
22 1164 519 495 559 282 113 56
23 1267 504 341 405 307 123 61
24 1142 495 470 558 277 111 55
25 1290 801 773 876 312 125 62
26 1316 543 516 619 319 128 64
27 1381 922 538 641 334 134 67
28 1302 786 509 580 315 126 63
29 1111 725 329 409 269 108 54
30 1275 729 481 573 309 124 62
Population 31 20643 10857 7996 9288 5000 2000 1000
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The parameters of the population generating process are chosen so that com­
plete auxiliary information allows constructing strong assisting models (strong in 
the sense that predicted pjs are near the borders of the unit interval). Figures 
5.1-5.3 show the histograms of pt for selected domains for all study variables. 
The domains are representative in the sense that for every domain, most of the 
pts were close to either one or zero.
Domain 7 Domain 22
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
P p
Figure 5.1 Histograms of p  = P ( y 1 =1) in selected domains of Population 1.
P P
Figure 5.2 Histograms of p  =  P [ y =  1 ) in selected domains of Population 1.
Figure 5.3 Histograms of p  = P [ y 3 =  1 ) in selected domains of Population 1.
5.2.2 Estimators
From Population 1, K= 1,000 independent SRSWOR samples with sample sizes 
1,000, 2,000 and 5,000 were drawn. From each sample, totals ofy,, y 2  andy3 in 
the population and in the domains were estimated using various GREG estima­
tors. Standard variance estimates and variance approximations (presented in 
Chapter 4) were also calculated.
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By examining GREG estimators with different assisting models, we get an op­
portunity to study the effect of assisting model strength. Varying the assisting 
model is also a way to control the amount of auxiliary information that goes into 
the estimator. The estimators that were used are grouped into sets according to 
the model strength (Table 5.2). The estimators in sets 1, 3, 5 and 7 have com­
mon intercepts. A common intercept was used also when generating the study 
variables. Estimators in sets 2, 4 and 6 and 8 have domain specific intercepts, so 
their linear predictors are overspecified compared with (5.7), which, together 
with (5.8), defines the procedure for creating the y-variables. Estimators in sets 1 
and 2 have weak models, since they include only intercepts and a common slope 
for x r The strength of the model in sets 3 and 4 is moderate, since these models 
also have a domain-specific slope for x 1 (in the population generating process, 
there was also a domain-specific slope).
Estimators in sets 5-8 have strong models. This is because the auxiliary variable 
x2, which had a large role in generating the probabilities p = P(y = 1), is included in 
these models. The estimators in sets 7 and 8 have very strong models, since they use 
all the auxiliary information that was used in the population generating process.
Only set 7 has estimators with the correct assisting model formulation (to be 
correct, both the linear predictor and functional form need to be as they are in
Table 5.2 Estimators used in the simulations.
Set Estimator Functional form 
of the model




1 GREG-lin-1 Linear ßo “*■ ß\x \ Weak
GREG-log-1 Logistic ßo +  ß\X \ Weak
2 GREG-lin-2 Linear ß ' f '+ ß ^ x Weak Yes
GREG-log-2 Logistic ßp  ^ +  ßlx l.....__........J Weak Yes
3 GREG-lin-3 Linear ß o + ß lf \ Moderate
GREG-log-3 Logistic ß o + t f )xl Moderate
4 GREG-lin-4 Linear ß ^ + ß f x , Moderate Yes
GREG-log-4 Logistic f â ' + f f x x Moderate Yes
5 GREG-lin-5 Linear ß o + ß f x 2 Strong
GREG-log-5 Logistic ßo + ß 2 ' * 2 Strong
6 GREG-lin-6 Linear 0 t + . f P * 2 Strong Yes
GREG-log-6 Logistic ß P + ß P * ! Strong Yes
7 GREG-lin-7 Linear ßo + ß[\ )x\ +  ßlX 2 Very strong
GREG-log-7 Logistic ßo + ß lf )xi +  ßlX 2 Very strong
GREG-prob-7 Probit ßo + ß [t )x\ + ßlX 2 Very strong
GREG-dl-7 Cll ßo +ß[d)xl +  ßlx 2 Very strong
8 GREG-lin-8 Linear ß ^ + ß ^ x i + ß2x 2 Very strong Yes
GREG-log-8 Logistic ß ^ + ß ^ x l + ß2x 2 Very strong Yes
* T h e  l in e a r  p re d ic to r  o f t h e  p o p u la t io n  g e n e ra t in g  p ro c e s s  is f}0 +  +  p2x :
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the population generating process): GREG-log-7 is the correct model for y ]( 
GREG-prob-7 is the correct model for y2 and GREG-cll-7 is the correct model 
for y3. In sets 5 and 6, the models are missing %, and in set 8, the model is 
overspecified because of the unnecessary domain specific intercepts. The only 
estimators that are direct are estimators in sets 4 and 6, since all other estimators 
have model parameters that are common over domains.
The list of assisting models does not cover all the possible models that one 
could formulate, given the auxiliary information. For instance, interactions, 
transformations of variables and domain-specific slopes ^ 2d> are ignored. These, 
however, would only make the models overspecified. An attempt to strike a bal­
ance between completeness of the list and importance of assisting models has 
been made, and including more overspecified models (for example, models 
which include ) might not contribute very much to the study.
All the estimators listed in Table 5.2 were not applied to all three study vari­
ables. In order to study the differences of various logistic-type GREG estimators 
under a correct and incorrect specification of the link function, only estimators in 
set 7 were applied to all three study variables. It turned out that differences are 
small. Therefore, when using the whole list of estimators to study the difference 
between GREG-lin and GREG-log, only the study variable y t (which was gener­
ated using the logit link) was used.
Different estimators have different amounts of auxiliary information. We expect 
that at least in sets 7 and 8, L-GREG estimators should be more accurate than the 
corresponding GREG-lin estimators, since these estimators have very strong models. 
The possible accuracy gain should decrease as weaker models are used.
The models were fitted using the SAS v9.1 procedure Reg for the linear fixed 
effects models (weighted least squares estimation with sweep algorithm to invert 
matrices) and procedure Logistic for the logistic-type models (PML estimation 
with Newton-Raphson algorithm). These estimation procedures are described in 
Chapters 4.4 and 4.5; for details of the computational algorithms, see SAS 
OnlineDoc (1999).
5.2.3 Accuracy measures
To measure the accuracy of estimators, absolute relative bias (ARB) and stan­
dard error (SE) were calculated as
ARBMC( f d)) where




SEMC( t [<i))  -  J v MC ( f d))  , where
2 [5.10]
V„. ^  ^ ^  ij'GXO — (1 /  ft^^'pCXO
K - \ k=x\ k=\
where is the estimate calculated from the feth sample. The subscript MC
is used in order to make explicit the fact that these statistics are calculated from 
the Monte Carlo simulation.
Since the aim is to compare L-GREG with GREG-lin, standard error in 
(5.10) itself is not of direct interest. W hat is interesting is the change in standard 
error when changing the linear model to a logistic-type model while keeping the 
amount of auxiliary information and formulation of the linear predictor fixed. 
This possible gain in accuracy is measured by the function effect, defined in 
Chapter 4.5.2 as
E E  m c  ( e  ¿ g  r e g  )  —
^ M C  ( i  j,G REG -lin  )
^ M C  ( X  /.GREG )
(5.11)
We use (5.10) to estimate the function effect (5.11). Monte Carlo estimates of 
ARB, SE and FE are averaged over domain types. For example, for minor domains,
MARB M C












In (5.13), we denote the mean standard error by ASE (=average standard error) 
to avoid confusion with MSE (=mean squared error).
We also study the goodness of the Standard variance approximation and esti-
mator which are
v A( t ? L  G] n i \ i ieu
(5.15)
^ ( t 'c R E c )
_  N 2[\— / )  1 y  /  (<0 [d)y  
n -1 > ’
(5.16)
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The emphasis is, of course, on the goodness of the estimator (5.16]. This can be 
measured in numerous ways. For example, the bias and variance could be esti­
mated in the same manner as they are estimated for the GREG estimators. How­
ever, the main statistic we use to describe the goodness of (5.16] is the coverage 
rate. This is because often in practice, variance is used mainly to calculate confi­
dence intervals. The coverage rate is the probability that the true parameter 
value is inside the estimated confidence interval, given the confidence level. For­
mally, the coverage rate CR of a variance estimator J is
f w - t
1-/2
, (5.17]
where tx_y is the (l — ' / )  th quantile of the standard normal distribution and the 
probability in (5.17] is evaluated with respect to the sampling distribution. The 
Monte Carlo estimator for (5.17] is the proportion of estimated confidence in­
tervals that contain the true parameter value. We use the 0.95 confidence level, 
so the estimator is
/(*)
CRMC[v 's ( i l" ) ] = i;^ ,  where (5.18]
l,if Tw e - \ .96 -^Vs( i (d}[k]), f (d)t*) + 1.96 -^Fs( i Wi41)) ,
0 otherwise.
Coverage rates are averaged over domain types. For example for minor domains, 
the mean coverage rate is
E c R MC[Rs( i ('i))]
M C R mc = ^ --------- -- -------------• (5.19]
With K=1,000 samples, acceptable mean coverage rates are in the interval [93.0, 
97.0]. It turned out that quite often, the variance estimator failed in terms of the 
coverage rate: the estimated confidence intervals did not capture the true param­
eter value as often as would be desirable. To study the reasons for the failure, 
several statistics were calculated:
First it should be noted that our variance estimator does not estimate vari­
ance, it estimates approximate variance
fid)
L  j,GREG ) N 2 ( l - / ]  1n N - 12 (4 *ieu (5.20]
This approximation, in turn, was obtained by linearisation, where certain terms 
were ignored (Chapter 4.3]. So if the estimator fails, it is due to one of the fol­
lowing reasons:
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1) The variance estimator is accurate for the approximation, but the approxima­
tion is not good.
2) The variance approximation is accurate, but the variance estimator does not 
estimate it accurately.
3) Both the variance approximation and variance estimator are inaccurate.
In order to see whether the main reason for the variance estimator failing is 1), 2) or
3), we decompose the Standard variance estimator's total relative bias TRB
TRB(V = - S E & )  (5.21)
^  MC
into relative approximation error RAE and relative estimation error REE:
TRB' dl = ^  [ (sE (sfl -  SEl/ > )  + ( S E ^  -  SE<& )]
= REE{d) +RAE{d] .
In (5.21) and (5.22), SE^c  is the simulated standard error S E is the mean of 
the standard error estimates and S E ^  is the approximate standard error (square 
root of (5.20)). Statistics RAE and REE averaged over domain types are denoted 
by MRAE (mean RAE) and MREE (mean REE). For instance for minor domains, 
these are calculated as
i u








MREE = d= i
10
where REE{d) =




MRAE describes the mean approximation error and MREE describes the bias of the 
variance estimator with respect to the approximation it should estimate.
It also turned out that the bias of the variance estimator was not the only prob­
lem in variance estimation; the variation of variance estimates was also often quite 
large. To measure the total accuracy of the variance estimator, we calculated the 
mean relative root mean square errors for the Standard error estimators:
MRRMSEmc =
10





RRM SEMC[sEs ( f d))]
BMC
^ M C SEs ( f d)) T Emc SEs ( f d))
r )
S£s ( f M)) ]  = S E s ( f d)) - S E MC( f {d)) .  t5-27)
The formula (5.25) is for minor domains; medium and major domains were cal­
culated in a similar manner. Note that the accuracy measures Mean Relative Ap­
proximation Error MRAE (5.23), Mean Relative Estimation Error MREE (5.24) 
and Mean Relative Root Mean Square Error MRRMSE (5.25) are all measured in 
terms of standard error, not in terms of variance.
5.2.4 Results
The results are divided into three sections. First in Chapter 5.2.4.1, we focus on 
the different L-GREG estimators. It turns out that the differences between them 
are minor. Therefore in the following, out of the L-GREG family, only 
GREG-log is used. Second, in Chapter 5.2.4.2, we compare GREG-log and 
GREG-lin. Third, we study the accuracy of the Standard variance estimator in 
Chapter 5.2.4.3.
5.2.4.1 GREG-log, GREG-prob and GREG-cll: are there any differences?
We start by considering the differences between three L-GREG estimators: 
GREG-log, GREG-prob and GREG-cll. The log-log link is not included, because 
it is the mirror image of ell. As a baseline, we use the GREG-lin estimator. The 
estimators used in this Chapter are the estimators of Set 7 (see Table 5.2). The 
research question is whether any of the three L-GREG estimators is more robust 
than the others to model misspecification. To study this, three study variables 
were generated using logit, probit and ell links (see Chapter 5.2.1) and all esti­
mators from set 7 were used to estimate totals of these study variables.
Table 5.3 presents the accuracy measures MARB (%), ASE, MFE and MCR 
(%) for the three L-GREG estimators and GREG-lin for the cases where the 
population generating link is logit, probit and ell (see (5.8)).
The MARB column shows that all the estimators are approximately unbiased. 
The largest observed MARB values are less than one per cent, and for all study 
variables and all estimators, MARB decreases as domain sample size increases.
Since biases are negligible, the ASE and MFE columns summarize the accu­
racy difference between GREG-log and GREG-lin. Let us first consider the case 
where the true population generating link is logit. Here it might have been ex­
pected that the smallest standard errors had been observed for the GREG-log es­
timator. However, the results do not indicate any significant differences between 
the three different L-GREG estimators. It is fair to say that the three L-GREG 
estimators are equally accurate in terms of bias and variance.
The differences between L-GREG estimators in the cases where the true link 
was probit and ell are also small: the largest observed differences in MFE (describing
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Table 5.3 MARB, ASE, MFE and MCR for GREG estimators in set 7, n=2,000
H I  
M M
» ■ ■ I flB ■¡■i i
s is ' ':.g | p
r a H g p H
— jrgf i|*ra I S  ' 
f l H a i H i3
H mH m h h U I
■ i f p i f
■S'V Wu :
Logit Population 2000 GREG-lin-7 0.1 129.5 92.3
GREG-log-7 0.0 107.3 1.21 92.5
GREG-prob-7 0.0 107.7 1.20 92.1
GRFG-cll-7 0.0 107.9 1.20 97.0
Major 121 GREG-lin-7 0.2 30.8 93.4
GREG-log-7 0.2 25.0 1.23 92.9
GREG-prob-7 0.1 25.1 1.23 92.6
GRFG-cll-7 0.1 25.2 1.22 92.8
Med 48 GREG-lin-7 0.2 17.2 93.3
GREG-log-7 0.2 14.5 1.18 86.7
GREG-prob-7 0.2 14.6 1.18 86.1
GRFG-cll-7 0.2 14.8 1.16 86.6
Minor 24 GREG-lln-7 0.7 14.7 88.8
GREG-log-7 0.7 12.5 1.17 79.8
GREG-prob-7 0.3 12.6 1.16 79.3
GREG-cll-7 0.3 12.7 1.15 79.9
Estimator MARB ASE MFE MCR
Probit Population 2000 GREG-lin-7 0.1 135.6 95.3
GREG-log-7 0.0 113.1 1.20 94.7
GREG-prob-7 0.0 112.9 1.20 94.9
GRFG-cll-7 0.0 114.4 1.18 94.6
Major 121 GREG-lin-7 0.2 34.2 94.2
GREG-log-7 0.2 28.8 1.19 93.3
GREG-prob-7 0.2 28.8 1.19 93.3
GREG-cll-7 0.2 29.1 1.18 93.4
Med 48 GREG-lin-7 0.6 22.5 92.8
GREG-log-7 0.3 17.1 1.31 89.2
GREG-prob-7 0.2 17.1 1.31 89.3
GREG-cll-7 0.3 17.2 1.31 89.1
Minor 24 GREG-lin-7 0.5 15.7 92.3
GREG-log-7 0.6 14.0 1.12 85.8
GREG-prob-7 0.6 14.0 1.12 86.0
GREG-cll-7 0.6 14.1 1.11 85.7
Estimator MARB ASE MFE MCR
Cll Population 2000 GREG-lin-7 0.0 143.4 94.2
GREG-log-7 0.1 129.6 1.11 93.7
GREG-prob-7 0.1 129.8 1.10 94.0
GREG-cll-7 0.1 128.3 1.17 94.2
Major 121 GREG-lin-7 0.1 35.0 94.7
GREG-log-7 0.1 31.7 1.10 93.6
GREG-prob-7 0.1 31.8 1.10 93.7
GRFG-cll-7 0.1 31.5 1.11 93.7
Med 48 GREG-lin-7 0.3 22.5 92.8
GREG-log-7 0.3 18.6 1.21 90.0
GREG-prob-7 0.3 18.6 1.21 90.4
GRFG-cll-7 0.3 18.5 1.22 90.2
Minor 24 GREG-lin-7 0.3 16.2 91.8
GREG-log-7 0.2 14.8 1.09 87.4
GREG-prob-7 0.2 14.8 1.09 87.7
GREG-cll-7 . ____ (L 2 _ 14.8 _____ L09___ 87.6
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the average accuracy difference with respect to GREG-lin), for example, are less 
than two per cent. So it is fair to say that the estimators are equally accurate.
If L-GREG estimators are equally accurate, all GREG estimators are not. 
When comparing the accuracy of L-GREG estimators with GREG-lin, it can be 
seen that L-GREG estimators are far more accurate. The difference measured by 
MFE ranges from 9% to 31% in favour of L-GREG estimators. Thus, changing 
the model from linear to logistic-type does result in accuracy gain. However, it is 
fair to say that in the setting studied the accuracy gain does not to depend on do­
main type (minor, medium, major). In Chapter 5.2.4.2, we consider the differ­
ence between GREG-lin and L-GREG estimators in more detail.
The MCR (mean coverage rate) column describes the accuracy of the vari­
ance estimator. If the variance estimator was accurate, mean coverage rates 
should be close to 95.0%. The observed MCRs are often far below the expected 
95.0% for L-GREG estimators, in some cases even below 80% (true link logit, 
minor domains). Thus it seems that the Standard variance estimators underesti­
mate the true variance of L-GREG estimators, especially in minor and medium 
domains. But as the domain sample size increases, the performance of the Stan­
dard variance estimator improves. For GREG-lin estimators, the Standard vari­
ance estimator performs much better than for L-GREG estimators.
So the three L-GREG estimators clearly outperform GREG-lin, but differ­
ences within L-GREG estimators are small. This may be due to the fact that 
there were continuous variables in the models. From this it follows that response 
variables are not grouped but are binary. When grouping is done, we observe 
empirical probabilities in every group and in such cases, the form of the non-lin­
ear link may be more important. However, by grouping one always loses infor­
mation, so it cannot be recommended.
According to these simulations, GREG-log, GREG-prob and GREG-cll yield 
similar results. Which link to use, then? The choice may be based on practical 
considerations, such as what link is available in the software that is being used. In 
the following, we use only the logit link. This is because i) the logit link is the ca­
nonical link, ii) use of the logit link makes it easy to construct odds ratios which 
are often of interest, iii) the probit link yields almost identical results, but the lo­
gistic transformation is computationally easier than the probit, and iv) use of 
asymmetric links, such as ell or log-log, might be difficult to justify in practice.
5.2.4.2 CREC-lin and GREG-log: when are they different?
Next we consider in more detail the differences between GREG-lin and GREG-log. 
Table 5.4 presents results for estimators in sets 1—4 (weak and moderate models), 
n=2,000. The differences between GREG-lin and GREG-log seem small; both esti­
mators are approximately unbiased in all cases and average standard errors are al­
most equivalent (the largest MFE, summarising the accuracy difference between 
GREG-lin and GREG-log, is 1.01). Also, variance estimation is equally accurate for 
both GREG-lin and GREG-log. For sample sizes n=5,000 and «=1,000 the results 
were so similar that there is no need to present them. Thus it is fair to say that there 
are no differences between GREG-lin and GREG-log when the model is weak or 
moderate.
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Table 5.4 MARB, ASE, MFE and MCR for GREG-lin and GREG-log estimators in sets 1-4 by
estimator set, estimator and domain type. Total sample size n=2,000.
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1 lin Population 2000 0.0 224.0 94.8
Major 121 0.3 50.8 94.8
Med 48 0.4 34.5 95.4
Minor 24 0.8 22.2 94.8
log Population 2000 0.0 224.2 1.00 94.7
Major 121 0.3 50.8 1.00 94.8
Med 48 0.4 34.4 1.00 95.4
Minor 24 0.8 22.2 1.00 94.8
2 lin Population 2000 0.0 217.5 93.8
Major 121 0.3 50.3 94.3
Med 48 0.5 33.4 93.6
Minor 24 0.9 22.3 92.1
log Population 2000 0.0 217.4 1.00 93.9
Major 121 0.3 50.4 1.00 94.3
Med 48 0.5 33.3 1.00 93.7
Minor 24 0.9 22.3 1.00 92.0
3 lin Population 2000 0.1 216.9 94.1
Major 121 0.3 50.0 94.6
Med 48 0.5 33.1 93.8
Minor 24 1.0 22.5 92.2
log Population 2000 0.0 217.2 1.00 93.8
Major 121 0.4 50.1 1.00 94.5
Med 48 0.5 33.1 1.00 93.8
Minor 24 1.0 22.6 1.00 92.2
4 lin Population 2000 0.2 216.9 92.9
Major 121 0.3 50.4 94.1
Med 48 0.5 33.0 93.1
Minor 24 1.0 22.8 90.4
log Population 2000 0.1 216.5 1.00 93.3
Major 121 0.3 50.3 1.00 94.2
Med 48 0.5 32.9 1.00 93.0
Minor 24 1.1 22.6 1.01 90.2
Table 5.4 also shows that estimators with overfitted models (estimators in 
sets 2 and 4) and estimators with non-overfitted models (estimators in sets 1 and 
3) have similar average standard errors. Thus the accuracy of the GREG estima­
tor is not significantly affected by overfitting, as long as the model is weak or 
moderate. The performance of the Standard variance estimator, however, does 
depend on overfitting: Coverage rates drop below 93.0% in medium and minor 
domains especially if the model is overfitted (sets 2 and 4). Also, as the model 
gets stronger (from weak, sets 1 and 2, to moderate, sets 3 and 4), MCRs get 
lower. For example for set=l, GREG-log and minor domains, MCR is 94.8%. For 
set 4, GREG-log and minor domains, MCR is 90.2%.
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Tables 5.5-5.7 present corresponding statistics for GREG-lin and GREG-log 
estimators in sets 5-8 (strong and very strong models) for sample sizes n=5,000, 
2,000 and 1,000. The MARB columns of these tables show that all estimators are 
approximately unbiased, except in one case: For n =  1,000, model set (ver strong 
and overfitted models) and minor domains, the mean absolute relative bias is 4.5% 
for GREG-log. This is a very extreme situation, since the expected sample size is 
only 12 per domain and two domain-specific parameters are being estimated. In 
all other cases, biases are less than two per cent. This bias, which is due to inaccu­
rate estimation of model parameters, is discussed more in Appendix II.
Table 5.5 MARB, ASE, MFE and MCR for GREG-lin and GREG-log estimators In sets 5-8 by 




| | J H
. | B
5 lin Population 5000 0.0 84.7 94.8
Major 303 0.1 20.4 94.9
Med 121 0.2 12.3 94.3
Minor 61 0.3 10.4 93.4
log Population 5000 0.0 84.7 1.00 94.8
Major 303 0.1 20.4 1.00 94.9
Med 121 0.2 12.3 1.00 94.3
Minor 61 0.3 10.4 1.00 93.4
6 lin Population 5000 0.0 82.5 94.9
Major 303 0.1 20.3 94.7
Med 121 0.2 11.3 93.7
Minor 61 0.3 10.3 92.3
log Population 5000 0.0 82.2 1.00 94.5
Major 303 0.1 20.3 1.00 94.6
Med 121 0.2 10.9 1.03 93.1
Minor 61 0.3 10.3 1.00 91.8
7 lin Population 5000 0.0 68.9 95.5
Major 303 0.1 17.6 94.8
Med 121 0.1 10.0 94.3
Minor 61 0.3 8.5 92.6
log Population 5000 0.0 56.8 1.21 93.8
Major 303 0.1 14.3 1.23 94.3
Med 121 0.1 8.2 1.21 92.4
Minor 61 0.2 6.9 1.23 90.2
8 lin Population 5000 0.0 68.7 95.5
Major 303 0.1 17.6 94.7
Med 121 0.2 9.9 93.8
Minor 61 0.2 8.5 92.2
log Population 5000 0.0 57.9 1.19 93.7
Major 303 0.1 14.6 1.21 94.1
Med 121 0.1 8.3 1.19 91.5
Minor 61 0.2 7.1 1.20 89.1
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Table 5.6 MARB, ASE, MFE and MCR for GREG-lin and GREG-log estimators in sets 5-8 by
estimator set, estimator and domain type. Total sample size n=2,000.
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5 lin Population 2000 0.0 152.0 93.8
Major 121 0.3 36.1 94.2
Med 48 0.3 20.8 94.3
Minor 24 0.7 17.2 93.4
log Population 2000 0.0 152.0 1.00 93.8
Major 121 0.3 36.1 1.00 94.2
Med 48 0.3 20.8 1.00 94.3
Minor 24 0.7 17.2 1.00 93.4
6 lin Population 2000 0.0 148.1 93.3
Major 121 0.3 36.1 93.5
Med 48 0.3 19.4 92.8
Minor 24 0.6 17.3 90.1
log Population 2000 0.0 147.5 1.00 93.3
Major 121 0.3 36.2 1.00 93.0
Med 48 0.3 18.7 1.03 90.5
Minor 24 0.7 17.2 1.00 88.1
7 lin Population 2000 0.1 129.5 92.3
Major 121 0.2 30.8 93.4
Med 48 0.2 17.2 93.3
Minor 24 0.7 14.7 88.8
log Population 2000 0.0 107.3 1.21 92.5
Major 121 0.2 25.0 1.23 92.9
Med 48 0.2 14.5 1.18 86.7
Minor 24 0.7 12.5 1.17 79.8
8 lin Population 2000 0.2 130.0 92.0
Major 121 0.3 31.0 93.2
Med 48 0.3 17.1 92.5
Minor 24 0.7 14.8 88.1
log Population 2000 0.1 109.2 1.19 91.2
Major 121 0.2 26.3 1.18 92.3
Med 48 0.4 14.9 1.15 80.6
Minor 24 1.0 13.3 1.11 75.4
The MFE columns of Tables 5.5-5.7 show that for estimators in set 5, 
GREG-lin and GREG-log were practically equally accurate. This is not surprising, 
since models in set 5 have only categorical covariates and the model parameters 
are estimated using PML. If interaction terms had been included, the estimators 
would have been exactly equivalent (see Chapter 4.5). In set 6, GREG-lin and 
GREG-log were also roughly equally accurate. But MCRs were much lower for 
GREG-log than for GREG-lin; the difference is largest for n= 1,000 (Table 5.7). In 
set 6, an exception to the general pattern where GREG-lin and GREG-log are 
equally accurate is the case n= 1,000 and minor domains: there GREG-lin is 




MARB, ASE, MFE and MCR for GREG-lin and GREG-log estimators in sets 5-8 by 
estimator set, estimator and domain type. Total sample size n=1,000.
SUSS
5 lin Population 1000 0.0 210.6 94.7
Major 61 0.2 51.5 94.4
Med 24 0.4 30.6 92.6
Minor 12 0.4 25.3 89.5
log Population 1000 0.0 210.5 1.00 94.7
Major 61 0.2 51.5 1.00 94.4
Med 24 0.4 30.6 1.00 92.6
Minor 12 0.4 25.3 1.00 89.5
6 lin Population 1000 0.0 211.5 93.8
Major 61 0.2 51.8 93.1
Med 24 0.3 28.9 90.3
Minor 12 0.4 26.3 83.5
log Population 1000 0.1 212.9 0.99 92.8
Major 61 0.2 51.9 1.00 92.5
Med 24 0.3 28.2 1.02 86.1
Minor 12 0.5 27.4 0.96 79.1
7 lin Population 1000 0.1 176.6 93.8
Major 61 0.2 44.5 92.9
Med 24 0.3 25.7 90.6
Minor 12 0.6 22.4 82.6
log Population 1000 0.0 155.5 1.14 90.5
Major 61 0.1 37.2 1.20 89.8
Med 24 0.3 22.6 1.14 78.6
Minor 12 0.6 22.6 0.99 62.8
8 lin Population 1000 0.3 190.5 92.4
Major 61 0.2 45.1 92.4
Med 24 0.3 25.9 88.8
Minor 12 1.6 27.6 79.4
log Population 1000 0.6 171.8 1.11 84.9
Major 61 0.2 41.3 1.09 88.5
Med 24 0.6 23.7 1.09 60.7
Minor 12 4.5 25.1 1.10 47.9
In set 7 (very strong models] and set 8 (very strong, overfitted models), 
GREG-log was far more accurate than GREG-lin when the overall sample size 
was 5,000 or 2,000. The accuracy gain that is achieved by changing the model 
from linear to logistic is between 11% and 23%. Also, when n=l,000 GREG-log 
is better than GREG-lin with one exception: for model set 7 and minor domains, 
GREG-lin and GREG-log are equally accurate.
The conclusion about the relative accuracies of GREG-lin and GREG-log un­
der SRSWOR are as follows. If the sample size in the domain is not very small 
and the model is not strong, GREG-lin and GREG-log are equally accurate (Ta­
ble 5.4). If the sample size in the domain is not very small and the model is
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strong, GREG-log is more accurate (Tables 5.5-5.7). And if the sample size in 
the domain is very small, either one may be more accurate.
Let us now consider the accuracy of the variance estimator, which is mea­
sured by the mean coverage rate MCR. For estimators with large MFEs, the 
Standard variance estimator fails severely. In set 5, where MFEs were close to 1, 
most MCRs were on an acceptable level. In set 6, where models are overfitted, 
MCRs start to drop: For n=5,000, only minor domains have too low MCRs, for 
n=2,000, both minor and medium domains have MCRs below 93.0% and for 
n=l,000, MCR is below 93.0% for GREG-log even on the population level. And 
in sets 7 and 8, MCRs are, with a few exceptions, too low in every case.
The conclusion about the Standard variance estimator is that for large do­
mains and weak and non-overfitted models, the Standard variance estimator per­
forms well. But as the sample size in the domain decreases, the model gets stron­
ger and/or the model becomes overfitted, the variance estimator produces too 
narrow confidence intervals, on average.
In variance estimation, t is important to note the interaction between the 
model and sample size: if the model is weak (e.g. set 1 in Table 5.4), the Standard 
variance estimator works well even in minor domains. But if the model is strong, 
the Standard variance estimator produces catastrophic coverage rates in minor do­
mains. Therefore, the strength and possible overfitting of the model play at least as 
crucial a role in variance estimation as does the domain sample size. For 
GREG-lin, the Standard variance estimator is more robust to model choice.
Tables 5.4-5.7 presented results averaged over samples and domain types. To 
understand better the difference between GREG-lin and GREG-log, we take 
one sample (sample size 2,000, replicate number 1, medium domain 11) into 
closer examination. Figures 5.4 and 5.5 show the histograms of sample fit predic-
Predictions, GREG-lin-1 Predictions, GREG-log-1
0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1
Residuals, GREG-lin-1 Residuals, GREG-log-1
-1 -0.5 0 0.5 -1 -0.5 0 0.5 1
Figure 5.4 Histogram of predictions y n  and residuals e n  = y n  - y n  for GREG-lin-1 and 
GREG-log-1. Population 1, domain 11, sample size 2,000, replicate number 1.
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Predictions, GREG-lin-7 Predictions, GREG-log-7
Residuals, GREG-lin-7 Residuals, GREG-log-7
Figure 5.5 Histogram of predictions y n  and residuals e n  =  y a — y n  for GREG-lin-7 and 
GREG-log-7. Population 1, domain 11, sample size 2,000, replicate number 1.
tions y a and sample fit residuals ea = y a — y n for GREG-lin-1, GREG-log-1, 
GREG-lin-7 and GREG-log-7.
Figure 5.4 is about estimators whose models are weak (GREG-lin-1 and 
GREG-log-1). With these models, GREG-lin and GREG-log were equally accu­
rate. This was anticipated, since when the model is not strong, linear and logistic 
models approximate each other well. The predictions and prediction errors are 
in line with this reasoning: there are only minor differences between the predic­
tions of linear and logistic models and consequently, also residuals, total esti­
mates and variance estimates are almost equivalent.
Figure 5.5 presents predictions and residuals in the case where the model is 
very strong (GREG-lin-7 and GREG-log-7). The upper left panel of the figure 
shows that predictions made with a linear model may well be outside the unit in­
terval if the model is strong. But with a strong logistic model, predictions are 
within the unit interval (upper right panel). The outlying predictions of the lin­
ear model result in large prediction errors. When comparing the residuals of 
GREG-lin-7 (bottom left panel) and GREG-log-7 (bottom right panel), we no­
tice that the residuals for the linear model are, on average, larger (in absolute 
value). The standard errors (SEs) of residuals are also very different; for 
GREG-lin SE is 0.25 and for GREG-log it is 0.14. Since the variance of the 
GREG estimator grows with the residual variance, GREG-log is more accurate.
5.2.4.3 Performance o f the Standard variance estimator
Next we study the reasons for the failure of the Standard variance estimator 
(4.36). It was previously noted that for GREG-log, the estimator underestimates 
the variance especially if domains are minor and/or if the model is strong. The 
same holds when estimating the variance for GREG-lin, but in this case, the 
Standard variance estimator is more robust.
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As in the previous section, the results concerning weak and moderate models 
[sets 1—4] are given only for the case n=2,000. This is because the results for 
n=5,000 and n=l,000 are essentially equivalent. Table 5.8 shows accuracy statis­
tics for the Standard variance estimator for estimator sets 1-4 [weak and moder­
ate models] for n=2,000. Tables 5.9-5.11 present the corresponding results for 
estimator sets 5-8 [strong and very strong models] for n=5,000, n=2,000, and 
n= 1,000, respectively. The population generating link is logit, and the statistics 
measure the accuracy in terms of standard error.
In Table 5.8, which shows results for weak and moderate models, the average 
approximation error is small [less than 5% in absolute value in all cases]. The av­
erage estimation error, MREE, is of similar magnitude, being larger than 5% only 
for GREG-log-4 in minor domains [-5.1%). The total relative bias [not shown),
Table 5.8 MRAE, MREE, MRRMSE and MCR for the Standard variance estimator for GREG
estimators in sets 1-4 by estimator set, link and domain type. Total sample size n=2,000.
: V :
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1 lin Population 2000 -1.7 -0.1 2.0 94.8
Major 121 0.5 -0.1 6.4 94.8
Med 48 0.5 -0.5 8.6 95.4
Minor 24 1.4 -0.7 11.4 94.8
log Population 2000 -1.6 -0.1 2.0 94.7
Major 121 0.6 -0.1 6.4 94.8
Med 48 0.6 -0.5 8.6 95.4
Minor 24 1.4 -0.7 11.4 94.8
2 lin Population 2000 -2.2 -1.2 6.8 93.8
Major 121 0.1 -0.4 6.5 94.3
Med 48 0.0 -1.3 9.0 93.6
Minor 24 -0.5 -2.6 12.8 92.1
log Population 2000 -2.4 -0.6 6.8 93.9
Major 121 0.2 -0.4 6.5 94.3
Med 48 0.1 -1.3 9.1 93.7
Minor 24 -0.8 -2.6 13.0 92.0
3 lin Population 2000 -3.0 -0.5 7.3 94.1
Major 121 0.3 -0.4 6.9 94.6
Med 48 -0.6 -1.2 8.9 93.8
Minor 24 -1.5 -2.3 12.7 92.2
log Population 2000 -3.2 -0.6 7.3 93.8
Major 121 0.2 -0.4 6.9 94.5
Med 48 -0.4 -1.3 8.9 93.8
Minor 24 -1.7 -2.3 12.9 92.2
4 lin Population 2000 -3.6 -0.8 8.2 92.9
Major 121 -0.8 -0.3 6.9 94.1
Med 48 -1.4 -2.1 9.5 93.1
Minor 24 -4.4 -4.2 16.0 90.4
log Population 2000 -3.1 -1.0 8.2 93.3
Major 121 -0.6 -0.4 6.8 94.2
Med 48 -1.2 -2.3 9.8 93.0
Minor 24 -3.3 -5.1 17.5 90.2
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which is a sum of approximation and estimation errors, grows as the model gets 
stronger and/or the domain size decreases. Large bias, roughly greater than 3% in 
absolute value, results in MCRs lower than 93.0%.
Large biases are associated with large mean relative root mean square errors 
(MRRMSE). The MRRMSEs show a similar pattern as both the approximation 
error and estimation error: as the expected domain sample size gets smaller, the 
model gets stronger, and/or the model becomes overfitted, MRRMSEs grow. 
MRRMSEs are mostly of similar magnitude for GREG-lin and GREG-log.
Let us next consider the cases where the model is strong or very strong (sets 
5-8, Tables 5.9-5.11). When n=5,000 (Table 5.9), both the approximation error 
MRAE and estimation error MREE are quite small. Also, the coverage rates are
Table 5.9 MRAE, MREE, RRMSE and MCR for the Standard variance estimator for GREG estimators










¡ ■ B i
1
I m S I m i
5 lin Population 5000 -1.0 0.0 1.6 94.8
Major 303 1.1 -0.1 6.2 94.9
Med 121 -0.9 -0.4 10.2 94.3
Minor 61 -2.6 -0.7 12.2 93.4
log Population 5000 -1.0 0.0 1.6 94.8
Major 303 1.1 -0.1 6.2 94.9
Med 121 -0.9 -0.4 10.2 94.3
Minor 61 -2.6 -0.7 12.2 93.4
6 lin Population 5000 -0.9 -0.2 1.6 94.9
Major 303 0.8 -0.2 6.2 94.7
Med 121 -0.9 -0.8 11.5 93.7
Minor 61 -3.2 -1.3 12.5 92.3
log Population 5000 -1.6 -0.2 2.2 94.5
Major 303 0.7 -0.2 6.3 94.6
Med 121 -1.6 -1.3 14.2 93.1
Minor 61 -3.5 -1.6 13.0 91.8
7 lin Population 5000 1.1 -0.3 1.3 95.5
Major 303 0.0 -0.3 5.8 94.8
Med 121 -0.1 -0.8 10.2 94.3
Minor 61 -2.8 -1.4 11.2 92.6
log Population 5000 -0.6 -0.7 2.3 93.8
Major 303 0.1 -0.7 8.4 94.3
Med 121 -1.7 -2.2 17.0 92.4
Minor 61 -4.4 -3.8 19.2 90.2
8 lin Population 5000 1.1 -0.4 1.3 95.5
Major 303 -0.2 -0.2 5.8 94.7
Med 121 -0.6 -1.1 11.2 93.8
Minor 61 -3.1 -1.8 11.5 92.2
log Population 5000 -2.4 -0.5 3.6 93.7
Major 303 -1.5 0.0 9.3 94.1
Med 121 -2.9 -3.5 18.5 91.5
Minor 61 -6.5 -4.9 20.6 89.1
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mostly on an acceptable level; an exception is GREG-log and minor domains, 
where the coverage rates are around 90% for sets 7 and 8 .
When n=2,000 (Table 5.10), both MRAE and MREE grow, but both are still 
less than 10% (in absolute value) in most cases. The total bias (not shown) and 
its components MRAE and MREE grow as the domain sample size gets smaller 
and the model gets more complex, and low MCRs go hand in hand with large 
bias. When «=1,000 (Table 5.11), both the approximation error and estimation 
error are already more than 2 0 % in many cases, and the total bias -  the sum of 
approximation and estimation errors -  gets close to 50%. As a consequence, 
MCRs drop below 80%.
The MRRMSE column shows that the relative root mean square error of the 
standard error estimator is quite the same for GREG-lin and GREG-log in sets 5
Table 5.10 MRAE, MREE, RRMSE and MCR for the Standard variance estimator for GREG estimators




Domain Expected Accuracy of the Standard var. estimators 
type sample
51?e MRAE MREE MRRMSE : MCR
%  % %  %
5 tin Population 2000 -4.9 0.0 5.4 93.8
Major 121 -0.8 -0.4 10.4 94.2
Med 48 0.8 -1.2 16.9 94.3
Minor 24 1.5 -2.3 21.0 93.4
log Population 2000 | -4.9 0.0 5.4 93.8
Major 121 -0.8 -0.4 10.4 94.2
Med 48 0.8 -1.2 16.9 94.3
Minor 24 1.5 -2.3 21.0 93.4
6 lin Population 2000 -4.7 -0.6 5.7 93.3
Major 121 -1.5 -0.6 10.6 93.5
Med 48 -0.6
CNI 19.1 92.8
Minor 24 -0.6 -4.3 21.6 90.1
log Population 2000 -5.3 -0.7 6.3 93.3
Major 121 -2.4 -0.5 11.1 93.0
Med 48 -1.1
rsjI 24.7 90.5
Minor 24 -1.0 -5.4 23.2 88.1
7 lin Population 2000 -4.2 -1.0 5.9 92.3
Major 121 -0.9 -1.0 8.8 93.4
Med 48 -1.1 -2.4 17.0 93.3
Minor 24 -3.0 -4.6 21.7 88.8
log Population 2000 -6.0 -2.3 9.8 92.5
Major 121 -1.6 -2.4 14.9 92.9
Med 48 -4.4 -7.1 34.9 86.7
Minor 24 -9.3 -12.2 48.8 79.8
8 lin Population 2000 -7.8 -1.1 9.1 92.0
Major 121 -1.7 -0.7 9.3 93.2
Med 48 -1.3 -3.5 18.2 92.5
Minor 24 -4.0 -6.0 21.5 88.1
log Population 2000 -10.7 -1.2 12.7 91.2
Major 121 -5.1 -0.1 17.2 92.3
Med 48 -6.8 -11.9 36.4 80.6
Minor 24 -13.9 -17.0 44.4 75.4
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Figure 5.6 Histogram of probabilities p  = P [ y  = 1 ) in domains of Population 2.
The samples are drawn using jrPS sampling. Two size variables z are constructed:
k ,  ~ N ( 1 0 0 , 1 0 )
¿ e l / .  (5.32)
[ z a  ~ N(100 + 10pj,3)
First of the size variables, zv is not correlated with the probabilities p  = P[y = 1) 
and the study variable. The second size variable z2 is strongly correlated with the 
probabilities and study variable. Figure 5.7 shows the scatter plot of y, p , zl and 
z2 in Population 2 (the scatter plot looks essentially the same in domains).
Figure 5.7. Scatter plot of y, p ,  z l  and z 2  in Population 2.
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For the sample selection, we use the Hanurav-Vijayan algorithm, implemented 
in the SAS procedure Surveyselect. This algorithm fixed size without replacement 
jrPS samples. The algorithm was introduced by Hanurav (1967] in the context of 
stratified sampling and generalised by Vijayan (1968) so that more than two units 
per stratum could be sampled. In the algorithm, the selection probability for unit i
is nh}, where hi = z t and z is the size measure. The algorithm enables
computation of second-order inclusion probabilities, which are necessary for the 
calculation of the Standard variance estimator. Detailed documentation of the al­
gorithm can be found from SAS OnlineDoc (1999).
Table 5.12 shows the domain sizes and totals and proportions of y in Popula­
tion 2. Expected sample sizes for the Hanurav-Vijayan jtPS samples of size 40 
and 80 are also included.
To study empirically the theoretical properties of GREG-lin and GREG-log 
under ttPS sampling, 1,000 independent jrPS samples of size 40 and 80 are 
drawn. From each sample, totals of y in the population and in domains is esti­
mated using the estimators of Table 5.13. Standard variance estimates and vari­
ance approximations were calculated in the way they were presented in Chapter 
4. Models were estimated as in the SRSWOR study: weighted least squares for 
the linear models, PML for the logistic models.
We expect that at least in sets 7-10, L-GREG estimators are more accurate 
than the corresponding GREG-lin estimators, since these estimators have very 
strong models. The possible accuracy difference between GREG-lin and 
GREG-log should decrease as weaker models are used. Note that in sets 9-10, 
double use of auxiliary information is exercised: the size variable is present both 
in the sampling design and in the assisting model.
All the accuracy measures are the same as they were in the SRSWOR case, 
with one exception. For the Standard variance approximation, we use the unbi­
ased pseudo-estimator presented in Chapter 4.3.4.
Table 5.12 Domain sizes and totals and proportions of study variables for Population 1.
Minor 1 100 69 0.69 9.9 19.8 10.0 20.0
Major 2 300 199 0.66 30.1 60.2 30.0 60.0
Poo. 3 400 268 0.67 40 80 40 80
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Table 5.13 Estimators used in the simulations.




1 GREG-lin-1 A> P\X \ Weak
GREG-log-1 Po "*■ P\X l Weak
2 GREG-lin-2 P ^ + P i X , Weak Yes
GREG-log-2 P{Q] +  PlX \ Weak Yes
3 GREG-lin-3 P0 + t f \ Moderate
GREG-log-3 P o + P ^ x , Moderate
4 GREG-lin-4 Moderate Yes
GREG-log-4 Moderate Yes
5 GREG-lin-5 Po +  Pi  >X2 Strong
GREG-log-5 P o + P f x 2 Strong
e GREG-lin-6 P ^ + P ^ X i Strong Yes
GREG-log-6 + P f * 2 Strong Yes
7 GREG-lin-7 Po + Pi ]X 1 + p 2* 2 Very strong
GREG-log-7 Pa + P tf )x  1 +  P2 X 2 Very strong
8 GREG-lin-8 Very strong Yes
GREG-log-8 Very strong Yes
9 GREG-prob-9 Po + P ' i )x  1 +  P2X2 +  Plz Very strong
GREG-cll-9 Po + P{\ ]X\ + P 2X2 +Poz Very strong
10 GREG-lin-10 Po] + P\d)X i +  P2X2+ Poz Very strong Yes
GREG-log-10 P ^ + P ^ x 1 + /32x 2+ P 2 z Very strong Yes
* T h e  p o p u la t io n  g e n e ra t in g  l in e a r  p re d ic to r  is /30 +  fi\d)x  i +  /52x 2
5.3.2 Results
Tables 5.14-5.17 summarize the results from the rrPS study. The tables are ar­
ranged as they were in the SRSWOR study: first estimators with weak and mod­
erate models (sets 1-4) are presented, then estimators with strong and very 
strong models (sets 5-10). Since there was only one minor and one major do­
main, no averaging over domains is done.
Table 5.14 is for weak or moderate models, n=80. The ARB columns show 
that all estimators are approximately unbiased and the FE columns shows that 
GREG-log and GREG-lin are equally accurate. The results for the weak size 
variable z l and the strong size variable z2 are quite similar. Most importantly, 
whether the size variable is correlated with the study variable or not seems to 
have little effect on the difference between GREG-lin and GREG-log, and also 
the effect on the coverage rate is small.
Table 5.15 shows the results for weak and moderate models, n = 40. As for the 
larger sample size (h=80, Table 5.14), the estimators are approximately unbi­
ased, and GREG-lin and GREG-log are essentially equally accurate. Addition­
ally, differences between GREG-lin and GREG-log do not depend on the size
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Table 5.14 ARB, SE, FE and CR for GREG-lin and GREG-log estimators in sets 1-4.
Total sample size n=80, sampling design jrPS, size variables z1 and z2.
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1 lin Population 80 0.1 18.6 94.0 0.1 20.5 92.4
Major 60 0.0 15.6 95.2 0.3 17.1 93.5
Minor 20 0.2 9.3 93.4 0.3 9.2 93.0
log Population 80 0.1 18.6 1.00 93.9 0.1 20.5 1.00 92.4
Major 60 0.0 15.6 1.00 94.7 0.3 17.1 1.00 93.4
Minor 20 0.2 9.3 1.00 93.3 0.2 9.2 1.00 93.4
2 lin Population 80 0.1 18.6 94.0 0.1 20.6 91.5
Major 60 0.1 15.6 94.9 0.3 17.2 93.5
Minor 20 0.1 9.5 90.7 0.5 9.5 90.4
log Population 80 0.1 18.7 1.00 93.9 0.1 20.6 1.00 91.4
Major 60 0.1 15.7 1.00 94.7 0.3 17.2 1.00 93.3
Minor 20 0.2 9.5 1.00 90.8 0.4 9.5 1.00 90.2
3 lin Population 80 0.0 18.7 93.7 0.1 20.5 92.0
Major 60 0.1 15.6 95.0 0.3 17.2 93.4
Minor 20 0.0 9.5 91.3 0.4 9.5 91.4
log Population 80 0.1 18.7 1.00 93.8 0.1 20.6 1.00 92.1
Major 60 0.1 15.6 1.00 94.7 0.3 17.2 1.00 93.4
Minor 20 0.1 9.5 1.01 91.0 0.4 9.5 1.00 91.8
4 lin Population 80 0.2 18.8 93.6 0.1 20.7 91.2
Major 60 0.1 15.6 94.8 0.2 17.2 93.1
Minor 20 0.4 9.8 89.1 0.5 9.7 88.8
log Population 80 0.2 18.8 1.00 93.8 0.1 20.7 1.00 91.0
Major 60 0.1 15.7 1.00 94.9 0.2 17.3 1.00 93.1
Minor 20 0.5 9.8 1.00 88.6 0.3 9.7 1.00 88.8
variable. This holds also for strong and very strong models; therefore in the fol­
lowing results are presented only for z v
When models get stronger (Table 5.16, estimator sets 5-10), differences be­
tween GREG-lin and GREG-log arise. In set 5, GREG-log and GREG-lin are 
still equally accurate. In set 6 , where the model is the same as in set 5 but 
overfitted, GREG-lin is more accurate. With very strong models (sets 7-10) and 
rc=80, GREG-log is more accurate. However, when n=40 (Table 5.17), 
GREG-lin is more accurate even when the models are very strong. The differ­
ence in favor of GREG-lin is large especially in minor domains.
When the model is very strong and domain minor, also bias arises: All estima­
tors in sets 1-4 were approximately unbiased, but in sets 7-10 and for n= 40, 
GREG-log is biased in minor domains. In these cases ARB is between 2.4% and 
4.9% for GREG-log, but for GREG-lin bias is always less than 2%.
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Table 5.15 ARB, SE, FE and CR for GREG-lin and GREG-log estimators in sets 1-4.
Total sample size n=40, sampling design ,t PS, size variable zl.
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1 lin Population 40 0.6 27.1 93.3 0.2 27.5 93.5
Major 30 0.7 22.5 95.3 0.1 23.8 93.3
Minor 10 0.2 14.0 91.1 0.2 13.7 92.4
log Population 40 0.6 27.1 1.00 93.3 0.2 27.4 1.00 93.4
Major 30 0.7 22.5 1.00 95.1 0.2 23.7 1.00 93.3
Minor 10 0.2 14.0 1.00 91.0 0.2 13.7 1.00 92.3
2 lin Population 40 0.5 27.4 92.6 0.1 27.9 92.6
Major 30 0.8 22.8 94.5 0.2 24.2 92.5
Minor 10 0 ? 14.8 84.4 0.1 146 86.2
log Population 40 0.6 27.4 1.00 92.2 0.2 28.0 1.00 92.7
Major 30 0.8 22.8 1.00 93.9 0.3 24.2 1.00 92.6
Minor 10 0.1 14.9 1.00 82.9 0.1 14.6 1.00 84.6
3 lin Population 40 0.4 27.5 92.4 0.1 27.8 92.9
Major 30 0.7 22.8 94.6 0.2 24.1 92.9
Minor 10 0.5 14.9 86.2 0.1 14.8 87.1
log Population 40 0.5 27.4 1.00 92.5 0.2 28.0 1.00 93.0
Major 30 0.8 22.8 1.00 94.0 0.3 24.1 1.00 92.6
Minor 10 0.5 14.7 1.01 85.3 0.2 14.8 1.00 86.2
4 lin Population 40 0.5 28.5 92.0 0.1 28.7 91.7
Major 30 0.8 22.9 93.9 0.2 24.3 92.2
Minor 10 0.2 15.9 81.0 0.3 15.9 81.2
log Population 40 0.8 27.8 1.03 91.6 0.2 28.4 1.01 91.4
Major 30 0.8 22.9 1.00 93.5 0.3 24.3 1.00 92.6
Minor 10 0.7 15.6 1.02 76.5 0.0 15.5 1.02 78.3
Thus, GREG-lin and GREG-log are equally accurate under jrPS if the model is 
not strong (Tables 5.14-5.15). If the model is strong and if the domain sample size 
is not very small, GREG-log is more accurate (Table 5.16, n=80, set 7-10). How­
ever, for small domain samples sizes, GREG-log is inaccurate and may even be bi­
ased (Table 5.16, n=40, sets 7-10). This bias is discussed more in Appendix II.
When comparing estimators in sets 7-8 and corresponding estimators in sets 
9-10, it can be seen that the latter have larger standard errors. The only difference 
between sets 7 and 9 and sets 8  and 10 is that in sets 9-10 the models include the 
size variable. Thus in these simulations, double use of auxiliary information de­
creases the accuracy.
Let us now consider variance estimation under the zrPS design. The CR col­
umns in Tables 5.14-5.16 show that for weak, non-overfitted models the Stan­
dard variance estimator performs well. But as the model gets stronger, or 
overfitted (Table 5.16), and as the domain sample size gets smaller, CRs get 
lower.
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Table 5.16 ARB, SE, FE and CR for GREG-lin and GREG-log estimators in sets 5-10.
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5 lin Population 80 0.1 11.5 93.1 40 0.5 17.4 92.1
Major 60 0.1 10.0 93.1 30 0.5 15.1 89.0
Minor 70 0.0 5.7 90.4 10 0.4 8.1 77.1
log Population 80 0.1 11.5 1.00 93.1 40 0.5 17.4 1.00 92.1
Major 60 0.1 10.0 1.00 93.1 30 0.5 15.1 1.00 89.0
Minor 20 0.0 5.7 1.00 90.4 10 0.4 8.1 1.00 77.1
6 lin Population 80 0.1 11.6 93.5 40 0.5 17.6 91.5
Major 60 0.1 10.1 92.8 30 0.5 15.3 88.2
Minor 20 0.1 5.9 89.0 10 0.3 8.7 71.4
log Population 80 0.1 11.6 0.99 93.0 40 0.3 18.3 0.96 89.7
Major 60 0.1 10.1 1.00 92.6 30 0.6 15.3 1.00 87.2
Minor 70 0.2 6.0 0.97 87.4 10 0.4 10.2 0.86 65.2
7 lin Population 80 0.0 10.6 92.7 40 0.6 16.2 90.4
Major 60 0.0 8.9 92.5 30 0.7 13.6 89.1
Minor 20 0.1 5.6 87.0 10 0.5 8.3 72.1
log Population 80 0.1 9.0 1.17 87.5 40 0.9 16.1 1.01 67.1
Major 60 0.0 7.5 1.20 88.6 30 0.4 13.1 1.04 67.2
Minor 70 0.3 5 7 1.08 63.0 10 2.4 9.4 0.88 35.8
8 lin Population 80 0.1 10.5 92.7 40 0.7 16.3 89.9
Major 60 0.1 8.9 92.1 30 0.8 13.6 88.9
Minor 20 0.1 5.6 86.4 10 0.7 9.0 67.9
log Population 80 0.1 9.4 1.13 85.3 40 1.4 16.8 0.97 63.1
Major 60 0.0 7.6 1.17 87.7 30 0.6 13.6 1.01 63.1
Minor 70 0.4 5.6 1.01 48.4 10 3.8 9.5 0.95 19.8
9 lin Population 80 0.0 10.8 92.5 40 0.6 16.4 90.4
Major 60 0.0 9.1 91.5 30 0.7 13.8 89.0
Minor 70 0.1 5.7 85.7 10 0.5 8.4 71.8
log Population 80 0.0 9.4 1.15 83.5 40 1.3 17.3 0.95 51.2
Major 60 0.1 7.9 1.15 84.9 30 0.7 14.3 0.96 52.7
Minor 70 0.2 5 7 1.09 60.5 10 3.0 9.6 0.88 26.6
10 lin Population 80 0.1 10.8 92.3 40 0.8 16.5 90.1
Major 60 0.1 9.1 91.2 30 0.8 13.8 88.3
Minor 70 0.0 57 85.1 10 0.8 8.8 67.9
log Population 80 0.2 9.7 1.11 79.9 40 1.9 18.3 0.90 47.4
Major 60 0.2 8.1 1.12 83.5 30 0.9 14.7 0.94 49.5
Minor 20 0.4 5.6 1.03 45.0 10 4.9 10.4 0.84 14.0
The pattern for CRs is the same that was observed in the SRSWOR study in 
Chapter 5.2. For example, for n = 40, size variable zv estimator set 1 and major 
domain, CR is 95.1% for GREG-log (Table 5.15). For the same sample size, the
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same domain, the same size variable, but the estimator from set 7, MCR is 
67.2% for GREG-log. In minor domains, MCRs are even below 30% for some 
GREG estimators with very strong models. Thus when the model is very strong, 
the variance estimator fails completely in minor domains. This holds both for 
n=80 and for n~40.
It is interesting to notice that both under SRSWOR and jtPS, the variance es­
timator performed best when the model was weak [and the GREG estimator it­
self was inaccurate). This follows from the fact that the weaker the model, the 
closer the GREG estimator is to the HT estimator, and for the HT estimator, the 
Standard variance estimator works well. But when the model is strong, the pre­
dictions and prediction errors get a larger role, and variance estimation becomes 
more challenging.
Next we consider the performance of the Standard variance estimator in 
more detail. The aim is to see where the variance estimation fails and why the 
coverage rates are too low. Results are presented only for strong and very strong 
models (model sets 5-10) since the Standard variance estimator generally works 
well for weaker models. Only the case of the weak size variable z, is considered, 
since the results were essentially similar for z2.
Table 5.17 presents accuracy measures for the Standard variance estimator 
under jrPS sampling for strong and very strong models. The table shows that for 
strong models (sets 5-6) and very strong models (sets 7-10), both the Standard 
approximation and the Standard estimator fail. This happens both in minor and 
major domains and when n=80 and when n=40.
When we look at the relative contributions of the approximation and estima­
tion error to total bias, it seems that both contribute, on average, equally much to 
the bias. When the model is strong or very strong, both approximation and estima­
tion errors are present even in major domains and with n=80. Thus, the strength 
of the model is at least as important in variance estimation as the sample size.
In the SRSWOR design, we observed that the MRRMSE of the Standard 
variance estimator was much larger for GREG-log than for GREG-lin. The same 
holds in the jrPS study. For models that are not strong, the differences are not 
large, but for estimators in sets 5-10, the root mean square error of the variance 
estimator is in some cases two times larger for GREG-log.
To conclude, the Standard variance estimator is unsatisfactory for GREG-log 
in the jrPS case as well. Especially if the model happens to be good and we gain 
in accuracy by changing the model from linear to logistic, the variance estimator 
fails: it has a large downward bias and large variance. And the estimators fail even 
on the population level with sample size 80, although the failure is much larger 
in minor domains. Although the errors are large for both GREG-lin and 
GREG-log, they are much smaller for GREG-lin. Thus there clearly is need for a 
better variance estimator for GREG-log.
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Table 5.17 RAE, REE, RRMSE and CR for the Standard variance estimator for GREG estimators in
sets 5-10 by estimator set, link and domain type. Sampling design n PS, size variable z1, 











RAE REE RRMSE CR
% % %  %
Total sample size n=40
Exp. Standard var. estimator
sfzePle RAE REE RRMSE CR
%  %  %
5 lin Pop 80 1.3 -0.7 11.4 93.1 40 -1.3 -2.1 19.7 92.1
Major 60 2.2 -0.8 14.0 93.1 30 -0.6 -2.4 23.7 89.0
Minor 20 -4.7 -0.9 24.4 90.4 10 -4.1 -3.3 42.0 77.1
log Pop 80 1.4 -0.7 11.4 93.1 40 -1.3 -2.1 19.7 92.1
Major 60 2.2 -0.8 14.0 93.1 30 -0.7 -2.4 23.7 89.0
Minor 20 -4.7 -0.9 24.4 90.4 10 -4.2 -3.3 42.0 77.1
6 lin Pop 80 0.9 -1.2 11.4 93.5 40 -2.3 -3.1 19.9 91.5
Major 60 1.7 -1.0 13.9 92.8 30 -1.8 -2.8 24.1 88.2
Minor 20 -6.9 -2.6 25.8 89.0 10 -10.3 -7.7 43.6 71.4
log Pop 80 0.3 -1.9 11.6 93.0 40 -5.9 -4.5 21.5 89.7
Major 60 1.4 -1.2 14.0 92.6 30 -2.1 -3.5 25.4 87.2
Minor 20 -9.6 -6.0 31.6 87.4 10 -23.1 -16.6 58.2 65.2
7 lin Pop 80 -4.3 0.9 10.1 92.7 40 -3.8 -6.0 19.4 90.4
Major 60 2.1 -1.9 11.7 92.5 30 -0.6 -5.3 21.9 89.1
Minor 20 -7.0 -5.2 25.1 87.0 10 -12.6 -11.5 40.9 ....72,1...
log Pop 80 -6.7 -7.8 24.9 87.5 40 -22.1 -21.4 55.7 67.1
Major 60 -1.5 -5.6 24.3 88.6 30 -17.0 -20.4 55.2 67.2
Minor 20 -25.5 -19.1 59.2 63.0 10 -43.6 -30.5 83.2 35.8
8 lin Pop 80 -1.0 -2.5 10.1 92.7 40 -5.0 -6.0 19.9 89.9
Major 60 1.9 -1.8 11.7 92.1 30 -1.3 -5.1 22.1 88.9
Minor 20 -10.9 -5.1 26.4 86.4 10 -16.8 -12.7 44.6 67,9
log Pop 80 -9.7 -9.4 27.6 85.3 40 -25.5 -23.0 58.3 63.1
Major 60 -3.5 -6.6 26.5 87.7 30 -20.0 -22.7 59.3 63.1
Minor 20 -30.7 -29.1 72.5 48.4 10 -45.1 -39.1 90.6 19.8
9 lin Pop 80 -3.3 -2.9 11.2 92.5 40 -5.5 -6.4 20.4 90.4
Major 60 0.2 -2.3 11.6 91.5 30 -2.1 -5.7 22.1 89.0
Minor 20 -12.1 -5.0 25.8 85.7 10 -14.1 -11.6 41.0 71.8
log Pop 80 -11.8 -9.9 31.1 83.5 40 -27.9 -31.4 69.3 51.2
Major 60 -7.9 -7.1 28.9 84.9 30 -24.2 -30.2 68.1 52.7
Minor 20 -28.9 -22.7 63.2 60.5 10 -45.8 -37.5 88.6 26.6
10 lin Pop 80 -3.2 -3.1 11.3 92.3 40 -6.3 -7.0 21.1 90.1
Major 60 0.1 -2.5 11.6 91.2 30 -2.3 -6.0 22.3 88.3
Minor.. 20 -13.0 ...-5 .8 27.2.... 85.1... 10 -18.1 -13.5 44.7 ...6 /9
log Pop 80 -13.7 -12.7 34.6 79.9 40 -32.2 -32.6 72.8 47.4
Major 60 -8.5 -10.1 31.8 83.5 30 -25.6 -32.9 71.0 49.5
Minor 20 -34.5 -31.0 75.4 45.0 10 -51.2 -40.3 94.4 14.0
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6 Alternative variance estim ators
In the Monte Carlo studies of Chapter 5. we observed that the Standard variance 
estimator ([4.36) for domains, (4.34) for population) often underestimates the 
variance for GREG estimators. Also, the variance of the estimator may be very 
large. Large bias and variance are present especially if
i. the assisting model is strong
ii. the sample size in the domain is minor
iii. the link function is logistic-type
iv. the model is overspecified.
The Standard variance estimator performs usually quite well, if
i. the assisting model is weak
ii. the sample size in the domain is major
iii. the link function is linear.
Next, we consider some alternative ways to estimate the variance of a GREG es­
timator. In Chapter 6.1, we discuss two standard resampling based techniques, 
the jackknife and the bootstrap and in Chapter 6.2, introduce a new variance es­
timator called the Augmented variance estimator that is based on the Standard 
approximation. The performance of these three estimators is studied empirically 
by a small Monte Carlo simulation in Chapter 6.3. In the simulations the Aug­
mented variance estimator performs best. In Chapter 7, we study the Aug­
mented variance estimator more extensively and conduct all the simulations of 
Chapter 5 with the Augmented variance estimator.
6.1 Resampling approach
We describe briefly the two basic resampling based variance estimators, the jack­
knife and bootstrap. Both the jackknife and bootstrap are actually method fami­
lies. The theoretical literature on these estimators concerns mainly situations 
where the estimator whose variance is to be estimated is a smooth function of 
population means. The L-GREG with a continuous auxiliary variable is not such 
an estimator. Moreover, the dangers related to the jackknife when the estimator 
is a quantile or order statistics are well known. Thus, we do not plunge deep into 
the theory, but briefly describe the basic principles of these variance estimation 
techniques and then study empirically their properties. Estimators are described 
for the population total estimator, but by setting y tj = y [ ^ , these also apply to 
domain totals. The main references used in this section are Wolter (1985), 
Sarndal et al. (1992), Shao (2003) and Lahiri (2003).
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6.1.1 Jackknife
The jackknife was originally developed in an infinite population context. 
Quenouille (1949) introduced the method to reduce bias of an estimator, Tukey 
(1958) suggested that the method might be used for variance and interval esti­
mation, and Durbin (1959) seems to be the first to consider the jackknife in fi­
nite population inference (see Wolter 1985 and Sarndal et al. 1992).
We construct the jackknife estimator as follows. Let the sampling design be a 
non-stratified fixed size without replacement design, such as the SRSWOR or jrPS 
design. The population parameter is total of y  and we estimate it by T. The sample 
set is partitioned into k groups of m observations in each group. In practice, it 
might happen that km ^  n. To overcome this problem, we consider only the case 
where m = 1, that is, the delete-one jackknife. This choice is computationally chal­
lenging, but with respect to the accuracy of the jackknife, this is the preferred 
choice (Wolter 1985, p. 164). The pseudo-sample set that is obtained by deleting 
unit h is denoted by .
For each of the n sample sets we define as the estimator that is
calculated from the reduced sample set. The form of the estimator is the 
same as that of T, but when estimating totals, weights need to be rescaled so that 
^  wt = N.  This is obtained by multiplying the original weights by factor
ies(-k)
Y j wi 2 \ wi
S(-h)
(6.1)
Next, we define pseudo-values
t _ h = k t - [ k - \ ) f (_h) = n f - ( n - l ) f (_M . (6 .2 )
From these pseudo-values, the jackknife variance estimator is obtained as
V, (6.3)
Under the SRSWOR sampling and HT estimator, it can be shown that
V i ( f )  = ^ - ( l - f ) s 2y = V s ( T m ) .  (6.4)
The property (6.4) is called the linear condition. It says that when applied to a 
simple linear estimator, the resampling based variance estimator is the same as 
the analytical unbiased estimator (the condition may also be defined in terms of 
expectations). Sometimes the jackknife is defined without the coefficient 1 —/, 
which means that the linear condition (6.4) does not hold. We use the linear 
conditions both in the jackknife and bootstrap. This means that for the 
SRSWOR sampling and HT estimator, both the bootstrap and jackknife are un­
biased estimators for the variance. This, of course, does not necessarily mean that 
they would be good estimators for the variance of the GREG estimator.
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6.1.2 Bootstrap
The bootstrap method, like the jackknife, was first introduced in an infinite pop­
ulation context. The originator of this technique was Efron (1979, 1981, 1982). 
The technique works best with independent, identically distributed observations 
and in an infinite population context. Although much research on the bootstrap 
has been done since the basic technique was introduced (e.g. Bickel and Freed­
man 1984, Gross 1980, McCarthy and Snowden 1985, Rao and Wu 1984, 1987, 
Sitter 1992b), it is still unclear how the technique should be modified if the sam­
pling is not SRSWR (Shao 2003, Lahiri 2003). Here, we describe the method 
following the lines of Sarndal et al. (1992).
Let the sampling design be a non-stratified fixed size without replacement 
design. The population parameter is total ofy and the estimator is T. In the boot­
strap, we proceed as follows:
i. Construct an artificial population U* from the sample set s
ii. Draw a series of independent bootstrap sample sets sjj ,s ‘2,... ,s*K from U * by a 
design identical to the one which was used to draw s
iii. For every bootstrap sample k, calculate T k
iv. Use the distribution of T, ,T 2,... ,T K as an estimate of the sampling distribu­
tion of T. Specifically, the bootstrap variance estimate is obtained as
= (6.5)
^  1 k=l
where c = (n — f)/(n -  1) is a finite population correction coefficient which en­
sures that the linear condition with respect to the SRSWOR design and HT es­
timator holds.
Obviously, there are a number of things that need to be defined more clearly 
before the method can be implemented in practice. Especially, how does one 
construct the population U*? And what does it mean to resample in a way that 
is identical to the one that was used to draw s? Next, we outline the methods 
that are used in this study.
When sampling is SRSWOR, every unit in the sample represents N/n  units in 
the population. Thus it makes sense to construct the pseudo-population by repli­
cating every unit N/n  times in order to construct the sample. This was proposed 
by Gross (1980) and McCarthy and Snowden (1985). But there is the problem 
that N/n  is not necessarily an integer. Bickel and Freedman (1984) have pro­
posed a method that tries to overcome this problem by constructing two artifi­
cial populations and then drawing randomly samples from these two popula­
tions. This method, however, is not feasible when n 3 < N 2 (Lahiri 2003). Sitter 
(1992b) has proposed an alternative to the randomisation between the two pop­
ulations. We will restrict the study of the bootstrap to a situation where N/n  is 
an integer; thus the method of replicating the sample units N/n  times will apply 
when sampling is SRSWOR. From the bootstrap population, pseudo-samples are 
drawn using constant inclusion probabilities n /N  if the sampling is SRSWOR.
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When sampling is /rPS, it does not make sense to replicate every sampled unit 
by a constant, since different sample units represent different numbers of popu­
lation units. To overcome this problem, we obtain the method described in 
Sarndal et al. (1992, 443). Under ttPS, every unit in s has a sampling weight i//.. 
For each i E s we create wi artificial elements of U* if ma is an integer, and if it is 
not, we first round the weight to the closest integer and then create the artificial 
units. This may result in a pseudo-population whose size is not exactly N,  but 
the difference between N* and N  is usually small. Pseudo-samples are drawn 
from the bootstrap population using the same size variables that were used when 
drawing the original sample.
6.2 Augmented estimator for the Standard 
approximation
Like the resampling based variance estimators, the Augmented variance estima­
tor that we propose is also general in the sense that it applies to domain estima­
tors as well. This is obtained by replacing the study variable y if by y \ f  (so y tj is 
zero outside the domain). Also, it applies to all GREG estimators without re­
strictions to the chosen assisting model. To derive the estimator, let us first col­
lect the variance, Standard approximation and Standard estimator (these were 
derived in Chapter 4.3).
The variance of the GREG estimator is
K t , c ^ c ) -  (6 .6 )
The Standard approximation, given previously in (4.31), is
VA( T i,CREG) = v J Jw iEii = 2 2
\ieu itu  keu W M l )e a  ■ ( 6 ' 71
where Etj is given by (4.24).
The Standard estimator for the approximation, given previously in (4.34), is
( î  ¿ G R E G  )  2 2
A,t
¡El/ k<=UE ( U t )
(6 .8)
where e tj is given by (4.3).
Replacing ekj by in (6 .8 ) and Ekj by E[f' in (6.7) we get corresponding 
expressions for the GREG estimator for domains. Previous studies (Myrskylä 
2004, 2005) and the simulation in Chapter 5 indicate that the estimation error, 
that is, the difference between the Standard estimator Vs and the Standard ap­
proximation VA, contributes markedly to the total error of the standard variance 
estimator. Here we focus on this estimation error and aim to decrease it.
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First, let us note the difference between the census fit residuals in the approx­
imation (6.7] and the sample fit residuals in the estimator (6 .8 ):
Ea = y  a -  ÿn C6-9)
' ( y . - t . M t , - * « )
From (6.9) we see that the census fit residual Er is a sum of two terms: the sam­
ple fit residual etj and a residual eh., which reflects the difference between the 
sample fit predictions and census fit predictions. Plugging (6.9) to the approxi­
mation, we see that the Standard variance estimator for the Standard variance 
approximation (6.7) is missing something:
The Standard approximation (6.7) can be written
V a ( í ; , G R £ c ) =  y  + h j ) \ = V  + 2 w ■ e (6 .10)
\iG U
If the values ZL (and thus e :j) were observable, an unbiased estimator for the ap­
proximation (6 .1 0 ) would be
va (t j CREC ) ~ 2  2 A,
íe u  kEU E ( l d k )
m l( e lj+ ' l ti ) w k( e k¡+lk^)-  C6 -11)
The Standard variance estimator (6 .8 ), however, is
( i  j.GREG  )  5 ]
A,.
¡EU kEU H i i i k )
™¡íijU!kekj . (6 .12)
Comparing (6.10), (6.11) and (6.12) it is easy to see that the Standard estimator 
ignores the terms that reflect the difference between the sample fit and popu­
lation fit. If the values ? „ could be observed, a better variance estimator might be 
available. Later, we propose a method to calculate pseudo-estimates for e . Be­
fore that, let us look at (6 .1 1 ) in more detail.
The pseudo-estimator (6.11) has terms that are not observable. To come up 
with a variance estimator whose values can be calculated, two assumptions are 
made. The goodness of these assumptions is studied in Monte Carlo simulations 
in Chapter 6.3. First, we assume that the sampling weights w i and both residuals
£.. and eb. are uncorrelated. Second, we assume that the covariance between 
> w e -  and > w e is small compared with the individual variances of these 
terms and may be ignored. This gives us the estimator
iEu kEU zyLii-kJ
,é,!£kík¡ + I I
iEU kEU E(L,Lk)
(6.13)
= Vs + V u ,3 M
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The first term Vs in the estimator (6.13) is the familiar Standard variance esti­
mator for GREG, given by (6 .8 ) and derived in Chapter 4.3. This term is easy to 
calculate for every sample. The second term V , which reflects the difference 
between sample fit and census fit models, has the same form as Vs , but it in­
cludes unobservable quantities eC. In Chapter 6.3, we study how well the esti­
mator (6.13) estimates the Standard approximation (6.10). However, since 
(6.13) includes unknown e_ij, it cannot be calculated in practice. Therefore we 
propose a method for generating pseudo-estimates e l for eU; by using these 
pseudo-estimates we can estimate V  ,. The procedure is as follows.
i. Construct an artificial population U ’ from the sample set s. The method to 
generate the population is the same as in bootstrap estimation. Denote the 
study variables in U * by y*.
ii. Draw a series of independent pseudo-sample sets , s \ , s * K of size n from 
U * by a design identical to the one which was used to draw s.
iii. Using the information { y * : ; e U * }  calculate pseudo-census fit parameters B*,
pseudo-census fit predictions y l = xlB* and pseudo-census fit residuals 
E* = y* — y*. For every pseudo-sample k = 1,2,..., K calculate pseudo-sample 
fit parameters (3*, pseudo-sample fit predictions y i  = X;'(3* and pseudo-sample
fit residuals e° - y* — y l using information {y* :j E s'  Finally, for every 
k = 1,2 ,...,K, decompose pseudo-census fit residuals E* as
n;  = (y;-y; ')+(y;' -y(6 I4 ]
= e° + e’.
and calculate the value
( i  7,G R E G  )  =  S  E  T ? 7 7  \ w> el wkeli • ( 6 - 1 5 )
is iT keu ' h \ L L k )
iv. From the K values (6.15), calculate an estimate for V  by
( —  G R E G  ( l  7, G R E G  )  • ( 6 - 1 6 )
^  k=l
Each of the estimates (6.15) estimate the unobserved term V  .. These values 
vary from a pseudo-sample to a pseudo-sample, so we average them over re­
peated pseudo-samples (step iv.). After calculating (6.16), the Augmented vari­
ance estimator V * \ L jGREC )  for the Standard approximation can be constructed:
where V5 j.GREG
V  C -  7,GREG  )  — V s ( f  7,GREG )  ( £  j, GREG )  ’
)  is the Standard variance estimator, given by (6 .8 ).
(6.17)
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6.2.1 A ugm ented  variance estim ator under the SRSWOR design
Under SRSWOR, the Augmented variance estimator (6.17) takes the form
^ ( t , G K £G) = N2(„ f ) S-l + V M(t,cREo).  where
K  ( Î  y, C R £ G  )  =  -^  É V ™  (ti.GREc), and 
y M ( f  ) , N Ü W 2 S =
V M  \ L  j.GREG J  n  - e*(fe) '
(6.18)
(6.19)
If domains are fixed-size (i.e. strata) and are treated as populations of their own, 
the Alternative estimator is analogous to (6.18) with the obvious exception that 
the pseudo-population and pseudo-sample are of size and n<‘i|. For un­
planned domains, the Augmented variance estimator is
U ' ( f W  \  =y — j.GREG )
N 2{ 1-
—  S 2 + VP Id) T v M(î'.G «£c) - where (6 .20)
f i d )
L j'GREG)
1 ^ N 2 ( l - / )  2
K Û  n (6.21)
6.2.2 A ugm ented  variance estim ator under the jiPS design
Under ?rPS, the Augmented variance estimator (6.17) is
(tj,GREG )  = ( — j.GREG  )  + ( l , g r e g  )  - where (6.22)
( i  j.GREG  )  =  1 j.GREG  )  > a n C ^
(6.23)
T>(t) ( r f . V V 71 ik ~ n in k
V m  l  T-j.G REG  )  Z - !  A j  ~r ™ ie ij!U .k e kj ■
ie U 'k e U '  K  *
For unplanned domains, the Augmented variance estimator is
V ’ (t-GREG ) = V S (f-^REG )  + y M ( t g r e g  )  - where (6.24)
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(6.25)(t-Lc ) = " S  Kk) (t-La )  - and
^  k=\
V (k) (i7 cA ) = 2
i e u * k e u *
Jt J t  : Jt
ft
L w ie\fy  wke[f  .
6.3 A small simulation study
In this chapter, we conduct a small simulation study in order to compare the 
jackknife, the bootstrap and the Augmented variance estimator with the Stan­
dard variance estimator. Both SRSWOR and jtPS designs are covered. Due to 
the extensive computing the resampling methods require, both the population 
and sample size will be relatively small but still realistic.
6.3.1 General setting, estimators and accuracy measures
The population, called Population 3, is of size 150. No domains are considered. 
Two auxiliary variables and one study variable are generated as follows:
(%; ~ Uni (1,2)
i G U
[zi ~ N  (100+ 5/^,5)
(6.26)
The z-variable is the size variable for jtPS sampling. It correlates with the re­
sponse variable through probabilities p = P[y = 1). These probabilities are gener­
ated irom x by
exp(/30 +/?i%,) 
l+exp(/3 0 +/?!%;) '
(00,18,) = (3 0 ,-2 0 )
The binary study variable is generated as y, ~ Be(^p ). The proportion of y  m
Population 3 is 72/150 = 0.48. Figure 6.1 shows the histogram of p = P[y = 1) 
and Figure 6.2 the scatter plot ofy, p, z and x.
Population 3
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
P
Figure 6.1 Histogram of p  = P ( y  =1) in Population 3.
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Figure 6.2 Scatter plot of y, p ,  z and x  in Population 3.
K= 1,000 independent SRSWOR samples and K= 1,000 independent jrPS 
samples (Hanurav-Vijayan algorithm) of n=25 are drawn. From each sample, to­
tal of y is estimated with two GREG estimators (Table 6.1).
Both estimators have strong models. The models were estimated using the 
SAS procedure Reg and weighted least squares for the linear model and SAS 
procedure Logistic with PML estimation for the logistic model.
For both estimators and for every sample replicate, four variance estimates 
were calculated. Estimators that were used were the Standard variance estima­
tor, the jackknife, the bootstrap and the Augmented variance estimator. For the 
bootstrap, 500 pseudo-samples were generated for each sample and for the Aug­
mented variance estimator, 30 pseudo-samples were generated. The number of 
pseudo-samples was large enough for the Augmented variance estimator to 
stabilise (see Appendix 1).
Table 6.1 Estimators used in the simulations.
Estimator Functional form of the model Linear predictor r f Description of the model I
GREG-lin Linear ß o  ß \ x \ Strong
GREG-log Logistic ß o  +  ß \ x \ Strong
*  T he  p o p u la t io n  g e n e ra t in g  l in e a r  p re d ic to r  is / ? „  +  ( i  , x ,
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GREG-iin GREG-log
40 55 70 85 100 40 55 70 85 100
Estimated total 72 Estimated total 72
Figure 6.3 Histogram of GREG-lin and GREG-log under the SRSWOR design.
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Figure 6.4 Histogram of GREG-lin and GREG-log under the jtPS design.
6.3.2 Results
Figures 6 .3-6.4 and Tables 6 .2-6.5 present the results of the small simulation 
study. Figures 6 .3-6.4 show the distribution of GREG estimates under 
SRSWOR and ttPS designs. The figures show that GREG-log is more accurate 
than GREG-lin; therefore it is expected that the Standard variance estimator will 
underestimate the variance of GREG-log.
Table 6.2 shows summary measures for both GREG estimators and the cov­
erage rates of the four variance estimators. Both GREG estimators are approxi­
mately unbiased under both designs (ARB close to zero) and GREG-log is signif­
icantly better than GREG-lin in terms of standard error SE. The function effect 
FE summarises the difference: in this simulation, the GREG-log estimator is 
14-15% more efficient.
The CR column in Table 6.2 shows that the Standard variance estimator (S) 
performs relatively well for GREG-lin, but severely underestimates the variance 
of GREG-log. The Augmented (A), jackknife (J) and bootstrap (B) variance esti­
mators all perform relatively well for GREG-lin, and for GREG-log, each one of 
these estimators is significantly better than the Standard variance estimator S. In 
terms of the coverage rate, the Augmented variance estimator A is best, but the 
differences between A, J and B are small.
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Table 6.2 ARB, SE, FE and CR by design and estimator.
The first three columns of Table 6.3 show the true (Monte Carlo) standard error, 
the Standard variance approximation (6.7) and the mean of the pseudo-estimator
A «, , V  V................ ..........yt iV . (S- / G R E G  )  2 2
ieu keu E ( L d k ) ¡eu keu
Wieijwk'ikj
E(l iLk)
Wj e^Wu -kj .(6.27)
The estimator (6.27), given previously by (6.13), is a pseudo-estimator for the 
Standard approximation, since it contains terms £C that are not directly ob­
served. From the table, we see that the Standard approximation is quite good 
when the point estimator is GREG-lin, but for GREG-log, the approximation 
underestimates the variance. The pseudo-estimator (6.27), however, is accurate 
for the Standard approximation in both cases.
The last four columns of Table 6.3 present the means of the four standard er­
ror estimators. For GREG-log, the bias of S is very large both with respect to the 
Monte Carlo standard error and with respect to the Standard variance approxi­
mation. The Augmented variance estimator A performs much better: its bias 
with respect to the approximation is very small and the bias with respect to the 
Monte Carlo standard error comes mainly from the approximation error. In 
terms of bias, both the bootstrap B and jackknife J are better than S, but not as 
good as the Augmented variance estimator A.
Table 6.4 presents the total relative biases and relative root mean square er­
rors for the four variance estimators. The bias columns show explicitly that the 
bias of the Standard variance estimator is huge lor GREG-log, smaller for other 
variance estimators and smallest for the Augmented variance estimator. The 
RRMSE column of Table 6.4 shows that the standard errors of the variance esti-




l i l l ¡11 i l l l l i l i l
H i *
I I I .[ I l l l l l l
BM W M
\ I
SRSWOR GREG-iin 7.5 7.5 7.5 7.4 7.5 7.3 7.3
GREG-ioq 6.6 6.0 5.8 4.2 5.9 5.3 5.4
,-rPS GREG-lin 7.7 7.5 7.5 7.4 7.5 7.5 7.6
GREG-loq 6.7 5.8 5.8 4.2 5.6 5.4 5.5
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Table 6.4 Total relative bias and relative root mean square error of variance estimators by 
design and estimator.
SRSWOR GREG-lin -2.1 -0.7 -3.0 -2.9 12.7 12.9 14.2 20.4
GREG-loq -36.7 -10.0 -19.1 -18.0 62.0 48.7 51.0 47.3
ttPS GREG-lin -3.7 -2.9 -2.5 I rvj o 12.9 12.7 15.7 18.9
GREG-loq -38.3 -16.4 -19.6 -19.0 62.8 48.0 53.0 47.8
mators vary greatly: although bias was clearly smallest for the Augmented vari­
ance estimator, RRMSEs are about the same size for A, J and B.
Table 6.5 shows the empirical lower, upper and total 95 % coverage rates for 
the four estimators. Differences between A, J and B are small. For GREG-log, the 
Augmented variance estimator produces best coverage rates (around 80 %). These 
are too low, but improvement over the Standard variance estimator is significant.
The aim of this small simulation was to find the best alternative for the Stan­
dard variance estimator among the three estimators. It turned out that all the 
three estimators, the jackknife J, the bootstrap B and the Augmented variance 
estimator A, were clearly better than the Standard estimator, but differences 
within the triple were small. In terms of bias and coverage rate, the Augmented 
variance estimator was best by a small margin. In terms of the mean square error, 
the bootstrap was best, but again, differences between A and B were very small.
Since the coverage rate was previously chosen to be the main measure for the 
goodness of the variance estimator, the Augmented variance estimator A is cho­
sen for more detailed studies. Another argument for the Augmented estimator is 
that the number of pseudo-samples it requires is small compared to jackknife 
and bootstrap. Thus in Chapter 7, we study the properties of the Augmented es­
timator more extensively and conduct all the simulations of Chapter 5 with this 
variance estimator.
Table 6.5 Lower, upper and total coverage rates of variance estimators by design and estimator.
i :
Design Estimator Lower CR, target 2.5 Upper CR, target 97.5 Total CR, target 95.0
S A J B S A J B S A i B
SRSWOR GREG-lin 2.9 2.7 3.4 3.7 96.0 96.1 95.7 96.1 93.1 93.4 92.3 92.4
GREG-loq 22.8 12.6 13.2 13.3 82.9 92.4 91.3 91.4 60.1 79.8 78.1 78.1
?rPS GREG-lin 4.2 4.2 4.0 4.3 96.9 96.9 96.5 96.5 92.7 92.7 92.5 92.2
GREG-loq 24.3 11.1 11.3 11.9 83.0 92.4 92.5 92.0 58.7 81.3 81.2 80.1
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7 M onte Carlo study II: Com parison  
o f Standard and Augm ented  
variance estim ators fo r  L-GREG
In this chapter, we apply the Augmented variance estimator proposed and tenta­
tively tested in Chapters 6.2 and 6.3 to the Monte Carlo simulations of Chapter 
5. The aim is to study whether the Augmented variance estimator would provide 
improvement over the Standard variance estimator when estimating the variance 
of L-GREG estimators. The settings of the simulations and the GREG estimators 
are exactly the same as they were in Chapter 5. Chapter 7.1 presents the results 
for the SRSWOR and Chapter 7.2 the results for thejrPS study.
7.1 Experiment II. 1: SRSWOR design
Table 7.1 presents accuracy statistics for the Standard variance estimator (S) and 
the Augmented variance estimator (A) for the case where GREG-log, 
GREG-prob and GREG-cll were compared under the SRSWOR design (see 
Chapter 5.2.4.1). The number of pseudo-samples for A was 10. Appendix I pro­
vides justification for this choice.
Table 7.1 shows that for every population generating link and every model 
link, the Augmented variance estimator A performs better than the Standard 
variance estimator S in terms of bias, root mean square error and coverage rate.
The largest improvement is obtained in terms of estimation error and bias: 
the mean relative estimation error MREE (the mean relative bias with respect to 
the Standard approximation) is much smaller for A than S. For example, in the 
case where the population generating link is logit, MREE for L-GREG estimators 
is around 11 %—12% (in absolute value) for S and around 4% (in absolute value) 
for A. Consequently, the total bias is also much smaller for A than for S. A simi­
lar phenomenon is observed for other population generating links: the Aug­
mented variance estimator A has a much smaller estimation error and total bias 
than the Standard variance estimator S.
In terms of mean RRMSE, A also outperforms S. In every situation, MRRMSE 
is smaller for A. The largest difference is obtained on the population level, where 
MRRMSE for A is often only two thirds of the MRRMSE for S. This holds true for 
the logit, probit and ell population generating links.
In terms of the coverage rate, the Augmented variance estimator also per­
forms better than the Standard variance estimator. The largest differences are 
obtained in situations where the CR for S is below 80%. For example, in the case 
where the population generating link is logit, CRs for L-GREG estimators are 
around 79%-80% for S and around 84%-85% for A. And when the CRs for S are 
close to 95%, the CRs for A are also close to 95% (for example, in major domains 
and on the population level). Similar improvements are observed when the pop­
ulation generating link is probit or ell. Thus the Augmented variance estimator
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Table 7.1 Accuracy of the Standard and Augmented variance estimators for GREG-lin and three
L-GREG estimators. SRSWOR design, overall sample size 2,000, estimator set 7.
1 3
Link MRAE Mean relative 
estimation error
^ S  A ~
Mean relative Cover 
root MSE
S A S
. . . s pM a l
■ ■ 1
Logit Population 2000 lin -4.2 -1.0 0.1 5.9 4.7 92.3 92.9
logit -6.0 -2.3 0.4 9.8 7.1 92.5 93.5
probit -5.9 -2.1 0.4 9.5 7.0 92.1 92.9
cll -5.5 -2.1 0.6 9.0 6.4 92.0 93.0
Major 121 lin -0.9 -1.0 -0.3 8.8 8.7 93.4 93.9
logit -1.6 -2.4 -0.8 14.9 14.5 92.9 93.3
probit -1.5 -2.3 -0.7 14.6 14.3 92.6 93.1
cll -1.5 -2.0 -0.3 14.7 14.5 92.8 93.2
Med 48 lin -1.1 -2.4 -1.1 17.0 16.8 93.3 93.5
logit -4.4 -7.1 -3.8 34.9 32.0 86.7 88.0
probit -4.2 -6.7 -3.6 33.8 32.0 86.1 88.1
cll -3.8 -6.6 -3.3 31.7 31.0 86.6 89.9
Minor 24 lin -3.0 -4.6 -1.7 21.7 20.9 88.8 90.0
logit -9.3 -12.2 -4.7 48.8 42.2 79.8 84.7
probit -9.1 -11.1 -4.2 46.1 42.0 79.3 84.5
cll -9.6 -11.6 -4.4 47.3 43.0 79.9 84.6
Link MRAE S A S A S A
Probit Population 2000 lin 1.0 -0.6 0.1 1.3 1.2 95.3 95.5
logit 0.0 -1.9 0.2 3.3 2.7 94.7 95.1
probit 0.2 -1.8 0.2 3.1 2.7 94.9 95.1
cll -0.2 -1.7 0.2 3.3 2.6 94.6 95.2
Major 121 lin -1.1 -0.5 -0.2 7.0 7.0 94.2 94.3
logit -1.1 -1.7 -0.6 12.6 12.5 93.3 93.7
probit -0.9 -1.6 -0.6 12.3 12.1 93.3 93.7
cll -1.0 -1.6 -0.5 12.0 11.9 93.4 93.6
Med 48 lin -3.1 -1.4 -0.4 12.8 12.5 92.8 93.1
logit -4.3 -5.7 -2.1 26.7 25.6 89.2 91.3
probit -4.3 -5.3 -2.0 25.9 24.9 89.3 91.5
cll -3.9 -5.2 -2.0 25.0 24.1 89.1 91.5
Minor 24 lin -1.9 -2.7 -0.9 15.9 15.6 92.3 92.9
logit -5.6 -8.5 -3.7 34.7 31.9 85.8 88.5
probit -5.5 -7.9 -3.4 33.4 31.8 86.0 88.8
cll -5.3 -7.5 -3.1 31.9 30.1 85.7 88.3
Link MRAE S A S A S A
Cll Population 2000 lin -0.7 -0.6 0.1 1.9 1.4 94.2 94.8
logit -2.8 -1.4 0.4 5.0 3.5 93.7 94.8
probit -2.6 -1.1 0.6 4.6 3.2 94.0 94.8
cll -1.6 -1.4 0.3 3.8 2.7 94.2 94.8
Major 121 lin 0.9 -0.6 -0.2 7.3 7.3 94.7 95.0
logit 0.2 -1.3 -0.3 11.2 11.2 93.6 94.0
probit 0.4 -1.2 -0.2 11.0 11.0 93.7 94.1
cll 0.2 -1.3 -0.4 10.9 10.9 93.7 94.0
Med 48 lin -1.7 -1.4 -0.4 13.1 12.9 92.8 93.2
logit -2.5 -4.5 -1.5 24.4 24.0 90.0 91.8
probit -2.5 -4.1 -1.2 24.0 23.6 90.4 91.8
cll -2.3 -4.4 -1.7 23.9 23.3 90.2 92.0
Minor 24 lin -2.2 -3.0 -0.9 17.1 16.8 91.8 92.5
logit -4.2 -6.9 -2.7 30.0 28.8 87.4 89.8
probit -3.9 -6.4 -2.4 28.8 27.7 87.7 89.4
cll -3.9 -6.6 -2.6 28.9 27.5 87.6 89.7
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improves variance estimation significantly in terms of CR when the CRs of S are 
too low and when the CR for S is close to 95%, the Augmented variance estima­
tor improves variance estimation in terms of bias and mean square error.
Table 7.2 present corresponding statistics for the Monte Carlo experiments 
where GREG-log and GREG-lin were compared under the SRSWOR design (see 
Chapter 5.2.4.2). The number of replicates for the Augmented variance estimator 
was, as previously, 10. The tables present results only for the GREG-log estimator 
and model sets 5-8, since for GREG-lin and model sets 1-4, the Standard variance 
estimator performed relatively well and there was only little room for improve­
ment. (In these cases the A was slightly more accurate than S; selected tables sum­
marizing these results are presented in Appendix III Tables A.III.l and A.III.2.)
Table 7.2 shows a similar pattern that was observed in Table 7.1: When the 
Standard variance estimator performs well (CR close to 95%), the Augmented 
variance estimator also has CR close to 95%, but the bias and mean square error 
of the Augmented variance estimator are smaller. When the Standard variance 
estimator S fails (CR lower than 93%), the failure is mainly due to bias. The bias 
constitutes of the approximation error and estimation error. Especially for minor 
domains and strong models, the estimation error is large. For example, for 
n =  1,000, minor domains and set 7, the mean relative estimation error for S is 
-23.0%. For the Augmented variance estimator A, the mean relative estimation 
errors are in most cases much smaller (in absolute value). For example for 
n =  1,000, minor domains and set 7, the mean relative estimation error lor the A 
is -6.3%. Consequently, total relative biases are also smaller for A than for S.
Thus the general pattern is that the estimation error for A is much smaller 
than for S. However, the total error is still quite large in some cases. This is due 
to the approximation error.
There is one exception to the general pattern, where the estimation error for 
A is smaller than for S: for estimators in set 8, A overestimates the approxima­
tion on the population level and in major domains. However, the approximation 
error and estimation error partly cancel each other, so the total relative bias is 
still much smaller (in absolute value) for A than for S.
Smaller total bias is associated with smaller relative root mean square error 
and indeed, A performs better than S in terms of MRRMSE and MCR. The larg­
est differences in terms of MRRMSE are on the population level and the biggest 
differences in terms of MCR are in minor domains and for strong models. For ex­
ample for «=1,000, set 6 and population level estimates, MRRMSE is 4.7 for A 
and 7.0 lor S (48 % larger for S). And for «=2,000, set 8 and minor domains, 
MCR for A is 84.1% and for S, MCR is 75.4%.
Figures 7.1-7.3 visualise the results presented in Tables 7.1-7.2. These fig­
ures show the histograms of the Standard (S) and Augmented (A) standard error 
estimators in selected situations. Appendix IV presents more of these figures for 
different domains and different estimators.
Figure 7.1 shows the histograms of the standard error estimators for the pop­
ulation level estimator GREG-log-7 for the SRSWOR design and «=5,000. The 
figure shows that for a large sample, both estimators have a similar, approxi­
mately Normal distribution. In this case, both standard error estimators had only 
a small bias (-0.7% for S, 0.4% for A) and the Standard approximation was also
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Table 7.2 Accuracy of the Standard and Augmented variance estimators for GREG-log.







n=5000 5 Population 5000 -1.0 0.0 0.0 1.6 1.6 94.8 94.8
Major 303 1.1 -0.1 -0.1 6.2 6.2 94.9 94.9
Med 121 -0.9 -0.4 -0.4 10.2 10.2 94.3 94.3
Minor 61 -2.6 -0.7 -0.7 12.2 12.1 93.4 93.4
6 Population 5000 -1.6 -0.2 0.3 2.2 1.7 94.5 94.6
Major 303 0.7 -0.2 0.2 6.3 6.4 94.6 94.7
Med 121 -1.6 -1.3 -0.8 14.2 14.2 93.1 93.3
Minor 61 -3.5 -1.6 -0.5 13.0 12.6 91.8 ..92.1....
7 Population 5000 -0.6 -0.7 0.4 2.3 1.9 93.8 94.4
Major 303 0.1 -0.7 0.0 8.4 8.4 94.3 94.5
Med 121 -1.7 -2.2 -0.9 17.0 17.0 92.4 92.6
Minor 61 -4.4 -3.8 -1.0 19.2 18.4 90.2 90.9
8 Population 5000 -2.4 -0.5 2.1 3.6 2.3 93.7 95.1
Major 303 -1.5 0.0 2.3 9.3 9.7 94.1 94.5
Med 121 -2.9 -3.5 -1.1 18.5 18.3 91.5 92.1
Minor 61 -6.5 -4.9 -0.6 20.6 18.7 89.1 90.6
5 A S A S A
n=2000 5 Population 2000 -4.9 0.0 0.0 5.4 5.4 93.8 93.8
Major 121 -0.8 -0.4 -0.4 10.4 10.4 94.2 94.2
Med 48 0.9 -1.2 -1.1 16.9 16.8 94.3 94.3
Minor 24 1.5 -2.3 -2.3 21.0 21.0 93.4 93.4
6 Population 2000 -5.3 -0.7 0.7 6.3 5.1 93.3 93.6
Major 121 -2.4 -0.5 0.5 11.1 11.0 93.0 93.3
Med 48 -1.1 -4.2 -2.7 24.7 24.7 90.5 91.0
Minor 24 -1.0 -5.4 -2.6 23.2 22.9 88.1 88.8
7 Population 2000 -6.0 -2.3 0.4 9.8 7.1 92.5 93.5
Major 121 -1.6 -2.4 -0.8 14.9 14.5 92.9 93.3
Med 48 -4.4 -7.1
00rn1 34.9 32.0 86.7 88.0
Minor 24 -9.3 -12.2 -4.7 48.8 42.2 79.8 84.7
8 Population 2000 -10.7 -1.2 6.7 12.7 6.0 91.2 93.6
Major 121 -5.1 -0.1 6.0 17.2 17.7 92.3 93.5
Med 48 -6.8 -11.9 -5.0 36.4 34.5 80.6 83.1
Minor 24 -13.9 -17.0 -1.6 44.4 34.3 75.4 84.1
S A S A S A
n=1000 5 Population 1000 -0.4 -0.1 0.0 3.1 3.1 94.7 94.7
Major 61 0.3 -1.1 -1.0 14.4 14.4 94.4 94.4
Med 24 -0.1 -3.2 -3.1 24.1 24.1 92.6 92.6
Minor 12 0.3 -4.9 -4.8 30.9 30.9 89.5 89.6
6 Population 1000 -4.8 -1.5 1.2 7.0 4.7 92.8 93.9
Major 61 -1.5 -1.6 0.3 15.4 15.4 92.5 92.9
Med 24 -4.1 -10.6 -7.4 37.1 36.7 86.1 87.4
Minor 12 -9.7 -11.7 -5.3 38.6 35.2 79.1 82.1
7 Population 1000 -9.0 -5.0 1.0 14.8 9.3 90.5 92.0
Major 61 -3.6 -5.3 -2.0 22.7 21.7 89.8 90.7
Med 24 -9.1 ; -16.4 -8.5 47.8 44.6 78.6 83.0
Minor 12 -26.3 -23.0 -6.3 61.5 49.0 62.8 74.8
8 Population 1000 -17.6 -1.6 14.1 20.5 7.9 84.9 91.4
Major 61 -11.5 -1.4 9.0 27.3 26.0 88.5 91.5
Med 24 -13.9 -26.8 -10.1 58.8 50.4 60.7 69.3
Minor 12 -33.7 -31.2 1.2 73.5 46.7 47.9 73.2
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Figure 7.1 Histograms of Standard and Augmented variance estimators. SRSWOR design, n=5,000, 
population level estimates, estimator set 7, GREG-log. True standard error 56.8.
good: the relative approximation error was only -0.6% (see Table 7.2). Relative 
RMSE, however, was much smaller for A (1.9 vs. 2.3). Coverage rates were 
93.8% for S and 94.4% for A.
Figure 7.2 shows corresponding distributions for the Standard and Aug­
mented estimators for the SRSWOR design, n=2,000, domain 5 (minor) and es­
timator GREG-log-8. Both distributions have a Normal-like shape, but the mean 
of A is closer to the true standard error (15.5), and the variance of A is smaller 
than the variance of S. The coverage rate of A was also better in this domain: CR 
for S was 84.0% and CR for A was 90.2%.
Figure 7.3 shows corresponding distributions for the SRSWOR design, 
n=l,000, domain 15 (medium) and estimator GREG-log-4. In this case, the dis­
tributions of both estimators are far from Normal. The distribution of the Stan­
dard estimator S has a peak very close to zero (but all estimates are still strictly
Standard
0 4 8 12 16 20 24
Figure 7.2 Histograms of Standard and Augmented variance estimators. SRSWOR design, n=2,000, 
domain 5 (minor), estimator set 8, GREG-log. True standard error 15.5.
Figure 7.3 Histograms of Standard and Augmented variance estimators. SRSWOR design, n=1,000, 
domain 15 (medium), estimator set 4, GREG-log. True standard error 33.4.
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positive), reflecting the fact that the sample residuals contributing to the vari­
ance estimate are all close to zero. These types of variance estimates, which are 
very close to zero, are clearly undesirable. However, having a variance estimate 
close to zero is close to the definition of having a strong assisting model: A strong 
assisting model is such that the outcome of the binary variable is predicted with 
great precision. This means that residuals are small. The Standard variance esti­
mator takes into account only sample fit residuals, which naturally are smaller 
than (unobserved) out-of-the sample residuals.
The distribution of the Augmented estimator A also has a peak near zero, but 
compared with the Standard estimator, this peak is very small and the shape of 
the distribution is much more convenient. The Augmented estimator has fewer 
very small variance estimates because the term VM takes into account the differ­
ence between sample fit and census fit models.
In terms of bias, variance and coverage rate, the Augmented estimator also 
outperforms the Standard estimator. The mean 32.0 for A is closer to the true 
standard error 33.4 than the mean 27.9 for S; the variance for A is 81.2 and 
109.0 for S, and CR is 88.4 for A, 82.2 for S. These large differences between 
the Standard and Augmented variance estimator were observed frequently in the 
experiments; for the interested reader, Appendix IV, Figures A.IV.1-A.IV.2 
shows additional histograms similar to Figures 7.1-7.3.
7.2 Experiment 11.2: jzPS design
Tables 7.3-7.4 present corresponding statistics for Monte Carlo experiments 
where GREG-log and GREG-lin were compared under the jrPS design (see 
Chapter 5.3). The number of replicates for the Augmented variance estimator A 
was 10 (Appendix I provides justification for this choice). As in the SRSWOR 
case, we focus on L-GREG estimators and model sets 5-10. Results for 
GREG-lin and model sets 1-4 are presented in Appendix III, Tables A.III.3- 
A.III.6. These tables show that for GREG-lin and the jrPS design, the A per­
forms better than S in terms of bias, root mean square error and coverage rate.
Let us first consider cases where the overall sample size was 80 (Table 7.3). 
The relative estimation error column shows that S underestimates the approxi­
mation especially in minor domains. The largest estimation errors (in absolute 
value) for S are more than 30%, and in many cases, they are close to 20%. The 
Augmented variance estimator A, in turn, estimates the approximation quite 
well even in minor domains: in sets 5-8, the largest estimation errors (in absolute 
value) are only 2.7%, and in sets 9-10, the largest errors are less than 6%.
Smaller estimation errors result in smaller total biases. In Table 7.4, the total 
bias (the sum of approximation and estimation errors) is smaller for A than for S 
in almost every case. The largest differences are observed in minor domains and 
for strong or very strong models, where the total relative bias for A is often less 
than half of the total relative bias for S.
In terms of root mean square error, the Augmented variance estimator also 
outperforms the Standard variance estimator. For example, for n=80, size vari­
able z„ set 7 and major domain, RRMSE for S is 24.3% and for A, RRMSE is
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Table 7.3 Accuracy of the Standard and Augmented variance estimators for GREG-log.




■  1 1 ' ! ' m  ■
¡1 1  ' I  I  ■  I  
a i t a H i M M U M I
P M ' i l l l i l P i S W
Z1 5 Population 80 1.4 -0.7 0.0 11.4 11.4 93.1 93.2
Major 60 2.2 -0.8 -0.1 14.0 14.1 93.1 93.3
Minor 20 -4.7 -0.9 -0.2 24.4 24.1 90.4 90.6
6 Population 80 0.3 -1.9 0.0 11.6 11.5 93.0 93.6
Major 60 1.4 -1.2 -0.1 14.0 14.1 92.6 92.9
Minor 20 -9.6 -6.0 -1.7 31.6 30.4 87.4 88.8
7 Population 80 I cn ■"j -7.8 1.5 24.9 17.1 87.5 90.9
Major 60 -1.5 -5.6 1.5 24.3 19.7 88.6 92.5
Minor 20 -25.5 -19.1 -0.6 59.2 44.1 63.0 78.0
8 Population 80 -9.7 -9.4 2.7 27.6 17.3 85.3 91.0
Major 60 -3.5 -6.6 1.8 26.5 19.4 87.7 92.6
Minor 20 -30.7 -29.1 1.3 72.5 46.2 48.4 76.6
9 Population. 80 -11.8 -9.9 4.9 31.1 16.7 83.5 90.8
Major 60 -7.9 -7.1 5.7 28.9 18.3 84.9 91.8
Minor 20 -28.9 -22.7 1.6 63.2 42.6 60.5 78.3
10 Population 80 -13.7 -12.7 5.2 34.6 17.1 79.9 91.2
Major 60 -8.5 -10.1 4.3 31.8 18.1 83.5 91.3
Minor 20 -34.5 -31.0 5.5 75.4 43.4 45.0 77.0
S A S A S A
Z2 5 Population 80 -0.5 -0.8 0.0 11.2 11.2 93.6 93.6
Major 60 0.5 -0.9 -0.1 13.4 13.4 92.9 93.1
Minor 20 -0.2 -1.2 -0.4 25.5 25.4 91.9 92.1
6 Population 80 -3.6 -1.8 0.0 12.2 11.6 92.3 92.5
Major 60 -0.2 -1.2 -0.1 13.6 13.6 92.3 93.1
Minor 20 -8.4 -6.2 -1.8 32.0 30.8 88.3 89.9
7 Population 80 -10.4 -7.3 1.0 25.1 17.6 85.5 90.2
Major 60 -6.1 -5.5 0.7 24.0 18.9 87.9 90.1
Minor 20 -25.4 -18.1 0.0 58.3 43.6 66.4 77.4
8 Population 80 -13.7 -9.1 1.6 28.9 19.0 ....83.6 89.8
Major 60 -6.9 -6.8 0.7 26.9 19.6 86.4 90.1
Minor 20 -31.0 -28.4 0.3 72.0 46.6 50.1 75.1
9 Population 80 -17.1 -9.6 3.5 34.2 20.1 81.5 89.2
Major 60 -12.4 -8.1 3.3 31.5 19.7 83.8 90.5
Minor 20 -30.0 -19.3 3.4 62.0 42.5 62.6 77.6
T o Population 80 -19.2 -12.7 3.4 38.7 21.4 79.4 89.0
Major 60 -13.6 -10.4 2.8 35.0 20.5 82.2 90.2
Minor 20 -33.1 -31.1 2.4 74.7 45.4 46.9 75.5
19.7%. When the assisting model is weak or moderate (Table A.III.4), RRMSEs 
are quite close to each other, but still smaller for A.
In terms of coverage rates, the Augmented variance estimator is also better than 
the Standard variance estimator. When the Standard variance estimator works well 
(CR close to 95%, Tables A.III.3-A.III.4), A is also close to 95%. But when the 
model is strong or very strong (Tables 7.3-7.4), S produces too low coverage rates. 
In such cases, A is often much closer to the nominal 95% coverage rate. For ex-
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Table 7.4 Accuracy of the Standard and Augmented variance estimators for GREG-log.









| !  RRMSE 
S Af: ' . S
CR
A
Z1 5 Population 40 -1.3 -2.1 -0.8 19.7 19.6 92.1 92.4
Major 30 -0.7 -2.4 -1 .0 23.7 23.6 89.0 89.0
Minor 10 -4.2 -3.3 -1.7 42.0 41.4 77.1 78.0
6 Population 40 -5.9 -4.5 -1.2 21.5 20.4 89.7 90.9
Major 30 -2.1 -3.5 -1.5 25.4 25.3 87.2 87.9
Minor 10 -23.1 -16.6 -9.1 58.2 54.3 65.2 67.2
7 Population 40 -22.1 -21.4 0.4 55.7 33.3 67.1 83.1
Major 30 -17.0 -20.4 -0 .8 55.2 36.7 67.2 82.2
Minor 10 -43.6 -30.5 -0.3 83.2 59.5 35.8 62.7
8 Population 40 -25.5 -23.0 1.8 58.3 32.9 63.1 81.9
Major 30 -20.0 -22.7 -0.3 59.3 36.9 63.1 81.5
Minor 10 -45.1 -39.1 0.9 90.6 56.9 19.8 60.1
9 Population 40 -27.9 -31.4 2.1 69.3 35.5 51.2 78.8
Major 30 -24.2 -30.2 1.9 68.1 37.7 52.7 78.1
Minor 10 -45.8 -37.5 1.0 88.6 54.5 26.6 62.7
10 Population 40 -32.2 -32.6 3.8 72.8 35.9 47.4 77.8
Major 30 -25.6 -32.9 1.5 71.0 38.1 49.5 78.8
Minor 10 -51.2 -40.3 7.3 94.4 50.1 14.0 62.6
S A S A S A
Z2 5 Population 40 -4.0 -1.9 -0.7 18.7 18.4 91.3 91.7
Major 30 -4.3 -2.1 -0.9 22.3 21.9 87.3 87.5
Minor 10 -7.4 -3.8 -2.3 41.7 41.0 75.7 76.3
6 Population 40 -9.2 -4.5 -1.4 21.9 20.5 88.5 89.4
Major 30 -7.3 -3.2 -1.4 24.5 23.9 85.8 86.6
Minor 10 -19.9 -18.4 -10.9 58.9 55.4 61.7 65.0
7 Population 40 -23.5 -22.3 -1.6 57.2 35.8 64.9 79.2
Major 30 -19.2 -20.9 -3.2 56.3 39.3 65.3 79.9
Minor 10 -43.3 -32.5 -1.7 84.6 60.1 32.1 61.1
8 Population 40 -25.4 -23.9 -0.1 59.1 34.8 63.1 79.8
Major 30 -21.8 -22.7 -2.5 59.7 39.2 63.1 79.2
Minor 10 -42.8 -41.4 -1.7 91.0 57.9 18.3 57.1
9 Population 40 -30.3 -30.5 1.1 69.9 37.9 50.5 76.1
Major 30 -27.2 -29.5 -0.2 68.6 40.5 52.4 75.6
Minor 10 -46.3 -36.8 2.5 88.9 54.3 25.3 61.8
10 Population 40 -30.6 -33.8 1.8 72.4 36.5 47.6 78.2
Major 30 -28.3 -32.0 -0.8 71.2 40.9 49.6 75.2
Minor 10 -48.1 -43.2 4.9 94.5 50.2 12.6 61.6
ample, for n=80, size variable zv set 7 and major domain, CR is 88.6% for S and 
92.5% for A. And for n=80, size variable z7, set 10 and major domains, CR is 
82.2% for S and 90.2% for A. Moreover, there are no situations where A would 
perform worse than S.
Let us next consider the case n=40 (Table 7.4). The general pattern is very 
much the same that it was with n=80: the relative estimation error lor S is large 
in minor domains. From set 7 onwards, REE for S is always more than 20% (in 
absolute value). The estimation error for A is, however, much smaller and even 
in minor domains and for very strong models, REE is less than 10%. Conse­
quently, in most cases, total relative biases for A are only a fraction of the total
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relative biases for S. Relative root mean square errors are also smaller for A than 
for S, and coverage rates for A are much closer to 95% than they are for S.
Let us next look at the distribution of the estimators. Figures 7.4-7.7 present 
the histograms of the Standard [S) and Augmented (A) standard error estimators 
for several situations. (Appendix IV, Figures A.IV.3-A.IV.4 shows that the situ­
ation observed in Figures 7.6-7.7 is not uncommon.)
Figure 7.4 shows the histograms of the standard error estimators for the popu­
lation level estimator GREG-log-7 for the jtPS design, size variable z, and n=80. 
The true standard error is 9.04 and both the Standard estimator (7.74) and the 
Augmented estimator (8.58) underestimate this figure. But both bias and variance 
are smaller for the Augmented estimator. The coverage rate is 90.9% for the Aug­
mented estimator A and 87.5% for the Standard estimator S (see Table 7.3). Thus 
S is clearly better than A. But in addition to these standard performance statistics, 
A mostly avoids the problem of very small variance estimates. The distribution of 
S has a peak near zero, reflecting an almost perfect sample fit. The distribution of 
A does not have that kind of peak. This is due to the term V M that takes into ac­
count the difference between sample fit and census fit residuals.
Figures 7.5-7.7 show corresponding distributions for different sample sizes, 
size variables, estimators and domain. Figure 7.5 is for jtPS design and n=80, size 
variable z2, minor domain and GREG-log-4. In this case, the logistic model was 
not as strong, as it was in Figure 7.4. Thus the Standard estimator S also mostly 
avoids the problem of very small variance estimates and both estimators have 
quite Normal distributions. However, in terms of bias, variance and coverage 
rate, the Augmented estimator A is better than S (see Table 7.4).
Figure 7.4 Histograms of Standard and Augmented variance estimators, n PS design, 
size variable z1( n=80, population level estimates, GREG-log, set 7.
True standard error 9.04.
Figure 7.5 Histograms of Standard and Augmented variance estimators. jtPS design, 
size variable z2, n=80, minor domain, GREG-log, set 4.
True standard error 9.67.
*
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Figure 7.6 is for the jtPS design and n=40, size variable z, and population 
level GREG-log-9. In this case, the Standard estimator S fails completely in 
terms of bias and CR (see Table 7.4). Figure 7.6 shows that almost half of the es­
timates of S are very close to zero. The Augmented estimator A also has quite a 
large bias, but the bias is less than half of the bias of S. RRMSE and CR are also 
much better for A than for S. In addition, the problem of very small variance es­
timates is much smaller for A than for S.
Figure 7.7 is for the jtPS design and n=40, size variable z2 and population level 
GREG-log-10. Just like in the previous case, S fails completely in terms of bias and 
CR (see Table 7.4), and almost half of the variance estimates are very close to zero. 
The bias and variance of A are much smaller, and the coverage rate, although still 
too low (61.6%) is much better than the coverage rate of S (12.6%). In addition, the 
problem of very small variance estimates is far more severe for S than for A.
0 5 10 15 20 0 5 10 15 20
Figure 7.6 Histograms of Standard and Augmented variance estimators. jrPS design, 
size variable z,, n=40, population level estimates, GREG-log, set 9.
True standard error 17.3.
Standard Augmented
Figure 7.7 Histograms of Standard and Augmented variance estimators. jrPS design, 
size variable z2, n=40, population level estimates, GREG-log, set 10.




In this thesis, we studied the properties of design-based model-assisted domain 
class frequency GREG estimators that have a logistic-type assisting model (e.g. 
logit, probit, or complementary log-log model). These estimators are called 
L-GREG estimators. In the context of this study, the estimators can equally well 
be applied to proportions, since domain sizes are assumed to be known.
L-GREG estimators belong to the family of GREG estimators, which forms 
the class of design-based model-assisted estimators. All GREG estimators utilise 
auxiliary information via modelling. The classic GREG estimator with a linear 
fixed effects model (GREG-lin) is one example of them.
The linear model formulation is perfectly acceptable when the response vari­
able is continuous. But when estimating class frequencies, the study variable is 
binary or polytomous. From the modeller's point of view, then, logistic-type 
models would be preferred over the linear model. However, other GREG esti­
mators than GREG-lin are rarely used, and knowledge about their properties is 
limited. In this study, some properties of L-GREG estimators for domain class 
frequencies were examined.
In the Introduction (Chapter 1), three sets of research questions were set. To 
answer these questions, both simple random sampling without replacement 
(SRSWOR) and fixed size without replacement probability proportional to size 
(ttPS) designs were covered. The accuracy of estimators was considered only 
with respect to sampling and the effect of non-sampling errors, such as 
nonresponse, frame imperfection or measurement errors, was not studied. The 
research questions were as follows.
The first set of research questions: Are L-GREG estimators more accurate for do­
main class frequencies than the GREG-lin estimator? If yes, when? And may 
L-GREG estimators be less accurate than GREG-lin?
Theoretical arguments and Monte Carlo experiments that covered both 
SRSWOR and jrPS designs showed that the accuracy difference between 
L-GREG and GREG-lin estimators depends especially on the strength of the as­
sisting model. We defined a strong model as a model that predicts the outcome 
of the binary variable with great precision. A related concept is a correct model, 
which is a model that has the same effects and the same functional form as the 
population generating process. It should be noted that a strong model may be 
correct or incorrect (for example, by adding unnecessary effects to a strong and 
correct model one often gets an incorrect, strong model), and a weak model may 
also be correct or incorrect.
If a logistic-type model is strong, the probabilities obtained from the model 
are close to zero or one. In the Monte Carlo studies we considered a large set of 
models of different strength, because in practice the amount and quality of 
auxiliary information set the limits to the strength of the model.
When the model is strong and the sample size in the domain is not very small, 
the L-GREG estimators outperformed the GREG-lin estimator. For very strong 
models, L-GREG estimators may have standard error tens of percentages smaller
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than GREG-lin, still being approximately unbiased. However, for domains with a 
very small sample size, L-GREG may be biased if the assisting model is very strong.
When the model is not strong, GREG-lin and L-GREG estimators produced 
very similar results. Both were approximately unbiased and standard errors were 
almost identical. These results were obtained both in the SRSWOR and jrPS de­
signs. Thus when the model is strong, L-GREG has the potential of being more 
accurate than GREG-lin. In standard situations, when there are not very strong 
predictors available, no strong models can be constructed. In such situations, 
L-GREG and GREG-lin produce approximately equal results.
We also studied the relative accuracies of different L-GREG estimators: GREG 
with a logistic model (GREG-log), GREG with a probit model (GREG-prob) and 
GREG with a complementary log-log model (GREG-cll). Differences between 
these estimators were small. This may be due to the fact that there were continuous 
variables in the models. From this it follows that response variables are not grouped 
but are binary. When grouping is done, we observe empirical probabilities in every 
group, and in such cases, the form of the non-linear link may be more important.
If GREG-log, GREG-prob and GREG-cll yield similar results, which link to use? 
The choice may be based on practical considerations, such as what link is available 
in the software that is being used. However, the logit link may be preferred because 
i) the logit link is the canonical link, ii) use of the logit link makes it easy to con­
struct odds ratios which are often of interest, iii) the probit link yields almost identi­
cal results, but the logistic transformation is computationally easier than the probit, 
and iv) use of asymmetric links, such as complementary log-log, might be difficult to 
justify in practice.
The second set of research questions: How well does the Standard variance ap­
proximation and the corresponding Standard variance estimator work for L-GREG 
estimators? If they perform well, when? If they fail, when?
The Standard variance estimator resembles the well known Sen-Yates-Grundy 
variance estimator, but it is a double sum of prediction errors, not a double sum of 
the observed values of the study variable. The Standard variance estimator is 
widely used for GREG-lin, and in the literature, the Standard variance estimator 
has also been suggested for L-GREG estimators. Monte Carlo experiments that 
covered both SRSWOR and jrPS designs showed that the Standard variance esti­
mator may fail for L-GREG estimators. Especially if the domain sample size is 
small, or if the assisting model is strong and/or overspecified, the Standard vari­
ance estimator is biased downwards and produces too narrow confidence intervals. 
For domains with a large sample size and estimators with weak and non-overfitted 
models, the estimator performs well. Interestingly, the strength of the model was 
at least as important in variance estimation as the domain sample size: for weak 
models, Standard variance estimator performed very well even in smallest do­
mains, but if the model was strong, results were catastrophic.
So, the larger the domain sample size, the better the performance of the 
Standard variance estimator. The weaker the model, the better the performance 
of the Standard variance estimator. And for overfitted models, the performance 
of the Standard variance estimator is worse than for corresponding non- 
overfitted models.
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By decomposing the error of the Standard variance estimator into the approx­
imation error and estimation error, we observed that both error sources contrib­
ute to the total error roughly equally much. Moreover, by decomposing the cen­
sus fit residuals of the Standard variance approximation into sample fit residuals 
and residuals that reflect the difference between sample fit and census fit, we ob­
served that the source of the estimation error is that the Standard variance esti­
mator does not take into account the difference between sample fit and census 
fit models. This leads us to the third set of research questions.
The third set of research questions: Does the Augmented variance estimator that 
takes into account the difference between sample fit and census fit models provide any 
improvement over the Standard variance estimator? If yes, when? And under what 
conditions does the Augmented variance estimator perform worse than the Standard 
variance estimator?
To improve variance estimation, we proposed a new variance estimator called 
the Augmented variance estimator. The Augmented variance estimator esti­
mates the Standard variance approximation, like the Standard variance estimator. 
The difference with respect to the Standard variance estimator is that the Aug­
mented variance estimator does take into account the difference between the 
sample fit and census fit models.
The goodness of the Augmented variance estimator was examined by Monte 
Carlo experiments that covered both SRSWOR and jtPS designs. In addition to 
the Augmented variance estimator, the performance of two well-known 
resampling based variance estimators, the delete-one jackknife and the without 
replacement bootstrap, were studied.
In the Monte Carlo experiments, the jackknife, the bootstrap and the Aug­
mented variance estimator all performed better than the Standard variance esti­
mator. In terms of mean square error, the bootstrap was most accurate, but in 
term of bias and coverage rate, the Augmented variance estimator was best. 
Moreover, the Augmented variance estimator, although being computer inten­
sive, requires less pseudo-samples than the bootstrap: in most cases, only ten 
replicates were needed to stabilise the estimator. This is much less than what is 
often recommended for the bootstrap.
The Augmented variance estimator was constructed to estimate the Standard 
variance approximation. The bias [or estimation error) of the Augmented vari­
ance estimator with respect to the Standard variance approximation was gener­
ally much smaller than the bias of the Standard variance estimator. But the total 
bias, which consists of the approximation error of the Standard variance approxi­
mation and the estimation error of the variance estimator with respect to the ap­
proximation, may be significant even if the latter error source is small. Thus, the 
Augmented variance estimator provides a promising alternative to the Standard 
variance estimator: in the Monte Carlo experiments, it almost always performed 
at least as well as the Standard estimator, and in many cases, significantly better. 
However, when the assisting model was strong and domain sample size small, 
also the Augmented variance estimator produced too low confidence intervals; 
the main source of remaining error was approximation error. Therefore one 
should be cautious about the estimated confidence intervals if domain sample 
size is small and the assisting model strong. For large sample sizes the use of an
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L-GREG estimator accompanied with the Augmented variance estimator seems 
safe. But clearly further research is needed in order to address the approximation 
error of the Standard variance approximation.
To summarise: The L-GREG estimator has the potential of being more accu­
rate than GREG-lin. Especially if the model is very strong and domain sample 
size is not very small, L-GREG is more accurate. And only in situations where 
domain sample size was very small and assisting model very strong, GREG-lin 
was more accurate. In sue situations. L-GREG became biased.
Larger than 2% bias for L-GREG was observed when the expected domain 
sample size was less than 15 and the assisting logistic-type model was very 
strong. In such cases, the corresponding GREG-lin estimator retained approxi­
mate unbiasedness. The source of the bias was inaccurate estimation of the pa­
rameters of the assisting logistic-type model: We compared the distributions of 
the pseudo-maximum likelihood estimators with census fit parameters, and for 
domain sample sizes less than 15 and for very strong models, the pseudo-maxi­
mum likelihood estimators had large biases and variances. Moreover, the biased 
L-GREG estimators would have been unbiased if the model parameters had 
been census fit parameters. Thus the bias emerged when assisting model parame­
ters were estimated from the sample.
We used pseudo-maximum likelihood estimation with Newton-Raphson al­
gorithm to estimate the parameters of the logistic-type assisting model. Sampling 
weights were always used for model parameter estimation. W hether other exist­
ing methods would provide more robust model parameter estimates, and what 
would be the result if model parameters were estimated without weighting, is a 
topic of further research.
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A pp end ix  I.
How large K is needed for the Augmented variance 
estimator?
The Augmented variance estimator V '  = Vs + V M (see Chapter 6.3) consists of 
two parts: the first term is the Standard variance estimators and the second term 
corrects for the difference between the sample fit and census fit models. To cal­
culate V M, a resampling based procedure was proposed in Chapter 6.3. In this 
procedure, one constructs a pseudo-population from the sample and draws K 
pseudo-samples from the pseudo-population. The difference between census fit 
estimates for the pseudo-population and sample fit estimates for the 
pseudo-samples allows us to calculate V M, which is the mean of values 
V m * fk = 1,2,..., K
The reason that we draw more than one pseudo-sample from the pseudo­
population is that we can decrease the variance of the Augmented estimator by 
doing this. For small K, the variance of V M may be large, and the variance of V M 
contributes to the variance of V " . As K grows, both the variance of V M and the 
variance of V'  decrease. But how large K do we need?
The number of replicates should be so large that V * (and V M) stabilises. 
Thus, a general rule is to calculate values V ^ 1 until V* and V M = K~‘ ^  (
stabilises. Obviously, the larger the sample size, the faster V * stabilises. There­
fore we chose K so that for the smallest sample sizes and the smallest domains, 
V '  stabilises. Then V* also stabilises for larger domains and larger sample sizes.
In the Monte Carlo experiments of this study, reasonably small values of  K 
were enough for V * (and V M) to stabilise. Figure A.1.1 shows the path of \ l v ’ 
for GREG-log-7 for K = 1,2,...,20 in three situations: for n=l,000, SRSWOR de­
sign and minor domains, for n=40, jtPS design, size variable zt and minor do­
main, and for n=40, ;rPS design, size variable z7 and minor domain. In the simu­
lations of Chapter 5 and 7, we used the value K = 10 . This cut-off line is also 
given in the figure. In the simulations of Chapter 6, K = 30 was used.
_From Figure A.I.l, we can see that the Augmented standard error estimator
ylv" indeed stabilises fast. For the SRSWOR case, K as small as 1 would have 
given in practice the same results as K = 10, which was used. For the ttPS case, 
■Jv* stabilises slightly slower. However, for K = 5, -JV' is already quite stable 
and after K = 10, VV * changes only little. Thus the choice K = 1 is well justified.
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10 13 16 19
Design wPS, size variable z , n=40, estimator GREG-log-7, minor domain, 30 samples.
Design ;rPS, size variable z 2, n=40, estimator GREG-log-7, minor domain, 30 samples.
Figure A.I.1. Path of for K  = 1 , 2 , . . . , 2 0  in three different situations.
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A ppendix II.
The source of bias in L-GREG estimators
In the Monte Carlo experiments, some bias was observed for GREG estimators 
with strong models. Table A.II.l below shows the situations where the mean ab­
solute relative bias was more than 2 %.
Table A.II.l GREG estimators that had MARB larger than 2%.
¡ B | li  :
: i |
Ï:' :tsmmmmmm
l i l i l i l l l l
1
■ l Ä i i i l l
Accuracy of GREG estimators
K a l ¡ ¡ ■ I I
I  gu
: : :: .. x xX-Xx
l i i a
Ipl!f;i C'l .......
SRSWOR 1000 8 log Minor 12 4.5 20.4 1
;rPS, z l  40 7 log Minor 10 2.4 13.9 9.4
8 log Minor 10 3.8 14.8 9.9
9 log Minor 10 3.0 14.2 9.6
10 log Minor 10 4.9 15.9 10.4
7rPS, z2  40 7 log Minor 10 2.9 13.9 9.4
8 log Minor 10 4.2 14.3 Ln
9 log Minor 10 3.6 14.3 9.6
10 Jo g ____ Minor 10 4.8 15.7 10.3
The situations where bias occurred have several common characteristics. The 
bias was present i) only when the expected sample size in domains was small ( 1 2  
for the SRSWOR design, 10 for the jrPS design), ii) only when the assisting 
model was very strong, and iii) only for GREG-log estimators (GREG-lin estima­
tors did not have any significant bias). We will show that the source of bias is in­
accurate and biased estimation of the parameters of the assisting model (it is well 
known that for small samples, the maximum likelihood estimators for the logis­
tic model parameters are biased; see, for example, McCullagh and Nelder 1989, 
Cordeiro and McCullagh 1991 and Firth 1993).
The explanation for the bias is as follows.
1. When the assisting model is very strong, sample fit residuals are, by definition,
close to zero for GREG-log estimators. However, for GREG-lin estimators, 
sample fit residuals may be large even with a strong model.
















is also small. The bias correction term is especially small if the sample size in 
the domain is small. This follows from the fact that only the units in the sam­
ple set have positive weights w{ in the bias correction term of (A .l). Outside 
the sample set, the weights are zero. For instance, if the number of observa­
tions in the domain is ten, the overall number of parameters in the model is 6 , 
two of the parameters are domain-specific and the model is strong (as in the 
jtPS design, estimator set 10), most of the ten sample fit residuals should be 
close to zero. Figure A.II.l shows the histograms of the bias-correction term 
for some GREG-log estimators that suffered from bias. The figures show that 
the bias correction term indeed is negligible in these cases.
SRSWOR, n=1,000, domain 1, GREG-log-8. jrPS, n=40, size variable z2, domain 1, GREG-log-10.
Figure A.II.l Histograms of the bias-correction term of three biased GREG estimators.
When the bias correction term is close to zero, the GREG estimator is close 
to the pseudo-synthetic estimator:
f lG M G  =  2 ^ 1 / ’ +
i&J ¡SU
It is well known that the traditional synthetic estimator, which has the same 
form as (A.2) but does not utilise weights for the estimation of model param­
eters, may suffer from bias. The bias may be large especially if the model is
SRSWOR, n=1,000, domain 1, GREG-log-8. 
True total 133.
,t PS, n=40, size variable z2, domain 1, GREG-log-10. 
True total 69.
Figure A.II.2 Histograms of two biased GREG estimators.
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misspecified (e.g. Lehtonen et al. 2005). Here we observed large biases in sit­
uations where the model was exactly correct or close to being correct (with 
respect to the population generating model). Figure A.II.2 shows histograms 
of some GREG-log estimators that suffered from bias. The histograms resem­
ble a mix of the typical distributions of synthetic and GREG estimators and 
the synthetic part indeed dominates the distribution.
4. If the model is correct, or close to being correct and the model parameters are 
close to being correct (with respect to census fit parameters), the bias of the 
GREG estimator is small. Table A.II.2 shows mean absolute relative biases 
for GREG estimators
fid)
L  j.GREG • i n “'
ieu iGU
eW = y ^  -  y (d)- l ]  S I J (A.3)
that utilise census fit predictions instead of the sample fit predictions.
Table A.II.2 Biased GREG estimators with census fit models.
¡ s u m
i l i l  i l i i l  ¡1¡1 ¡¡I i i i i i i i  ¡in
l i t  lllllllllllll
s i  mmmmmmmmm ■ A ,
1■ X I: ; AA:A A A A"I. V. A
A A ;:  ::
jjjjl A
: 3; A iiA A: 
1
SRSWOR 1000 8 loq Minor 12 0.4 19.5 24.6
;rPS, z l 40 7 log Minor 10 0.3 8.9 6.1
8 log Minor 10 0.3 8.8 6.0
9 log Minor 10 0.3 8.7 6.0
10 log Minor 10 0.3 8.3 5.8
ttPS, z 2 40 7 log Minor 10 0.2 9.2 6.4
8 log Minor 10 0.3 9.1 6.3
9 log Minor 10 0.2 8.9 6.1
10 loq Minor 10 0.3 9.6 6.3
Table A.II.2 shows that the estimators that were biased with sample fit mod­
els become unbiased when the model is the census fit model. Thus the bias is 
due to errors in the estimation of model parameters.
In the estimator (A.3), only the bias-correction term is random -  the syn­
thetic part ^  y |/ ' is constant with respect to sampling. When the model is
good and model parameters close to census fit parameters, the synthetic part 
is close to the population total. Figure A.II.3 illustrates this. However, when 
the model is good and model parameters are estimated from the sample, the 











SRSWOR, n=1,000, domain 1, GREG-log-8. 
True total 133.







2 0  4 0  6 0  8 0  100
Figure A.II.3 Histograms of two biased GREG estimators with census fit models.
SRSWOR, n=1,000, domain 1, GREG-log-8. 
True total 133.
15 I ---- ----------------------------------------------------
M ea n 125.8
SE 2 4 .6
SRSWOR, n=1,000, domain 1, GREG-log-8. 
True total 133.
Figure A.II.4 Histograms of the synthetic part of two biased GREG estimators.
5. The sample fit synthetic part ^  _ y <d) is not always concentrated around the 
true population total because PM L estimators of the logistic assisting model may 
be biased when the domain sample size is small. This makes the estimator (A.3) 
biased. Tables A.II.3 and A.II.4 show that the sample fit maximum likelihood es­
timators for the logistic assisting models may indeed be severely biased.
Table A.II.3 Mean of census fit parameters and sample fit parameters and absolute mean relative 
RRMSE for the sample fit estimators.
3 bO
b l, minor domains 
b1, medium domains 
b1, major domains 
8 bO, minor domains
bO, medium domains 
bO, major domains 
b1, minor domains 












b2 - 10.2 -13.6
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Table A.II.3 shows the census fit and sample fit model parameters for the 
GREG-log- 8  estimator that was biased under the SRSWOR design. As a ref­
erence, there are also corresponding parameters for an unbiased estimator 
GREG-log-3. The sample size is n= 1,000. We do not consider larger sample 
sizes, because it is obvious that the sample fit parameters tend to census fit 
parameters as the sample size grows.
From Table A.I1.3 we see that for the unbiased estimator GREG-log-3, 
sample fit estimators for the logistic assisting model are biased. However, the 
bias is not huge, as it is for many parameters of the biased estimator 
GREG-log-8 . Especially in minor domains, where the GREG estimator itself 
was biased, model parameter estimators for the intercept /30 and slope for 
x, are severely biased.
Table A.II.4 shows corresponding statistics for selected jrPS cases, and as a 
reference, one unbiased estimator (GREG-log-3) is also included. The table 
shows that the sample fit estimators are, on average, reasonably close to the 
census fit parameters for the unbiased estimator GREG-log-3. But for the bi-
Table A.II.4 Mean of census fit parameters and sample fit parameters and absolute mean 
relative RRMSE for the sample fit estimators, n PS, n=40




3 bO -0.4 -0.6 -0.5
b1, minor domain 2.5 2.8 2.7
b1, major domain 2.3 2.7 2.6
7 bO 2.9 22.1 19.8
b1, minor domain 9.6 15.1 12.4
b1, major domain 9.9 9.5 11.8
b2 -10.6 | -35.4 -28.1
8 bO, minor domain 1.8 -15.0 -9.3
bO, major domain 2.5 29.1 20.1
b l, minor domain 8.4 35.9 37.9
b1, major domain 10.3 16.2 13.8
b2 -10.8 -42.7 -30.3
9 bO 1.2 21.4 24.2
b1, minor domain 9.6 15.8 15.2
b l, major domain 9.9 9.5 9.7
b2 -10.5 -35.7 -34.7
b3 0.0 0.0 0.0
10 bO, minor domain 0.7 28.8 32.5
bO, major domain 1.9 -15.0 -13.7
b1, minor domain 8.2 36.7 33.5
b1, major domain 10.3 16.3 15.4
b2 -10.7 -42.5 -41.6
b3 0.0 0.0 0.0
722 Statistics Finland
Table A.II.4 Mean of census fit parameters and sample fit parameters and absolute mean
relative RRMSE for the sample fit estimators. ;rPS, n=40
■ H : : ■: W . T v" :
W&iSMmmSMiMiiMki
3 bO -0.4 -0.6 -0.5
bl, minor domain 2.5 2.8 2.7
b l, major domain 2.3 2.7 2.6
7 bO 2.9 22.1 19.8
b l, minor domain 9.6 15.1 12.4
b l, major domain 9.9 9.5 11.8
b2 -10.6 -35.4 -28.1
8 bO, minor domain 1.8 -15.0 -9.3
bO, major domain 2.5 29.1 20.1
b1, minor domain 8.4 35.9 37.9
b l, major domain 10.3 16.2 13.8
b2 -10.8 -42.7 -30.3
9 bO 1.2 21.4 24.2
b1, minor domain 9.6 15.8 15.2
b1, major domain 9.9 9.5 9.7
b2 -10.5 -35.7 -34.7
b3 0.0 0.0 0.0
10 bO, minor domain 0.7 28.8 32.5
bO, major domain 1.9 -15.0 -13.7
bl, minor domain 8.2 36.7 33.5
bl, major domain 10.3 16.3 15.4
b2 -10.7 -42.5 -41.6
b3 0.0 0.0 0.0
ased estimators, sample fit maximum likelihood estimators for the model pa­
rameters are severely biased. The bias is large in major domains, but even 
larger in minor domains. The only parameter estimates that can be said to be 
close to census fit parameters are the slope estimates for /3, in major domains. 
All other parameter estimators have large biases.
The conclusion is that for domains with a very small sample size, 
GREG-log may be biased. The bias may occur especially if the estimators for 
the model parameters are biased. In this study we used maximum likelihood 
estimators, which performed well when the domain sample size was not very 
small. For domains with a very small sample size and complex logistic-type 
models, the model parameter estimators were biased, introducing bias to the 
GREG estimators. Whether other existing methods would perform better for 
model parameters and thus decrease bias, might be worth additional study.
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A pp end ix  III.
Additional tables from the Monte Carlo stury II
Table A.III.1 Accuracy of the Standard and Augmented variance estimators for GREG-lin. 
















1 Population -1 .8 0.0 0.0 1.8 1.8 94.1 94.1
Major -0.5 -0.1 -0.1 3.7 3.7 94.7 94.7
Med 0.3 -0.1 -0.1 5.0 5.0 95.1 95.1
Minor -2.4 -0.1 -0.1 7.4 7.4 94.1 94.1
2 Population -1.0 -0.2 0.1 1.3 1.0 94.4 94.4
Major -0.6 -0.1 0.1 3.7 3.7 94.5 94.6
Med 0.3 -0.4 0.0 5.4 5.5 94.6 94.7
Minor -3.5 -0.7 0.1 8.3 8.0 92.8 92.9
3 Population -3.0 -0.2 0.1 3.2 2.9 93.4 93.7
Major -0.9 -0.2 0.0 3.9 3.9 94.4 94.5
Med -0.1 -0.4 0.0 5.4 5.4 94.7 94.8
Minor -3.5 -0.6 0.1 8.3 8.0 93.0 93.2
4 Population -2.4 -0.3 0.4 2.7 2.0 93.6 93.6
Major -1.1 -0.1 0.4 4.1 4.0 94.5 94.6
Med -0.1 -0.7 0.1 5.5 5.5 94.5 94.6
Minor
rnI -1.2 0.2 9.7 9.0 92.2 92.7
5 Population -1.2 0.0 0.0 1.7 1.7 94.8 94.8
Major 1.1 -0.1 -0.1 6.2 6.2 94.9 94.9
Med -0.9 -0.4 -0 .4 10.2 10.2 94.3 94.3
Minor -2.7 -0.7 -0.7 12.2 12.1 93.4 93.4
6 Population -0.9 -0.2 0.2 1.6 1.4 94.9 94.9
Major 0.8 -0.2 0.0 6.2 6.2 94.7 94.7
Med -0.9 -0.8 -0 .4 11.5 114 93.7 93.8
Minor -3.2 -1.3 -0.5 12.5 12.3 92.3 92.5
7 Population 1.1 0.3 0.2 1.3 1.1 95.5 95.6
Major 0.0 -0.3 0.0 5.8 5.8 94.8 94.8
Med -0.1 -0.8 -0.3 10.2 10.2 94.3 94.4
Minor -2.8 -1.4 -0.2 11.2 10.8 92.6 92.9
8 Population 1.1 -0.4 0.4 1.3 1.2 95.5 95.7
Major -0.2 -0.2 0.4 5.8 5.8 94.7 94.8
Med -0.6 -1.1 -0.3 11.2 11.2 93.8 94.0
Minor -3.1 -1.8 0.0 11.5 11.0 92.2 92.8
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Table A.III.2 Accuracy of the Standard and Augmented variance estimators for GREG-log.
Model sets 1-4, SRSWOR design, total sample size 5,000, 2,000 and 1,000.
1 ;i: .... .
i  m m m m m
llli '
I ;  ..
mMm:
1 I . S  . .
V :, .5  ' . ..; .
H i
m 5
n=5000 1 Population 5000 -1.8 0.0 0.0 1.8 1.8 94.1 94.1
Major 303 -0.5 -0.1 -0.1 3.7 3.7 94.7 94.7
Med 121 0.3 -0.1 -0.1 5.0 5.0 95.1 95.1
Minor 61 -2.4 -0.1 -0.1 7.4 7.4 94.1 94.1
2 Population 5000 -1.2 -0.2 0.1 1.4 1.1 94.4 94.4
Major 303 -0.6 -0.1 0.1 3.8 3.7 94.4 94.5
Med 121 0.3 -0.4 0.0 5.5 5.5 94.6 94.7
Minor 61 -3.6 -0.7 0.1 8.4 8.1 92.7 93.0
4 Population 5000 -2.8 -0.2 0.1 3.0 2.7 93.7 93.7
Major 303 -0.8 -0.2 0.0 4.0 4.0 94.3 94.4
Med 121 0.0 -0.4 0.0 5.4 5.5 94.7 94.8
Minor 61 -3.6 -0.6 0.1 8.3 8.0 92.9 93.1
4 Population 5000 -2.6 -0.3 0.4 2.9 2.2 93.7 94.0
Major 303 -1.0 -0.1 0.4 4.0 3.9 94.4 94.6
Med 121 0.2 -0.7 0.1 5.7 5.7 94.5 94.6
Minor 61 -4.2 -1.3 03 9.9 9.2 92.2 92.6
S A S A S A
n=2000 1 Population 2000 -1.6 -0.1 0.0 2.0 2.0 94.7 94.7
Major 121 0.6 -0.1 -0.1 6.4 6.4 94.8 94.8
Med 48 0.6 -0.5 -0.4 8.6 8.6 95.4 95.4
Minor 24 1.4 -0.7 -0.7 11.4 11.4 94.8 94.8
2 Population 2000 -2.4 -0.6 0.2 6.8 6.0 93.9 94.3
Major 121 0.2 -0.4 0.1 6.5 6.5 94.3 94.4
Med 48 0.1 -1.3 -0.2 9.1 9.0 93.7 94.0
Minor 24 -0.8 -2.6 -0.5 13.0 12.6 92.0 92.5
3 Population 2000 -3.2 -0.6 0.1 7.3 6.6 93.8 94.2
Major 121 0.2 -0.4 0.0 6.9 6.9 94.5 94.6
Med 48 -0.4 -1.3 -0.3 8.9 8.8 93.8 94.1
Minor 24 -1.7 -2.3 -0.4 12.9 12.4 92.2 92.8
4 Population 2000 -3.1 -1.0 0.8 8.2 6.4 93.3 93.6
Major 121 -0.6 -0.4 0.8 6.8 6.5 94.2 94.5
Med 48 -1.2 -2.3 -0.1 9.8 9.1 93.0 93.5
Minor 24 -3.3 -5.1 -0  3 17.5
Ouri 90.2 92.1
S A S A S A
n=1000 1 Population 1000 -1.6 -0.1 0.0 2.0 1.9 94.7 94.7
Major 61 0.9 -0.4 -0.3 7.5 7.6 95.2 95.2
Med 24 0.3 -0.8 -0.7 11.5 11.5 94.6 94.6
Minor 12 0.1 -1.6 -1.5 16.6 16.6 95.2 95.2
2 Population 1000 -3.9 -1.3 0.4 5.3 3.8 93.9 94.3
Major 61 -0.5 -0.9 0.1 8.3 8.1 93.9 94.1
Med 24 -2.6 -2.8 -0.6 14.1 13.5 91.4 92.0
Minor 12 -6.1 -5.8 -1.8 21.9 19.9 88.3 89.5
3 Population 1000 -3.9 -1.3 0.2 5.3 3.9 93.8 93.9
Major 61 -0.1 -1.0 -0.2 8.1 8.0 94.1 94.3
Med 24 -2.9 -2.6 -0.5 13.8 13.2 91.7 92.2
Minor 12 -8.2 -5.3 -1.2 22.5 20.2 88.3 89.8
4 Pop. 1000 -6.5 -2.2 1.5 8.7 5.2 93.3 93.8
Major 61 -1.6 -0.9 1.3 8.9 8.6 93.6 94.2
Med 24 -4.7 -5.2 -0.1 17.7 14.9 89.1 91.1
Minor 12 -10.2 -13.5 -1.9 36.4 26.6 80.0 86.1
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Table A.III.3 Accuracy of the Standard and Augmented variance estimators for GREG-lin.










1 Population -3.0 -0.5 -0.1 6.3 6.1 94.0 94.4
Major 0.2 -0.5 0.0 6.6 6.5 95.2 95.2
Minor -3.2 -0.7 -0.2 14.3 14.1 93.4 93.5
2 Population -3.3 -1.1 -0.1 6.9 6.3 94.0 94.3
Major
CNIÖI r-»ÖI 0.0 6.6 6.5 94.9 94.9
Minor -5.8 -2.3 -0.5 16.4 15.7 90.7 91.6
3 Population 0.2 -4.6 -3.8 6.9 6.4 93.7 93.8
Major 0.0 I o •"J -0.1 6.5 6.5 95.0 95.0
Minor 2.8 -10.9 -9.3 15.9 15.4 91.3 92.0
4 Population -4.0 -1.5 -0.1 7.7 6.8 93.6 94.1
Major -0.4 -0.8 0.0 6.6 6.5 94.8 95.1
Minor I CO ■"-J -3.7 -0.3 18.8 16.9 89.1 90.5
5 Population 1.3 ÖI 0.0 11.4 11.4 93.1 93.2
Major 2.2 -0.8 -0.1 14.0 14.1 93.1 93.3
Minor -4.7 -0.9 -0.2 24.4 24.1 90.4 90.6
6 Population 0.9 -1.2 0.0 11.4 11.4 93.5 94.0
Major 1.7 -1.0 -0.1 13.9 14.0 92.8 93.1
Minor -6.9 -2.6 -0.4 25.8 25.2 89.0 89.7
7 Population rn1 0.9 2.1 10.1 9.6 92.7 93.6
Major 2.1 -1.9 -0.2 11.7 11.9 92.5 93.1
Minor -2.6 -7.7 -3.1 25.1 23.4 87.0 88.0
8 Population -1.0 -2.5 0.1 10.1 9.6 92.7 93.7
Major 1.9 -1.8 0.1 11.7 11.8 92.1 92.9
Minor -10.9 -5.1 -0.5 26.4 24.1 ! 86.4 87.5
9 Population 3.3 2.9 0.2 11.2 9.9 92.5 93.3
Major 0.2 -2.3 0.2 11.6 11.4 91.5 92.4
Minor -12.1 -5.0 -0.3 25.8 23.1 85.7 87.4
10 Population -3.2 -3.1 0.3 11.3 9.9 92.3 93.3
Major 0.1 -2.5 0.3 11.6 11.4 91.2 92.4
Minor -13.0 -5.8 -0.1 27.2 23.8 85.1 86.2
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Table A.III.4 Accuracy of the Standard and Augmented variance estimators for GREG-lin.
.t PS design, overall sample size 40, size variable zL
1 Population 0.0 -1.2 -0.3 7.6 7.6 93.3 93.4
Major 4.1 -1.2 -0.2 10.4 10.7 95.3 95.6
Minor -5.3 -1.5 -0.6 21.7 21.5 91.1 91.6
2 Population -1.1 -2.4 -0.6 8.4 8.0 92.6 93.1
Major 2.8 -1.6 -0.3 10.0 10.2 94.5 94.6
Minor -10.7 -5.7 -2.1 28.4 26.5 84.4 85.4
3 Population 2.3 -6.0 -4.1 8.2 7.8 92.4 92.9
Major 2.9 -1.6 -0.4 9.9 10.2 94.6 94.7
Minor -7.0 -8.6 -5.0 25.9 24.3 86.2 87.9
4 Population -5.0 -3.4 0.8 11.3 8.8 92.0 93.1
Major 2.3 -2.0 -0.3 10.0 10.2 93.9 94.4
Minor -16.8 -14.0 -4.4 38.4 32.3 81.0 84.2
5 Population -1.3 -2.1 -0.8 19.7 19.6 92.1 92.4
Major -0.6 -2.4 -1.0 23.7 23.6 89.0 89.0
Minor -4.1 -3.3 -1.7 42.0 41.4 77.1 78.1
6 Population -2.3 -3.1 -0.8 19.9 19.7 91.5 92.1
Major -1.8 -2.8 -1.1 24.1 24.0 88.2 88.4
Minor -10.3 -7.7 -3.3 43.6 42.4 71.4 72.8
7 Population -3.8 -6.0 -1.9 19.4 18.0 90.4 92.0
Major -0.6 -5.3 -2.1 21.9 21.4 89.1 90.4
Minor -12.9 -10.2 -2.9 40.9 38.5 72.1 74.9
8 Population -5.0 -6.0 0.6 19.9 18.1 89.9 91.8
Major -1.3 -5.1 -1.5 22.1 21.5 88.9 90.0
Minor -16.8 -12.7 0.7 44.6 38.6 67.9 71.6
9 Population -5.5 -6.4 -1.3 20.4 18.3 90.4 92.1
Major -2.1 -5.7 -1.5 22.1 21.2 89.0 90.1
Minor -14.1 -11.6 -3.1 41.0 37.4 71.8 75.3
10 Population -6.3 -7.0 1.2 21.1 17.3 90.1 92.2
Major -2.3 -6.0 -1.4 22.3 21.2 88.3 89.7
Minor -18.1 -13.5 2.9 44.7 36.9 67.9 72.4
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Table A.III.5 Accuracy of the Standard and Augmented variance estimators for GREG-log.
Model sets 1-4, jrPS design, sample size 80, size variables z, and z2.
1 Population 80 -3.1 I O Ln -0.1 6.4 6.1 93.9
Major 60 0.1 -0.5 0.0 6.6 6.6 94.7
Minor 20 -3.1 -0.7 -0.2 14.4 14.2 93.3
2 Population 80 -3.3 -1.1 -0.1 7.0 6.4 93.9
Major 60 -0.5 -0.7 0.0 6.7 6.5 94.7
Minor 20 -5.2 -2.5 -0.5 16.6 15.8 90.8
3 Population 80 -3.5 -1.0 -0.1 7.0 6.4 93.8
Major 60 -0.3 -0.7 0.0 6.6 6.5 94.7
Minor 20 -5.3 -2.3 -0.4 16.3 15.5 91.0
4 Population 80 -3.9 -1.6 0.1 7.6 6.6 93.8
Major 60 -0.6 -0.8 0.0 6.7 6.5 94.9
Minor 20 -8.1 -3.9 0.1 19.1 16.1 88.6
S A S A S
Z2 1 Population 80 I 0° NJ -0.7 -0.3 10.4 10.0 92.4
Major 60 -4.8 -0.8 -0.3 8.8 8.5 93.4
Minor 20 0.2 -0.9 -0.3 14.1 14.1 93.4
2 Population 80 -9.0 -1.3 -0.4 11.5 10.7 91.4
Major 60 -5.2 -1.0 -0.3 9.1 8.7 93.3
Minor 20 -3.1 -2.6 -0.7 15.7 15.2 90.2
3 Population 80
r--coI -1.2 -0.3 11.2 10.5 92.1
Major 60 -5.2 -1.0 -0.3 9.1 8.7 93.4
Minor 20 -2.5 -2.2 -0.4 15.1 14.6 91.8
4 Population 80 -9.4 -1.7
mo1 12.3 11.0 91.0
Major 60 -5.6 -1.1 -0.4 9.6 9.0 93.1
Minor 20 -4.5 -4.2 -0.4 17.6 15.7 88.8
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Table A.III.6 Accuracy of the Standard and Augmented variance estimators for GREG-log.
Model sets 1-4, j i P S  design, sample size 40, size variables z , and z2.
¡1 1 (1 1 1 1 1 . 1 i f
111
Z1 1 Population 40 0.0 -1.2 -0.3 7.8 7.6 93.3
Major 30 4.2 -1.2 -0.2 10.6 10.9 95.1
Minor 10 -5.2 -1.6 -0.6 22.1 21.8 91.0
2 Population 40 -1.0 -2.7 -0.6 8.9 8.2 92.2
Major 30 2.7 -1.7 -0.2 10.3 10.4 93.9
Minor 10 -11.0 -7.1 -3.3 31.7 30.0 82.9
3 Population 40 -1.1 -2.5 -0.4 8.8 8.1 92.5
Major 30 2.7 -1.7 -0.2 10.2 10.5 94.0
Minor 10 -9.8 -6.9 -2.8 31.5 29.6 85.3
4 Population 40 -2 .4 -4.0 -0.4 10.5 8.8 91.6
Major 30 2.4 -2.1 -0.2 10.4 10.4 93.5
Minor 10 -14.9 -13.7 -3.3 42.7 33.8 76.5
S A S A S
Z2 1 Population 40 0.2 -1.3 -0.4 7.5 7.5 93.4
Major 30 0.2 -1.3 -0.4 10.3 10.3 93.3
Minor 10 -1.6 -1.6 -0.6 20.6 20.5 92.3
2 Population 40 -1.9 -2.8 -0.8 9.0 8.2 92.7
Major 30 -1.9 -1.8
LOoI 10.8 10.5 92.6
Minor 10 -7.8 -6.8 -3.2 28.5 27.1 84.6
3 Population 40 -1.8 -2.6 -0.7 8.7 8.0 93.0
Major 30 -1.4 -1.8 -0.5 10.7 10.4 92.6
Minor 10 -9.0 -6.5 -2.6 29.0 27.3 86.2
4 Population 40 -3.3 -4.0 -0.7 10.7 8.9 91.4
Major 30 -2.2 -2.2 -0.6 11.4 10.5 92.6
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Figure A.IV.1 Histograms of Standard and Augmented variance estimators for GREG-log; 
SRSWOR design.
a) n=5000, set=1, domain=1 (minor).TrueSE 15.1.
b) n=5000, set=7, domain=1 (minor). True SE 6.72.
c) n=2000, set=5, domain=11 (medium). True SE 21.3.


















a) Standard a) Augmented
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b) Standard b) Augmented
c) Standard c) Augmented
d) Standard d) Augmented
Figure A.IV.2 Histograms of Standard and Augmented variance estimators for GREG-log; 
SRSWOR design.
a) n=2000, set=8, domain=1 (minor). True SE 11.4.
b) n=1000, set=7, domain=3 (minor). True SE 15.9.
c) n=1000, set=7, domain=2 (minor). True SE 16.6.
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c) Standard c) Augmented
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Figure A.IV.3 Histograms of Standard and Augmented variance estimators for GREG-log; n P S  design.
a) n=80, size variable z1, set=1, domain=2 (major). True SE 15.6.
b) n=80, size variable z2, set=3, domaln=3 (population). True SE 20.6. 
a) n=40, size variable z1, set=4, domaln=2 (major). Trues SE 22.9.


















a) Standard a) Augmented
! Mean 8.60 
¡SE 1.40
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d) Augmented
Figure A.IV.4 Histograms of Standard and Augmented variance estimators for GREG-log; ttPS design.
a) n=80, size variable z1, set=7, domain=3 (population). True SE 9.04
b) n=80, size variable z2, set=7, domain=1 (minor). True SE 5.23.
a) n=40, size variable z2, set=7, domain=3 (population). True SE 15.7 
a) n=40, size variable z1, set=7, domain=1 (minor). True SE 9.37.
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