Mesh partitioning for homogeneous systems has been studied extensively 2, 4, 14, 31, 36, 37, 41] ; however, mesh partitioning for distributed systems is a relatively new area of research.
Introduction
Distributed computing has been regarded as the future of high performance computing. Nationwide high speed networks such as vBNS 25] are becoming widely available to interconnect highspeed computers, virtual environments, scienti c instruments and large data sets. Projects such as Globus 15] and Legion 20] are developing software infrastructure that integrates distributed computational and informational resources. In this paper, we present a mesh partitioning tool for distributed systems. This tool, called PART, takes into consideration the heterogeneity in processors and networks found in distributed systems as well as heterogeneities found in the applications.
Mesh partitioning is required for e cient parallel execution of nite element and nite di erence applications, which are widely used in many disciplines such as biomedical engineering, structural mechanics, and uid dynamics. These applications are distinguished by the use of a meshing procedure to discretize the problem domain. Execution of a mesh-based application on a parallel or distributed system involves partitioning the mesh into subdomains that are assigned to individual processors in the parallel or distributed system.
Mesh partitioning for homogeneous systems has been studied extensively 2, 4, 14, 31, 36, 37, 41]; however, mesh partitioning for distributed systems is a relatively new area of research brought about by the recent availability of such systems. To ensure e cient execution on a distributed system, the heterogeneities in the processor and network performance must be taken into consideration in the partitioning process; equal size subdomains and small cut set size, which results from conventional mesh partitioning, are no longer desirable. PART takes advantage of the following heterogeneous system features: (1) processor speed; (2) number of processors; (3) local network performance; and (4) wide area network performance. Further, di erent nite element applications under consideration may have di erent computational complexity, di erent communication patterns, and di erent element types, which also must be taken into consideration when partitioning.
In this paper, we discuss the major issues in mesh partitioning for distributed systems. In particular, we identify a good metric to be used to compare di erent partitioning results, present a measure of e ciency for a distributed system, and discuss optimal number of cut sets for remote communication. The metric used with PART to identify good e ciency is estimated execution time.
We also present a parallel version of PART that signi cantly improves performance of the partitioning process. Simulated annealing is used in PART to perform the backtracking search for desired partitions. However, it is well known that simulated annealing is computationally intensive.
In the parallel PART, we use the asynchronous multiple Markov chain approach of parallel simulated annealing 21] . PART is used to partition six irregular meshes into 8, 16 , and 100 subdomains using up to 64 client processors on an IBM SP2 machine. The results show superlinear speedup in most cases and nearly perfect speedup for the rest. The results also indicate that the parallel version of PART produces partitions consistent with the sequential version of PART.
Using partitions from PART, we ran an explicit, 2-D nite element code on two geographically distributed IBM SP machines. We used Globus software for communication between the two SPs. We compared the partitions from PART with that generated using the widely-used partitioning tool, METIS 26] , which considers only processor performance. The results from the regular problems indicate a 33 ?46% increase in e ciency when processor performance is considered as compared to the conventional even partitioning; the results indicate 5 ?15% increase in e ciency when network performance is considered as compared to considering only processor performance; this is signi cant given that the optimal is 15% for this application. The result from the irregular problem indicate up to 36% increase in e ciency when processor and network performance are considered as compared to even partitioning.
The remainder of the paper is organized as follows: Section 2 provides background. Section 3 discusses issues. Section 4 describes PART in detail. Section 5 is experimental results. Section 6 gives previous work and nally conclusion.
Background

Mesh-based Applications
Finite element method has been the fundamental numerical analysis technique to solve partial di erential equations in the engineering community for the past three decades 24, 3] . There are three basic procedures in the nite element method. The problem is rst formulated in variational or weighted residual form. In the second step, the problem domain is discretized into complex shapes called elements. The last major step is to solve the resulting system of equations. The procedure of discretizing the problem domain is called meshing. Applications that involve a meshing procedure are referred to as mesh-based applications.
Mesh-based applications are naturally suitable for parallel or distributed systems. Implementing the nite element method in parallel involves partitioning the global domain of elements into P connected subdomains that are distributed among P processors; each processor executes the numerical technique on its assigned subdomain. The communication among processors is dictated by the types of integration method and solver method. Explicit integration nite element problems do not require the use of a solver since a lumped matrix (which is a diagonal matrix) is used. Therefore, communication only occurs among neighboring processors that have common data and is relatively simple. For implicit integration nite element problems, however, communication is determined by the type of solver used in the application. The application used in this paper is an explicit, nonlinear nite code, called WHAMS2D 6] , which is used to analyze elastic plastic materials. While we focus on the WHAMS2D code, the concept can be generalized to implicit as well as other mesh-based applications.
Distributed System
Distributed computing consists of a platform with a network of resources. These resources may be clusters of workstations, cluster of personal computers, or parallel machines. Further, the resources maybe located at one site or distributed among di erent sites. Figure 1 shows an example of a distributed system. Distributed systems provide an economical alternative to costly massively parallel computers. Researchers are no longer limited by the computing resources at individual sites. The distributed computing environment also provides researchers opportunities to collaborate and share ideas through the use of collaboration technologies.
In a distributed system, we de ne \group" as a set of processors that share one interconnection network and have the same performance. A group can be an SMP, a parallel computer, or a cluster of workstations or personal computers. Communication occurs both within a group and between groups. We refer to communication within a group as local communication; and those between processors in di erent groups as remote communication. The number of groups in the distributed system is represented by the term S. 
Problem Formulation
Mesh partitioning for homogeneous systems can be viewed as a graph partitioning problem. The goal of the graph partitioning problem is to nd a small vertex separator and equal sized subsets. Mesh partitioning for distributed system, however, is a variation of the graph partitioning problem; the goal di ers from regular graph partitioning problem in that equal sized subsets may not be desirable. The distributed system partitioning problem can be stated as follows:
Given a graph G = (V; E) of jV j = n vertices, partition V into k subsets, V 1 ; V 2 ; :::; V k , such that V i \ V j = ; for i 6 = j, S 1 i k V i = V , and the maximum of a cost function f over all V i is minimized:
Min Max 1 i k f :
In this paper, the cost function f is the estimate of execution time of a given application on a distributed system. This function is discussed further in Section 4. Graph partitioning has been proven to be NP-complete. The mesh partitioning problem for distributed system is also NP-complete as proven in Appendix 1. Therefore, we focus on heuristics to solve this problem.
Major Issues
In this section, we discuss the following major issues related to the mesh partitioning problem for distributed systems: comparison metric, e ciency, and number of cuts between groups.
Comparison Metric
The de facto metric for comparing the quality of di erent partitions for homogeneous parallel systems has been equal subdomains and minimum interface (or cut set) size. Although there have been objections and counter examples 14], this metric has been used extensively in comparing the quality of di erent partitions. It is obvious that equal subdomain size and minimum interface is not valid for comparing partitions for distributed systems. One may consider an obvious metric for a distributed system to be unequal subdomains (proportional to processor performance) and small cut set size. The problem with this metric is that heterogeneity in network performance is not considered. Given the local and wide area networks are used in distributed system, it is the case that there will be a big di erence between local and remote communication, especially in terms of latency.
We argue that the use of an estimate of execution time of the application on the target heterogeneous system will always lead to a valid comparison of di erent partitions. The estimate is used for relative comparison of di erent partition methods. Hence a coarse approximation of the execution is appropriate for the comparison metric. It is important to make the estimate representative of the application and the system. The estimate should include parameters that correspond to system heterogeneities such as processor performance, local and remote communication. It should also re ect the application computational complexity.
E ciency
The e ciency for the distributed system is equal to the ratio of the relative speedup to the e ective number of processors, V . This ratio is given below:
where E(1) is the sequential execution time on one processor and E is the execution time on the distributed system. The term V is equal to the summation of each processor's performance relative to the performance of the processor used for sequential execution. This term is as follows:
where k is the processor used for sequential execution. For example, with two processors having processor performance F 1 = 1 and F 2 = 2, the e ciency would be
if processor 1 is used for sequential execution; the e ciency is Efficiency = E(1)
if processor 2 is instead used for sequential execution.
Network Heterogeneity
It is well-known that heterogeneity of processor performance must be considered with distributed systems. In this section, we identify conditions for which heterogeneity in network performance must be considered. For a distributed system, recall that we de ne a group to be a collection of processors that have the same performance and share a local interconnection network. Remote communication corresponds to communication between two groups. Given that some processors require remote and local communication, while others only require local communication, there will be a disparity between the execution times of these processors corresponding to the di erence in remote and local communications (assuming equal computational loads).
Ideal Reduction in Execution Time
A retro t step is used with the PART tool to reduce the computational load of processor with local and remote communication to equalize the execution time among the processors in a group. This step is described in detail in Section 6.2. The reduction in execution time that occurs with this retro t is demonstrated by considering a simple case, stripe partitioning, for which communication occurs with at most two neighboring processors. Assume there exists two groups having the same processor and local network performance; the groups are located at geographically distributed sites requiring a WAN for interconnection. Figure 2 illustrates one such case. C R ? C L = x%E (5) where x is the percentage of the di erence of C R and C L in the total execution time E. Assume that E represents the execution time taking into consideration only processor performance. Since it is assumed that all processors have the same performance, this entails an even partition of the mesh. This time can be written as:
Now consider the case of partitioning to take into consideration the heterogeneity in network performance. This is achieved by decreasing the load assigned to processor i and increasing the loads of the G ? 1 processors in group 1. The same applies to processor j in group 2. The amount of the load to be redistributed is C R ? C L or x%E and this amount is distributed to G processors. This is illustrated in Figure 6 , which is discussed with the retro t step of PART. The execution time is now:
The di erence between E and E 0 is:
Therefore, by taking the network performance into consideration when partitioning, the percentage reduction in execution time is approximately x%E(denoted as (1; G)) which includes the following:
(1) the percentage of communication in the application and (2) T reduction = G ?
For example, for the WHAMS2D application in our experiments, we calculated the ideal reduction to be 15% for the regular meshes with = 1 and G = 8. For those partitions, only one processor in each group has local and remote communication, therefore, it is relatively easy to calculate the ideal performance improvement.
Number of Processors in a Group with Local and Remote Communication
The major issue to be addressed with the reduction is how to partition the domain assigned to a group to maximize the reduction. In particular, this issue entails a tradeo between the following two scenarios:
1. Many processors in a group having local and remote communication, resulting in small message sizes for which the execution time without the retro t step is smaller than that for case 2. However, given that many processors in a group have remote and local communication, there are fewer processors that are available for redistribution of the additional load. This is illustrated in Figure 3 where a mesh of size n 2n is partitioned into 2P blocks. 
For a processor with only local communication, the communication time is approximately (again, message aggregation and no overlapping is assumed):
Therefore, the communication time di erence between a processor with local and remote communication and a processor with only local communication is approximately:
There are a total of T blocks reduction = P ? p P P T comm (blocks): (13) 2. Only one processor in a group has local and remote communication, resulting in large message sizes which result in the execution time without the retro t step larger than that for case 1. However, there are more processors that are available for redistribution of additional load. This is illustrated in Figure 4 where the same mesh is partitioned into stripes; there is only one processor in each group that have local and remote communication. Following a similar analysis as in Figure 3 , the communication time di erence between a processor with both local and remote communication and a processor with only local communication is approximately:
There is only one processor with remote communication in each group. Hence, using Equation 1, the ideal reduction in execution time is:
T stripes reduction = P ? 1 P T comm (stripes)
Therefore, the total execution time for stripe and block partitioning are:
T stripes 
Therefore, the di erence in total execution time between block and stripe partitioning is determined by P; n; L ; L , and R . The term A and C are positive since P > 1; while the term B is negative if P > 4. Therefore, if P 4, the block partition has a higher execution time, i.e., the stripe partitioning is advantageous. If P > 4, however, block partitioning will still have a higher execution time unless n is so large that the absolute value of term B is larger than the sum of the absolute values of A and C. Note that L and R are one to two orders of magnitude larger than L . In our experiments, we calculated that block partitioning has a lower execution time only if n > 127KB.
In the meshes that we used, however, the largest n is only about 10KB.
Description of PART
PART considers heterogeneities in both the application and the system. In particular, PART takes into consideration that di erent mesh based applications may have di erent computational complexities and the mesh may consist of di erent element types. For distributed systems, PART takes into consideration heterogeneities in processor and network performance. Figure 5 shows a ow diagram of PART. PART consists of an interface program and a simulated annealing program. A nite element mesh is fed into the interface program and produces the proposed communication graph, which is then fed into a simulated annealing program where the nal partitioning is computed. This partitioned graph is translated to the required input le format for the application. This section describes the initial interface program and the steps required to partition the graph. 
Mesh Representation
We use a weighted communication graph to represent a nite element mesh. This is a natural extension of the communication graph. As in the communication graph, vertices represent elements in the original mesh. A weight is added to each vertex to represent the number of nodes within the element. Same as in communication graph, edges represent the connectivity of the elements in the weighted communication graph. A weight is also added to each edge to represent the number of nodes of which information need to be exchanged between the two neighboring elements.
Partition Method
PART entails three steps to partition a mesh for distributed systems. These steps are:
1. Partition the mesh into S subdomains for the S groups, taking into consideration heterogeneity in processor performance and element types.
2. Partition each subdomain into G parts for the G processors in a group, taking into consideration heterogeneity in network performance and element types.
3. If necessary, globally retro t the partitions among the groups, taking into consideration heterogeneity in the local networks among the di erent groups.
Each of the above steps is described in detail in the following subsections. Each subsection includes a description of the objective function used with simulated annealing.
The key to a good partitioning by simulated annealing is the cost function. The cost function used by PART is the estimate of execution time. For one particular supercomputer, let E i be the execution time for the i-th processor (1 i p). The goal here is to minimized the variance of the execution time for all processors. While running the simulated annealing program, we found that the best cost function is:
instead of the sum of the E i 2 . So (20) is the actual cost function used in the simulated annealing program. In this cost function, E comm includes the communication cost for the partitions that have elements that need to communicate with elements on a remote processor. Therefore, the execution time will be balanced. is the parameter that needs to be tuned according to the application and problem size.
Step 1: Group Partition
The rst step generates a coarse partitioning for the distributed systems. Each group gets a subdomain that is proportional to its number of processors, the performance of the processors, and the computational complexity of the application. Hence computational cost is balanced across all the groups. The cost function is given by:
where S is the number of groups in the system.
Step 2: Retro t
In the second step, the subdomain that is assigned to each group from Step 1 is partitioned among its processors. Within each group, simulated annealing is used to balance the execution time. In this step, variance in network performance is considered. Processors that entails inter group communication will have reduced computational load to compensate for the longer communication time.
The step is illustrated in Figure 6 for two supercomputers, SC1 and SC2. In SC1, four processors are used; and two processors are used in SC2. Computational load is reduced for P3 since it communicates with a remote processor. The amount of reduced computational load is represented as . This amount is equally distributed to the other three processors. Assuming the cut size remains unchanged, the communication time will not change, hence the execution time will be balanced after this shifting of computational load. 
4.2.3
Step 3: Global Retro t
The third step addresses the global optimization, taking into consideration di erences in the local interconnect performance of various groups. Again, the goal is to minimize the variance of the execution time across all processors. In this step, elements on the boundaries of partitions are moved according to the execution time variance between neighboring processors. This step is only executed if there is a large di erence in the performance of the di erent local interconnects. For the case when a signi cant number of elements are moved between the groups in Step 3, the second step is executed again to equalize the execution time in a group given the new computational load. After
Step 2, processors in each group will have a balanced execution time. However, execution time of the di erent groups may not be balanced. This may occur when there is a large di erence in the communication time of the di erent groups. To balance the execution among all the groups, we take the weighted average of execution times E i (1 i S) from all the groups. The weight for each group equals to the computing power of that group versus the total computing power. The computing power for a particular group is the multiplication of the ratio of the processor performance with respect to the slowest one among all the groups and the number of processors used from that group. We denote this weighted average as E. Under the assumption that communication time will not change much (i.e., the separators from Step 1 will not incur a large change in size), E is the optimal execution time that can be achieved. To balance the execution time so that each group will have an execution time of E, we rst compute the di erence of E i with E: where S is the number of groups in the system. For groups whose ? i < 0, the domain will increase; for groups whose ? i > 0, the domain will decrease. If Step 3 is necessary, then Step 2 is performed again to partition within each group.
Parallel Simulated Annealing
PART uses simulated annealing to partition the mesh. Figure 7 shows the serial version of the simulated annealing algorithm. This algorithm uses the Metropolis criteria (line 8 to 13 in Figure 7 ) to accept or reject moves. The moves that reduce the cost function are accepted; the moves that increase the cost function may be accepted with probability e ? E T , thereby avoiding being trapped in local minima. This probability decreases when the temperature is lowered. Simulated Annealing is computationally intensive, therefore, a parallel version of simulated annealing is used in the parallel version of PART. There are three major classes of parallel simulated annealing 19]: seriallike 32, 39], parallel moves 1], and multiple Markov chains 5, 21, 34]. Serial like algorithms essentially break up each move into subtasks and parallelize the subtasks (parallelizing line 6 and 7 in Figure 7 ). For the parallel moves algorithms, each processor generates and evaluates moves independently; cost function calculation may be inaccurate since processors are not aware of moves by other processors. Periodic updates are normally used to address the e ect of cost function error. Parallel moves algorithms essentially parallelize the for loop in Figure 7 (line 5 to 14). For the multiple Markov chains algorithm, multiple simulated annealing processes are started on various processors with di erent random seeds. Processors periodically exchange solutions and the best is selected and given to all the processors to continue their annealing processes. In 5], the multiple Markov chain approach was shown to be most e ective for VLSI cell placement. For this reason, the parallel version of PART uses the multiple Markov chain approach.
Given P processors, a straightforward implementation of the multiple Markov chain approach would be initiating simulated annealing on each of the P processors with a di erent seed. Each processor performs moves independently and then nally the best solution from those computed by all processors is selected. In this approach, however, simulated annealing is essentially performed P times which may result a better solution but not speedup.
To achieve speedup, P processors perform an independent simulated annealing with a di erent seed, but each processor performs only M=P moves (M is the number of moves performed by the simulated annealing at each temperature). Processors exchange solutions at the end of each temperature. The exchange of data occurs synchronously or asynchronously. In the synchronous multiple Markov chain approach, the processors periodically exchange solutions with each other. In the asynchronous approach, the client processors exchange solutions with a server processor. It has been reported that the synchronous approach is more easily trapped in a local optima than the asynchronous 21], therefore the parallel version of PART uses the asynchronous approach.
During solution exchange, if the client solution is better, the server processor is updated with the better solution; if the server solution is better, the client gets updated with the better solution and continues from there. Each processor exchanges solution with the server processor at the end of each temperature.
To ensure that each subdomain is connected, we check for disconnected components at the end of PART. If any subdomain has disconnected components, the parallel simulated annealing is repeated with a di erent random seed. This process continues until there are no disconnected subdomains or the number of trials exceed three times. A warning message is given in the output if there are disconnected subdomains.
Experiments
In this section, we present the results from two di erent experiments. The rst experiment focuses on the speedup of the parallel version of PART. The second experiment focuses on the quality of the partitions generated with PART. PART is used to partition six 2D irregular meshes with triangular elements: barth4 (11451 elem.), barth5 (30269 elem.), inviscid (6928 elem.), labarre (14971 elem.), spiral (1992 elem.), and viscous (18369 elem.). The running time of partitioning the six irregular meshes into 8, and 100 subdomains are given in Tables 1 and 2 , respectively. It is assumed that the subdomains will be executed on a distributed system consisting of two IBM SPs, with equal number of processors but di erent processor performance. Further, the machines are interconnected via vBNS for which the performance of the network is given in Table 4 (discussed in Section 6.2). In each table, column 1 is the number of client processors used by PART, and columns 2 to 6 are the running time of PART in seconds for the di erent meshes. The solution quality of using two or more client processors is within 5% of that of using one client processor. In this case, the solution quality is the estimate of the execution time of WHAMS2D. Figures 8 and 9 are graphical representations of the speedup of the parallel version of PART relative to one client processor. The gures show that when the meshes are partitioned into 8 subdomains, superlinear speedup occurs in all cases. When the meshes are partitioned into 100 subdomains, superlinear speedup occurs only in the cases of two smallest meshes, spiral and inviscid. Other cases show slightly less than perfect speedup. This superlinear speedup is attributed to the use of multiple client processors conducting a search, for which all the processors bene t from the results. Once a good solution is found by any one of the clients, this information is given to other clients quickly, thereby reducing the e ort of continuing to search for a solution. The superlinear 
Speedup Results
Quality of Partition 6.2.1 Regular Meshes
PART was applied to an explicit, nonlinear nite code, called WHAMS2D 6] , that is used to analyze elastic plastic materials. The code uses MPI built on top of Nexus for interprocessor communication within a supercomputer and between supercomputers. Nexus is a runtime system that allows for multiple protocols within an application. The computational complexity is linear with the size of the problem. The code was executed on the IBM SP machines located at Argonne National Laboratory and the Cornell Theory Center. These two machines were connected by the Internet. Macro benchmarks were used to determine the network and processor performance. The results of the network performance analysis are given in Table 3 . Further, experiments were conducted to determine that the Cornell nodes were 1.6 times faster than the Argonne nodes.
The problem mesh consists of 3 regular meshes. The execution time is given for 100 time steps corresponding to 0.005 seconds of application time. Generally, the application may execute for 10; 000 to 100; 000 time steps. The recorded execution time represents over 100 runs, taking the data from the runs with standard deviation less than 3%. The regular problems were executed on Table 4 presents the results for the regular problems. Column 1 is the mesh con guration. Column 2 is the execution time resulting from the conventional equal partitioning. In particular, we used Chaco's spectral bisection. Column 3 is the result from the partitioning taken from the end of the rst step for which the variance in processor performance and computational complexity are considered. Column 4 is the execution time resulting from the partitioning taken from the end of the second step for which the variance in network performance is considered. The results in Table 4 shows that approximately 33 ? 46% increase in e ciency can be achieved by balancing the computational cost; another 5?16% e ciency increase can be achieved by considering the variance in network performance. The small increase in e ciency by considering the network performance is due to communication being a small component of the WHAMS2D application. However, recall that the optimal increase in performance is 15% for the regular problem as described earlier.
The global optimization step, which is the last step of PART that balances execution time across all supercomputers, did not give signi cant increase in e ciency (it is not included in Table 4 ). This is expected since the two supercomputers we used, the Argonne IBM SP and the Cornell IBM SP, both have interconnection networks that have very similar performance as indicated in Table 3 . The results indicate the performance gains achievable with each step in comparison to conventional methods that evenly partition the mesh. Given that it is obvious that considering processor performance results in signi cant gains, the following section on irregular meshes only considers performance gains resulting from considering network performance.
Irregular Meshes
The experiments on irregular meshes were performed on the GUSTO testbed, which is not available when we experimented on the regular meshes. This testbed includes two IBM SP machines, one located at Argonne National Laboratory (ANL) and the other located at the San Diego Supercomputing Center (SDSC). These two machines are connected by vBNS (very high speed Backbone Network Service). We used Globus 15, 16] software to allow multimodal communication within the application. Macro benchmarks were used to determine the network and processor performance. The results of the network performance analysis are given in Table 5 . Further, experiments were conducted to determine that the SDSC SP processors nodes were 1.6 times as fast as the ANL ones. PART is used to partition ve 2D irregular meshes with triangular elements: barth4 (11451 elem.), barth5 (30269 elem.), labarre (14971 elem.), viscous (18369 elem.), and inviscid (6928 elem.) (called PART without restriction). A sightly modi ed version of PART (called PART with restriction) is used to partition the meshes so that only one processor has remote communication in each group. METIS 3.0 26] is used to generate partitions that take into consideration processor performance (each processor's compute power is used as one of the inputs).
These three partitioners are used to identify the performance impact of considering heterogeneity of networks in addition to that with processors. Further, the three partitioners highlight the di erence when forcing remote communication to occur on one processor in a group versus having multiple processors with remote communication in a group. We consider 6 con gurations of the two machines: 4 at ANL and 4 at SDSC, 8 at ANL and 8 at SDSC, and 20 at ANL and 20 at SDSC. The two groups correspond to the two IBM SPs at ANL and SDSC. We used up to 20 processors from each SP due to limitations in co-scheduling computing resources. The execution time is given for 100 time steps. The recorded execution time represents an average of 10 runs, and the standard deviation is less than 3%. Tables 6 to Table 8 show the experimental results from the 3 con gurations. Column one identi es the irregular meshes and the number of elements in each mesh (included in parenthesis). Column two is the execution time resulting from the partitions from PART with the restriction that only one processor per group entails remote communication. For Columns 2 to 4, the number indicates the number of processors that has remote communication in a group. Column three is similar to Column two except that the partition does not have the restriction that remote communication be on one processor. Column four is the execution time resulting from METIS which takes computing power into consideration (each processor's compute power is used as one of The results show that by using PART without restrictions, a slight decrease (1-3%) in execution time is achieved as compared to METIS. By forcing all the remote communication on one processor, the retro t step can achieve more signi cant reduction in execution time. The results in Tables 6 to Table 8 show that e ciency is increased by up to 36% as compared to METIS, and the execution time is reduced by up to 30% as compared to METIS; This reduction comes from the fact that even on a high speed network such as the vBNS, the di erence of message start up cost on remote and local communication is very large. From Table 5 , we see this di erence is two orders of magnitude for message start up as compared to approximately one order of magnitude for bandwidth. Restricting remote communication on one processor allows PART to redistribute the load among more processors thereby achieving close to the ideal reduction in execution time.
Previous Work
The problem of domain partitioning for nite element meshes is equivalent to partitioning the graph associated with the nite element mesh. Graph partitioning has been proven to be an recursively bisect the problem into equal sized subproblems. METIS uses the method for fast partitioning of the sparse matrices, using a coarsening heuristic to provide the speed. TOP/DOMDEC is an interactive mesh partitioning tool. All these tools produce equal size partitions. These tools are applicable to systems with the same processors and one interconnection network. Some tools such as METIS, can produce partitions with unequal weights. However, none of these tools can take network performance into consideration in the partitioning process. For this reason, these tools are not applicable to distributed systems. Crandall and Quinn 7, 8, 9, 10, 11, 12] developed a partitioning advisory system for network of workstations. The advisory system has three built-in partitioning methods (contiguous row, contiguous point, and block). Given information about the problem space, the machine speed, and the network, the advisory system provides ranking of the three partitioning methods. The advisory system takes into consideration of variance in processor performance among the workstations. The problem, however, is that linear computational complexity is assumed for the application. This is not the case with implicit nite element problems, which are widely used. Further, variance in network performance is not considered.
Conclusion
In this paper, we addressed issues in mesh partitioning problem for distributed systems. These issues include comparison metric, e ciency, and cut sets. We present a tool, PART, for automatic mesh partitioning for distributed systems. The novel feature of PART is that it considers heterogeneities in both the application and the distributed system. The heterogeneities in the distributed system include processor and network performance; the heterogeneities in the application include computational complexity. We also demonstrate the use of a parallel version of PART for distributed systems. The novel part of the parallel PART is that it uses the asynchronous multiple Markov chain approach of parallel simulated annealing for mesh partitioning. The parallel PART is used to partition 6 irregular meshes into 8, 16, and 100 subdomains using up to 64 client processors on an IBM SP2 machine. Results show superlinear speedup in most cases and nearly perfect speedup for the rest.
We used Globus software to run an explicit, 2-D nite element code using mesh partitions from the parallel PART. Our testbed includes two geographically distributed IBM SP machines. Experimental results are presented for 3 regular meshes and 4 irregular nite element meshes for the WHAMS2D application executing on a distributed system consisting of two IBM SPs. The results from the regular problems indicate a 33 ? 46% increase in e ciency when processor performance is considered as compared to even partitioning; the results also indicate an additional 5?16% increase in e ciency when network performance is considered. The result from the irregular problem indicate a 38% increase in e ciency when processor and network performance are considered as compared to even partitioning. Experimental results from the irregular problems also indicate up to 36% increase in e ciency compared with using partitions that only take processor performance into consideration. This improvement comes from the fact that even on a high speed network such as the vBNS, the message start up cost on remote and local communication still has a large di erence. N i { Number of elements in partition i. P { Number of processors in the system. P i { Number of processors in group i. G { Number of processors in a particular group (same as P i ). S { Number of groups in the system. S i { The i-th group in the system. r i { The ratio of the speed of processors in S i relative to the slowest processor in the system.
