Several neural network paradigms are discussed and their application to the recognition of handwritten digits is considered. In particular, linear auto-associative systems, threshold logic networks, backward error propagation models, Hopfield networks, and Boltzmann machines are considered. An explanation of each technique i s presented and its application to dipt recognition is discussed. The tradeoffs of time and space complexity versus recognition accuracy are considered. The objective is to determine the applicability of these techniques to the real-world need of the United States Postal Service for a highaccuracy handwritten digit recognition algorithm. This is especially important in light of the recent interest in these methods. Recognition experiments are presented that were performed on a database of over 10, OOO handwritten digits that were extracted from live mail in a USPS mail processing facility. The time required by each method and their recognition rates are discussed.
INTRODUCTION
Machine recognition of handwritten digits is a problem in pattern recognition that is of specific interest for the recognition of ZIP codes in handwritten addresses on pieces of mail. Neural networks and their computational properties have attracted the interest of researchers in the area of machine perception by presenting an exciting, complementary alternative to symbolic processing paradigms. They hold with them the promise of exceedingly fast implementations coupled with flexibility through self-organization (learning). There exist many different neural network models. However, many of the neural network systems which are reported on in the literature are essentially toy systems, intended to be demonstrations of concepts, which operate on either trivial or contrived data sets. The components and essential properties of the existing systems which a m " for their power has not yet been determined.
In this paper we describe five of the more prominent neural network models, viz, h e a r autoassociative systems, threshold logic networks, backward error propagation models, Hopfield networks, and the Boltzmann machine. The performance of each model, in the handwritten digit recognition problem, when implemented in a basic template-matching approach, is evaluated experimentally. The models discussed here represent a graduated progression from the least to the most complex. By comparing the performance of different models of various complexities, it can be determined what this additional complexity contributes to a system's performance. This is an issue of vital importance in any computer application where complexity can be mapped directly into equipment prices and throughput times. This research is still in progress, however, and although the models presented here represent a significant cross section of current neural network approaches, no claim can be made as to their completeness. The area of neural networks is relatively new and fairly broad with new research expanding its borders each day. The efforts reported in this paper can only serve as a first step in understanding, synthesizing, and criticizing so dynamic an area. Fig. 1 Figure 1 Some examples of the digits used to test the systems
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description of how the system learns to organize itself. A discussion follows regarding how outputs are interpreted and how performance on the test digit set is evaluated. All the models are constructed with some sort of teachmg input.
A linear auto-associative system
A good deal of "early" connectionist models were based on theories of linear associative networks [l,2] . While the failings of these attempts inspired researches to develop more complex nonlinear models, the strength of their successes should not be discounted. The model presented here is an exceedingly simple "bare bones" approach to a neural network system and as such will serve as a baseline to which the more complex models can be compared.
The lowest layer is a 16x16 array of binary pixels. The higher layer is a mutually inhibitory network consisting of ten nodes, one for each of the digits 0 -9. The layering described here is more conceptual than structural since a matrix model is used to define connections. In reality, a matrix model potentially allows every node in the system to be connected to every other node. The operation of this system is rather straightforward. A pixel in the 16x16 array can be either on or of. The on state is denoted with a pixel value of +1 which represents a figure present at that point in the array. The of state is denoted with a pixel value of -1 which represents ground present at that point in the array.
When a pattern representing a character is instantiated in the 16x16 array, each pixel in the array either excites or inhibits the nodes in the higher level, based on both its current level of activation and the system's past experience. This past experience is coded into the weights between nodes through the learning algorithm described below. Each node in the second level inhibits all the other nodes in the second level. After one such operation, the node in the second level with the highest activation is selected as the winner. The value of the node with the second highest value is subtracted from the value of the winning node to give a confidence metric. All the data in this system is represented in the form of a single vector of length 266. The 16x16 character is mapped into the first 256 elements of the vector. The 10 control nodes are mapped into the remaining 10 elements. This vector representation is convenient for the auto-associative learning paradigm.
The training set was run through the learning algorithm 10 times making 3910 training instances. At that point the system was classifying nearly 85% of the training set correctly. After learning was disabled the system was tested on the 1173 never before seen characters. It was able to classify 74% of these new digits correctly. Table I gives the confusion matrix showing these results and an analysis of the errors.
The performance of the auto-associative system presented in Table I is comparable to what one would expect from simple pattern matching. Table I also presents aggregate results for two conlidence thresholds. If the confidence metric is greater than a threshold value, the character is classified according to the maximum classification. If, on the other hand, the confidence is below the threshold, the character is rejected as being ambiguous. This scheme provides a good reject measure in the classic pattern recognition sense. Both error and correct rates monotonically decrease with increasing reject thresholds.
A threshold logic committee network
The committee network presented here is an instantiation of a system developed by Browd31.
The basic component of this network is the threshold logic unit (TLU) which models a McCullochpitts neurod4]. The entire system is divided into three parts. The first part represents the input vector. The second part instantiates the pattern classifier. The third part is interpreted as the output vector. The system is made up of TLUs which cast votes for known patterns. Table I1 shows the performance characteristics of a committee network system constructed with 4 committees, each of which had 5 or 7 =Us. The 4 committees were able to represent 16 possible classifications, only 10 of which were used to represent the digits 0 through 9. The system preformed quite well on a small scale digit recognition problem. When presented with the real world problem it learned to correctly classify all of the 391 images in the training set. When presented with the 1173 new images it yielded a 60.44% correct performance.
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Supervised learning takes place when a decision of the network is inconsistent with the teaching input. When the system puts out a wrong answer, the c o bwhich voted incorrectly must be trained to vote as desired. Within a wrong voting committee, the TLUs with the lowest confidence are made to change their decision through adjustments made to the weights on their input links.
The TLU system performed worse than the simple aut.c"a 'ative system did on the same test set. This is surprising in light of the fact that it performed a good deal better on the training set where it was able to get 1 W o correct results. The difference between the results on the test set and 
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the results on the training set give a crude metric of a system's consistency. The good performance of the TLU system on the training set is a deceitful indication of its ability to classify new digits.
A backward error propagation network
Much of the interest surrounding neural networks has centered on their ability to learn. Rosenblatt's development of the percepfron convergence procedure[5] fueled a large amount of interest in this area. However, a good deal of the criticism leveled at this domain of research has been analysis of the limitations of learning in neural network systems. Minskey and Papert pointed out that learning in multi-layer perceptrons was difficult due to the credit assingment pfobkd6l. Backward error propagation was developed as a learning method for multi-layered systems.
In our model, the input layer consists of 256 units, each takmg information from one pixel in the 16x16 binary image. The output of these units are the values of the pixels. There are complete connections among the input units and the 15 hidden units, which accumulate the products of weights and values on incoming links. This sum is passed through a sigmoid function to keep the output within the range 0 5 output S +1 . The hidden units are completely connected to units in the output layer. There are 10 units in this layer, each representing digit 0 through 9. These 10 units are also interconnected, transmitting the sum of values they received on various h k s from the hidden layer. With negative weights on the interconnections, the output layer composes a winner-take-all system. The unit with the greatest input outputs its index number as the decision of the network. The network was presented with the 391 training images 10,OOO times during the learning phase before being tested on the 11 73 testing images. The results of the testing run are presented in table III. The BEP system performed only slightly worse than the simpler models. This, of course, was not an exhaustive test of the model under all possible configurations and parameter settings In all the models discussed in this paper we were forced to make certain educated guesses about a model's proper configuration for the chosen target domain. For several of the models (including BEP) we tried several runs with different parameters and configurations. While the (unlikely) possibility exists that we may have chosen wrong parameter settings or configurations, and so bias the model, such errom reflect the ease with which a model can be tuned with confidence by an application programmer. As a model hcreases in complexity, it becomes increasingly difficult to control, and the network programmer experiences decreasing confidence in what tends to become an arbitrary configuration. u&urning[8] . The basic structure of the network remains unchanged. However, neurones now hold values 1 and -1 instead 1 and 0. This scheme attempts to eliminate non-optimal local minima by slightly decrementing the connection matrix when a system stabilizes in a spurious state. Whenever this situation arises, every entry in the connection matrix Tij is decremented by the amount ATij = E q~j , O < E < <~ where ui and u j are neurones in the spurious state. The effect of this process decreases the probability of a random state stabilizing at the same configuration.
To further enhance the performance of this network, the "learning" algorithm is added to the network. The "learning" algorithm is essentially the same as the "unlearning" algorithm except that it increases Tij by ATij as calculated above with q and u j representing neurones in the template vectors. Whenever the system makes an erroneous decision, it is necessary to invoke the learning algorithm on the correct vectors to increase the probability of the system stabilizing at the cmrect state. Such increments in connection matrix in effect accentuate optimal local " a .
Two models of this network of different sizes have been tested. Both the learning and unlearning algorithms are utilized to enhance the performance. The system containing 3 template vectors of 20 neurones each has performed satisfactorily. It was capable of producing the entire image from a partial but identifiable vector. The larger model, which contains 10 template vectors, one each for digit 0 through 9, of dimension 256, did not produce the entire image when presented with new image 
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patterns, although it did reach a stable state. There is no significant improvement on the performance upon increased number of learnings and unlearnings.
A Boltzman machine
The Boltzmann machine bears much structural similarity to a Hopfield network and was also programmed in the C language on one of the department's SUN workstations. It takes a different approach on updating a random starting state than does the Hopfield net. To maximize the possibility of a state stabilizing in an optimal local minimum, a probabilistic function is incorporated to allow escape from non-optimal local minima. Experiments show that starting temperature at 2 and final temperature at 0.5 at a decrement of 0.4 yields the best result for our data. Other annealing schedules include starting temperature at 4, final temperature at 0.2 and decrements of 0.2. Table V shows the results for the Boltman machine. The Boltman machine's performance was similar to that of the Hopfield network. This similarity is not surprising due to the similarity in the structure of the overall systems. These results do suggest, however, that the ability to escape from non optimal local minima, which is the chief improvement of a Boltman machine over a Hopfield network, while being an important theoretical improvement, does not significantly improve performance in this real world problem.
CONCLUSIONS/DISCUSSION
The neural network models discussed in this paper can be broken up into two categories. The h e a r auto-associative, TLU, and BEP systems can be described as feed forward classifiers. The
Hopfield network and the Boltman machine can be described as special types of feed back driven content addressable memories. The feed forward classifiers bear the most resemblance to classical perceptron models. The TLU system is similar enough to a perceptron to be called a special case. The distinction between a classical perceptron and the TLU system is at the output level where the TLU system relaxes restrictions on the function which interprets the output vector. The auto-associative system, on the other hand, relaxed the restriction on both the first layer and the output layer. The BEP system is a method of defining a multi-layer perceptron. The Hopfield network and the Boltman machine essentially define a class of content addressable memory systems and are, as such, quite distinct from classical perceptron approaches. The difference between them is the amount of determinism The first preliminary conclusion suggested by the results presented here is that for similar data representations a neural network is not measurably better than a standard symbolic pattern matching approach. This should not necessarily lead to the rejection of neural networks. Our research is predicated on the supposition that neural network and symbolic processing are mutually complementary rather than mutually exclusive. The real contribution of neural networks is in the conceptual paradigms and programming techniques which they present. Neural network languages and hardware will, most likely, take their place along side other tools on the system designer's workbench, and be used as needed for the specialized class of problems for which they are best suited. The system that we have presented could have been conceptualized in any one of a variety of approaches. We feel, however, that the use of the neural network paradigm presented the problem and the system architecture in the most transparent way p i b l e . Neural networks provide tools for the high level abstraction of a difficult problem.
FUTUREDIRECTIONS
This paper represents a relatively new direction for our research group and is still in its beginning stages. The preliminary investigations and analysis of various models is vital in the formulation of an accurate assessment of the powers, limitations, and requirements of these models. We plan continued testing of existing models for this domain as well as further development of models which show promising results.
It is important to realize that a key component of the solution to the recognition problem involves data representation issues (e.g. pixel vs. feature presentations) rather than just data manipulation issues (neural network vs. symbolic algorithms). Future work will involve definition of additional knowledge modules. Some of the new modules will be based on neural network paradigms. Others will be designed around parallel distributed approaches to more standard character recognition schemes such as contour and stroke analysis. Many will be a combination of the two. It is hoped that a combination of methods will yield, through fusion, a better system than could be constructed from one technique alone.
