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1. Introduction
In [7] Kong, Wu, and Zettl constructed a class of regular self-adjoint Sturm–Liouville problems (SLPs) whose spectrum
consists entirely of a ﬁnite number of eigenvalues. Since such problems were initiated by Atkinson [1], following Kong,
Volkmer, and Zettl [6], we refer to them as problems of Atkinson type. In [6], the authors systematically explored the
relationship between regular self-adjoint SLPs of Atkinson type and matrix eigenvalue problems in the form
DX = λW X, (1.1)
where D and W are n × n matrices over the reals R and W is diagonal.
They considered the problem consisting of the Sturm–Liouville equation
−(py′)′ + qy = λwy on (a,b), (1.2)
where −∞ < a < b < ∞ and r := 1p , q,w ∈ L(a,b), the set of real integrable functions on (a,b), and the regular self-adjoint
boundary condition (BC)
AY (a) + BY (b) = 0, Y = [y, py′]T ,
where A, B are 2× 2 complex matrices satisfying
rank(A, B) = 2, AE A∗ = BEB∗ with E =
[
0 −1
1 0
]
. (1.3)
It is well known [12, p. 71] that such BCs (1.3) fall into two disjoint classes: separated and coupled. The separated ones
have the canonical representation
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cosβ y(b) − sinβ(py′)(b) = 0, 0 < β  π ; (1.4)
and the real coupled conditions have the canonical representation
Y (b) = K Y (a) with K = (kij) ∈ SL2(R), (1.5)
i.e., kij ∈R, 1 i, j  2 and det(K ) = 1. The Sturm–Liouville equation (1.2) is said to be of Atkinson type if for some positive
integer n > 1, there exists a partition of the interval (a,b)
a = a0 < b0 < a1 < b1 < · · · < an < bn = b (1.6)
such that
r = 0 on [ai,bi], i = 0, . . . ,n,
ai∫
bi−1
r > 0, i = 1,2, . . . ,n; (1.7)
q = 0 on [bi−1,ai], i = 1, . . . ,n; (1.8)
and
w = 0 on [bi−1,ai], i = 1, . . . ,n,
bi∫
ai
w > 0, i = 0,1, . . .n. (1.9)
SLP (1.2), (1.3) is said to be of Atkinson type if Eq. (1.2) is of Atkinson type and BC (1.3) is self-adjoint.
It was established in [6] that any SLP of Atkinson type with either separated or real coupled BC has an equivalent matrix
eigenvalue problem of the form of (1.1) in the sense that the two problems have exactly the same eigenvalues. As a result,
in sharp contrast to the classical regular SLPs, the spectrum of a SLP of Atkinson type consists entirely of a ﬁnite number of
eigenvalues. In fact, the number of eigenvalues of SLP (1.2), (1.3) is either n+ 1, n, or n− 1 with n given in (1.6), depending
on the BC. Moreover, all eigenvalues are real even for the case when r and w change sign, as long as (1.7)–(1.9) hold.
In this paper, we will investigate the inverse spectral theory for SLP of Atkinson type. Our main approach is to use the
equivalence between SLP (1.2), (1.3) and the matrix eigenvalue problem (1.1) established in [6] and to apply our development
of the well-known theory, see Ferguson [4], Hochstadt [5], and Xu [11], for inverse matrix eigenvalue problems. Since we
have not found such development in the literature, we will present the detailed results and proofs.
This paper is organized as follows: Our main results are stated in Section 2, and proofs are given in Section 4 after our
extensions of the well-known inverse matrix eigenvalue problems are developed in Section 3.
2. Main results
To present our results, we use the following lemma which highlights the fact that every SLP of Atkinson type is equivalent
to a SLP with piecewise constant coeﬃcients, see Theorem 2.4 in [6].
Lemma 2.1. Assume r, p,q ∈ L(a,b) satisfy (1.7)–(1.9). Let
pi =
( ai∫
bi−1
r
)−1
, i = 1,2, . . .n; qi =
bi∫
ai
q, wi =
bi∫
ai
w, i = 0,1, . . .n. (2.1)
Deﬁne piecewise constant functions p¯, q¯, and w¯ on (a,b) by
p¯(t) =
{
pk(ai − bi−1), t ∈ [bi−1,ai], i = 1,2, . . . ,n,
∞, t ∈ [ai,bi], i = 0,1, . . . ,n;
q¯(t) =
{
qi/(bi − ai), t ∈ [ai,bi], i = 0,1, . . . ,n,
0, t ∈ [bi−1,ai], i = 1,2, . . . ,n;
w¯(t) =
{
wi/(bi − ai), t ∈ [ai,bi], i = 0,1, . . . ,n,
0, t ∈ [bi−1,ai], i = 1,2, . . . ,n.
Here p¯(t) = ∞ on [ai,bi] means that r(t) = 0 on [ai,bi]. Suppose the self-adjoint BC (1.3) is either separated or real coupled. Then
SLP (1.2), (1.3) has exactly the same eigenvalues as the SLP consisting of the equation with piecewise constant coeﬃcients
−(p¯ y′)′ + q¯ y = λw¯ y on (a,b) (2.2)
and the same BC (1.3).
Q. Kong, A. Zettl / J. Math. Anal. Appl. 386 (2012) 1–9 3By Lemma 2.1 we see that for a ﬁxed BC (1.3) and a given partition of the interval (a,b), there is a family of SLPs of
Atkinson type which have exactly the same eigenvalues as SLP (2.2), (1.3). Such a family is called the equivalent family of
SLPs (2.2), (1.3). It is clear that for an equivalent family of SLPs (2.2), (1.3), the pk,qk , and wk deﬁned by (2.1) are all the
same.
For a given Eq. (1.2) with coeﬃcients satisfying (1.7)–(1.9), σ(α,β) denotes the spectrum of SLP consisting of Eq. (1.2)
and the separated BC (1.4) and σ(K ) the spectrum of SLP consisting of Eq. (1.2) and the real coupled BC (1.5).
In the sequel we always assume k ∈ N such that k > 2. We now state our results on the inverse problem of SLP (1.2),
(1.3). The ﬁrst two theorems are for the separated BCs in the form of (1.4).
Theorem 2.1. Let α,β ∈ (0,π), and let {λi: i = 1, . . . ,k} and {μi: i = 1, . . . ,k − 1} be two sets of real numbers satisfying the strict
interlacing relation
λ1 < μ1 < λ2 < μ2 < · · · < λk−1 < μk−1 < λk. (2.3)
Let n = k − 1. Then for any −∞ < a < b < ∞, any partition (1.6), and any w ∈ L(a,b) satisfying (1.9), we have the following:
(a) There exist r,q ∈ L(a,b) satisfying (1.7) and (1.8) such that the associated equivalent family of SLPs (1.2), (1.4) has the spectrum
σ(α,β) = {λi: i = 1, . . . ,k} and σ(0, β) = {μi: i = 1, . . . ,k − 1}.
(b) There exist r,q ∈ L(a,b) satisfying (1.7) and (1.8) such that the associated equivalent family of SLPs (1.2), (1.4) has the spectrum
σ(α,β) = {λi: i = 1, . . . ,k} and σ(α,π) = {μi: i = 1, . . . ,k − 1}.
Furthermore, the equivalent families in (a) and (b) are uniquely determined.
Theorem 2.2. Let α,β ∈ (0,π), and let {λi: i = 1, . . . ,k} and {μi: i = 1, . . . ,k − 1} be two sets of real numbers satisfying the strict
interlacing relation (2.3). Let n = k. Then for any −∞ < a < b < ∞, any partition (1.6), and any w ∈ L(a,b) satisfying (1.9), we have
the following:
(a) There exist r,q ∈ L(a,b) satisfying (1.7) and (1.8) such that the associated equivalent family of SLPs (1.2), (1.4) has the spectrum
σ(0, β) = {λi: i = 1, . . . ,k} and σ(0,π) = {μi: i = 1, . . . ,k − 1}.
(b) There exist r,q ∈ L(a,b) satisfying (1.7) and (1.8) such that the associated equivalent family of SLPs (1.2), (1.4) has the spectrum
σ(α,π) = {λi: i = 1, . . . ,k} and σ(0,π) = {μi: i = 1, . . . ,k − 1}.
Furthermore, the equivalent families in (a) and (b) are uniquely determined.
Corollary 2.1. Let α ∈ [0,π) and β ∈ (0,π ], and let {λi: i = 1, . . . ,k} be real numbers satisfying
λ1 < λ2 < · · · < λk−1 < λk.
Then there is an inﬁnite number of equivalent families of SLPs (1.2), (1.4) which has the spectrum
σ(α,π) = {λi: i = 1, . . . ,k}.
Proof. This follows immediately from Theorems 2.1 and 2.2. 
Corollary 2.1 extends a result in [7] which shows that given any k distinct real numbers, there is a SLP whose spectrum
is arbitrarily close to the given numbers.
The next two theorems are for the real coupled BCs in the form of (1.5).
Theorem 2.3. Let {λi: i = 1, . . . ,k} and {μi: i = 1, . . . ,k − 1} be two sets of real numbers satisfying the three following conditions:
(i) λ1 μ1  λ2 μ2  · · · λk−1 μk−1  λk,
(ii) μi = μ j if i = j,
(iii) there exists a d > 0 such that for all j = 1,2, . . . ,k − 1
k∏
i=1
|μ j − λi| 2d
[
1+ (−1)k+1− j]. (2.4)
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(a) For any β ∈ (0,π), there exist K = (kij) ∈ SL2(R) satisfying k12 < 0 and cotβ = k22/k12 and r,q ∈ L(a,b) satisfying (1.7)
and (1.8) such that the associated equivalent family of SLPs (1.2), (1.5) has the spectrum
σ(K ) = {λi: i = 1, . . . ,k} and σ(0, β) = {μi: i = 1, . . . ,k − 1}.
(b) For any α ∈ (0,π), there exist K = (kij) ∈ SL2(R) satisfying k12 < 0 and cotα = −k11/k12 and r,q ∈ L(a,b) satisfying (1.7)
and (1.8) such that the associated equivalent family of SLPs (1.2), (1.5) has the spectrum
σ(K ) = {λi: i = 1, . . . ,k} and σ(α,π) = {μi: i = 1, . . . ,k − 1}.
Theorem2.4. Let K = (kij) ∈ SL2(R)with k12 = 0 and k11 > 0, and let {λi: i = 1, . . . ,k} and {μi: i = 1, . . . ,k−1} be two sets of real
numbers satisfying the conditions (i)–(iii) in Theorem 2.3. Let n = k. Then for any −∞ < a < b < ∞ and w ∈ L(a,b) satisfying (1.9),
there exist r,q ∈ L(a,b) satisfying (1.7) and (1.8) such that the associated equivalent family of SLPs (1.2), (1.5) has the spectrum
σ(K ) = {λi: i = 1, . . . ,k} and σ(0,π) = {μi: i = 1, . . . ,k − 1}.
Remark 2.1. Conditions (i)–(iii) in Theorem 2.3 imply that
(a) the multiplicities of the numbers in {λi: i = 1, . . . ,k} are at most 2,
(b) all numbers in {μi: i = 1, . . . ,k − 1} are distinct,
(c) for all j = 1, . . . ,k− 1, if μ j = λi for some i ∈ {1, . . . ,k}, then j must be even when k is even, and j must be odd when
k is odd.
Remark 2.2. In the conclusions of Theorems 2.3 and 2.4, the existence of inverse problems is guaranteed for an arbitrary
BC matrix K with k12 = 0 and k11 > 0, but only for some BC matrix K with k12 = 0. The case when k12 = 0 and k11 < 0
remains unsolved. In particular, the semi-periodic case k11 = −1 = k22 and k12 = 0= k21 remains open.
Remark 2.3. In all four Theorems 2.1–2.4, {μi: i = 1, . . . ,k−1} are eigenvalues for a Dirichlet BC either at a or b. This shows
that Dirichlet BCs play a special role in the inverse spectral theory of SLPs of Atkinson type.
3. Inverse matrix eigenvalue problems
In this section, we discuss the inverse matrix eigenvalue problems for Jacobi and cyclic Jacobi matrices. Our results are
extensions of those from Xu [11, Chapter 2] to more general forms of inverse matrix eigenvalue problems to meet the need
for the proofs of the main results in Section 2.
Let Mk be the set of k × k matrices over the reals. For any C ∈ Mk , we denote by σ(C) the set of eigenvalues of C .
Furthermore, let C1 be the principal submatrix obtained from C by removing its ﬁrst row and column, and C1 its submatrix
obtained from C by removing the k-th row and column.
For any C, D ∈Mk , we say that λ∗ is an eigenvalue of the matrix-pair (C, D) if there exists a nontrivial vector u ∈Rk such
that (C − λ∗D)u = 0. We denote by σ(C, D) the set of eigenvalues of (C, D). Clearly, λ∗ ∈ σ(C) if and only if λ∗ ∈ σ(C, Ik),
where Ik is the identity matrix in Mk .
We ﬁrst consider symmetric matrices in Mk of the form⎡⎢⎢⎢⎣
c1 d1
d1 c2 d2
· · · · · · · · ·
dk−2 ck−1 dk−1
dk−1 ck
⎤⎥⎥⎥⎦ . (3.1)
Deﬁnition 3.1. A matrix J ∈Mk in the form of (3.1) is called a positive Jacobi matrix if di > 0 for all i = 1,2, . . . ,k; and it is
called a negative Jacobi matrix if di < 0 for all i = 1,2, . . . ,k. We say that J is a Jacobi matrix if it is either a positive or a
negative Jacobi matrix.
Now we state a lemma from Xu [11, Theorem 2.3.3] on the inverse eigenvalue problem for positive Jacobi matrices.
Lemma 3.1. Let {λi: i = 1, . . . ,k} and {μi: i = 1, . . . ,k− 1} be two sets of real numbers satisfying the strict interlacing relation (2.3).
Then there exists a unique positive Jacobi matrix J ∈Mk such that
σ( J ) = {λi: i = 1, . . . ,k} and σ( J1) = {μi: i = 1, . . . ,k − 1}.
The next two theorems are extensions of Lemma 3.1.
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Let W = diag(w1, . . . ,wk) be a diagonal matrix with wi > 0 for i = 1, . . . ,k. Then there exists a unique positive Jacobi matrix
M ∈Mk such that
σ(M,W ) = {λi: i = 1, . . . ,k} and σ(M1,W1) = {μi: i = 1, . . . ,k − 1}. (3.2)
Proof. By Lemma 3.1 there exists a unique positive Jacobi matrix J ∈Mk such that
σ( J ) = {λi: i = 1, . . . ,k} and σ( J1) = {μi: i = 1, . . . ,k − 1}.
Hence for each λ = λi, i = 1, . . . ,k, there exists a nontrivial u ∈ Rk such that ( J − λIk)u = 0. Let R =
√
W :=
diag(
√
w1, , . . . ,
√
wk ) and let u = Ru˜. Multiplying the above equation by R we get(
R J R − λR2)u˜ = 0, i.e., (M − λW )u˜ = 0,
where M = R J R . Clearly, λ ∈ σ(M,W ) and M is also a positive Jacobi matrix. Similarly, for each μ = μi , i = 1, . . . ,k − 1,
there exists a nontrivial v ∈Rk−1 such that ( J1 − λIk−1)v = 0. We let v = R1 v˜ . Then multiplying the above equation by R1
we obtain (R1 J1R1 − μR21)v˜ = 0. We note that M1 = R1 J1R1 and W1 = R21. This shows that μ ∈ σ(M1,W1). Thus,
σ( J ) ⊂ σ(M,W ) and σ( J1) ⊂ σ(M1,W1).
By reversing the steps in this argument we see that
σ( J ) ⊃ σ(M,W ) and σ( J1) ⊃ σ(M1,W1).
Therefore,
σ( J ) = σ(M,W ) and σ( J1) = σ(M1,W1).
To show the uniqueness, let M be any positive Jacobi matrix satisfying (3.2). Then
σ
(
R−1MR−1
)= {λi: i = 1, . . . ,k} and σ (R−11 M1R−11 )= {μi: i = 1, . . . ,k − 1}.
Note that R−1MR−1 is a positive Jacobi matrix and (R−1MR−1)1 = R−11 M1R−11 . By Lemma 3.1, R−1MR−1, and hence M , is
uniquely determined. This completes the proof. 
Theorem 3.2. Let {λi: i = 1, . . . ,k} and {μi: i = 1, . . . ,k − 1} be two sets of real numbers satisfying the strict interlacing prop-
erty (2.3). Let W = diag(w1, . . . ,wk) be a diagonal matrix with wi > 0 for i = 1, . . . ,k. Then there exists a unique negative Jacobi
matrix M ∈Mk such that
σ(M,W ) = {λi: i = 1, . . . ,k} and σ(M1,W1) = {μi: i = 1, . . . ,k − 1}.
Proof. Let ξi = −λk+1−i , i = 1, . . . ,k + 1 and νi = −μk−i , i = 1, . . . ,k − 1. Then
ξ1 < η1 < ξ2 < η2 < · · · < ξk−1 < ηk−1 < ξk.
By Theorem 3.1, there exists a unique positive Jacobi matrix M ∈Mk such that
σ(M,W ) = {ξi: i = 1, . . . ,k} and σ(M1,W1) = {ηi: i = 1, . . . ,k − 1}.
It follows that
σ(−M,W ) = {−ξi: i = 1, . . . ,k} = {λi: i = 1, . . . ,k}
and
σ(−M1,W1) = {−ηi: i = 1, . . . ,k − 1} = {μi: i = 1, . . . ,k − 1}.
Note that M is a negative Jacobi matrix and (−M)1 = −M1. The proof is complete. 
Corollary 3.1. Theorems 3.1 and 3.2 hold when M1 and W1 are replaced by M1 and W 1 , respectively.
Proof. Let M˜ = GMG and W˜ = GWG with G =
⎡⎢⎣
1
·
·
·
1
⎤⎥⎦. Then the i-th row of M˜ is the same as the (k − i)-th row of M ,
and the same for the columns. Hence M˜1 = M1. Similarly, W˜1 = W 1. Therefore, the conclusion follows from Theorems 3.1
and 3.2 with M and W replaced by M˜ and W˜ , respectively. 
Corollary 3.2. Theorems 3.1 and 3.2 hold when wi > 0 is replaced by wi < 0 for i = 1, . . . ,k.
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tion (2.3). By Theorem 3.1, there exists a unique positive Jacobi matrix M ∈Mk such that
σ(M,−W ) = {−λi: i = 1, . . . ,k} and σ(M1,W1) = {−μi: i = 1, . . . ,k − 1}.
Hence
σ(M,W ) = {λi: i = 1, . . . ,k} and σ(M1,W1) = {μi: i = 1, . . . ,k − 1}.
This shows that Theorem 3.1 holds when wi > 0 is replaced by wi < 0 for i = 1, . . . ,k. The same argument applies to
Theorem 3.2. 
We next consider symmetric matrices in Mk of the form⎡⎢⎢⎢⎣
c1 d1 dk
d1 c2 d2
· · · · · · · · ·
dk−2 ck−1 dk−1
dk dk−1 ck
⎤⎥⎥⎥⎦ . (3.3)
Deﬁnition 3.2. A matrix J ∈Mk in the form of (3.3) is called a positive cyclic Jacobi matrix if di > 0 for all i = 1,2, . . . ,k−1;
and it is called a negative cyclic Jacobi matrix if di < 0 for all i = 1,2, . . . ,k − 1. We say that J is a cyclic Jacobi matrix if it
is either a positive or a negative cyclic Jacobi matrix. Cyclic Jacobi matrices are also called periodic Jacobi matrices.
Now we state another lemma from Xu [11, Theorem 2.8.3] on the inverse eigenvalue problem for positive cyclic Jacobi
matrices. Note that the uniqueness is not guaranteed by this lemma, see [11, p. 78].
Lemma 3.2. Let {λi: i = 1, . . . ,k} and {μi: i = 1, . . . ,k−1} be two sets of real numbers satisfying conditions (i)–(iii) of Theorem 2.3.
Then for any d > 0 satisfying (2.4), there exists a positive cyclic Jacobi matrix J in the form of (3.3) such that
∏k
i=1 di = d and
σ( J ) = {λi: i = 1, . . . ,k} and σ( J1) = {μi: i = 1, . . . ,k − 1}.
The theorems below are extensions of Lemma 3.2. Since the proofs are similar to those of Theorems 3.1 and 3.2, we omit
the details.
Theorem3.3. Let {λi: i = 1, . . . ,k} and {μi: i = 1, . . . ,k−1} be two sets of real numbers satisfying conditions (i)–(iii) of Theorem 2.3.
Let W = diag(w1, . . . ,wk) be a diagonal matrix with wi > 0 for i = 1, . . . ,k. Then for any d > 0 satisfying (2.4), there exists a positive
cyclic Jacobi matrix N in the form of (3.3) such that
∏k
i=1 di = d and
σ(N,W ) = {λi: i = 1, . . . ,k} and σ(N1,W1) = {μi: i = 1, . . . ,k − 1}.
Theorem3.4. Let {λi: i = 1, . . . ,k} and {μi: i = 1, . . . ,k−1} be two sets of real numbers satisfying conditions (i)–(iii) of Theorem 2.3.
Let W = diag(w1, . . . ,wk) be a diagonal matrix with wi > 0 for i = 1, . . . ,k. Then for any d > 0 satisfying (2.4), there exists a
negative cyclic Jacobi matrix N in the form of (3.3) such that
∏k
i=1 di = d and
σ(N,W ) = {λi: i = 1, . . . ,k} and σ(N1,W1) = {μi: i = 1, . . . ,k − 1}.
With the same arguments as in Corollaries 3.1 and 3.2, we have
Corollary 3.3. (a) The conclusions of Theorems 3.3 and 3.4 hold when M1 and W1 are replaced by M1 and W 1 , respectively.
(b) The conclusions of Theorems 3.3 and 3.4 hold when wi > 0 is replaced by wi < 0 for i = 1, . . . ,k.
4. Proofs of the main results
To prove Theorems 2.1 and 2.2 we use, in addition to Theorems 3.1 and 3.2 for the inverse Jacobi matrix problems, the
following results from [6, Corollaries 2.1–2.4] on the equivalence between Sturm–Liouville problems of Atkinson type and
matrix eigenvalue problems.
Lemma 4.1. Consider the separated BC (1.4) with α,β ∈ (0,π). Deﬁne an (n + 1) × (n + 1) Jacobi matrix
Pαβ =
⎡⎢⎢⎢⎣
p1 + cotα − p1
−p1 p1 + p2 −p2
· · · · · · · · ·
−pn−1 pn−1 + pn −pn
⎤⎥⎥⎥⎦ (4.1)
− pn pn − cotβ
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Qαβ = diag(q0,q1, . . . ,qn−1,qn), Wαβ = diag(w0,w1, . . . ,wn−1,wn). (4.2)
Then the spectrum σ(α,β) of SLP (2.2), (1.4) and the spectrum σ(Pαβ + Qαβ,Wαβ) of the matrix-pair (Pαβ + Qαβ,Wαβ) are the
same.
Lemma 4.2. Consider the separated BC (1.4) with α = 0 and β ∈ (0,π). Deﬁne an n × n Jacobi matrix
P0β =
⎡⎢⎢⎢⎣
p1 + p2 −p2
−p2 p2 + p3 −p3
· · · · · · · · ·
−pn−1 pn−1 + pn −pn
− pn pn − cotβ
⎤⎥⎥⎥⎦ (4.3)
and diagonal matrices
Q 0β = diag(q1, . . . ,qn−1,qn), W0β = diag(w1, . . . ,wn−1,wn). (4.4)
Then the spectrum σ(0, β) of SLP (2.2), (1.4) and the spectrum σ(P0β + Q 0β,W0β) of the matrix-pair (P0β + Q 0β,W0β) are the
same.
Lemma 4.3. Consider the separated BC (1.4) with α ∈ (0,π) and β = π. Deﬁne an n × n Jacobi matrix
Pαπ =
⎡⎢⎢⎢⎣
p1 + cotα −p1
−p1 p1 + p2 −p2
· · · · · · · · ·
−pn−2 pn−2 + pn−1 −pn−1
−pn−1 pn−1 + pn
⎤⎥⎥⎥⎦
and diagonal matrices
Qαπ = diag(q0,q1, . . . ,qn−1), Wαπ = diag(w0,w1, . . . ,wn−1).
Then the spectrum σ(α,π) of SLP (2.2), (1.4) and the spectrum σ(Pαπ + Qαπ ,Wαπ ) of the matrix-pair (Pαπ + Qαπ ,Wαπ ) are
the same.
Lemma 4.4. Consider the separated BC (1.4) with α = 0 and β = π. Deﬁne an (n − 1) × (n − 1) Jacobi matrix
P0π =
⎡⎢⎢⎢⎣
p1 + p2 −p2
−p2 p2 + p3 −p3
· · · · · · · · ·
−pn−2 pn−2 + pn−1 −pn−1
−pn−1 pn−1 + pn
⎤⎥⎥⎥⎦ ,
and diagonal matrices
Q 0π = diag(q1,q2, · ··,qn−1), W0π = diag(w1,w2, . . . ,wn−1).
Then the spectrum σ(0,π) of SLP (2.2), (1.4) and the spectrum σ(P0π + Q 0π ,W0π ) of the matrix-pair (P0π + Q 0π ,W0π ) are the
same.
Remark 4.1. We note that in Lemmas 4.1–4.4,
(Pαβ + Qαβ)1 = P0β + Q 0β, (Pαβ + Qαβ)1 = Pαπ + Qαπ ,
and
(P0β + Q 0β)1 = P0π + Q 0π , (Pαπ + Qαπ )1 = P0π + Q 0π .
Proof of Theorem 2.1. (a) For a given partition (1.6) of (a,b), deﬁne
wi =
bi∫
ai
w, i = 0,1, . . .n, and Wαβ = diag(w0,w1, . . . ,wn).
By (1.9), wi > 0, i = 0,1, . . . ,n. Since k = n + 1, by Theorem 3.2, there exists a unique negative Jacobi matrix M ∈Mn+1 in
the form of (3.1) such that
σ(M,W ) = {λi: i = 1, . . . ,n + 1} and σ(M1,W1) = {μi: i = 1, . . . ,n}.
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pi = di, i = 1, . . . ,n; qi = ci+1 − pi − pi+1, i = 1, . . . ,n − 1,
q0 = c1 − p1 − cotα, qn = cn+1 − pn − cotβ,
and deﬁne Pαβ, Qαβ, P0β , and Q 0β by (4.1)–(4.4), respectively. Clearly, pi > 0, i = 1, . . . ,n. It is easy to see that M =
Pαβ + Qαβ and M1 = P0β + Q 0β . With the notation in (4.4) we also have (Wαβ)1 = W0β . Therefore,
σ(Pαβ + Qαβ,Wαβ) = {λi: i = 1, . . . ,n + 1}
and
σ(P0β + Q 0β,W0β) = {μi: i = 1, . . . ,n}.
By Lemmas 4.1 and 4.2 we have that for SLP (2.2), (1.4)
σ(α,β) = {λi: i = 1, . . . ,n + 1} and σ(0, β) = {μi: i = 1, . . . ,n}.
We observe that the choice of pi , i = 1, . . . ,n, and qi , i = 0, . . . ,n, is unique and all r,q ∈ L(a,b) by this choice form an
equivalent family of SLPs. This completes the proof.
(b) The proof is similar using Corollary 3.1, and Lemmas 4.1, 4.3. We omit the details. 
The proof of Theorem 2.2 is similar to that of Theorem 2.1 using Theorem 3.2, Corollary 3.1, and Lemmas 4.2–4.4. We
omit the details.
To prove Theorems 2.3 and 2.4 we use, in addition to Theorems 3.3 and 3.4 for the inverse cyclic Jacobi matrix problems,
the following results from [6, Theorems 2.2 and 2.3] on the equivalence between Sturm–Liouville problems of Atkinson type
and matrix eigenvalue problems.
Lemma 4.5. Consider the real coupled BC (1.5) with k12 = 0. Deﬁne an (n + 1) × (n + 1) cyclic Jacobi matrix
P I =
⎡⎢⎢⎢⎣
p1 − k11/k12 − p1 1/k12
−p1 p1 + p2 −p2
· · · · · · · · ·
−pn−1 pn−1 + pn −pn
1/k12 −pn pn − k22/k12
⎤⎥⎥⎥⎦ (4.5)
and diagonal matrices
Q I = diag(q0,q1, . . . ,qn−1,qn), WI = diag(w0,w1, . . . ,wn−1, wn). (4.6)
Then the spectrum σ(K ) of SLP (2.2), (1.5) and the spectrum σ(P I + Q I ,WI ) of the matrix-pair (P I + Q I ,WI ) are the same.
Lemma 4.6. Consider the real coupled BC (1.5) with k12 = 0. Deﬁne an n × n cyclic Jacobi matrix
PΘ =
⎡⎢⎢⎢⎣
−k11k21 + p1 + k211pn −p1 −k11 pn−p1 p1 + p2 −p2
· · · · · · · · ·
−pn−2 pn−2 + pn−1 −pn−1
−k11 pn −pn−1 pn−1 + pn
⎤⎥⎥⎥⎦
and diagonal matrices
QΘ = diag
(
q0 + k211qn,q1, . . . ,qn−1
)
, WΘ = diag
(
w0 + k211wn,w1, . . . ,wn−1
)
.
Then the spectrum σ(K ) of SLP (2.2), (1.5) and the spectrum σ(PΘ + QΘ,WΘ) of the matrix-pair (PΘ + QΘ,WΘ) are the same.
Proof of Theorem 2.3. (a) For a given partition (1.6) of (a,b), deﬁne
wi =
bi∫
ai
w, i = 0,1, . . .n, and WI = diag(w0,w1, . . . ,wn).
By (1.9), wi > 0, i = 0,1, . . . ,n. Since k = n+ 1, by Theorem 3.4, there exists a negative cyclic Jacobi matrix N ∈Mn+1 in the
form of (3.3) such that
σ(N,W ) = {λi: i = 1, . . . ,n + 1} and σ(N1,W1) = {μi: i = 1, . . . ,n}.
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that cotβ = k22/k12 k12 = 1/dn+1. Thus K deﬁnes a couple BC (1.5). Let
qi = ci+1 − pi − pi+1, i = 1, . . . ,n − 1,
q0 = c1 − p1 + k11/k12, qn = cn+1 − pn + k22/k12.
Deﬁne P I , Q I , P0β , and Q 0β by (4.5), (4.6), (4.3), and (4.4), respectively. It is easy to see that N = P I + Q I and N1 =
P0β + Q 0β . With the notation in (4.4) we also have (WI )1 = W0β . Therefore,
σ(P I + Q I ,WI ) = {λi: i = 1, . . . ,n + 1}
and
σ(P0β + Q 0β,W0β) = {μi: i = 1, . . . ,n}.
By Lemmas 4.5 and 4.2 we have that for SLP (2.2), (1.5)
σ(K ) = {λi: i = 1, . . . ,n + 1} and σ(0, β) = {μi: i = 1, . . . ,n}.
This completes the proof.
(b) The proof is similar using Corollary 3.3(a), and Lemmas 4.6, 4.3. We omit the details. 
The proof of Theorem 2.4 is similar to that of Theorem 2.1 using Theorem 3.4, Corollary 3.1, and Lemmas 4.6 and 4.4.
We only need to note that the condition k11 > 0 is needed to guarantee that pn > 0 in PΘ . We omit the details.
5. Comments
SLPs of Atkinson type are clearly a very special subclass of all regular self-adjoint SLPs. However Volkmer [10] has shown,
using the Radon–Nikodym theorem, that problems of Atkinson type include those studied by Feller [3] and Krein [8,9] in
connection with their work on frequencies of vibrating strings and diffusion operators.
Most of the literature on inverse problems is restricted to the case when both the leading coeﬃcient p and the weight
function w are identically 1 on the whole interval (a,b) and the BCs are separated. From (1.7)–(1.9) it is clear that the
fact that 1/p,q,w are identically zero on certain subintervals of (a,b) plays a fundamental role for all our theorems in
Section 2.
One of the celebrated papers on inverse SLPs is the paper of Borg [2] in which he showed that, when p and w are
identically 1, two given spectra for SLPs consisting of Eq. (1.2) and two preassigned separated BCs (1.4) determine the
potential q uniquely.
Below we comment on some differences between our results on inverse SLPs of Atkinson type and the classical inverse
Sturm–Liouville theory using Borg’s theorem as an illustration.
1. In [2] there is an a priori assumption that the two given sets of inﬁnite numbers are spectra. Theorems 2.1–2.4 are for
two arbitrarily given ﬁnite sets of real numbers as long as they are strictly interlacing.
2. Borg’s theorem guarantees that the Sturm–Liouville equation is uniquely determined by the two preassigned spectra,
while Theorems 2.1 and 2.2 guarantee the existence of an equivalent family which contains an inﬁnite number of such
equations.
3. Borg’s theorem requires that the two spectra are from two prescribed BCs whereas for Theorems 2.1 and 2.2 one BC is
arbitrarily given, the other is related to the given one, and there is an arbitrarily chosen weight function w . The equivalent
family of Sturm–Liouville equations is then determined by them.
4. Theorems 2.3 and 2.4 are for real coupled BCs. Not much seems to be known for the classical inverse SLPs with
coupled BCs.
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