Coding scheme for a wire-tap channel using regular codes  by Huguet, Ll.
Discrete Mathematics 56 (1985) 191-201 
North-Holland 
191 
CODING SCHEME FOR A WIRE-TAP CHANNEL 
USING REGULAR CODES 
Ll. HUGUET 
Departament d’Infonn&tica, Uniuersitat Aut6noma de Barcelona, Spain 
Received December 1984 
Coset-coding was suggested by Goethals and Huguet [3] as a coding scheme for the purpose 
of confusing a wire-tapper. This scheme is based on the decomposition C/C,= 
{C(O), , C(i), . , C(M- l)} of a binary code C with respect to a proper subcode C,, where 
each vector in the same coset C(i) conveys the same information. 
Delsarts’ decoding function [ 11, which decodes the received vector as the vector maximizing a 
so-called decision function A, obtained by partial syndromes, is easily computed from the 
weight enumerator of C,l, when it is a regular code. Some examples are presented concerning 
the Hamming and 2-error correcting BCH codes, which are completely regular. 
1. Introduction 
Let FZ be the binary field. A linear code C(n, k), over F2, is a k-dimensional 
subspace of the n-dimensional vectorial space that consists of all the n-tuples 
whose coordinates are on F2. Let V be this n-dimensional vectorial space. 
The orthogonal code CL(n, n-k) is the (n - k)-dimensional subspace of V 
consisting of all the n-tuples of V whose scalar product vanishes for every 
codeword of C. 
The weight enumerator of a code C is the polynomial in the variable z: 
A&)= c z-‘@‘)= 2 Ai . z’, 
UCC i=O 
(1) 
where w(u) denotes the weight of the codeword u, that is the number of non-zero 
coordinates of u, and Ai is the number of codewords having the same weight i. 
Let B,(z)= A&) be the weight enumerator of the orthogonal code of C. 
Between the weight enumerator of a linear code and the one of its orthogonal 
code there exists the following relation: 
A,(z) = ]Cl]-l 2 Bi(l - z)‘(l + z)“-j (2) 
j=O 
called the MacWilliams identity [4, Chapter 51, where Bj is the number of vectors 
in CL having the same weight j. We shall call the right-hand side of (2) the dual 
weight enumerator of C. 
The relation Rc = {(u, u) E VX V: u-u E C} gives a decomposition of V in 
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M = 2”-k translates (or cosets) of C. Let Ci = C + ui be the coset where the leader 
uj has minimum weight in Cj, j = 0, 1, . . . , M - 1 (C, = C itself). 
If Ai denotes the number of vectors in the coset Cj having the same weight 
i, we can define the weight enumerator of the coset C, as 
A,,(z)= 2 Ai( z’ (3) 
i=O 
and their dual weight enumerator is [4, Chapter 61 
A,,(z) = \Cl(-’ f B,(C,)(l- ~)~(l+ z)“-~, 
h=O 
(4) 
where the coefficients &,(Cj) can be calculated by 
&(cj) = c (-l)(+), 
USC? 
w(u)=h 
(uj ( u) being the componentwise scalar product in F2. 
Lemma 1. The coefficients B,(C,) defined by (5) satisfy 
M-l 
j& Bh(Ci) = ( if h+O, 1C’l if h=O. 
(5) 
(6) 
Proof. Evidently from the character property: 
q 
2. Regular codes and its dual weight enumerators 
In this section we prove that the above coefficients of the dual weight 
enumerators of a regular code can be obtained by means of the Krawtchouk 
polynomials. 
Let s be the number of distinct non-zero weights in the orthogonal code Cl of 
a given code C (s is usually called the external distance of C). 
A linear code C is called r-regular, OS rcs, if and only if the weight 
enumerator of its cosets C,, with minimum weight i G r, depends only on i. When 
r = s, C is called completely regular. 
The regular codes can be characterized by means of the external distance s and 
the minimum distance d, as follows: 
(1) if s s d < 2s - 1 then C is a (d - s) regular code, 
(2) if d 2 2s - 1 then C is a completely regular code. (7) 
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Note. The perfect t-error-correcting codes (s = t) and the quasi-perfect uniformly 
packed codes are completely regular [2]. 
Theorem 2. Let C be a t-error-correcting code which is r-regular, rs t. For every 
coset Cj = C + 4, having minimum weight i, i G r, we have 
where P,(h) is the Krawtchouk polynomial of degree i in the variable h [4, Chapter 
51, B, is the number of n-tuples having the same weight h in Cl and (;)= 
n!/i! . (n - i)!. 
Proof. From the MacWilliams identity we can write 
i Bh(Ci)zh =ICI-’ i A,(Ci)(l-z)m(l+z)n~m 
h=O m=O 
and, because A,(C,) depends only on i, i s r, we have 
1 (RHS) = ’ * (LHS). 
C, 0 i 
w(y)=i 
(9) 
(10) 
From the character property 
c (-l)‘“‘“‘=P,(w(v)) 
UEV 
w(u)=i 
and expression (5) we can rewrite: 
; (RHS)= c 2 ( 1 (-l)‘+‘“‘)zh 
c, h=O UECl 
w(u,)=i w(y)=i w(u)=h 
= c zw(u). 
ucc 
( c (-1)‘“‘“‘) 
UEV 
w(u)=i 
= 2 Bh * Pi(h). zh. 
h=O 
(11) 
From (9) the equality between (10) and (11) holds and (8) is proved. •i 
Remark. The particular case when s <t + 1 is very interesting since the coeffi- 
cients Bh(Cj) can be calculated for all the cosets of a regular code, by means of 
the above theorem for i G t and Lemma 1 for i = t + 1. 
The next corollary is a dual result of Lemma 1, obtained from the Krawtchouk 
polynomials properties and noting that Ai = 0 for 0 < i s r, because r 6 s =Z d. 
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Corollary 3. With the same assumption as in Theorem 2, we have 
f Bh(Ci)= O if O<iGr, 
h=O /CL] if i = 0. 
(12) 
Example 1. For the binary Hamming code (2” - 1,2” - m - 1) which orthogonal 
code has weight enumerator 
A&z) = 1+ nz*“-’ (n = 2” - 1) 
we obtain Table 1 from our Theorem 2, because PI(x) = n -2x. 
Table 1 
Number of cosets having 
i B,(CJ B2m-~(Ci) minimum weight i 
0 1 n 1 
1 1 -1 2”-1 
Example 2. The 2-error correcting BCH codes are quasi-perfect that is, each of 
its cosets has minimum weight at last t + 1. Moreover if the length of the BCH 
code is n =2”-1, m odd, their orthogonal code is a 3-weight linear code [4]; that 
is, the 2-error correcting BCH codes are completely regular. For m = 5 we have a 
BCH code of parameters m = 31, k = 21 whose orthogonal code is a 3-nonzero 
weight (wl = 12, w2= 16 and w3 = 20) linear code C(31,lO) and that has the 
following weight enumerator [4, Fig. 15.31: 
BBC-(z)=A&)= 1+310~‘*+527z~~+ 186~‘~. 
From our Theorem 2 we can calculate the coefficients B,(BCH,); being 
P,(x) = 1, PI(x) = 31-2x and P*(x) = 465 -62x+2x2 (see Table 2). 
The other 527 cosets, having minimum weight 3, have the same weight 
enumerators and their coefficients can be calculated by (6) (see Table 3), that is, 
the dual weight enumerators of the BCH(31,21) code and its cosets are: 
A no-(z)= (1/2’o)((1+z)31+31O(1-z)12(1+z)‘9+527(1-z)’6(1+z)15 
+ 186(1- z)*O(l+ z)“). 
For the cosets having minimum weight 1: 
A no-,(Z) = (1/21°)((1+ z)31+70(1- z)‘“(1+2)“- 17(1- z)16(1+ z)15 
- 54(1- z)*O(l+ z)ll). 
For the cosets having minimum weight 2: 
A uCH,(z) = (1/210)((1+2)31+6(1 - z)l*(l+ z)19- 17(1- z)16(1+ z)15 
+ lO(l- z)*O(l+ 2)“). 
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Number of cosets 
having same 
i B,(BCH,) B,,(BCH;) BJBCH,) B,,(BCH,) minimum weight i 
0 1 310 527 186 1 
1 1 70 -17 -54 31 
2 1 6 -17 10 465 
And for the cosets having minimum weight 3: 
A BCH,(Z)= (1/2*“)((1+2)“- 10(1-2)‘*(1+z)1g+15(1-z)16(1+z)15 
-6(l-~)~~(l+z)~‘). 
Table 3 
i BJBCH,) B,,(BCHJ B,,(BCHJ B,,@CHJ 
3 1 -10 15 -6 
3. The coset-coding scheme 
In this section we consider the transmission of z(‘) E F& b-tuples of information, 
through a binary symmetric channel (BSC) with error probability p < l/2, and we 
propose the following coding scheme to confuse a wire-tapper. 
(i) Take a binary linear code C(n, k), k > b. Let A,,, be its orthogonal matrix 
(a =n- k). That is 
C(n,k)={ucV:u.A==O}. (13) 
(ii) Make a binary matrix Bbxn whose rows are linearly independent with 
respect to rows of A,,,, and consider the subcode Co of C: 
C,(n,n-(a+b))={oEC:u.BT=O}. (14) 
(iii) Consider the coset decomposition C/Co, that is, c/c, = 
{C(O), C(l), . . . 9 C(M- l)}, M= 2’, where each C(i) = {u E C: u . BT= zci’} for 
certain z(“). (W e can consider that z(‘) is the binary expansion of i, 0 =Z i GM - 1.) 
(iv) Consider the coset decomposition v/c; that is: v/c= 
{C, C+e,, . . . , C + eN_l}, N = 2”. 
From (iii) and (iv) we can make the array, shown in Fig. 1, containing all the 
vectorial space V. 
When zci) E Fi must be transmitted, the encoders randomly select a vector 
u E C(i). Let u = u + e be the received vector. The decoder can calculate the 
partial syndromes 
uAT= uAT+ eAT= eAT (15) 
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C 
c+e, 
C+e2 
c+eN-l 
C(O) C(1) . . . . . C(M-1) 
C(Ol+e, c(l)+e, . . . . . C(M-l)+e, 
C(0)+e2 C(l)+e2 . . . . . C(M-l)+e2 
. . . . . 
. . . . . 
. . . . . 
c(o) +eN_ l c(l)+eN_, . . . . . C(M-l)+eN_, 
M=Zb 
N=Za 
Fig. 1. Coset decomposition of F; by C/C,,. 
and 
uBT = uBT+ eBT = zci)+ eBT, (16) 
from which must be found an optimal estimation of information z”), denoted ici). 
That is 
z -(i)= uBT-f(uAT), (17) 
where f(x) is the Delsarte decoding function [l] 
f:F;+ F; 
x -+ f(x) = 9 (18) 
i being the b-tuple maximizing Prob{eBT= y and eAT= x}. 
Delsarte characterizes partial-optimal decoding by means of the decision func- 
tion A(x, y) defined as follows from x E F,” and y E I?;: 
A(x, Y) = c ProbN u and u+e): uEC,eAT=x,eBT=y}. (19) 
eGF” 
We shall now use weight enumerators of the cosets of CO to calculate A. For 
fixed x E F; and y E Fg the affine subspace of V 
r(x, y) 7 {e E F;: eAT = x and eBT = y} (20) 
coincides with certain coset of C,; that is T(x, y) = C(k) + ej where x = ejAT and 
y = z(k). 
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Theorem 4. For a totally symmetric memoryless channel with given error probability 
p, the decision function is 
Ah Y)=& 2 &(mYN(l-2P)h, (21) 
h=O 
where, assuming that T(x, y) = CO+ 6, 
Bh(r(X, y))= c (-1)‘“‘“‘. 
VECh 
w(u)=h 
(22) 
Proof. Evidently A (x, y) = C:=c (r(x, y))p'(l - p)nPi, where Ai(T(x, y)) is the 
number of vectors having the same weight i in r(x, y). Taking c = l -2p, from the 
MacWilliams identity we have 
A(x, y)=$,z Ai(I’(X, y))(I-C)‘(I+C)“-’ 
I 0 
= p i Bh(r(X, y))ch 
h=O 
and this yields the desired formula (21). 0 
Remark. This theorem coincides with Theorem 3, of [ 11, taking u = &A + VB with 
6 E Fz and r) E F& because 
h$cj Bh(r(X, y))(l- 2p)h = ,& (-l)(X’9-1)‘y’q)(1 -2p)“‘“’ 
TIEF:. 
being x = eAT and y = eBT. 
Theorem ([l]). A decoding-function f is partial-optimal if and only if the decision 
function satisfies 
A (x, f(x)) = max{A (x, y): y E F,b}. (23) 
4. Applications to wire-tap channel 
The concept of a wire-tap channel has been introduced by Wyner [6], from the 
information theory point of view, which considers the following solution shown in 
Fig. 2. 
The memoryless binary symmetric source S produces a sequence of binary 
symbols sl, s2, . . . . The encoder E encodes a k-tuple (sil, si2, . . . , sik) into a 
binary n-tuple (xii, xi2, . . . , xi,,) which is transmitted to a legitimate user U’ 
through a BSC with given error probability p’. The user U’ receives a noisy 
version (yiI, yi2, . . . , yin) of the transmitted n-tuple, and decodes it into an 
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Fig. 2. Wire-tap channel. 
estimate (iii, s^iz, . . . , ~ik). To this process there is associated an error probability 
P,= Prob{(s^il, s^iz, . . . , S*ik) # (Sil, Si2, . . . , Sik)). 
A wire-tapper U” observes a noisy version (zil, zi2, . . . , q,,) of the n-tuple 
transmitted through a second BSC with given error probability p”. 
The goal of the system designer is to make P, as small as possible while keeping 
the wire-tapper equivocation V as large as possible. 
The wire-tapper equivocation V is defined as the average uncertainty on 
($1, si23 . . . , Qc), given tzil, zi2, . . . , zin)* 
If we use the coset-coding scheme then the wire-tapper equivocation is 
V = b-l(H(PCf, Z)), (24) 
where P(f, E) is the probability of incorrect estimation Pci) = z(‘)+ 2, that can be 
calculated by 
P(f,E)= 2 Prob{e: eBT-f(eAl)=i.?}= c A(x, i?+f(x)). 
c SF‘; XEF; 
The probability of a correct estimation ici) = zci) is, from (25), 
PO-, 6) = c A(x, f(x)). 
XEFa 
(25) 
(26) 
Let PE = 1 - P(f, 6) be the error probability associated to decoding function f. 
From Fano’s inequality 
H(P(f, i?)) s h(PE) + PE log2(M - 1) (27) 
we claim that the wire-tapper equivocation V is maximum if B,* * (1-2~“)~* 
vanishes, because from (21) and (25) the probabilities P(F, i?) are equal for all 
error patterns e E F& (h* is the minimum weight in C$ and B,,* the number of 
vectors having this minimum weight). 
If the subcode C,, used in the coset-coding, is a regular code, then the 
decoding function f is easily obtained from the coefficients Bh(P(x, y)). 
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Application 1. Transmission of one bit. 
(i) C(n, k) is a Hamming code with parameters n = 2”’ - 1 and k = 2”’ - m - 1. 
Here a = m. 
(ii) B lxn=(l,L..., 1) is the matrix that characterizes the subcode CO. Notice 
that CO = CL. 
We obtain that the decoding function is 
f:F:-+F2 
o-+0 
x#O+l 
and that the probability of correct decoding is 
Pcf, 6) = 1 A (x, f(x)> = A (0,O) + (2” - 1)A (x, 1) 
XEFT 
=; 1+ 
( 
~(1-2p)(n-‘)i2-~(1-2p)“). 
From Fano’s inequality we can give the value of the equivocation by 
H(P(f, 2)) = h(P,). The particular case for m = 3 (PE = 1- p(f, 6) = P(f, 1)) is 
shown in Fig. 3. 
t(‘/bIH(P(f,~)) 
Fig. 3. Coset-coding performances. 
Application 2. Transmission of m bits (m odd). 
(i) C(n, k) is the Hamming code with parameters n = 2”- 1 and k = 
2” - m - 1. We consider that the control matrix A,,, is 
A mxn= (1, (Y, (Y2,. . . , an--l) 
being cx a primitive element in the Galois field GF(2”). 
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(ii) Taking the matrix B,,,= (1, cz3, (Ye,. . . , CY~(~-~‘) the subcode Co is the 
2-error correcting BCH code with parameters n’= n and k’ = n - 2m (here 
a=b=m). 
Ck is a 3-weight code (w, = 2”(2”‘- l), w2= 2”“’ and w3 = 2”(2”‘+ l), with 
m = 2rn’+ 1 [4, Fig. 15.31). The coefficients of their weight enumerator are 
BO, = 1, B0,, = r12”“-~ (2”“+ l), Bt, = n(2’“‘+ 1) and BzB = n2”‘-‘(2”‘- 1). 
Theorem 5. Let C and C, be respectively, the code and subcode, used in the 
coset-coding scheme. If C is a t-error correcting linear code, then 
P(f, 0) =&-i 2 ( f BE&(h)) + C Bh(C(0)+ei)(l-2p)h, (28) 
h=O i=O ex 
w(ed>t 
where Bt denotes the number of vectors with the same minimum weight in C,‘, P,(h) 
are the Krawtchouk polynomials and C(O) + ei are the translates of Co by the coset 
leaders of C, ei. 
Proof. Because all vectors with weight i, i s t, belong to distinct cosets of C, we 
can write 
P(f, 6) = c (2,+“)-’ 2 Bh(r(X, @)(I- 2p)h 
XEF”, h=O 
= (y+b)--I f ( c 
h=O e, 
&(C(O)+ei)+ c &(C(o)+ei))(l-2p)“, 
e. 
w(e,Nt WkJX 
where ei runs through all the coset leaders of C in F;. 
For the vectors ei with weight j, j =Z t, we can write 
c Bh(C(0)+ ei) = c c (-l)(““~) = BE * P,(i) 
0. e. UECh 
w(e,)=jst w(e,)=j w(o)=h 
and the last expression, obtained from the character group property: 
~,,,(“)=h (-l)(+) = P,(h) [4, p. 1351, yields (28). 0 
Because C(n, k) is a l-error correcting perfect code, from our Theorem 5, we 
can write the probability of correct decoding by 
P(fA=& 1+ ( Q’“; + 1) (1_2p)2""2"'-1)_ a;- 1) (1_2p)2~~c2~.+l~) 
and from Fano’s inequality, we obtain that the equivocation V is 
V = i H(P(f, e)) = i (h (PE) + log, n) 
being PE = 1 - P(f, 6). 
The particular case for m = 5 is shown in Fig. 3. 
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