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I t  is well-known that state transit'ions of a sequential machine can 
be completely described by a transition matrix, as well as a flow table 
and a state diagram. We generalize a transition matrix and introduce 
a generalized transition matrix, which we call a T-matrix. 
I t  is shown that if we properly define operations on T-matrices, 
then there is a homomorphism from a set of T-matrices whose ele- 
ments are regular expressions over the input alphabet onto the set 
of regular events over the output alphabet which a machine can 
produce. 
Then we show that the T-matrix can be used to obtain the image 
of a regular event under the forward and the inverse mapping by a 
sequential machine. It can also be used for finding the intersection of
two regular expressions. 
1. INTRODUCTION AND DEFINITIONS 
I t  is wel l -known that  state transit ions of a sequential  machine can be 
complete ly  described by  a transit ion matr ix  (Arden, 1961), as well as a 
flow table and a state diagram. 
In  this paper,  we shall general ize the concept of a t ransi t ion matr ix  
and introduce a generalized transition matrix, which we shM1 call a 
T-matrix. F i rs t  we shall invest igate its propert ies and then uti l ize i t  to 
find the image of a regular event under  the forward and inverse mapping 
by  a sequential  machine. This problem has been considered using a com- 
pletely different approach (Yau, 1966). Once the image under the 
mapp ing  by  a single machine is known, the image under the mapping 
by  a cascade of sequential  machines is easi ly obtained. 
* This work was supported in part by the Bell Telephone Laboratories, Murray 
Hill, New Jersey, and was done while the author was with Department of Elee- 
trieal Engineering, Princeton University, Princeton, New Jersey. 
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As another application of T-matrices, we shall make use of them to 
obtain the intersection of two regular expressions. 
Before discussing our topic, we give a few definitions. 
DEFINITION 1.1. A Mealy type sequential machine is a quintuple 
M = (Q,A ,B ,T ,~) ,  
where Q is a finite nonempty set of states, A is the input alphabet, B 
is the output alphabet, T:Q X A --~ Q is the transition function, and 
8:Q X A --* B is the output function (Mealy, 1955). 
In this paper, by a machine we shall mean a Mealy-type sequential 
machine except in Section 5, where we introduce another type of 
machine. We assume that both the input and output alphabet consist 
only of the symbols 0 and 1, and that Q consists of states {q0, q~, q2, 
• --}, where q0 is the initial state. 
DEFINITION 1.2. The transition-output matrix of a machine M is 
an n X n matrix of the form 
I too to1 "'" to~-i ] tlo tll "'" t1,,-1 | 
[t!_~o : i ' / 
t~-11  • " " t~- l ,~- l J  
(1.1) 
where n is the number of states of M, t~j (i, j = O, 1, 2, • • • , n - 1) 
is the union of all input-output pairs of the form (a, b) such that 
the input a takes M from q~ to qj, producing the output b. If no input 
takes M from qi to q~., then t~j = (~, ~), where 0 is the empty set. In 
the following, tij will be referred to as the (i, j )  element of the matrix. 
The transition-output matrix is almost identical to the  connection 
matrix defined by Aufenkamp and ttohn (1957). 
DEFINITION 1.3. The transition matrix of a machine M is a matrix 
whose (i, j )  element is equal ~o the union of the first coordinates (input 
symbols) of the (i, j)  element of the transition-output matrix. 
The name "transition matrix" was taken from Arden (1961), and 
it differs from the definition of Seshu et al. (1959). As an example, the 
transition-output matrix and the transition matrix for the machine N of 
Fig. l (a )are  shown in Fig. l (b)  and Fig. l (c) ,  respectively. 
2. T-MATRIX AND ITS PROPERTIES 
The transition matrix defined in Section 1 only describes the effect 
of single input symbols. In this section, we define a T-matrix, which is a 
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q2 
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(q2~ O) (ql ~ I) 
(ql~ i) (q2~ O) 
(qt' o) (qo' 0) 
(next s~ate~ output) 
(a) l~achine N. 
(¢,~) (o,1) (1,o) o x 
(b) Transition-output (c) Transitiom matrix 
matrix of machine N. of machine N. 
Fro. 1. Example of a t ransi t ion-output  matr ix  and a transit ion matr ix  
generalization f a transition matrix in the sense that it describes both 
single and multiple transitions and a set of transitions which have some 
special properties. 
DEFINITION 2.1. A T-matrix of a machine M is of the form of (1.1). 
But t~j is a regular expression (see Appendix) over the input (or out- 
put) alphabet such that all the sequences denoted by the regular ex- 
pression take M(or, all the sequences denoted by the regular expression 
are produced when M goes) from q~ to qj.. 
Note that t~ is not necessarily the set of all input (or output) sequences 
that take M(or, that are produced when M goes) from q~ to q~. It is, 
in general, a subset (including the empty set) of the set of all such 
sequences. This definition of a T-matrix will turn out to be of significance 
in later treatment of our problems. 
DEFINITION 2.2. Let a E A and b C B, where A and B are the input 
and output alphabet, respectively, and A = B = {0, 1}. The T-matrices, 
Tb and T ~, of a machine M are defined as follows: 
Tb = the T-matrix obtained from the transition-output matrix of 
M by retaining the input symbols of its input-output pairs, if their 
corresponding output symbols are b. All the other entries are 0. 
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T ~ = the T-matrix obtained from the transition-output matrix of 
M by retaining the input symbols of its input-output pairs, if they are 
a. All the other entries are 0, 
As an example, Tb and T ~ for machine N of Fig. l (a)  are shown in 
Fig. 2. 
D~FINITION 2.3. The union, denoted by U, of two T-matrices is a 
T-matrix whose (i, j )  element is the union of the (i, j )  elements of the 
two matrices. Multiplication, denoted by . ,  is defined as in matrix 
calculus, except hat multiplication and addition of their elements should 
be interpreted as those of regular expressions, that is, concatenation 
and union. 
It  is noted that union is associative and commutative, and multiplica- 
tion is associative. Thus, for a positive integer k, by T k we mean the 
product of k T's. 
THeoreM 2.1. Let T be the transition matrix of a machine M. Then for 
an integer k (>-1), T k is a T-matrix whose ( i, j )  element is the regular 
expression which denotes all the sequences of length k that take M from 
ql to qi . I f  there is no such sequence, the ( i, j )  element of T k is O. 
Proof. We use the mathematical induction on k. The theorem is 
trivial for k = 1. Assume it is true for k - 1. Since we have the rela- 
tion 
T ~ = T~- I .T ,  
the (i, j )  element, of T ~ is the product of row i of T ~-1 and column j of 
T. By our induction hypothesis, the (i, m) element of T k-~ is either 0 
or the set of all sequences of length/c -- 1 that take M from q~ to q~. 
The (m, j )  element of T, by definition, consists of all the input symbols 
that take M from q~ to qi, or 0 if there is no such symbol. The theorem 
follows if we note that any sequence of length/c that takes M from q~ 
to qi consists of a sequence of length/~ - 1 which takes M from qi to 
q,~ for some m, followed by a symbol which takes M from q~ to qi. 
Q.E.D. 
This theorem was mentioned before by Aufenkamp and tIohn (1957). 
DEFINITION 2.4. The closure T*, of an n X n T-matrix T, is defined by 
T* = EU TI3 T 2U . . . .  (2.1) 
where E is an n X n matrix, called the unit T-matrix, whose diagonal 
elements are X (null sequence) and off-diagonal elements are 0. 
COaOLLAt~Y TO T~Ot~nM 2.1. I f  T is the transition matrix of a machine 
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¢ o ~ ¢ ¢ z 
¢ ¢ ¢ a. o 
h 
(a) T b for ~achine N. 
¢ ¢ 1 ~ o q 
z ¢ ¢ ¢ o 
(b) ~:a for machine I~. 
rio. 2. Tb and T ~ for machine N
M, then "1'* is a T-matrix u'hose (i, j )  element denotes all sequences of any 
length (including O) that lake M from q~ to qi. 
There are a few methods available for obtaining T* for a given T. 
(See MeNaught~)n and Yamt~(la, 1960; Arden 1961; Brzozowski and 
5,fcCluskey, 1963; and Rosenkrantz, 1967.) As was pointed out by 
Arden (1961), it is interesting to note the relation 
E U '1'*. T = T* (2.2) 
or  
T* = E / (E -  T) = (E -  T) -1, 
which is formally derived from Eq. (2.1). 
For the sake of completeness we shah include Arden's result, which 
enables us to calculate lements of T* for a given transition matrix T. 
LEMMA 2.1 (Arden, 1961). Let R and S be regular expressions such that 
~i R. Then the equation 
X = XR US (2.3) 
has the unique solution 
X = SR*. (2.4) 
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LEMMA 2.2. Let X~ be the set of all sequences of input symbols and k 
that take M from q~ to q~. Then there are the following relations for each i: 
n--1 
X~ = IJ X~kak~ U ~, 
k~O 
~-1 (2.5) 
X~j= (J X~akj for j ~ i, 
k=o 
where n is the number of states of M, and a~j is the (k, j )  element of the 
transition matrix of M. 
Proof. We get (2.5) if we rewrite the relation (2.2). Q.E.D. 
It can be shown (Arden, 1961) that (2.5) can be solved for each i 
using Lemma 2.1. As an example, let us use machine N of Fig. l(a) 
again. We solve the equations for the case i = 0. 
Xoo = X0~. 1 (J k, (2.6) 
Xol = X0o.1 U X01.0 (J Xo~.0, (2.7) 
Xo~ = Xoo'O O Xol"l. (2.8) 
Substituting (2.8) into (2.6) and (2.7), we get 
Xoo = (X0o.0 [J Xol.1)l [J },, (2.9) 
Xol = Xoo(1 U 00) O Xol(O O 10). (2.10) 
Using Lemma 2.1, we solve (2.10) for Xo~, obtaining 
Xo~ = Xoo(1 U 00)(0 U 10)*. (2.11) 
Finally we substitute (2.11) into (2.9) to get 
Xoo = Xoo(O LI (1 U 00)(0 LI 10)*1)1 LJ h; 
therefore 
Xoo = ((0 (J (1 O 00)(0 O 10)*1)1)*. 
Xol and Xo2 are obtained by substituting Xoo into (2.11) and (2.8). 
3. CORRESPONDENCE BETWEEN REGULAR EVENTS OVER 
THE OUTPUT ALPHABET AND T-MATRICES 
From Definition 2.2, it is seen that a 0 is produced at the output by 
one of the input symbols in To. How about the output sequence 01? 
It is seen all the input sequences of length 2 in the T-matrix which is 
the product of To followed by T1 produce the output sequence 01. 
We shall elaborate on this point. 
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DEFINITION 3.1. A T-matrix is said to correspond to a regular event 
R over the output alphabet, iff the ( i , j )  element of the T-matrix denotes 
all the input sequences, each of which takes M from q~ to qj, producing 
an output sequence contained in R. 
Remark.  Let 
E = and @ = . 
Then it is clear that E corresponds to {),} and ¢ to 0. But note that 
{~} is not the only event that E corresponds to. Nor is 0 the only event 
that @ corresponds to. 
LEMM~ 3.1. A T-matrix of a machine M which corresponds to an event 
containing a single output sequence blb2 . . .  bk is given by the product 
%~.~. . .  %~ 
where b~ C B = {0, 1}, i = 1, 2, . . .  , k. 
Proof: There are two cases to consider. 
(1) There is no input sequence that takes M from q~ to qj for any i, 
j ,  producing the output sequence bib2 • . .  bk. In this case Tbl" Tb~ . . .  
Tb~ = @. Then according to Definition 3.1, @ corresponds to {blb~ • • • bk}. 
(2) The machine M can produce the sequence bib2 .-- b~. In this 
case, we use the mathematical induction on k. It  is clear that Tbl cor- 
responds to {bl}. Assume that Tb~. Tb2 " "  Tb~_l corresponds to {blb~ . . .  
bk-1}. For any input sequence a~a~ . . .  ak that takes M from q~ to qj 
producing b~b2 • • • bk , there must be an m such that ala2 • • • ak-1 takes 
M from q~ to qm and ak takes M from qm to qj. By our hypothesis it is 
guaranteed that a~a2 . . .  ak-~ is contained in the (i, m) element of 
Tbl"Tb2 . . . .  Tbk_~. Therefore ala2 . . .  ak is contained in the (i, j )  ele- 
ment of Tb~.Tb~ . . .  T~.  Q.E.D. 
It  is easy to prove the following two lemmas. 
LEMMA 3.2. Let T~ and T2 be two T-matrices which correspond to the 
two regular events, R1 and R2, over the output alphabet. Then T~ [J T~ 
corresponds to R~ [J R2. 
LEMM~ 3.3. Let T1, T2 , R1, and R2 be as defined in Lemma 3.2. Then 
T1. T~ corresponds to R1R2 . 
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LEMMA 3.4. Let T be the T-matrix which corresponds to the regular 
event R over the Oulpul alphnbet. Then T* corresponds to R*. 
Proof. This lemm% follows from Definition 2.4, Lemmas 3.2 and 3.3. 
Q.E.D. 
lIere we encounter a technical difficulty in finding T*, for a T-matrix 
may have X oil its diagonal, and therefore ],emma 2.1 will not be applic- 
able any more. However, X can be removed from the di,sgonal of the 
T-m'~trix without causing any difficulty, because when we consider 
the transitions which take a state to itself, we are not interested in the 
null sequence. Suppose X ( R and let us solve the equation 
X = XR-US 
where R-  = R - {X}. Using Lemma 2.1, we get X = S(R-)*.  But 
since S(R-)*  = SR*, we need not worry whether there are X's on the 
diagonal or not. 
TIIEOREM 3.1. Let R be a regular expression over the output alphabel 
and let R[7'B] be the T-matrix which is oblainexl by replacing the output 
symbol bin R by Tb for every b E B, ~ by E, and 0 by (b, and then reinterpret- 
ing regular operators as those on T-matrices. Then R[ T~] corresponds to I R I. 
Proof. Consequence of Lemmas 3.2-3.4. Q.E.D. 
COROLL.~RY. All relations satisfied by a regular expression over the 
output alphabet are also sati,~fied by the T-matrix which corresponds to the 
event denoted by thc regular expression, if we replace k by E and 0 by ~, 
and reinterpret he regular operations as those on T-malrices. 
Take, for example, the relation which is satisfied by the regular ex- 
pression (0 (J 1) over the output alphabet 
k [3(013 1)*(0 UI )  = (0 U 1)* 
This has its counterpart as was shown by Eq. (2.2). 
4. FORWARD AND INVERSE MAPPING BY A SEQUENTIAL 
MACHINE 
Given a finite state sequential machine, we consider it as a mapping 
device, which maps an input event to an output event. Sometimes we 
are interested in the "preimage" of this mapping, which produces a 
given output event. In this case we are considering the inverse mapping, 
as ,~ainst he forward mapping, by a sequential machine. 
In the following we let A and B be the input and output alphabet 
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respectively, and let r( ) denote the set of all regular events over the 
alphabet inside ( ) .  Now let ~0(a) = ~(q0, a), where $ is the output 
function of a machine M and q0 is the initial state. We extend ~0( ) 
by defining ~0(x) to be the output sequence which M started in q0 
produces when an input sequence x is given. 
DEFINITION 4.1. For a given machine M, we define the forward mapping 
M : r( A ) ~ r( B ) , and the inverse mapping M-l: r( B ) --~ r( A ) as follows. 
M(V)  = {~0(x)]x C V} for V C r(A) 
M-I(R) = {x]~o(x) C R} for R C r(B) 
Note that in general there may be some sequences in R which M 
started in q0 can never produce. First we state a fundamental result by 
Ginsburg and Rose (1963). 
LEMMA 4.1 (Ginsburg and Rose). For any V ~ r(A), we have 
M(V)  E r(B), and for any R C r(B), we have M-I(R) C r(A). 
From Theorem 3.1, we can immediately state the following theorem 
about the inverse mapping. Recall that the first row of a T-matrix 
corresponds to the initial state qo. 
T~EOREM 4.1. Let R be a regular expression over the output alphabet 
B = {0, 1}. Given the transition matrix of a machine M, first compute 
R[T~] (see Theorem 3.1). Then M-I( IR I) is denoted by the regular ex- 
pression which is the union of all elements in the first row of R[TB]. We 
have ~ C M-I ( I R I) iffX C IR I- 
EXAMPLE. Given R = (0 U 10)*1 and machine N of Fig. l(a), what 
is the set of input sequences which produces I R ] at the output of ma- 
chine N? 
According to Theorem 4.1, we need to calculate (To U T1To) *TI. Re- 
ferring to Fig. 2 (a), we get 
r°°° 1 Fo 
~ U 
=m~ 0 1U01 . 0  ~ 
'°l P°°l 0 
o °oJ ° ;jo 
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Using Lemma 2.2, we can calculate all the elements of 
I0  0 0U l l - ] *  lU0lj 
l_ o 0 
Howevcr, in our example, most of the elemcnts of T1 are fl, and we need 
only know the first row of the product T-matrix. Thus we need not 
compute all the clements of thc closure of the T-matrix above. What 
wc need '~re just. the (0, 0) and (0, 1) elements. 
I ((0 U 11)(0(1 U 01))*1)*, ((0 U 11)(0(1 U 01))*1)*(0 U 11)(0(1 U 01))*0, ? ? 
Finally we get 
( T0 U '/'1 To)*T~ = 
P 
'? /  
;j ? ? 
The regular expression which denotes the event in question is found 
in the (0, 1) entry of the above T-matrix. 
Theorem 4.1 provides us with a way to obtain the image of a regular 
event under the inverse mapping by a single machine. If the input and 
output alphabets are the same, the output from a machine can be 
fed to a second machine. In general, let M1, Ms, . . .  Ill,, be machines 
cascaded in that order as is shown in Fig. 3, where R~ are regular ex- 
pressions. 1 What are the input sequences to the cascade which produce 
JR,, ] at the output? Given R~ and M, ,  we can calculate R, - I .  We can 
repeat his process until R0 is obtained. I RoI will be the largest set of 
input sequences which maps into (or onto) I R,, I. Note also that 
XE IRoliffX E [R,I. 
Instead of the relation between output events and input events, we 
A cascade of a number of Mealy-type machines as shown in Fig. 3 has diffi- 
culty in timing (IIartmanis and Stearns, 1966). Therefore the treatment here is of 
theoretical, rather than practical, interest. 
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INPUT R° ~ R2 Rn-I Rn OUTPUT 
FIG. 3. Cascade of Mealy-type machines 
shall now consider the relation between output events and T-matrices 
whose entries are regular expressions over the input alphabet. We are 
interested in only those output events which a given machine M can 
actually produce in response to a regular input event. So we introduce 
fd defined by 
~1 = {M(V) [V  E r(A)}. 
It follows from Lcmma 4.1 that .~r c r(B). It is clear that for any ma- 
ehine M, i~r is dosed under union since M( V1 [3 V2) = M(V1) U M(V2), 
where V1, V2 E r(A). Now let I be the set of all T-matrices, each of 
which corresponds to some event in _M. 
LEMMA 4.2. Any T-matrix in I corresponds to one and only one event 
in,~l. 
Proof. By definition any T ~_ I corresponds to at least one event 
in 2~. Assume that T corresponded to R1 and R2, where Rx, R2 E M, 
and Rx # R2. This could happen only if there existed a sequence y 
such that y E R~ and y C- R2 or y ~ R1 and y E R2 and such that 3I 
couldn't produce y. Let us assume, without loss of generality, that 
y E R~ and y ~ R~. Since R~ C M, machine M can produce y. Hence a 
contradiction. Q.E.D. 
Now let ~h:I --~ .Q be the correspondence d fined in Definition 3.1. 
By Lemma 4.2, we know that ~ is a single-valued mapping. 
THEOREM 4.2. ~b is a homomorphism from (I, [3) to ( ~I, U), where 
( G, U) denotes an algebraic system with the binary operation [3 defined in 
the set G. 
Proof. I~t ¢(T1) = R~, and ~h(T~) = R2, whcre T1, T2 E I and 
R~, R~ E M. From Lemma 3.2 it follows that T~ [3 T2 corresponds to 
R~ [3 R2. But since _M is closed under union, R~ [3 R2 E M and therefore 
~b(T1 [3 T2) = R1 URn. Q.E.D 
However ~r is not in general closed under concatenation. Let ~o: r(B) --~ 
r(B) be defined by 
.~(R) = R AM0 for R E r(B) 
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where Mo C M(A*) .  It is clear that ~(R) E r(B),  because , (R) is the 
intersection of two regular events over B. 
LEMMA 4.3. /~r = {?(R) IR E r(B)}. 
Proof. Let J = {?(R) IRE r(B)}. We want to show that J = 2kr. 
If S E M, then there exists V E r(A) such that M(V)  = S, and by 
Lemma 4.1 we have S C r(B). Since V c A*, we have S c M0 and 
therefore ?(S) = S ['1 M0 = S. From S = 9(S) E J, it follows that 
c J.  On the other hand, if S E J, then S E r(B) and S c M0. 
Since S E r(B) it follows from Lemma 4.1 that there exists a V such 
that M-I(S)  = V C r(A).  But since S c M0, we have S = M(V)  E ~I. 
Hence J c ~r. Q.E.D. 
THEOREM 4.3. Let o be a binary operation on ~i defined by 
VoW = ?(VW) for V, W C Y/I. 
is a homomorphism from ( I, • ) to ( ~I, o). 
Proof. By Lemana 4.3, Vo W E _~r for V, W E 2~r. Note that ~(VW)  
is the subset of VW, which M can produce. The rest follows from 
Theorem 4.1. Q.E.D. 
We introduce a new notation to state the next theorem. Given a 
regula r expression V over the input alphabet A, let V(T  ~) be the 
T-matrix obtained from V by replacing the input symbol a in V by 
T ~ for every a E A, and ~ by E. 
THEOREM 4.4. Let V be a regular expression o'ver the input alphabet 
A = { O, 1 }. The (i, j )  element of V ( T A) denotes that subset of the sequences 
in IVI which take M from qi to qj . The diagonal elements ( i, i), i = O, 1, 
• . . ,n -  1, conta ink i f f~E IV[. 
Proof. By construction, E E V(T  a) iff ~, E IV ], thus the second 
statement is proved. For any nonnull sequence x E I V ], x = ala2 • • • a~ , 
(r> 1), 
T~T~. . .  T~E V(TA).  
I t  is clear that the (i, j) element of T~T ~ . . .  T ~ is ala2 . . . .  a~, iff the 
same sequence takes M from q~ to qj. Otherwise it is 0. Observe that 
v(T  ~) is the union of those products and E (the latter if X E ] V ]). 
Hence' follows the theorem. Q.E.D. 
DEFINITION 4.2, The output matrix, ~T, for the input symbol a, of a 
machine M is obtained from the transition-output m~trix of  M by 
retaining the output symbols of those input-output pairs whose inpu~ 
symbols are a. All the other elements of ~T are 0. 
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Now we can state the theorem on the forward mapping. 
THEORE~t 4.5. Let V be a regular expression over the input alphabet 
A = {0, 1}, and T be the transition matrix of a machine M. Let V(aT) 
be the matrix obtained by replacing the input symbol a in R by "T for 
every a E A, aud ~ by E. The set of output sequences produced by M when 
the set of input sequences denoted by V is given to M is obtained by taking 
the union of all the elements in the first row of V(AT). The set contains 
x, iff x ~ IVl. 
Proof. Note the relation between ~T and TL ~7' can be obtahmd from 
T ~ by replacing each nonempty entry by its corresponding output symbol 
in the transition-output matrix. Our theorem follows from Theorem 4.4, 
since a sequence in V( T A ) producers an output sequence in V( ~ T). From 
the construction, E E V(~T) iff X E [ V I. IIence the second assertion 
of the theorem. Q.E.D. 
COROLLARY. The set M0 of all sequences that a machine M, whose 
transition matrix is T, can produce is obtained by talcing the union of the 
elements in the first row of lhe matrix 
(07' U ~T)*. 
As w,ls done to the inverse mapping, we can extend Theorem 4.5 to 
the forward mapping by a cascade of machines hown in Fig. 3. Given 
Ro, first apply Theorem 4.5 to get R1 from R0. Then use the theorem 
again to get R2 from R~, etc., until R,, is finally obtained. From Theorem 
4.5, it is seen that X E !R~ [ iff X E [R01. 
5. MAPPING BY A MOORE-TYPE MACHINE 
So far we have restricted ourselves to sequential machines of Mealy 
type. We now give a formal definition of a Moore-type machine (Moore, 
1956). 
DEFINITION 5.1. A Moore-type sequential machine is a quintuple 
M = (Q,A ,B ,T ,~) ,  
where Q is the set of states, A is the input alphabet, B is the output al- 
phabet, T: Q X A ~ Q is the transition function, ~:Q ~ B is the output 
function. 
We shall show that the results obtained in the previous sections are 
also valid for Moore-type machines with ~ few minor modifications. 
A Moore type machine has an output corresponding to its initial 
state, even before any input symbol is fed. When we consider a Moore- 
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R0 ~ b21b22R2]'~ bnlbn2""bnnRn 
INPUT ..... OUTPUT 
FIG. 4. Cascade of Moore-type machines 
type machine as a length-preserving transducer, the null sequence at 
the input should produce the null sequence at the output. Therefore 
we simply discard the first symbol of any output sequence. Thus there 
is some delay between the input and the output sequence. 
If we neglect, as we did above, the output of the initial state, we can 
think of a Moore-type machine as a Mealy-type machine whose transi- 
tions produce the outputs of next states (Gill, 1960). Thus we can use 
Theorem 4.5 and 4.1, to find the image under the forward and inverse 
mapping by a Moore-type machine. 
If n Moore-type machines are cascaded, ~ the output from the last 
machine has n "meaningless" symbols at the beginning of the sequence, 
which do not depen d on the input. 
In Fig. 4, b~- denotes the jth output symbol from M~, and R~ are 
regular expressions. Observe that 
(1) b~b~2 . . .  b~ ( i  = 1, 2, . . .  , n )  does not depend on the input 
IR01. 
(2) b~l(the initial output of M~) is known. 
(3) Given bl~, b2s is obtained from the transition-output matrix 
of Ms :Receiving bn, Ms goes to a new state which produces b2s. This 
new state becomes the initial state of M2 for the "meaningful" input 
(that depends on [ R0 I). 
(4) Similarly we can obtain up to b~lbns . . .  b~ and new initial 
states for M~, i -- 3, 4, . . .  , n. 
NOw we can replace ach M~ (in its new initial state) by its "equiva- 
lent" Mealy-type machine and apply Theorem 4.5 in order to get 
R1 from R0, R~:from R~, etc. We can also apply Theorem 4.1 to go 
backward, starting with R . .  
DEFINrrmN 5.2. A state of a Moore-type machine is called a O(1)- 
state iff its output is 0(1). A Moore type machine M accepts a regular 
eVen~ denoted by a regular expression V, if all the input sequences 
in [ V] take M from the initial state to a 1-state. 
2 Since the output of a Moore-type machine is determined by the state the 
machine isin~ rather than the transition the machine undergoes, the natural form 
of the output/in the physical circuit will be the level output. However, the level 
o~tput can be Inade compatib]e with the pulse input by the use of the clock pulse. 
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The very fact that a Moore-type machine has one extra output makes 
it fit as an acceptor. The response of the machine to the null input k 
is taken care of by the output of the initial state: if it is a 1, ~ is accepted 
by the machine, if it is a 0, ~ is not accepted. 
The event accepted by the cascade of Fig. 4 is computed as the input 
R0 which produces R~ = (0 [J 1)*1, with the provision that it contains 
k iff b~ = 1. It is assumed that we start reading output at t = n. 
6. OTHER APPLICATIONS 
In this section we shall consider an application of Theorem 4.4. 
THEOREM 6.1. The regular expression which denotes the intersection of 
two regular events, denoted by R1 and R2, is obtained as follows: Let T be 
the transition matrix of a machine which accepts I R2 ]. The regular expres- 
sion in question is obtained by taking the union of the elements at the inter- 
sections of the first row and the 1-state columns of RI(TA). (See the 
paragraph preceding Theorem 4.4.) 
Proof. The theorem follows immediately from Theorem 4.4. Q.E.D. 
COROLI~RY. R1 [7 /~2 ( rl denotes intersection and the overbar denotes 
the complement) is obtained by a similar procedure to the one stated in 
Theorem 6.1, except hat here we should take the union of the elements 
at the intersections of the first row and the 0-state columns. 
Equivalence of two regular expressions R1 and R2 can be tested using 
a similar procedure to the one in the above theorem, if we note that 
R1 and R2 are equivalent iff RI ['l/~2 --- /~I N R2 = ~. 
7. SUMMARY AND COM]~IENTS 
As a generalization f a transition matrix, the concept of the T-matrix 
was introduced and its properties were investigated. 
A correspondence was defined between the set of regular events over 
the output alphabet and a set of T-matrices whose elements axe regular 
expressions over the input alphabet. This correspondence was modified 
into a homomorphism. The correspondence was utilized to obtain the 
image of a regular event under the forward and the inverse mapping by 
a sequential machine, and a cascade of sequential machines. 
Although the theory was developed with Mealy-type machines, 'it 
was sho~a that it is also applicable to Moore-type machines with a 
few modifications. 
It was also shown that the T-matrix can' be used to find the intersection 
of two regular expressions. : 
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Most operations involving T-matrices are simple, but the closure 
operation can be quite time-consuming. Therefore, usefulness of our 
procedure as a practical means of obtaining images is limited. It is 
felt that the significance of the theory developed in this paper is in 
that an explicit homomorphism has been given between the input and 
output of a machine. 
The concept of the T-matrix is applicable to nondeterministic machines 
with little modification. 
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APPENDIX 
Let A = {a~, a2, - . .  , ak} be a finite nonempty alphabet and let k 
and 0 be two distinct symbols not in A. Let A* be the free monoid 
generated by A and k (the unit for the monoid). 
DEFINITION 1. Any subset of A* is called an event. 
DEFINITION 2. Let U and • be binary operators and let * and - be 
unary operators. The regular expression over A is defined as follows: 
1. a~ (i = 1, 2, - . .  , k), ~, and 0 are regular expressions. 
2. If P and Q are regular expressions, then so arc P U Q, P.Q 
(or PQ), P*, and P.  
3. Rule 2 can be applied only finite number of times. 
DEFINITION 3. Regular expressions denote events under the valua- 
tion mapping [ [. la,[ = {a:l, I~,[ = {h(= the null sequence)l, 
[01 = fl = theempty event, IPUQ] = IPl U [QI (union), I P.QI = 
[P [ ' lQ I  (concatenation), I P* l  -- I P I *  (closure), I P I = [P I  
(complement with respect o A*). 
DEFINITION 4. An event is regular, iff there exists a regular expression 
which denotes it. 
DEFINITIOI~, ~ 5. An event E is a star event, iff there exists an event P 
such that E = P*. 
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