Mesospheric wind estimation with the Jicamarca MST radar by Lee, Kiwook
c© 2020 Kiwook Lee





Submitted in partial fulfillment of the requirements
for the degree of Master of Science in Electrical and Computer Engineering
in the Graduate College of the





Jicamarca radar located in Peru is used to probe the equatorial mesosphere
by scattering 50 MHz pulse transmissions from mesospheric turbulent layers;
the pulse returns are detected by the radar antenna and subsequently spec-
tral analyzed. This thesis describes the Jicamarca radar configuration used
for mesospheric Doppler wind measurements as well as the data processing
procedure used to obtain wind estimates from spectral data. The proce-
dure was initially developed by Sheth et al. [2006] and improved by Smith
[2014], but it still gave biased wind estimates when the sidelobe power levels
exceeded the mainlobe power detected by the antenna beams used in the
measurements. We describe a clustering-based method developed to detect
and remove the sidelobe components of the return signals to obtain bias-free
wind estimates.
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Remote sensing of the upper atmosphere has its roots in the demonstration
by Hertz [1888] that oscillating charges generate electromagnetic waves that
can be detected at a distance. Shortly thereafter Marconi [1901] successfully
transmitted radio waves, using a vertical grounded antenna, that were de-
tected several hundred miles away, and eventually across the Atlantic, which
led to an understanding that the upper atmosphere must be in an electri-
cally conducting state to reflect and redirect the radio waves to follow the
curvature of Earth. The use of radio waves to study the upper atmosphere
was advanced by Gordon [1958] whose work inspired the construction and
development of several large radio observatories around the globe including
the foundation of the Jicamarca Radio Observatory (JRO) near Lima, Peru,
in 1961, where a 6 MW peak power 50 MHz backscatter radar is located with
its 2D cross-dipole filled antenna array covering an area of 300 m by 300 m.
This thesis describes the use of the Jicamarca backscatter radar for upper
atmosphere wind measurements.
For mesospheric wind measurements in the 60 to 90 km height region
of the upper atmosphere, the Jicamarca radar antenna is configured in a
quad-beam mode. Transmitted radar pulses are scattered from mesospheric
turbulent layers and are returned back to the radar antenna having suffered
a Doppler frequency shift proportional to the wind speed that advects the
turbulent layers. The returned signals are spectral analyzed for line-of-sight
(LOS) Doppler velocity and wind estimation. Beam weighted mean Doppler
velocities can be estimated by calculating the first-moments [Blackman and
Tukey , 1958; Rastogi and Woodman, 1974] of the measured spectra, but
spectral fitting techniques [Sheth et al., 2006; Smith, 2014] are preferred when
the spectra are multi-peaked due to beam sidelobe contributions, as will be
explained in this thesis. This thesis specifically describes how mesospheric
wind velocity measurements can be made with the Jicamarca radar using a
1
spectral fitting based approach that can discriminate between mainlobe and
sidelobe contributions to the measured spectra.
The thesis is organized as follows:
• Chapter 2 describes properties of the mesosphere and an overview of
mesospheric echoes. We then discuss the pertinent scattering model
and how a “beam broadening” mechanism affects the shapes of the
measured Doppler spectra.
• Chapter 3 describes configuration of the Jicamarca radar for meso-
spheric wind measurements and data processing techniques used in
wind estimation.
• In Chapter 4, we describe an estimation technique for mesospheric
winds. Doppler spectral estimates are fitted to spectral models, parme-
terized by amplitudes, widths, shape factors, and Doppler velocity
shifts of the signals. Doppler velocity data associated with the known
mainlobe directions are then combined to obtain vector winds in the
probed region.
• Chapter 5 presents our sorting method that can identify a Doppler
velocity shift which belongs to a main beam for a dual-peaked spec-
trum. Clustering algorithms are implemented to identify clusters of
Doppler velocities at each range gate, which are subsequently grouped
into mainbeam and sidelobe clusters.
• The winds estimated by the previous methodology and our methodol-
ogy are discussed in Chapter 6. Aberrant behaviors in wind data ob-
tained with the previous methodology disappear after using our method-
ology. Our sorting method is also verified with “reality checks,” which
are done by recalculating mainbeam directions and comparing them
with the ground-truth mainbeam direction.
• Information on how the JRO wind data extracted in our measurements
have been submitted to the Madrigal database (https://remote1.
ece.illinois.edu/madrigal) is provided in Chapter 7.
• A summary and the main conclusions of this study are finally presented
in Chapter 8.
2
The thesis also contains the following appendices:
• A configuration file needed to set up the local Madrigal server as well as
Python scripts that convert the JRO wind data into Madrigal format
are included in Appendix A.
• In Appendix B, we describe our own local database server (http://remote1.
ece.illinois.edu/MST_ISR/uvw.py), which displays the JRO wind




2.1 Overview of the mesosphere
The mesosphere is the region of the atmosphere extending from 60 to 90 km
altitude. In this altitude range, the temperature decreases with height, and
the top of the mesosphere is the coldest region of the Earth’s atmosphere,
called the mesopause. An increase in free electron density with altitude is also
observed in this region, where the electron density ranges approximately from
108 electrons/m3 at 55 km height to 1010 electrons/m3 at 90 km height during
the daytime [Gibbs and Bowhill , 1983]. Free electrons in the mesosphere are
generated by the ionization of air by solar extreme ultraviolet (EUV) and
X-rays, and galactic cosmic rays. Below 70 km, galactic cosmic rays play
an important role for ionizing the air particles, and between 70 and 85 km,
Lyman α at 121.6 nm acting on the trace constituent nitric oxide (NO) is
the key ionizing agent. Finally, solar X-rays are responsible for ionization
processes above 85 km [Bauer , 1966]. Free electrons in the mesosphere act
as scatterers of radar pulses, and the intensity of echoes is enhanced by
atmospheric turbulence, as explained in Section 2.2.
Because the mesospheric altitude range is too high for balloons and too
low for satellites for measurements, rockets and mesosphere-stratosphere-
troposphere (MST) radars have been used to study structure and dynamics
of the mesosphere. By MST radars, we refer to radars that are capable of de-
tecting echoes from the mesosphere and lower heights. MST radars typically
use operating frequencies in the VHF range and include high-power trans-
mitters and large-aperture antennas. The first observation of strong echoes
in the mesosphere was made by Bowles [1958] using a 41 MHz VHF radar
in Havana, Illinois. Subsequently, winds and turbulence in the equatorial
mesosphere were observed by the Jicamarca radar [Woodman and Guillen,
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Figure 2.1: Altitude variation of relative reflectivity contributions for 50
MHz radars. The reflectivity is a measure of strength of the fluctuations of
the refractive index. From [Röttger , 1984].
1974]. Since then, the MST radar technique has been developed and used
to study mesospheric phenomena including meteor trails, noctilucent clouds,
gravity waves, turbulence, and winds [Fiedler et al., 2017; Li , 2019; Lübken
et al., 1993].
2.2 Mesospheric echoes
Mesospheric echoes occur when spatial variation of the refractive index at
scales of half the radar wavelength, also called Bragg wavelength, exists
within the mesosphere. The refractive index in the MST region is directly
related to atmospheric parameters: humidity, temperature, pressure, and
electron density. For 50 MHz radars, variations of humidity cause the most
scattering in the lowest few kilometers above the ground, and the tempera-
ture becomes a dominant factor up to the lower mesosphere. In the remaining
mesosphere, fluctuations of the electron density play the most important role
in generating echoes (see Figure 2.1) [Röttger , 1984].
5
Figure 2.2: Radiation geometry of an antenna.
2.3 Scattering model
The open-circuit voltage of an antenna obtained from mesospheric echoes
may be written as
Voc(~r, t) = Escatt(~r)leff (r̂) sin θ(r̂), (2.1)
where Escatt(~r) is the backscattered field phasor, leff (r̂) is the effective length
of an antenna, and r̂ is the unit vector of ~r (see Figure 2.2)[Kudeki , 2006].
The incident field phasor
Einc(~r) ≡ Eo(r̂)e−jkor (2.2)
of radar pulse induces free electrons to oscillate like dipole antennas and






[Kudeki and Milla, 2011], where Eo(r̂) is the field amplitude generated from




is the wavenumber of the incident electric field. The total voltage
6







−2jkorleff (r̂) sin θ(r̂)δN (~r, t− r/c) (2.4)
over the radar volume.












dΩ |leff (r̂) sin θ(r̂)|2 (2.6)
[Kudeki , 2006]. The ACF of Voc(t) in (2.5) is









l∗eff (r̂1) sin θ(r̂1)leff (r̂2) sin θ(r̂2)
ρ (~r2 − ~r1, τ + r1/c− r2/c;~r) ,
(2.7)
where the ACF of δN(~r, t) is
ρ (~r2 − ~r1, τ + r1/c− r2/c;~r) ≡ 〈δN∗ (~r1, t− r1/c) δN (~r2, t+ τ − r2/c)〉 .
(2.8)
With a fair assumption that the ACF of δN(~r, t) quickly approaches zero
as the spatial distance |~x| increases and that r1 − r2 ≈ r̂ · ~x1, (2.7) can be
approximated as







|Eo(r̂)|2 e−2jkor̂·~x |leff (r̂) sin θ(r̂)|2 ρ (~x, τ ;~r) .
(2.9)
Moreover, for a sufficiently small τ , motions of electron density fluctuations
can be considered as straight-line trajectories (also known as “locally frozen-
1r2,1 =











2 . Hence, r2 − r1 ≈ r̂ · ~x
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in” approximation). Using this approximation, (2.9) becomes





|Eo(r̂)|2 |leff (r̂) sin θ(r̂)|2∫
d3~x
∫
d3δ~uρ (~x− (~uo + δ~u)τ, 0;~r) e−2jkor̂·~x,
(2.10)
where ~uo and δ~u are the mean and random fluctuation of wind velocity,
respectively, and f(δ~u) is the probability distribution of δ~u. If we assume
that the probability distribution is isotropic, zero mean Gaussian form with
variance σ2u, the second and third integral of (2.10) are evaluated as














[Kudeki et al., 1990], where ρ̂ is the spatial Fourier transform of ρ, and
~ko ≡ kor̂.
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is the turbulence spectrum. In addition, by substituting the power density












4π|leff (r̂) sin θ(r̂)|2∫
dΩ|leff (r̂ sin θ(r̂))|2
(2.16)









2πδ(ω + 2~ko · ~uo) ∗ St(ω),
(2.17)
where Ptx is the transmitted power, Gtx(r̂) is the antenna gain, and * is the
convolution operator. S(ω) can be also viewed in terms of angular wavenum-













where (x, y, z) is a set of Cartesian coordinates, and kz =
√
k2o − k2x − k2y.
The result is












ρ̂(2~ko, 0; r)δ(ω + 2~ko · ~uo).
(2.19)
This expression can be further simplified by substituting the angular beam
function
G(kx, ky) ≡ PtxGtx(kx, ky)Aeff (kx, ky) (2.20)






ρ̂(2~ko, 0; r), (2.21)
into (2.19). Therefore, the final expression for the power spectrum from
mesospheric echoes is




dkyG(kx, ky)Ar(kx, ky)δ(ω + 2~ko · ~uo). (2.22)
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2.4 Beam broadened MST radar spectrum
Spectral model Sr(ω) from (2.22) can be interpreted in terms of beam broad-





dkyG(kx, ky)Ar(kx, ky)δ(ω + 2~ko · ~uo) ≡ Sb(ω), (2.23)
Sb(ω) termed the beam broadened spectrum. In general,
Sr(ω) = St(ω) ∗ Sb(ω)
and when σu  |~uo|, S(ω) ≈ Sb(ω).
This beam broadened spectrum model (2.23) has a straightforward inter-
pretation: scattered signals to the origin from targets at a fixed radar range
r =
√
x2 + y2 + z2 are a superposition of incoming plane waves ej(ωot−2
~ko·~r)
with effective amplitudes Ar(kx, ky)G(kx, ky), phases
Φ = ωot− 2(kxx+ kyy + kzz) = ωot− 2~ko · ~r, (2.24)
and Doppler frequency shifts
Φ̇− ωo = −2~ko · ~̇r = −2~ko · ~uo ≡ ω. (2.25)
The term δ(ω + 2~ko · ~uo) in the integrand of (2.23) discriminates against, for
each Doppler frequency ω, all possible kx and ky except for those fulfilling
the constraint ω = −2~ko · ~uo for a given ~uo.
As an example, if ~uo = (u, 0, 0), then ω = −2kxu, and consequently δ(ω +
















where a rescaled version of a 1D “aspect modified beam function”
B(kx) ≡
∫
dkyG(kx, ky)Ar(kx, ky), (2.27)
is a collapsed version of G(kx, ky)Ar(kx, ky) obtained by summing it in the
direction orthogonal to the wind direction.
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If B(kx) is a single peaked function of kx, then the “beam broadened
spectrum” B(− ω
2u
) is also single peaked. If B(kx) is multi-peaked, then
B(− ω
2u
) is also multi peaked. Also, if B(kx) has a width κ in kx, then the
beam broadened B(− ω
2u
) has a width 2κu in ω and the larger the wind speed





DATA ACQUISITION AND PROCESSING
The Jicamarca MST radar antenna array consists of 18,432 half-wave dipoles
covering an aperture size of 300 by 300 m. The antenna array is steered by
phasing 64 submodules each of which is made of 12 by 12 array of cross-
polarized dipoles. The MST radar measurements make use of the MST-ISR
observational mode established at Jicamarca in late 2004 ([Akgiray , 2007;
Lehmacher et al., 2007]) and continued beyond 2011 in its MST-ISR-EEJ
extension (e.g., [Lehmacher et al., 2019]) to study turbulence, vector winds,
gravity waves, and coupling in D, E, and F regions of the ionosphere. A list of
campaign days investigated for this thesis is presented Table 3.1. This chap-
ter describes the configuration of the MST-ISR-EEJ mode and the processing
technique of the returned signals.
3.1 Antenna configuration
The MST-ISR-EEJ mode makes use of three distinct antenna beams tilted
toward the east, west, and south of the antenna array unit normal (called
on-axis direction from hereon) with the two-way beam patterns depicted in
Figure 3.1 as contour plots, plus a fourth antenna beam pointing in the
vertical direction slightly to the north-east of the on-axis direction. These
two-way radar beam intensities are shown in Figure 3.1 as a function of di-
rection cosines Θx ≡ sin θ cosφ and Θy ≡ sin θ sinφ, where θ and φ are zenith
and azimuth angles, respectively, in the local coordinate system depicted in
Figure 3.2, where the z axis coincides with the on-axis direction of the JRO
antenna array. The patterns shown in Figure 3.1 display substantial sidelobe
structures particularly for the beams with east and west tilted main beams or
“mainlobes”. The direction cosines of the four mainlobes shown in Figure 3.1






















































































































































































































































































































































































































































































































































are listed in Table 3.2—these values correspond to the 2-D moments of the
two-way beam pattern functions (gain × effective area products) computed
over the mainlobes and sidelobes, respectively.
The antenna patterns are adjusted by varying phase parallel to x or y di-
rection. The phase difference is introduced to each module of the antenna
array by inserting a cable of a proper length to connect the coaxial transmis-
sion line at the center of the module to the transmission line feeding the rows
of dipoles in the module. Figure 3.3 illustrates the phasing map of the Jica-
marca radar, where each square is a module containing phase information in
two directions: A lower number and an upper number are the phase offsets
of the x and y polarized dipoles, respectively, where the units are multiples











where F (Θx,Θy) is the array factor, p and q are the indices of a modules
in x and y axes, respectively, L is the gap distance between modules, and
α(p, q) is the phase offset of a module from Figure 3.3 [Kudeki , 2006]. The
two-way radiation pattern function is then the square of |F (Θx,Θy)|2 since
the phasing of the transmitter equals to that of the receiver.
3.2 Pulse transmission mode
In MST-ISR-EEJ observational mode the radar transmitter cycles between
distinct pulse sets designed for mesospheric (MST), ionospheric (ISR), and
equatorial-electroject (EEJ) probing in a tightly interleaved schedule—ISR
samples are collected to enable absolute calibration of the MST radar returns
as described in Akgiray [2007], Guo et al. [2007], and Lehmacher et al. [2007],
and EEJ samples are used to investigate high-intensity electrojet currents.
The pulse configuration diagram is shown in Figure 3.4. MST probing in this
mode uses 64-baud complementary coded (CC) pulse pairs (see Figure 3.5)
with 49.92 MHz carrier frequencies and 1 µs baud lengths and an interpulse
period (IPP) of 202.5 km (using the usual conversion factor of 150 km/ms).
14
Figure 3.1: Radiation patterns of the Jicamarca main antenna in 2015 and
2016 during MST-ISR-EEJ campaign used for both transmitter and
receiver.
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Figure 3.2: The geometry of the main radar in Jicamarca.
A group of 20 such pulses are transmitted before ISR/EEJ pulsing mode is
entered to return back to the next MST pulse set after a duration of 20,250
km (135 ms). A summary of the MST probing in the MST-ISR-EEJ mode
is in Table 3.3.
3.3 Data processing
The received MST pulse returns (one complex voltage “I + jQ” per MST
pulse set per sampled radar range) are decoded and coherently integrated
over 20 IPPs, and subsequently 64-point time series consisting of 64 coher-
ently integrated samples (Nc) are fast Fourier transformed to produce peri-
odograms that are then incoherently integrated (e.g., [Farley , 1985]) over a
60.48 s interval to obtain the MST power spectral density (PSD) or power
spectrum estimates like those shown in Figure 3.6 in black (dots and dashes).
These spectra have a Nyquist Doppler bandwidth of vmax = λBfmax (11.11
m/s), where λB is the Bragg wavelength (3 m at 50 MHz) and fmax is the
Nyquist bandwidth (3.7 Hz), the inverse of twice the sampling interval of Ts
= 135 ms. Doppler velocity resolution (spacing between dots in the figure)
of these spectra is ∆v = 2vmax/Nc (0.347 m/s).
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Table 3.2: List of mainbeam and strong sidelobe (-10 dB strength) pointing
directions in JRO MST-ISR-EEJ experiments conducted in 2015 and 2016
— direction cosines Θx and Θy (see text) and LOS vector projection
components of main beams and sidelobes in geodetic (E,N,U) directions
(east, north, up).
Θx Θy E N U
East mainlobe 0.0204 0.0545 0.03535 0.0029 0.9994
West mainlobe -0.0603 -0.0406 -0.0893 0.0042 0.9960
South mainlobe 0.0397 -0.0412 -0.0259 -0.0732 0.9970
Vertical mainlobe -0.0003 0.0226 -0.0039 -0.0002 0.99992
East sidelobe1 -0.0070 0.0480 0.0128 0.0198 0.9997
East sidelobe2 0.0059 -0.0072 -0.0214 -0.0255 0.9994
West sidelobe1 -0.0420 -0.0025 -0.0657 0.0001 0.9978
West sidelobe2 0.0060 -0.0280 -0.0373 -0.0388 0.9985
West sidelobe3 0.0240 -0.0470 -0.0404 -0.0648 0.9971
West sidelobe4 0.0977 -0.0365 0.0148 -0.1147 0.9933
Figure 3.3: Phasing connections for MST-ISR-EEJ configuration in 2015.
The units are in multiples of λo/4, which corresponds to π/2 radians.
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Figure 3.4: Pulse configuration for 2015 MST-ISR-EEJ experiments. 20
consecutive MST pulses are transmitted in between ISR and EEJ modes.
Table 3.3: A summary of MST observational mode. A and B of the code
sequence are types of 64 CC pulses depicted in Figure 3.5.
IPP 202.5 km
TX 9.6 km (64 µs)
Code 64 CC (flip)
Code sequence A, B, -A, -B, ...
Duty cycle 2.75 %
Sampling window
H0 = 0 km
∆H = 0.15 km (64 µs)
# range gates = 1350
# Channels 4
Figure 3.5: The four types of CC pulses used in 2015 MST-ISR-EEJ
experiment. From [Smith, 2014].
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Figure 3.6: PSD for all channels at 09:22 LT and at altitude 75.0 km on
April 16, 2015, after post-processing the echo data.
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CHAPTER 4
SPECTRAL FITTING AND ESTIMATION
OF VECTOR WINDS
4.1 Spectral fitting
The first step in Jicamarca MST wind estimation is to least squares fit the
measured Doppler spectra with an appropriately chosen spectral model (as-
sumed to include convolutional distortions of the intrinsic spectrum due to
sampling and time windowing effects [Panofsky , 1988]). Figure 4.1 shows
examples of measured Doppler spectra fitted by a model consisting of the su-
perposition of two generalized Gaussian functions (e.g., [Sheth et al., 2006]).
If the measured spectrum is single peaked, the “best fit” of our dual Gaus-
sian model will yield a very small amplitude for one of the fitted Gaussians
as illustrated in some of the additional spectrum examples shown in Figure
4.2. In these spectra, the independent variable is discrete samples of Doppler
velocity v, corresponding to λBf , which is expressed in terms of Doppler
frequency variable f , the independent variable of fast Fourier transform out-
puts. In terms of v,F our single-peaked generalized Gaussian spectral model
is






where A is the amplitude of the generalized Gaussian, V is the mean Doppler
velocity shift (positive for motion away from the radar), S is the width pa-
rameter, and p is the shape parameter of the generalized Gaussian. A dual-
peaked extension of this is








with parameters Ai, Vi, Si, and pi describing the two separate Gaussians. An
extension of (4.2) that accounts for possible occurrences of frequency aliasing
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as well as the noise floor (N) is
S(v) ≡ G2(v − 2vmax) +G2(v) +G2(v + 2vmax) +N, (4.3)
where vmax is the Nyquist Doppler bandwidth. The dual-peaked fitting model
used in this work is based on (4.3) utilized for |v| ≤ vmax.









where σ is the rms error in spectral samples, and S̃ (v) is the measured
spectrum. Since S (v) is an expected value of K independent periodograms










However, Sheth et al. [2006] and Smith [2014] have found that applying the
natural logarithm on S (v) and S̃ (v) increased the optimization performance.
We show that taking the natural logarithm on S̃ (v) and S (v) is essentially
the same as χ2 when K is large: For sufficiently large K, the relative rms
error of δS (v) = S̃ (v)− S (v) will be sufficiently small so that
ln S̃ (v) = ln
(












ln S̃ (v) ≈ lnS (v) + δS (v)
S (v)
. (4.8)
From the above derivation, we show that












ln S̃ (v)− lnS (v)
)2
, (4.10)
which is what we use in our spectral inversions for spectral parameters
(Vi, Si, Ai, pi, N) with χ
2 minimization.
Efficient algorithms (e.g., Marquardt-Levenberg) exist for χ2 minimization,
and we minimize (4.10) using least squares fitting modules from the Python
package scipy.optimize [Jones et al., 2001]—more specifically, fmin_l_bfgs_b
function, which uses the L-BFGS-B algorithm of Zhu et al. [1997], was chosen
among the available nonlinear optimization methods. This algorithm allows
constraints to be imposed for the model fit parameters. We constrain the
noise variable N as
0.9 · noiseHS ≤ N ≤ 1.1 · noiseHS, (4.11)
where noiseHS is a spectral noise floor estimate derived from the measured
spectrum using a technique described in Hildebrand and Sekhon [1974]. Am-
plitude A is constrained as
0 ≤ A ≤ ∞, (4.12)
Doppler shift V as
−vmax ≤ V ≤ vmax, (4.13)
width parameter S as
∆v ≤ S ≤ powerwidth∆v, (4.14)
where powerwidth is the number of Doppler velocity bins in the measured
signal spectrum between 8% and 92% of cumulative signal power, and finally
the shape parameter p as
0.5 ≤ p ≤ 3. (4.15)
The fitting routine calculates, among other parameters, for example, the
amplitudes A1 and A2, the best fit values of Doppler velocity shifts V1 and
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V2, and one of these is selected as the “radial velocity” estimate Vb for the
antenna beam b ∈ E,W, S, V in use, to be utilized subsequently in vector
velocity estimation as described in Section 4.2. Initially Vb is selected as the
shift variable V1 or V2 matching the larger one of the fitted amplitudes A1
and A2, but other strategies were developed for better results as discussed in
Chapter 5.
Figure 4.1: Fitted PSD for all channels at 09:22 LT and at altitude 75.0 km
on April 16, 2015.
The fitting routine also computes Si, which is the spectral width estimate
of the measured spectrum when pi = 2. When pi 6= 2, we use the second
central moment of the model (4.3) to estimate the spectral width. Using [Yu












Examples of spectral width maps on April 16, 2015, are shown in Figure 4.3.
Parameter estimation errors in our S(v) fitting are estimated using a non-
linear inverse method described in Kudeki et al. [1999]. A parameter covari-






where F is the Jacobian matrix of our logarithmic model f ′p(m0) = lnS(v)
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Figure 4.2: Fitted PSD plots from Jicamarca MST data on 16 April 2015.
Blue dashed line indicates our preferred generalized-Gaussian (GG) peak,







as an element at p-th row and q-th column of the matrix. In addition, m0
is our fit point of a model parameter m = (Vi, Si, Ai, pi, N), and mq is the
q-th parameter of m. The parameter errors are then the square root of
the diagonal elements of M , corresponding to the standard deviation of the
parameter variables.
4.2 Wind estimation
Assuming that Vb is the radial Doppler velocity of radar targets detected
within the main antenna beam with known direction cosines Θxb and Θyb,
we have a simple projection (i.e., dot product) model
Vb = Θxbvx + Θybvy + Θzbvz, (4.19)
24
Figure 4.3: Spectral width maps on April 16, 2015. The spectral width is
obtained from the second central moment of the GG model.
involving vectors (Θxb,Θyb,Θzb) and (vx, vy, vz), where Θzb ≡
√
1−Θ2xb −Θ2yb
and vx,y,z are the scalar wind velocity components for the probed altitude ex-
pressed in the local coordinate system depicted in Figure 3.2. We estimate
the vx,y,z wind components from Vb radial Doppler data using a straightfor-
ward pseudo-inverse operation applied on (4.19), b ∈ E,W, S, V .
In order to convert vx,y,z into geophysically relevant u, v, w wind compo-
nents, we simply dot multiply the vector wind expression
~v = vxx̂+ vyŷ + vz ẑ, (4.20)
where x̂, ŷ, ẑ are the unit vectors of the JRO coordinate system shown in
Figure 3.2, with unit vectors ê, n̂, û directed from the location of JRO towards
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geodetic east, north, and zenith, respectively. This operation leads to
u = vxx̂ · ê+ vyŷ · ê+ vz ẑ · ê, (4.21)
v = vxx̂ · n̂+ vyŷ · n̂+ vz ẑ · n̂, (4.22)
w = vxx̂ · û+ vyŷ · û+ vz ẑ · û. (4.23)
In (4.20)-(4.22)
ê = (− sinφ, cosφ, 0) = (0.9818, 0.1897,−0.0088) (4.24)
n̂ = (− sin θ cosφ,− sin θ sinφ, cos θ) = (0.0536,−0.2327, 0.9711) (4.25)
û = (cos θ cosφ, cos θ sinφ, sin θ) = (0.2222,−0.9528,−0.2070) (4.26)
where φ and θ are the east longitude and geodetic latitude of JRO with
−76.8723◦ and −11.95◦ values, respectively, while the unit-normal (on-axis
direction) for JRO is
ẑ = (cosλ cos (γ/4 + φ), cosλ sin (γ/4 + φ), sinλ) = (0.2022,−0.9536,−0.2229),
(4.27)
where λ and γ denote the declination and hour angle of the on-axis direction





(because the JRO antenna array plane is slightly tilted upwards from the
horizontal — as runners around the array know very well), whereas ŷ = ẑ×x̂.
Three components of each unit vector given in (4.24)-(4.27) are the axial
projections in an Earth centered coordinate system with the first and second
axes directed to the equator on the prime meridian (Greenwich) and 90◦ east
meridian, respectively, and the third axis towards the north pole.
In the above description we glossed over one fine detail: Since the four
antenna beams have their mainlobes pointing in a nonsymmetric way dis-
tributed about the local zenith direction û, equal ranges along different
beams b ∈ E,W, S, V do not correspond to equal heights above the local
geoid passing through the center of the Jicamarca antenna array. Conse-
quently when we utilize four radial velocity estimates Vb, b ∈ E,W, S, V ,
in pseudo-inverting (4.19) for vx,y,z prior to u, v, w estimation, care must be
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taken to select samples of VE, VW , VS, and VV taken from different radar
ranges corresponding to equal radar heights on the four radar beams.
On each antenna beam, we can associate each range gate rn = n∆r with
∆r = 0.15 km, the corresponding height above the local geoid given by
hn = rn (Θx,Θy,Θz) · û, (4.29)
where Θx and Θy are the direction cosines of the mainbeam directions spec-
ified in Table 4.1. Each range rn (on each beam) is then assigned a “height
index” m as the closest integer to the floating number hn/0.15. Final wind
calculations are subsequently completed using mainlobe Vb,m←n data selected
from all four beams b ∈ E,W, S, V for a set of discrete heights 0.15m km
spanning the probed mesospheric heights.
Figure 4.4 shows the differences of the SNR RTI maps of E, W , and S
beams from the SNR of V beam — large SNR differences seen in these maps
are caused by equal ranges on different beams corresponding to different
heights in the presence of narrowly layered scattering regions in height. In
Figure 4.5, where the differences of the SNR height-time-intensity (HTI)
maps are displayed, SNR differences are seen to be relatively weak. This
practice protects our u, v, w estimates from shear related systematic errors
and only horizontal wind inhomogeneities may impact the results to introduce




























































































































































































































































































































































































































Figure 4.4: The echo power difference maps of east, west, and south
channels with respect to vertical channel on 16 April 2015, before the
height correction is applied.
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Figure 4.5: The echo power difference maps of east, west, and south




CLASSIFICATION OF MAINLOBE AND
SIDELOBE MST RADAR RETURNS
In the previous chapter we have seen that Jicamarca MST wind estimation
hinges on correctly identifying the radial Doppler velocity Vb derived from
each of the four main antenna beams, b ∈ E,W, S, V , utilized in the obser-
vations. This identification occasionally fails when the measured Doppler
spectra are double peaked, and the peak associated with the main beam or
mainlobe is weaker than the peak associated with the sidelobe. This can
happen, for example, when larger zenith angle sidelobes receive echoes from
a stronger turbulent region at a given radar range compared to a smaller
zenith angle mainlobe at the same radar range—a common occurrence at
heights near the vicinity of the tops of narrow scattering layers frequently
encountered in the mesosphere. Figure 5.1 shows the full counts of single-
and double-peaked spectra detected in all range gates and all four beams of
an MST experiment conducted at Jicamarca on 16 April 2015, over the en-
tire observation interval. According to this figure, in close to one half of the
observations at some ranges in E and W beams, there will be some chance of
confusing the fitted Doppler shifts of the antenna sidelobes with the antenna
mainlobe Doppler shift and thereby contaminating the final u, v, w estimates
derived from the observations.
We will next describe our newly developed strategy to address this dif-
ficulty in MST wind analysis. The “trick” is to sort out and identify the
mainbeam Doppler velocity shifts within the full set of mean Doppler shift
results obtained from our fits. We use a global strategy where collections of
all the fitted Doppler shifts of single- and double-peaked spectral models over
all range gates are inspected jointly and partitioned into two or more sets
based on clustering principles. One of these clusters is then identified with
the main beam and utilized as described in the previous section in vector
wind velocity estimation.
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Figure 5.1: Counts of single- (blue dots) and double-peaked (red dots)
spectral observations for each of the four radar beams/channels used during
the MST experiment on April 16, 2015.
5.1 Clustering and classification procedure
The major steps of our clustering strategy applied to each of the four antenna
beams (with mainlobe and sidelobe components) are as follows:
1. For each beam and range gate, produce a set of fitted Doppler velocity
Vi and observation time ti tuples (ti, Vi) spanning the duration of the
experiment (typically all daytime hours)—these sets will include two
different tuples for the same ti when the spectrum for time ti is double
peaked.
2. Process each tuple set to produce two (or more) distinct clusters, one
of which is to be identified as the mainbeam cluster in the next step.
3. For each beam, process all the tuple sets jointly for identifying the
mainbeam cluster of each range gate (starting from the lowest range
gate) using a procedure explained below.
32
Step 1 amounts to a straightforward sorting and labeling of the Doppler
velocity shift outputs with the fitting procedure described in the previous
chapter. An example of such a sorted Doppler velocity set for 75.0 km range
is shown in the top row of Figure 5.2 on both columns—each plot contains
either single or double Doppler velocity shift data Vi at a given time ti—a red
dot or a red/blue pair. Note that red and blue dots are not well separated
in the top panels; they frequently appear in a mixed fashion among close
neighbors.
Figure 5.2: Identical scatter plots shown in both columns of the first row
represent LOS velocities with respect to time before a clustering algorithm
is applied. Blue and red dots are the Doppler shifts of the spectral fits at a
given time with blue dots having more spectral power than red dots. The
second row shows an intermediate step for DBSCAN algorithm. The
algorithm clusters tuple points (ti, Vi) into multiple groups based on their
proximity (seven groups in this case). Finally, the third row illustrates the
reclustered Doppler shifts by kMeans algorithm (left) and DBSCAN algorithm
(right).
In step 2, clustering is performed on sets formed in step 1. Clustering
can be performed using a variety of techniques including the kMeans (e.g.,
[Lloyd , 1982]) and DBSCAN (e.g., [Ester et al., 1996]) algorithms provided by
the Python machine learning package sklearn (e.g., [Pedregosa et al., 2011]).
In kMeans, k initial clusters of Vi data are “reshuffled” until, at the end,
k clusters are left to be optimally congregated about their own mean Vi
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values. Consider the case of k = 2 clusters initially consisting of the red
and blue dots shown in the top row of Figure 5.2. Associated with these
clusters are the mean values Vred and Vblue. Transfer any Vi in the blue
cluster into the red cluster if Vi is found to be closer to Vred than to Vblue,
and, conversely, any Vi in the red cluster into the blue cluster if Vi is closer
to Vblue. Recalculate Vred and Vblue after all the required exchanges are done,
and repeat the process until there is no further need for transfers between
the clusters. We implemented kMeans using the
sklearn.cluster.kMeans(n_cluster=2).fit([V_i]) (5.1)
function call—this call can be made with an initial guess of the cluster means
in order to speed up the convergence of the algorithm [Arthur and Vassilvit-
skii , 2007]; otherwise, the k means are randomly initiated within sklearn.
DBSCAN algorithm, on the other hand, is called with user-specified parame-
ters of eps and min_neighbors for classification, which are distance threshold
and quantity threshold, respectively. The algorithm begins by searching a
“core tuple” (ti, Vi) that contains at least min_neighbors neighboring tuples
(tn, Vn), where
(tn − ti)2 + (Vn − Vi)2 ≤ eps2. (5.2)
In practice, the range of Vi,n is mapped from -11.11∼10.77 m/s to 0∼630 to
roughly match the range of the 1-minute indices, ti,n, so that the Euclidean
distance is similar in both time and Doppler velocity intervals.
Once found, all tuples that include the core tuple within its radius eps
will be classified as the same cluster as the core tuple. Multiple core tuples
can naturally exist in a single cluster formed this way. This process repeats
until all the core tuples are found along with their corresponding neighbor
tuples. At the end, DBSCAN returns a variable number of clusters identified
in this manner, as well as an additional “outlier cluster” consisting of all the
tuples having fewer neighbors within the eps radius than the min_neighbors.
We have used DBSCAN with varying input parameters on different days, for
instance on 16 April 2015, as
sklearn.cluster.DBSCAN(eps=25, min\_neighbors=20).fit([t_i, V_i]).
(5.3)
Sample results illustrating the use of kMeans and DBSCAN are shown in Figure
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5.2 on the left and right columns, respectively. We observed DBSCAN to be a
superior clustering algorithm for our purposes for several reasons: First, given
the complicated sidelobe structures of the MST antenna patterns, there is the
possibility of having several distinct clusters of Vi data instead of just two
clusters. Therefore, given the variable number of expected clusters—some
very minor or noise-like—k of kMeans is uncertain and so DBSCAN handles
this situation better by depending on the Euclidean distance between all
possible tuple pairs. Second, DBSCAN algorithm can find a cluster of any
shape (e.g., elongated in 2-D) as long as its tuples are within the eps radius
from the core tuples of the cluster, while kMeans is applicable only if the
clusters are separated by straight line borders on the (ti, Vi) plane, not a
universally valid happening.
Finally, step 3 of the procedure is to determine the correct cluster at each
range gate associated with the main radar beam by referring to the “previ-
ous” range gate. The average velocity Vavg of each cluster in a range gate
(there may be many such clusters when DBSCAN is used as opposed to kMeans)
is compared to the average velocity of the mainlobe cluster decided for the
previous range gate over the same set of ti’s as the current cluster, and the
cluster closest to the mainbeam cluster of the previous range gate is marked
as the mainlobe cluster. This closest distance is required to be less than a
user-defined clust_dist variable; if the closest distance exceeds clust_dist,
then the current cluster is marked as a sidelobe cluster and no mainbeam
cluster may be assigned for that range gate if all the clusters spanning differ-
ent ti’s end up being marked as sidelobe clusters. Also, the mainbeam cluster
of the previous range gate is required to be at least as large as noise_thresh
times the present cluster size over its own set of ti’s. Note that vector veloc-
ity estimation will only be possible at range gates with nonempty mainbeam
clusters on at least three of the four radar beam directions—avoiding fault-
y/biased wind estimation is more important than having some estimates at
all heights and times (which is not possible in the MST technique in any
case because of the layered nature of mesospheric scattering layers). This
algorithm works because the determination procedure starts from the low-
est range gates and, at the lowest range gates of each scattering layer, the
Doppler spectra are all single peaked and therefore belong to mainlobe sets
by default.
The clustering and sorting method based on DBSCAN is further illustrated
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in Figure 5.3. On the left column we note that default choices of the preferred
and secondary Doppler peaks are significantly mixed because of the sidelobe
corruption. However, after applying DBSCAN algorithm two distinct clusters
can be observed as shown in the right column.
Figure 5.3: Sequence of LOS velocity plots with respect to 1-minute time
index on 16 April 2015 before (left) and after DBSCAN (right). Blue mark
indicates preferred peak and red mark indicates secondary peak.
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CHAPTER 6
OBSERVATION OF THE MESOSPHERE
In previous chapters we have provided a detailed description of the newly
developed procedure for mesospheric vector wind velocity estimation to be
used with raw data sets of the Jicamarca MST mode (existing since 2005).
In this chapter, we will present some examples of wind velocity and power
maps—height-time-intensity plots where the vertical axis indicates heights
0.15m rather than ranges 0.15n km (as explained in Chapter 4)—illustrating
the improved new results and capabilities using our sorting method on the
MST data collected from 2005 to 2019.
6.1 Echo power maps
In Figure 6.1, we present a selection of signal-to-noise ratio S/N maps in
dB scale, computed for 16 April 2015 daytime observations for all four MST
beams—all the maps in the figure are dominated by an enhanced signal-to-
noise ratio feature corresponding to a turbulent layer centered at about 75
km height. The second and third column maps in the figure are based on the
mainbeam and sidelobe echo power components identified with the classifi-
cation method described in Chapter 5. The fourth column combines these
power components into a single map but with distinct and recognizable color
signatures to affirm that the combination is compatible with the unsorted
total power maps shown in the first column.
Channels 2 (south) and 3 (vertical) in the figure have very small levels of
sidelobe returns, while the strongest sidelobe returns seen in channel 0 (east)
appear at heights above the mainbeam returns because most of the sidelobes
in channel 0 have more oblique directions than the mainlobe. A cluster of
the oblique sidelobes centered at Θx = 0 and Θy = −0.1 in Figure 3.1 is
responsible for such sidelobe echoes. On the other hand, sidelobe echoes fail
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to appear at heights below the mainbeam returns, despite a strong sidelobe
beam with a smaller zenith angle (Θx = −0.007 and Θy = 0.048), because
E and N directions of the sidelobe and the mainlobe are very close to each
other (see Table 3.2), causing superposition of the Doppler peaks at approxi-
mately the same Doppler velocity. In channel 1 (west), mainlobe echoes and
relatively weaker sidelobe echoes coincide in height because the mainlobe di-
rection is more oblique than most of the sidelobe directions, including three
of the four major sidelobes which are listed in the aforementioned table. Also
in channel 1, sidelobe echoes do not appear at lower heights because U di-
rection difference between the main beam and the sidelobe beams is not as
significant as in channel 0, and the bottom layer turbulence is too weak to
be detected by the antenna.
More examples of S/N maps are found in Figure 6.2. The echo maps on
1 October 2014, 15 April 2015, and 17 April 2015 display behaviors similar
to the previous echo maps; strong sidelobe echoes appear at heights above
the mainbeam returns for channel 0, and relatively weaker sidelobe echoes
are present at the same height as the mainlobe echoes for channel 1. These
campaign days have similar behaviors because their antenna patterns are
identical to the ones on 16 April 2015. The echo maps on 15 March 2005
and 7 September 2006, on the other hand, have different behaviors where the
sidelobe echoes appear at heights above the mainlobe echoes for channels 0
and 3, while channels 1 and 2 display very small levels of sidelobe returns.
This is due to using different antenna patterns as shown in Figure 6.3. In
particular, clusters of the more oblique sidelobe beams, which are located
at Θx = −0.025 and Θy = −0.1 in channel 0 and at Θx = −0.025 and
Θy = −0.1 in channel 3, as well as the presence of weak sidelobe beams in
channels 1 and 2, cause these behaviors.
6.2 Windmaps
The top row of Figure 6.4 shows the eastward wind map—the u-map—
constructed for the same day as in Figure 6.1 before (left) and after (right)
applying the clustering/classification method. The windmap on the right
was obtained with the DBSCAN-based clustering method and is clearly much









































































































































































































































































































































































Figure 6.3: Radiation patterns of the Jicamarca radar on 5 March 2005
during MST-ISR campaign used for both transmitter and receiver.
Antenna patterns from 7 September 2006 are approximately the same as
the antenna patterns in the figure.
tinuity in wind velocity at the upper turbulent layer of the zonal windmap
was greatly reduced after applying the clustering algorithm. The second and
third rows in Figure 6.4 show the meridional (northward) and vertical (up-
ward) windmaps in a similar format, and it can be seen once more that the
maps on the right obtained after the application of clustering and classifica-
tion algorithm are much improved. Also note that the meridional windmap
indicates the presence of a very strong vertical shear within the scattering
layer, which is very typical since mesospheric scattering layers are frequently
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formed as a consequence of shear-driven turbulence.
Windmaps from other campaign days are shown in Figures 6.5–6.7, which
also exhibit evidence for substantial improvements in wind estimation after
the application of the DBSCAN-based classification, as well as wind sheared
flows in majority of the meridional windmaps. In addition, a short-period
oscillation is observed in all of the upward windmaps. This oscillation is
known to be caused by the high-frequency gravity waves disturbing the ver-
tical winds [Lehmacher et al., 2019]. A gradual increase in wind amplitude
with altitude is also illustrated in the figures. This phenomenon is linked to
the decrease in atmospheric pressure, which increases both the amplitude of
gravity waves and the wind speed.
Some windmaps, as shown in Figure 6.8, do not display the abnormal
wind velocity change, making the windmaps before and after the DBSCAN
clustering identical. It may be that, on these campaign days, the beam
broadening factor no longer dominates the turbulence factor (as described in
Section 2.4). A more likely possibility is that the direction of winds is mostly
parallel to the direction where the sidelobe gains are the weakest. Of 80
campaign days, 54 have windmaps without substantial sidelobe components
(see Table 3.1 for the comprehensive list).
A complete set of powermaps and windmaps from the entire MST mode
observation campaigns conducted since 2005 can be accessed from our remote
server (http://remote1.ece.illinois.edu/MST_ISR/uvw.py).
On this web page, results of each observation day can be accessed by
clicking on the corresponding windmap icon. While inside the display page,
tabs above the plot panels provide different displays of the data, including
Wind gg Map and Wind gg+ Map, which are windmaps before and after
the application of the DBSCAN algorithm, respectively—see Appendix B for
additional information about how to use the site. One of the features of the
site is a channel-selectable scatter-plot display of entire sets of Doppler shift
data for each campaign day similar to Figure 5.3. These scatter plots play
a crucial role in fine tuning the wind estimation method described in this
thesis.
In analyzing the MST data set (dating back to 2005), a fully automatized
machine implementation of the clustering and classification procedure out-
lined earlier in the thesis is difficult to achieve—there are significant day-to-
day variations in mesospheric scattering scenarios that necessitate, in prac-
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Figure 6.4: Eastward windmap (top), northward windmap (middle), and
upward windmap (bottom) before and after the DBSCAN clustering (eps=25,
min_neighbors=10, clust_dist=14, and noise_thresh=0.9 for east,
south, and vertical channel, and eps=10, min_neighbors=7,
clust_dist=12, and noise_thresh=0.9 for west channel) based on MST
data from 16 April 2015.
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Figure 6.5: Windmaps with the presence of sidelobe contamination, before
(left) and after (right) the DBSCAN clustering, shown for three campaign
days. Eastward, northward, and upward windmaps are illustrated in
row-wise order, respectively, for each campaign day. Part 1.
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Figure 6.6: Windmaps with the presence of sidelobe contamination, before
(left) and after (right) the DBSCAN clustering, shown for three campaign
days. Eastward, northward, and upward windmaps are illustrated in
row-wise order, respectively, for each campaign day. Part 2.
45
Figure 6.7: Windmaps with the presence of sidelobe contamination, before
(left) and after (right) the DBSCAN clustering, shown for three campaign
days. Eastward, northward, and upward windmaps are illustrated in
row-wise order, respectively, for each campaign day. Part 3.
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Figure 6.8: Windmaps without the presence of sidelobe contamination,
before (left) and after (right) the DBSCAN clustering, shown for three
campaign days. Eastward, northward, and upward windmaps are illustrated
in row-wise order, respectively, for each campaign day.
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tice, implementing a “user-supervised” or “human-in-the-loop” version of
what was described above. The first pass application of DBSCAN with a set
of reasonable input parameters is automatized. However, the resulting wind
maps—similar to Figure 6.4—are visually inspected to look for any residual
signatures of sidelobe-caused artifacts. If such artifacts are noticed, scatter
plots shown in MST_ISR/uvw.py site (such as Figure 5.3) are inspected to
understand the nature of clustering errors, and DBSCAN is rerun with differ-
ent input parameters until clustering and classification errors are eliminated.
This human-in-the-loop step is quick and efficient (up to about 30 min of
corrective action per observation day) and superior to both a fully man-
ual clustering approach that would be impossible in practice or attempts
to engineer a fully automatized approach to perfection (which has not been
attained).
6.3 Recalculated mainbeam vectors
Once the vector wind velocities are estimated with some accuracy over a suffi-
ciently long observation interval, it becomes possible to make highly accurate
“recalculations” of the direction cosines of the antenna mainlobes with the
Doppler velocity data that are sorted and range-to-height mapped (referred
to as Vb,m←n hereon) covering the entire interval. A recalculated mainlobe













































nonlinear, we use the Levenberg–Marquardt algorithm to minimize the cost
function. In practice, a root-finding module from from the Python package
scipy.optimize is implemented as
optimize.root(fun=C, x0=[0, 0], args=(v, V), method=‘lm’) (6.2)
where C is the cost function , v is the vector wind data, V is the Doppler
velocity data, and x0 is the initial guess of a beam vector, to obtain the
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recalculated mainlobe directions. Such calculations are useful to provide
“reality checks” for the overall inversion process we have developed.
Figure 6.9 shows the recalculated mainlobe beam directions (direction
cosines) for channels 0 and 1 on the contour plots of Figure 3.1. The dots
in the figure show the direction cosine calculation results obtained with the
mainbeam Doppler velocity set prior to (red) and after (blue) the clustering-
based mainbeam identification step using the data from 75.00 and 75.15 km
height gates and 07:01 to 11:03 LT time interval. Note that while u, v, w
wind estimates are made every minute using Vb,m←n data, the inversion for
direction cosines Θx and Θy is based on about 4 hr of beam Doppler data
and wind estimates.
To understand the meaning of this calculation and plot, consider what
would happen, in the inversion of the set of equations relating the beam
directions Θx and Θy and wind components u, v, w to line-of-sight Vb,m←n
data taken from a height with index m, if and when Vb,m←n data were erro-
neous as a consequence of imperfect mainlobe identification. With some of
Vb,m←n data coming from the main beams but the rest from sidelobe beams,
the inversion process would fail to provide the correct values of Θx and Θy
(indicated by × in the figure), as is the case with the red dots shown in the
figure computed using Vb,m←n sets prior to mainlobe identification. After
mainlobe identification, computed Θx and Θy values shown in blue are the
directions of the recalculated main beams, indicating a measure of quality of
our mainbeam identification procedure.
Two altitudes selected for this figure were close to the top of the scatter-
ing layer where observed spectra are frequently double peaked and sidelobe
peaks are at times stronger than the mainbeam peaks, making the mainlobe
identification procedure (described in this thesis) particularly important for
these altitudes. More examples of the recalculated mainlobe beam directions
using vector wind estimates and Vb,m←n from the turbulent layers are pre-
sented in Table 6.1 and Table 6.2. In all cases, directions of the recalculated
mainlobe beams after the DBSCAN clustering are closer to the ground-truth
mainlobe beams than the main beams before the DBSCAN clustering.
Finally, Figure 6.10 illustrates a larger set of results spanning 74.25 to
75.90 km altitudes (containing 11 height gates) and 06:00 to 19:59 LT on
16 April 2015, with red and blue markers once again indicating results prior




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 6.9: Beam pattern and computed mainlobe direction cosines of
channel 0 (left) and channel 1 (right) using data from 75.00 and 75.15 km
altitude and 07:01 to 11:03 LT on 16 April 2015; x marks the nominal
direction cosines, while red and blue dots mark the inversion results prior
to and after the DBSCAN-based sidelobe identification step.
including many cases of dual-peaked spectra but relatively small instances
of mainlobe/sidelobe ambiguities. Mainlobe directions are indicated by dots,
computed sidelobe direction by crosses, and vector wind estimates by arrows.
In both channels, the calculated mainlobe directions are correctly placed
(evidently the classification step is not so important as blue and red dots
overlap), while inversion with the “sidelobe data sets” provides locations
(indicated by crosses) near the zenith, displaced from the mainbeam loca-
tion in the direction of the computed wind vector, consistent with the beam
broadening mechanism combined with mesospheric aspect sensitive scatter-
ing favoring the zenith direction [Fukao et al., 1980].
It should be mentioned that a height mismatch between sidelobe Vb,m←n
and wind estimates can arise during the inversion because the range-to-height
mapping only accounts for the main beams (and there are too many sidelobe
directions for us to have “1-to-1” range-to-height mapping for the sidelobe
beams), making “sidelobe”-related inversions shown in the figure less im-
portant/meaningful than “mainlobe”-related reality checks already discussed
above.
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Figure 6.10: Beam patterns with computed mainlobe and sidelobe direction
cosines of channel 0 (left) and channel 1 (right) with the MST data from
heights 74.25 to 75.90 km and from time 06:00 to 19:59 LT on 16 April




DATA SUBMISSION TO MADRIGAL
Using the new wind estimate procedure discussed in this thesis, we submit our
improved wind data, S/N echo power data, spectral width data, LOS Doppler
velocity data, as well as their uncertainty data to the Madrigal database.
The Madrigal database contains records from various atmospheric science
experiments that are conducted globally, and anyone with interest can have
an access to the data. Currently, ten Madrigal servers are available, some
of which are located at Millstone Hill, USA; EISCAT, Norway; Jicamarca,
Peru; and Beijing, China. An official installation guide for the Madrigal
server can be accessed at http://cedar.openmadrigal.org/docs/name/
ad_install.html, and the Madrigal installation and experiment data sub-
mission specific to our group are explained in this chapter.
7.1 Madrigal installation
Installation of a Madrigal server is done by downloading Madrigal files, mod-
ifying configuration files, and finally executing an install command. The re-
quired system modules and Python modules will not be mentioned here as
they can vary significantly depending on pre-built modules of a server.
We use our newest remote server, remote1.ece.illinois.edu, which has
the Ubuntu 16.04.05 LTS operating system, to host the Madrigal server and
store the MST data from all campaign days. A root Madrigal directory of
our remote server, /raid2/madrigal, has an available space of over 35 TB,
and madrigal311.tar.gz from the official Madrigal site is extracted in this
directory.
Next, three configuration files from the madrigal311.tar.gz are edited.
The first configuration file, madrigal.cfg, is used to establish home directory






where 22 is a unique Madrigal server ID provided by Bill Rideout.1 The
second file, siteTab.txt, allows metadata of all Madrigal servers to be syn-
chronized with the list of information including our site ID, server name, and
server directories. We append
22,IllinoisECE,remote1.ece.illinois.edu,madrigal,madrigal,\
/madrigal/servlets,Erhan Kudeki,University of Illinois at\
Urbana-Champaign,306 N Wright St,,Urbana,IL,61820,\
USA,+1 217 265 0128,erhan@illinois.edu,3.0
to the end of the file. Finally, parameters of the third configuration file,
settings_production.py, are
• SECRET KEY: key generated from http://www.miniwebtool.com/
django-secret-key-generator/
• ALLOWED HOSTS: remote1.ece.illinois.edu
In addition, we create a local configuration file, madrigal.conf, to enable
the Madrigal server to be launched via Apache2 web server software. A
description of the file is provided in Appendix A. Once all these configuration
files are edited, the Apache2 software is restarted, and the Madrigal server
and its library are ready to be installed. The final step is to execute a
terminal command
sudo bash installMadrigal &> install.log &




7.2 MST data submission
This section describes formatting of the MST data for submission. The pro-
cedure is divided into three steps. First, all new variable names of the data
and types of experiments are appended to parmCodes.txt and typeTab.txt,
respectively. We have added new variables, Doppler spectral width and S/N
power at each mainbeam direction, by providing a unique integer ID, vari-
able description, unit, mnemonic, and additional parameters described in a
comment section at the beginning of the parmCodes.txt file. An example of
our new variable input is
5100,Doppler spectral width of beam tilted to east,m/s,SLOSD_E,\
%12.5e,14,14,0,0
In typeTab.txt, a new experiment type is declared by providing a unique
integer ID and experiment title. Therefore our experiment is declared as
19000,MST winds
In the second step, our MST data are first converted into a basic HDF5
binaray data format using generate_madrigal_winds.py (provided in Ap-
pendix A), and hdf5_reader.py (also provided in Appendix A) is used to
convert the HDF5 data into Madrigal format. The latter code should be
modified so that our Python variable names are mapped to newly declared
variable names in parmCodes.txt as well as providing the experiment title
as specified in typeTab.txt.
The final step is to upload our formatted data file (e.g., jro20150108_06005
2.hdf5) to the Madrigal database by registering with a command
sudo bin/createExpWithFile.py --madFilename=/raid/home/klee137/\
schain/madrigal/jro20150108_060052.hdf5 --expTitle="MST winds" \
--permission=0 --fileDesc="final" --PI="Erhan Kudeki"
inside the root directory and exporting it through a command
sudo bin/updateMaster
The uploaded data files can be accessed by clicking “list experiments” under
“Access data” tab in the Madrigal server webpage and searching for our





We have presented the state of the art reached in mesospheric wind velocity
estimation at the Jicamarca Radio Observatory. This most advanced MST
wind estimation method for Jicamarca makes use of a quad-beam radar con-
figuration using the full transmission power capacity of the system while
maintaining a 150 m range resolution. Doppler spectral estimates are ob-
tained with the quad-beam data, and mesospheric winds are are subsequently
estimated from the combination of mainbeam directions and Doppler shift
velocities.
During the Doppler spectral estimation, the measured Doppler spectra
are least squares fitted to a model consisting of a single or dual generalized
Gaussians to obtain a Doppler shift velocity for each peak, and a new sorting
method has been implemented to identify a mainlobe Doppler shift velocity
in an ambiguous case. With our sorting method, vector wind estimates no
longer contain abnormal wind velocities at the upper edge of turbulence
layers, and our “reality checks” using a recalculated mainlobe beam verify
that the selected Doppler velocities from our method belong to the mainlobe
data.
The developed procedure has been applied to MST mode of Jicamarca ob-
servations conducted since 2005. Examples of results obtained in campaigns
from 2005 to 2019 have been presented in this thesis. Finally, vector wind es-
timates obtained in JRO MST campaigns since 2005 have been made public
in the Madrigal database.
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from glob import glob1














’dLOS_ch2’, ’dLOS_ch3’), 2), # 2D data
(’utctime’, ’acqUTCtime’, 0), # scalar data
(’utctimeInit’, ’acqUTCtime’, 0), # scalar data
(’heightList’, ’hts’, -1), # metadata
]
yearlist = sorted(glob1(lospath, "*"))
for year_ in yearlist:
print(year_)
year = raw_input(’Which year? (yyyy): ’)
dates = [s[:10] for s in sorted(glob1(windpath, year+’*.hdf5’))]
for date in dates:
print(date)

















































’kinst’: 10, # Jicamarca
’kindat’: 19000, # MST winds
’catalog’: {
’principleInvestigator’: ’Erhan Kudeki’,







## Write Madrigal File















import numpy as np
import h5py




yearlist = sorted(glob1(lospath, "*"))
for year_ in yearlist:
print(year_)
year = raw_input(’Which year? (yyyy): ’)
mappath = lospath + year + ’/Maps/’
windfiles = sorted(glob1(mappath, "windmap2_*"))
for windfile in windfiles:
print(windfile)
print(’all’)
windfile = raw_input(’Which file?: ’)
if windfile != ’all’:
windfiles = [windfile]
for windfile in windfiles:
f = np.load(mappath+windfile)
# eastward windmaps with time-by-height dimensions
U = f[’U’]
# northward windmaps with time-by-height dimensions
V = f[’V’]
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# upward windmaps with time-by-height dimensions
W = f[’W’]
dU = f[’dU’] # eastward wind error maps with
# time-by-height dimensions
dV = f[’dV’] # northward wind error maps with
# time-by-height dimensions
dW = f[’dW’] # upward wind error maps with
# time-by-height dimensions
# 1-dimension Doppler velocity interval in units m/s
vel_arr = f[’vel_arr’]
# preferred GG parameters, V, S, A, p,
#with time x channel x height x
# number of parameters dimensions
new_lsq1 = f[’new_lsq1’]
# Doppler spectral width with
# time x channel x height dimensions
spWidth = f[’spWidth’]
# S/N power maps with
# time x channel x height dimensions
snrdB_map = f[’snrdB_map’]
hts = f[’hts’] # 1-dimension height interval in units km
# 1-dimension time interval in units sec
acqUTCtime = f[’acqUTCtime’]
# uncertainties of parameters from
# new_lsq1 with time x channel x height x




f = h5py.File(date+".hdf5", "w")
f.create_dataset("total_snrdB_ch0", data=snrdB_map[:, 0, :],
compression=’gzip’)
f.create_dataset("total_snrdB_ch1", data=snrdB_map[:, 1, :],
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compression=’gzip’)
f.create_dataset("total_snrdB_ch2", data=snrdB_map[:, 2, :],
compression=’gzip’)








f.create_dataset(’spWidth_ch0’, data=spWidth[:, 0, :],
compression=’gzip’)
f.create_dataset(’spWidth_ch1’, data=spWidth[:, 1, :],
compression=’gzip’)
f.create_dataset(’spWidth_ch2’, data=spWidth[:, 2, :],
compression=’gzip’)







































if __name__ == "__main__":
main()
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APPENDIX B MST-ISR WEBSITE USAGE
GUIDE
The MST-ISR website displays a wide range of data, some of which are not
included in the Madrigal server: power spectra, full GG fitting parameters
of power spectra, echo SNR maps, Doppler LOS maps, Doppler spectral
width maps, wind vector maps, and wind error maps. Multiple processing
algorithms are used to generate the Doppler LOS maps and windmaps for
comparison. In addition, the website uses an interface that can interact with
the data plots, such as zooming and shifting in axes through a Bokeh library.
Users can access the interactive plots by selecting a campaign date.
The interactive plots are divided into two parts: a left panel shows the
data maps in time and height, while a right panel displays the power spectra
at a given time and height point from the data maps selected by a user.
There are eight different types of maps for the data maps and three different
fitting algorithms for the power spectra.
The types of the data maps on the left panel are:
• SNR Map: This echo SNR map displays the echo SNRs. Higher echo
returns indicate more turbulence.
• LOS Map: This Doppler LOS map shows the Doppler LOS velocities
from winds. The positive sign indicates that winds are moving away
from the radar. An older version of fitting GG algorithm is used to
estimate the Doppler shifts of the spectra.
• LOS gg Map: This Doppler LOS map illustrates the Doppler LOS
velocities, which are derived by the most recent fitting GG algorithm
described in this thesis.
• LOS gg SpcWidth Map: This spectral width map consists of the second
moment of the power spectra. This map can be used for an error
estimate for the LOS velocities.
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• Jen’s Wind Map: This windmap is derived using Smith’s fitting algo-
rithm [Smith, 2014]. Some of the windmaps contain high density of
sidelobe contamination.
• Wind gg Map: This windmap is derived using the most recent GG
fitting algorithm described in this thesis.
• Wind gg+ Map: This windmap is made of winds fitted with the most
recent GG algorithm, and the clustering algorithm is applied.
• Wind gg Error Map: This windmap contains wind errors that are prop-
agated from fitting uncertainties.
Next, the types of the fitting algorithms are:
• jen fit: This GG fitting algorithm is created by Jen Smith and described
in her thesis.
• gg fit: This GG fitting algorithm is described in this thesis in Chapter
4.
• gg test fit: This GG fitting algorithm is a test version, which can be
easily modified by the Edit files button.
All three types of the fitting algorithms can be switched on and off to
see how the fitting algorithms approximate the power spectra on the right
panel. These tools are a valuable set to improve the accuracy of the fitting
algorithm.
Some of the other gadgets include tools next to the interactive plots, which
consist of pan, zoom, resize, wheel zoom, and reset. In addition, the bottom
of the left panel has limit sliders to change the data range. Finally, the
“Cluster Plot” drop menu shows how the DBSCAN was applied for each
height, which is a valuable asset in improving the clustering parameter.
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