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Na última década, o interesse por potenciais de campo local corticais foi renovado. Estes são po-
tenciais elétricos adquiridos de dentro do córtex, geralmente com eletrodos linearmente espaçados
inseridos perpendicularmente à superfície do córtex. A ferramenta padrão para a análise de po-
tenciais de campo local de múltiplos eletrodos tem sido análise por densidade de fonte de corrente.
Esta permite estimar a corrente por unidade de volume fluindo para dentro (fonte) ou para fora
(sumidouro) do espaço extracelular ao redor de um eletrodo. A análise por densidade de fonte de
corrente permite estudar conectividade de populações de diferentes camadas do córtex pelo posi-
cionamento das fontes e dos sumidouros de corrente. Neste trabalho, várias técnicas de separação
cega de fonte são aplicadas à potenciais evocados adquiridos do córtex somatosensorial de um rato
para explicitar associações entre fontes e sumidouros de corrente. As técnicas utilizadas foram
análise de componentes principais, análise de componentes independentes, análise de componentes
independentes espaço-temporal, análise de componentes independentes triplo-N para misturas con-
volutivas, e análise de fatores paralelos. Para utilizar com sucesso análise de fatores paralelos com
estes dados, uma solução alternativa teve de ser proposta que consiste em aproximar as fases das
componentes tridimensionais do tensor de eletrodos por tempo por frequência a serem iguais às do
tensor original. Isto permite reconstruir sinais no tempo a partir das componentes e ainda utilizar
restrição de não negatividade.
Palavras chave: Córtex Somatossensorial; Potenciais de Campo Local; Análise por Densidade
de Fonte de Corrente; Separação Cega de Fontes.
ABSTRACT
In the past decade, the interest on cortical Local Field Potentials (LFPs) has been renewed. These
are electric potentials recorded from inside the cortex, generally with linearly spaced electrodes
inserted perpendicularly to the cortical surface. The standard tool for the analysis of multielectrode
Local Field Potentials has been the Current Source Density (CSD) analysis. This allows to estimate
the current per unit volume flowing in (source) or out (sink) the extracellular space around an
electrode. The CSD analysis allows to study connectivity of populations from different layers of
the cortex by the positioning of the current sources and sinks. In this work several Blind Signal
Separation techniques are applied to Evoked Potentials (EP) recorded from the somatosensory
cortex of a rat to elicit associations between the current sources and sinks. The techniques used were
Principal Component Analysis (PCA), Independent Component Analysis (ICA), Spatiotemporal
ICA (stICA), Triple-N ICA for Convolutive Mixtures (TRINICON) and Parallel Factor Analysis
(PARAFAC). To successfully use PARAFAC with this data, a workaround had to be proposed
that consists of approximating the phases of the three-way components of the array of electrodes
by time by frequency to be equal to the phases of the original array. This allows to reconstruct
time signals from each components and still use nonnegativity constraints.
Keywords: Somatosensory Cortex; Local Field Potentials; Current Source Density Analysis;
Blind Source Separation
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Animal experiments have been of great importance for neuroscience. They allow to study the
functioning of the brain from much closer than noninvasive methods. To date, it is the best way
for studying brain connectivity, how does the numerous neurons in the brain connect to each other
to perform complex functions. One of the methods used by the neuroscientists to study the brain
are Local Field Potential (LFP) recordings, i.e. electric potentials recorded from the extracellular
space of brain tissue. These are particularly suited for bridging the gap between noninvase and
single cell measurements [1]. Directly or indirectly, there is always the hope that such experiments
can greatly assist in the treatment of human brain diseases.
The first studies using LFP recordings date back to the 1940s [2][3][4], and used no or little signal
processing. The two most traditional ways of analyzing the LFP are by means of decomposition in
the frequency domain or by Current Source Density (CSD) analysis. CSD analysis was introduced
in 1952 by Pitts [5] and was made particularly popular by the works of Nicholson and Freeman
[6][7]. Today, CSD analysis is still used as it is in many studies of LFP recordings, for example in
[8]. However there is already an acknowledgment by a few authors that the use of Blind Source
Separation (BSS) techniques to separate multichannel LFPs or derived CSDs into informative
components can greatly assist in the analysis of LFPs.
Several attempts have been made in [9][10][11][12] to separate the contributions of individual
neuronal populations by applying Principal Component Analysis (PCA) to CSD waveforms [1].
The constraints assumed by PCA on the obtained components are considered artificial constraints
added only for identifiability of the decomposition, and not because of physiological considerations
[1][13], requiring posterior rotation of the data to improve physiological interpretation [9]. Inde-
pendent Component Analysis (ICA), in its turn, has been applied to LFP waveforms in [14][15],
although not for the analysis of evoked potentials. Their success in using ICA may be due to the
nature of the data analyzed, i.e. spontaneous activity rather than evoked potentials, for which the
signals from the different sources of signal may probably be considered statistically independent.
In [16] and [17], spatiotemporal ICA was used after CSD analysis to analyze evoked potentials of
experimental and simulated data. At the end of their studies, it was concluded that CSD analysis
followed by spatiotemporal ICA gave physiologically meaningful results.
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A very common object of study by neuroscientists is the rat somatosensory cortex. This work
analyzes data from this part of the rat brain. The technology available today allows in vivo voltage
recordings at tens or hundreds of contacts across cortex laminae [18][19]. Such recordings can be
used to verify which cortex layers are activated by different stimuli. In this work we reinforce that
BSS techniques can greatly assist in the analysis of the signals obtained. It helps identify which
layers are part of the same activation group for a given stimulus and which are not. To be best
of our knowledge, no BSS schemes have been applied to signals of this specific part of the rat
somatosensory cortex.
In this work, we propose the analysis of the somatosensory cortex signals of a rat applying
BSS schemes. Among the techniques used, two have not been used before in the processing of
cortical LFPs and present results consistent with stICA. One of them is an adaptation of Parallel
Factor Analysis (PARAFAC) proposed in this work specifically for this problem. PARAFAC
is a multi-way analysis technique known to have many advantages over conventional two-way
decompositions [20][13][21][22]. For example, it is unique under very mild conditions without the
need of additional constraints [20][22]. However, the approach generally used to analyze scalp
electroencephalographic signals, which consists of obtaining a third dimension besides electrodes
and time by means of Time-Frequency Analysis (TFA), taking only the magnitudes in the time-
frequency representations and using PARAFAC with nonnegativity contraints to increase physical
significance, is not sufficient in this case because time signals must be recovered from their time
frequency representations. We show that complex valued PARAFAC is not an option because it
is not able to decompose the LFPs into meaningful components, as attested by their CSDs. We
therefore propose a different approach which consists of first using PARAFAC as it is normally
used in the analysis of electroencephalographic signals, then use the phases of the original array
to reconstruct the time signals.
The other technique used in this work not previously applied to cortical LFP recordings is
Triple-N ICA for Convolutive Mixtures (TRINICON). There are indications that, although the
mixing of the signals in the brain is certainly instantaneous, the convolutive mixing model can be
useful to model the brain activity itself [23]. TRINICON is method for blind separation of convo-
lutive mixtures proposed in [24]. It exploits the nonwhiteness, nonstationarity and nongaussianity
of the source signals, each usually exploited alone by other algorithms. To date, it has mostly been
used for the analysis of audio signals.
Even though the Electroencephagram (EEG) use a different sensor array type, it shares the
same origin, signal processing concepts and techniques as LFPs. Therefore, in Chapter 2, an
overal description of Electroencephagraphy is made. Chapter 3 starts by reviewing the most classic
BSS techniques, PCA and ICA, then moves to more specific techniques, stICA and TRINICON.
Chapter 4 is dedicated to the dataset, it starts with some biological considerations, then moves to
the modeling of the dataset, then to the description of the methods used to separate the data and





Even though the Electroencephagram (EEG) use a different type of sensor array, and is recorded
from a different perspective, it shares the same origin and signal processing as LFPs. Furthermore,
the literature on EEG is far more vast, so a discussion on this topic can greatly improve the
understanding of LFPs. For these reasons, the next sections are dedicated to the EEG.
2.2 Measurement
In clinical practice, electrodes are typically placed on the scalp using the 10-20 system, re-
comended by the International Federation of Clinical Neurophysiology [25][26]. It receives this
name because the distances between adjacent electrodes are either 10% or 20% of the total front-
back or right-left distance of the skull [27]. Higher electrodes densities are needed specially in
research. The 10-20 system was extended in 1991 to the 10-10 system by the American Electroen-
cephalographic Society [28]. In 2001 it was proposed another extension, called the 10-5 system
[29]. The 10-20 system comprises 21 electrode, the 10-10 system comprises 74 electrodes, and the
10-5 system comprises 345 electrodes, but these are not the only electrode arrangements used to-
day. Electrode cap manufacturers, for example, produce caps with various electrode arrangements.
Figure 2.1 shows the the electrode positions and labels in the 10-20, 10-10 and 10-5 systems. Since
the conductivity of the air is almost zero, EEG acquisition systems almost always require elec-
troconductive gel, paste, or salt-water-soaked sponges between the skin and the EEG electrodes
[30].
The difference between two electrode potentials is called a channel and is realized by a differ-
ential amplifier. The voltage of the person with respect to the amplifier’s common is called the
common mode voltage, and can be transformed by the amplifier into an interfering differential
signal. Therefore it is desirable to attach a third electrode to the person to minimize the com-
mon mode voltage [31]. This electrode is commonly called the "ground", but in current designs
it is actually isolated from the earth ground [32][33]. This electrode is best placed near the other
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Figure 2.1: Electrodes positions and labels in the 10-5, 10-10 and 10-20 systems. Black circles
indicate positions in the original 10-20 system, gray circles indicate positions introduced in the
10-10 system, and dots and open circles in the 10-5 system. Adapted from [29].
recording sites _ a mid-forehead placement is common [34]. An EEG recording system is composed
of several differential amplifiers with the same third electrode. The connection of two electrodes
to the inputs of an amplifier is called a derivation. A group of derivations is called a montage
[35]. There are two types of montages: bipolar, when the electrodes are connected in a chain like
fashion, with the reference electrode of one channel being the non reference electrode of another
channel; and referential, when all channels have the same reference electrode, or the same reference
of technical nature (like in the form of an average) [36]. Any montage can be obtained from any
other montage, as long as all electrodes have been referred to each other in the original record-
ing. Because of this, digital EEG systems store the signals in a referential montage containing all
electrodes [35]. A great diversity of montages exists among different EEG laboratories [37]. Some
standard bipolar and referential montages are proposed by the American Clinical Neurophysiology
Society [38]. Figure 2.2 shows an example of bipolar montage: the longitudinal bipolar montage,
4
Figure 2.2: Longitudinal Bipolar montage or "Double banana". LB-18.1, LB-18.2 and LB-18.3 are
just alternative orderings of the same channels. Adapted from [37] and [38].
or "double banana".
Ideally, the reference of the referential montage should be electrophisiologically silent. In prac-
tice though, any cephalic or noncephalic site will contribute to the measurements, either with
EEG activity or a higher incidence of electrocardiographic (EKG) and electromyographic (EMG)
activity. In many conventional EEG studies, a contralateral or (less frequently) unilateral earlobe
or mastoid reference is employed. Linked ears or linked mastoids (practices that involve linking
electrodes placed on the earlobes or mastoids) are used specially in quantitative EEG studies [34].
Another options used by some investigators are the average reference and laplacian montages. In
the first case, the average of all or most electrodes is taken as reference. In the second case, each
electrode is referred to the average of the four closest neighbors, which is equivalent to approximat-
ing the negative laplacian divided by four [39]. It can be shown that the laplacian is proportional
to the current density at that point, and can therefore be used to localize the underlying sources
of the EEG [40].
The advantage of the bipolar montages over the referential montages is mainly in the clinical
interpretation of the EEG, due to the property of phase reversal: when the same wave appears
mirrored in two neighbor channels, it was formed near the common electrode. However, the
potential difference between two neighbor electrodes is often very small, which is a disadvantage
with respect to the referential montages. In practice, both referential and bipolar montages are
used in the clinical interpretation of the EEG [36]. From a signal processing point of view, the
average reference can be seen as centering across the electrodes mode [41], while the laplacian and
bipolar montages act as spatial filters [34][35].
The EEG, in the most common sense, is the electrical activity of the brain recorded from the
scalp. However, the EEG (meaning the summed electrical activities of populations of neurons) may
also be measured at a short distance of the sources, in which case it is called Local EEG or Local
Field Potentials (LFP), or from the cortical surface, in which case it is called Intracranial EEG or
Electrocorticogram (ECoG) [42]. LFPs may be recorded using silicon probes with geometrically
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Figure 2.3: Typical neuron: pyramidal cell of the cerebral cortex. Notice the triangular shaped
soma of this cell, from which it receives its name. The dendrites of this neuron are divided in one
apical dendrite and several basal dendrites. They have membrane specializations called dendritic
spines, where most of the synapses take place. Adapted from [45].
arranged electrode contacts [43]. ECoG, in its turn, requires an electrode grid to be surgically
implanted on the surface of the cortex. Most of the considerations above still apply for LFP and
ECoG, considering that all electrode locations are now determined by the specific measurement
device: the silicon probe for the LFP and the electrode grid for the ECoG.
2.3 Origin
The following phrase summarizes the origin of the EEG: "EEG reflects mainly the summation
of excitatory and inhibitory postsynaptic potentials at the dendrites of ensembles of neurons with
parallel geometric orientation" [30]. In this section, this phrase will be dissected.
Figure 2.3 shows a typical neuron. The neuronal cell body, or soma, presents a great number
of ramified projections, the dendrites, from which it receives information from other neurons. The
large number of dendrites increase the number of possible afferent information received. There is
another longer and thinner extension of the soma, the axon, with few branches in its trajectory
and many in its final portion, the telodendron. Each neuron has a single axon, through which it
sends efferent information to other neurons. To make many contacts with the dendrites of other
cells, the telodendron has many branches [44].
The space between membranes in the contact site between two neurons, the synapse, is called
the synaptic cleft. The axon terminal is the presynaptic element, and the dendrite is the postsynap-
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Figure 2.4: To the left, an excitatory synapse creates a current sink at the level of the apical
dendrite of a pyramidal cell, which is compensated by distributed current sources along the soma-
dendric membrane. To the right, an inhibitory synapse creates a current source at the level of the
soma of a pyramidal cell, which is compensated by distributed current sinks along the soma-dendric
membrane. At a current sink, the extracellular potential becomes more negative, since positive
ions are entering the cell. At a current source, the extracellular potential becomes more positive,
since positive ions are leaving (or negative ions are entering) the cell. Adapted from [42].
tic element. When chemical substances sent from the presynaptic element, the neurotransmitters,
arrive at the postsynaptic element, changes take place in the membrane potential (the intracellular
potential with respect to the extracellular potential), at the location of the postsynaptic terminal.
These changes are called postsynaptic potentials and they are caused by the interactions between
neurotransmitter, receptors, intracellular second messengers, and ionic channels. Generally speak-
ing, in the Excitatory PostSynaptic Potentials (EPSPs) there are transmembrane currents carried
by positive ions inwards (e.g. Na+). In the case of Inhibitory PostSynaptic Potentials (IPSPs),
they are carried by negative ions inwards (e.g. Cl−) or positive ions outwards (e.g. K+). Thus,
the positive electric current is directed to the inside in the case of an EPSP and to the outside in
the case of an IPSP [42].
Since there is no accumulation of charge anywhere in the medium, the transmembrane currents
that flow in or out of the neuron at the active synaptic sites are compensated by currents that flow
in the opposite direction elsewhere along the neuronal membrane. Consequently, in the case of an
EPSP, an active sink is generated in the extracellular medium at the level of the synapse, whereas
distributed passive sources appear along the soma-dendritic membrane. In the case of an IPSP
an active source occurs at the level of the synapse, whereas distributed passive sinks are formed
along the soma-dendritic membrane (Figure 2.4) [42]. In the microscopic level, the electric field
associated with these current sources and sinks is quite complicated, but from a distant recording
electrode, the distance between the centers of mass of current sources and sinks is small compared
to the recording distance, and the field can be approximated by a dipole field [46].
However, the electric field generated by a single neuron cannot be measured from a distant
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Figure 2.5: Neuronal sources of the EEG: pyramidal neurons of the cortex. The parallel arrange-
ment of these neurons permit their synchronous activity to "add up" and be recorded by an EEG
eletrode. Adapted from [49].
electrode. It is necessary that a group of neurons be active at the same time and in the same
way in order to generate sufficient voltage to be recorded by the electrode [47]. "At the same
time" has to do with synchrony. "In the same way" has to do with geometry. Lorence De Nó
[48] identified basically two types of ensemble geometry: closed field and open field. In the closed
field geometry, the neurons are arranged radially, either with the cell bodies in the periphery and
the dendrites oriented inwards, or with the cell bodies in the center and the dendrites oriented
outwards. In the open field geometry, the neurons are aligned parallel to each other, with the cell
bodies concentrated in one part and the dendrites concentrated in other part. In the first case
current flows entirely within the ensemble with the result that all points outside remain at zero
potential, while in the second case the arrangement of current sources and sinks permit the spread
of current in the volume of the brain [48].
The neurons that mainly contribute to the EEG are those that form open fields, i.e. the
pyramidal neurons of the cortex, since they are arranged in palisades with the apical dendrites
aligned perpendicularly to the cortical surface (Figure 2.5) [42]. The fact that the cortex is folded
implies that some populations of neurons have apical dendrites that are perpendicular to the
overlying skull, whereas others are parallel to the skull. Those that are perpendicular to the skull
contribute more to the EEG, while those that are parallel are unlikely to be measured because
populations in opposing sides of a sulcus produce electric fields that are likely to cancel each other
[30].
The problem of estimating the neural sources given a distribution of scalp potentials is called
the inverse problem. It is an ill-posed problem because there are an infinite number of source
configurations that can give the same scalp potentials [42]. In this context, the concept of equivalent
8
Figure 2.6: General cortical fold. To the left, equivalent dipoles for small cortical segments. To the
right, a single tangential dipole for all segments in one side of a sulcus, and a single radial dipole
for all segments in a ridge. A single equivalent dipole could be used even for the hole brain [42].
Adapted from [46].
dipole is useful (Figure 2.6). They are called this way because their fields give an equivalent
description of the compound activity of all neuronal elements in their vicinity [46]. The simplest
source model assumes that the scalp distribution is best represented by a single equivalent dipole
current source. This choice has been shown to be useful in certain situations [42].
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Chapter 3
Review of Blind Signal Separation
(BSS) techniques
3.1 Principal Component Analysis (PCA)
Suppose X is an I x J matrix containing scores of I subjects on J tests (or I observations
described by J variables, or I time samples of J different measurement types, and so on). It is
required that the grades are given such that above average scores are positive and below average
scores are negative. Each row of X is a vector that lies in a J-dimensional vector space. The
purpose of PCA is to find a new set of F orthonormal basis vectors, F < J , that span a subspace
of the original space and optimally summarizes the information contained in X [50].
First suppose F = J . The problem can be described as a change of basis. The J x J matrix
B has the new orthonormal basis vectors in its columns such that
AT = BTXT. (3.1)
Each row of the I x J matrix A contains the dot products (i.e. projections) of a specific row
of X on the columns of B. Therefore, the rows of A contain the vectors expressed in the new
orthonormal basis. Equation (3.1) can be rewritten as
X = ABT, (3.2)
since B is an orthogonal matrix, and therefore B−1 = BT.
The initial goal is to rotate the original basis to minimize redundancy, measured by the co-
variances between tests, and to maximize the signals, measured by the variances of the tests [51].
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The variances can be seen in the main diagonal and the covariances can be seen in the off diagonal
entries. A diagonal matrix has nonzero elements only in its main diagonal, and zero elements in
its off diagonal entries. Thus by diagonalizing the covariance matrix we are effectively eliminating













B = BTCXB. (3.4)
From the Spectral Theorem [52], for CA to be diagonal, B must contain the orthonormal eigen-
vectors of CX, the eigenvalues of CX being the variances in the main diagonal of CA. Therefore,
B can be obtained directly from the covariance matrix of X, with the orthonormal eigenvectors
ordered according to the size of their eigenvalues, by applying Eigenvalue Decomposition (EVD)
to CX = QΛQT, with Λ diagonal and Q orthogonal, and making B = Q. Then, A could be
obtained by Equation (3.1). An alternative approach with the same result would be to apply
Singular Value Decomposition (SVD) to X = UΣVT, with Σ diagonal and U and V orthogonal,
and obtain directly A = UΣ and B = V, since CX = XTX/I = VΣTΣVT/I = V(ΣTΣ/I)VT,
where ΣTΣ/I is diagonal.
If only the first F orthonormal eigenvectors are selected, the F -dimensional subspace that
optimally summarizes the information contained in X is selected. Matrix B is J x F . Matrix A
is I x F (from Equation (3.1)). The matrix A is called the matrix of factors scores (like if PCA
had derived new tests, called factors, that are mixtures of the original tests, and the rows of A
contained the scores of each subject in these new tests). The matrix B is called the loading matrix
(as if each column of B carried the weights used to compute a new test from the original tests)
[53].
With only F components ABT reconstruct X just approximately. Each row of X is a linear
combination of the columns of B, but with just F components, X cannot be reconstructed com-
pletely. Other way to see it is that ABT reconstructs projections of the original vectors in the
subspace spanned by the columns of B.
If each element of X had been divided by
√
I, the analysis would be referred to as a covariance
PCA, because in this case the matrix XTX would be the covariance matrix. If also each column
had been normalized, i.e. divided by its variance, the analysis would be referred to correlation
PCA, because the matrix XTX would be a matrix of correlation coeficients [53].
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3.2 PCA-based algorithms for Independent Component Analysis
(ICA)
In this section, only PCA-based ICA algorithms will be considered. A slight change in the
PCA solution from the previous section makes possible to separate statistically independent tests.
First, consider the solution of PCA using SVD
X = UΣVT = ABT. (3.5)




















had been transferred to the corresponding basis vector by multiplying each eigenvector in the
columns of V by the square root of the corresponding eigenvalue (Equation (3.7)). Now each basis
vector have become comparable with the variance in that direction.
For now suppose, without loss of generality, that the number of tests is J = 2. Figure 3.1, top
right, shows a scatter plot of some example matrix X. The x-axis is the first test, the y-axis is the
second test, and each point correspond to a subject. What PCA finds are the orthogonal directions
such that the first has the highest variance, then the second has the highest variance, and so on,
since by diagonalizing the covariance matrix we are maximizing the variances while minimizing the
covariances. Figure 3.1, bottom left, shows a scatter plot of matrix A as defined in this section.
The data has first been rotated then unstretched, which are the effects of the orthogonal matrix
VT and the diagonal matrix Σ/
√
I, respectively, when applied to the rows of X,




The data in matrix A is whitened in the sense that it now contains unit variance in all directions,
as expressed in Equation (3.8) and as can be seen in Figure 3.1, bottom left.
PCA could be seen as trying to separate independent factors from the data and it would do
that by trying to eliminate the covariance between every pair of factors, but it is well known that
uncorrelation is a necessary but not sufficient condition for statistical independence. The factors
in Figure 3.1, bottom left, are uncorrelated since, if the score of one factor increases, there is no
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Figure 3.1: Ilustration of Independent Component Analysis (ICA) and Principal Component Anal-
ysis (PCA). Adapted from [54].
tendency for the score of the other factor to increase or decrease. However, Figure 3.1, bottom
left, does not look like containing two independent factors. If the score of one factor increases,
the score of the other factor increases for a group of subjects and decreases for another group of
subjects. This is not perceived by the covariance between the two factors. Figure 3.1, top left,
looks like containing two independent factors.
It can be seen that PCA was able to find the independent factors up to a rotation. This property
of PCA is called rotational invariance [55]. B and A could be both rotated by any orthogonal
matrix Q and still give the same fit to the data (although one of the constraints required by PCA
would inevitably be violated),
(AQ)(BQ)T = AQQTBT = ABT. (3.11)
Using the definition of B and A from the previous section, BQ would still be orthogonal, since
(BQ)TBQ = I, but AQ would not be uncorrelated anymore, since (AQ)TAQ/I = QTΣTΣQ/I,
which is not diagonal. Using the definition of B and A from this section, BQ would not have
orthogonal columns, since (BQ)TBQ = QT(ΣTΣ/I)Q, which is not diagonal, but AQ would
remain uncorrelated, since (AQ)TAQ/I = I [56]. We are interested in the second definition,
because now we only need to find a rotation from Figure 3.1, bottom left, to Figure 3.1, bottom
right. If the data in Figure 3.1, top right, had just been rotated and not unstretched (like in the
previous section), we would never be able to transform it in Figure 3.1, bottom right, by a simple
rotation.
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To find this rotation we resort to higher order statistics, which basic quantities are higher
order moments and higher order cumulants. The N -th order moment of N random variables Xn
(n = 1, 2, ..., N) is defined as [55]







where E{·} represents the expected value operator. One can see that the first order moment is the
mean of X1 and the second order moment is the covariance between X1 and X2, if X1 and X2 are
zero mean. Similarly to the N -th order moment, the N -th order cumulant of N random variables
Xn (n = 1, 2, ..., N) is defined as [55]
















where the summation involves all possible partitions into K subsets A1, A2, ..., AK (1 ≤ K ≤ N)
of the set of integers {1, 2, ..., N}. One can see that the first order cumulant is the mean of X1,
since there is only one possible partition of {1}, into one subset (K = 1), which is A1 = {1}. For
the second order cumulant, there are two possible partitions of {1, 2}, namely {{1}, {2}} (K = 2)
and {{1, 2}} (K = 1). So Equation (3.13) becomes
Cum(X1, X2) = E {X1 ·X2} − E {X1} · E {X1} , (3.14)
which is one of the expressions for the covariance, since
Cov(X1, X2) = E {(X1 − E {X1}) · (X2 − E {X2})}
= E {(X1X2 −X1E {X2} − E {X1}X2 + E {X1} · E {X2})}
= E {X1 ·X2} − E {X1} · E {X2} − E {X1} · E {X2}+ E {X1} · E {X2}
= E {X1 ·X2} − E {X1} · E {X2} .
Therefore we conclude that the second order cumulant is the covariance between X1 and X2,
regardless of the mean of X1 or X2.
A Cumulants is a combination of moments that vanishes when the variables are independent
of each other [57]. This explains why the covariance (second order cumulant) vanishes when two
variables are independent, and why uncorrelation is a necessary but not sufficient condition for
statistical independence. PCA was not able to find the independent factors because it used only
lower order cumulants (N ≤ 2). ICA uses higher order cumulants (N ≥ 3) to finish finding the
independent factors.
For the matrix X under consideration, the Nth-order cumulant tensor is defined by the element-






= Cum(Xj1 , Xj2 , ..., XjN ), (3.15)
where X = (X1, X2, ..., XJ) represents a J-dimensional random vector from which the rows of X
are samples, and jn = 1, 2, ..., J (n = 1, 2, ..., N) is the index of the n-th mode of C
(N)
X . The jn are
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all indexes to the elements X1, X2, ..., XJ of the random vector X. For example, the second order





E {X1X1} − E {X1}E {X1} · · · E {X1XJ} − E {X1}E {XJ}
...
...
E {XJX1} − E {XJ}E {X1} · · · E {XJXJ} − E {XJ}E {XJ}
 . (3.16)
Substituting E{Xj} by the sample mean
∑I
i=1 xij/I one gets the sample covariance matrix, which
is equal to Equation (3.3) if the data is zero mean [58]. Since the estimation of a sample cumulant
tensor becomes poorer as the order increases (for the same number of samples), one usually uses up
to the fourth-order cumulant tensor. Since the third-order cumulant Cum(X,X,X) of a random
variable X with symmetric distribution vanishes, the third order cumulant tensor is generally not
used [55].
If the random vector X is transformed into the random vector X̃ by some J x J matrix T,






X ×1 T×2 T...×N T, (3.17)
where ×n is the n-mode product of a tensor by a matrix, which is obtained by multiplying all
n-mode vectors of the tensors by the matrix on the left. Equation (3.17) is the tensor equivalent of
the matrix expression TC (2)X T
T. This property is called multilinearity [55]. From Equation (3.10),






T)×2 (BT)×3 (BT)×4 (BT), (3.18)
where A = (A1, A2, ..., AJ) is the J-dimensional random vector from which the rows of A are
samples. The desired matrix of independet factors scores Y is related to A by the equation







T)×2 (QT)×3 (QT)×4 (QT), (3.20)
where Y = (Y1, Y2, ..., YJ) is the J-dimensional random vector from which the rows of Y are sam-
ples. The key observation is that C (4)Y is theoretically a diagonal tensor, i.e. only the entries of
which all the indices are equal can be different from zero, otherwise the factors are not independent.
Therefore, Equation (3.20) is an EVD-like tensor decomposition. Its result gives the matrix (QT).
However, in practice, it is generally not possible to fully diagonalize C (4)Y . The way the error is
dealt with allows different solution strategies. Some possibilities are ICA by means of: higher order
eigenvalue decomposition (HOEVD); maximum diagonalization (MD); joint approximate diagonal-
ization of eigenmatrices (JADE); and simultaneous third order tensor diagonalization (STOTD)
[55].
In this Section, PCA with a slightly different definition of matrix of factor scores and loading
matrix was used to find the pre-whitened data in A,








then the rotation Q that made the factors approximately independent was found using higher
order statistics,








3.3 Bell-Sejnowski algorithm for ICA
Consider the problem of finding s(n) = [s1(n) ... sQ(n)]T independent sources given a set
of measurements x(n) = [x1(n) ... xP (n)]T that are instantaneous linear mixtures of the source
signals x(n) = Hs(n), where H is called the mixing matrix. In what follows it is assumed that
the number of observed signals P is equal to the number of sources Q and that each signal xp(n)
have been mean centered, which implies that the reconstructed signals will be mean centered as
well [59]. The sources can be found, up to a permutation and scaling, by y(n) = Wx(n), where
W is called the unmixing matrix. This problem is equivalent to the one from the previous Section,
i.e. finding statistically independent factors. Define X as the N x P matrix containing the N
observations of the P measurements, and Y as the N x Q matrix containing the N observations
of the Q reconstructed sources. Then YT = WXT, which can be rewritten as X = Y(W−1)T.
This last equation is equivalent to Equation (3.22) with W−1 = V(ΣT/
√
I)Q, but in this Section
the unmixing matrix will be found in a different way.
In the Bell-Sejnowski algorithm for Independent Component Analysis [60] the unmixing matrix
W is found by maximizing the entropy H(g(y(n))) of g(y(n)) = (g(y1(n)), ..., g(yQ(n))), where g
is a function that should approximate, as closely as possible, the Cumulative Distribution Function
(CDF) of each source sq(n). Plain maximization of H(y(n)) would be inappropriate [61]. The
function H(g(y(n))) is called the contrast function of the Bell-Sejnovski algorithm. The contrast
function of a random vector is maximum when its components are statistically independent [62].
To understand the concept of entropy, consider the case for a discrete random variable. The
concept for a continuous random variable is similar [63]. The entropy of a discrete random variable




P (X = xi) log2 P (X = xi), (3.23)
where xi are the possible values of X. Entropy is a measure of the unpredictability or randomness
of a random variable. If the probability of many outcomes is close to zero, while the probability of
one outcome is close to one (low randomness), then the entropy is close to zero. If all probabilities
are relatively far from zero or one (high randomness), then the entropy is large. Entropy is closely
related to the average number of bits required to code the outputs of X in a sequence. If X has low
randomness, one can use short strings to represent outcomes that happen a lot, and longer strings
for outcomes that rarely happen, reducing the average number of bits required to code each output
of X. The definition of entropy can be extended to a random vector X = (X,Y, ..., Z) with joint
probability distribution P (X,Y, ..., Z) if P (X = xi) is replaced by P (X = xi, Y = yj , ..., Z = zk)
and the summation is over all possible combinations xi, yj , ..., zk in Equation (3.23). The entropy
H(X) gives the code length when all random variables are coded in the same code. If X,Y, ..., Z
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are statistically dependent, the information they have on each other can be used to reduce the code
length. This does not happen when they are statistically independent. This is the idea behind
maximizing H(g(y(n))) to find the matrix W.
3.4 Spatiotemporal ICA
As said before, ICA can be written similarly to PCA as X = Y(W−1)T, where X is the I
x J matrix of I observations and J measurements, and Y is the I x J matrix of I observations
and J sources. Contrary to PCA, ICA places constraints only in the matrix Y, i.e. statistically
independent columns, while PCA constrained both B and A in Equation (3.2) to have orthogonal
columns, since ATA = ΣTΣ, which is diagonal, and BTB = I, which is the identity matrix.
By analogy to PCA, Spatiotemporal ICA proposes to constrain both the columns of Y and the
columns of W−1 to be as statistically independent as possible [64]. Suppose now that X is an
I x J matrix containing a sequence of J images of I pixels collapsed to column vectors (could
also be J three-dimensional images of I voxels). Suppose also that X was preprocessed so that
each row (i.e. time) and each column (i.e. space) had zero mean [65]. The new decomposition is
expressed as X̃ = SΛTT, where S is an I x F matrix of mutually independent images, T is an J
x F matrix of mutually independent time-varying image amplitudes, and Λ is a required diagonal
scaling matrix. First, X is decomposed using truncated SVD, giving X̃ = UFΣFVTF = ŨṼ
T,
with Ũ = UFΣ
1/2
F and Ṽ = VFΣ
1/2
F , where X̃ represents an approximation to X if F < J , and is
equal to X if F = J . Rewriting ICA as Y = XWT then applying it to Ũ and Ṽ gives S = ŨWS
and T = ṼWT , where WS and WT are transposes of the unmixing matrices. Since X̃ = SΛTT
and X̃ = ŨṼT, then WSΛWTT = I and WT = (W
−1
S )
T(Λ−1)T. The matrices WS and WT can
be found simultaneously by maximizing
h(WS ,Λ) = αhS + (1− α)hT , (3.24)















ln τ ′(tjf ), (3.26)
where sif and tjf are the elements of the matrices S and T, respectively, 0 ≤ α ≤ 1 defines the
relative weighting afforded to the spatial and temporal entropies, σ approximates the CDF of each
spatial signal, and τ approximates the CDF of each temporal signal. In spatiotemporal ICA the
distinction between independent components and mixing matrix is completely abolished, since the
very same assumptions are made on the mixing matrix and the source signals [63].
3.5 Triple-N ICA for Convolutive Mixtures (TRINICON)
In the instantaneous blind source separation problem it was assumed that the observed signals
at a given instant were instantaneous linear mixtures of the source signals, i.e. linear combinations
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of the source signals at that instant. In the blind separation of convolutive mixtures, each observed
signal at a given instant may also contain delayed versions of the same source [63]. In other words,










where hqp(k) is the weight of the k-th delayed version of the source with index q in the observed
signal with index p and M − 1 is the number of delayed versions of each source, assumed the same
for all sources. In what follows it is assumed that the number of observed signals P is equal to the
number of sources Q. One can notice that the expression between parentheses is the convolution
between sq(n) and hqp(n) and therefore the output of a filter with impulse response hqp(n) [66].
The number of taps, i.e. the number of nonzero values of the impulse response, of this filter is M











can reconstruct the sources (up to a permutation and filtering of the original signals) if L is chosen
at least equal to M [63] [24], where yp(n) are the reconstructed signals, wqp(n) is the impulse
response of an FIR filter from the p-th observed signal to the q-th source signal, and L is the
number of taps of this filter. The overall Multiple Input Multiple Output (MIMO) Linear Time
Invariant (LTI) mixing and demixing systems are represented in the block diagram of Figure 3.2.
Several methods exist for estimating the optimum coefficients wpq(k). In this work, the Triple-N
ICA for convolutive mixtures (TRINICON) algorithm is used. TRINICON exploits the nonwhite-
ness, nonstationarity and nongaussianity of the source signals, each usually exploited alone by
other algorithms [24]. A white process is a sequence of zero mean uncorrelated same variance
random variables [63] [67]. A stationary process is one whose all multivariate densities are transla-
tion invariant [68]. A gaussian random variable possesses a gaussian Probability Density Function
(PDF).
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Figure 3.2: Multiple Input Multiple Output (MIMO) Linear Time Invariant (LTI) mixing and
demixing systems of the convolutive mixing model. Adapted from [24].
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Chapter 4
Application to the Analysis of Rat
Somatosensory Evoked Response
4.1 Introduction
In the past decade, the interest on cortical Local Field Potentials (LFPs) has been renewed
[18]. These are potentials recorded using small sized electrodes in the extracellular space of cortex
brain tissue [43]. More specifically, the LFP correspond to the low frequency part of the recording
(below 500Hz) and is associated to the ionic processes around the electrode. The high frequency
part (above 500Hz) is called Multiunit activity (MUA) and is related to the action potentials of
the surrounding neurons [19]. The renewed interest is due to technological advancements that
allowed the recording of potentials at tens or hundreds of contacts across cortex laminae, and the
realization that LFPs offer a unique window for studying integrative synaptic processes in cortical
neuronal populations [19][18].
The neocortex of the mammalian is generally composed of six well identifiable layers, separated
according to the specific types of neuronal cell bodies that are present and the specific connections
with other layers and subcortical structures. As an example, Figure 4.1 shows in their characteristic
lamina the most frequent types of neurons found in the human cerebral cortex, typical connections
between them and typical connections with afferent fibers. Each neuron actually represents several
of similar neurons that form populations, and the postsynaptic potentials in several of such popu-
lations is what is recorded by an extracellular electrode. Figure 4.2 shows a typical probe with 32
electrodes inserted perpendicularly to a cortical surface for LFP recordings. The neurons shown
were reconstructed digitally. Pyramidal neurons are the most abundant in the cerebral cortex and
are thought to contribute the most to the signals recorded [69][18].
A standard tool for the analysis of multielectrode LFPs has been the Current Source Density
(CSD) analysis, which allows to estimate the net volume density of current entering or leaving the
extracellular space at different locations [19]. Consider an arbitrarily small volume of the brain,
located at point (x, y, z), where x,y and z are the cartesian coordinates. The net transmembrane
current contributed by all cellular elements in this volume, or the CSD, is related to the extracellular
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Figure 4.1: Most frequent types of neurons found in the human cerebral cortex, typical connections
between them and with afferent fibers. The neurons are shown in their characteristic lamina.
Adapted from [70].
field potential φ(x, y, z) by the Poisson equation i(x, y, z) = −σ∇2φ(x, y, z), where the conductivity
σ is considered constant and the same in all directions and ∇2 is the laplacian operator [6] [18].
It is generally assumed that most variation of neural activity is in the vertical direction, due to
the laminar structure of the cortex [75] [18]. Therefore, the CSD is usually estimated by LFP
recordings from linearly spaced electrodes inserted perpendicularly to the cortical surface as
i(z) ≈ −σφ(z + δ)− 2φ(z) + φ(z − δ)
δ2
, (4.1)
where δ is the spacing between vertical electrodes. The places where net conventional current is
leaving the extracellular space (current sinks) correspond to negative CSDs and the places where
net conventional current is entering the extracellular space (current sources) correspond to positive
CSDs.
In analysis of EEG and LFPs it is common to differentiate between evoked and spontaneous
activity. Evoked Potentials (EPs) refer to potentials elicited by specific sensory stimuli, while
spontaneous activity refers to potentials that happen continuously, even in the absence of any
stimuli. Averaging over several realizations is the common technique to isolate the EP in one
electrode. Several segments of signal with the same length in which a realization of the same
stimulus happened at the same time after the beginning of the segment must be added instant
by instant then divided by the number of segments to isolate the EP. After this procedure, the
instant of occurrence of the stimulus is commonly taken as the time zero. Figure 4.3 illustrates
this procedure for continuously recorded data from one electrode. By the end of the procedure,
the signal to noise ratio compared to that of a single realization drastically increases.
The data analyzed in this work consists of EPs obtained from the somatosensory cortex of a
rat. Figure 4.5 shows the location of the somatosensory cortex in the rat brain and a silicon probe
similar to that of Figure 4.2 inserted for LFP recordings. In the experiment under consideration, a
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Figure 4.2: Typical probe with 32 electrode inserted perpendicularly to a cortical surface for LFP
recordings surrounded by digitally reconstructed neurons. The numbering of layers to the left is
merely illustrative. Adapted from [71].
rat received the same somatosensory stimulus every 7 seconds while LFPs were recorded from its
somatosensory cortex with 32 electrodes spaced 50 micrometers from each other perpendicularly
to the cortical surface. The signals were acquired using a sampling rate of 40kHz and a referential
montage. Figure 4.4 shows the EPs obtained for each electrode in this experiment by averaging
over 60 realizations. The CSD analysis of this data is shown in Figure 4.6. The CSDs were
computed using Equation (4.1) dropping the scaling factor σ/δ2. Negative CSDs, or current sinks,
are represented in blue, and positive CSDs, or current sources, are represented in red. The CSDs
were interpolated in the vertical direction for visualization purposes only.
CSD analysis allows to estimate the original current sources and sinks that generated the
recorded potentials. When obtained from potentials of linearly spaced electrodes positioned across
layers of cerebral cortex, as is the case of Figure 4.6, it allows to study relations between different
cortex laminae. It is expected either current sources or sinks in one layer, not both since it is
the net activity of all populations in that layer that is recorded. It is believed that a sink is
where a cortical signal is generated and that it is then spread to the sources, because sinks are
related to excitatory synapses and thus to emission of action potentials by neurons. However, some
difficulties arise from the interpretations of the CSD analysis. For example, it is not possible to
tell in advance if a spot of negative CSD is due to excitatory synapses or to passive return current
from inhibitory synapses [75]. Furthermore, in the analysis of Figure 4.6, it is not explicit what
current sources and sinks are part of the same activation group and what are not. This complicates
the interpretation of the CSD analysis.
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Figure 4.3: Schematic representation of the common procedure used to isolate evoked potentials
in one electrode. In this case, data was recorded continuously and a stimulus was given in equally
spaced time intervals. Several segments in which the stimulus happened at the same time must be
added instant by instant then divided by the number of segments to isolate the EP.
In the following, blind source separation (BSS) techniques will be applied to the experimental
set of Figure 4.6 to elicit associations between the current sources and sinks. This may help, for
example, identify where is most likely that an activation started. In Section 4.2, it is shown how
the data under consideration can be generated according to the instantaneous mixing model and
the convolutive mixing model. In Section 4.3 the algorithms used to achieve the separation of the
data, that assume either the instantanoues mixing model or the convolutive mixing model, are
summarized, and in Section 4.4 the results obtained by each technique are presented.
4.2 Data Model
4.2.1 Instantaneous Mixing Model
Following the description in [20], neglecting inductive effects and for a fixed time interval, the
potential at sensor p (p = 1, ..., P ) at instant n is due to a large number of point current sources





where Γ is a large set of indexes, and fpv is a weight that depends on the location of the vth point
current source relative to the pth sensor. A subset of iv is called an aggregate if their time courses
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Figure 4.4: Evoked Potential waveforms obtained for each electrode of the experimental set. The
EPs are placed such as to reproduce their respective electrode placement during the recording.
differ only by proportionality,
iv(n) = sq(n)uv , v ∈ Γq , (4.3)
where Γq corresponds to the indexes of the qth aggregate, sq(n) is the time course common to the
point current sources of the qth aggregate and uv is the constant of proportionality associated with








uvfpv = sq(n)hpq, (4.4)
where hpq is a weight that depends on the magnitudes of the point current sources belonging to
the qth aggregate and their locations with respect to the pth sensor. Finally, the total potential





Note that the synchronous point current sources of the qth aggregate do not need to be from
the same population. According to [9], they can be from spatially distinct neuron populations of
separate cortical lamina if their transmembrane currents substantially covary over time.






Figure 4.5: To the left, perspective view of the brain of a rat, with the shaded area corresponding to
the somatosensory cortex. In the middle, cross section of this same brain. To the right, part of the
cortex is zoomed, showing a probe with several electrodes inserted for LFP recordings. Adapted
from [72], [73] and [74].







where X is a N ×P matrix with elements xnp, sq is a N × 1 column vector with elements snq, and
hq is a P × 1 column vector with elements hpq. This is equivalent to [22]
X = SHT, (4.8)
or
XT = HST, (4.9)
in which xp are the columns of the N × P matrix X, hq are the columns of the P ×Q matrix H
and sq are the columns of the N × Q matrix S. Several approaches exist that try to reconstruct
the original signals sq only from the set of measurements xp in problems that can be described as
in Equation (4.9). The general problem consists of finding the matrix W such that
YT = WXT, (4.10)
where the columns of Y consist of signals yq such that each yq equals one sq up to a scaling factor.
In Section 4.3 it will be described how to find the matrices Wpca, Wica, Wstica using PCA, ICA
and spatiotemporal ICA, respectively.
Suppose now that the time courses sq(n) have a time-frequency representation in which the
frequency domain representations differ only by proportionality from one instant to another. This






Figure 4.6: Current Source Density analysis of the example experimental set. The computed CSD
values are represented in colors. Negative CSDs, or current sinks, are represented in blue, and
positive CSDs, or current sources, are represented in red.
where cωq is the frequency domain representation, composed of complex numbers, whose amplitude
is temporally modulated by the coefficients bnq, and whose resulting time-frequency representation
is scaled by apq for sensor p. Equation (4.11) results in a three way array X of size P ×N ×Ω with
































where  is the Khatri-Rao product and [.](i) denotes the ith mode unfolding of a multidimensional
array as defined in [13]. The matrix C B contains, in its columns, the time-frequency represen-
tation of each aggregate signal, such that the first N elements of the column correspond to the
first frequency, the next N elements of the column correspond to the second frequency, and so on.
Define Apfac, Bpfac and Cpfac the matrices A, B and C found by the PARAFAC algorithm as
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if Apfac is full column rank, where + indicates the Moore-Penrose pseudoinverse and H indicates
the conjugate transpose.
4.2.2 Convolutive Mixing Model
No reflection, reverberation or echo take place in the mixing of brain electric signals picked
up by extracellular electrodes. However, there may be delayed correlation between different brain








where the original signals sq(n), q = 1, ..., Q, are filtered by a multiple input multiple output
(MIMO) system before they are picked up in the sensor signals xq(n), p = 1, ..., P . In the following,
the number of original signals Q will be considered the same as the number of sensor signals P .







where yq(n) are the output signals. It can be shown that, if L is chosen at least equal to M and a
proper MIMO demixing system is used, each yq(n) should equal one of the sq(n) up to a filtering
[63].
For the method described in Section 4.3.4 (TRINICON algorithm) to find the MIMO demixing
system, define [76] [77]
Wpq(m) =

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y1(m, j) . . . yQ(m, j)
]
, (4.21)
where Wpq(m) is 2L×D, xp(m, j) is 1×2L, yq(m, j) is 1×D, m is the block index, j = 0, ..., N−1
is a time-shift index, and D denotes the number of time lags to exploit the nonwhiteness of the
original signals. Then
y(m, j) = x(m, j)Wtrin(m). (4.22)
4.3 Methods
4.3.1 PCA
PCA is closely related to the matrix Singular Value Decomposition (SVD). The truncated SVD




where X̃ is an approximation to X, UR have orthonormal columns, ΣR is diagonal, and VR have
orthonormal columns. It can be found by first identifying the best rank one approximation [78]
X = σuvT + E (4.24)
in the least squares sense, where σ is a scaling constant term, u and v are N ×1 and P ×1 vectors
normalized to unit norm, respectively, and E is a matrix of residual errors. This can be done by
solving the classical eigenvalue problems
XTXv = σ2v, (4.25)
for the maximum eigenvalue and one corresponding unit norm eigenvector, and
XXTu = σ2u, (4.26)
for the maximum eigenvalue and one corresponding unit norm eigenvector. The nonzero eigenvalues
of XTX and XXT are the same [52]. Call the σ2, u and v found σ21, u1 and v1, respectively.
Subtract it from the original data,
X1 = X− σ1u1vT1 , (4.27)
then do the same to Xj−1 (j = 2, .., R)
Xj = Xj−1 − σjujvTj . (4.28)
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The uj are arranged in the columns of UR, vj in the columns of VR and σj in the diagonal entries




+ = VTR. (4.29)
4.3.2 ICA
The Bell-Sejnowski algorithm [60] is one of the several algorithms for independent component
analysis. Suppose the number of original signals Q is equal to the number of sensors signals P ,
and that each sensor signal xp(n) have zero mean. Define
x(n) = [x1(n) ... xP (n)]
T, (4.30)
y(n) = [y1(n) ... yQ(n)]
T = Wicax(n), (4.31)
z(n) = [z1(n) ... zQ(n)]
T
= g(y(n)) = [g(y1(n)) ... g(yQ(n))]
T,
(4.32)
where g(u) = (1 + e−u)−1 is the sigmoid function, which approximates the form of the cumu-
lative density function of each original signal sq(n). The algorithm consists of maximizing the
multidimensional differential entropy
H(z) = −E[ln fz(z)] = −
∫
fz(z) ln fz(z)dz
= E[ln | det Jz(x)|]− E[ln fx(x)],
(4.33)
where fz(z) is the multidimensional probability density function of z, fx(x) is the multidimensional












· · · ∂zQ∂xP
 . (4.34)
Since H(x) is unaffected by alterations in Wica, and the gradient ∇| det Jz(x)| with respect to
Wica is




∂ ln | detJz(x)|
∂wica11





∂ ln | detJz(x)|
∂wicaQ1




−1 + (1− 2z)xT,
(4.35)




−1 + (1− 2z)xT
)
, (4.36)
where 1 is a vector of ones and µ is the learning rate.
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4.3.3 Spatiotemporal ICA
Spatiotemporal ICA maximizes the degree of independence over space and time, without nec-
essarily producing independence in either space or time [65]. It treats both the columns hq of H
and the columns sq of S as signals. Suppose all the hq and all the sq have zero mean. The first








T)T = ŨṼT, (4.37)
where UR is N ×R, ΣR is R×R and VR is P ×R. The next step is to define the N ×R matrix
T, the R×R diagonal matrix Λ, the P ×R matrix E, and the R×R matrices WT and WE such
that
T = ŨWT , (4.38)
E = ṼWE , (4.39)
X̃ = TΛET, (4.40)
in which T contains in its columns maximally statistically independent temporal signals, and E
contains in its columns maximally statistically independent spatial signals. Since, for Equation
(4.37) and Equation (4.40) to be valid, WE = (W−1T )
T(Λ−1)T, the matrices WT , WE and Λ can
be found simultaneously by maximizing
h(WT ,Λ) = (1− α)hT + αhE , (4.41)















ln τ ′(tij), (4.43)
with respect to WT and Λ only, where hE is the spatial entropy, hT is the temporal entropy,
0 ≤ α ≤ 1 defines the relative weighting afforded to the spatial and temporal entropies, eij are the
elements of the matrix E, tij are the elements of the matrix T, σ approximates the cumulative
density function of each spatial signal, τ approximates the cumulative density function of each
temporal signal, and σ′ and τ ′ are their derivatives. This can be done by using gradient ascent,









where µ1 and µ2 are the learning rates of the first and second update rules respectively. Finally,





In [24] it was introduced the following cost function to find the demixing filter matrix of
Equation (4.17) that takes into account the nongaussianity, nonwhiteness and nonstationarity of
the original signals








{log(p̂s,PD(y(i, j)))− log(p̂y,PD(y(i, j)))}, (4.47)
where p̂s,PD(.) is the desired original multivariate probability density function with dimension PD,
p̂y,PD(.) is the output multivariate probability density function with dimension PD, β(i,m) is a
window function that prioritizes new blocks but still uses previous blocks [79].
The natural gradient ∇̃J (m) with respect to Wtrin, in this case defined as
∇̃J (m) = WtrinWTtrin∇J (m), (4.48)
where ∇J (m) is the gradient with respect to Wtrin, is



















Using only second order statistics, the gradient in Equation (4.49) can be simplified to
∇̃J (m) = 2
∞∑
i=0
β(i,m)Wtrin(i){R̂yy(i)− R̂ss(i)}R̂−1ss (i). (4.52)
Where R̂yy(i) and R̂ss(i) are PD×PD correlation matrices. This results in the following update
rule
Wtrin(m) = Wtrin(m− 1)− µ∇̃J (m). (4.53)
Going back to Equation (4.15), the overall Multiple Input Multiple Output (MIMO) Linear
Time Invariant (LTI) demixing system can be written in the z-domain as [80]
Y(z) = W(z)X(z), (4.54)
where X(z) and Y(z) are the z-transform of x(n) = [x1(n) ... xP (n)]T and y(n) = [y1(n) ... yQ(n)]T
respectively and W(z) contains the transfer functions Wpq(z) = Z[wpq(n)] of the demixing filters.
The fourier transform of a sequence is obtained from its z-transform by setting z = exp(jω) [63],
which gives
Y(ω) = W(ω)X(ω). (4.55)
After obtaining the estimated coefficients wpq(k) by TRINICON, and obtaining the reconstructed
signals y(n), the part of x(n) generated by a single source or a group of sources will be reconstructed
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in this work by setting to zero the signals yq(n) not of interest, and then, for each frequency ω,
making
X(ω) = W−1(ω)Y(ω) (4.56)
and taking the inverse fourier transform of X(ω).
4.3.5 PARAFAC
Consider the complex valued three way array X of size P ×N×Ω. The following are equivalent
ways of writing its R-component PARAFAC model X̃:
[X̃](1) = Apfac(Cpfac Bpfac)T, (4.57)
[X̃](2) = Bpfac(Cpfac Apfac)T, (4.58)
[X̃](3) = Cpfac(Bpfac Apfac)T, (4.59)
where Bpfac is N × R, Cpfac is Ω × R, Apfac is P × R. This model can be found by successively
assuming two of the matrices Apfac, Bpfac and Cpfac known, and then estimating the unknown ma-
trix by least squares regression [81]. This is called the Alternating Least Squares (ALS) algorithm.
First consider that Bpfac and Cpfac are known. Then Apfac can be estimated as [22][13]
Apfac = [X](1)(Cpfac Bpfac)T+. (4.60)
Next consider that Apfac and Cpfac are known. Then Bpfac can be estimated as
Bpfac = [X](2)(Cpfac Apfac)T+. (4.61)
Finally consider that Apfac and Bpfac are known. Then Cpfac can be estimated as
Cpfac = [X](3)(Bpfac Apfac)T+. (4.62)
These steps should be repeated one after the other until convergence. These same equations can
be used to find the R-component PARAFAC model of a real valued three way array X, since a
real number is just a complex number with no imaginary part.
In the complex valued PARAFAC model, there is no guarantee that only the matrix Cpfac
will be composed of complex numbers and that matrices Apfac and Bpfac will be composed of
real numbers, but in the model described in the previous section, only the matrix C is complex
valued, while matrices A and B are positive. This problem is usually solved by assuming just the
amplitude spectrum of the signals instead of the complete frequency representation, with magnitude
and phase. This results in a real valued three way array X, which can be analyzed using a real
valued PARAFAC model, that allows the addition of suitable constraints, like nonnegativity [78].
In many situations this approach is sufficient, since the vectors ar, br and cr (columns of the
matrices Apfac, Bpfac and Cpfac, respectively) already allow to analyze the location, the timing
and the power spectrum of each component R [82][13], but they do not allow to reconstruct the
original time signals, since the phase information has been discarded. In the problem at hand,
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however, the estimates of the original time signals are required to compute the current source
densities. For this reason, the following approach is proposed: first, assume just the amplitude
spectrum of the signals and compute a real valued R-component PARAFAC model; then assume
that the element-wise phase is approximately the same for all components and for the original three
way array, which allows for the reconstruction of the original time signals. This can be expressed





Each xpnω is a complex number composed of magnitude and phase, xpnω = |xpnω|ej∠xpnω , as well


















Therefore one can first estimate the components according to Equation (4.66), and then include
the phase as in Equation (4.65).
The model of Equation (4.66) has the same form as the real valued PARAFAC model. It
is also involves only positive numbers. To restrict all parameters of the model to be positive,
nonnegativity constraints will be imposed in all matrices Apfac, Bpfac and Cpfac. Nonnegativity
can be imposed in the least squares regression step for each matrix. The reader is referred to [22]
for details on the algorithm.
4.4 Results
All techniques were applied to the voltage time courses from -0.005s to 0.095s, except for
stICA, which was applied after CSD analysis. Third-party codes used were: the stICA code from
J.V. Stone and J. Porrill [83]; the runica function, part of the EEGLAB toolbox [84]; the N-
WAY toolbox by Rasmus Bro [85], and the complex valued PARAFAC code from Nicholas D.
Sidiropoulos and Rasmus Bro [86].
In PCA analysis of EEG signals, each electrode is commonly taken as a variable, and each time
point as an observation. We verified that centering the data across observations mode deteriorated
the CSD figure. In other words, subtracting each electrode signal by its mean affected the com-
putation of the second derivative across the electrodes mode by creating artificial current sources
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and sinks. PCA without centering has been used before and finds application in ecology, chemistry
and geology [56]. The technique finds directions of maximum variance through the origin rather
than through the centroid of the data set. This is a problem if the center of the observations is
a long way from the origin. This is not the case, however, since EEG electrode means tend to be
relatively small [87]. Figure 4.7 shows the CSDs of all LFP components extracted by PCA. Figure
4.8 shows the first and second component LFPs together with their CSDs, as well as the recovered
signal using only these two components. Figure 4.9 is the same but without the LFPs to better
visualize the CSDs. The way to interpret the results from PCA, and the result from any other
technique, is that the current sources and sinks that appear in one component are related to each
other and are not related to the current sources and sinks that appear in any other component.
The difference between the different techniques is the criteria used to state that they are related
or not. The criteria used by PCA is statistical uncorrelation of the LFP temporal courses and
orthogonality of the LFP spatial profiles.
Figure 4.10 shows the CSDs of all LFP components extracted by ICA. It can be seen that,
except for the first few components, ICA basically breaks down the CSD figure in different time
instants. A few of such components were selected and ordered in Figure 4.11, which shows the LFPs
and the CSDs, as well as the recovered signal using only these components. Figure 4.12 is the same
but without the LFPs. The LFP time course of each component is statistically independent from
the LFP time course of the other components. However, it can be seen that, for each component
corresponding to a specific instant, all current sources and sinks are related. This incapacity of
separating the current sources and sinks may be due to the fact that the signals analyzed are
evoked potentials, and it is possible that in this case the signals from different underlying sources
of signal may not me considered independent. Other possible interpretation is that the signal was
indeed generated by a single indivisible underlying source of signal.
The analysis using spatiotemporal ICA was done based on [16], in which stICA was used to












to approximate the low kurtosis of the oscillatory time courses. As in [16], we verified that stICA
with α = 1, i.e. purely spatial decomposition, applied after CSD analysis gave the best results.
The modeling of CSD waveforms rather than LFP waveforms is justified because the same source in
the CSD picture is much more localized than its potential, yielding a higher kurtosis, and the used
algorithm searches for high kurtosis in the spatial domain [16]. Additionally, it was verified that
changing the number of components of the truncated SVD step affected the stICA components.
The solution for a truncated SVD of two components was selected. Figure 4.13 shows the first and
second components, as well as the recovered signal using these components. It can be seen that
it clearly separated the current source and sink at the bottom of the first component, as well as
other current sources and sinks, from the current sources and sinks of the second component.
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Previously it was stated, based on [23], that the mixing of the electric activity of the brain is
not a convolutive, but the convolutive mixing model could be useful to model the brain activity
itself. In fact, it was possible to find a solution very similar to stICA by using TRINICON with
L = 32. Figure 4.14 shows the CSDs of all LFP components extracted by TRINICON. The
third component was very similar to the first component from stICA. The contribution of the
third TRINICON component and the contribution of all other components are shown separately
in Figure 4.15, which shows the LFPs as well as the CSDs, and the recovered signals using all
components. Figure 4.16 is the same but without the LFPs.
In order to use PARAFAC on this data, each electrode signal had to be analyzed using short
time fourier transform (other invertible time frequency analysis techniques could be used, but
the STFT was chosen in this work). For that, a kaiser window of duration 400 samples was
used, with short time analyses being performed every 10 samples. Tests were also made using
rectangular, hamming and triangular windows (windows that tapered to zero were avoided since
each inverse discrete fourier transform run had to be divided by the window in order to reconstruct
the signal). After obtaining a three way complex-valued data of electrodes by time by frequency,
the method proposed in the previous section was used to model the data, that means: it was
taken the absolute value of each entry of the complex-valued data; a three component PARAFAC
model with nonnegativity constraints in all modes was fitted to the resulting array; the phase of
each element of each three-way component was estimated by assuming it equal to the phase of the
corresponding element in the original three-way array to result in a model like that of Equation
(4.65). The contribution of each three-way component to the original data was synthesized by
inverting the short time fourier transform on each component, using the conventional overlap add
algorithm [88]. The resulting component LFPs together with their CSDs are shown in Figure 4.17,
as well as the recovered signal using these components. Figure 4.18 is the same but without the
LFPs. The recovered signal is somewhat deteriorated, but it is not possible to tell in advance if
this is because of the PARAFAC modeling of the absolute values or the approximation of the phase
proposed in this work. The obtained result is again similar to the result of stICA, but with the
components reversed. As a matter of comparison Figure 4.19 shows the result of a three component
complex valued PARAFAC model. It can be seen that allowing the time courses, the frequency
domain representation and the electrode weights to be all complex valued completely deteriorates
the component LFPs and CSDs, as well as the recovered LFPs and CSDs.
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Figure 4.7: CSDs of all LFP components extracted by PCA. The components are ordered according
to their variances, such that the first component correspond to the highest variance. First row
correspond to the first eight components, second row correspond to the next eight components,
and so on.
Figure 4.8: LFPs and CSDs corresponding to: the original signal; the first and second components
extracted by PCA; and the signal recovered using only these two components.
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Figure 4.9: CSDs corresponding to: the original signal; the first and second components extracted
by PCA; and the signal recovered using only these two components.
Figure 4.10: CSDs of all LFP components obtained using ICA. Components sorted in descending
order of mean projected variance. First row correspond to the first eight components, second row
correspond to the next eight components, and so on.
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Figure 4.11: LFPs and CSDs corresponding to: the original signal; selected and ordered compo-
nents extracted by ICA; and the signal recovered using only these components.
Figure 4.12: CSDs corresponding to: the original signal; selected and ordered components extracted
by ICA; and the signal recovered using only these components.
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Figure 4.13: CSDs corresponding to: the original signal; components obtained using stICA; and
the signal recovered using these components.
Figure 4.14: CSDs of all LFP components extracted by TRINICON. First row correspond to the
first eight components, second row correspond to the next eight components, and so on.
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Figure 4.15: LFPs and CSDs corresponding to: the original signal; the third component extracted
by TRINICON; the signal recovered using all but the third component and the signal recovered
using all components.
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Figure 4.16: CSDs corresponding to: the original signal; the third component extracted by TRINI-
CON; the signal recovered using all but the third component and the signal recovered using all
components.
Figure 4.17: LFPs and CSDs corresponding to: the original signal; the first, second and third
components extracted by the method proposed; and the signal recovered using these components.
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Figure 4.18: CSDs corresponding to: the original signal; the first, second and third components
extracted by the method proposed; and the signal recovered using these components.
Figure 4.19: LFPs and CSDs corresponding to: the original signal; the first, second and third





This monograph addresses the problem of the analysis of LFPs, potentials recorded from multi-
electrodes in the extracellular space of brain tissue. More specifically it investigates BSS techniques
to improve the interpretation of CSD analysis. Up to date, there are few BSS techniques that have
been used to the analysis of multichannel LFPs or obtained CSDs, although there is already an
acknowledgement by some authors that BSS can assist the interpretation of the recorded signals.
Chapter 2 of this monograph, Section 2.1, presents important concepts related to LFP mea-
surements, most notably the definitions of referential and bipolar montages. Section 2.2 presents
the neuronal origin of the LFPs, which are excitatory post synaptic potentials and inhibitory post
synaptic potentials. Although the concepts are presented in the context of EEG, there is no loss
since the exact same concepts apply to LFPs.
Chapter 3 is dedicated to a review on BSS techniques. Sections 3.1 to 3.3 are dedicated the
most classic BSS techniques, PCA and ICA. It is shown how PCA rotates the original basis in
which the data was recorded so that the data is uncorrelated in the new basis and how ICA finds
an oblique basis from the PCA solution so that the data is actually statistically independent.
However, the most frequently used algorithm for ICA is the Bell-Sejnowski algorithm, presented
in Section 3.3, which is based on information theory. Section 3.4 is dedicated to a less known BSS
techniques, stICA, which is based on the Bell-Sejnowski algorithm and assumes partial statistical
independence in time and space. Finally Section 3.5 presents the problem of blind separation of
convolutive mixtures, and points TRINICON as a possible solution to this problem.
Chapter 4 is the chapter dedicated to the dataset. Evoked potentials from the somatosensory
cortex of a rat are analyzed using several BSS schemes. First, some biological concepts relevant
to LFP not provided before are presented. Most notably, the fact that the mammalian cerebral
cortex is subdivided into six layers, each with specific cells and connections. The CSD analysis
is presented as a method that allows to study connectivity between the cortical layers. However,
since it does not explicitly show what current sources and sinks are related and what are not, this
motivates the use of BSS techniques to elicit associations between the current sources and sinks.
In Section 4.2, it is shown how the data under consideration can be generated according to the
instantaneous mixing model and the convolutive mixing model. These are the models assumed by
43
the techniques described in Section 4.3, which gives details of the algorithms used to decompose
the data, including PCA, ICA, stICA and TRINICON. Section 4.3 also describes an adaptation
of PARAFAC proposed in this work that allows it to be used in this problem. To use PARAFAC
in data of electrodes by time, another dimension is commonly obtained using TFA. Furthermore,
only the magnitudes in the time-frequency representations are generally used, which allows for the
addition of nonnegativity contraints. However, in this case, time signals must be reconstructed
after the decomposition so that the CSDs for each component can be computed. Complex valued
PARAFAC is not an option because it does not yield useful components, as attested by their
CSDs. The proposed approach consists of using PARAFAC with nonnegativity contraints in the
array of magnitudes and then using the phases of the original array to reconstruct the time signals.
Section 4.4 presents the results of applying all techniques to the dataset. It is verified a convergence
between the results of the method proposed, TRINICON and stICA, which according to previous
works yields physiologically meaningful results for evoked potential data.
Much more can be done in the field of BSS applied to LFP data. PARAFAC is only one tensor
technique among many others. Also, improvements can be made in the method proposed to yield
an even better decomposition.
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