A new implementation of the joint Fourier transform correlation (JFTC) utilizing the phase information in the Fourier plane is proposed. When a phase-based thresholding scheme is used on the joint Fourier spectrum, the computation is significantly accelerated. We obtain almost double normalized correlation peaks with comparable discrimination peak ratio as that of binarized JFTC.
Introduction
VanderLugt demonstrated the parallel processing capability of optics by pioneering the use of the classical matched filter ͑CMF͒ in automatic pattern recognition. 1 The phaseonly-filter ͑POF͒ formulation 2, 3 of the CMF later improved the performance of the correlation filters dramatically by producing a much sharper correlation peak utilizing a more optically efficient implementation. [4] [5] [6] Variations of the POF designed to produce even narrower peaks have been implemented in near real-time pattern recognition systems using magneto-optic or ferroelectric liquid crystal ͑FLC͒ spatial light modulators ͑SLM͒. [7] [8] [9] [10] However, in all these optical systems, a precomputed complex filter is required.
The joint Fourier transform correlator ͑JFTC͒ 11-13 is more amenable to real-time implementation since its filter is created from the raw image on the fly. Problems associated with classical JFTC, however, are that it produces a large dc term that tends to saturate the detector plane, and low discrimination ratio. 13 Currently, the high dc term is handled by suppressing the dc peaks using optical disks 14, 15 or thresholding the intensity of the joint Fourier transform images to bipolar binary values 13 using median [15] [16] [17] mean, 18, 19 or suitably determined threshold values. 15, 20, 21 Median calculation needs a serial computer to be introduced in the parallel optical setup. Other attempts to improve the discrimination ratio as well as optical efficiency have been made in the spatial domain, by correlating the reference object to the impulse response of the POF or its variation 22, 23 or transforming the input amplitude objects to phase-only objects. 24, 25 In another approach, the intensity spectrum in the Fourier domain is modified by multiplying it with inverse, 26 modified inverse, 27 or binary inverse 28 of the power spectrum of the reference image. While most of the works concentrate on processing the power spectrum, our proposed system works directly on the Fourier spectrum.
The motivation for the work presented in this paper is to improve discriminating correlation peaks obtained using the JFTC method to levels comparable to those obtained using the POF without actually correlating with the impulse response of a POF. The proposed correlator will thus integrate the best of both filters: improved correlation discrimination as well as practical real-time application implementation. Noting the importance of phase as proven by the success of the POF, we employ the phase information contained in the Fourier plane to formulate our new technique. We show that if the phase, instead of amplitude, is used to extract the match information, it results in a comparable correlation peak. The main advantage of phase-based thresholding is that it can be performed optically in parallel, thus reducing the complexity of the operations that must be done by the serial computer. In some instances it can exhibit better results than binarized JFTC. After re-examining the background of JFTC in the next section, we elucidate this point in the following section and establish the basis of our phase-thresholding scheme. Then computer simulations are performed to verify the proposed techniques and evaluate their performance. Comparisons with that of the classical and binarized JFTC methods with the phase-based techniques are also provided.
Background
To achieve a correlation operation between two objects, the object transform must be multiplied by the complex conjugate of the filter. [29] [30] [31] In JFTC setup, the input image is combined with the reference image and then the Fourier transform operation is applied to the resulting composite image. Squaring 11 the joint Fourier transform generates the desired cross-product of the filter and the object transforms. The inverse Fourier transform of the joint power spectrum yields two autocorrelation peaks generated at the center ͑the dc output͒, which may be ignored, and a pair of crosscorrelation peaks. The discrimination ratio, or the ability of the JFTC to identify identical objects, is the ratio of the autocorrelation peaks obtained when the input object matches the reference object to the crosscorrelation peak obtained when a target object does not match the reference object.
Let the input signal be represented by i(x,y ϩ d) and the reference signal represented by r(x,yϪd) be displaced from each other by a distance of 2d. The joint Fourier transform of the combined image could be expressed as:
where I and R are the Fourier transforms of the input and reference signals, respectively, u and v are independent variables in the frequency domain scaled by a factor 2/ f , is the wavelength of the collimated light, and f is the focal length of the transforming lens. The irradiance of the JFT is obtained by squaring Eq. ͑1͒, which is given by
Physically, this is accomplished by placing a square-law detector at the Fourier plane of the optical system. To obtain the crosscorrelation between the two signals, the intensity of the interference of the Fourier transforms of two signals is inverse Fourier transformed next. 11 The inverse JFT of Eq. ͑2͒ yields the terms in the output plane:
where Ã indicates a correlation operation. From Eq. ͑3͒, it is evident that there exists a dc term at the center ͑the two autocorrelation terms͒ and two crosscorrelation terms displaced at distances Ϫ2d and ϩ2d from the center. Since the position of the dc term is fixed, a dc block placed at the center of the output plane can filter the dc component out. In the case of correlation between two identical objects, Eq. ͑2͒ could be rewritten as:
In the case when I 2 is nearly flat, the equation represents a raised cosine function with a nonzero dc term. If the dc value can be reduced to zero, then the output correlation plane will have a pair of perfect delta responses. One way to reduce the dc is to threshold the ͉G(u,v)͉ 2 term and then assign symmetric bipolar values. This is the basis for the amplitude ͑intensity͒ binarization methods.
However, since I 2 is not a flat spectrum, Eq. ͑4͒ above does not represent a perfect cosine wave but a modulated one. Thresholding, and the corresponding bipolar binarization, converts the raised cosine wave to a square wave with a reduced dc component, which then gives rise to sharper correlation peaks. If the thresholding could be done with respect to a true median, a zero dc term could be achieved. However, since the statistical distribution of the joint intensity is skewed, a true median does not exist. Thus other techniques such as local median 15, 16 or error diffusion 21 have been developed to counter this problem.
Phase-Threshold Based Processing
In JFTC, when the two objects match, Eq. ͑1͒, which describes the joint Fourier spectrum ͑before squaring͒, can be expressed as:
Surprisingly, this spectrum has a modulated cosine shape, with no dc component. Although the amplitude I(u,v) may not be flat, the phase of the original cosine signal will be subjected to lesser variation than that of the amplitude. The phase of the cosine signal will be added with the phase of the reference spectrum. Thus for a phase-based threshold of the Fourier spectrum, utilizing the phase of the original reference, one may be able to extract the cosine-ness of the signal more than that obtained from an amplitude thresholding of the squared signal. Here the match could be seen as resulting in a perfect cosine grating. When two point sources are thus correlated in a JFTC setup, they will produce a perfect cosine joint spectrum, which then will lead to perfect delta functions as autocorrelation terms. The challenge here then translates to that of extracting the cosine-ness from the modulated cosine wave. A mismatch will thus result in a deviation from the true cosine. This method uses the combined image of the object and the reference as in the classical JFTC method. The salient feature of this method is that before the squaring operation is applied to this joint Fourier spectrum, it is thresholded, based upon the phase, to a value which is either 0 or unchanged. Assume that the joint spectrum is xϭ͉X͉e j . Then it is passed through a phase-only ͑second͒ SLM where the signal x is multiplied with a function e Ϫ j 1 . The resulting phases of the signal are Ϫ 1 . Note that 1 is determined as 1 ϭ f (,) from the following:
For our simulation, we have chosen a 2-D threshold function as the phase of the reference image. Then the phase thresholding algorithm can be expressed as:
After phase multiplication the signal has a 0 or 90°polar-ization angle. When this signal is passed through a polarizer, the above threshold operation is realized optically, i.e., the vertically polarized ones are passed and the horizontally polarized ones are blocked. Note that the threshold is done on the input spectrum based on its phase, before the squarelaw detection. After passing through the square law detector, the logic levels are restored as follows:
After this binarization step, a Fourier transform is performed on Eq. ͑8͒ to generate the correlation peaks with reduced dc terms. This step is identical to the classical JFTC as described by Eq. ͑3͒.
Computer Simulation
A computer was used to study the performance of the JFTC systems. In these simulations, 5ϫ4 pixel binary images of select block letters were zero padded to provide proper spacing between the object and reference, resulting in a combined image of 5ϫ27 pixels. This process ensures that there is no overlap between the correlation peaks and the dc sidelobes. Further zero padding to 64ϫ64 was done thereafter to avoid a circular convolution.
The JFTC experiments were performed using the uppercase letter E with itself ͑to demonstrate a match͒ and the uppercase letter E with the uppercase letter F to demonstrate a mismatch.
The simulation was run using the phase-threshold and the logic restoration scheme. In these simulations, the threshold value selected was the same as the phase value from the reference input image. The simulation was then repeated using the classical and the binarized JFTC method.
Simulation Results
A comparison of the correlation simulation tests are shown in Table 1 . When using the traditional JFTC method, the crosscorrelation peaks for both test cases-with identical and mismatched inputs-are extremely low. Additionally, the discrimination ratio, that is, the ratio of the two crosscorrelation peaks, is only slightly better than 1. A discrimination ratio of less than 1 would mean that the system is unable to effectively differentiate a match from a mismatch. These results are graphically displayed in Figs. 1͑a͒ and 1͑b͒. For comparison, an improved classical JFTC, the binarized JFTC, is also shown in Table 1 . It results in higher crosscorrelation peaks and an approximately 60% improvement in the discrimination ratio over that obtained with the classical JFTC. These results are shown in Figs.  1͑c͒ and 1͑d͒. Figures 1͑e͒ and 1͑f͒ show those obtained for the newly proposed correlator. It shows almost 100% increase in the normalized peaks. Figure 2 shows the inputs in all cases. The E is for creating the phase thresholding mask.
The traditional JTFC and binarized JFTC should now be compared with the new JFTC method. The results presented in Table 1 are for the new method implemented using phase binarization. For the case of matched input objects, these results show an increase by more than 100% in the amplitude of the autocorrelation peak over the traditional binarized JFTC. The discrimination ratio is comparable to that of binarized JFTC.
Proposed Optical Implementation
A block diagram representation for the optical implementation of the proposed techniques using a multiple pass JFT setup is shown in Fig. 3 . During the first pass, the first SLM driven by the personal computer is used to display the input image and the reference image. A light source such as a He-Ne laser illuminates 14 a liquid crystal television ͑LCTV͒ SLM and the joint image is Fourier transformed by the lens ͓Eq. ͑1͔͒. This spectrum of the input image is then phase multiplied by passing through a second phase-only SLM. The phase loaded in this SLM is derived from the reference image and the cosine grating. Equation ͑5͒ gives us an estimate of the necessary phase from the cosine func- tion. In some cases, a close estimate of this additional phase function may be used when the position of the input object that governs Eq. ͑5͒ is not known in advance. However, a range of values about this distance can be estimated and used. Then the output is thresholded when the multiplied signal is passed through a polarizer and consequently detected by the detector ͓Eq. ͑7͔͒. The intensity of the resulting image is detected by the CCD camera and fed back to the first SLM through the personal computer. The logic levels are restored to binary values corresponding to 0 and phase by the PC according to Eq. ͑8͒. During the second pass, the first SLM displays the joint Fourier transformed intensity, which is now operating in a binary phase-only mode. The final inverse Fourier transform is performed by the lens and the correlation outputs are generated in the correlation plane and detected by the CCD. During the second pass through the system, the second SLM acts as a zero phase function.
Conclusion
We have proposed a technique that uses the phase information in the Fourier plane of a JFT correlator intelligently, to improve its performance. A match between two input objects results in a complex modulated cosine grating in the Fourier plane, which is demodulated using a phase thresholding scheme. The second pass through the JFT system then results in extremely sharp and higher correlation peaks. Since the operation of many SLMs are actually based on phase modulation properties, the intelligent choice of a SLM parameter, and that of fixed polarizers, can effectively perform phase thresholding optically in real time. This leads to a practical system, with high signal discrimination efficiency. The parallel nature of optical threshold makes it more attractive than computerized threshold. Michel is a retired U.S. Air Force officer. His research interests include parallel and distributed computing, artificial neural networks, and optical computing. He has published several papers, and holds a patent for an artificial neural network based system for aircraft detection. 
