Abstract-This paper considers the optimal distributed assignment of rates to elastic users in a broadband multicell code-division multiple-access (CDMA) network with variable rate assignments, which is connected to a traditional wired Internet Protocol (IP) network. We show that by using an optimization framework, it is possible to construct a distributed rate assignment algorithm similar to current congestion control protocols that addresses both media access control and transport layer issues (i.e., addresses both interference and congestion control). Practical implementation of this algorithm, as well as its impact on convergence and performance, is also addressed.
I. INTRODUCTION
In data-only systems, most traffic is elastic, that is, it can tolerate variable transmission rates and delay [1] . As such, a successful wireless network is one that can respond to random fluctuations in channel conditions by adapting user transmission rates at the sources, which is similar to a wired Internet Protocol (IP) network. Unlike users in a wired network, however, a wireless user's rate is regulated by the transport layer (in response to the congestion status of the links/buffers in the network) and the media access control (MAC) layer (in response to interference levels and channel quality of the wireless medium). Traditionally, transport and MAC layer protocols are implemented in separate modules, as shown in Fig. 1(a) . Not only does this limit the information available at each module, but interactions between transport and MAC layer protocols can also significantly degrade performance in terms of both throughput and delay [2] . One way to address this is through a cross-layer design in which both congestion and interference are simultaneously managed with a "one-shot" rate control, as in Fig. 1(b) . In [3] , we have shown the first steps in designing such an algorithm and presented numerical studies regarding the algorithm performance. Here, we provide analytical results regarding the optimality and convergence of such an algorithm and address issues related to practical implementation of distributed control.
In this paper, we examine the cross-layer resource allocation problem using an optimization framework. Conceptually, this is similar to a large body of work on congestion control in wired Transmission Control Protocol (TCP) (e.g., [1] , [4] , and [5] ) and resource allocation in wireless networks (see [6] and references therein). Our approach is similar in spirit to several works on cross-layer design in ad hoc networks (see [7] - [11] ) and is most closely related to [8] in its construction and decoupling of the optimization problem. Although the problem formulations are similar, the main difference is that the authors in [8] treat wireless connections as links with variable capacity using information theoretic capacity. In realistic systems, however, an information theoretic capacity may not be practical-particularly in the context of delay. Instead, we directly work with a constraint on E b /N t [or signal-to-interference-plus-noise ratio (SINR)] in the context of code-division multiple-access (CDMA) physical design. This is similar to the idea of delay-limited capacity in [12] and is more practical. As we will see, the constraint on E b /N t has a nonlinear form, making the decomposition used in [8] ineffective in our context. The rest of this paper is organized as follows. Section II formulates the optimal rate assignment problem. Section III contains the derivation and description of the distributed rate assignment protocol. Section IV discusses issues related to practical implementation and provides simulation results. Finally, Section V presents our conclusion and areas of future work.
II. NETWORK SETTING AND CDMA INTERFERENCE MODEL
We focus on the uplink of a broadband CDMA network with variable transmission rates, which is similar to cdma1xEVDO systems. Mobiles directly communicate with the base stations, which are directly connected to the wired IP network, as shown in Fig. 2 .
Let N = {1, . . . , N, N + 1, . . . , M} be the set of all sources, where the first N are wireless sources (also referred to as mobiles). Wired sources transmit over the wired network with transport rate x i , and wireless sources transmit over the air with "one-shot" rate x i .
Let J = {1, . . . , J} be the set of wired links, each with capacity C j > 0. The set of links used by source i is fixed and is denoted by m i . The routing function is defined as
Let L = {1, . . . , L} be the set of CDMA-based wireless sectors associated with wireless access points (bases). The tracking sector for mobile i, which is denoted by b(i), is the sector to which mobile i is connected. This is also the sector responsible for mobile i's power control. For simplicity, we assume that each mobile is tracked by 0018-9545/$25.00 © 2008 IEEE exactly one sector. P i is the transmit power for mobile i, and g il is the channel gain (assumed to be fixed) from mobile i to sector l. W is the chip bandwidth, and N 0 is the thermal noise density. The spreading gain for mobile i is
Consider mobile i which is tracked by sector l = b(i). The ratio of transmit energy per chip to interference power of mobile i at sector l can be written as
We denote the target E b /N t by γ. The signal-to-noise ratio of mobile i's data signal at sector l can then be written as SINR
In an interference-limited system such as CDMA, the relationship between SINR and information rate given by Shannon capacity can be approximated as a linear one (i.e., log(1 + y) ≈ y when y 1) [13] . This means that an increase in MAC rate x i directly translates into a linear increase in information rate if and only if E b /N t is kept the same (e.g., at γ). In other words, we assume the condition E b /N t = γ is necessary for decodability of transmissions at a rate proportional to x i [14] . To ensure the validity of the approximation
we introduce the following technical assumption, which is consistent with practical systems [15] .
Technical Assumption 1: The target value E b /N t = γ must satisfy γ < 4.
A. Cross-Layer Optimal Rate Assignments
To address rate control as a constrained optimization problem, we must first introduce the notion of feasible rate assignments. Since the focus of this paper is a CDMA DO network, we use a common definition of feasible MAC rates, which depends on both a target E b /N t (denoted by γ), and a target interference level (denoted by K). A more detailed explanation of these feasibility criteria can be found in the 3rd Generation Partnership Project 2 standards for cdma2000 [16] .
We say a rate vector x = (x 1 , . . . , x M ) is feasible if there exists a nonnegative power vector (P 1 , . . . , P N ) such that the following conditions are satisfied:
where γ and K are constants. The first condition is the link capacity constraint for the wired network [4] and depends on the routing matrix ψ. The second condition specifies the target E b /N t level, whereas the third condition specifies a limit on the ratio of received power to thermal noise at each base station. 1 Together, these two conditions guarantee an acceptable bit error rate for wireless transmissions. The last condition simply ensures the validity of the standard Gaussian approximation used for performance analysis of a matched filter receiver. 2 In [17] and [20] , we have developed a simpler feasibility region with a linear-type structure. Using similar modifications, we formally define our feasibility region.
Definition 1: A rate vector x = (x 1 , . . . , x M ) belongs to the feasible region ∆ if and only if it satisfies the following conditions:
Condition LC2 is obtained by considering Condition C3 as an equality, solving for the transmission powers, and substituting into Condition C2. In [17, Th. 3] , we have shown that if x ∈ ∆, then it satisfies Conditions C1-C4. In general, the region defined by ∆ will be a subset of that defined by C1-C4. We have provided a detailed discussion on the relationship between ∆ and the feasibility region defined by C1-C4 in [17] .
Among all feasible rate vectors, we will choose a rate vector that is proportionally fair [1] . In other words, we choose to optimize the utility function
log(x i ), resulting in the following. Problem P: Find the rate vector x that is the solution to
It is worth noting that the results presented in this paper can be extended to more general utility functions with minimal modifications to the problem setup.
III. DISTRIBUTED ALGORITHM FOR RATE ASSIGNMENTS
In the remainder of this paper, we see how optimization and dual methods can be used to design distributed algorithms that converge to the cross-layer optimal solution to Problem P. The challenge in directly applying dual methods to Problem P is that ∆ is not a convex region. To remedy this, we introduce the change of variable r i = (x i /x i γ + W ). This gives the following problem, which we show to be a convex problem with no duality gap.
Problem P1:
Theorem 1: Problem P1 is a convex optimization problem for which there is no duality gap. 
This is clearly satisfied with r i = 0 ∀i = 1, . . . , M, and we are done. We now consider the Lagrange function associated with Problem P1, i.e.,
The dual problem can be formulated as follows:
Notice that for a given set of Lagrange multipliers, (2) is an autonomous rule that can be implemented at each source using locally available information. The remaining task is to generate the correct Lagrange multipliers, which we do using a gradient projection method. Substituting x i back in gives the following algorithm consisting of three parts.
Base Algorithm: Each base station produces a regulatory signal (Lagrangian multiplier µ l ) that indicates the level of interference at that sector. This signal evolves according to the difference equation
where β is a constant, and
is a measure of interference at each sector. These signals are then used to generate the aggregate signals p.
Link Algorithm: Each link produces a regulatory signal (Lagrangian multiplier λ j ) that indicates the level of congestion at that link. This signal evolves according to the difference equation
where ξ is a constant, and
x i ψ ij is the total traffic on link j. These signals are then used to generate the aggregate signals q.
Source Algorithm: Each source reacts to the levels of congestion (indicated by the link coordination signals) and, when applicable, the interference levels at its neighboring sectors (indicated by the base coordination signals) by adjusting its rate such that Fig. 3 gives a control-theoretic view of the algorithm, whereas Fig. 4 gives a flowchart of algorithm operation. At each update interval, the Base Algorithm and Link Algorithm are simultaneously run, taking into account any changes in network conditions. The Source Algorithm is then run, taking into account the new congestion and interference prices. From these figures, we see one of the main advantages to the type of feedback structure we have employed-when continuously run, the algorithm will 1) converge to the optimal rate allocation and 2) adapt to quasi-static changes in network conditions.
Theorem 2:
There exist values β 0 and ξ 0 such that for all β < β 0 and ξ < ξ 0 , the distributed algorithm described by (3)- (5) converges to the solution to Problem P.
IV. PRACTICAL DISTRIBUTED IMPLEMENTATION

A. Signaling Mechanisms
The computation and communication of regulating signals is the basis of the distributed algorithm described in the previous section. However, Lagrange multipliers need not be locally available, although they can always be computed in parallel via (in general complicated) message passing schemes, such as those in [8] . Throughout this section, we substantiate our claim that our proposed algorithms can be implemented in a distributed manner with reasonable overhead using locally available observations. In particular, we are interested in addressing 1) the computation of the regulating signals µ and the availability of p and 2) the computation of the regulating signals λ and the availability of q.
Recall the base algorithm in (3). This equation requires each base to know information about the load at all other bases. To facilitate distributed computation, we introduce the following alternative that approximates the original solution:
The quantity
(P i g il /N 0 W ) can be measured at base station l [16] and represents the sector's overall interference. This quantity is referred to as rise over thermal (ROT) [16] . Notice that this alternate algorithm does not require an estimate of loading at the other base stations; rather, we use an overestimation of the load at neighboring base stations by assuming Z l = K ∀l. Although we do not have analytical results on the equilibrium point when this alternate algorithm is used, such an equilibrium will, in general, violate the linear constraints LC1-LC3 but will satisfy the original (nonlinear) constraints C1-C4 [17] . 3 Once the regulating signals µ l are computed at each base, they are used to generate aggregate signals for each mobile. At first glance, it seems that to calculate p i , each mobile requires full knowledge of the channel. In [17] and [20] , we have shown that there exists a practical solution to this problem using the CDMA pilot signal (PS) and a pricing PS (PPS) that allows p i to be computed from quantities that can be easily measured by mobile i.
The practical scheme to compute the wired link signals λ and the corresponding aggregate signals q is well understood since (4) has a well-known interpretation in terms of queue delay at each link [4] , [5] , [8] . When dealing with a discrete-time system, however, the usual differential equation for queueing
where ∆t is the time between successive updates. If we set ξ = ∆t/C j , then λ j is the queueing delay at link j, and q i is user i's end-to-end queueing delay. Recall from Theorem 2, however, that the convergence of the algorithm is dependent upon the step size being "small enough" (see [22, pp. 212-215] for further discussion). Since the step size is proportional to the update interval ∆t, the convergence of the modular algorithm is dependent upon the time scale of the distributed feedback loops shown in Fig. 3 . In other words, to guarantee convergence, we must either run the algorithm "fast enough" (small ∆t) or use a scaled version of delay as the feedback signal (use step size of ∆t/SC, S ≥ 1). The aggregate signals are now the end-to-end delay divided by S, which can still be locally computed by the sources. The drawback is that the actual delay is now S times higher than if we had simply run the algorithm S times faster. This is similar to the concept of tightly and loosely coupled links in [11] , where the use of scaling results in loosely coupled links.
B. Simulation Results
Simulations were run using 20 wireless sources and 20 wired sources, all with fully backlogged buffers (approximating long-lived TCP flows). The routing matrix was randomly generated over six links, each with a capacity of 5 Mb/s. The mobile infrastructure consists of four base stations with antenna gains of 2: each 2500 m apart. Mobile positions were randomly generated. The simulations use a Cost-231 propagation model at 1.9 GHz between the mobiles and bases [16] . The values for γ and K are 4 and 6 dB, and the chip bandwidth W is 1.2 MHz [15] . The PPSs are broadcast every 5 ms (synchronized), and the Source Algorithm is run every 15 ms. We do not consider the impact of delayed feedback signals. Fig. 5 shows a contour plot of the equilibrium point of the distributed rate assignment scheme-i.e., the rates assigned to mobiles as a function of their position in the network. Fig. 6 shows the sector ROT when a new user is added to system at time t = 100 ms and another user leaves the system at time t = 300 ms under quasi-static conditions (i.e., stationary nodes, no shadowing, and perfect power control). These figures illustrate the operating point, transient behavior, and convergence of the proposed algorithm.
V. CONCLUSION AND FUTURE WORK
In this paper, we have developed a cross-layer approach to optimal rate assignment in multisector CDMA networks. We formulated this as an optimization problem subject to interference and congestion constraints, and we developed distributed algorithms to solve this maximization problem. Finally, we introduce signaling mechanisms and briefly examined the transient behavior of the algorithm.
The cross-layer approach to optimal rate assignment presented in this paper is a "one-shot" algorithm, that is, it combines the MAC and transport layer protocols to simultaneously control interference and congestion. Traditionally, however, MAC and transport layer protocols are separately implemented. An important area of future work is the investigation of "modular"-type algorithms, in which MAC and transport protocols are coordinated, rather than merged, to achieve cross-layer optimal rate assignment. We have begun investigating dual-based algorithms in which the delay associated with addition of intermediate queues at each wireless source provides the necessary information for coordinating MAC and transport layers. We do not yet have analytical results regarding the performance of such algorithms. However, initial simulations suggest that this approach not only allows for modular implementation (hence, the ability to run MAC and transport protocols at different time scales) but also provides a level of robustness to channel variation and changes in the network setting. 
where φ(·), q i , and p i are as described earlier in the dual problem DP1.
Lemma 1: The dual objective function D(ϕ) is lower bounded, convex, and continuously differentiable over the feasibility region.
Proof: That D(ϕ) is lower bounded and convex directly comes from the properties of the dual objective function and weak duality [4] . From [21, Prop. 6.1.1, p. 605], we know that D(ϕ) is continuously differentiable if ∀ϕ, the Lagrange function L 1 (r, ϕ) has a unique maximizer. From Theorem 1, we know that L 1 (r, ϕ) is a strictly concave function of r. Since the allowable values of r form a convex set, the function L 1 (r, ϕ) has a unique maximizer.
Fact 2: For a given set of Lagrange multipliers ϕ, the rates that uniquely maximize L(r, ϕ) are given by
Definition 3: The gradient of the dual objective function is given by the following (J + L) × 1 vector (indexed by j):
(see [22, p. 669 
]).
Definition 4: The Hessian of the dual objective function is given by the following (J + L) × (J + L) matrix (indexed by j, k):
Lemma 2: Every element of ∇ 2 D(ϕ) is nonnegative and upper bounded.
Proof: From Fact 2 and taking first-order conditions, we note that either 1) r * i =1/(γ +4) [a boundary value of (7) 
We can now upper bound the terms in the Hessian of the dual objective function using (8) by Proof: Using Taylor theorem and norm definitions, we have [4] ∇D(ϕ) − ∇D(ϕ
