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Abstract
This contribution deals with the numerical realization of static contact problems with Coulomb friction for
three-dimensional elastic bodies. We 8rst introduce auxiliary contact problems with given friction which de8ne
a mapping  associating with a given slip bound the normal contact stress in the equilibrium state. Solutions
to contact problems with Coulomb friction are de8ned as 8xed points of  and are computed by using
the method of successive approximations. The mathematical model of contact problems with given friction
leads to a variational inequality of the second kind. Its discretization is based on the so-called reciprocal
variational formulation, i.e., the formulation in terms of the normal and tangential components of stresses on
the contact boundary. Unlike the two-dimensional case, constraints imposed on the tangential components of
contact stresses are quadratic. The main goal of this contribution is to show how to solve this problem by
using existing fast algorithms for simple (box) constraints. Numerical experiments for several variants of our
algorithm will be shown and compared.
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1. Introduction
The mathematical model of contact problems with Coulomb friction leads to a quasivariational
inequality [11,12]. It is well-known that their solutions can be de8ned as 8xed points of a certain
mapping and that the method of successive approximations is a natural tool for the numerical
realization. Each iterative step is represented by an auxiliary contact problem with given friction
described by a variational inequality of the second kind. The eIciency of the whole computational
process depends (among others) on the realization of contact problems with given friction.
In our previous papers [3,10] dealing with two-dimensional Coulomb friction problems the dual
formulation of contact problems with given friction was used, i.e., the formulation in terms of normal
and tangential contact stresses. After a discretization we obtain a quadratic programming problem
with simple (box) inequality constraints. Such problems can be solved very eIciently by algorithms
based on an active set strategy and an adaptive precision control [7,1,5]. The situation is not so
easy for three-dimensional contact problems. The reason is that the tangential contact stress has two
components in each contact node which are subject to a quadratic inequality constraint. This problem
cannot be solved directly by our eIcient algorithms. Fortunately the structure of this constraint is
relatively simple: the vector whose components are the tangential contact stresses belongs to a circle
in R2 with the center at the origin and a given radius. A convenient piecewise linear approximation
of the circle can be de8ned by the intersection of squares rotated of a constant angle . Doing this
approximation at all the contact nodes we obtain a new quadratic programming problem which can be
decomposed and transformed (using the technique in [8]) into subproblems with simple constraints.
Resulting quadratic programming problems can be solved by the Uzawa’s algorithm applied to an
appropriate augmented Lagrangian. We present two versions of the Uzawa’s algorithm for solving
contact problems with given friction.
The paper is organized as follows: in Section 2 we give a weak formulation of contact problems
for elastic bodies involving Coulomb friction. For the sake of simplicity of our presentation we
restrict ourselves to the case of one elastic body unilaterally supported by a rigid foundation. In
Section 3 contact problems with given friction are discretized by 8nite elements. In order to release
the unilateral constraints and to regularize the friction term, the Lagrange multipliers are introduced
and the dual formulation of contact problems with given friction is derived. Section 4 deals with
a piecewise linear approximation of the feasible set given by the intersection of a 8nite number of
rotated squares. This approximation enables us to decompose and to transform the problem into a
sequence of subproblems with simple constraints. In Section 5 we present two algorithms for solving
contact problems with Coulomb friction which are based on the method of successive approximations
combined with the above-mentioned decomposition. Numerical tests and comparisons of diLerent
variants of our algorithms are presented in Section 6.
2. Formulation of contact problems with Coulomb friction
Let us consider an elastic body represented by a domain  ⊂ R3 with the Lipschitz boundary 9
which is split into three nonempty disjoint parts u, p and c so that 9 = Nu ∪ Np ∪ Nc. The
zero displacements are prescribed on u while surface tractions of density p∈ (L2(p))3 act on p.
Along c the body is unilaterally supported by a rigid foundation. This fact imposes limitations on the
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deformation of  and introduces the eLect of friction. Next we shall consider the Coulomb’s model
of friction. Finally we suppose that the body is subject to volume forces of density f∈ (L2())3.
We start with the variational formulation of an auxiliary problem, called the contact problem with
given friction. To this end we introduce the space of virtual displacements:
V = {v∈ (H 1())3|v= (0; 0; 0) on u}
and its closed convex subset of kinematically admissible displacements:
K = {v∈V |v := v · 6d on c};
where d∈L∞(c) is an initial gap between the body and a rigid foundation and ∈ (L∞(c))3 de-
notes the outward unit normal vector to c. Let us assume that the normal contact stress T ∈L∞(c),
T6 0, is known a priori so that one can evaluate the slip bound g = F(−T), where F ¿ 0 is a
coeIcient of Coulomb friction.
The primal variational formulation of the contact problem with given friction reads as follows:
(P˜)


Find u∈K such that
J (u) = min
v∈K J (v);
where
J (v) = 12 a(v; v)− b(v) + j(v)
is the total potential energy functional. The individual terms appearing in J have the following
meaning:
• a :V × V → R is a bilinear form representing the inner energy:
a(v; w) =
∫

(v) :C : (w) dx;
where C denotes the fourth order symmetric, positive de<nite tensor characterizing a linear
Hooke’s law and (v) = 12 (∇v+∇v) is the linearized strain tensor;• b :V → R is a linear form representing the work of applied forces:
b(v) =
∫

f · v dx +
∫
p
p · v ds;
• j is a nondiLerentiable functional representing the work of friction forces:
j(v) =
∫
c
g‖v‖ ds;
where v := v− v is the projection of the displacement v on the planes tangential to c, g¿ 0
is the slip bound and ‖ · ‖ is a norm in R3.
More details about the formulation of contact problems can be found in [11,12].
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It is well-known that (P˜) has a unique solution u := u(g) which depends on a particular choice of
g (see [6]). This makes it possible to de8ne a mapping  which associates with every g∈L∞(c),
g¿ 0, the product F(−T(u(g))), where T(u(g))6 0 is the normal contact stress related to u(g).
The classical Coulomb’s law of friction corresponds to the case when g = F(−T(u(g))), i.e., to a
8xed point of . For more details we refer to [6,11].
Let us point out that the main diLerence between two-dimensional and three-dimensional contact
problems consists in the de8nition of the norm ‖ · ‖ appearing in j. The norm in two-dimensional
problems is the absolute value and the dual formulation of discretized problems leads to a quadratic
programming problem with simple (box) inequality constraints. Therefore eIcient algorithms can
be applied directly to get a solution [3,10]. As we shall see the situation is completely diLerent in
three-dimensional cases. How to proceed in three-dimensional problems will be shown in the next
sections.
3. Discretization of problems with given friction
In the rest of the paper, we shall suppose that  ⊂ R3 is a polyhedral domain with a regular
partition Th made of tetrahedrons which is consistent with the decomposition of 9 into u, p
and c. On Th, we consider the classical continuous piecewise linear basis functions de8ning the
8nite element subspace Vh ⊂ V with dim Vh = 3n, where n is the number of the nodes from Th
lying in N \ Nu.
Before we give a discrete version of (P˜), we 8rst introduce several notations. Let {Aj}mj=1 be the
set of the nodes from Th lying on Nc \ Nu, also called contact nodes. The displacement vectors at
Aj are denoted v j, v j ∈R3. The unit outward normal vectors to c at Aj are denoted  j and t j1 , t j2
are unit tangential vectors to c at Aj such that the triplet { j; t j1 ; t j2} is an orthonormal basis in R3
for j = 1; : : : ; m. The symbol ‖ · ‖Rp stands for a norm in Rp (not necessarily Euclidean!), ‖ · ‖∗Rp
is the dual norm to ‖ · ‖Rp and (·; ·)Rp is the scalar product in Rp. The ith coordinate of a vector
v∈Rp will be denoted (v)i.
Further let N, T1, T2 and T be the following linear mappings:
• N :R3n → Rm, where (Nv)j := (v j;  j)R3 , j = 1; : : : ; m, i.e., Nv is the vector of the normal
coordinates of v at the contact nodes;
• Tk :R3n → Rm, where (Tkv)j := (v j; t jk )R3 , j=1; : : : ; m, k =1; 2, i.e., T1v and T2v are the vectors
of the tangential coordinates of v at the contact nodes with respect to t j1 and t
j
2 ;
• T :R3n → (R2)m is de8ned by means of T1 and T2 as follows:
(Tv)j := ((T1v)j; (T2v)j) ∈R2; j = 1; : : : ; m:
Next the matrices representing the respective mappings will be denoted by the same symbols so that
we write N;T1;T2 ∈Rm×3n and T∈R2m×3n. Finally we introduce the vector
‖Tv‖vect := (‖(Tv)1‖R2 ; ‖(Tv)2‖R2 ; : : : ; ‖(Tv)m‖R2) ∈Rm
whose components are norms of the tangential coordinates of v at the contact nodes.
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We now give the discrete formulation of contact problems with given friction. Let Kh ⊂ Vh
be a convex subset which contains those functions from Vh satisfying the nonpenetration condi-
tion at each of the contact nodes. Replacing K by Kh in (P˜), we obtain the following algebraic
problem:
(P˜)


Find u∈K such that
J(u) = min
v∈K
J(v);
where
J(v) =
1
2
vKv − vf + g‖Tv‖vect ;
K= {v∈R3n| Nv6 d}:
Here, K∈R3n×3n is the positive de8nite stiLness matrix, f ∈R3n is the vector of the nodal forces,
g∈Rm, g¿ o, collects the nodal slip bounds gj := g(Aj) at Aj, j=1; : : : ; m, and d∈Rm is the vector
describing the gap between the body and the rigid foundation at the contact nodes.
Notice that (P˜) is a nondiLerentiable problem because of the last term in J. We shall use the
duality approach in order to transform problem (P˜) into a smooth one. The regularization of the
nondiLerentiable term is based on the fact that
gj‖(Tv)j‖R2 = max
 jt ∈R2
‖ jt ‖∗R26gj
( jt ; (Tv)j)R2 ;
so that
g‖Tv‖vect =
m∑
j=1
max
 jt ∈R2
‖ jt ‖∗R26gj
( jt ; (Tv)j)R2 : (3.1)
In order to simplify notations, we rearrange the sum on the right-hand side of (3.1) as follows:
m∑
j=1
( jt ; (Tv)j)R2 = 

t Tv
= t1T1v + 

t2T2v;
where t := ((
1
t )
; (2t ); : : : ; (mt )) ∈ (R2)m and t1; t2 ∈Rm are de8ned by
(tk)j := (
j
t )k ; j = 1; : : : ; m; k = 1; 2:
In this manner we establish the one-to-one correspondence between t ∈ (R2)m and (t1; t2)∈Rm×
Rm. This fact will be emphasized by writing t ∼ (t1; t2) in what follows.
Let us introduce the Lagrangian of (P˜) by
L(v; ) = 12 v
Kv − vf + t1T1v + t2T2v +  (Nv − d);
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where  = ( ; t1 ; t2) ∈"(g) is a vector of Lagrange multipliers and
"(g) =" × "t(g);
" = { ∈Rm| ¿ o};
"t(g) = {(t1 ; t2) ∈ (Rm)2| ‖t‖∗vect6 g; t ∼ (t1; t2)}:
The symbol ‖ · ‖∗vect is de8ned by
‖t‖∗vect := (‖(t)1‖∗R2 ; ‖(t)2‖∗R2 ; : : : ; ‖(t)m‖∗R2) ∈Rm (3.2)
with (t)j := ((t1)j; (t2)j)
 ∈R2 and the inequalities between vectors are understood component-
wisely.
A saddle-point formulation of (P˜) reads as follows:
Find (u; [)∈R3n × "(g) such that
L(u; )6L(u; [)6L(v; [) ∀v∈R3n ∀∈"(g)
or, equivalently,
(S˜)


Find (u; [)∈R3n × "(g) such that
Ku = f −N[ − T1 [t1 − T2 [t2;
(Nu − d)([ − ) + uT1 ([t1 − t1) + uT2 ([t2 − t2)¿ 0
∀∈"(g):
Eliminating u from the equation in (S˜) and substituting it into the second inequality, we obtain the
dual formulation of (P˜):
(D˜)


Find [∈"(g) such that
D([) = min
∈"(g)
D();
where D()= 12 
Q−h is a quadratic function with a positive de8nite matrix Q∈R3m×3m and
h∈R3m:
Q=


NK−1N NK−1T1 NK
−1T2
T1K−1N T1K−1T1 T1K
−1T2
T2K−1N T2K−1T1 T2K
−1T2

 ; h =


NK−1 − d
T1K−1
T2K−1

 :
We see that (D˜) is a quadratic programming problem (QPP). The type of the constraints
de8ning the feasible set "(g) depends on a particular choice of the norm in R2. There
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are two important cases:
Case I: ‖ · ‖R2 := ‖ · ‖R2 ;1 (the summation norm) for which ‖ · ‖∗R2 = ‖ · ‖R2 ;∞ (the maximum
norm) so that the feasible set reads as follows:
"(g) = { = ( ; t1 ; t2) ∈ (Rm)3|¿ o; |(tk)j|6 gj;
j = 1; : : : ; m; k = 1; 2}:
In this case, problem (D˜) is the QPP with the simple (box) constraints and the fast algorithm
proposed in [1,5,7] may be applied directly. We obtain an unisotropic model of given friction which
depends on the particular choice of tangential vectors t j1 ; t
j
2 to c at the contact nodes.
Case II: ‖ · ‖R2 := ‖ · ‖R2 ;2 (the Euclidean norm) so that the dual norm ‖ · ‖∗R2 = ‖ · ‖R2 ;2. This
choice corresponds to a problem with an isotropic given friction. Unfortunately, the feasible set
"(g) contains the quadratic constraints. In the next section, we shall construct a piecewise linear
approximation of "(g) enabling us to use again fast QPP algorithms.
4. Algorithms for solving problems with isotropic given friction
We shall propose two algorithms for solving of the dual problem (D˜) with isotropic given friction
(Case II). Before giving separately the description of both algorithms, we begin with a common
approximation of the feasible set.
4.1. Approximation of the dual problem
Let us consider the dual problem (D˜) with
"(g) = { = ( ; t1 ; t2) ∈ (Rm)3|¿ o; ‖(t)j‖R2 ;26 gj;
j = 1; : : : ; m; t ∼ (t1; t2)}:
The inequality ‖(t)j‖R2 ;26 gj means that the vector (t)j ∈R2 belongs to the circle with the
center at the origin of R2 and radius gj, i.e.,
(t)j = ((t1)j; (t2)j)
 ∈C(gj);
where
C(gj) = {∈R2|
√
()21 + ()
2
26 gj}:
A convenient piecewise linear approximation of C(gj) is given by the intersection of N squares (see
Fig. 1) rotated around the origin of a constant angle = *=(2N ):
C(gj) ≈
N⋂
i=1
Si(gj) (4.1)
with
Si(gj) = {∈R2|i := mi such that |(i)k |6 gj; k = 1; 2};
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Fig. 1. Approximation of the circle for N = 4, i.e.,  = *=8.
i = 1; : : : ; N , i = (i − 1), and mi being the rotation matrix
mi =
(
cos i sin i
−sin i cos i
)
:
Using (4.1) at all the contact nodes, we obtain the following approximation of the feasible set:
"(g) ≈
N⋂
i=1
"i(g); (4.2)
where
"i(g) = {∈ (Rm)3|i := Mi; i = ((i ); (it1); (it2));
s:t: i ¿ o; |(itk)j|6 gj; j = 1; : : : ; m; k = 1; 2};
i = 1; : : : ; N , and Mi ∈R3m×3m is de8ned by
Mi =


I O O
O cos iI sin iI
O −sin iI cos iI

 : (4.3)
Replacing the feasible set "(g) in (D˜) by (4.2), we obtain the following problem:
(D˜)N
{
minimize 12 
Q − h
subject to ∈"i(g); i = 1; : : : ; N:
Denote by , N the solution of (D˜), (D˜)N , respectively. Then it is very easy to show that the
diLerence between  and N is of the order 1=N .
Problem (D˜)N is now the QPP with the linear constraints which are not yet simple. Notice that
each of the constraints ∈"i(g), i= 1; : : : ; N , can be transformed into a simple one by introducing
a new variable  := Mi. In order to do that for all "i(g), i = 1; : : : ; N , we 8rst decompose
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problem (D˜)N . We describe two variants of the decomposition giving us two diLerent algorithms.
The analogous decomposition has been used in [8] to solve variational inequalities on the intersection
of convex sets.
4.2. Algorithm with the inner loop
Let us consider the following decomposition of (D˜)N :
(D˜)N;1
{
minimize 12 
A − b
subject to C = o; i ∈"i(g); i = 1; : : : ; N;
where  ∈ (R3m)N , A∈R3mN×3mN , b∈ (R3m)N , C∈R3m(N−1)×3mN are de8ned by
 =


1
2
...
N

 ; A =
1
N


Q O
Q
. . .
O Q

 ;
b=
1
N


h
h
...
h

 ; C=


I; −I O
I; −I
. . . . . .
O I; −I


and Q, h are the same as in (D˜)N . It is readily seen that (D˜)N;1 is equivalent to (D˜)N . Indeed, if
N = ( N1 ; : : : ; N1 ) is a solution to (D˜)N;1, then [= N i for all i = 1; : : : ; N and [ solves (D˜)N .
In order to solve (D˜)N;1, we apply the Uzawa’s algorithm to the augmented Lagrangian
L-(;w) = 12
A − b+ wC + -
2
‖C‖2; (4.4)
where -¿ 0, w∈R3m(N−1) and ‖ · ‖ stands for the Euclidean norm in R3m(N−1). The existence of
a saddle point and convergence of the Uzawa’s algorithm is studied in [8]. The Uzawa’s algorithm
reads as follows:
ALG1
Initialize: w(0) ∈R3m(N−1); l := 0
repeat
l := l+ 1
Step 1:
{
(l) = argmin L-(;w(l−1));  = (1 ; : : : ; N )
subject to i ∈"i(g); i = 1; : : : ; N
Step 2: w(l) = w(l−1) + -C(l)
until stopping criterion
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Step 1 is, for the given w(l−1), the QPP with the block tridiagonal Hessian A + -CC and with
the separated inequality constraints. The block Gauss–Seidel method can be used for solving such
problems. The inner loop executing the Gauss–Seidel iterations splits the problem into smaller QPPs
for each of the unknowns i, i=1; : : : ; N , separately. The substitution i := Mii for i∈{1; : : : ; N}
8xed then transforms the ith constraint into the simple one so that the eIcient QPP algorithm from
[7,1,5] can be used.
4.3. Algorithm without the inner loop
The substitution i := Mi for all i = 1; : : : ; N simultaneously leads to another decomposition of
(D˜)N :
(D˜)N;2
{
minimize 12 
A − b
subject to C = o; i ∈"1(g); i = 1; : : : ; N;
where  ∈ (R3m)N , A∈R3mN×3mN , b∈ (R3m)N , C∈R3m(N−1)×3mN are de8ned by
 =


1
2
...
N

 ; A =
1
N


Q1 O
Q2
. . .
O QN

 ;
b=
1
N


h1
h2
...
hN

 ; C=


I −M1 O
I; −M1
. . . . . .
O I; −M1


;
Qi := MiQ(M

 )
i−1, hi := Mih, i = 1; : : : ; N and Q, h are the same as in (D˜)N .
Problem (D˜)N;2 can be solved again by the Uzawa’s algorithm. The augmented Lagrangian L- of
(D˜)N;2 is formally the same as in (4.4) and the Uzawa’s algorithm reads as follows:
ALG2
Initialize: w(0) ∈R3m(N−1); l := 0
repeat
l := l+ 1
Step 1:
{
(l) = argmin L-(;w(l−1));  = (1 ; : : : ; N )
subject to i ∈"i(g); i = 1; : : : ; N
Step 2: w(l) = w(l−1) + -C(l)
until stopping criterion
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Step 1 is now the QPP with simple (box) inequality constraints de8ned by "1(g) that can be solved
directly by the fast algorithm from [7,1,5]. Therefore the Gauss–Seidel iterations (the inner loop) in
Step 1 are not needed (but not excluded).
5. Algorithms for solving problems with Coulomb friction
In this section we present an eIcient algorithm for solving three-dimensional contact problems
with Coulomb friction. In order to emphasize that problem (D˜) itself depends on a given slip
bound g∈", we shall write (D˜(g)) instead of (D˜) in what follows. It is well-known that the 8rst
component [ := [(g) of the solution to (D˜(g)) is an approximation of −T(u(g)).
Since problem (D˜(g)) has a unique solution [ for every g∈", one can de8ne the mapping
( :" → " as follows:
((g) = F[:
The mapping ( can be viewed as an approximation of  introduced in Section 2. The solution of
the contact problem obeying the Coulomb’s law of friction is now de8ned by
((g) = g⇔ F[(g) = g; (5.1)
i.e., g is a 8xed point of ( in ".
The method of successive approximations is commonly used for the numerical realization of
8xed-point problems. In our case it reads as follows:
(MSA)
{
Initialize : g(0) ∈"
g(k) =((g(k−1)); k = 1; 2; : : : :
This method converges provided ( is contractive. This property is guaranteed if F is small enough
but unfortunately the bounds for F to be contractive are mesh dependent [9].
The realization of (MSA) is based on solving problem (D˜(g)) at each iterative step. Replacing
(D˜(g)) by (D˜(g))N and using ALG1 or ALG2, we obtain an eIcient method enabling us to solve
(MSA). The resulting algebraic form of the Coulomb’s friction solver reads as follows:
MSA1
Initialize: g(0) ∈"; k := 0
repeat
k := k + 1
Initialize: w(0) ∈R3m(N−1); l := 0
repeat
l := l+ 1
Step 1:
{
(l) = argmin L-(;w(l−1));  = (1 ; : : : ; N )
subject to i ∈)i(g(k−1)); i = 1; : : : ; N
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Step 2: w(l) = w(l−1) + -C(l)
until stopping criterion
 =
1
N
∑N
i=1 
(l)
i
g(k) = F
until stopping criterion
The symbol )i(g(k−1)) has two diLerent meanings depending on the algorithm realizing Step 1:
(j) If ALG1 is used then )i(g(k−1)) := "i(g(k−1)).
(jj) If ALG2 is used then )i(g(k−1)) := "1(g(k−1)) for all i = 1; : : : ; N .
Two loops in MSA1 can be replaced by only one loop. The new algorithm can be viewed as a
version of (MSA) with an inexact realization of subproblems (D˜(g))N :
MSA2
Initialize: g(0) ∈"; w(0) ∈R3m(N−1); k := 0
repeat
k := k + 1
Step 1:
{
(k) = argmin L-(;w(k−1));  = (1 ; : : : ; N )
subject to i ∈)i(g(k−1)); i = 1; : : : ; N
Step 2: w(k) = w(k−1) + -C(k)
 =
1
N
N∑
i=1
(k)i
g(k) = F
until stopping criterion
Step 1 can be again realized by ALG1 or ALG2 and )i(g(k−1)) has the same meaning as before.
6. Numerical experiments
We shall consider the following model example: the brick  = (0; 3) × (0; 1) × (0; 1) is made
of an elastic isotropic, homogeneous material characterized by Young’s modulus E = 21:19 × 1010
and Poisson’s ratio 0 = 0:277 (steel). The brick is unilaterally supported by the rigid foundation
R3− = {x∈R3|(x)36 0}. The decomposition of 9 into u, c and p is de8ned as follows:
u = {x∈ 9 | (x)1 = 0};
c = {x∈ 9 | (x)3 = 0};
p = 9 \ ( Nu ∪ Nc):
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Fig. 2. The cross-section of  by the plane (x)2 = 0:5.
0
0.5
1
1.5
2
2.5
3
0
0.5
1
0
0.2
0.4
0.6
0.8
1
(x)3
(x)2 (x)1
Fig. 3. The partition into 8nite elements.
The following surface tractions of density p = (p1; p2; p3) act on 1p = {x∈p | (x)1 = 3} and
2p = {x∈p | (x)3 = 1}:
p1(x) = 0; p2(x) = 0; p3(x) = 106 on 1p;
p1(x) = 0; p2(x) = 0; p3(x) = p3; l(3− (x)1) on 2p;
where p3; l = −2=3 × 106. On the remaining part of p the tractions p are equal to zero. The
density of the volume forces is f=(0; 0; 0). The slip bound for the problem with given friction and
the coeIcient of friction for the problem with Coulomb friction are g = 5:25 × 104 and F = 0:35,
respectively. The two-dimensional cross-section of the body is shown in Fig. 2.
The body is cut into small cubes and each of the cube is divided into 8ve tetrahedrons. Linear 8nite
elements are used for the discretization of our problem. We have tested two partitions: Partition 1
with 900 primal variables (displacements) and 180 dual variables (stresses) and Partition 2 (drawn
in Fig. 3) with 5832 primal and 648 dual variables. The number of the dual variables is equal to 3m,
where m is the number of the contact nodes. Let us point out that the total number of the variables
treated by ALG1 and ALG2 is 3mN , where N is the number of squares approximating the circle.
400 J. Haslinger et al. / Journal of Computational and Applied Mathematics 164–165 (2004) 387–408
6.1. Contact problems with given friction
The previous problem with given friction will be solved by diLerent variants of ALG1 and ALG2.
On the basis of obtained results we compare their eIciency. Both algorithms terminate if
‖w(l) − w(l−1)‖
‖w(l)‖ 6 tol; (6.1)
where ‖ · ‖ stands for the Euclidean norm in R3m(N−1). All our computations have been done with
tol = 10−6.
The Gauss–Seidel method in Step 1 of ALG1 oLers several strategies how to proceed. We denote
as Variant1 a version of ALG1 in which the minimization problem for L- is solved “exactly”.
Variant2 denotes the modi8cation of ALG1 in which only one Gauss–Seidel iteration is executed
in Step 1, i.e., only one minimization of L- on "i(g) for every i∈{1; : : : ; N} is performed. Let us
point out that also Variant2 belongs to the class of Uzawa’s algorithms studied in [8].
Each Gauss–Seidel step in ALG1 is the QPP with the simple constraints for  = ( ; t1 ; t2)
∈"i(g) with i∈{1; : : : ; N} being 8xed. The minimization of L- on "i(g) can be realized with the
whole vector ∈ (Rm)3 or the problem can be split again (using the Gauss–Seidel method at the
lower level) into smaller subproblems, namely the separate minimization of L- with respect to
the normal and tangential components of stresses. We follow the idea used in [3,10] for two-
dimensional contact problems. In three-dimensional contact problems, there are two possibilities
how to split the QPPs. We shall use the following notations:
No splitting is not used,
Partial QPPs are split into two QPPs using the normal component and the pair of tangential
components of the contact stresses,
Complete QPPs are split into three QPPs using the normal component the 8rst and the second
tangential component of the contact stresses separately.
Here and in what follows all computations with ALG1 were realized with experimentally found
- = 10−10. This relatively small value reXects the fact that the product of - with the norm of the
contact stress is comparable with the norm of the displacements.
The tables presented below contain the following information:
Iter the number of Step 2 executions,
QPPs the number of the QPPs of size 3m computed in Step 1 (only in ALG1; notice that
QPPs = N × Iter when Variant2 is used),
Gg step the total number of the conjugate gradient steps executed in all QPPs (only in ALG2),
EL (%) the eIciency of the tested algorithm evaluated by
EL (%) =
operALG
operALG1
× 100%; (6.2)
where operALG is the number of Xoating point operations of the tested algorithm and operALG1
is the number of Xoating point operations of a reference algorithm which uses the same partition
as the tested algorithm and which will be speci8ed in each example,
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Prec the relative error between the obtained solution and the solution to (D˜)N computed by
the Matlab procedure qpp.m (only for Partition 1 and N = 2).
Example 6.1.1. Tables 1 and 2 compare diLerent versions of ALG1 for Partition 1 and Partition 2,
respectively. The number of squares approximating the circle is N =2 in both cases and operALG1 is
the number of Xoating point operations in ALG1/Variant1/Splitting(No). We can see that Variant2 is
more eIcient than Variant1. The number of the QPPs surprisingly decreases for Partition 2/Variant1
in comparison with Partition 1/Variant1 and the increase of the outer iterations Iter is relatively slow.
Example 6.1.2. Table 3 compares results of ALG1/Variant2/Splitting(Complete) with respect to the
increasing number of squares. Here, operALG1 is the number of Xoating point operations in ALG1/
Variant2Splitting(Complete) for N =2. The relative error (Rel error) is computed by ‖[N − [N−2‖=
‖[N‖, where [N is the solution to (D˜)N and ‖·‖ stands for the Euclidean norm in R3m. A signi8cant
increase of the outer iterations Iter is an unpleasant feature of ALG1.
Table 1
ALG1, Partition 1
Variant1 Variant2
Splitting No Partial Complete No Partial Complete
Iter 106 106 106 104 104 164
QPPs 2531 2580 2629 208 208 328
EL (%) 100 48.6 30.6 4.25 1.93 1.94
Prec 5× 10−6 5× 10−6 5× 10−6 2× 10−6 2× 10−6 4× 10−6
Table 2
ALG1, Partition 2
Variant1 Variant2
Splitting No Partial Complete No Partial Complete
Iter 201 201 201 200 200 237
QPPs 1939 1989 2024 400 400 474
EL (%) 100 47.3 29.8 10.7 3.82 3.79
Table 3
ALG1/Variant2/Splitting(Complete), Partition 1
N Iter EL (%) Rel error
2 164 100 —
4 765 741.9 0.066
6 2333 5583.9 0.022
402 J. Haslinger et al. / Journal of Computational and Applied Mathematics 164–165 (2004) 387–408
Table 4
ALG2, Partition 1
log - Iter Cg step Prec EL (%)
−10 100 2837 6:0× 10−3 5.48
−9 28 1119 1:0× 10−6 2.40
−8 8 406 6:3× 10−7 0.91
−7 5 473 4:4× 10−7 1.38
−6 4 580 6:7× 10−7 1.82
−5 3 615 8:2× 10−7 1.89
−4 3 613 6:4× 10−7 1.84
−3 3 661 4:9× 10−7 2.15
−2 2 680 1:8× 10−7 2.22
−1 2 631 1:0× 10−6 2.02
0 3 642 4:7× 10−7 2.01
1 100 1131 7:4× 10−7 3.14
Table 5
ALG2, Partition 2
log - Iter Cg step EL (%)
−10 100 3544 7.63
−9 30 1173 2.70
−8 9 487 1.42
−7 5 539 1.91
−6 4 644 2.25
−5 3 776 3.05
−4 3 800 3.16
−3 3 803 3.16
−2 2 822 3.29
−1 2 802 3.09
0 100 1055 3.82
1 100 1137 4.05
Example 6.1.3. Tables 4 and 5 summarize results obtained by ALG2 for Partition 1 and Partition 2,
respectively and N=2. operALG1 is de8ned in the same way as in Example 6.1.1. The QPP algorithm
now solves one QPP of size 3mN unlike ALG1 where N QPPs of size 3m are solved. It turns out
that ALG2 is more eIcient than ALG1 and behaves well for various values of -.
Example 6.1.4. Tables 6 and 7 indicate an optimal value of - in ALG2 when N increases. This
value is characterized by a small number of Cg step. We can conclude that -opt ∈ 〈10−8; 10−7〉 for
both Partition 1 and Partition 2. The computations corresponding to the non8lled positions were
terminated after exceeding the prescribed number of the conjugate gradient steps.
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Table 6
ALG2, Partition 1
N = 2 N = 4 N = 6
log - Iter Cg step Iter Cg step Iter Cg step
−10 100 2837 100 4266 100 5701
−9 28 1119 63 3673 100 6538
−8 8 406 11 807 16 1509
−7 5 473 5 431 5 951
−6 4 580 4 620 — —
−5 3 615 3 1144 — —
−4 3 613 3 3667 — —
Table 7
ALG2, Partition 2
N = 2 N = 4 N = 6
log - Iter Cg step Iter Cg step Iter Cg step
−8 9 487 11 961 15 1375
−7 5 539 5 905 7 1371
−6 4 644 4 2185 — —
−5 3 776 3 4936 — —
6.2. Contact problems with Coulomb friction
There are several possibilities how to implement the Coulomb’s friction solver. In this section we
shall con8ne ourselves to solvers based on MSA2 (presented in Section 5) since it turned out that
they are more eIcient (in the sense of the conjugate gradient steps) than solvers based on MSA1.
We shall test two versions of MSA2. They diLer in the inner algorithm which realizes auxiliary
problems with given friction. We denote by CFS1 the version that uses ALG1/Variant2 with or
without splitting while CFS2 is based on ALG2. Both algorithms terminate if
‖g(k) − g(k−1)‖
‖g(k)‖ 6 tol; (6.3)
where ‖·‖ stands for the Euclidean norm in Rm and tol=10−6. Due to the fact that “inexact” MSA2
is used, we shall check whether computed g is a 8xed point of ( by evaluating
Cont =
‖((g)− g‖
‖g‖ ; (6.4)
where ((g) in (6.4) is computed by means of ALG1/Variant1/Splitting(No). If Cont is small enough,
the respective g can be considered to be a 8xed point of (.
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Table 8
CFS1
Partition 1 Partition 2
Splitting No Partial Complete No Partial Complete
Iter 84 84 84 62 64 63
EL (%) 100 62.9 46.6 100 60.3 40.8
Cont 3× 10−5 3× 10−5 3× 10−5 1× 10−5 7× 10−6 9× 10−6
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Fig. 4. The deformed body for Partition 2.
Example 6.2.1. Table 8 summarizes results obtained by CFS1 for Partition 1 and Partition 2, re-
spectively with N =2. The eIciency EL (%) is evaluated by (6.2), where operALG1 is the number of
Xoating point operations of CFS1/Splitting(No). Comparing with Iter in Tables 1 and 2 for Variant2
we see that the number of the outer iterations is now smaller, i.e., the realization of the problem with
Coulomb friction is less expensive than the analogous problem with given friction. The deformed
body is shown in Fig. 4. while the normal, tangential contact stress is drawn in Figs. 5 and 6,
respectively.
Example 6.2.2. Table 9 compares results of CFS1/Splitting(Complete) for diLerent values of N .
Here, EL (%) stands for the eIciency evaluated by (6.2) where operALG1 is the number of Xoating
point operations in CFS1/Splitting(Complete) for N = 2. The relative error (Rel error) is given by
the ratio ‖gN − gN−2‖=‖gN‖, where gN is the solution of our problem for N squares. The analogous
results for the problem with given friction are in Table 3. We can see that CFS1 depends on the
increasing number of squares in a more favorable way.
Example 6.2.3. Tables 10 and 11 summarize results of CFS2 for Partition 1 and Partition 2, respec-
tively, and N =2. EL (%) is de8ned in the same way as in Example 6.2.1. The analogous results for
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Fig. 5. The distribution of the normal contact stress.
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Fig. 6. The distribution of the tangential contact stress.
Table 9
CFS1/Splitting(Complete), Partition 1
N Iter EL (%) Rel error
2 84 100 —
4 142 308.3 0.0244
6 502 542.7 0.0077
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Table 10
CFS2, Partition 1
log - Iter Cg step Cont EL (%)
−10 23 399 2:8× 10−6 12.9
−9 8 195 8:0× 10−7 9.42
−8 8 285 1:1× 10−7 15.8
−7 8 394 2:9× 10−6 20.6
−6 8 476 1:4× 10−6 29.2
−5 8 524 1:2× 10−6 48.7
−4 8 554 1:1× 10−6 40.9
−3 8 808 1:1× 10−6 54.1
−2 8 754 1:1× 10−6 58.2
−1 8 949 1:1× 10−6 64.3
0 8 1002 1:1× 10−6 69.5
1 8 1577 1:1× 10−6 80.1
Table 11
CFS2, Partition 2
log - Iter Cg step EL (%)
−10 62 1133 28.3
−9 13 439 10.9
−8 8 409 10.2
−7 8 732 18.3
−6 8 1012 25.2
−5 8 1361 33.9
−4 9 1755 43.8
−3 8 2003 50.0
−2 8 2412 60.2
−1 8 2285 57.0
0 8 2463 61.4
1 8 2309 57.6
the problem with given friction are shown in Tables 4 and 5. Comparing Cg step we can conclude
that the realization of the Coulomb’s friction problem is again less expensive in comparison with
the analogous problem with given friction. From the last columns in Tables 10 and 11 we see that
CFS2 is more eIcient than CFS1.
Example 6.2.4. Table 12 summarizes results of CFS2 for Partition 1 and Partition 2, respectively,
and N = 2; 4; 6. The computations are done with -= 10−8 that is near to -opt experimentally found
in Example 6.1.4. Comparing again with Tables 6 and 7 for the problem with given friction we see
that the realization of the problem with Coulomb friction is less expensive.
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Table 12
CFS2
N = 2 N = 4 N = 6
Iter Cg step Iter Cg step Iter Cg step
Partition 1 8 285 8 314 9 376
Partition 2 8 409 9 551 12 816
7. Conclusions and perspectives
A class of algorithms for solving three-dimensional contact problems with friction is presented
in this paper. It is based on the dual formulation of auxiliary contact problems with given friction
utilizing a piecewise linear approximation of the feasible set together with the decomposition of the
problem and with the method of successive approximations in the case of Coulomb friction. We
tested several versions of the algorithms, namely ALG1, ALG2 for contact problems with given
friction and CFS1, CFS2 for contact problems with Coulomb friction. The algorithms ALG1, ALG2
are based on the Uzawa’s method applied to the augmented Lagrangian L- which depends on a
positive parameter -. The inner level of our algorithms uses the QPP solver from [7,1]. This solver
combines an active set strategy with the conjugate gradient method, an adaptive precision control of
solutions to auxiliary unconstrained problems and an eIcient application of projectors. Most recently,
a variant of this solver has been shown to have the linear rate of convergence in the matrix–vector
multiplications [5]. From the previous results we may conclude that:
• ALG1 turns out to be sensitive with respect to the choice of -. The experimentally found value
- = 10−10 is in agreement with the order of displacements and stresses in our model problem.
The numerical convergence of ALG1 considerably slows down if the value of - changes.
• ALG2 is less sensitive with respect to the choice of -. The numerical experiments indicate that
an optimal value of - belongs to the interval 〈10−8; 10−7〉.
• ALG2 is closely related to the more sophisticated algorithm analyzed in [2]. An important feature
of this algorithm is that it accepts inexact solutions of the QPP solvers in Step 1 without any
qualitative eLect on the rate of convergence.
• CFS1 and CFS2 solve contact problems with Coulomb friction more eIciently than analogous
problems with given friction. This fact is expressed by the smaller number of the outer iterations.
• The QPP solvers in Step 1 of ALG2 can be split by means of the Gauss–Seidel method analogously
as we did in ALG1. With regard to our experiences we expect that the resulting algorithm will
be more eIcient. We shall analyse this variant elsewhere.
The presented methods are closely related to the FETI-based domain decomposition methods that
turned out to be very eIcient for solving elliptic equations and inequalities [4]. This will be studied
in a forthcoming paper.
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