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Abstract
This is a preliminary study of decentralized algorithms that can be applied to wind
farm controls. Traditionally, wind farm control is comprised of the wind farm level
control and the wind turbine level control. The wind farm level control is a centralized
controller that takes the demands from the grid and generates operating points for each
wind turbine within the wind farm. The wind turbine level control then generates
the optimal control for each turbine to match the operating point. Unfortunately, this
traditional control scheme does not constitute the optimal operation of a wind farm due
to it’s disregard at either level of control for the interactions between wind turbines in
the wind farm .
Consequently, a different two level control scheme is proposed in this thesis. This
control scheme is shown to be a decentralized controller in that each wind turbine has
the ability to both generate its own operating point and calculate its own optimal con-
trol. Through the communication of the wind turbines with each other, the interactions
between the wind turbines are incorporated into both levels of control. The generation
of the operating point is posed as a stochastic resource allocation problem that takes
into account the stochastic wind and other wind farm characteristics. We develop a
stochastic algorithm based on network dynamic system theory to solve the resource al-
location problem. We show that the algorithm converges to the solution of the resource
allocation problem almost surely. The calculation of each wind turbine’s optimal con-
trol is formulated as an Linear Quadratic Regulator (LQR) optimization problem with
a equality constraint. We develop an algorithm that is based on the Tatonnement pro-
cess in Economics to solve the LQR problem. We first consider the performance of the
algorithm in a dynamically decoupled system and show that the algorithm solves the
LQR problem. We then consider the performance of the algorithm in a dynamically
coupled system and discuss the difference between the two cases.
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Chapter 1
Introduction
1.1 Motivation
Despite recent economic hardships, the global wind energy market has been booming.
According to [8], the annual global wind energy market grew 41.5% from 2008-2009.
In 2009, the global wind turbine installation market was worth 63 billion US dollars.
The United States is a global leader in installation capacity, increasing the country’s
installation capacity by 39% in 2009. Currently in the US, wind energy is generating
close to 2% of US electricity, but the US Department of Energy in 2008 reported that
wind power has the potential to provide as much as 20% of US electricity by 2030.
Because of the increasing number of wind turbine installation, a majority of the
wind turbines in the world is now arranged in wind farms or arrays. An advantage of
wind farms is that they reduce the average cost of energy due to economies of scale
[14]. As the number of wind farms continue to increase, it is important to consider the
optimal operation of wind farms that maximizes the efficiency in energy production.
The efficiency of the wind farm is defined as
ηA =
EA
ET N
, (1.1)
where ηA is the efficiency of the wind farm A, EA is the annual energy produced by the
wind farm A, ET is the annual energy produced by a single isolated wind turbine in the
wind farm, and N is the number of wind turbines in the wind farm [25]. Therefore, we
need to maximize the energy generation of the entire wind farm in order to maximize
the efficiency of the wind farm.
1.1.1 Wind Turbine Model
In discussing the optimal operation of the wind farm, we need to first understand the
optimal control of a single wind turbine. We limit our discussion to the most com-
mon type of wind turbines, namely the variable speed horizontal-axis wind turbines
(HAWTs). Furthermore, although modern turbine control includes the control of pitch
angle of the turbine blade to minimize aerodynamic stress, we neglect the discussion
here since our interest is the maximization of energy generated by the turbine.
There are four operational regions that are dependent on the wind speed for a vari-
able speed turbine. Region 1 is characterized by the region from zero wind speed to
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the cut in speed. The cut in speed is the wind speed at which the power within the
wind exceeds the power loss by the wind turbine system, and therefore it is economical
to operate the wind turbine. Region 2 is the wind turbine operation region for wind
speeds between the cut in speed and high wind speeds. At Region 3, high wind speeds
cause the wind turbine to limit its energy generation so as to avoid exceeding electrical
and mechanical load limits. These three regions are shown in Figure 1.1. There is also
a 4th region, not shown in Figure 1.1, that begins with the cut out speed, which is the
speed at which operation of the wind turbine is too dangerous and therefore is stopped.
For wind turbine control, we are most interested in Region 2. In this region, we
control the rotational speed of the turbine to maximize the turbine’s aerodynamic ef-
ficiency. The aerodynamic efficiency, also called the power coefficient, of the wind
turbine is defined as
Cp =
P
Pwind
,
where P is the power captured by the wind turbine, and Pwind is the potential power
available in the wind. Furthermore, Pwind is defined as
Pwind =
1
2
ρAv3,
where ρ denotes the air density, A is the swept area of the rotor, and v is the wind speed.
The swept area of the rotor is the area of the circle with the radius equal to the rotor
radius R. We assume that the wind speed is uniform across the rotor swept area. For a
modern HAWT, the power coefficient Cp is a function of the tip speed ratio λ , which
is defined as
λ =
ωR
v
,
where ω is the rotational speed of the rotor. The power coefficient of Cp is a nonlinear
function of λ that is turbine specific. Therefore, the power captured by the wind turbine
can be defined as a function of λ such that
P(λ ) =
1
2
ρAv3Cp(λ ). (1.2)
It follows that to maximize the generated energy, the control objective of a variable-
speed wind turbine controller is to find an optimal λ ∗ which maximizes Cp for a wind
speed v and drive λ to λ ∗ through controlling ω . There are many generator torque
controllers in industry, and [25] shows a simple torque controller used at National Re-
newable Energy Laboratory.
1.1.2 Wind Farm Control
Traditionally, wind farms have been controlled by a combination of a centralized con-
trol on the wind farm level and individual control on the wind turbine level [12, 17].
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The wind farm level controller receives the demands of the consumers through the sys-
tem operator. The wind farm level controller also acquires wind resource information
from measurements of wind profile of the entire wind farm. Using these information,
the wind farm controller generates an appropriate power reference and assign it to each
wind turbine in the wind farm. Each wind turbine then uses its individual wind turbine
level controller to maximize its energy production based on the power reference. This
type of control strategy assumes that the maximization of energy generated by each
wind turbine in a wind farm results in the maximum efficiency for that wind farm. The
traditional control scheme is shown in Figure 1.2.
However, studies have shown that such a control strategy is not the optimal strategy.
The example in [32] suggests the operation of a wind farm with three rows of wind
turbines by operating the first row of turbines with a λ that is a factor below the optimal
λ ∗, operating the second row of turbines with a even smaller λ , and operating the last
row of turbines with their optimal λ ∗. Although the selection of λ ’s are determined
by trial and error, and the authors in [32] do not detail their specific approach, they
show that the result is more efficient than operating all turbines with the the optimal
tip speed ratio λ ∗. The result in [32] indicates that optimizing the energy generation
of each individual wind turbines does not necessarily leads to the optimization of the
wind farm’s energy generation.
One explanation for this difference can be attributed to aerodynamic wake interac-
tions between wind turbines. The spacing between the wind turbines causes the aero-
dynamic wakes produced by each turbine to interact with other turbines. Wind turbines
produce energy by extracting the kinetic energy from the wind. Aerodynamic wakes
decrease the wind speed behind each turbine. Therefore, the turbines that interact with
these wakes extracts energy from a slower wind speed, and consequently the power
productions from these turbines are lowered. In fact, depending on the arrangement of
a wind farm, the overall loss of the wind farm can be in the order of 5 to 10% [31].
A simple solution in an attempt to eliminate the effects of wakes is through the
spacing of the turbines in each wind farm. Wind turbines are typically spaced farther
apart in downwind spacing than in crosswind spacing. Downwind spacing is the spac-
ing of the wind turbine in the direction parallel to the prevailing wind direction, and
crosswind spacing the spacing in the direction perpendicular to the prevailing wind di-
rection. Usually, downwind spacing is about 8 to 10 rotor diameters, compared to 4 to
5 rotor diameters for crosswind spacing. All spacings of wind turbines are dependent
on the geography where the wind farm is located. However, wind turbines can slow
wind up to a distance 5-20 km. Therefore, it is impossible to completely eliminate
wake interaction.
More recently, the Energy Research Center in Netherlands (ECN) characterized the
aerodynamic wake interaction between wind turbines through the effects of Heat and
Flux [7]. At the end of the year 2000, through a derivation from the theoretical situation
where the losses due to ”technical imperfections” are disregarded, ECN found that
actuator discs, as defined by the standard actuator disc model (for example, the model
used in [32]) for a wind turbine, extract 50 % more energy from wind than what they
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extract as useful power. This is different from the classical thought that useful power
is about the same as extracted power. ECN attributes the 50 % power loss to heat
dissipation in the wake behind the disc. In further analysis of heat phenomenon in
2002, ECN ran a simulation where the heat effect was switched off. They observed
that turbines still produced more power (less than with heat effect switched on) when
windward side turbines are operated at less than optimal. ECN characterized this effect
as Flux. Through the use of scaled-down custom model turbines in a wind tunnel, the
authors in [7] predicts that wind farm productions can increase by 2%.
From these studies, it has become apparent that to maximize energy generation and
consequently wind farm efficiency, we need to develop a coordinated control scheme
for all wind turbines in a wind farm. Although ECN has made some headway in under-
standing the physical interactions between wind turbines in a wind farm, such interac-
tions are still not well-understood. Consequently, there is a need for the coordinate con-
trol of turbines to be flexible and adaptive to the individual’s environment. Fortunately,
the structure of a wind farm is relatively decentralized, and therefore a decentralized
optimized control strategy seems appropriate. Decentralized control gives wind tur-
bines the ability to work together through communication, thereby allowing decentral-
ize implementation of strategies that optimize the entire wind farm, such as strategies
that can exploit the wake interactions between the turbines. A decentralized control
scheme can also provide more flexibility for wind turbines, since each individual wind
turbine makes its own control decision. This flexibility is important since wind is a
deterministically unpredictable energy source. Finally, and perhaps most importantly,
practice in industry relies on distributed control structures, and consequently there is a
need to develop systematic tools for designing such distributed controllers [17].
1.2 Purpose and Overview of Thesis
In this thesis, we assume that the control objective of a wind farm is to maximize its
energy production by minimizing the cost of energy generation. A particularly impor-
tant constraint of each controlling scheme is the constraint of demand matching, which
is defined as the matching of the energy produced to the demand. Therefore,we re-
quire an equality constraint associated with the optimization for each of the controllers
that we investigate. The purpose of this thesis is to suggest two distributed algorithms
that can be developed into a two level distributed wind farm controller. The first level
deals with finding the optimal operating point of the wind turbine taking into account
the characteristics of the entire wind farm, such as dynamic couplings of aerodynamic
wakes. The second level deals with optimizing the wind generation of the wind tur-
bines in the wind farm. Although the proposed algorithms currently cannot be directly
applied to wind farms, they serve as a basis for new wind farm controller development
with future research.
The rest of the thesis is organized as follows. Chapter 2 formulates the stochastic
and deterministic optimization problems that will be solved at each level of the control
scheme to minimize the cost of energy generation in a wind farm. Chapter 3 gives a
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distributed stochastic control algorithm that solves the stochastic optimization problem.
This algorithm can generally be applied to any network systems, and we will discuss
how it can also be applied to a wind farm. Chapter 4 provides a Tatonnement-based al-
gorithm that solves the deterministic optimization problem and shows its convergence.
We also introduce a non-Tatonnement process as inspiration for future development of
control algorithms. Finally, we discuss future challenges these two control algorithms
needs to solve to be applicable in wind farm control in Chapter 5.
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1.3 Figures
Figure 1.1: Typical power regions for the control of wind turbines, taken from [25].
Figure 1.2: The organization of the traditional way to control wind farms, taken from
[12].
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Chapter 2
Problem Formulation for a
Wind Farm Control Scheme
2.1 Introduction
Our control objective is to minimize the cost of energy generation of a wind farm
while guaranteeing that the generated energy equals to demand. In the traditional wind
farm control, the wind farm controller generates the operating points for each wind
turbine, and each wind turbine optimizes itself to generate enough energy to meet these
operating points. We propose a two level control scheme where a wind turbine in the
wind farm both generates its operating points and optimizes itself to generate enough
energy for these operating points through a two level control scheme. This scheme is
shown graphically in Figure 2.1
In this chapter, we present the precise mathematical problem formulations for the
two levels of controls. This will set the stage for the discussion of our control algo-
rithms that solve these two problems. In the first level, we model the calculation of the
operating points as a stochastic convex optimization problem that takes into account
the stochasticity of wind and wind farm characteristics. By wind farm characteristics,
we mean the properties that form as a result of the arrangement of wind turbines into a
wind farm, such as the Heat and Flux phenomenon. Note that this is different from the
generation of the typical operating points in [12] since the operating points traditionally
is generated without the consideration of wind farm characteristics. This optimization
problem is subject to an equality constraint to match energy demand from the network.
In the second level, we model the wind farm cost of energy generation function by
summing the cost of energy generation functions of each individual wind turbine in the
wind farm. We want to find the controller for each wind turbine that optimizes this
aggregated cost function subject to an equality constraint that again represent the sat-
isfaction of the energy demand by the generated energy. In this preliminary study, this
problem is formulated as a Linear Quadratic Regulator (LQR) optimization problem.
2.2 Stochastic Problem Formulation
In the first level of our control scheme, we are essentially trying to decide the optimal
amount of energy each wind turbine should produce at every time step given the wind
farm characteristics, the available wind, and the demand from the grid. Because our
knowledge of the amount of energy each wind turbine can generate at a specific time
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becomes uncertain due to the stochastic nature of wind, our minimization problem
at each time step is formulated as a stochastic resource allocation problem with an
equality constraint if we consider energy generation as a stochastic resource. Therefore,
assuming that the wind turbine system can optimize its own energy generation given
an operating point, we formulate a static problem which aims to generate appropriate
operating points for each wind turbine.
The stochastic resource allocation problem has a broader application in network
system problems. Therefore, we will formulate the problem in terms of a network sys-
tem problem. Let us consider a network of autonomous agents modeled as a strongly
connected directed graph (V,E), where V = {1...n} is the set of nodes, and E ⊆V ×V
denotes the edge set. Each edge (i, j) is an ordered pair of distinct nodes. We define
Ni = { j|(i, j) ∈ E} as the set of out neighbors of node i. This network model con-
strains the way in which agents share information with each other, namely i can pass
information to j only if (i, j) ∈ E.
In addition, we assume that each agent in the network is subjected to noises from
computation and communication with other agents. To characterize these noises, let
us define a probability space (Ω,F ,P), where Ω is the set of outcomes, F is the
σ -algebra generated by the open sets of Ω, and P is the probability measure. Let
(F (k))k∈N be an increasing family of sub-σ -algebras ofF such that ∪k∈NF (k) =F .
We model the computation and communication noises as two real valued random
processes
vmi : Ω×N→ R ∀i ∈ {1, · · · ,n}
vc j→i : Ω×N→ R ∀i, j ∈ {1, · · · ,n}, i 6= j.
For simplicity, we define the random variables {vmi(k)} and {vc j→i(k)} as
[vc j→i(k)](ω) = vc j→i(ω,k). ∀ω ∈Ω
[vmi(k)](ω) = vmi(ω,k) ∀ω ∈Ω
for all k. These random variables are measurable with respect toF (k) for all k.
The noises characterize by the random processes(vmi(k))k∈N and (vc j→i(k))k∈N have
properties that result from our network model and our application. Each agent’s com-
putational ability, and consequently computation noise, is a unique property of that
specific agent because we are assuming that each agent is autonomous. Also, the noise
associated with each communication channel is independent of all other channel in the
network. Finally, the cause of computation noise is generally different from the cause
of communication noise in application. We summarize these properties and make some
standard assumptions in Assumption 1.
Assumption 1. We assume that
1. the random processes (vmi(k))k∈N and (vc j→i(k))k∈N are both i.i.d.
2. E{vmi(k)}= 0 and E{vc j→i(k)}= 0 for all i, j,k and i 6= j.
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3. vmi(k) and vm j(l) are independent ∀i 6= j,∀k, l.
4. vc j→i(k) and vcp→o(l) are independent ∀(i, j) 6= (o, p),∀k, l.
5. vc j→i(k) and vmi(l) are independent ∀i 6= j,∀k, l.
A real variable xi ∈ R and a convex objective function fi are associated with each
node i in the network. Our goal is to solve the following problem taking into account
the computation and communication noises of each agent:
min
x1,...,xn
n
∑
i=1
fi(xi) s.t.
n
∑
i=1
xi = c,
for some constant c ∈ R. For simplicity of notation, we define
x = [x1,x2, ...,xn]′, F(x) =
n
∑
i=1
fi(xi), 1ˆ = [1,1, ...,1]′
with ′ denoting the transpose of a vector. Our minimization problem then becomes
min
x
F(x) s.t. 1ˆ′x = c. (2.1)
We make the following assumptions about the objective function of each agent.
Assumption 2. We assume that
1. fi : R→ R+ is a twice continuously differentiable non-negative function.
2. there exists a real number ui ∈ R+ such that d2dx2i fi(xi)≤ ui for all xi.
3. fi is a strictly convex function, i.e.,
fi(αx+(1−α)y)< α fi(x)+(1−α) fi(y)
for all x,y and α ∈ (0,1).
4. fi is coercive for each i, i.e.,
lim
|xi|→+∞
fi(xi) = +∞.
Although the optimization problem in (2.1) seems like a deterministic problem, the
solution of the problem becomes stochastic due to the communication and computa-
tional noise when solving (2.1). In the application to wind farm control, the function fi
constitutes the cost of energy generation function for the ith wind turbine, the function
F represents the cost of energy generation for the entire wind farm, and the computa-
tion noise vmi is the stochastic wind.
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2.3 LQR Problem Formulation
In the previous section, we formalized the optimization problem in the first level of
our control scheme. In this section, we will formalize the optimization problem in the
second level. At this level of control, we want to generate the controls for the individual
wind turbines that are optimal for the operation of the entire wind farm to generate the
maximum amount of energy with the least cost.
From Chapter 1, we see that the dynamics for the power control of the wind turbine
are not linear. However, we see that often the dynamics can be linearized around the
operating point of the wind turbine system through a small deviation argument [21,24].
Furthermore, different codes have been developed to model turbine dynamics using
different methods. One approach is to use an assumed modes method to discretized
the wind turbine structure. This method allows the modeling of the most important
dynamics of the wind turbine with only a few degrees of freedom. One such dynamic
code is the FAST dynamic code in [16]. This code has recently been modified to
produce linear state-space models of turbine systems [36]. Therefore, motivated by
both theory and simulation, we consider the dynamics of the wind turbine as a linear
system.
Let us consider a linear time-invariant system that consists of a set I = {1,2, ...,q}
of wind turbines or agents. We assume that these agents have ideal bidirectional com-
munication with each other. For each i ∈ I, the state xi(k) belongs to Rn and the input
ui(k) belongs to Rm. The output yi, which is the generated power, and the desired tra-
jectory P, which captures the power demand, belongs to R. We pose the cost of energy
generation function for each wind turbine as a quadratic function of the state and the
control effort. Since the cost function for the wind farm is the aggregate function of
the wind turbine cost function, we wish to solve the optimization problem over a time
horizon {1,2...,N}
min
u1,...,uq
q
∑
i=1
N−1
∑
k=1
(xi(k)′Qixi(k)+ui(k)′Riui(k))+ xi(N)′Qixi(N) = J(x1...xn), (2.2)
where Qi ≥ 0, Ri > 0, ∀i ∈ I.
As mentioned in Chapter 1, a reason investigating a controller for the entire wind
farm is the interaction of aerodynamic wakes between wind turbines. Taking aero-
dynamic wake interaction of the wind turbines into account, we consider a linear dy-
namically coupled model for the wind turbines in the wind farm by first defining the
10
following notations
x(k) =

x1(k)
...
xq(k)
 , u(k) =

u1(k)
...
uq(k)
 , C =

C1
...
Cq

Q =

Q1 · · · 0
...
. . .
...
0 · · · Qq
 , R =

R1 · · · 0
...
. . .
...
0 · · · Rq
 . (2.3)
Then, we can restate the coupled optimization problem and its constraints as
J(x1...xq) = min
u
N−1
∑
k=1
x(k)′Qx(k)+u(k)′Ru(k))+ x(N)′Qx(N) (2.4)
x(k+1) = Ax(k)+Bu(k), A ∈ Rqn×qn, B ∈ Rqn×qm, (2.5)
Cx(k) = P(k), C ∈ R1×qn. (2.6)
The optimization problem (2.4) with the constraints (2.5) and (2.6) is called coupled
Linear Quadratic Regulator (LQR) problem.
To tackle this coupled dynamics LQR problem, let us first consider the simpler
decoupled dynamics LQR problem. We consider (2.2) with decoupled dynamics for
each wind turbine. This is equivalent to ignoring all physical interactions between
wind turbines, including aerodynamic wake interactions. Then, (2.2) is subject to the
dynamics constraints
xi(k+1) = Aixi(k)+Biui(k), Ai ∈ Rn×n, Bi ∈ Rn×m, (2.7)
yi(k) =Cixi(k), Ci ∈ R1×n, ∀ı ∈ I. (2.8)
The optimization problem (2.2) together with the set of linear dynamics (2.7) and (2.8)
forms the unconstrained LQR optimization problem. Finally, because the generated
power must necessarily match the demand, we have the equality constraint
q
∑
i=1
yi(k) = P(k). (2.9)
Note that constraints (2.6) and (2.9) impose a coupling constraint between the outputs
of the agents. This coupling constraint is one of the reasons for the need to find a
different way to solve (4.1) than merely optimizing each individual cost function of
each turbine.
In the next two chapters, we develop a stochastic control algorithm that solves
the stochastic resource allocation formulation and a Tatonnement-based algorithm that
solves the LQR formulation. Both of these algorithms are distributed algorithms in-
tended for implementation at every wind turbine. Using these two algorithms, we have
completely eliminated the centralized wind farm controller as seen in Figure 1.2. In-
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stead, each wind turbine generates their own operating points and optimal controls as
seen in Figure 2.1.
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2.4 Figures
Figure 2.1: The proposed two level distributed control scheme for a wind turbine in the
wind farm.
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Chapter 3
Stochastic Control Algorithm
3.1 Introduction
In this chapter, we introduce a stochastic resource allocation algorithm, inspired by a
deterministic resource allocation algorithm, that provides the solution to (2.1) almost
surely. In doing so, it provides a method for each wind turbine to calculate its own
operating points. The development of the algorithm is presented in the broader scope
of network systems. Its application in the two level control scheme a wind farm is
discussed in Chapter 2.
The algorithm developed in this section belongs to a more general class of stochas-
tic gradient descent algorithms in [34]. Our algorithm is also related to algorithms
in [27], [28], and [26]. In [27], the authors combine the incremental gradient algo-
rithm [22] with Robbins Monro approximation method [30] to solve a stochastic op-
timization problem. This algorithm requires a ring structure in the network to pass
information between nodes. In [28], each node randomly selects a neighbor and aver-
ages it’s state with the selected neighbor. Then, each node adjusts the average along
the negative direction of the gradient. The state is a scalar and is required to compute
every agent’s objective function. Finally, the algorithm in [27] updates the state with
a sub-gradient evaluated at a weighted average of the states of its neighbors. This al-
gorithm solves the problem where the entire state is needed to calculate each agent’s
objective function.
Our algorithm differs from these related algorithms in that we assume each agent
can compute their objective function using only their local state. Also, instead of us-
ing projection to satisfy the constraint at each iteration, our algorithm uses a simpler
mechanism through choosing an appropriate weighting matrix W that represents the
communication structure of the network. Finally, our algorithm does not require the
network to have a specific communication structure such as the ring structure in [27].
3.2 Stochastic Resource Allocation Algorithm
Many algorithms have been proposed to distributively solve convex optimization prob-
lems in a network environment (see, e.g., [13] for a survey). We focus on the problem
of distributed convex optimization under an equality constraint, such as (3.1), which
constitutes a standard model for resource allocation. In this context, it is often desir-
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able for the equality constraint (which captures the fact that the amount of physically
available resources is limited) to be satisfied at every iteration of the algorithm. This
guarantees that the allocation obtained upon termination is always implementable, even
if the nodes of the network are unable to run the algorithm to completion because of
computational limitations or limited run-time requirements. An algorithm whose iter-
ates satisfy the constraint at every time step is said to be “feasible”, since it generates a
sequence of feasible points for the underlying optimization problem.
Dual decomposition algorithms, which introduce the Lagrange multiplier associ-
ated with the quality constraint as a coordination variable among decoupled subprob-
lems solved at each node, are not feasible since they only guarantee that the constraint
is satisfied asymptotically [5, 9]. Primal decomposition algorithms are feasible, but
require communication between all the nodes of the network if the equality constraint
involves global coupling.
In contrast with these methods, Xiao and Boyd recently proposed a feasible dis-
tributed resource allocation algorithm for a noise-free network, which only requires
communication between direct neighbors in the network [37]. This algorithm uses a
very simple mechanism to guarantee feasibility at every iteration, and thus constitutes
an attractive starting point for more complex wireless networks problems, in which
computation and communication noises cannot be avoided [10, 18]. Since this algo-
rithm does not converge in the presence of noise, we propose a slight modification,
based on tools and ideas from the field of stochastic gradient approximation [3, 30],
which results in a new algorithm, whose almost sure convergence to an optimal re-
source allocation can be established, in the presence of noise.
We start by reviewing some features of the Xiao-Boyd algorithm introduced in [37].
We then propose our extension to a stochastic algorithm . The analysis regarding effect
of noise and convergence is analyzed. Finally, we illustrate the performance of the
stochastic algorithm through a numerical example .
3.2.1 Algorithm Development
Recall the problem formulation in (2.1)
min
x
F(x) s.t. 1ˆ′x = c. (3.1)
and Assumptions 1 and 2 in Chapter 2. We develop our stochastic algorithm base on
the algorithm developed by [37]. We begin by reviewing the main properties of that
algorithm. The algorithm in [37] is
x(k+1) = x(k)−W∇F(x(k)), (3.2)
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where ∇F(x) is defined as
∇F(x) =

d
dx1
f1(x1)
...
d
dxn
fn(xn)
 . (3.3)
The elements in the weighing matrix W = [wi j] have the properties
wi j = 0 ∀ j 6∈ Ni
wi j 6= 0 ∀ j ∈ Ni
wii 6= 0 ∀i ∈ {1, · · · ,n}.
In addition, W is assumed to satisfy
1ˆ′W = 0 (3.4)
W 1ˆ = 0. (3.5)
Property (3.4) is used to ensure that algorithm (3.2) satisfies the feasibility condition
1ˆ′x(k+1) = 1ˆ′x(k) = c ∀k (3.6)
since
1ˆ′x(k+1) = 1ˆ′x(k)− 1ˆ′W∇F(x(k)) = 1ˆ′x(k),∀k. (3.7)
On the other hand, property (3.5) guarantees that the optimal solution of (3.1), x∗, is a
stationary point of algorithm (3.2) since
x∗ = x∗−W (λ ∗1ˆ) = x∗. (3.8)
The fact that ∇F(x∗) = λ ∗1ˆ follows from the KKT conditions [5]
∇F(x∗) = λ ∗1ˆ, for a unique λ ∗ ∈ R, (3.9)
1ˆ′x∗ = c. (3.10)
Under these assumptions on W and an additional assumption on the eigenvalues of W ,
Xiao and Boyd proved in [37] that algorithm (3.2) converges to the optimal solution of
(3.1) in a directed network with no noise.
We cannot directly apply algorithm (3.2) to problem (3.1) in our network because
the implicit assumption of perfect gradient information in algorithm (3.2) is not valid
in a network with computation and communication noise. Recall that the computation
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noise, vmi , and the communication noise, vc j→i , is defined as
vmi : Ω×N→ R ∀i ∈ {1, · · · ,n}
vc j→i : Ω×N→ R ∀i, j ∈ {1, · · · ,n}, i 6= j.
and the noise processes are defined respectively as
[vc j→i(k)](ω) = vc j→i(ω,k). ∀ω ∈Ω
[vmi(k)(ω)] = vmi(ω,k) ∀ω ∈Ω
for all k. In the application of wind farm control, vmi represents the stochastic wind.
Taking inspiration from algorithm (3.2), we propose the following extension for
each agent i in our network
xi(k+1) = xi(k)− γ(k)wii
(
d
dxi
fi(xi)+ vmi(k)
)
(3.11)
− γ(k) ∑
i∈N j
j 6=i
wi j
(
d
dx j
f j(x j)+ vm j(k)+ vc j→i(k)
)
. (3.12)
The sequence {γ(k)}k∈N is monotonically decreasing with the properties
γ(k)> 0 ∀k (3.13)
∞
∑
k=1
γ(k) = ∞ (3.14)
∞
∑
k=1
γ(k)2 < ∞. (3.15)
Such a step is standard in Robbins-Monro type stochastic gradient algorithms [30] and
is a typical way to ensure convergence. To simplify notation, we rewrite algorithm
(3.12) as
x(k+1) = x(k)− γ(k)(Wr(k)+ vc(k)) , (3.16)
where
vm(k) =

vm1(k)
...
vmn(k)
 , vc(k) =

∑1∈N j w1 jvc j→1(k)
...
∑n∈N j wn jvc j→n(k)
 , r(k) = ∇F(x(k))+ vm(k).
Note that if i 6= j, the random variables ri(k) and r j(k) can be correlated if the network
graph contains a node l with the property that there exist directed paths of length less
than k between l and i, and l and j.
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Let us define
Γ(k) = [x(1) · · ·x(k),vm(1) · · ·vm(k−1)]′
and denote the expectation conditioned on Γ(k) as Eˆk{.}= E{.|Γ(k)}. We note that
Eˆk{∇F(x(k))+ vm(k)}= Eˆk{∇F(x(k))}+ Eˆk{vm(k)}= ∇F(x(k)), (3.17)
where the last equality comes from the zero mean assumption in Assumption 1 and the
definition of Γ(k). In the next section, we analyze the effects of noise and show that
under certain conditions, algorithm (3.16) converges almost surely to the optimal value
of problem (3.1).
3.3 Algorithm Properties
3.3.1 Noise Effects
We analyze the effects of computation and communication noise on the properties of
algorithm (3.16). In the process, we justify retaining the property
1ˆ′W = 0 (3.18)
when choosing weight matrix W in algorithm (3.16).
Ideally, we would like algorithm (3.16) to be feasible in the sense that constraint
(3.6) should hold. While this is not possible because of the noise, assuming that W
satisfies property (3.18) allows us to prove that algorithm (3.16) retain a property anal-
ogous to equation (3.7), namely:
E{1ˆ′x(k+1)}= E{1ˆ′x(k)}+ γ(k)(E{1ˆ′vc(k)}+ 1ˆ′WE{∇F(x(k))})= E{1ˆ′x(k)}.
(3.19)
Furthermore, provided that one can establish the convergence of sequence {x(k)}
to xˆ (a point we will tackle shortly), it can also be shown that the variance of 1ˆ′xˆ is
bounded if there exists β ∈ R+ such that Var(vci(k)) ≤ β for all i. From Assumption
1, we have
Var(1ˆ′x(k+1)) =Var(1ˆ′x(k)+ γ(k)1ˆ′vc(k)) =Var(1ˆ′x(k))+ γ(k)2Var(1ˆ′vc(k))
≤ nβ
k
∑
q=1
γ(q)2, (3.20)
where n is the number of agents in the network. Using the fact that {γ(k)} is square-
summable, as assumed in (3.15), yields
lim
k→∞
Var(1ˆ′x(k)) =Var(1ˆ′xˆ)≤ nβ
∞
∑
q=1
γ(q)2 < ∞. (3.21)
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From the upper bound on the variance of the equality constraint (3.20), we see that
the variance of the equality constraint at each iteration is a function of the communica-
tion noise only. It follows that algorithm (3.16) is feasible when computation noise is
the only one present, and W satisfies (3.18).
3.3.2 Convergence Analysis
We have shown the effects of the computation and communication noise on properties
of algorithm (3.16). Next, we prove that if sequence {x(k)} is generated according
to (3.16), {F(x(k)} converges almost surely to a random variable F∞. In the absence
of communication noise, we show in addition that F∞ is the optimal value of problem
(3.1), and that the sequence {x(k)} converges almost surely to x∗, its unique optimal
point. Our proof relies on a classical tool for the analysis of stochastic gradient algo-
rithms called the Quasi-Martingale Convergence Theorem [3, 9]. We start by recalling
the Quasi-Martingale Convergence Theorem, as presented in [20], in Lemma 1.
Lemma 1. Let (Ωˆ,Fˆ , Pˆ) be a probability space. Let (Fˆ (k))k∈N be an increasing
family of sub-σ -algebras of Fˆ such that ∪k∈NFˆ (k) = Fˆ . Let (Y (k))k∈N be a real
valued stochastic process such that Y (k) is Fˆ (k) measurable for every k. For every k,
let the event G(k) be defined as
G(k) := {E{Y (k+1)−Y (k)|Fˆ (k)}> 0}
and define the indicator function 1¯G(k) as
1¯G(k) =
{
1 if G(k) is true
0 otherwise
(3.22)
Finally, let us assume that
∞
∑
k=1
E{1¯G(k) · (Y (k+1)−Y (k))}< ∞ (3.23)
liminf
k
E{Y (k)}>−∞ (3.24)
sup
k
E{Y (k)−}< ∞, (3.25)
where Y (k)− = −min{0,Y (k)}. Then the sequence (Y (k))k∈N converges to a inte-
grable random variable Y∞ almost surely.
Proof. See Theorem 9.4 and Proposition 9.5 in page 49-51 of [20].
Theorem 1. Let Assumption 1 and Assumption 2 hold, and let W be a square matrix
with the following properties:
1′W = 0, (3.26)
λmin > 0, and W ′ =W, (3.27)
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where λmin is defined as the second smallest eigenvalue of W. Assume that there exist
α1,α2,α3,β ∈ R+ such that
Var(ri(k))≤ α1, E{ri(k)}2 ≤ α22 , E{ri(k)2} ≤ α3 ∀i,k, (3.28)
where ri(k) designates the i-th element of vector r(k), and
Var(vci(k))< β ∀i,k. (3.29)
Then F(x(k)) converges almost surely to some random variable F∞. If there is no
communication noise, then F∞ = F∗, the optimal value of problem (3.1). In addition,
x(k) converges to x∗ almost surely, with x∗ being unique optimal point of problem (3.1).
The central idea for the proof of Theorem 4 is to show that the process F(x(k))
satisfies all of the assumptions in Quasi-Martingale Convergence Theorem, thereby
proving that F(x(k)) is a quasi-martingale process and converges almost surely. Fur-
thermore, in the absence of communication noise, we show that ∇F(x(k)) converges
almost surely to λ ∗1ˆ for some λ ∗ ∈R, which means that the KKT conditions are satis-
fied almost surely, and proves that xˆ = x∗ is the optimal value of problem (3.1).
Proof. From Taylor’s Theorem of Remainders, we know that, for every i and k, there
exists zi(k) ∈ (xi(k),xi(k+1)) such that
fi(xi(k+1)) = fi(xi(k))+
d
dxi
fi(xi(k))(xi(k+1)− xi(k))
+
1
2
d2
dx2i
fi(zi(k))(xi(k+1)− xi(k))2.
Let ∆x(k) = x(k+1)− x(k). Summing over i, we have
F(x(k+1)) = F(x(k))+
n
∑
i=1
d
dxi
fi(xi(k))(xi(k+1)− xi(k))
+
1
2
n
∑
i=1
d2
dx2i
fi(zi(k))(xi(k+1)− xi(k))2
= F(x(k))+∇F(x(k))′∆x(k)+
1
2
∆x(k)′∇2F(z(k))∆x(k),
where ∇F is defined in (3.3), ∇2F is the (diagonal) Hessian matrix of F , and z(k) is
defined as
z(k) =

z1(k)
...
zn(k)
 .
From the upper bound assumption on fi’s second derivative detailed in Assumption
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2, there exists a diagonal matrix U such that U ≥ ∇2F(x),∀x. Consequently, since
∆x(k) =−γ(k)(Wr(k)+ vc(k)) ,
we have the inequality
F(x(k+1))≤ F(x(k))− γ(k)∇F(x(k))′Wr(k)− γ(k)∇F(x(k))′vc(k)
+
1
2
γ(k)2r(k)W ′UWr(k)+ γ(k)2r(k)′W ′Uvc(k)
+
1
2
γ(k)2vc(k)′Uvc(k). (3.30)
Taking the expectation of (3.30), we obtain
E{F(x(k+1))} ≤ E{F(x(k))}− γ(k)E{∇F(x(k))′Wr(k)}− γ(k)E{∇F(x(k))′vc(k)}
+
1
2
γ(k)2E{r(k)′W ′UWr(k)}+ γ(k)2E{r(k)′W ′Uvc(k)}
+
1
2
γ(k)2E{vc(k)′Uvc(k)}. (3.31)
Let us analyze each term of the expectation inequality (3.31). For the second term
of (3.31), from the property that the expectation of r(k) equals ∇F(x(k)) in (3.17), we
have
E{∇F(x(k))′Wr(k)}= E{Eˆk{∇F(x(k))′Wr(k)}}= E{∇F(x(k))′W Eˆk{r(k)}}
= E{∇F(x(k))′W∇F(x(k))}. (3.32)
Let us orthogonally decompose ∇F(x(k)) as
∇F(x(k)) = p(k)+ e(k),
where p(k) denotes the component of ∇F(x(k)) that is parallel to the vector 1ˆ, and e(k)
denotes the component lying in the hyperplane perpendicular to 1ˆ. More specifically,
we define e(k) as
e(k) = ∇F(x(k))− 1ˆ∇F(x(k))
1ˆ′1ˆ
1ˆ. (3.33)
Using the definition of e(k) in (3.33) with assumptions (3.26) and (3.27) on matrix W ,
we can rewrite equality (3.32) as
E{∇F(x(k))′Wr(k)}= E{e(k)′W ′e(k)} ≥ λminE{e(k)′e(k)}.
Let us define ||.|| as the Euclidean norm of a vector. Since E{e(k)′e(k)}≥ ||E{e(k)}||2,
we have the inequality
E{∇F(x(k))′Wr(k)} ≥ λmin||E{e(k)}||2. (3.34)
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For the third and fifth terms of expectation inequality (3.31), we see from algorithm
(3.16) and the independence assumptions in Assumption 1 that vc j(k) is independent
of xi(k)for any i, j ∈ {1, · · · ,n}. Since vm(k) is also independent of vc(k), we have
that r(k) is independent of vc(k) as well. Therefore, from the zero mean assumption in
Assumption 1, we have
E{∇F(x(k))′vc(k)}= E{∇F(x(k))}′E{vc(k)}= 0 (3.35)
and
E{r(k)′WUvc(k)}= tr
(
WUE{vc(k)r(k)′}
)
= tr
(
WUE{vc(k)}E{r(k)}′
)
= 0,
(3.36)
where tr(.) denotes the trace of a matrix.
To analyze the fourth term in (3.31), let us define Cov(.) as the covariance function.
From assumption (3.28) on the variance of r(k), we have
|Cov(ri(k),r j(k))| ≤
√
Var(ri(k))Var(r j(k))≤ α1, ∀i, j, i 6= j.
Hence
|E{ri(k)r j(k)}| ≤ |Cov(ri(k),r j(k))|+ |E{ri(k)}E{r j(k)}| ≤ α1+α22 ∀i, j, i 6= j.
(3.37)
Let αˆ1 ∈ R+ be such that
tr((W ′UW )2)< αˆ1. (3.38)
By assumption (3.28) on the variance on r(k) and the upper bound on |E{ri(k)r j(k)}|
in inequality (3.37), there exists αˆ2 ∈ R+ such that
tr((E{r(k)r(k)′})2)< nα23 +n(n−1)(α1+α22 )2 < αˆ2. (3.39)
From the fact that W ′UW is a semi-positive definite matrix, we see thatE{r(k)W ′U ′Wr(k)}≥
0. If we define αˆ =max(αˆ1, αˆ2), we can use the inequalities (3.38) and (3.39), the def-
inition of αˆ , and Cauchy-Schwarz inequality to upper bound the fourth term as
E{r(k)W ′U ′Wr(k)}= |tr(W ′UWE{r(k)r(k)′})|
≤
√
tr(WU ′W 2)tr(E{r(k)r(k)′}2)< αˆ (3.40)
Finally, let σ be the largest element in U . Then, using assumption (3.29) on the
variance of vci(k), the zero mean assumption of vci(k) in Assumption 1, and the fact
that U is a diagonal matrix, we upper bound the last term of expectation inequality
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(3.31) as
E{vc(k)′Uvc(k)} ≤ σ
n
∑
i=1
Var(vci(k))≤ nσβ . (3.41)
Let us define
∆F(x(k)) = F(x(k+1))−F(x(k)) (3.42)
κ =
1
2
αˆ+
1
2
nσβ . (3.43)
Combining the equalities (3.35) and (3.36), which describes the third and fifth terms of
the expectation inequality (3.31), with inequalities (3.40) and (3.41), which describes
the second and fourth terms of the expectation inequality (3.31), and using definitions
(3.42) for ∆F(x(k)) and (3.43) for κ , we conclude that
E{∆F(x(k))} ≤ −γ(k)λmin||E{e(k)}||2+κγ(k)2 ≤ κγ(k)2. (3.44)
Now, we introduce the event H(k) as
H(k) := {E{(F(x(k+1))−F(x(k))|Γ(k)}> 0}.
and it’s indicator function as
1H(k) =
{
1 if H(k) is true
0 otherwise.
Then, the upper bound on E{∆F(x(k))} in (3.44) yields
E{1H(k) ·∆F(x(k))} ≤ κγ(k)2. (3.45)
Taking the infinite sum of the upper bound in (3.45) on both sides yields
∞
∑
k=1
E{1H(k) ·∆F(x(k))} ≤ κ
∞
∑
k=1
γ(k)2 < ∞, (3.46)
where the last inequality follows from the square summable property of γ(k) in (3.15).
We see from the upper bound of the infinite summation in (3.46) that (3.23) in Lemma
3 is satisfied. Also, since F is a non-negative function by Assumption 2, conditions
(3.24) and (3.25) of Lemma 3 are satisfied. Consequently, we conclude by Lemma 1
that the process F(x(k)) converges almost surely.
Now, let us consider the case with no communication noise. Then, inequality (3.30)
becomes
F(x(k+1))≤ F(x(k))− γ(k)∇F(x(k))′Wr(k)+ 1
2
γ(k)2r(k)W ′UWr(k). (3.47)
We take the expectation of inequality (3.47) conditioned on Γ(k) and recall the defini-
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tion of Eˆk{.} as used in equation (3.17). We then obtain
Eˆk{∆F(x(k))} ≤ −γ(k)∇F(x(k))′W Eˆk{r(k)}+ 12γ(k)
2Eˆk{r(k)′W ′UWr(k)} (3.48)
From the fact that the conditional expectation of r(k) equals ∇F(x(k)) in (3.17), we
have
∇F(x(k))′W Eˆk{r(k)}= ∇F(x(k))′W∇F(x(k)). (3.49)
Using definition (3.33) of e(k) and assumptions (3.26) and (3.27) on matrix W , we can
rewrite equality (3.49) as
∇F(x(k))′W∇F(x(k)) = e(k)′W ′e(k)≥ λmine(k)′e(k). (3.50)
From the upper bound on E{r(k)W ′UWr(k)} in (3.40), we concluded that there exists
α¯ such that
Eˆk{r(k)WUWr(k)} ≤ α¯ < ∞. a.s. (3.51)
Using the lower and upper bounds in (3.50) and (3.51), we upper bound the inequality
(3.48) almost surely as
Eˆk{∆F(x(k))} ≤ −λmine(k)′e(k)+ γ(k)2αˆ a.s. (3.52)
Since F(x(k)) converges almost surely, we conclude that
λm
∞
∑
k=1
γ(k)‖e(k)‖2 < ∞ a.s.
because {γ(k)} is square-summable. This implies that there exists a set of cluster points
for the series e(k) and a corresponding set of cluster points for x(k). Furthermore, since
γ(k)‖e(k)‖2 ≥ 0, it follows that liminfk→∞ ‖e(k)‖2 = 0 almost surely.
Let {e(φ(k))} be a subsequence of {e(k)} that converges to zero almost surely. Let
{x(φ(k))} be the corresponding subsequence extracted from {x(k)}. Since we know
that F(x(k)) converges almost surely to F∞, limk→+∞F(x(φ(k))) = F∞ as well, which
implies that the sequence {F(x(φ(k)))} is bounded. By the positivity of each function
fi, this implies that fi(xi(φ(k))) is bounded for all k and i. Invoking the coercivity of
each fi, we deduce that each sequence {xi(φ(k))} (i= 1, ...,N) is bounded for all k and,
hence, admits a convergent subsequence. Then, using a diagonal argument, we can find
an increasing map ψ :N→N such that {xi(ψ(φ(k)))} converges for all i, i.e., such that
the vector-valued sequence {x(ψ(φ(k)))} converges to some xˆ. By the convergence
of {e(φ(k))} there exists λ ∗ ∈ R+ such that λ ∗1ˆ = limk→∞∇F(x(ψ(φ(k)))) almost
surely. Then, by continuity of ∇F from Assumption 2, we have
λ ∗1ˆ = ∇F(xˆ) almost surely. (3.53)
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In other words, xˆ satisfies the KKT conditions. But, since the domain of F is open
and we only have a linear equality constraint, (3.1) satisfies the Slater’s Condition, i.e.,
the KKT conditions are necessary and sufficient. As a result, (3.53) implies that xˆ is
the unique minimum of F and, thus, F(xˆ) = F∗.
Because we have already proved that F(x(k)) converges to F∞ almost surely, we
know that every subsequence of F(x(k)) must also converge to the same F∞ almost
surely. Since we have just showed that one of the subsequences converges to F∗, we
conclude that F∞ = F∗. From strict convexity of F , the x∗ associated with F∗ is also the
unique global minimum. Therefore, every subsequence of x(k) converges to the same
point x∗ almost surely, and it follows that x(k) converges to x∗ almost surely.
We end by noting that the results of Theorem 4 are still valid if we consider r(k) as
a more general function of the form
r(k) =

r1(x1(k),vm1(k))
...
rn(xn(k),vmn(k))
 .
with the property
Eˆk{r(k)}= ∇F(x(k)) ∀k.
3.3.3 Numerical Simulation
We compare the performance of algorithm (3.16) with algorithm (3.2) for agents with
the same objective functions as those in the numerical example of [37]. We consider
a 3-regular strongly connected directed graph with n = 6 agents (instead of n = 20
as in [37] for the sake of simulation run time). The topology of the network can be
inferred from the structure of the symmetric weight matrix
W =
1
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
3 −1 0 −1 0 −1
−1 3 −1 0 −1 0
0 −1 3 −1 0 −1
−1 0 −1 3 −1 0
0 −1 0 −1 3 −1
−1 0 −1 0 −1 3

.
For the simulation, the following family of non-negative functions is used:
fi(xi) =
1
2
ai(xi− ci)2+ log[1+ ebi(xi−di)], (3.54)
for all i, with coefficients ai, bi, ci, di generated randomly according to the uniform
distribution on intervals [0,2], [−2,2], [−10,10], [−10,10] respectively. This family of
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functions has the second derivative
d2
dx2i
fi(xi) = ai+
b2i e
bi(xi−di)
(1+ ebi(xi−di))2
> 0 ∀xi
with the upper bounds ai+ 14 b
2
i .
Let us define each component of vector r(k) as
ri(k) =
d
dxi
fi(xi)+ vmi(k).
The values for vmi(k) and vci(k) are generated independently by a Gaussian pseudo-
random number generator with a mean of 0 and a variance of 3. With no loss of
generality, we assume that the resource constraint takes the form
n
∑
i=1
xi = 0. (3.55)
and choose the initial conditions
x(0) =
[
0.1 −0.1 0.1 −0.1 0.1 −0.1
]
.
In the remainder of this section, we will say that “F(x(k)) converges to a value with
ε” if F(x(k)) satisfies
| fi(xi(k+1))− fi(xi(k))|< ε, for all i. (3.56)
Note that this does not necessarily mean that x(k) itself converges.
We ran multiple trials to observe the performance of algorithm (3.16) over a suf-
ficiently large sample. Using a pseudo-random number generator in MATLAB, we
generated the following vectors of coefficients
a =

0.4518
0.6222
1.8098
0.5161
1.2057
0.5934

, b =

−1.3172
1.6935
1.9190
−0.3651
0.8449
−0.7249

, c =

−5.4467
−1.3959
−1.2226
1.8979
−5.5651
−1.5167

, d =

−1.2860
−6.3037
−7.7776
−4.7558
−7.6516
0.1572

.
For each trial, we first applied algorithm (3.2) to the objective functions in (3.54)
until algorithm (3.2) converged to xˆ∗ with ε = 0.001. This convergence is guaranteed
in [37]. We set F(xˆ∗) = F∗ as the benchmark for the performance of algorithm (3.16).
Then, we applied algorithm (3.16) to the objective functions in (3.54) until F(x(k))
converged to a value F∞ with ε = 0.001. We then computed the error F∞−F∗.
We first simulated the case with no communication error. Since every function fi
in (3.54) is strictly convex, we expect algorithm (3.16) to converge to x∗ almost surely
by Theorem 4. In this simulation, we used the step γ(k) = 15k . The result is plotted
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in Figure 3.1. The empiricial mean of the error of algorithm (3.16) for 1000 trials is
1.03× 10−2, while its empirical variance is 5.2629× 10−5. Note that since x(k) is
feasible for all k because of the absence of communication noise, F(x(k))≥ F∗ for all
k. In particular, F∞ ≥ F∗. This is in accordance with Figure 3.1.
In the presence of communication noise, we ran 10000 trials with the step γ(k) =
7
10k . According to Theorem 4, we expect convergence of F(x(k)) to some random
variable F∞ in this case, but do not expect that F∞ equals F∗. We also expect the
empirical mean of 1ˆ′xˆ to be small. Results are plotted in Figure 3.2. The empirical
mean of the error of algorithm (3.16) for this simulation is 13.0261, while the variance
is 205.5396. We also see that the mean of 1ˆ′xˆ is 0.0045277 with a variance of 42.9357.
In contrast with our observations on Figure 3.1, note that when communication
noise is active, the feasibility condition only holds in expectation at every k. Hence
on a particular realization, x(k) may not be feasible for problem (3.1), and it is thus
possible that F∞ < F∗. This can be seen to occur on Figure 3.2. From the simulation,
the performance of algorithm (3.16) coincides with theory. Algorithm (3.16) performs
well without communication noise when compared to algorithm (3.2). However, with
communication error, we cannot guarantee that the algorithm reaches the optimum.
The error from optimum in the case of no communication errors can be attributed to
a couple of factors. If the magnitude of the ε in definition of (3.56) is smaller, then the
error of (3.16) decreases but the runtime of the simulation increases. Also, the fact that
the noise is only pseudo-random may play a role in the deviation of the performance of
algorithm (3.16) from algorithm (3.2).
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3.4 Figures
Figure 3.1: The error defined by the difference of F∞ generated by algorithm (3.16) and
F∗ with γ(k) = 15k and no communication noise.
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Figure 3.2: Top: The error defined by the difference of F∞ generated by algorithm
(3.16) and F∗ with γ(k) = 710k and communication noise. Bottom: The error defined
by the difference between 1ˆ′x∗ and the equality constraint c = 0.
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Chapter 4
Tatonnement-based Control
Algorithm
4.1 Introduction
In this chapter, we introduce a decentralized algorithm to solve the LQR optimiza-
tion problem posed in Chapter 2 for both a dynamically decoupled and coupled sys-
tem. This algorithm is used in the second level of our control scheme to generate
the optimal controls for each wind turbine’s energy generation. We call our algorithm
“Tatonnement-Based” because it is inspired by the Tatonnement process in Economics.
It is also similar to the so-called dual/price decomposition approach, such as [29]. The
Tatonnement process was first introduced by Walras in 1874. This process was intended
to model the effects of the free market trade. The process of Tatonnement begins with
an auctioneer announcing a price for some goods to a group of auctionees. The auction-
ees respond with their demands at that price. The auctioneer either lower the price if
there is too little demand or raises it if there is too much. Then, he announces the new
price to the auctionees, and the process repeats until an equilibrium price is reached
such that all the demands of the auctionees are met. Trading between auctioneer and
the auctionees occurs only after this equilibrium is achieved [6, 35]. As a preview, in
the perspective of our algorithm, this price is the Lagrange multiplier associated with
the equality constraint of the problem, and the demand is the state or the control effort
of each agent as a function of this Lagrange multiplier.
Our Tatonnement-based algorithm uses ideas from decentralized LQR control and
price control. The idea of decentralized LQR controller for decoupled dynamic systems
is investigated by [2]. The authors in [2] propose a control design method that exploits
the decoupling nature of the feedback matrix K for LQR problems in the environment
of decoupled dynamic systems. However, an important difference between the problem
formulated by [2] and our problem is that [2] does not have any constraints on the states
other than the dynamic constraints, while our problem has an equality constraint.
The idea of using the Lagrange multiplier as a price in the control of a multi-agent
system is quite common in power systems control. Such an idea is used in [1] to in-
directly control power generators in a multi-agent system. However, such a control
scheme relies on a hierarchal communication scheme and is therefore inherently not
decentralized. The idea of a price controller is also explored by [15], which develops a
KKT based controller for the steady state control of a system. This idea is similar to the
material presented in this section in that the controller solves both a price-based prob-
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lem and the dynamic optimization problem simultaneously. Furthermore, the problem
formulation presented in the paper allows for constraints on the states. Nevertheless,
the controller only guarantees optimal states in steady state, while making no guar-
antees for any characteristics of the state before steady state. In the presence of ever
changing demand, whether the states of our problem reach steady state is unclear. Our
algorithm is applicable regardless of whether the states of the system reach steady state.
We begin the development of our algorithm in the next section and show that it
solves the LQR optimization problem for systems with decouple dynamics. Then, we
examine the LQR optimization problem with coupled dynamics. With a change in the
communication scheme in the multi-agent system, we show that our algorithm applies
directly to systems with coupled dynamics as well. Finally, we provide inspiration for
future control algorithm development based on market trading by examining a non-
Tatonnement price converging model. This chapter assumes the knowledge of convex
optimization. For a general overview, please see Appendix A.
4.2 Tatonnement-based Algorithm for Decoupled
Dynamic System
To begin the development of our Tatonnement-based algorithm, we first apply dual
composition to the LQR problem with decoupled dynamics as presented in Chapter 2.
Recall from the optimization problem (2.2) and constraints (2.7)-(2.9) that
J(x1...xq) = min
u1,u2
q
∑
i=1
N−1
∑
k=1
(xi(k)′Qixi(k)+ui(k)′Riui(k))+ xi(N)′Qixi(N)
s.t. xi(k+1) = Aixi(k)+Biui(k) (4.1)
yi(k) =Cixi(k)
q
∑
i=1
yi(k) = P(k), ∀i ∈ I
For simplicity of notation, let us introduce the following definitions.
x¯i(N) =

xi(1)
xi(2)
...
xi(N)
 , u¯i(N−1) =

ui(1)
ui(2)
...
ui(N−1)
 , C¯i =

Ci 0 · · · 0
0 Ci · · · 0
...
...
. . .
...
0 0 · · · Ci
 ,
P¯(N) =

P(1)
P(2)
...
P(N)
 , E1i =

I
Ai
A2i
...
A(N−1)i

, E2i =

0 0 · · · 0
Bi 0 · · · 0
AiBi Bi · · · 0
...
...
. . .
...
AN−2i Bi A
N−3
i Bi · · · Bi

.
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From (4.1), we can derive the relationship between x¯i(N) and u¯i(N−1) as
x¯i(N) = E1ixi(1)+E2iu¯i(N−1), ∀i ∈ I. (4.2)
4.2.1 Optimal Control through Dual Decomposition
We can put the optimization problem into its dual form by introducing a Lagrange
multiplier vector λ (k) ∈ Rm [5]. We also define L(x1...xq,u1...uq,λ ) as
L(x1...xq,u1...uq,λ ) =
q
∑
i=1
N−1
∑
k=1
(
xi(k)′Qixi(k)+u′i(k)Riui(k)
)
+ xi(N)′Qixi(N)
+
N
∑
k=1
λ (k)′
(
q
∑
i=1
yi(k)
)
.
Then the dual problem becomes
D¯(x1...xq,λ ) = min
u1,...,uq
L(x1...xq,u1...uq,λ ) (4.3)
Dˆ(x1...xq,λ ) = D¯(x1...xq,λ )−
N
∑
k=1
λ (k)′P(k) (4.4)
D(x1...xq) = max
λ
Dˆ(x1...xq,λ ) (4.5)
where Dˆ(x1...xq,λ ) is the dual function.
From convex duality theory, the dual function is a lower bound of the optimal cost
J∗ in (4.1). The optimal value D∗ for (4.5) is the best upper bound of J∗. Since the
structure of (4.1) is convex, the control input ui lives in an open set, and we only have
an equality constraint, we have strong duality by the Slater’s Condition and conse-
quently D∗ = J∗ [5]. Therefore, we can find the minimum value of (4.1) by finding D∗
distributively. From the structure of (4.4), we can apply dual decomposition to (4.3)
and introduce a Tatonnement-based algorithm to completely decompose the dual prob-
lem. Since the variables of (4.3) are local and separable for a fixed λ , we can apply
dual decomposition to decompose (4.3) into
D¯(x1...xq,λ ) =
q
∑
i=1
D¯i(xi,λ ), (4.6)
(4.7)
where D¯i is defined as
D¯i(xi,λ ) = min
ui
N−1
∑
k=1
(
xi(k)′Qixi(k)+ui(k)′Riui(k)+λ (k)′Cixi(k)
)
+ xi(N)′Qixi(N)+λ (N)′Cixi(N), (4.8)
to find the optimal control [4, 29]. Note that each agent uses the same λ (k) value. The
advantage of this decomposition is that the minimization of the partial Lagrangian can
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be performed by individual agents in parallel once λ is fixed. Therefore, we can obtain
an expression of the optimal control uiopt for each agent as a function of λ .
Let us consider the ith agent in the system. We will derive the optimal control over
the entire N time horizon by defining
λ¯ (N) =

λ (1)
λ (2)
...
λ (N)
 , Q¯i =

Qi 0 · · · 0
0 Qi · · · 0
...
...
. . .
...
0 0 · · · Qi
 , R¯i =

Ri 0 · · · 0
0 Ri · · · 0
...
...
. . .
...
0 0 · · · Ri
 .
Then, we can rewrite (4.8) as
D¯i(x¯i(N), λ¯ (N)) = min
u¯i(N−1)
x¯i(N)′Q¯ix¯i(N)+ u¯i(N−1)′R¯iu¯i(N−1)
+ λ¯ (N)′C¯ix¯i(N). (4.9)
Recalling the relationship between x¯i(N) and u¯i(N − 1) from (4.2), we can further
rewrite (4.9) as
D¯i(λ¯ (N)) = min
u¯i(N−1)
MAi+ λ¯ (N)′MBi+ u¯i(N−1)′
(
2MCi+MDiλ¯ (N)
)
+ u¯i(N−1)′MEiu¯i(N−1), (4.10)
where
MAi = xi(1)′E ′1iQ¯iE1ixi(1), MBi = C¯iE1ixi(1), MCi = E
′
2iQ¯iE1ixi(1),
MDi = E ′2iC¯
′
i , MEi = E
′
2iQ¯iE2i+ R¯i.
The function D¯i(λ¯ (N)) now depends only on λ¯ (N). We know that MEi is a sym-
metric matrix because Q¯i and R¯i are symmetric by construction. Because we have
established that our problem has strong duality, by KKT conditions (A.5), we can find
the optimal control by setting
∂ D¯i
∂ u¯i
=
(
2MCi+MDiλ¯ (N)
)
+2MEiu¯i(N−1) = 0.
Because MEi  0 from the definitions of R¯i and Q¯i, MEi is invertible and the optimal
control exists. Therefore, we can find an optimal control u¯iopt (N− 1) as a function of
λ¯ (N) with
u¯iopt (N−1) =−M−1Ei
(
MCi+
1
2
MDiλ¯ (N)
)
. (4.11)
We have found a way to distributively compute the optimal control as a function
of λ¯ (N) for (4.10). Next, we want to find a way for each agent to find the optimal
λ¯ (N) that maximizes (4.4) based on this optimal control. We recognize that we cannot
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decompose (4.4), since λ (k)′P(k) is a coupling term. However, we introduce a Taton-
nement based algorithm for this decoupled dynamics LQR problem that enables each
agent to calculate the optimal λ¯ (N) in parallel and thereby completely decomposes the
dual problem.
4.2.2 Tatonnement-based Algorithm
To view the process of finding the optimal λ¯ (N) as a Tatonnement process, let us
consider λ¯ (N) as the price to be adjusted and the state x¯i(N) as the demand of the ith
agent in the system. Besides the time index k, we introduce an iteration horizon with an
index l such that l ∈ {1,2, · · · ,T}, where T is the total number of iterations to update
λ¯ (N) until equilibrium occurs. We also assume that each agent i calculates its own
λ (k). The value of λ (k) calculated by agent i at iteration l is denoted by λ i(k, l).
We introduce an equation to update λ¯ (N) at each iteration l for each agent i by first
introducing the following notation
λ¯ i(N, l) =
[
λ i(1, l)′ · · · λ i(N, l)′
]′
,
u¯iopt (N−1, l) =−M−1Ei
(
MCi+
1
2
MDiλ¯ i(N, l)
)
, (4.12)
x¯iopt (N, l) = E1ixi(1)+E2iu¯iopt (N−1, l). (4.13)
Note that from the problem formulation, each λ¯ i(N, l) is identical for all i’s at every
iteration l. Then, we introduce update equation for λ¯ i(N, l) as
λ¯ i(N, l+1) = λ¯ i(N, l)+ γ
q
∑
i=1
C¯ix¯iopt (N, l)− γP¯(N), (4.14)
where γ is a particular fixed step size. We claim for the purpose of discussion that
(4.14) converges after some iteration T to the solution for (4.5). It follows that the
equilibrium value of λ¯ i(N, l) becomes the optimal Lagrange multiplier that maximizes
(4.4). We will prove this claim in the sequel.
To interpret the proposed algorithm in the Economics setting, each agent in the sys-
tem is both the auctioneer and the auctionee in the Tatonnement process. During the
time horizon of each iteration, the ith agent plays the role of the auctionee by generat-
ing his demand xiopt (k, l) based on the corresponding calculated price λ i(k, l) at every
time instant k. After the time horizon reaches N, the agent bundles his demands into
x¯iopt (k, l) and the corresponding prices into λ¯ i(N, l). Then, all agents in the system
exchange their bundled demands with each other. After the exchange, the ith agent
becomes the auctioneer and generates the price λ¯ i(N, l + 1) based on everyone’s de-
mands in the system. The iteration increments and the process repeats until T iterations
is reached, after which the price is assumed to have converged to the optimal λ¯ (N, l).
This process is formalized in Algorithm 1.
The advantage of this Tatonnement-based process is that each agent can now per-
form the maximization of the dual function in parallel. Because the optimal response
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Algorithm 1 The Tatonnement-Based Algorithm for Decoupled Dynamic System
1: for all i ∈ I do
2: guess λ (1,1),λ (2,1)...λ (N,1) and bundles it to λ¯ (N,1)
3: set λ¯ i(N,1) = λ¯ (N,1) ∀i ∈ I
4: for l = 1 to T do
5: set xi(1, l) satisfying ∑qi=1 Cixiopt (1, l) = P(1)
6: for k = 1 to N−1 do
7: find uiopt (k, l) from λ i(k, l) using (4.12)
8: update xiopt (k+1, l) using (4.13)
9: end for
10: bundle xi(k, l) for all k into x¯iopt (N, l)
11: bundle λ i(k, l) for all k into λ¯ i(N, l)
12: send x¯iopt (N, l) to jth agent ∀ j ∈ I, j 6= i
13: receive x¯ jopt (N, l) from jth agent ∀ j ∈ I, j 6= i
14: update λ¯ i(N, l+1) using (4.14)
15: end for
16: end for
(4.12) to λ¯ i(N, l) is also computed in parallel, we say that our algorithm is a form of
decentralize algorithm. However, we note that this algorithm requires each agent to
communicate with all other agents in the system.
In the algorithm presented, both the exchange of the bundled optimal states x¯iopt (N, l)
and the update of the bundled price λ¯ i(N, l) occur after the time horizon ends. An al-
ternative algorithm may be for the exchange of optimal states and update of the price
to occur at every time instant k within the time horizon. In the problem formulation in
Chapter 2, we assume that the communication between agents in the system is ideal.
With this assumption, the original algorithm is essentially the same as the alterna-
tive algorithm. If we consider asynchronous communication, then there are significant
differences between the two algorithms. In the alternative algorithm, each agent ex-
changes states and updates the price at his own pace. Therefore, a situation may occur
when the agent updates the price with a delayed optimal state from another agent in
the system at a particular time instant k. For example, for a time k, an agent i delays its
price update. Then, all agents j 6= i ∈ I updates their price by
xˇiopt (N, l) =
[
xiopt (1, l)
′ · · · xiopt (k, l−1)′ xiopt (k+1, l)′ · · · xiopt (N, l)′
]′
,
λ¯ j(N, l+1) = λ¯ j(N, l)+ γ ∑
m 6=i
C¯mx¯mopt (N, l)+C¯ixˇiopt (N, l)− γP¯(N).
In the original algorithm, each update of the price is bundled and occurs after the time
horizon. The price is updated for the entire time horizon at the same time. Since the
exchange of the states is also bundled, a delay in sending the optimal state from another
agent will affect the price of receiving agent for all times k. This means that if an agent
i delays its price update at time k,all agents j 6= i ∈ I updates their price by
λ¯ j(N, l+1) = λ¯ j(N, l)+ γ ∑
m 6=i
C¯mx¯mopt (N, l)+C¯ix¯iopt (N, l−1)− γP¯(N).
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The advantages and disadvantages of both algorithms will be investigated in future
works.
4.2.3 Convergence of Algorithm for Decoupled Dynamic Systems
We will prove the convergence of Algorithm 1 by proving that the update equation
(4.14) converges to a solution for (4.5). This proof follows from the convergence anal-
ysis of the gradient descent approach in [33]. A similar proof of the convergence of an
algorithm to optimize flow control can be found in [19].
Because in the ideal communication case, each agent’s price λ¯ i(N, l) at iteration l
is identical, for simplicity we let λ¯ (N, l) = λ¯ i(N, l) for all i at iteration l. Recall from
(4.2) and (4.10) that, for the ith agent,
D¯i(λ¯ (N, l)) = MAi+ λ¯ (N, l)′MBi+ u¯iopt (N−1, l)′
(
2MCi+MDiλ¯ (N, l)
)
+ u¯iopt (N−1, l)′MEiu¯iopt (N−1, l)
= MAi−M′CiM−1Ei MCi+ λ¯ (N, l)′
(
MBi−M′DiM−1Ei MCi
)
− 1
4
λ¯ (N, l)′M′DiM
−1
Ei MDiλ¯ (N, l).
From (4.6), we see that (4.4) can be rewritten as
Dˆ(λ¯ (N, l)) =
q
∑
i=1
D¯i(λ¯ (N, l))− λ¯ (N, l)′P¯(N). (4.15)
Because D¯i is a quadratic concave function in λ¯ (N, l), equation (4.15) is also a quadratic
concave function in λ¯ (N, l). We define the gradient of Dˆ(λ¯ (N, l)) with respect to
λ¯ (N, l) as ∇Dˆ(λ¯ (N, l)). Then, we can express ∇Dˆ(λ¯ (N, l)) as
∇Dˆ(λ¯ (N, l)) =
q
∑
i=1
MBi−M′DiM−1Ei MCi−
1
2
M′DiM
−1
Ei MDiλ¯ (N, l)− P¯(N). (4.16)
Using definitions of MBi, MCi and equation (4.2), we derive from equation (4.16) the
relationship
∇Dˆ(λ¯ (N, l)) =
q
∑
i=1
C¯iE1ixi(1)−C¯iE2iM−1Ei (MCi−
1
2
MDiλ¯ (N, l))− P¯(N)
=
q
∑
i=1
C¯i(E1ixi(1)+E2iu¯iopt (N−1, l))− P¯(N)
=
q
∑
i=1
C¯ix¯iopt (N, l)− P¯(N). (4.17)
Then, we can rewrite the update equation (4.14) for λ¯ (N, l) as
λ¯ (N, l+1) = λ¯ (N, l)+ γ∇Dˆ(λ¯ (N, l)). (4.18)
We are now ready to prove the convergence of (4.18) to the optimal λ¯ (N)∗ that solves
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(4.5). This is done first by showing that ∇Dˆ(λ¯ (N, l)) is Lipschitz continuous. Then we
show that for a small enough γ , the limit of the gradient of Dˆ(λ¯ (N, l)) is zero, which
implies (4.18) indeed does converge. Furthermore, since Dˆ is a quadratic concave func-
tion and the gradient ∇Dˆ(λ¯ (N, l)) is affine, we see that (4.18) converges to the optimal
λ¯ (N, l)∗. because ∇Dˆ(λ¯ (N, l)∗) = 0 satisfies the KKT conditions for the maximization
of the function Dˆ. Our proof is based on Proposition 2.1 and 2.3 in [33]. Let us first
present a lemma based on [33] that will help us in our proof.
Lemma 2. If a function ∇D : Rn→ R is Lipschitz continuous, i.e. ∃ K > 0 such that
||∇D(x)−∇D(y)||2 ≤ K ||x− y||2 , ∀x,y ∈ Rn,
then it follows that
D(x− y)≥ D(x)− yT∇D(x)− 1
2
K||y||22
for all x,y ∈ Rn.
This Lemma is a concave version of Proposition A.32 in Appendix A of [33]. It’s
proof is straightforward from Proposition A.32. Next, we state our main theorem,
which is based on Proposition 2.1 in [33].
Theorem 2. Suppose that λ¯ (N, l) is updated according to (4.18). If we choose 0 <
γ < 2K , where K is a Lipschitz constant for Dˆ, then
lim
l→∞
∇Dˆ(λ¯ (N, l)) = 0 and lim
l→∞
λ¯ (N, l) = λ¯ (N)∗,
where λ¯ (N)∗ is the solution to (4.5).
Proof. Let us first show that ∇Dˆ is Lipschitz continuous. The condition for ∇Dˆ to be
Lipschitz continuous is that there exists a K ∈ R such that
∆GD(λ¯1, λ¯2) =
∣∣∣∣∇Dˆ(λ¯1(N, l))−∇Dˆ(λ¯2(N, l)∣∣∣∣2 ≤ K ∣∣∣∣λ¯1(N, l)− λ¯2(N, l)∣∣∣∣2 .
Since ∇Dˆ(λ¯ (N, l)) is an affine function, it is continuously differentiable. Let us define
Ni = 12 M
′
DiM
−1
Ei MDi and choose K =
∣∣∣∣∑qi=1 Ni∣∣∣∣2+ε , for some ε ∈R such that 0 < ε <
∞. From (4.16), we have
∆GD(λ¯1, λ¯2) =
∣∣∣∣∣
∣∣∣∣∣ q∑i=1 Ni(λ¯1(N, l)− λ¯2(N, l))
∣∣∣∣∣
∣∣∣∣∣
2
≤
∣∣∣∣∣
∣∣∣∣∣ q∑i=1 Ni
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣λ¯1(N, l)− λ¯2(N, l)∣∣∣∣2
≤ K ∣∣∣∣λ¯1(N, l)− λ¯2(N, l)∣∣∣∣2
Because Q¯i  0 and R¯i  0 by definition, we know that MEi  0, and hence M−1Ei
exists. The matrix MDi is finite since it is dependent on system matrices Ai, Bi, and Ci.
Therefore, K < ∞, so K ∈ R+. It follows that ∇Dˆ(λ¯ (N, l)) is Lipschitz continuous.
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Then, from Lemma 2 and the definition of (4.14), we obtain
Dˆ(λ¯ (N, l+1)) = Dˆ(λ¯ (N, l)− (−γ∇Dˆ(λ¯ (N, l))))
≥ Dˆ(λ¯ (N, l))+ γ∇Dˆ(λ¯ (N, l))(∇Dˆ(λ¯ (N, l)))− 1
2
K||− γ∇Dˆ(λ¯ (N, l))||22
= Dˆ(λ¯ (N, l))+ γ
∣∣∣∣∇Dˆ(N, l)∣∣∣∣22− 12Kγ2 ∣∣∣∣∇Dˆ(N, l)∣∣∣∣22
= Dˆ(λ¯ (N, l))+ γ
(
1− Kγ
2
)∣∣∣∣∇Dˆ(N, l)∣∣∣∣22
Let β = γ
(
1− Kγ2
)
. Notice that β > 0 since we chose 0 < γ < 2K . From the con-
struction of the problem, Dˆ(λ¯ (N, l)) is bounded above by the optimal value J∗ of the
original optimization problem by duality [5]. This implies that there exits a M ∈ R
such that Dˆ(λ¯ (N, l))< M for all l. It follows that
M ≥ Dˆ(λ¯ (N, l+1))≥ Dˆ(λ¯ (N,1))+β
l
∑
τ=1
∣∣∣∣∇Dˆ(λ¯ (N,τ))∣∣∣∣22
=⇒
∞
∑
τ=1
∣∣∣∣∇Dˆ(λ¯ (N,τ))∣∣∣∣22 ≤ 1β (M− Dˆ(λ¯ (N,1)))< ∞
It follows that liml→∞∇Dˆ(λ¯ (l)) = 0. Let us denote the solution to the optimization
problem (4.5) as λ¯ (N)∗. From the fact that M−1Ei  0, since MEi  0, we know that
λ¯ (N)∗ is a unique solution that occurs when ∇Dˆ(λ¯ (N)∗) = 0 by KKT conditions.
Since ∇Dˆ(λ¯ (N, l)) is affine and liml→∞∇Dˆ(λ¯ (N, l)) = 0, we see that liml→∞ λ¯ (N, l) =
λ¯ (N)∗. Note that From (4.17), we see that (4.14) is in fact a gradient ascend algo-
rithm.
4.2.4 Simulation
We now provide two simulations that confirms our theory regarding the feasibility of
the control and the convergence of the tatonnement algorithm. Let q = m = n = 2,
N = 3, T = 200 and consider a system with no feasible controller and the following
system and cost characteristics
A1 =
[
−0.2 0
0 −0.6
]
, A2 =
[
2 0
0 5
]
, B1 =
[
1
−1
]
, B2 =
[
− 56
1
]
,
C1 =
[
2 2
]
, C2 =
[
1 56
]
, x1(1,1) =
[
2
3
]
, x2(1,1) =
[
5
6
]
,
λ (1,1) = λ (2,1) = λ (3,1) =−50, Q1 =C′1C1,Q2 =C′2C2,R1 = R2 = 1.
For simplicity, we set P(k) = 20 to be constant for all k. From the system charac-
teristics, we calculated the parameter K ≈ 0.6262, which dictates that if the control
algorithm is feasibility, then it will converge to the optimal λ¯ ∗(N) if we pick 0 < γ < 3.
Let us pick γ = 0.2. From construction, C1B1 = 0 and C2B2 = 0. By the discussion
in the next section, this system has does not have a feasible control, and we expect
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λ (k, l) to diverge for some value k as iterations increase. Indeed, λ (2) diverges almost
immediately after the start of the algorithm. This divergence is illustrated in Figure 4.1.
Suppose now we change B1 and B2 to the following
B1 =
[
1
1
]
,B2 =
[
3
4
]
.
Since C1B1 and C2B2 are not equal to zero, the λ (k) values should converge for all k.
From system characteristics, we calculate K ≈ 0.9653, which dictates that the system
will converge provided 0 < γ < 2. Let us pick again γ = 0.2. The convergence of λ (k)
is illustrated in Figure 4.2. This convergence occurs around the 38th iteration.
4.2.5 A Discussion on the Feasibility of the Controller
In order for the controller to be feasible, it must satisfy the equality constraint
q
∑
i=1
C¯ix¯i(N) = P¯(N). (4.19)
Proposition 1. There exists a feasible controller that satisfies (4.19) if and only if
CiBi ∈ R1×m is not a zero vector for all i ∈ I.
Proof. We note that (4.19) can then be rewritten as
q
∑
i=1
C¯iE2iu¯i(N−1) = P¯(N)−
q
∑
i=1
C¯iE1ixi(1). (4.20)
The initial conditions of the optimization problem dictates that the equality constraint
is satisfied at k = 1 independent of the control. Therefore, the first row of (4.20) have
no effect on the feasibility of control. Therefore, let us define
P¯(N) =
[
P(1)
Pˆ(N)
]
, C¯i =
[
Ci 0
0 Cˆi.
]
, E1i =
[
I
Eˆ1i
]
, E2i =
[
0
Eˆ2i
]
.
We consider
q
∑
i=1
CˆiEˆ2iu¯i(N−1) = Pˆ(N)−
q
∑
i=1
CˆiEˆ1ixi(1)
Let us define
F =
[
Cˆ1Eˆ21 Cˆ2Eˆ22 · · · CˆqEˆ2q
]
F

u¯1(N−1)
...
u¯q(N−1)
= Pˆ(N)− q∑
i=1
CˆiEˆ1ixi(1). (4.21)
The rank of the matrix F is at most (N− 1), which corresponds to the number of
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constraints that needs to be satisfied by some control, since we want the controller to
be feasible at every time step after the initial time k = 1. Furthermore, F is always a
(N− 1)× q(N− 1)m matrix. Because the feasible control does not exists if and only
if the row rank of F is less than N− 1, in which case the system of linear equations
(4.21) has no solution, a feasible control exists if and only if F has rank N−1. Let us
consider the structure of F . Each block matrix CˆiEˆ2i is in the form
CˆiEˆ2i =

CiBi 0 0 · · · 0
CiAiBi CiBi 0 · · · 0
... · · · . . . · · · ...
... · · · · · · . . . ...
CiAN−2i Bi · · · · · · · · · CiBi

, CiBi ∈ R1×m. (4.22)
Because CiBi ∈ R1×m, from the structure of CˆiEˆ2i, we see that the matrix F has rank
less than (N−1) if and only if CiBi is a zero vector for all i ∈ I.
Suppose CiBi is a zero vector for an agent i. From equation (4.2), we see that is
equivalent to Cix¯i(N) =CiE1ixi(1), meaning that the controller for the ith agent cannot
influence the output of agent i at that time instant. In the application of wind turbines,
the condition that the controller is not feasible, i.e. CiBi = 0 for all i ∈ I, corresponds
to none of the controllers of the wind turbine affects the energy generated by the wind
turbine at that time instant. Since wind turbines are designed such that the controllers
affects the energy generated by the turbine, a feasible controller always exists.
4.3 Tatonnement-Based Algorithm for Coupled
Dynamics
We apply the same idea from the previous section to an LQR problem with dynamic
coupling. Recall the definitions in (2.3). Also, recall the optimization problem (2.4)
and it’s constraints (2.5) - (2.6) as
J(x1...xq) = min
u
N
∑
i=1
x(k)′Qx(k)+u(k)′Ru(k))+ x(N)′Qx(N)
x(k+1) = Ax(k)+Bu(k) (4.23)
Cx(k) = P(k).
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Let us define
xˆ(N) =

x(2)
...
x(N)
 , uˆ(N−1) =

u(1)
...
u(N−1)
 , Pˆ(N) =

P(2)
...
P(N)
 ,
Cˆ =

C · · · 0
...
. . .
...
0 · · · C
 , Qˆ =

Q · · · 0
...
. . .
...
0 · · · Q
 , Rˆ =

R · · · 0
...
. . .
...
0 · · · R
 ,
Aˆ =

A
A2
...
AN−1
 , Bˆ =

B 0 · · · 0
AB B · · · 0
...
...
. . .
...
AN−2B AN−3B · · · B
 .
Then, we can write the dynamics of (4.23) as an algebraic equation xˆ(N) = Aˆx(1)+
Bˆuˆ(N−1). Furthermore, we can rewrite (4.23) as
J(xˆ) = min
uˆ(N−1)
xˆ(N)′Qˆxˆ(N)+ uˆ(N−1)′Rˆuˆ(N−1)+ x(1)′Qx(1)
s.t. Cˆxˆ(N) = Pˆ(N).
Combine the cost function with the definition for xˆ(N), we have
J(xˆ) = min
uˆ(N−1)
x(1)′(Aˆ′QˆAˆ+Q)x(1)+2x(1)′Aˆ′QˆBˆuˆ(N−1)+ uˆ(N−1)′(Bˆ′QˆBˆ+ Rˆ)uˆ(N−1)
s.t. CˆAˆx(1)+CˆBˆuˆ(N−1)− Pˆ(N) = 0. (4.24)
Similar to the previous section, we can define a Lagrangian function as
L(uˆ(N−1), λ¯ (N)) = x(1)′ (Aˆ′QˆAˆ+Q)x(1)+2x(1)′Aˆ′QˆBˆuˆ(N−1)
+ uˆ(N−1)′ (Bˆ′QˆBˆ+ Rˆ) uˆ(N−1)+ λ¯ (N)′(CˆBˆuˆ(N−1))
+ λ¯ (N)′(CˆAˆx(1)− Pˆ(N)),
where λ¯ (N) is defined the same way as in the previous section. Let us define
H(λ¯ (N)) = min
uˆ(N−1)
x(1)′(Aˆ′QˆAˆ+Q)x(1)+2x(1)′Aˆ′QˆBˆuˆ(N−1)
+ uˆ(N−1)′(Bˆ′QˆBˆ+ Rˆ)uˆ(N−1). (4.25)
From (4.25), we have the necessary condition by KKT
2x(1)′Aˆ′Qˆ′Bˆ+2uˆ(N−1)′(Bˆ′QˆBˆ+ Rˆ)+ λ¯ (N)′CˆBˆ = 0. (4.26)
Assumption 3. The dynamics and the cost function of the entire system, namely ma-
trices Aˆ, Bˆ, Qˆ, Rˆ, are known for all agents in the system.
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Let E = (Bˆ′QˆBˆ+ Rˆ)−1. This matrix is guarantee to exist because (Bˆ′QˆBˆ+ Rˆ) is a
positive definite matrix by the definition of Qˆ and Rˆ. Let us also define U1 = Bˆ′Cˆ′, and
U2 = Bˆ′QˆAˆx(1). Then, similar to (4.11), we derive the optimal control from (4.26) as a
function of λ¯ (N) :
uˆopt(N−1) =−12E
′U1λ¯ (N)−E ′U2.
Recalled the notation λ¯ i(N, l) denotes the value of λ¯ (N) calculated by agent i at
iteration l of an update equation. Since λ¯ i(N, l) is identical for all i at every iteration l
for an ideal communication scheme, we let λ¯ (N, l) = λ¯ i(N, l) for all i. Let xˆopt(N, l) =
Aˆx(1) + Bˆuopt(N − 1, l) be the optimal response state of the system to λ¯ (N, l). For
the coupled dynamic system, we have the following updating equations for λ¯ i(N, l),
similar to (4.14),
λ¯ i(N, l+1) = λ¯ i(N, l)+ γCˆxˆopt(N, l)− γPˆ(N)
= λ¯ i(N, l)+ γCˆ(Aˆx(1)+ Bˆuˆopt(N−1, l))− γPˆ(N). (4.27)
where
uˆopt(N−1, l) =−12E
′U1λ¯ (N, l)−E ′U2. (4.28)
Then, (4.25) can be rewritten as
H(λ¯ (N, l)) = uˆopt(N−1, l)′E−1uˆopt(N−1, l)+2U ′2uˆopt(N−1)
+ λ¯ (N, l)′U ′1uˆopt(N−1, l)
=
(
−1
2
E ′U1λ¯ (N, l)−E ′U2
)′
E−1
(
−1
2
E ′U1λ¯ (N, l)−E ′U2
)
2U ′2
(
−1
2
E ′U1λ¯ (N, l)−E ′U2
)
+ λ¯ (N, l)′U ′1
(
−1
2
E ′U1λ¯ (N, l)−E ′U2
)
=−1
4
λ¯ (N, l)′U ′1E
′U1λ¯ (N, l)−U ′2E ′U1λ¯ (N, l)−U ′2E ′U2. (4.29)
We define the dual function is defined as
Hˆ(λ¯ (N)∗) = max
λ¯ (N)
H(λ¯ (N))+ λ¯ (N)′(CˆAˆx(1)− Pˆ(N)). (4.30)
From the definition of U1 and (4.29), we see that
∇Hˆ(λ¯ (N, l)) = Cˆ(Aˆx(1)+ Bˆuˆopt(N−1, l))− Pˆ(N),
and therefore, for each agent i, we can rewrite (4.27) as
λ¯ i(N, l+1) = λ¯ i(N, l)+ γ∇Hˆ(λ¯ i(N, l)). (4.31)
Notice that this is basically the same algorithm as presented in the previous section.
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Using the arguments of the previous section, we can show that this algorithm converges
to the optimal λ¯ (N)∗ for the coupled dynamic system.
We claim that uopt(N−1, l) can be computed in parallel by all agents, since there
exists a permutation matrix Z such that
u¯1opt (N−1, l)
...
u¯mopt (N−1, l)
= Zuˆopt(N−1, l) =−12ZE ′U1λ¯ (N, l)−ZE ′U2, (4.32)
where u¯iopt (N− 1, l) is defined in (4.12). By Assumption 3, each agent has access to
E ′U1 and E ′U2. Therefore, there is enough information for each agent i such that the
optimal control for the ith agent u¯iopt can be computed in parallel. Furthermore, if each
agent communicates his optimal response u¯iopt to all other agents in the system, then
using Z−1, each agent can also calculate (4.31) in parallel. Therefore, the algorithm for
the coupled system can still be considered as a decentralized algorithm. Recall this is
different from the communication scheme of the algorithm for the decoupled dynamic
system, where the ith agent needs to share xiopt with every other agent. The algorithm
is formalized in Algorithm 2.
Algorithm 2 The Tatonnement-Based Algorithm for Coupled Dynamic Systems
1: for all i ∈ I do
2: guess λ¯ (N,1) and set λ¯ i(N,1) = λ¯ (N,1) ∀i ∈ I
3: for l = 1 to T do
4: find u¯iopt (N−1, l) from λ¯ i(N, l) using (4.32)
5: send u¯iopt (N−1, l) to jth agent ∀ j ∈ I, j 6= i
6: receive u¯iopt (N−1, l) from jth agent ∀ j ∈ I, j 6= i
7: use Z−1 to find uˆopt(N−1, l)
8: find λ¯ i(N, l+1) from uˆopt(N−1, l) using (4.27)
9: end for
10: end for
In the ideal communication situation, the main difference in algorithm between the
couple dynamic system and the decoupled dynamic system is the information that is
transmitted between each agent. Notice that due to the coupled dynamics, this algo-
rithm does not have the choice of calculating uiopt (k, l) implemented at each time step
k. Instead, uiopt (k, l) must be calculated for the entire horizon at every iteration l. For
the non-ideal communication situation, such as asynchronous communication as dis-
cussed at the end of Section 4.2.2, the difference in exchanged information may lead to
different convergence behavior of the two algorithms.
As with the algorithm with decoupled dynamics, we see from (4.24) that a feasible
control exits if and only if the constraint
CˆBˆuˆ(N−1) = Pˆ(N)−CˆAˆx(1)
is satisfied. We see from previous discussion that this is possible if and only if CˆBˆ has
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row rank of N−1. The matrix CˆBˆ has the structure
CˆBˆ =

CB 0ˆ · · · 0ˆ
CAB CB · · · 0ˆ
... · · · . . . ...
CAN−2B . . . . . . CB
 , CB ∈ R1×qm.
Therefore, CˆBˆ will always have row rank N−1 unless CB is a zero vector. When CB is
zero, the control for the entire wind farm is not feasible because none of the controls in
the wind farm affects the power output of the wind farm, which in reality is never true
due to the design of wind turbines.
4.4 Non-Tatonnement Market Model
A drawback of the Tatonnement process is that no trade occurs until the equilibrium
price is achieved. However, in applications such as wind farm, the conditions of the
environment changes with time. Therefore, the equilibrium price that is achieved by
Tatonnement may be the equilibrium for the environment in a previous time, but not
in the environment at the present time. In addition, a major challenge for the imple-
mentation of the Tatonnement-based algorithm is that the controls generated by the
algorithm is not feasible until the convergence of the algorithm is reached. Therefore,
if the algorithm cannot be run until completion due to computational limitations or run
time requirements, the suboptimal results of the algorithm may not be implementable.
In Economics, the idea of non-Tatonnment trading processes have been proposed
to remedy this. Non-tatonnment processes allow trading during price adjustment, when
the price has not yet cleared the market. In this process, it is assumed that trading is
done in a way such that the number of goods in the market stays constant. This implies
that the process is always feasible. With some assumptions on the dynamics of the
trading and the price adjustment, it can be proved that such a process still achieves
the market clearing price. Although we have not yet adopted the non-Tatonnement
process into a control algorithm, we present the idea here as a motivation for future
development of price based wind farm controllers. This discussion is based on the
work of [11], but we provide a self-contained new proof.
4.4.1 Market Model and Definitions
We consider a market with n agents and m commodities. Mathematically, we define
the following scalar values in Table 4.1.
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Base on these scalar values, we define the following vectors.
xα(t) =

xα1(t)
...
xαn(t)
 , x¯α(t) =

x¯α1(t)
...
x¯αn(t)
 , p(t) =

p1(t)
...
pm(t)
 ,
x¯(t) =

x¯11(t) · · · x¯n1(t)
...
. . .
...
x¯1m(t) · · · x¯nm(t)
 , zα(t) = xα(t)− x¯α(t), z(t) =∑
α
zα(t).
Note that zα(t) can be interpreted as a function zα(t)(p(t), x¯α(t)).
We define the utility function for agent α as Uα :Rm→R and assume it is a concave
function. Furthermore, we assume that the utility function is strictly increasing. This
means that for the vectors x,y ∈ Rm with xi ≥ yi for all i ∈ {1, ...,m} and at least one
xi > yi, where xi and yi are the ith element of the vectors x and y respectively, we have
Uα(x)>Uα(y). We then define the relationship between xα and Uα as
xα(t) = argmaxω
Uα(ω(t)) s.t. p(t)′ω(t) = p(t)′x¯α(t).
We call the constraint p(t)′ω(t) = p(t)′x¯α(t) the budget constraint. Consequently, the
excess demand function zα(t) can defined as
zα(t) = argmaxω
Uα(ω(t)+ x¯α(t)) s.t. p(t)′ω(t) = 0.
Next, we model the trading process for agent α as a function
˙¯xα(t) = Fα(p(t), x¯(t)) (4.33)
such that Fα : Rn×(m+1) → Rn. We make the following assumptions regarding this
trading model.
Assumption 4. The function Fα has the following properties.
∑
α
Fα(p(t), x¯(t)) = 0 (4.34)
p(t)′Fα(p(t), x¯(t)) = 0 (4.35)
z j(t)zα j(t)≥ 0, ∀t ≥ h ∀ j,α. (4.36)
Assumption (4.34) can be interpreted as a closed market assumption such that the
number of commodities within the market is constant throughout the entire process.
Assumption (4.35) tells us that the market value at instantaneous price remains constant
for all the agents in the market. Finally, last assumption (4.36) tells us that at some
time h and for all later times, all agents will trade so as to satisfy inequality (4.36).
This assumption is given the name ”Hahn process” based on its introduction by Hahn
in [11].
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Finally, we define the set of equilibrium prices and allocations as
E = {(p∗(t), x¯∗(t)) : p∗(t)≥ 0,z(p∗(t), x¯∗(t)) = 0}. (4.37)
4.4.2 Price Adjustment and Convergence
Our goal is to develop a price adjustment process and show its convergence to a point
in the set E. The following process is proposed in [11]:
p˙(t) =
{
0 for t ≤ h
Kz(t) otherwise
(4.38)
where K is a diagonal matrix whose diagonal elements consist of ki > 0∀i∈ {1, · · · ,n}.
We state the following theorem.
Theorem 3. The point z(p∗(t), x¯∗(t)) is a globally asymptotically stable equilibrium
of the dynamic system defined by (4.38) and (4.33), where Fα satisfies Assumption 4.
Note that this means for every (p(t), x¯(t)), we have (p(t), x¯(t))→ (p∗(t), x¯∗(t))∈E
as t→ ∞.
Proof. For the pair (p(t), x¯(t)) to be in the set E, the two conditions that need to be
satisfied is that p(t) ≥ 0 and z(p(t), x¯(t)) = 0. We first show that using our price ad-
justment model, p(t)≥ 0 is always true given that the initial condition p(0)≥ 0. Since
p˙(t) = 0 for t < h, it is enough to show that p(t)≥ 0 for all t ≥ h. In order for p(t)≥ 0
for all t ≥ h, it is sufficient to prove that the adjustment process (4.38) behaves such
that if p j(t) = 0, then p˙ j(t)≥ 0.
When p j(t) = 0, we note that the budget constraint is satisfied regardless of the
values of xα j(t) and x¯α j(t). However, we know from definition that xα(t) now becomes
xα(t) = argmaxω
Uα(ω(t)) s.t. pi(t)′ωi(t) = pi(t)′x¯αi(t)∀i 6= j.
Since the jth element is now basically without constraint, we know from the maximiza-
tion that xα j(t) will be the demand of all of the available commodities x¯ j(t). Therefore,
xα j(t) = x¯ j(t) =
α
∑
β=1
x¯β j(t)≥ x¯α j(t)
=⇒ p˙ j(t) = k j(xα(t)− x¯α j(t))≥ 0
for p j(t) = 0. Therefore, p(t)≥ 0 for all t ≥ h.
Now, we want to show that z(p(t), x¯(t)) = 0 is a stable equilibrium. Let us consider
the budget constraint for each agent α and differentiate it such that
p(t)′zα(t) = 0 =⇒ p˙(t)′zα(t)+ p(t)′(x˙α(t)− ˙¯xα(t)) = 0
=⇒ p˙(t)′zα(t)− p(t)′ ˙¯xα(t)+ p(t)′x˙α(t) = 0. (4.39)
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From assumption (4.35), we know that p(t)′ ˙¯xα(t) = 0. From our definition of the
adjustment process, for t ≥ h, we have p˙(t)′zα(t) = z(t)′Kzα(t) ≥ 0 by assumption
(4.36). Now, suppose p(t)≥ 0 and (p(t), x¯(t)) 6∈ E, then p˙(t) 6= 0. Furthermore, there
exists an agent α such that z(t)′Kzα(t) > 0. This can be seen from the following
argument. Suppose we assume that (p(t), x¯(t)) 6∈ E but z(t)′Kzα(t) = 0 for all agents
α . This means that ∑ j k jz j(t)zα j(t) = 0 for all agents α . This implies
∑
α
z(t)′Kzα(t) = z(t)′K∑
α
zα(t) = z(t)′Kz(t) = 0.
From the definition of K, this can only mean that z(p(t), x¯(t)) = 0. However, this
contradict the assumption that (p(t), x¯(t)) 6∈ E. Therefore,
z(t)′Kzα(t)
{
≥ 0 ∀α
> 0 for at least 1 α
(4.40)
From (4.40) and (4.39), we see that p(t)′x˙α(t) ≤ 0 for all α and there exists at least 1
α such that p′x˙α(t)< 0.
Now let us take the time derivative of the utility function for agent α . We then have
the equality
d
dt
Uα(xα(t)) =
∂
∂xα
Uα(xα(t))x˙α(t).
From the definition of xα(t) and the definition of the utility function as a concave
function, we know that xα(t) necessarily satisfy the KKT conditions (A.5) such that
∂Uα
∂xα
(xα(t))−λα p(t)′ = 0
p(t)′xα(t) = p(t)′x¯α(t) ∀α.
Since Uα is an increasing function, we know that λα ≥ 0 for all α . Therefore, assuming
that (p(t), x¯(t)) 6∈ E, we have
∂Uα
∂xα
(xα(t)) = λα p(t)′ =⇒ ddt Uα(xα(t)) =
{
≤ 0 ∀α
< 0 for at least 1 α
Finally, we are going to use the Second Method of Lyapunov to prove stability. Let
us define the Lyapunov function V (t) = ∑α Uα(xα(t)). From the previous discussion,
we see that
d
dt
V (t)
{
< 0 ∀(p(t), x¯(t)) 6∈ E
= 0 ∀(p(t), x¯(t)) ∈ E
Since V (t)≥ 0 from the fact that Uα(xα(t))≥ 0 for all α by definition, V (t) is a valid
Lyapunov function. Therefore, by the Second Method of Lyapunov, the equilibrium
pair (p∗(t), x¯∗(t)) is stable.
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4.5 Tables and Figures
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Figure 4.1: The evolution of λ (k, l) as iteration increases with γ = 0.2 and C1B1 and
C2B2 both equal to zero. The λ (2) diverges for all l.
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Figure 4.2: The evolution of λ (k, l) as iteration increases with γ = 0.2 and C1B1 and
C2B2 both not equal to zero. All λ (k) converges to some value.
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Table 4.1: Definitions of scalar variables used in the discussion at time t.
Scalar Variables Definitions
xα j(t) Gross demand of commodity j for agent α
x¯α j(t) Stock of commodity j for agent α
zα j(t) = xα j(t)− x¯α j(t) Excess demand of commodity j for agent α
z j(t) = ∑α zα j(t) Aggregated demand for commodity j
p j(t) Price for commodity j
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Chapter 5
Conclusions and Future Works
5.1 Conclusions
Our goal is to minimize the cost of energy generation from a wind farm in order to
maximize the wind farm efficiency. To accomplish our goal, we introduce a two level
control scheme that gave each wind turbine the ability to generate its own operating
points and optimize its own control, all the while considering the wind farm charac-
teristics. The first level of control is formulated as a stochastic resource allocation
problem, while the second level is formulated as a deterministic LQR optimization
problem. We impose an equality constraint on both problems to represent the balance
between the generated energy and the energy demand.
We have developed two different control algorithms to solve each optimization
problem in the two levels of control. The stochastic control algorithm, inspired by a de-
terministic counterpart, solves the stochastic resource allocation problem almost surely
by a quasi-martingale convergence and stochastic gradient descent argument. This
algorithm has the added characteristic of being a feasible algorithm. The Tatonnement-
based algorithm solves the LQR optimization problem through simultaneously finding
the optimal control and the optimal Lagrange multiplier. This algorithm can be applied
to both coupled and decoupled dynamic systems. Finally, and most importantly, both
algorithms can be implemented distributively, which greatly reduces the computational
load on the system.
5.2 Future Work
Each of the proposed algorithms focuses on different aspects of the minimization prob-
lem. The Tatonnement-based algorithm focuses on the dynamic aspect of minimizing
the cost of generation, while the stochastic control algorithm focuses on the stochas-
tic nature of wind in generating the operating points. However, for the algorithms to
be practical in controlling wind farms, there are several issues that need to be solved
through future research.
One challenge that the Tatonnement-based algorithm faces is the requirement that
each turbine be able to communicate with all other wind turbines in the wind farm.
Furthermore, as the algorithm is presented in this thesis, the communication must also
be synchronous. However, because of the size of wind farms, the requirement for
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synchronous communication of all wind turbines is not practical. To meet this chal-
lenge, we will investigate asynchronous incremental subgradient methods such as those
in [23]. Furthermore, because each of the wind turbines needs everyone’s information,
we will also investigate gossip algorithms such as those in [28].
Another challenge that the Tatonnement-based algorithm faces is the feasibility
issue. As mentioned in Chapter 3, it is important for the algorithm to be feasible
because in reality, we may not be able to run the algorithm until completion. However,
since the Tatonnement-based algorithm is not feasible, the suboptimal solution that
the algorithm returns before convergence would be useless. Unfortunately, since this
algorithm is based on the dual problem, it is inherently infeasible until we have reached
the optimal state. However, the non-Tatonnement algorithm, introduced in Chapter
4, may provide the answer. A characteristic of the non-Tatonnment algorithm is an
equality constraint that is known as the closed market assumption. This guarantees
that during the price adjustment process, this equality constraint is always satisfied.
Therefore, a future research direction is to use the same process as the one in Chapter
4 to develop a price mechanism based on the non-Tatonnement process.
One challenge faced by the stochastic control algorithm is the convergence rate.
From experiments, the convergence rate of the algorithm depends on the step size. The
specific step sizes used in the simulation was determined by trial and error to obtain
the best accuracy while achieving a relatively fast convergence rate. Also, the step size
affects the communication noise since we multiply the communication noise by the
step size in the algorithm. Therefore, to effectively use this algorithm in a wind farm
control scheme, we need to develop a rule for the step size so we can optimize the
convergent rate of the algorithm.
Finally, the proposed control scheme has not been tested numerically by simula-
tions. Although there are many theoretical advantages to our control scheme compared
to the traditional control scheme, the improvement of performance needs to be con-
firmed by a numerical simulation in a wind farm application. Such a simulation will
also be valuable in evaluating the practicality of the proposed two level control scheme
as well as improvements upon the implementation of such a control scheme.
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Appendix A
Overview of Duality and KKT
Conditions for Convex
Optimization
Convex optimization is a mathematical optimization technique that has been studied for
almost a century. The unique characteristic of convex optimization is the exploitation
of the convexity property of the function that is being minimized. Convex optimization
has a plethora of applications, from automatic control systems and signal processing
to communication analysis and economics. In this chapter, we give a brief overview
of the concepts of duality and the Karush-Kuhn-Tucker (KKT) conditions for convex
optimization. These concepts provide a basis for the derivation of the controllers that
will be described in Chapters 3 and 4. The following overview is based largely on [5].
A.1 Duality and KKT Conditions
To discuss duality and KKT conditions, we first define the concepts of a convex set and
a convex function.
Definition 1. The set C is convex if for any x1,x2 ∈C and any θ with 0 ≤ θ ≤ 1, we
have
θx1+(1−θ)x2 ∈C.
Definition 2. A function f : Rn→ R is convex if the domain of f is a convex set and if
for all x,y in the domain of f , for θ with 0≤ θ ≤ 1, we have
f (θx+(1−θ)y)≤ θ f (x)+(1−θ) f (y). (A.1)
A function f is strictly convex if (A.1) is a strict inequality whenever x 6= y and
0 < θ < 1. We say that a function is affine if (A.1) is always an equality. Finally, we
say that f is concave if − f is convex, and strictly concave if − f is strictly convex.
We want to solve the following convex optimization problem.
min
x∈D
f0(x)
subject to fi(x)≤ 0 i = 1, ...,m
hi(x) = 0 i = 1, ..., p (A.2)
with x∈Rn. We call f0 :Rn→R the objective function. We call fi(x)≤ 0 the inequality
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constraint with fi :Rn→R, and we call hi(x) = 0 the equality constraint with hi :Rn→
R. We define the set D as
D = (∩mi=0dom fi)∩
(∩pi=1dom hi) .
where the notation dom h denotes the domain of the function h. We assume that the
set D is non-empty. Finally, we define the solution to (A.2) as p∗. We say that p∗ is
primal feasible if and only if p∗ 6=∞ because this implies that a feasible solution exists
for (A.2).
A.1.1 Duality
We call the optimization problem (A.2) as the primal problem. We now introduce
the concept of duality in convex optimization. Let us define the Lagrangian function
L : Rn×Rm×Rp→ R associated with the primal problem as
L(x,λ ,ν) = f0(x)+
m
∑
i=1
λi fi(x)+
p
∑
i=1
νihi(x).
with the dom L = D×Rm×Rp. We call λi the Lagrange multiplier associated with
the ith inequality constraint. Similarly, we call νi the Lagrange multiplier for the ith
equality constraint. Finally, λ and ν are vectors whose ith elements are λi and νi
respectively. We call λ and ν the dual variables or Lagrange multiplier vectors.
We define the dual function for the primal problem (A.2) as g(λ ,ν)= infx∈D L(x,λ ,ν).
Notice that regardless of whether the primal problem is convex, the dual problem is al-
ways affine in (λ ,ν). We define the Lagrange dual optimization problem as
max
λ ,ν
g(λ ,ν) (A.3)
s.t. λ  0 (A.4)
We refer to the pair (λ ,ν) as dual feasible if g(λ ,ν) > −∞. This is true only when
λ  0 and (λ ,ν) ∈ dom g. We say that the solution to the Lagrangian dual problem is
(λ ∗,ν∗), and g(λ ∗,ν∗) = d∗. We call d∗− p∗ the optimal duality gap, and we say that
the primal problem has the property of strong duality if the optimal duality gap is zero.
We can further see the symmetry of the primal and dual optimization problems as
follows. First, let us note that if (x,λ ,ν) are primal and dual feasible, then
max
λ0,ν
L(x,λ ,ν) = f0(x)+ max
λ0,ν
{
m
∑
i=1
λi fi(x)+
p
∑
i=1
νihi(x)}
= f0(x),
The last equality is true because ∑pi=1 νihi(x) = 0 since hi(x) = 0 by feasibility, and
λ ∗ = argmaxλ0∑mi=1λi fi(x) = 0 since fi(x)≤ 0 for i = 1, ...,m and λ ∗ is constrained
to be greater than or equal to zero. Therefore, we see from the definition of the primal
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problem that
p∗ = min
x∈D
max
λ0,ν
L(x,λ ,ν).
By the definition of the dual problem, we also see that
d∗ = max
λ0,ν
min
x∈D
L(x,λ ,ν).
Then, if the optimization problem (A.2) has the property of strong duality, the order of
the minimization of x and the maximization of (λ ,ν) does not matter.
A.1.2 KKT Condition
Suppose that x∗,λ ∗,ν∗ are primal and dual feasible. By the first order necessary con-
ditions of optimality, if x∗ minimizes L(x,λ ∗,ν∗), then
∇ f0(x∗)+
m
∑
i=1
λ ∗i ∇ fi(x
∗)+
p
∑
i=1
ν∗i ∇hi(x
∗) = 0.
This implies that
fi(x∗)≤ 0, i = 1, ...,m
hi(x∗) = 0, i = 1, ..., p
λi ≥ 0, i = 1, ...,m (A.5)
λi fi(x∗) = 0, i = 1, ...,m
∇ f0(x∗)+
m
∑
i=1
λ ∗i ∇ fi(x
∗)+
p
∑
i=1
ν∗i ∇hi(x
∗) = 0.
These conditions are known as the Karush-Kuhn-Tucker(KKT) conditions. If fi, i =
0, ...,m, are convex functions and hi, i= 1, ..., p, are affine functions in our primal prob-
lem (A.2), and xˆ, λˆ , νˆ satisfy the KKT conditions, then xˆ and (λˆ , νˆ) are primal and dual
optimal and the optimal duality gap is zero [5].
This conclusion be seen by analyzing each of the KKT conditions in (A.5). From
the first two conditions, we see that xˆ is primal feasible. From the third condition in
(A.5), we see that λˆi≥ 0 implies that the Lagrangian L(x, λˆ , νˆ) is convex in x. The com-
bination of the convexity of L and the last condition in (A.5) implies that xˆ minimizes
L(x, λˆ , νˆ), which means that xˆ is primal optimal. Therefore, we see that
g(λˆ , νˆ) = L(xˆ, λˆ , νˆ) = f0(xˆ)+
m
∑
i=1
λˆi fi(xˆ)+
p
∑
i=1
νˆihi(xˆ) = f0(xˆ)
where the last equality comes from the second and fourth condition in (A.5). Therefore,
g(λˆ , νˆ) = ( f0(xˆ) implies zero duality gap and (λˆ , νˆ) is dual optimal.
Finally, when the primal problem (A.2) has the property of strong duality, then the
KKT conditions are both necessary and sufficient conditions for optimality.
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