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Abstract
It is known that any algorithm for work-stealing in the standard asynchronous shared memory
model must use expensive Read-After-Write synchronization patterns or atomic Read-Modify-Write
instructions. There have been proposed algorithms for relaxations in the standard model and
algorithms in restricted models that avoid the impossibility result, but only in some operations.
This paper considers work-stealing with multiplicity, a relaxation in which every task is taken
by at least one operation, with the requirement that any process can extract a task at most once.
Two versions of the relaxation are considered and two fully Read/Write algorithms are presented in
the standard asynchronous shared memory model, both devoid of Read-After-Write synchronization
patterns in all its operations, the second algorithm additionally being fully fence-free, namely,
no specific ordering among the algorithm’s instructions is required, beyond what is implied by
data dependence. To our knowledge, these are the first algorithms for work-stealing possessing all
these properties. Our algorithms are also wait-free solutions of relaxed versions of single-enqueue
multi-dequeuer queues. The algorithms are obtained by reducing work-stealing with multiplicity and
weak multiplicity to MaxRegister and RangeMaxRegister, a relaxation of MaxRegister which might
be of independent interest. An experimental evaluation shows that our fully fence-free algorithm
exhibits better performance than Cilk THE, Chase-Lev and Idempotent Work-Stealing algorithms.
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1 Introduction
Context. Work-stealing is a popular technique to implement dynamic load balancing for
efficient task parallelization of irregular workloads. It has been used in several contexts, from
programming languages and parallel-programming frameworks to SAT solver and state space
search exploration in model checking (e.g. [5, 7, 11, 14, 15, 24, 28]). In work-stealing, each
process owns a set of tasks that have to be executed. The owner of the set can put tasks in
it and can take tasks from it to execute them. When a process runs out of tasks (i.e. the
set is empty), instead of being idle, it becomes a thief to steal tasks from a victim. Thus, a
work-stealing algorithm provides three high-level operations: Put and Take, which can be
invoked only by the owner, and Steal, which can be invoked by any thief.
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A main target when designing work-stealing algorithms is to make Put and Take as simple
and efficient as possible. Unfortunately, it has been shown that any work-stealing algorithm in
the standard asynchronous shared memory model must use Read-After-Write synchronization
patterns or atomic Read-Modify-Write instructions (e.g. Compare&Swap or Test&Set) [4].
Read-After-Write synchronization patterns are based on the flag principle [20] (i.e. writing
on a shared variable and then reading another variable), and hence when implementing an
algorithm using such a synchronization pattern in real multicore architectures, a memory
fence (also called barrier) is required so that the read and write instructions are not
reordered by the compiler or the processor. It is well-known that fences that avoid reads and
writes to be reordered are highly costly, while atomic Read-Modify-Write instructions, with
high coordination power (which can be formally measured through the consensus number
formalism [19]), are in principle slower than the simple Read/Write instructions.1 Indeed,
the known work-stealing algorithms in the literature are based on the flag principle in their
Take/Steal operations [12, 15, 16, 17]. Thus, a way to circumvent the result in [4] is to
consider work-stealing with relaxed semantics, or to make extra assumptions on the model.
As far as we know, [25] and [26] are the only works that have followed these directions.
Observing that in some contexts it is ensured that no task is repeated (e.g. by checking
first whether a task is completed) or the nature of the problem solved tolerates repeatable
work (e.g. parallel SAT solvers), Michael, Vechev and Saraswat propose idempotent work-
stealing [25], a relaxation allowing a task to be taken at least once, instead of exactly once.
Three idempotent work-stealing algorithms are presented in [25], that insert/extract tasks in
different orders. The relaxation allows each of the algorithms to circumvent the impossibility
result in [4], only in its Put and Take operations as they use only Read/Write instructions and
are devoid of Read-After-Write synchronization patterns; however, Steal uses Compare&Swap.
Moreover, Put requires that some Write instructions are not reordered and Steal requires that
some Read instructions are not reordered, and thus fences are required when the algorithms
are implemented; fences between Read (resp. Write) instructions, however, are usually not
too costly in practice. As for progress guarantees, Put and Take are wait-free while Steal is
only nonblocking.
Morrison and Afek consider the restricted TSO model [29] and present two work-stealing
algorithms in [26] whose Put operation is wait-free and uses only Read/Write instructions, and
Take and Steal are either nonblocking and use Compare&Swap, or blocking and use a lock. The
algorithms are clever adaptations of the well-known Cilk THE and Chase-Lev work-stealing
algorithms [12, 15] to the TSO model. Generally speaking, in this model Write (resp. Read)
instructions cannot be reordered, hence fences among Write (resp. Read) instructions are not
needed; additionally, each process has a local buffer where its Write instructions are stored
until they are eventually propagated to the main memory (in FIFO order). Reordering some
Write (resp. Read) instructions of the algorithms in [26] compromises correctness, however
TSO prevents this to happen. To avoid Read-After-Write patterns, it is considered in [26]
that buffers are of bounded size.
Contributions. In this paper we are interested in the following theoretical question: whether
there are meaningful relaxations of work-stealing that allow us to design fully Read/Write,
fully wait-free and fully fence-free algorithms in the standard asynchronous shared memory
model; fence-free means that algorithm’s correctness does not require any specific instruction
1 In practice, contention might be the dominant factor, namely, an uncontended Read-Modify-Write
instruction can be faster than contended Read/Write instructions.
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ordering, beyond what is implied by data dependence. In other words, we are interested in
knowing if simple synchronization mechanisms are suffice to solve non-trivial relaxations of
work-stealing. This question has a practical motivation too, as [25] and [26] have shown that
performance of work-stealing implementations can be increased by reducing the usage of
Read-After-Write patterns and Read-Modify-Write instructions.
We consider work-stealing with multiplicity [10], a relaxation in which every task is taken
by at least one operation, and, differently from idempotent work-stealing, it requires that
if a task is taken by several Take/Steal operations, then they must be pairwise concurrent;
therefore, no more than the number of processes in the system can take the same task. In
our relaxation, tasks are inserted/extracted in FIFO order. We present a fully Read/Write
algorithm for work-stealing with multiplicity, with its Put operation being fence-free and its
Take and Steal operations being devoid of Read-After-Write synchronization patterns. As
for progress, all operations are wait-free with Put having constant step complexity and Take
and Steal having logarithmic step complexity. The algorithm stands for its simplicity, based
on a single instance of a MaxRegister object [3, 23], hence showing that work-stealing with
multiplicity reduces to MaxRegister.
We also consider a variation of work-stealing with multiplicity in which Take/Steal
operations extracting the same task may not be concurrent, however, each process extracts
a task at most once; this variant, which inserts/extracts tasks in FIFO order too, is called
work-stealing with weak multiplicity. For this relaxation, we present an algorithm, inspired
in our first solution, which uses only Read/Write instructions, is fully fence-free and all its
operations are wait-free; furthermore each operation has constant step complexity. To our
knowledge, this is the first algorithm for work-stealing having all these properties. The
algorithm is obtained by reducing work-stealing with weak multiplicity to RangeMaxRegister,
a relaxation of MaxRegister that we propose here, which might be of independent interest.
We show that each of our algorithms can be easily modified so that every task is extracted
by a bounded number of operations, more specifically, by at most one Steal operation. In the
modified algorithms, Put and Take remain the same, and a single Swap instruction is added
to Steal. Also, the algorithms can be modified so that multiplicity is provided on demand,
namely, a task can be taken by multiple operations only if indicated. These variants can be
used in contexts where repeatable work is not allowed or needs to be restricted.
We stress that our algorithms are also wait-free solutions of relaxed versions of single-
enqueue multi-dequeuer queues, namely, with multiplicity and weak multiplicity. To the best
of our knowledge, together with idempotent FIFO, these are the only single-enqueue multi-
dequeuer queue relaxations that have been studied. Formal specifications and correctness
proofs are provided, using the linearizability [21] and set-linearizable correctness formalisms [9,
27]. Intuitively, set-linearizability is a generalization of linearizability in which several
concurrent operations are allowed to be linearized at the same linearization point.
We complement our results by studying the question if there are implementations of
our algorithms with good performance in practical settings. We conducted an experimental
evaluation comparing our algorithms to Cilk THE, Chase-Lev and the idempotent work-
stealing algorithms. In the experiments, our second algorithm exhibits a better performance
than the previously mentioned algorithms, while its bounded version, with a Swap-based
Steal operation, shows a lower performance but keeps competitive.
Work-stealing with multiplicity and idempotent work-stealing are closely related, but
they are not the same. We observe that the idempotent work-stealing algorithms in [25]
allow a task to be extracted by an unbounded number of Steal operations. This observation
implies that the algorithms in [25] do not solve work-stealing with multiplicity. Therefore,
the relaxations and algorithms proposed here provide stronger guarantees than idempotent
work-stealing algorithms, without the need of heavy synchronization mechanisms.
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Related Work. To the best of our knowledge, [25] and [26] are the only works that have
been able to avoid costly synchronization mechanisms in work-stealing algorithms. The
three idempotent algorithms in [25] insert/extract tasks in FIFO and LIFO orders, and as
in a double-ended queue (the owner working on one side and the thieves on the other). As
already mentioned, the algorithms in [26] are adaptations of the well-known Cilk THE and
Chase-Lev work-stealing algorithms to the TSO model. Cilk THE and Chase-Lev (and other
standard work-stealing algorithms) insert/extract tasks using double-ended queue, with the
aim that the owner uses heavy synchronization mechanisms to coordinate with the thieves
only when the queue is almost empty.
The experimental evaluation shows that the idempotent algorithms outperform Cilk
THE and Chase-Lev. The work-stealing algorithms in [26] are fence-free adaptations of Cilk
THE and Chase-Lev [12, 15] to the TSO model. The model itself guarantees that fences
among Write (resp. Read) instructions are not needed, and the authors of [26] assume that
write-buffers in TSO are bounded so that a fence-free coordination mechanism can be added
to the Take and Steal operations of Cilk THE and Chase-Lev. The experimental evaluation
in [26] shows that their algorithms outperform Cilk THE and Chase-Lev and sometimes
achieve performance comparable to the idempotent work-stealing algorithms.
The notion of multiplicity was recently introduced in [10] for queues and stacks. In a
queue/stack with multiplicity, an item can be dequeued/popped by several operations but
only if they are concurrent. Read/Write set-linearizable algorithms for queues and stacks with
multiplicity and without Read-After-Write synchronization patterns are provided in [10], and
it is noted that these algorithms are also solutions for work-stealing with multiplicity; the
step complexity of Enqueue/Push, which implements Put, is Θ(n) while the step complexity
of Dequeue/Pop, which implements Take and Steal, is unbounded, where n denotes the
number of processes. Our algorithms follow different principles than those in [10]. Our weak
multiplicity relaxation of work-stealing follows the spirit of the relaxations in [10] in the
sense that it requires that any algorithm for the relaxation provides “exact” responses in
sequential executions, namely, the relaxation applies only if there is no contention.
As far we know, only two single-enqueue multi-dequeuer queue algorithms have been pro-
posed [13, 22]. The algorithm in [13] is wait-free with constant step complexity and uses Read-
Modify-Write instructions with consensus number 2, specifically, Swap and Fetch&Increment;
however, the algorithm uses arrays of infinite length. It is explained in [13] that this assump-
tion can be removed at the cost of increasing the step complexity to O(n), where n denotes
the number of processes. The algorithm in [22] is wait-free with O(log n) step complexity
and uses LL/SC, a Read-Modify-Write instruction whose consensus number is ∞, and using a
bounded amount of memory. Our results show that there are single-enqueue multi-dequeuer
queue relaxations that can be solved using very light synchronization mechanisms.
2 Preliminaries
Model of Computation. We consider a standard concurrent shared memory system with
n ≥ 2 asynchronous processes, p0, . . . , pn−1, which may crash at any time during an execution.
Processes communicate with each other by invoking atomic instructions of base objects:
either simple Read/Write instructions, or more powerful Read-Modify-Write instructions, such
as Swap or Compare&Swap. The index of process pi is i.
An algorithm for a high-level concurrent object T (e.g. a queue or a stack) is a distributed
algorithm A consisting of local state machines A1, . . . , An. Local machine Ai specifies which
instructions of base objects pi execute in order to return a response, when it invokes a
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(high-level) operation of T ; each of these instructions is a step. An execution of A is a
(possibly infinite) sequence of steps, plus invocations and responses of operations of the
concurrent object T ; for any invocation of a process pi, the steps of pi between that invocation
and its corresponding response (if there is one), denoted are steps that are specified by the
local state machine Ai. An operation call in an execution is complete if both its invocation
and response appear in the execution, otherwise it is pending.
A process is correct in an infinite execution if it takes infinitely many steps. An algorithm,
or an operation of it, is nonblocking if whenever processes take steps, at least one of
the invocations terminates, namely, in every infinite execution, infinitely many operations
terminate [21]. An algorithm, or an operation of it, is wait-free if every process completes each
operation in a finite number of its steps, namely, every correct process completes infinitely
many operations [19]. Bounded wait-freedom [18] additionally requires that there is a bound
on the number of steps needed to terminate. The step complexity of an operation is the
maximum number steps a process needs to execute in order to return.
In a Read-After-Write synchronization pattern, a process first writes in a shared variable
and then reads another shared variable, maybe executing other instructions in between. An
algorithm, or one of its operations, is fence-free if it does not require any specific ordering
among its steps, beyond what is implied by data dependence (e.g. the value written by a Write
instruction depends on the value read by previous a Read instruction). Note that a fence-free
algorithm does not use Read-After-Write synchronization patterns. In our algorithms, we use
the notation {O1.inst1, . . . , Ox.instx} to denote that the instructions O1.inst1, . . . , Ox.instx
can be executed in any order. Observe that fence instructions (also called memory barriers)
are not required to correctly implement a fence-free algorithm in a concrete programming
language or multicore architecture since any reordering of non-data-dependent instructions
does not affect the correctness of the algorithm. For sake of simplicity in the analysis, first
we will present our algorithms using base objects of infinite length and arrays of infinite
length. Later we explain how we deal with this unrealistic assumptions.
Correctness Conditions. Linearizability [21] is the standard notion used to identify a correct
implementation. Intuitively, an execution is linearizable if its (high-level) operations can be
ordered sequentially, without reordering non-overlapping operations, so that their responses
satisfy the specification of the implemented object. A sequential specification of a concurrent
object T is a state machine specified through a transition function δ. Given a state q
and an invocation inv(op), δ(q, inv(op)) returns the tuple (q′, res(op)) (or a set of tuples if
the machine is non-deterministic) indicating that the machine moves to state q′ and the
response to op is res(op). The sequences of invocation-response tuples, ⟨inv(op) : res(op)⟩,
produced by the state machine are its sequential executions. Given an execution E, we write
op <E op′ if and only if res(op) precedes inv(op′) in E. Two operations are concurrent,
denoted op ||E op′, if they are incomparable by <E . The execution is sequential if <E is a
total order.
▶ Definition 1 (Linearizability). Let A be an algorithm for a concurrent object T . A finite
execution E of A is linearizable if there is a sequential execution S of T such that (1) S
contains every completed operation of E and might contain some pending operations. Inputs
and outputs of invocations and responses in S agree with inputs and outputs in E, and (2)
for every two completed operations op and op′ in E, if op <E op′, then op appears before op′
in S. We say that A is linearizable if each of its finite executions is linearizable.
Intuitively, while linearizability requires a total order on the operations, set-linearizability
[9, 27] allows several operations to be linearized at the same linearization point. A set-
sequential specification of a concurrent object differs from a sequential execution in that δ
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receives as input the current state q of the machine and a set Inv = {inv(op1), . . . , inv(opt)}
of operation invocations that happen concurrently. Thus δ(q, Inv) returns (q′, Res) where q′
is the next state and Res = {res(op1), . . . , res(opt)} are the responses to the invocations in
Inv (if the machine is non-deterministic, Res is a set of sets of responses). The sets Inv and
Res are called concurrency classes. The sequences of invocation-response concurrency classes,
⟨INV : RES⟩, produced by the state machine are its set-sequential executions. Observe that
in a sequential specification all concurrency classes have a single element.
Let A be an algorithm for a concurrent object T . A finite execution E of A is set-
linearizable if there is a set-sequential execution S of T such that (1) S contains every
completed operation of E and might contain some pending operations. Inputs and outputs
of invocations and responses in S agree with inputs and outputs in E, and (2) for every two
completed operations op and op′ in E, if op <E op′, then op appears before op′ in S. We say
that A is set-linearizable if each of its finite executions is set-linearizable.
3 Work-Stealing with Multiplicity
Work-stealing with multiplicity is a relaxation of the usual work-stealing in which every task
is extracted at least once, and if it is extracted by several operations, they must be concurrent.
In the formal set-sequential specification below (and in its variant in the next section), tasks
are inserted/extracted in FIFO order but it can be easily adapted to encompass other orders
(e.g. LIFO). Figure 1 depicts an example of a set-sequential execution of the work-stealing
with multiplicity, where concurrent Take/Steal operations can extract the same task.







Figure 1 A set-seq. exec. of work-stealing with multiplicity.
▶ Definition 2 ((FIFO) Work-Stealing with Multiplicity). The universe of tasks that the owner
can put is N = {1, 2, . . .}, and the set of states Q is the infinite set of finite strings N∗. The
initial state is the empty string, denoted ϵ. In state q, the first element in q represents the
head and the last one the tail. ∀q ∈ Q, 0 ≤ t ≤ n − 1, x ∈ N, the transitions are:
1. δ(q, Put(x)) = (q · x, ⟨Put(x) : true⟩).
2. δ(x · q, {Take(), Steal1(), .., Stealt()}) = (q, {⟨Take() : x⟩, ⟨Steal1() : x⟩, .., ⟨Stealt() : x⟩}).
3. δ(x · q, {Steal1(), .., Stealt()}) = (q, {⟨Steal1() : x⟩, .., ⟨Stealt() : x⟩}).
4. δ(ϵ, Take()) = (ϵ, ⟨Take() : empty⟩).
5. δ(ϵ, Steal()) = (ϵ, ⟨Steal() : empty⟩).
Let A be a linearizable algorithm for work-stealing with multiplicity. Note that items
2 and 3 in Definition 2 and the definition of set-linearizability directly imply that in every
execution of A, the number of Take/Steal operations that take the same task is at most
the number of processes in the system, as the operations must be pairwise concurrent
to be set-linearized together. Furthermore, every sequential execution of A looks like an
“exact” solution for work-stealing, as every operation is linearized alone, by definition of
set-linearizability; formally, every sequential execution of A is sequential execution of (FIFO)
work-stealing. We call this property sequentially-exact. Thus, in the absence of contention,
A provides an exact solution for work-stealing.
▶ Remark 3. Any set-lin. algorithm for work-stealing with multiplicity is sequentially-exact.
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Work-Stealing with Multiplicity from MaxRegister. Here we show that work-stealing with
multiplicity can be reduced to a single instance of a MaxRegister object (defined below). We
will argue that our algorithm and the Read/Write wait-free MaxRegister algorithm in [3],
provide a work-stealing a solution with multiplicity with logarithmic step complexity and
without Read-After-Write synchronization patterns in Take and Steal.
Shared Variables:
Head: atomic MaxRegister object initialized to 1
T asks[1, 2, . . .]: array of atomic Read/Write objects
with the first two objects initialized to ⊥
Persistent Local Variables of the Owner:
tail← 0
Operation Put(x):
(01) tail← tail + 1





(05) if head ≤ tail then






(10) x← T asks[head].Read()
(11) if x ̸= ⊥ then




Figure 2 WS-MULT: a MaxRegister-based set-lin. algorithm for work-stealing with multiplicity.
The algorithm presented in this section does not seem to have practical implications,
however it will lead us to our efficient fully fence-free Read/Write work-stealing algorithm with
constant step complexity in all its operations. Figure 2 presents WS-MULT, a set-linearizable
algorithm for work-stealing with multiplicity. The algorithm is based on a single wait-free
linearizable MaxRegister object, which provides two operations: MaxRead that returns the
maximum value written so far in the object, and MaxWrite that writes a new value only
if it is greater than the largest value that has been written so far. In WS-MULT, the tail
of the queue is stored in the local persistent variable tail of the owner, while the head is
stored in the shared MaxRegister Head. Recall that the notation in Line 2 denotes that
the instructions can be executed in any order. The semantics of MaxRegister guarantees
that Head contains the current value of the head at all times, as a “slow” process cannot
“move back” the head by writing a smaller value in Head. Thus, the MaxRegister Head acts
as a sort of barrier in the algorithm. The net effect of this is that the only way that two
Take/Steal operations return the same task is because they are concurrent, reading the same
value from Head.
Note that if only the first object in Tasks is initialized to ⊥ (and hence Put is modified
accordingly), it is possible that a thief reads a value from Tasks that has not been written
by the owner: in an execution with a single Put(x) operation, the steps in Line 2 could be
executed Tasks[1].Write(x) first and then Task[2].Write(⊥) with a sequence of two Steal
operations completing in between, hence the second operations reading Tasks[2] which has
not been written yet by the owner, which is a problem if Tasks[2] contains a value distinct
from non-⊥ value.
We also observe that the algorithm remains correct if Take is the same as Steal; Take in 2
saves a Read step when the queue is empty.
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▶ Theorem 4. Algorithm WS-MULT is a set-linearizable wait-free fence-free algorithm
for work-stealing with multiplicity using atomic Read/Write objects and a single atomic
MaxRegister object. All operations have constant step complexity and Put is fully Read/Write.
When we replace Head with the wait-free linearizable Read/Write MaxRegister algorithm
in [3], whose step complexity is O(log m), where m ≥ 1 is the maximum value that can be
stored in the object, the step complexity of WS-MULT is bounded wait-free with logarithmic
step complexity too. In the resulting algorithm at most m tasks can be inserted. Since the
algorithm in [3] does not use Read-After-Write synchronization patterns (as explained in the
proof of Theorem 5), the resulting algorithm does not use those patterns either.
▶ Theorem 5. If Head is an instance of the wait-free linearizable Read/Write MaxRegister
algorithm in [3], WS-MULT is linearizable and fully Read/Write with Take and Steal having
step complexity O(log m), where m denotes the maximum number or tasks that can be inserted
in an execution. Take and Steal do not use Read-After-Write synchronization patterns.
4 Work-Stealing with Weak Multiplicity
In the context of work-stealing, a logarithmic step complexity of the Take operation may
be prohibitive in practice. Ideally, we would like to have constant step complexity, in
all operations if possible, and using simple synchronization mechanisms. In this section,
we propose work-stealing with weak multiplicity, which admits fully Read/Write fence-free
implementations with constant step complexity in all its operations. Intuitively, weak
multiplicity requires that every task is extracted at least once, but now every process extracts
a task at most once, hence Take/Steal operations returning the same task might not be
concurrent. Therefore, the relaxation retains the property that the number of operations




u v w x y
w x yv
x y
Take() : output ∈ {u, v,w, x}
Steal1() : output ∈ {x}
Steal2() : output ∈ {v,w, x}
Put(z)
Figure 3 A schematic view of weak multiplicity.
Figure 3 depicts a schematic view of a state of work-stealing with weak multiplicity.
Intuitively, at any state, each process has its own virtual queue of tasks. When the owner
inserts a new task, it concurrently places the task in all virtual queues. Therefore, in any
state, for any pair of process’ virtual queues, one of them is suffix of the other. A Take/Steal
operation can return any task from its virtual queue that is not “beyond” the first task of
the shortest virtual queue in the state. In the example, a Steal operation of thief p1, denoted
Steal1(), can return only x, as p1 has the shortest virtual queue in the state, while a Take
operation of the owner can return any task in {u, v, w, x}, which contains any task from the
beginning of its virtual queue up to x. In our algorithms, the virtual queues are implemented
using a single queue.
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The next sequential specification formally defines work-stealing with weak multiplicity.
Without loss of generality, the specification assumes that p0 is the owner, and each invo-
cation/response of thief pi is subscripted with its index i ∈ {1, . . . , n − 1}. Figure 4 shows
an example of a sequential execution of work-stealing with weak multiplicity; note that
Take/Steal operations are allowed to get the same item, although they are not concurrent.
▶ Definition 6 ((FIFO) Work-Stealing with Weak Multiplicity). The universe of tasks that the
owner can put is N = {1, 2, . . .}, and the set of states Q is the infinite set of n-vectors of
finite strings N∗× . . .×N∗, with the property that for any two pairs of strings in a vector, one
of them is a suffix of the other. The initial state is the vector with empty strings, (ϵ, . . . , ϵ).
∀(t0, . . . , tn−1) ∈ Q, the transitions are the following:
1. δ((t0, . . . , tn−1), Put(x)) = ((t0 · x, . . . , tn−1 · x), ⟨Put(x) : true⟩).
2. If t0 = x1 · · · xj · q ̸= ϵ with j ≥ 1 and xj · q being the shortest string in the state (possibly
with xj · q = ϵ), then δ((t0, . . . , tn−1), Take()) = {((t̂0, t1, . . . , tn−1), ⟨Take() : xk⟩)}, where
k ∈ {1, . . . , j} and t̂0 = xk+1 · · · xj · q.
3. If ti = x1 · · · xj · q ≠ ϵ with j ≥ 1, i ∈ {1, . . . , n − 1} and xj · q being the shortest string
in the state (possibly with xj · q = ϵ), then
δ((t0, . . . , tn−1), Steali()) = {((t0, . . . , ti−1, t̂i, ti+1, . . . , tn−1), ⟨Steali() : xk⟩)}, where k ∈
{1, . . . , j} and t̂i = xk+1 · · · xj · q.
4. If t0 = ϵ, then δ((ϵ, t1, . . . , tn−1), Take()) = ((ϵ, t1, . . . , tn−1), ⟨Take() : ϵ⟩).
5. If ti = ϵ with i ∈ {1, . . . , n − 1}, then
δ((t0, . . . , ti−1, ϵ, ti+1, . . . , tn−1), Steali()) = ((t0, . . . , ti−1, ϵ, ti+1, . . . , tn−1), ⟨Steali() : ϵ⟩).
Observe that the second and third items in Definition 6 correspond to non-deterministic
transitions in which a Take/Steal operation can extract any task of {x1, . . . , xj}; the value
returned can be ϵ when the shortest string in the state (xj · q′ in the definition) is ϵ.
Furthermore, the definition guarantees that every task is extracted at least once because
every Take/Steal operation can only return a task that is not “beyond” the first task in the
shortest string of the state.








Figure 4 A seq. exec. of work-stealing with weak multiplicity.
The specification of work-stealing with concurrent multiplicity is nearly trivial, with
solutions requiring almost no synchronization. A simple solution is obtained by replacing
Head in WS-MULT with one local persistent variable head per process (each initialized
to 1); Put remains the same and Take and Steal instead of reading from Head, they just
locally read the current value of head and increment it whenever a task is taken. To avoid
this kind of simple solution (which would very inefficient in practice for solving a specific
problem in parallel, as essentially every process processes every task), we restrict our attention
to sequentially-exact algorithms, namely, every sequential execution of the algorithm is a
sequential execution of the specification of (FIFO) work-stealing. 2 It is easy to see that the
algorithm described above does not have this property. Finally, we stress that, differently
2 Alternatively, work-stealing with weak multiplicity can be specified using the interval-linearizability
formalism in [9], which allows us to specify that a Take/Steal operation can exhibit a non-exact only
in presence of concurrency. Interval-linarizability would directly imply that any interval-linearizable
solution provides an exact solution in sequential executions. Roughly speaking, in interval-linearizability,
operations are linearized at intervals that can overlap each other.
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from work-stealing with multiplicity, two distinct non-concurrent Take/Steal can extract the
same task in an execution, which can happens only if some operations are concurrent in the
execution, due to the sequentially-exact requirement. Particularly, in our algorithms, this
relaxed behaviour can occur when processes are concurrently updating the head of the queue.
Fully Read/Write Fence-Free Work-Stealing with Weak Multiplicity. We present WS-
WMULT, a fully Read/Write fence-free algorithm for work-stealing with weak multiplicity.
The algorithm is obtained by replacing the atomic MaxRegister object in WS-MULT, Head,
with an atomic RangeMaxRegister object, a relaxation of MaxRegister, defined below.
We present a RangeMaxRegister algorithm that is nearly trivial, however, it allows us
to solve work-stealing with weak multiplicity in an efficient manner, with implementations
exhibiting good performance in practice, as we will see in Section 7. As above, to avoid
trivial solutions, we focus on sequentially-exact linearizable algorithms for RangeMaxRegister,
i.e. each sequential executions of the algorithm is a sequential execution of MaxRegister.
Shared Variables:
Head: atomic Read/Write object initialized to 1
T asks[1, 2, . . .]: array of atomic Read/Write objects
with the first two objects initialized to ⊥
Persistent Local Variables of the Owner:
head← 1
tail← 0
Persistent Local Variables of a Thief:
head← 1
Operation Put(x):
(01) tail← tail + 1




(04) head← max{head, Head.Read()}
(05) if head ≤ tail then
(06) {x← T asks[head].Read(), Head.Write(head + 1)}





(10) head← max{head, Head.Read()}
(11) x← T asks[head].Read()
(12) if x ̸= ⊥ then
(13) Head.Write(head + 1)




Figure 5 WS-WMULT algorithm with the RangeMaxRegister algorithm in Figure 6 inlined.
When WS-WMULT is combined with this algorithm, it becomes fully Read/Write, fence-
free, linearizable, sequentially-exact and wait-free with constant step complexity. Intu-
itively, in RangeMaxRegister, each process has a private MaxRegister and whenever it invokes
RMaxRead, the result lies in the range defined by the value of its private MaxRegister and
the maximum among the values of the private MaxRegisters in the state. In the sequential
specification of RangeMaxRegister, each invocation/response of pi is subscripted with i.
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▶ Definition 7 (RangeMaxRegister ). The set of states Q is the infinite set of n-vectors
with natural numbers, with vector (1, . . . , 1) being the initial state. ∀(r0, . . . , rn−1) ∈ Q and
i ∈ {0, . . . , n − 1}, the transitions are the following:
1. If x > ri then δ((r0, . . . , rn−1),
RMaxWritei(x)) =
((r0, . . . , ri−1, x, ri+1, . . . , rn−1),
⟨RMaxWritei(x) : true⟩), otherwise δ((r0, . . . , rn−1), RMaxWrite(x)) =
((r0, . . . , rn−1), ⟨RMaxWrite(x) : true⟩).
2. δ((r0, . . . , rn−1), RMaxReadi()) = {((r0, . . . , rn−1), ⟨RMaxReadi() : x⟩)}, where x ∈
{ri, ri + 1, . . . , max(r0, . . . , rn−1)}.
As already mentioned, WS-WMULT is the algorithm obtained by replacing Head in
WS-MULT with an atomic RangeMaxRegister object initialized to 1 (hence MaxRead and
MaxWrite are replaced by RMaxRead and RMaxWrite, respectively).
▶ Theorem 8. WS-WMULT is a linearizable wait-free fence-free algorithm for work-stealing
with weak multiplicity using atomic Read/Write objects and a single atomic RangeMaxRegister
object. All operations have constant step complexity and Put is fully Read/Write.
▶ Theorem 9. The algorithm in Figure 6 is a linearizable sequentially-exact wait-free fence-
free algorithm for RangeMaxRegister using only atomic Read/Write objects and with constant
step complexity in all its operations.
▶ Theorem 10. If Head is an instance of the algorithm in Figure 6, WS-WMULT is
fully Read/Write, fence-free, wait-free, sequentially-exact and linearizable with constant step
complexity in all its operations.
Figure 5 contains an optimized version of WS-WMULT with the RangeMaxRegister algo-
rithm in Figure 6 inlined. Since Take and Steal first RMaxRead from and then RMaxWrite
to Tail, the algorithm remains sequentially-exact when removing Line 1 of RMaxWrite in
Figure 6. Our experimental evaluation in Section 7 tested implementations of this algorithm.
Shared Variables:
R: Read/Write object init. to 1
Persistent Local Var. of a Process:
r ← 1
Operation RMaxWrite(x):
(01) r ← max{r, R.Read()}
(02) if x > r then




(05) r ← max{r, R.Read()}
(06) return r
end RMaxRead
Figure 6 A linearizable wait-free algorithm for RangeMaxRegister.
5 Bounding the Multiplicity
Here we discuss simple variants of our algorithms that bound the number of operations
that can extract the same task. We only discuss the case of WS-MULT as the variants for
WS-WMULT are similar.
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Bounding multiplicity. The modification consists in having an extra array A of the same
length of Tasks, with its first two entries initialized to true. Steal is modified as follows:
after Line 11, a thief performs A[head].Swap(false), and it executes Lines 12 and 13 only
if the Swap successfully takes the true value in A[head]; otherwise, it goes to Line 9 to
start over. The modified algorithm guarantee that no two distinct Steal operations take
the same task, however, a Take and a Steal can take the same task. Note that Steal
is only nonblocking in the modified algorithm. This bounded variant of WS-MULT is
denoted B-WS-MULT. The new algorithm is a set-linearizable solution to the variant of
work-stealing with multiplicity, Definition 2, where every concurrency class has at most
one Take and one Steal that return the same task.
Removing multiplicity. The Take operation of B-WS-MULT can be modified similarly to
obtain an algorithm for exact (FIFO) work-stealing, i.e., every task is taken exactly once
(Definition 2 with singleton concurrency classes). The modified Take operation remains
wait-free.
Multiplicity on demand. Consider a variant of Definition 2 in which a task x encodes if it
can be executed by several processes, denoted mult(x), or it has to be executed by a single
process, denoted ¬mult(x) (in practice this can be done, for example, by stealing a bit from
the task representation). Then, WS-MULT can be modified to have multiplicity on demand.
In the modified Take operation, after executing the operations in Line 6, the owner tests
if mult(x) holds, and if so, it returns x; otherwise, it performs Tasks[head].Swap(⊤), and
then returns x only if the Swap successfully takes the task in Tasks[head], else it goes to
Line 4 to start over. In the modified Take operation, after Line 10, a thief checks if x = ⊥,
and if so, it returns empty. Then, it checks if x ̸= ⊤ and mult(x) holds, and if so it returns
x. Otherwise, x ̸= ⊤ and ¬mult(x) holds, and the thief performs Tasks[head].Swap(⊤)
and returns x only if the Swap returns a value distinct from ⊤, else it goes to Line 9
to start over. In the resulting algorithm, if mult(x) holds, x is taken by one operation.
The modified Take operations remains wait-free but the modified Steal operation is only
nonblocking.
6 Coping with realistic assumptions
We have presented our algorithms assuming all base objects used for manipulating/imple-
menting the head and the tail are able to store values of unbounded length. However, we
can assume that these base objects can store only 64-bit values. This makes our algorithms
bounded as at most 264 tasks can be inserted, but arguably this number is enough in any
real application. We also have assumed that there is an array of infinite length where tasks
are stored. We now discuss two approaches to remove this assumption; both approaches
have been used in previous algorithms (e.g. [1, 2, 25, 16, 30]). We only discuss the case of
WS-MULT as the other cases are handled in the same way.
In the first approach, the algorithm starts with Tasks pointing to an array of finite fixed
length, with its two first objects initialized to ⊥; each time the owner detects the array is
full (i.e. when tail is larger the length Tasks), in the middle of a Put operation, it creates a
new array A, duplicating the previous length, copies the previous content to A, initializes
the next two objects to ⊥, points Tasks to A and finally continues executing the algorithm.
Although the modified Put operation remains wait-free, its step complexity is unbounded.
In the second approach, Tasks is implemented with a linked list with each node having a
fixed length array. Initially, Tasks consists of a single node, with the first two objects of
its array initialized to ⊥. When the owner detects that all entries in the linked list have
been used, in the middle of a Put operation, it creates a new node, initializes the first two
A. Castañeda and M. Piña 16:13
objects to ⊥, links the new node to the end of the list and continues executing the algorithm.
An index of Tasks is now made of a tuple: a pointer to a node of the linked list and an
node-index array. Thus, any pair of nodes can be easy compared (first pointer nodes, then
node-indexes) and incrementing an index can be easily performed too (if the node-index is
the last one, the pointer moves forward and the node-index is set to one, otherwise only the
node-index is incremented). The modified Put operation remains wait-free with constant step
complexity. Our experimental evaluation in Section 7 shows the second approach performs
better than the first one when solving a problem of concurrent nature.
7 Experiments
Here we discuss the outcome of the experiments we have conducted to evaluate the perfor-
mance of WS-WMULT and its bounded version, B-WS-WMULT (see Section 5). Based on
the approaches discussed in Section 6, we implemented two versions of the algorithms, one
using arrays and another one using linked lists. We mainly discuss the results of the version
based on linked lists, since it exhibited better performance than the version based on arrays.
WS-WMULT and B-WS-WMULT were compared to the following algorithms: Cilk THE [12],
Chase-Lev [15], and the three Idempotent Work-Stealing algorithms [25].
Platform and Environment. The experiments were executed in two machines with distinct
characteristics. The first machine has an Intel Kaby Lake processor (i7–7700HQ, with four
cores where each core has two threads of execution) and 16GB RAM. This machine was
dedicated only to the experiments. The second one is a machine with four Intel Xeon
processors (E7–8870 v3 processor) and 3TB RAM; each processor has 18 cores, with each
core executing two threads, so in total it has 72 cores where 144 threads can be executed in
parallel. This machine was shared with other users, where the process executions are closer
to a usual situation, namely, resources (CPU and memory) are shared by all users. We will
focus mainly on the results of the experiments in the Core i7 processor, and additionally will
use the results of the experiments in Intel Xeon to complement our analysis. All algorithms
were implemented in the Java platform (OpenJDK 1.8.0_275) in order to test them in a
cross-platform computing environment.
Methodology. To analyze the performance of the algorithms, we divided the analysis into
the next two benchmarks, which have been used in [15, 25, 26]: (1) Zero cost experiments. (2)
Irregular graph application. Below, we explain in detail how we implement each benchmark.
Zero cost experiments. We measure the time required for performing a sequence of
operations provided by the work-stealing algorithms. We measure the time needed for
Put-Take operations, where the owner performs a sequence of Put operations followed by
an equal number of Takes. Differently from [25, 26], we also measure the time for Put-Steal
operations. In both experiments, The number of Put operations is 10, 000, 000, followed by
the same number of Take or Steal operations; no operation performs any work associated
to a task. The idea of the zero-cost experiments is to show that the presence of heavy
synchronization mechanisms of an algorithm slows down the computation even in sequential
executions.
Irregular graph application. We consider the spanning-tree problem to evaluate the
performance of each algorithm. It is used to measure the speed-up of the computation by
the parallel exploration of the input graph. This problem is used in [25, 26] to evaluate their
work-stealing algorithms. We refer the reader to [6] for a detailed description of the algorithm.
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The spanning tree algorithm already uses a form of work-stealing to ensure load-balancing,
and we adapted it to work with all tested work-stealing implementations. We implemented
all algorithms in [15, 25, 26] in Java as the experiments in those paper were perfomed in
C/C++.
Further, the algorithms were tested on many types of directed and undirected graphs. We
use the following graphs: 2D Torus, 2D60 Torus, 3D Torus, 3D40 Torus and Random. All
graphs are represented using the adjacency lists representation. Each experiment consists of
the following: take one of the previous graphs, specify its parameters and run the spanning-
tree algorithm with one of the work-stealing algorithms (Cilk THE, Chase-Lev, Idempotent
FIFO, Idempotent LIFO, Idempotent DEQUE, WS-WMULT or B-WS-WMULT); the spanning
tree algorithm is executed five times with each work-stealing algorithm, using the same root
and the same graph. In each execution, we test the performance obtained by increasing
the number of threads from one to the total supported by the processor and registering
the duration of every execution. For each work-stealing algorithm and number of threads,
the fastest and slowest executions are discarded (similarly to [25]), and the average of the
remaining three is calculated. All results are normalized with respect to Chase-Lev with a
single thread, as in [25, 26]. In the Appendix, we discuss about the initial length of arrays
and lengths of node-arrays in the experiments, as well as the number of vertices used in the
graphs.
Results. We present a summary of the results before explaining them in detail: (1) Zero
cost experiments. WS-WMULT has a similar performance than other algorithms in the
Put-Take experiment. However, WS-WMULT exhibited better performance in Put-Steal
experiment. This happens because the Steal operation of any other algorithm uses costly
primitives, like Compare&Swap or Swap. B-WS-WMULT has the worst performance in the
Put-Steal experiment, due to the management of the additional array for marking a task as
taken. However, interestingly this result does not preclude the algorithm for exhibiting a
competitive performance in the next benchmark. (2) Irregular graph application. In general
WS-WMULT has better performance than any other algorithm and in particular it performed
better than Idempotent FIFO in virtually all cases. B-WS-WMULT has a lower performance
than WS-WMULT but still competitive respect to Idempotent algorithms. Below we discuss
in detail the results of the zero cost experiments and the irregular graph application, in
both cases omitting the results of Cilk THE because its performance was similar to that of
Chase-Lev. Similarly, we omit the results of Idempotent DEQUE since in general it had the
worst performance among the Idempotent algorithms.
Zero cost experiments Figure 9a depicts the result of the Put-Take experiment in the Intel
Core i7 processor. The results of Cilk THE and the idempotent algorithms are similar than
those presented [25]. As for WS-WMULT, the time required for Put operations was similar
than that of Idempotent LIFO, and slightly faster than Idempotent FIFO. Considering the
whole experiment, WS-WMULT was faster than any other algorithm. The results show a
significant speed-up, where the gain is between 6% and 22% respect to the other algorihtms.
For the case of B-WS-WMULT, it required about twice the time of any other algorithm.
This poor performance is due to the use of an extra boolean array for bounding multiplicity.
Particularly, the Put operation writes three entries of an array (two entries of Tasks and one
of the extra boolean array), differently from WS-WMULT’s Put operations that writes only
two (both of Tasks). The results of the Put-Steal experiment in the processor Intel Core i7
are shown in Figure 9b, where, as expected, Put operations exhibited a similar performance
as in the Put-Take experiment. In the case of Steal operations, we observe that Chase-Lev,
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Idempotent FIFO, and WS-WMULT are faster than Idempotent LIFO and B-WS-WMULT.
In particular, WS-WMULT is the fastest among all algorithms, which is expected as it does
not use fences and Read-Modify-Write instructions. We observe a gain between 11% and 37%
compared to other algorithms. As for total time, the speed-up was between 19% and 40%.
For B-WS-WMULT, we have a similar result than the one in the Puts-Takes experiment.
Finally, the array-based implementation of WS-WMULT, denoted WS_WMULT_ARRAY in
the figures, performed much better than any other algorithm, with a speed-up between 49%
and 66% respect to the other algorithms in the Put-Steal experiment and for the Put-Take
experiment, the array-based implementation is better by 42% - 52%. This implementation
performs better than the linked-list version of WS-WMULT because the latter creates a
large number of arrays during the execution. In the next experiment, we do not discuss
in detail the result of the array-based implementations of our algorithms as the linked-list
implementations have a similar performance, and sometimes outperforming them.
Irregular graph application. Table 7 displays the minimum and maximum speed-up
achieved by each algorithm, normalized with respect to the one-thread execution of Chase-
Lev, for every graph and processor. Overall, WS-WMULT had a better performance with
maximum speed-up of 9.64 (in random undirected graph), corresponding to a cap gain of 5%
respect to the maximum speed-up achieved by the other algorithms in the Xeon processor.
With respect to the other algorithms, we observe an improvement range between 2% and
20%. B-WS-WMULT always shown a similar performance than Idempotent FIFO algorithm;
we expected this behavior as both use expensive Read-Modify-Write instructions in Steal.
Below we discuss the results only for the 2D Torus, in the appendix we discuss all other
graphs.
Figure 7 Summary of speedups of each algorithm. Only maximum and minimum are shown.
2D Torus. In the case of 2D Torus (and similarly for the 2D60 Torus), we observe a
pattern: our algorithms showed a bad performance with one or two threads, but when the
number of threads increases, our algorithms improved the speed up of Idempotent LIFO
and Chase-Lev. Additionally, the performance showed by Idempotent FIFO is between the
registered by WS-WMULT and B-WS-WMULT. We can see this behavior in the Figure 10a.
The results show the following: for the 2D Directed Torus, the gains range of WS-WMULT is
from 1% to 40% with respect other algorithms. In a similar comparison, for the 2D Undirected
Torus, the gains range of WS-WMULT is of 3% to 12% and for the 2D60 Undirected Torus
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and its Directed version, the gains are between 5% to 11% and 4% to 22% respectively. This
behavior is consistent in both machines. In most of the of executions, WS-WMULT has a
better performance than other algorithms (see Figure 10b).
Final remark. In our parallel spanning-tree experiments, only a small fraction of the tasks
are repeated. One reason for this to happen is that methods of WS-WMULT are short and
simple, and hence very often a process has enough time in a core to grab a task only for itself
(a task can be taken several times olnly in specific concurrent scenarios). In other words,
since the algorithm is very simple, an optimistic approach gives exclusive access to a task,
most of the time.
8 Final Discussion
We have studied two relaxations for work-stealing, called multiplicity and weak multiplicity.
Both of them allow a task to be extracted by more than one Take/Steal operation but each
process can take the same task at most once; however, the relaxation can arise only in presence
of concurrency. We presented fully Read/Write wait-free algorithms for the relaxations. All
algorithms are devoid of Read-After-Write synchronization patterns and the algorithm for the
weak multiplicity case is also fully fence-free with constant step complexity. To our knowledge,
this is the first time work-stealing algorithms with these properties have been proposed,
evading the impossibility result in [4] in all operations. From the theoretical perspective of
the consensus number hierarchy, we have shown that work-stealing with multiplicity and weak
multiplicity lays at the lowest level of the hierarchy [19]. We also argued that the idempotent
work-stealing [25] do not solve work-stealing with multiplicity (see Section 7 in the Appendix),
therefore the relaxations and algorithms proposed here provide stronger guarantees. We
also have performed an experimental evaluation comparing our work-stealing solutions to
Cilk THE, Chase-Lev and idempotent work-stealing algorithms. The experiments show that
our WS-WMULT algorithm exhibits a better performance than the previously mentioned
algorithms, while its bounded version, B-WS-WMULT, with a Swap-based Steal operation,
shows a lower performance than WS-WMULT, but keeps a competitive performance with
respect to the other algorithms. All our results together show that one of the simplest
synchronization mechanisms suffices to solve non-trivial coordination problems, particularly,
a relaxation of work-stealing that helps with computing a spanning tree.
For future research, we are interested in developing algorithms for work-stealing with
multiplicity and weak multiplicity that insert/extract tasks in orders different from FIFO.
Also, it is interesting to explore if the techniques in our algorithms can be applied to efficiently
solve relaxed versions of other concurrent objects. For example, it is worthwhile to explore if
a multi-enqueuer multi-dequeuer queue with multiplicity (resp. weak multiplicity) can be
obtained by manipulating the tail with a MaxRegister (resp. RangeMaxRegister) object, like
the head is manipulated in our algorithms.
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A Idempotent ̸= Multiplicity
Idempotent work-stealing is (only) informally defined in [25] as: every task is extracted at
least once, instead of exactly once (in some order). Here we explain that these algorithms
does not implement work-stealing with multiplicity, neither its non-concurrent variant. While
in our relaxations every process extracts a task at most once, and hence the number of
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distinct operations that extract the same task is at most the number of processes in the
system, in idempotent work-stealing a task can be extracted an unbounded number of times,
and moreover, a thief can extract the same task an unbounded number of times.
Figure 8 Idempotent FIFO work-stealing [25].
Figure 8 depicts the FIFO idempotent work-stealing algorithm in [25]. For every integer
z > 0, we describe an execution of the algorithm in which, for every k ∈ {1, . . . , z}, there is
a task that is extracted by Θ(k) distinct operations (possibly by the same thief), with only
one of them being concurrent with the others.
1. Let the owner execute alone z times Put. Thus, there are z distinct tasks in tasks
2. Let r = z.
3. The owner executes Take and stops before executing Line 5, i.e. it is about to increment
head.
4. In some order, the thieves sequentially execute r Steal operations; note these Steal
operations return the r tasks in tasks[0, . . . , r − 1].
5. We now let the owner increment head. If r > 1, go to step 3 with r decremented by one,
else, end the execution.
Observe that in the execution just described, the task in tasks[i], i ∈ {0, . . . , z − 1}, is
extracted by a Take operation and by i + 1 distinct non-concurrent Steal operations (possible
by the same thief). Thus, the task is extracted Θ(i) distinct times. Since z is any positive
integer, we conclude that there is no bound on the number of times a task can be extracted.
A similar argument works for the other two idempotent work-stealing algorithms in [25].
In the end, this happens in all algorithms because tasks are not marked as taken in the
shared array where they are stored. Thus, when the owner takes a task and experience a
delay before updating the head/tail, all concurrent modifications of the head/tail performed
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by the thieves are overwritten once the owner completes its operation, hence leaving all taken
tasks ready to be taken again.
B Additional Figures
(a) Results of experiment for puts and takes. (b) Results of experiment for puts and steals.
Figure 9 Zero cost experiments, less time is better.
(a) Speed up on Intel Core i7. (b) Speed up on Intel Xeon.
Figure 10 Speed-ups of algorithms using directed torus 2D graph.
