Abstract -A quasi-Newton algorithm for semi-infinite programming using an Leo exact penalty function is described, and numerical results are presented. Comparisons with three Newton algorithms and one other quasi-Newton algorithm show that the algorithm is very promising in practice. 
Introduction
Semi-Infinite Programming (SIP) problems occur in a wide variety of fields, such as computer aided design, and pollution control. Several globally convergent schemes for solving SIP problems have been proposed [1, 2, 5, 10, 11, 12] . A common approach yielding global convergence is the use of sequential quadratic programming techniques in conjunction with an Exact Penalty Function (EPF). It is shown by Tanaka et al [11] (see also [10] for a graphical example) that, in the context of semiinfinite programming, the Leo EPF is preferable to the L 1 EPF. In [10] it is shown that the theoretical results for an algorithm based on the Leo EPF are applicablE; to C 1 problems; in contrast, for the L 1 EPF some functions must be C 2 . This paper presents the results of numerical experiments with the quasi-Newton algorithm for SIP described in [9, 10] . The theoretical properties of this algorithm are discussed in [9, 10] .
The problem considered herein is:
min f( x) subject to xERn (1) g(x, t) :::;; 0 Vt E T. (2) Here f ( x) and g( x, t) are continuously differentiable functions mapping Rn -t R and Rn x T -t R respectively, and T C RP is a Cartesian product of closed intervals. For convenience only one semi-infinite constraint (0.2) has been considered, and auxiliary finite constraints have been omitted. The algorithm is applicable to problems with finite numbers of semi-infinite and ordinary constraints.
Rather than solve the SIP directly, the problem of minimising an exact penalty function cp(x) over x E Rn is solved, where cp is chosen so that the solution points of the SIP coincide with those of the Penalty Function Problem (PFP). The penalty function used is ¢>(µ, 11; x) = f(x) + µB + t11B 2 where B = max [g(x, t)J+.
tET The penalty parameters µ and II are restricted to µ > 0, and 11 ~ 0. Clearly B( x) is the infinity norm of the constraint violations, hence cp is continuous Vx E Rn.
As f and g are only required to be C 1 , the problem of finding a local minimum of the SIP is replaced by that of finding a stationary 'point. It can be shown [9, 10] that if x* is a KKT point of the SIP, then satisfaction of the condition µ > 11,\*lli, (4) where >. * = ( >-t, ... , >.~f, ensures x* is also a critical point of¢> (µ, v; x) . Conversely, if x* is feasible, and is a critical point of q> for some µ > 0 and v ~ 0, then x* is also a solution point of the SIP. The following assumption, which ensures the SIP is tractable, is made.
Assumption 1.4 For each x E Rn, the set of global maximisers I'(x) of g(x, t) over
T is finite. where H is positive definite, and where A C T is finite. The matrix H is used to include second derivative information, and it is updated at each iteration. Clearly ·ip is strictly convex in s, and has a unique minimum with respect to s over s E Rn.
It can be shown [10] 
Description of the Algorithm
The basic structure of each iteration of the algorithm is as follows. 
Here 1 = 10 8 was used.
6. If sufficient accuracy lias not been attained, another iteration is begun.
The vector c(k) is that of [8] , and is determined as follows: The multi-local optimisation subalgorithm is applied to g( where these points were generated using a Halton sequence. These test points were then grouped into clusters, such that the algorithm considers that local searches started at any two test points will find the same point if, and only if the two test points lie in the same cluster. One local search is then performed for each cluster, using a quasi-Newton algorithm. The highest test point in each cluster is used as the starting point for that cluster's local search.
These multi-local optimisation algorithms are described in more detail in [9] .
Numerical Results
The algorithm was tested on the 14 test problems of Watson and Coope [13, 5] (hereafter kno:-vn as the Watson set of problems). The results for these problems are summarised in 
Results for the Watson problem set.
For the problems in the Watson set with p = 1 (ie numbers 1-6, and 14), Bcap = Bcrossover = 1 was used. The capping constraint was struck only on problem 6. The trust region JJsJJ 00 ::::; 2 was also used. On problem 4 with n > 3, performance was improved by replacing this simple bound with (6) All problems were solved to an accuracy of 10-5 except for problem 4 with n = 8:
for this problem an accuracy of 10-8 was sought.
On problem 2 the algorithm converged to a different solution than that given by Watson [13] , as did the algorithm of Tanaka et al [11] . Following Tanaka et al, on using x( 0 ) = 0 the algorithm found the solution listed by Watson. The results for the original, and altered starting points are listed in rows 2 and 3 of Table 2 respectively.
The algorithm was also tested on its ability to cope with remote starting points on problem 2. The algorithm took 12 iterations and 12 function evaluations to find the same solution from 100 times the original starting point. It took 21 iterations, 23 function evaluations, and one short iteration to find the same solution from 10,000 times the original starting point.
The capping constraint and quadratic penalty term played only passive roles in the solution of each 1 dimensional problem, excluding problem 6: for the remaining problems in the Watson set it was decided to reduce the values of Bcap The extended version of problem 4 was much more testing: the algorithm was able to solve it for the various values of n, however many more iterations and multilocal optimisation calls were needed than for the Newton type algorithms. In particular, the algorithm of Coope and Watson was able to achieve a higher accuracy on this problem ( with n = 8) in lower precision arithmetic than the algorithm presented here. Both of these algorithms were able to locate all global maximisers, as was that of Tanaka et al. Watson's [13] algorithm respectively missed 1, and 2 of the global maximisers on then = 6 and n = 8 problems.
The margin between the Newton type algorithms, and that described here was greatest on problem 8. The algorithm coped quite well with then = 6 case, requiring one less multi-local optimisation call than the algorithm of Tanaka et al. although many more iterations were taken. The n = 10 case was very different: the local search procedure used in the multi-local optimisations experienced much difficulty in accurately calculating the local maximisers of the constraint function. Convergence was obtainable, but only by using the n = 6 solution as a starting point.
3.2 Results for C 1 problems.
The algorithm is designed to be capable of solving C 1 problems. To test its ability on such problems it was applied to the following three problems. The results are listed with each problem.
Problem L.
The objective function of this problem has discontinuous second derivatives at the solution. The following solution was found in 11 iterations and 17 multi-local optimisations: xti = (0.7071,0.707lf i = 0.3431; r" = {0.7854}; A" -r" = 0.
<I>' = 5.3E -6; e" = 9.5E -14; µ". = 2.5909; v" = 0.1;
The sequence of iterates crossed the line x 1 = x 2 ( along which the second derivatives are discontinuous) three times whilst solving this problem.
and IJxlloo ~ 1, where x(o) = (0, O.lf
In this problem strict complementarity fails to hold for the global maximiser of g at x = x*. Accordingly, at x* the boundary of the feasible region changes over from the envelope g(x, arctan(x2/x 1 )) = 0 to the ordinary constraint g(x, 0) = 0. The join between these two pieces is C 1 , but not C 2 . The problem was solved in 4 iterations with 4 multi-local optimisations being made. In addition to this one 'short' iteration was also performed. The solution found is:
<I>'= 6.8E -16; B~ = O; µ~ = 3.5147; vH = 0.1;
In this problem the implicit function theorem fails to hold for the global maximiser of g at the SIP's solution x*. Actually, for x 1 > xi there are two global maximisers which combine into one at x 1 = xi, For x 1 :S xi there is only one global maximiser.
The following solution was found in 9 iterations and 11 multi-local optimisations:
<I>' = 2.5E -6; eH = 6.9E -16; µH = 1.5270; v~ = 0.1;
In solving this problem the number of local maximisers changed four times.
Higher Dimensional Problems.
Three problems involving constraint index sets of dimension greater than two were looked at. The first (problem S) was designed to be a non-trivial problem, but one which was not overly difficult. The second (problem T) was chosen to be quite testing of the algorithm's ability to keep track of local maximisers which merge into one another, and then split apart as the iteration number k is increased. Fortuitously, this problem is also a good test of an algorithm's ability to cope with a constraint function which has an almost flat region taking values close to the global maximum.
On all runs performed on the higher dimensional problems the trust region (0.6) was used, as was Bcap = Bcrossover = 1. A summary of the results for these three problems is given in Table 0 The results for problems S and T show a steady and large increase in computational time as p is increased. This follows from the increased effort needed to solve the multi-local optimisation subproblems as the dimension of T increases.
This problem was solved for p = 3, 4, 5, and 6. The results are as follows: Problem U. 4 
1
~ 10
X3 , (t1i2)
The linearity of g in t 3 , t 4 , t 5 , and t 6 means that finding the maximisers of g over T can be reduced from a search over six dimensions to a search over two dimensions.
This feature was put in the problem to make it possible to check the algorithm's answer by hand. The algorithm made no allowance for the fact that the number of dimensions over which the local and global maximisers of g are sought can be reduced from six to two. 
Using an NLP First Phase.
A two phase approach was examined. In the first phase a discretized version of the SIP was solved using an NLP algorithm. The NLP's solution was then used as the starting point for the SIP algorithm in the second phase.
The objective function of the NLP was identical to that of the SIP. The set of constraints of the NLP was {g(x, t) s; 0 : t E 'Hm}, where 'Hm is the set of the first m test points generated.
The algorithm used to solve the NLP was identical to that used to solve the SIP, except that A(k) = 'Hm· was used at each iteration instead of choosing A(k) as the
set of global (and other local) maximisers of g(x(k), t).
Once the NLP is solved to the required accuracy, the SIP algorithm is applied In Table 0 The results show that without the capping constraint, the pure non-differentiable penalty function needed over twice as many iterations, and more than four times as many multi-local optimisation calls as the hybrid penalty function with Bcrossover = 1.
With Bcrossover = 100, the algorithm did not alter v, in which case rp was effectively the sum of the SPEPF and a +!B 2 term. Even this simple alteration produced a significant improvement in performance. Using lower values of Bcrossover improved performance further.
The SPEPF performed so poorly without either a non-zero v or a capping constraint because many iterations are needed before a sufficiently large value of µ is obtained. vVith v = 0, and without a capping constraint, µ(k) can be at most 1,, 2 µ(k-l), where 1,, 2 = 1.5 was used. This is a consequence of using the Lagrange multiplier estimates from the L 00 QP, which means that Jl)Jk-l) 11 1 is bounded above by
The updating scheme for the penalty parameters is designed to ensure that
is small, many iterations may be needed before a reasonable value ofµ is reached.
and µ can grow faster than for the SPEPF.
One might expect that the QPF's performance would be much worse than that of the hybrid penalty function. However the results did not bear this out. All calculations in all test runs were performed in double precision. This was enough to cope with the ill-conditioning arising from the high value of v, whilst still achieving the required accuracy of about five digits. However the deficiencies of the QPF are well known.
With the capping constraint in place, the differences between the various penalty functions were not great. The result for Bcrossover = 100 appears to be something of an anomaly. For Bcrossover ~ 10 the uncapped algorithm consistently performed better than the capped algorithm; the difference however was not large.
Unrestricted increases in µ and v
To investigate the relative merits of the SPEPF and the hybrid penalty function further, the algorithm was modified to permit arbitrarily large increases·in the penalty Table 0 .6. In these, the SPEPF does better than the hybrid penalty function with Bcrossover = 1. An examination of the sequences of iterates generated shows that the hybrid penalty function with Bcrossover = 1 allows the sequence of iterates to penetrate deeper into the infeasible region than does the SPEPF. The deeper forays into the infeasible region take longer to correct. The presence or absence of a capping constraint had no effect on these numerical results.
Allowing arbitrarily large increases in µ and z; does not quite make the capping constraint irrelevant. The method used to estimate the Lagrange multipliers when unlimited increases are permitted ensures that the capping constraint will never be active at the solution of the L 00 QP; the capping constraint itself becomes redundant.
However, using the capping constraint also imposes the extra requirement on the line search: 'if e(k) > Bcap then e(k+i) ~ B (k) .' This extra condition is still able to influence how the algorithm selects each iterate.
Decreasing the penalty parameters
Additionally, the possibility of allowing reductions in the penalty parameter values as well as unlimited increases was also looked :1t, To stop the algorithm from endlessly increasing and decreasing the penalty parameters it was necessary to assign µ and v minimum values µrn1n and Vrn1n: initially µrn1n = 0.1 and Vrn1n = 1.0 were used.
Each time a penalty parameter was decreased, the corresponding minimum value was subsequently doubled.
The necessary changes were implemented as follows. Firstly, A (k) was calculated as described earlier for the case of arbitrarily large increases. Any consequent increases in the penalty parameters were then made. Immediately following this, if O(k) ~ Bcrossover then decreasing either or both of the penalty parameters was considered. If then the following adjustments were made, in this order:
The first adjustment ensures µ + vB is decreased only on the part of the infeasible region where B < Bcrossover• For many problems this is the part of the infeasible region which borders on the feasible region. If then v(k) was reset as follows:
If B > Bcrossover then the penalty parameters were not reduced.
The results for this are presented in The best result is that of the original algorithm, with Bcap = 1 and Bcrossover = 100. Other than this apparently rather anomalous result, the best results were obtained using the hybrid penalty function with only restricted increases in the penalty parameters permitted, and without a capping constraint.
The effects of excessive penalty parameter values
Problem K was used to investigate the effects of excessively high values of the penalty parameters.
[O, 11' ] (0. The exact solution of this problem is:
x* = (0, lf; f* = -3; r* = { % } ; and A* -I'* = 0.
Also µ~ > 2 is required for x* to be a local minimum of the penalty function.
This problem contains a single convex constraint. The initial point lies near this constraint, and the solution lies on it. Between the initial point and the solution the gradient of the objective function points into the constraint. This problem tests an algorithm's ability to generate a sequence of iterates which efficiently skirts around the convex constraint to the solution. As the penalty parameters are increased, the constraint becomes more nearly impenetrable -forcing the algorithm to generate iterates which are either feasible, or only marginally infeasible.
Results were generated for a variety of values of µ and v. These parameters were kept constant during each run of the algorithm. The results are listed in Table 0.8 in two groups. The first is for the SPEPF: v = 0 is used for each of these runs. The second group is for the hybrid penalty function. In the latter group µ = 3 has been used, as this is "' 2 ( =1.5) times the minimum value ofµ needed to make the solution of problem K a local minimum of ¢>.
The results show that the number of iterations and multi-local optimisation calls required to solve the problem rises with increasing values of either penalty parameter.
The degradation in the SPEPF algorithm's performance caused by increasing µ by a factor I is roughly the same as the degradation in the hybrid penalty function algorithm's performance caused by scaling v by 1 2 .
Discussion
The !vB 2 penalty term of (0.3) was included to provide a mechanism for reducing the risk that µ would be set at an excessively high value (in fact it has also proved to be advantageous in the NLP case [4] ). Problem K was designed specifically to test the effects of including the second penalty term. As expected [3] , excessively high values • Reductions in the penalty parameters are not permitted, and the initial values of the penalty parameters are excessive.
• A highly infeasible iterate is encountered, and one or other penalty parameter must be large if near feasibility is to be subsequently attained.
• The Lagrange multiplier estimates are highly inaccurate.
The inclusion of the second penalty parameter does reduce the susceptibility convergence. In such cases the early iterations are likely to achieve little other than waste time. It appears there is no 'right' strategy: the best scheme depends on the nature of the problem being solved. It is reasonable to expect that, on average, allowing both increases and decreases would be the better strategy on more difficult problems. 8
Conclusion
The numerical results show that the algorithm is effective on a wide variety of problems, including those which are C 1 but not C 2 . In contrast, the algorithms The results for problems S, T, and U indicate that the main increase in computational effort asp increases is due to the increasing computational expense of each multi-local optimisation; the number of multi-local optimisations did not change much as p increased. The development of efficient multi-local optimisation algorithms is crucial if SIP problems with p large are to be solved in a reasonable amount of time.
On problem S, with n = 4, the use of an NLP first phase reduced the time required to solve the problem by almost a factor of three. The best results were obtained by using a coarse discretization of the semi-infinite constraint, and then calculating the solution of the resultant NLP to a low accuracy only. The accuracy of the approximation to the solution found by the first phase could be improved by either using a finer discretization of the semi-infinite constraint, or solving the resulting NLP to a higher accuracy, or both. However, the benefits of a more accurate initial value for the second phase were more than offset by the extra effort required to obtain it.
The work of this paper shows that the time taken to solve an SIP can be reduced by employing a two phase approach: for instance, the discretization strategy described by Hettich and Gramlich [6, 7] could be used as a first phase, followed by the algorithm presented herein as a second phase.
