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Abstract—In this paper, we investigate video signal
transmission through an FPGA-based free-space optical
(FSO) communication system prototype. We use a channel
emulator that models the turbulence, scintillation, and power
attenuation of the FSO channel and the FPGA-based real-time
prototype for processing transmitted and received video signals.
We vary the setup environment of the channel emulator by
changing the amount of turbulence and wind speed. At the end
of the demonstration, we show that through our testbed, even
4K ultra-high-definition (UHD) resolution video with 60 fps can
be successfully transmitted under high turbulence and wind
speed.
I. INTRODUCTION
Recently, as the quality and size of videos have increased
rapidly, a very high bit rate of the communication channel in
video transmission, such as streaming services, has also been
required [1]. The current radio frequency (RF) communication
system, however, is now having difficulties solving the fre-
quency licensing problem. As a result, the free-space optical
(FSO) communication system with high capacity and license-
free characteristics is emerging as a solution to construct a
new high-bit-rate communication system [2].
One of the greatest weaknesses of FSO communication,
however, is that the signal can easily fluctuate due to the
channel characteristics, including atmospheric turbulence and
scintillation. Hence, to combat the phenomena, robust real-
time video transmission architectures with high bit rates have
been studied in a variety of ways. In [3], the author created
a compact video transmission system with a channel-adaptive
bit rate assuming the AWGN channel environment. In [4], the
author constructed a robust low-density-parity-check (LDPC)
channel coding for the turbulent correlated FSO channels
with intensity modulation and evaluated its performance by
transmitting high-definition (HD) video signals.
In this paper, we demonstrate real-time FPGA-based high-
resolution video signal transmission via the FSO channel
emulator, which models the channel characteristics of the
FSO channel, including turbulence, scintillation, and power
attenuation. We process the video signal via an electrical-
to-optical (E/O) converter, an optical-to-electrical (O/E) con-
verter, and the FPGA module and show that under harsh
channel conditions, such as high turbulence or wind speed,
our prototype successfully transmits and processes the video
Fig. 1. A prototype structure of video signal transmission according to
parameter variation of atmospheric channel.
signal. More details and algorithms will be described in an
extended draft.
II. SYSTEM / HARDWARE ARCHITECTURE
A. Hardware and Data Setup
The prototype structure is shown in Fig. 1. We used the
Mach-Zehnder Modulator (MZM) [5] to model the atmo-
spheric channel and the error correction, including both line-
of-sight (LoS) and pointing errors. It is connected between the
transmitter and receiver FPGA modules. The transmitter and
receiver include the laser diode (LD) with an E/O converter
and the photodiode (PD) with an O/E converter, respectively,
which ensure long-term video signal transmission. The diodes
are connected to the FPGA-based PXIe software-defined radio
(SDR) platform for real-time video signal processing [6], [7],
which carries out the encoding and modulation of the bitstream
of the video signal. The SDR platform at each transmitter
and receiver side consists of a PXIe chassis (PXIe-1082)
and FPGA controller modules (PXIe-8880, 8374, 2953R for
transmitter and receiver side) [8].
Fig. 2. Snapshots of UHD video transmission results under several emulated FSO channel environments.
The type of transmitted data is a 1-minute ultra-high-
definition (UHD: 3840 × 2160 resolution) 60 fps “Big Buck
Bunny clip with H.264 codec. The bit rate is 200 kb/s and 48
kb/s for video and audio, respectively, and the sample rate is
22,050 Hz. For the FSO channel, we considered two conditions
in the channel emulator: low turbulence with 1 m/s wind and
high turbulence with 6 m/s wind.
B. Output Results
Fig. 2 shows the snapshots of the video transmission results
under the channel conditions given in Section II.A. As we can
see from the figure, under the environment with low turbulence
and slow wind speed, the original clip is transmitted with
almost zero distortion. Even under harsh conditions with high
turbulence and fast wind speed, the clip is transmitted with
low distortion.
III. CONCLUSION
In this work, we developed a novel technique to model the
real FSO channel with the MZM emulator and a point-to-
point transmitter and receiver realized by FPGA modules. We
assumed the FSO channel with both low and high turbulence
scenarios. We showed that even a video signal with UHD 60
fps could be received without any or with less distortion by our
SDR-platform-based prototype. We believe that more accurate
video transmission techniques, which hold in practice, can be
modeled and tested through our proposed testbed. For future
work, we will focus on distortion removal techniques in the
high turbulence scenario by using deep learning techniques.
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