Abstract-To support real-time communication, multi-radio multi-channel city-wide WMNs (Wireless Mesh Networks) are studied in this paper. In the studied WMNs, a WMN router is equipped with two communication interfaces/radios, one is working on 2.4GHz for the client accessing, and the other is working on 5GHz for the backhaul communication. First, a greedy static channel assignment algorithm for access interfaces is proposed to minimize the maximum interference among all the access interfaces. The proposed greedy algorithm has an approximation factor of 2-1/m, where m is the number of available orthogonal channels of access interfaces. To guarantee interference-free communications for all links, a slot allocation algorithm, combining with the channel assignment for backhaul interfaces, is suggested. The slot allocation algorithm is based on the fixed priorities assigned to real-time flows. After that, the worst-case end-to-end delay analysis of each flow under the slot and channel allocation algorithms is given. Finally, simulation results demonstrate the effectiveness of the delay analysis and the channel assignment and slot allocation algorithms.
INTRODUCTION
Many cities have tried to deploy city-wide WIFI networks [1] . Most of them are one-hop wireless networks which have limited access areas. Multi-hop wireless network can be an attractive approach in citywide networks to extend the coverage areas to some rural or harsh environment where the deployment of cables is difficult and non-economic.
A city-wide wireless network can provide services to both non-real-time and real-time traffic. Unlike the nonreal-time traffic, the real-time traffic needs to be transmitted to the destination within the specific deadline. Thus, the resource allocation of the real-time traffic is much more critical, which is the study point of this paper.
The real-time traffic finds lots of applications in the daily life. For example, transmitting the environmental surveillance message on time can avoid toxic gas leaking, or house fire accident. Also, in the transportation applications, the on time transmission of the car accident or road condition messages can avoid congestion.
Considering that the periodic real-time traffic is a general traffic pattern in surveillance, control applications, in this paper, we focus on the resource allocation for the periodic real-time traffic in the city-wide wireless network. Also, the MRMC (Multi-radio Multi-channel) technology [2] is adopted to compensate the throughput degradation caused by the multi-hop wireless transmissions.
The resource allocation includes the channel and slot assignments. Although this topic is widely studied, seldom of them consider city-wide networks. Another factor making our work different from others is that each wireless mesh router is equipped with two independent wireless interfaces working on different standards. One (access interface), with IEEE 802.11g protocol on 2.4GHz, is used for client access, and the other (backhaul interface) is used for the communications with other wireless mesh routers with IEEE 802.11a protocol on 5GHz. Also, each mesh router is equipped with at least one wired interface to support the connection to gateways. The gateways are connected to some mesh routers. The communications between gateways are through the Internet.
Thus, the resource allocation algorithms should consider two different standards.
For the network deployment, we suggest the grid topology city-wide networks. It has been shown in [3] that grid networks are much more suitable for large scale mesh deployment compared to random topology networks. And the grid topology is also suggested by Cisco [4] . In Fig. 1 , we illustrate the deployed network. The area of a city can be viewed as a rectangle with the length L 1 present the network and interference models, and also the problems description. The channel assignment and slot allocation algorithms are described in Section IV. We analyze the worst-case end-to-end delays in detail in Section V. Numerical results from simulations are given in Section VI to demonstrate the effectiveness of the algorithms and the delay analysis. At last, in Section VII, we conclude this paper.
II. RELATED WORK
The channel assignment and scheduling algorithms in multi-radio multi-channel wireless networks are studied widely. Most of them focus on improving the throughput of networks [11, 12, 13] .
The fixed channel assignment algorithms are studied in [14] , with objectives of maximizing the number of possible simultaneous transmissions, minimizing the average size of the co-channel interference set and minimizing the maximum size of the co-channel interference set, are not applicable to our scenario since for the backhaul interfaces, the channel and slot assignments should be considered jointly.
The algorithm in [15] considers the channel assignment and slot assignment jointly. The wireless link interferences are concerned in the paper [15] , and the Latin squares are adopted to avoid the interferences. The M4 algorithm doesn't aim to improve the throughput or reduce the communication delay directly. However, as shown in the paper, the M4 algorithm adopting TDMA strategy achieves higher throughput and lower average end-to-end delay compared to CSMA/CA mechanism.
As surveyed in [16] , most of the scheduling algorithms in wireless mesh networks are short of the consideration of the real-time flows, seldom of them look into the MRMC technology. We ignore the detailed discussion of those works and refer the readers to [16] .
Some researches [17] [18] [19] consider flow deadlines. However, the study in [17] is only for sink-tree topology networks and leaky-bucket-shaped flows, which are different from the city-wide network topology suggested in section 1, and the periodic traffic model we study. The CEDF (Coordinated Earliest Deadline First) scheduling algorithm is studied in [18] , the focus of the paper is the delay bound analysis, not the scheduling algorithm itself. In [19] , the objective is to minimize the TDMA delay, which can be viewed as the frame length in TDMA protocol. Thus this objective is different from designing a scheduling algorithm to provide the delay guarantee for each flow.
As for the works related to multi-channel and real-time flows, some works have been done, such as [20] [21] [22] which study the WirelessHart [8] standard.
The branch and bound scheduling algorithm proposed in [20] is an optimal scheduling algorithm for periodic flows. However, in the worst-case situation, the timecomplexity can be very high. Thus, the authors propose a heuristic scheduling algorithm, the C-LLF (Conflict Aware Least Laxity First) algorithm. Channel spatial reuse is not allowed in C-LLF algorithm, the transmissions with the smaller conflict-aware laxities are JOURNAL OF NETWORKS, VOL. 9, NO. 8, AUGUST 2014 2027 assigned the higher priorities. And the non-interference transmissions with higher priorities are scheduled in each time slots. In [21] , the authors focus on the analysis of the end-toend delay of each flow when fixed priority scheduling algorithms are adopted. The multi-channel transmission scheduling is modeled as the multi-processor scheduling problem. However, this mapping works only when channel spatial reuse is disabled, thus it's not applicable for the city-wide scenario where channel spatial reuse is allowed. In the subsequent work, the worst-case end-toend delay of flows accounting for failures is analyzed [22] .
Considering that we study the periodic traffic model and the interference is related to the flow periods. Thus the channel and scheduling algorithms mentioned above are not applicable.
III. NETWORK AND INTERFERENCE MODELS
Assume that the network is represented by an undirected graph G=(V, E), where V is the node set, and E is the edge set. Let V t be the mesh client set, V r be the mesh router set, and then we have tr V V V . Also, the link set can be expressed as tr E E E , where E t is the set of all the access links between clients and mesh routers, and E r includes all the links between mesh routers.
For the access interfaces of the mesh routers, the available orthogonal channel set is Each mesh router is equipped with one access interface and one backhaul interface. Each wireless interface works on the half-duplex mode. For each node, we assume the communication range is R c and the interference range is R I . As in [15] , the interference range is two times the communication range, that is R I =2R c . In the following, we introduce the interference on the two kinds of interfaces in detail.
A. Interferences on Access Interfaces
If the access interface of node v i is assigned channel c( 
We define the interference on the access interface of node v i with the channel c the summation of the traffic density of all the access interfaces on the interference routers. It's expressed as follows,
For an access link t eE  , let g e represent the mesh router whose access interface enables the link e. The channel used by this link is the channel assigned to g e . Then the interference links of link e on channel c ( 
We set () c e ys to be 1 if link e works on channel c in slot s, otherwise the value is 0. The slots assigned to link e should satisfy the following constraint. The constraint (4) should be satisfied in an interference-free network. When the number of available orthogonal channels is not enough, interference-free communications may not be achieved by just the channel assignment. So the constraints should be satisfied in the slot allocation algorithm proposed in section 4.
B. Interferences on Backhaul Interfaces
If link e=(u, v) is the current transmitting backhaul link between the two end interfaces of nodes u and v. Its interference links can be classified into two categories.
Let I 1 (e) represent the first category links which share at least one common interface with link e. All these links can't transmit in the same slots as link e no matter how many free channels can be obtained. Link e itself belongs to this category. In addition, let I 2 (e) represent the second category links which are connected with interfaces in the interference range of the backhaul interface of u or v, but don't connect directly with node u or v. Links in this category need to adopt different orthogonal channels if they want to transmit in the same slots with link e.
In any slot s, the total number of orthogonal channels used by link e and its category 2 links shouldn't exceed the total orthogonal channel number n. The other condition is that link e and the links in I 1 (e) shouldn't share the same channel in any time slot. The two conditions are described as follows for all c and c', where c and ' c are two channels belonging to C r and ' cc  . (6) If and only if inequality (4), (5) and inequality (6) are met simultaneously, the interference-free communications can be achieved. Hence, the slot allocation algorithm combining the channel assignment we will describe in section 4 should meet the above three constraints.
C. Problem Description
The problems studied are divided into two subproblems since the access interfaces and backhaul interfaces working on two different protocols. The interference-free communications can't be achieved by just considering the static channel assignment for the access interfaces. In this problem, the joint channel assignment for the backhaul interfaces and slot allocation for all links are considered.
Note that, the interference model we consider for the backhaul interfaces is protocol interference model. However, the joint scheduling algorithm proposed in the next section for solving subproblem 2 can be extended to other interference models. 
IV. CHANNEL ASSIGNMENT AND SLOT ALLOCATION ALGORITHMS

A. Channel Assignment on Access Interfaces
Given that the above problem is NP-hard [23] , we propose a greedy channel assignment algorithm to solve it. The greedy algorithm behaves very simply. It visits all the access interfaces one by one. And each time the channel c with the smallest interference on the current visited interface is selected and assigned to the interface. The pseudocode of the greedy channel assignment algorithm is described in TABLE I. Now, we prove that the greedy algorithm is a factor (2-1/m) approximation algorithm, and the time complexity is O(|V r |). Theorem 1. The greedy algorithm in TABLE I is a factor (2-1/m) approximation algorithm.
Proof. Assume there's an optimal algorithm  , the maximum interference generated by the algorithm  is I*.
Then I* should be greater than the density of any single node, that is,
Let d v denote the number of mesh routers connected to the node v. As I* is the maximum interference of the whole network, it should be greater than the average interference of all the nodes which locate in the interference range of any node v including node v itself. Thus, we have,
Let assume that the maximum interference I g generated by the greedy algorithm happens on the node v with channel c*. The interference on node v should be no smaller than I g if we assign channel c ( * cc   ) rather than channel c* to node v. We have, 
Add both sides of the expression in (9) over all the channels, we get,
Such that,
Substitute expression (7) and (8) into (11), we have,
Therefore, we get,
Hence, the greedy algorithm in TABLE I is a factor (2-1/m) approximation algorithm.
In the specific situation, the access interfaces work on the IEEE 802.11g protocol which supports 3 orthogonal channels. The approximation factor of the greedy algorithm is then 5/3. Proof. The first iteration of the greedy algorithm in TABLE I runs for |V r | steps, and the second iteration runs for |C t | steps. The time complexity of the algorithm is O(|V r ||C t |), where |C t | is a constant value whenever the physical layer protocol is set. Thus, the time complexity of the greedy algorithm is O(|V r |).
B. Joint Channel and Slot Allocation
In this section, we consider the channel assignment on the backhaul network, and the slot allocation involves all the links used by flows. Although the channels and slots are assigned to links, it can be viewed that the channels and slots assigned to a certain interface are the collection of the channels and slots assigned to the links connected to it. The slots demanded by link e during a TDMA frame of length T is no less than The joint channel and slot allocation algorithm is based on the priorities of flows. The flows in F are sorted with the descending order of the priorities. It means that the lower the flow label is, the higher the priority is, i.e., if f i <f k , then Pr i >Pr k . Each link has been assigned some (slot, channel) pairs after the algorithm "SlotChAssign" described in TABLE II, and the interference-free communications have been guaranteed since constraints (4), (5) and (6) are all satisfied for each (slot, channel) pair.
Before saying something about the time complexity of the algorithm, we introduce the term "simply periodic" from [24] . We say the real-time periodic flow set is simply periodic if for every two flows f i and f k in the network with Per i <Per k , Per k is an integer multiple of Per i . The time complexity of the algorithm in TABLE II is O(NL) when the periodic flows are simply periodic, and is O(NLT 2 ) with arbitrary flow periods, where N is the total number of flows, L is the total number of links in the network, and T is the TDMA frame length.
C. An Example
As an example shown in Fig. 2, v 1 , 
)}, the period is 12, the start time of the first packet is 5. First, we assign channels to the access interfaces of the mesh routers. Assume for the access interfaces, we have three orthogonal channels, channel 1, channel 2 and channel 3. We start with node v 1 , assign channel 1 to it, and then for node v 2 , the interference on channel 1 is I  , so we assign channel 1 to node v 4 . For the channel and slot assignment on the interfaces for the communication between mesh routers, let (slot, channel) represent the slot-channel pair assigned to an interface. The TDMA frame length is T=LCM (6, 12) =12. During any interval of length T, s 1 generates two packets and s 2 generates one packet. It also implies that flow f 1 requires at least two slots on all the links in path P 1 and flow f 2 requires at least one slot on all the links in path P. 
Figure 2. Example of channel and slot assignment
The slots and channels assigned to link according to the algorithm in Table 2 are as follows.
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For the links on f 1 's path, for link (s 1 , v 1 ), assign (0, 0) and (6, 0) to it, for (v 1 , v 2 ), assign (1, 0), (7, 0) to it, for (v 2 , d 1 ), assign (2, 1), (8,1) to it. For the links on f 2 's path, for link (s 2 , v 1 ), assign (5,0) to it, for (v 1 , v 2 ), because the slot 6 has been assigned to this link for the transmission of flow 1, so we assign (7, 0) to it, for (v 2 , v 4 ), assign (8, 0) to it, for (v 4 , d 4 ), assign (9, 0) to it. The slots which are free can be used by the non-real-time flows.
V. WORST-CASE END-TO-END DELAY ANALYSIS
In this section, we focus on the analysis of the worstcase end-to-end delay of each flow under the proposed channel assignment and slot allocation algorithms in section IV.
Generally speaking, there are three kinds of delays: conflict delay, channel contention delay, and transmission delay. The transmission delay is equal to the path length. We introduce the conflict delay and channel contention delay as follows.
A. Conflict Delay
Let H i represent all flows with priorities higher than that of flow f i , and , (18) For the conflict delay in the backhaul network, the result derived in paper [21] can be used. The conflict delay ( , ) ki  caused by a single flow ()
We refer the readers to the paper [21] for a more detail explanation of the equation (19) including the meaning of the symbols.
The expression (19) can be only used in the backhaul network. The conflict delays on the first link and last link should still be obtained by expression (14) . And the expression can be reduced to, 
Hence, the worst-case end-to-end delay of flow f i is, 
VI. NUMERICAL RESULTS
In this section, we study a simulated multi-hop MRMC WMN for the Tempe city in Arizona, USA. The total area of "Tempe City" is 40.2 square miles (104 km 2 ) [25]. We view "Tempe City" as a square with edge length L=6.34miles (10.2km). The radius of the local access cell size r is 600 feet (180m) recommended by Cisco [4] . We specify that the distance between two mesh routers is at most 2r , which is 848.4 feet (254.52m). Hence the minimum number of mesh routers needed is 1600.
The topology of the city and the placement of routers are shown in Fig. 3. Fig. 3(a) shows the boundary of the Tempe City, Fig. 3(b) shows the wireless mesh network deployment of the Tempe City. In Fig. 3(b) , we just show the users and mesh routers in four local areas. The smallest circles (red ones) represent users in each local area, and the mid-size circles (blue ones) represent the mesh routers and the large-size circles (purple ones) represent the gateways, and the largest size circles represent the coverage areas of local areas. The Tempe city can be fully covered by 1600 largest circles which implies that the minimum number of wireless mesh routers needed is 1600, and the minimum number of gateways needed is 100. In the sparse areas, such as area A and area B in Fig. 3(b) , we just need to deploy one mesh router. However, in some crowded areas, we need to deploy more than one mesh router, such as area C and area D in Fig. 3(b) . In order to avoid congestion, the general rule we obey is that the bandwidth required by the users in a mesh router is no greater than the bandwidth the mesh router can provide. It's known that the distribution of traffic in a city is not uniform. Some places may gather more traffic than others.
Hence, in the simulation, we randomly assign some mesh routers more traffic than others. The period of each flow is set to 2
x where x is a random integer number in the range [a, b], we also use 2 a~b to represent this. And for any flow i fF  , its period Per i should be greater than its path length h i .
Three priority strategies are considered in the simulations.  SPF (Shortest Path First). The shorter the path length is, the higher the priority is.  LPF (Longest Path First). The longer the path length is, the higher the priority is.  RM (Rate Monotonic). The flow rate is the inversion of the flow period, so by RM, it implies that the smaller the period is, the higher the priority is. We run each simulation 1000 times and show the link and node utilizations, channel switch ratios, and the PMD (Percentage of flows Meeting Deadlines) values obtained by the analysis and simulation in the subsequent content.
A. Link and Node Utilizations
The link and node utilizations here are to show the congestion situations of the backhaul network under the two different period ranges 2 5~10 and 2 7~11 . The utilization on link e can be represented by The utilizations are only related to the flow paths and periods. The routing protocol (such as the shortest path routing protocol) will generate the same path for a flow no matter what the priority of the flow is when the source node, destination node and the network topology are given. In Fig. 4 , we give the maximum (Max), minimum (Min) and average (Avg) link and node utilizations by varying the flow number from 50 to 500 with an increment value of 50. The Max, Min and Avg values of the link (node) utilizations are the maximum, minimum and average values of the 1000 runs among all the links (nodes). Fig. 4(a) and 4(b) show that the link and node utilizations with period range 2 5~10 are obviously greater than the values with period range 2 7~11 , which implies that the network is much more congestion with the period rang 2 5~10 than the range 2 7~11 .
(a) Link utilization (b) node utilization For example, for link e, if it is assigned 5 slots {0,3,7,9,12}, and the channels assigned to these slots are {0,0,1,2,0}. Then the link changes channel form 0 to 1from slot 3 to slot 7, and from slot 7 to 9, it changes channel from 1 to 2. Also from slot 9 to slot 12, it changes channel from 2 to 0. Hence, the channel switch time for link e is 3. We vary the flow number from 50 to 500 with an increment of 50, and we set the phases of all the flows to be 0. Fig. 5(a) and 5(b) show the average channel switch ratios over the 1000 runs and over all the links of the whole networks. The figures show that the average switch ratios increase with flow numbers and the values with priority strategies SPF and LPF are much bigger than RM. When the flow number is 500, the average channel switch ratios with priorities SPF and LPF are about 30% under period range 2 5~10 and about 23% under period range 2 7~11 . For RM, the values are no greater than 6% under both period ranges. Recall the results of the maximum link and node utilization with 500 flows in Fig. 5 , the values under period range 2 5~10 are about 15% and 27%, respectively. If more flows are added into the network, the network manager can adjust the flow periods or flow paths to relief the link/node burden. So, we believe that the average channel switch ratios shown in Fig. 5 are acceptable and the channel assignment strategy on the backhaul network won't lead to unstable channel switch in a network with reasonable congestion situation. 
C. The Efficiency of the Joint Scheduling Algorithm
In order to compare our scheduling algorithm with the state-of-the-art algorithm, we currently ignore the access clients and compare the joint channel and slot assignment algorithm for the backhaul network.
We compare our algorithm with the C-LLF algorithm proposed in [20] .
The algorithm proposed by us is named with "SlotChAssign", the fixed priorities of flows are assigned by RM strategy. We compare the acceptance ratios of the two algorithms. If we run the algorithm for N I instances (in each instance, we assign different source, destination nodes, periods, deadlines to flows), and by a specific scheduling algorithm, only S I instances can be schedules (which means all the packets in the flows can arrive at the destination nodes before deadlines), then the acceptance ratio of the algorithm is S I / N I .
In the simulation, we construct a 40*40 grid topology network, and vary the number of flows from 10 to 50 with an increment of 10 flows. The flow periods are at the range of 2 5~10 . The number of available orthogonal channels is set to be 2. Each time with specified number of flows, we run 10 instances and obtain the acceptance ratios of the two algorithms. The results are shown in Fig.6 . It shows that the CLLF scheduling algorithm is not suitable for the city-wide MRMC wireless networks since the acceptance ratio is much lower than the "SlotChAssign" algorithms. And when the number of flows increases to 30, none of the instances are schedulable by CLLF algorithm, while by the "SlotChAssign" algorithm, all of the instances are schedulable. Hence, in the city-wide wireless network, "SlotChAssign" algorithm is much better than CLLF algorithm.
D. The Percentage of Flows Meeting Deadlines
The Percentage of flows Meeting Deadlines (PMD) is the number of real-time flows meeting the deadlines divides the number of all the real-time flows in the network.
In the experiments, we first vary the real-time flow number N f from 50 to 500 with the increment of 50 and set the starting slots of all the flows to be 0 and the deadline of each flow is equal to its period. The results in Fig. 7 demonstrate that, with SPF and LPF priority assignments, there are noticeable gaps of PMD values between the simulation and the analysis results as the network gets congested (with period range 2 5~10 ). But with RM priority scheduling, the differences are very small. The gaps of PMD values exist because of the difficulty to capture the worst-case situation in the simulation. By just observing the PMD values under SPF, LPF and RM priority scheduling and with flow periods range in 2 5~10 and 2 7~11 , we can conclude that the channel and slot allocation algorithm can achieve high PMDs even when the flow number is 500.
Then, we set the deadline of each flow to be  times its period, and vary  from 0.1 to 1 with an increment of 0.1. From the results in Fig. 8 suggests that it's easier to provide the real-time guarantee for flows with larger deadlines in a network without much congestion. The simulations also show that the slot and channel assignments are very effective. Although our aim is not to discuss which priority strategy is optimal, all the results show that the RM priority strategy achieves higher PMD than SPF and LPF. In fact, RM scheduling is an optimal static scheduling for the single processor preemptive systems, but not for the multi-processor scheduling. We can conclude that RM priority strategy outperforms SPF and LPF priority strategies in the channel and slot allocation algorithms in this study.
VII. CONCLUSIONS
In the paper, we have focused on the channel assignment and slot allocation of city-wide multi-hop MRMC WMN. A greedy algorithm has been proposed to assign fixed channels to the access interfaces aiming to minimize the maximum interference. The algorithm has an approximation factor of (2-1/m) and a time complexity of O(|V r |). The joint channel and slot allocation algorithm, to assign channels to the backhaul links and slots to all the links, has a complexity of polynomial time and can guarantee interference-free communications. We have also analyzed the worst-case end-to-end delay of each flow under the slot and channel assignment algorithms. Simulation Results show that the slot and channel assignment algorithms won't cause unstable channel switch in networks with reasonable congestion condition. And the algorithms can achieve high PMD values. Given a set of flows, we can use the worst-case end-to-end delay analysis to test the schedulability of flows. 
