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High dimensional Hilbert spaces used for quantum communication channels offer the possibility of
large data transmission capabilities. We propose a method of characterizing the channel capacity of
an entangled photonic state in high dimensional position and momentum bases. We use this method
to measure the channel capacity of a parametric downconversion state, achieving a channel capacity
over 7 bits/photon in either the position or momentum basis, by measuring in up to 576 dimensions
per detector. The channel violated an entropic separability bound, suggesting the performance
cannot be replicated classically.
PACS numbers: 42.50.Dv, 03.67.Bg, 03.67.Hk
INTRODUCTION
Quantum systems can be entangled in various degrees
of freedom. Typical examples include photonic polar-
ization states [1] and atomic or ionic energy levels [2].
These systems enable various technologies such as quan-
tum communication, quantum cryptography, and quan-
tum computation [3–5], however the systems are not in
principle limited to two states [6–11]. Indeed, for com-
munication purposes—such as quantum key distribution
[12] or dense coding communication [13]—higher dimen-
sional states increase quantum communication channel
capacity and offer additional benefits such as increased
security [14, 15]. The photonic position degree of freedom
is a good candidate for practical high-dimensional entan-
gled systems due to the wide availability of off the shelf
technology for manipulating this degree of freedom [16].
We propose a quantum channel capacity characterization
that considers both the quantum state and the measure-
ment apparatus. We use this method to measure the
channel capacity of a high dimensional position and mo-
mentum entangled photonic state. Our measurements
include up to 576 dimensions per detector and demon-
strate channel capacities of over 7 bits/photon.
The capacity of a quantum channel using entangled
photons characterizes information transfer in joint de-
tection events. The locations where joint photon detec-
tions can take place can be thought of as characters in an
alphabet; the size of this alphabet is the number of dis-
tinguishable joint detection locations available within the
beam envelopes (see for example [17]). Theoretically, the
channel capacity calculation the best possible measure-
ment for a given state used as the channel. Practically
however, the measurement technique is not necessarily
optimal and the channel capacity depends on the details
of this measurement.
Experimental characterization of channel capacities
has consisted of performing quantum state tomography
and then using the result in channel capacity calcula-
tions. Recently Pors et al. [18] proposed a more direct
way of characterizing the channel capacity without recre-
FIG. 1: Experimental Setup. A collimated laser beam un-
dergoes spontaneous parametric down-conversion at a non-
linear crystal. The output passes a focusing lens followed
by a beam-splitter. The outputs from the beam-splitter are
sent to digital micro-mirror devices at either image planes
or Fourier planes of the crystal. The micro-mirror devices
are set to retro-reflect the beams, a quarter wave plate and
a polarizing beam-splitter send the retro-reflected beam to a
single-photon detector. A coincidence circuit correlates these
measurements.
ating the full quantum state. By considering the quan-
tum state in conjunction with the measurement appara-
tus, they define an effective channel dimensionality called
the Shannon dimensionality. We propose a similar mea-
sure: an effective entropic channel capacity—rather than
dimensionality—that considers both the state and the
measurement apparatus, and measures bits of informa-
tion per detection event. This quantity characterizes the
information capacity that can be effectively probed for a
given system. It depends solely on each party’s measure-
ments and is independent of character coding scheme.
2THEORETICAL DESCRIPTION
We use mutual information to quantify the channel
capacity. Mutual information describes how much infor-
mation can be determined about a random variable A,
by knowing the value of a correlated random variable B
[17, 19]. Variables A and B are characterized by the val-
ues they take a and b, respectively, and the probability
of these values p(a) and p(b), respectively. The mutual
information can be written as
I(A;B) = H(A) +H(B)−H(A,B), (1)
where, for example
H(A) = −
∑
a∈A
p(a) log p(a) (2)
is the marginal entropy of A, and
H(A,B) = −
∑
a∈A
b∈B
p(a, b) log p(a, b) (3)
is the joint entropy of A and B. The function p(a, b) is
the joint probability distribution which characterizes the
correlation between A and B.
We created a position-momentum entangled state
using spontaneous parametric-downconversion (SPDC).
The state, represented both in position and in momen-
tum, is approximated as [20]
|ψ〉 =
∫
d~xad~xb f(~xa, ~xb) aˆ
†
aaˆ
†
b |0〉
=
∫
d~kad~kb f˜(~ka, ~kb) aˆ
†
aaˆ
†
b |0〉
(4)
where aˆ† is the photon creation operator. Subscript a
or b indicates the photon is created in the signal or idler
mode, which are sent to Alice or Bob, respectively. The
function
f(~xa, ~xb) = N exp
(−(~xa − ~xb)2
4σ2c
)
exp
(−(~xa + ~xb)2
16σ2p
)
(5)
is the entangled biphoton wavefunction in the position
basis, and
f˜(~ka, ~kb) = (4σpσc)
2N exp(−σ2c (~ka − ~kb)2)
× exp(−4σ2p(~ka + ~kb)2)
(6)
is the biphoton wavefunction in the momentum basis.
In these equations N = (2πσpσc)
−1 is a normalization
constant. These representations are related through a
Fourier transform, which inverts the relative Gaussian
function widths, such that position correlations become
momentum anti-correlations.
To measure position correlations we put spatially-
resolving single-photon detectors at image planes of the
SPDC source: to measure momentum correlations we put
the detectors at Fourier transform planes of the source.
For our purposes then, random variable A corresponds
either to the position or momentum of Alice’s photon
and B corresponds either to the position or momentum
of Bob’s photon.
The theoretical maximum mutual information for the
wavefunction in Eq. 5 (measuring in the position basis),
is:
I(A;B) = −
∫
p(~xa, ~xb) log
(
p(~xa, ~xb)
p(~xa)p(~xb)
)
d~xad~xb (7)
where p(~xa, ~xi) = |f(~xa, ~xb)|2 and p(~xa) =∫ |f(~xa, ~xb)|2d ~xb. For the momentum basis, the same
relations hold, but the position variables are replaced by
the momentum variables and the position wavefunction
is replaced by the momentum wavefunction of Eq. 6.
For either basis, this theoretical maximum simplifies
to
I(A;B) = log
(
4σ2p + σ
2
c
4 σcσp
)2
, (8)
which is independent of detector characteristics. In the
limit of strong correlations (σp/σc) ≫ 1 the mutual in-
formation reduces to I(A;B) = log (σp/σc)
2
. The ratio
σp/σc is the familiar Fedorov ratio for quantifying en-
tanglement [21]. Our physical SPDC state had a beam
envelope width of σp = 1500 µm and a correlation width
of approximately σc = 40 µm, resulting in an optimum
mutual information from Eq. 8 of I ∼= 10 bits/photon.
The measurement apparatus consisted of a digital mi-
cromirror device (DMD) chip reflecting a portion of the
signal or idler beam onto a single photon counting mod-
ule. The DMD chip allowed us to raster scan over the
face of the beam in a controllable number of detection
pixels, giving varying detector resolution. To incorporate
the effects of the measurement apparatus, we integrate
the probability density over the pixel area. For position
correlations between the mth pixel on Alice’s detector,
and the nth pixel on Bob’s detector, the joint detection
probability is:
p(m,n) =
∫
m
d~xa
∫
n
d~xb |f(~xa, ~xb)|2. (9)
Similarly, for momentum correlations between the mth
pixel on Alice’s detector, and the nth pixel on Bob’s de-
tector, the joint detection probability is:
p(m,n) =
∫
m
d~ka
∫
n
d~kb |f˜(~ka, ~kb)|2. (10)
The detected mutual information in either position or
momentum is then
I(A;B) =
∑
m
p(m) log p(m) +
∑
n
p(n) log p(n)
−
∑
m,n
p(m,n) log p(m,n),
(11)
3where, for example,
p(m) =
∑
n
p(m,n) (12)
is the marginal probability for a pixel on Alice’s detector.
It should be noted that the mutual information calcula-
tion only takes into account coincident photon detections.
Thus a non-ideal detection efficiency does not change the
form of the mutual information equations, rather it re-
duces the effective SPDC beam intensity. This effect re-
duces the system’s information per unit time, but not the
information per detected photon pair.
EXPERIMENT
The experimental setup is shown in Fig. 1. A 325
nm wavelength laser beam with diameter a diameter of
σp = 1500 µm pumped a 10 mm long BBO nonlinear
crystal aligned for Type-I degenerate collinear SPDC.
The SPDC output had a correlation width of approxi-
mately σc = 40 µm. For these parameters the optimum
mutual information from Eq. 7 is I ∼= 10 bits/photon. For
measuring position correlations the SPDC output passed
through a 125 mm focal length lens followed by a beam-
splitter and a spatially resolving detectors were located
at the resulting image planes of the crystal. For mea-
suring momentum correlations the SPDC output passed
through a 150 mm focal length lens followed by a beam-
splitter and a spatially resolving detector was placed at
the resulting Fourier transform planes of the crystal.
The spatially resolving single-photon detectors con-
sisted of a computer controlled digital micro-mirror de-
vice from Texas Instruments in conjunction with a Perkin
Elmer single photon avalanche diode (SPAD) running in
geiger mode. The micro-mirror displays had 1064× 768
resolution which selectively reflected portions of the
SPDC signal and idler beams to SPADs. Photon de-
tection events were correlated with a PicoHarp 300 from
PicoQuant with a 3 ns coincident window.
The micro-mirror displays were each raster scanned
and counts for each pixel pair were recorded for between
1 and 5 seconds. These double raster scans were set such
that they were centered on the signal and idler beams,
divided into 8×8 pixels, 16×16 pixels, and 24×24 pixels,
encompassing 80% of each beam.
For ideal alignment, a given pixel on Alice’s detector
will correlate very well to only one pixel on Bob’s detec-
tor. In practice however, a relative lateral shift of pix-
els between Alice’s and Bob’s detectors—both vertically
and horizontally—spreads correlations to four pixels at
best. However, pixels far from the correlated pixel will
still have no correlation. This was verified experimentally
and it allowed us, for a given pixel on Alice’s detector,
to scan only in a region of interest around the correlated
pixel on Bob’s detector, thus reducing the time required
to complete a double raster scan.
RESULTS
Both the predicted and experimentally measured val-
ues for mutual information are shown in Fig. 2. Mutual
information values for both position correlation measure-
ments and momentum correlation measurements are pre-
sented. Uncertainties in detected photon number N for
each point in the double raster scan were assumed to
be
√
N . This uncertainty was then propagated through
the entropy calculations, giving the uncertainties for the
measured mutual information values. These values were
found to be in agreement with the statistics found by tak-
ing multiple data scans for a given detector resolution. It
should be noted that this uncertainty calculation method
does not take into account detector dark counts. Since
the dark counts from each detector are uncorrelated, the
dark coincident rate is much less than the coincident rate
from the highly correlated SPDC state.
Light blue bars represent predicted mutual information
values from numerical calculations of Eq. 11. The tops
of the bars correspond to perfect lateral pixel alignment
between Alice and Bob, and the bottoms correspond to
relative lateral shifts, both horizontally and vertically, of
half a pixel. These cases represent the maximum and
minimum mutual information possible for a given num-
ber of detector pixels. The dark blue circles represent ex-
perimentally measured channel capacities. The red curve
gives the maximum mutual information that can be de-
tected I = log(N) for N pixels per detector. Data for
the detectors scanning in 8× 8 pixels, 16× 16 pixels, and
24× 24 pixels are shown. The experimental data agrees
well with the theoretically predicted values.
For momentum correlations, a maximum mutual infor-
mation of 7.2 ± 0.3 bits/photon was achieved; for posi-
tion correlations only 7.1±0.7 bits/photon were achieved.
In principle, the two measurement bases should give the
same mutual information. However, the alignment for
position correlations was more sensitive—the reduction
of mutual information for this basis most likely resulted
from slight system misalignments.
The 576 dimensional measurement space is 16
times larger than the previous maximum for position-
momentum entangled photons, and had an increase of
bit capacity of more than 50% [11]. It should be noted
that channel capacity characterization is different from
using the channel for communication. When used for key
distribution or communication, the characterized chan-
nel will indeed transmit 7 bits of information for a single
joint detection event, despite the fact that our character-
ization method requires many photon detection events.
The use of this channel for key distribution or commu-
nication does however require some additional structure
4FIG. 2: Mutual Information Data. Mutual information for position correlation measurements and momentum correlation
measurements are shown as a function of detector resolution. Data for detector resolutions of 8 × 8 pixels, 16 × 16 pixels,
and 24 × 24 pixels are shown. The dark blue points with error bars are experimental data. The light blue bars are numerical
simulations based on Eq. 11 both for the case of perfectly relative transversely aligned detectors and the case of a relative
transverse misalignment of half a pixel. The red curve is the maximum mutual information that can be detected for the
number pixels per detector.
[12, 13]. We are further investigating the ultimate ex-
perimental realization these structures. Although our
entropic channel characterization measure is similar to
the Shannon dimensionality of Pors et al. it has sev-
eral important differences: the units of the measures are
not the same and the the weighting of the different pixel
probabilities differs between the measures—however for
a flat probability distribution the measures have identi-
cal magnitudes. By measuring bits of information rather
than dimensionality, our measure is more directly linked
to channel information capacity.
NONCLASSICALITY
By taking data in two mutually unbiased bases (po-
sition and momentum) we are able to test the separa-
bility of the state used as the communication channel.
A separable state satisfies the inequality H(A|B)P +
H(A|B)M ≥ log2(πe) ≈ 3.09 where subscripts P or
M indicate measurements in the position or momentum
bases respectively, and H(A|B) = H(A,B)−H(B) is the
conditional entropy of A given B [22, 23]. From the 8×8
pixel scan data, we calculate
H(A|B)P +H(A|B)M = 3.7± 0.3 (13)
H(B|A)P +H(B|A)M = 3.9± 0.2, (14)
from the 16× 16 pixel scan data, we calculate
H(A|B)P +H(A|B)M = 3.2± 0.8 (15)
H(B|A)P +H(B|A)M = 3.1± 0.8, (16)
and from the 24× 24 pixel scan data, we calculate
H(A|B)P +H(A|B)M = 2.2± 0.7 (17)
H(B|A)P +H(B|A)M = 2.2± 0.6. (18)
As the scan resolution increases, we probe stronger cor-
relations and the separability sums decrease. For 16× 16
resolution the separability bound is approached. For
24 × 24 resolution the separability bound is violated by
more than 1.3 standard deviations, indicating it is un-
likely that the channel performance can be replicated
classically.
Although our characterization method is independent
of character coding scheme, it suggests a simple one: we
assign an alphabet character to each of the pixels. This
scheme achieves the measured channel capacities, and er-
rors can be minimized by reducing the size (but not loca-
tion) of pixels on Alice’s detector, such that the system
is unaffected by small relative lateral pixel misalignments
between Alice and Bob.
Our experiment was limited only by pump laser flux.
Higher resolution scans are in principle possible, how-
ever they are not practical for our setup due to the scan
time exceeding the relaxation time of the optical setup.
A more powerful pump laser would enable higher resolu-
tion scans while maintaining feasible times. Such scans
would come closer to experimentally demonstrating the
optimum capacity for a position momentum entangled
state.
5CONCLUDING REMARKS
We have proposed and demonstrated a simple method
of characterizing the quantum mutual information based
channel capacity of a quantum communication channel
using position and momentum entangled photons and a
controllable pixel mirror. We measured up to 576 dimen-
sions per detector, in both the position and the momen-
tum basis, which resulted in a measured channel capacity
of more than 7 bits/photon for either basis. The channel
violated an entropic separability bound, suggesting the
performance cannot be replicated classically.
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