Abstract. We consider a problem of estimating multiple change points in the case where the distributions of observations between change points belong to a finite family of known distributions. We describe a dynamic programming procedure of the estimation and a method for improving estimators that generalizes the averaged likelihood method. The limit distributions of these estimators are given in terms of the argument of the minimum of random walks. We show that these distributions, for an appropriate set of parameters, coincide with those of the maximum likelihood estimators or averaged likelihood estimator for models with only one change point.
Introduction
There is extensive literature devoted to the change point analysis (see, for example, [1] ). We consider the problem of estimating multiple change points of the distribution from independent observations in the case where the distributions between change points belong to a finite family of known distributions. Problems of this type appear often when analyzing geological data and also in algorithms of speech recognition. A dynamic programming procedure is developed in [2] to estimate the number of change points and their values (also see Section 2) . It is shown in [3, 4] that the dynamic programming estimators are consistent for an appropriate set of parameters of the procedure. Upper bounds for the rate of convergence of these estimators are also obtained in [3, 4] .
The limit distributions of estimators of change points are described in [5] (also see Section 3) for models with only one change point and with known distributions before and after the change point. It is shown in [5] that the limit probability of exact detection is maximal in the class of all asymptotically homogeneous estimators for maximum likelihood estimators. The limit mean square deviation is minimal for the so-called averaged likelihood estimators.
We describe the limit distributions of dynamic programming (DP) estimators for models with multiple change points (see Section 4) . It turns out that for some set of parameters of the procedure, these distributions coincide with the distribution of the maximum likelihood estimator for the model with only one change point, obtained in [5] . This means that the DP procedure is able to achieve the best possible (limit) probability to detect the real values of change points irrespective of the number of change points and distributions between them.
In order to achieve the minimum of the limit mean square error we propose an additional procedure to improve the DP estimator. This procedure is described in Section 5. In Section 6 we discuss the questions on how one can apply the results of this paper and to what extent the results show that the DP estimators are indeed optimal.
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The setting of the problem
An observation Ξ N = {ξ 1 , . . . , ξ N } is a sequence of random elements of some measurable space X . Let
where 
Therefore there are R changes k 1 < k 2 < · · · < k R of the distribution in the sequence Ξ N and moreover the random variables
The numbers ϑ i are called points of change. We express the limit behavior of k i as N → ∞ in terms of points of change. The exact values of ϑ i , as well as exact values of k i , are unknown. It is clear that we can construct an estimatorθ i,N =k i,N /N for ϑ i as long as an estimatork i,N for k i is constructed. When speaking about the consistency of estimation procedures for change points we usually mean that the estimators for points of change are consistent, that is,
We deal with the problem of estimating R and k i from the sample Ξ N . Either the distributions F i ∈ F are known or only some of their parameters are available.
Denote by H the set of all possible trajectories of h, that is, H = {1, . . . , K} N .
Note that the DP estimators approximate, in fact, a real trajectory h 0 . Consider functions φ : X × {1, . . . , K} → R and π N (g, l) = π N {g = l} where π N are some numbers. For an estimator for h 0 , we chooseĥ = (ĥ 1 , . . . ,ĥ N ) ∈ H such that the functional
attains its minimum atĥ, that is,
Analogously the estimators for change points are
and the estimator for the total number of changes is
(we assume thatk 0,N = 0 andk i,N = N + 1 if the set in (3) is empty). In other words, k i,N are sequential change points in the trajectoryĥ, whileR N is the total number of these changes.
If J(h) attains its minimum at several points h, then for the estimatorĥ we choose the point of minimum of J for which
(We prove later that under this convention the estimators are well defined with the probability approaching 1 as N → ∞.) As the estimators for ϑ i we takeθ i,N =k i,N /N .
By η i we denote random elements in X with the distribution F i . It is shown in [3] that the estimatorsθ i,N are consistent if
Condition (iii) means that the expectation of φ(ξ j , i) is minimal if i is the index of the true distribution of ξ j . This property implies thatĥ is a corresponding estimator for h 0 . Some extra conditions on the distributions of F are needed in order that property (iii) be satisfied.
Here µ is a measure such that all F i are absolutely continuous with respect to µ. In this case, (7) holds in view of a well-known inequality
for all f = g almost everywhere with respect to the measure µ. Estimator (2) is called the generalized maximum likelihood estimator in this case.
Example 2.
Let X = R, and let the distributions F i be unknown but their expectations (2) is called the generalized least square estimator. Example 3. Let X = R, K = 2, and let
for some a ∈ R where med(F ) is the median of the distribution F . Then the functions
satisfy condition (7). The corresponding DP estimator is called the median estimator.
The above three estimators differ in the amount of a priori information about the distributions needed to evaluate the estimator. Namely, the amount of information is maximal for the maximum likelihood estimator, moderate for the least squares estimator, and minimal for the median estimator. It is clear that the accuracy of the estimation also decreases with the amount of a priori information. To compare the quality of estimators for different cases when the sample is large (as N → ∞) we consider the limit distributions of estimatorsk i,N , that is, the distributions of the random variables κ such thatk i,N − k i ⇒ κ. Before formulating the main results of this paper we recall some facts for the model with only one change point.
The model with only one change point
Assume that R = 1, K = 2, and h
andk N = arg min s J 0 (s). If the minimum is attained at several points s, then fork N we choose the minimal of these points. It is clear that the estimatork N coincides with k 1 (ĥ) ifĥ is defined by (2) where the minimum is taken with respect to the space of trajectories of the form h = (χ 1 , χ 1 
In what follows we assume that
An estimatork N for the true k constructed from Ξ N is called asymptotically homo-
and P ϑ stands for the conditional probability given the true value of the change point in the sequence Ξ N is ϑ.)
If F χ1 and F χ2 are known, then estimator (8) coincides with the maximum likelihood
The following results are obtained in [5] .
Note that this assertion is stated in Theorem 1 of [5] only for the maximum likelihood estimator; nevertheless the proof works in the general case, too.
Proposition 2 (Theorem 2 in [5]). Ifk N is an arbitrary asymptotically homogeneous estimator andk

MLE N
is the maximum likelihood estimator for which (9) holds, then
Therefore the probability to detect the true value of the change point is maximal as N → ∞ among all asymptotically homogeneous estimators.
In contrast to regular estimation problems, the variance of the maximum likelihood estimator is not minimal for problems of the change point analysis. The variance of the so-called averaged likelihood estimator defined below is minimal for problems of the change point analysis.
Put
The averaged likelihood estimator for the change point k is defined by
An estimatork N is called mean square asymptotically homogeneous if the limit
exists and does not depend on the true value ϑ.
To determine the distribution ofk
ALE N
we consider independent random variables ρ j , j ∈ Z, such that -the distribution of ρ j coincides with that of (r(η χ1 )) −1 for j < 0; -ρ j = 1 for j = 0; -the distribution of ρ j coincides with that of r(η χ2 ) for j > 0. Put 
for all mean square asymptotically homogeneous estimatorsk N .
The asymptotic behavior of DP estimators
Now we turn to the case where the number of change points R ≥ 1 is unknown. Denote byh i = h (5) and (7) hold, N > 3, and
for some a N . Note that (9) implies (5) .
Put a N = N α for some 1/2 < α < β. Then (20) holds for large N in view of (6) and thus (19) implies that 
H(b N ) = h ∈ H: R(h) = R, h ki(h) =h i , and |k
Since all h ∈ H(b N ) have the same number of change points, the corresponding functional J(h) contains the same number of terms π N . Thus arg min
It is convenient to express the functional to be minimized in terms of change points in h. and s = (s 1 , . . . , s R ). Then 
where
It is clear that J 3 does not depend on s, whencě
Each of the sums J (l) 2 depends only on s l . Thus one can minimize every term separately in these sums, that is,ǩ l,N = arg max
for different l depend on different random variables ξ j and they are jointly independent, J (l) 2 are also independent, hence the random variablesǩ l,N are jointly independent too.
To complete the proof of the theorem, we need to show thatǩ
2 (s) and changing the index of summation by j → j − k we obtainǩ l,N − k l = arg min J 4 (u) where
. Now we estimate p n . It follows from (10) that
Condition (7) implies that m := E ζ j > 0. Using Chernoff's inequality (see [6] ) we get
for all x < 0 where Ψ * (x) = sup λ∈R (λx − Ψ(λ)) is the Young-Fenchel transform of Ψ(λ) = ln E exp(λ (ζ 1 − m) ). Note that Ψ(λ) < ∞ by (9). Now
Since Ψ * (−m/2) > 0 for any nondegenerate random variable ζ 1 , we have
Similarly n≤bn p n → 0 and P{E N } → 0 as N → ∞ according to (21). The theorem is proved.
The generalized averaged likelihood estimators
If the DP estimatorĥ is constructed for the true trajectory h 0 , then one can construct the estimatorsk i,N = k i,N (ĥ) for change points andȟ i =ĥk i,N for true indices of distributionsh i on intervals between changes. One can improve estimatorsk i,N by using the method of averaged estimators of the form (14). In doing so, we do not restrict the consideration to the functions r(x, χ 1 , χ 2 ) of the form (12), since the true densities f l (x) are unknown. We only assume that for all i ≥ i 0 and some (random) i 0 (recall that m 2 < 0). Similarly
whence the almost sure convergence of the series E 2 = E 2,∞ follows and moreover
almost surely as n → ∞. We show similarly that E 1,n → E 1 and E m,n → E m , m = 1, 2, almost surely for all possible χ 1 and χ 2 . LetR
As in the proof of Theorem 4.1 we obtain from (19) that
As before, it follows from (19) that
Thus the desired assertion holds if
and k i − a N → ∞. We omit the subscript N for both a and L for the sake of brevity. Let k * := k i − a and r j := r(ξ j+a ,h i−1 ,h i ). It is easy to see that
Dividing by k * j=a r j both the nominator and denominator on the right-hand side we get
Since the r j are jointly independent and the random variable r j for j < k * has the distribution r(ηh
has the same distribution as the distribution of the random variable
Since E m,n and E m,n converge as n → ∞, the proof of the theorem is complete. 6. Discussion
1.
The asymptotic efficiency of one-dimensional parameters is usually characterized by the limit mean square error. From this point of view, the estimatork i,N defined in Section 5 is asymptotically efficient. In regular cases, asymptotically efficient estimators are asymptotically optimal for practically all definitions of optimality (see [7] ). This is not the case for the change point analysis.
It is natural to characterize the quality of an estimatork for k in terms of its reliability p and accuracy ∆:
pk(∆) = p := P |k − k| < ∆ , that is, the reliability of an estimatork is the probability that its deviation from the true value does not exceed a given accuracy. The larger pk(∆) for a given accuracy ∆ the better the estimatork for such an accuracy.
Our results allow us to construct the limit (as N → ∞) curves p = p(∆) (the so-called p-∆ curves) for DP estimators and for generalized averaged likelihood estimators.
The p-∆ curves in Figure 1 show four estimators:
-the generalized maximum likelihood estimator discussed in Example 1 (MLE); -the generalized averaged likelihood estimator (ALE); -the least squares estimator discussed in Example 2 (LS); -the median estimator discussed in Example 3 (Med) for the parameter a = 0.1.
The distribution of data is normal with parameters (0, 1) up to the change point and with parameters (0.2, 1.2) after it. The curves are constructed from a simulation experiment with 10,000 samples.
As can be seen in Figure 1 , if ∆ is small, then the MLE has better reliability than the ALE, while the situation is opposite for large ∆. Therefore one cannot claim that a certain estimator of these two is better than the other one. The estimator LS is worse than the MLE and than the ALE; however, its reliability is still not bad. The reliability of the estimator Med is very low; it certainly cannot be used for ∆ ≤ 100. However, if (as in the case discussed in Example 3) one cannot propose any estimate other than Med, then one should use it even though its accuracy is very low.
