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RESUME – L’amélioration de la disponibilité et de la fiabilité des éoliennes offshores et des systèmes de récupération de l’énergie 
des courants marins implique la nécessité de minimiser et de prévoir les opérations de maintenance. En fonctionnement à vitesse 
variable ou en régime transitoire, des techniques de traitement du signal avancées sont requises pour réaliser la détection et le 
diagnostic des défaillances à partir des courants statoriques. Dans ce contexte, plusieurs études récentes ont proposées l’utilisation de 
techniques temps-fréquence et temps-échelle pour le diagnostic. Les techniques les plus utilisées sont : Le spectrogramme, la 
transformée en ondelettes, la représentation de Wigner-Ville et la transformée de Hilbert-Huang. Cet article propose alors une étude 
comparative et une analyse de ces techniques pour la détection des défauts qui surviennent dans une génératrice asynchrone 
connectée à un réseau triphasé fonctionnant en régime nominal. 
ABSTRACT – Improvement of the reliability and availability of offshore wind and marine current turbine requires the 
minimization and the ability to predict maintenance operations. In variable speed operation or in transients, advanced signal 
processing techniques are required to detect and diagnose failures using stator currents. In this context, several recent studies have 
suggested the use of time-frequency and time-scale representations for that purpose. The most common techniques used are: the 
spectrogram, the wavelet transform, the Wigner-Ville representation and the Hilbert-Huang transform. This paper proposes a 
comparative study and an analysis of the above techniques for failure detection in an induction generator. 
 
MOTS-CLES – Génératrice asynchrone, circuits magnétiquement couplés, signaux non-stationnaires, représentations 
temps-fréquence/temps-échelle. 
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1. Introduction 
La diminution des ressources d’énergie fossiles, ainsi que la prise de conscience politique de la nécessité de maîtriser la 
demande d’énergie et de diminuer le rejet des gaz à effet de serre ont favorisés la diversification des sources énergétiques. Dans 
ce contexte, le recours aux énergies renouvelables dans le mix énergétique devient un véritable enjeu sociétal, économique et 
technologique. L’accroissement de l’intérêt donné à l’énergie éolienne contribue fortement à l’expansion des parcs éoliens 
terrestres et offshores. Ces parcs sont généralement installés dans des lieux lointains, difficiles d’accès, soumis à des conditions 
environnementales extrêmes. Par conséquent, la surveillance et le diagnostic des éoliennes deviennent primordiaux pour 
diminuer les coûts de maintenance et assurer la continuité de la production [1]. Ce problème est d’autant plus crucial pour les 
systèmes hydroliens en cours de développement qui en plus de l’isolement, ont pour caractéristiques d’être immergés. C’est 
pourquoi notre étude menée essentiellement sur les systèmes éoliens peut s’appliquer également aux systèmes hydroliens. 
Si les activités de recherche sur les systèmes éoliens ont conduits à une meilleure optimisation de l’efficacité et des 
performances des turbines et une meilleure gestion de leur énergie, la fiabilité de ces systèmes reste encore à améliorer surtout 
lorsqu’on s’intéresse à leur déploiement en mer. En effet, une étude récente [2]  a montré que les éoliennes terrestres présentent 
un taux de disponibilité très élevé de l’ordre de 95% à 99% suivant la complexité de la technologie. Alors que la disponibilité 
des éoliennes offshores diminue fortement suivant l’accessibilité du site d’implantation (Tableau 1). Les opérations de 
maintenance pour les éoliennes terrestres représentent 10% du prix total de l’énergie éolienne et sont estimées à 35 % de ce prix 
pour les éoliennes offshores [3]. Vu l’état d’avancement des projets industriels à travers le monde [4], il est difficile de se 
projeter sur ce type de grandeurs pour les hydroliennes mais on peut légitimement supposer que ces coûts de maintenance 
seront au moins du même ordre de grandeur que ceux des éoliennes offshores. 
Pour améliorer la fiabilité de ces systèmes, il est nécessaire de détecter et caractériser les défauts de façon précoce afin 
d’anticiper l’arrêt définitif du système. Plusieurs études ont démontrées l’intérêt d’utiliser les courants statoriques pour 
surveiller les génératrices asynchrones et les éoliennes associées [5-6-7]. Dans les éoliennes à vitesse variable ou en régime 
transitoire, les outils classiques basés sur la transformée de Fourier ne permettent pas de mettre en évidence des comportements 
locaux non-stationnaires. Pour répondre à cette problématique, plusieurs auteurs ont proposé l’utilisation de techniques 
avancées pour la détection des défauts au niveau de la génératrice d’une éolienne ou hydrolienne. Ces techniques incluent des 
outils de représentation temps-fréquence et temps-échelle aussi diverses que le spectrogramme [8], la transformée en ondelettes 
[9], la représentation de Wigner-Ville [10] et la transformée de Hilbert-Huang [11]. Cependant, ces études ne présentent pas les 
avantages et les inconvénients de chaque technique, ni une estimation du temps de calcul de chaque méthode, paramètre clé 
dans la perspective d’une implémentation temps réel dans un microprocesseur dédié. 
Cet article aborde alors ces différents aspects en comparant plusieurs représentations temps-fréquence et temps-échelle. Les 
signaux de simulation sont générés à partir d’un modèle basé sur la théorie des circuits électriques magnétiquement couplés 
[12].Cet article est organisé comme suit : la section II décrit les techniques temps-fréquence pour l’analyse des signaux non-
stationnaires. Dans la section III, les performances des techniques sont comparées pour la détection de cassures de barres 
rotoriques dans la génératrice asynchrone. La dernière partie conclut cet article et présente des perspectives pour de nouvelles 
investigations. Dans cet article les génératrices étudiées sont des génératrices asynchrones à cage directement connectées au 
réseau ce qui représente une portion importante des éoliennes installées. Néanmoins, moyennant certaines précautions l’étude 
peut apporter des éléments de réflexion sur des systèmes à vitesse variable. 
Tableau 1. Disponibilité des parcs éoliens terrestres et offshores existant en Europe [2] 
Les fermes éoliennes Distance offshore (km) Disponibilité moyenne (%) 
Années d’opération 
1                      2                        3 
 
Parcs terrestres européens --- 98.2 (moyenne) 
North Hoyle, GB, offshore 8 84.0                89.1                   87.4 
Scroby Sands, GB, offshore 2 84.2                75.1                   90.4 
Kentish Flats, GB, offshore 8.5 87.0                73.5                    --- 
Egmond Aan Zee, Pays-Bas, 
offshore 
11 81.4                  ---                      --- 
Barrow, GB, offshore 10 67.4                  ---                      --- 
 
 
 
2. Techniques temps-fréquence / temps-échelle 
Si l’analyse fréquentielle de Fourier met en œuvre deux représentations conjuguées et globales, l’une de type temporel, et 
l’autre de type fréquentiel, la nature est cependant riche en signaux pour lesquels l’information utile est véhiculée non 
seulement par les fréquences émises mais aussi par la structure temporelle même du signal [13]. Pour les besoins de traitement 
du signal, on a associé, à un signal temporel ou fréquentiel, des représentations possédant simultanément la dimension 
temporelle et fréquentielle. Ces représentations sont qualifiées de représentations temps-fréquence ou temps échelle. Ces 
représentations ne constituent pas un gain d’informations, mais plutôt une redistribution de l’information contenue dans le 
signal analysé de façon à en faciliter l’interprétation. Diverses méthodes engendrent des représentations temps-fréquence ou 
temps-échelle de propriétés et performances variées. 
2.1 Spectrogramme 
Le spectrogramme est basé sur la Transformée de Fourier à Court Terme (TFCT). La TFCT considère implicitement que 
l’évolution du contenu fréquentiel du signal est peu conséquente sur l’étendue d’une fenêtre d’analyse. Elle divise le signal en 
séquences courtes et consécutives, puis calcule la Transformée de Fourier de chaque segment. La formulation mathématique de 
la TFCT est donnée par l'équation (1). 
 
                               
  
  
                   (1) 
 
Où      représente le signal temporel échantillonné,      est la fenêtre temporelle. Le spectrogramme est défini comme étant le 
carré du module de TFCT, c’est à dire             . La résolution en temps et en fréquence du spectrogramme est limitée par 
le principe d’incertitude de Heisenberg-Gabor qui stipule que l’on ne peut pas être infiniment précis en temps et en fréquence 
[14], la formulation mathématique du principe d’incertitude de Heisenberg-Gabor est donnée par l’inégalité (2). 
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Où    et      sont respectivement la résolution temporelle et la résolution fréquentielle et sont définis par (3). 
 
     
 
 
                     et       
 
 
                              (3) 
 
   Étant l’énergie du signal et    ,     correspondent respectivement au centre temporel et fréquentiel de l’énergie. Ces 
quantités sont définies par l’équation (4). 
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Le spectrogramme est une analyse mono-résolution; on ne pas être à la fois « précis » en temps et en fréquence. Cependant, 
pour une large classe de signaux réels, les zones d’énergie sont non-stationnaires sur des périodes courtes à haute fréquence 
d’où l’intérêt d’une analyse multi-résolution. 
2.2 Scalogramme 
La transformée en ondelettes permet une analyse des différentes fréquences avec diverses résolutions ; haute résolution 
fréquentielle en basses fréquences et haute résolution temporelle en hautes fréquences. La transformation en ondelettes (TO) 
revient à projeter le signal à analyser sur une base de fonctions déduites par décalage temporel et dilatation/compression d’une 
fonction initiale appelée ondelette mère. La transformée en ondelettes continue est donnée par (5). 
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Avec   t) est l’ondelette mère qui doit être “passe-bande ”, de moyenne nulle et de densité spectrale d’énergie très inférieur à 
 
   
 et    est l’échelle de la décomposition. 
Le scalogramme est défini comme étant le carré du module de la TO, c’est à dire         . C’est une distribution d’énergie 
temps-échelle [14]. En considérant que les représentations temporelle et fréquentielle de l’ondelette mère sont concentrées 
autour, respectivement, de l’instant   et d’une fréquence    appelée fréquence centrale, la transformation en ondelettes peut être 
interprétée comme une représentation temps-fréquence ; la variable échelle est alors liée à la fréquence     par la relation 
    
  
 
. 
Le scalogramme obéit également au principe d’incertitude d’Heisenberg-Gabor, malgré son caractère multi-résolution ; la 
résolution temporelle s’améliore et la résolution fréquentielle se dégrade pour les termes hautes fréquences. Par ailleurs, 
l’inconvénient majeur de la TO vient d’absence de critère de choix sur le type d’ondelette mère à utiliser. 
2.3 Distributions temps-fréquence quadratiques 
Pour remédier aux inconvénients du spectrogramme et du scalogramme, des distributions temps-fréquence quadratiques ont été 
proposées [15]. Ces distributions permettent une meilleure résolution temps-fréquence car elles ne sont pas contraintes par le 
principe d’incertitude d’Heisenberg-Gabor. La distribution de Wigner-Ville (DWV), qui peut être interpréter comme étant la 
distribution de l’énergie en fonction du temps et de la fréquence, est l’une de ces distributions. La DWV est définie comme suit 
(6) [16]. 
 
             
 
 
 
  
  
      
 
 
                                                           (6) 
 
Cette expression peut être interprété comme étant la transformée de Fourier du Kernel         défini par (7). 
 
            
 
 
       
 
 
                                                                    (7) 
 
La DWV donne une concentration parfaite de la fréquence instantanée en cas de modulation linéaire. Cependant, pour d’autres 
types de modulation, elle introduit des termes d’interférences internes dans la distribution [16]. De plus, elle produit des 
interférences externes appelées “cross-terms” dans le cas de signaux multi-composants à cause de sa non-linéarité. 
En pratique, une version lissée de la DVW est souvent préférée. Elle est nommée la distribution de Wigner-Ville lissée et 
définie par (8). 
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Où       est la fenêtre de lissage qui permet de réduire l’amplitude des termes d’interférences. 
Les techniques mentionnées ci-dessus représentent la distribution énergétique du signal dans le plan temps-fréquence (ou 
temps-échelle). Elles sont toutes une convolution temps-fréquence, temps-échelle d’un noyau avec la distribution de Wigner-
Ville (Classe de Cohen, Classe de Rioul-Flandrin). 
2.4 Transformée de Hilbert-Huang et ses extensions 
La transformée de Hilbert-Huang (THH) est une technique non-linéaire qui permet d’extraire le contenu temps-fréquence des 
signaux non-stationnaires. Pour obtenir une représentation temps-fréquence, les signaux sont décomposés en une somme de 
signaux mono-composants modulés en amplitude et/ou en fréquence. Ensuite, la fréquence et l’amplitude instantanées sont 
extraites des signaux résultants en utilisant une technique de démodulation. 
Pour décomposer le signal en une somme de signaux mono-composants appelés IMF (Intrinsic Mode Function), Huang et al. 
[17] ont proposé une technique empirique appelée EMD (Empirical Mode Decomposition). La transformée d’Hilbert quant à 
elle permet de calculer le signal analytique des IMFs et ainsi déduire la fréquence instantanée et l’enveloppe complexe des 
IMFs. Le théorème de Bedrosian, traitant de la transformée d’Hilbert [18] du produit de deux fonctions réels, démontre que 
l’unicité du couple fréquence instantanée et de l’enveloppe complexe est vérifiée si les spectres de l’enveloppe complexe et du 
sinus de la phase instantanée sont disjoints. 
Pour résumer, la transformée de Hilbert-Huang se compose de 3 étapes : 
– Les IMFs sont extraites du signal original grâce à l’EMD dont l’algorithme est décrit dans [19] ; 
– La transformée d’Hilbert est appliqué sur les IMFs ; 
– L’extraction de l’enveloppe complexe et de la fréquence instantanée. 
En représentant conjointement l’amplitude instantanée et la fréquence instantanée en fonction du temps, il est alors possible de 
représenter le contenu temps-fréquence du signal. En utilisant d’autres techniques de démodulation, il est possible d’obtenir de 
nouvelles représentations. En particulier la transformée de Huang-Teager est une dérivée de la THH obtenue en remplaçant la 
démodulation basée sur Hilbert par une démodulation basée sur l’opérateur d’énergie de Teager-Kaiser [20]. 
3. Résultats de simulation 
Dans cette section, Les performances des techniques mentionnées ci-dessus sont analysées. Pour évaluer ces performances, 
nous utiliserons un modèle de circuits électriques magnétiquement couplés. 
3.1 Simulation de la génératrice asynchrone en présence de défauts 
Pour la majorité des défauts, le contenu harmonique des courants statoriques peut être approximé par des modèles linéaires de 
la machine asynchrone. La méthode des circuits magnétiques couplés permet ainsi d’établir un tel modèle électromécanique. La 
détermination du modèle de la machine asynchrone est basée sur un certain nombre d’hypothèses dont les principales sont 
citées ci-dessous : 
– Les tôles magnétiques sont de perméabilité infinie ; 
– Le circuit magnétique est non conducteur ; 
– Les pertes par hystérésis dans les tôles du circuit magnétique sont négligeables. 
On considère, par ailleurs, que la machine est constituée d’un stator à bobinage réparti ayant 3 phases et d’un rotor à cage ayant 
30 barres. 
Les équations différentielles régissant l’évolution des grandeurs électriques et mécaniques de la machine asynchrone dans 
l’espace des phases sont générées à partir des connaissances sur la géométrie de la machine (caractéristiques des bobinages, 
formes d’encoches statoriques et rotoriques, les éléments défaillants et les dimensions). Dans ce système d’équations, les 
matrices d’inductances propres et mutuelles nécessaires pour le calcul du modèle de la machine sont calculées en se basant sur 
l’énergie magnétique stockée dans l’entrefer qui est déterminée grâce à la théorie des fonctions de bobinages [12]. Cette 
méthode de calcul permet d’obtenir des coefficients de mutuelles symétriques quel que soit l’état de la machine, ce qui est en 
accord avec l’interprétation physique des mutuelles inductances. Ce modèle est utilisé pour générer les courants statoriques de 
la génératrice asynchrone en fonctionnement à vitesse variable dans le cas sain et le cas défaillant. Dans le cadre de cet article et 
pour illustrer notre analyse comparative, nous nous intéressons aux cassures de barres rotoriques qui sont des défaillances que 
l’on peut encore rencontrer dans les génératrices asynchrones et qui présente une probabilité de non détection importante, du  
faite de l’inaccessibilité directe des grandeurs rotoriques. 
Des signaux de simulations de 1-sec ont été échantillonnés à une fréquence de 1-kHz et ont été générés en simulant une 
génératrice asynchrone de 4-kW à 1 paire de pôle connectée à un réseau triphasé puissant et fonctionnant en régime nominal. 
3.2 Représentation et analyses 
Les représentations ont été implémentées en utilisant la Toolbox Temps Fréquence sous Matlab [21] sauf pour la THH qui a été 
réalisée en utilisant l’algorithme de G. Rilling sous Matlab [19]. Le spectrogramme a été réalisé avec la fenêtre de Hamming 
avec un chevauchement de 50% entre segments. Le scalogramme a été calculé en utilisant une ondelette de type chapeau 
mexicain. La fenêtre choisie pour le lissage de la distribution de Wigner-Ville est celle de Hamming. La distribution de Wigner-
Ville a été appliquée à un signal analytique. Les paramètres de l’EMD sont similaires à ceux utilisés dans [17]. L’analyse de la 
Figure 1 révèle que le spectrogramme permet de visualiser la signature de la  défaillance de la génératrice sur les courants 
statoriques. La signature fréquentielle du défaut est visible, mais la résolution temporelle et fréquentielle reste faible. Le 
scalogramme des signaux simulés est donné sur la Figure 2. On constate que cette approche multi-résolution permet une 
meilleure discrimination du cas défaillant que le spectrogramme. L’analyse de la Figure 3 montre que la distribution Pseudo 
Wigner-Ville présente une résolution temps-fréquence meilleure que les techniques précédentes. Néanmoins, la distribution de 
Wigner-Ville introduit des termes d’interférences qui peuvent erronés la détection. La Figure 4 montre la transformée d’Hilbert-
Huang du courant statorique. Dans le cas d’une cassure de barres rotoriques, le signal semble être modulé en fréquence. En 
effet, la fréquence instantanée de la composante à 50 Hz présente une variation dans le temps. 
 
(a)                (b) 
Figure 1 : Spectrogramme (a) génératrice saine et (b) 2 barres cassées 
 
(a)                (b) 
Figure 2 : Scalogramme (a) génératrice saine et (b) 2 barres cassées 
 (a)                (b) 
Figure 3 : Distribution de Wigner-Ville (a) génératrice saine et (b) 2 barres cassées 
 
(a)                (b) 
Figure 4 : Transformée d’Hilbert-Huang (a) génératrice saine et (b) 2 barres cassées 
 
3.3 Discussions 
L’analyse globale des résultats (Figures 1 à 4) montre que l’ensemble des techniques étudiées permet de détecter la présence 
des défaillances dans un contexte non-stationnaire. Cependant, les temps de calcul de ces techniques diffèrent largement suivant 
la complexité de la technique. Les temps de calcul ont été évalués sur un PC HP, avec un microprocesseur de type AMD Turion 
(tm) II Dual-Core Mobile M540 d’une fréquence 2.4 GHz. Pour le spectrogramme, qui est la méthode la plus simple à mettre 
en œuvre, le temps de calcul dans le cas sain et défaillant est de l’ordre de 0.011-sec. Le scalogramme présente une résolution 
multiple. Cependant, son temps de calcul est nettement élevé (4.62-sec pour chaque cas). Ce temps de calcul peut être un 
handicap quand à l’implémentation en temps réel de la technique. La distribution de Wigner-Ville se caractérise par une 
meilleure résolution. En comparaison avec les deux précédentes méthodes, cette technique à un temps de calcul moindre que le 
scalogramme mais qui reste supérieur à celui du spectrogramme (0.12-sec dans chaque cas). Enfin, La transformée d’Hilbert-
Huang présente un bon compromis entre performances et temps de calcul en comparaison avec les techniques antécédentes 
(0.29-sec dans le cas défaillant et 0.15 dans le cas sain). Le tableau 2 synthétise alors les éléments clés de notre analyse 
comparative. 
 
Tableau 2. Performances des techniques d’analyse non-stationnaire 
 Spectrogramme Scalogramme DWV THH 
Résolution –  – + +  + + 
Artefacts + + + + –   + 
Temps de calcul + + –  – +  + 
Les représentations temps-fréquence sont des outils compliqués, coûteux en temps de calcul et demandent des connaissances 
avancées pour l’ajustement des paramètres de chaque technique. De plus, ces représentations ne sont qu’une première étape 
dans la mise en place d’un algorithme de diagnostic complet. En effet, pour établir une décision sur l’état de la génératrice, il 
faudrait extraire des paramètres à partir de ces représentations pour obtenir une mesure de la sévérité du défaut. Cette étape peut 
faire appel à des techniques d’intelligences artificielles telles que les réseaux de neurones ou les Séparateurs à Vastes Marges 
(SVM) [22]. Ces techniques de reconnaissance de formes seront l’objet de nos futurs travaux. 
Les techniques de démodulation, tels que la transformée de Concordia [23], la transformée d’Hilbert [24] et l’Analyse en 
Composantes Principales [25], peuvent être une alternative à ces techniques de temps-fréquence. En effet, plusieurs études 
récentes ont démontrées que les défauts introduisent des modulations d’amplitude et/ou de fréquence sur les courants 
statoriques [26-29]. La sévérité du défaut est proportionnelle à l’index de modulation et par conséquent il suffira d’estimer les 
index de modulation à partir des signaux démodulés pour se renseigner sur l’état de la génératrice. Ces techniques ont déjà fait 
objet d’une étude approfondie dans notre unité de recherche et seront synthétisées dans des travaux à venir. 
4. Conclusion 
L’étude présentée dans cet article analyse les performances des techniques temps-fréquence, temps-échelle pour le diagnostic 
des défauts dans une génératrice asynchrone. Cette étude fournit une comparaison de ces techniques pour la visualisation de la 
signature fréquentielle des cassures de barres en régime transitoire. Les résultats obtenus en simulation dans le cas d’une 
génératrice asynchrone indiquent que toutes les techniques permettent de visualiser les défaillances. Cependant leur résolution 
temps-fréquence ainsi que leur coût calculatoire peuvent varier significativement suivant la méthode utilisée. Pour réaliser la 
détection, une étape supplémentaire est nécessaire. Elle consiste à extraire, à partir de ces représentations du signal, des critères 
qui permettront de décider quand à l’existence et la sévérité d’un défaut. Des études expérimentales vont également être 
réalisées pour conforter les résultats obtenus par simulation sur un banc d’émulation d’une éolienne. Plus particulièrement, le 
caractère non-stationnaire, dû au profil du vent dans les systèmes à vitesse variable ou au caractère fugitif de certaines 
défaillances, va être mis en relief dans le but de proposer des outils fiables et sûrs pour la détection et le diagnostic des 
défaillances des génératrices dans les systèmes éoliens. 
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