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a b s t r a c t
We define closed edge colorings of directed graphs, and state a conjecture about the
maximum size of a tournament graph that can be arc-coloredwithm colors and contain no
closed subgraphs.We prove special cases of this conjecture.We show that if this conjecture
is correct then for any (undirected) graphwithpositive edge lengths and a given subsetV ′ of
nodes, covering all the shortest paths between pairs of nodes of V ′ requires at least |V ′|−1
edges. We use the latter property to produce an approximation algorithm with improved
bound for minimizing the diameter or the radius of an unweighted graph by adding to it a
given number of new edges.
© 2010 Elsevier B.V. All rights reserved.
0. Introduction
In this paper we provide two conjectures. The first conjecture gives a sufficient condition for a tournament graph to
contain a closed coloring subgraph. The second conjecture gives a lower bound on the cardinality of the set of edges that
cover all pair shortest paths in a given vertex subset of an edge-weighted graph. We prove that the first conjecture implies
the second. If the second conjecture is true we can improve the best known approximation ratios of the p-edge minimum
diameter problem and the p-edge minimum radius Problem.
In the first section we consider a tournament digraph (a digraph obtained by choosing a direction for each edge in a
compete graph) D = (N, A), where the arcs of A are given colors from {1, 2, . . . ,m}. We define closed coloring subgraphs of
D and present Conjecture 1.2 which shows a sufficient condition for a colored tournament D to contain a closed subgraph.
Special cases of the conjecture are proved in an Appendix.1
In the second sectionwe consider a connected undirected graph G = (V , E) and a subset V ′ ⊂ V . Theminimum shortest
paths covering problem (proven to be NP-hard) asks to find the set of minimum number of edges that cover all of the
shortest u–v paths for all u, v ∈ V ′. In this section we present Conjecture 2.2 which gives a lower bound on the cardinality
of such set of edges. We also prove that Conjecture 2.2 is true if Conjecture 1.2 is true (Theorem 2.3).
The last section describes the p-edgeminimumdiameter and p-edgeminimumradius problems: Given an edge-weighted
undirected graph G, the p-edge minimum diameter problem (respectively p-edge minimum radius problem) is to add to G p
zero-length edges so that the resulting diameter (respectively radius) is minimized. For the p-edge minimum diameter
problem there is a 4-approximation algorithm by Li et al. [3]. We show that if Conjecture 2.2 is true, then a slight variation
of this algorithm provides a 2-approximation for both diameter and radius problems.
∗ Corresponding author. Tel.: +972 3 640 9281.
E-mail addresses: becknili@mta.ac.il (N. Guttmann-Beck), hassin@math.tau.ac.il, hassin@post.tau.ac.il (R. Hassin).
1 We are not aware of literature closely related to our concept of closed coloring. There is some resemblance to oriented graph coloring surveyed by
Sopena [1]. This is a partition of the nodes of a directed graph such that (i) no two adjacent nodes belong to the same subset and (ii) all the arcs between
any two subsets have the same direction. Open problems on the existence of monochromatic paths in arc colored tournaments are mentioned in the Open
Problem Garden [2].
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Fig. 1. Closed colorings.
1. Closed colorings
Definition 1.1. In this paper, an arc-colored tournament is a tournament digraph (a digraph obtained by choosing a direction
for each edge in a complete undirected graph) D = (N, A) such that
1. The arcs in A are given labels from {1, . . . ,m}. We also refer to the labels as colors.
2. For every color, the arcs labeled by this color induce a bipartite subgraph, where in this paper a bipartite graph means a
directed graph with node set A ∪ B and arc set E such that (u, v) ∈ E implies u ∈ A and v ∈ B.
An arc (i, j) ∈ A is closed by a a, b ∈ A if
(i) Either a = (i, k) and b = (j, l) (in this case (i, j) is closed by the tails of a and b), or a = (k, i) and b = (l, j) (in which
case (i, j) is closed by the heads of a and b), for some k, l ∈ N \ {i, j}.
(ii) a and b have the same color.
The arc-coloring of a subgraph D′ = (N, A′) of D is closed if
(iii) Every arc of A′ is closed by a pair of arcs in A′.
(iv) Every arc of A′ is used to close other arcs exactly twice, once by its tail, and once by its head.
A subgraph whose arcs are colored by a closed coloring is also said to be closed.
Fig. 1 shows some examples of subgraphswith closed colorings. The numbers indicate labels (colors).We call the top-left
graph closed C4 and the top-middle graph a closed K2,3.
Conjecture 1.2. If m ≤ |N| − 2 then D contains a closed subgraph.
Another way to state the conjecture is that the maximum order of an arc-colored tournament withm colors, which does
not contain a closed subgraph, ism+ 1.
We note that it is possible to color some tournaments with m = |N| − 1 colors so that no closed subgraph exists. For
example, suppose that D is acyclic and (i, j) ∈ A if i < j. Then color the arc (i, j) with color i. Since every color set has
a common tail vertex, its arcs cannot close any other arc by their tails, and consequently no closed subgraph exists. An
example of such a coloring is shown in Fig. 2 with |N| = 4. Solid lines represent the first color, dotted lines the second color
and dashed line the third color.
The next two theorems confirm Conjecture 1.2 for n = 4, 5:
Theorem 1.3. A tournament with bicolored arcs on four nodes contains a closed C4.
Theorem 1.4. A tournament on five nodes colored with three colors, contains a closed C4 or a closed K2,3.
The proofs of Theorems 1.3 and 1.4 involve detailed case analysis and are given in the Appendix. A similar proof for six
nodes becomes a formidable task, though some special cases could be proved easily. Therefore, it seems that a different
approach is needed to prove Conjecture 1.2 in its generality.
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Fig. 2. An example with |N| − 1 colors.
Fig. 3. An example for the reduction in Theorem 2.1.
2. Edge covering of shortest paths
Given a connected undirected graph G = (V , E) with V = {v1, . . . , vn}, positive edge weights (lengths), and a subset
V ′ ⊂ V , the minimum shortest path edge covering problem is to find the minimum number of edges that cover all of the
shortest u–v paths u, v ∈ V ′. In this definition, an edge e covers a path P if e ∈ P .2
Theorem 2.1. Shortest path edge covering is strongly NP-hard.
Proof. We use a reduction from the vertex cover problem3: Given Gv = (Vv, Ev), the vertex cover problem is to compute
a minimum cardinality subset V ′ ⊆ V such that for every e ∈ Ev, V ′ ∩ e ≠ ∅. For a given instance Gv we construct an input
graph Gc = (Vv ∪ {x}, Ec) for the shortest path edge covering problem, where Ec = {(x, v)|v ∈ Vv} ∪ {(v1, v2)|v1, v2 ∈
Vv, (v1, v2) ∉ Ev}. The length of an edge (x, v), v ∈ Vv is set to 2, and the length of an edge (v1, v2), v1, v2 ∈ Vv, (v1, v2) ∉ Ev
is set to 3. An example for the reduction can be seen in Fig. 3, Gv is presented on the left, and Gc is presented on the right.
Let P be an edge cover of the shortest paths between all pairs of nodes in Vv in the graph Gc . For every pair of nodes
v1, v2 ∈ Vv such that (v1, v2) ∉ Ev, (v1, v2) ∈ Ec is the shortest path between v1 and v2 in Gc , so this edge must be
contained in P . For every pair of nodes v1, v2 such that (v1, v2) ∈ Ev , the shortest path in Gc is the path composed of the two
edges (v1, x) and (x, v2). So P must contain at least one of these edges (which is equivalent to choosing one of the nodes
v1, v2 to the vertex cover in Gv).
Hence the number of edges in the optimal P is equal to a constant
 n
2
− |Ev| plus the number of vertices in a vertex-
cover. Giving that the shortest path edge-covering problem is strongly NP-hard. 
Conjecture 2.2. Consider V ′ ⊂ V , |V ′| = p ≤ n. Let P be the set of  p2  shortest paths between pairs of nodes in V ′, and let
E ′ ⊂ E be a cover of P . Then |E ′| ≥ p− 1.
2 Finding theminimum cover for the all pair shortest paths is a type of a network inhibition problem. In other variants the goal is to reduce connectivity, or
increase the weight of a minimum spanning tree by damaging edges of a given graph. These problems were approximated by Phillips [4] and Frederickson
and Solis–Oba [5], respectively. Frederickson and Solis–Oba [5] studied the problem of computing the maximum increase in the weight of the minimum
spanning trees of a graph, caused by the removal of a given number of edges. They show the problem is NP-hard and give anΩ(1/ log k)-approximation
algorithm where k > 1 is the number of edges to be removed.
Israeli andWood [6] studied the problem of interdicting the arcs in a network in order to maximize the shortest s–t path length. Interdicting is an attack
on an arc that destroys the arc or increases its length. They formulate this problem as a mixed-integer program and developed efficient algorithms.
Nardelli et al. [7] treat the problem of removing a vertex and its incident edges from a graph that mostly increases the shortest path length.
Zenklusen [8] gives hardness results and constant factor approximations for the problem of matching interdiction, that requires to compute an optimal
edge or node removal such that the maximum weight of a matching in the resulting graph is minimized.
3 A proof of a similar nature showing that the minimum cover of an arbitrary set of paths is NP-hard even on a star graph, can be seen in [9].
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Fig. 4. Closing related to (v1, v2).
We denote by l(vi, vj) the length of a shortest path between vi and vj. To simplify the presentation we assume, without
loss of generality, that the values l(vi, vj), 1 ≤ i < j ≤ n are distinct and that for every u, v ∈ V , the shortest u–v path,
denoted Pu,v , is unique.
Theorem 2.3. Conjecture 1.2 implies Conjecture 2.2. In particular, if Conjecture 1.2 holds for |N| = p then Conjecture 2.2 also
holds for |V ′| = p.
Proof. Suppose that there exists a cover E ′ of P such that |E ′| ≤ p − 2. We construct an arc-colored tournament graph
D = (V ′, A′), |V ′| = p, such that Conjecture 1.2 implies that D contains a closed subgraph, and this leads to a contradiction.
For every pair u, v ∈ V ′, we arbitrarily choose an edge euv ∈ E ′ ∩ Puv and refer to it as the edge which covers Puv . For
every e ∈ E ′ we arbitrarily mark its end vertices as ae and be.
We associate with every edge e ∈ E ′ a partition Ae = {v ∈ V |l(v, ae) < l(v, be)}, and Be = V \ Ae, and also a color ce.
The vertex set of D is V ′. For every u, v ∈ V ′, the arc connecting u and v is directed from u to v if u ∈ Aeuv (and hence
v ∈ Beuv ). Otherwise the arc is directed from v to u. This arc is colored ceuv .
The graphD contains |V ′| = p nodes and is colored by |E ′| ≤ p−2 colors. By construction, the arcs corresponding to each
color ce induce a bipartite subgraph (all are directed from Ae to Be). Therefore, assuming the correctness of Conjecture 1.2, D
contains a closed subgraph D′.
Suppose that (u, v) ∈ D′ and Puv is covered by e ∈ E ′ where u ∈ Ae (and v ∈ Be). Since D′ is closed, (u, v) is closed by the
tails (heads) of a pair of equicolored arcs in D′, say having color cf , and both of these tails are in Af (Bf , respectively). Then,
since Puv consists of the shortest paths Pu,ae , Pbe,v and the edge ewhich has a positive length,
l(u, ae)+ l(v, be) < l(u, af )+ l(v, af )
(when (u, v) is closed by the heads of the arcs we get l(u, ae)+ l(v, be) < l(u, bf )+ l(v, bf )).
We observe that since every arc is used to close other arcs once by its tail and once by its head, and all arcs are closed,
each distance appears once on each side of the sum. For example consider an edge (v1, v2) ∈ D′ colored cf (see Fig. 4). There
is a pair of arcs of the same color, say ce, closing (v1, v2). Suppose it is closed by their tail side, then:
l(v1, af )+ l(v2, bf ) < l(v1, ae)+ l(v2, ae).
Wenow show that the distances l(v1, af ) and l(v2, bf ) appear also (exactly once) on the right-hand side of such inequalities:
• The tail of (v1, v2) is used to close an edge, say (v1, v4) colored ch. Then we have the inequality
l(v1, ah)+ l(v4, bh) < l(v1, af )+ l(v4, af ).
• The head of (v1, v2) is used to close an edge, say (v3, v2) colored cg . Then we have the inequality
l(v3, ag)+ l(v2, bg) < l(v3, bf )+ l(v2, bf ).
Since every distance used in these inequalities appears exactly once on each side, summing the inequalities over all
(u, v) ∈ D′ gives a contradiction. See also Example 2.4. 
Example 2.4. Fig. 5 (left) shows an example where V ′ = {v1, . . . , v4}, E ′ = {e = (ae, be), f = (af , bf )}, Pv1,v2 = (Pv1,ae ,
e, Pbe,v2), Pv3,v4 = (Pv3,ae , e, Pbe,v4), Pv1,v3 = (Pv1,af , f , Pbf ,v3), and Pv2,v4 = (Pv2,af , f , Pbf ,v4). The edges e and f are a shortest
paths cover where e covers Pv1,v2 and Pv3,v4 and f covers Pv1,v3 and Pv2,v4 . In this case, Ae = {v1, v3}, Be = {v2, v4}, Af ={v1, v2}, and Bf = {v3, v4}. The graph D′ is shown in Fig. 5 (right). The following inequalities hold for this instance:
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Fig. 5. The graphs for Example 2.4.
From the arc (v1, v2) ∈ D′: l(v1, ae)+ l(v2, be) < l(v1, af )+ l(v2, af ).
From the arc (v3, v4) ∈ D′: l(v3, ae)+ l(v4, be) < l(v3, bf )+ l(v4, bf ).
From the arc (v1, v3) ∈ D′: l(v1, af )+ l(v3, bf ) < l(v1, ae)+ l(v3, ae).
From the arc (v2, v4) ∈ D′: l(v2, af )+ l(v4, bf ) < l(v2, be)+ l(v4, be).
We note that the edge (v1, ae) appears once on the left side of an equation, in the equation created by short path
connecting v1 and v2 (and the arc (v1, v2) ∈ D′), and once on the right side of an equation, when the tail side of the edge
(v1, v2) is used to close another edge.
Summation of these inequalities yields the contradiction.
From Theorems 1.3, 1.4 and 2.3 we conclude:
Corollary 2.5. Conjecture 2.2 holds for p ≤ 5.
3. Minimizing the diameter or radius
The diameter of a graph G, is D(G) = maxv,u∈V l(v, u). The radius of G is r(G) = minv∈V maxu∈V l(u, v).
The p-edgeminimumdiameter problem is to add p edges of length 0 to a given edgeweighted undirected graphG, so that
the resulting diameter is minimized. Similarly, the p-edge minimum radius problem is to minimize the resulting radius.
Denote by dopt and ropt the optimal solution values for the p-edge minimum diameter and radius problems, respectively.
Also, given approximation algorithms for these problems, we denote by dapx and rapx the value of the solutions returned by
by these algorithms.
Alternatively, assume that G is unweighted and each edge (new and old) has unit length. The two versions are closely
related. We will deal with the weighted version and refer to the unweighted version in Remark 3.8 below.
The problems are examples to network upgrading problems, in which it is sought to improve a performance measure by
shortening the length or increasing capacities (see, for example, [10]).
Li et al. [3] considered the unweighted version of the diameter problem and proposed the following algorithm: Compute
a 2-approximation solution {x0, . . . , xp} for the discrete (p + 1)-center problem, and add the edges (x0, xi) i = 1, . . . , p.
They proved that their solution satisfies dapx ≤ 4dopt + 2.4 Slight modifications of their arguments show that dapx ≤ 4dopt
for the weighted version of the problem (where new edges have zero cost). The following example shows that this bound is
tight:
Example 3.1. Consider a complete graph with V = {v1, v2, v3, v4} placed on a line (see Fig. 6) and edge lengths induced by
the line metric, such that the x-coordinates of v1, v2, v3, v4 are 0, 1, 2, 4, respectively. Let p = 2. An optimal solution to the
discrete 3-center problemwould be to locate centers at nodes v2, v3, v4 with a radius value of 1. A 2-approximation solution
for the 3-center problem, might locate the three centers at v3, giving a radius value 2. Taking these centers and connecting
themwith 2 edges of length 0 (actually not changing the graph), yields a graph of diameter dapx = l(v1, v4) = 4. An optimal
solution for the 2-edge problem would add the edges (v2, v3), (v3, v4), this gives a diameter dopt = 1.
There are 2-approximation algorithms for the discrete p-center problemwhich yield 2-approximation algorithms for the
solution dopt of the p-edge minimum diameter problem. For completeness we describe these algorithms. The algorithm of
Dyer and Frieze [15] is described in Fig. 7 (left). The algorithm of Plesník [16] which is a simplified version of the algorithm
4 Campbell et al. [11] considered a generalization of the problem, the p-upgrading arc diameter problem. In this version the goal is to select p edges
and reduce their lengths by a given constant factor. They provide a polynomial solution for both diameter and radius problem when the graph is a tree,
and consider heuristics for general graphs. Chepoi et al. [12] present a polynomial time algorithm for minimizing the diameter of a tree by decreasing edge
lengths subject to a budget constraint. Hambrusch and Lim [13] give a linear time algorithm to reduce the diameter of a tree to below a given bound by
edge reductions. The companion problem of adding a minimum number of edges that reduce the diameter to a given target has also been considered by Li
et al. [3]. See Ishii et al. [14] for recent developments on this version.
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Fig. 6. The graph for Example 3.1.
Fig. 7. The algorithms of Dyer and Frieze (left) and Plesník (right).
Fig. 8. A 2-approximation algorithm.
of Hochbaum and Shmoys [17] is described in Fig. 7 (right). Plesník’s algorithm assumes knowledge of dopt, which can be
justified by trying all the different edge lengths, or conducting a binary search over these values. Both algorithms yield a
solution with the following property:
Definition 3.2. A set of vertices U ⊂ V is an R-anticover of a graph G = (V , E) if:
1. l(u, w) ≥ R for every u, w ∈ U, u ≠ w.
2. For every v ∈ V ,min{l(v, u) : u ∈ U} ≤ R.
Property 3.3. Let X be the set of centers returned by Algorithm DF or Algorithm Ples for approximating the p-center problem, let
R be the corresponding radius (the maximum distance between a vertex and its nearest center), and let v∗ be a vertex which sets
this radius (v∗ = argmaxv∈V min{l(v, v′)|v′ ∈ X}). X ∪ {v∗} is an anticover of G.
We now propose a modification of the algorithm by Li et al. [3] (procedure APX in Fig. 8) and prove an improved bound.
Lemma 3.4. If G has p+2 nodes with distance at least R between any two of them, then Conjecture 2.2 implies that using p edges
the optimal solution for the p-edge minimum diameter problem is at least R and the optimal solution for the p-edge minimum
radius problem is at least R2 .
Proof. Consider a solution to the problem and the shortest paths in it among the p+2 nodes. By Conjecture 2.2, these paths
cannot be covered by p edges. Therefore, at least one of them contains only edges from G and its length is at least R. The
radius is at least half the diameter, and this gives the second part of the claim. 
Theorem 3.5. Assuming that Conjecture 2.2 is true, procedure APX (Fig. 8) returns a solution satisfying dapx ≤ 2dopt. Moreover,
rapx ≤ 2ropt, where the center of the added star, is the center for the radius in the approximate solution.
Proof. The diameter of G′ is at most 2R. By Property 3.3, X ∪ {v∗} is an anticover of size p+ 2, and therefore by Lemma 3.4,
dopt ≥ R.
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Fig. 9. A greedy algorithm.
Fig. 10. The graph for Remark 3.9.
The radius is at least half the diameter, hence ropt ≥ R2 . On the other hand, using one of the algorithms described in
Fig. 7, we can find p + 1 centers x1, . . . , xp+1 and connect them with the p edges (x1, x2), (x1, x3), . . . , (x1, xp+1), yielding
rapx ≤ R. 
Remark 3.6. Example 3.1 can be used to show that the bound rapx ≤ 2ropt stated in Theorem 3.5 is tight, when one edge
may be added to the graph. The algorithm may choose X = {v3, v1} giving a radius of 2 whereas ropt = 1 (by connecting v2
and v4).
Remark 3.7. The bound dapx ≤ 2dopt is tight as can be seen in the following example: The complete graph with nodes
V = {v1, v2, v3, v4} placed on a line and edge lengths induced by the linemetric, such that the x-coordinates of v1, v2, v3, v4
are 1, 2, 3, 4 respectively. Suppose one edge can be added to the graph. The algorithm may choose X = {v3, v1} giving a
diameter of 2 (between v2 and v4) whereas dopt = 1 (by connecting v1 and v4).
Remark 3.8. Li et al. [3] proved that for the unweighted version, their algorithm returns a solution of diameter dapx ≤
4dopt + 2. Applying our analysis to this case, the only change is that dapx ≤ 2R + 2 in the proof of Theorem 3.5, and by
Conjecture 2.2 dapx ≤ 2dopt + 2 for this case.
Remark 3.9. A natural ‘‘greedy’’ candidate for approximating the p-edge minimum diameter problem imitates the
algorithm of Dyer and Frieze as described in Fig. 9. This algorithm does not guarantee a constant error ratio as showed
by the following example. Let V = V1 ∪ · · · ∪ Vp+1 where each Vi consists of three vertices at unit distance from each
other. The distance between vertices from distinct subsets is a large number, say M > p (an illustration of the graph is
shown in the first line in Fig. 10). An optimal solution chooses a representative from each of the subsets and connects these
representatives by new edges, (the second line in Fig. 10). Thus, dopt = 2. Algorithm GR will successively connect vertices
of largest possible distance from each other. It may choose distinct vertices each time (third line in Fig. 10), resulting in
dapx ≥ p+ 1.
Appendix
In this Appendix we prove Theorems 1.3 and 1.4. We denote the arc connecting nodes i and j (i < j) with any of the two
possible orientations by (i, j).
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Fig. 11. Graphs for the proof of Theorem 1.3.
A.1. Proof of Theorem 1.3
Theorem 1.3. A tournament with bicolored arcs on four nodes contains a closed C4.
Proof. First note that the arcs touching any given node must be colored in two colors. Suppose otherwise, all arcs incident
with node 1 are colored c1 (Fig. 11(a)), then all other arcsmust be colored c2 (Fig. 11(b)) to avoid amonochromatic c1 triangle,
but then such a c2 triangle is created.
Consider node 1. W.l.o.g. suppose that (1, 2) and (1, 3) are colored c1, (1, 4) is colored c2 (Fig. 11(c)), (1, 2) is directed
2→ 1, and (1, 4) is oriented 1→ 4. Then, since c1 induces a bipartite graph, (1, 3)must be oriented 3→ 1 (Fig. 11(d)). To
avoid a c1 triangle, (2, 3)must be colored c2.
1. (2, 3) is oriented 2 → 3 (Fig. 11(e)). Arc (3, 4) cannot be colored c2, since c2 induces a bipartite graph, and there is no
direction for this arc that agrees with (2, 3) and (1, 4). Since c1 induces a bipartite graph, (3, 4)must be directed 3→ 4,
thus creating a closed C4, on (1, 2), (3, 4), (2, 3), and (1, 4) (Fig. 11(f)).
2. (2, 3) is oriented 3 → 2, (Fig. 11(g)). Arc (2, 4) cannot be colored c2 since there is no way to direct it to agree with the
direction of (2, 3) and (1, 4). Hence it is colored c1. Since c1 induces a directed bipartite graph, (2, 4) must be directed
2→ 4 (Fig. 11(h)) thus creating a closed C4 on (2, 4), (1, 3), (2, 3), and (1, 4). 
A.2. Proof of Theorem 1.4
Lemma A.1. Consider an arc-colored tournament without a closed subgraph. Suppose that it contains a monochromatic 4-arc
cycle. Then the other arcs connecting the nodes of this cycle are colored in two distinct colors which are also different from the
cycle’s color.
Proof. Suppose that the cycle’s arcs (1, 2), (2, 3), (3, 4), and (1, 4) are colored c1, andw.l.o.g. (1, 2) is directed 2→ 1. Since
c1 induces a bipartite graph the other arcs in this cycle must be oriented 2→ 3, 4→ 3, and 4→ 1.
Obviously the two other arcs on these nodes cannot be colored c1, to avoid a monochromatic triangle. Suppose, for
contradiction, that they have the same color, c2, and w.l.o.g. direct 1→ 3.
1. (2, 4) is oriented 2→ 4 (Fig. 12(a)). In this case (1, 2), (3, 4), (1, 3), and (2, 4) induce a closed subgraph.
2. (2, 4) is oriented 4→ 2 (Fig. 12(b)). In this case (1, 4), (2, 3), (1, 3), and (2, 4) induce a closed subgraph. 
Lemma A.2. If the arcs of a tournament on five nodes are colored with three colors and one color touches only one node, then it
contains a closed subgraph.
Proof. Suppose that one color touches only a single node. Remove this node and its adjacent arcs from the graph. The
remaining graph is a tournament on four nodes whose arcs are colored in two colors. By Theorem 1.3 it contains a closed
subgraph. 
Lemma A.3. If four arcs of a tournament on five nodes are colored c1, three arcs are colored c2, and the other three arcs are colored
c3, then it contains a closed subgraph.
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Fig. 12. Figure for Lemma A.1.
a
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Fig. 13. The subgraph induces by c1 is a square (see Lemma A.3).
Proof. We consider three cases:
1. c1 induces a square (Fig. 13(a)).
2. c1 induces a path (Fig. 14(a)).
3. The graph induced by c1 is neither a square nor a path (Fig. 15(a)).
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Fig. 14. The subgraph induces by c1 is a path (see Lemma A.3).
We also consider three cases for the graphs induced by c2 and c3.
(a) Both c2 and c3 induce paths.
(b) One of the colors, say c3, induces a path and the other one (c2) does not.
(c) Neither c2 nor c3 induce a path.
We enumerate all possible combinations of the above cases. In the figures, c1 is marked with solid lines, c2 with dashed lines
and c3 with dotted lines. In each case we are allowed to define an arbitrary orientation for one arc of each color, and since
each color class defines a bipartite subgraph, this may imply an orientation for one or more other arcs.
1. c1 induces a square (Fig. 13(a)). We arbitrarily direct 2 → 1, implying that the other c1 arcs must be directed 2 → 3,
4→ 3, and 4→ 1.
(a) Both c2 and c3 induce paths. The graphs suitable for this combination are isomorphic to the graph described in
Fig. 13(b). We arbitrarily direct 4 → 2 and 3 → 1, implying 5 → 2, 5 → 3, 5 → 1 and 5 → 4. Then, the
subgraph induced by (4, 5), (1, 3), (2, 4), (3, 5), (1, 4), and (2, 3) is a closed K2,3.
(b) c3, but not c2, induces a path—Infeasible combination.
(c) Neither c2 nor c3 induce a path. The graphs suitable for this combination are isomorphic to the graph in Fig. 13(c). We
arbitrarily direct 4→ 2 and 1→ 3, see Fig. 13(c). There are four cases for the way (1, 5) and (2, 5) are directed.
i. Direct 5 → 1 and 5 → 2, implying 5 → 3 and 5 → 4—see Fig. 13(d). The subgraph induced by
(4, 5), (1, 3), (1, 5), (2, 4), (1, 2) and (4, 3) is a closed K2,3.
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Fig. 15. The subgraph induces by c1 is neither a square nor a path (see Lemma A.3).
ii. Direct 5 → 1 and 2 → 5, implying 5 → 3 and 4 → 5—see Fig. 13(e). The subgraph induced by
(4, 5), (1, 3), (3, 5), (2, 4), (1, 4), and (2, 3) is a closed K2,3.
iii. Direct 1 → 5 and 5 → 2, implying 3 → 5 and 5 → 4—see Fig. 13(f). The subgraph induced by
(2, 5), (1, 3), (1, 5), (2, 4), (1, 4), and (2, 3) is a closed K2,3.
iv. Direct 1 → 5 and 2 → 5, implying 3 → 5 and 4 → 5—see Fig. 13(g). The subgraph induced by
(2, 5), (1, 3), (3, 5), (2, 4), (1, 2) and (3, 4) is a closed K2,3.
2. c1 induces a path (Fig. 14(a)). We arbitrarily direct 1→ 2, implying 3→ 2, 3→ 4, and 5→ 4.
(a) Both c2 and c3 induce paths. The coloring of this combination is isomorphic to the coloring described in Fig. 14(c).
We arbitrarily direct 4 → 1 and 4 → 2, implying 3 → 1, 3 → 5, 5 → 2, and 5 → 1. The subgraph induced by
(4, 5), (1, 2), (1, 5) and (2, 4) is a closed C4.
(b) c3, but not c2, induces a path. One of the arcs colored c2 is not connected with the other c2 arcs, and we refer to it as
the isolated arc.
i. The isolated c2 arc is (1, 4)— Fig. 14(d). In this case the other c2 arcs must be (2, 5) and (3, 5), and all other arcs
are colored c3. However these arcs do not create a path, contradicting the assumption of this case.
ii. The isolated c2 arc is (2, 4)— Fig. 14(e). In this case the other c2 arcs are (1, 3) and (3, 5). We arbitrarily direct
5 → 3 and 5 → 2, implying 5 → 1, 4 → 1, and 1 → 3. If we direct 2 → 4 then the subgraph
on (1, 2)(3, 4), (2, 4), and (1, 3) is a closed C4, whereas if we direct 4 → 2 then the subgraph induced by
(2, 4), (3, 5), (2, 3), and (4, 5) is a closed C4.
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Fig. 16. Proof of Theorem 1.4: Case 1.
iii. The isolated c2 arc is (3, 5)— Fig. 14(f). In this case the other c2 arcs are (1, 4) and (2, 4). We arbitrarily direct
5→ 3 and 5→ 2, implying 5→ 1 and 3→ 1. If we direct 4→ 2 the subgraph on (4, 5)(2, 3), (3, 5) and (2, 4)
is a closedC4, whereas directing 2→ 4 implies 1→ 4 and then the subgraphon (2, 4), (3, 5), (1, 3), (2, 5), (1, 2)
and (3, 4) is a closed K2,3.
(c) Neither c2 nor c3 induce a path. The coloring of this combination are isomorphic to the coloring in Fig. 14(b). We
arbitrarily direct 1 → 4 (which sets 1 → 3) and 4 → 2. If we direct 5 → 1 the subgraph on (1, 5)(2, 4), (1, 2)
and (4, 5) is a closed C4. Whereas if we direct 1 → 5, this implies 3 → 5. If we direct 5 → 2 then the
subgraph on (2, 5), (1, 4), (1, 5) and (2, 4) is a closed C4, whereas directing 2 → 5 (see Fig. 14(b)) the subgraph
on (3, 5)(2, 4), (2, 5)(1, 3)(1, 2) and (3, 4) is a closed K2,3.
3. The graph induced by c1 is neither a square nor a path (Fig. 15(a)). We arbitrarily direct 1→ 2, implying 3→ 2, 3→ 4
and 3→ 5.
(a) Both c2 and c3 induce paths. The graphs of this combination are isomorphic to the graph described in Fig. 15(b). We
arbitrarily direct 3→ 1 and 4→ 2, implying 5→ 2, 5→ 1, 4→ 1, and 4→ 5, and then the subgraph induced by
(1, 5)(2, 4), (4, 5)(1, 3)(1, 2) and (3, 4) is a closed K2,3.
(b) c3, but not c2, induces a path. We enumerate the cases according to the isolated c2 arc:
i. (2, 4) is isolated— Fig. 15(c). We arbitrarily direct 4 → 2 and 5 → 2, implying 5 → 4 and 1 → 4. If (1, 5) is
directed 1→ 5 then the subgraph on (1, 4)(2, 5)(1, 5) and (2, 4) is a closed C4, whereas directing 5→ 1 implies
3→ 1, so that the subgraph induced by (1, 2)(3, 4), (2, 4) and (1, 3) is a closed C4.
ii. (2, 5) is isolated— Fig. 15(d). We arbitrarily direct 4 → 2 and 2 → 5, implying 4 → 5 and 1 → 5. If (1, 4) is
directed 4 → 1 then the subgraph on (1, 4), (2, 5), (1, 5) and (2, 4) is a closed C4, whereas if we direct 1 → 4
then the subgraph induced by (1, 2)(3, 5)(2, 5) and (1, 3) is a closed C4.
iii. (1, 3) is isolated— Fig. 15(e). We arbitrarily direct 4 → 2 and 2 → 5, implying 4 → 1, 5 → 1, and 4 → 5. If
(1, 3) is directed 1 → 3 then the subgraph on (1, 2)(3, 5), (2, 5) and (1, 3) is a closed C4, whereas if we direct
3→ 1 then the subgraph induced by (1, 2)(3, 4)(1, 3)(4, 5)(2, 4) and (1, 5) is a closed K2,3.
(c) Neither c2 nor c3 induce a path—Infeasible combination. 
Theorem 1.4. A tournament on five nodes colored with three colors, contains a closed C4 or a closed K2,3.
Proof. Index the nodes 1, 2, 3, 4, 5, and the colors c1, c2 and c3. We prove the theorem by considering different cases of
maximal number of equicolored arcs.
1. The maximal number of equicolored arcs is 6, w.l.o.g. they are colored c1. These arcs must contain a 4-arc cycle plus two
arcs that are not internal to the cycle (see Fig. 16(a)). The direction 2 → 1 implies the directions of the other c1 arcs.
Since c1 contains no triangles, arc (1, 3) is colored differently, say c2 (see Fig. 16(b)). By Lemma A.2 if the graph does not
contain a closed subgraph then there must be another c2 arc not incident to either of nodes 1 and 3. The only arc which
is not colored yet and does not touch these nodes is (2, 4), contradicting Lemma A.1.
2. The maximal number of equicolored arcs is 5. W.l.o.g. suppose they are colored c1. By Lemma A.2 if the graph contains
no closed subgraph then each of colors c2 and c3 contains at least two arcs. W.l.o.g. suppose that there are two c2 arcs
and three c3 arcs. Let the c2 arcs be e and f . By Lemma A.2 they are node disjoint. Let e′ be the arc connecting the tail of e
and the head of f . Let f ′ be the arc connecting the tail of f and the head of e.
(a) Suppose that at least one of e′ and f ′ is colored c1. Choose such an arc and change its color to c2. If needed reverse
its orientation so that the c2 arcs induce a directed bipartite graph. Now the sizes of color classes are 4, 3, 3, and by
Lemma A.3 there is a closed subgraph. The closed subgraph does not use the changed arc, since it touches the other
c2 arcs. Hence it is also closed with respect to the original coloring.
(b) Suppose that both e′ and f ′ are colored c3. Repeat the above change for one of them such that the remaining two c3
arcs have a common node, and apply Lemma A.2 to reach the same conclusion.
3. The maximal number of equicolored arcs is 4. W.l.o.g. suppose they are colored c1. By Lemma A.2 if the graph contains
no closed subgraph then each of c2 and c3 contains at least two arcs. So there are two options.
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(a) There are three arcs of each of these colors. By Lemma A.3 the graph contains closed subgraph.
(b) One of the colors, say c2, is used by two arcs and the other color is used by four arcs. Repeat the procedure for changing
a color of an arc connecting a tail of one of the c2 arcs with the head of the other c2 arc, as described in Step 2a. Now
the sizes of the color classes are 4, 3, 3, and by the same arguments the graph contains a closed subgraph which is
closed also with respect to the original coloring. 
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