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a b s t r a c t
We revisit the Kukles system to show how advances in computer hardware and software
have improved symbolic calculations. We confirm directly that there are no non-
persistent centres for the Kukles system.We also prove an earlier conjecture regarding the
isochronous centres for the extended Kukles system. We introduce a technique whereby
modular resultants can be used to investigate the properties of resultants that cannot be
readily calculated using the existing software.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Our approach to the derivation of centre conditions, and the investigation of the closely related question of the bifurcation
of limit cycles, requires extensive use of Computer Algebra (CA) systems to handle calculations involving multivariate
polynomials of very high degree with very large integer coefficients. Here, by reference to examples, we demonstrate how
advances in computer hardware and software have made such calculations more amenable. The most computationally
demanding aspect of our work is the calculation of resultants of multivariate polynomials. We have developed software
to calculate resultants more efficiently. We also introduce a technique whereby modular calculations can be used to avoid
the need to calculate some very large resultants.
We revisit the nonlinear differential system known as the Kukles system,
x˙ = y, y˙ = −x+ a1x2 + a2xy+ a3y2 + a4x3 + a5x2y+ a6xy2 + a7y3, (1)
which was considered in [1–7] and elsewhere, and the extended Kukles system
x˙ = y(1+ kx), (2)
y˙ = −x+ a1x2 + a2xy+ a3y2 + a4x3 + a5x2y+ a6xy2 + a7y3,
which was considered in [8,9]. A specific example of system (2) can be used to model predator–prey populations where
intratrophic predation occurs [10,11].
We are interested in the conditions for the origin to be a centre for (1) and an isochronous centre for (2), when the
coefficients ai are real. An isolated critical point is a centre if, within some neighbourhood, all orbits surrounding the point
are closed. The centre is isochronous if all such orbits have the same period. In contrast a limit cycle is an isolated closed
orbit.
In [4] we obtained those centre conditions for (1) that are persistent relative to the class of systems (1). We say that a
centre is persistent relative to a class of systems if it is not destroyed by all perturbations within the class; we describe
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the corresponding conditions as persistent. In [12] we proved indirectly that there can be no non-persistent centres for (1).
At the time of reporting our results in [4,12] we were unable to perform the calculations to show directly that there are no
non-persistent centres.
We use the Kukles system as a test bed for developments. Here we confirm by direct computation that there are no
non-persistent centres for the Kukles system, as proved indirectly in [12].
In [8] we determined conditions for which the origin of (2) is an isochronous centre. We conjectured that there are
no other such conditions, however we were unable to calculate the resultants required to prove that this was the case. We
revisit this problem and, using the software we have developed, obtain the resultants necessary to prove that our conjecture
is true.
Theorem 1. The origin is a centre for system (1) if and only if one of the following conditions holds:
(i) a2 = a5 = a7 = 0;
(ii) a1 = a3 = a5 = a7 = 0;
(iii) a4 = a3(a1 + a3), a5 = −a2(a1 + a3), (a1 + 2a3)a6 + a23(a1 + a3) = 0, a7 = 0;
(iv) a5+3a7+a2(a1+a3) = 0, 9a6a22+2a42+27a7µ+9µ2 = 0, a4a22+a5µ = 0, (3a7µ+µ2+a6a22)a5−3a7µ2−a6a22µ = 0,
where µ = 3a7 + a2a3;
(v) a5 + 3a7 + a2(a1 + a3) = 0, 18a4a5 − 27a4a7 + 9a5a21 + 9a5a6 + 2a5a22 = 0, 27a4a1 + 4a5a2 + 9a31 + 2a1a22 = 0,
18a24 + 9a4a21 + 2a4a22 + 2a25 = 0, 18a4a2 + 9a5a1 + 9a5a3 + 9a21a2 − 27a1a7 + 9a6a2 + 2a32 = 0.
The centre problem for system (1) with a2 = 0 was resolved in [3] and with a7 = 0 in [1]. Here we assume that a2a7 ≠ 0
and show directly that the origin is a centre if and only if one of (iv) or (v) of Theorem 1 holds. To prove sufficiency we find
integrating factors using the approach described in [13].
Let
B = eα1xeα2x2Γ −3.
When condition (iv) of Theorem 1 holds and
Γ = 1+ a3x+ 3a7a2 x−
a2
3
y, α1 = a2a3 + 9a7a2 , α2 =
a22a6 + 9a2a3a7 + 27a27
2a22
,
then B is an integrating factor. Therefore the origin is a centre.
When condition (v) of Theorem 1 holds and
Γ = 1− a1x− a23 y− a4x
2 − a5
3
xy, α1 = −3a1 − 2a3, α2 = 9a
2
1 + 2a22 + 18a4 + 6a6
−6 ,
then B is an integrating factor and hence the origin is a centre.
We will determine the necessary conditions for the origin to be a centre for (1), with a2a7 ≠ 0, in Section 3.
Theorem 2. The origin is an isochronous centre for system (2) if and only if one of the following conditions holds:
(i) a1 = a3 = a5 = a6 = a7 = k = 0, a4 = − a
2
2
9 ;
(ii) a1 = a2 = 0, a3 = k, a4 = a5 = a6 = a7 = 0;
(iii) a1 = a2 = 0, a3 = k4 , a4 = a5 = a6 = a7 = 0;
(iv) a1 = − k2 , a2 = 0, a3 = 2k, a4 = a5 = a6 = a7 = 0;
(v) a1 = − k2 , a2 = 0, a3 = k2 , a4 = a5 = a6 = a7 = 0;
(vi) a1 = −k, a2 = 0, a3 = 3k4 , a4 = − k
2
3 , a5 = a6 = a7 = 0;
(vii) a1 = −k, a2 = 0, a3 = 3k, a4 = − k23 , a5 = a6 = a7 = 0;
(viii) a1 = −2k, a3 = 2k, a4 = − 19 (a22 + 9k2), a5 = a6 = a7 = 0.
When condition (i) holds system (2) becomes a specific example of system (1). It was shown in [14,15] that the Kukles
system has an isochronous centre at the origin if and only if condition (i) holds. The sufficiency of conditions (ii)–(viii) of
Theorem2was proved in [8]. In summary, conditions (ii)–(v) give quadratic systemswhich are covered by Loud’s result [16];
conditions (vi), (vii) can be shown to be sufficient using Urabe’s result [17]; for condition (viii) a first integral can be found
and hence all orbits surrounding the origin are shown to have a period of 2π .
In Section 4 we determine the necessary conditions for the origin to be an isochronous centre for (2).
We perform all our computerised calculations on a Dual 3.2 GHz Xeon processor, with 2 GB of memory, running a Linux
Gentoo operating system and make much use of the CA systems REDUCE 3.7 [18] and Fermat 3.8.7 [19]. In particular, we
often need to calculate resultants of large multivariate polynomials; this is very demanding computationally. Some of these
calculations cannot be completed because the available space is exhausted or the stack size is exceeded. Often it is possible
to calculate the resultant modulo some prime in order to give us enough information to reach a conclusion.
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Use of Fermat has enabled us to calculate resultants that we were unable to obtain using REDUCE or Maple. General
purpose CA systems incorporate many procedures for performing algebraic operations on various data types. Fermat is
designed primarily for polynomial and matrix operations, and is thus ideally suited for the calculation of resultants of
multivariate polynomials. The disadvantage of systems like Fermat is that they offer fewer built-in functions than more
general CA systems. The advantage is that they are more efficient than a general purpose system at doing the type of
calculations they are designed for. For example, Fermat has an extremely efficient built-in function to calculate the greatest
common divisor (GCD) of two polynomials. We aim to use whichever system that can perform the current task most
effectively.
2. Fermat and resultant calculations
The resultant of two given polynomials with respect to a given variable can be thought of as the elimination of the
given variable from the two polynomials. The computation of symbolic resultants of large multivariate polynomials (for
example polynomials of degree greater than ten in the variable being eliminated with coefficients that are polynomials in
one, or more, variables occurring to degrees greater than ten) is very demanding of both computer space and time. Of the
techniques available most involve the calculation of the determinant of a matrix, the exact form of the matrix reflecting the
different methods. It is also possible to calculate resultants using interpolation techniques [20]. We note that in many of our
examples the resultant contains many simple, repeated factors andwe can exploit this by removing any such factors as they
arise during the calculation of the resultant [21]. We can determine in advance what some of the factors will be, and predict
others, thus avoiding the need for lengthy GCD calculations. A similar approach is described in [22].
We have implemented a function in Fermat to calculate the resultant of two multivariate polynomials that is more
efficient than our REDUCE version of the same routine. Typicallywe have twomultivariate polynomials, say p1, p2, eachwith
several hundred, and often several thousand, terms and we wish to establish under what circumstances p1 = p2 = 0. We
denote the resultant of p1 and p2 with respect to the variable x by R(p1, p2, x). We have p1 = p2 = 0 only if R(p1, p2, x) = 0.
Where the polynomials have a non-trivial GCD their resultant vanishes. To simplify further calculations we require all the
irreducible factors of R(p1, p2, x).
Writing the irreducible, multivariate polynomials p1 and p2 as polynomials in the single variable x, with polynomial
coefficients, bi, ci, in the remaining variables, we have
p1 =
n−
i=0
bixi and p2 =
m−
i=0
cixi,
wherem ≥ n. Our requirement is to find all irreducible factors of R(p1, p2, x).
Wehave compared severalmethods for calculating resultants [21] andhave concluded that for our purposes the approach
using the Bézout/Dixon matrix (sometimes known as Cayley’s method) [23–25] is the most advantageous. Let
β(x, y) = p1(x)p2(y)− p1(y)p2(x)
(x− y) .
Clearly (x−y) is a factor of the numerator, so β is a polynomial of degreem−1 in x and y. The elements of the Bézout/Dixon
matrix, B, are given by
B(i, j) = coefficient of xi−1yj−1 in β,
for i, j = 1, 2, . . . ,m. The resultant is given by
R(p1, p2, x) = ±cn−mm det(B),
where cm ≠ 0 and det(B) represents the determinant of B. The m × m matrix, B, is symmetric, since β(x, y) = β(y, x).
The elements of the upper triangle of B can be determined according to a procedure described in [26] suitably modified
for m ≠ n. Let bci,j = bjci−1 − bi−1cj, with bp = 0 if p > n. Then B(1, j) = bc1,j for j = 1, . . . ,m, B(i,m) = bci,m for
i = 2, . . . ,min(m, n+ 1), and B(i, j) = bci,j + B(i− 1, j+ 1) for i = 2, . . . ,m, j = i, . . . ,m− 1.
Calculation of the determinant is non-trivial for large polynomials. Fermat calculates determinants in various ways,
depending on the data type of the entries in the matrix, and has heuristics to guide its choice of method. These methods
include expansion by minors, Gaussian Elimination, reduction modulo p, for some p’s, Gauss–Bareiss and Lagrangian
Interpolation. More general CA systems do not usually have such flexibility. Clearly, if m > n, the determinant is larger
than the resultant being sought.
We have implemented a procedure in REDUCE which evaluates the determinant by expanding minors and removes
factors of the determinant as they arise in the calculation [21]. This technique reduces the size of intermediate expressions
and simplifies the factorisation of the resultant. We also have a version of this routine in Fermat, using a combination
of Gaussian Elimination and expansion by minors. However, it is often better to calculate the determinant using the
built-in function in Fermat. We remove any common factors from the rows/columns of the matrix before calculating the
determinant, but clearly the resulting polynomial, which we need to factorise, can be significantly larger than when factors
are removed during the determinant calculation.
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Although the square-free factorisation function in Fermat often yields many of the irreducible factors of a multivariate
polynomial we obtain a complete factorisation using the more general factoriser within REDUCE. Transferring the output
data file created by Fermat to an input file for REDUCE, or vice versa, is straightforward. Apart from the obvious syntactical
changes that must be made, we must be especially careful in preparing a data file where integers are split over more than
one line of data. Use of the Content function in Fermat allows us to find any integer factor of the polynomial. We also know
that f = GCD(bn, cm) will occur to a multiplicity in the resultant. This is a feature of the method employed and does not
necessarily mean that p1 = p2 = 0, when f = 0. Often we can predict other factors as well.
In Sections 3 and 4 we present results that we have obtained using the software we have developed. In one particular
example the resultant of two bivariate polynomials of degrees 32 and 71 in the variable being eliminated, with coefficients
that are polynomials of degrees up to 46 and 92 in the other variable, is calculated. The polynomials have 1021 and 4368
terms, and a typical integer coefficient is 28831247.991.11527.1077293548567. This calculation took over 99 h elapsed time.
The calculated resultant is a univariate polynomial of degree 3830 times other factors of total degree 108whichwe removed
from the resultant. The integer factor is 35135287 and a typical coefficient of the polynomial of degree 3830 is
233333952287723.29261.89.521.2081.5483.14957.9185153.19094653.I,
where I is an integer with 4133 digits.
Clearly with integers of such magnitude arising in the computations it would be advantageous if modular arithmetic
could be used to yield the result. We make the following general observation:-
R(p1, p2, x) mod p = R(p1 mod p, p2 mod p, x) mod p,
where p is a prime number and only integer coefficients are computedmodulo p. Within REDUCE and Fermat computations
modulo p are equivalent to considering integers in the range
−  p−12  ,  p−12 . In some cases, where we only need to
show that a certain polynomial is not a factor of a resultant, we are able to calculate the resultant modulo some prime.
We choose the prime carefully to preserve the degrees of the variables in p1, p2. In Section 3 we present results where
modular arithmetic has been used for this purpose and, furthermore, relatively small prime numbers suffice.
Anyone interested in obtaining files containing any of the polynomials referred to in Sections 3 and 4 should contact the
authors.
3. Focal values and the Kukles system
Let X = a2x, Y = a2y, then
X˙ = Y , Y˙ = −X + A1X2 + XY + A3Y 2 + A4X3 + A5X2Y + A6XY 2 + A7Y 3, (3)
where Ai = ai/a2, i = 1, 3 and Ai = ai/a22, i = 4, 5, 6, 7. We are particularly interested in the conditions under which
the origin is a centre for (1) when a2a7 ≠ 0, so we consider (3) when A7 ≠ 0. A non-persistent centre for (3) would be an
isolated point in parameter space.
We obtain the necessary conditions for the origin to be a centre for (3) by calculating focal values, which are polynomials
in the coefficients Ai. There is a function V , analytic in a neighbourhood of the origin, such that its rate of change along orbits,
V˙ , is of the form η2r2 + η4r4 + · · ·, where r2 = x2 + y2. The η2j are the focal values and the origin is a centre if and only if
they are all zero. The relations η2 = η4 = · · · = η2j = 0 are used to eliminate some of the variables from η2j+2. This reduced
focal value η2j+2, with strictly positive factors removed, is known as the Liapunov quantity L(j). The Liapunov quantities are
required for the bifurcation of limit cycles. By the Hilbert basis theorem the set of focal values has a finite basis in the ring
of polynomials in the coefficients Ai. We do not know a priori how many focal values make up this basis.
There are routines available to find a Gröbner basis for a set of polynomials; this approach has several disadvantages in
this context. We do not know how many focal values must be included in order to calculate the basis; in our experience a
Gröbner basis can only be calculated for simple sets of focal values [4]; the Liapunov quantities cannot be obtained from a
Gröbner basis for the focal values.
We calculate the focal values up to η16 for (3) using the procedure described in [27]. For convenience we use the same
variable names as used in [4] and introduce the same changes of variable κ = A1+A3, µ = A4+A6, ν = A3+3A7 to reduce
the number of terms in the focal values. We summarise the reduction of the focal values as was described in detail in [4].
We have
L(1) = 7κ + A5 + 3A7,
L(2) = −15κ2ν + 15κµ+ 6κA3ν − 2ν + 6µA3 − 9µν + 2A3 + 6νA6 − 12κA6.
We proved in [4] that when ν = 2κ , with A7 ≠ 0, the origin is a centre for (3) if and only if condition (iv) of Theorem 1
holds. Assume that ν ≠ 2κ and let
A6 = 15κ
2ν − 15κµ− 6κA3ν + 2ν − 6µA3 + 9µν − 2A3
6(ν − 2κ) .
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Then
L(3) = c2µ2 + c1µ+ c0, (4)
where
c2 = 9(−8A33 + 64A23κ − 8A23ν + 50A3κ2 − 82A3κν + 18A3ν2 + 20κ3 − 29κ2ν + 18κν2 − 3ν3),
c1 = 3(−48A33κ2 + 24A33κν − 24A33ν2 − 16A33 + 408A23κ3 − 132A23κ2ν + 108A23κν2 + 96A23κ + 24A23ν3
+ 12A23ν − 420A3κ4 − 402A3κ3ν + 180A3κ2ν2 + 40A3κ2 − 132A3κν3 − 160A3κν + 16A3ν2 − 210κ5
+ 195κ4ν + 57κ3ν2 + 24κ2ν3 − 40κ2ν + 64κν2 − 12ν3),
c0 = 144A33κ3ν − 144A33κ2ν2 + 48A33κ2 − 72A33κν − 8A33 − 1224A23κ4ν + 1044A23κ3ν2 + 432A23κ3
+ 144A23κ2ν3 − 432A23κ2ν + 360A23κν2 + 32A23κ − 12A23ν3 + 20A23ν + 1260A3κ5ν − 504A3κ4ν2
− 660A3κ4 − 1188A3κ3ν3 − 582A3κ3ν + 708A3κ2ν2 − 504A3κν3 − 64A3κν + 24A3ν4 − 16A3ν2
+ 630κ6ν − 1395κ5ν2 + 1665κ4ν3 + 660κ4ν + 150κ3ν2 − 324κ2ν3 + 216κν4 + 32κν2 − 12ν5 + 4ν3.
Suppose that c2 ≠ 0; let µ2 = − c1µ+c0c2 in η10, . . . , η16. Then
L(4) = Cµ+ D,
where C,D are polynomials in κ, ν and A3. Assume that C ≠ 0. Let µ = −D/C . For consistency we require this expression
for µ to satisfy L(3) = 0; substituting into (4) we have
L(3) = (ν − 2κ)2c22 (ν − A3)(2κ + 9ν3 + 4ν − 2A3)f (κ, ν, A3).
With µ = −D/C , in η12, . . . , η16, we calculate
L(5) = (ν − 2κ)4c22 (ν − A3)(2κ + 9ν3 + 4ν − 2A3)g(κ, ν, A3),
L(6) = (ν − 2κ)5c22 (ν − A3)(2κ + 9ν3 + 4ν − 2A3)h(κ, ν, A3),
L(7) = (ν − 2κ)6c22 (ν − A3)(2κ + 9ν3 + 4ν − 2A3)k(κ, ν, A3).
Under current assumptions (ν − 2κ)c2 ≠ 0. When ν = A3, then A7 = 0. When A5 = −κ − 3A7, µ = −D/C ,
A6 = 15κ2ν−15κµ−6κA3ν+2ν−6µA3+9µν−2A36(ν−2κ) , 2κ + 9ν3 + 4ν − 2A3 = 0, then condition (iv) of Theorem 1 is satisfied. The
origin is a centre.
Assume that (ν − 2κ)c2C(ν − A3)(2κ + 9ν3 + 4ν − 2A3) ≠ 0. Consider the possibility that f = g = h = k = 0.
We reinstate the variables A1, A3, A7 in f , g, h, k and, noting that A7 ≠ 0, let A1 = A17A7, A3 = A37A7. We remove factors
A97, A
10
7 , A
13
7 , A
16
7 from f , g, h and k respectively. Then
f = f0 + f1A27 + f2A47 + f3A67 + f4A87 + f5A107 ,
g = g0 + g1A27 + g2A47 + g3A67 + g4A87 + g5A107 ,
h = h0 + h1A27 + h2A47 + h3A67 + h4A87 + h5A107 + h6A127 ,
k = k0 + k1A27 + k2A47 + k3A67 + k4A87 + k5A107 + k6A127 + k7A147 .
The coefficients fi, gi, hi, ki are non-trivial polynomials in A17 and A37.
We note that at this stage of the calculation in [4] the resultants of f and g , or f and h, with respect to A27 could not be
computed directly using the resultant procedure in REDUCE 3.3; we employed a polynomial remainder sequence approach
to achieve this elimination.Workingwith the coefficients ofA7, rather than the polynomials f , g, h, wewere able to eliminate
A7 from f = 0, g = 0, h = 0. We pressed the systems available to us to their limits to achieve the result. The resultants in
terms of the coefficients fi, gi, hi, ki can be calculated. However substituting the polynomial expressions for these coefficients
into the resultants leads to expressions that exceed the stack size. Here we calculate the resultants using procedures that
we have developed and implemented in REDUCE 3.7 and Fermat 3.8.7.
We calculate:
R(f , g, A27) = #c52E2(A17 + A37)16(5A17 + 4A37 + 12)SΓ1,
R(f , h, A27) = #c102 E2(A17 + A37)16(5A17 + 4A37 + 12)SΓ2,
R(f , k, A27) = #c152 E2(A17 + A37)16(5A17 + 4A37 + 12)SΓ3,
(5)
where # represents a large integer,
S = 5A417 + 19A317A37 + 42A317 + 27A217A237 + 108A217A37 + 90A217
+17A17A337 + 90A17A237 + 117A17A37 + 4A437 + 24A337 + 3A237, (6)
E is a polynomial of degree 27 in A17 and A37, and the Γi are polynomials of degrees 30, 49, 68 in A17 and A37.
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We know that when R(p1, p2, x) = 0, and the common factor of the leading coefficients of x in p1, p2 is non-zero, then
p1 = p2 = 0 by virtue of a common factor of p1, p2. When the common factor of the leading coefficients is zero then there
is not necessarily a common factor of p1, p2.
We consider the factors of the resultants in (5). Under current assumptions c2 ≠ 0.We find that E is a factor of R(C,D, A27);
so when E = 0, then C = D = 0, but under current assumptions C ≠ 0.
When A17 = −A37, then f5 = g5 = h6 = k7 = 0 and 4A237A27 + 1 is the common factor of f , g, h and k. There are no real
values of A37, A7 for which 4A237A
2
7 + 1 = 0.
When 5A17+4A37+12 = 0, then the common factor of f , g, h and k is A27; A7 = 0 is excluded under current assumptions.
When S = 0, then the common factor of f , g, h and k is
T = 2187A937A87 + 19 683A837A87 + 59 049A737A87 + 1458A737A67 + 59 049A637A87 − 78 003A637A67
− 1 417 176A537A67 + 324A537A47 − 8 129 079A437A67 − 57 834A437A47 − 19 525 536A337A67
− 622 080A337A47 + 24A337A27 − 17 006 112A237A67 − 2 711 880A237A47 − 13 284A237A27 − 5 878 656A37A47
−67 392A37A27 − 5 248 800A47 − 106 272A27 − 1000. (7)
When A5 = −κ − 3A7, µ = −D/C , A6 = 15κ2ν−15κµ−6κA3ν+2ν−6µA3+9µν−2A36(ν−2κ) , S = T = 0 then condition (v) of Theorem 1 is
satisfied. The origin is a centre.
Assume that (A17 + A37)c2(5A17 + 4A37 + 12)SE ≠ 0 and consider the possibility that the Γi are all zero simultaneously.
We note that if A37 = 0, then Γi = 0, i = 1, 2, 3, if and only if A17 = 0, which is excluded. Assume that A37 ≠ 0; let
A17 = A13A37. We remove the repeated factor A37 from the Γi. The resulting polynomials are of degrees 18, 31, 44 in A37 and
30, 49, 68 in A13, with 418, 1104, 2115 terms.
We calculate that
R(Γ1,Γ2, A37) = #(A13 + 1)118(5A13 + 4)29Φφ1φ2, (8)
whereφ1, φ2 andΦ are polynomials, of degrees 996, 92, 19 respectively, inA13. The common factor of the leading coefficients
of A37 in Γ1,Γ2, Γ3, is (A13 + 1)7(5A13 + 4)4Φ , which we assume for the time being is non-zero. Then the resultant (8) is
zero if φ1φ2 = 0.
The computation of R(Γ1,Γ3, A37), using the REDUCE 3.7 resultant software, or our procedure implemented in REDUCE
3.7, requires more than the 2 GB RAM available. However we can show that there are no non-persistent centres if we can
prove that neither φ1 nor φ2 is a factor of this resultant. We use the notation superscript (p) to denote a polynomial with
coefficients modulo p. To preserve all factors of the resultant we choose a modulus that does not reduce the degrees of the
variables in p1, p2. By means of trial and error we find that p = 23 satisfies this criterion for the Γi. We find
R(Γ (23)1 ,Γ
(23)
3 , A37)
(23) = −6A13(A13 + 2)(A13 + 1)154(5A13 + 4)37Φ(23)Ω(23),
where
Φ(23) = (A13 + 2)2Φ4Φ6Φ7,
Ω(23) = (A13 − 8)(A13 − 9)(A13 + 3)P2P4P16P18P39P130P1328,
and theΦi, Pi are polynomials of degree i in A13, with modular coefficients. We have
φ
(23)
1 = (A13 + 1)(A13 + 2)φ4φ6φ15φ44φ48φ164φ210Aφ210B,
φ
(23)
2 = φ10φ19φ63,
where the φi are polynomials of degree i in A13, with modular coefficients and φ210A, φ210B are two distinct polynomials of
degree 210. We conclude that neither φ1 nor φ2 are factors of the resultant of Γ1 and Γ3, with respect to A37.
During the course of testing our implementation in Fermat of Cayley’s method for calculating resultants we were able to
compute R(Γ1,Γ3, A37). This gives independent confirmation of the above result. However the use of modular calculations
has proved invaluable in other examples.
We consider the possibility that (A13 + 1)(5A13 + 4)Φ = Γ1 = Γ2 = 0. Now A13 + 1 = 0 is equivalent to A17 = −A37,
which is excluded. When 5A13 + 4 = 0, then Γ1 = Γ2 = 0 if and only if A37 = 0, which is contrary to assumptions. Assume
that (A13 + 1)(5A13 + 4) ≠ 0,Φ = 0. We set the leading coefficients of A37 in Γ1,Γ2 to zero and calculate
R(Γ1,Γ2, A37) = #(A13 + 1)75(5A13 + 4)16P.
The greatest common divisor of Φ and P is unity. We conclude that Φ = Γ1 = Γ2 = 0 is not possible under current
assumptions.
Similarly we can show that there can be no non-persistent centres when C = D = 0, or when c2 = 0. We conclude that
the origin cannot be a non-persistent centre for system (3), or hence for system (1).
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4. Pleshkan polynomials and the extended Kukles system
Wenow turn our attention to system (2). The conditions for the origin to be a centre for (2) are not known in general; here
we find the necessary conditions for the origin to be an isochronous centre. When condition (i) of Theorem 2 holds system
(2) becomes a specific example of the Kukles system. It was shown in [14,15] that the Kukles system has an isochronous
centre at the origin if and only if condition (i) holds. Therefore, without loss of generality, we can scale x, y by k ≠ 0 (noting
that such a scaling does not destroy isochronicity). Let X = kx, Y = ky, then
X˙ = Y (1+ X), (9)
Y˙ = −X + A1X2 + A2XY + A3Y 2 + A4X3 + A5X2Y + A6XY 2 + A7Y 3,
where Ai = ai/k, i = 1, 2, 3 and Ai = ai/k2, i = 4, 5, 6, 7.
We obtain the necessary conditions for the origin to be an isochronous centre for system (9) by calculating Pleshkan
polynomials, which are polynomials in the coefficients Ai. In [28], Pleshkan presented an algorithm for deriving conditions
under which a critical point of a polynomial system is an isochronous centre. His approach is to exploit the fact that a centre
is isochronous if and only if the system can be linearised in a neighbourhood of the critical point, and to find the conditions
under which the complex form of the system can be linearised. This yields an infinite set of complex polynomials,Πj, which
we call the Pleshkan polynomials. By the Hilbert Basis Theorem, there isM such thatΠj = 0 for j ≤ M implies thatΠj = 0
for all j. Thus calculating all the conditions for isochronicity is a terminating process, though M is not known a priori, and
is equivalent to finding a basis for the Pleshkan polynomials for a given system. However the polynomials grow rapidly as j
increases and finding the appropriate basis is non-trivial computationally.We have implemented a procedure [8] in REDUCE
to calculate Pleshkan polynomials for a given differential system. We calculate the first few polynomials and reduce each
one modulo the preceding polynomials, until we have Πm ≠ 0, when Πj = 0 for j = 1, . . . ,m − 1, except under certain
conditions.
We calculate the first four Pleshkan polynomials, Πi, i = 1, 2, 3, 4 for system (9). We denote the real and imaginary
parts by ℜ(∗) and ℑ(∗), respectively. The reduction of the Pleshkan polynomials to obtain the necessary conditions is
approached in exactly the same manner as the reduction of the Liapunov quantities. At each stage strictly non-zero factors
and denominators are removed from the reduced Pleshkan polynomials.
We find
ℑ(Π1) = A2(A1 + A3)+ A5 + 3A7.
Let A7 = −(A2(A1 + A3)+ A5)/3 then
ℜ(Π1) = −9A4 + α,
where α = −10A21 − 10A1A3 + A1 − A22 − 4A23 + 5A3 − 3A6 − 1. Let A4 = α/9. Then
ℑ(Π2) = −6A2(A1 − A3 + 1)A6 + ϵ,
where
ϵ = −35A31A2 − 78A21A2A3 + 15A21A2 + 15A21A5 − 2A1A32 − 75A1A2A23 + 54A1A2A3 − 6A1A2 + 42A1A3A5
+ 30A1A5 − A32A3 − 2A32 + 3A22A5 − 28A2A33 + 27A2A23 + 3A2A3 − 2A2 + 15A23A5 + 42A3A5 − 3A5.
In [8] we found that, when A2(A1−A3+1) = 0, the origin is an isochronous centre for (2) if and only if one of the conditions
(ii)–(vii) of Theorem 2 holds. We assume here that A2(A1 − A3 + 1) ≠ 0. Let A6 = ϵ/(6A2(A1 − A3 + 1)). Then
ℜ(Π2) = −3d2A25 + d1A5 + d0,
where d0, d1 are polynomials in A1, A2, A3 and d2 = A42 + 2βA22 + γ 2, where
β = 7A21 + 10A1A3 + 14A1 + 7A23 + 10A3 + 1,
γ = 5A21 + 14A1A3 + 10A1 + 5A23 + 14A3 − 1.
Clearly, with A2 ≠ 0, we cannot have d2 = 0 unless β < 0. For A22 to be a positive real root of d2 = 0 we require A1+A3 ≥ 0
or A1 + A3 ≤ −2. However if A1, A3 satisfy either of these conditions then β > 0. We conclude that d2 ≠ 0, under current
assumptions.
In [8]weusedour resultant procedure implemented inREDUCE to eliminateA5 from theΠi. Hereweemploy apolynomial
remainder sequence approach in order to produce polynomials with fewer terms. Let A25 = (d0 + d1A5)/3d2. Then
ℑ(Π3) = A22(A1 − A3 + 1)(α1A5 + α0), (10)
where α0, α1 are polynomials in A1, A2, A3.
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Assume that α1 ≠ 0. Let A5 = −α0/α1. Then
ℜ(Π3) = A32(A1 − A3 + 1)3d2Υ1,
ℑ(Π4) = A32(A1 − A3 + 1)3d2Υ2,
ℜ(Π4) = A42(A1 − A3 + 1)4d2Υ3,
where Υ1,Υ2,Υ3 are polynomials in A1, A2, A3 with 444, 935 and 1078 terms, respectively. For consistency, we require
ℜ(Π2) = A22(A1 − A3 + 1)2d2Υ4 = 0,
where Υ4 is a polynomial in A1, A2, A3 with 705 terms. We note that A2 occurs to even powers only in the Υi; A2 occurs to
degrees 14, 18, 20, 16 in Υ1,Υ2,Υ3,Υ4 respectively. To reduce the number of terms in the polynomials we replace A3 by
m− A1. We calculate resultants to eliminate A2.
R(Υ1,Υ4, A22) = #m23(m+ 2)(4m+ A1 + 2)2γ 2N2Ω1,
R(Υ1,Υ2, A22) = #m24(m+ 2)2(4m+ A1 + 2)2γ 3NΩ2,
R(Υ1,Υ3, A22) = #m24(m+ 2)2(4m+ A1 + 2)2γ 4NΩ3,
whereΩ1 is degree 32 in A1, 46 in m with 1021 terms;Ω2 is degree 65 in A1, 86 in m with 3825 terms;Ω3 is degree 71 in
A1, 92 inmwith 4368 terms and N is a polynomial of degree 22 in A1, 29 inm.
We consider Υ1 = Υ2 = Υ3 = Υ4 = 0, when each common factor of the above resultants is zero. We note that
R(α1, α0, A22) = #m6(A1 − A3 + 1)4(m+ 2)γ δN, (11)
where δ = 29m2 + 58m+ 32 > 0.
Whenm = 0, then Υ1 = Υ2 = Υ3 = Υ4 = 0, with A2α1 ≠ 0 and A2 real, if and only if A1 = −2, A3 = 2 and A22 ≠ 15. In
fact we find that when
A1 = −2, A3 = 2, A4 = −(A
2
2 + 9)
9
, A5 = A6 = A7 = 0, (12)
the first four Pleshkan polynomials are zero ∀A2. In terms of the variables before scaling this is condition (viii) of Theorem 2;
the origin is an isochronous centre for (2).
Whenm = −2, then Υ1 = Υ2 = Υ3 = Υ4 = 0 is not possible with A2α1 ≠ 0 and A2 real.
Now 4m+ a1+ 2 is a common factor of the leading coefficients of A2 in the Υi. Under current assumptions Υ1 = Υ2 = 0,
when 4m+ a1 + 2 = 0, only ifm = 0, which is covered above.
When γ = 0, then A2 = 0 and when N = 0, then α1 = α0 = 0.
It remains to consider Ω1 = Ω2 = Ω3 = 0, with A2(A1 − A3 + 1)m(m + 2)d2 ≠ 0. Calculation of R(Ω1,Ω2, A1) and
R(Ω1,Ω3, A1) is well beyond the capabilities of many general purpose CA systems, but the function we have implemented
in Fermat copes admirably with the computations. We find
R(Ω1,Ω2, A1) = #m38(m+ 2)45(m− 1)12(4m− 1)10(2m− 3)W ,
R(Ω1,Ω3, A1) = #m40(m+ 2)45(m− 1)12(4m− 1)10(2m− 3)Q ,
whereW is a polynomial of degree 3557 inm and Q is degree 3830. Using Fermat we calculate
GCD(W ,Q ) = (2m+ 1)(2m2 − 2m− 1)H,
where H is a polynomial of degree 101 in m. Clearly the cofactors of W ,Q , with their common factor removed, cannot be
zero simultaneously. We consider Ω1 = Ω2 = Ω3 = 0, when each common factor of R(Ω1,Ω2, A1) and R(Ω1,Ω3, A1) is
zero. Hence we determine corresponding factors in A1. Given these pairs of factors we can determine a factor in A2 from
Υ1 = Υ2 = Υ3 = Υ4 = 0.
Whenm = 1, then theΩi are all zero only if A1 = 0. Then A3 = 1 and A1 − A3 + 1 = 0, which is excluded under current
assumptions.
Similarly, when 4m = 1, then A1 = 0 and when 2m = 3, then A1 = − 12 . In both cases A2 = 0 is required to satisfy
Υi = 0, for i = 1, 2, 3, 4.
When 2m = −1, then A1 = − 12 and there are no real values of A2 for which the Υi are simultaneously zero.
When 2m2 − 2m− 1 = 0, then 2A21 − 2A1 − 1 = 0 and we require A42 + 24A22 + 36 = 0. Again there are no real values
of A2 which satisfy this.
Finally we note that when A5 = −d0/d1, then H is a factor of the resultant when first A2 and then A1 are eliminated from
d2,ℑ(Π3) and ℜ(Π3). We conclude that when H = 0, then d2 = 0, which is not possible for real values of the coefficients
unless A2 = 0.
Similarly we can show that if A2(A1 − A3 + 1) ≠ 0, there are no isochronous centres for (9) when α0 = α1 = 0.
We conclude that there are no conditions for the origin to be an isochronous centre for (2) other than those given in
Theorem 2, as was conjectured in [8].
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