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Abstract
State-of-the-art segmentation methods rely on very deep
networks that are not always easy to train without very large
training datasets and tend to be relatively slow to run on
standard GPUs. In this paper, we introduce a novel recur-
rent U-Net architecture that preserves the compactness of
the original U-Net [30], while substantially increasing its
performance to the point where it outperforms the state of
the art on several benchmarks. We will demonstrate its ef-
fectiveness for several tasks, including hand segmentation,
retina vessel segmentation, and road segmentation. We also
introduce a large-scale dataset for hand segmentation.
1. Introduction
While recent semantic segmentation methods achieve
impressive results [6, 15, 16, 42], they require very deep
networks and their architectures tend to focus on high-
resolution and large-scale datasets and to rely on pre-trained
backbones. For instance, state-of-the-art models, such as
Deeplab [5, 6], PSPnet [42] and RefineNet [15], use a
ResNet101 [13] as their backbone. This results in high
GPU memory usage and inference time, and makes them
less than ideal for operation in power-limited environments
where real-time performance is nevertheless required, such
as when segmenting hands using the onboard resources of
an Augmented Reality headset. This has been addressed by
architectures such as the ICNet [41] at the cost of a sub-
stantial performance drop. Perhaps even more importantly,
training very deep networks usually requires either massive
amounts of training data or image statistics close to that of
ImageNet [10], which may not be appropriate in fields such
as biomedical image segmentation where the more compact
U-Net architecture remains prevalent [30].
In this paper, we argue that these state-of-the-art meth-
ods do not naturally generalize to resource-constrained sit-
uations and introduce a novel recurrent U-Net architecture
that preserves the compactness of the original U-Net [30],
while substantially increasing its performance to the point
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Figure 1: Speed vs accuracy. Each circle represents the perfor-
mance of a model in terms frames-per-second and mIoU accuracy
on our Keyboard Hand Dataset using a Titan X (Pascal) GPU. The
radius of each circle denotes the models’ number of parameters.
For our recurrent approach, we plot these numbers after 1, 2, and
3 iterations, and we show the corresponding segmentations in the
bottom row. The performance of our approach is plotted in red
and the other acronyms are defined in Section 4.2. ICNet [41] is
slightly faster than us but at the cost of a significant accuracy drop,
whereas RefineNet [15] and DeepLab [6] are both slower and less
accurate on this dataset, presumably because there are not enough
training samples to learn their many parameters.
where it outperforms the current state of the art on 5 hand-
segmentation datasets, one of which is showcased in Fig. 1,
and a retina vessel segmentation one. With only 0.3 million
parameters, our model is much smaller than the ResNet101-
based DeepLabv3+ [6] and RefineNet [15], with 40 and
118 million weights, respectively. This helps explain why
we can outperform state-of-the-art networks on speclalized
tasks: The pre-trained ImageNet features are not neces-
sarily the best and training sets are not quite as large as
CityScapes [9]. As a result, the large networks tend to over-
fit and do not perform as well as compact models trained
from scratch.
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(c) U-Net
Figure 2: Recurrent segmentation. (a) The simple strategy
of [19, 21] consists of concatenating the previous segmentation
mask st−1 to the image x, and recurrently feeding this to the net-
work. (b) For sequence segmentation, to account for the network’s
internal state, one can instead combine the CNN with a standard
recurrent unit as in [37]. Here, we build upon the U-Net architec-
ture of [30] (c), and propose to build a recurrent unit over several
of its layers, as shown in (d). This allows us to propagate higher-
level information through the recurrence, and, in conjunction with
a recurrence on the segmentation mask, outperforms the two sim-
pler recurrent architectures (a) and (b).
The standard U-Net takes the image as input, processes
it, and directly returns an output. By contrast, our recurrent
architecture iteratively refines both the segmentation mask
and the network’s internal state. This mimics human per-
ception as in the influential AutoContext paper [35]: When
we observe a scene, our eyes undergo saccadic movements,
and we accumulate knowledge about the scene and contin-
uously refine our perception [26]. To this end we retain the
overall structure of the U-Net, but build a recurrent unit over
some of its inner layers for internal state update. By contrast
with the simple CNN+RNN architecture of Fig. 2(b), often
used for video or volumetric segmentation [37, 24, 3], this
enables the network to keep track of and to iteratively up-
date more than just a single-layer internal state. This gives
us the flexibility to choose the portion of the internal state
that we exploit for recursion purposes and to explore varia-
tions of our scheme.
We demonstrate the benefits of our recurrent U-Net on
several tasks, including hand segmentation, retina vessel
segmentation and road segmentation. Our approach consis-
tently outperforms earlier and simpler approaches to recur-
sive segmentation [19, 24, 37]. For retina vessel segmenta-
tion, it also outperforms the state-of-the-art method of [17]
on the DRIVE [34] dataset, and for hand segmentation, the
state-of-the-art RefinetNet-based method of [36] on several
modern benchmarks [11, 4, 36]. As these publicly avail-
able hand segmentation datasets are relatively small, with at
most 4.8K annotated images, we demonstrate the scalability
of our approach, along with its applicability in a keyboard
typing scenario, by introducing a larger dataset containing
12.5K annotated images. It is the one we used to produce
the results shown in Fig. 1. We will make it publicly avail-
able along with our code upon acceptance of the paper.
Our contribution is therefore an effective recurrent ap-
proach to semantic segmentation that can operate in envi-
ronments where the amount of training data and computa-
tional power are limited. It does not require more memory
than the standard U-Net thanks to parameter sharing and
does not require training datasets as large as other state-of-
the-art networks do. It is practical for real-time application,
reaching 55 frames-per-second (fps) to segment 230×306
images on an NVIDIA TITAN X with 12G memory. Fur-
thermore, as shown in Fig. 1, we can trade some accuracy
for speed by reducing the number of iterations. Finally,
while we focus on resource-constrained applications, our
model can easily be made competitive on standard bench-
marks such as Cityscapes by modifying its backbone archi-
tecture. We will show that replacing the U-Net encoder by a
VGG16 backbone yields performance numbers comparable
to the state of the art on this dataset.
2. Related Work
Compact Semantic Segmentation Models. State-of-the-
art semantic segmentation techniques [6, 15, 16, 42] rely
on very deep networks, which makes them ill-suited in
resource-constrained scenarios, such as real-time applica-
tions and when there are only limited amounts of training
data. In such cases, more compact networks are preferable.
Such networks fall under two main categories.
The first group features encoder-decoder architec-
tures [30, 25, 2, 28, 22, 31, 12]. Among those, U-Net [30]
has demonstrated its effectiveness and versatility on many
tasks, in particular for biomedical image analysis where it
remains a favorite. For example, a U-net like architecture
was recently used to implement the flood-filling networks
of [14] and to segment densely interwoven neurons and
neurites in teravoxel-scale 3D electron-microscopy image
stacks. This work took advantage of the immense amount
of computing power that Google can muster but, even then,
it is unlikely that this could have been accomplished with
much heavier architectures.
The second type involves multi-branch structures [23,
40, 41] to fuse low-level and high-level features at different
resolutions. These require careful design to balance speed
against performance. By contrast, the U-Net relies on sim-
pler skip connections and, thus, does not require a specific
design, which has greatly contributed to its popularity.
Recurrent Networks for Segmentation. The idea of re-
current segmentation predates the deep learning era and was
first proposed in AutoContext [35], and recurrent random
forest [32]. It has inspired many recent approaches, includ-
ing several that rely on deep networks. For example, in [19],
the segmentation mask produced by a modified U-Net was
passed back as input to it along with the original image,
which resulted in a progressive refinement of the segmenta-
tion mask. Fig. 2(a) illustrates this approach. A similar one
was followed in the earlier work of [21], where the resolu-
tion of the input image patch varied across the iterations of
the refinement process.
Instead of including the entire network in the recursive
procedure, a standard recurrent unit can be added at the out-
put of the segmentation network, as shown in Fig. 2(b). This
was done in [29] to iteratively produce individual segmen-
tation masks for scene objects. In principle, such a convo-
lutional recurrent unit [3, 24, 37] could also be applied for
iterative segmentation of a single object and we will evalu-
ate this approach in our experiments. We depart from this
strategy by introducing gated recurrent units that encompass
several U-Net layers. Furthermore, we leverage the previ-
ous segmentation results as input, not just the same image
at every iteration.
Iterative refinement has also been used for pose estima-
tion [27, 38, 20]. The resulting methods all involve consec-
utive modules to refine the predictions with a loss function
evaluated on the output of each module, which makes them
similar in spirit to the model depicted by Fig. 2(a). Unlike
in our approach, these methods do not share the parameters
across the consecutive modules, thus requiring more param-
eters and moving away from our aim to obtain a compact
network. Furthermore, they do not involve RNN-inspired
memory units to track the internal hidden state.
3. Method
We now introduce our novel recurrent semantic segmen-
tation architecture. To this end, we first discuss the overall
structure of our framework, and then provide the details of
the recurrent unit it relies on. Finally, we briefly discuss the
training strategy for our approach.
3.1. Recurrent U-Net
We rely on the U-Net architecture of [30] as backbone
to our approach. As shown in Fig. 3(a), the U-Net has an
encoder-decoder structure, with skip connections between
the corresponding encoding and decoding layers that allow
the network to retain low-level features for the final pre-
diction. Our goal being to operate in resource-constrained
environments, we want to keep the model relatively sim-
ple. We therefore rely on a U-Net design where the first
convolutional unit has 8 feature channels, and, following
the original U-Net strategy, the channel number doubles af-
ter every pooling layer in the encoder. The decoder relies
on transposed convolutions to increase the model’s repre-
sentation power compared to bilinear interpolation. We use
group-normalization [39] in all convolutional layers since
we usually rely on very small batch sizes.
Our contributions are to integrate recursions on 1) the
predicted segmentation mask s and 2) multiple internal
states of the network. The former can be achieved by sim-
ply concatenating, at each recurrent iteration t, the previous
segmentation mask st−1 to the input image, and passing the
resulting concatenated tensor through the network. For the
latter, we propose to replace a subset of the encoding and
decoding layers of the U-Net with a recurrent unit. Below,
we first formalize this unit, and then discuss two variants of
its internal mechanism.
To formalize our recurrent unit, let us consider the pro-
cess at iteration t of the recurrence. At this point, the
network takes as input an image x concatenated with the
previously-predicted segmentation mask st−1. Let us then
denote by e`t the activations of the `
th encoding layer, and
by d`t those of the corresponding decoding layer. Our recur-
rent unit takes as input e`t , together with its own previous
hidden tensor ht−1, and outputs the corresponding activa-
tions d`t , along with the new hidden tensor ht. Note that, to
mimic the computation of the U-Net, we use multiple en-
coding and decoding layers within the recurrent unit.
In practice, one can choose the specific level ` at which
the recurrent unit kicks in. In Fig. 3 (b), we illustrate the
whole process for ` = 3. When ` = 0, the entire U-Net
is included in the recurrent unit, which then takes the con-
catenation of the segmentation mask and the image as input.
Note that, for ` = 4, the recurrent unit still contains several
layers because the central portion of the U-Net in Fig. 3(a)
corresponds to a convolutional block. In our experiments,
we evaluate two different structures for the recurrent units,
which we discuss below.
3.2. Dual-gated Recurrent Unit
As a first recurrent architecture, we draw inspiration
from the Gated Recurrent Unit (GRU) [8]. As noted above,
however, our recurrent unit replaces multiple encoding and
decoding layers of the segmentation network. We therefore
modify the equations accordingly, but preserve the under-
lying motivation of GRUs. Our architecture is shown in
Fig. 3(c).
Specifically, at iteration t, given the activations e`t and the
previous hidden state ht−1, we aim to produce a candidate
update hˆ for the hidden state and combine it with the pre-
vious one according to how reliable the different elements
of this previous hidden state tensor are. To determine this
reliability, we use an update gate defined by a tensor
z = σ(fz(e
`
t)) , (1)
where fz(·) denotes an encoder-decoder network with the
same architecture as the portion of the U-Net that we re-
place with our recurrent unit.
Similarly, we obtain the candidate update as
hˆ = tanh(fh(r  e`t)) , (2)
(a) Options Sketch
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<latexit sha 1_base64="90e/O/3UR/sI dO8DrDXWF9MQdvc=">AAAC xnicjVHLSsNAFD2Nr1pfVZ dugkVwVRIp6LLgpsuK9gG1 lGQ6rUPzIjNRShH8Abf6ae If6F94Z0xBLaITkpw5954z c+/1k0BI5TivBWtpeWV1rb he2tjc2t4p7+61ZZyljLdY HMRp1/ckD0TEW0qogHeTlH uhH/COPznX8c4tT6WIoys1 TXg/9MaRGAnmKaIu5UANyh Wn6phlLwI3BxXkqxmXX3CN IWIwZAjBEUERDuBB0tODCw cJcX3MiEsJCRPnuEeJtBll ccrwiJ3Qd0y7Xs5GtNee0q gZnRLQm5LSxhFpYspLCevT bBPPjLNmf/OeGU99tyn9/d wrJFbhhti/dPPM/+p0LQoj nJkaBNWUGEZXx3KXzHRF39 z+UpUih4Q4jYcUTwkzo5z3 2TYaaWrXvfVM/M1kalbvWZ 6b4V3fkgbs/hznImifVF3C F7VKvZaPuogDHOKY5nmKOh pookXeYzziCc9Ww4qszLr7 TLUKuWYf35b18AGdDZBR</ latexit><latexit sha 1_base64="90e/O/3UR/sI dO8DrDXWF9MQdvc=">AAAC xnicjVHLSsNAFD2Nr1pfVZ dugkVwVRIp6LLgpsuK9gG1 lGQ6rUPzIjNRShH8Abf6ae If6F94Z0xBLaITkpw5954z c+/1k0BI5TivBWtpeWV1rb he2tjc2t4p7+61ZZyljLdY HMRp1/ckD0TEW0qogHeTlH uhH/COPznX8c4tT6WIoys1 TXg/9MaRGAnmKaIu5UANyh Wn6phlLwI3BxXkqxmXX3CN IWIwZAjBEUERDuBB0tODCw cJcX3MiEsJCRPnuEeJtBll ccrwiJ3Qd0y7Xs5GtNee0q gZnRLQm5LSxhFpYspLCevT bBPPjLNmf/OeGU99tyn9/d wrJFbhhti/dPPM/+p0LQoj nJkaBNWUGEZXx3KXzHRF39 z+UpUih4Q4jYcUTwkzo5z3 2TYaaWrXvfVM/M1kalbvWZ 6b4V3fkgbs/hznImifVF3C F7VKvZaPuogDHOKY5nmKOh pookXeYzziCc9Ww4qszLr7 TLUKuWYf35b18AGdDZBR</ latexit><latexit sha 1_base64="90e/O/3UR/sI dO8DrDXWF9MQdvc=">AAAC xnicjVHLSsNAFD2Nr1pfVZ dugkVwVRIp6LLgpsuK9gG1 lGQ6rUPzIjNRShH8Abf6ae If6F94Z0xBLaITkpw5954z c+/1k0BI5TivBWtpeWV1rb he2tjc2t4p7+61ZZyljLdY HMRp1/ckD0TEW0qogHeTlH uhH/COPznX8c4tT6WIoys1 TXg/9MaRGAnmKaIu5UANyh Wn6phlLwI3BxXkqxmXX3CN IWIwZAjBEUERDuBB0tODCw cJcX3MiEsJCRPnuEeJtBll ccrwiJ3Qd0y7Xs5GtNee0q gZnRLQm5LSxhFpYspLCevT bBPPjLNmf/OeGU99tyn9/d wrJFbhhti/dPPM/+p0LQoj nJkaBNWUGEZXx3KXzHRF39 z+UpUih4Q4jYcUTwkzo5z3 2TYaaWrXvfVM/M1kalbvWZ 6b4V3fkgbs/hznImifVF3C F7VKvZaPuogDHOKY5nmKOh pookXeYzziCc9Ww4qszLr7 TLUKuWYf35b18AGdDZBR</ latexit><latexit sha 1_base64="90e/O/3UR/sI dO8DrDXWF9MQdvc=">AAAC xnicjVHLSsNAFD2Nr1pfVZ dugkVwVRIp6LLgpsuK9gG1 lGQ6rUPzIjNRShH8Abf6ae If6F94Z0xBLaITkpw5954z c+/1k0BI5TivBWtpeWV1rb he2tjc2t4p7+61ZZyljLdY HMRp1/ckD0TEW0qogHeTlH uhH/COPznX8c4tT6WIoys1 TXg/9MaRGAnmKaIu5UANyh Wn6phlLwI3BxXkqxmXX3CN IWIwZAjBEUERDuBB0tODCw cJcX3MiEsJCRPnuEeJtBll ccrwiJ3Qd0y7Xs5GtNee0q gZnRLQm5LSxhFpYspLCevT bBPPjLNmf/OeGU99tyn9/d wrJFbhhti/dPPM/+p0LQoj nJkaBNWUGEZXx3KXzHRF39 z+UpUih4Q4jYcUTwkzo5z3 2TYaaWrXvfVM/M1kalbvWZ 6b4V3fkgbs/hznImifVF3C F7VKvZaPuogDHOKY5nmKOh pookXeYzziCc9Ww4qszLr7 TLUKuWYf35b18AGdDZBR</ latexit>
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(H,W, 8)
<latexit sha1_base64="ii 4JGG0M6eCt34SEkNBk30Ws8iY=">AAACzHicjVHLSsNAFD2 Nr1pfVZdugkWoUEoigl0W3HQlFexDapEkndaheTGZCKV06w+ 41e8S/0D/wjtjCmoRnZDkzLn3nJl7rxv7PJGW9ZozlpZXVt fy64WNza3tneLuXjuJUuGxlhf5kei6TsJ8HrKW5NJn3VgwJ 3B91nHH5yreuWci4VF4JScx6wfOKORD7jmSqOtyo2J2Kmbt +LZYsqqWXuYisDNQQraaUfEFNxgggocUARhCSMI+HCT09GDD QkxcH1PiBCGu4wwzFEibUhajDIfYMX1HtOtlbEh75ZlotUe n+PQKUpo4Ik1EeYKwOs3U8VQ7K/Y376n2VHeb0N/NvAJiJe 6I/Us3z/yvTtUiMURN18Cpplgzqjovc0l1V9TNzS9VSXKIi VN4QHFB2NPKeZ9NrUl07aq3jo6/6UzFqr2X5aZ4V7ekAds/x 7kI2idVm/DlaalezkadxwEOUaZ5nqGOBppokXeARzzh2bgw pDE1Zp+pRi7T7OPbMh4+AKP4kPs=</latexit><latexit sha1_base64="ii 4JGG0M6eCt34SEkNBk30Ws8iY=">AAACzHicjVHLSsNAFD2 Nr1pfVZdugkWoUEoigl0W3HQlFexDapEkndaheTGZCKV06w+ 41e8S/0D/wjtjCmoRnZDkzLn3nJl7rxv7PJGW9ZozlpZXVt fy64WNza3tneLuXjuJUuGxlhf5kei6TsJ8HrKW5NJn3VgwJ 3B91nHH5yreuWci4VF4JScx6wfOKORD7jmSqOtyo2J2Kmbt +LZYsqqWXuYisDNQQraaUfEFNxgggocUARhCSMI+HCT09GDD QkxcH1PiBCGu4wwzFEibUhajDIfYMX1HtOtlbEh75ZlotUe n+PQKUpo4Ik1EeYKwOs3U8VQ7K/Y376n2VHeb0N/NvAJiJe 6I/Us3z/yvTtUiMURN18Cpplgzqjovc0l1V9TNzS9VSXKIi VN4QHFB2NPKeZ9NrUl07aq3jo6/6UzFqr2X5aZ4V7ekAds/x 7kI2idVm/DlaalezkadxwEOUaZ5nqGOBppokXeARzzh2bgw pDE1Zp+pRi7T7OPbMh4+AKP4kPs=</latexit><latexit sha1_base64="ii 4JGG0M6eCt34SEkNBk30Ws8iY=">AAACzHicjVHLSsNAFD2 Nr1pfVZdugkWoUEoigl0W3HQlFexDapEkndaheTGZCKV06w+ 41e8S/0D/wjtjCmoRnZDkzLn3nJl7rxv7PJGW9ZozlpZXVt fy64WNza3tneLuXjuJUuGxlhf5kei6TsJ8HrKW5NJn3VgwJ 3B91nHH5yreuWci4VF4JScx6wfOKORD7jmSqOtyo2J2Kmbt +LZYsqqWXuYisDNQQraaUfEFNxgggocUARhCSMI+HCT09GDD QkxcH1PiBCGu4wwzFEibUhajDIfYMX1HtOtlbEh75ZlotUe n+PQKUpo4Ik1EeYKwOs3U8VQ7K/Y376n2VHeb0N/NvAJiJe 6I/Us3z/yvTtUiMURN18Cpplgzqjovc0l1V9TNzS9VSXKIi VN4QHFB2NPKeZ9NrUl07aq3jo6/6UzFqr2X5aZ4V7ekAds/x 7kI2idVm/DlaalezkadxwEOUaZ5nqGOBppokXeARzzh2bgw pDE1Zp+pRi7T7OPbMh4+AKP4kPs=</latexit><latexit sha1_base64="ii 4JGG0M6eCt34SEkNBk30Ws8iY=">AAACzHicjVHLSsNAFD2 Nr1pfVZdugkWoUEoigl0W3HQlFexDapEkndaheTGZCKV06w+ 41e8S/0D/wjtjCmoRnZDkzLn3nJl7rxv7PJGW9ZozlpZXVt fy64WNza3tneLuXjuJUuGxlhf5kei6TsJ8HrKW5NJn3VgwJ 3B91nHH5yreuWci4VF4JScx6wfOKORD7jmSqOtyo2J2Kmbt +LZYsqqWXuYisDNQQraaUfEFNxgggocUARhCSMI+HCT09GDD QkxcH1PiBCGu4wwzFEibUhajDIfYMX1HtOtlbEh75ZlotUe n+PQKUpo4Ik1EeYKwOs3U8VQ7K/Y376n2VHeb0N/NvAJiJe 6I/Us3z/yvTtUiMURN18Cpplgzqjovc0l1V9TNzS9VSXKIi VN4QHFB2NPKeZ9NrUl07aq3jo6/6UzFqr2X5aZ4V7ekAds/x 7kI2idVm/DlaalezkadxwEOUaZ5nqGOBppokXeARzzh2bgw pDE1Zp+pRi7T7OPbMh4+AKP4kPs=</latexit>
(H/4,W/4, 32)
<latexit sha1_base64=" 1uLvqjaUC4o58Js6F0np2MDRXRc=">AAAC0HicjVHLS sNAFD2Nr1pfVZdugkWoIDWpBV0W3HRZxT6gFknSaR2al 8lELEXErT/gVr9K/AP9C++MKahFdMJMzpx7z5m5c+3Q 5bEwjNeMNjM7N7+QXcwtLa+sruXXN5pxkEQOaziBG0R t24qZy33WEFy4rB1GzPJsl7Xs4bGMt65ZFPPAPxOjkH U9a+DzPncsQVS3WNuv7LVo6gfl3Yt8wSgZaujTwExBAe moB/kXnKOHAA4SeGDwIQi7sBDT14EJAyFxXYyJiwhxF We4RY60CWUxyrCIHdI6oF0nZX3aS89YqR06xaUZkVLH DmkCyosIy9N0FU+Us2R/8x4rT3m3Ef3t1MsjVuCS2L90 k8z/6mQtAn0cqRo41RQqRlbnpC6JehV5c/1LVYIcQuI k7lE8Iuwo5eSddaWJVe3ybS0Vf1OZkpV7J81N8C5vSQ 02f7ZzGjTLJZPwSaVQLaatzmIL2yhSPw9RRQ11NMj7C o94wrN2qt1od9r9Z6qWSTWb+Da0hw85gpH2</latexit ><latexit sha1_base64=" 1uLvqjaUC4o58Js6F0np2MDRXRc=">AAAC0HicjVHLS sNAFD2Nr1pfVZdugkWoIDWpBV0W3HRZxT6gFknSaR2al 8lELEXErT/gVr9K/AP9C++MKahFdMJMzpx7z5m5c+3Q 5bEwjNeMNjM7N7+QXcwtLa+sruXXN5pxkEQOaziBG0R t24qZy33WEFy4rB1GzPJsl7Xs4bGMt65ZFPPAPxOjkH U9a+DzPncsQVS3WNuv7LVo6gfl3Yt8wSgZaujTwExBAe moB/kXnKOHAA4SeGDwIQi7sBDT14EJAyFxXYyJiwhxF We4RY60CWUxyrCIHdI6oF0nZX3aS89YqR06xaUZkVLH DmkCyosIy9N0FU+Us2R/8x4rT3m3Ef3t1MsjVuCS2L90 k8z/6mQtAn0cqRo41RQqRlbnpC6JehV5c/1LVYIcQuI k7lE8Iuwo5eSddaWJVe3ybS0Vf1OZkpV7J81N8C5vSQ 02f7ZzGjTLJZPwSaVQLaatzmIL2yhSPw9RRQ11NMj7C o94wrN2qt1od9r9Z6qWSTWb+Da0hw85gpH2</latexit ><latexit sha1_base64=" 1uLvqjaUC4o58Js6F0np2MDRXRc=">AAAC0HicjVHLS sNAFD2Nr1pfVZdugkWoIDWpBV0W3HRZxT6gFknSaR2al 8lELEXErT/gVr9K/AP9C++MKahFdMJMzpx7z5m5c+3Q 5bEwjNeMNjM7N7+QXcwtLa+sruXXN5pxkEQOaziBG0R t24qZy33WEFy4rB1GzPJsl7Xs4bGMt65ZFPPAPxOjkH U9a+DzPncsQVS3WNuv7LVo6gfl3Yt8wSgZaujTwExBAe moB/kXnKOHAA4SeGDwIQi7sBDT14EJAyFxXYyJiwhxF We4RY60CWUxyrCIHdI6oF0nZX3aS89YqR06xaUZkVLH DmkCyosIy9N0FU+Us2R/8x4rT3m3Ef3t1MsjVuCS2L90 k8z/6mQtAn0cqRo41RQqRlbnpC6JehV5c/1LVYIcQuI k7lE8Iuwo5eSddaWJVe3ybS0Vf1OZkpV7J81N8C5vSQ 02f7ZzGjTLJZPwSaVQLaatzmIL2yhSPw9RRQ11NMj7C o94wrN2qt1od9r9Z6qWSTWb+Da0hw85gpH2</latexit ><latexit sha1_base64=" 1uLvqjaUC4o58Js6F0np2MDRXRc=">AAAC0HicjVHLS sNAFD2Nr1pfVZdugkWoIDWpBV0W3HRZxT6gFknSaR2al 8lELEXErT/gVr9K/AP9C++MKahFdMJMzpx7z5m5c+3Q 5bEwjNeMNjM7N7+QXcwtLa+sruXXN5pxkEQOaziBG0R t24qZy33WEFy4rB1GzPJsl7Xs4bGMt65ZFPPAPxOjkH U9a+DzPncsQVS3WNuv7LVo6gfl3Yt8wSgZaujTwExBAe moB/kXnKOHAA4SeGDwIQi7sBDT14EJAyFxXYyJiwhxF We4RY60CWUxyrCIHdI6oF0nZX3aS89YqR06xaUZkVLH DmkCyosIy9N0FU+Us2R/8x4rT3m3Ef3t1MsjVuCS2L90 k8z/6mQtAn0cqRo41RQqRlbnpC6JehV5c/1LVYIcQuI k7lE8Iuwo5eSddaWJVe3ybS0Vf1OZkpV7J81N8C5vSQ 02f7ZzGjTLJZPwSaVQLaatzmIL2yhSPw9RRQ11NMj7C o94wrN2qt1od9r9Z6qWSTWb+Da0hw85gpH2</latexit >
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conv
softmax
x
<latexit sha1_base64="hz1swIl faJBcB3KuWcZ3t3+CIIw=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVRI p6LIgiMsWbCvUIkk6rUOnSZhMxFL0B9zqt4l/oH/hnXEKahGdkOTMufec mXtvmAqeKc97LTgLi0vLK8XV0tr6xuZWeXunnSW5jFgrSkQiL8MgY4LHrK W4EuwylSwYh4J1wtGpjndumcx4El+oScp642AY8wGPAkVU8+66XPGqnlnu PPAtqMCuRlJ+wRX6SBAhxxgMMRRhgQAZPV348JAS18OUOEmImzjDPUqkz SmLUUZA7Ii+Q9p1LRvTXntmRh3RKYJeSUoXB6RJKE8S1qe5Jp4bZ83+5j0 1nvpuE/qH1mtMrMINsX/pZpn/1elaFAY4MTVwqik1jK4usi656Yq+uful KkUOKXEa9ykuCUdGOeuzazSZqV33NjDxN5OpWb2PbG6Od31LGrD/c5zzoH 1U9Qk3a5V6zY66iD3s45DmeYw6ztFAy3g/4gnPzpkjnMzJP1OdgtXs4tty Hj4AZuiPbw==</latexit><latexit sha1_base64="hz1swIl faJBcB3KuWcZ3t3+CIIw=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVRI p6LIgiMsWbCvUIkk6rUOnSZhMxFL0B9zqt4l/oH/hnXEKahGdkOTMufec mXtvmAqeKc97LTgLi0vLK8XV0tr6xuZWeXunnSW5jFgrSkQiL8MgY4LHrK W4EuwylSwYh4J1wtGpjndumcx4El+oScp642AY8wGPAkVU8+66XPGqnlnu PPAtqMCuRlJ+wRX6SBAhxxgMMRRhgQAZPV348JAS18OUOEmImzjDPUqkz SmLUUZA7Ii+Q9p1LRvTXntmRh3RKYJeSUoXB6RJKE8S1qe5Jp4bZ83+5j0 1nvpuE/qH1mtMrMINsX/pZpn/1elaFAY4MTVwqik1jK4usi656Yq+uful KkUOKXEa9ykuCUdGOeuzazSZqV33NjDxN5OpWb2PbG6Od31LGrD/c5zzoH 1U9Qk3a5V6zY66iD3s45DmeYw6ztFAy3g/4gnPzpkjnMzJP1OdgtXs4tty Hj4AZuiPbw==</latexit><latexit sha1_base64="hz1swIl faJBcB3KuWcZ3t3+CIIw=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVRI p6LIgiMsWbCvUIkk6rUOnSZhMxFL0B9zqt4l/oH/hnXEKahGdkOTMufec mXtvmAqeKc97LTgLi0vLK8XV0tr6xuZWeXunnSW5jFgrSkQiL8MgY4LHrK W4EuwylSwYh4J1wtGpjndumcx4El+oScp642AY8wGPAkVU8+66XPGqnlnu PPAtqMCuRlJ+wRX6SBAhxxgMMRRhgQAZPV348JAS18OUOEmImzjDPUqkz SmLUUZA7Ii+Q9p1LRvTXntmRh3RKYJeSUoXB6RJKE8S1qe5Jp4bZ83+5j0 1nvpuE/qH1mtMrMINsX/pZpn/1elaFAY4MTVwqik1jK4usi656Yq+uful KkUOKXEa9ykuCUdGOeuzazSZqV33NjDxN5OpWb2PbG6Od31LGrD/c5zzoH 1U9Qk3a5V6zY66iD3s45DmeYw6ztFAy3g/4gnPzpkjnMzJP1OdgtXs4tty Hj4AZuiPbw==</latexit><latexit sha1_base64="hz1swIl faJBcB3KuWcZ3t3+CIIw=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVRI p6LIgiMsWbCvUIkk6rUOnSZhMxFL0B9zqt4l/oH/hnXEKahGdkOTMufec mXtvmAqeKc97LTgLi0vLK8XV0tr6xuZWeXunnSW5jFgrSkQiL8MgY4LHrK W4EuwylSwYh4J1wtGpjndumcx4El+oScp642AY8wGPAkVU8+66XPGqnlnu PPAtqMCuRlJ+wRX6SBAhxxgMMRRhgQAZPV348JAS18OUOEmImzjDPUqkz SmLUUZA7Ii+Q9p1LRvTXntmRh3RKYJeSUoXB6RJKE8S1qe5Jp4bZ83+5j0 1nvpuE/qH1mtMrMINsX/pZpn/1elaFAY4MTVwqik1jK4usi656Yq+uful KkUOKXEa9ykuCUdGOeuzazSZqV33NjDxN5OpWb2PbG6Od31LGrD/c5zzoH 1U9Qk3a5V6zY66iD3s45DmeYw6ztFAy3g/4gnPzpkjnMzJP1OdgtXs4tty Hj4AZuiPbw==</latexit>
up
up
st
<latexit sha1_base64="90 e/O/3UR/sIdO8DrDXWF9MQdvc=">AAACxnicjVHLSsNAFD2N r1pfVZdugkVwVRIp6LLgpsuK9gG1lGQ6rUPzIjNRShH8Abf 6aeIf6F94Z0xBLaITkpw5954zc+/1k0BI5TivBWtpeWV1rb he2tjc2t4p7+61ZZyljLdYHMRp1/ckD0TEW0qogHeTlHuhH/ COPznX8c4tT6WIoys1TXg/9MaRGAnmKaIu5UANyhWn6phlL wI3BxXkqxmXX3CNIWIwZAjBEUERDuBB0tODCwcJcX3MiEsJC RPnuEeJtBllccrwiJ3Qd0y7Xs5GtNee0qgZnRLQm5LSxhFp YspLCevTbBPPjLNmf/OeGU99tyn9/dwrJFbhhti/dPPM/+p0 LQojnJkaBNWUGEZXx3KXzHRF39z+UpUih4Q4jYcUTwkzo5z 32TYaaWrXvfVM/M1kalbvWZ6b4V3fkgbs/hznImifVF3CF7 VKvZaPuogDHOKY5nmKOhpookXeYzziCc9Ww4qszLr7TLUKuW Yf35b18AGdDZBR</latexit><latexit sha1_base64="90 e/O/3UR/sIdO8DrDXWF9MQdvc=">AAACxnicjVHLSsNAFD2N r1pfVZdugkVwVRIp6LLgpsuK9gG1lGQ6rUPzIjNRShH8Abf 6aeIf6F94Z0xBLaITkpw5954zc+/1k0BI5TivBWtpeWV1rb he2tjc2t4p7+61ZZyljLdYHMRp1/ckD0TEW0qogHeTlHuhH/ COPznX8c4tT6WIoys1TXg/9MaRGAnmKaIu5UANyhWn6phlL wI3BxXkqxmXX3CNIWIwZAjBEUERDuBB0tODCwcJcX3MiEsJC RPnuEeJtBllccrwiJ3Qd0y7Xs5GtNee0qgZnRLQm5LSxhFp YspLCevTbBPPjLNmf/OeGU99tyn9/dwrJFbhhti/dPPM/+p0 LQojnJkaBNWUGEZXx3KXzHRF39z+UpUih4Q4jYcUTwkzo5z 32TYaaWrXvfVM/M1kalbvWZ6b4V3fkgbs/hznImifVF3CF7 VKvZaPuogDHOKY5nmKOhpookXeYzziCc9Ww4qszLr7TLUKuW Yf35b18AGdDZBR</latexit><latexit sha1_base64="90 e/O/3UR/sIdO8DrDXWF9MQdvc=">AAACxnicjVHLSsNAFD2N r1pfVZdugkVwVRIp6LLgpsuK9gG1lGQ6rUPzIjNRShH8Abf 6aeIf6F94Z0xBLaITkpw5954zc+/1k0BI5TivBWtpeWV1rb he2tjc2t4p7+61ZZyljLdYHMRp1/ckD0TEW0qogHeTlHuhH/ COPznX8c4tT6WIoys1TXg/9MaRGAnmKaIu5UANyhWn6phlL wI3BxXkqxmXX3CNIWIwZAjBEUERDuBB0tODCwcJcX3MiEsJC RPnuEeJtBllccrwiJ3Qd0y7Xs5GtNee0qgZnRLQm5LSxhFp YspLCevTbBPPjLNmf/OeGU99tyn9/dwrJFbhhti/dPPM/+p0 LQojnJkaBNWUGEZXx3KXzHRF39z+UpUih4Q4jYcUTwkzo5z 32TYaaWrXvfVM/M1kalbvWZ6b4V3fkgbs/hznImifVF3CF7 VKvZaPuogDHOKY5nmKOhpookXeYzziCc9Ww4qszLr7TLUKuW Yf35b18AGdDZBR</latexit><latexit sha1_base64="90 e/O/3UR/sIdO8DrDXWF9MQdvc=">AAACxnicjVHLSsNAFD2N r1pfVZdugkVwVRIp6LLgpsuK9gG1lGQ6rUPzIjNRShH8Abf 6aeIf6F94Z0xBLaITkpw5954zc+/1k0BI5TivBWtpeWV1rb he2tjc2t4p7+61ZZyljLdYHMRp1/ckD0TEW0qogHeTlHuhH/ COPznX8c4tT6WIoys1TXg/9MaRGAnmKaIu5UANyhWn6phlL wI3BxXkqxmXX3CNIWIwZAjBEUERDuBB0tODCwcJcX3MiEsJC RPnuEeJtBllccrwiJ3Qd0y7Xs5GtNee0qgZnRLQm5LSxhFp YspLCevTbBPPjLNmf/OeGU99tyn9/dwrJFbhhti/dPPM/+p0 LQojnJkaBNWUGEZXx3KXzHRF39z+UpUih4Q4jYcUTwkzo5z 32TYaaWrXvfVM/M1kalbvWZ6b4V3fkgbs/hznImifVF3CF7 VKvZaPuogDHOKY5nmKOhpookXeYzziCc9Ww4qszLr7TLUKuW Yf35b18AGdDZBR</latexit>
ht 1
<latexit sha1_base64="Q2fjNv 7nYaaai/XyVqJlyjei8vA=">AAACynicjVHLSsNAFD2Nr/quunQTLI IbSyIFXRbcuHBRwT6glpJMp+3QNAmTiVBCd/6AW/0w8Q/0L7wzpqAW0 QlJzpx7zp259/pxIBLlOK8Fa2l5ZXWtuL6xubW9s1va228mUSoZb7A oiGTb9xIeiJA3lFABb8eSexM/4C1/fKnjrXsuExGFt2oa8+7EG4ZiIJ iniGqNepk6dWe9UtmpOGbZi8DNQRn5qkelF9yhjwgMKSbgCKEIB/CQ 0NOBCwcxcV1kxElCwsQ5Ztggb0oqTgqP2DF9h7Tr5GxIe50zMW5Gpw T0SnLaOCZPRDpJWJ9mm3hqMmv2t9yZyanvNqW/n+eaEKswIvYv31z5X 5+uRWGAC1ODoJpiw+jqWJ4lNV3RN7e/VKUoQ0ycxn2KS8LMOOd9to0 nMbXr3nom/maUmtV7lmtTvOtb0oDdn+NcBM2zikv4plquVfNRF3GII5 zQPM9RwxXqaJgqH/GEZ+vaktbUyj6lViH3HODbsh4+AE1ekcQ=</la texit><latexit sha1_base64="Q2fjNv 7nYaaai/XyVqJlyjei8vA=">AAACynicjVHLSsNAFD2Nr/quunQTLI IbSyIFXRbcuHBRwT6glpJMp+3QNAmTiVBCd/6AW/0w8Q/0L7wzpqAW0 QlJzpx7zp259/pxIBLlOK8Fa2l5ZXWtuL6xubW9s1va228mUSoZb7A oiGTb9xIeiJA3lFABb8eSexM/4C1/fKnjrXsuExGFt2oa8+7EG4ZiIJ iniGqNepk6dWe9UtmpOGbZi8DNQRn5qkelF9yhjwgMKSbgCKEIB/CQ 0NOBCwcxcV1kxElCwsQ5Ztggb0oqTgqP2DF9h7Tr5GxIe50zMW5Gpw T0SnLaOCZPRDpJWJ9mm3hqMmv2t9yZyanvNqW/n+eaEKswIvYv31z5X 5+uRWGAC1ODoJpiw+jqWJ4lNV3RN7e/VKUoQ0ycxn2KS8LMOOd9to0 nMbXr3nom/maUmtV7lmtTvOtb0oDdn+NcBM2zikv4plquVfNRF3GII5 zQPM9RwxXqaJgqH/GEZ+vaktbUyj6lViH3HODbsh4+AE1ekcQ=</la texit><latexit sha1_base64="Q2fjNv 7nYaaai/XyVqJlyjei8vA=">AAACynicjVHLSsNAFD2Nr/quunQTLI IbSyIFXRbcuHBRwT6glpJMp+3QNAmTiVBCd/6AW/0w8Q/0L7wzpqAW0 QlJzpx7zp259/pxIBLlOK8Fa2l5ZXWtuL6xubW9s1va228mUSoZb7A oiGTb9xIeiJA3lFABb8eSexM/4C1/fKnjrXsuExGFt2oa8+7EG4ZiIJ iniGqNepk6dWe9UtmpOGbZi8DNQRn5qkelF9yhjwgMKSbgCKEIB/CQ 0NOBCwcxcV1kxElCwsQ5Ztggb0oqTgqP2DF9h7Tr5GxIe50zMW5Gpw T0SnLaOCZPRDpJWJ9mm3hqMmv2t9yZyanvNqW/n+eaEKswIvYv31z5X 5+uRWGAC1ODoJpiw+jqWJ4lNV3RN7e/VKUoQ0ycxn2KS8LMOOd9to0 nMbXr3nom/maUmtV7lmtTvOtb0oDdn+NcBM2zikv4plquVfNRF3GII5 zQPM9RwxXqaJgqH/GEZ+vaktbUyj6lViH3HODbsh4+AE1ekcQ=</la texit><latexit sha1_base64="Q2fjNv 7nYaaai/XyVqJlyjei8vA=">AAACynicjVHLSsNAFD2Nr/quunQTLI IbSyIFXRbcuHBRwT6glpJMp+3QNAmTiVBCd/6AW/0w8Q/0L7wzpqAW0 QlJzpx7zp259/pxIBLlOK8Fa2l5ZXWtuL6xubW9s1va228mUSoZb7A oiGTb9xIeiJA3lFABb8eSexM/4C1/fKnjrXsuExGFt2oa8+7EG4ZiIJ iniGqNepk6dWe9UtmpOGbZi8DNQRn5qkelF9yhjwgMKSbgCKEIB/CQ 0NOBCwcxcV1kxElCwsQ5Ztggb0oqTgqP2DF9h7Tr5GxIe50zMW5Gpw T0SnLaOCZPRDpJWJ9mm3hqMmv2t9yZyanvNqW/n+eaEKswIvYv31z5X 5+uRWGAC1ODoJpiw+jqWJ4lNV3RN7e/VKUoQ0ycxn2KS8LMOOd9to0 nMbXr3nom/maUmtV7lmtTvOtb0oDdn+NcBM2zikv4plquVfNRF3GII5 zQPM9RwxXqaJgqH/GEZ+vaktbUyj6lViH3HODbsh4+AE1ekcQ=</la texit>
ht
(H/2,W/2, 16)
<latexit sha1_base64="4aeTF0m oJOo3mlvWvccBRai7i8w=">AAAC1HicjVHLSsNAFD2Nr1ofjbp0EyxCBal JEXVZcNNlBfsALSWZTmtoXiQToVRX4tYfcKvfJP6B/oV3xhTUIjohM2fO PefO3LlO5LmJMM3XnDY3v7C4lF8urKyurRf1jc1WEqYx400WemHcceyEe2 7Am8IVHu9EMbd9x+NtZ3Qq4+1rHiduGJyLccS7vj0M3IHLbEFUTy+WjfpB dd9oy8k62uvpJbNiqmHMAisDJWSjEeovuEQfIRhS+OAIIAh7sJHQdwELJ iLiupgQFxNyVZzjFgXypqTipLCJHdE8pN1Fxga0lzkT5WZ0ikd/TE4Du+Q JSRcTlqcZKp6qzJL9LfdE5ZR3G9PqZLl8YgWuiP3LN1X+1ydrERjgRNXg Uk2RYmR1LMuSqleRNze+VCUoQ0ScxH2Kx4SZck7f2VCeRNUu39ZW8TellK zcs0yb4l3ekhps/WznLGhVKxbhs8NSzcxancc2dlCmfh6jhjoaaKqeP+IJ z1pLu9HutPtPqZbLPFv4NrSHD7DtkoE=</latexit><latexit sha1_base64="4aeTF0m oJOo3mlvWvccBRai7i8w=">AAAC1HicjVHLSsNAFD2Nr1ofjbp0EyxCBal JEXVZcNNlBfsALSWZTmtoXiQToVRX4tYfcKvfJP6B/oV3xhTUIjohM2fO PefO3LlO5LmJMM3XnDY3v7C4lF8urKyurRf1jc1WEqYx400WemHcceyEe2 7Am8IVHu9EMbd9x+NtZ3Qq4+1rHiduGJyLccS7vj0M3IHLbEFUTy+WjfpB dd9oy8k62uvpJbNiqmHMAisDJWSjEeovuEQfIRhS+OAIIAh7sJHQdwELJ iLiupgQFxNyVZzjFgXypqTipLCJHdE8pN1Fxga0lzkT5WZ0ikd/TE4Du+Q JSRcTlqcZKp6qzJL9LfdE5ZR3G9PqZLl8YgWuiP3LN1X+1ydrERjgRNXg Uk2RYmR1LMuSqleRNze+VCUoQ0ScxH2Kx4SZck7f2VCeRNUu39ZW8TellK zcs0yb4l3ekhps/WznLGhVKxbhs8NSzcxancc2dlCmfh6jhjoaaKqeP+IJ z1pLu9HutPtPqZbLPFv4NrSHD7DtkoE=</latexit><latexit sha1_base64="4aeTF0m oJOo3mlvWvccBRai7i8w=">AAAC1HicjVHLSsNAFD2Nr1ofjbp0EyxCBal JEXVZcNNlBfsALSWZTmtoXiQToVRX4tYfcKvfJP6B/oV3xhTUIjohM2fO PefO3LlO5LmJMM3XnDY3v7C4lF8urKyurRf1jc1WEqYx400WemHcceyEe2 7Am8IVHu9EMbd9x+NtZ3Qq4+1rHiduGJyLccS7vj0M3IHLbEFUTy+WjfpB dd9oy8k62uvpJbNiqmHMAisDJWSjEeovuEQfIRhS+OAIIAh7sJHQdwELJ iLiupgQFxNyVZzjFgXypqTipLCJHdE8pN1Fxga0lzkT5WZ0ikd/TE4Du+Q JSRcTlqcZKp6qzJL9LfdE5ZR3G9PqZLl8YgWuiP3LN1X+1ydrERjgRNXg Uk2RYmR1LMuSqleRNze+VCUoQ0ScxH2Kx4SZck7f2VCeRNUu39ZW8TellK zcs0yb4l3ekhps/WznLGhVKxbhs8NSzcxancc2dlCmfh6jhjoaaKqeP+IJ z1pLu9HutPtPqZbLPFv4NrSHD7DtkoE=</latexit><latexit sha1_base64="4aeTF0m oJOo3mlvWvccBRai7i8w=">AAAC1HicjVHLSsNAFD2Nr1ofjbp0EyxCBal JEXVZcNNlBfsALSWZTmtoXiQToVRX4tYfcKvfJP6B/oV3xhTUIjohM2fO PefO3LlO5LmJMM3XnDY3v7C4lF8urKyurRf1jc1WEqYx400WemHcceyEe2 7Am8IVHu9EMbd9x+NtZ3Qq4+1rHiduGJyLccS7vj0M3IHLbEFUTy+WjfpB dd9oy8k62uvpJbNiqmHMAisDJWSjEeovuEQfIRhS+OAIIAh7sJHQdwELJ iLiupgQFxNyVZzjFgXypqTipLCJHdE8pN1Fxga0lzkT5WZ0ikd/TE4Du+Q JSRcTlqcZKp6qzJL9LfdE5ZR3G9PqZLl8YgWuiP3LN1X+1ydrERjgRNXg Uk2RYmR1LMuSqleRNze+VCUoQ0ScxH2Kx4SZck7f2VCeRNUu39ZW8TellK zcs0yb4l3ekhps/WznLGhVKxbhs8NSzcxancc2dlCmfh6jhjoaaKqeP+IJ z1pLu9HutPtPqZbLPFv4NrSHD7DtkoE=</latexit>
st 1
<latexit sha1_base64="nv0nMmp nHFAH6olz/fIXNjMtEIw=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwY0m koMuCGxcuKtgH1FKSdFqHpkmYTIQSuvMH3OqHiX+gf+GdcQpqEZ2Q5My5 59yZe6+fhDyVjvNasJaWV1bXiuuljc2t7Z3y7l4rjTMRsGYQh7Ho+F7KQh 6xpuQyZJ1EMG/ih6ztjy9UvH3PRMrj6EZOE9abeKOID3ngSaLaaT+XJ+6s X644VUcvexG4BlRgViMuv+AWA8QIkGEChgiScAgPKT1duHCQENdDTpwgx HWcYYYSeTNSMVJ4xI7pO6Jd17AR7VXOVLsDOiWkV5DTxhF5YtIJwuo0W8c znVmxv+XOdU51tyn9fZNrQqzEHbF/+ebK//pULRJDnOsaONWUaEZVF5gs me6Kurn9pSpJGRLiFB5QXBAOtHPeZ1t7Ul276q2n429aqVi1D4w2w7u6JQ 3Y/TnORdA6rbqEr2uVes2MuogDHOKY5nmGOi7RQFNX+YgnPFtXlrCmVv4p tQrGs49vy3r4AGfAkc8=</latexit><latexit sha1_base64="nv0nMmp nHFAH6olz/fIXNjMtEIw=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwY0m koMuCGxcuKtgH1FKSdFqHpkmYTIQSuvMH3OqHiX+gf+GdcQpqEZ2Q5My5 59yZe6+fhDyVjvNasJaWV1bXiuuljc2t7Z3y7l4rjTMRsGYQh7Ho+F7KQh 6xpuQyZJ1EMG/ih6ztjy9UvH3PRMrj6EZOE9abeKOID3ngSaLaaT+XJ+6s X644VUcvexG4BlRgViMuv+AWA8QIkGEChgiScAgPKT1duHCQENdDTpwgx HWcYYYSeTNSMVJ4xI7pO6Jd17AR7VXOVLsDOiWkV5DTxhF5YtIJwuo0W8c znVmxv+XOdU51tyn9fZNrQqzEHbF/+ebK//pULRJDnOsaONWUaEZVF5gs me6Kurn9pSpJGRLiFB5QXBAOtHPeZ1t7Ul276q2n429aqVi1D4w2w7u6JQ 3Y/TnORdA6rbqEr2uVes2MuogDHOKY5nmGOi7RQFNX+YgnPFtXlrCmVv4p tQrGs49vy3r4AGfAkc8=</latexit><latexit sha1_base64="nv0nMmp nHFAH6olz/fIXNjMtEIw=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwY0m koMuCGxcuKtgH1FKSdFqHpkmYTIQSuvMH3OqHiX+gf+GdcQpqEZ2Q5My5 59yZe6+fhDyVjvNasJaWV1bXiuuljc2t7Z3y7l4rjTMRsGYQh7Ho+F7KQh 6xpuQyZJ1EMG/ih6ztjy9UvH3PRMrj6EZOE9abeKOID3ngSaLaaT+XJ+6s X644VUcvexG4BlRgViMuv+AWA8QIkGEChgiScAgPKT1duHCQENdDTpwgx HWcYYYSeTNSMVJ4xI7pO6Jd17AR7VXOVLsDOiWkV5DTxhF5YtIJwuo0W8c znVmxv+XOdU51tyn9fZNrQqzEHbF/+ebK//pULRJDnOsaONWUaEZVF5gs me6Kurn9pSpJGRLiFB5QXBAOtHPeZ1t7Ul276q2n429aqVi1D4w2w7u6JQ 3Y/TnORdA6rbqEr2uVes2MuogDHOKY5nmGOi7RQFNX+YgnPFtXlrCmVv4p tQrGs49vy3r4AGfAkc8=</latexit><latexit sha1_base64="nv0nMmp nHFAH6olz/fIXNjMtEIw=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwY0m koMuCGxcuKtgH1FKSdFqHpkmYTIQSuvMH3OqHiX+gf+GdcQpqEZ2Q5My5 59yZe6+fhDyVjvNasJaWV1bXiuuljc2t7Z3y7l4rjTMRsGYQh7Ho+F7KQh 6xpuQyZJ1EMG/ih6ztjy9UvH3PRMrj6EZOE9abeKOID3ngSaLaaT+XJ+6s X644VUcvexG4BlRgViMuv+AWA8QIkGEChgiScAgPKT1duHCQENdDTpwgx HWcYYYSeTNSMVJ4xI7pO6Jd17AR7VXOVLsDOiWkV5DTxhF5YtIJwuo0W8c znVmxv+XOdU51tyn9fZNrQqzEHbF/+ebK//pULRJDnOsaONWUaEZVF5gs me6Kurn9pSpJGRLiFB5QXBAOtHPeZ1t7Ul276q2n429aqVi1D4w2w7u6JQ 3Y/TnORdA6rbqEr2uVes2MuogDHOKY5nmGOi7RQFNX+YgnPFtXlrCmVv4p tQrGs49vy3r4AGfAkc8=</latexit>
d`t
<latexit sha1_base64="S4yWfExxX q49x20R1vro3tXTHuQ=">AAAB83icbZBNS8NAEIYn9avWr6pHL8FW8FSSHtRj wYvHCvYDmlg2m0m7dLMJuxuhhP4NLx4U8eqf8ea/cdvmoK0vLDy8M8PMvkHKm dKO822VNja3tnfKu5W9/YPDo+rxSVclmaTYoQlPZD8gCjkT2NFMc+ynEkkccO wFk9t5vfeEUrFEPOhpin5MRoJFjBJtLK8ePnrI+TDXs/qwWnMazkL2OrgF1KB Qe1j98sKEZjEKTTlRauA6qfZzIjWjHGcVL1OYEjohIxwYFCRG5eeLm2f2hXFC O0qkeULbC/f3RE5ipaZxYDpjosdqtTY3/6sNMh3d+DkTaaZR0OWiKOO2Tux5A HbIJFLNpwYIlczcatMxkYRqE1PFhOCufnkdus2Ga/i+WWtdFXGU4QzO4RJcuI YW3EEbOkAhhWd4hTcrs16sd+tj2VqyiplT+CPr8weQ5JFS</latexit><latexit sha1_base64="S4yWfExxX q49x20R1vro3tXTHuQ=">AAAB83icbZBNS8NAEIYn9avWr6pHL8FW8FSSHtRj wYvHCvYDmlg2m0m7dLMJuxuhhP4NLx4U8eqf8ea/cdvmoK0vLDy8M8PMvkHKm dKO822VNja3tnfKu5W9/YPDo+rxSVclmaTYoQlPZD8gCjkT2NFMc+ynEkkccO wFk9t5vfeEUrFEPOhpin5MRoJFjBJtLK8ePnrI+TDXs/qwWnMazkL2OrgF1KB Qe1j98sKEZjEKTTlRauA6qfZzIjWjHGcVL1OYEjohIxwYFCRG5eeLm2f2hXFC O0qkeULbC/f3RE5ipaZxYDpjosdqtTY3/6sNMh3d+DkTaaZR0OWiKOO2Tux5A HbIJFLNpwYIlczcatMxkYRqE1PFhOCufnkdus2Ga/i+WWtdFXGU4QzO4RJcuI YW3EEbOkAhhWd4hTcrs16sd+tj2VqyiplT+CPr8weQ5JFS</latexit><latexit sha1_base64="S4yWfExxX q49x20R1vro3tXTHuQ=">AAAB83icbZBNS8NAEIYn9avWr6pHL8FW8FSSHtRj wYvHCvYDmlg2m0m7dLMJuxuhhP4NLx4U8eqf8ea/cdvmoK0vLDy8M8PMvkHKm dKO822VNja3tnfKu5W9/YPDo+rxSVclmaTYoQlPZD8gCjkT2NFMc+ynEkkccO wFk9t5vfeEUrFEPOhpin5MRoJFjBJtLK8ePnrI+TDXs/qwWnMazkL2OrgF1KB Qe1j98sKEZjEKTTlRauA6qfZzIjWjHGcVL1OYEjohIxwYFCRG5eeLm2f2hXFC O0qkeULbC/f3RE5ipaZxYDpjosdqtTY3/6sNMh3d+DkTaaZR0OWiKOO2Tux5A HbIJFLNpwYIlczcatMxkYRqE1PFhOCufnkdus2Ga/i+WWtdFXGU4QzO4RJcuI YW3EEbOkAhhWd4hTcrs16sd+tj2VqyiplT+CPr8weQ5JFS</latexit><latexit sha1_base64="S4yWfExxX q49x20R1vro3tXTHuQ=">AAAB83icbZBNS8NAEIYn9avWr6pHL8FW8FSSHtRj wYvHCvYDmlg2m0m7dLMJuxuhhP4NLx4U8eqf8ea/cdvmoK0vLDy8M8PMvkHKm dKO822VNja3tnfKu5W9/YPDo+rxSVclmaTYoQlPZD8gCjkT2NFMc+ynEkkccO wFk9t5vfeEUrFEPOhpin5MRoJFjBJtLK8ePnrI+TDXs/qwWnMazkL2OrgF1KB Qe1j98sKEZjEKTTlRauA6qfZzIjWjHGcVL1OYEjohIxwYFCRG5eeLm2f2hXFC O0qkeULbC/f3RE5ipaZxYDpjosdqtTY3/6sNMh3d+DkTaaZR0OWiKOO2Tux5A HbIJFLNpwYIlczcatMxkYRqE1PFhOCufnkdus2Ga/i+WWtdFXGU4QzO4RJcuI YW3EEbOkAhhWd4hTcrs16sd+tj2VqyiplT+CPr8weQ5JFS</latexit>
e`t
<latexit sha1_base64="pDelYKQRq pN4ESazlTfv95KtCck=">AAAB83icbZA9TwJBEIbn8AvxC7W02QgmVuSOQi1J bCwxkY+EO8neMsCGvb3L7p4JufA3bCw0xtY/Y+e/cYErFHyTTZ68M5OZfcNEc G1c99spbGxube8Ud0t7+weHR+Xjk7aOU8WwxWIRq25INQousWW4EdhNFNIoFNg JJ7fzeucJleaxfDDTBIOIjiQfckaNtfwqPvooRD8zs2q/XHFr7kJkHbwcKpCr 2S9/+YOYpRFKwwTVuue5iQkyqgxnAmclP9WYUDahI+xZlDRCHWSLm2fkwjoDM oyVfdKQhft7IqOR1tMotJ0RNWO9Wpub/9V6qRneBBmXSWpQsuWiYSqIick8AD LgCpkRUwuUKW5vJWxMFWXGxlSyIXirX16Hdr3mWb6vVxpXeRxFOINzuAQPrqE Bd9CEFjBI4Ble4c1JnRfn3flYthacfOYU/sj5/AGScpFT</latexit><latexit sha1_base64="pDelYKQRq pN4ESazlTfv95KtCck=">AAAB83icbZA9TwJBEIbn8AvxC7W02QgmVuSOQi1J bCwxkY+EO8neMsCGvb3L7p4JufA3bCw0xtY/Y+e/cYErFHyTTZ68M5OZfcNEc G1c99spbGxube8Ud0t7+weHR+Xjk7aOU8WwxWIRq25INQousWW4EdhNFNIoFNg JJ7fzeucJleaxfDDTBIOIjiQfckaNtfwqPvooRD8zs2q/XHFr7kJkHbwcKpCr 2S9/+YOYpRFKwwTVuue5iQkyqgxnAmclP9WYUDahI+xZlDRCHWSLm2fkwjoDM oyVfdKQhft7IqOR1tMotJ0RNWO9Wpub/9V6qRneBBmXSWpQsuWiYSqIick8AD LgCpkRUwuUKW5vJWxMFWXGxlSyIXirX16Hdr3mWb6vVxpXeRxFOINzuAQPrqE Bd9CEFjBI4Ble4c1JnRfn3flYthacfOYU/sj5/AGScpFT</latexit><latexit sha1_base64="pDelYKQRq pN4ESazlTfv95KtCck=">AAAB83icbZA9TwJBEIbn8AvxC7W02QgmVuSOQi1J bCwxkY+EO8neMsCGvb3L7p4JufA3bCw0xtY/Y+e/cYErFHyTTZ68M5OZfcNEc G1c99spbGxube8Ud0t7+weHR+Xjk7aOU8WwxWIRq25INQousWW4EdhNFNIoFNg JJ7fzeucJleaxfDDTBIOIjiQfckaNtfwqPvooRD8zs2q/XHFr7kJkHbwcKpCr 2S9/+YOYpRFKwwTVuue5iQkyqgxnAmclP9WYUDahI+xZlDRCHWSLm2fkwjoDM oyVfdKQhft7IqOR1tMotJ0RNWO9Wpub/9V6qRneBBmXSWpQsuWiYSqIick8AD LgCpkRUwuUKW5vJWxMFWXGxlSyIXirX16Hdr3mWb6vVxpXeRxFOINzuAQPrqE Bd9CEFjBI4Ble4c1JnRfn3flYthacfOYU/sj5/AGScpFT</latexit><latexit sha1_base64="pDelYKQRq pN4ESazlTfv95KtCck=">AAAB83icbZA9TwJBEIbn8AvxC7W02QgmVuSOQi1J bCwxkY+EO8neMsCGvb3L7p4JufA3bCw0xtY/Y+e/cYErFHyTTZ68M5OZfcNEc G1c99spbGxube8Ud0t7+weHR+Xjk7aOU8WwxWIRq25INQousWW4EdhNFNIoFNg JJ7fzeucJleaxfDDTBIOIjiQfckaNtfwqPvooRD8zs2q/XHFr7kJkHbwcKpCr 2S9/+YOYpRFKwwTVuue5iQkyqgxnAmclP9WYUDahI+xZlDRCHWSLm2fkwjoDM oyVfdKQhft7IqOR1tMotJ0RNWO9Wpub/9V6qRneBBmXSWpQsuWiYSqIick8AD LgCpkRUwuUKW5vJWxMFWXGxlSyIXirX16Hdr3mWb6vVxpXeRxFOINzuAQPrqE Bd9CEFjBI4Ble4c1JnRfn3flYthacfOYU/sj5/AGScpFT</latexit>
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` = 0
<latexit sha1_ba se64="3JYSzqfZhfEtQGBCNsDlQk+N EtI=">AAACyXicjVHLSsNAFD2Nr1pf VZdugkVwVRIRdCMU3AhuKtgHtEWS6b SOnSYxmYi1uPIH3OqPiX+gf+GdMQW1 iE5Icubce87MvdePpEiU47zmrJnZuf mF/GJhaXllda24vlFPwjRmvMZCGcZN3 0u4FAGvKaEkb0Yx94a+5A1/cKzjjRs eJyIMztUo4p2h1w9ETzBPEVVvcymPn ItiySk7ZtnTwM1ACdmqhsUXtNFFCIY UQ3AEUIQlPCT0tODCQURcB2PiYkLCx DnuUSBtSlmcMjxiB/Tt066VsQHttWd i1IxOkfTGpLSxQ5qQ8mLC+jTbxFPjrN nfvMfGU99tRH8/8xoSq3BJ7F+6SeZ/ dboWhR4OTQ2CaooMo6tjmUtquqJvbn +pSpFDRJzGXYrHhJlRTvpsG01iate9 9Uz8zWRqVu9ZlpviXd+SBuz+HOc0qO +VXcJn+6XKfjbqPLawjV2a5wEqOEEV NfK+wiOe8GydWtfWrXX3mWrlMs0mvi3 r4QPa8ZEv</latexit><latexit sha1_ba se64="3JYSzqfZhfEtQGBCNsDlQk+N EtI=">AAACyXicjVHLSsNAFD2Nr1pf VZdugkVwVRIRdCMU3AhuKtgHtEWS6b SOnSYxmYi1uPIH3OqPiX+gf+GdMQW1 iE5Icubce87MvdePpEiU47zmrJnZuf mF/GJhaXllda24vlFPwjRmvMZCGcZN3 0u4FAGvKaEkb0Yx94a+5A1/cKzjjRs eJyIMztUo4p2h1w9ETzBPEVVvcymPn ItiySk7ZtnTwM1ACdmqhsUXtNFFCIY UQ3AEUIQlPCT0tODCQURcB2PiYkLCx DnuUSBtSlmcMjxiB/Tt066VsQHttWd i1IxOkfTGpLSxQ5qQ8mLC+jTbxFPjrN nfvMfGU99tRH8/8xoSq3BJ7F+6SeZ/ dboWhR4OTQ2CaooMo6tjmUtquqJvbn +pSpFDRJzGXYrHhJlRTvpsG01iate9 9Uz8zWRqVu9ZlpviXd+SBuz+HOc0qO +VXcJn+6XKfjbqPLawjV2a5wEqOEEV NfK+wiOe8GydWtfWrXX3mWrlMs0mvi3 r4QPa8ZEv</latexit><latexit sha1_ba se64="3JYSzqfZhfEtQGBCNsDlQk+N EtI=">AAACyXicjVHLSsNAFD2Nr1pf VZdugkVwVRIRdCMU3AhuKtgHtEWS6b SOnSYxmYi1uPIH3OqPiX+gf+GdMQW1 iE5Icubce87MvdePpEiU47zmrJnZuf mF/GJhaXllda24vlFPwjRmvMZCGcZN3 0u4FAGvKaEkb0Yx94a+5A1/cKzjjRs eJyIMztUo4p2h1w9ETzBPEVVvcymPn ItiySk7ZtnTwM1ACdmqhsUXtNFFCIY UQ3AEUIQlPCT0tODCQURcB2PiYkLCx DnuUSBtSlmcMjxiB/Tt066VsQHttWd i1IxOkfTGpLSxQ5qQ8mLC+jTbxFPjrN nfvMfGU99tRH8/8xoSq3BJ7F+6SeZ/ dboWhR4OTQ2CaooMo6tjmUtquqJvbn +pSpFDRJzGXYrHhJlRTvpsG01iate9 9Uz8zWRqVu9ZlpviXd+SBuz+HOc0qO +VXcJn+6XKfjbqPLawjV2a5wEqOEEV NfK+wiOe8GydWtfWrXX3mWrlMs0mvi3 r4QPa8ZEv</latexit><latexit sha1_ba se64="3JYSzqfZhfEtQGBCNsDlQk+N EtI=">AAACyXicjVHLSsNAFD2Nr1pf VZdugkVwVRIRdCMU3AhuKtgHtEWS6b SOnSYxmYi1uPIH3OqPiX+gf+GdMQW1 iE5Icubce87MvdePpEiU47zmrJnZuf mF/GJhaXllda24vlFPwjRmvMZCGcZN3 0u4FAGvKaEkb0Yx94a+5A1/cKzjjRs eJyIMztUo4p2h1w9ETzBPEVVvcymPn ItiySk7ZtnTwM1ACdmqhsUXtNFFCIY UQ3AEUIQlPCT0tODCQURcB2PiYkLCx DnuUSBtSlmcMjxiB/Tt066VsQHttWd i1IxOkfTGpLSxQ5qQ8mLC+jTbxFPjrN nfvMfGU99tRH8/8xoSq3BJ7F+6SeZ/ dboWhR4OTQ2CaooMo6tjmUtquqJvbn +pSpFDRJzGXYrHhJlRTvpsG01iate9 9Uz8zWRqVu9ZlpviXd+SBuz+HOc0qO +VXcJn+6XKfjbqPLawjV2a5wEqOEEV NfK+wiOe8GydWtfWrXX3mWrlMs0mvi3 r4QPa8ZEv</latexit>
` = 4
<latexit sha1_ba se64="iLNAZ1ilsAVeBLQ10Nr7yVcu 8FQ=">AAACyXicjVHLSsNAFD2Nr1pf VZdugkVwVRIp6EYouBHcVLAPaIsk02 kdnSYxmYi1uPIH3OqPiX+gf+GdMQW1 iE5Icubce87MvdePpEiU47zmrJnZuf mF/GJhaXllda24vtFIwjRmvM5CGcYt 30u4FAGvK6Ekb0Ux94a+5E3/6kjHmz c8TkQYnKlRxLtDbxCIvmCeIqrR4VIeV s6LJafsmGVPAzcDJWSrFhZf0EEPIRh SDMERQBGW8JDQ04YLBxFxXYyJiwkJE +e4R4G0KWVxyvCIvaLvgHbtjA1orz0 To2Z0iqQ3JqWNHdKElBcT1qfZJp4aZ 83+5j02nvpuI/r7mdeQWIULYv/STTL /q9O1KPRxYGoQVFNkGF0dy1xS0xV9c /tLVYocIuI07lE8JsyMctJn22gSU7vu rWfibyZTs3rPstwU7/qWNGD35zinQW Ov7BI+rZSqlWzUeWxhG7s0z31UcYwa 6uR9iUc84dk6sa6tW+vuM9XKZZpNfF vWwwfkcZEz</latexit><latexit sha1_ba se64="iLNAZ1ilsAVeBLQ10Nr7yVcu 8FQ=">AAACyXicjVHLSsNAFD2Nr1pf VZdugkVwVRIp6EYouBHcVLAPaIsk02 kdnSYxmYi1uPIH3OqPiX+gf+GdMQW1 iE5Icubce87MvdePpEiU47zmrJnZuf mF/GJhaXllda24vtFIwjRmvM5CGcYt 30u4FAGvK6Ekb0Ux94a+5E3/6kjHmz c8TkQYnKlRxLtDbxCIvmCeIqrR4VIeV s6LJafsmGVPAzcDJWSrFhZf0EEPIRh SDMERQBGW8JDQ04YLBxFxXYyJiwkJE +e4R4G0KWVxyvCIvaLvgHbtjA1orz0 To2Z0iqQ3JqWNHdKElBcT1qfZJp4aZ 83+5j02nvpuI/r7mdeQWIULYv/STTL /q9O1KPRxYGoQVFNkGF0dy1xS0xV9c /tLVYocIuI07lE8JsyMctJn22gSU7vu rWfibyZTs3rPstwU7/qWNGD35zinQW Ov7BI+rZSqlWzUeWxhG7s0z31UcYwa 6uR9iUc84dk6sa6tW+vuM9XKZZpNfF vWwwfkcZEz</latexit><latexit sha1_ba se64="iLNAZ1ilsAVeBLQ10Nr7yVcu 8FQ=">AAACyXicjVHLSsNAFD2Nr1pf VZdugkVwVRIp6EYouBHcVLAPaIsk02 kdnSYxmYi1uPIH3OqPiX+gf+GdMQW1 iE5Icubce87MvdePpEiU47zmrJnZuf mF/GJhaXllda24vtFIwjRmvM5CGcYt 30u4FAGvK6Ekb0Ux94a+5E3/6kjHmz c8TkQYnKlRxLtDbxCIvmCeIqrR4VIeV s6LJafsmGVPAzcDJWSrFhZf0EEPIRh SDMERQBGW8JDQ04YLBxFxXYyJiwkJE +e4R4G0KWVxyvCIvaLvgHbtjA1orz0 To2Z0iqQ3JqWNHdKElBcT1qfZJp4aZ 83+5j02nvpuI/r7mdeQWIULYv/STTL /q9O1KPRxYGoQVFNkGF0dy1xS0xV9c /tLVYocIuI07lE8JsyMctJn22gSU7vu rWfibyZTs3rPstwU7/qWNGD35zinQW Ov7BI+rZSqlWzUeWxhG7s0z31UcYwa 6uR9iUc84dk6sa6tW+vuM9XKZZpNfF vWwwfkcZEz</latexit><latexit sha1_ba se64="iLNAZ1ilsAVeBLQ10Nr7yVcu 8FQ=">AAACyXicjVHLSsNAFD2Nr1pf VZdugkVwVRIp6EYouBHcVLAPaIsk02 kdnSYxmYi1uPIH3OqPiX+gf+GdMQW1 iE5Icubce87MvdePpEiU47zmrJnZuf mF/GJhaXllda24vtFIwjRmvM5CGcYt 30u4FAGvK6Ekb0Ux94a+5E3/6kjHmz c8TkQYnKlRxLtDbxCIvmCeIqrR4VIeV s6LJafsmGVPAzcDJWSrFhZf0EEPIRh SDMERQBGW8JDQ04YLBxFxXYyJiwkJE +e4R4G0KWVxyvCIvaLvgHbtjA1orz0 To2Z0iqQ3JqWNHdKElBcT1qfZJp4aZ 83+5j02nvpuI/r7mdeQWIULYv/STTL /q9O1KPRxYGoQVFNkGF0dy1xS0xV9c /tLVYocIuI07lE8JsyMctJn22gSU7vu rWfibyZTs3rPstwU7/qWNGD35zinQW Ov7BI+rZSqlWzUeWxhG7s0z31UcYwa 6uR9iUc84dk6sa6tW+vuM9XKZZpNfF vWwwfkcZEz</latexit>
` = 3
<latexit sha1_ba se64="XcDlbRhwbtQEnaahiHgPa4XI N2g=">AAACyXicjVHLSsNAFD2Nr1pf VZdugkVwVRIt6EYouBHcVLAPaIsk02 mNnTxMJmItrvwBt/pj4h/oX3hnTEEt ohOSnDn3njNz73Uj4SXSsl5zxszs3P xCfrGwtLyyulZc32gkYRozXmehCOOW6 yRceAGvS08K3opi7viu4E13eKzizRs eJ14YnMtRxLu+Mwi8vsccSVSjw4U42 r8olqyypZc5DewMlJCtWlh8QQc9hGB I4YMjgCQs4CChpw0bFiLiuhgTFxPyd JzjHgXSppTFKcMhdkjfAe3aGRvQXnk mWs3oFEFvTEoTO6QJKS8mrE4zdTzVzo r9zXusPdXdRvR3My+fWIlLYv/STTL/ q1O1SPRxqGvwqKZIM6o6lrmkuivq5u aXqiQ5RMQp3KN4TJhp5aTPptYkunbV W0fH33SmYtWeZbkp3tUtacD2z3FOg8 Ze2SZ8VilVK9mo89jCNnZpngeo4gQ1 1Mn7Co94wrNxalwbt8bdZ6qRyzSb+La Mhw/iEZEy</latexit><latexit sha1_ba se64="XcDlbRhwbtQEnaahiHgPa4XI N2g=">AAACyXicjVHLSsNAFD2Nr1pf VZdugkVwVRIt6EYouBHcVLAPaIsk02 mNnTxMJmItrvwBt/pj4h/oX3hnTEEt ohOSnDn3njNz73Uj4SXSsl5zxszs3P xCfrGwtLyyulZc32gkYRozXmehCOOW6 yRceAGvS08K3opi7viu4E13eKzizRs eJ14YnMtRxLu+Mwi8vsccSVSjw4U42 r8olqyypZc5DewMlJCtWlh8QQc9hGB I4YMjgCQs4CChpw0bFiLiuhgTFxPyd JzjHgXSppTFKcMhdkjfAe3aGRvQXnk mWs3oFEFvTEoTO6QJKS8mrE4zdTzVzo r9zXusPdXdRvR3My+fWIlLYv/STTL/ q1O1SPRxqGvwqKZIM6o6lrmkuivq5u aXqiQ5RMQp3KN4TJhp5aTPptYkunbV W0fH33SmYtWeZbkp3tUtacD2z3FOg8 Ze2SZ8VilVK9mo89jCNnZpngeo4gQ1 1Mn7Co94wrNxalwbt8bdZ6qRyzSb+La Mhw/iEZEy</latexit><latexit sha1_ba se64="XcDlbRhwbtQEnaahiHgPa4XI N2g=">AAACyXicjVHLSsNAFD2Nr1pf VZdugkVwVRIt6EYouBHcVLAPaIsk02 mNnTxMJmItrvwBt/pj4h/oX3hnTEEt ohOSnDn3njNz73Uj4SXSsl5zxszs3P xCfrGwtLyyulZc32gkYRozXmehCOOW6 yRceAGvS08K3opi7viu4E13eKzizRs eJ14YnMtRxLu+Mwi8vsccSVSjw4U42 r8olqyypZc5DewMlJCtWlh8QQc9hGB I4YMjgCQs4CChpw0bFiLiuhgTFxPyd JzjHgXSppTFKcMhdkjfAe3aGRvQXnk mWs3oFEFvTEoTO6QJKS8mrE4zdTzVzo r9zXusPdXdRvR3My+fWIlLYv/STTL/ q1O1SPRxqGvwqKZIM6o6lrmkuivq5u aXqiQ5RMQp3KN4TJhp5aTPptYkunbV W0fH33SmYtWeZbkp3tUtacD2z3FOg8 Ze2SZ8VilVK9mo89jCNnZpngeo4gQ1 1Mn7Co94wrNxalwbt8bdZ6qRyzSb+La Mhw/iEZEy</latexit><latexit sha1_ba se64="XcDlbRhwbtQEnaahiHgPa4XI N2g=">AAACyXicjVHLSsNAFD2Nr1pf VZdugkVwVRIt6EYouBHcVLAPaIsk02 mNnTxMJmItrvwBt/pj4h/oX3hnTEEt ohOSnDn3njNz73Uj4SXSsl5zxszs3P xCfrGwtLyyulZc32gkYRozXmehCOOW6 yRceAGvS08K3opi7viu4E13eKzizRs eJ14YnMtRxLu+Mwi8vsccSVSjw4U42 r8olqyypZc5DewMlJCtWlh8QQc9hGB I4YMjgCQs4CChpw0bFiLiuhgTFxPyd JzjHgXSppTFKcMhdkjfAe3aGRvQXnk mWs3oFEFvTEoTO6QJKS8mrE4zdTzVzo r9zXusPdXdRvR3My+fWIlLYv/STTL/ q1O1SPRxqGvwqKZIM6o6lrmkuivq5u aXqiQ5RMQp3KN4TJhp5aTPptYkunbV W0fH33SmYtWeZbkp3tUtacD2z3FOg8 Ze2SZ8VilVK9mo89jCNnZpngeo4gQ1 1Mn7Co94wrNxalwbt8bdZ6qRyzSb+La Mhw/iEZEy</latexit>
(b) R-UNet  ` = 3<latexit sha1_base64="XcDlbRhwb tQEnaahiHgPa4XIN2g=">AAACyXicjVHLSsNAFD2Nr1pfVZdugkVwVRIt6EY ouBHcVLAPaIsk02mNnTxMJmItrvwBt/pj4h/oX3hnTEEtohOSnDn3njNz73U j4SXSsl5zxszs3PxCfrGwtLyyulZc32gkYRozXmehCOOW6yRceAGvS08K3opi 7viu4E13eKzizRseJ14YnMtRxLu+Mwi8vsccSVSjw4U42r8olqyypZc5DewM lJCtWlh8QQc9hGBI4YMjgCQs4CChpw0bFiLiuhgTFxPydJzjHgXSppTFKcMh dkjfAe3aGRvQXnkmWs3oFEFvTEoTO6QJKS8mrE4zdTzVzor9zXusPdXdRvR3M y+fWIlLYv/STTL/q1O1SPRxqGvwqKZIM6o6lrmkuivq5uaXqiQ5RMQp3KN4T Jhp5aTPptYkunbVW0fH33SmYtWeZbkp3tUtacD2z3FOg8Ze2SZ8VilVK9mo8 9jCNnZpngeo4gQ11Mn7Co94wrNxalwbt8bdZ6qRyzSb+LaMhw/iEZEy</late xit><latexit sha1_base64="XcDlbRhwb tQEnaahiHgPa4XIN2g=">AAACyXicjVHLSsNAFD2Nr1pfVZdugkVwVRIt6EY ouBHcVLAPaIsk02mNnTxMJmItrvwBt/pj4h/oX3hnTEEtohOSnDn3njNz73U j4SXSsl5zxszs3PxCfrGwtLyyulZc32gkYRozXmehCOOW6yRceAGvS08K3opi 7viu4E13eKzizRseJ14YnMtRxLu+Mwi8vsccSVSjw4U42r8olqyypZc5DewM lJCtWlh8QQc9hGBI4YMjgCQs4CChpw0bFiLiuhgTFxPydJzjHgXSppTFKcMh dkjfAe3aGRvQXnkmWs3oFEFvTEoTO6QJKS8mrE4zdTzVzor9zXusPdXdRvR3M y+fWIlLYv/STTL/q1O1SPRxqGvwqKZIM6o6lrmkuivq5uaXqiQ5RMQp3KN4T Jhp5aTPptYkunbVW0fH33SmYtWeZbkp3tUtacD2z3FOg8Ze2SZ8VilVK9mo8 9jCNnZpngeo4gQ11Mn7Co94wrNxalwbt8bdZ6qRyzSb+LaMhw/iEZEy</late xit><latexit sha1_base64="XcDlbRhwb tQEnaahiHgPa4XIN2g=">AAACyXicjVHLSsNAFD2Nr1pfVZdugkVwVRIt6EY ouBHcVLAPaIsk02mNnTxMJmItrvwBt/pj4h/oX3hnTEEtohOSnDn3njNz73U j4SXSsl5zxszs3PxCfrGwtLyyulZc32gkYRozXmehCOOW6yRceAGvS08K3opi 7viu4E13eKzizRseJ14YnMtRxLu+Mwi8vsccSVSjw4U42r8olqyypZc5DewM lJCtWlh8QQc9hGBI4YMjgCQs4CChpw0bFiLiuhgTFxPydJzjHgXSppTFKcMh dkjfAe3aGRvQXnkmWs3oFEFvTEoTO6QJKS8mrE4zdTzVzor9zXusPdXdRvR3M y+fWIlLYv/STTL/q1O1SPRxqGvwqKZIM6o6lrmkuivq5uaXqiQ5RMQp3KN4T Jhp5aTPptYkunbVW0fH33SmYtWeZbkp3tUtacD2z3FOg8Ze2SZ8VilVK9mo8 9jCNnZpngeo4gQ11Mn7Co94wrNxalwbt8bdZ6qRyzSb+LaMhw/iEZEy</late xit><latexit sha1_base64="XcDlbRhwb tQEnaahiHgPa4XIN2g=">AAACyXicjVHLSsNAFD2Nr1pfVZdugkVwVRIt6EY ouBHcVLAPaIsk02mNnTxMJmItrvwBt/pj4h/oX3hnTEEtohOSnDn3njNz73U j4SXSsl5zxszs3PxCfrGwtLyyulZc32gkYRozXmehCOOW6yRceAGvS08K3opi 7viu4E13eKzizRseJ14YnMtRxLu+Mwi8vsccSVSjw4U42r8olqyypZc5DewM lJCtWlh8QQc9hGBI4YMjgCQs4CChpw0bFiLiuhgTFxPydJzjHgXSppTFKcMh dkjfAe3aGRvQXnkmWs3oFEFvTEoTO6QJKS8mrE4zdTzVzor9zXusPdXdRvR3M y+fWIlLYv/STTL/q1O1SPRxqGvwqKZIM6o6lrmkuivq5uaXqiQ5RMQp3KN4T Jhp5aTPptYkunbVW0fH33SmYtWeZbkp3tUtacD2z3FOg8Ze2SZ8VilVK9mo8 9jCNnZpngeo4gQ11Mn7Co94wrNxalwbt8bdZ6qRyzSb+LaMhw/iEZEy</late xit>(         )
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<latexit sha1_base64="S4yWfExxXq49x20R1vro3tXTHuQ=">AAAB83icb ZBNS8NAEIYn9avWr6pHL8FW8FSSHtRjwYvHCvYDmlg2m0m7dLMJuxuhhP4NLx4U8eqf8ea/cdvmoK0vLDy8M8PMvkHKmdKO822VNja3tnfKu5W9/YPDo+rxSVc lmaTYoQlPZD8gCjkT2NFMc+ynEkkccOwFk9t5vfeEUrFEPOhpin5MRoJFjBJtLK8ePnrI+TDXs/qwWnMazkL2OrgF1KBQe1j98sKEZjEKTTlRauA6qfZzIjWjH GcVL1OYEjohIxwYFCRG5eeLm2f2hXFCO0qkeULbC/f3RE5ipaZxYDpjosdqtTY3/6sNMh3d+DkTaaZR0OWiKOO2Tux5AHbIJFLNpwYIlczcatMxkYRqE1PFhOC ufnkdus2Ga/i+WWtdFXGU4QzO4RJcuIYW3EEbOkAhhWd4hTcrs16sd+tj2VqyiplT+CPr8weQ5JFS</latexit><latexit sha1_base64="S4yWfExxXq49x20R1vro3tXTHuQ=">AAAB83icb ZBNS8NAEIYn9avWr6pHL8FW8FSSHtRjwYvHCvYDmlg2m0m7dLMJuxuhhP4NLx4U8eqf8ea/cdvmoK0vLDy8M8PMvkHKmdKO822VNja3tnfKu5W9/YPDo+rxSVc lmaTYoQlPZD8gCjkT2NFMc+ynEkkccOwFk9t5vfeEUrFEPOhpin5MRoJFjBJtLK8ePnrI+TDXs/qwWnMazkL2OrgF1KBQe1j98sKEZjEKTTlRauA6qfZzIjWjH GcVL1OYEjohIxwYFCRG5eeLm2f2hXFCO0qkeULbC/f3RE5ipaZxYDpjosdqtTY3/6sNMh3d+DkTaaZR0OWiKOO2Tux5AHbIJFLNpwYIlczcatMxkYRqE1PFhOC ufnkdus2Ga/i+WWtdFXGU4QzO4RJcuIYW3EEbOkAhhWd4hTcrs16sd+tj2VqyiplT+CPr8weQ5JFS</latexit><latexit sha1_base64="S4yWfExxXq49x20R1vro3tXTHuQ=">AAAB83icb ZBNS8NAEIYn9avWr6pHL8FW8FSSHtRjwYvHCvYDmlg2m0m7dLMJuxuhhP4NLx4U8eqf8ea/cdvmoK0vLDy8M8PMvkHKmdKO822VNja3tnfKu5W9/YPDo+rxSVc lmaTYoQlPZD8gCjkT2NFMc+ynEkkccOwFk9t5vfeEUrFEPOhpin5MRoJFjBJtLK8ePnrI+TDXs/qwWnMazkL2OrgF1KBQe1j98sKEZjEKTTlRauA6qfZzIjWjH GcVL1OYEjohIxwYFCRG5eeLm2f2hXFCO0qkeULbC/f3RE5ipaZxYDpjosdqtTY3/6sNMh3d+DkTaaZR0OWiKOO2Tux5AHbIJFLNpwYIlczcatMxkYRqE1PFhOC ufnkdus2Ga/i+WWtdFXGU4QzO4RJcuIYW3EEbOkAhhWd4hTcrs16sd+tj2VqyiplT+CPr8weQ5JFS</latexit><latexit sha1_base64="S4yWfExxXq49x20R1vro3tXTHuQ=">AAAB83icb ZBNS8NAEIYn9avWr6pHL8FW8FSSHtRjwYvHCvYDmlg2m0m7dLMJuxuhhP4NLx4U8eqf8ea/cdvmoK0vLDy8M8PMvkHKmdKO822VNja3tnfKu5W9/YPDo+rxSVc lmaTYoQlPZD8gCjkT2NFMc+ynEkkccOwFk9t5vfeEUrFEPOhpin5MRoJFjBJtLK8ePnrI+TDXs/qwWnMazkL2OrgF1KBQe1j98sKEZjEKTTlRauA6qfZzIjWjH GcVL1OYEjohIxwYFCRG5eeLm2f2hXFCO0qkeULbC/f3RE5ipaZxYDpjosdqtTY3/6sNMh3d+DkTaaZR0OWiKOO2Tux5AHbIJFLNpwYIlczcatMxkYRqE1PFhOC ufnkdus2Ga/i+WWtdFXGU4QzO4RJcuIYW3EEbOkAhhWd4hTcrs16sd+tj2VqyiplT+CPr8weQ5JFS</latexit>
e`t
<latexit sha1_base64="pDelYKQRqpN4ESazlTfv95KtCck=">AAAB83icbZ A9TwJBEIbn8AvxC7W02QgmVuSOQi1JbCwxkY+EO8neMsCGvb3L7p4JufA3bCw0xtY/Y+e/cYErFHyTTZ68M5OZfcNEcG1c99spbGxube8Ud0t7+weHR+Xjk7aO U8WwxWIRq25INQousWW4EdhNFNIoFNgJJ7fzeucJleaxfDDTBIOIjiQfckaNtfwqPvooRD8zs2q/XHFr7kJkHbwcKpCr2S9/+YOYpRFKwwTVuue5iQkyqgxnAm clP9WYUDahI+xZlDRCHWSLm2fkwjoDMoyVfdKQhft7IqOR1tMotJ0RNWO9Wpub/9V6qRneBBmXSWpQsuWiYSqIick8ADLgCpkRUwuUKW5vJWxMFWXGxlSyIXirX 16Hdr3mWb6vVxpXeRxFOINzuAQPrqEBd9CEFjBI4Ble4c1JnRfn3flYthacfOYU/sj5/AGScpFT</latexit><latexit sha1_base64="pDelYKQRqpN4ESazlTfv95KtCck=">AAAB83icbZ A9TwJBEIbn8AvxC7W02QgmVuSOQi1JbCwxkY+EO8neMsCGvb3L7p4JufA3bCw0xtY/Y+e/cYErFHyTTZ68M5OZfcNEcG1c99spbGxube8Ud0t7+weHR+Xjk7aO U8WwxWIRq25INQousWW4EdhNFNIoFNgJJ7fzeucJleaxfDDTBIOIjiQfckaNtfwqPvooRD8zs2q/XHFr7kJkHbwcKpCr2S9/+YOYpRFKwwTVuue5iQkyqgxnAm clP9WYUDahI+xZlDRCHWSLm2fkwjoDMoyVfdKQhft7IqOR1tMotJ0RNWO9Wpub/9V6qRneBBmXSWpQsuWiYSqIick8ADLgCpkRUwuUKW5vJWxMFWXGxlSyIXirX 16Hdr3mWb6vVxpXeRxFOINzuAQPrqEBd9CEFjBI4Ble4c1JnRfn3flYthacfOYU/sj5/AGScpFT</latexit><latexit sha1_base64="pDelYKQRqpN4ESazlTfv95KtCck=">AAAB83icbZ A9TwJBEIbn8AvxC7W02QgmVuSOQi1JbCwxkY+EO8neMsCGvb3L7p4JufA3bCw0xtY/Y+e/cYErFHyTTZ68M5OZfcNEcG1c99spbGxube8Ud0t7+weHR+Xjk7aO U8WwxWIRq25INQousWW4EdhNFNIoFNgJJ7fzeucJleaxfDDTBIOIjiQfckaNtfwqPvooRD8zs2q/XHFr7kJkHbwcKpCr2S9/+YOYpRFKwwTVuue5iQkyqgxnAm clP9WYUDahI+xZlDRCHWSLm2fkwjoDMoyVfdKQhft7IqOR1tMotJ0RNWO9Wpub/9V6qRneBBmXSWpQsuWiYSqIick8ADLgCpkRUwuUKW5vJWxMFWXGxlSyIXirX 16Hdr3mWb6vVxpXeRxFOINzuAQPrqEBd9CEFjBI4Ble4c1JnRfn3flYthacfOYU/sj5/AGScpFT</latexit><latexit sha1_base64="pDelYKQRqpN4ESazlTfv95KtCck=">AAAB83icbZ A9TwJBEIbn8AvxC7W02QgmVuSOQi1JbCwxkY+EO8neMsCGvb3L7p4JufA3bCw0xtY/Y+e/cYErFHyTTZ68M5OZfcNEcG1c99spbGxube8Ud0t7+weHR+Xjk7aO U8WwxWIRq25INQousWW4EdhNFNIoFNgJJ7fzeucJleaxfDDTBIOIjiQfckaNtfwqPvooRD8zs2q/XHFr7kJkHbwcKpCr2S9/+YOYpRFKwwTVuue5iQkyqgxnAm clP9WYUDahI+xZlDRCHWSLm2fkwjoDMoyVfdKQhft7IqOR1tMotJ0RNWO9Wpub/9V6qRneBBmXSWpQsuWiYSqIick8ADLgCpkRUwuUKW5vJWxMFWXGxlSyIXirX 16Hdr3mWb6vVxpXeRxFOINzuAQPrqEBd9CEFjBI4Ble4c1JnRfn3flYthacfOYU/sj5/AGScpFT</latexit>
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<latexit sha1_base64="GmL6wwq8N6ZGYMcPpDVODR39o2g=">AAACxn icjVHLSsNAFD2Nr1pfVZdugkVwVRIp6LLgpsuK9gG1lGQ6rUPzIpkopQj+gFv9NPEP9C+8M05BLaITkpw5954zc+/1k0Bk0nFeC9bS8srqWnG9tLG5t b1T3t1rZ3GeMt5icRCnXd/LeCAi3pJCBrybpNwL/YB3/Mm5indueZqJOLqS04T3Q28ciZFgniTqcjTIBuWKU3X0sheBa0AFZjXj8guuMUQMhhwhOCJI wgE8ZPT04MJBQlwfM+JSQkLHOe5RIm1OWZwyPGIn9B3TrmfYiPbKM9NqRqcE9KaktHFEmpjyUsLqNFvHc+2s2N+8Z9pT3W1Kf994hcRK3BD7l26e+V+d qkVihDNdg6CaEs2o6phxyXVX1M3tL1VJckiIU3hI8ZQw08p5n22tyXTtqreejr/pTMWqPTO5Od7VLWnA7s9xLoL2SdUlfFGr1Gtm1EUc4BDHNM9T1NF AEy3yHuMRT3i2GlZk5dbdZ6pVMJp9fFvWwwd7s5BD</latexit><latexit sha1_base64="GmL6wwq8N6ZGYMcPpDVODR39o2g=">AAACxn icjVHLSsNAFD2Nr1pfVZdugkVwVRIp6LLgpsuK9gG1lGQ6rUPzIpkopQj+gFv9NPEP9C+8M05BLaITkpw5954zc+/1k0Bk0nFeC9bS8srqWnG9tLG5t b1T3t1rZ3GeMt5icRCnXd/LeCAi3pJCBrybpNwL/YB3/Mm5indueZqJOLqS04T3Q28ciZFgniTqcjTIBuWKU3X0sheBa0AFZjXj8guuMUQMhhwhOCJI wgE8ZPT04MJBQlwfM+JSQkLHOe5RIm1OWZwyPGIn9B3TrmfYiPbKM9NqRqcE9KaktHFEmpjyUsLqNFvHc+2s2N+8Z9pT3W1Kf994hcRK3BD7l26e+V+d qkVihDNdg6CaEs2o6phxyXVX1M3tL1VJckiIU3hI8ZQw08p5n22tyXTtqreejr/pTMWqPTO5Od7VLWnA7s9xLoL2SdUlfFGr1Gtm1EUc4BDHNM9T1NF AEy3yHuMRT3i2GlZk5dbdZ6pVMJp9fFvWwwd7s5BD</latexit><latexit sha1_base64="GmL6wwq8N6ZGYMcPpDVODR39o2g=">AAACxn icjVHLSsNAFD2Nr1pfVZdugkVwVRIp6LLgpsuK9gG1lGQ6rUPzIpkopQj+gFv9NPEP9C+8M05BLaITkpw5954zc+/1k0Bk0nFeC9bS8srqWnG9tLG5t b1T3t1rZ3GeMt5icRCnXd/LeCAi3pJCBrybpNwL/YB3/Mm5indueZqJOLqS04T3Q28ciZFgniTqcjTIBuWKU3X0sheBa0AFZjXj8guuMUQMhhwhOCJI wgE8ZPT04MJBQlwfM+JSQkLHOe5RIm1OWZwyPGIn9B3TrmfYiPbKM9NqRqcE9KaktHFEmpjyUsLqNFvHc+2s2N+8Z9pT3W1Kf994hcRK3BD7l26e+V+d qkVihDNdg6CaEs2o6phxyXVX1M3tL1VJckiIU3hI8ZQw08p5n22tyXTtqreejr/pTMWqPTO5Od7VLWnA7s9xLoL2SdUlfFGr1Gtm1EUc4BDHNM9T1NF AEy3yHuMRT3i2GlZk5dbdZ6pVMJp9fFvWwwd7s5BD</latexit><latexit sha1_base64="GmL6wwq8N6ZGYMcPpDVODR39o2g=">AAACxn icjVHLSsNAFD2Nr1pfVZdugkVwVRIp6LLgpsuK9gG1lGQ6rUPzIpkopQj+gFv9NPEP9C+8M05BLaITkpw5954zc+/1k0Bk0nFeC9bS8srqWnG9tLG5t b1T3t1rZ3GeMt5icRCnXd/LeCAi3pJCBrybpNwL/YB3/Mm5indueZqJOLqS04T3Q28ciZFgniTqcjTIBuWKU3X0sheBa0AFZjXj8guuMUQMhhwhOCJI wgE8ZPT04MJBQlwfM+JSQkLHOe5RIm1OWZwyPGIn9B3TrmfYiPbKM9NqRqcE9KaktHFEmpjyUsLqNFvHc+2s2N+8Z9pT3W1Kf994hcRK3BD7l26e+V+d qkVihDNdg6CaEs2o6phxyXVX1M3tL1VJckiIU3hI8ZQw08p5n22tyXTtqreejr/pTMWqPTO5Od7VLWnA7s9xLoL2SdUlfFGr1Gtm1EUc4BDHNM9T1NF AEy3yHuMRT3i2GlZk5dbdZ6pVMJp9fFvWwwd7s5BD</latexit>
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<latexit sha1_base64="lcF7MeMQCW3hrl3RG2yCdOmQo4E=">AAACyn icjVHLSsNAFD2Nr1pfVZdugkVwVZIi6LLgxoWLCvYBbZFkOm2HpkmYTIQSuvMH3OqHiX+gf+GdMQW1iE5Icubcc+7MvdePA5Eox3ktWCura+sbxc3S1 vbO7l55/6CVRKlkvMmiIJId30t4IELeVEIFvBNL7k39gLf9yaWOt++5TEQU3qpZzPtTbxSKoWCeIqrdG3sqG8/vyhWn6phlLwM3BxXkqxGVX9DDABEY UkzBEUIRDuAhoacLFw5i4vrIiJOEhIlzzFEib0oqTgqP2Al9R7Tr5mxIe50zMW5GpwT0SnLaOCFPRDpJWJ9mm3hqMmv2t9yZyanvNqO/n+eaEqswJvYv 30L5X5+uRWGIC1ODoJpiw+jqWJ4lNV3RN7e/VKUoQ0ycxgOKS8LMOBd9to0nMbXr3nom/maUmtV7lmtTvOtb0oDdn+NcBq1a1SV8c1ap1/JRF3GEY5z SPM9RxxUaaJoqH/GEZ+vaktbMyj6lViH3HOLbsh4+AEQjkio=</latexit><latexit sha1_base64="lcF7MeMQCW3hrl3RG2yCdOmQo4E=">AAACyn icjVHLSsNAFD2Nr1pfVZdugkVwVZIi6LLgxoWLCvYBbZFkOm2HpkmYTIQSuvMH3OqHiX+gf+GdMQW1iE5Icubcc+7MvdePA5Eox3ktWCura+sbxc3S1 vbO7l55/6CVRKlkvMmiIJId30t4IELeVEIFvBNL7k39gLf9yaWOt++5TEQU3qpZzPtTbxSKoWCeIqrdG3sqG8/vyhWn6phlLwM3BxXkqxGVX9DDABEY UkzBEUIRDuAhoacLFw5i4vrIiJOEhIlzzFEib0oqTgqP2Al9R7Tr5mxIe50zMW5GpwT0SnLaOCFPRDpJWJ9mm3hqMmv2t9yZyanvNqO/n+eaEqswJvYv 30L5X5+uRWGIC1ODoJpiw+jqWJ4lNV3RN7e/VKUoQ0ycxgOKS8LMOBd9to0nMbXr3nom/maUmtV7lmtTvOtb0oDdn+NcBq1a1SV8c1ap1/JRF3GEY5z SPM9RxxUaaJoqH/GEZ+vaktbMyj6lViH3HOLbsh4+AEQjkio=</latexit><latexit sha1_base64="lcF7MeMQCW3hrl3RG2yCdOmQo4E=">AAACyn icjVHLSsNAFD2Nr1pfVZdugkVwVZIi6LLgxoWLCvYBbZFkOm2HpkmYTIQSuvMH3OqHiX+gf+GdMQW1iE5Icubcc+7MvdePA5Eox3ktWCura+sbxc3S1 vbO7l55/6CVRKlkvMmiIJId30t4IELeVEIFvBNL7k39gLf9yaWOt++5TEQU3qpZzPtTbxSKoWCeIqrdG3sqG8/vyhWn6phlLwM3BxXkqxGVX9DDABEY UkzBEUIRDuAhoacLFw5i4vrIiJOEhIlzzFEib0oqTgqP2Al9R7Tr5mxIe50zMW5GpwT0SnLaOCFPRDpJWJ9mm3hqMmv2t9yZyanvNqO/n+eaEqswJvYv 30L5X5+uRWGIC1ODoJpiw+jqWJ4lNV3RN7e/VKUoQ0ycxgOKS8LMOBd9to0nMbXr3nom/maUmtV7lmtTvOtb0oDdn+NcBq1a1SV8c1ap1/JRF3GEY5z SPM9RxxUaaJoqH/GEZ+vaktbMyj6lViH3HOLbsh4+AEQjkio=</latexit><latexit sha1_base64="lcF7MeMQCW3hrl3RG2yCdOmQo4E=">AAACyn icjVHLSsNAFD2Nr1pfVZdugkVwVZIi6LLgxoWLCvYBbZFkOm2HpkmYTIQSuvMH3OqHiX+gf+GdMQW1iE5Icubcc+7MvdePA5Eox3ktWCura+sbxc3S1 vbO7l55/6CVRKlkvMmiIJId30t4IELeVEIFvBNL7k39gLf9yaWOt++5TEQU3qpZzPtTbxSKoWCeIqrdG3sqG8/vyhWn6phlLwM3BxXkqxGVX9DDABEY UkzBEUIRDuAhoacLFw5i4vrIiJOEhIlzzFEib0oqTgqP2Al9R7Tr5mxIe50zMW5GpwT0SnLaOCFPRDpJWJ9mm3hqMmv2t9yZyanvNqO/n+eaEqswJvYv 30L5X5+uRWGIC1ODoJpiw+jqWJ4lNV3RN7e/VKUoQ0ycxgOKS8LMOBd9to0nMbXr3nom/maUmtV7lmtTvOtb0oDdn+NcBq1a1SV8c1ap1/JRF3GEY5z SPM9RxxUaaJoqH/GEZ+vaktbMyj6lViH3HOLbsh4+AEQjkio=</latexit>
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<latexit sha1_base64="S4yWfExxXq49x20R1vro3tXTHuQ=">AAAB83icb ZBNS8NAEIYn9avWr6pHL8FW8FSSHtRjwYvHCvYDmlg2m0m7dLMJuxuhhP4NLx4U8eqf8ea/cdvmoK0vLDy8M8PMvkHKmdKO822VNja3tnfKu5W9/YPDo+rxSVc lmaTYoQlPZD8gCjkT2NFMc+ynEkkccOwFk9t5vfeEUrFEPOhpin5MRoJFjBJtLK8ePnrI+TDXs/qwWnMazkL2OrgF1KBQe1j98sKEZjEKTTlRauA6qfZzIjWjH GcVL1OYEjohIxwYFCRG5eeLm2f2hXFCO0qkeULbC/f3RE5ipaZxYDpjosdqtTY3/6sNMh3d+DkTaaZR0OWiKOO2Tux5AHbIJFLNpwYIlczcatMxkYRqE1PFhOC ufnkdus2Ga/i+WWtdFXGU4QzO4RJcuIYW3EEbOkAhhWd4hTcrs16sd+tj2VqyiplT+CPr8weQ5JFS</latexit><latexit sha1_base64="S4yWfExxXq49x20R1vro3tXTHuQ=">AAAB83icb ZBNS8NAEIYn9avWr6pHL8FW8FSSHtRjwYvHCvYDmlg2m0m7dLMJuxuhhP4NLx4U8eqf8ea/cdvmoK0vLDy8M8PMvkHKmdKO822VNja3tnfKu5W9/YPDo+rxSVc lmaTYoQlPZD8gCjkT2NFMc+ynEkkccOwFk9t5vfeEUrFEPOhpin5MRoJFjBJtLK8ePnrI+TDXs/qwWnMazkL2OrgF1KBQe1j98sKEZjEKTTlRauA6qfZzIjWjH GcVL1OYEjohIxwYFCRG5eeLm2f2hXFCO0qkeULbC/f3RE5ipaZxYDpjosdqtTY3/6sNMh3d+DkTaaZR0OWiKOO2Tux5AHbIJFLNpwYIlczcatMxkYRqE1PFhOC ufnkdus2Ga/i+WWtdFXGU4QzO4RJcuIYW3EEbOkAhhWd4hTcrs16sd+tj2VqyiplT+CPr8weQ5JFS</latexit><latexit sha1_base64="S4yWfExxXq49x20R1vro3tXTHuQ=">AAAB83icb ZBNS8NAEIYn9avWr6pHL8FW8FSSHtRjwYvHCvYDmlg2m0m7dLMJuxuhhP4NLx4U8eqf8ea/cdvmoK0vLDy8M8PMvkHKmdKO822VNja3tnfKu5W9/YPDo+rxSVc lmaTYoQlPZD8gCjkT2NFMc+ynEkkccOwFk9t5vfeEUrFEPOhpin5MRoJFjBJtLK8ePnrI+TDXs/qwWnMazkL2OrgF1KBQe1j98sKEZjEKTTlRauA6qfZzIjWjH GcVL1OYEjohIxwYFCRG5eeLm2f2hXFCO0qkeULbC/f3RE5ipaZxYDpjosdqtTY3/6sNMh3d+DkTaaZR0OWiKOO2Tux5AHbIJFLNpwYIlczcatMxkYRqE1PFhOC ufnkdus2Ga/i+WWtdFXGU4QzO4RJcuIYW3EEbOkAhhWd4hTcrs16sd+tj2VqyiplT+CPr8weQ5JFS</latexit><latexit sha1_base64="S4yWfExxXq49x20R1vro3tXTHuQ=">AAAB83icb ZBNS8NAEIYn9avWr6pHL8FW8FSSHtRjwYvHCvYDmlg2m0m7dLMJuxuhhP4NLx4U8eqf8ea/cdvmoK0vLDy8M8PMvkHKmdKO822VNja3tnfKu5W9/YPDo+rxSVc lmaTYoQlPZD8gCjkT2NFMc+ynEkkccOwFk9t5vfeEUrFEPOhpin5MRoJFjBJtLK8ePnrI+TDXs/qwWnMazkL2OrgF1KBQe1j98sKEZjEKTTlRauA6qfZzIjWjH GcVL1OYEjohIxwYFCRG5eeLm2f2hXFCO0qkeULbC/f3RE5ipaZxYDpjosdqtTY3/6sNMh3d+DkTaaZR0OWiKOO2Tux5AHbIJFLNpwYIlczcatMxkYRqE1PFhOC ufnkdus2Ga/i+WWtdFXGU4QzO4RJcuIYW3EEbOkAhhWd4hTcrs16sd+tj2VqyiplT+CPr8weQ5JFS</latexit>
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Figure 3: Recurrent UNet (R-UNet). (a) As illustrated in Fig. 2(d), our model incorporates several encoding and decoding layers in a
recurrent unit. The choice of which layers to englobe is defined by the parameter `. (b) For ` = 3, the recurrence occurs after the third
pooling layer in the U-Net encoder. The output of the recurrent unit is then passed through three decoding up-convolution blocks. We
design two different recurrent units, the Dual-gated Recurrent Unit (DRU) (c) and the Single-gated Recurrent Unit (SRU) (d). They differ
by the fact that the first one has an additional reset gate acting on its input. See the main text for more detail.
where fh(·) is a network with the same architecture as fz(·),
but a separate set of parameters, denotes the element-wise
product, and r is a reset tensor allowing us to mask parts of
the input used to compute hˆ. It is computed as
r = σ(fr(e
`
t)) , (3)
where fr(·) is again a network with the same encoder-
decoder architecture as before.
Given these different tensors, the new hidden state is
computed as
ht = z  ht−1 + (1− z) hˆ . (4)
Finally, we predict the output of the recurrent unit, which
corresponds to the activations of the `th decoding layer as
d`t = fs(ht) , (5)
where, as shown in Fig. 3(c), fs(·) is a simple convolutional
block. Since it relies on two gates, r and z, we dub this re-
current architecture Dual-gated Recurrent Unit (DRU). One
main difference with GRUs is the fact that we use multi-
layer encoder-decoder networks in the inner operations in-
stead of simple linear layers. Furthermore, in contrast to
GRUs, we do not directly make use of the hidden state ht−1
in these inner computations. This allows us not to have to
increase the number of channels in the encoding and decod-
ing layers compared to the original U-Net. Nevertheless, the
hidden state is indirectly employed, since, via the recursion,
e`t depends on d
`
t−1, which is computed from ht−1.
3.3. Single-Gated Recurrent Unit
As evidenced by our experiments, the DRU described
above is effective at iteratively refining a segmentation.
However, it suffers from the drawback that it incorpo-
rates three encoder-decoder networks, which may become
memory-intensive depending on the choice of `. To de-
crease this cost, we therefore introduce a simplified recur-
rent unit, which relies on a single gate, thus dubbed Single-
gated Recurrent Unit (SRU).
Specifically, as illustrated in Fig. 3(d), our SRU has a
structure similar to that of the DRU, but without the reset
tensor r. As such, the equations remain mostly the same
as above, with the exception of the candidate hidden state,
which we now express as
hˆ = tanh(fh(e
`
t)) . (6)
This simple modification allows us to remove one of the
encoder-decoder networks from the recurrent unit, which,
as shown by our results, comes at very little loss in segmen-
tation accuracy.
3.4. Training
To train our recurrent U-Net, we use the cross-entropy
loss. More specifically, we introduce supervision at each
iteration of the recurrence. To this end, we write our overall
loss as
L =
N∑
t=1
wtLt, (7)
Figure 4: Keyboard Hand (KBH) dataset. Sample images fea-
turing diverse environmental and lighting conditions, along with
associated ground-truth segmentations.
where N represents the number of recursions, set to 3 in
this paper, and Lt denotes the cross-entropy loss at iteration
t, which is weighted by wt.
wt = α
N−t. (8)
The weight, by setting α ≤ 1, increases monotonically with
the iterations. In our experiments, we either set α = 1, so
that all iterations have equal importance, or α = 0.4, thus
encoding the intuition that we seek to put more emphasis
on the final prediction. A study of the influence of α is
provided in supplementary material, where we also discuss
our training protocol in detail.
4. Experiments
We compare the two versions of our Recurrent U-Net
against the state of the art on several tasks including hand
segmentation, retina vessel segmentation and road delin-
eation. The hyper-parameters of our models were obtained
by validation, as discussed in the supplementary material.
We further demonstrate that the core idea behind our idea
also applies to non-resource-constrained scenarios, such as
Cityscapes, by increasing the size of the U-Net encoder.
4.1. Datasets.
Hands. We report the performance of our approach
on standard hand-segmentation benchmarks, such as
GTEA [11], EYTH [36], EgoHand [4], and HOF [36].
These, however, are relatively small, with at most 4,800 im-
ages in total, as can be seen in Table 1. To evaluate our ap-
proach on a larger dataset, we therefore acquired our own.
Because this work was initially motivated by an augmented
virtuality project whose goal is to allow someone to type
on a keyboard while wearing a head-mounted display, we
asked 50 people to type on 9 keyboards while wearing an
HTC Vive [1]. To make this easier, we created a mixed-
reality application to allow the users to see both the camera
Resolution # Images
Dataset Width Height Train Val. Test Total
KBH (Ours) 230 306 2300 2300 7936 12536
EYTH [36] 216 384 774 258 258 1290
HOF [36] 216 384 198 40 62 300
EgoHand [4] 720 1280 3600 400 800 4800
GTEA[11] 405 720 367 92 204 663
Table 1: Hand-segmentation benchmark datasets.
(a) Environment setup
Parameters Amount Details
Desk 3 White, Brown, Black
Desk position 3 -
Keyboard 9 -
Lighting 8 3 sources on/off
Objects on desk 3 3 different objects
(b) Attributes
Attribute #IDs
Bracelet 10
Watch 14
Brown-skin 2
Tatoo 1
Nail-polish 1
Ring(s) 6
Table 2: Properties of our new KBH dataset.
view and a virtual browser showing the text being typed.
To ensure diversity, we varied the keyboard types, lighting
conditions, desk colors, and objects lying on them, as can
be seen in Fig. 4. We provide additional details in Table 2.
We then recorded 161 hand sequences with the device’s
camera. We split them as 20/ 20/ 60% for train/ validation/
test to set up a challenging scenario in which the training
data is not overabundant and to test the scalability and gen-
eralizability of the trained models. We guaranteed that the
same person never appears in more than one of these splits
by using people’s IDs during partitioning. In other words,
our splits resulted in three groups of 30, 30, and 101 sep-
arate videos, respectively. We annotated about the same
number of frames in each one of the videos, resulting in
a total of 12,536 annotated frames.
Retina Vessels. We used the popular DRIVE dataset [34].
It contains 40 retina images used for making clinical di-
agnoses, among which 33 do not show any sign of dia-
betic retinopathy and 7 show signs of mild early diabetic
retinopathy. The images have been divided into a training
and a test set with 20 images for each set.
Roads. We used the Massachusetts Roads dataset [18].
It is one of the largest publicly available collections of
aerial road images, containing both urban and rural neigh-
borhoods, with many different kinds of roads ranging from
small paths to highways. The data is split into 1108 training
and 49 test images, one of which is shown in Fig. 6.
Urban landscapes. We employed the recent Cityscapes
dataset. It is a very challenging dataset with high-resolution
1024×2048 images. It has 5,000 finely annotated im-
ages which are split into training/validation/test sets with
2975/500/1525 images. 30 classes are annotated, and 19 of
them are used in training and testing.
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Figure 5: Example predictions on hand segmentation datasets. Note that our method yields accurate segmentations in diverse conditions,
such as with hands close to the camera, multiple hands, hands over other skin regions, and low contrast images in our KBH dataset. By
contrast, the baselines all fail in at least one of these scenarios. Interestingly, our method sometimes yields a seemingly a more accurate
segmentation than the ground-truth ones. For example, in our EYTH result at the top, the gap between the thumb and index finger is
correctly found whereas it is missing from the ground truth. Likewise, for KBH at the bottom, the watch band is correctly identified as not
being part of the arm even though it is labeled as such in the ground truth.
4.2. Experimental Setup
Baselines. We refer to the versions of our approach that
rely on the dual gated unit of Section 3.2 and the single
gated unit of Section 3.3 as Ours-SRU and Ours-DRU, re-
spectively, with, e.g., Ours-SRU(3) denoting the case where
` = 3 in Fig. 3. We compare them against the state-of-the-
art model for each task, i.e., RefineNet [36] for hand seg-
mentation, [17] for retina vessel segmentation and [19] for
road delineation, the general purpose DeepLab V3+ [6], the
real-time ICNet [41], and the following baselines.
• U-Net-B and U-Net-G [30]. We treat our U-Net back-
bone by itself as a baseline. U-Net-B uses batch-
normalization and U-Net-G group-normalization. For
a fair comparison, they, Ours-SRU, Ours-DRU, and the
recurrent baselines introduced below all use the same
parameter settings.
• Rec-Last. It has been proposed to add a recurrent unit
after a convolutional segmentation network to process
sequential data, such as video [24]. The correspond-
ing U-Net-based architecture can be directly applied
to segmentation by inputing the same image at all time
steps, as shown in Fig. 2(b). The output then evolves
as the hidden state is updated.
• Rec-Middle. Similarly, the recurrent unit can replace
the bottleneck between the U-Net encoder and de-
coder, instead of being added at the end of the net-
work. This has been demonstrated to handle volumet-
ric data [37]. Here we test it for segmentation. The
hidden state then is of the same size as the inner fea-
ture backbone, that is, 128 in our experimental setup.
• Rec-Simple [19]. We perform a recursive refinement
process, that is, we concatenate the segmentation mask
with the input image and feed it into the network. Note
that the original method of [19] relies on a VGG-19
pre-trained on ImageNet [33], which is far larger than
our U-Net. To make the comparison fair, we therefore
implement this baseline with the same U-Net back-
bone as in our approach.
Scaling Up using Pretrained Deep Networks as Encoder
While our goal is resource-constrained segmentation, our
method extends to the general setting. In this case, to further
boost its performance, we replace the U-Net encoder with a
pretrained VGG-16 backbone. This process is explained in
the supplementary material. We refer to the corresponding
models as U-Net-VGG16 and DRU-VGG16.
Metrics. We report the mean intersection over union
(mIoU), mean recall (mRec) and mean precision (mPrec).
4.3. Comparison to the State of the Art
We now compare the two versions of our approach to
the state of the art and to the baselines introduced above on
the tasks of hand segmentation, retina vessel segmentation
Model EYTH [36] GTEA [11] EgoHand [4] HOF [36] KBH
mIOU mRec mPrec mIOU mRec mPrec mIOU mRec mPrec mIOU mRec mPrec mIOU mRec mPrec
No pre-train
L
ig
ht
ICNet [41] 0.731 0.915 0.764 0.898 0.971 0.922 0.872 0.925 0.931 0.580 0.801 0.628 0.829 0.925 0.876
U-Net-B [30] 0.803 0.912 0.830 0.950 0.973 0.975 0.815 0.869 0.876 0.694 0.867 0.778 0.870 0.943 0.911
U-Net-G 0.837 0.928 0.883 0.952 0.977 0.980 0.837 0.895 0.899 0.621 0.741 0.712 0.905 0.949 0.948
Rec-Middle [24] 0.827 0.920 0.877 0.924 0.979 0.976 0.828 0.894 0.905 0.654 0.733 0.796 0.845 0.924 0.898
Rec-Last [37] 0.838 0.920 0.894 0.957 0.975 0.980 0.831 0.906 0.897 0.674 0.807 0.752 0.870 0.930 0.924
Rec-Simple [19] 0.827 0.918 0.864 0.952 0.975 0.976 0.858 0.909 0.931 0.693 0.833 0.704 0.905 0.951 0.944
Ours at layer (`)
Ours-SRU(0) 0.844 0.924 0.890 0.960 0.976 0.981 0.862 0.913 0.932 0.712 0.844 0.764 0.930 0.968 0.957
Ours-SRU(3) 0.845 0.931 0.891 0.956 0.977 0.982 0.864 0.913 0.933 0.699 0.864 0.773 0.921 0.964 0.951
Ours-DRU(4) 0.849 0.926 0.900 0.958 0.978 0.977 0.873 0.924 0.935 0.709 0.866 0.774 0.935 0.980 0.970
With pretrain
H
ea
vy
RefineNet [36] 0.688 0.776 0.853 0.821 0.869 0.928 0.814 0.919 0.879 0.766 0.882 0.859 0.865 0.954 0.921
Deeplab V3+ [6] 0.757 0.819 0.875 0.907 0.928 0.976 0.870 0.909 0.958 0.722 0.822 0.816 0.856 0.901 0.935
U-Net-VGG16 0.879 0.945 0.921 0.961 0.978 0.981 0.879 0.916 0.951 0.849 0.937 0.893 0.946 0.971 0.972
DRU-VGG16 0.897 0.946 0.940 0.964 0.981 0.982 0.892 0.925 0.958 0.863 0.948 0.901 0.954 0.973 0.979
Table 3: Comparing against the state of the art. According to the mIOU, Ours-DRU(4) performs best on average, with Ours-SRU(0) a
close second. Generally speaking all recurrent methods do better than RefineNet, which represents the state of the art, on all datasets except
HOF. We attribute this to HOF being too small for optimal performance without pre-training, as in RefineNet. This is confirmed by looking
at DRU-VGG16, which yields the overall best results by relying on a pretrained deep backbone.
and road delineation. We split the methods into the light
ones and the heavy ones. The light models contain fewer
parameters and are trained from scratch, whereas the heavy
ones use a pretrained deep model as backbone.
Hands. As discussed in Section 4.1, we tested our ap-
proach using 4 publicly available datasets and our own
large-scale one. We compare it against the baselines in Ta-
ble 3 quantitatively and in Fig. 5 qualitatively.
Overall, among the light models, the recurrent methods
usually outperform the one-shot ones, i.e, ICNet [41] and
U-Net. Besides, among the recurrent ones, Ours-DRU(4)
and Ours-SRU(0) clearly dominate with Ours-DRU(4) usu-
ally outperforming Ours-SRU(0) by a small margin. Note
that, even though Ours-DRU(4) as depicted by Fig. 3(a)
looks superficially similar to Rec-Middle, they are quite dif-
ferent because Ours-DRU takes the segmentation mask as
input and relies on our new DRU gate, as discussed at the
end of Section 3.1 and in Section 3.2. To confirm this, we
evaluated a simplified version of Ours-DRU(4) in which we
removed the segmentation mask from the input. The vali-
dation mIOU on EYTH decreased from 0.836 to 0.826 but
remained better than that of Rec-Middle which is 0.814.
Note that Ours-DRU(4) is better than the heavy Re-
fineNet model on 4 out of the 5 datasets, despite RefineNet
representing the current state of the art. The exception is
HOF, and we believe that this can be attributed to HOF
being the smallest dataset, with only 198 training images.
Under such conditions, RefineNet strongly benefits from
exploiting a ResNet-101 backbone that was pre-trained on
Image Ground TruthT = 1 T = 2 T = 3
Figure 6: Recursive refinement. Retina, hand and road images;
segmentation results after 1, 2, and 3 iterations; ground truth. Note
the progressive refinement and the holes of the vessels, hands and
roads being filled recursively. It is worth pointing out that even the
tiny vessel branches in the retina which are ignored by the human
annotators could be correctly segmented by our algorithm. Better
viewed in color and zoom in.
PASCAL person parts [7], instead of training from scratch
as we do. This intuition is confirmed by looking at the re-
sults of our DRU-VGG16 model, which, by using a pre-
trained deep backbone, yields the overall best performance.
Models mIOU mRec mPrec mF1
L
ig
ht
ICNet [41] 0.618 0.796 0.690 0.739
U-Net-G [30] 0.800 0.897 0.868 0.882
Rec-Middle [24] 0.818 0.903 0.886 0.894
Rec-Simple [19] 0.814 0.898 0.885 0.892
Rec-Last [37] 0.819 0.900 0.890 0.895
Ours-DRU(4) 0.821 0.902 0.891 0.896
H
ea
vy DeepLab V3+ [6] 0.756 0.875 0.828 0.851
U-Net-VGG16 0.804 0.910 0.862 0.886
DRU-VGG16 0.817 0.905 0.883 0.894
Table 4: Retina vessel segmentation results.
Model Performance, Size and Speed. Table 3 shows that
DRU-VGG16 outperforms Ours-DRU, e.g., by 0.02 mIoU
points on KBH. This, however, comes at a cost. To be pre-
cise, DRU-VGG16 has 41.38M parameters. This is 100
times larger than Ours-DRU(4), which has only 0.36M pa-
rameters. Moreover, DRU-VGG16 runs only at 18 fps,
while Ours-DRU(4) reaches 61 fps. This makes DRU-
VGG16, and the other heavy models, ill-suited to embedded
systems, such as a VR camera, while Ours-DRU can more
easily be exploited in resource-constrained environments.
Retina Vessels. We report our results in Table 4. Our
DRU yields the best mIOU, mPrec and mF1 scores. In-
terestingly, on this dataset, it even outperforms the larger
DRU-VGG16 and DeepLab V3+, which performs compar-
atively poorly on this task. This, we believe, is due to the
availability of only limited data, which leads to overfitting
for such a very deep network. Note also that retina im-
ages significantly differ from the ImageNet ones, thus re-
ducing the impact of relying on pretrained backbones. On
this dataset, [17] constitutes the state of the art, reporting
an F1 score on the vessel class only of 0.822. According to
this metric, Ours-DRU(4) achieves 0.92, thus significantly
outperforming the state of the art.
Roads. Our results on road segmentation are provided
in Table 5. We also outperform all the baselines by a
clear margin on this task, with or without ImageNet pre-
training. In particular, Ours-DRU(4) yields an mIoU 8 per-
centage point (pp) higher than U-Net-G, and DRU-VGG16
5pp higher than U-Net-VGG16. This verifies that our re-
current strategy helps. Furthermore, Ours-DRU(4) also
achieves a better performance than DeepLab V3+ and U-
Net-VGG16. Note that, here, we also report two additional
metrics: Precision-recall breaking point (P/R) and F1-score.
The cutting threshold for all metrics is set to 0.5 except for
P/R. For this experiment, we did not report the results of
U-Net-B because U-Net-G is consistently better.
Note that a P/R value of 0.778 has been reported on this
dataset in [19]. However, this required using an additional
topology-aware loss and a U-Net much larger than ours,
Models mIOU mRec mPrec P/R mF1
L
ig
ht
ICNet [41] 0.476 0.626 0.500 0.513 0.656
U-Net-G [30] 0.479 0.639 0.502 0.642 0.563
Rec-Middle [24] 0.494 0.767 0.518 0.660 0.574
Rec-Simple [19] 0.534 0.802 0.559 0.723 0.659
Rec-Last [37] 0.526 0.786 0.551 0.730 0.648
Ours-DRU(4) 0.560 0.865 0.583 0.757 0.691
H
ea
vy Deeplab V3+ [6] 0.529 0.763 0.555 0.710 0.643
U-Net-VGG16 0.521 0.836 0.544 0.745 0.659
DRU-VGG16 0.571 0.862 0.595 0.761 0.704
Table 5: Road segmentation results.
Model mIoU Model mIoU
ICNet[41] 0.695 DeepLab V3 [5] 0.778
U-Net-G 0.429 U-Net-G ×2 0.476
Rec-Last 0.502 Rec-Last ×2 0.521
DRU(4) 0.532 DRU(4) ×2 0.627
DRU-VGG16 0.761
Table 6: Cityscapes Validation Set with Resolution 1024×2048.
×2 indicates that we doubled the number of channels in the U-Net
backbone. Note that, for our method, we do not use multi-scaling
or horizontal flips during inference.
that is, based on 3 layers of a VGG19 pre-trained on Ima-
geNet. Rec-Simple duplicates the approach of [19] without
the topology-aware loss and with the same U-Net as Ours-
DRU. Their mIoU of 0.723, inferior to ours of 0.757, shows
our approach to recursion to be beneficial.
Urban landscapes. The segmentation results on the
Cityscapes validation set are shown in Table 6. Note that
Ours-DRU is consistently better than U-Net-G and than the
best recurrent baseline, i.e., Rec-Last. Furthermore, dou-
bling the number of channels of the U-Net backbone in-
creases accuracy, and so does using a pretrained VGG-16 as
encoder. Ultimately, our DRU-VGG16 model yields com-
parable accuracy with the state-of-the-art DeepLab V3 one,
despite its use of a ResNet101 backbone.
5. Conclusion
We have introduced a novel recurrent U-Net architecture
that preserves the compactness of the original one, while
substantially increasing its performance. At its heart is the
fact that the recurrent units encompass several encoding and
decoding layers of the segmentation network. In the supple-
mentary material we demonstrate it running in real-time on
a virtual reality device. We also introduced a new hand seg-
mentation dataset that is larger than existing ones.
In future work, we will extend our approach of recur-
rent unit to other backbones than U-Net and to multi-scale
recurrent architectures.
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