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Abstract
Direct links between generalized harmonic numbers, linear Euler sums
and Tornheim double series are established in a more perspicuous man-
ner than is found in existing literature. We show that every linear Euler
sum can be decomposed into a linear combination of Tornheim double
series of the same weight. New closed form evaluations of various Euler
sums are presented. Finally certain combinations of linear Euler sums
that are reducible to Riemann zeta values are discovered.
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1 Introduction
1.1 Generalized harmonic numbers and linear Euler sums
Generalized harmonic numbers have a long history, having been studied since
the time of Euler. The rth generalized harmonic number of order n, denoted
by Hr,n in this paper, is defined by
Hr,n =
r∑
s=1
1
sn
,
where Hr,1 = Hr is the r
th harmonic number and H0,n = 0. The generalized
harmonic number converges to the Riemann zeta function, ζ(n):
lim
r→∞
Hr,n = ζ(n), R[n] > 1 , (1.1)
since ζ(n) =
∑∞
s=1 s
−n .
Of particular interest in the study of harmonic numbers is the evaluation of
infinite series involving the generalized harmonic numbers, especially linear
Euler sums of the type
E(m,n) =
∞∑
ν=1
Hν,m
νn
.
The linear sums can be evaluated in terms of zeta values in the following
cases: m = 1, m = n, m+ n odd and m+ n = 6 (with n > 1), (see [1]).
Evaluation of Euler sums, E(m,n), of odd weight, m+n, in terms of ζ values
can be accomplished through Theorem 3.1 of [1].
As for the case m = 1, we have
THEOREM 1.1 (Euler). For n− 1 ∈ Z+ holds
2E(1, n) = 2
∞∑
ν=1
Hν
νn
= (n+ 2)ζ(n+ 1)−
n−2∑
j=1
ζ(j + 1)ζ(n− j) .
1.2 Tornheim double series and relation to linear Euler
sums
Tornheim double series, T(r,s,t), is defined by
T (r, s, t) =
∞∑
µ=1
∞∑
ν=1
1
µrνs(ν + µ)t
and named after Leonard Tornheim who made a systematic and extended
study of the series in a 1950 paper, [2]. T (r, s, t) has the following basic
properties [3]:
T (r, s, t) = T (s, r, t) , (1.2a)
T (r, s, t) is finite if and only if r+ t > 1, s+ t > 1 and r+ s+ t > 2 , (1.2b)
T (r, s, 0) = ζ(r)ζ(s) , (1.2c)
T (r, 0, t) + T (t, 0, r) = ζ(r)ζ(t)− ζ(r + t) , r ≥ 2 (1.2d)
and
T (r, s− 1, t+ 1) + T (r − 1, s, t+ 1) = T (r, s, t), r ≥ 1, s ≥ 1. (1.2e)
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In light of (1.1), the useful identity
N∑
ν=1
1
(ν + µ)t
= HN+µ,t −Hµ,t , (1.3)
leads to
∞∑
ν=1
1
(ν + µ)t
= ζ(t)−Hµ,t , (1.4)
which establishes the link between the Hurwitz zeta function, ζ(t, µ), the
Riemann zeta function and the generalized harmonic numbers (see also equa-
tion (1.19) of [4]) as
ζ(t, µ) = ζ(t)−Hµ−1,t , (1.5)
since
ζ(t, µ) =
∞∑
ν=0
1
(µ+ ν)t
.
The identity (1.4) also brings out the direct connection between the linear
Euler sums and the Tornheim double series, namely,
E(n,m) = ζ(n)ζ(m)− T (m, 0, n), n > 1, m > 1 . (1.6)
Differentiating the identity
1
ν
−
1
ν + µ
=
µ
ν(ν + µ)
, (1.7)
n− 1 times with respect to ν gives
1
νn
−
1
(ν + µ)n
=
n−1∑
p=0
µ
νp+1(ν + µ)n−p
, n ∈ N0 , (1.8)
from which, by summing over ν, employing (1.3), we obtain
HN,n −HN+µ,n +Hµ,n =
n−1∑
p=0
N∑
ν=1
µ
νp+1(ν + µ)n−p
,
and hence, in the limit N →∞ we have
Hµ,n =
n−1∑
p=0
∞∑
ν=1
µ
νp+1(ν + µ)n−p
, n ∈ Z+ , (1.9)
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from which follows, for n, r − 1 ∈ Z+, the interesting relation
∞∑
µ=1
Hµ,n
µr
=
n−1∑
p=0
∞∑
µ=1
∞∑
ν=1
1
µr−1νp+1(ν + µ)n−p
,
that is,
E(n, r) =
n−1∑
p=0
T (r − 1, p+ 1, n− p) ,
so that,
THEOREM 1.2. Any linear Euler sum can be decomposed into a linear
combination of Tornheim double series:
E(n, r) =
n∑
p=1
T (r − 1, n− p+ 1, p) , n, r − 1 ∈ Z+ .
COROLLARY 1.3.
E(1, r) = T (r − 1, 1, 1), r > 1 .
Note the use of the index shift identity:
b∑
i=a
fi ≡
u−a∑
i=u−b
fu−i , (1.10)
of which the not so familiar index shift formulas (see [5])
b∑
i=a
fi =
b−a∑
i=0
fb−i
and
b∑
i=a
fi =
b∑
i=a
fa+b−i
are particular cases, obtained, respectively, by setting u = b and u = a + b.
A useful variant of (1.10) is
b−a∑
i=a
fi ≡
b−a∑
i=a
fb−i .
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Throughout this paper we shall make frequent tacit use of the index shift
identity. As an immediate application, if we choose fν = 1/(µ− ν)
t, a = 1,
b = N and u = µ in (1.10) we obtain the following analog of (1.3):
N∑
ν=1
1
(µ− ν)t
= Hµ−1,t −Hµ−N−1,t , (1.11)
which, over the ring of integers, is valid for 1 ≤ N < µ.
For evaluating sums with a > b we shall use
b∑
i=a
fi ≡ −
a−1∑
i=b+1
fi .
In particular
a−1∑
i=a+1
fi = −fa and
a−1∑
i=a
fi = 0 .
The beautiful formula from case n = 1 in (1.9), that is,
∞∑
ν=1
µ
ν(µ+ ν)
= Hµ , µ ∈ C\Z
− , (1.12)
was also derived in [6] and [7].
A brief summary of some of the interesting results contained in this paper is
given in Section 6.
2 Generalized harmonic numbers and summation
of series
In this section we discuss the evaluation of certain sums in terms of the
Riemann zeta function and the generalized harmonic numbers.
When the following partial fraction decomposition, valid for µ, ν ∈ C\{0}
and s, t ∈ Z such that either st ∈ Z− or s+ t ∈ Z+ (see for example equation
6
(2.4) of [8] ),
1
νs(ν + µ)t
=
s−1∑
i=0
(
t+ i− 1
i
)
(−1)i
νs−iµt+i
+
t−1∑
i=0
(
s+ i− 1
i
)
(−1)s
µs+i(ν + µ)t−i
,
(2.1)
is summed over ν, taking (1.3) into consideration, we get
THEOREM 2.1. For µ ∈ C\Z−, µ 6= 0 and s, t ∈ Z such that either
st ∈ Z− or s+ t ∈ Z+ holds
N∑
ν=1
1
νs(ν + µ)t
=
s−1∑
i=0
(
t+ i− 1
i
)
(−1)iHN,s−i
µt+i
+ (−1)s
t−1∑
i=0
(
s+ i− 1
i
)
[HN+µ,t−i −Hµ,t−i]
µs+i
.
In particular,
N∑
ν=1
1
νs(ν + µ)s
=
s−1∑
i=0
(
s+ i− 1
i
)
(−1)iHN,s−i + (−1)
s [HN+µ,s−i −Hµ,s−i]
µs+i
= (−1)s−1
s∑
i=1
(
2s− i− 1
s− 1
)
Hµ,i −HN+µ,i − (−1)
iHN,i
µ2s−i
.
(2.2)
Writing (2.1) as
1
νs(ν + µ)t
=
s−2∑
i=0
(
t+ i− 1
i
)
(−1)i
νs−iµt+i
+ (−1)s
t−2∑
i=0
(
s+ i− 1
i
)
1
µs+i(ν + µ)t−i
+ (−1)s−1
(
s+ t− 2
s− 1
)
1
µs+t−1
µ
ν(ν + µ)
,
(2.3)
and summing from ν = 1 to ν =∞ gives
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COROLLARY 2.2. For µ ∈ C\Z−, µ 6= 0 and s, t ∈ Z+ holds
∞∑
ν=1
1
νs(ν + µ)t
=
s−2∑
i=0
(
t+ i− 1
i
)
(−1)iζ(s− i)
µt+i
+ (−1)s
t−2∑
i=0
(
s+ i− 1
i
)
[ζ(t− i)−Hµ,t−i]
µs+i
+ (−1)s−1
(
s+ t− 2
s− 1
)
Hµ
µs+t−1
.
In particular,
∞∑
ν=1
1
νs(ν + µ)s
= (−1)s−1
s∑
i=1
(
2s− i− 1
s− 1
)
Hµ,i
µ2s−i
− (−1)s−12
⌊s/2⌋∑
i=1
(
2s− 2i− 1
s− 1
)
ζ(2i)
µ2s−2i
.
(2.4)
Substituting −ν for ν in (1.8), summing over ν and making use of (1.11), we
obtain
THEOREM 2.3. For 1 ≤ N < µ and n ∈ N0 holds
n∑
p=1
{
(−1)p−1
N∑
ν=1
µ
νn−p+1(µ− ν)p
}
= HN,n − (−1)
n [Hµ−1,n −Hµ−N−1,n] .
In particular,
N∑
ν=1
µ
ν(µ− ν)
= HN +Hµ−1 −Hµ−N−1 . (2.5)
Replacing ν by −ν in (2.1) gives the identity
1
νs(µ− ν)t
=
s−1∑
i=0
(
t+ i− 1
i
)
1
νs−iµt+i
+
t−1∑
i=0
(
s+ i− 1
i
)
1
µs+i(µ− ν)t−i
,
from which we obtain, after summing over ν, using (1.11),
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THEOREM 2.4. For 1 ≤ N < µ and s, t ∈ Z such that either st ∈ Z− or
s+ t ∈ Z+ holds
N∑
ν=1
1
νs(µ− ν)t
=
s−1∑
i=0
(
t + i− 1
i
)
HN,s−i
µt+i
+
t−1∑
i=0
(
s+ i− 1
i
)
[Hµ−1,t−i −Hµ−N−1,t−i]
µs+i
≡
s∑
i=1
(
s+ t− i− 1
t− 1
)
HN,i
µs+t−i
+
t∑
i=1
(
s+ t− i− 1
s− 1
)
[Hµ−1,i −Hµ−N−1,t]
µs+t−i
.
In particular,
N∑
ν=1
1
νs(µ− ν)
=
Hµ−1 −Hµ−N−1
µs
+
s∑
i=1
HN,i
µs−i+1
, (2.6)
N∑
ν=1
1
ν(µ− ν)t
=
HN
µt
+
t∑
i=1
Hµ−1,i −Hµ−N−1,i
µt−i+1
(2.7)
and
N∑
ν=1
1
νs(µ− ν)s
=
s∑
i=1
(
2s− i− 1
s− 1
)
HN,i +Hµ−1,i −Hµ−N−1,i
µ2s−i
. (2.8)
LEMMA 2.5. Let a, c and f be arbitrary functions such that a 6= 0, c 6= 0
and af = c+ a, then for m ∈ Z+ holds
afm = af +
m−1∑
i=1
cf i ,
or, equivalently, using the index shift identity,
afm = af +
m−2∑
i=0
cfm−i−1 .
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The Lemma is easily proved by the application of mathematical induction
on m.
Choosing a = −1/(µ + ν), c = 1/ν and f = −µ/ν in Lemma 2.5 gives the
partial fraction decomposition
(−1)m−1
µm
νm(ν + µ)
=
µ
ν(ν + µ)
+
m−1∑
i=1
(−1)i
µi
νi+1
, (2.9)
which, after n times differentiation with respect to µ, yields, for m,n ∈ Z
such that mn ∈ Z− or m+ n ∈ N0, the identity
(−1)m−1
n∑
p=0
{
(−1)p
(
m
p
)
µm−p
νm(ν + µ)n−p+1
}
= −
1
(ν + µ)n+1
+ (−1)n
m−1∑
i=n
{
(−1)i
(
i
n
)
µi−n
νi+1
}
,
(2.10)
from which upon summing from ν = 1 to ν = N we have
THEOREM 2.6. For n,m ∈ Z such that either nm ≤ 0 or n+m ∈ N0 and
µ ∈ C\Z− holds
(−1)m−1
n∑
p=0
{
(−1)p
(
m
p
) N∑
ν=1
µm−p
νm(ν + µ)n−p+1
}
= Hµ,n+1 −HN+µ,n+1 + (−1)
n
m−1∑
i=n
{
(−1)i
(
i
n
)
µi−nHN,i+1
}
,
which in the limit N →∞ gives
COROLLARY 2.7. For m ∈ Z+ and n ∈ N0, µ ∈ C\Z
− holds
(−1)m−1
n∑
p=0
{
(−1)p
(
m
p
) ∞∑
ν=1
µm−p
νm(ν + µ)n−p+1
}
= Hµ,n+1 + (−1)
n
m−1∑
i=n+1
{
(−1)i
(
i
n
)
µi−nζ(i+ 1)
}
.
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In particular, for m,n ∈ Z+ and µ ∈ C\Z−, we have
(−1)m−1
∞∑
ν=1
µm
νm(ν + µ)
= Hµ +
m−1∑
i=1
(−1)iµiζ(i+ 1) , (2.11)
n∑
p=0
{
(−1)p
(
n
p
) ∞∑
ν=1
µp
νn(ν + µ)p+1
}
= ζ(n+ 1)−Hµ,n+1
and
n∑
p=1
{
(−1)p−1
(
n
p
) ∞∑
ν=1
µp
νn(ν + µ)p
}
= Hµ,n .
Replacing ν by −ν in (2.10) and summing over ν gives
THEOREM 2.8. For m ∈ Z and n ∈ N0, 1 ≤ N < µ holds
n∑
p=0
{
(−1)p
(
m
p
) N∑
ν=1
µm−p
νm(µ− ν)n−p+1
}
= Hµ−1,n+1 −Hµ−N−1,n+1 + (−1)
n
m−1∑
i=n
{(
i
n
)
µi−nHN,i+1
}
.
Differentiating (2.9) n times with respect to ν, we obtain, for m ∈ Z+ and
n ∈ N0, the identity
(−1)m
n∑
p=0
{(
m+ p− 1
p
)
µm+1
νm+p(ν + µ)n−p+1
}
=
µ
(ν + µ)n+1
+
m∑
i=1
{
(−1)i
(
i+ n− 1
n
)
µi
νi+n
}
,
(2.12)
from which upon summing from ν = 1 to ν = N we have
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THEOREM 2.9. For m ∈ Z, µ ∈ C\Z− and n ∈ N0 holds
(−1)m
n∑
p=0
{(
m+ p− 1
p
) N∑
ν=1
µm+1
νm+p(ν + µ)n−p+1
}
= µHN+µ,n+1 − µHN,n+1
− µHµ,n+1
+
m∑
i=2
(−1)i
(
i+ n− 1
n
)
µiHN,i+n ,
which in the limit N →∞ gives
COROLLARY 2.10. For m ∈ Z+, µ ∈ C\Z− and n ∈ N0 holds
(−1)m
n∑
p=0
{(
m+ p− 1
p
) ∞∑
ν=1
µm+1
νm+p(ν + µ)n−p+1
}
= −µHµ,n+1 +
m∑
i=2
(−1)i
(
i+ n− 1
n
)
µiζ(n+ i) .
Changing ν to −ν in (2.12) and summing over ν gives
THEOREM 2.11. For m ∈ Z and n ∈ N0, 1 ≤ N < µ holds
n∑
p=0
{(
m+ p− 1
p
)
(−1)p
N∑
ν=1
µm+1
νm+p(µ− ν)n−p+1
}
= µHµ−1,n+1 − µHµ−N−1,n+1
+ (−1)n
m∑
i=1
(
i+ n− 1
n
)
µiHN,i+n .
Using a = 1/µν, c = −1/ (µ(µ+ ν)) and f = µ/(µ+ ν) in Lemma 2.5 gives
the identity
µm
ν(ν + µ)m
=
1
ν
−
m∑
i=1
µi−1
(ν + µ)i
,
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which, after n differentiations with respect to ν, gives
n∑
p=0
(
m+ n− p− 1
m− 1
)
µm
νp+1(ν + µ)m+n−p
=
1
νn+1
−
m∑
i=1
(
i+ n− 1
n
)
µi−1
(ν + µ)i+n
,
(2.13)
from which we get, after summing over ν,
THEOREM 2.12. For m ∈ Z+, µ ∈ C\Z− and n ∈ N0 holds
n∑
p=0
{(
m+ n− p− 1
m− 1
) N∑
ν=1
µm
νp+1(ν + µ)m+n−p
}
= HN,n+1 −
m∑
i=1
(
i+ n− 1
n
)
µi−1HN+µ,i+n +
m∑
i=1
(
i+ n− 1
n
)
µi−1Hµ,i+n ,
which in the limit N →∞ gives
COROLLARY 2.13. For µ ∈ C\Z− and m,n ∈ N0 holds
n∑
p=0
{(
m+ p
m
) ∞∑
ν=1
µm+1
νn−p+1(ν + µ)m+p+1
}
=
m+n∑
i=n
(
i
n
)
µi−nHµ,i+1 −
m+n∑
i=n+1
(
i
n
)
µi−nζ(i+ 1) .
In particular, for m ∈ N0 and µ ∈ C\Z
−, we have
∞∑
ν=1
µm+1
ν(ν + µ)m+1
= Hµ −
m∑
i=1
µiζ(i+ 1) +
m∑
i=1
µiHµ,i+1 . (2.14)
Replacing ν by −ν in (2.13) and summing over ν we obtain
THEOREM 2.14. For m ∈ Z and n ∈ N0, 1 ≤ N < µ holds
n∑
p=0
{
(−1)p
(
m+ n− p− 1
m− 1
) N∑
ν=1
µm
νp+1(µ− ν)m+n−p
}
= (−1)nHN,n+1 +
m∑
i=1
(
i+ n− 1
n
)
µi−1 (Hµ−1,i+n −Hµ−N−1,i+n) .
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3 Functional relations for the Tornheim double series
In this section we will derive various functional relations for the Tornheim
double series and from these we will see that it is already possible to evaluate
the series at certain arguments.
Writing (1.7) as
1
µ+ ν
+
µ
ν(µ+ ν)
=
1
ν
,
dividing through by µrνs−1(µ+ ν)t and summing over µ and ν gives
T (r, s− 1, t+ 1) + T (r − 1, s, t+ 1) = T (r, s, t) , (3.1)
which is property (1.2e) of Tornheim series.
Replacing µ by µ − ν in (2.1) and then replacing ν by −ν in the result-
ing identity gives the following variant of (2.1), valid for µ, ν ∈ C\{0} and
s, t ∈ Z such that either st ∈ Z− or s+ t ∈ Z+,
1
νsµt
=
s−1∑
i=0
(
t + i− 1
i
)
1
νs−i(µ+ ν)t+i
+
t−1∑
i=0
(
s+ i− 1
i
)
1
µt−i(µ+ ν)s+i
,
from which, after dividing through by (µ + ν)r and summing over µ and ν,
we get
THEOREM 3.1. For r + s > 1, r + t > 1 and r + s+ t > 2 holds
T (s, t, r) =
s−1∑
i=0
(
t+ i− 1
i
)
T (s− i, 0, t+ r + i) +
t−1∑
i=0
(
s + i− 1
i
)
T (t− i, 0, s+ r + i)
=
s∑
i=1
(
s+ t− i− 1
t− 1
)
T (i, 0, s+ r + t− i)
+
t∑
i=1
(
s+ t− i− 1
s− 1
)
T (i, 0, s+ r + t− i) ,
(3.2)
without the need of the induction suggested in [3], where the identity of the
theorem was first established.
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The utility of Theorem 3.1 lies in the fact that in discussing T (r, s, t), it is suf-
ficient to consider only the set {T (i, 0, r + s+ t− i)} for 1 ≤ i ≤ max {s, t};
a fact that was gainfully employed in [3] and [9].
Dividing through the identity of Corollary 2.7 by µr and summing over µ we
obtain
THEOREM 3.2. For m, r − 1 ∈ Z+, n ∈ N0 and r > m− n holds
(−1)m−1
n∑
p=0
{
(−1)p
(
m
p
)
T (r −m+ p,m, n− p+ 1)
}
= E(n+ 1, r) + (−1)n
m−1∑
i=n+1
{
(−1)i
(
i
n
)
ζ(i+ 1)ζ(r − i+ n)
}
.
Setting m = n + 1 and replacing n+ 1 by n, we obtain
COROLLARY 3.3.
E(n, r) =
n∑
p=1
(−1)p−1
(
n
p
)
T (r − p, n, p) ,
which is the alternating version of Theorem 1.2.
Setting n = 0 in the identity of Theorem 3.2 and using Theorem 1.1 to write
E(1, r) in zeta values we have
COROLLARY 3.4. For m, r − 1 ∈ Z+ and r > m holds
(−1)m−1T (r −m,m, 1)
=
1
2
(r + 2)ζ(r + 1)−
1
2
r−2∑
i=1
ζ(r − i)ζ(i+ 1)
+
m−1∑
i=1
(−1)iζ(r − i)ζ(i+ 1) .
Setting n = 1 in the identity of Theorem 3.2 and employing the above corol-
lary gives
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COROLLARY 3.5. For r − 1 ∈ Z+, m ∈ N0 and r > m− 1 holds
(−1)m−1T (r −m,m, 2)
= E(2, r) +
m
2
(r + 3)ζ(r + 2)−
m
2
r−1∑
i=1
ζ(r − i+ 1)ζ(i+ 1)
+m
m−1∑
i=1
(−1)iζ(r − i+ 1)ζ(i+ 1)−
m−1∑
i=2
(−1)iiζ(r − i+ 1)ζ(i+ 1) .
Setting r = 4 in Corollary 3.5, noting that E(2, 4) = ζ(3)2 − ζ(6)/3 (see [1],
page 16), and using m = 0, m = 1 and m = 2, respectively, we have
T (4, 0, 2) =
ζ(6)
3
+ ζ(4)ζ(2)− ζ(3)2 ,
T (3, 1, 2) =
ζ(3)2
2
+
19
6
ζ(6)− 2ζ(4)ζ(2)
and
T (2, 2, 2) = −
20
3
ζ(6) + 4ζ(4)ζ(2) . (3.3)
Similarly, setting r = 2 in Corollary 3.5, noting that E(2, 2) = ζ(2)2/2 + ζ(4)/2,
(see (4.2)), and using m = 0, m = 1, respectively, we have
T (2, 0, 2) =
ζ(2)2
2
−
1
2
ζ(4)
and
T (1, 1, 2) = −ζ(2)2 + 3ζ(4) . (3.4)
Setting r = s in (3.1) and using the reflection property gives
2T (s, s− 1, t+ 1) = T (s, s, t) . (3.5)
In particular, we have
2T (s, s− 1, 1) = T (s, s, 0) = ζ(s)2 , s− 1 ∈ Z+
and
2T (s, s− 1, 3) = T (s, s, 2) , s ∈ Z+ ,
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from which we get
2T (1, 0, 3) = −ζ(2)2 + 3ζ(4)
and
2T (2, 1, 3) = −
20
3
ζ(6) + 4ζ(4)ζ(2) ,
after using (3.4) and (3.3).
Setting r = n+ 1 in the identity of Theorem 3.2 we obtain
COROLLARY 3.6. For m,n ∈ Z+ and 2n > m− 1 holds
(−1)m−12
n∑
p=0
{
(−1)p
(
m
p
)
T (n−m+ p+ 1, m, n− p+ 1)
}
= ζ(n+ 1)2 + ζ(2n+ 2)
+ (−1)n2
m−1∑
i=n+1
{
(−1)i
(
i
n
)
ζ(i+ 1)ζ(2n− i+ 1)
}
.
Setting m = n+1 in Corollary 3.6, substituting n for n+1 and utilizing the
index shift identity (1.10) gives, for n− 1 ∈ Z+,
2
n∑
p=1
(−1)p−1
(
n
p
)
T (n− p, n, p) = ζ(n)2 + ζ(2n) ,
from which, with the aide of Corollary 4.2 and after some manipulation, we
get,
2n−1∑
p=1
(−1)p−1
(
2n
p
)
T (2n− p, 2n, p) = ζ(2n)2 , n ∈ Z+
and
2n∑
p=1
(−1)p−1
(
2n+ 1
p
)
T (2n− p+ 1, 2n+ 1, p)
= ζ (2(2n+ 1)) , n ∈ Z+ .
In particular,
2T (1, 2, 1) = ζ(2)2 .
Dividing the identity of Corollary 2.10 by µr, and summing over µ, we obtain
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THEOREM 3.7. For m ∈ Z+, r − 2 ∈ Z+ and n ∈ N0 holds
(−1)m
n∑
p=0
(
m+ p− 1
p
)
T (r −m− 1, m+ p, n− p+ 1)
= −E(n + 1, r − 1) +
m∑
i=2
(−1)i
(
i+ n− 1
n
)
ζ(n+ i)ζ(r − i) .
COROLLARY 3.8. For m,n ∈ Z+ holds
(−1)m2
n∑
p=0
(
m+ p− 1
p
)
T (n−m+ 1, m+ p, n− p + 1)
= −ζ(n+ 1)2 − ζ(2n+ 2) + 2
m∑
i=2
(−1)i
(
i+ n− 1
n
)
ζ(n+ i)ζ(r − i) .
In particular,
2
n∑
p=1
T (n− 1, n− p+ 1, p) = ζ(n)2 + ζ(2n) , n− 1 ∈ Z+ .
Dividing through the identity of Corollary 2.13 by µr and summing over µ
gives
THEOREM 3.9. For r − 1 ∈ Z+, m,n ∈ N0 and r > m+ 1 holds
n∑
p=0
(
m+ p
m
)
T (r −m− 1, n− p+ 1, m+ p+ 1)
=
m+n∑
i=n
(
i
n
)
E(i+ 1, r − i+ n) +
m+n∑
i=n+1
(
i
n
)
ζ(i+ 1)ζ(r− i+ n) .
4 Evaluation of Tornheim double series
4.1 Euler-Zagier double zeta function
Before discussing the general Tornheim double series for finite r, s and t,
we first consider the double series T (r, 0, t) and T (0, s, t), with r + t > 2 or
s+ t > 2 and t > 0.
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According to (1.6), when r and t are positive integers greater than unity,
then
T (r, 0, t) = ζ(r)ζ(t)−E(t, r) . (4.1)
Thus, reduction of T (r, 0, t) to ζ values is possible when r and t are of different
parity, in view of Theorem 3.1 of [1], and also when r = t or r + t = 6.
Using, in (4.1), the symmetry property of linear Euler sums,
E(m,n) + E(n,m) = ζ(m+ n) + ζ(m)ζ(n) , [1, 10] , (4.2)
we have
THEOREM 4.1.
T (0, s, t) + T (0, t, s) = ζ(s)ζ(t)− ζ(s+ t) , s− 1, t− 1 ∈ Z+ .
COROLLARY 4.2.
2 T (0, s, s) = ζ(s)2 − ζ(2s) , s− 1 ∈ Z+ .
T (0, 0, t) was evaluated, in [2], as
THEOREM 4.3.
T (0, 0, t) = ζ(t− 1)− ζ(t) , t > 2 .
Here we give a different derivation as follows.
Proof. From (1.3), we have
N∑
µ=1
N∑
ν=1
1
(ν + µ)t
=
N∑
µ=1
(HN+µ,t −Hµ,t)
=
N∑
µ=1
HN+µ,t −
N∑
µ=1
Hµ,t
=
2N∑
µ=N+1
Hµ,t −
N∑
µ=1
Hµ,t
=
2N∑
µ=1
Hµ,t − 2
N∑
µ=1
Hµ,t
= 2NH2N,t +H2N,t −H2N,t−1
− 2NHN,t − 2HN,t + 2HN,t−1 ,
and the result follows on taking limit N →∞.
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Note that in the final step of the above proof, we used
N∑
r=1
Hr,n = (N + 1)HN,n −NHN,n−1 , (identity 3.1 of [10]) .
4.2 Evaluation of the general Tornheim double series
Dividing the identity of Corollary 2.2 by µr and summing over µ, we obtain
THEOREM 4.4. For r ∈ N0, s, t ∈ Z
+, r+s>1 and r+t>1 holds
T (r, s, t) =
s−2∑
i=0
(−1)i
(
t+ i− 1
i
)
ζ(s− i)ζ(r + t + i)
+ (−1)s
t−2∑
i=0
(
s+ i− 1
i
)
ζ(t− i)ζ(r + s+ i)
− (−1)s
t−2∑
i=0
{(
s+ i− 1
i
) ∞∑
µ=1
Hµ,t−i
µr+s+i
}
− (−1)s
(
s+ t− 2
t− 1
) ∞∑
µ=1
Hµ
µr+s+t−1
.
COROLLARY 4.5.
T (r, s, 1) =
(−1)s−1
2
[
(r + s+ 2)ζ(r + s+ 1)−
s−2∑
i=1−r
ζ(s− i)ζ(r + i+ 1)
]
+
s−2∑
i=0
(−1)iζ(s− i)ζ(r + i+ 1) .
In particular, we have the beautiful and well-known result
T (1, 1, 1) =
∞∑
µ=1
Hµ
µ2
= 2ζ(3) .
We see immediately from Theorem 4.4 that due to the presence of the Eu-
ler sum E(t− i, i+ r + s), of weight w = r + s+ t, complete reduction of
T (r, s, t) to ζ values is achieved, in general, if w is a positive odd integer or
if t = 1.
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Using the index shift identity (1.10), the identity of Theorem 4.4 can also be
written as
T (r, s, t) = (−1)t
t∑
i=t−s+2
(−1)i
(
2t− i− 1
t− 1
)
ζ(s− t+ i)ζ(r + 2t− i)
+ (−1)s
t∑
i=2
(
s+ t− i− 1
s− 1
)
ζ(i)ζ(r + s+ t− i)
− (−1)s
t∑
i=1
(
s+ t− i− 1
s− 1
) ∞∑
µ=1
Hµ,i
µr+s+t−i
,
(4.3)
giving, in particular, for s ∈ Z+ and r + s > 1,
(−1)s−1T (r, s, s) = −
s∑
i=2
(
2s− i− 1
s− 1
)(
(−1)i + 1
)
ζ(i)ζ(r + 2s− i)
+
s∑
i=1
(
2s− i− 1
s− 1
) ∞∑
µ=1
Hµ,i
µr+2s−i
= −2
⌊s/2⌋∑
i=1
(
2s− 2i− 1
s− 1
)
ζ(2i)ζ(r + 2s− 2i)
+
s∑
i=1
(
2s− i− 1
s− 1
) ∞∑
µ=1
Hµ,i
µr+2s−i
.
(4.4)
5 On linear Euler sums
Explicit evaluations, in zeta values, are known for the sums,
∞∑
ν=1
Hν,n
νs
+
∞∑
ν=1
Hν,s
νn
and
∞∑
ν=1
Hν
νs
,
for n − 1, s − 1 ∈ Z+, as expressed in identity (4.2) and in the identity
of Theorem 1.1, respectively. Evaluation formulas are also known in the
literature (see [11]) for the following sums, for µ ∈ Z+:
∞∑
ν=1
Hν
(µ+ ν)s
and
∞∑
ν=1
Hν
ν(µ+ ν)
.
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It is our aim in this section to extend these results by deriving evaluation
formulas for the following sums:
∞∑
ν=1
Hν,n
(ν + µ)s
+
∞∑
ν=1
Hν,s
(ν + µ)n
,
∞∑
ν=1
Hν
(ν + µ)s
,
∞∑
ν=1
Hν,n
ν(ν + µ)
and
∞∑
ν=1
Hν
νs(ν + µ)t
.
We will also derive variants of the Euler formula forE(1, n) and obtain certain
combinations of linear Euler sums that evaluate to zeta values.
5.1 Extension of known results for Euler sums
Consider the double sum
f(µ, s, n) =
∞∑
ν=1
µ−1∑
i=1
1
(ν + µ)s(ν + i)n
.
A change of the order of summation and shifting of the indices of summation
give
f(µ, s, n) =
µ−1∑
i=1
∞∑
ν=1
1
νn(ν + i)s
−
µ−1∑
i=1
µ−i∑
ν=1
1
νn(ν + i)s
. (5.1)
But
f(µ, s, n) =
∞∑
ν=1
µ−1∑
i=1
1
(ν + µ)s(ν + i)n
=
∞∑
ν=1
{
1
(ν + µ)s
µ−1∑
i=1
1
(ν + i)n
}
=
∞∑
ν=1
Hν+µ−1,n
(ν + µ)s
−
∞∑
ν=1
Hν,n
(ν + µ)s
, by identity (1.3) ,
so that after index shifting and the use of identity Hr−1,n = Hr,n − 1/r
n, we
have
f(µ, s, n) =
∞∑
ν=1
Hν,n
νs
−
∞∑
ν=1
Hν,n
(ν + µ)s
−
µ∑
ν=1
Hν,n
νs
− ζ(n+ s) +Hµ,n+s . (5.2)
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On equating (5.1) and (5.2) we obtain the identity
∞∑
ν=1
Hν,n
νs
−
∞∑
ν=1
Hν,n
(ν + µ)s
=
µ−1∑
i=1
∞∑
ν=1
1
νn(ν + i)s
−
µ−1∑
i=1
µ−i∑
ν=1
1
νn(ν + i)s
+
µ∑
ν=1
Hν,n
νs
+ ζ(n+ s)−Hµ,n+s ,
(5.3)
which holds for n, s− 1 ∈ Z+ and µ ∈ N0, from which we will derive a couple
of interesting results. First we state a lemma.
LEMMA 5.1. For µ ∈ N0 and s, n ∈ Z such that either sn ∈ Z
− or
s+ n ∈ Z+ holds
µ∑
ν=1
Hµ−ν,s
νn
=
n∑
j=1
(
n+ s− j − 1
s− 1
) µ∑
ν=1
Hν−1,j
νn+s−j
+
s∑
j=1
(
n+ s− j − 1
n− 1
) µ∑
ν=1
Hν−1,j
νn+s−j
=
n∑
j=1
(
n+ s− j − 1
s− 1
) µ∑
ν=1
Hν,j
νn+s−j
+
s∑
j=1
(
n+ s− j − 1
n− 1
) µ∑
ν=1
Hν,j
νn+s−j
−
(
n + s
n
)
Hµ,n+s .
In particular,
µ∑
ν=1
Hµ−ν
νn
=
n∑
j=1
µ∑
ν=1
Hν−1,j
νn−j+1
+
µ∑
ν=1
Hν−1
νn
=
n∑
j=2
µ∑
ν=1
Hν,j
νn−j+1
+ 2
µ∑
ν=1
Hν
νn
− (n + 1)Hµ,n+1
(5.4)
and since
2
µ∑
ν=1
Hν,n
νn
= H2µ,n +Hµ,2n , (identity (3.25) of [10]) ,
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we have
µ∑
ν=1
Hµ−ν
ν
= 2
µ∑
ν=1
Hν−1
ν
= H2µ −Hµ,2 . (5.5)
Proof. For ν ∈ N0 and s, n ∈ Z, define
K(ν;n, s) =
ν∑
i=1
Hν−i,s
in
,
and note that K(0;n, s) = 0 = K(1;n, s). With this definition and the iden-
tity (1.3) in mind, we obtain the recursion
K(ν;n, s)−K(ν − 1;n, s) =
ν−1∑
i=1
1
in(ν − i)s
,
from which the result follows by invoking Theorem 2.4 to resolve the right
hand side and then summing both sides from ν = 1 to ν = µ, noting that
the sum on the left hand side telescopes.
From the identity of Lemma 5.1 we note the symmetry propertyK(ν;n, s) = K(ν; s, n).
5.1.1 Extension of the Euler formula of Theorem 1.1
Setting n = 1 in the identity (5.3), employing the identity of Theorem 1.1
and using the identity (2.14) to simplify the double sums, we obtain
2
∞∑
ν=1
Hν
(ν + µ)s
= s ζ(s+ 1)−
s−2∑
i=1
ζ(i+ 1)ζ(s− i)
+ 2
s−1∑
i=1
Hµ−1,s−i (ζ(i+ 1)−Hµ,i+1)
+ 2
µ∑
i=1
i−s (Hµ−i −Hi)
+ 2Hµ,s+1 − 2Hµ−1,sHµ ,
which in view of identity (5.4) now gives, after some algebra,
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THEOREM 5.2. For µ, s− 1 ∈ Z+ holds
2
∞∑
ν=1
Hν
(ν + µ)s
= 2Hµ−1 (ζ(s)−Hµ−1,s)
+ s (ζ(s+ 1)−Hµ−1,s+1)
−
s−2∑
i=1
{(ζ(i+ 1)−Hµ−1,i+1) (ζ(s− i)−Hµ−1,s−i)} .
In particular,
2
∞∑
ν=1
Hν
(ν + 1)s
= s ζ(s+ 1)−
s−2∑
j=1
ζ(j + 1)ζ(s− j) , s− 1 ∈ Z+ .
Using a different formalism, the identity of Theorem 5.2 was first derived
in [11].
5.1.2 Extension of the symmetry relation for linear Euler sums
From the identity (5.3) and the symmetry relations
∞∑
ν=1
Hν,n
νs
+
∞∑
ν=1
Hν,s
νn
= ζ(n+ s) + ζ(n)ζ(s)
and
µ∑
ν=1
Hν,n
νs
+
µ∑
ν=1
Hν,s
νn
= Hµ,n+s +Hµ,nHµ,s , (equation (3.22) of [10]) ,
we have
∞∑
ν=1
Hν,n
(ν + µ)s
+
∞∑
ν=1
Hν,s
(ν + µ)n
= Hµ,n+s −Hµ,nHµ,s
− ζ(n+ s) + ζ(n)ζ(s)
−
µ−1∑
i=1
∞∑
ν=1
1
νn(ν + i)s
−
µ−1∑
i=1
∞∑
ν=1
1
νs(ν + i)n
+
µ−1∑
i=1
µ−i∑
ν=1
1
νn(ν + i)s
+
µ−1∑
i=1
µ−i∑
ν=1
1
νs(ν + i)n
.
(5.6)
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Using the identity of Corollary 2.2 we establish that
µ−1∑
i=1
∞∑
ν=1
1
νn(ν + i)s
=
n−2∑
j=0
(
s+ j − 1
j
)
(−1)jζ(n− j)Hµ−1,s+j
+ (−1)n
s−2∑
j=0
(
n+ j − 1
j
)
ζ(s− j)Hµ−1,n+j
+ (−1)n−1
s−1∑
j=0
{(
n+ j − 1
j
) µ−1∑
i=1
Hi,s−j
in+j
}
.
(5.7)
From the identity of Theorem 2.1 and the identity of Lemma 5.1 follows that,
for n+ s > 0, n, s ∈ Z and µ ∈ Z+,
µ−1∑
i=1
µ−i∑
ν=1
1
νn(ν + i)s
=
n−1∑
j=0
{(
s+ j − 1
j
)
(−1)j
s+j∑
k=1
[(
n + s− k − 1
n− j − 1
) µ∑
i=1
Hi−1,k
in+s−k
]}
+
n−1∑
j=0
{(
s+ j − 1
j
)
(−1)j
n−j∑
k=1
[(
n+ s− k − 1
s+ j − 1
) µ∑
i=1
Hi−1,k
in+s−k
]}
+ (−1)n
s−1∑
j=0
(
n+ j − 1
j
)
Hµ,s−jHµ−1,n+j
+ (−1)n−1
s−1∑
j=0
{(
n + j − 1
j
) µ−1∑
i=1
Hi,s−j
in+j
}
.
(5.8)
Plugging (5.7) and (5.8) in (5.6) we prove
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THEOREM 5.3. For µ, n− 1 and s− 1 ∈ Z+ holds
∞∑
ν=1
Hν,n
(ν + µ)s
+
∞∑
ν=1
Hν,s
(ν + µ)n
= Hµ,n+s −Hµ,nHµ,s − ζ(n+ s) + ζ(n)ζ(s)
−
n−2∑
j=0
(
s+ j − 1
j
)[
(−1)j + (−1)s
]
ζ(n− j)Hµ−1,s+j
−
s−2∑
j=0
(
n + j − 1
j
)[
(−1)j + (−1)n
]
ζ(s− j)Hµ−1,n+j
+ (−1)n
s−1∑
j=0
(
n+ j − 1
j
)
Hµ,s−jHµ−1,n+j + (−1)
s
n−1∑
j=0
(
s+ j − 1
j
)
Hµ,n−jHµ−1,s+j
+
n−1∑
j=0
{(
s+ j − 1
j
)
(−1)j
s+j∑
k=1
[(
n+ s− k − 1
n− j − 1
) µ∑
i=1
Hi−1,k
in+s−k
]}
+
s−1∑
j=0
{(
n+ j − 1
j
)
(−1)j
n+j∑
k=1
[(
n + s− k − 1
s− j − 1
) µ∑
i=1
Hi−1,k
in+s−k
]}
+
n−1∑
j=0
{(
s + j − 1
j
)
(−1)j
n−j∑
k=1
[(
n+ s− k − 1
s+ j − 1
) µ∑
i=1
Hi−1,k
in+s−k
]}
+
s−1∑
j=0
{(
n+ j − 1
j
)
(−1)j
s−j∑
k=1
[(
n + s− k − 1
n + j − 1
) µ∑
i=1
Hi−1,k
in+s−k
]}
.
In particular
∞∑
ν=1
Hν,n
(ν + 1)s
+
∞∑
ν=1
Hν,s
(ν + 1)n
= ζ(n)ζ(s)− ζ(n+ s)
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and
2
∞∑
ν=1
Hν,n
(ν + µ)n
= Hµ,2n − ζ(2n)−H
2
µ,n + ζ(n)
2
+ (−1)n−14
⌊n/2⌋∑
j=1
(
2n− 2j − 1
n− 1
)
ζ(2j)Hµ−1,2n−2j
− (−1)n−12
n∑
j=1
(
2n− j − 1
n− 1
)
(−1)jHµ−1,2n−jHµ,j
− (−1)n−12
n∑
j=1
{(
2n− j − 1
n− 1
)
(−1)j
2n−j∑
k=1
[(
2n− k − 1
j − 1
) µ∑
i=1
Hi−1,k
i2n−k
]}
− (−1)n−12
n∑
j=1
{(
2n− j − 1
n− 1
)
(−1)j
j∑
k=1
[(
2n− k − 1
2n− j − 1
) µ∑
i=1
Hi−1,k
i2n−k
]}
.
5.1.3 Evaluation of a certain type of Euler sum
Setting s = 1 in the identity (5.3), employing the identity (2.11) and the
identity resulting from setting n = 0 in the identity of Theorem 2.6 to simplify
the double sums, we obtain
µ
∞∑
ν=1
Hν,n
ν(ν + µ)
= (−1)n−1
n−1∑
j=1
(−1)jHµ−1,n−j ζ(j + 1)
+ (−1)n−1
µ−1∑
i=1
n∑
k=1
(−1)kik−n−1Hµ−i,k
+
(
1 + (−1)n−1
)
HµHµ−1,n
−
µ−1∑
i=1
i−nHi + ζ(n+ 1) ,
which, on account of Lemma 5.1 yields the evaluation:
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THEOREM 5.4. For µ, n ∈ Z+ holds
µ
∞∑
ν=1
Hν,n
ν(ν + µ)
= (−1)n−1
n−1∑
j=1
(−1)jHµ−1,n−j ζ(j + 1)
+ (−1)n−1
n∑
k=1
{
(−1)k
n−k+1∑
j=1
[(
n− j
k − 1
) µ∑
i=1
Hi−1,j
in−j+1
]}
+ (−1)n−1
n∑
k=1
{
(−1)k
k∑
j=1
[(
n− j
n− k
) µ∑
i=1
Hi−1,j
in−j+1
]}
+
(
1 + (−1)n−1
)
HµHµ−1,n
−
µ−1∑
i=1
Hi
in
+ ζ(n+ 1) .
In particular, setting n = 1 and using (5.5) gives
2µ
∞∑
ν=1
Hν
ν(ν + µ)
= H2µ−1 +Hµ−1,2 + 2ζ(2) ,
which (but not the general Theorem 5.4) was also derived in [11]; while setting
µ = 1 in the theorem gives
∞∑
ν=1
Hν,n
ν(ν + 1)
= ζ(n+ 1) ,
which is a more general case of the result reported in [12] for n = 1.
If we multiply through (2.3) by Hν and sum over ν while making use of the
identities of Theorems 1.1, 5.2 and 5.4, we obtain
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THEOREM 5.5. For µ, s, t ∈ Z+ holds
2
∞∑
ν=1
Hν
νs(ν + µ)t
= (−1)s−1
(
s+ t− 2
s− 1
)
H2µ−1 +Hµ−1,2 + 2ζ(2)
µs+t−1
+
s−2∑
i=0
(
t + i− 1
i
)
(−1)i(s− i+ 2)ζ(s− i+ 1)
µt+i
−
s−2∑
i=0
{(
t+ i− 1
i
)
(−1)i
µt+i
s−i−2∑
j=1
ζ(j + 1)ζ(s− i− j)
}
+ 2(−1)sHµ−1
t−2∑
i=0
(
s + i− 1
i
)
(ζ(t− i)−Hµ−1,t−i)
µs+i
+ (−1)s
t−2∑
i=0
(
s+ i− 1
i
)
(t− i) (ζ(t− i+ 1)−Hµ−1,t−i+1)
µs+i
− (−1)s
t−2∑
i=0
{(
s+ i− 1
i
)
1
µs+i
t−i−2∑
j=1
(ζ(j + 1)−Hµ−1,j+1) (ζ(t− i− j)−Hµ−1,t−i−j)
}
.
5.2 Variants of Euler formula for E(1, 2s+1) and certain
combinations of linear Euler sums that evaluate to
zeta values
Using the reflection symmetry (1.2a) of the Tornheim double series in the
identity of Theorem 4.4 and setting r = s+ 1 to ensure that r and s have
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different parity, we obtain
t−1∑
i=1
[(
i+ s− 1
s
)
2s+ i− 1
i+ s− 1
∞∑
µ=1
Hµ,t−i+1
µ2s+i
]
+
2s+ t− 1
s+ t− 1
(
s+ t− 1
t− 1
) ∞∑
µ=1
Hµ
µ2s+t
=
t−1∑
i=1
(
i+ s− 1
s
)
2s+ i− 1
i+ s− 1
ζ(t− i+ 1)ζ(2s+ i)
+ (−1)s+1
s−1∑
i=0
(−1)i
(
i+ t− 1
t− 1
)
2i+ t− 1
i+ t− 1
ζ(s− i+ 1)ζ(s+ i+ t) .
(5.9)
5.2.1 Variants of Euler formula for E(1, 2s+ 1)
On setting t = 1 in (5.9), we obtain
THEOREM 5.6. For s ∈ Z+holds
2(−1)s+1
∞∑
µ=1
Hµ
µ2s+1
= ζ(s+ 1)2 + 2
s−1∑
i=1
(−1)iζ(s− i+ 1)ζ(s+ i+ 1) ,
or equivalently, using the index shift identity,
2
∞∑
µ=1
Hµ
µ2s+1
= (−1)s−1ζ(s+ 1)2 + 2
s−2∑
i=0
(−1)iζ(i+ 2)ζ(2s− i) . (5.10)
Dividing through (2.11) by µm+1 and summing over µ gives
(−1)m−1
∞∑
ν=1
{
1
νm
∞∑
µ=1
Hµ
µ(ν + µ)
}
=
∞∑
µ=1
Hµ
µm+1
+
m−1∑
i=1
(−1)iζ(i+ 1)ζ(m− i+ 1) ,
that is
(−1)m−1
∞∑
ν=1
Hν
νm+1
=
∞∑
ν=1
Hν
νm+1
+
m−1∑
i=1
(−1)iζ(i+ 1)ζ(m− i+ 1) ,
from which, by setting m = 2s and shifting the summation index in the
second sum of the right hand side, we obtain
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THEOREM 5.7. For s ∈ Z+ holds
2
∞∑
ν=1
Hν
ν2s+1
=
2s−2∑
i=0
(−1)iζ(i+ 2)ζ(2s− i) , (5.11)
a result that was derived first in [6] and later in [13].
Note that the identities (5.10) and (5.11) are equivalent since
(−1)s−1ζ(s+ 1)2 + 2
s−2∑
i=0
(−1)iζ(i+ 2)ζ(2s− i)
=
s−2∑
i=0
(−1)iζ(i+ 2)ζ(2s− i)
+
s−1∑
i=0
(−1)iζ(i+ 2)ζ(2s− i)
which is equivalent to the sum on right side of (5.11).
Setting n = 2s+1 in the identity of Theorem 1.1 and eliminating E(1, 2s+1)
between the resulting identity and (5.11), we obtain, after a little manipula-
tion,
THEOREM 5.8 (Euler).
(2s+ 1)ζ(2s) = 2
s−1∑
i=1
ζ(2s− 2i)ζ(2i) , s− 1 ∈ Z+ ,
the well-known zeta function relation due to Euler.
5.2.2 Certain combinations of linear Euler sums that evaluate to
zeta values
Researchers have noted that linear Euler sums of even weight are probably
not reducible to zeta values alone [6, 14, 1]. In a 1998 paper [1], Flajolet and
Salvy gave a couple of examples of linear combinations of Euler sums of even
weight, expressed in terms of the Riemann zeta function. Such evaluations
are also found in [3, 9, 15]. In this section we discover certain combinations
of linear Euler sums that evaluate to zeta values.
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Tornheim proved that (equation (8) of [2])
T (1, 1, s) = (s+ 1)ζ(s+ 2)−
s∑
i=2
ζ(i)ζ(s− i+ 2), s ∈ Z+ ,
which, in view of (4.3), gives
s∑
i=1
[
∞∑
µ=1
Hµ,i
µs−i+2
]
=
s∑
i=1
E(i, s− i+ 2) = (s+ 1)ζ(s+ 2) ,
from which it follows that
THEOREM 5.9. For s ∈ Z+ holds
2
s∑
i=2
E(i, s− i+ 2) = (s− 1)ζ(s+ 2) +
s−1∑
j=1
ζ(j + 1)ζ(s− j + 1) .
Setting r = 0 in (4.4) and using Corollary 4.2, we obtain
2
s∑
i=1
(
2s− i− 1
s− 1
) ∞∑
µ=1
Hµ,i
µ2s−i
= 4
⌊s/2⌋∑
i=1
(
2s− 2i− 1
s− 1
)
ζ(2i)ζ(2s− 2i)
+ (−1)s−1
(
ζ(s)2 − ζ(2s)
)
,
from which we get
THEOREM 5.10. For s− 1 ∈ Z+ holds
2
s−1∑
i=2
(
2s− i− 1
s− 1
) ∞∑
µ=1
Hµ,i
µ2s−i
= 4
⌊s/2⌋∑
i=1
(
2s− 2i− 1
s− 1
)
ζ(2i)ζ(2s− 2i)
− 2
(
2s− 2
s− 1
) s∑
i=2
(−1)iζ(i)ζ(2s− i)
− (−1)s−1ζ(s)2
[(
2s− 2
s− 1
)
+ (−1)s−1 − 1
]
− (−1)s−1ζ(2s)
[
(−1)s−1 + 1
]
,
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after using Theorem 1.1 to write E(1, 2s − 1) and using also the fact that
2E(s, s) = ζ(s)2 + ζ(2s).
If we set s = 3 in the above identity we obtain the well known result
COROLLARY 5.11.
3
∞∑
µ=1
Hµ,2
µ4
= 3 ζ(3)2 − ζ(6) .
At s = 5 and s = 6, respectively, we have
COROLLARY 5.12.
7
∞∑
µ=1
Hµ,2
µ8
+ 3
∞∑
µ=1
Hµ,3
µ7
+
∞∑
µ=1
Hµ,4
µ6
= −12ζ(4)ζ(6) + 14ζ(3)ζ(7) + 7ζ(5)2 −
ζ(10)
5
and
COROLLARY 5.13.
126
∞∑
µ=1
Hµ,2
µ10
+ 56
∞∑
µ=1
Hµ,3
µ9
+ 21
∞∑
µ=1
Hµ,4
µ8
+ 6
∞∑
µ=1
Hµ,5
µ7
= −210ζ(4)ζ(8)− 125ζ(6)2 + 252ζ(3)ζ(9) + 252ζ(5)ζ(7) .
It was proved in [3] that
T (s, s, s) =
4
1 + 2(−1)s
⌊s/2⌋∑
i=0
(
2s− 2i− 1
s− 1
)
ζ(2i)ζ(3s− 2i) . (5.12)
Setting r = s in (4.4) and equating with (5.12) gives
s∑
i=1
(
2s− i− 1
s− 1
) ∞∑
µ=1
Hµ,i
µ3s−i
=
(
2s− 1
s− 1
)
2ζ(3s)
2 + (−1)s
+
2
2(−1)s + 1
⌊s/2⌋∑
i=1
(
2s− 2i− 1
s− 1
)
ζ(2i)ζ(3s− 2i) ,
from which we get
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THEOREM 5.14. For s ∈ Z+ holds
s∑
i=2
(
2s− i− 1
s− 1
) ∞∑
µ=1
Hµ,i
µ3s−i
=
(
2s− 1
s− 1
)
2ζ(3s)
2 + (−1)s
−
(
2s− 2
s− 1
)
(3s+ 1)ζ(3s)
2
+
1
2
(
2s− 2
s− 1
) 3s−3∑
i=1
ζ(3s− i− 1)ζ(i+ 1)
+
2
2(−1)s + 1
⌊s/2⌋∑
i=1
(
2s− 2i− 1
s− 1
)
ζ(2i)ζ(3s− 2i) .
When t > 1 in (5.9) and we use Theorem 1.1 to write E(1, 2s+ t) we have
THEOREM 5.15. For s, t− 1 ∈ Z+ holds
t−1∑
i=1
[(
s+ i− 1
s
)
2s+ i− 1
s+ i− 1
∞∑
µ=1
Hµ,t−i+1
µ2s+i
]
=
t−1∑
i=1
(
s+ i− 1
s
)
2s+ i− 1
s+ i− 1
ζ(t− i+ 1)ζ(2s+ i)
+ (−1)s+1
s−1∑
i=0
(−1)i
(
t+ i− 1
t− 1
)
t + 2i− 1
t+ i− 1
ζ(s− i+ 1)ζ(s+ i+ t)
+
1
2
(2s+ t− 1)
(s+ t− 1)
(
s+ t− 1
t− 1
) 2s+t−2∑
i=1
ζ(i+ 1)ζ(2s+ t− i)
−
1
2
(2s+ t− 1)(2s+ t+ 2)
(s+ t− 1)
(
s+ t− 1
t− 1
)
ζ(2s+ t + 1) .
(5.13)
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or, equivalently,
t∑
i=2
[(
s+ t− i
s
)
2s+ t− i
s+ t− i
∞∑
µ=1
Hµ,i
µ2s+t−i+1
]
= (−1)t−s
t+1∑
i=t−s+2
(−1)i
(
2t− i
t− 1
)
3t− 2i+ 1
2t− i
ζ(s− t + i)ζ(s+ 2t− i+ 1)
+
t∑
i=2
(
s+ t− i
s
)
2s+ t− i
s+ t− i
ζ(i)ζ(2s+ t− i+ 1)
+
1
2
(2s+ t− 1)
(s+ t− 1)
(
s+ t− 1
t− 1
) 2s+t−2∑
i=1
ζ(i+ 1)ζ(2s+ t− i)
−
1
2
(2s+ t− 1)(2s+ t+ 2)
(s+ t− 1)
(
s+ t− 1
t− 1
)
ζ(2s+ t+ 1) .
(5.14)
If we set t = 3 in identity (5.13) we obtain
COROLLARY 5.16. For s ∈ Z+ holds
2
∞∑
µ=1
Hµ,3
µ2s+1
+ (2s+ 1)
∞∑
µ=1
Hµ,2
µ2s+2
= 2ζ(3)ζ(2s+ 1)
+
(−1)s+1
2
(s+ 1)2ζ(s+ 2)2
+ (−1)s+1
s−1∑
i=1
(−1)i(s− i+ 1)(s+ i+ 1)ζ(s− i+ 2)ζ(s+ i+ 2) .
In particular (see also [1], page 23),
2
∞∑
µ=1
Hµ,3
µ5
+ 5
∞∑
µ=1
Hµ,2
µ6
= −
9
2
ζ(4)2 + 10ζ(3)ζ(5)
and
2
∞∑
µ=1
Hµ,3
µ7
+ 7
∞∑
µ=1
Hµ,2
µ8
= −15ζ(4)ζ(6) + 14ζ(3)ζ(7) + 8ζ(5)2 . (5.15)
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Combining (5.15) and the identity of Corollary 5.12 we get
∞∑
µ=1
Hµ,3
µ7
+
∞∑
µ=1
Hµ,4
µ6
= 3ζ(4)ζ(6)− ζ(5)2 −
ζ(10)
5
.
Setting t = s− 1 in (5.14) yields
COROLLARY 5.17. For s− 2 ∈ Z+ holds
s−1∑
i=2
{(
2s− i− 1
s
)
3s− i− 1
2s− i− 1
∞∑
µ=1
Hµ,i
µ3s−i
}
=
s+1∑
i=2
(−1)i
(
2s− i− 1
s− 2
)
3s− 2i
2s− i− 1
ζ(i)ζ(3s− i)
+
s−1∑
i=2
(
2s− i− 1
s
)
3s− i− 1
2s− i− 1
ζ(i)ζ(3s− i)
+
1
4
(3s− 2)
(s− 1)
(
2s− 2
s− 2
) 3s−2∑
i=2
ζ(i)ζ(3s− i)
−
1
4
(3s− 2)(3s+ 1)
(s− 1)
(
2s− 2
s− 2
)
ζ(3s) .
In particular,
9
∞∑
µ=1
Hµ,2
µ10
+ 2
∞∑
µ=1
Hµ,3
µ9
= 50ζ(2)ζ(10) + 18ζ(3)ζ(9)
+ 29ζ(4)ζ(8) + 24ζ(5)ζ(7)
+
25
2
ζ(6)2 −
325
2
ζ(12) .
Setting t = s in (5.14) gives
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COROLLARY 5.18. For s− 1 ∈ Z+ holds
s∑
i=2
{(
2s− i
s
)
3s− i
2s− i
∞∑
µ=1
Hµ,i
µ3s−i+1
}
=
s+1∑
i=2
(−1)i
(
2s− i
s− 1
)
3s− 2i+ 1
2s− i
ζ(i)ζ(3s− i+ 1)
+
s∑
i=2
(
2s− i
s
)
3s− i
2s− i
ζ(i)ζ(3s− i+ 1)
+
1
2
(3s− 1)
(2s− 1)
(
2s− 1
s− 1
) 3s−1∑
i=2
ζ(i)ζ(3s− i+ 1)
−
1
2
(3s− 1)(3s+ 2)
(2s− 1)
(
2s− 1
s− 1
)
ζ(3s+ 1) .
Interchanging µ and ν (purely for notational consistency) in the identity of
Lemma 5.1 and taking limit ν →∞, we obtain
n∑
i=1
(
n + s− i− 1
s− 1
) ∞∑
µ=1
Hµ,i
µn+s−i
+
s∑
i=1
(
n + s− i− 1
n− 1
) ∞∑
µ=1
Hµ,i
µn+s−i
= ζ(n)ζ(s) +
(
n+ s
n
)
ζ(n+ s) ,
from which we get
THEOREM 5.19. For n− 1, s− 1 ∈ Z+ holds
n−1∑
i=2
(
n+ s− i− 1
s− 1
) ∞∑
µ=1
Hµ,i
µn+s−i
+
s−1∑
i=2
(
n+ s− i− 1
n− 1
) ∞∑
µ=1
Hµ,i
µn+s−i
= ζ(n+ s)
[(
n+ s
n
)
− (n+ s + 1)
(
n+ s− 2
s− 1
)
− 1
]
+
(
n + s− 2
s− 1
) n+s−2∑
i=2
ζ(i)ζ(n+ s− i) .
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In particular, setting n = s recovers the identity of Theorem 5.10.
6 Summary
Salient aspects of relationships between generalized harmonic numbers, Euler
sums and Tornheim series were discussed in this paper.
We showed that every linear Euler sum can be decomposed into a linear
combination of Tornheim double series of the same weight, that is,
E(n, r) =
n∑
p=1
T (r − 1, n− p+ 1, p)
and
E(n, r) =
n∑
p=1
(−1)p−1
(
n
p
)
T (r − p, n, p) .
Evaluation of certain sums in terms of generalized Harmonic numbers and
the Riemann zeta function were obtained. Examples include
∞∑
ν=1
1
νs(ν + µ)t
=
s−2∑
i=0
(
t+ i− 1
i
)
(−1)iζ(s− i)
µt+i
+ (−1)s
t−2∑
i=0
(
s+ i− 1
i
)
[ζ(t− i)−Hµ,t−i]
µs+i
+ (−1)s−1
(
s+ t− 2
s− 1
)
Hµ
µs+t−1
,
n∑
p=1
{
(−1)p−1
N∑
ν=1
µ
νn−p+1(µ− ν)p
}
= HN,n − (−1)
n [Hµ−1,n −Hµ−N−1,n] ,
(−1)m−1
n∑
p=0
{
(−1)p
(
m
p
) ∞∑
ν=1
µm−p
νm(ν + µ)n−p+1
}
= Hµ,n+1 + (−1)
n
m−1∑
i=n+1
{
(−1)i
(
i
n
)
µi−nζ(i+ 1)
}
,
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(−1)m
n∑
p=0
{(
m+ p− 1
p
) ∞∑
ν=1
µm+1
νm+p(ν + µ)n−p+1
}
= −µHµ,n+1 +
m∑
i=2
(−1)i
(
i+ n− 1
n
)
µiζ(n+ i)
and
n∑
p=0
{(
m+ p
m
) ∞∑
ν=1
µm+1
νn−p+1(ν + µ)m+p+1
}
=
m+n∑
i=n
(
i
n
)
µi−nHµ,i+1 −
m+n∑
i=n+1
(
i
n
)
µi−nζ(i+ 1) .
Using the functional relations alone (see Section 3), it was already possible
to derive various evaluations of the Tornheim series in a much more effortless
manner than is found in earlier works on the subject.
We extended previously known results concerning linear Euler sums by de-
riving new closed form evaluations in Riemann zeta values of various Euler
sums. Specifically, we obtained, among other results,
2
∞∑
ν=1
Hν
(ν + µ)s
= 2Hµ−1 (ζ(s)−Hµ−1,s)
+ s (ζ(s+ 1)−Hµ−1,s+1)
−
s−2∑
i=1
{(ζ(i+ 1)−Hµ−1,i+1) (ζ(s− i)−Hµ−1,s−i)} ,
40
2∞∑
ν=1
Hν,n
(ν + µ)n
= Hµ,2n − ζ(2n)−H
2
µ,n + ζ(n)
2
+ (−1)n−14
⌊n/2⌋∑
j=1
(
2n− 2j − 1
n− 1
)
ζ(2j)Hµ−1,2n−2j
− (−1)n−12
n∑
j=1
(
2n− j − 1
n− 1
)
(−1)jHµ−1,2n−jHµ,j
− (−1)n−12
n∑
j=1
{(
2n− j − 1
n− 1
)
(−1)j
2n−j∑
k=1
[(
2n− k − 1
j − 1
) µ∑
i=1
Hi−1,k
i2n−k
]}
− (−1)n−12
n∑
j=1
{(
2n− j − 1
n− 1
)
(−1)j
j∑
k=1
[(
2n− k − 1
2n− j − 1
) µ∑
i=1
Hi−1,k
i2n−k
]}
,
µ
∞∑
ν=1
Hν,n
ν(ν + µ)
= (−1)n−1
n−1∑
j=1
(−1)jHµ−1,n−j ζ(j + 1)
+ (−1)n−1
n∑
k=1
{
(−1)k
n−k+1∑
j=1
[(
n− j
k − 1
) µ∑
i=1
Hi−1,j
in−j+1
]}
+ (−1)n−1
n∑
k=1
{
(−1)k
k∑
j=1
[(
n− j
n− k
) µ∑
i=1
Hi−1,j
in−j+1
]}
+
(
1 + (−1)n−1
)
HµHµ−1,n
−
µ−1∑
i=1
Hi
in
+ ζ(n+ 1)
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and
2
∞∑
ν=1
Hν
νs(µ+ ν)t
= (−1)s−1
(
s+ t− 2
s− 1
)
H2µ−1 +Hµ−1,2 + 2ζ(2)
µs+t−1
+
s−2∑
i=0
(
t+ i− 1
i
)
(−1)i(s− i+ 2)ζ(s− i+ 1)
µt+i
−
s−2∑
i=0
{(
t + i− 1
i
)
(−1)i
µt+i
s−i−2∑
j=1
ζ(j + 1)ζ(s− i− j)
}
+ 2(−1)sHµ−1
t−2∑
i=0
(
s+ i− 1
i
)
(ζ(t− i)−Hµ−1,t−i)
µs+i
+ (−1)s
t−2∑
i=0
(
s+ i− 1
i
)
(t− i) (ζ(t− i+ 1)−Hµ−1,t−i+1)
µs+i
− (−1)s
t−2∑
i=0
{(
s+ i− 1
i
)
1
µs+i
t−i−2∑
j=1
(ζ(j + 1)−Hµ−1,j+1) (ζ(t− i− j)−Hµ−1,t−i−j)
}
.
Finally we derived certain combinations of linear Euler sums that evaluate
to zeta values, for example,
t∑
i=2
[(
s+ t− i
s
)
2s+ t− i
s+ t− i
∞∑
µ=1
Hµ,i
µ2s+t−i+1
]
= (−1)t−s
t+1∑
i=t−s+2
(−1)i
(
2t− i
t− 1
)
3t− 2i+ 1
2t− i
ζ(s− t + i)ζ(s+ 2t− i+ 1)
+
t∑
i=2
(
s+ t− i
s
)
2s+ t− i
s+ t− i
ζ(i)ζ(2s+ t− i+ 1)
+
1
2
(2s+ t− 1)
(s+ t− 1)
(
s+ t− 1
t− 1
) 2s+t−2∑
i=1
ζ(i+ 1)ζ(2s+ t− i)
−
1
2
(2s+ t− 1)(2s+ t + 2)
(s+ t− 1)
(
s+ t− 1
t− 1
)
ζ(2s+ t+ 1)
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and
n−1∑
i=2
(
n+ s− i− 1
s− 1
) ∞∑
µ=1
Hµ,i
µn+s−i
+
s−1∑
i=2
(
n+ s− i− 1
n− 1
) ∞∑
µ=1
Hµ,i
µn+s−i
= ζ(n+ s)
[(
n+ s
n
)
− (n+ s + 1)
(
n+ s− 2
s− 1
)
− 1
]
+
(
n + s− 2
s− 1
) n+s−2∑
i=2
ζ(i)ζ(n+ s− i) .
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