Let S be a set of weighted axis-parallel rectangles such that for each axis no projection of one rectangle properly contains that of another. Two rectangles are in con ict if two projections of the rectangles on an axis intersect. The problem we consider in this paper is to ÿnd a maximum weighted subset S ⊆ S of rectangles such that any two rectangles in S are not in con ict. In this paper, we show that max{((2
Introduction
In this paper, we consider the approximation hardness of the following optimization problem, called maximum (weighted) non-con ict subset of rectangles (for short (W)NCS) problem: We are given a set of weighted axis-parallel rectangles such that for any pair of rectangles and any axis, the projection of one rectangle on the axis does not enclose that of the other. Let us deÿne a pair of rectangles to be in con ict if there exists some axis on which their projections intersect. The problem is to ÿnd a maximum weighted subset of rectangles in which no pair of rectangles are in con ict. In other words, the problem is to ÿnd a maximum weighted independent set of the graph G = (V; E), where V is the set of rectangles and E = {{r 1 ; r 2 } | r 1 ; r 2 ∈ V , r 1 and r 2 are in con ict }. We call such a graph G con ict graph. WNCS is motivated by a fundamental problem in the analysis of genetic sequences, called local alignment problem (see [4, 7, 12] ).
Related problems
In this subsection, we discuss two maximum independent set problems which are both related to NCS, one is on interval number and the other is on boxicity. The interval number and the boxicity are graph parameters related to interval graphs. The interval number was introduced by Trotter and Harary [19] and the boxicity by Roberts [17] . Since the ideas of two graph parameters are quite natural, the two parameters have been deeply studied in the research on intersection graphs.
As, in this subsection, we consider restricted versions of interval number and boxicity rather than the original versions, we need the following conditions. Let G = (V; E) be a graph, k a positive integer, and F i (1 6 i 6 k) functions from V into I, where I denotes the set of closed intervals on the real line. Then conditions are as follows:
(1) distinct vertices u; v ∈ V are adjacent in G i F i (u)∩F j (v) = ∅ for some 1 6 i 6 k and 1 6 j 6 k, (1 ∃ ) distinct vertices u; v ∈ V are adjacent in G i F i (u)∩F i (v) = ∅ for some 1 6 i 6 k, (1 ∀ ) distinct vertices u; v ∈ V are adjacent in G i F i (u) ∩ F i (v) = ∅ for any 1 6 i 6 k, (2 P ) for any vertices u; v ∈ V and for any 1 6 i 6 k,
) for any vertices u; v ∈ V and for any 1 6 i 6 k, F i (u) and F i (v) have the same length.
Restricted proper interval number:
The interval number of a graph G = (V; E) is the smallest positive integer k such that there exist k functions F i (1 6 i 6 k) from V into I satisfying condition (1) . The restricted proper interval number is a natural restriction of interval number. If, in the deÿnition of interval number, we change condition (1) to conditions (1 ∃ ) and (2 P ), then we obtain the deÿnition of restricted proper interval number. We denote the restricted proper interval number of a graph G by rpin(G).
From the deÿnition of restricted proper interval number, it is clear that a graph G is a con ict graph i rpin(G) 6 2. Thus (W)NCS can be considered as the maximum (weighted) independent set problem for {G | rpin(G) 6 2}. Since a proper interval representation can be transformed into a unit interval representation (see e.g. [11] ), condition (2 P ) is exchangeable for condition (2 U ). Therefore, without loss of generality, we can assume that all rectangles in an instance of (W)NCS are unit squares.
Proper boxicity: The boxicity of a graph G =(V; E) is the smallest positive integer k such that there exist k functions F i (1 6 i 6 k) from V into I satisfying the condition (1 ∀ ). The proper boxicity is a natural restriction of boxicity. If we impose additional condition (2 P ) to the deÿnition of boxicity, then we obtain the deÿnition of proper boxicity. We denote the proper boxicity of a graph G by pb(G). Condition (2 P ) in this case also is exchangeable for condition (2 U ). The maximum independent set problem for {G | pb(G) 6 2} is referred to as unit square packing problem.
"Some" vs. "any": It is known that unit square packing problem is an NP-hard problem (see e.g. [14] ). A graph in {G | rpin(G) 6 2} and a graph in {G | pb(G) 6 2} are both a 5 claw-free graph (a graph G is d claw-free if G does not contain an induced subgraph isomorphic to K 1;d ). The di erence between the deÿnitions of restricted proper interval number and proper boxicity is given by the quantiÿers "some" and "any". It is known that unit square packing problem has a PTAS [14] . In contrast, as we will show, NCS does not allow a PTAS. The divide and conquer technique applies very well to problems such as unit square packing problem (e.g. [1, 14] ), but the technique seems to be inapplicable to problems such as NCS.
Related work
Known results on approximating WNCS: Bafna et al. [4] , demonstrated NP-hardness of NCS, and showed WNCS can be approximated to within the ratio 3.25. In fact, they showed an approximation algorithm with ratio of d − 1 + 1=d for maximum weighted independent set problem for d + 1 claw-free graphs. Note that a con ict graph is a 5 claw-free graph. Independently, Arkin and Hassin [2] also showed the same ratio for d + 1 claw-free graphs with a di erent technique from the one in [4] . It is known that NCS can be approximated to within ratio 2 + for any ¿ 0 [13] . Recently, Berman [6] has shown that the maximum weighted independent set problem for d claw-free graphs can be approximated to within ratio d=2+ for any ¿ 0. Thus, the current best performance ratio of WNCS is 2:5 + for any ¿ 0. Bar-Yehuda et al. [5] recently have independently shown the APX-hardness of WNCS.
MAX kSAT-B: In this paper, we show the hardness of approximating NCS by reduction from a version of MAX kSAT, called MAX kSAT-B, in which each variable occurs in at most B clauses.
In [8] (see also [3, Chapter 8] ), it is shown that MAX 2SAT-3 is APX-complete. This result is quite useful for showing APX-hardness. Indeed we will show, in Section 3, that Max kSAT-3 is L-reducible to NCS with a simple gadget. The bound of occurrence "3" is essential to simplify the gadget. As far as we know, the current best lower bound of MAX 2SAT-3 (MAX 2SAT-6) is 788 787 − ( 668 667 − ) due to Berman and Karpinski [8] (respectively, [9] ).
It is known that MAX 3SAT-B is hard to approximate to within a factor 1=( 
Our results
We demonstrate two reductions to NCS. One is from MAX kSAT-3 and the other is from MAX kSAT-6. In order to obtain a good (i.e. larger) lower bound of performance ratio for NCS, we need a good one for MAX kSAT-B with small k and B. Clearly for B 6 B the optimal lower bound of performance ratio for MAX kSAT-B is at most one for MAX kSAT-B . This is the reason why we construct the reduction from MAX kSAT-6.
In this paper, we show that max{((2
} is a lower bound of the worst-case relative error of NCS, where L k; 3 and L k; 6 are the lower bounds of the worst-case relative error of MAX kSAT-3 and MAX kSAT-6, respectively. Hence, from the current best lower bound 788 787 − of MAX 2SAT-3, we have that it is NP-hard to approximate NCS (hence WNCS) to within 8668 8665 − for every ¿ 0. The rest of the paper is organized as follows. Section 2 has deÿnitions and notation. In Sections 3 and 4, we show the hardness of approximating NCS by reduction from MAX kSAT-3 and MAX kSAT-6, respectively.
Deÿnitions and notation
We denote the set of vertices and edges for a graph G by V (G) and E(G), respectively, and the size of a maximum independent set of G by (G).
Max kSAT-B
We use the following problem MAX kSAT-B in our reduction. MAX kSAT-B Instance: Set U of variables, collection C of disjunctive clauses of exactly k literals such that the number of occurrences of any literal is at most B.
Solution: A truth assignment for U . Measure: The number of clauses satisÿed by the truth assignment.
To simplify, we write kSATB for short, instead of MAX kSAT-B. We denote the lower bound of the worst-case relative error of MAX kSAT-B by L k; B . Remark 1. In this paper, we assume that for each variable x j there exist a clause with non-negated literal x j and another clause with negated literal x j . We also assume that there is no clause having both literals x j and x j . We will use m and n for denoting the number of clauses and variables in MAX kSAT-B through the paper.
L-reducibility
For any optimization problem A, I A denotes the set of instances for A and sol(x) denotes the set of feasible solutions for x ∈ I A . For x ∈ I A and y ∈ sol(x), m A (x; y) denotes the measure of y and opt A (x) denotes the optimal value m A (x; y ) where y is an optimal solution of x. The relative error is deÿned as
In order to show that kSATB is at least as hard to approximate as NCS, we will use the linear reducibility (for short L-reducibility) [16] which is one of the most handy tools. An optimization problem A is said to be L-reducible to another optimization problem B, in symbols A 6 L B, if two functions f and g and two positive constants and ÿ exist such that:
1. For any x ∈ I A ; f(x) ∈ I B is computable in polynomial time.
2. For any x ∈ I A and for any y ∈ sol B (f(x)); g(x; y) ∈ sol A (x) is computable in polynomial time. 3. For any x ∈ I A ; opt B (f(x)) 6 opt A (x). 4. For any x ∈ I A and for any y ∈ sol B (f(x)),
The four-tuple (f; g; ; ÿ) is said to be an L-reduction from A to B. In [16] , it is shown that if (f; g; ; ÿ) is an L-reduction from A to B, then for any x ∈ I A and for any y ∈ sol B (f(x)), we have that E A (x; g(x; y)) 6 ÿE B (f(x); y).
Remark 2. From the above, if is a lower bound of the worst-case relative error of A, then = ÿ is a lower bound of the worst-case relative error of B.
The reduction from MAX kSAT-3
In this section, using a simple gadget, we show that it is NP-hard to approximate NCS with relative error less than ((2
Our gadgets have their origin in [4, 10] .
In order to prove the approximation hardness, from a given instance S of kSAT3, we construct a graph, called transformed graph, which has a maximum independent set of size 16i6n ' j + opt kSAT3 , where ' i is the number of occurrence of variables x i , and opt kSAT3 is the number of clauses satisÿed by an optimal truth assignment (i.e. the optimal value).
Construction of transformed graphs
In this subsection, we demonstrate how to construct a transformed graph from an instance S of kSAT3. The construction is as follows. Firstly, we make a cycle R j for each variable x j (see Fig. 1 ) and a complete graph K i of size k for each clause C i . Formally, V (R j ) = {w j1 ; : : : ; w j2'j };
where ' j is the number of occurrence of x j in S.
Secondly, we connect a cycle R j and a complete graph K i of size k in the following way. If a clause C i has a non-negated literal x j then connect a vertex u ∈ K i of current degree k − 1 and a vertex v ∈ {w jk | k is odd} of current degree 2 by the edge {u; v}. Similarly, connect a vertex u ∈ K i of current degree k − 1 and a vertex v ∈ {w jk | k is even} of current degree 2 if C i has a negated literal x j . Fig. 2 . The subgraph corresponding to C i = (x j 1 ; x j 2 ; x j 3 ) for k = 3.
Remark 3. In the ÿgures in this section, the vertices (in cycles) colored with white mean {w jk | k is even} and black mean {w jk | k is odd}.
Example 1. For a clause C i = (x j1 ∨ x j2 ∨ x j3 ), the connection relation is described as Fig. 2 .
The relation between an independent set and an assignment
In the subsection, we show the relation between an independent set and an assignment.
For a variable x j , I t j denotes the maximum independent set consisting of {w jk | k is even} (the white vertices in ÿgures) of R j and I f j denotes the other maximum independent set consisting of {w jk | k is odd} (the black vertices in ÿgures). I Deÿnition. Let S be an instance of kSAT 3, f be an assignment for S, G be the transformed graph of S, and I be an independent set in G. I is in normal form if R j ∩ I is either I t j or I f j for each variable x j in S. Furthermore, for an independent set I being in normal form, we say that I (f) is consistent with f (I respectively) if each Fig. 3 . The independent (sub)set corresponding to assignment x j 1 = x j 2 = x j 3 = true.
variable x j in S satisÿes the following relation:
if x j is assigned to truth;
Example 2. For a clause C i = (x j1 ∨ x j2 ∨ x j2 ) and an assignment f which assigns truth to x j1 , x j2 and x j3 , the set of the circled vertices in the graph in Fig. 3 is the maximal independent (sub)set (locally) consistent with f.
It is easy to see that for any maximal independent set I (in G) consistent with f, |V (K i ) ∩ I | = 1 i C i is satisÿed under f. From this, we have the following proposition straightforwardly.
Proposition 3.1. Let S be an instance of kSAT 3, G be the transformed graph of S, and I be a maximum independent set in G. Then, if I is in normal form,
where ' j is the number of occurrence of variables x j .
Maximum independent set being in normal form (MAX kSAT-3)
In this subsection, we demonstrate that any maximum independent set of transformed graph can be converted to one being in normal form. Lemma 3.2. Let G be the transformed graph from an instance S of kSAT 3 and I be an independent set of G. Then there exists an independent set I of G such that |I | ¿ |I | and I is in normal form.
Proof. Let R j be a cycle in G such that R j ∩I is neither I t j nor I f j . We call the neighbor of V (R j ), denoted by A = {a 1 ; : : : ; a k } (k 6 3), absorber (see Fig. 4 in A which are adjacent to I t j (I f j ) is denoted by A t (A f respectively). We demonstrate how to obtain an independent set I from I .
). And the vertices
In our modiÿcation form I to I , we do not want to change the subset I −(V (R j )∪A), that is, we leave I − (V (R j ) ∪ A) as they are. To do so, some vertices in A which is in I have to be put outside I , that is, |I ∩ A| − |I ∩ A| ¿ 1. The point in our modiÿcation is the fact that |I ∩ A| − |I ∩ A| 6 1 (thus, exactly 1) and
The conversion of I from I is as follows. In order to convert I to I , we have two possibilities, V (R j )∩I =I 
Repeat this process until I is in normal form.
Representation of a transformed graph by rectangles
In this subsection, we show how to represent a transformed graph by rectangles. In Fig. 5 , a cycle R j depicted in (a) is represented by the set of rectangles S j illustrated in (b), namely R j is the con ict graph of S j . Fig. 6 illustrates the set of rectangles corresponding to variables x j1 , x j2 , x j3 and clause C i = (x j1 ; x j2 ; x j3 ) in Fig. 2 .
Hardness of NCS (from MAX kSAT-3)
We are now ready for the ÿrst theorem.
Theorem 3.3. It is NP-hard to approximate NCS to within relative error less than
where L k; 3 is the lower bound of the worst-case relative error of MAX kSAT-3.
Proof. Let S be an instance of kSAT3. From Lemma 3.2, without loss of generality, we can assume that an independent set I of G is in normal form. Deÿne function f as f(S) = G where G is the transformed graph of S. Take function g so that g computes the assignment consistent with I . From Proposition 3.1, we have On the other hand,
Thus (f; g; k2 k =(2 k − 1) + 1; 1) is an L-reduction from kSAT3 to NCS.
It is known that 1 788 is a lower bound for the worst-case relative error of 2SAT3 [9] . Hence we have the following. 
The reduction from MAX kSAT-6
In this section, we show L-reduction from kSAT6 to NCS. In the same manner as the case of kSAT3, we construct a new transformed graph which has a maximum independent set of size 2 16i6n ' j + opt kSAT6 .
Construction of new transformed graphs
In this subsection, we demonstrate how to construct a new transformed graph. The construction is almost the same as the case of kSAT3. Firstly, we make a graph W j , which we call wheel graph, as depicted in Fig. 7 for each variable x j and a complete graph K i of size k for each clause C i . Formally,
where V (W jtop ) = {w j1 ; : : : ; w j2'j };
V (W jbottom ) = {w j1 ; : : : ; w j2'j };
Secondly, we connect a wheel graph W j and a complete graph K i of size k in the following way. If a clause C i has a non-negated literal x j then connect a vertex u ∈ K i of current degree k − 1 and a vertex v ∈ {w jk | k is odd} of current degree 3 by the edge {u; v}. Similarly, connect a vertex u ∈ K i of current degree k − 1 and a vertex v ∈ {w jk | k is even} of current degree 3 if C i has a negated literal x j . Fig. 8 . The subgraph corresponding to C i = (x j 1 ; x j 2 ; x j 3 ) for k = 3.
Remark 4. The ÿgures in this section, W jbottom is drawn as the outer cycle and W jtop as the inner cycle, and the vertices {w jk | k is even} ∪ {w jk | k is odd} are colored with white and {w jk | k is odd} ∪ {w jk | k is even} with black.
Example 3. For a clause C i = (x j1 ∨ x j2 ∨ x j3 ), the connection relation is described as Fig. 8 .
The relation between an independent set and an assignment
Let I t j be the maximum independent set consisting of {w jk | k is even}∪{w jk | k is odd} (the white vertices in ÿgures) of W j and I f j be the other maximum independent set consisting of {w jk | k is odd} ∪ {w jk | k is even} (the black vertices in ÿgures). I t j (I f j ) corresponds to the assignment of true (false respectively) to the variable x j .
In Section 3.2, we deÿned normal form and consistent. Similarly, we deÿne them for the new transformed graphs in the same way.
Example 4. For the clause C i = (x j1 ∨ x j2 ∨ x j3 ), the maximal independent set consisting of the circled vertices in Fig. 9 is consistent with the assignment x j1 = x j2 = x j3 = true.
The following proposition corresponds to Proposition 3.1.
Proposition 4.1. Let S be an instance of kSAT 6, G be the new transformed graph of S, and I be a maximum independent set in G. Then, if I is in normal form,
4.3. Maximum independent set being in normal form In this subsection, we show that any maximum independent set of new transformed graph can be converted to one being in normal form. Fig. 9 . The independent (sub)set corresponding to assignment Lemma 4.2. Let G be the transformed graph from an instance S of kSAT6 and I be an independent set of G. Then there exists an independent set I of G such that |I | ¿ |I | and I is in normal form.
Proof. Suppose that W j ∩I is neither I t j nor I f j for a wheel W j . Denote the neighborhood of V (W j ) by A={a 1 ; : : : ; a k } (k 6 6), and the vertices in A which are adjacent to I t j (I f j ) by A t (respectively A f ).
In the same way as the case of kSAT3, we leave I − (V (W j ) ∪ A) as they are (see Fig. 10 ). To do so, we put some vertices in A ∩ I outside A ∩ I . The point is that 
Let us see the case that min(|A t ∩ I |; |A f ∩ I |) 6 2. Without loss of generality, we may assume that V (W j ) ∩ I is a maximal (not maximum) independent set in the wheel W j . The reason is the following. Let us assume if not so. Then there exists a maximal independent set I j of W j such that V (W j ) ∩ I ⊆ I j . And there exists a vertex v ∈ I j − (V (W j ) ∩ I ). Note that each vertex which is a neighbor of v and in W j does not belong to I . Such a vertex v must belong to W jbottom (otherwise I is not maximum). For such a vertex v, the neighbor u ∈ A of v must belong to I (otherwise I is not maximum). Replace I with (I − {u}) ∪ {v} for each vertex v ∈ I j − (V (W j ) ∩ I ). Then we have the desired maximum independent set. Since there is no maximal independent set of size 2' j − 1, we have |V (W j ) ∩ I | 6 2' j − 2. Therefore we have 
Representation of a new transformed graph by rectangles
In this subsection, we demonstrate how to represent a new transformed graph by rectangles. In Fig. 12 , a wheel W j depicted in (a) is represented by the set of rectangles S j illustrated in (b), namely W j is the con ict graph of S j . The gray rectangles in (c) corresponds to V (W jbottom ).
In our representation, only gray rectangles in Fig. 12 (d) can con ict with a rectangle corresponding to a vertex in K i for some i. (Note that this does not cause any problem, because of the assumption in Remark 1.) Fig. 13 illustrates the set of rectangles corresponding to variables x j1 , x j2 ; x j3 and clause C i in Fig. 8. 
Hardness of NCS (from MAX kSAT-6)
We are now ready for the second theorem. Proof. Let S be an instance of kSAT6. From Lemma 4.2, without loss of generality, we can assume that an independent set I of G is in normal form. Recall the proof of Thus (f; g; k2 k+1 =(2 k − 1) + 1; 1) is an L-reduction from kSAT6 to NCS.
2SAT6 is known to be NP-hard to approximate with relative error 1 668 [8] . From the lower bound we have 3 12692 which is weaker than one in Corollary 3.4.
