ABSTRACT
INTRODUCTION
Nowadays, the Internet is taking an increasingly pivotal place in everyday life. Not only is the Internet community constantly growing, it is also getting younger. In fact, children each day have easier access to the Internet, which may cause socio-cultural problems. According to a study carried out in May 2000, 60% of the interviewed parents were anxious about their children navigating on the Internet, particularly because of the presence of adult material (Gralla & Kinkoph, 2001) . Furthermore, according to the Forrester lookup, a company that examines operations on the Internet, online sales related to pornography adds up to 10% of the total amount of online operations (Gralla & Kinkoph, 2001 In this article, we propose an adult content detection and filtering system called WebGuard, which uses text analyses. Compared to other systems, WebGuard has the advantage of combining several data mining algorithms for Web site classification.
The remainder of this article is organized as follows. We started out with a study of the best-known software on the market. In the next section, the WebGuard architecture is presented. Following that, the extraction of feature vectors from Web pages is reviewed. Subsequently, the classification of URLs through data mining techniques is discussed. Finally, an experimental evaluation and comparison results are presented.
STATE-OF-THE-ART AND ANALYSIS OF THE COMPETITION
We started out with a study of bestknown software on the market so as to get to know the possibilities and functionalities available on the market at the moment. This phase enabled us to form an accurate judgement about the performance of our product as it was being developed. We tested the most commonly used filtering software over a database of 400 Web sites.
Half of the Web sites were pornographic and the rest were non-offensive. Figure 1 shows the results of our study. It compares the success rates of the most common software on the market today. These tests enabled us to bring to light several issues that our software had to face.
The first function, which seems important to users of this product, is the configurability of the level of selectivity of the filter. There are different types of offensive content and our study also shows that, while highly pornographic sites are well handled by the software, erotic sites or sexual education for instance are unaccounted for. That is to say they are either classified as highly offensive or as normal sites.
Another major problem is the fact that all analysers on the market today rely solely on text analysis. This means that they compare the text found in a Web site to a dictionary of prohibited words to determine whether it is pornographic or not. Thus, the efficiency of the analysis greatly depends on the word database, its language, and its diversity. A product using an American dictionary will not detect a French pornographic site. The success rate of this kind of system can reach 90% for the best products.
To sum up, not only must our software be based on a text analyser which is attached to the browser, but it must also use complementary means such as the analysis of different HTML tags of the source code to retrieve more information from the Web site in order to be able to make a decision that is significantly more reliable than any other software available today. The tags are analysed by type (links, images, keywords) and supply a certain number of pertinent criteria. The advantage of our approach compared to the competition is the algorithm weighting system we developed which uses several data-mining algorithms and thus increases the reliability of the decision criteria.
WEBGUARD ARCHITECTURE
The Web filter system (WebGuard) aims to block those sites with pornographic or other nudity and sexually explicit language. It provides Internet content filtering solutions and Internet blocking of pornography, adult material, and many more categories. The Internet will thus become more controllable and therefore safer for both adults and children.
The formulation of the WebGuard (cf., Figure 2 ) is as follows:
• Fully automated adult content detection and filtering • Categorization into "black list" (access denied) and "white list" (access allowed) to speed up navigation • If the site is not recorded on the "black list" or "white list" the engine will then analyze the textual information and make a further decision on the site's access allowed/denied status. The black list/ white list file is then updated.
The program analyzer was developed by separating it into several modules:
• A robot is needed with the ability to seek the code of a page; this we have called HTTP user.
• Then there is a "parser," a program item able to detect the HTML tags of the code and to extract the text itself.
• One can then calculate a certain number of criteria (percentage of words identified as pornographic, etc.) by analyzing the text and the tags. • Finally, rules make it possible to say, by knowing the value of the criteria, if the page is or not authorized.
The analysis of the text consists of traversing the file word by word, and checking if these words belong to a dictionary of "prohibited" words which we have put together. This dictionary is in fact a text file containing words that are explicitly shocking, and it can be supplemented or changed to improve the effectiveness and to extend the application field to other types of Web pages.
The tags are analyzed according to their type (links, image, words) and provide a certain number of relevant criteria (links towards known sites, images with explicit names, explicit keywords...).
The application relies on the principle of analyzing the HTML code of a Web page. We thus should be equipped with a set of functions that make it possible to read from a server then to analyze a page. The analyzer is composed of three main functions: an http client used to connect to the Web server and retrieve the source code, an html flag analyzing function, and a content analyzer to make an initial treatment of the raw data.
HTTP/1.1 Client
The client is in fact a HttpGetUrl function, which takes as a parameter the Uniform Resource Identifier (URI) of the Web page that is being worked on, and eventually the one of the page that link was found on (which is known as the "referrer"). This function allocates a memory block to store the code of the page and sends back a character pointer to this block.
The client employs handshaking HTTP/1.1 protocol to communicate with the servers -in fact, almost all the actual Web servers use HTTP/1.0 or 1.1 and the standard requires that a server 1.0 is able to answer a "simple" request 1.1.
HTTP protocol is based on a request/ answer mechanism: after the connection, the browser sends a HTTP request, having in our case the following form (only part of the fields envisaged are used):
GET <URI> HTTP/1. The response of the server takes the following form: < ErrNo > < ErrMsg > < Heading > < -blank line of separation < Contained > < ErrNo > and < ErrMsg > are a pair number / error message (or simply information) summarizing the result of the request. Most current are:
• "200 OK": the required contents follow the heading.
• "302 Found": the required document exists but with a different address than the one specified in the heading.
• "404 Not Found": the required document does not exist. The algorithm for reading a page by the handshaking HTTP protocol is shown in Figure 3 . The program analyzer uses an auxiliary function getCode, which after calling HttpGetUrl stores the contents in a file.
Analyzer of HTML Tags
The HTML Language is based on a system of tags (character strings delimited by the symbols < and >) making it possible to insert various objects in the text or to modify its properties. With the need to treat these tags in a particular way (particular processing of the key words, links, images...) we developed a function breaking up these tags into a data model easily usable in the analysis. Structure of a HTML tag: < Name Arg1 Arg2 Arg3... ArgN > Structure of the Argx arguments: NameArg or NameArg=ValArg.
Lastly, structure of the ValArg value: TOKEN or "chaîne" or 'chaîne.' A TOKEN is a chain without space (a space being a simple space, a tab character, a line break, a return or a vertical tab).
The function parse_balise takes in input a HTML tag stripped of its opening and closing carets, and returns a character string array whose elements are: One can thus, by means of a function get_value obtain the value of the argument in tags (a distinction is made between empty and non-existent arguments).
Content Analyzer
This analyzer works on a class created to represent a site. It asks the flag analyzer to recognize the different zones of data and then treats each type of data. For instance, it will recognize a text zone and count the number of words that appear in the dictionary of forbidden words. Figure 4 show the different attributes and methods of the Site class.
Our application is built around the Site class ( Figure 5 ). This class contains on one hand the analytical method which calls up the getCode procedure defined in the client and which goes through the document character by character, detecting the beginnings and endings of the tags and regrouping the words, and on the other hand the export method which is useful at the end of the development but also to store and put into a cache the document parameters to reuse them later. This method adds to each analysis a recording in a text file, which we called data-base.txt.
A site object must be constructed with two parameters: the URL and the class. The later has a value of "0" for a site which we know has adult content and "1" when the site has no adult content. The Site class needs two source files to function: the list of the URLs and the dictionary.
The tags are subjected to the method traiter_balise() which looks up and treats the following tags:
• Meta: if the attribute name is "keywords,"
we look up the dictionary words in the content attribute their number is stored in n_x_meta • a: the value of the attribute href is treated -look up if the target URI appears in the already treated and marked document "undesirable." If it is the case, n_x _ linkages is incremented.
• Frame: An object of Frame class derived from Site is created with the URI found in the attribute src, the analysis is carried out for this new URI and the results are added to the current page.
• Img: n_images is incremented -the attribute src is traversed with the looking up of words of the dictionary, n_x_images is incremented if a word is found. In the future an analysis of images should be implemented on this level.
The words, once delimited, are counted (n_mots and subjected to looking in the dictionary (n_x_mots incremented if found).
WEB PAGE FEATURE VECTOR EXTRACTION
Before detecting and filtering the URLs with adult content, we need to know which URLs are sex-oriented and which are not. This is quintessentially a problem of URL classification.
In order to sort the URLs into two classifications, sex-oriented and non sexoriented, we first decide which features of a URL can be used as its defining features. Considering many sex-oriented Web pages, we use textual signature as the features of a URL. At the same time, many sex-oriented URLs have some pop-up windows and if a Web page links to another Web page it is possible this Web page also has sexual content. Consequently, the number of pop-up windows on a Web page and the nature of a Web page's links (sex relevant or not) are also important features of an [ , ] VoW n_mots n_x_mots n_images n_x_images n_liens n_x_liens n_xxx_liens n_x_url n_meta n_x_meta pcxmots pcxmeta pcxliens pcximage Where n_mots is the total number of words on the current Web page, n_x_mots the number of sexually explicit words, n_images the total number of images, n_x_images the number of images whose name contains a sexually explicit word, n_liens the total number of links, n_x_liens the number of links which contain sexually explicit words, n_xxx_liens the number of links that have been classified as sex-oriented, n_x_url the number of sexually explicit words in the URL, n_meta is the total number of keywords, n_x_meta the number of sexually explicit keywords, pcxmots the percentage of sexually explicit words, pcxmeta the percentage of sexually explicit keywords, pcxliens the percentage of links containing sexually explicit words and finally pcximage the percentage of images whose name contains a sexually explicit word.
USING DATA MINING TECHNIQUES TO CLASSIFY URLS Fundamentals
The creation of a database for the data mining process requires a large number of each category: in our case 1,000 pornographic and 1,000 non-pornographic sites were added to the database. This number of 2,000 is necessary not only to simulate a good representation of Internet content but also because we are collecting a great deal of different information.
We have collected these sites manually from the Internet because we wanted our base to be as representative as possible. Within the adult sites we find content ranging from the erotic to the pornographic, and within the non-adult sites we find healthbased information, anti-pornographic, anti-AIDS sites, and etcetera.
Once the feature vectors of all the URLs have been constructed, the task is to construct a classifier to classify these URLs into two classes: adult sexual URLs and other URLs.
A number of classification techniques from the statistics and machine learning communities have been proposed (Quinlan, 1986; Quinlan, 1993; Weiss & Kulikowski, 1991; Zighed & Rakotomala, 1996) . A wellaccepted method of classification is the induction of decision trees (Breiman, Friedman, Olshen, & Stone, 1984; Quinlan, 1986; Zighed & Rakotomala, 1996) . A decision tree is a flowchart-like structure consisting of internal nodes, leaf nodes, and branches. Each internal node represents a decision, or test, on a data attribute, and each outgoing branch corresponds to a possible outcome of the test. Each leaf node represents a class. In order to classify an unlabeled data sample, the classifier tests the attribute values of the sample against the decision tree. A path is traced from the root to a leaf node, which holds the class predication for that sample. Let the set of Web sites be:
The observation of C (w) is not easy; therefore we are looking for mean value to describe class C. The process of graph construction is as follows: we begin with a sample of sites, both suspect URLs and normal URLs and look for the particular attribute which will produce the best partition. We repeat the process for each node of the new partitions. The best partitioning is obtained by maximizing the variation of uncertainty ℑ λ between the current partition and previous partition. As I λ (S i ) is a measure of entropy for partition S i and I λ (S i+1 ) is the measure of entropy of the following partition S i+1 .
The variation of uncertainty is: Where ij n is the number of elements of class I at the node j S with I ∈ (Suspect URLs, Normal URLs); i n is the total number of elements of the class i,
n j the number of elements of the node S j
; n is the total number of elements, = n ∑ = 2 1 i i n ; m = 2 is the number of classes (suspect URLs, normal URLs).
As λ is a variable controlling effectiveness of graph construction, it penalizes the nodes that are insufficiently effective. This criterion will control and support the fusion between summits. This is a major specificity of Sipina (Zighed & Rakotomala, 1996) . The algorithm stops if no changes in uncertainty occur.
Dictionary and Weighting System
The effectiveness and the quality of the results obtained by the classification methods for this type of application depend on the nature, language, and diversity of the word database (or dictionary). By contrast to other methods we have used a multilingual dictionary (French, English, German, Spanish and Italian).
In our system, "WebGuard," several classification methods are used [ID3, C4.5, SIPINA (with two different values for the admissibility constraint) and Improved C4.5] that can be combined in order to ensure a Figure 6 . Global success rate higher degree of accuracy. Figure 6 shows the individual success rates of these algorithms.
These results are good but not good enough to obtain a product whose efficiency is competitive. In order to determine whether a Web site is pornographic or not, we use a weighting method: each algorithm has a coefficient and the sum of these five coefficients is equal to one. For each algorithm, the program examines the Web site and returns a Boolean value equal to one when the site is classified as pornographic and zero when it is classified as clean. Using the Boolean results from each algorithm and the weighting coefficient, we obtain a decimal number between zero and one. The higher this final result, the more likely the Web site is pornographic.
The calculation process of the coefficients was designed to give the most influence to algorithms with the best failure rate while giving the other ones a share important enough so they can eventually contradict the majority ones if they agree. For each algorithm, the formula considers the a priori success rate and manipulates it so as to compare it to the other algorithms' rates. The difficulty consists in amplifying the differences between the initially obtained coefficients. This was done by using an exponential function and then weighting the obtained figures so that their sum would still be equal to one.
In addition, the user can configure the blocking degree to a level that suits his/her cultural background. Furthermore, the user can protect his/her configuration through a password.
EVALUATION AND COMPARISON RESULTS
Three methods were used for evaluating the performance of each algorithm: the random error rates method, cross-validation, and boot-strap. With regard to the random error rate method, the site base is divided into two subsets: one for learning and one for the testing. The method consists of calculating for each classifier the global, a priori, and a posteriori error rates for the results obtained over the testing database. The global rate quantifies the behavior of the algorithm over the whole base but does not hold any information about the success for a specific class. The a priori rate gives this information while the a posteriori rate is linked to the credibility of the classifier. Since those rates depend on the choice of the subsets, the process is repeated several times with randomly chosen subsets.
Cross-validation is based on the same method of randomly chosen subsets for learning and testing. Our site base is divided into ten subsets. Nine subsets are used for learning while the remaining one is used for testing. For that division, the same rates are calculated. Then, another subset is chosen to be the testing database and the same Boot-strap is also based on a random choice of the elements of the learning base. It involves extraction, examination and returning of these elements. This results in a 0.368 probability for a site to be in the testing subset. The experience is repeated 100 times and the average rates are obtained.
Random Error Rates Method
• Average global results for ID3 Figure 7 shows the a priori and posteriori error rates obtained by using ID3 method on pornographic and non-pornographic sites.
• Average global results for C4.5
The different results for this method are shown in Figure 8 .
• Average global results for Improved C4.5
The different results can be seen in Figure 9 .
• Average global results for Sipina λ = 5.22
(admissibility constraint of 20) Figure 11 shows the results obtained by using the Sipina method with a parameter of λ = 12
Cross Validation and Boot-Strap
The three evaluation methods differ only on the choice of the partition (learning and testing database). As it has been discussed earlier, the partition is randomly chosen for the random error rates method while, for cross validation and boot-strap, a more systematic process is used.
Thus, having calculated the different types of error rates with the random error method, it is sufficient to only get the global error rates over the cross validation and boot-strap methods in order to confirm the obtained results. If the figures are in accordance, then the random error rates method yields significant results that illustrate the performance of our software.
The global rates for cross validation are shown in Table 1 and the global rates for boot-strap are shown in Table 2 .
These figures can be summarized and more easily interpreted with Figure 12 . Globally, the figures obtained for each algorithm are in accordance, even though it is clear that the representativity of the chosen partition is not the same for all the algorithms.
For instance, for ID3, C4.5 and Sipina 5.22 the random error rates are higher than those obtained with the other methods. This means that the rates obtained are (approximations by excess) of the error rates over boot-strap and cross validation. Thus, the results obtained with the random error rates method are the maximum error rates that can be obtained. Therefore, we can conclude that these rates are low (less than 4%) and that the enrichment of the dictionary and the choice of the parameters significantly influenced their performance.
Regarding Improved C4.5 and Sipina 12, even though the rate obtained with the random error rates method is the not the highest one, it does not differ from the two other ones by more that 1%. Therefore, even though the overall results of these tests are not as good as for the others, we can conclude that the results for these algorithms are encouraging.
The global error rate (global behaviour of the classifier) is low but can still be improved by the implementation of image analysis (Hammami, Chahir, Chen, & Zighed, 2003; Hammami, Chen, Zighed, & Song, 2002) . The a priori error rates show that Sipina 12.50 and improved C4.5 are not as efficient as ID3, C4.5 and Sipina 5.22 12 concerning a priori rates on pornographic sites. This rate is the most impor- tant for evaluation because it quantifies the efficiency of the classification of pornographic Web sites. This prevails even though Sipina 12.50 and improved C4.5 obtain better results for the a priori nonpornographic error rate because we decided it would be more important to block a non-pornographic site than to let a pornographic one be viewed. Thus, we mainly relied on those a priori pornographic rates to make decisions. Furthermore, the high failure rates for the a priori non-pornographic rate show that these two algorithms (improved C4.5 and Sipina 12.50) do not provide a reliable decision with regard to the classification of non-pornographic sites.
To conclude, the tests allow us to say that the error rates of the algorithms, when using the improved dictionary and the best parameters, are less than 4% (individually). This rate is lowered by the weighting system implemented into our software.
After having determined the optimal decision criteria we went on to perform several tests to evaluate whether our theoretic results correspond to real results. These tests were performed on a totally Figure 13 . Comparison chart independent database to that used in the original data mining process. This base is the same as we used to evaluate the other software. Table 3 shows the results obtained from adult sites.
Results from adult sites
We can see the results confirm the theories we have developed in our approach. SIPINA is certainly the best algorithm, which justifies again the coefficient we gave it in the above section. Table 4 shows the results obtained from non-adult sites.
Results from non-adult sites
The good filters are distinguished from the less good by their capacity to correctly identify the true nature of the pornographic or non-pornographic sites. Sites containing the word "sex" do not all have to be filtered. Adult sites must be blocked but scientific and education sites must stay accessible.
Here the results are again very good. We have not attained 0% filtering for the non-adult sites, but this was a choice from the beginning of our study. We prefer that some sites of equivocal content, like sexology sites, be filtered rather than some adult sites not be filtered.
We have compared the WebGuard with other Web-based adult content detection and filtering systems. The comparison chart is shown in Figure 13 . The selected systems are Cyber Patrol, Norton Internet Security, Pure Sight, Cyber sitter, Net Nanny, and IE (Internet Explorer).
The comparison was conducted on 400 Web sites, including 200 adult Web sites and 200 non-adult Web sites. The least effective results come from IE with 18% and 19% success rates while our system is the best with a 95% success rate. Other systems give success rates between 60% (Norton Security) and 88% (Net Nanny).
CONCLUSION
In this paper, we have presented the new system WebGuard for detecting and filtering Web pages with adult content in real time. WebGuard uses textual analysis with an adjustable scale. The textual analysis uses several classification approaches that can be combined to give higher accuracy rates. Our experimental evaluation shows the importance of our approach in such systems.
