[In the past few years, Indian languages have seen a welcome arrival of large parts of speech annotated corpora, thanks to the DIT funded projects across the country. A major corpus of 50,000 sentences in each of the 12 of major Indian languages is available for research purposes. This corpus has been annotated for parts of speech using the BIS annotation guideline. However, it remains to be seen how good these corpora are with respect to annotation itself. Given that annotated corpora are also prone to human errors which later affect the accuracies achieved by the statistical NLP tools based on these corpora, there is a need to open evaluation of such a corpus. This paper focuses on finding annotation and other types of errors in two major parts of speech annotated corpora of Hindi and correcting them using a tool developed for the identification of verb classes in Hindi.] 
Introduction
This paper emerges from a task meant to automatically identify the syntactico-semantic class of Hindi verbs occurring in a sentence. A verb class identifier was developed that took the parts of speech annotated text as input and identified the class of the verbs marked as main verbs in the text. Section 1 and 2 details the development of this automated identifier. This tool was run against two corpora, first the Hindi corpus developed by Microsoft Research India (MSRI) (Bali et al., 2010) and distributed by the Linguistic Data Consortium (LDC) 1 and second, the Hindi corpus developed under the consortia project called Indian Language Corpora Initiative (ILCI) (Choudhary et al., 2011) and distributed by the TDIL 2 . While the MSRI corpus is annotated in the IL-PoST framework (Baskaran et al., 2008) of parts of speech annotation, the ILCI corpus is annotated using a tagset now commonly known as the BIS (Bureau of Indian Standards) tagset. Both of these tagsets are conceptually hierarchical and therefore have top level categories for each of the classes of words. For verbs, both of these tagsets categorize them as either main verb or auxiliary verb. While the IL-POST also includes the morphological information for each of the verbs annotated, the BIS tagset requires only the top level categorization of main or auxiliary verb. We show that both of these corpora have a high number of errors of both omission and commission which should be taken care of before these corpora are used as gold data for further NLP tasks such as statistical parts of speech tagging and so on.
The second section gives an overview of the verb classification used to develop the verb class identifier followed by the third section detailing the development of the knowledge base. The fourth and fifth sections detail the ambiguities arising out of the use of a knowledge base for verb classification and provide a solution for the most frequent cause of the ambiguities. The last sections present the results achieved after evaluating the verb class identifier against the LDC and the ILCI corpora followed by an error analysis.
Verb Classification
While we base the classification of verbs on the traditional classification into transitive and intransitives, we extend the category into multiple sub-classifications. Verbs are classified into a total of 13 categories. The classification we use emanates from the practical use envisaged for such a knowledge base. While the major categories are traditionally four in number (namely, intransitive, transitive, causative and double causative), we further classify the intransitives into 7 sub-classes based on some diagnostic tests which govern their syntactic function and affect or validate what constructions they allow in a sentence.
Classification of Intransitive Verbs
There are three diagnostic tests applied to classify the intransitive verbs. These diagnostic tests are as follows.
Allows ergative -ne
We know that some verbs require the marking of ergative case marker -ne in the simple past sentences in Hindi while with the others the same is not allowed. While this is always required with the transitive, causative and double causative verbs, the same does not always happen with the intransitive verbs. For example, in the following two sentences where the main verb is intransitive, the use ofne makes the sentence ungrammatical: Gloss: run-PFT be-PFT boy win-PFT Meaning: The boy, who had run, won. With inclusion of 3240 verbs, we get a total of 149,518 words present in the knowledge base.
Passivization Selection

Types of Ambiguities in Verb Classification
The knowledge base forms as main base for the assignment of verb classes in a given sentence. However, the knowledge base itself cannot cover all the cases as there are verbs which can fall into more than one class depending on the context in which they appear. An analysis of the verbs present in the knowledge shows that it has 1260 words that occur twice in the corpus. These words are possible causes of ambiguity resulting into incorrect assignment of class to the verbs. Our analysis shows that these ambiguities could be of 5 different types as mentioned below.
Ambiguity: Verb Root vs. Perfective Verb
This occurs mainly because of a derivational process used in Hindi and several other Indian languages where a valency is added by vowel lengthening. For example while the verb जग/ʤəg, an intransitive verb, means "to wake up" the verb root जगा/ʤəga, a transitive verb, means "to awaken". While जगा/ʤəga is a verb root, it is also the perfective inflectional form of the verb root जग/ʤəg and this way जगा/ʤəga gets two verb classes which need to be resolved. While a solution to disambiguate this type of ambiguity has been implemented as described in by analysing the verb group patterns (as mentioned in the section below), the other types of ambiguities (described below) have to be taken care of at the word level.
Ambiguity: Conjunctive Participle vs. Perfective Verb
Another type of ambiguity which has a chance of becoming frequent if the genre of the corpus under test is of non-formal kind is that conjunctive participles can get confused with the perfective of the verbs ending on consonant -क/-k. Conjunctive participles are usually formed by adding the auxiliary verb -कर/-kər to any verb root and give a sense of perfective aspect to the verb. While the formal way of creating the conjunctive participle is to either attach -कर-/kər to the verb root itself or juxtaposing it afterwards, informally the variant -के /-ke is used. Thus we can have खाकर/kʰa:kər and खाके /kʰa:ke having the same sense and used interchangeably. Except for a few frequent use of this variant such as खाके //kʰa:ke, रोके /roke, कसके /kəske, etc. most of the time this variant is not used. And this is why we have ignored finding out a rule-based solution to disambiguate this.
Ambiguity: Perfective Verb vs. Infinitive Verb
Some verbs that end with consonant -न/-n as in छान/cʰa:n, मान/ma:n, जान/ʤa:n etc. may be sharing the same grapheme and may be homophonous with some other verb's infinitive form. Thus a verb like छाना/cʰa:na: may have two meanings, the first being the perfective of the verb root छान/cʰa:n (to filter) and another as the infinitive form of the verb root छा/cʰa: (which means "to cover the roof"). However, this type of ambiguity is also limited and count only 3 in Hindi. For this very reason, we have also ignored disambiguating this for the time being.
Ambiguity: Perfective Verb vs. Imperfective Verb
There are also a couple of verbs which can be interpreted as imperfective of a verb root and perfective of another. There are two verb root pairs that create this problem. The first pair is जीतना/ʤi:tna: and जीना/ʤina:, meaning respectively "to win" and "to live". The second pair is बरतना/bərətna बरना/bərna, meaning respectively "to follow" and "to choose".
Ambiguity: Verbs in multiple classes
While it is very common in other languages such as English that the same verb is used both as transitive and intransitive, the same is very rare in Indo-Aryan languages like Hindi. Out of all the verbs that we have analysed, we found only one verb that can be used both as transitive and intransitive. This verb is ऐं ठना/ɛʈʰna: (meaning "to writhe" or "to snatch by deceit").
Root vs. Perfective: Disambiguation
Taking a cue from the work done on identification of verb groups in Hindi by Choudhary et al. (2011a) , we perform an analysis of the total verb group templates as defined here. Choudhary identifies a total of 675 templates covering all the verb groups possible in Hindi, including the compound verb constructions. As we know that for each of the verb groups found in Hindi, the class is defined by the main verb and this main verb occurs at the start of the verb groups. If we know the morphological type of the main verb (knowing whether it is verb root or a perfective form), we can identify the class of the verb with the help of the verb groups. Now, if we closely analyse these auxiliary verbs in the given templates, we find that these auxiliaries actually do not allow perfective verbs to occur as their main verbs. This conclusion is based on a corpus study done on the EMILLE (McEnery et al., 2000) corpus and the GyanNidhi corpus as well as some exact searches done on a prominent search engine. For example, in the phrase जगा जाएगी/ʤəga: ʤa:egi:, the main verb जगा/ʤəga: or for that matter any other verb can never be inflected for the perfective aspect. Similar is the case with the place of other main verbs in the templates having ambiguity (noted with "yes" in table V above).
Evaluating against Corpora
The tool was given two corpora as input-the LDC and the ILCI. A summary of the error analysis on the results achieved has been provided here.
The LDC Corpus
LDC corpus contains a total of 4839 sentences annotated in the IL-PoST framework. When run against the verb class identifier, we get the following results: The four major types of errors are mentioned below.
Annotation Error
Annotation errors are the errors in the assignment of the parts of speech tags to the text. As seen in the 
Echo word
Echo-words are a type of reduplication used as a method of word formation for emphasis and other semantic purposes. Using the echoformation as the word formation process, a nonword is used together with the actual word to add a meaning to it. This phenomenon is seen all the content class words of Indian languages. However, when it comes to be captured at the level of language computation, this has not been covered yet in most of the cases. The current knowledge base used in the verb class identifier also does not cover the echo-words. Therefore, the main verbs when used in their echoformation forms do not get detected. Some examples of such words as shown in the examples below:
खाने -पीने , चलने -िफरने , कू ट-पीसकर, आने -जाने ,
उठने -बै ठने , िमलता-जु लता
Spelling Error
The ILCI corpus contains text that is usually corrected for any spelling errors. But some errors have still been found in our analysis. Some of these spelling errors are as follows: होग , ध , बढने , िभग , रखन , करे ग , कर , चढ़़ कर, पे
Pre-Processing Error
Parts of speech annotation is usually done after the text is pre-processed and tokenized properly. The same is true with the ILCI corpus as well. However, some errors of preprocessing/tokenization are still left in the text itself. Some examples are shown below: "(बोलना, ", "बहना'", "``दे खने`", "``दे खो", "``सु नने`", "``सू ँ घने`", "आना'", "आने '", "कर -", "काँ ट", "िकया।", "खाय /िखलाय ", "जाँ चे ,"
Conclusion
NLP community in India must be elated to have received a big annotated corpus in many Indian languages, including Hindi. These corpora really help a lot in developing next generation of NLP tools for various purposes. However, these corpora are labor intensive tasks and prone to human errors. Errors have been noted in almost all of the human annotation tasks including the Penn Treebank (Manning, C., 2011) , the same is true also for other corpora. We have shown here a method to check the accuracy of the tags assigned to main verbs, done the error analysis and pointed out the errors that should be taken care of in the next release of the ILCI corpus and the LDC corpus so that users of the corpora do not need to do the same task again. The verb class identifier tool we used to mark the possible errors can also be used to check the accuracy of any other Hindi corpus annotated for parts of speech tags, thereby alleviating the time taken for error analysis.
