Introduction
The TS 1 TS 2 human brain is a control center, an intricate master computer that controls and integrates various organ systems of the body. The nerve cells of the brain are connected with other cells in every part of the body. They deliver messages from the brain to tell the organ systems and the brain itself how to function, communicate, form memories, or make decisions. They also send messages back to the brain, telling it what is happening throughout the body. The brain is a complex system which evolves its functions and structures during its lifetime [55.4] . In the brain, there are complex interactions between genes and neuronal functions.
However, abnormalities in some of these interactions might cause brain diseases, such as brain cancer, Parkinson's disease, and Alzheimer's disease, etc. Stroke is a prevalent brain disease and has become a major public health challenge and concern in New Zealand, as well as globally. As proposed by Tobias et al. [55.5] , in New Zealand, over 7000 people each year will experience a stroke event, and at least threequarters of this population will die or be dependent on others for health care 1 year after stroke.
Until now, many intelligent systems have been developed with the purpose of improving health care and providing better health care facilities at a reduced cost. However, a review of the literature on stroke occurrence and outcome shows that traditional predictive models using standard population statistics can only apply to a group of people and are unable to predict the degree of risk occurrence or disability level for either an individual person at risk of stroke or a stroke survivor. These conventional statistical methods of prediction employ only the most significant predictive variables so that less statistically significant personal information that may be clinically significant for a particular person but not for a group of people is certainly lost [55.6] . For that reason, the concept of personalized modeling may indeed be an ideal approach CE 0 Should "second" read "third"? TS 1 Please provide the index entries.
TS worth exploring and integrating into the medical system for diagnosis, prediction, and management. Personalized modeling is an emerging effective approach for knowledge discovery in biomedical applications. The principle of this computational intelligent approach is to create a personalized diagnostic or prediction model for an individual person based on his/her nearest neighbors of predictive variables that are pertinent to that person.
The objectives of this chapter are to provide a brief introduction to stroke and then review various information methods, including conventional statistical methods and computational intelligent modeling methods for predicting risk and outcome of stroke. Their family members are also affected due to the suffering of their loved ones as well as by the burden of caring for them, uncertain about future plans and anxious about increased financial burdens for the patient's treatment.
Literature Review

What Are the Risk Factors?
There are about 200 factors that can increase the risk of a stroke but the most important ones are:
• • Heart rhythm problems such as atrial fibrillation • History of heart disease.
What Are the Symptoms?
The signs and symptoms of a stroke differ and depend on the area of the brain affected and the amount of brain tissue damaged. Small strokes may not cause any significant focal neurological symptoms (so-called silent strokes). However, when accumulated, they may lead to clinically significant consequences, such as vascular dementia. In general, stroke in the left side of the brain has clinical symptoms on the right side of the body, whereas the left side of the body is affected by a stroke in the right side of the brain.
According to the US National Institute of Neurological Disorders and Stroke (NINDS), the common symptoms of stroke generally come suddenly and may include:
• Sudden loss of consciousness: the victim may become stuporous or hard to arouse.
• Sudden loss of vision: difficulty with seeing in one or both eyes, such as blurred vision.
• Sudden headache: sudden onset severe headache that may be accompanied by vomiting or dizziness (loss of balance).
• Sudden trouble with muscle movements: difficulty with walking, moving the arm or leg on one side of body, carrying or picking up objects.
• Sudden trouble with speaking and understanding: may have problems with thinking or forming speech, such as when speaking, the words sound fine but do not make sense.
How Does Stroke Happen?
Stroke is a heterogeneous disorder that consists of two major pathological types (ischemic and hemorrhagic), and each type has different subtypes with different Ischemic Stroke. Ischemic stroke is the most common type of stroke, accounting for almost 85% of all stroke cases. It occurs when there is a blood clot in the blood vessel of the brain that reduces or blocks the blood supply coming from the heart to the brain. As there is no nutrient/energy storage in the brain, it needs a constant supply of nutrients from the blood. The blood carries sugar and oxygen to the brain and takes away cellular waste and carbon dioxide. If an artery is blocked, the brain cells cannot receive the required level of oxygen and glucose needed, thus the affected cells begin to shut down. If there is no blood supply for as little as 7 s, the affected brain cells may die.
Based on different mechanisms of stroke, ischemic stroke consists of at least 4 subtypes: cardioembolic stroke, ischemic stroke due to large artery disease (such as atherosclerosis), ischemic stroke due to small artery disease (such as hypertension, intracranial arteritis), and ischemic stroke due to hematological disorders and other rare conditions.
Hemorrhagic Stroke. Hemorrhagic stroke accounts for up to 15% of all stroke cases. It often happens when an artery bursts and bleeds into the brain (intracerebral hemorrhage) or around the brain (subarachnoid hemorrhage).
Intracerebral Hemorrhage. Intracerebral hemorrhage is a type of stroke caused by the breaking of a diseased blood vessel in the brain, leading the blood to leak into the brain tissue. This may lead to direct (destroying brain cells) or indirect damage of the affected brain cells due to a sudden build-up in the intracranial pressure, each of which may lead to unconsciousness, lost neurological function, or even death. Intracerebral hemorrhage may be caused by different mechanisms (e.g., elevated blood pressure, amyloid angiopathy) in different parts of the brain (e.g., supratential, infratentirial CE 3 hemorrhage), each of which carries a different prognosis and requires different management strategies.
Subarachnoid Hemorrhage. Subarachnoid hemorrhage is the result of a blood vessel bursting in the area between the brain and the thin tissues that surround the brain. This area is called the subarachnoid space, which is the area outside of the brain tissue. Typical symptoms of a patient with subarachnoid hemorrhage include loss of consciousness, vomiting, severe headache or neck pain, and neck stiffness. Subarachnoid hemorrhage most often results from a rupture of an intracranial aneurysm but it may also be caused by a rupture of the brain artery due to other causes (so-called nonaneurysmal subarachnoid hemorrhage). The management of aneurysmal subarachnoid hemorrhage is very much different from the management of nonaneurysmal subarachnoid hemorrhage. 
Information Methods for Predicting Risk and Outcome of Stroke
To date, a number of technologies have been adopted to predict stroke occurrence and outcomes. These technologies can be divided into two major categories: conventional statistical methods and computational intelligent machine learning methods. In other worlds, machine learning is a process of using different analysis techniques to observe previously unknown, potentially meaningful information, and discover strong patterns and relationships from a large dataset that can be applied most accurately to a particular person. Kasabov [55.23] classified computational models into three categories (e.g., global, local, and personalized), which have being widely used in the areas of data analysis and decision support in general, and in the areas of medicine and bioinformatics in particular. A review study shows that the personalized modeling approach generally outperforms the conventional statistical methods for prediction or classification of conditions.
Conventional Statistical Methods
Personalized Modeling. The concept of personalized modeling is one type of local modeling that is created for every single new input vector of the problem space based on its nearest neighbors using the transductive reasoning approach [55.23]. The basic philosophy behind this approach when applied to medicine is that every person is different from others, thus he/she needs and deserves a personalized model and treatment that best predicts possible outcomes for this person. This way of reasoning is much closer to a way of clinical decision making that is used by clinicians in their everyday practice as opposed to a group-based approach utilized by conventional statistical methods.
Personalized modeling is a novel and effective method that has been applied for evaluating and dealing with a variety of modeling problems. For instance, in the field of personalized health care, the knowledge uncovered by this approach has significantly contributed to prediction, diagnosis, and therapy for individual patients' diseases. In the articles by The basic idea behind the KNN algorithm is as follows:
• Firstly, a set of pair features (e.g., (x 1 , y 1 ) , . . . , (x n , y n )) are defined to specify each data point, and each of those data points are identified by the class labels C = {c 1 , . . . , c n }.
• Secondly, a distance measure is chosen (e.g., Euclidean distance or Manhattan distance) to measure the similarity of those data points based on all their features.
• Finally, the k-nearest neighbors are found for a target data point by analyzing similarity and using the majority voting rule to determine which class the target data point belongs to.
Weighted Nearest Neighbor (WKNN). This is designed based on the transductive reasoning approach, which has been widely used to evaluate the output of a model focusing on solely an individual point of a problem space using information related to this point [55.29] . In the WKNN algorithm, each single vector requires a local model that is able to best fit each new input vector rather than a global model, thus each new input vector can be matched to an individual model without taking any specific information about existing vectors into account.
In contrast to the KNN algorithm, the basic idea behind the WKNN algorithm is that the output of a new input vector is calculated not only depending upon its k-nearest neighbor vectors, but also upon the distance between the existing vectors and the new input vector, which is represented as a weight vector w.
Weighted Distance and Weighted Variables K Nearest Neighbor (WWKNN). This is a novel personalized modeling algorithm, which was proposed by Kasabov in 2007. The basic idea behind this algorithm is as follows: the output of each new input vector is measured not only depending upon its k-nearest neighbors, but also upon the distance between the existing vectors and the new input vectors, and also the power of each vector which is weighted according to its importance within the subspace (local space) to which the new input vector belongs. We start with the assumption that all the variables from a data set are used and the distance of vectors is calculated in a V-dimensional space with all input variables having the same impact on the output variables. However, the different variables may vary in importance when classifying vectors if these variables are ranked by their discriminative power in classifying vectors over the entire V-dimensional Euclidean space. As a result, it can be seen that variables may have a different ranking when we measure the discriminative power of the same variables for a subspace of the problem space. The output of each new input vector can be calculated by using this type of ranking within the neighborhood of k-nearest neighbor vectors.
Evolving Spiking Neural Networks (eSNN)
. The brain is the center of the nervous system, it is an extremely complex organ. The cerebral cortex of the human brain contains roughly 15-33 billion neurons, depending on gender and age, linked with up to 10 000 synaptic connections each.
A typical neuron in the human brain is sketched in Fig. 55.2 . A typical neuron can be divided into three functionally distinct parts, called dendrites, soma, and axon. Generally speaking, the dendrites play the role of the input devices that collect signals from other neurons and transmits them to the soma. Soma is the main part of the neuron containing the genetic information: if the total input exceeds a certain threshold, then an output signal is generated. The output signal is taken over by the output devices, the axons, which deliver the signal to other neurons or other parts of the body. The junction between two neurons is called a synapse. It is used to transfer signals between two neurons.
The remarkable information processing capabilities of the brain have inspired numerous mathematical abstractions of biological neurons. A neural network (NN) known as an artificial neural network (ANN) is defined as a hardware or software computational model that is inspired by the biological nervous systems, such as the brain, and processes CE 4 information. Many ANN CE 4 Please check that this is the intended meaning. In general, classical statistical and computational techniques are insufficient when they are applied to spatio-temporal datasets for the following reasons:
• Spatio-temporal datasets are embedded into continuous space, whereas the classical datasets are often discrete.
• The patterns in these datasets are often local, but classical techniques normally focus on global patterns.
• They model either space and time separately, or mix both components in a simple way, failing CE 5 to capture essential relations between variables in the STD. 
Part
Conclusion
The human brain is a complex network of interconnected cells (neural networks) that develops its functionalities and structures during the lifetime of a person. There are complex interactions between genes, the environment, and neuronal function within the brain. However, some of these interactions might become abnormal and cause brain diseases.
Stroke is a prevalent brain disease and has become a major public health concern in New Zealand, as in many other countries worldwide. A large volume of biomedical data on stroke risk factors and prognosis is available, but the interpretation of this data is complex and challenging. An increasing number of studies have attempted to explore these complex data, but most of these studies applied conventional statistical methods. Literature reviews show that the traditional predictive models using conventional statistical methods can only apply to a group of people and are unable to predict the degree of risk occurrence or disability level for either an individual person at risk of stroke or a stroke survivor. Therefore, there is a growing need for utilizing computational models to study this data, especially applied to estimating personalized risk to better understand the pathophysiology in individual and specific groups of stroke, and to achieve improved and reliable risk prediction for individuals.
Personalized modeling was recently proposed as a novel method for knowledge discovery in biomedical applications. The basic philosophy behind this computational intelligent approach when applied to medicine is that every person is different from others, thus he/she needs and deserves a personalized model and treatment that best predicts possible outcomes for this person. The principle of this approach is to create a personalized diagnostic or prediction model for an individual person based on his/her nearest neighbors of predictive variables that are pertinent for that person. For instance, employing eSNN might result in reducing the time, cost, medical error, and mortality rate. The concept of personalized modeling can be viewed as an ideal approach well worth exploring and integrating into the medical system for diagnosis, prediction, and prescription of various diseases, including stroke.
