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BOUNDED LITTLEWOOD IDENTITIES
ERIC M. RAINS AND S. OLE WARNAAR
Abstract. We describe a method, based on the theory of Macdonald–
Koornwinder polynomials, for proving bounded Littlewood identities. Our
approach provides an alternative to Macdonald’s partial fraction technique
and results in the first examples of bounded Littlewood identities for Mac-
donald polynomials. These identities, which take the form of decomposition
formulas for Macdonald polynomials of type (R,S) in terms Macdonald
polynomials of type A, are q, t-analogues of known branching formulas for
characters of the symplectic, orthogonal and special orthogonal groups, im-
portant in the theory of plane partitions.
As applications of our results we obtain combinatorial formulas for charac-
ters of affine Lie algebras, Rogers–Ramanujan identities for such algebras
complementing recent results of Griffin et al., and transformation formulas
for Kaneko–Macdonald-type hypergeometric series.
Keywords: Macdonald–Koornwinder polynomials, Hall–Littlewood poly-
nomials, virtual Koornwinder integrals, characters formulas, Rogers–Ramanujan
identities.
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1. Introduction
In his 1950 text on group characters [59] D. E. Littlewood presented three
identities for Schur functions which can be viewed as reciprocals of the Weyl
denominator formulas for the classical groups Bn,Cn and Dn. The Bn case—
which earlier appeared in an exercise by Schur [86]—is given by [59, Eq. (11.9; 6)]
(1.1)
∑
λ
sλ(x) =
n∏
i=1
1
1− xi
∏
16i<j6n
1
1− xixj ,
where sλ(x) = sλ(x1, . . . , xn) is a Schur function indexed by the partition λ.
Almost 30 years later, Macdonald [63] proved the following bounded analogue
of (1.1)
(1.2)
∑
λ
λ16m
sλ(x) =
det16i,j6n
(
xm+2n−ji − xj−1i
)∏n
i=1(xi − 1)
∏
16i<j6n(xi − xj)(xixj − 1)
,
for m a nonnegative integer, and observed that it implied MacMahon’s fa-
mous conjecture for the generating function of symmetric plane partitions.
By reading off the ‘sequence of diagonal slices’—an idea of Okounkov and
Reshetikhin [74] more recent than [63]—it immediately follows that the gener-
ating function for symmetric plane partitions π contained in a box B(n, n,m)
of size n× n×m is given by∑
λ
λ16m
sλ
(
q, q3, . . . , q2n−1
)
.
Hence MacMahon’s formula [68] (see [46] for a recent survey)∑
π∈B(n,n,m)
q|π| =
n∏
i=1
1− qm+2i−1
1− q2i−1
∏
16i<j6n
1− q2(m+i+j−1)
1− q2(i+j−1)
should follow from the evaluation of the determinant in (1.2) when xi = q
2i−1
for 1 6 i 6 n. Since this determinant is essentially a character of the irre-
ducible SO(2n+1,C)-module of highest weight mΛn, the required determinant
evaluation corresponds to the q-dimension of this module, and follows from the
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Weyl character formula. To prove (1.2)—a SO(2n+1,C) to GL(n,C) branch-
ing formula—Macdonald developed a partial fraction method, resulting in a
more general t-analogue for Hall–Littlewood polynomials.
Since the work of Littlewood and Macdonald many additional Littlewood
identities have been discovered and applied to problems in combinatorics, rep-
resentation theory and q-series. Examples include the enumeration of plane
partitions and related combinatorial objects such as tableaux, tilings and
alternating-sign matrices [7, 8, 11, 12, 19, 20, 29, 30, 44, 75, 76, 88], the compu-
tation of characters and branching rules for classical groups and affine Lie
algebras [5,35,41,42,45,72] and the proof of Rogers–Ramanujan and elliptic hy-
pergeometric series identities [31,34,37,47,79,88,96]. Surprisingly, despite the
interest in Littlewood identities, q, t-analogues of (1.2) and other bounded Lit-
tlewood identities for Schur and Hall–Littlewood polynomials have remained
elusive. In this paper we present an approach to Littlewood identities based on
the theory of Macdonald–Koornwinder polynomials. As a result we obtain the
missing q, t-analogues, including the following generalisation of Macdonald’s
(1.2)1.
Theorem 1.1. For x = (x1, . . . , xn) and m a nonnegative integer,
(1.3)
∑
λ
λ16m
Pλ(x; q, t)
∏
s∈λ
l′(s) even
1− qm−a′(s)tl′(s)
1− qm−a′(s)−1tl′(s)+1
∏
s∈λ
l(s) even
1− qa(s)tl(s)+1
1− qa(s)+1tl(s)
= (x1 · · ·xn)m2 P (Bn,Bn)(m
2
)n (x; q, t, t).
On the left, a(s), l(s), a′(s), l′(s) are the arm-length, leg-length, arm-colength
and leg-colength of the square s ∈ λ and Pλ(x; q, t) is a Macdonald polyno-
mial of type A. The (Laurent) polynomial P
(Bn,Bn)
(m
2
)n (x; q, t, t) on the right is a
Macdonald polynomial attached to the pair of root systems (Bn,Bn) indexed
by the rectangular partition or ‘half-partition’ (m/2, . . . , m/2).
Our method also leads to alternative proofs as well as further examples of
Littlewood identities for the characters of irreducible highest weight modules of
affine Lie algebras, first discovered in [5]. In particular our methods shows that
such characters arise by taking suitable limits of Hall–Littlewood polynomials
of type R. For example, for the twisted affine Lie algebra A
(2)
2n we may claim
the following result in terms of modified Hall–Littlewood polynomials P ′λ(x; t)
and the large-r limit of the Hall–Littlewood polynomial P
(Br)
(m
2
)n(x; t, t2).
1An alternative generalisation in terms of P
(Bn,Cn)
(m
2
)n is given in Theorem 4.6.
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Theorem 1.2. Let α0, . . . , αn and Λ0, . . . ,Λn be the simple roots and funda-
mental weights of A
(2)
2n , and δ = 2α0 + · · ·+ 2αn−1 + αn the null root. Set
t = e−δ and xi = e
−αi−···−αn−1−αn/2,
and let chV (Λ) denote the character of the integrable highest-weight module
V (Λ) of highest weight Λ. Then, for m a positive integer,
e−mΛ0 chV (mΛ0) = lim
N→∞
t
1
2
mnN2P
(B2nN )
(m
2
)2nN
(
t1/2X ; t, 0
)
(1.4)
=
∑
λ
λ16m
t|λ|/2P ′λ
(
x±1 , . . . , x
±
n ; t
)
,
where X = XN(x; t) is the alphabet
(1.5) X =
(
x±1 , tx
±
1 , . . . , t
N−1x±1 , . . . . . . , x
±
n , tx
±
n , . . . , t
N−1x±n
)
and (. . . , ax±i , . . . ) := (. . . , axi, ax
−1
i , . . . ).
As shown by Griffin et al. [31], character formulas such as (1.4) imply
Rogers–Ramanujan identities through specialisation. Following their approach,
we obtain several new examples of Rogers–Ramanujan identities labelled by
affine Lie algebras. For example, from (1.4) we obtain the following new iden-
tity, where Pλ(x; t) is a Hall–Littlewood polynomial, θ(x; q) a modified theta
function and (q; q)∞ a q-shifted factorial.
Theorem 1.3 (A
(2)
2n Rogers–Ramanujan identity). For m,n positive integers
let κ = m+ 2n+ 1. Then∑
λ
λ16m
q|λ|/2Pλ
(
1, q, q2, . . . ; q2n
)
=
(qκ; qκ)n−1∞ (q
κ/2; qκ/2)∞
(q; q)n−1∞ (q
1/2; q1/2)∞
n∏
i=1
θ(qi; qκ/2)
∏
16i<j6n
θ(qj−i; qκ)θ(qi+j ; qκ).
As a final application we show that the bounded Littlewood identities for
Macdonald polynomials imply transformation formulas for multiple basic hy-
pergeometric series of Kaneko–Macdonald type.
The remainder of this paper is organised as follows. In the next section
we review some standard material from Macdonald–Koornwinder theory. This
includes a discussion of ordinary (or type A) Macdonald polynomials, Koorn-
winder polynomials and their lifted and virtual analogues, generalised Macdon-
ald polynomials of type (R, S), Hall–Littlewood polynomials and Rogers–Szego˝
polynomials.
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In Section 3 we consider two functionals on the ring of symmetric function
known as virtual Koornwinder integrals. We review a number of earlier results
for virtual Koornwinder integrals and prove several new integral evaluations.
In Section 4 we present our approach to bounded Littlewood identities. The
key idea is to show that each bounded Littlewood identity is equivalent to the
closed-form evaluation of a virtual Koornwinder integral. We apply our method
to prove several new bounded Littlewood identities, including Theorem 1.1 and
a q, t-analogue of the well-known De´sarme´nien–Proctor–Stembridge determi-
nant, see Theorem 4.1 below.
Section 5 contains applications of the results of Section 4. First we show how
bounded Littlewood identities give rise to combinatorial formulas for charac-
ters of affine Lie algebras, such as Theorem 1.2. This provides an alternative
to the recent approach of Bartlett and the second author based on the Cn
Bailey lemma [5]. As a second application we follow recent ideas of Grif-
fin et al. [31] and apply the combinatorial character identities to prove new
Rogers–Ramanujan identities for the affine Lie algebras B
(1)
n ,A
(2)
2n−1,A
(2)
2n and
D
(2)
n+1. The Rogers–Ramanujan identity for B
(1)
n , given in Theorem 5.12 and
Remark 5.13, generalise Bressoud’s even modulus analogues of the celebrated
Andrews–Gordon identities. Finally, by appropriately specialising bounded
Littlewood identities for Macdonald polynomials, we prove new transformation
formulas for multivariable basic hypergeometric series of Kaneko–Macdonald-
type [39, 67].
We conclude with an appendix containing some technical lemmas pertaining
to the Weyl–Kac formula.
Acknowledgements. We thank Michael Schlosser, Hjalmar Rosengren and
Jasper Stokman for helpful discussions on hypergeometric function, Macdon-
ald identities and Macdonald–Koornwinder polynomials. We thank Richard
Stanley for pointing out the paper [86] by Schur.
2. Macdonald–Koornwinder theory
2.1. Partitions.
A partition λ = (λ1, λ2, . . . ) is a weakly decreasing sequence of nonnegative
integers such that only finitely-many λi are positive. The positive λi are called
the parts of λ, and the number of parts, denoted l(λ), is called the length
of λ. As is customary, we often ignore the tail of zeros of a partition. If
|λ| := ∑i λi = n we say that λ is a partition of n. The unique partition of 0
is denoted by 0. As usual we identify a partition with its Young diagram—
a collection of left-aligned rows of squares such that the ith row contains λi
squares. For example, the partition (5, 3, 3, 1) corresponds to
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The conjugate partition λ′ is obtained from λ by reflection in the main diag-
onal, so that the parts of λ′ are given by the columns of λ. Given a partition
λ, the multiplicity mi(λ) = λ
′
i − λ′i+1 counts the number of parts of size i.
If λ is a rectangular partition consisting of m rows and n columns we write
λ = mn. If λ is a partition of length at most n we also write λ + mn for
(m + λ1, . . . , m + λn). Finally, the number of even/odd parts of λ will be
denoted by even(λ)/ odd(λ).
For two partitions λ, µ we write µ ⊂ λ if µ is contained in λ, i.e., if µi 6 λi
for all i > 1. In this case the set-theoretic difference between λ and µ is called
a skew shape. To avoid a notational clash with partition complementation
to be defined shortly, we write this difference as λ/µ instead of the the more
common λ− µ. For example, the skew shape (5, 3, 3, 1)/(3, 3, 1) is given by
A skew shape λ/µ containing at most one square in each column, as in the
above example, is referred to as a horizontal strip. Analogously, a vertical
strip is a skew diagram with at most one square in each row. If λ ⊂ mn we
write the complement of λ with respect to mn as mn − λ, that is, mn − λ =
(m − λn, . . . , m − λ2, m − λ1). For example, the complement of (3, 2) with
respect to (43) is (4, 2, 1).
The dominance order on the set of partitions is defined as follows: λ > µ if
λ1 + · · · + λk > µ1 + · · · + µk for all k > 1. Note that unlike [64] we do not
assume |λ| = |µ|. If λ > µ and λ 6= µ we write λ > µ.
The arm-length, arm-colength, leg-length and leg-colength of the square
s = (i, j) ∈ λ are given by
a(s) = aλ(s) = λi − j, a′(s) = a′λ(s) = j − 1,
l(s) = lλ(s) = λ
′
j − i, l′(s) = l′λ(s) = i− 1,
and the hook-length of s is h(s) = a(s) + l(s) + 1. As usual, the statistic n(λ)
is given by
n(λ) :=
∑
s∈λ
l′(s) =
∑
i>1
(i− 1)λi =
∑
i>1
(
λ′i
2
)
.
Finally, we say that λ = (λ1, . . . , λn) is a half-partition if λ1 > λ2 > · · · >
λn > 0 and all λi are half-integers. We sometimes write this as λ = µ+(1/2)
n
with µ a partition of length at most n. Conversely, if λ = µ + (1/2)n we
also write µ = λ − (1/2)n. The length of a half-partition λ = (λ1, . . . , λn)
is by definition n, and mi(λ) for i a positive half-integer is the multiplicity
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of parts of size i. We use half-partitions to generalise our earlier notion of
complementation so that mn − λ makes sense for m an integer or half-integer
and λ ⊂ mn a partition (of length at most n) or half-partition (of length n). For
example, 43 − (5/2, 3/2, 3/2) = (5/2, 5/2, 3/2) and (7/2)3 − (5/2, 3/2, 3/2) =
(2, 2, 1). We also extend the dominance order to the set of half-partitions
in the obvious way. However, partitions and half-partitions are by definition
incomparable.
2.2. Generalised q-shifted factorials.
Let
(z; q)∞ :=
∏
i>0
(1− zqi) and (z; q)n := (z; q)∞
(zqn; q)∞
be the standard q-shifted factorials [27]. In this paper we will mostly view
q-series as formal power series, but occasionally we require q to be a complex
variable such that |q| < 1. The modified theta function is defined as
(2.1) θ(z; q) := (z; q)∞(q/z; q)∞ =
1
(q; q)∞
∑
k∈Z
zkq(
k
2) for z 6= 0,
where the equality between the product and the sum is known as the Jacobi
triple product identity. We also need more general q-shifted factorials indexed
by partitions:
(z; q, t)λ :=
∏
s∈λ
(
1− zqa′(s)t−l′(s)) = n∏
i=1
(zt1−i; q)λi(2.2a)
C−λ (z; q, t) :=
∏
s∈λ
(
1− zqa(s)tl(s))(2.2b)
=
n∏
i=1
(ztn−i; q)λi
∏
16i<j6n
(ztj−i−1; q)λi−λj
(ztj−i; q)λi−λj
.
The choice of n on the right is irrelevant as long as n > l(λ). We note that
(a; q, t)λ is sometimes denoted as C
0
λ(a; q, t), see e.g., [81], and that C
−
λ (t; q, t) =
cλ(q, t) and C
−
λ (q; q, t) = c
′
λ(q, t), with cλ and c
′
λ the hook-length polynomials
of Macdonald [64, page 352]. In particular, C−λ (q; q, q) = cλ(q, q) = c
′
λ(q, q) =
Hλ(q) with Hλ(q) =
∏
s∈λ(1− qh(s)) the classical hook-length polynomial. For
s ∈ λ let
bλ(s; q, t) :=
1− qaλ(s)tlλ(s)+1
1− qaλ(s)+1tlλ(s) .
Then
(2.3) bλ(q, t) :=
cλ(q, t)
c′λ(q, t)
=
∏
s∈λ
bλ(s; q, t).
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For each of the q-shifted factorials as well as the theta function we use con-
densed notation, such as
(z1, . . . , zk; q, t)λ = (z1; q, t)λ · · · (zk; q, t)λ.
It is an elementary exercise to verify the following identities, which will be
used throughout the paper:
(a; q, t)λ′ = (−a)|λ|qn(λ)t−n(λ′)(a−1; t, q)λ(2.4a)
C−λ′(a; q, t) = C
−
λ (a; t, q)(2.4b)
and
(a; q, t)2λ = (a, aq; q
2, t)λ(2.5a)
C−2λ(a; q, t) = C
−
λ (a, aq; q
2, t)(2.5b)
for 2λ := (2λ1, 2λ2, . . . ), and
(a; q, t)mn−λ = (−q1−mtn−1/a)|λ|qn(λ′)t−n(λ) (a; q, t)m
n
(q1−mtn−1/a; q, t)λ
(2.6a)
C−mn−λ(a; q, t) = (−q1−m/a)|λ|qn(λ
′)t−n(λ)
(atn−1; q, t)mnC
−
λ (a; q, t)
(atn−1, q1−m/a; q, t)λ
.(2.6b)
2.3. Rogers–Szego˝ polynomials.
For integers k, n such that 0 6 k 6 n let[
n
k
]
q
:=
(q; q)n
(q; q)k(q; q)n−k
be a q-binomial coefficient. Then the Rogers–Szego˝ polynomials Hm(z; q) are
defined as [91].
(2.7) Hm(z; q) :=
m∑
k=0
zk
[
m
k
]
q
,
for m a nonnegative integer. They satisfy the three-term recurrence
Hm+1(z; q) = (1 + z)Hm(z; q)− (1− qm)zHm−1(z; q)
with initial conditions H−1 = 0, H0 = 1, and are orthogonal on the unit circle
with respect to the weight function
w(z; q) = |(zq1/2; q)∞|2 (0 < q < 1).
The Rogers–Szego˝ polynomials are closely related to symmetric functions
and may be expressed in terms of Schur functions as
Hm(z; q) = (q)m
∑
λ⊢m
qn(λ)
Hλ(q)
sλ(1, z),
with Hλ(q) the hook-length polynomial.
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We require two generalisations of the Rogers–Szego˝ polynomials to polyno-
mials indexed by partitions. First,
h
(m)
λ (a, b; q) :=
m−1∏
i=1
i odd
(−a)mi(λ)Hmi(λ)(b/a; q)
m−1∏
i=1
i even
Hmi(λ)(ab; q)(2.8)
= (−a)odd(λ)
m−1∏
i=1
i odd
Hmi(λ)(b/a; q)
m−1∏
i=1
i even
Hmi(λ)(ab; q),
where m is a nonnegative integer. Compared to earlier definitions in [5, 96]
the parameters a and b have been replaced by their negatives. Since Hm is a
reciprocal polynomial it follows that h
(m)
λ (a, b; q) is symmetric in a and b:
h
(m)
λ (a, b; q) = h
(m)
λ (b, a; q).
Since mi(λ) = 0 for i > λ1, the upper bound on the products over i in (2.8)
may be dropped if m > λ1 + 1. For such m we simply write hλ(a, b; q). That
is,
(2.9) hλ(a, b; q) =
∏
i>1
i odd
(−a)mi(λ)Hmi(λ)(b/a; q)
∏
i>1
i even
Hmi(λ)(ab; q).
We further define
(2.10) h
(m)
λ (a; t) := h
(m)
λ (a,−1; t) =
m−1∏
i=1
Hmi(λ)(−a; t).
Since [96]
Hm(0; t) = 1(2.11a)
Hm(−1; t) =
{
(t; t2)m/2 m even
0 m odd
(2.11b)
Hm(−t; t) = (t; t2)⌈m/2⌉(2.11c)
Hm(t
1/2; t) = (−t1/2; t1/2)m,(2.11d)
there are a number of choices for a and b for which (2.8) and (2.10) completely
factor. This will be important later when considering character formulas for
affine Lie algebras.
2.4. Plethystic notation.
Let Sn be the symmetric group on n letters, Λn = F[x1, . . . , xn]
Sn the ring
of symmetric functions in the alphabet x1, . . . , xn with coefficients in F, and
Λ the corresponding ring of symmetric functions in countably many variables,
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see [64]. We will mostly consider F = Q(q, t) or F = Q(q, t, t0, t1, t2, t3) or
variations thereof.
To facilitate computations in Λ we frequently employ plethystic or λ-ring
notation [33, 48]. This is most-easily described in terms of the Newton power
sums
pr(x) := x
r
1 + x
r
2 + · · · , r > 1,
with generating function
Ψz(x) :=
∞∑
r=1
zr−1pr(x) =
∏
i>1
xi
1− zxi .
The pr form an algebraic basis of Λ, that is, Λ = F[p1, p2, . . . ].
If x = (x1, x2, . . . ) we additively write x = x1+ x2+ · · · and to indicate the
latter notation we use plethystic brackets:
f(x) = f(x1, x2, . . . ) = f [x1 + x2 + · · · ] = f [x], f ∈ Λ.
The sum, difference and Cartesian product of two alphabets x and y are then
defined as
(2.12)
pr[x+ y] := pr[x] + pr[y], pr[x− y] := pr[x]− pr[y], pr[xy] = pr[x]pr[y].
In particular, if x is the empty alphabet then pr[−y] = −pr[y] and if y contains
only a single letter, say y1, then pr[−y1] = −pr[y1] = −yr1. This should not be
confused with pr(−y1) = (−y1)r. Occasionally we need to also use ordinary
minus signs in plethystic notation. To distinguish this from a plethystic minus
sign we denote by the ε the alphabet consisting of the single letter −1, so that
f(−x) = f(−x1,−x2, . . . ) = f [εx1 + εx2 + · · · ] = f [εx].
Hence
pr[εx] = (−1)rpr[x], pr[−εx] = (−1)r−1pr[x]
and
f [x+ ε] = f(−1, x1, x2, . . . ).
For indeterminates a, b, t and f ∈ Λ we further define f [(a− b)/(1− t)] by
(2.13) pr
[a− b
1 − t
]
=
ar − br
1− tr ,
and note that (a − b)/(1 − t) may be viewed as the difference between the
alphabets a(1+ t+ t2+ · · · ) and b(1+ t+ t2+ · · · ), where a(1+ t+ t2+ · · · ) is
the Cartesian product of the single-letter alphabet a and the infinite alphabet
1 + t + t2 + · · · . Alternatively, (a − b)/(1 − t) may be interpreted as the the
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Cartesian product of a − b and 1 + t + t2 + · · · . We can of course combine
(2.12) and (2.13), and for example
pr
[
x+
a− b
1− t
]
= pr[x] + pr
[a− b
1− t
]
.
For r > 0, the complete symmetric functions are defined by
hr(x) :=
∑
16i16i26···6ir
xi1xi2 · · ·xir
and admit the simple generating function
σz(x) :=
∑
r>0
zrhr(x) =
∏
i>1
1
1− zxi .
Since Ψz(x) =
d
dz
log σz(x) it follows that
σ1[x+ y] = σ1[x]σ1[y] =
∏
i>1
1
(1− xi)(1− yi)(2.14a)
σ1[x− y] = σ1[x]
σ1[y]
=
∏
i>1
1− yi
1− xi(2.14b)
σ1
[a− b
1− t
]
=
∏
k>0
σ1[at
k]
σ1[btk]
=
(b; t)∞
(a; t)∞
.(2.14c)
These three formulæ allow various infinite products to be expressed in terms
of symmetric functions.
Finally, for F = Q(q, t), ωq,t is the F-algebra endomorphism of Λ given
by [64, page 312]
ωq,t pr = (−1)r−11− q
r
1− tr pr.
Note that ωt,q = ω
−1
q,t , and that plethystically
(2.15) ωq,t f(x) = f
([
−ε 1− q
1− t x
])
, f ∈ Λ.
2.5. Macdonald polynomials.
Let F = Q(q, t). The power sums pλ :=
∏l(λ)
i=1 pλi may be used to define a
q, t-Hall scalar product on Λ as [64]
〈pλ, pµ〉q,t := δλµzλ
n∏
i=1
1− qλi
1− tλi ,
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where zλ =
∏
i>1mi(λ)! i
mi(λ). The Macdonald polynomials Pλ(q, t) = Pλ(x; q, t)
are the unique family of symmetric functions such that [64]
(2.16) Pλ(q, t) = mλ +
∑
µ<λ
uλµ(q, t)mµ
and
〈Pλ(q, t), Pµ(q, t)〉q,t = 0 if λ 6= µ.
Here the mλ are the monomial symmetric functions, given by
mλ(x) =
∑
α
xα
with α summed over distinct permutations of λ. It immediately follows that the
Macdonald polynomials form a basis of Λ. When l(λ) > n, Pλ(x1, . . . , xn; q, t) =
0 and {Pλ(x1, . . . , xn; q, t)}l(λ)6n form a basis of Λn.
The skew Macdonald polynomials Pλ/µ(q, t) are defined by
〈Pλ/µ(q, t), Pν(q, t)〉q,t = 〈Pλ(q, t), Pµ(q, t)Pν(q, t)〉q,t,
and vanish unless µ ⊂ λ. For q = t the Macdonald polynomials simplify to
the classical Schur functions: Pλ/µ(t, t) = sλ/µ.
For later comparison with the Koornwinder and (R, S) Macdonald polyno-
mials we remark that an alternative description of the Macdonald polynomials
on n variables is as the unique family of polynomials (2.16) such that [64]
〈Pλ, Pµ〉′q,t = 0 if λ 6= µ,
where, for |q|, |t| < 1, 〈·, ·〉′q,t = 0 is the scalar product on F[x] = F[x1, . . . , xn]
defined by
〈f, g〉′q,t :=
1
n!(2πi)n
ˆ
Tn
f(x)g(x−1)∆(x; q, t)
dx1
x1
· · · dxn
xn
.
Here f(x−1) = f(x−11 , . . . , x
−1
n ) and ∆(x; q, t) is the Macdonald density
(2.17) ∆(x; q, t) :=
∏
16i<j6n
(xi/xj , xj/xi; q)∞
(txi/xj , txj/xi; q)∞
.
Below we list a number of standard results from Macdonald polynomial
theory needed later. First of all, defining a second family of Macdonald poly-
nomials Qλ/µ(q, t) = Qλ/µ(x; q, t) as
(2.18) Qλ/µ(q, t) :=
bλ(q, t)
bµ(q, t)
Pλ/µ(q, t),
with bλ(q, t) given by (2.3), we have
(2.19) ωq,t Pλ(q, t) = Qλ′(t, q)
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as well as
〈Pλ(q, t), Qµ(q, t)〉q,t = δλµ.
This last equation is equivalent to the Cauchy identity∑
λ
Pλ(x; q, t)Qλ(y; q, t) =
∏
i,j>1
(txiyj; q)∞
(xiyj; q)∞
,
which we repeatedly require in the dual form
(2.20)
∑
λ⊂mn
(−1)|λ|Pλ(x1, . . . , xn; q, t)Pλ′(y1, . . . , ym; t, q) =
n∏
i=1
m∏
j=1
(1− xiyj).
We also need the g- and e-Pieri rules for Macdonald polynomials expressed
in generating function form. First, in the g-Pieri case,
(2.21) Pµ(q, t)
∏
i>1
(atxi; q)∞
(axi; q)∞
=
∑
λ⊃µ
a|λ/µ|ϕλ/µ(q, t)Pλ(q, t).
Here the Pieri coefficient ϕλ/µ(q, t) = 0 unless λ/µ is a horizontal strip, in
which case
(2.22) ϕλ/µ(q, t) =
∏
16i6j6l(λ)
(qtj−i; q)λi−λj
(tj−i+1; q)λi−λj
· (qt
j−i; q)µi−µj+1
(tj−i+1; q)µi−µj+1
× (t
j−i+1; q)λi−µj
(qtj−i; q)λi−µj
· (t
j−i+1; q)µi−λj+1
(qtj−i; q)µi−λj+1
.
Similarly, the e-Pieri rule is given by
(2.23) Pµ(x; q, t)
∏
i>1
(1 + axi) =
∑
λ⊃µ
a|λ/µ|ψ′λ/µq, t)Pλ(x; q, t),
where ψ′λ/µ(q, t) is zero unless λ/µ is a vertical strip, in which case [64, page
336]
(2.24) ψ′λ/µ(q, t) =
∏ 1− qµi−µj tj−i−1
1− qµi−µj tj−i ·
1− qλi−λjtj−i+1
1− qλi−λjtj−i .
The product in the above is over all i < j such that λi = µi and λj > µj . An
alternative expression for ψ′λ/µ(q, t) is given by [64, page 340]
(2.25) ψ′λ/µ(q, t) =
∏ bλ(s; q, t)
bµ(s; q, t)
where the product is over all squares s = (i, j) ∈ µ ⊂ λ such that i < j,
µi = λi and λ
′
j > µ
′
j.
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For λ a partition define
(2.26) beaλ (q, t) :=
∏
s∈λ
a(s) even
bλ(s; q, t) =
∏
s∈λ
a(s) even
1− qa(s)tl(s)+1
1− qa(s)+1tl(s) .
Lemma 2.1. Let λ = 2⌈µ/2⌉ := (2⌈µ1/2⌉, 2⌈µ2/2⌉, . . . ). Then
ψ′λ/µ(q, t) =
C−λ/2(t; q
2, t)
C−λ/2(q; q
2, t)
· 1
beaµ (q, t)
.
Proof. The product in (2.25) is over all squares s in µ for which λ and µ
have the same row but different column length. If λ = 2⌈µ/2⌉ then λ is
obtained from µ by adding a square to each row of odd length. Hence in
this case the product is over all squares s = (i, j) such that µi and j are
both even and such that there exists a k > i such that µk = j − 1. For
example, if µ = (6, 4, 3, 3, 2, 1) then λ = (6, 4, 4, 4, 2, 2) and the relevant squares
contributing to
∏
bλ(s; q, t)/bµ(s; q, t) are the ones marked with a cross in the
two diagrams on the left of the figure below. Because marked squares s = (i, j)
occur in even rows and have j even, they must have even arm-length. But we
can include all other squares of λ and µ with even arm-length since their
contributions to bλ(s; q, t) and bµ(s; q, t) trivially cancel, as indicated in the
two diagrams on the right:
=
Hence
ψ′λ/µ(q, t) =
∏
s∈λ
a(s) even
bλ(s; q, t)
∏
s∈µ
a(s) even
1
bµ(s; q, t)
=
( ∏
s∈λ/2
1− q2a(s)tl(s)+1
1− q2a(s)+1tl(s)
)
· 1
bµ(q, t)
,
where the second equality uses the fact that λ is an even partition. By (2.2)
we are done. 
Taking x = (x1, . . . , xn) and equating terms of degree |µ| + n in (2.23) we
obtain
Pµ(x1, . . . , xn; q, t) x1 · · ·xn = ψ′(µ+1n)/µ(q, t)Pµ+1n(x1, . . . , xn; q, t).
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By (2.24) the Pieri coefficient on the right is 1 so that
(2.27) Pµ(x1, . . . , xn; q, t) x1 · · ·xn = Pµ+1n(x1, . . . , xn; q, t).
Closely related to the Pieri formulas is the branching rule [64, page 346]
(2.28) Pλ(x1, . . . , xn; q, t) =
∑
µ⊂λ
x|λ/µ|n ψλ/µ(q, t)Pµ(x1, . . . , xn−1; q, t),
where [64, page 341]
(2.29) ψλ/µ(q, t) = ψ
′
λ′/µ′(t, q).
We conclude the section on Macdonald polynomials with the principal spe-
cialisation formula [64, page 338]
(2.30) Pλ(1, t, . . . , t
n−1; q, t) = Pλ
([1− tn
1− t
]
; q, t
)
= tn(λ)
(tn; q, t)λ
C−λ (t; q, t)
.
2.6. Koornwinder polynomials.
2.6.1. Koornwinder polynomials. The Koornwinder polynomials [43] are a gen-
eralisation of the Macdonald polynomials to the root system BCn. They de-
pend on six parameters, except for n = 1 when they correspond to the 5-
parameter Askey–Wilson polynomials [3].
Throughout this section x = (x1, . . . , xn). Then the Koornwinder density is
given by
(2.31) ∆(x; q, t; t0, t1, t2, t3) :=
n∏
i=1
(x±2i ; q)∞∏3
r=0(trx
±
i ; q)∞
∏
16i<j6n
(x±i x
±
j ; q)∞
(tx±i x
±
j ; q)∞
,
where
(x±i ; q)∞ := (xi, x
−1
i ; q)∞
(x±i x
±
j ; q)∞ := (xixj , xix
−1
j , x
−1
i xj , x
−1
i x
−1
j ; q)∞.
For complex q, t, t0, . . . , t3 such that |q|, |t|, |t0|, . . . , |t3| < 1 this defines a scalar
product on C[x±1] via
〈f, g〉(n)q,t;t0,t1,t2,t3 :=
ˆ
Tn
f(x)g(x−1)∆(x; q, t; t0, t1, t2, t3) dT (x),
where
dT (x) :=
1
2nn!(2πi)n
dx1
x1
· · · dxn
xn
.
Let W = Sn ⋉ (Z/2Z)
n be the hyperoctahedral group with natural action
on C[x±]. For λ a partition of length at most n, let mWλ be the W -invariant
monomial symmetric function
mWλ (x) :=
∑
α
xα
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summed over all α in the W -orbit of λ. In analogy with the Macdonald
polynomials, the Koornwinder polynomials Kλ = Kλ(x; q, t; t0, t1, t2, t3) are
defined as the unique family of polynomials in ΛBCn := C[x±]W such that [43]
Kλ = m
W
λ +
∑
µ<λ
cλµm
W
µ
and
(2.32) 〈Kλ, Kµ〉(n)q,t;t0,t1,t2,t3 = 0 if λ 6= µ.
From the definition it follows that the Kλ are symmetric under permutation of
the tr. The quadratic norm was first evaluated in [23] (selfdual case) and [85]
(general case). For our purposes we only need
(2.33) 〈1, 1〉(n)q,t;t0,t1,t2,t3 =
n∏
i=1
(t, t0t1t2t3t
n+i−2; q)∞
(q, ti; q)∞
∏
06r<s63(trtst
i−1; q)∞
,
known as Gustafson’s integral [32].
The BCn analogue of the Cauchy identity (2.20), is given by [70, Theorem
2.1]
(2.34)
∑
λ⊂mn
(−1)|λ|Kmn−λ(x; q, t; t0, t1, t2, t3)Kλ′(y; t, q; t0, t1, t2, t3)
=
n∏
i=1
m∏
j=1
(
xi + x
−1
i − yj − y−1j
)
=
n∏
i=1
m∏
j=1
x−1i
(
1− xiy±j
)
,
where y = (y1, . . . , ym) and (a− b±) := (a− b)(a− b−1).
2.6.2. Lifted and virtual Koornwinder polynomials. The lifted Koornwinder
polynomials K˜λ = K˜λ(q, t, T ; t0, t1, t2, t3) = K˜λ(x; q, t, T ; t0, t1, t2, t3) are a 7-
parameter family of inhomogeneous symmetric functions [77]. They are invari-
ant under permutations of the tr and form a Q(q, t, T, t0, t1, t2, t3) basis of Λ.
For example, K˜0 = 1 and
K˜1(q, t, T ; t0, t1, t2, t3) = m1 +
1− T
(1− t)(1− t0t1t2t3T 2/t2)
3∑
r=0
(t0t1t2t3T
trt
− tr
)
.
As a function of the tr the lifted Koornwinder polynomial K˜λ has poles at
(2.35) t0t1t2t3 = q
2−λi−jti+λ
′
jT−2, (i, j) ∈ λ.
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Importantly, according to [77, Theorem 7.1], for generic q, t, t0, . . . , t3 (so as to
avoid potential poles)
(2.36) K˜λ(x
±
1 , . . . , x
±
n ; q, t, t
n; t0, t1, t2, t3)
=
{
Kλ(x1, . . . , xn; q, t; t0, t1, t2, t3) if l(λ) 6 n
0 otherwise.
Let Λˆ be the completion of the ring of symmetric functions with respect
to the natural grading by degree, i.e., Λˆ is the inverse limit of Λn relative to
the homomorphism ρm,n : Λm → Λn (m > n) which sends mλ(x1, . . . , xm) to
mλ(x1, . . . , xn) for l(λ) 6 n and to 0 otherwise. Then the virtual Koornwinder
polynomials Kˆλ = Kˆλ(q, t, Q; t0, t1, t2, t3) = Kˆλ(x; q, t, Q; t0, t1, t2, t3) (which
are again symmetric in the tr) form a Q(q, t, Q, t0, t1, t2, t3) basis of Λˆ, such
that for x = (x1, . . . , xn) and λ ⊂ mn,
(2.37) Kˆλ(x; q, t, q
m; t0, t1, t2, t3) = (x1 · · ·xn)mKmn−λ(x; q, t; t0, t1, t2, t3).
When Q = 0 the virtual Koornwinder polynomials can be expressed in terms
of Macdonald polynomials as [77, Corollary 7.21]
Kˆλ(x; q, t, 0; t0, t1, t2, t3) = Pλ(x; q, t)
n∏
i=1
∏3
r=0(trxi; q)∞
(x2i ; q)∞
∏
16i<j6n
(txixj ; q)∞
(xixj ; q)∞
,
from which it follows that
(2.38) lim
m→∞
(x1 · · ·xn)mKmn−λ(x; q, t; t0, t1, t2, t3)
= Pλ(x; q, t)
n∏
i=1
∏3
r=0(trxi; q)∞
(x2i ; q)∞
∏
16i<j6n
(txixj ; q)∞
(xixj ; q)∞
.
The lifted and virtual Koornwinder polynomials admit a lift of the Cauchy
identity (2.34) to Λˆx ⊗ Λy as follows [77, Theorem 7.14]:
(2.39)
∑
λ
(−1)|λ|Kˆλ(x; t, q, T ; t0, t1, t2, t3)K˜λ′(y; q, t, T ; t0, t1, t2, t3)
=
∏
i,j>1
(1− xiyj).
This may be used to derive the following symmetry relation for virtual Koorn-
winder polynomials.
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Proposition 2.2. The virtual Koornwinder polynomials satisfy
Kˆλ(x; q, t, Q; t0, t1, t2, t3)
= Kˆλ(x; q, t, Qt0t1/q; q/t0, q/t1, t2, t3)
∏
i>1
(t0xi, t1xi; q)∞
(qxi/t0, qxi/t1; q)∞
.
Proof. We begin with (2.39) and identify the product on the right as σ1[−xy].
Carrying out the plethystic substitution
y 7→ y + t0 − t/t0
1− t +
t1 − t/t1
1− t
and applying the symmetry [77, Equation (7.2)]
(2.40) K˜λ
([
y +
t0 − t/t0
1− t +
t1 − t/t1
1− t
]
; q, t, T ; t0, t1, t2, t3
)
= K˜λ(y; q, t, T t0t1/t; t/t0, t/t1, t2, t3)
we obtain∑
λ
(−1)|λ|Kˆλ(x; t, q, T ; t0, t1, t2, t3)K˜λ′(y; q, t, T t0t1/t; t/t0, t/t1, t2, t3)
=
∏
i>1
(t0xi, t1xi; t)∞
(txi/t0, txi/t1; t)∞
∏
i,j>1
(1− xiyj).
Here we have also used (2.14c) to transform the right-hand side. After replacing
(t0, t1, T ) 7→ (t/t0, t/t1, T t0t1/t) this is equivalent to∑
λ
(−1)|λ|Kˆλ(x; t, q, T t0t1/t; t/t0, t/t1, t2, t3)K˜λ′(y; q, t, T ; t0, t1, t2, t3)
=
∏
i>1
(txi/t0, txi/t1; t)∞
(t0xi, t1xi; t)∞
∏
i,j>1
(1− xiyj).
Expanding the double product on the right by the Cauchy identity (2.39) and
extracting coefficients of K˜λ′(y; q, t, T ; t0, t1, t2, t3) yields
Kˆλ(x; t, q, T t0t1/t; t/t0, t/t1, t2, t3)
= Kˆλ(x; t, q, T ; t0, t1, t2, t3)
∏
i>1
(txi/t0, txi/t1; t)∞
(t0xi, t1xi; t)∞
.
By the change (t, q, T ) 7→ (q, t, Q) we are done. 
2.7. Macdonald–Koornwinder polynomials.
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2.7.1. Macdonald polynomials on root systems. Below we closely follow the
exposition in [65].
Let E be a Euclidean space with positive-definite symmetric bilinear form
〈·, ·〉 and R a root system spanning E. The rank of R is the dimension of E.
All root systems will be assumed to be irreducible, but not necessarily reduced.
The root system dual to R, denoted R∨, is given by
R∨ = {α∨ : α ∈ R},
where v∨ := 2v/〈v, v〉 = 2v/‖v‖2 for v ∈ E.
A pair of root systems (R, S) in E is called admissible if R and S share
the same Weyl group W and S is reduced. Given such an admissible pair and
α ∈ R, there exists a unique uα > 0 such that u−1α α ∈ S. Moreover, the map
α 7→ u−1α α from R to S is surjective (injective if R is reduced) and commutes
with the action of W . Hence uα is fixed along Weyl orbits, and u2α = 2uα if
α, 2α are both in R. In the following we only need admissible pairs (R, S) up
to similarity, allowing for the scaling of the uα by a positive constant. The
classification of admissible pairs then breaks up into three cases.
(1) R is simply laced and S = R (and hence uα = 1).
(2) R is reduced but not simply laced and S = R∨. Unlike Macdonald, who
normalises short roots of R to have length
√
2, we take the length of the
short root to be 1 when R = Bn and
√
2 in all other cases. Then the
uα are 1 (long roots) or 1/2 (short root) when R = Bn, 1 (short roots)
or 2 (long roots) when R = Cn, 1 (short) or 2 (long) when R = F4, and
1 (short) or 3 (long) when R = G2.
(3) R is the non-reduced root system BCn and S is one of Bn,Cn. In
the Bn case we normalise S = Bn ⊂ BCn = R and in the Cn case
S = Cn ⊂ 12R = 12BCn. Then uα ∈ {1, 2} for all α.
For (R, S) an admissible pair of root systems of rank r we fix a basis of simple
roots ∆ = {α1, . . . , αr} of R, and write α > 0 if α ∈ R is a positive root with
respect to this basis. The fundamental weights Λ1, . . . ,Λr of R are given by
〈α∨i ,Λj〉 = δij . As usual we denote the root and weight lattices of R by Q and
P respectively, and write Q+ =
∑r
i=1 Z>0αi and P+ =
∑r
i=1 Z>0Λi for the set
of dominant (integral) weights.
Let A be the group algebra over R of P with elements eλ and AW the
algebra ofW -invariant elements of A. A basis of AW is given by the monomial
symmetric functions
mWλ =
∑
eµ, λ ∈ P+,
with sum over the W -orbit of λ.
The (R, S) Macdonald polynomials defined below depend on the variables
q and tα, α ∈ R, such that tα is constant along Weyl orbits. Hence there is
only one tα in case (1), two in case (2), and three in case (3). In each case we
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write this set of tα’s by t. The generalised Macdonald density (compare with
(2.17)) is then
(2.41) ∆(q, t) :=
∏
α∈R
(t
1/2
2α e
α; quα)∞
(tαt
1/2
2α e
α; quα)∞
,
where t2α := 1 if 2α 6∈ R. Assuming, |q|, |tα| < 1 this defines the following
scalar product on A:
〈f, g〉q,t := 1|W |
ˆ
T
f g¯∆(q, t),
where integration is with respect to Haar measure on the torus T = E/Q∨ and,
for f =
∑
λ∈P fλ e
λ, f¯ :=
∑
λ∈P fλ e
−λ. The (R, S) Macdonald polynomials
Pλ(q, t), λ ∈ P+ then arise as the unique family of AW -symmetric functions
(2.42) Pλ(q, t) = m
W
λ +
∑
µ<λ
uλµ(q, t)m
W
µ
such that
〈Pλ, Pµ〉q,t = 0 if λ 6= µ.
The sum in (2.42) is with respect to the dominance (partial) order on P+
defined by λ > µ if λ− µ ∈ Q+.
Below we are interested in the generalised Macdonald polynomials for (R, S)
one of (Bn,Bn), (Bn,Cn), (Cn,Bn) and (Dn,Dn). Moreover, in the Hall–
Littlewood limit, q → 0, (in which case the S dependence drops out) we
also need R = BCn. In the following we assume the standard realisation of
Bn, Cn and Dn in R
n (consistent with our normalisation in (2)):
∆ = {α1, . . . , αn} =
{
ǫ1 − ǫ2, . . . , ǫn−1 − ǫn, ǫn
}
, R = Bn = C
∨
n ,
(2.43a)
∆ = {α1, . . . , αn} =
{
ǫ1 − ǫ2, . . . , ǫn−1 − ǫn, ǫn−1 + ǫn
}
, R = Dn,
(2.43b)
and parametrise the set of dominant weights P+ as
(λ1 − λ2)Λ1 + · · ·+ (λn−1 − λn)Λn−1 + 2λnΛn, R = Bn,(2.44a)
(λ1 − λ2)Λ1 + · · ·+ (λn−1 − λn)Λn−1 + λnΛn, R = Cn,(2.44b)
(λ1 − λ2)Λ1 + · · ·+ (λn−1 − λn)Λn−1 + (λn−1 + λn)Λn, R = Dn,(2.44c)
where λ is a partition in the case of Cn and a partition or half-partition in
the case of Bn,Dn with the exception that for Dn the part λn can be negative:
−λn−1 6 λn 6 λn−1.2 Finally writing xi = e−ǫi (for 1 6 i 6 n), we will denote
2The map λn 7→ −λn corresponds to the Dynkin diagram automorphism interchanging
Λn−1 and Λn.
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the four families of interest by
P
(Bn,Bn)
λ (x; q, t, t2), P
(Bn,Cn)
λ (x; q, t, t2), P
(Cn,Bn)
λ (x; q, t, t2), P
(Dn,Dn)
λ (x; q, t),
where x = (x1, . . . , xn) and (t, t2) := (tα1 , tαn) in the first three cases and
t = tα1 for Dn.
There are several relations between the polynomials of interest. For example,
if λ¯ := (λ1, . . . , λn−1,−λn) then [22, Equation (5.60)]
(2.45a) P
(Dn,Dn)
λ (x; q, t) = P
(Bn,Bn)
λ (x; q, t, 1)
if l(λ) < n and
P
(Dn,Dn)
λ (x; q, t) + P
(Dn,Dn)
λ¯
(x; q, t) = P
(Bn,Bn)
λ (x; q, t, 1)(2.45b)
P
(Dn,Dn)
λ (x; q, t)− P (Dn,Dn)λ¯ (x; q, t) = P
(Bn,Cn)
λ−( 1
2
)n
(x; q, t, q1/2)(2.45c)
×
n∏
i=1
(
x
−1/2
i − x1/2i
)
if λ is a partition or half-partition of length n. Whence
(2.46) P
(Dn,Dn)
λ¯
(x; q, t) = P
(Dn,Dn)
λ (x¯; q, t), x¯ := (x1, . . . , xn−1, x
−1
n ).
Similarly, comparing the Koornwinder density (2.31) with (2.41) it follows that
(2.47) P
(Cn,Bn)
λ (x; q, t, t2) = Kλ
(
x; q, t;±q1/2,±t1/22
)
(see also [22]). Although the (Bn, S) Macdonald polynomials are indexed by
partitions or half-partitions they too may be related to Koornwinder polyno-
mials [22]. Before describing this relation, we briefly discuss another family of
polynomials incorporating both Bn families.
2.7.2. The Macdonald–Koornwinder polynomialsKλ(x; q, t, t2, t3). Our descrip-
tion of Macdonald polynomials attached to root systems is by no means the
most general and modern setup, see e.g., [16,66,89]. Beyond Macdonald’s orig-
inal approach we have already covered the Koornwinder polynomials. Here we
discuss one further family of Bn-like polynomials which we shall denote by
Kλ(x; q, t; t2, t3). In the notation of [89] they correspond to the Macdonald–
Koornwinder polynomials P+λ of [89, Definition 3.21] with initial data given
by the quintuple D = (Bn,∆, t, P,Q). Here ∆ is the basis of simple roots of
Bn given in (2.43a), P and Q again denote the weight and root lattices of Bn,
and t stands for ‘twisted’.
The polynomialsKλ(x; q, t; t2, t3), where x = (x1, . . . , xn) and λ = (λ1, . . . , λn)
is a partition or half-partition, are Bn-symmetric functions (in the sense of
(2.42)) such that
(2.48)
〈
Kλ(x; q, t; t2, t3), Kµ(x; q, t; t2, t3)
〉(n)
q,t;t2,t3
= 0.
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Here, for f, g ∈ ΛBCn ,
(2.49) 〈f, g〉(n)q,t;t2,t3 :=
ˆ
Tn
f(x)g(x)∆(x; q, t; t2, t3) dT (x)
with
∆(x; q, t; t2, t3) :=
n∏
i=1
(x±i ; q
1/2)∞
(t2x
±
i , t3x
±
i ; q)∞
∏
16i<j6n
(x±i x
±
j ; q)∞
(tx±i x
±
j ; q)∞
.
In the notation of the previous section this corresponds to (R, S) = (Bn,Bn)
and
∆(q, t) =
∏
α short
(eα, q1/2 eα; q)∞
(tα eα, t¯α eα; q)∞
∏
α long
(eα; q)∞
(tα eα; q)∞
,
where t = (tα1 , tαn , t¯αn) = (t, t2, t3). It thus follows that
P
(Bn,Bn)
λ (x; q, t, t2) = Kλ(x; q, t; t2, q
1/2)(2.50a)
P
(Bn,Cn)
λ (x; q, t, t2) = Kλ(x; q, t; t2, t2q
1/2).(2.50b)
The next lemma shows that the Kλ(x; q, t; t2, t3) can be expressed in terms
of Koornwinder polynomials, allowing us to prove results for the former using
the latter.
Lemma 2.3. For λ a partition or half-partition
Kλ(x; q, t; t2, t3)
=

Kλ
(
x; q, t;−1,−q1/2, t2, t3
)
λ a partition
Kλ−( 1
2
)n
(
x; q, t;−q,−q1/2, t2, t3
) n∏
i=1
(
x
1/2
i + x
−1/2
i
)
otherwise.
For t3 = q
1/2 or t3 = t2q
1/2 this is equivalent to [22, Equations (5.50) &
(5.51)].
Proof. The triangularity with respect to the Bn-symmetric monomial symmet-
ric functions is clear and in the following we show thatKλ(x; q, t; t2, t3) as given
by the lemma satisfies (2.48). Viewing the integral on the right of (2.49) as a
constant term evaluation, it follows that (2.48) holds when λ is a partition and
µ a half-partition. By (2.32) with {t0, t1} = {−1,−q1/2} it is also clear that it
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holds when λ and µ are both partitions. In the case of two half-partitions〈
Kλ(x; q, t; t2, t3), Kµ(x; q, t; t2, t3)
〉(n)
q,t;t2,t3
=
ˆ
Tn
Kν
(
x; q, t;−q,−q1/2, t2, t3
)
Kω
(
x; q, t;−q,−q1/2, t2, t3
)
×
n∏
i=1
(
x
1/2
i + x
−1/2
i
)2 (x±i ; q1/2)∞
(t2x
±
i , t3x
±
i ; q)∞
∏
16i<j6n
(x±i x
±
j ; q)∞
(tx±i x
±
j ; q)∞
dT (x),
where ν := λ−(1
2
)n and ω := µ−(1
2
)n. Recall that (1−u±) := (1−u)(1−u−1).
Since (
u1/2 + u−1/2
)2
= (1 + u±) =
(−u±; q1/2)∞
(−qu±,−q1/2u±; q)∞
and
(−u±, u±; q1/2)∞ = (u±2; q)∞
the second line of the integrand is precisely the Koornwinder density
∆
(
x; q, t;−q,−q1/2, t2, t3
)
.
Hence〈
Kλ(x; q, t; t2, t3), Kµ(x; q, t; t2, t3)
〉(n)
q,t;t2,t3〈
Kν(x; q, t;−q,−q1/2, t2, t3), Kω(x; q, t;−q,−q1/2, t2, t3)
〉(n)
q,t;−q,−q1/2,t2,t3
.
By (2.32) this vanishes unless ν = ω, i.e., unless λ = µ. 
That Kλ−( 1
2
)n
(
x; q, t;−q,−q1/2, t2, t3
)∏
i
(
x
1/2
i + x
−1/2
i
)
is the natural exten-
sion of Kλ
(
x; q, t;−1,−q1/2, t2, t3
)
to half-partitions λ may also be understood
from the point of view of virtual Koornwinder polynomials. To see this take
(x;Q, t0, t1) = (x1, . . . , xn; q
m,−1,−q1/2)
in Proposition (2.2). Then
Kˆλ(x; q, t, q
m;−1,−q1/2, t2, t3) = Kˆλ(x; q, t, qm−1/2;−q,−q1/2, t2, t3)
n∏
i=1
(1+xi).
Since the left-hand side of (2.37) is well-defined for λ a partition and m a
half-integer, we can use that equation to eliminate the virtual Koornwinder
polynomials in the above formula. Also replacing mn − λ by λ this results in
Kλ(x; q, t;−1,−q1/2, t2, t3) = Kλ−( 1
2
)n(x; q, t;−q,−q1/2, t2, t3)
n∏
i=1
(
x
1/2
i +x
−1/2
i
)
.
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2.7.3. Hall–Littlewood polynomials. The ordinary (or An−1) Hall–Littlewood
polynomials are defined as
(2.51) Pλ(x1, . . . , xn; t) :=
1
vλ(t)
∑
w∈Sn
w
(
xλ11 · · ·xλnn
∏
16i<j6n
xi − txj
xi − xj
)
,
where λ is a partition of length at most n, vλ(t) :=
∏
i>0(t; t)mi(λ)/(1− t)mi(λ)
and m0(λ) := n − l(λ). They correspond to the Macdonald polynomials for
q = 0, i.e., Pλ(x; t) = Pλ(x; 0, t), and for t = 0 reduce to the Schur functions.
Taking q = 0 in the (R, S) Macdonald polynomials of Section 2.7.1 yields
the more general Hall–Littlewood polynomials of type R. (The root system S
no longer plays a role when q = 0.) More simply, however, the Hall–Littlewood
polynomials of type R can be explicitly computed from
(2.52) Pλ(t) =
1
Wλ(t)
∑
w∈W
w
(
eλ
∏
α>0
1− tαt1/22α e−α
1− t1/22α e−α
)
, λ ∈ P+.
The normalising factor Wλ(t) is the Poincare´ polynomial of the stabilizer of λ
in W .
In order to show that our bounded Littlewood identities for Macdonald
polynomials reduce to known results in the q = 0 limit (or in the statement of
some new results that do not have a q-analogue) we need to consider (2.52) for
R one of BCn,Bn,Cn,Dn. As in Section 2.7.1, we express these four families
using variables x1, . . . , xn and partitions or half-partitions λ, rather than roots
and dominant weights, and write P
(R)
λ (x1, . . . , xn; q, t, t2, . . . , tr), with r = 3
in the case of BCn, r = 2 for Bn and Cn and r = 0 for Dn. In each case
we again assume (2.43) and (2.44) and identify xi = exp(−ǫi). As basis for
BCn we take the Bn basis (2.43a) (as opposed to a Cn basis) and identify
(tα1 , tαn , t
1/2
2αn) = (t,−t2/t3,−t3). Then (2.52) takes the equivalent form
(2.53) P
(BCn)
λ (x; t, t2, t3) =
1
(t2t3; t)n−l(λ)vλ(t)
×
∑
w∈W
w
(
x−λ
n∏
i=1
(1− t2xi)(1− t3xi)
1− x2i
∏
16i<j6n
(txi − xj)(1− txixj)
(xi − xj)(1− xixj)
)
,
with W the hyperoctahedral group and λ a partition of length at most n.
Alternatively (see e.g., [93]),
(2.54) P
(BCn)
λ (x; t, t2, t3) = Kλ(x; 0, t; 0, 0, t2, t3).
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For t = 0 this admits the determinantal form
(2.55) P
(BCn)
λ (x; 0, t2, t3) =
1
∆C(x)
× det
16i,j6n
(
x
−λj+j−1
i (1− t2xi)(1− t3xi)− xλj+2n−j−1i (xi − t2)(xi − t3)
)
,
where
(2.56) ∆C(x) :=
n∏
i=1
(1−x2i )
∏
16i<j6n
(xi−xj)(xixj−1) = det
16i,j6n
(
xj−1i −x2n−j+1i
)
is the Cn Vandermonde product.
Lemma 2.4. Let
(2.57) Φ(x; t, t2, t3) :=
n∏
i=1
(1− t2xi)(1− t3xi)
1− x2i
∏
16i<j6n
1− txixj
1− xixj
and m a positive integer. Then
(2.58) P
(BCn)
mn (x; t, t2, t3) =
∑
ε∈{±1}n
Φ(xε; t, t2, t3)
n∏
i=1
x−εimi .
Proof. By (2.51) and (2.57),∑
w∈Sn
w
(
x−λ
n∏
i=1
(1− t2xi)(1− t3xi)
1− x2i
∏
16i<j6n
(txi − xj)(1− txixj)
(xi − xj)(1− xixj)
)
= Φ(x; t, t2, t3)
∑
w∈Sn
w
(
x−λ
∏
16i<j6n
txi − xj
xi − xj
)
= vλ(t)Φ(x; t, t2, t3)Pλ(x
−1; t).
Hence
P
(BCn)
λ (x; t, t2, t3) =
1
(t2t3; t)n−l(λ)
∑
ε∈{±1}n
Φ(xε; t, t2, t3)Pλ(x
−ε; t).
The claim now follows from Pmn(x; t) =
∏n
i=1 x
m
i and the fact that n−l(λ) = 0
for λ = mn with m > 1. 
In the case of Cn we can be brief. As in the q, t-case treated earlier, (t, t2) =
(tα1 , tαn) and from the q = 0 case of (2.50b)
P
(Cn)
λ (x; t, t2) = P
(BCn)
λ
(
x; t,±t1/22
)
(2.59)
= P
(Cn,Bn)
λ (x; 0, t, t2) = Kλ
(
x; 0, t; 0, 0,±t1/22
)
.
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Accordingly, the t3 = −t2 case of (2.55) is a one-parameter deformation of the
symplectic Schur function [59]
(2.60) sp2n,λ(x) :=
1
∆C
det
16i,j6n
(
x
−λj+j−1
i − xλj+2n−j+1i
)
.
The Hall–Littlewood polynomials P
(Bn)
λ (x; t, t2) are given by the t3 = −1
case of (2.53) where λ is now also allowed to be a half-partition. In that case
vλ(t) is as defined on page 24 but with
∏
i>0 a product over half-integers. By
(2.50) we of course also have
(2.61) P
(Bn)
λ (x; t, t2) = P
(Bn,Bn)
λ (x; 0, t, t2) = Kλ(x; 0, t; t2, 0).
When t = t2 = 0 the Bn Hall–Littlewood polynomials simplify to the odd
orthogonal Schur functions [59]
(2.62) so2n+1,λ(x) :=
1
∆B(x)
det
16i,j6n
(
x
−λj+j−1
i − xλj+2n−ji
)
,
where
(2.63) ∆B(x) :=
n∏
i=1
(1−xi)
∏
16i<j6n
(xi−xj)(xixj−1) = det
16i,j6n
(
xj−1i −x2n−ji
)
.
The Bn analogue of Lemma 2.4 is as follows.
Lemma 2.5. For m a positive integer,
P
(Bn)
(m
2
)n(x; t, t2) =
∑
ε∈{±1}n
Φ(xε; t, t2,−1)
n∏
i=1
x
−εim/2
i .
Finally, the Dn Hall–Littlewood polynomials P
(Dn)
λ (x; t) are given by (2.53)
with (t2, t3) = (−1, 1) provided we multiply the right side 2 when l(λ) < n
and W is taken to be the group of even signed-permutations, i.e., W = Sn ⋉
(Z/2Z)n−1. As in the Bn case λ can be a partition or half-partition. When
t = 0 this yields the even orthogonal Schur functions (see e.g., [72])
(2.64) so2n,λ(x) :=
1
2∆D(x)
(
det
16i,j6n
(
x
λj+2n−j−1
i + x
−λj+j−1
i
)
− det
16i,j6n
(
x
λj+2n−j−1
i − x−λj+j−1i
))
,
where
(2.65) ∆D(x) :=
∏
16i<j6n
(xi − xj)(xixj − 1) = 12 det16i,j6n
(
xj−1i + x
2n−j−1
i
)
.
Again we have a simple analogue of Lemma 2.4.
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Lemma 2.6. For ε = (ε1, . . . , εn) ∈ {−1, 1}n let sgn(ε) :=
∏n
i=1 εi. Then for
m a positive integer
P
(Dn)
(m
2
)n (x; t) =
∑
ε∈{±1}n
sgn(ε)=1
Φ(xε; t, 1,−1)
n∏
i=1
x
−εim/2
i .
2.7.4. Modified Hall–Littlewood polynomials. The simplest definition of the
modified Hall–Littlewood polynomials is as a plethystically substituted or-
dinary Hall–Littlewood polynomial:
(2.66) P ′λ(x; t) := Pλ
([ x
1− t
]
; t
)
and Q′λ(x; t) := Qλ
([ x
1− t
]
; t
)
,
where Qλ(t) = bλ(t)Pλ(t) and
bλ(t) =
∏
i>1
(t; t)mi(λ).
There are numerous other, more insightful, descriptions of the modified poly-
nomials, none of which will be needed in this paper. We nonetheless mention
one such description as it highlights the combinatorial nature of the modified
polynomials and hence of our character formulas such as (1.4). Let Tab(λ, µ)
be the set of semistandard Young tableaux of shape λ and weight (or filling)
µ, and let c(T ) be the Lascoux–Schu¨tzenberger charge statistic on Tab(λ, µ)
Then [49, 64]
Q′µ(t) =
∑
T∈Tab(·,µ)
tc(T )sshape(T ),
where sλ(x) =
∑
Tab(λ,·) x
T is the Schur function.
3. Virtual Koornwinder integrals
For {fλ} a basis of Λn, Λ or ΛBCn and g an arbitrary element of one of these
spaces, we write [fλ]g for the coefficient cλ in g =
∑
λ cλfλ. Although typically
f0 = 1 we still write [f0]g to avoid ambiguity as to the choice of basis.
Our approach to bounded Littlewood identities relies crucially on proper-
ties of two linear functionals, denoted IK and I
(n)
K and referred to as virtual
Koornwinder integrals, acting on Λ and ΛBCn respectively. Let f ∈ Λ. Then
the virtual Koornwinder integral IK is defined as [77, page 110; Definition 6]
(3.1) IK
(
f ; q, t, T ; t0, t1, t2, t3
)
:=
[
K˜0(q, t, T ; t0, t1, t2, t3)]f
where K˜λ is the lifted Koornwinder polynomial. Similarly, for f ∈ ΛBCn and
x = (x1, . . . , xn) [77, page 95]
(3.2) I
(n)
K
(
f ; q, t; t0, t1, t2, t3
)
:=
[
K0(x; q, t; t0, t1, t2, t3)]f.
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By (2.32) and K0 = 1 it follows that
I
(n)
K
(
f ; q, t; t0, t1, t2, t3
)
=
〈1, f(x)〉
〈1, 1〉(3.3)
=
1
〈1, 1〉
ˆ
Tn
∆(x; q, t; t0, t1, t2, t3)f(x) dT (x).
Also, by (2.36), for f ∈ Λ and generic q, t, t0, t1, t2, t3
(3.4) I
(n)
K
(
f(x±1 , . . . , x
±
n ; q, t; t0, t1, t2, t3
)
= IK
(
f ; q, t, tn; t0, t1, t2, t3
)
.
Remark 3.1. Invoking the ring homomorphism ϕ : Λ2n → ΛBCn given by
ϕ
(
mλ(x1, . . . , x2n)
)
= mλ(x
±
1 , . . . , x
±1
n )
(so that ker(ϕ) = 〈ei− e2n−i : 0 6 i < n〉), it will be convenient to extend I(n)K
to also act on Λ2n (or more simply f ∈ Λ). That is, we set
(3.5) I
(n)
K
(
f ; q, t; t0, t1, t2, t3
)
:=
[
K0(x; q, t; t0, t1, t2, t3)]f(x
±
1 , . . . , x
±
n )
f ∈ Λ2n, (or f ∈ Λ).
Since for symmetric functions
I
(n)
K
(
f(x1, . . . , x2n); q, t; t0, t1, t2, t3
)
= I
(n)
K
(
f(x±1 , . . . , x
±
n ); q, t; t0, t1, t2, t3
)
,
we will often not distinguish between (3.2) and (3.5) and simply write
I
(n)
K
(
f ; q, t; t0, t1, t2, t3
)
.
The reader is warned that for specialisations that hit the poles (2.35) of the
lifted Koornwinder polynomials3 (3.4) should be treated with great caution
as the right-hand side may not be well-defined. In such cases T needs to be
specialised before the tr (or at least before some of the tr). For example, if T =
tn and {t0, t1, t2, t3} = {±1,±t1/2}, then the lifted Koornwinder polynomial
K˜λ is ill-defined for all partitions of the form (λ1, . . . , λi−1, 1
2n−2i+2) where
λ1 > · · · > λi−1 > 1 and 1 6 i 6 n + 1/2. Accordingly, for (3.4) to hold we
must first specialise T = tn before specialising the tr. For example, since
K˜12(q, t, T ;±1,±t2) = m12 − (1− T )(T/t+ t)(t− t
2
2)
(1− t)(1 + t)(t− t22(T/t)2)
(and K˜0 = 1), we have
IK(m12 ; q, t, T ;±1,±t2) = (1− T )(T/t+ t)(t− t
2
2)
(1− t)(1 + t)(t− t22(T/t)2)
.
3 Since q2−λi−j is a nonpositive integer power of q this can never happen when the product
t0t1t2t3 contains a positive power of q.
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This gives IK(m12(q, t, t;±1,±t2) = 1 which trivially agrees with
I
(1)
K (m12 ; q, t;±1,±t2) = I(1)K (1; q, t;±1,±t2) = 1.
However,
IK(m12 ; q, t, T ;±1,±t1/2) = 0.
For specialising in the ‘wrong’ order we can use [80, Lemma 5.10].
Lemma 3.2. For fixed n let t0 · · · t3tn−2 = tk where k is a nonnegative integer.
Then
lim
T→tn
IK(f ; q, t, T ; t0, t1, t2, t3)
= 1
2
I
(n)
K (f ; q, t; t0, t1, t2, t3)
+ 1
2
I
(k)
K
(
f
[
x±1 + · · ·+ x±k +
3∑
r=0
tr − t/tr
1− t
]
; q, t; t/t0, t/t1, t/t2, t/t3
)
.
Continuing our previous example we find
lim
T→t
IK
(
f ; q, t, T ;±1,±t1/2)
= 1
2
I
(1)
K
(
f ; q, t,±1,±t1/2)+ 1
2
I
(0)
K
(
f(±1); q, t,±t,±t1/2).
For f = m12 , we have m12(±1) = −1 so that this correctly gives 0 = 12+ 12(−1).
Lemma 3.3. For µ a partition and generic q, t, t2, t3
(3.6) IK
(
f [x+ ε]; q, t, T ;−t,−t1/2, t2, t3
)
= IK
(
f ; q, t, t1/2T ;−1,−t1/2, t2, t3
)
.
Proof. Let f ∈ Λ. From definition (3.1) of the virtual Koornwinder integral
and the symmetry (2.40) of the lifted Koornwinder polynomials we infer that
(see also [77, Equation (7.4)]4)
(3.7) IK
(
f
[
x+
t0 − t/t0
1− t +
t1 − t/t1
1− t
]
; q, t, T ; t/t0, t/t1, t2, t3
)
= IK
(
f ; q, t, tT/t0t1; t0, t1, t2, t3
)
.
If we take {t0, t1} = {−1,−t1/2} = {ε, εt1/2}, so that
t0 − t/t0
1− t +
t1 − t/t1
1− t =
ε− εt
1− t +
εt1/2 − εt1/2
1− t = ε,
this simplifies to (3.6). 
4In [77, Equation (7.4)] the denominator term (1 − t) should be corrected to (1− tk).
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In the remainder we consider several closed-form evaluations of virtual Koorn-
winder integrals over Macdonald polynomials. We begin by recalling two
known results:
(3.8) IK
(
Pµ(q, t); q, t, T ;±t1/2,±(qt)1/2
)
= χ
(
µ′ even
) (T 2; q, t2)ν
(qT 2/t; q, t2)ν
· C
−
ν (qt; q, t
2)
C−ν (t
2; q, t2)
, ν := (µ′/2)′ = (µ1, µ3, . . . ),
(where ±t1/2,±(qt)1/2 is shorthand for t1/2,−t1/2, (qt)1/2,−(qt)1/2) and
(3.9) IK
(
Pµ(q, t); q, t, T ;−1,−q1/2,−t1/2,−(qt)1/2
)
= (−1)|µ| (T ; q
1/2, t1/2)µ
(−q1/2T/t1/2; q1/2, t1/2)µ ·
C−µ (−q1/2; q1/2, t1/2)
C−µ (t
1/2; q1/2, t1/2)
.
The identity (3.8), which for T = tn is known as the U(2n)/Sp(2n) vanishing
integral, was conjectured in [77, Conjecture 1] and proven in [81, Theorem
4.1]. The identity (3.9) was first stated (up to a trivial sign-change) as the
conjectural [79, Equation (5.79)]. By [80, Theorem 8.5], which implies [79,
Conjecture Q6], it now also has been proven.
From a symmetry of the virtual Koornwinder polynomials, the virtual Koorn-
winder integral satisfies the duality [77, Corollary 7.6]5
IK
(
f ; q, t, T ; t0, t1, t2, t3
)
= IK
(
f
[
−ε
( t
q
)1/2 1− q
1− t x
]
; t, q, 1/T ; s0, s1, s2, s3
)
,
where sr = −(qt)1/2/tr. Applying this to (3.8) and then replacing (q, t, T, µ) by
(t, q, 1/T, µ′) using (2.4), (2.5b), (2.15) and (2.19) yields the dual integral [81,
page 741]
(3.10)
IK
(
Pµ(q, t); q, t, T ;±1,±t1/2
)
= χ(µ even)
(T 2; q2, t)µ/2
(qT 2/t; q2, t)µ/2
·
C−µ/2(q; q
2, t)
C−µ/2(t; q
2, t)
.
We need two variants of this for I
(n)
K .
For λ a partition or half-partition of length at most n define
(3.11) A
(n)
λ (q, t) :=
∏
16i<j6n
(qtj−i−1, tj−i+1; q2)λi−λj
(qtj−i, tj−i; q2)λi−λj
.
It is important to note that A
(n)
λ (q, t) depends on the relative differences be-
tween the λi, and that for λ a partition
(3.12) A
(n)
λ (q, t) =
(tn; q2, t)λ
(qtn−1; q2, t)λ
· C
−
λ (q; q
2, t)
C−λ (t; q
2, t)
.
5In [77, Corollary 7.6] ω˜q,t should be corrected to ω˜t,q.
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Theorem 3.4. For µ a partition of length at most 2n, let
µ˜ = (µ1 − µ2n, . . . , µ2n−1 − µ2n, 0).
Then
I
(n)
K
(
Pµ(x
±
1 , . . . , x
±
n ; q, t); q, t;±1,±t1/2
)
= (−1)µ2nI(n−1)K
(
Pµ(x
±
1 , . . . , x
±
n−1,±1; q, t); q, t;±t,±t1/2
)
=
{
A
(2n)
µ/2 (q, t) if µ˜ is even
0 otherwise,
where µ/2 := (µ1/2, µ2/2, . . . ).
Theorem 3.5. For ν a partition of length at most 2n+ 1, let
ν˜ = (ν1 − ν2n+1, . . . , ν2n − ν2n+1, 0).
Then
I
(n)
K
(
Pν(x
±
1 , . . . , x
±
n , 1; q, t); q, t;−1, t,±t1/2
)
= (−1)ν2n+1I(n)K
(
Pν(x
±
1 , . . . , x
±
n ,−1; q, t); q, t; 1,−t,±t1/2
)
=
{
A
(2n+1)
ν/2 (q, t) if ν˜ is even
0 otherwise.
Proof of Theorem 3.4. From (2.27) we have
Pµ(x
±
1 , . . . , x
±
n ; q, t) = Pµ˜(x
±
1 , . . . , x
±
n ; q, t)
Pµ(x
±
1 , . . . , x
±
n−1,±1; q, t) = (−1)µ2nPµ˜(x±1 , . . . , x±n−1,±1; q, t),
so that
(3.13a) I
(n)
K
(
Pµ(x
±
1 , . . . , x
±
n ; q, t); q, t; t0, t1, t2, t3
)
= I
(n)
K
(
Pµ˜(x
±
1 , . . . , x
±
n ; q, t); q, t; t0, t1, t2, t3
)
and
(3.13b) I
(n−1)
K
(
Pµ(x
±
1 , . . . , x
±
n−1,±1; q, t); q, t; t0, t1, t2, t3
)
= (−1)µ2nI(n−1)K
(
Pµ˜(x
±
1 , . . . , x
±
n−1,±1; q, t); q, t; t0, t1, t2, t3
)
.
Since A
(2n)
µ/2 (q, t) = A
(2n)
µ˜/2 (q, t), it thus suffices to prove that
(3.14) I
(n)
K
(
Pω(x
±
1 , . . . , x
±
n ; q, t); q, t;±1,±t1/2
)
= I
(n−1)
K
(
Pω(x
±
1 , . . . , x
±
n−1,±1; q, t); q, t;±1,±t1/2
)
= χ(ω even)A
(2n)
ω/2 (q, t),
for ω a partition such that l(ω) < 2n.
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Plethystically, for {t0, t1, t2, t3} = {±1,±t1/2} = {1, ε, t1/2, εt1/2} we have
3∑
r=0
tr − t/tr
1− t =
1− t
1− t +
ε− εt
1− t +
t1/2 − t1/2
1− t +
εt1/2 − εt1/2
1− t = 1 + ε.
Hence, from Lemma 3.2 with {t0, t1, t2, t3} = {±1,±t1/2} and f = Pµ(q, t),
lim
T→tn
IK
(
Pµ(q, t), q, t, T ;±1,±t1/2
)
= 1
2
I
(n)
K
(
Pµ(x
±
1 , . . . , x
±
n ; q, t); q, t;±1,±t1/2
)
+ 1
2
I
(n−1)
K
(
Pµ(x
±
1 , . . . , x
±
n−1,±1; q, t); q, t;±t,±t1/2
)
.
By (3.10) and (3.12) the left-hand side is equal to χ(µ even)A
(2n)
µ/2 (q, t), which
implies
1
2
I
(n)
K
(
Pµ(x
±
1 , . . . , x
±
n ; q, t); q, t;±1,±t1/2
)
+ 1
2
I
(n−1)
K
(
Pµ(x
±
1 , . . . , x
±
n−1,±1; q, t); q, t;±t,±t1/2
)
= χ(µ even)A
(2n)
µ/2 (q, t).
Again using (3.13) as well as
χ(µ even)A
(2n)
µ/2 (q, t) = χ(µ2n even)χ(µ˜ even)A
(2n)
µ˜/2 (q, t),
and then renaming µ˜i = µi − µ2n as ωi for 1 6 i 6 2n − 1, and µ2n as k, it
follows that
1
2
I
(n)
K
(
Pω(x
±
1 , . . . , x
±
n ; q, t); q, t;±1,±t1/2
)
+ 1
2
(−1)kI(n−1)K
(
Pω(x
±
1 , . . . , x
±
n−1,±1; q, t); q, t;±t,±t1/2
)
= χ(k even)χ
(
ω even
)
A
(2n)
ω/2 (q, t),
for ω a partition of length at most 2n−1 and k an integer. This implies (3.14),
completing the proof. 
Proof of Theorem 3.5. Let z ∈ {−1, 1}. Since
(3.15) I
(n)
K
(
Pν(x
±
1 , . . . , x
±
n , z; q, t); q, t; t0, t1, t2, t3
)
= zν2n+1I
(n)
K
(
Pν˜(x
±
1 , . . . , x
±
n , z; q, t); q, t; t0, t1, t2, t3
)
,
and A
(2n+1)
ν/2 (q, t) = A
(2n+1)
ν˜/2 (q, t), it is enough to show that
(3.16) I
(n)
K
(
Pτ (x
±
1 , . . . , x
±
n , z; q, t); q, t;−z, zt,±t1/2
)
= χ(τ even)A
(2n+1)
τ/2 (q, t),
for τ a partition such that l(τ) 6 2n. Since {t0, t1, t2, t3} = {1, εt, t1/2, εt1/2}
we have
∑3
r=0(tr−t/tr)/(1−t) = 1−ε. Lemma 3.2 with f(x) = Pν
(
[x+ε]; q, t
)
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thus implies that
lim
T→tn
IK
(
Pν
(
[x+ ε]; q, t
)
, q, t, T ; 1,−t,±t1/2)
= 1
2
∑
z∈{−1,1}
I
(n)
K
(
Pν(x
±
1 , . . . , x
±
n , z; q, t); q, t;−z, zt,±t1/2
)
.
Recalling Lemma 3.3, the expression on the left equates to
lim
T→tn
IK
(
Pν(q, t), q, t, t
1/2T ;±1,±t1/2),
which by (3.10) and (3.12) evaluates to χ(ν even)A
(2n+1)
ν/2 (q, t). Putting this
all together yields
1
2
∑
z∈{−1,1}
I
(n)
K
(
Pν(x
±
1 , . . . , x
±
n , z; q, t); q, t;−z, zt,±t1/2
)
= χ(ν even)A
(2n+1)
ν/2 (q, t),
which by (3.15) can also be written as
1
2
∑
z∈{−1,1}
zkI
(n)
K
(
Pτ (x
±
1 , . . . , x
±
n , z; q, t); q, t;−z, zt,±t1/2
)
= χ(k even)χ(τ even)A
(2n+1)
τ/2 (q, t),
for τ a partition of length at most 2n and k an integer. This implies (3.16). 
Theorem 3.6. We have
(3.17) IK
(
Pµ(q, t); q, t, T ;−1, q,±t1/2
)
= (−1)|µ| (T
2; q2, t)⌈µ/2⌉
(qT 2/t; q2, t)⌈µ/2⌉
· 1
beaµ (q, t)
.
Proof. From (3.3), definition (2.31) of the Koornwinder density and Gustafson’s
integral (2.33) it follows that
I
(n)
K
(
f ; q, t; qt0, t1, t2, t3
)
= I
(n)
K
(
f(x±1 , . . . , x
±
n )
n∏
i=1
(1− t0x±i ); q, t; t0, t1, t2, t3
) n∏
i=1
1− t0t1t2t3tn+i−2∏3
r=1(1− t0trti−1)
.
If f = Pµ(q, t) we can use the e-Pieri rule (2.23) to expand the integrand.
Hence
I
(n)
K
(
Pµ(q, t); q, t; qt0, t1, t2, t3
)
=
n∏
i=1
1− t0t1t2t3tn+i−2∏3
r=1(1− t0trti−1)
×
∑
λ⊃µ
(−t0)|λ/µ|ψ′λ/µ(q, t)I(n)K
(
Pλ(q, t); q, t; t0, t1, t2, t3
)
.
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For (t0, t1, t2, t3) = (1,−1, t1/2,−t1/2) this yields
I
(n)
K
(
Pµ(q, t); q, t; q,−1,±t1/2
)
= 1
2
∑
λ⊃µ
(−1)|λ/µ|ψ′λ/µ(q, t)I(n)K
(
Pλ(q, t); q, t;±1,±t1/2
)
.
The integral in the summand evaluates in closed form by Theorem 3.4. In
particular it vanishes unless (i) λ is even or (ii) λ is odd and l(λ) = 2n. Since
ψ′λ/µ(q, t) is zero unless λ/µ is a vertical strip, this fixes λ as λ = 2⌈µ/2⌉ =: ν
in case (i) and λ = 2⌊µ/2⌋+12n =: ω in case (ii). Noting the three congruences
|ν| ≡ |ω| ≡ 0 (mod 2), |ν/µ| = odd(µ) ≡ |µ| (mod 2),
and
|ω/µ| = 2n− odd(µ) ≡ |µ| (mod 2)
we obtain
I
(n)
K
(
Pµ(q, t); q, t; q,−1,±t1/2
)
= 1
2
(−1)|µ|
(
ψ′ν/µ(q, t)A
(2n)
ν/2 (q, t) + ψ
′
ω/µ(q, t)A
(2n)
ω/2 (q, t)
)
.
We will now show that both terms on the right are the same, resulting in
(3.18) I
(n)
K
(
Pµ(q, t); q, t; q,−1,±t1/2
)
= (−1)|µ|ψ′ν/µ(q, t)A(2n)ν/2 (q, t).
First we note that since ω/2 = ⌊µ/2⌋ + (1
2
)2n and A
(n)
µ (q, t) depends on the
relative differences of the µi, we have
A
(2n)
ω/2 (q, t) = A
(2n)
⌊µ/2⌋(q, t).
Moreover, by (3.11) and ν/2 = ⌈µ/2⌉,
A
(2n)
⌊µ/2⌋(q, t) = A
(2n)
ν/2 (q, t)
∏
16i<j62n
µi odd, µj even
1− qµi−µj tj−i
1− qµi−µj tj−i−1 ·
1− qµi−µj−1tj−i
1− qµi−µj−1tj−i+1
×
∏
16i<j62n
µi even, µj odd
1− qµi−µj tj−i−1
1− qµi−µj tj−i ·
1− qµi−µj−1tj−i+1
1− qµi−µj−1tj−i .
But from (2.24) it follows that
ψ′ν/µ(q, t) =
∏
16i<j62n
µi even, µj odd
1− qµi−µj tj−i−1
1− qµi−µj tj−i ·
1− qµi−µj−1tj−i+1
1− qµi−µj−1tj−i
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and
ψ′ω/µ(q, t) =
∏
16i<j62n
µi odd, µj even
1− qµi−µj tj−i−1
1− qµi−µj tj−i ·
1− qµi−µj−1tj−i+1
1− qµi−µj−1tj−i ,
so that
ψ′ω/µ(q, t)A
(2n)
ω/2 (q, t) = ψ
′
ν/µ(q, t)A
(2n)
ν/2 (q, t),
establishing (3.18).
Since ν = 2⌈µ/2⌉ is even we can use (3.12) to write the right side of (3.18)
as
(−1)|µ|ψ′ν/µ(q, t)
(t2n; q2, t)ν/2
(qt2n−1; q2, t)ν/2
·
C−ν/2(q; q
2, t)
C−ν/2(t; q
2, t)
.
By Lemma 2.1 this is also
(−1)|µ| (t
2n; q2, t)ν/2
(qt2n−1; q2, t)ν/2
· 1
beaµ (q, t)
.
Hence
(3.19) I
(n)
K
(
Pµ(q, t); q, t;−1, q,±t1/2
)
= (−1)|µ| (t
2n; q2, t)⌈µ/2⌉
(qt2n−1; q2, t)⌈µ/2⌉
· 1
beaµ (q, t)
.
Since both sides vanish if l(µ) > 2n this holds for all partitions µ.
For fixed µ
IK
(
Pµ(q, t); q, t, T ; t0, t1, t2, t3
)
is a rational function in T . By (3.4) and (3.19), equation (3.17) holds for
T = tn for all nonnegative integers n. Hence it holds for arbitrary T . 
Our final virtual Koornwinder integral involves the Rogers–Szego˝ polynomial
(2.8) and does not appear to have a simple analogue at the q, t-level.
Theorem 3.7. For µ a partition of length at most 2n,
(3.20) I
(n)
K (Pµ(q, 0); q, 0; 0, 0, t2, t3)
:= lim
t→0
I
(n)
K (Pµ(q, t); q, t; 0, 0, t2, t3) = h
(2n)
µ′ (−t2,−t3; q).
Proof of Theorem 3.7. Let x = (x1, . . . , xn). By (3.2) equation (3.20) may also
be stated as the rational function identity[
K0(x; q, 0; 0, 0, t2, t3)]Pµ(x
±, q, 0) = h
(2n)
µ′ (−t2,−t3; q).
Without loss of generality we may thus assume that |t2|, |t3| < 1 below.
Noting that
h
(2n)
λ (0, 0; q) = χ(λ even),
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the t2 = t3 = 0 case of (3.20), viz.
(3.21) I
(n)
K (Pµ(q, 0); q, 0; 0, 0, 0, 0) = χ(µ
′ even),
follows from (3.8) (with T = tn) in the t→ 0 limit.
To include the parameter t2 we use that (see (2.33))
〈1, 1〉(n)q,0;0,0,t2,0 = 〈1, 1〉(n)q,0;0,0,0,0
and
∆(x; q, 0; 0, 0, t2, 0) = ∆(x; q, 0; 0, 0, 0, 0)
n∏
i=1
1
(t2x
±
i ; q)∞
.
From (3.3) it thus follows that
fµ(t2; q) := I
(n)
K
(
Pµ(q, 0); q, 0; 0, 0, t2, 0
)
(3.22)
= I
(n)
K
(
Pµ(x
±
1 , . . . , x
±
n ; q, 0)
2n∏
i=1
1
(t2x
±
i ; q)∞
; q, 0; 0, 0, 0, 0
)
.
By the g-Pieri rule (2.21) for t = 0 this yields
fµ(t2; q) =
∑
ν⊃µ
t
|ν/µ|
2 ϕν/µ(q, 0)I
(n)
K
(
Pν(q, 0); q, 0; 0, 0, 0, 0
)
=
∑
ν⊃µ
ν′ even
l(ν)62n
t
|ν/µ|
2 ϕν/µ(q, 0),
where the second equality follows from (3.21). Since ϕν/µ(q, 0) is zero unless
ν/µ is a horizontal strip and ν ′ must be even, this fixes ν as ν2i−1 = ν2i = µ2i−1
for 1 6 i 6 n. This is equivalent to ν ′i = µ
′
i + χ(µ
′
i odd), so that |ν/µ| is given
by the number of odd parts of µ′, i.e., by odd(µ′). Hence
fµ(t2; q) = t
odd(µ′)
2 ϕν/µ(q, 0),
with ν fixed as above. From the expression for ϕλ/µ(q, t) as given in (2.22) it
follows that6
ϕν/µ(q, 0) =
∏
i>1
(q; q)µi−µi+1
(q; q)νi−µi(q; q)µi−νi+1
=
1
(q; q)ν1−µ1
∏
i>1
[
µi − µi+1
µi − νi+1
]
q
.(3.23)
When ν2i−1 = ν2i = µ2i−1 this simplifies to ϕν/µ(q, 0) = 1, since either νi+1 = µi
or νi+1 = µi+1. Hence
(3.24) fµ(a; q) = t
odd(µ′)
2 .
6Alternatively, this follows from the Pieri coefficient ϕ′λ/µ(t) for Hall–Littlewood polyno-
mials, thanks to ϕν/µ(q, 0) = ϕ
′
ν′/µ′(0, q) = ϕ
′
ν′/µ′(q).
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To also include the parameter b we proceed in almost identical fashion. By
〈1, 1〉(n)q,0;0,0,t2,t3 =
1
(t2t3; q)∞
〈1, 1〉(n)q,0;0,0,t2,0
and
∆(x; 0, 0, t2, t3; q, 0) = ∆(x; 0, 0, t2, 0; q, 0)
n∏
i=1
1
(t2x
±
i ; q)∞
,
and following previous steps, we obtain
fµ(t2, t3; q) := I
(n)
K
(
Pµ(q, 0); q, 0; 0, 0, t2, t3
)
= (t2t3; q)∞
∑
ν⊃µ
t
|ν/µ|
2 fν(t2; q)ϕν/µ(q, 0)
= (t2t3; q)∞
∑
ν⊃µ
l(ν)62n
t
odd(ν′)
2 t
|ν/µ|
3 ϕν/µ(q, 0).
Here the second line uses the definition of fν(t2; q) as given in (3.22) and the
third line its evaluation (3.24). To complete the proof we write νi = µi + ki
for 1 6 i 6 2n, and note that (see [96, page 822])
(3.25) odd(ν ′) = odd(µ′) +
2n∑
i=1
(−1)i+1ki.
Once again using (3.23) we get
fµ(t2, t3; q) = (t2t3; q)∞ t
odd(µ′)
2
∑
k1,...,k2n>0
1
(q; q)k1
∏
i>1
t
(−1)i+1ki
2 t
ki
3
[
µi − µi+1
ki+1
]
q
.
Summing over k1 by [27, Equation (II.1)]∑
k>0
zk
(q; q)k
=
1
(z; q)∞
for |z| < 1,
and recalling definition (2.7), we finally obtain
fµ(t2, t3; q) = t
odd(µ′)
2
2n−1∏
i=1
i odd
Hmi(µ′)(t3/t2; q)
2n−1∏
i=1
i even
Hmi(µ′)(t2t3; q)
= h
(2n)
µ′ (−t2,−t3; q). 
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4. Bounded Littlewood identities
In this section, which is at the heart of the paper, we use Macdonald–
Koornwinder theory and virtual Koornwinder integrals in particular to prove
bounded Littlewood identities for Macdonald and Hall–Littlewood polynomi-
als.
4.1. Statement of results.
4.1.1. q, t-Identities. There are five known Littlewood identities for Macdonald
polynomials, the first four of which are due to Macdonald [64, page 349]. By
introducing an additional parameter a, they may be written as the pair [96,
Proposition 1.3]
(4.1)∑
λ
aodd(λ)boaλ (q, t)Pλ(x; q, t) =
n∏
i=1
(1 + axi)(qtx
2
i ; q
2)∞
(x2i ; q
2)∞
∏
16i<j6n
(txixj ; q)∞
(xixj ; q)∞
and
(4.2)
∑
λ
aodd(λ
′)belλ (q, t)Pλ(x; q, t) =
n∏
i=1
(atxi; q)∞
(axi; q)∞
∏
16i<j6n
(txixj ; q)∞
(xixj ; q)∞
,
with Macdonald’s identities corresponding to a = 0 and a = 1. Here
boaλ (q, t) :=
∏
s∈λ
a(s) odd
bλ(s; q, t) and b
el
λ (q, t) :=
∏
s∈λ
l(s) even
bλ(s; q, t),
to be compared with (2.3) and (2.26). The fifth identity was conjectured by
Kawanaka [42] and subsequently proven in [47] (see also [79]):
(4.3)
∑
λ
b−λ (q, t)Pλ(x; q
2, t2) =
n∏
i=1
(−txi; q)∞
(xi; q)∞
∏
16i<j6n
(t2xixj ; q
2)∞
(xixj ; q2)∞
,
where
b−λ (q, t) :=
∏
s∈λ
1 + qa(s)tl(s)+1
1− qa(s)+1tl(s) .
In the following we generalise all of (4.1)–(4.3).
For m a nonnegative integer and λ a partition let
boaλ;m(q, t) := b
oa
λ (q, t)
∏
s∈λ
a′(s) odd
1− q2m−a′(s)+1tl′(s)
1− q2m−a′(s)tl′(s)+1 .
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Note that boaλ;m(q, t) = 0 if λ1 > 2m+ 1 and that for λ an even partition
(4.4) boaλ;m(q, t) = b
oa
λ (q, t)
∏
s∈λ
a′(s) even
1− q2m−a′(s)tl′(s)
1− q2m−a′(s)−1tl′(s)+1 .
Our first bounded Littlewood identity generalises (4.1).
Theorem 4.1. For x = (x1, . . . , xn) and m a nonnegative integer,∑
λ
aodd(λ)boaλ;m(q, t)Pλ(x; q, t) =
( n∏
i=1
xmi (1 + axi)
)
P
(Cn,Bn)
mn (x; q, t, qt).
Macdonald’s identity (4.1) follows in the large-m limit by application of
(2.38) and (2.47).
When a = 0 the summand on the left vanishes unless λ is even so that7
(4.5)
∑
λ even
boaλ;m(q, t)Pλ(x; q, t) = (x1 · · ·xn)mP (Cn,Bn)mn (x; q, t, qt).
This is a q, t-analogue of the De´sarme´nien–Proctor–Stembridge determinant
formula [19, 76, 88]
(4.6)
∑
λ even
λ162m
sλ(x) =
det16i,j6n
(
xj−1i − x2m+2n−j+1i
)∏n
i=1(1− x2i )
∏
16i<j6n(xi − xj)(xixj − 1)
,
which expresses the symplectic Schur function sp2n,mn(x) (times (x1 · · ·xn)m)
in terms of Schur functions. Equivalently, (4.6) is a branching formula for
the character of the symplectic group Sp(n,C) indexed by mΛn in terms of
characters of the general linear group GL(n,C). Like (1.2), the determinant
(4.6) is important in the theory of plane partitions and may be used to compute
the number of symmetric plane partitions as well as the number of shifted plane
partitions in B(n, n, 2m) such that (in both cases) the parts along the main
diagonal are even [76, 88].
Another notable special case follows when q = 0. For s ∈ λ ⊂ (2m)n such
that a′(s) is even we must have 2m−a′(s) > 2, which implies that boaλ;m(0, t) = 1.
By (2.59) the q = 0 specialisation of (4.5) is thus
(4.7)
∑
λ even
λ162m
Pλ(x; t) = (x1 · · ·xn)mP (Cn)mn (x; t, 0).
For positive m the right-hand side can be expressed in terms of the func-
tion Φ(x; t, 0, 0) by Lemma 2.4. The resulting t-analogue of the De´sarme´nien–
Proctor–Stembridge determinant is due to Stembridge [88, Theorem 1.2] who
used it to give new proofs of the Rogers–Ramanujan identities. We will see in
7By (2.27), the same result may be obtained in the a→∞ limit.
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Section 5.2 that Stembridge’s method can be extended so that identities such
as (4.7) yield Rogers–Ramanujan identities for certain affine Lie algebras X
(r)
N
for arbitrary N .
For m a nonnegative integer and λ a partition let
bolλ;m(q, t) :=
∏
s∈λ
l′(s) odd
1− qm−a′(s)tl′(s)−1
1− qm−a′(s)−1tl′(s)
∏
s∈λ
l(s) odd
1− qa(s)tl(s)
1− qa(s)+1tl(s)−1 .
Note that bolλ;m(q, t) = 0 if λ2 > m, which implies vanishing for λ1 > m when
λ′ is even. Our next theorem contains the first of two bounded analogues of
(4.2) for a = 0.
Theorem 4.2. For x = (x1, . . . , xn) and m a nonnegative integer,
(4.8)
∑
bolλ;m(q, t)Pλ(x; q, t) = (x1 · · ·xn)
m
2 P
(Bn,Bn)
(m
2
)n (x; q, t, 1),
where the sum is over partitions λ ⊂ mn such that mi(λ) is even for all 1 6
i 6 m− 1.
To see that (4.2) for a = 0 follows in the large-m limit we note that there
are two types of partitions contributing to the sum on the left.
Type 1: Partitions λ such that mi(λ) is even for all 1 6 i 6 m, i.e., λ
′
is even.
Type 2: Partitions λ such that mi(λ) is odd for i = m and even for
1 6 i < m, i.e., λ′ is odd and λ1 = m.
Macdonald polynomials indexed by partitions of Type 2 have degree at least
m, so that their contribution vanishes in the large m limit. Hence we are left
with a sum over partitions of Type 1, for which∏
s∈λ
l(s) odd
1− qa(s)tl(s)
1− qa(s)+1tl(s)−1 =
∏
s∈λ
l(s) even
1− qa(s)tl(s)+1
1− qa(s)+1tl(s) = b
el
λ (q, t),
resulting in the a = 0 case of (4.2). In fact, (2.45) can be used to dissect (4.8),
resulting in two bounded Littlewood identities for Dn, the first of which is our
second bounded analogue of (4.2) for a = 0.
Theorem 4.3. For x = (x1, . . . , xn) and m a nonnegative integer,∑
λ′ even
bolλ;m(q, t)Pλ(x; q, t) = (x1 · · ·xn)
m
2 P
(Dn,Dn)
(m
2
)n (x; q, t)(4.9a) ∑
λ′ odd
λ1=m
bolλ;m(q, t)Pλ(x; q, t) = (x1 · · ·xn)
m
2 P
(Dn,Dn)
(m
2
)n (x¯; q, t).(4.9b)
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Taking q = 0 in (4.9a) yields
(4.10)
∑
λ′ even
λ16m
Pλ(x; t)
m−1∏
i=1
(t; t2)mi(λ)/2 = (x1 · · ·xn)
m
2 P
(Dn)
(m
2
)n (x; t).
By Lemma 2.6 this is equivalent to [37, Theorem 1; Eq. (7)] of Jouhet and
Zeng, which itself is a t-analogue of Okada’s determinant [72, Theorem 2.3
(3)] ∑
λ′ even
λ16m
sλ(x) =
∑
ε∈{±1} det16i,j6n
(
xj−1i + ε x
m+2n−j−1
i
)
2
∏
i<j(xi − xj)(xixj − 1)
.
For m a nonnegative integer and λ a partition let
belλ;m(q, t) := b
el
λ (q, t)
∏
s∈λ
l′(s) even
1− qm−a′(s)tl′(s)
1− qm−a′(s)−1tl′(s)+1 .
We note that belλ;m(q, t) vanishes unless λ1 6 m. The next result is (1.3) from
the introduction, which bounds (4.2) for a = 1.
Theorem 4.4. For x = (x1, . . . , xn) and m a nonnegative integer,
(4.11)
∑
λ
belλ;m(q, t)Pλ(x; q, t) = (x1 · · ·xn)
m
2 P
(Bn,Bn)
(m
2
)n (x; q, t, t).
The q = 0 and t = q specialisations of (4.11) correspond to (4.16) for t2 = t,
i.e., ∑
λ
λ16m
m−1∏
i=1
(
(t; t2)⌈mi(λ)/2⌉
)
Pλ(x; t) = (x1 · · ·xn)m2 P (Bn)(m
2
)n(x; t, t),
and Macdonald’s determinant (1.2) respectively.
Remark 4.5. Using (4.9a) it is not hard to prove an identity that generalises
(4.2) in full:∑
λ
aodd(λ
′)bˆelλ;m(q, t)Pλ(x; q, t) =
( n∏
i=1
x
m/2
i
(atxi; q)∞
(axi; q)∞
)
P
(Dn,Dn)
(m
2
)n (x; q, t),
where
bˆelλ;m(q, t) := b
el
λ (q, t)
∏
s∈λ
l′(s) odd
1− qm−a′(s)tl′(s)−1
1− qm−a′(s)−1tl′(s) .
The largest part of λ in the sum on the left is not bounded, and unlike (4.8),
(4.9a) or (4.11), this is not a polynomial identity.
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For m a nonnegative integer and λ a partition such that λ1 6 m, let
b−λ;m(q, t) := b
−
λ (q, t)
∏
s∈λ
1− qm−a′(s)tl′(s)
1 + qm−a′(s)−1tl′(s)+1
.
Our final result for Macdonald polynomials is a bounded analogue of Kawanaka’s
conjecture (4.3).
Theorem 4.6. For x = (x1, . . . , xn) and m a nonnegative integer,
(4.12)
∑
λ
b−λ;m(q, t)Pλ(x; q
2, t2) = (x1 · · ·xn)m2 P (Bn,Cn)(m
2
)n (x; q
2, t2,−t).
For t = −q this simplifies to (1.2) and for q = 0 it is (4.16) below with
(t, t2) 7→ (t2,−t), viz.
(4.13)
∑
λ
λ16m
m−1∏
i=1
(
(−t; t)mi(λ)
)
Pλ(x; t
2) = (x1 · · ·xn)m2 P (Bn)(m
2
)n(x; t
2,−t).
Assuming m is positive and rewriting the right-hand side using Lemma 2.5
yields [34, Theorem 1] of Ishikawa et al.
4.1.2. t-Identities. Our final two theorems do not appear to have simple ana-
logues for Macdonald polynomials.
Recall the generalised Rogers–Szego˝ polynomials (2.8).
Theorem 4.7. For x = (x1, . . . , xn) and m a nonnegative integer,
(4.14)
∑
λ
λ162m
h
(2m)
λ (t2, t3; t)Pλ(x; t) = (x1 · · ·xn)mP (BCn)mn (x; t, t2, t3).
This bounds [96, Theorem 1.1]
(4.15)
∑
λ
hλ(t2, t3; t)Pλ(x; t) =
n∏
i=1
(1− t2xi)(1− t3xi)
1− x2i
∏
16i<j6n
1− txixj
1− xixj
with hλ(t2, t3; t) given by (2.9). Moreover, if we replace (t, t2, t3) 7→ (0,−a,−b)
and use (2.55) and Hm(z; 0) = 1 + z + · · ·+ zm, we obtain the following two-
parameter generalisation of the De´sarme´nien–Proctor–Stembridge determinant
(4.6):
∑
λ
λ162m
sλ(x)
2m−1∏
i=1
i odd
ami(λ)+1 − bmi(λ)+1
a− b
2m−1∏
i=1
i even
1− (ab)mi(λ)+1
1− ab
=
det16i,j6n
(
xj−1i (1 + axi)(1 + bxi)− x2m+2n−j−1i (xi + a)(xi + b)
)∏n
i=1(1− x2i )
∏
16i<j6n(xi − xj)(xixj − 1)
.
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Recall (2.10). The t3 = −1 case of Theorem 4.7 extends as follows.
Theorem 4.8. For x = (x1, . . . , xn) and m a nonnegative integer,
(4.16)
∑
λ
λ16m
h
(m)
λ (t2; t)Pλ(x; t) = (x1 · · ·xn)
m
2 P
(Bn)
(m
2
)n(x; t, t2).
This is stated without proof in [96]. For (t, t2) 7→ (0,−a) it simplifies to
a one-parameter generalisation of Macdonald’s determinant (1.2) from the in-
troduction:∑
λ
λ16m
sλ(x)
m−1∏
i=1
1− ami(λ)+1
1− a =
det16i,j6n
(
xj−1i (1 + axi)− xm+2n−j−1i (xi + a)
)∏n
i=1(1− xi)
∏
16i<j6n(xi − xj)(xixj − 1)
.
4.2. Proofs of Theorems 4.1–4.8.
We begin by outlining the general strategy, which is to transform the prob-
lem of proving bounded Littlewood identities into that of evaluating virtual
Koornwinder integrals.
Recall that if g ∈ Λn and {fλ} is a basis of Λn, then [fλ]g is the coefficient
of fλ in the expansion of g. Working in full generality, we would like to find a
closed-form expression for
(4.17)
f
(m)
λ (q, t; t0, t1, t2, t3) :=
[
Pλ(x; q, t)
]
(x1 · · ·xn)mKmn(x; q, t; t0, t1, t2, t3),
where m is a nonnegative integer. Since
(x1 · · ·xn)mKmn(x; q, t; t0, t1, t2, t3) =
∑
λ⊂(2m)n
uλmλ(x),
it follows that f
(m)
λ (q, t; t0, t1, t2, t3) vanishes unless λ ⊂ (2m)n.
Proposition 4.9. For m a nonnegative integer and λ ⊂ (2m)n,
(4.18) f
(m)
λ (q, t; t0, t1, t2, t3) = (−1)|λ|I(m)K
(
Pλ′(t, q); t, q; t0, t1, t2, t3
)
.
Proof. Let x = (x1, . . . , xn) and y = (y1, . . . , ym). According to the Cauchy
identity for Koornwinder polynomials (2.34)
(4.19)∑
λ⊂mn
(−1)|λ|(x1 · · ·xn)mKmn−λ(x; q, t; t0, t1, t2, t3)Kλ′(y; t, q; t0, t1, t2, t3)
= σ1
[−xy±].
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If we expand the right-hand side in terms of Macdonald polynomials using the
Cauchy identity (2.20) this yields∑
λ⊂mn
(−1)|λ|(x1 · · ·xn)mKmn−λ(x; q, t; t0, t1, t2, t3)Kλ′(y; t, q; t0, t1, t2, t3)
=
∑
λ⊂(2m)n
(−1)|λ|Pλ(x; q, t)Pλ′(y±; t, q).
Equating coefficients of Pλ(x; q, t)K0(y; t, q; t0, t1, t2, t3) we find
[Pλ(x; q, t)](x1 · · ·xn)mKmn(x; q, t; t0, t1, t2, t3)
= (−1)|λ|[K0(y; t, q; t0, t1, t2, t3)]Pλ′(y±; t, q),
for λ ⊂ (2m)n. Recalling (3.2) and (4.17) completes the proof. 
Next we consider the problem of computing
(4.20) f
(m)
λ (q, t; t2, t3) :=
[
Pλ(x; q, t)
]
(x1 · · ·xn)mKmn(x; q, t; t2, t3),
where m is a nonnegative integer or half-integer and Kλ(x; q, t; t2, t3) is the
Macdonald–Koornwinder polynomial of Section 2.7.2.
Proposition 4.10. For m a nonnegative integer or half-integer, λ ⊂ (2m)n
and generic q, t, t2, t3
(4.21) f
(m)
λ (q, t; t2, t3) = (−1)|λ|IK
(
Pλ′(t, q); t, q, q
m;−1,−q1/2, t2, t3
)
.
Proof. When m is an integer we simply have
f
(m)
λ (q, t; t2, t3) = f
(m)
λ (q, t;−1,−q1/2, t2, t3).
By (4.18) this gives
f
(m)
λ (q, t; t2, t3) = (−1)|λ|I(m)K
(
Pλ′(t, q); t, q;−1,−q1/2, t2, t3
)
,
which may also be written as (4.21).
To deal with the half-integer case we set k = m−1/2 and replace m by k in
(4.19), so that now y = (y1, . . . , yk). Multiplying both sides by
∏n
i=1(1+xi) =
σ1[−εx], using that
σ1[−εx]σ1[−xy±] = σ1[−εx− xy±] = σ1[−x(y± + ε)],
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and then expanding this using the Cauchy identity (2.20) we obtain
n∏
i=1
(1 + xi)
×
∑
λ⊂kn
(−1)|λ|(x1 · · ·xn)kKkn−λ(x; q, t; t0, t1, t2, t3)Kλ′(y; t, q; t0, t1, t2, t3)
=
∑
λ⊂(2m)n
(−1)|λ|Pλ(x; q, t)Pλ′
(
[y± + ε]; t, q).
After specialising {t0, t1} = {−q,−q1/2} we can apply Lemma 2.3 to rewrite
this as∑
λ⊂kn
(−1)|λ|(x1 · · ·xn)mKmn−λ(x; q, t; t2, t3)Kλ′(y; t, q;−q,−q1/2, t2, t3)
=
∑
λ⊂(2m)n
(−1)|λ|Pλ(x; q, t)Pλ′
(
[y± + ε]; t, q).
Equating coefficients of Pλ(x; q, t)K0(y; t, q;−q,−q1/2, t2, t3) yields
(4.22) f
(m)
λ (q, t; t2, t3) = (−1)|λ|I(k)K
(
Pλ′([y + ε]; t, q); t, q;−q,−q1/2, t2, t3
)
for λ ⊂ (2m)n. For generic q, t, t2, t3 we can write the integral on the right as
IK
(
Pλ′([y
± + ε]; t, q); t, q, qk;−q,−q1/2, t2, t3
)
,
where now y = (y1, y2, . . . ). By Lemma 3.3 this is also
IK
(
Pλ′(t, q); t, q, q
m;−1,−q1/2, t2, t3
)
. 
We are now ready prove Theorems 4.1–4.8.
Proof of Theorem 4.1. We first prove the a = 0 case, given in (4.5). By defini-
tion (4.17) and equation (2.47) this is equivalent to proving that for λ ⊂ (2m)n
f
(m)
λ
(
q, t;±q1/2,±(qt)1/2) = {boaλ;m(q, t) λ is even
0 otherwise.
From (4.18) we have
f
(m)
λ
(
q, t;±q1/2,±(qt)1/2) = (−1)|λ|I(m)K (Pλ′(t, q); t, q;±q1/2,±(qt)1/2).
Taking (T, µ) = (tm, λ′) in (3.8) and then interchanging q and t it follows that
the virtual Koornwinder integral on the right vanishes unless λ is even in which
case it evaluates in closed form to
(q2m; t, q2)(λ/2)′
(q2m−1t; t, q2)(λ/2)′
·
C−(λ/2)′(qt; t, q
2)
C−(λ/2)′(q
2; t, q2)
.
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Using (2.4) we thus find
f
(m)
λ
(
q, t;±q1/2,±(qt)1/2) = (q
t
)|λ|/2 (q−2m; q2, t)λ/2
(q1−2m/t; q2, t)λ/2
·
C−λ/2(qt; q
2, t)
C−λ/2(q
2; q2, t)
,
for λ even and zero otherwise. By (2.2) the right can be also be written as
f
(m)
λ
(
q, t;±q1/2,±(qt)1/2)(4.23)
=
∏
s∈η
(
1− q2m−2a′(s)tl′(s)
1− q2m−2a′(s)−1tl′(s)+1 ·
1− q2a(s)+1tl(s)+1
1− q2a(s)+2tl(s)
)
=
∏
s∈λ
a(s) odd
(
1− q2m−a′(s)tl′(s)
1− q2m−a′(s)−1tl′(s)+1 ·
1− qa(s)tl(s)+1
1− qa(s)+1tl(s)
)
.
Since λ is even, odd arms-lengths correspond to even arm-colengths. The
product on the right is thus boaλ;m(q, t) in the representation given by (4.4),
completing the proof of (4.5).
To obtain the full theorem we multiply both sides of (4.5) by
∏n
i=1(1+axi).
By the e-Pieri rule (2.23) we must then show that
boaλ;m(q, t) =
∑
µ even
a|λ/µ|ψ′λ/µ(q, t) b
oa
µ;m(q, t).
Because µ is even and ψ′λ/µ(q, t) vanishes unless λ/µ is a vertical strip, µ is
fixed as
µ = 2⌊λ/2⌋ := (2⌊λ1/2⌋, 2⌊λ2/2⌋, . . . ),
which implies that |λ/µ| = odd(λ). We thus obtain
boaλ;m(q, t) = ψ
′
λ/µ(q, t) b
oa
µ;m(q, t)
with µ fixed as above. The m-dependent parts on both sides trivially agree
since ∏
s∈λ
a′(s) odd
fa′(s),l′(s) =
∏
s∈µ
a′(s) odd
fa′(s),l′(s).
It thus remains to show that
boaλ (q, t) = ψ
′
λ/µ(q, t) b
oa
µ (q, t).
Replacing (λ, µ, q, t) by (λ′, µ′, t, q), using
boaν′ (t, q) =
belν (q, t)
bν(q, t)
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on either side, and finally appealing to [64, page 341]
ψ′λ′/µ′(t, q) = ϕλ/µ(q, t)
bµ(q, t)
bλ(q, t)
,
we are left with
belλ (q, t) = ϕλ/µ(q, t)b
el
µ (q, t)
for µ′ = 2⌊λ′/2⌋. This is [64, p. 351] so that we are done. 
Because they are simpler to prove than Theorems 4.2 and 4.3 we consider
Theorems 4.4 and 4.6 first.
Proof of Theorem 4.4. It will be convenient to prove the claim withm replaced
by 2m. After this change m is a nonnegative integer or half-integer. It then
follows from (4.20) and (2.50a) that we must prove for λ ⊂ (2m)n that
f
(m)
λ (q, t; t, q
1/2) = belλ;2m(q, t).
By Proposition 4.10
f
(m)
λ (q, t; t, q
1/2) = (−1)|λ|IK
(
Pλ′(t, q); t, q, q
m;−1, t,±q1/2).
The integral on the right can be computed by Theorem 3.6 with (q, t, T, µ) 7→
(t, q, qm, λ′), resulting in
f
(m)
λ (q, t; t, q
1/2) =
(q2m; t2, q)⌈λ′/2⌉
(q2m−1t; t2, q)⌈λ′/2⌉
· 1
beaλ′ (t, q)
.
Let ν := ⌈λ′/2⌉′ = (λ1, λ3, . . . ). By (2.4a) we can write the first factor on the
right as (q
t
)|ν| (q−2m; q, t2)ν
(q1−2m/t; q, t2)ν
.
By (2.2) this is also∏
s∈ν
1− q2m−a′(s)t2l′(s)
1− q2m−a′(s)−1t2l′(s)+1 =
∏
s∈λ
l′(s) even
1− q2m−a′(s)tl′(s)
1− q2m−a′(s)−1tl′(s)+1 .
Since under conjugation legs become arms and arms become legs, we further
have
beaλ′ (t, q)b
el
λ (q, t) = 1.
Hence
f
(m)
λ (q, t; t, q
1/2) = belλ (q, t)
∏
s∈λ
l′(s) even
1− q2m−a′(s)tl′(s)
1− q2m−a′(s)−1tl′(s)+1 = b
el
λ;2m(q, t)
as claimed. 
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Proof of Theorem 4.6. We closely follow the previous proof and again replace
m by 2m. This time it follows from (4.20) and (2.50b) that we must prove
(4.24) f
(m)
λ
(
q2, t2;−t,−qt) = b−λ;2m(q, t)
for λ ⊂ (2m)n. By Proposition 4.10
f
(m)
λ
(
q2, t2;−t,−qt) = (−1)|λ|IK(Pλ′(t2, q2); t2, q2, q2m;−1,−q,−t,−qt).
The integral on the right evaluates to
(−1)|λ| (q
2m; t, q)λ′
(−q2m−1t; t, q)λ′ ·
C−λ′(−t; t, q)
C−λ′(q; t, q)
.
by (3.9) with (q, t, T, µ) 7→ (t2, q2, t2m, λ′). Also using (2.4) we find
f
(m)
λ
(
q2, t2;−t,−qt) = (−q
t
)|λ| (q−2m; q, t)λ
(−q1−2m/t; q, t)λ ·
C−λ (−t; q, t)
C−λ (q; q, t)
.
Equation (4.24) now follows by (2.2). 
Proof of Theorem 4.2. Again we prove the theorem with m replaced by 2m.
It then follows from (4.20) and (2.50a) that we must prove for λ ⊂ (2m)n that
f
(m)
λ
(
q, t; 1, q1/2
)
vanishes unless mi(λ) is even for all 1 6 i 6 2m− 1, in which
case
(4.25) f
(m)
λ
(
q, t; 1, q1/2
)
= bolλ;2m(q, t).
The problem with using Proposition 4.10 as in the proof of Theorem 4.6 is that
the specialisation {t2, t3} = {1, q1/2} corresponds to one of the non-generic
cases discussed on page 28. It would lead to
(4.26) f
(m)
λ
(
q, t; 1, q1/2
)
= (−1)|λ|IK
(
Pλ′(t, q); t, q, q
m;±1,±q1/2),
where the integral on the right is not well-defined. It is still possible to use
(4.26) by interpreting the right in an appropriate limiting sense, but instead
we proceed slightly differently.
First, when m is an integer (4.21) simply says that
f
(m)
λ (q, t; t2, t3) = (−1)|λ|I(m)K
(
Pλ′(t, q); t, q;−1,−q1/2, t2, t3
)
.
In this equation there is no problem specialising {t2, t3} = {1, q1/2} so that
f
(m)
λ (q, t; 1, q
1/2) = (−1)|λ|I(m)K
(
Pλ′(t, q); t, q;±1,±q1/2
)
.
The right-hand side can be computed by Theorem 3.4 with (µ, q, t, n) 7→
(λ′, t, q,m) so that
(4.27) f
(m)
λ (q, t; 1, q
1/2) =
{
A
(2m)
λ′/2 (t, q) if λ˜
′ is even
0 otherwise,
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where we have also used that |λ| is even if λ˜′ = (λ′1− λ′2m, . . . , λ′2m−1− λ′2m, 0)
is even.
When m = k + 1/2 is a half-integer, we use (4.22) written as
(4.28)
f
(m)
λ (q, t; t2, t3) = (−1)|λ|I(k)K
(
Pλ′(x1, . . . , xk,−1; t, q); t, q;−q,−q1/2, t2, t3
)
instead of (4.21). Specialising {t2, t3} = {1, q1/2} this gives
f
(m)
λ (q, t; 1, q
1/2) = (−1)|λ|I(k)K
(
Pλ′(x1, . . . , xk,−1; t, q); t, q; 1,−q,±q1/2
)
.
Now the right can be computed by Theorem 3.5 with (ν, q, t, n) 7→ (λ′, t, q, k).
Since 2k + 1 = 2m and |λ| + λ2m is even if λ˜′ is even, this once again results
in (4.27).
To complete the proof we first note that A
(2m)
λ′/2 (t, q) can be written asA
(2m)
⌊λ′/2⌋(t, q).
Indeed, either λ′ is even, in which case ⌊λ′/2⌋ = λ′/2 or λ′ is odd and λ1 = 2m,
in which case ⌊λ′/2⌋ = λ′/2 − (1/2)2m. Since A(2m)λ′/2 (t, q) only depends on the
relative differences between the parts of λ′/2 the change is justified. Denoting
⌊λ′/2⌋ by ν ′ we find that in the non-vanishing case, that is, when mi(λ) is even
for all 1 6 i 6 2m− 1,
f
(m)
λ (q, t; 1, q
1/2) = A
(2m)
ν′ (t, q)
=
(q2m; t2, q)ν′
(q2m−1t; t2, q)ν′
· C
−
ν′(t; t
2, q)
C−ν′(q; t
2, q)
=
(q
t
)|ν| (q−2m; q, t2)ν
(q1−2m/t; q, t2)ν
· C
−
ν (t; q, t
2)
C−ν (q; q, t
2)
,
where the second equality follows from (3.12) and the last equality from (2.4).
Since ν ′ = ⌊λ′/2⌋ we also have ν = ⌊λ′/2⌋′ which can be simplified to ν =
(λ2, λ4, λ6, . . . ). Recalling (2.2), we obtain
f
(m)
λ (q, t; 1, q
1/2) =
∏
s∈ν
(
1− q2m−a′(s)t2l′(s)
1− q2m−a′(s)−1t2l′(s)+1 ·
1− qa(s)t2l(s)+1
1− qa(s)+1t2l(s)
)
.
To write this without reference to the partition ν we consider both factors in
the product separately. The first factor is trivial:
(4.29)
∏
s∈ν
1− q2m−a′(s)t2l′(s)
1− q2m−a′(s)−1t2l′(s)+1 =
∏
s∈λ
l′(s) odd
1− q2m−a′(s)tl′(s)−1
1− q2m−a′(s)−1tl′(s) .
For the second factor we use that for λ′ even we must have λ2i = λ2i−1 for all
i. We can therefore redefine ν as
ν :=
{
(λ1, λ3, . . . ) if λ
′ is even
(λ2, λ4, . . . ) if λ
′ is odd.
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But for such ν
(4.30)
∏
s∈ν
1− qa(s)t2l(s)+1
1− qa(s)+1t2l(s) =
∏
s∈λ
1− qa(s)tl(s)
1− qa(s)+1tl(s)
in both cases. Combining (4.29) and (4.30) we obtain (4.25). 
Proof of Theorem 4.3. When m is odd the result is completely elementary. By
(2.45b) and (2.46) we can write the right-hand side of (4.8) as
(x1 · · ·xn)m2 P (Dn,Dn)(m
2
)n (x; q, t) + (x1 · · ·xn)
m
2 P
(Dn,Dn)
(m
2
)n (x¯; q, t).
Whenm is odd the first term is a polynomial of even degree whereas the second
term is a polynomial of odd degree. Since partitions λ of Type 1 have even
size and partitions of Type 2 have size congruent to m modulo 2, it follows
that for odd m we may dissect (4.8) as in Corollary 4.3.
To prove the theorem for even m we closely follow the proof of Proposi-
tion 4.10. In (4.19) we replace m by m−1 =: k (we do not at this point assume
that m is even) and multiply both sides by
∏n
i=1(1−x2i ) = σ1[−x(1+ε)]. Then
expanding the right-hand side in terms of Macdonald polynomials using (2.20)
gives
n∏
i=1
(1− x2i )
×
∑
λ⊂kn
(−1)|λ|(x1 · · ·xn)kKkn−λ(x; q, t; t0, t1, t2, t3)Kλ′(y; t, q; t0, t1, t2, t3)
=
∑
λ⊂(2m)n
(−1)|λ|Pλ(x; q, t)Pλ′
(
[y± + 1 + ε]; t, q),
where y = (y1, . . . , yk). If we specialise {t0, t1, t2, t3} = {±q,±q1/2} and apply
Lemma 2.3 followed by (2.50b) this leads to
n∏
i=1
(
x
−1/2
i − x1/2i
)
×
∑
λ⊂kn
(−1)|λ|(x1 · · ·xn)mP (Bn,Cn)(m− 1
2
)n−λ
(x; q, t, q1/2)Kλ′(y; t, q;±q,±q1/2)
=
∑
λ⊂(2m)n
(−1)|λ|Pλ(x; q, t)Pλ′
(
[y± + 1 + ε]; t, q).
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Equating coefficients of Pλ(x; q, t)K0(y; t, q;±q,±q1/2) and then replacing y by
x on the right yields
(4.31)
[
Pλ(x; q, t)
]
(x1 · · ·xn)mP (Bn,Cn)(m− 1
2
)n
(x; q, t, q1/2)
n∏
i=1
(
x
−1/2
i − x1/2i
)
= (−1)|λ|I(m−1)K
(
Pλ′(x
±
1 , . . . , x
±
m−1,±1; t, q); t, q;±q,±q1/2
)
.
By the integer-m case of Proposition 4.10[
Pλ(x; q, t)
]
(x1 · · ·xn)mKmn(x; q, t; t2, t3)
= (−1)|λ|I(m)K
(
Pλ′(t, q); t, q;−1,−q1/2, t2, t3
)
.
For {t2, t3} = {1, q1/2} this can also be written as
(4.32)
[
Pλ(x; q, t)
]
(x1 · · ·xn)mP (Bn,Bn)mn (x; q, t, 1)
= (−1)|λ|I(m)K
(
Pλ′(t, q); t, q;±1,±q1/2
)
thanks to (2.50a). Taking half the sum of (4.31) and (4.32) and recalling (2.45)
it follows that[
Pλ(x; q, t)
]
(x1 · · ·xn)mP (Dn,Dn)mn (x; q, t)(4.33)
= 1
2
(−1)|λ|I(m)K
(
Pλ′(x
±
1 , . . . , x
±
m; t, q); t, q;±1,±q1/2
)
+ 1
2
(−1)|λ|I(m−1)K
(
Pλ′(x
±
1 , . . . , x
±
m−1,±1; t, q); t, q;±q,±q1/2
)
.
Both virtual Koornwinder integrals on the right can be computed by Theo-
rem 3.4. Since
χ
(
λ˜′ even
)(
1
2
+ 1
2
(−1)λ′2m
)
= χ
(
λ′ even
)
for λ˜′ = (λ′1 − λ′2m, . . . , λ′2m−1 − λ′2m, 0), we find[
Pλ(x; q, t)
]
(x1 · · ·xn)mP (Dn,Dn)mn (x; q, t) = χ(λ′ even)Aλ′/2(t, q).
In the proof of Theorem 4.2 we have already shown that
Aλ′/2(t, q) = b
ol
λ;2m(q, t)
for λ′ even (or λ′ odd and λ1 = 2m). Hence[
Pλ(x; q, t)
]
(x1 · · ·xn)mP (Dn,Dn)mn (x; q, t) = χ(λ′ even)bolλ;2m(q, t).
Replacing m by m/2 this proves (4.9a) for even m.
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For completeness we remark that the analogue of (4.33) for half-integer m
is easily shown to be[
Pλ(x; q, t)
]
(x1 · · ·xn)mP (Dn,Dn)mn (x; q, t)
= 1
2
(−1)|λ|I(k)K
(
Pλ′(x
±
1 , . . . , x
±
k ,−1; t, q); t, q; 1,−q,±q1/2
)
+ 1
2
(−1)|λ|I(k)K
(
Pλ′(x
±
1 , . . . , x
±
k , 1; t, q); t, q;−1, q,±q1/2
)
,
where k = m− 1/2. By Theorem 3.5 this again implies that[
Pλ(x; q, t)
]
(x1 · · ·xn)mP (Dn,Dn)mn (x; q, t) = χ(λ′ even)bolλ;2m(q, t).
Of course, as noted above, this result follows more simply by a degree argu-
ment. 
Proof of Theorem 4.7. By (2.54) and (4.17) we must prove that
(4.34) f
(m)
λ (0, t; 0, 0, t2, t3) = h
(2m)
λ (t2, t3; t)
for λ ⊂ (2m)n. By (4.18),
(4.35) f
(m)
λ (0, t; 0, 0, t2, t3) = (−1)|λ|I(m)K
(
Pλ′(t, 0); t, 0; 0, 0, t2, t3
)
.
The integral on the right can be evaluated thanks to Theorem 3.7 with (n, q, µ)
replaced by (m, t, λ′). Hence
f
(m)
λ (0, t; 0, 0, t2, t3) = (−1)|λ|hλ(−t2,−t3; t) = h(2m)λ (t2, t3; t),
where the second equality follows from definition (2.8) and
(−1)|λ| =
∏
i>1
i odd
(−1)mi(λ). 
A proof of (4.15) (the large-m limit of Theorem 4.7) using virtual Koorn-
winder integrals is due to Venkateswaran [92]. Her approach, however, is not a
limiting version of ours. Crucial difference is that Venkateswaran stays within
the t-world, whereas we have applied the virtual Koornwinder integral (3.20)
over Pλ(0, q).
Proof of Theorem 4.8. As in earlier proofs we replace m by 2m. From (2.61)
and (4.20) it follows that we must prove
(4.36) f
(m)
λ (0, t; t2, 0) = h
(2m)
λ (t2; t)
for λ ⊂ (2m)n and m a nonnegative integer or half-integer. For m an integer,
(4.36) is the t3 = −1 case of (4.34), and in the remainder we assume m is a
half-integer.
We will not apply Proposition 4.10 as it is not suitable for taking the q → 0
limit. Instead we take that limit in (4.28). Then
f
(m)
λ (0, t; t2, t3) = (−1)|λ|I(k)K
(
Pλ′(x
±
1 , . . . , x
±
k ,−1; t, 0); t, 0; 0, 0, t2, t3
)
,
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where k = m − 1/2. By the branching rule (2.28) and relation (2.29) this
becomes
f
(m)
λ (0, t; t2, t3) =
∑
µ⊂λ
(−1)|µ|ψ′λ/µ(0, t)I(k)K
(
Pµ′(t, 0); t, 0; 0, 0, t2, t3
)
.
The virtual Koornwinder integral on the right can be computed by Theorem 3.7
with (n, q, µ) replaced by (k, t, µ′). Hence
f
(m)
λ (0, t; t2, t3) =
∑
µ⊂λ
µ162k
(−1)|µ|ψ′λ/µ(0, t) h(2k)µ (−t2,−t3; t).
We do not know how to evaluate this in closed form for arbitrary t3, but for
t3 = 0 it follows from (2.8) that
h(2k)µ (−t2, 0; t) = todd(µ)2 .
Also using that (−1)|µ| = (−1)odd(µ) we find
f
(m)
λ (0, t; t2, 0) =
∑
µ⊂λ
µ162m−1
(−t2)odd(µ)ψ′λ/µ(0, t).
Since ψ′λ/µ(0, t) is the e-Pieri coefficient for ordinary Hall–Littlewood polyno-
mials we have [64, page 215]
ψ′λ/µ(0, t) =
∏
i>1
[
λ′i − λ′i+1
λ′i − µ′i
]
t
,
Therefore
f
(m)
λ (0, t; t2, 0) =
∑
µ⊂λ
µ162m−1
(−t2)odd(µ)
2m−1∏
i=1
[
λ′i − λ′i+1
λ′i − µ′i
]
t
.
Writing µ′i = λ
′
i − ki and using (3.25) with (µ, ν, n) 7→ (µ′, λ′, m), we finally
obtain
f
(m)
λ (0, t; t2, 0) = (−t2)odd(λ)
2m−1∏
i=1
mi(λ)∑
ki=0
(−t2)(−1)iki
[
mi(λ)
ki
]
t
= (−t2)odd(λ)
2m−1∏
i=1
i odd
Hmi(λ)(−1/t2; t)
2m−1∏
i=1
i even
Hmi(λ)(−t2; t)
= h
(2m)
λ (t2,−1; t) = h(2m)λ (t2; t). 
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(1)†
n αn−1
αn
α1 α0
1
1 2 2 2 2 2 2
A
(2)†
2n−1αn−1
αn
α1 α0
1
1 2 2 2 2 2 1
B
(1)
n α1
α0
α2 αn
1
1 2 2 2 2 2 2
A
(2)
2n−1α1
α0
α2 αn
1
1 2 2 2 2 2 1
C
(1)
n α0 α1 αn
1 2 2 2 2 2 1
D
(2)
n+1 α0 α1 αn
1 1 1 1 1 1 1
A
(2)
2 α0 α1
2 1
A
(2)
2n α0 α1 αn
2 2 2 2 2 2 1
A
(2)†
2 α1 α0
2 1
A
(2)†
2n αn α1 α0
2 2 2 2 2 2 1
Figure 1. The Dynkin diagrams of the “BCn-type” affine Lie
algebras with labelling of vertices by simple roots α0, . . . , αn and
marks a0, . . . , an.
5. Applications
5.1. Character identities for affine Lie algebras.
We will only define the bare minimum of notation needed, and for a more
comprehensive introduction to the representation theory of affine Lie algebras
we refer the reader to [15, 61].
We will be concerned with affine Lie algebras g of “BCn type”, that is,
B
(1)
n , C
(1)
n , A
(2)
2n−1, A
(2)
2n and D
(2)
n+1, which are the algebras whose classical part
(at least in standard labelling) is one of Bn or Cn. The relevant Dynkin
diagrams are shown in Figure 5.1. For B
(1)
n , A
(2)
2n−1 and A
(2)
2n we also use the
nonstandard labelling of simple roots (indicated by the customary †) obtained
by mapping αi 7→ αn−i for 0 6 i 6 n. Apart from the simple roots α0, . . . , αn
and fundamental weights Λ0, . . . ,Λn we need the null root δ given by δ =∑n
i=0 aiαi, with the ai the marks of g. We are interested in representations of
g known as integrable highest-weight modules. If P+ is the set of dominant
integral weights P+ =
∑n
i=0 Z>0Λi then these modules are indexed by Λ ∈ P+,
and will be denoted by V (Λ) in the following. The character of V (Λ) can be
computed in closed form by the Weyl–Kac formula:
(5.1) chV (Λ) =
∑
w∈W sgn(w) e
w(Λ+ρ)−ρ∏
α>0(1− e−α)mult(α)
.
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HereW is the Weyl group of g, sgn(w) the signature of w ∈ W , ρ = Λ0+· · ·+Λn
the Weyl vector, and mult(α) the multiplicity of α. In the denominator, the
product runs over the positive roots of g.
Below we prove combinatorial character formulas for
(5.2) χm(g) := e
−mΛ0 chV (mΛ0)
for g one of B
(1)
n ,B
(1)†
n ,C
(1)
n ,A
(2)
2n−1,A
(2)†
2n−1,A
(2)
2n ,A
(2)†
2n ,D
(2)
n+1. Since the diagrams
of C
(1)
n and D
(2)
n+1 are the same when read from left to right as from right to left,
these two algebras occur only once in the above list. For A
(2)†
2n−1,A
(2)†
2n and D
(2)
n+1,
however, we obtain two distinct formulas, making a total of eleven character
formulas.
Recall that P
(R)
λ denotes a Hall–Littlewood polynomial of type R. Also
recall the definition of X in (1.5), which may be written plethystically as
X =
(
x1 + x
−1
1 + · · ·+ xn + x−1n
) 1− tN
1− t .
We complement this with
X¯ :=
(
x±1 , tx
±
1 , . . . , t
N−1x±1 , . . . . . . , x
±
n−1, tx
±
n−1, . . . , t
N−1x±n−1, 1, t, . . . , t
N−1
)(5.3)
=
(
x1 + x
−1
1 + · · ·+ xn−1 + x−1n−1 + 1
) 1− tN
1− t .
Finally, in each of the formulas below m0(λ) :=∞.
Theorem 5.1. Let
(5.4) xi := e
−αi−···−αn−1−αn/2 (1 6 i 6 n), t := e−δ,
and let m and n be positive integers. Then
χm
(
C(1)n
)
= lim
N→∞
tmnN
2
P
(C2nN )
m2nN
(
t1/2X ; t, 0
)
(5.5)
=
∑
λ even
λ162m
t|λ|/2P ′λ(x
±
1 , . . . , x
±
n ; t),
χm
(
A
(2)
2n−1
)
= (t; t2)∞ lim
N→∞
t
1
2
mnN2P
(D2nN )
(m
2
)2nN
(
t1/2X ; t
)
(5.6)
=
∑
λ′ even
λ16m
t|λ|/2P ′λ(x
±
1 , . . . , x
±
n ; t)
m−1∏
i=0
(t; t2)mi(λ)/2
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and
χm
(
A
(2)
2n
)
= lim
N→∞
t
1
2
mnN2P
(B2nN )
(m
2
)2nN
(
t1/2X ; t, 0
)
(5.7)
=
∑
λ
λ16m
t|λ|/2P ′λ(x
±
1 , . . . , x
±
n ; t).
Theorem 5.2. Let
xi := e
−αi−···−αn−1+(αn−1−αn)/2 (1 6 i 6 n), t := e−δ,
and let m and n be positive integers. Then
χm
(
A
(2)†
2n−1
)
= (t; t2)∞ lim
N→∞
tmnN
2
P
(C2nN )
m2nN
(
t1/2X ; t, t
)
(5.8)
=
∑′
λ
λ162m
t(|λ|+odd(λ))/2P ′λ(x
±
1 , . . . , x
±
n ; t)
2m−1∏
i=0
(t; t2)⌈mi(λ)/2⌉,
where the prime in the sum on the right denotes the restriction “mi(λ) is even
for i = 1, 3, . . . , 2m− 1”.
Theorem 5.3. Let
(5.9) xi := e
−αi−···−αn (1 6 i 6 n),
and let m and n be positive integers. Then
χm
(
A
(2)†
2n
)
= lim
N→∞
tmnN
2
P
(BC2nN )
m2nN
(
t1/2X ; t, 0,−t1/2)(5.10)
=
∑
λ
λ162m
t(|λ|+odd(λ))/2P ′λ(x
±
1 , . . . , x
±
n ; t),
where t := e−δ, and
χm
(
D
(2)
n+1
)
= (−t1/2; t1/2)∞ lim
N→∞
t
1
2
mnN2P
(B2nN )
(m
2
)2nN
(
t1/2X ; t,−t1/2)(5.11)
=
∑
λ
λ16m
t|λ|/2P ′λ(x
±
1 , . . . , x
±
n ; t)
m−1∏
i=0
(−t1/2; t1/2)mi(λ),
where t1/2 := e−δ.
The identity (5.5) without the limiting expression in the middle is [5, Theo-
rem 1.1; (1.4a)], (5.7), which is (1.4) from the introduction, extends [5, Theo-
rem 1.1; (1.4b)] from integer to half-integer values of m and (5.11) in the same
way extends [5, Theorem 5.4]. The identity 5.10, again without expression on
the right, is [5, Theorem 5.3].
In each of the remaining formulas e−αn is specialised.
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Theorem 5.4. Let
(5.12) xi := − e−αi−···−αn (1 6 i 6 n− 1), t := e−δ,
and specialise e−αn 7→ −1. Then, for m and n positive integers,
χm
(
A
(2)†
2n
)
= lim
N→∞
t
1
2
m(2n−1)N2P
(C(2n−1)N )
m(2n−1)N
(
t1/2X¯; t, 0
)
(5.13)
=
∑
λ even
λ162m
t|λ|/2P ′λ(x
±
1 , . . . , x
±
n−1, 1; t)
and
χm
(
B(1)n
)
= (t; t2)∞ lim
N→∞
t
1
4
m(2n−1)N2P
(D(2n−1)N )
(m
2
)(2n−1)N
(
t1/2X¯ ; t
)
(5.14)
=
∑
λ′ even
λ16m
t|λ|/2P ′λ(x
±
1 , . . . , x
±
n−1, 1; t)
m−1∏
i=0
(t; t2)mi(λ)/2
Theorem 5.5. Let
(5.15) xi := − e−αi−···−αn (1 6 i 6 n− 1), t1/2 := − e−δ,
and specialise e−αn 7→ −1. Then, for m and n positive integers,
χm
(
D
(2)
n+1
)
= lim
N→∞
t
1
4
m(2n−1)N2P
(B(2n−1)N )
(m
2
)(2n−1)N
(
t1/2X¯ ; t, 0
)
(5.16)
=
∑
λ
λ16m
t|λ|/2P ′λ(x
±
1 , . . . , x
±
n−1, 1; t),
Theorem 5.6. Let
(5.17) xi := e
−αi−···−αn−1+(αn−1−αn)/2 (1 6 i 6 n− 1), t := e−δ,
and specialise e−αn 7→ e−αn−1. Then, for m and n positive integers,
χm
(
B(1)†n
)
= (−t1/2; t1/2)∞ lim
N→∞
t
1
4
m(2n−1)N2P
(B(2n−1)N )
(m
2
)(2n−1)N
(
t1/2X¯; t,−t1/2)(5.18)
=
∑
λ
λ16m
t|λ|/2P ′λ(x
±
1 , . . . , x
±
n−1, 1; t)
m−1∏
i=0
(−t1/2; t1/2)mi(λ)
and
χm
(
A
(2)†
2n−1
)
= lim
N→∞
tm(n−1/2)N
2
P
(BC(2n−1)N )
m(2n−1)N
(
t1/2X¯ ; t, 0,−t1/2)(5.19)
=
∑
λ
λ162m
t(|λ|+odd(λ))/2P ′λ(x
±
1 , . . . , x
±
n−1, 1; t).
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The rest of this section is devoted to a proof of these eleven formulas.
Recall the Vandermonde determinants of type Bn,Cn and Dn given in (2.56),
(2.63) and (2.65).
Proposition 5.7. For x = (x1, . . . , xn), m a positive integer and N a non-
negative integer,∑
λ
λ162m
t|λ|/2h
(2m)
λ (t2, t3; t)Pλ
([
x
1− tN
1− t
]
; t
)
(5.20)
= (x1 · · ·xn)mN tmnN2/2P (BCnN )mnN
([
t1/2x
1− tN
1− t
]
; t, t2, t3
)
=
∏n
i=1(t
1/2t2xi, t
1/2t3xi; t)N∏n
i,j=1(txixj ; t)N
∏
16i<j6n
(txixj ; t)2N
×
∑
r1,...,rn>0
∆C(xt
r)
∆C(x)
n∏
i=1
(t1/2t−12 xi, t
1/2t−13 xi; t)ri
(t1/2t2xi, t1/2t3xi; t)ri
(t2t3)
ri(x2i t
ri)mri
×
n∏
i,j=1
(t−Nxi/xj , xixj ; t)ri
(txi/xj, tN+1xixj ; t)ri
tNri .
Remark 5.8. A more general hypergeometric identity than (5.20) holds, ob-
tained by replacing
x 7→ t1/2
(
x1
1− tN1
1− t + x2
1− tN2
1− t + · · ·+ xn
1− tNn
1− t
)
in (4.14). From a hypergeometric point of view this more general identity,
which on the right features the Cn hypergeometric series∑
r1,...,rn>0
∆C(xt
r)
∆C(x)
n∏
i=1
(t1/2t−12 xi, t
1/2t−13 xi; t)ri
(t1/2t2xi, t1/2t3xi; t)ri
(t2t3)
ri(x2i t
ri
)mri
×
n∏
i,j=1
(t−Njxi/xj, xixj ; t)ri
(txi/xj , tNj+1xixj ; t)ri
tNjri ,
is more natural. For our purposes, however, we do not require this greater
degree of generality.
Proof. Identity (5.20) follows from (4.14) by the substitution
(5.21)
x 7→ t1/2(x1, x1t, . . . , x1tN−1, . . . . . . , xn, xnt, . . . , xntN−1) = t1/2x 1− tN
1− t
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(so that, implicitly, n 7→ nN). The two left-most expressions immediately
follow from (5.20), but to show equality with the hypergeometric sum on the
right some work is required.
First we use Lemma 2.4 to trade the right-hand side of (4.14) for∑
ε∈{±1}n
Φ(xε; t2, t3; t)
n∏
i=1
x
(1−εi)m
i .
Next we observe that Φ(xε; t2, t3; t) contains the factor∏
16i<j6n
(1− txεii xεjj )
which vanishes if there exists an i (1 6 i 6 n− 1) such that
txεii x
εi+1
i+1 = 1.
Therefore, by the substitution (5.21) the summand vanishes if for some i,
(εi, εi+1) = (1,−1) while (xi, xi+1) is mapped to (xutp, xutp+1) for some u and
p. In other words, the only sequences ε that yield a non-vanishing summand
are of the form
ε =
(−1, . . . ,−1︸ ︷︷ ︸
r1 times
, 1, . . . , 1︸ ︷︷ ︸
N − r1 times
,−1, . . . ,−1︸ ︷︷ ︸
r2 times
, 1, . . . , 1︸ ︷︷ ︸
N − r2 times
, . . . ,−1, . . . ,−1︸ ︷︷ ︸
rn times
, 1, . . . , 1︸ ︷︷ ︸
N − rn times
)
.
The ri are exactly the summation indices of (5.20). The rest of the proof is
tedious but elementary and left to the reader. 
Replacing
(5.22) x 7→ (x1, y1, . . . , xn, yn)
in (5.20) (so that n 7→ 2n), and then using [5, Proposition 5.1] to take the limit
yi 7→ x−1i for all 1 6 i 6 n, we obtain the following corollary of Proposition 5.7.
Corollary 5.9. Let m a positive integer, N a nonnegative integer and X the
alphabet (1.5). Then∑
λ
λ162m
t|λ|/2h
(2m)
λ (t2, t3; t)Pλ(X ; t)
= tmnN
2
P
(BC2nN )
m2nN
(
t1/2X ; t, t2, t3
)
=
n∏
i=1
(t1/2t2x
±
i , t
1/2t3x
±
i ; t)N
(tx±2i ; t)N
[
2N
N
]
t
∏
16i<j6n
(tx±i x
±
j ; t)2N
(tx±i x
±
j ; t)
2
N
×
∑
r∈Zn
∆C(xt
r)
∆C(x)
n∏
i=1
(t1/2t−12 xi, t
1/2t−13 xi; t)ri
(t1/2t2xi, t1/2t3xi; t)ri
(t2t3)
ri(x2i t
ri)mri
60 ERIC M. RAINS AND S. OLE WARNAAR
×
n∏
i,j=1
(t−Nxix
±
j ; t)ri
(tN+1xix
±
j ; t)ri
t2Nri.
Since
lim
N→∞
Pλ(X ; t) = Pλ
([x±1 + · · ·+ x±n
1− t
]
; t
)
= P ′λ(x
±
1 , · · ·x±n ; t),
the above corollary is a bounded analogue of [5, Theorem 5.2; (5.6a)], which
states (without the second line) that
∑
λ
λ162m
t|λ|/2h
(2m)
λ (t2, t3; t)P
′
λ(x
±
1 , . . . , x
±
n ; t)
(5.23)
= lim
N→∞
tmnN
2
P
(BC2nN )
m2nN
(
t1/2X ; t, t2, t3
)
=
1
(t; t)n∞
n∏
i=1
(t1/2t2x
±
i , t
1/2t3x
±
i ; t)∞
(tx±2i ; t)∞
∏
16i<j6n
1
(tx±i x
±
j ; t)∞
×
∑
r∈Zn
∆C(xt
r)
∆C(x)
n∏
i=1
(t1/2t−12 xi, t
1/2t−13 xi; t)ri
(t1/2t2xi, t1/2t3xi; t)ri
(t2t3t
−n)ri(x2i t
ri)(m+n)ri ,
for m a positive integer.
If instead of (5.22) we make the substitution
(5.24) x 7→ (x1, y1, . . . , xn−1, yn−1, xn)
in (5.20) (so that n 7→ 2n − 1) and then take the limit yi 7→ x−1i for all
1 6 i 6 n − 1 and xn → 1 using [5, Proposition 5.1], we obtain a bounded
version of [5, Theorem 5.2; (5.6b)]8
∑
λ
λ162m
t|λ|/2h
(2m)
λ (t2, t3; t)P
′
λ(x
±
1 , . . . , x
±
n−1, 1; t)
(5.25)
= lim
N→∞
tm(n−1/2)N
2
P
(BC(2n−1)N )
m(2n−1)N
(
t1/2X¯ ; t, t2, t3
)
=
1
(t; t)n∞(t
1/2t2, t1/2t3; t)∞
n∏
i=1
(t1/2t2x
±
i , t
1/2t3x
±
i ; t)∞
(−tx±i ; t)∞(tx±2i ; t2)∞
×
∏
16i<j6n
1
(tx±i x
±
j ; t)∞
∑
r∈Zn
(
∆B(−xtr)
∆B(−x)
8Taking xn → t1/2 instead of xn → 1 yields additional character identities to those of
Theorems 5.1 and 5.6.
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×
n∏
i=1
(t1/2t−12 xi, t
1/2t−13 xi; t)ri
(t1/2t2xi, t1/2t3xi; t)ri
(−t2t3t1/2−n)ri(x2i tri)(m+n−1/2)ri),
where m is a positive integer and xn := 1.
We are now ready to prove Theorems 5.1–5.6. Our first two character for-
mulas follow from (5.23) and (5.25) by letting t2 and t3 tend to zero. The
hypergeometric sums on the right can then be identified with χm(C
(1)
n ) and
χm(A
(2)†
2n ) respectively, by [5, Lemmas 2.1 & 2.3] and [5, Lemma 2.3] (which are
simple rewritings of the Weyl–Kac formula for these two affine Lie algebras).
In the latter case this identification requires the specialisation e−αn 7→ −1,
corresponding to the condition xn := 1 in (5.25). In the t2, t3 → 0 limit the
left-hand sides simplifies since h
(2m)
λ (0, 0; t) = χ(λ even). We thus obtain (5.5)
and (5.13).
Next we specialise t3 = −t1/2 in (5.23) and (5.25). Using
∆C(xt
r)
∆C(x)
n∏
i=1
(−xi; t)ri
(−txi; t)ri
=
∆B(xt
r)
∆B(x)
(5.26a)
∆B(−xtr)
∆B(−x)
n∏
i=1
(−xi; t)ri
(−txi; t)ri
=
∆D(xt
r)
∆D(x)
(5.26b)
respectively, this yields∑
λ
λ162m
t|λ|/2h
(2m)
λ (t2,−t1/2; t)P ′λ(x±1 , . . . , x±n ; t)(5.27)
= lim
N→∞
tmnN
2
P
(BC2nN )
m2nN
(
t1/2X ; t, t2,−t1/2
)
=
1
(t; t)n∞
n∏
i=1
(t1/2t2x
±
i ; t)∞
(tx±i ; t)∞(tx
±2
i ; t
2)∞
∏
16i<j6n
1
(tx±i x
±
j ; t)∞
×
∑
r∈Zn
∆B(xt
r)
∆B(x)
n∏
i=1
(t1/2t−12 xi; t)ri
(t1/2t2xi; t)ri
(−t2t1/2−n)ri(x2i tri)(m+n)ri
and ∑
λ
λ162m
t|λ|/2h
(2m)
λ (t2,−t1/2; t)P ′λ(x±1 , . . . , x±n−1, 1; t)(5.28)
= lim
N→∞
tm(n−1/2)N
2
P
(BC(2n−1)N )
m(2n−1)N
(
t1/2X¯ ; t, t2,−t1/2
)
=
1
(t; t)n−1∞ (t
2; t2)∞(t1/2t2; t)∞
n∏
i=1
(t1/2t2x
±
i ; t)∞
(tx±2i ; t
2)∞
∏
16i<j6n
1
(tx±i x
±
j ; t)∞
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×
∑
r∈Zn
(
∆D(xt
r)
∆D(x)
n∏
i=1
(t1/2t−12 xi; t)ri
(t1/2t2xi; t)ri
(
t2t
1−n
)ri(x2i tri)(m+n−1/2)ri),
where xn := 1 in the second identity. Taking the t2 → 0 limit using
h
(m)
λ (0, b; t) = (−b)odd(λ),
and identifying the respective right-hand sides as χm(A
(2)†
2n ) and χm(A
(2)†
2n−1)
by [5, Lemma 2.3] and Lemma A.3, results in (5.10) and (5.19). In particular
we note that xn being 1 in (5.28) implies that we must specialise e
−αn 7→ e−αn−1 ,
see (A.6). In similar manner we specialise t2 = t
1/2 in (5.27) (considering (5.28)
does not lead to a character identity). Using (5.26b) with x 7→ −x it follows
from Lemma A.3 that the right-hand side simplifies to
(−t; t)∞ χm
(
A
(2)†
2n−1
)
.
By (2.8) the Rogers–Szego˝ polynomial in the summand on the left becomes
h
(2m)
λ (−t1/2, t1/2; t) = todd(λ)/2
m−1∏
i=1
i odd
Hmi(λ)(−1; t)
m−1∏
i=1
i even
Hmi(λ)(−t; t).
Using (2.11b) and (2.11c) this yields
h
(2m)
λ (−t1/2, t1/2; t) =
2m−1∏
i=1
(t; t2)⌈m/2⌉
when mi(λ) even for all i = 1, 3, . . . , 2m − 1 and zero otherwise. Finally
noting that (−t; t)∞(t; t2)∞ = 1, Theorem 5.2 follows. There is one further
specialisation of (5.27) and (5.28) that leads to character identities, namely
t2 = −1. We will consider this case as part of a more general treatment of
(5.23) and (5.25) for t3 = −1.
Recalling that Theorem 4.8 extends the t3 = −1 case of Theorem 4.7 to
half-integer values of m, the t3 = −1 specialisations of (5.23) and (5.25) lead
to ∑
λ
λ16m
t|λ|/2h
(m)
λ (t2; t)P
′
λ(x
±
1 , . . . , x
±
n ; t)(5.29)
= lim
N→∞
tmnN
2/2P
(B2nN )
(m/2)2nN
(
t1/2X ; t, t2
)
=
1
(t; t)n∞
n∏
i=1
(t1/2t2x
±
i ; t)∞
(t1/2x±i ; t)∞(t
2x±2i ; t
2)∞
∏
16i<j6n
1
(tx±i x
±
j ; t)∞
×
∑
r∈Zn
∆C(xt
r)
∆C(x)
n∏
i=1
(t1/2t−12 xi; t)ri
(t1/2t2xi; t)ri
(−t2t−n)ri(x2i tri)(m+2n)ri/2
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and
∑
λ
λ16m
t|λ|/2h
(m)
λ (t2; t)P
′
λ(x
±
1 , . . . , x
±
n−1, 1; t)
(5.30)
= lim
N→∞
tm(2n−1)N
2/4P
(B(2n−1)N )
(m/2)(2n−1)N
(
t1/2X¯ ; t, t2
)
=
1
(t; t)n∞(t
1/2t2,−t1/2; t)∞
n∏
i=1
(t1/2t2x
±
i ; t)∞
(t1/2x±i ,−tx±i ; t)∞
∏
16i<j6n
1
(tx±i x
±
j ; t)∞
×
∑
r∈Zn
∆B(−xtr)
∆B(−x)
n∏
i=1
(t1/2t−12 xi; t)ri
(t1/2t2xi; t)ri
(
t2t
1/2−n
)ri(x2i tri)(m+2n−1)ri/2,
where xn := 1. If we now let t2 tend to zero, use that h
(m)
λ (0; t) = 1 and
further use [5, Lemmas 2.2 & 2.4] (see also (5.34) for the former) to identify
the right-hand sides as χm(A
(2)
2n ) and χm(D
(2)
n+1), we obtain (5.7) and (5.16).
We again note that the condition xn := 1 in (5.30) implies that in the D
(2)
n+1
case we must specialise e−αn 7→ −1. Two further cases, already mentioned
in relation with (5.27) and (5.28), arise from (5.29) and (5.30) by specialising
t2 = −t1/2. On the right we can once again use (5.26) as well as [5, Lemma
2.4] and Lemma A.3 to recognise the hypergeometric sums as
(−t1/2; t1/2)∞ χm(g)
for g = D
(2)
n+1 and B
(1)†
n respectively. In the latter case we must assume the
specialisation e−αn 7→ e−αn−1 . On the left we use (2.10) and (2.11d) to find
h
(m)
λ (t
1/2; t) =
m−1∏
i=1
(−t1/2; t1/2)mi(λ),
completing the proofs of (5.11) and (5.18). To prove our final two results
we consider (5.29) and (5.30) for t2 = 1. Then, by (4.10), we can add the
additional restriction “λ′ is even” to the sum on the left and |r| ≡ 0 (mod 2)
to the sum on the right. Using Lemmas A.2 and A.1 this proves (5.6) and
(5.14).
5.2. Rogers–Ramanujan identities.
Starting with the pioneering papers [53–58], the link between affine Lie alge-
bras and vertex operator algebras on the one hand and Rogers–Ramanujan
identities on the other is by now well established, see also [2, 13, 14, 17, 18, 25,
26,38,71,98]. Nonetheless, examples of q-series (as opposed to combinatorial)
identities that lift classical Rogers–Ramanujan-type identities to affine Lie al-
gebra at arbitrary rank and level while still permitting a product form, are rare.
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Recently Griffin et al. [31] showed how to use combinatorial character identities
of the type proven in Section 5.1 to obtain doubly-infinite families of Rogers–
Ramanujan identities, including a generalisation of the Rogers–Ramanujan [82]
and Andrews–Gordon [1,28] identities to the affine Lie algebra A
(2)
2n . Following
the approach of [31] we prove several new doubly-infinite families of Rogers–
Ramanujan identities.
Theorem 5.10 (A
(2)
2n -Rogers–Ramanujan identities). Let m,n be positive in-
tegers. Then
(5.31)
∑
λ
λ16m
q|λ|/2Pλ(1, q, q
2, . . . ; q2n)
=
(qκ; qκ)n−1∞ (q
κ/2; qκ/2)∞
(q; q)n−1∞ (q
1/2; q1/2)∞
n∏
i=1
θ(qi; qκ/2)
∏
16i<j6n
θ(qj−i, qi+j; qκ)
for κ := m+ 2n + 1, and
(5.32)
∑
λ
λ162m
t|λ|/2+n odd(λ)Pλ(1, q, q
2, . . . ; q2n)
=
(qκ; qκ)n−1∞ (q
κ/2; qκ/2)∞
(q; q)n−1∞ (q
1/2; q1/2)∞
n∏
i=1
θ(qi+m; qκ/2)
∏
16i<j6n
θ(qj−i, qi+j−1; qκ)
for κ := 2m+ 2n+ 1.
Proof. To prove (5.31) we apply the specialisation
F : C[[e−α0 , . . . , e−αn ]]→ C[[q1/2]]
given by
(5.33) F (e−α0) = q1/2 and F (e−αi) = q for 1 6 i 6 n
to the A
(2)
2n character identity (5.7). Since the the null root for A
(2)
2n is given by
δ = 2α0 + · · ·+ 2αn−1 + αn it follows from (5.4) that
F (xi) = q
n−i+1/2 (1 6 i 6 n) and F (t) = q2n.
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Hence
F
( ∑
λ
λ16m
t|λ|/2P ′λ
(
x±1 , . . . , x
±
n ; t)
)
=
∑
λ
λ16m
qn|λ|P ′λ
(
q−n+1/2, q−n+3/2, . . . , qn−1/2; q2n
)
=
∑
λ
λ16m
q|λ|/2P ′λ
(
1, q, . . . , q2n−1; q2n
)
=
∑
λ
λ16m
q|λ|/2Pλ
(
1, q, q2, . . . ; q2n
)
.
Here the second equality uses the homogeneity of the modified Hall–Littlewood
polynomial and the the third equality follows from (2.66) and
f
[1 + q + · · ·+ q2n−1
1− q2n
]
= f [1 + q + q2 + · · · ], f ∈ Λ.
To apply F to the left-hand side of (5.7) we use that for arbitrary Λ ∈ P+
parametrised as (compare with (2.44b))
Λ = c0Λ0 + (λ1 − λ2)Λ1 + · · ·+ (λn−1 − λn)Λn−1 + λnΛn
with λ = (λ1, . . . , λn) a partition and c0 a nonnegative integer we can rewrite
the Weyl–Kac formula for A
(2)
2n as [5, Lemma 2.2],
(5.34)
e−Λ ch V (Λ) =
1
(t; t)n∞
∏n
i=1 θ(t
1/2xi; t)θ(x2i ; t
2)
∏
16i<j6n xjθ(xi/xj , xixj; t)
×
∑
r∈Zn
s˜p2n,λ(xt
r)
n∏
i=1
xκri+λii t
κr2i /2−nri .
Here κ := 2n+ c0+2λ1+1, s˜p2n,λ is the normalised symplectic Schur function
(A.1) and x1, . . . , xn and t are defined by (5.4). Using
F
(
(t; t)n∞
n∏
i=1
θ(t1/2xi; t)θ(x
2
i ; t
2)
∏
16i<j6n
xjθ(xi/xj , xixj ; t)
)
= (q; q)n−1∞ (q
1/2; q1/2)∞q
∑
i<j(n−j+1/2)
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as well as the equations (2.60), (A.1), and appealing to multilinearity, yields
F
(
e−Λ chV (Λ)
)
=
q−
∑
i<j(n−j+1/2)
(q; q)n−1∞ (q
1/2; q1/2)∞
× det
16i,j6n
(∑
r∈Z
q(κr+λi−λj+j−1)(n−i+1/2)+nκr
2−2nr(λj+n−j+1)
−
∑
r∈Z
q(κr+λi+λj+2n−j+1)(n−i+1/2)+nκr
2+2nr(λj+n−j+1)
)
.
Replacing (i, j) 7→ (n− j +1, n− i+1) in the determinant and then changing
r 7→ −r − 1 in the second sum we get
(5.35) F
(
e−Λ ch V (Λ)
)
=
1
(q; q)n−1∞ (q
1/2; q1/2)∞
× det
16i,j6n
(∑
r∈Z
x2nr−i+1i q
2nκ(r2)+κr/2
(
(xiq
κr)j−1 − (xiqκr)2n−j
))
,
where xi := q
κ/2−i−λn−i+1 . Again using multilinearity and recalling the Bn
Vandermonde determinant (2.63), this may be rewritten as
F
(
e−Λ chV (Λ)
)
=
1
(q; q)n−1∞ (q
1/2; q1/2)∞
×
∑
r∈Zn
∆B(xq
κr)
n∏
i=1
x2nri−i+1i q
2nκ(ri2 )+κri/2.
By the D
(2)
n+1 Macdonald identity [62] in the form given by [84, Corollary 6.2],
i.e.,
∑
r∈Zn
∆B(xq
r)
n∏
i=1
x2nri−i+1i q
2n(ri2 )+ri/2
= (q; q)n−1∞ (q
1/2; q1/2)∞
n∏
i=1
θ(xi; q
1/2)
∏
16i<j6n
θ(xi/xj , xixj ; q),
we obtain the product formula
F
(
e−Λ chV (Λ)
)
=
(qκ; qκ)n−1∞ (q
κ/2; qκ/2)∞
(q; q)n−1∞ (q
1/2; q1/2)∞
n∏
i=1
θ(qκ/2−i−λn−i+1 ; qκ/2)
×
∏
16i<j6n
θ(qλn−j+1−λn−i+1+j−i, qκ−i−j−λn−i+1−λn−j+1 ; qκ).
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By θ(x; q) = θ(q/x; q) and a reversal of the products, this simplifies to
(5.36) F
(
e−Λ ch V (Λ)
)
=
(qκ; qκ)n−1∞ (q
κ/2; qκ/2)∞
(q; q)n−1∞ (q
1/2; q1/2)∞
n∏
i=1
θ(qλi+n−i+1; qκ/2)
×
∏
16i<j6n
θ(qλi−λj−i+j, qλi+λj+2n−i−j+2; qκ).
For λ = 0 and c0 = m this gives the claimed right-hand side of (5.31).
To prove (5.32) we this time apply the specialisation
F † : C[[e−α0 , . . . , e−αn]]→ C[[q1/2]]
given by
(5.37) F †(e−αn) = q1/2 and F †(e−αi) = q for 0 6 i 6 n− 1
in the A
(2)†
2n character identity (5.10). This implies the same specialisation of
x1, . . . , xn and q as before, i.e.,
F †(xi) = q
n−i+1/2 (1 6 i 6 n) and F †(t) = q2n,
so that
F †
( ∑
λ
λ162m
t(|λ|+odd(λ))/2P ′λ
(
x±1 , . . . , x
±
n ; t)
)
=
∑
λ
λ162m
q|λ|/2+n odd(λ)Pλ
(
1, q, q2, . . . ; q2n
)
.
Moreover, since (5.33) and (5.37) are compatible with the map from A
(2)
2n to
A
(2)†
2n (corresponding to a reversal of the labelling of simple roots) we can again
use (5.36):
F †
(
e−mΛ0 ch V (mΛ0)
)∣∣
g=A
(2)†
2n
= F
(
e−mΛn chV (mΛn)
)∣∣
g=A
(2)
2n
=
(qκ; qκ)n−1∞ (q
κ/2; qκ/2)∞
(q; q)n−1∞ (q
1/2; q1/2)∞
n∏
i=1
θ(qi+m; qκ/2)
∏
16i<j6n
θ(qj−i, qi+j−1; qκ),
where κ = 2m+ 2n+ 1. 
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Theorem 5.11 (D
(2)
n+1-Rogers–Ramanujan identities). For m,n positive inte-
gers and κ := m+ 2n,
(5.38)
∑
λ
λ16m
q|λ|/2Pλ(1, q, q
2, . . . ; q2n−1)
=
(qκ; qκ)n∞
(q; q)n−1∞ (q
1/2; q)∞(q2; q2)∞
n∏
i=1
θ(qi+(m−1)/2; qκ)
∏
16i<j6n
θ(qj−i, qi+j−1; qκ),
and
(5.39)
∑
λ
λ16m
q|λ|/2
(m−1∏
i=1
(−qn; qn)mi(λ)
)
Pλ
(
1, q, q2, . . . ; q2n
)
=
(qκ; qκ)n−1∞ (q
κ/2; qκ/2)∞
(q; q)n−1∞ (q
1/2; q)2∞(q
2; q2)∞
n∏
i=1
θ(qi−1/2; qκ/2)
∏
16i<j6n
θ(qj−i, qi+j−1; qκ).
For n = 1 the first of these identities is the second equation on page 235
of [94].
Sketch of proof. In the character identity (5.16) we carry out the specialisation
F : C[[e−α0 , . . . , e−αn ]]→ C[[q1/2]]
given by
F (e−α0) = q1/2, F (e−αn) = −1 and F (e−αi) = q for 1 6 i 6 n− 1.
Noting that F applied to (5.15) yields
F (xi) = q
n−i (1 6 i 6 n− 1), F (t1/2) = qn−1/2,
and following the proof of (5.31), it follows that the right-hand side of (5.16)
maps to the left-hand side of (5.38). If we parametrise Λ ∈ P+ as (compare
with (2.44a))
(5.40) Λ = c0Λ0 + (λ1 − λ2)Λ1 + · · ·+ (λn−1 − λn)Λn−1 + 2λnΛn,
with λ = (λ1, . . . , λn) a partition or half-partition and c0 a nonnegative, and
again follow the previous proof, we find
F
(
e−Λ chV (Λ)
)
=
(qκ; qκ)n∞
(q; q)n−1∞ (q
1/2; q)∞(q2; q2)∞
n∏
i=1
θ(qλi+n−i+(κ+1)/2; qκ)
×
∏
16i<j6n
θ(qλi−λj−i+j, qλi+λj+2n−i−j+1; qκ),
where κ := 2n+ c0 + 2λ1. The only change compared to the proof of (5.31) is
that we have used the B
(1)
n instead of D
(2)
n+1 Macdonald identity. For Λ = mΛ0,
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i.e., λ = 0 and c0 = m the above product gives the right-hand side of (5.38),
completing the proof.
Similarly, to prove (5.39) we apply the specialisation F to (5.11), where this
time
F : C[[e−α0 , . . . , e−αn ]]→ C[[q1/2]]
F (e−α0) = F (e−αn) = q1/2 and F (e−αi) = q for 1 6 i 6 n− 1.
Applied to (5.9) this gives
F (xi) = q
n−i+1/2 (1 6 i 6 n), F (t1/2) = qn,
so that the left side of (5.11) specialises to the the right side of (5.39). With
the same parametrisation of Λ as in (5.40) and once more using the D
(2)
n+1
Macdonald identity, it follows that
F
(
e−Λ chV (Λ)
)
=
(qκ; qκ)n−1∞ (q
κ/2; qκ/2)∞(−qn; qn)∞
(q; q)n−1∞ (q
1/2; q)2∞(q
2; q2)∞
n∏
i=1
θ(qλi+n−i+1/2; qκ/2)
×
∏
16i<j6n
θ(qλi−λj−i+j , qλi+λj+2n−i−j+1; qκ)
with κ as before. For Λ = mΛ0, i.e., λ = 0 and c0 = m this gives the right-hand
side of (5.39). 
Theorem 5.12 (B
(1)
n -Rogers–Ramanujan identity). Let m,n be a positive in-
tegers and κ := m+ 2n− 1. Then
(5.41)
∑
λ
λ16m
q|λ|/2
(m−1∏
i=1
(−qn−1/2; qn−1/2)mi(λ)
)
Pλ(1, q, q
2, . . . ; q2n−1)
=
(qκ; qκ)n∞
(q; q)n−1∞ (q
1/2; q1/2)∞
n∏
i=1
θ(qi+m/2−1/2; qκ)
∏
16i<j6n
θ(qj−i, qi+j−2; qκ).
It follows from
Pλ(1, q, q
2, . . . ; q) =
qn(λ)
bλ(q)
λ16m=
m∏
i=1
q(
λ′i
2 )
(q; q)mi(λ)
that for n = 1 (and after replacing q 7→ q2, λ′i 7→ Ni and mi(λ) 7→ ni) the
theorem simplifies to Bressoud’s even modulus identity [9, 10]∑
n1>···>nm>0
qN
2
1+···+N
2
m
(q; q)n1 · · · (q; q)nm−1(q2; q2)nm
=
(qm+1, qm+1, q2m+2; q2m+2)∞
(q; q)∞
,
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where Ni = ni + · · ·+ nm. From this point of view it is perhaps more natural
to express the sum-side of (5.41) in terms of the Hall–Littlewood polynomials
Qλ(x; t) = bλ(t)Pλ(x; t):∑
λ
λ16m
q|λ|/2Qλ(1, q, q
2, . . . ; p2)
bλ(p) (−p; p)λ′m
, p = qn−1/2.
Remark 5.13. If after the substitution (5.24) we let xn tend to t
1/2 instead of
1, and then specialise (a, b) = (−t1/2,−1), we obtain an identity for χm(B(1)n )
not included in Section 5.1. Upon specialisation this yields a companion to
(5.41) as follows:
∑
λ
λ16m
q|λ|
(m−1∏
i=1
(−qn−1/2; qn−1/2)mi(λ)
)
Pλ(1, q, q
2, . . . ; q2n−1)
=
(qκ; qκ)n∞
(q; q)n−1∞ (q
1/2; q1/2)∞
n∏
i=1
θ(qi−1/2; qκ)
∏
16i<j6n
θ(qj−i, qi+j−1; qκ).
For n = 1 this corresponds to [9, 10]∑
n1>···>nm>0
qN
2
1+···+N
2
m+N1+···+Nm
(q; q)n1 · · · (q; q)nm−1(q2; q2)nm
=
(q, q2m+1, q2m+2; q2m+2)∞
(q; q)∞
.
Sketch of proof of Theorem 5.12. We start with the B
(1)†
n formula (5.18) and
apply
F † : C[[e−α0 , . . . , e−αn]]→ C[[q1/2]](5.42a)
F †(e−α0) = q1/2 and F †(e−αi) = q for 1 6 i 6 n.(5.42b)
Applied to (5.17) this yields
F †(xi) = q
n−i (1 6 i 6 n− 1), F †(t) = q2n−1,
so that, up to a factor (−qn−1/2; qn−1/2), the left-hand side of (5.41) follows by
application of F †.
To obtain the product-form on the right we first consider the more general
B
(1)
n specialisation formula
F
(
e−Λ chV (Λ)
)
=
(qκ; qκ)n∞(−qn−1/2; qn−1/2)∞
(q; q)n−1∞ (q
1/2; q1/2)∞
n∏
i=1
θ(qλi+n−i+1/2; qκ)
×
∏
16i<j6n
θ(qλi−λj−i+j, qλi+λj+2n−i−j+1; qκ),
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where Λ and κ are as in Lemma A.1, and where F is the specialisation
F (e−αn) = q1/2 and F (e−αi) = q for 0 6 i 6 n− 1
of B
(1)
n . Proof of this result follows from the B
(1)
n Macdonald identity. Again
F † and F are compatible so that
F †
(
e−mΛ0 ch V (mΛ0)
)∣∣
g=B
(1)†
n
= F
(
e−mΛn chV (mΛn)
)∣∣
g=B
(1)
n
=
(qκ; qκ)n∞(−qn−1/2; qn−1/2)∞
(q; q)n∞(q
1/2; q)∞
n∏
i=1
θ(qi+m/2−1/2; qκ)
×
∏
16i<j6n
θ(qj−i, qi+j−2; qκ),
where κ = m + 2n − 1. Up to the factor (−qn−1/2; qn−1/2)∞ this is the right
side of (5.41). 
Theorem 5.14 (A
(2)
2n−1-Rogers–Ramanujan identities). Let m,n be a positive
integers and κ := 2m+ 2n. Then
(5.43)
∑
λ
λ162m
q|λ|/2+(n−1/2) odd(λ)Pλ(1, q, q
2, . . . ; q2n−1)
=
(qκ; qκ)n∞
(q; q)n∞(q; q
2)∞
n∏
i=1
θ(qi+κ/2−1; qκ)
∏
16i<j6n
θ(qj−i, qi+j−2; qκ)
and ∑′
λ
λ162m
q|λ|/2+n odd(λ)
( 2m−1∏
i=1
(q2n; q4n)⌈mi(λ)/2⌉
)
Pλ(1, q, q
2, . . . ; q2n)(5.44)
=
(qκ; qκ)n∞(−qκ/2; qκ)∞
2(q; q)n∞
×
n∏
i=1
θ(−qi−1, qi+κ/2−1; qκ)
∏
16i<j6n
θ(qj−i, qi+j−2; qκ),
where the prime denotes the restrictionmi(λ) ≡ 0 (mod 2) for i = 1, 3, . . . , 2m−
1.
In the rank-1 case (5.43) can also be written as∑
n1>···>n2m>0
q
1
2
(N21+···+N
2
2m+n1+n3+···+n2m−1)
(q; q)n1 · · · (q; q)n2m
=
(qm+1, qm+1, q2m+2; q2m+2)∞
(q; q)∞(q; q2)∞
,
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where Ni = ni + · · ·+ n2m. Since [96, Lemma A.1]∑
n1,...,n2m>0
an11 a
n2
2 · · · an2m2m q
1
2
(N21+···+N
2
2m)
(q; q)n1 · · · (q; q)n2m
=
∑
n1,...,nm>0
an12 a
n2
4 · · · anm2mqN21+···+N2m(−q1/2−N1a1/a2; q)N1
(q; q)n1 · · · (q; q)nm
,
provided that a2i/a2i−1 = a2/a1 for all 2 6 i 6 m, this may also be written as∑
n1,...,nm>0
qN
2
1+···+N
2
m(−q1−N1 ; q)N1
(q; q)n1 · · · (q; q)nm
=
(qm+1, qm+1, q2m+2; q2m+2)∞
(q; q)∞(q; q2)∞
.
For m = 1 this is identity (12) in Slater’s list of Rogers–Ramanujan-type
identities [87].
Sketch of proof. To first result follows from the principal specialisation [51,52,
60]
F : C[[e−α0 , . . . , e−αn ]]→ C[[q]]
F (e−αi) = q for 0 6 i 6 n
applied to the A
(2)†
2n−1 formula (5.19). Since the principal specialisation does not
distinguish between A
(2)†
2n−1 and A
(2)
2n−1, we can use the general A
(2)
2n−1 principal
specialisation formula [52, 60]
F
(
e−Λ chV (Λ)
)
=
(qκ; qκ)n∞
(q; q)n∞(q; q
2)∞
n∏
i=1
θ(qλi+n−i+1; qκ)
×
∏
16i<j6n
θ(qλi−λj−i+j, qλi+λj+2n−i−j+2; qκ),
where κ = 2n+ c0 + λ1 + λ2 and
Λ = c0Λ0 + (λ1 − λ2)Λ1 + · · ·+ (λn−1 − λn)Λn−1 + λnΛn
for c0 is a nonnegative integer and λ = (λ1, . . . , λn) a partition. Taking c0 = 0
and λ = mn gives the right-hand side of (5.43). The left-hand side follows in
the usual way, noting that
F (xi) = q
n−i+1 (1 6 i 6 n− 1) and F (t) = q2n−1.
The identity (5.44) follows from the specialisation F applied to the A
(2)†
2n−1
formula (5.8), where now F stands for
F : C[[e−α0 , . . . , e−αn ]]→ C[[q]](5.45a)
F (e−αi) = q for 0 6 i 6 n− 1 and F (e−αn) = q2.(5.45b)
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According to (A.6) this yields
(5.46) F (xi) = q
n−i+1/2 (1 6 i 6 n) and F (t) = q2n,
which we should apply to the A
(2)†
2n−1 character given in (A.7). Unlike the pre-
vious cases, the steps required to obtain the product form are slightly different
to those in the proof of (5.31), and below we outline the main differences.
From (5.46), the Dn Vandermonde determinant and multilinearity, it follows
that
F
(
2
∑
r∈Zn
∆D(xt
r)
n∏
i=1
(−1)rixκri−i+1i t
1
2
κr2i−(n−1)ri
)
= det
16i,j6n
(∑
r∈Z
(−1)rq(κr−i+j)(n−i+1/2)+nκr2−2nr(n−j)
+
∑
r∈Z
(−1)rq(κr−i−j+2n)(n−i+1/2)+nκr2+2nr(n−j)
)
.
After interchanging i and j and negating r in the first sum, the right-hand side
becomes
det
16i,j6n
(∑
r∈Z
(−1)rq2nκ(r2)+κr/2+(2nr−i+1)(n−i)
×
(
q(κr+n−i)(j−1) + q(κr+n−i)(2n−j)
))
= det
16i,j6n
(∑
r∈Z
(−1)rx2nr−i+1i q2nκ(
r
2)+κr/2
(
(xiq
κr)j−1 − (xiqκr)2n−j
))
,
where xi := −qn−i. Up to the change qκ/2 7→ q−κ/2, the above determinant is
the same as the one on the right of (5.35). From here on we can thus follow
the previous computations to find
F
(
2
∑
r∈Zn
∆D(xt
r)
n∏
i=1
(−1)rixκri−i+1i t
1
2
κr2i−(n−1)ri
)
= (qκ; qκ)n∞(−qκ/2; qκ)∞
n∏
i=1
θ(−qi−1, qi+κ/2−1; qκ)
×
∏
16i<j6n
θ(qj−i, qi+j−2; qκ). 
We conclude this section with two remarks. First of all, we have not con-
sidered the specialisations of (5.5) and (5.13) as the resulting C
(1)
n and A
(2)
2n
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identities were already obtained in [31], the A
(2)
2n case corresponding to a gen-
eralisation of the Rogers–Ramanujan and Andrews–Gordon identities for odd
moduli. We have also omitted the specialisation of (5.6) and (5.14), but for
different reasons. The “right” substitutions on the combinatorial sides would
be xi 7→ qn−i+1/2, (1 6 i 6 n), t 7→ t2n and xi 7→ qn−i+1 (1 6 i 6 n − 1),
t 7→ t2n−1 respectively. This corresponds to the specialisations
F (e−α0) = q2 and F (e−αi) = q for 1 6 i 6 n
for A
(2)
2n−1, and
F (e−αi) = q for 1 6 i 6 n− 1 and F (e−α0) = q2, F (e−αn) = −1
for B
(2)
n . However, F (e−mΛ0 ch V (mΛ0)) does not factor for such F .
5.3. Kaneko–Macdonald hypergeometric series.
Kaneko–Macdonald-type basic hypergeometric series are an important gener-
alisation of ordinary basic hypergeometric series to multiple series with Mac-
donald polynomial argument. They have been extensively studied in the liter-
ature, see e.g., [4,39,40,50,67,77,78,83,95,97], and are particularly useful for
computing Selberg integrals and constant term identities.
For x = (x1, . . . , xn) the Kaneko–Macdonald basic hypergeometric series
Φr+1 r is defined as [39, 67]
Φr+1 r
[
a1, . . . , ar+1
b1, . . . , br
; q, t; x
]
:=
∑
λ
(a1, . . . , ar+1; q, t)λ
(b1, . . . , br; q, t)λ
· t
n(λ)Pλ(x; q, t)
C−λ (q; q, t)
.
For our purposes it suffices to consider the principal specialisation
Φ
(n)
r+1 r
[
a1, . . . , ar+1
b1, . . . , br
; q, t; z
]
:= Φr+1 r
[
a1, . . . , ar+1
b1, . . . , br
; q, t; z(1, t, . . . , tn−1)
]
=
∑
λ
l(λ)6n
(tn, a1, . . . , ar+1; q, t)λ
(b1, . . . , br; q, t)λ
· z
|λ|t2n(λ)
C−λ (q, t; q, t)
.
Since C−r (q, t; q, t) = (q, t; q)r we have Φ
(1)
r+1 r = φr+1 r with on the right an
ordinary basic hypergeometric series, see [27]. Due to the factor (tn; q, t)λ the
summand vanishes unless l(λ) 6 n. For generic b1, . . . , br the restriction in the
sum over λ may thus be dropped. If ar+1 = q
−m the series terminates with
support given by λ ⊂ mn. If
tn−1a1 · · ·ar+1 = b1 · · · br and z = q
we say that a Φ
(n)
r+1 r is balanced.
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Replacing λ by its complement with respect to mn and using (2.6) gives
Φ
(n)
r+1 r
[
a1, . . . , ar, q
−m
b1, . . . , br
; q, t; z
]
(5.47)
=
(
−z
q
)mn
q−n(
m
2 )tm(
n
2)
(a1, . . . , ar; q, t)mn
(b1, . . . , br; q, t)mn
× Φ(n)r+1 r
[
q1−mtn−1/b1, . . . , q
1−mtn−1/br, q
−m
q1−mtn−1/a1, . . . , q1−mtn−1/ar
; q, t;
b1 · · · brqm+1
a1 · · · arztn−1
]
.
Similarly, replacing λ by its conjugate and applying (2.4) yields the duality
(5.48) Φ
(n)
r+1 r
[
a1, . . . , ar, q
−m
b1, . . . , br
; q, t; z
]
= Φ
(m)
r+1 r
[
1/a1, . . . , 1/ar, t
−n
1/b1, . . . , 1/br
; t, q;
a1 · · · arztn
b1 · · · brqm
]
.
The expression of the (monic) Askey–Wilson polynomials as a balanced φ4 3
series [3] has a perfect analogue for the Koornwinder polynomials indexed by
mn.
Lemma 5.15. For m a nonnegative integer
Kmn
(
z(1, t, . . . , tn−1); q, t; t0, t1, t2, t3
)
(5.49)
= t−mn0 t
−m(n2) (t0t1t
n−1, t0t2t
n−1, t0t3t
n−1; q, t)mn
(t0t1t2t3qm−1tn−1; q, t)mn
× Φ(n)4 3
[
zt0t
n−1, t0/z, t0t1t2t3q
m−1tn−1, q−m
t0t1tn−1, t0t2tn−1, t0t3tn−1
; q, t; q
]
.
For later use we note that by (5.47) and
(5.50) (a; q, t)mn = (−a)mnqn(
m
2 )t−m(
n
2)(q1−mtn−1/a; q, t)mn
we may rewrite (5.49) as
Kmn
(
z(1, t, . . . , tn−1); q, t; t0, t1, t2, t3
)
(5.51)
= z−mnt−m(
n
2)(zt0t
n−1, zq1−mtn−1/t0; q, t)mn
× Φ(n)4 3
[
q1−m/t0t1, q
1−m/t0t2, q
1−m/t0t3, q
−m
zq1−mtn−1/t0, q1−m/zt0, q2−2m/t0t1t2t3
; q, t; q
]
.
Proof of Lemma 5.15. Okounkov’s binomial formula [73, Theorem 7.10] gives
an expansion of the Koornwinder polynomials in terms of BCn interpolation
polynomials P¯ ∗µ(x; q, t, s) [73, 77]. The coefficients in this expansion are given
by BCn q-binomial coefficients
[
λ
µ
]
q,t,s
(see e.g., [77, page 64]) times a ratio of
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principally specialised Koornwinder polynomials:
Kλ(x; q, t; t0, t1, t2, t3)
=
∑
µ⊂λ
[
λ
µ
]
q,t,s
Kλ
(
t0(1, t, . . . , t
n−1); q, t; t0, t1, t2, t3
)
Kµ
(
t0(1, t, . . . , tn−1); q, t; t0, t1, t2, t3
) P¯ ∗µ(x; q, t, t0),
where s = tn−1
√
t0t1t2t3/q .
Now let [77]
C+λ (z; q, t) :=
∏
(i,j)∈λ
(
1− zqλi+j−1t2−λ′j−i).
By [77, Proposition 4.1][
mn
µ
]
q,t,s
= (−q)|µ|tn(µ)qn(µ′) (t
n, q−m, s2qmt1−n; q, t)µ
C−µ (q, t; q, t)C
+
µ (s
2; q, t)
and the specialisation formulas [23, 85]
Kλ
(
t0(1, t, . . . , t
n−1); q, t; t0, t1, t2, t3
)
=
tn(λ)
(t0tn−1)|λ|
· (t
n, t0t1t
n−1, t0t2t
n−1, t0t3t
n−1; q, t)λ
C−λ (t; q, t)C
+
λ (t0t1t2t3t
2n−2/q; q, t)
and [77, Corollary 3.11]
P¯ ∗µ
(
z(1, t, . . . , tn−1); q, t, s
)
=
t2n(µ)q−n(µ
′)
(−stn−1)|µ| ·
(tn, s/z, sztn−1; q, t)µ
C−µ (t; q, t)
we obtain (5.51). 
Lemma 2.3 implies an analogue of (5.51) for the Macdonald–Koornwinder
polynomial Kmn(q, t; t2, t3).
Lemma 5.16. For m an integer or half-integer
Kmn
(
z(1, t, . . . , tn−1); q, t; t2, t3
)
(5.52)
= z−mnt−m(
n
2)(−zq1/2−mtn−1; q, t)(2m)n
× Φ(n)4 3
[ −q1/2−m/t2,−q1/2−m/t3, q1/2−m, q−m
−zq1/2−mtn−1,−q1/2−m/z, q3/2−2m/t2t3 ; q, t; q
]
.
Proof. In the integer case (5.52) follows immediately from (5.51) by specialising
{t0, t1} = {−q1/2,−1} and applying
(5.53) (a, aq−m; q, t)mn = (aq
−m; q, t)(2m)n .
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By Lemma 2.3, for m = k + 1/2 a half-integer we need to show that
Kkn
(
z(1, t, . . . , tn−1); q, t;−q,−q1/2, t2, t3
)
(5.54)
= z−knt−k(
n
2)(−zq−ktn−1,−zqtn−1; q, t)kn
× Φ(n)4 3
[ −q−k/t2, q−k/t3, q−k−1/2, q−k
−zq−ktn−1,−q−k/z, q1/2−2k/t2t3 ; q, t; q
]
,
where we have also used
n∏
i=1
(
x
1/2
i + x
−1/2
i
)∣∣
xi=zti−1
= z−n/2t−(
n
2)/2(−z; t)n
and
(−zq−ktn−1; q, t)(2k+1)n
(−z; t)n = (−zq
−ktn−1, zqtn−1; q, t)kn.
Since (5.54) is (5.51) with (t0, t1, m) 7→ (−q,−q1/2, k) we are done. 
Equipped with the above lemmas we can specialise Theorems 4.1 and 4.6
to obtain new transformation formulas for Kaneko–Macdonald-type hyperge-
ometric series.
Proposition 5.17. For m a nonnegative integer
Φ
(n)
4 3
[
a,−a,−tn, q−m
aq1/2tn,−aq1/2tn,−q−m/t ; q, t; q
]
=
(a2t)mnqm
2n(qt2n; q, t)mn
(a2qt2n; q2, t2)mn(−qtn; q, t)mn Φ
(n)
2 1
[
q−m/t, q−m
qt2n−1
; q, t2;
q
a2
]
.
Interestingly, even the n = 1 case of this transformation, given by
4φ3
[
a,−a, b, q−m
abq1/2,−abq1/2, q−m/b ; q, q
]
=
(−a2b)mqm2(b2q; q)m
(a2b2q; q2)m(bq; q)m
2φ1
[−q−m/b, q−m
−bq ; q,
q
a2
]
,
appears to be new.
Proof. In (4.5) we specialise x 7→ z(1, t, . . . , tn−1) and replace the summation
index λ by 2λ. On the left side we then use
boa2λ;m(q, t) =
(q
t
)|λ| (q−2m; q2, t)λ
(q1−2m/t; q2, t)λ
· C
−
λ (qt; q
2, t)
C−λ (q
2; q2, t)
(see the proof of Theorem 4.1 on page 45) and
P2λ
(
z(1, t, . . . , tn−1); q, t
) (2.30)
= z2|λ|t2n(λ)
(tn; q, t)2λ
C−2λ(t; q, t)
= z2|λ|t2n(λ)
(tn, qtn; q2, t)λ
C−λ (t, qt; q
2, t)
.
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This yields the Φ
(n)
2 1 series
Φ
(n)
2 1
[
qtn, q−2m
q1−2m/t
; q2, t;
z2q
t
]
.
On the right we use (5.51) with
(t0, t1, t2, t3) =
(
q1/2,−q1/2, (qt)1/2,−(qt)1/2)
and (5.53) to find
(zq1/2−mtn−1; q, t)(2m)n Φ
(n)
4 3
[
q−mt−1/2,−q−mt−1/2,−q−m, q−m
zq1/2−mtn−1, q1/2−m/z, q−2mt−1
; q, t; q
]
.
We now apply the duality (5.48) to both sides and interchange m and n as
well as q and t. By
(a; t, q)nm = (aq
1−mtn−1; q, t)mn
(which follows from (2.4a) and (2.6a) for λ = mn) this yields
Φ
(n)
2 1
[
q−m/t, q−m
qt2n−1
; q, t2; z2q2mt
]
= (ztn−1/2; q, t)m2n Φ
(n)
4 3
[
q1/2tn,−q1/2tn,−tn, q−m
ztn−1/2, q1−mtn−1/2/z, qt2n
; q, t; q
]
.
Next we rewrite the right-hand side using the multiple Sears transformation [4,
Eq. (5.10)]
(5.55) Φ
(n)
4 3
[
a, b, c, q−m
d, e, q1−mtn−1abc/de
; q, t; q
]
=
(e/a, de/bc; q, t)mn
(e, de/abc; q, t)mn
Φ
(n)
4 3
[
a, d/b, d/c, q−m
d, de/bc, q1−mtn−1a/e
; q, t; q
]
with
(a, b, c, d, e) 7→ (−tn, q1/2tn,−q1/2tn, ztn−1/2, q1−mtn−1/2/z),
and use
(ztn−1/2; q, t)m2n
(−zt−1/2,−q−m/t; q, t)mn
(ztn−1/2, q−mt−1−n; q, t)mn
=
(z2t−1; q2, t2)mn(−q−mt−1; q, t)mn
(q−mt−1−n; q, t)mn
to clean up the prefactor. By the substitution z 7→ q1/2−mt−1/2/a and applica-
tion of (5.50) the claim follows. 
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Proposition 5.18. For m a nonnegative integer
(5.56) Φ
(n)
4 3
[
a, aq, q−m, q1−m
aq1−m/t, aq2−m/t, qt2n
; q2, t2; q2
]
=
(t2n; q2, t2)mn
(t2n, t2n−1/a; q, t2)mn
Φ
(n)
2 1
[−tn, q−m
−q1−m/t ; q, t;
q
a
]
.
For n = 1, and up to the change t 7→ b, this is a transformation stated on
page 2310 of [6]. By iterating the Sears transformation (5.55) we obtain
Φ
(n)
4 3
[
a, b, c, q−m
d, e, q1−mtn−1abc/de
; q, t; q
]
=
(a, ef/ab, ef/ac; q, t)mn
(e, f, ef/abc; q, t)mn
Φ
(n)
4 3
[
e/a, f/a, ef/abc, q−m
ef/ab, ef/ac, q1−mtn−1/a
; q, t; q
]
,
where f := q1−mtn−1abc/de. If we let b tend to zero and c, d → ∞ such that
c/d→ z/q, we find
Φ
(n)
2 1
[
a, q−m
e
; q, t; z
]
=
(a, zq1−mtn−1; q, t)mn
(e; q, t)mn
Φ
(n)
3 2
[
0, e/a, q−m
zq−mtn−1, q1−mtn−1/a
; q, t; q
]
.
This can be used to transform the right-hand side of (5.56) so that an equiv-
alent form of that identity is given by
Φ
(n)
4 3
[
a, aq, q−m, q1−m
aq1−m/t, aq2−m/t, qt2n
; q2, t2; q2
]
= q−n(
m
2 ) (a; q, t)m
n(t2n; q2, t2)mn
(aq1−m/t, t2n; q, t2)mn
Φ
(n)
3 2
[
0, q1−m/tn+1, q−m
−q1−m/t, q1−mtn−1/a ; q, t; q
]
.
This generalises the c = aq1−m/t case of Jain’s quadratic transformation [36,
Equation (3.6)]:
φ4 3
[
a, aq, q−m, q1−m
c, cq, qt2
; q2, q2
]
= q−(
m
2 ) (a; q)m(t
2; q2)m
(c, t2; q)m
φ4 3
[
0, c/a, q1−m/t2, q−m
q1−m/t,−q1−m/t, q1−m/a ; q, q
]
.
Proof of Proposition 5.18. This time we specialise x = z(1, t2, . . . , t2n−2) in
(4.12). On the left we use (2.30) and
b−λ;m(q, t) =
(
−q
t
)|λ| (q−m; q, t)λ
(−q1−m/t; q, t)λ ·
C−λ (−t; q, t)
C−λ (q; q, t)
,
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(see the proof of Theorem 4.6 on page 48), as well as
(a2; q2, t2)λ = (a,−a; q, t)λ and Cλ(a2; q2, t2) = Cλ(a,−a; q, t).
On the right we first write
P
(Bn,Cn)
(m
2
)n (x; q
2, t2,−t) = K(m
2
)n(x; q
2, t2;−t,−qt)
using (2.50b), then specialise x and finally apply (5.52). As a result,
Φ
(n)
2 1
[−tn, q−m
−q1−m/t ; q, t;−
zq
t
]
= (−zq1−mt2n−2; q2, t2)mn
× Φ(n)4 3
[
q−m/t, q1−m/t, q−m, q1−m
−zq1−mt2n−2,−q1−m/z, q2−m/t2 ; q
2, t2; q2
]
.
Again we apply the Sears transformation (5.55), this time with
(a, b, c, d, e,m, q, t)
7→ (q1−2⌈m/2⌉, q−m/t, q1−m/t,−q1−m/z,−zq1−mt2n−2, ⌊m/2⌋, q2, t2).
Noting that
(−zq1−mt2n−2; q2, t2)mn =
(−zq−m+2⌈m/2⌉t2n−2, qt2n; q2, t2)⌊m/2⌋n
(−zq1−mt2n−2, q2⌈m/2⌉t2n; q2, t2)⌊m/2⌋n
=
(t2n,−zt2n−2; q, t2)mn
(t2n; q2, t2)mn
and replacing z 7→ −t/a completes the proof. 
6. Open problems
We conclude this paper with a list of open problems.
If we specialise {t2, t3} = {±t1/2} or {t2, t3} = {±it1/4} in Theorem 4.7 then
the Rogers–Szego˝ polynomials in the summand factorise by (2.11).
Open problem 1. Find q-analogues of
∑
todd(λ)/2
( 2m−1∏
i=1
(t; t2)⌈mi(λ)/2⌉
)
Pλ(x; t) = (x1 · · ·xn)mP (Cn)mn (x; t, t)
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and∑
todd(λ)/4
( 2m−1∏
i=1
i even
(t1/2; t)⌈mi(λ)/2⌉(−t; t)⌊mi(λ)/2⌋
)
×
( 2m−1∏
i=1
i odd
(t; t2)mi(λ)/2
)
Pλ(x; t) = (x1 · · ·xn)mP (Cn)mn
(
x; t, t1/2
)
.
In both cases the sum is over partitions λ such that λ1 6 2m and mi(λ) is even
for i = 1, 3, . . . , 2m− 1.
Similarly, if we specialise t2 = 0 in Theorem 4.8 then the Rogers–Szego˝
polynomial in the summand trivialises to 1.
Open problem 2. Find a q-analogue of∑
λ
λ16m
Pλ(x; t) = (x1 · · ·xn)m2 P (Bn)(m
2
)n(x; t, 0).
The bounded Littlewood identities proven in this paper correspond to de-
compositions of (R, S) Macdonald polynomials (or R Hall–Littlewood polyno-
mials) indexed by rectangular partitions or half-partitions of maximal length.
In the Schur case more general shapes have been considered in the literature.
For example, Goulden and Krattenthaler [30,44,45] proved that the following
formula for the character of the irreducible Sp(2n,C)-module of highest weight
Λr + (m− 1)Λn:∑
λ
λ162m
odd(λ)=r
sλ(x) = (x1 · · ·xn)m sp2n,(mn−r(m−1)r)(x),
where 0 6 r 6 n (and Λ0 := 0). For r = 0 this is the De´sarme´nien–Proctor–
Stembridge formula (4.6).
Open problem 3. (i) For positive integers m,n and r an integer such that
0 6 r 6 n, prove that∑
λ
odd(λ)=r
boaλ;m,r(q, t)Pλ(x; q, t) = (x1 · · ·xn)mP (Cn,Bn)mn−r(m−1)r(x; q, t, qt),
where
boaλ;m,r(q, t) = b
oa
λ (q, t)
∏
s∈λ/1r
a′λ(s) even
1− q2m−a′λ(s)tl′λ(s)
1− q2m−a′λ(s)−1tl′λ(s)+1 .
(ii) Prove similar such “non-rectangular” identities for other (R, S).
82 ERIC M. RAINS AND S. OLE WARNAAR
The map e−α1 , . . . , e−αn 7→ 1 is known as the basic specialisation [61].
Applied to character formulas for affine Lie algebras leads to (generalised)
Dyson–Macdonald type expansions for powers of the Dedekind eta-function,
see e.g., [5, 24, 61, 69, 90, 98]. For example, taking the basic specialisation of
B
(1)
n identity (5.18) (and replacing t by q) yields the following generalisation
of [62, p. 135, (6c)]:
(6.1)
1
η(τ/2)2nη(τ)2n2−3n
∑
(−1) |v|−|ρ|m+2n−1χD(v/ρ)q
‖v‖2−‖ρ‖2
2(m+2n−1)
+
‖ρ‖2
2(2n−1)
=
∑
λ
λ16m
q|λ|/2P ′λ( 1, . . . , 1︸ ︷︷ ︸
2n−1 times
; q)
m−1∏
i=0
(−q1/2; q1/2)mi(λ).
Here q = exp(2πiτ), ρ = (n− 1, . . . , 1, 0),
χD(v/w) :=
∏
i<j
(v2i − v2j )/(w2i − w2j ),
and the sum is over v ∈ Zn such that vi ≡ ρi (mod m+ 2n− 1).
Let C = Cn be the Cartan matrix of An, i.e., (C
−1)ab = min{a, b}−ab/(n+
1), and for {r(a)i }16a6n; 16i6k a set of nonnegative integers, let
R
(a)
i := r
(a)
i + · · ·+ r(a)k .
Following [5, 98] we define
Fk,n(q) :=

(−q1/2; q)2n−1∞ for k = 0
(−q1/2; q1/2)2n−1∞
∑
{r
(a)
i }
q
1
2
∑n
a,b=1
∑k
i=1 CabR
(a)
i R
(b)
i∏n
a=1
∏k−1
i=1
(
(q; q)
r
(a)
i
)
(q2; q2)
r
(a)
k
for k > 1
and
Gk,n(q) := (−q; q)n∞
∑
{r
(a)
i }
q
1
2
∑n
a,b=1
∑k
i=1 CabR
(a)
i R
(b)
i (−q1/2−R(1)1 ; q)
R
(1)
1∏n
a=1
∏k−1
i=1
(
(q; q)
r
(a)
i
)
(q2; q2)
r
(a)
k
for k > 1.
Open problem 4. For m,n positive integers, prove that∑
λ
λ16m
q|λ|/2P ′λ( 1, . . . , 1︸ ︷︷ ︸
2n−1 times
; q)
m−1∏
i=1
(−q1/2; q1/2)mi(λ)
?
=
{
Fk,2n−1(q) if m = 2k + 1
Gk,2n−1(q) if m = 2k.
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For n = 1 this follows from a minor modification of [96, Lemma A.1], for
m = 1 it follows from P ′(1r)(x; t) = er(x) and
∞∑
r=0
zrer
[ n
1− q
]
= (−z; q)n∞,
and for m = 2 a proof is given in [5, Theorem 3.7]. By (6.1) the above problem
for even m is equivalent to [98, Conjecture 2.4; (2.6a)].
Most of the virtual Koornwinder integrals of Section 3 have elliptic ana-
logues, see [79, 80].
Open problem 5. Prove elliptic analogues of the bounded Littlewood identities
of Theorems 4.1–4.6.
For elliptic analogues of (4.1)–(4.3) we refer to [79].
Appendix A. The Weyl–Kac formula
In this appendix we state some simple consequences of the Weyl–Kac for-
mula, needed in the proofs of our combinatorial character formulas in Sec-
tion 5.1.
Recall the symplectic and odd-orthogonal Schur functions (2.60) and (2.62).
It will be convenient to also define the normalised functions
(A.1) s˜o2n+1,λ(x) = ∆B(x) so2n+1,λ(x) and s˜p2n,λ(x) = ∆C(x) so2n+1,λ(x),
so that s˜o2n+1,0(x) = ∆B(x) and s˜p2n,0(x) = ∆C(x).
Mimicking the proofs of [5, Lemmas 2.1–2.4] yields an expression for the
characters of B
(1)
n and A
(2)
2n−1 in terms of the symplectic and odd orthogonal
Schur functions as follows.
Lemma A.1 (B
(1)
n character formula). Let
(A.2) xi := e
−αi−···−αn (1 6 i 6 n), t := e−δ,
and parametrise Λ ∈ P+, as
Λ = c0Λ0 + (λ1 − λ2)Λ1 + · · ·+ (λn−1 − λn)Λn−1 + 2λnΛn,
where c0 is a nonnegative integer and λ = (λ1, . . . , λn) a partition or half-
partition. Then
(A.3) e−Λ ch V (Λ) =
1
(t; t)n∞
∏n
i=1 θ(xi; t)
∏
16i<j6n xjθ(xi/xj , xixj ; t)
×
∑
r∈Zn
|r|≡0 (2)
s˜o2n+1,λ(xt
r)
n∏
i=1
xκri+λii t
1
2
κr2i−(n−
1
2
)ri ,
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where κ = 2n− 1 + c0 + λ1 + λ2.
Lemma A.2 (A
(2)
2n−1 character formula). Let
(A.4) xi := e
−αi−···−αn−1−αn/2 (1 6 i 6 n), t := e−δ,
and parametrise Λ ∈ P+, as
Λ = c0Λ0 + (λ1 − λ2)Λ1 + · · ·+ (λn−1 − λn)Λn−1 + λnΛn,
where c0 is a nonnegative integer and λ = (λ1, . . . , λn) a partition. Then
(A.5)
e−Λ ch V (Λ) =
1
(t; t)n−1∞ (t
2; t2)∞
∏n
i=1 θ(x
2
i ; t
2)
∏
16i<j6n xjθ(xi/xj, xixj ; t)
×
∑
r∈Zn
|r|≡0 (2)
s˜p2n,λ(xt
r)
n∏
i=1
xκri+λii t
1
2
κr2i−nri,
where κ = 2n + c0 + λ1 + λ2.
Taking (c0;λ) = (0; (m/2)
n) in Lemma A.1 and (0, mn) in Lemma A.2 the
above two formulas may be rewritten as a Dn-type sum over the full Z
n lattice.
Lemma A.3 (B
(1)†
n and A
(2)†
2n−1 character formulas). Let
(A.6) xi := e
−αi−···−αn−1+(αn−1−αn)/2 (1 6 i 6 n), t := e−δ .
Then
e−mΛ0 ch V (mΛ0) =
1
(t; t)n∞
∏n
i=1 θ(t
1/2xi; t)
∏
16i<j6n xjθ(xi/xj , xixj ; t)
×
∑
r∈Zn
∆D(xt
r)
n∏
i=1
(−1)rixκrii t
1
2
κr2i−(n−1)ri , κ = m+ 2n− 1, g = B(1)†n
and
(A.7) e−mΛ0 ch V (mΛ0)
=
1
(t; t)n−1∞ (t
2; t2)∞
∏n
i=1 θ(tx
2
i ; t
2)
∏
16i<j6n xjθ(xi/xj , xixj ; t)
×
∑
r∈Zn
∆D(xt
r)
n∏
i=1
(−1)rixκrii t
1
2
κr2i−(n−1)ri , κ = 2m+ 2n, g = A
(2)†
2n−1.
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For m = 0 this gives what may be regarded as B
(1)†
n and A
(2)†
2n−1 Macdonald
identities:
∑
r∈Zn
∆D(xt
r)
n∏
i=1
(−1)rix(2n−1)rii t(2n−1)(
ri
2 )+ri/2
= (t; t)n∞
n∏
i=1
θ(t1/2xi; t)∞
∏
16i<j6n
xjθ(xi/xj , xixj ; t)
and
∑
r∈Zn
∆D(xt
r)
n∏
i=1
(−1)rix2nrii t2n(
ri
2 )+ri
= (t; t)n−1∞ (t
2; t2)∞
n∏
i=1
θ(tx2i ; t
2)
∏
16i<j6n
xjθ(xi/xj , xixj ; t).
Proof. We first consider the B
(1)†
n case.
Setting (c0;λ) = (0; (m/2)
n) in (A.3) and using (2.62) and (A.1) yields the
B
(1)
n character formula
(A.8) e−mΛn ch V (mΛn) =
1
(t; t)n∞
∏n
i=1 θ(xi; t)
∏
16i<j6n xjθ(xixj , xi/xj ; t)
×
∑
r∈Zn
|r|≡0 (2)
det
16i,j6n
(
xκri+j−1i q
κ(ri2 )+(j−1)ri − xκ(ri+1)−j+1i qκ(
ri+1
2 )−(j−1)ri
)
,
with κ = m + 2n − 1 and x1, . . . , xn given by A.2. Replacing αi 7→ αn−i for
0 6 i 6 n changes Λn to Λ0 on the left. On the right it has the effect of
replacing (A.2) by
xn−i+1 = e
−α0−···−αi−1 (1 6 i 6 n).
Moreover, t is now given by t = e−2α0−···−2αn−2−αn−1−αn in accordance with the
interpretation of δ as the null root of B
(1)†
n instead of B
(1)
n .
Next we replace xi 7→ t1/2/xn+1−i—so that xi is now given by (A.6)—and
ri 7→ rn+i−1 for 1 6 i 6 n. Also reversing the order of the rows and columns
in the determinant and using θ(x; t) = θ(q/x; t), we obtain
e−mΛ0 ch V (mΛ0) =
f0
(t; t)n∞
∏n
i=1 θ(t
1/2x; t)
∏
16i<j6n xj(xixj, xi/xj; t)
,
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where for σ = 0, 1
fσ :=
∑
r∈Zn
|r|≡σ (2)
det
16i,j6n
(
x−κri+j−1i t
1
2
κr2i+(n−j)ri
− x−κ(ri+1)+2n−j−1i t
1
2
κ(ri+1)2−(n−j)(ri+1)
)
.
The claim now follows from the identity
(A.9) fσ = (−1)σ
∑
r∈Zn
∆D(xq
r)
n∏
i=1
(−1)rixκrii q
1
2
κr2i−(n−1)ri .
To finally prove (A.9) we proceed as follows:
f0 ± f1 =
∑
r∈Zn
det
16i,j6n
(
(−1) 12 (1∓1)rit 12κr2i+(n−j)rix−κri+j−1i
− (−1) 12 (1∓1)rit 12κ(ri+1)2−(n−j)(ri+1)x−κ(ri+1)+2n−j−1i
)
= det
16i,j6n
(∑
r∈Z
(−1) 12 (1∓1)rt 12κr2+(n−j)rx−κr+j−1i
−
∑
r∈Z
(−1) 12 (1∓1)rt 12κ(r+1)2−(n−j)(r+1)x−κ(r+1)+2n−j−1i
)
= det
16i,j6n
(∑
r∈Z
(−1) 12 (1∓1)rt 12κr2−(n−j)rxκr+j−1i
∓
∑
r∈Z
(−1) 12 (1∓1)rt 12κr2+(n−j)rxκr+2n−j−1i
)
=
∑
r∈Zn
det
16i,j6n
(
(−1) 12 (1∓1)rit 12κr2i−(n−1)rixκrii
×
((
xit
ri
)j−1 ∓ (xitri)2n−j−1)).
Here the second and last equality use multilinearity and the third equality
follows from a shift of r 7→ r − 1 in the second sum over r. When j = n the
final line reads (1 ∓ 1)(xitri)n−1, so that f0 + f1 = 0. Moreover, by the Dn
Vandermonde determinant (2.65),
f0 − f1 = 1
2
∑
r∈Zn
∆D(xt
r)
n∏
i=1
(−1)rit 12κr2i−(n−1)rixκrii .
This completes the first part of our proof.
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The A
(2)
2n−1 case proceeds in almost identical fashion. This time we set take
(c0;λ) = (0;m
n) in (A.5). Using (2.60) and (A.1) yields the A
(2)
2n−1 character
formula
e−mΛn ch V (mΛn)
=
1
(t; t)n−1∞ (t
2; t2)∞
∏n
i=1 θ(x
2
i ; t
2)
∏
16i<j6n xjθ(xi/xj , xixj ; t)
×
∑
r∈Zn
|r|≡0 (2)
det
16i,j6n
(
xκri+j−1i t
κ(ri2 )+(j−1)ri − xκ(ri+1)−j+1i tκ(
ri+1
2 )−(j−1)ri
)
with κ = 2m + 2n and x1, . . . , xn given by A.4. Noting that the summand is
exactly the same as in (A.8) the rest of the proof follows mutatis mutandis. 
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