tarting from the Turing test, question answering (QA) has often been thought of and used as a direct way of observing and measuring intelligent behavior in machines. Even though AI has diversified much beyond the notion of intelligent behavior proposed in the Turing test, QA remains a fundamental capability needed by a large class of systems. The QA problem extends beyond AI systems to many analytical tasks that involve gathering, correlating, and analyzing information in ways that can naturally be formulated as questions. Ultimately, questions are an interface to systems that provide such analytic capabilities, and the need to provide this interface has increased dramatically over the past decade with the explosion of information available in digital form.
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AI grand challenges often seem unreachable -before they are solved. Playing chess, understanding speech, and even driving autonomously all seemed impossible at one time, but now appear much less mysterious. Achieving a system that genuinely answers questions may now be on the threshold of becoming a reality. It may very well be one of these systems, or certainly techniques pioneered by these systems, that will make that dream possible. The systems differ on many dimensions. The domain may be open (the entire web) or closed (a section of a science textbook). The knowledge representation may be richly structured (first-order or higher-order logic) or simply structured (triples of text fragments). Knowledge acquisition may be fully automatic (by information extraction across the web) or fully manual (by entry from domain experts). The form of the questions that can be asked may be simple (in a controlled language) or complex (open to full natural language). The reasoning performed to answer the question may be simple (matching the question to an underlying knowledge structure) or complex (involving multiple step inference). Finally, the system may or may not provide an explanation of its answer. Table 1 gives a summary of how these systems compare on these dimensions. This characterization is oversimplified at best. Each system has a rich story to tell regarding each of these dimensions. We have tried to briefly sketch some of the predominant characteristics of each system to give the reader a starting context.
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The systems we've chosen here demonstrate that solving the question-answering problem requires breakthroughs in knowledge representation, knowledge acquisition, deductive inference, natural language processing, and machine learning -the pillars of artificial intelligence -and will require the integration of these techniques in new and interesting ways. It has produced, and we believe will continue to produce, significant 
