Abstract. The author's exterior reconstruction algorithm is used to reconstruct two high-quality finely sampled exterior tomographic data sets from a high-resolution cone beam computed tomography scanner developed by Perceptics, Inc. One data set is complete exterior data and the other data set is limited-angle exterior data with an angular range of 135 • . The author adapts his algorithm to reconstruct this limited-angle data set. Reconstructions are also made from two subsets of this data set: a highly limited-angle data set with an angular range of 30 • , and a data set with sparser data ( 1 32 of the original data). A description of the inversion algorithm and a continuity estimate (stability bound) for the algorithm are given.
Introduction
X-ray computed tomography (CT) is an important, effective modality to find the densities of objects, and it has revolutionized diagnostic radiology and non-destructive evaluation. Typically, the object to be imaged is placed in a scanner and x-rays are taken over fairly uniformly distributed lines passing through all parts of the object. Such data are called complete tomographic data. Because the internal structure of an object is precisely shown in its CT reconstruction, radiologists can detect tumors in the body non-invasively and engineers can assess the magnitude and nature of defects in industrial objects. X-ray CT has been shown to be effective for the non-destructive evaluation of rocket parts [1, 2] .
However, there are cases in which a complete data set is not efficient to use or even possible to acquire. In these cases, standard tomographic reconstruction algorithms [3] will not be usable because they require complete data. The data acquired in such cases are called limited tomographic data. One aim of this article is to show the utility of the author's exterior reconstruction algorithm for limited data tomography in industrial CT. Tests of the algorithm on two high-quality data sets provided by Perceptics, Inc., a subsidiary of Westinghouse, will be given. One of the data sets is limited-angle exterior data det with a range of 135
• . To test the limits of the algorithm, reconstructions are made from two subsets of this data set: a highly limited-angle data set with an angular range of 30
• , and a data set with sparser data ( 1 32 of the original data). Exterior tomographic data are data given on lines that do not pass through the centre of an object. Exterior data result when the object is so large that x-rays cannot penetrate the centre of the object. This occurs in the non-destructive evaluation of large rocket motors because of their large diameter; x-rays cannot penetrate their centres. Reconstruction algorithms using exterior data have advantages. Data acquisition time will be lower than with normal CT scans because less data are required; on large diameter rocket motors, the acquisition time for standard CT data can be 100 minutes or longer for a single slice [4] . Furthermore, high-density objects and data artefacts from inside the rocket do not affect reconstructions using exterior data; although they do affect reconstructions using standard algorithms that require these interior data. Smaller exterior CT scanners can be designed to work on-site because of the smaller amount of data to be acquired. The Challenger tragedy demonstrates the utility of such on-site scanners for detecting defects in rocket motors. Exterior data are also useful for astronomical studies of the solar corona [5] and in medical tomography [6, 7] . Of course, inversion from exterior data does not reconstruct the centre of the object, which is not imaged.
Helgason [8] proved the exterior problem is solvable for rapidly decreasing functions on R n . Cormack developed an inversion formula for exterior data for compactly supported functions [9] . Lewitt and Bates [10, 11] , Louis and Rieder [12, 13] , and Natterer [7] have developed effective reconstruction algorithms that use exterior data. Lewitt and Bates' and Louis' algorithms complete the data by projecting it onto the range of the Radon transform with complete data and then using a standard inversion method.
The author's exterior reconstruction algorithm (ERA) [14, 15, 16] reconstructs from exterior data. It employs a singular value decomposition ( [17] ; [14] for R n ) and a priori information about the shape of the object to be reconstructed. Specifically it uses the fact that the part of the object of interest is an annulus of known radius. The algorithm will be outlined in section 2 and its stability will be analysed in section 4.
Limited-angle tomographic data are data over lines in a limited angular range. Limitedangle data result when the CT scanner cannot rotate completely around the object. This occurs in electron microscopy because the microscope can only obtain a limited angular range of usable data. Limited-angle data also are used in industrial tomography when the scanner cannot acquire data for lines all around the object.
Limited-angle exterior data are data that are both exterior and of limited angular extent. Such data would result when an object is so big that exterior data must be taken and a CT scanner cannot x-ray all around the object or when some part of the exterior annulus of the object is impenetrable to x-rays. Theorem 2.2 of Boman and Quinto [18] shows that inversion from limited-angle exterior data is possible (this transform is injective). The author has developed his ERA for limited-angle exterior data, and reconstructions from such data are presented in section 3.
Common defects in rocket exit cones and rocket motors are of the same general shape. Many rocket exit cones are made up of 40 or more laminated layers, and delaminations (very thin separations that run between the layers) are typical defects. A rocket motor is made up of a metal or composite shell that surrounds a thin insulating layer that surrounds rocket fuel. Tiny air pockets on either side of the insulator or separations in composite cases or gaskets are common defects that need to be found. These defects occur along the outer circumference of the motor, and the centres of rocket motors are often not of structural interest. For both rocket motors and exit cones, the most important sections to evaluate are typically the outer parts of the object, annular rings (as seen in cross section). Furthermore, the typical defects are separations with sharp boundaries in the radial direction [2, 1] . There are mathematical reasons why exterior data are ideally suited to detect such defects [19] (see the discussion in section 3.2).
Reconstruction from limited-angle data [13, [20] [21] [22] [23] or from exterior data is much more highly ill-posed (that is, much more difficult and more sensitive to noise) than standard tomography. In fact, reconstruction from limited-angle or exterior data is continuous in no range of Sobolev norms. By comparison, reconstruction with complete data is continuous of order + 1 2 in Sobolev norms. One other effective approach for limited data CT problems is local CT [24] [25] [26] [27] in which one reconstructs the location of singularities rather than density values. An analysis in Sobolev spaces of the stability of reconstruction from limited x-ray CT data is given in [19] . Section 2 of this article outlines the author's ERA. Reconstructions and a discussion are in section 3. An analysis of algorithm stability is given in section 4.
The mathematics of the exterior reconstruction algorithm

The basic algorithm
The algorithm is outlined here to give perspective on the reconstructions and because it will be used in the proof of the stability result in section 4.
In this section, we will use parallel-beam geometry because the theorems are easier to state in this case. Let · denote the standard inner product on R 2 ; let | | be the norm, and let dx be the Lebesgue measure on R 2 . Let θ ∈ [0, 2π ], and let p ∈ R. Now let dθ and dp denote the standard measures on [0, 2π] and R, respectively. The line L(θ, p) = {x ∈ R 2 |x·θ = p} has normal vectorθ = (cos θ, sin θ) and directed distance p from the origin. The points (θ, p) and (θ + π, −p) parametrize the same line L(θ, p), so we will always assume p 0 in this article. Let dx L be an arc length on L(θ, p). The classical Radon transform is defined for an integrable function f on R 2 by
This is just the integral of f over the line L(θ, p). Let E be the exterior of the unit disk in R 2 , E = {x ∈ R 2 |1 |x|}. E represents the part of an object to be reconstructed with exterior CT data; the unit disk is the centre that will not be reconstructed. Let E = [0, 2π ] × [1, ∞). E corresponds to the set of lines L(θ, p) that lie in E, the set of lines used in exterior data.
The exterior Radon transform is the transform R as a map from integrable functions on E, the area outside the centre of the object to be reconstructed, to integrable functions on E , the set of lines that do not meet the centre of the object. Let L 2 (E) be the Hilbert space of functions on E defined by weight (1/π )|x|(1 − |x| −2 ) 1/2 dx and let L 2 (E ) be the Hilbert space of functions on E defined by weight (πp) −1 dθ dp. 
where Q m (α, β, t) is a real-valued polynomial of degree m in t and δ mn is Kronecker's delta. Let ∈ Z and m 0. To give our singular value decomposition (SVD) we need the following functions,
One part of the author's algorithm is the following SVD (see [17, 14] 
and
3b)
Recall that the null space of this transform is the set of all f ∈ L 2 (E) with Rf = 0. By proposition 2.1, (2.3a), this null space is the closure of the span of all functions 
, then f N will denote some projection of f onto the null space and f R will denote some projection onto the orthogonal complement. Finally, f will denote the th polar Fourier coefficient of f ,
An immediate corollary of the expression for the singular functions is the null-space characterization [14] : 
2 (E) be the density to be reconstructed. The SVD gives f R , the projection of f onto the orthogonal complement of the null space of the exterior Radon transform. Because of the slow decrease of singular values in (2.4), recovering f R is only as mildly ill-posed as inversion of the Radon transform with complete data (cf the singular values in [28] ).
Following the notation above, let f N be the projection of f onto the null space of the exterior transform. Of course, f = f R + f N and f N is not recovered by the SVD.
The second key to the algorithm is the fact that rocket bodies and exit cones have a priori known exterior radius R big > 1 and also a relatively homogeneous inner structure. So, one knows f (x) = 0 for |x| > R big , that is, f is zero for x outside the rocket. One also assumes f (x) is constant near |x| = 1. By this assumption, f (rθ) is constant for r ≈ 1 and all θ . So, the polar Fourier coefficients of f for = 0 are all zero near r = 1:
For rocket exit cones, this assumption, (2.6) can be made exact; by scaling properly, |x| ≈ 1 can be chosen just inside the inner boundary of the exit cone, and f (x) = 0 for |x| ≈ 1. For rocket bodies, even if the density of the area containing rocket fuel is not constant, it is often homogeneous enough so that (2.6) can be used by the algorithm. In the reconstructions in section 3, the density is not exactly constant near the inner boundary, and the reconstructions are good. The algorithm has been successfully tested on simulated data with a density difference of 50% near r = 1 [15] .
This a priori information is used to recover f N . Because each basis function is expressed in terms of an e i θ , the algorithm is performed on each Fourier coefficient. We can assume | | > 1 by proposition 2.2. As we assume f is constant in a small interval [1, R small ] where R small ≈ 1, and as f = f N + f R , the a priori condition (2.6) becomes
This restriction uniquely determines (f N ) for r 1 because (f N ) is a polynomial in 1/r. The ERA recovers f by first using the SVD to recover (f R ) (r) for r 1 and then using equation (2.7) and the null space restriction, proposition 2.2, to find (f N ) (r).
For the reconstructions in section 3, R small = 1.01 and R big ≈ 1.06, and this polynomial, the reconstruction for (f N ) , is interpolated to [R small , R big ] (see section 4). This gives the reconstruction of the Fourier coefficient f , and the reconstruction of f is the sum of the Fourier coefficients. The difficult part of the reconstruction is finding (f N ) . Since the problem is so highly ill-posed, every algorithm must involve some regularization and most of the regularization in the ERA is in the reconstruction of (f N ) .
The interpolation for limited-angle data
The limited-angle exterior data from the Perceptics data set in section 3.1 were interpolated to become complete exterior data usable for the ERA. It is easier to describe the interpolation using a type of fan-beam geometry. The Perceptics scanner is a cone beam with one fixed source and fixed detectors, and the object rotates on a turntable inside the scanner. Let θ be the angle of rotation of the object and let j be the detector number. Now, let f be the function or density to be reconstructed. So, Rf (θ, j ) is the data (Radon transform) of f at the j th detector when the source is at position θ , now expressed in degrees.
The ERA needs data Rf (θ, j ) for all detectors j and for all θ around the circle from 0
• to 360
• , but the given data had sources in a range 0
• . Data were filled in the missing range, 135.3
• θ 360
• using linear interpolation in θ for each fixed j . This type of data extension will work with any data set that is limited in angular extent. The inversion methods for limited angular data of [10, 29, 22] project the data onto a function in the range of the Radon transform with complete data. The ERA projects onto the range of the exterior Radon transform when it calculates the singular values. So, even though the linearly interpolated function is probably not in the range of the Radon transform, it will be put in the range in this projection step. Perhaps this projection step helps the algorithm work well with this doubly limited data.
Reconstructions and discussion
Two Perceptics data sets are reconstructed, one that is limited-angle exterior data (section 3.1) and the other that is complete exterior data (data not limited in angular extent) (section 3.2).
Limited-angle exterior data
This data set was taken by a Perceptics fan-beam scanner with one source and evenly spaced fixed detectors. The object is rotated on a turntable in 1353 equi-angular positions between θ = 0 and 135.3
• . The object had an outer radius r = 36.6 in and data were given for lines outside the disk of radius r = 34.74 in. Then, 281 detectors were used in the reconstructions in figures 1(a) and (b).
Using the notation of theorem 2.1, the reconstruction shown uses | | 600 polar Fourier coefficients (and to make smoother reconstructions, only coefficients for | | 100 are used very near the inside boundary, r = 34.74 ). Reconstructions using few polar Fourier coefficients were also made, and the boundaries are not quite as sharp. Three hundred polynomials are summed for each Fourier coefficient (m 300 in proposition 2.1). For each of the first 30 Fourier coefficients, the first ten null-space terms were summed, and this was used as the null-space component of the reconstruction (using the notation of theorem 4.1 m min = 10 and the sum included thef m for | | 30, m < min(10, [| |/2])). Without this smoothing (setting high-frequency null-space terms to zero) the errors in f N would cause angular oscillations that would make the reconstruction useless (creating large 'bumps' in the reconstruction at equally spaced angles, corresponding to inaccurate values for null-space coefficients). Theorem 4.1 and (4.2c) provide a continuity estimate for the projection on the null space.
Overall, the boundaries are clear and the small blobs inside the propellant are quite clear with good density resolution. The shell and propellant densities are fairly uniform. The only feature of the object which is not completely clear is a possible separation near the boundary of the rocket at around 20
• . This is visible in the reconstruction, but it is smoothed out in both radius and angular extent. Rather than looking like a sharp separation, it looks like a small indentation. In order to provide sufficiently fine radial resolution, the scale in r is magnified (by a factor of 27), and this makes separations smoother than they would appear if shown to scale. However, one could not see the small details, if the reconstruction were displayed to scale.
The reconstruction in figure 1(b) uses a subset of this data with only a 30
• range of sources (θ = 60-90
• ) and all other parameters are the same. The reconstruction is essentially identical to that in figure 1(a) for the region imaged and reconstructed.
Reconstructions were also made with fewer source positions and fewer detectors. The reconstructions were satisfactory when one used every second source position and every second detector-one fourth of the original data. In figure 1(c) is a reconstruction with every eighth source position and every fourth detector. The image is degraded and there are annoying 'brush stroke' artefacts, but the structure is visible even though 1 32 of the data in figure 1(a) 
Complete exterior data
This data set was taken by a Perceptics fan-beam scanner with one source and evenly spaced detectors. The object was rotated on a turntable a full 360
• . The object had outer radius r = 37.2 in and data were given for lines outside the circle of radius r = 32.55 in.
However, the region of interest was the annulus with inner radius r = 35.46 in and only data for lines outside r = 35.46 in were used in the reconstruction. 1800 source positions and 390 detectors were used in the reconstructions in figure 2 . Reconstruction with all data (lines outside the circle with radius 32.55 in) resulted in blurrier boundaries between regions, probably because the algorithm, including the interpolation procedure described in section 2.1, had to be carried out over a longer interval, [R small , R big ].
A limitation in data preprocessing created a band of high density that masked about 1 6 of the reconstruction. This was perhaps due to miscalibration of the detector response for certain detectors, and it was practically uniform over the source positions. Therefore, a simple postprocessing in the = 0 Fourier coefficient was used to improve the reconstruction.
Using the notation of theorem 2.1, the reconstruction shown uses | | 600 polar Fourier coefficients (and to make smoother reconstructions, only coefficients for | | 100 are used very near the inside boundary, r = 35.46 in). Three hundred polynomials are summed for each Fourier coefficient (m 300 in proposition 2.1). For each of the first 30 Fourier coefficients, the null-space terms were summed and this was used as the null-space component of the reconstruction (using the notation of section 4,f m for
There are two high-density objects in the rocket propellant at about radius r = 34 in that are visible in reconstructions that use the entire data. These created artefacts in the ERA reconstruction that uses all the data, and probably would create problems for other reconstruction methods. Since the ERA reconstructions of the region of interest do not need these inside data that caused the streaks, these reconstructions do not suffer from such streaks.
Both of the original Perceptics data sets are cone beam data sets, that is, data sets with sources on a circle but detectors in a two-dimensional array. The midplane is the plane of the sources, and the ERA is a planar CT algorithm. Only data over lines in that plane are genuinely planar CT data. However, it is important to image data off that midplane. Therefore, both Perceptics data sets are data for a two-dimensional set of lines that were at The tangent casting effect [2, p 78] associated with sharp material density differences that occur tangent to x-rays in the data set can be used to evaluate tomographic reconstructions. Simply put, an x-ray that travels tangent to a defect will detect it easily. This is true mathematically because of an analytic property of the Radon transform; the Radon transform easily detects boundaries of f that are tangent to lines in the data set, but not boundaries in other directions. The rigorous mathematical reason for this analytic property is that R is an elliptic Fourier integral operator of a special form (this discussion has been made precise in [19] using microlocal analysis). This methodology helps explain why the pictures in section 3.1 show detail inside the shell that is fine enough to require magnification in r (by 27 times in figures 1(a)-(c) ), even though the data are so limited; most of the boundaries are tangent to lines in the data set. In figure 2 , the epoxy raceway adhesive track at the boundary of the rocket is a little distorted. The outer boundary of the rocket is easy for exterior data to detect since lines tangent to it are in the exterior data set, and it is reconstructed well. However, tangents to the 'vertical' boundaries of the track go through the centre of the object and are not in the exterior data set. Therefore, the track is harder to reconstruct from exterior data than the other features in the object.
Stability analysis
In this section, we will give an inverse continuity theorem for the algorithm. This inverse continuity estimate is proven for the actual numerical methods used for the reconstructions in section 3.
We will not give a bound on error between reconstruction and original object for two reasons. As implemented, only lower-order coefficients of f N are reconstructed, not f N itself (this is because the step to find f N requires the most regularization). Furthermore, the accuracy estimates for numerical integration require the data to be fairly smooth or in high Sobolev spaces, but the data being reconstructed have large Sobolev norms because of the density changes at boundaries.
To decrease Gibbs' phenomenon in the polynomial sums for the reconstruction, the algorithm multiplies the coefficients of the basis polynomials in r by weight factors when it sums them up, much like in Cesaro sums. The factor for the 'range' reconstruction, (f R ) , is denoted c R (m) (see the first footnote to example 4.2 below) and the sum for (f R ) is given in (4.8) Then,
where The maximum norm according to theorem 4.1 is 10.0. This maximum norm bound occurs at = 30. If no null functions were used, the maximum norm bound would be 3.9, and it would occur at = 600. For the reconstruction in figure 1(b) , all the constants and regularizations are the same as in the reconstruction in figure 1(a) , so the bounds are the same. For the reconstruction in figure 1(c is less regularizing than in the limited-angle experiments. This maximum norm bound occurs at = 30. The maximum norm bound according to theorem 4.1 is 21.6. If one were to reconstruct using m min = 10, and c R and c N as in section 3.1, then the bound would be 8.6. If no null functions were used, the bound would be 3.6. The reconstructions shown in section 3 are much better than these norms indicate. This is true, in large part, because of the high-quality low-noise data, and because the middle and high polar Fourier coefficients of the data are at least two orders of magnitude smaller than the lower coefficients. For example, the maximum of the singular values occurs at = 600, but the data are concentrated in Fourier coefficients | | 50. This is not surprising for rocket data, as is discussed in section 3.2. If the data were noisier or more of the details were concentrated in high polar Fourier coefficients, then stronger regularization would have been used. For example, the c R and c N would have been chosen to go to zero more quickly.
Proof of theorem 4.1. The proof will be done in four steps. We take the data g(θ, p) parametrized in parallel beam geometry and given on a rotation invariant grid, and we bound above the result of each part of the algorithm on g. Note that the g m (p) are orthonormal with measure of integration (2/p) dp on [1, ∞) and, of course, the e i θ are orthonormal with measure 1/(2π) dθ on [0, 2π].
(1) Calculating the th Fourier coefficient of g and doing linear interpolation. Because the data are given on a rotation invariant fan beam grid, the function g is given on a grid that has fixed values of p j , j = 0, . . . , n (corresponding to the different detectors that rotate around the object) and for each p j , the grid in θ is (θ i + δ j ), i = 1, . . . , n , where (θ i ), i = 1, . . . , n is an evenly spaced grid in [0, 2π ] that is rotated for each j by the factor δ j [16] .
First, the algorithm calculates the polar Fourier coefficients of g at the p j for | | 0 . Because 0 is less than the number of source positions, the e i θ , for | | 0 , are orthonormal on the evenly spaced grid (θ i + δ j ) and (equal) weights corresponding to the measure 1/(2π) dθ. For these reasons, we can bound the sum
because g ∞ bounds the normalized discrete L 2 norm in θ of g((θ i + δ j ), p j ). Next, the algorithm interpolates from the values of p j defined by the detector positions to values q k , k = 0, . . . , k where k is chosen to be greater than m max + 0 and the q k are chosen so that the orthogonal functions, g m (p) in theorem 2.1 for | | 0 and m m max are orthogonal on this finite grid (q k ) with weights corresponding to the measure (2/p) dp. The nodes q k and the quadrature weight are found as follows. One changes variable t = 1/p 2 and then, one chooses nodes t k and appropriate weights for Legendre polynomial quadrature of degree k on [0, 1] and measure dt. Then, one defines q k = 1/ √ t k . Because this quadrature rule on [0, 1] is exact for polynomials up to order 2k + 1, the g m (p) for m m max and | | 0 are orthogonal on the grid (q k ) with the chosen weights. For a function h : [1, ∞) → C, we let h (q k ) denote the discrete L 2 norm of h using these nodes (q k ) and associated weights. By evaluating the integral exactly, one sees that
Let L(g ) be this linearly interpolated function defined from g (p j ). Because of (4.3) and since linear interpolation for points between each p j −1 and p j is a convex combination of g (p j −1 ) and g (p j ), we have
The equality in the second line of (4.5) is valid because we assume that g(θ i + δ j , p j ) is zero for the largest p j less than or equal to R big and all i, and the linear interpolation is performed on [p j , p j+1 ]. One application of (4.5) and the definition of
Let f be the ERA inversion of g and then (f R ) is the th Fourier coefficient of the SVD inversion of g using proposition 2.1, and (f N ) is the ERA reconstruction of the th Fourier coefficient of the null-space component using proposition 2.2 and (2.7). The complete reconstruction of the th Fourier coefficient, L(g ), by the ERA is:
and we estimate each part separately.
(2) Estimating the norm of (f R ) using the SVD. 
The ERA as implemented includes the positive convolution factor c R (m) as regularizer in the calculation of (f R ) . The reconstruction of f R using the SVD plus this factor is 
Bounding the final ERA inversion of g.
To bound the final inversion of g, we just add up the bounds (4.15) and use (4.6):
This finishes the proof. † To implement this projection onto N , one can choose nodes and weights on [1, R small ] and [R big , ∞) such that thef m are orthogonal with these nodes and weights and such that integration with respect to 2r 2 √ 1 − r −2 dr for polynomials in 1/r (of sufficiently high degree) is exact using these nodes. (This is similar to the discussion between (4.3) and (4.4) for finding the (t k ) and (q k ) to integrate Lg.) Enough nodes must be chosen so that polynomial integration in each of the two subintervals is exact for products of f m (r) andf m . In the algorithm, as implemented, a quadrature method with fewer nodes can be used, and it gives essentially the same results as the method outlined here.
Because the algorithm is stable under change in accuracy used in calculations (single to double to quadruple precision), round-off errors should be orders of magnitude less than g ∞ in practice.
