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Abstract
In e-Livestock management system, practical and accurate cattle race identiﬁcation is paramount. This paper presents a cattle race
identiﬁcation system from their images. We propose a deep learning architecture, which is called as Gray Level Co-occurrence
Matrix Convolutional Neural Networks (GLCM-CNN), to semi-unsupervisedly identify a cattles race given thousands of its images
with complex background settings. We introduce and evaluate GLCM features, i.e., contrast, energy, and homogeneity into CNN
learning for GLCMs capability to recognize pattern with diverse variations, robustness to geometric distortion, and simple trans-
formation. Our experiments show that GLCM-CNN is gives higher classiﬁcation accuracy and requires less number of learning
iterations than the original CNN. In our approach, the data input layer has better distinguishing features than the original image. In
addition, our method does not require any prior segmentation process. In this paper, we also address the reduction of computation
overhead using saliency maps.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of organizing committee of the International Conference on Computer Science and Computational
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1. Introduction
Cattle race identiﬁcation is important ﬁeld in e-Livestock management system. Based on the data from Statistics
Indonesia1, the number of cattle population in Indonesia including Beef Cattle, Dairy Cattle, and Buﬀalo increasing
every year. Data from 2014 showed that population of cattle were 14.7 million, 483 thousand of dairy cattle, and 1.3
million of buﬀaloes. According to the data of National Work Force Survey that is processed by Data and Information
Center in Ministry of Agriculture, the number of Indonesian workers in agriculture was decreased. It is known that the
increasing number of cattle population are not accompanied by the addition of agriculture workers. It is a challenge
to develop a system that can help farmers and government in managing cattle livestock. Ramadhan and Sensuse2
proposed an e-Livestock system of Indonesia, which e-Livestock is an e-Government system that is used to record,
select, certify, monitor and track of livestock resources in a country3.
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Indonesia is an archipelago country consisting thousands of islands. Cattle livestock in Indonesia spread in each
island, so the government is diﬃcult to record data of cattle population in Indonesia. Cattle population data is very
important for government to make cattle import policy. Currently, to identify cattle race, it needs an expert, where
livestock expert is limited. Identiﬁcation of cattle race is not easy because of their images have similar characteristics.
Therefore, to support e-Livestock management system and government for recording number of cattle population in
a country, we need to develop an identiﬁcation system that can recognize individual cattle race automatically.
Some of the researches have been conducted in e-Livestock system, one of them is a research to identify Indonesian
cattle race and buﬀaloes from their image. Noviyanto and Arymurthy4 has conducted a research about cattle race
classiﬁcation using cattle image, which used two types of cattle, Bali and Pasuruan cattle. But it was diﬃcult to
automatically identify the cattle race image on complex background.
Fahmi, Novianto and Arymurthy5 proposed a method which can perform image segmentation on diverse and com-
plex background. That method is the Graph Cuts, which is an interactive segmentation method (semi-automatically
using the input data from the user). Classiﬁcation result in this study provides a fairly good accuracy, but the seg-
mentation process was still highly dependent on user input data which is providing sample marking on the object and
background pixels.
Based on that problem, we need a technique which enables to recognize the cattle race by using higher represen-
tation of features, which can automatically separate the features of an object and background in an image. High level
features are obtained by performing deep learning process.
In this study, we proposed a method to develop Indonesian cattle race identiﬁcation system using the Convolutional
Neural Network combined with GLCM features. This research is expected to provide better results in the identiﬁcation
of Indonesian cattle race automatically.
The reminder of this paper is organized as follows: In Section 2, we brieﬂy review some previous work on CNN,
GLCM and modiﬁcation method of CNN for identiﬁcation images. In Section 3, we describes of data sets and
methodology of this research. In Section 4, we described of details experiment and evaluation. Conclusion of this
research is described in Section 5.
2. Related Works
The previous research in cattle identiﬁcation using cattle body images have been done by Noviyanto and Ary-
murthy4 and Fahmi, Noviyanto, and Arymurthy5. In the ﬁrst research, Noviyanto and Arymurthy4 use Gaussian
Mixture Model classiﬁer for cattles fur detection and cattle race classiﬁcation automatically. They describes that the
addition of texture features to RGB features can improves the accuracy of race classiﬁcation. The problem in the
ﬁrst research, is noise and background complexity signiﬁcantly inﬂuence the classiﬁcation result. Therefore, the next
research continued by Fahmi, Noviyanto and Arymurthy5, where they solved problems background complexity using
semi-automatically segmentation method, which is Graph Cuts. This method robust to segment cattle images where
the background have diﬀerent color from the cattle’s fur. But this method does not give very well result if it have a
complex background or the background color is similar to cattle’s fur. This method too highly depend on user input
data which is user providing sample marking on the object and background pixels.
Some of research have been conducted on the image identiﬁcation or recognition using deep learning. Deep
learning is an approach that can learn multiple feature layers and automatically create a representation from the input
data. Deep learning is more generic because the process of getting features are automatic. One of the Deep Learning
architecture is Convolutional Neural Network (CNN). Lecun and Bengio6 introduced a method that inspired by how
the human brain worked on learning the invariant features. CNN produces an implicit network which can extract the
relevant features. CNN can provide partial invariance to translation, rotation, scale and deformation7.
The state of the art of CNN performance in image and video classiﬁcation task can be seen in this paper8,9,10,11,
Lecun, Kavukcuoglu and Farabet12 describes that the implementation CNN in the ﬁeld of vision such as visual object
recognition. CNN is supervised learning network using multilayer where from dataset can learn features automatically.
CNN learn feature from raw pixel of input image and not depend on segmentation techniques.
Texture analysis is robust and accurate in classiﬁcation and its characterized using spatial distribution of gray
level in their neighborhood. Gray Level Co-occurrence Matrix (GLCM) is a texture feature extraction that is widely
used in image processing. GLCM is second order statistical texture feature that use to calculate the probability of
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Fig. 1. Example of data used in this research; (a) Bali; (b) Pasuruan; (c) Madura; (d) Aceh; (e) Pesisir.
adjacency relationship between two pixels at speciﬁc distance and orientation angle13. Noviyanto and Arymurthy4
have concluded that the addition of texture features in image processing of cattle race can improve the accuracy.
Performance of CNN can be improved by modifying the original CNN using some feature extraction. Kwolek14
has conducted a method to detect facial region by combining Gabor ﬁlter and CNN which this method presented
better classiﬁcation performance than by using CNN alone. In addition, Nakashika, Garcia and Takiguchi15 show the
improvement of classiﬁcation accuracy in music genre classiﬁcation by combining GLCM and CNN. Luong, Kyeong
Kim and Young Lee16 also modiﬁed the original CNN using color feature extraction namely Nonnegative Matrix
Factorization (NMF). The modiﬁcation NMF can be support CNN in learning the features and classifying image data.
Therefore, modiﬁcation CNN using feature extraction methods can improve the performance of CNN.
3. Data and Methodology
In this section, the details of data and methodology research will be discussed. First, we describe about data that we
used in this research. Next, the deﬁnition and explanation about Convolutional Neural Network (CNN), Gray Level
Co-occurrence Matrix (GLCM) and the proposed method, Gray Level Co-occurrence Matrix Convolutional Neural
Network (GLCM-CNN) are presented.
In this research, we used ﬁve kinds of cattle race, which are:
• Two kinds of cattle race obtained from the previous research5, that are Bali and Pasuruan.
• Three kinds of other cattle image data from Aceh, Madura and Pesisir. The image data that are used in this
research can be seen in Figure 1 and number of data for every type can be seen in Table 1.
Table 1. Cattle data
Cattle types The total data
Bali 290
Onggole/Pasuruan 155
Aceh 479
Madura 172
Pesisir 255
3.1. Convolutional Neural Networks (CNN)
Yann Lecun and Yoshua Bengio6 introduce Convolutional Neural Network (CNN) which was inspired by the
working of nerves in the cat visual cortex with complex arrangement17. Visual cortex is the part of brain responsible
for image processing. These cells are sensitive to a small sub-region of the input space, called a receptive ﬁeld. CNN
work locally on both the input space and the search space for a strong local spatial correlation in an image.
Convolutional Neural Network (CNN) is one type of Multilayer Neural Network, which trained using back prop-
agation like an original neural network. CNN was designed to recognize patterns with diverse variations, robustness
on geometric distortion, and simple transformation.
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Three ideas of CNN architecture used to determine some degree of shift, scale and distortion invariance, which are:
1). Local receptive ﬁeld; 2). Shared weights; and 3). Spatial or temporal sub sampling. One of the common CNN
architecture to recognize handwritten characters is Lenet-518.
CNN network consist of a set of layer in which each layer consists of one or more sub layers. Each unit in a sub
layer receives input from the surrounding small environment in the previous layer. By using local receptive ﬁeld, CNN
can extract the basic visual features such as orientation of the edges, endpoints, and the angle (corner). These features
are then combined with the next layer to detect features at a higher level. Distortion or shifting of input data can cause
the location of critical features will be varied. Furthermore, the basic features that have been detected from one part
of the image may be useful for the overall image. This concept can apply by forcing a set of unit receptive ﬁelds
located in the various places that have identical weight vectors. Every units in a sub layer shared the same weights.
The output sets of units in a sub layer called feature maps. Some features can be extracted at any location because a
complete convolutional layers consists of several feature maps (with diﬀerent weight vectors).
The Lenet-5 architecture, where units in the ﬁrst hidden layer, are organized in six sub layers (feature maps). A
unit in a feature map has 25 inputs are connected to 5x5 input area, which is called the unit receptive ﬁeld. Each unit
is summed with coeﬃcient and bias train. Unit receptive ﬁeld that is closely related to feature maps which is centered
on the adjacent unit in the previous layer. Therefore, unit receptive ﬁeld that closely related will overlap. In the ﬁrst
hidden layer of Lenet-5, the receptive ﬁelds of adjacent units will overlap horizontally with four columns and ﬁve
rows. Based on information that has been described previously, all units in a feature map has the same weight and the
same bias, so the same feature will be detected in all possible locations in the input area. Other feature maps using
diﬀerent set of weight and biases, so obtain various types of local features in an image.
3.2. Gray Level Co-occurrence Matrix (GLCM)
Gray Level Co-occurrence Matrix (GLCM) is a matrix that represent diﬀerent combination distribution of pixel
brightness values (gray level) that occur in an image. GLCM provide texture features information of an image. GLCM
texture considering the spatial relationship between two pixels at speciﬁc distance and orientation angle. In principle,
GLCM will form a matrix concurrence (joint occurrence) of the image data which will be obtained as a characteristics
matrix function. The orientation angle θ = 0, 45, 90, 135 and D is the distance of the center pixel. Properties of GLCM
used in this research are19:
• Contrast, also called the ”sum of squares variance”, is a measure of the intensity contrast between a pixel and its
neighbor over the whole image, calculate the sum of diversity in the gray level image. Contrast value calculated
using equation 1.
contrast =
M∑
i, j=1
Pi, j(i − j)2 (1)
where i and j are the coordinates in horizontal and vertical matrix and P(i, j) is matrix value in i and j coordinate.
• Energy, also called the ”uniformity”, is a measure the gray level concentration of intensity in GLCM. It returns
the sum of squared elements in GLCM. Energy value calculated using equation 2.
energy =
M∑
i, j=1
Pi, j2 (2)
where i and j are the coordinates in horizontal and vertical matrix and P(i, j) is matrix value in i and j coordinate.
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• Homogeneity, also called the ”Inverse Diﬀerence Moment”, is a closeness measure distribution of elements in
the GLCM to the GLCM diagonal. Homogeneity values are the inverse of contrast value, which can calculated
using equation 3.
homogeneity =
∑M
i, j=1 Pi, j
1 + (i − j)2 (3)
where i and j are the coordinates in horizontal and vertical matrix and P(i, j) is matrix value in i and j coordinate.
3.3. Gray Level Co-occurrence Matrix Convolutional Neural Networks (GLCM - CNN)
We proposed a modiﬁed method of the CNN network topology by adding GLCM texture features in the input layer.
This modiﬁed method would be called GLCM-CNN. GLCM-CNN topology has an input layer, and three types layers
are convolutional layer (C1, C3, C5), sub sampling layers (S2, S4), and an output layer (F6). GLCM-CNN topology
used in this study can be seen in Figure 2. In the input layer, the data used for the input layer is an image result (228
x 344 pixels) from texture features extraction using GLCM. Convolutional layer can also be called feature extraction
layer, which C1, C3 and C5 have a certain number of speciﬁed sub layers. Sub layer on the optimal number of layers
will be searched by several experiments. This amount depends on the number of networks connected to the previous
layer. Convolution matrix size used is 5x5, which will reduce four pixels rows and columns of image data. Activation
function used is sigmoid. Coeﬃcients and bias optimal during training will be searched by several times experiments.
The next layer is the sub sampling layer, S2 and S4, which divides the input data size into half of its previous size.
Sub sampling function at this layer deﬁned using equation 4.
a j =
average
n×n (a
n×n
i u(n, n)) (4)
with u(n, n) is a window function of neighborhood in the input patch, a(inxn), and search average value of the neigh-
borhood. An Output F6 layer that directly connected with C5 layer will generate ﬁve neurons, which result decision
class or kinds of cattle race. Training on CNN conducted with the aim to obtain a minimum average value of the
square error from the training data, which is deﬁned in equation 5.
Eavg =
1
M
N∑
n=1
(d j(n) − y j(n))2 (5)
where Eavg is the average value of the square error with M is the total number of training data, d j(n) is the target of
actual class and y j(n) is the output of the - jth F6 layer and N is the number of epochs.
3.4. Saliency Maps
Saliency maps is a concept that introduced by Koch and Ullman in 198520. It was used to represent visual saliency
from the visual scene. In addition, it can model the human attention and eye movements, so that it can represent how
the nervous system process them. It will measure the diﬀerence of the object image with the surrounding environment
based on features such as colors, movement, orientation and distance from the eye21. In this paper, we used the
implementation of saliency maps from Harel, Koch, and Perona22, that is Graph Based Visual Saliency (GBVS).
GBVS can reduce the background of the image, so we can speed up the process feature extraction with GLCM.
3.5. Performance Evaluation
The results of this study were tested using accuracy and kappa statistic value. Accuracy is a value that indicates
the ratio of identiﬁed data correctly with all testing data. Testing performed to see classiﬁcation success rate of testing
data, which is based on number of correctly predict or not. It can be calculated using the accuracy using equation 6:
accuracy =
number of correct identiﬁcation
total number of test data
× 100 (6)
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Fig. 2. Topology of GLCM CNN (proposed method).
Kappa statistic value gives information about precision between prediction and actual class label. The kappa
statistic value is calculated using equation 7.
K =
∑l
i=1 Pii −
∑l
i=1 Pi+P+i
1 −∑li=1 Pi+P+i
(7)
where
∑l
i=1 Pii is the total proportion of main diagonal from the confusion matrix, and
∑l
i=1 Pi+P+i is the total propor-
tion of marginal from confusion matrix.
4. Result and Discussion
Hardware and software speciﬁcation that used in this experiment are: Processor Intel Core i5-23470M CPU @
3.20 Ghz, Memory DDR2 RAM 20.00 GB, Hard disk 664 GB, Matlab R2013b 64 bit, Rasmus Berg Palm’s Deep
Learning Matlab Toolbox23, and saliency maps Matlab code24.
In this experiment, data will divide into training and testing data using bootstrapping method. Bootstrapping is
the random sampling data method with replacement, which used to solve the problem of small sample size in the
modeling and estimate measures of bias, underestimate or overestimate25. Training data is 70% of all data in every
class of cattle race and the remaining are used to testing data. The sum of training data is 620 images and testing data
is 155 images.
To evaluate eﬀectiveness of the proposed method, GLCM-CNN, we made comparison into three scenarios. First,
we evaluate GLCM-CNN with the previous research5, GMM-GC (Gaussian Mixture Model - Graph Cut) and we
also compare with the original CNN method. The second scenario, we will show the accuracy of GLCM-CNN using
ﬁve classes. In the previous research5, the number of classes used are two classes, Bali and Pasuruan. And the last
scenario conducted because to extract feature GLCM takes a long time, so we applied saliency maps for input image
to reduce the background and accelerate the computation time in feature extraction process.
On original CNN, input data using raw image, which is RGB image, but in GLCM-CNN, input data is the image
from texture extraction using GLCM. The example of input image in GLCM-CNN and CNN can see in Figure 3.
The segmentation process in the previous research5 using Graph Cuts method, which is an interactive segmentation
method. The segmentation process was still highly dependent on user input that is to provide sample marking on
the object and background pixels. As can be seen in Table 2, the accuracy increased after using the segmentation
process. Our proposed method, GLCM-CNN not using segmentation process and only learn from original image to
get featured for recognize the cattle race.
In without segmentation process, the original CNN and GLCM-CNN has better accuracy than previous research5.
Although object (cattle) in a complex background, but CNN and GLCM-CNN can recognize cattle well. GMM-
GC has best accuracy 98.364% for 100 iterations, original CNN has best accuracy 98.387% for 200 iterations, and
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Fig. 3. Example of image in input layer (a). CNN; GLCM-CNN (b). Contrast (c). Energy (d). Homogeneity.
GLCM-CNN has best accuracy 98.927% using energy image for 100 iterations. The result of GMM-GC, CNN
and GLCM-CNN are not much diﬀerent, but CNN and GLCM-CNN have the advantages that does not require a
segmentation process, so cattle identiﬁcation can be done automatically.
Kappa value result is directly proportional to the accuracy which can be seen in Table 3. Kappa value of CNN and
GLCM-CNN is more superior method than in previous research5. The overall of methods have been tested, GLCM-
CNN using energy has the highest accuracy and kappa value. The original CNN produced fairly good accuracy and
kappa value than GMM-GC that required user input, which is aﬀecting the classiﬁcation result. In GMM-GC, the
classiﬁcation will have an error if user made a mistake in deﬁning foreground and background pixels.
GLCM-CNN is a method to improve the accuracy of the original CNN. We use three properties from the GLCM,
there are contrast, energy and homogeneity. In the ﬁrst experiment, overall GLCM-CNN had better accuracy although
the original CNN was still better. It happened because the sum of class in this experiment very small (two classes).
Furthermore, to show the improvement of our proposed method, we try the next scenario, using ﬁve classes of cattle
race.
Table 2. Classiﬁcation accuracy for each method.
Number of
iteration
Without Segmentation GMM-GC (with segmentation) CNN GLCM-CNNSVM KNN SVM KNN C E H
50 68.56 83.45 97.42 98.22 93.01 94.09 92.47 69.89
100 68.75 83.01 97.03 98.36 96.24 95.7 97.85 83.87
200 70.55 87.25 97.00 98.06 98.39 95.7 98.93 89.25
Description of : C = Contrast, E = Energy, H = Homogeneity
Table 3. Kappa value for each method.
Number of
iteration
Without Segmentation GMM-GC (with segmentation) CNN GLCM-CNNSVM KNN SVM KNN C E H
50 0.607 0.763 0.961 0.974 0.860 0.882 0.850 0.398
100 0.613 0.758 0.955 0.976 0.925 0.914 0.957 0.677
200 0.621 0.816 0.957 0.975 0.968 0.914 0.979 0.785
Description of : C = Contrast, E = Energy, H = Homogeneity
Table 4. Classiﬁcation accuracy and kappa value for CNN and GLCM CNN (ﬁve class cattle race).
Number of
iteration
Accuracy Kappa value
CNN
GLCM-CNN
CNN
GLCM-CNN
C E H C E H
50 76.773 89.677 87.527 56.127 0.710 0.871 0.844 0.452
100 89.680 89.033 93.763 67.743 0.871 0.863 0.922 0.597
200 90.750 89.680 93.120 88.603 0.884 0.871 0.914 0.858
Description of : C = Contrast, E = Energy, H = Homogeneity
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Fig. 4. Example of image in input layer using saliency maps (a). Original image; (b). Saliency maps image; (c). GLCM image.
In the second scenario, GLCM-CNN can improve the accuracy of the original CNN with small iteration. After 50
iterations, the original CNN had 76.773% accuracy, while GLCM-CNN using contrast images can obtain 89.677%
accuracy, where this accuracy was obtained by the original CNN using 100 iterations. The highest accuracy is obtained
by GLCM-CNN using energy images with 93.763% accuracy for 100 iterations (can be seen in Table 4).
From the three properties of GLCM used in this experiment, contrast and energy had the better accuracy that can
improve the original CNN, but inversely related to homogeneity. The average accuracy of homogeneity always lower
than the other properties, contrast and energy.
In the sub sampling process, the input image will change into a half smaller than the previous image. This process
is used to solve the problem of shifting and distortion image. In homogeneity, image has small pixel intensity (blurred
image, see Figure 3(d)). After sub sampling process, information of homogeneity become loss, so it made decreasing
of accuracy.
Table 5. Computation time for saliency maps
Cattle types Total of images Total time (in seconds)
Bali 290 233.438346
Onggole/Pasuruan 155 139.463496
Aceh 479 615.189370
Madura 172 219.785276
Pesisir 255 315.622663
Table 6. Computation time for extract GLCM features (in seconds)
Without saliency maps With saliency maps
1 image 61 26
1351 images 82411 35126
Total times 82411 = 35126 + 1523 = 36649
Table 7. Accuracy and kappa value after using saliency maps.
Evaluation
Without saliency maps With saliency maps
Contrast Energy Homogeneity Contrast Energy Homogeneity
Accuracy 89.677 87.527 56.127 84.313 78.100 61.900
Kappa value 0.871 0.844 0.452 0.804 0.726 0.524
And the last scenario, the input image using saliency maps can be seen in Figure 4. The computation time of GLCM
- CNN has been upgraded by apply saliency maps on the input images. Saliency maps making feature extraction
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process is faster, because it will reduce the background on the image and focus on the object. The computation time
of GLCM CNN after and before used saliency maps can be seen in Table 5 and 6. The result of the classiﬁcation after
applied saliency maps can be seen in Table 7.
GLCM CNN using saliency maps can improve the computation times is faster than without using saliency maps.
In addition to faster time, GLCM CNN using saliency maps also produced a good accuracy. Although the accuracy
decreased slightly, but the computation time can be two times faster than before.
5. Conclusion
In this paper, we presented the modiﬁed of original CNN using GLCM features. Modiﬁcation in the input layer
with GLCM image can improve the accuracy of cattle race identiﬁcation, compare with original CNN. The strong
point of the modiﬁcation is the information data in the input layer has better features using GLCM features than the
original image. In this method, we also does not need the segmentation process for classiﬁcation of cattle race.
We used three properties of GLCM features, there are contrast, energy and homogeneity. Contrast and energy
image can improve the accuracy of the original CNN, but inversely related to homogeneity image, that has a lower
accuracy. Saliency maps can improve computation time for extract GLCM feature be faster than without using it and
also obtained a good accuracy.
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