Introduction
The Tauc method of determining the optical absorption edge of materials is a well-known technique used to characterize functional photovoltaic layers, transparent conductors, sensor coatings, and films for many other applications [1] . This method was originally designed for determinations of absorption in amorphous thin-film materials. Since then, the Tauc method has been widely used on crystalline thin films as well. Because UV-Vis spectrometers are widely available, easy to use, and the absorbance equation is well understood, the Tauc method is often used instead of more accurate means (e.g. spectroscopic ellipsometry or photothermal spectroscopy). In the Tauc method, broad spectral absorption spectroscopy results are fitted using a power-law expression. The photon-energy axis intercept of this fit then reveals the band-gap of the material in question, and the fitted exponent indicates either a direct or indirect electron transition. In earlier work [2] , we had addressed the accuracy of band-gap determination using Tauc's method. However, that work stopped short of testing how well the Tauc slope parameter might work to provide a deeper view of a new material's band structure. In this paper, we quantitatively examine those slope values and their * Corresponding author: e-mail dunbar.birnie@gmail.com, Phone: (848) 445-5605, Fax: (732) variations aiming to evaluate the Tauc method's utility for further band structure understanding in new systems.
The present analysis of the ability of the Tauc plot slopes to provide useful band information is focused on zinc oxide, again. ZnO is a well-established wide gap semiconductor with a band gap of E g = 3.3 eV [3] [4] [5] . Because the band-gap plays such a crucial role to absorption, conductivity, and other processes a large number of Tauc plots are available in published literature. The band structure of ZnO is also well-understood (see Figure 1 ) [6] . It has a direct band gap at the center of the Brillouin zone, as shown. Since the Tauc method concentrates on photon energy values around the band gap and slightly higher, we are mainly probing direct transitions from the quasi-parabolic valence band maximum and conduction band minimum, as highlighted for three schematic photon energy values.
Additionally, ZnO is ideal for this study because as it is a closely stoichiometric material easily synthesized through a number of methods, indicating that the samples considered in published work should be relatively uniform in character, allowing us to address the Tauc method rather than bias arising from sample variability. Zinc oxide thin films can be [6] . Arrows are included that illustrate direct optical transitions occurring with gradually higher photon energy once Ephoton > Eg. [17, 18] , or solvothermal growth [19] , magnetron sputtering [20] [21] [22] [23] , and pulsed laser deposition (PLD) [24] [25] [26] [27] . It is stable in a hexagonal wurtzite structure with lattice parameters of (c=5.205 Å, a=3.249 Å) [28] . While no material is completely stoichiometric, as all compounds thermodynamically have point defects at some level, ZnO has been experimentally observed to have very little deviation from an ideal 1:1 ratio. Even when studies have shown deviation, such as a slight zinc excess presented by Allsopp and Roberts, the variation was less than 50 ppm [29] . Because zinc oxide is much closer to ideal than many studied semiconductors, it provides a good calibration test-case for the Tauc method.
Here we carefully examine numerous previously published ZnO thin-film studies, extracting data points from the published Tauc plots and look for trends related to quantitative slope measurement accuracy; this work provides an indepth analysis of the method similar to that in Viezbicke, et al, in which computational analysis of collected Tauc plot data resulted in an improved, thin-film derived, ZnO bandgap value of 3.276 ± 0.033 eV [2] . The present work combines data from more than 60 publications which were collected using a consistent process to extract the slope of each Tauc plot in order to study the distribution of these slopes, as described in further detail below. We've chosen this datamining approach because there are many factors that may contribute error to optical data, both sample specific (film roughness, interdiffusion, second phases, etc) as well as instrumentation specific (poor baseline subtraction, misalignment, etc), yet rarely do individual investigators notice or report these factors. Thus, our approach combines all these error sources and how they contribute to the breadth of distribution that we find.
This distribution of Tauc plot fits is reviewed alongside a predicted theoretical value of the Tauc slope. From this distribution, further considerations of the basic precision of the Tauc method, as well as a general examination of possible sources of error in the method are presented.
Background
While investigating the optical and electronic properties of amorphous germanium, Tauc et al, proposed and substantiated a method for determining the band gap using optical absorbance data plotted appropriately with respect to energy [1, 30] . This was further developed in Davis and Mott's more general work on amorphous semiconductors [31, 32] , which showed that the optical absorption strength depends on the difference between the photon energy and the band gap as:
where h is Planck's constant, ν is the photon's frequency, α is the absorption coefficient, E g is the band gap and A * is the slope of the Tauc plot in the linear region. The value of the exponent denotes the nature of the electronic transition, whether allowed or forbidden and whether direct or indirect:
For direct allowed transitions n=1/2 For direct forbidden transitions n=3/2 For indirect allowed transitions n=2 For indirect forbidden transitions n=3
Typically, the allowed transitions dominate the basic absorption processes, giving either n=1/2 or n=2, for direct and indirect transitions, respectively. Thus, the basic procedure for a Tauc analysis is to acquire optical absorbance data for the sample in question that spans a range of energies from below the band gap transition to above it. Plotting the (αhν) 1/n versus (hν) is a matter of testing n values to find which provides the best fit and thus identifies the correct transition type and where the energyaxis intercept gives the band-gap value. In the indirect case there will always be higher energy transitions that can happen by a direct process, too. In this case, it might be possible to extract both indirect and direct edges with plots using the appropriate exponents. For example, silicon has an indirect gap of 1.1 eV, but there are many direct transitions that are quite strong starting about 3 eV [33, 34] .
In equation (1) the numerical value of A * is usually not quoted, as the intercept (and band-gap) can be found even without knowing the slope; sometimes the y-axis is left in relative units only, which might be convenient if the film thickness isn't well specified, for example. Still, the slope is 21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57 rigorously rooted in the inherent absorption processes and band structure, as we review in a section below. Given the tight connection to band theory, we address the question about experimental data variability and whether normal Tauc plot construction is accurate enough for reasonable quantification of important band parameters. To that end, the next section is devoted to understanding the main confounding effect encountered when making Tauc plots: the near-edge residual absorption tail that may not arise from band-to-band optical transitions.
Quantifying Urbach Tail Effects
While the Tauc method relies on applying a linear fit to the main absorption edge at the band gap, influence from lower energy defect absorption states can impact the accuracy of the fit. This deviation from linearity in the low energy region was initially investigated by Urbach [35] and is frequently identified as the "Urbach Tail." Including Urbach tail points in the Tauc method linear fit can decrease the resulting extrapolated band gap [36] [37] and would therefore also decrease the corresponding slope value. An example of a Tauc plot showing Urbach tail absorption, which can usually be described by an exponential function, is provided in Figure 2 . To quantify the magnitude of the Urbach tail on a Tauc plot, we have introduced a quantity we call the "Near Edge Absorptivity Ratio" (NEAR) [2] . In an ideal material with absolutely no Urbach tail, the value of (αhν) 2 would be zero up to the optical gap. However, in real materials there is always some sub-gap absorption. If this extra absorption is large it might extend well beyond the E g value. To evaluate this we compare the value of (αhν) 2 at the extrapolated band gap with a value taken at somewhat higher energy where more of the signal will be coming from band-to-band transitions. In order to generalize the value even Tauc plots with (αhν) 2 measured in arbitrary units, the Eg value of (αhν) 2 is normalized by a (αhν) 2 value of a slightly higher energy (arbitrarily chosen to be 2% higher energy than then band-gap), as shown in Equation (2) 
The square root of this ratio is then taken to further extend the NEAR concept to potential application in indirect absorption materials as well. In Figure 2 , the red lines drawn at the extrapolated E g and at 1.02*E g values represent the quantities used in the NEAR calculation. If the Urbach tail is substantial then NEAR will approach 1, while if the material is more defect-free then the NEAR will be small, ideally approaching 0. In the data analysis below we have calculated this NEAR value for each of the published Tauc plots where slopes were also determined. This allowed us to investigate how accurate the Tauc slope values might be and if the accuracy was diminished for more defective material.
Derivation of the Tauc Slope
The measured slope of the linearly-fit region of published Tauc plots can be compared to a theoretical value expected for this slope. Beginning from the assumption that the conduction band is essentially empty and the valence band is essentially filled, we can derive the optical absorption coefficient for direct transitions in semiconductors [39, 40] .
The key elements which contribute to optical absorption are related to the transition probability, and are related to the optical absorption coefficient at the absorption onset by:
Where M is the matrix element and (ℏ ) is the joint density of states (JDOS). The constants , 0 , and 0 correspond to the photon wavelength and index of refraction at the band gap, and the permittivity of free space. For more on this expression, see chapter 7 of ref. [39] .
To determine the joint density of states for direct electronic transitions between the valence and conduction bands, the final energy of an excited electron is written:
Combined with the expression for energy of free electrons residing in parabolic bands:
Then, using the known expression for the JDOS:
And substituting for k from a rearranged Equation 5 to get the final form:
Then, to define the matrix element required in Equation  3 requires the dipole transition matrix element, which uses the • Hamiltonian. However, it is more convenient to work in terms of the • Hamiltonian, another form of H for quantum systems interacting with electromagnetic waves [39] . The two are related by:
Where = ℏ is the energy separating the valence and conduction k states. Assuming the matrix element is independent of k, can also be represented in terms of the experimentally measurable Kane energy, E k , written as:
From which the matrix element becomes:
Finally, because only the light and heavy hole bands are involved in this transition, 2/3 of the total transition energy is involved, leaving the final matrix element result as:
By combining these expressions for JDOS and the transition matrix element with Equation 3, the final determination of the absorption coefficient function: All of the pre-factor constants are collected into the factor B, which is then used to find the slope of the Tauc plot, which we will refer to as A*:
To calculate this theoretical value for the absorption slope, the effective mass, m r , which combines m h * and m e *, was determined from previous studies of wurtzite ZnO. Values of 0.24m e and 0.59m e were selected for m e * and m h * respectively [41] . The Kane energy for ZnO conduction electrons is reported to be 28.2 eV, [42] and the band gap was set at 3.276 eV [2] The final slope value was computed to be approximately 3 x 10 12 eV/cm 2 .
2 Results Experimental Tauc plots were digitized from 73 plots collected from 63 published works [3, 4, 8, 9, 11, 13, 14, 38, , and the extracted slope values were collected into a histogram binned by order of magnitude. Additionally, the collected slopes, NEAR values, and reported and fitted E g values are shown in the supplement.
Distribution of Tauc Slopes
The distribution of all collected slopes, with the theoretical A* value also identified on the distribution, is shown in Figure 3 . Fitting the distribution with a Gaussian resulted in a mean order-ofmagnitude of 12.04 with a standard deviation of 1.75 orders. Additionally, the mean was in good agreement with the predicted theoretical slope value of 3 x 10 12 . Additionally, from the expression derived in Equations 12 and 13 it is possible to solve for m r using only knowledge of the Kane energy and a value of A* as reported in Figures  3-4 3 Discussion Broadly speaking, it is reassuring that the mean slope value and the theoretical value are so close. On the other hand, the above analysis found slope numbers ranging from 10 7 up to almost 10
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, illustrating the difficulty of accurately measuring the absorption strength and extrapolating the density of states or band shapes. Even the values bracketed by ±1 are spread by more than a factor of 1000. This is in contrast to the distribution of extrapolated band gap values, which is quite tightly defined even though the slope scatter is as broad as it is [2] . Then, when using this range of slopes with Equations 12 and 13 to find the reduced effective mass, m r , the range of values had only a spread of a factor of ~5 (0.0934m e to 0.490m e ). Overall, when measuring quantities of scale 10 12 , this should be considered good agreement.
The difficulty in achieving accurate slope values may be rooted in one or more of the following effects: (a) defects close to the band edge leading to band tails and an Urbach tail in the absorption data, (b) deviations from strict linearity for Tauc fitting, or (c) limitations in sample quality or experimental methods.
From the histograms shown above, it is notable that the width of the distribution is approximately an order of magnitude tighter in the sub-population of samples with smaller NEAR values (Figure 4a ). These are taken from plots that exhibit less Urbach tail in the absorption data. Additionally, the lower NEAR histogram has a mean value that is in better agreement with the predicted A* value. As noted above in the review of Urbach tail, previous studies [36] [37] have reported a decrease in the measured band gap due to the inclusion of Urbach tail points in a Tauc linear fit. This makes mathematical sense because if the lower α values just above the band edge are artificially higher, influenced by the presence of defect states, the linear regression line would be less steep and not represent intrinsic material. Thus, the presence of an Urbach tail also lowers the A* Tauc slope value inadvertently. Our histogram for the sub-population of samples with larger NEAR values (Figure 4b ) supports this effect, having a mean value significantly lower than found for samples with less Urbach tailing (Figure 4a ). In light of this, researchers aiming to make the most accurate slope measurements should work to reduce Urbach tails for their samples.
Another effect that may have contributed to the distribution of slope values is related to the linearity of the Tauc plot itself. In addition to the Urbach tail, which imparts curvature at lower energy, the absorption usually saturates at higher energy, too, adding a downward curvature. Both effects can be seen in Figure 2 . The downward curvature at higher energy can partly be associated with deviations from the parabolic band approximation used in the models for the band structure (which can be seen in Figure 1 above) . A fur-ther effect, applicable to more heavily-doped semiconductors is the Burstein-Moss effect [98] [99] [100] , where the lowest allowable transitions are blocked by occupation considerations. This could change Tauc slopes, too. So generally, the choice of linear-region with which to perform the Tauc method still becomes a subjective choice, which can influence both the slope and intercept values that are extracted.
The derivation provided here, like the one supplied in Tauc's initial works, utilizes solid state physics concepts such as Bloch's theorem, which require periodicity, and make simplifications about the band structure density of states shape. In their initial work, Tauc, et al. applied the final result to amorphous materials through the use of approximations to explain the occurrence of a linear region in data collected from amorphous thin film materials. In spite of that history, the Tauc method is quite frequently used to study crystalline materials. Our survey of data for ZnO illustrates the broad applicability of Tauc's method to crystalline thin films.
Finally, normal experimental work on thin films may be less accurate for the absorption happening very near the band edge; the absorption coefficients are smaller there and the UV/Vis equipment has a smaller difference between the sample and a reference, so the absolute accuracy of α will be smaller in these cases. And at higher values of α the transmitted intensity may be very small, again limiting the accuracy of α at higher energy. The contribution of the automatic baseline subtraction and fitting steps could be critical and insert variations that even the most astute experimenters might not notice.
Conclusion
The Tauc method is a convenient technique for thin film characterization that can have excellent accuracy for band-gap determination for direct-gap materials as demonstrated by Viezbicke et al [2] . Here, a survey of published ZnO Tauc plots was conducted to extract quantitative slope values and ascertain the breadth of distribution of these values. The slope values had a broad distribution that was centered at a value that was derived on a theoretical basis. Using these data we have demonstrated that the slope of Tauc plots can also be well quantified and yield band effective mass numbers ranging by about a factor of 5X. Within the overall distribution we have tested the quantitative effect of the presence of an Urbach tail in the absorption data and found that such tailing did contribute to lower slope values and a broader distribution, consistent with the likely higher defectiveness when Urbach tails are observed.
Beyond implications in regarding the basic use of the Tauc method, the calculated value of m r suggests that the method could offer characterization information beyond the band gap value. Though accurate Tauc slope values are required to produce an accurate value for m r , the estimate presented could certainly differentiate between a material like ZnO and one with a drastically different m r , such as m r = 0.0592m e for GaAs. 
