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The two-dimensional Ising model with ompeting short range ferromagneti interations and
long range antiferromagneti interations is perhaps the most simple one ontaining the minimal
mirosopi ingredients neessary for an appropriate desription of the marosopi properties of
ultrathin lms and quasitwodimensional magneti materials. Despite suh relative simpliity, the
frustration introdued by the ompetition between interations generates omplex behaviors that
have eluded, up to now, a omplete understanding of its general properties. In this work we review
reent advanes in the understanding of both equilibrium and non-equilibrium properties of the
model. This inludes a detailed desription of several known properties of the thermodynamial
phase diagram, as well as the existene of several types of metastable states and their inuene in
the low temperature dynamis.
PACS numbers: 05.50.+q,75.40.Gb, 75.40.Mg
I. INTRODUCTION
The Ising model with arbitrary interations is perhaps the most suessful one in statistial physis. Despite its
(relative) simpliity, it has been used to model suh a variety of omplex systems exhibiting ooperative phenomena
that it an be regarded with fairness as a paradigm of a model system. Besides its multiple appliations in theoretial
physis (in fat, Onsager's solution of the two-dimensional model was the ornerstone of the modern theory of ritial
phenomena) one of its most onspiuous appliation in ondensed matter (and its original motivation) is related to the
desription of anisotropi magneti materials. While mostly applied in the past deades to bulk magneti materials,
the advanes in lm growth tehniques, suh as atomi or moleular epitaxy, has raised a renewed interest in the
behavior of the two-dimensional version of the model. In partiular, the study of thin magneti lms and quasi
twodimensional magneti materials (like the rare earth layers that our in perovskite strutures of REBa2Cu3O7−δ,
RE being a rare earth of the lanthanide series [3℄) has experimented an inreasing interest during the last years.
Part of this interest is obviously motivated by the great amount of appliations they nd nowadays in many dierent
tehnologial elds, suh as data storage, atalysis and eletroni uses are only a few examples, among many others.
Nevertheless, they have also aught the attention of both theoretial and experimental physiists due to the rih
insight they provide into the fundamental role that mirosopi interations play in determining the marosopi
properties of a material. One of the most interesting appliations of the two-dimensional Ising model is related to
the theoretial desription of ultra-thin magneti lms, like metal lms on metal substrates (e.g. Fe on Cu [1℄, Co
on Au [2℄, see also [3℄ for a reent review on the topi). If the magneti lm is thin enough (less than approximately
ve monolayers) the atomi magneti moments tend to align out of the plane dened by the proper lm. This ours
beause the surfae anisotropy overomes the anisotropy of the dipolar interations, whih favor inplane ordering.
Under these irumstanes, one an then model the loal magneti momenta of the material by using Ising variables.
Any realisti theoretial desription of a magneti thin lm must inlude, besides the usual shortrange exhange
interations, also the longrange antiferromagneti dipolar interations. It is worth mentioning that dipolar inter-
ations have been usually negleted, speially in thermodynamial studies, due to the small magnitude of dipolar
interations relative to the magnitude of the exhange interations. Nevertheless, it is a well established fat that
dipolar interations an give plae to very rih phenomenologial senarios, onerning both thermodynamial and
nonequilibrium properties. In partiular, when both interations are present, the system is inherently frustrated, and
many of the interesting stati and dynamial properties of systems with dipolar interations result, preisely, from
this property.
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2In this paper we will review the reent advanes in the study of equilibrium (i.e., thermodynamial) and out of equi-
librium properties of the Ising model with ompetition between shortrange ferromagneti exhange interations and
longrange antiferromagneti dipolar interations dened on a square lattie and ruled by the following dimensionless
Hamiltonian:
H = −δ
∑
<i,j>
σiσj +
∑
(i,j)
σiσj
r3ij
(1)
where σ = ±1 and δ stands for the quotient between the exhange J0 and the dipolar Jd interations parameters, i.e.,
δ = J0/Jd. The rst sum runs over all pairs of nearest neighbor spins and the seond one over all distint pairs of
spins of the lattie. rij is the distane, measured in rystal units, between sites i and j. The energy is measured in
units of Jd, whih is assumed to be always positive (antiferromagneti); hene δ > 0 means ferromagneti exhange
ouplings.
II. THERMODYNAMICAL PROPERTIES
A. Ground state
The basi features of the nite temperature phase diagram assoiated with Hamiltonian (1) were rst derived by
MaIsaa and oauthors in 1995 [4℄. In that work the existene of equilibrium striped states was rmly established
for the rst time. They showed that the ground state of Hamiltonian (1) is indeed the striped one, provided that the
relative strength of the interations δ exeeds some positive value δa ≈ 0.425 [5℄. If δ < δa the ground state is the
antiferromagneti one. If δ > δa the ground state is omposed by antialigned stripes of width h, whih depends on
δ. MaIsaa and oworkers showed that for every nite value of δ > δa there exists always a value of h suh that
the orresponding striped state has less energy than both the ferromagneti and the hekerboard states, whih had
been previously proposed as the ground state for this system [6℄. Moreover, they showed that this is true for any
value of δ. In other words, the presene of the dipolar interations, even with an innitesimal strength, suppress
the ferromagneti ordering, favoring the formation of stripe domains. The also showed that for large values of δ the
equilibrium width inreases exponentially h ∼ eδ/2. Although not rigorously demonstrated up to now, a very large
amount of numerial evidene supports the results of MaIsaa and oauthors.
B. Monte Carlo nite temperature simulations
Most of the knowledge about the nite temperature equilibrium properties of the model has been obtained by means
of Monte Carlo numerial simulations on nite latties. These have been performed on square latties of N = L× L
sites [4, 7, 8, 9℄ using Metropolis or heat bath algorithms. Monte arlo simulations has been vastly used to study nite
temperature properties of magneti lattie spin models. However, performing Monte Carlo simulations in system (1)
involves some partiular subtleties to take into aount, due to the presene of dipolar interations.
First of all, the modulated nature of the ground state implies that the linear size L of the system must be hosen
ommensurate with the period of the modulation assoiated with the partiular value of δ under onsideration;
otherwise, an artiial frustration is introdued.
A seond point onernes the struture of the ground state as the value of δ is inreased. For relatively large values
of δ, striped states of widths similar to that of the ground state have very low energies. This may generate (as we
will see later) multiple metastable states at low temperature, making it very diult to equilibrate and therefore to
determine the truly thermodynamially stable state.
Other ompliations arise as diret onsequenes of the long-range harater of the dipolar interations. Sine every
spin in the lattie interats with eah other, ipping a spin does not aet only a few neighbor spins, but all the rest
of the spins in the lattie. This means that most of the powerful algorithms developed in the last years to improve
the eieny of Monte Carlo simulations (like blok algorithms) do not apply, sine most of them rely on the nite
range of the interations. To further ompliate the situation, the antiferromagneti nature of the dipolar term does
not allow the appliation of some speially designed algorithm for systems with long-range ferromagneti interation
[11℄. This means that, exept from some reent works on the triangular lattie[10℄, most of the simulations of this
model are based on simple Metropolis or heat bath algorithms, in whih the typial number of operations to perform
a Monte arlo step goes as N2 rather than N , as in systems with short range interations.
Other onsequenes of the long-range harater of the dipolar interations are the strong nite-size eets, sine
in this ase every spin feels diretly the inuene of the border. As in any type of system, the best way to diminish
3border eets is to use periodi boundary onditions. While both the interpretation and implementation of periodi
boundary onditions are straightforward in systems with short range mirosopi interations, their usage in systems
with long-range interations is more subtle. In a general situation, there are two alternative representations of a nite
two-dimensional system with periodi boundary onditions. On one hand, we an visualize the system as a torus,
where a given spin interats with its loser neighbors dened by the topology of the torus, up to a ertain range
of interation, that is, to onsider a nite translationally invariant system. On the other hand, we an think that
we have an innite system, where the original nite system has been repliated innite times in all the oordinate
diretions. In other words, we an think that the innite lattie has been partitioned into ells of size N = L2 and
that we have hosen only the periodi solutions of the problem, with periodiity L in all the oordinate diretions.
While the dierene between both views is just a matter of interpretation for systems with short-range interations,
the situation hanges for long-range interating systems. Aording to the seond sheme, a given spin will interat
with innite replias of everyone of the rest of the spins and we an express the eetive interation between two
spins inside the system as an innite sum over replias (this inludes a self-interation term, that aounts for the
interation of every spin with its own replias). On the other hand, in the losed topology of the rst sheme it is
onsistent to onsider that every pair of spins inside the system interats only through its minimal distane over the
torus. This orresponds to the minimal trunation of the innite series of the previous sheme and it is sometimes
alled the rst image onvention. While the eieny of both type of shemes an be very dierent in systems that
presents low temperature ferromagneti ordering, in the ase of Hamiltonian (1) the dierenes are minimal [12℄, with
a little improvement obtained with the rst sheme. The usage of a partiular sheme is then a matter of onveniene.
However, while the usage of the seond sheme is straightforward, the implementation of the rst is more involved,
sine the innite series for the eetive interations are slowly onvergent. The usual way of handling them numerially
is to adapt the Ewald sums tehnique [3, 13℄, originally derived for systems of interating harged partiles [14, 15℄.
C. Low temperature equilibrium properties: metastable striped states
The nite temperature phase diagram in the (δ, T ) spae was rst alulated using Monte Carlo simulations on
small latties (L = 16) by MaIsaa and oauthors in [4℄. Further improvements at low temperature were obtained
by Gleiser and oauthors in [8℄. The numerial simulations showed that both the antiferromagneti and the dierent
striped states remain stable at nite temperatures below some δ-dependent ritial temperature Tc(δ). At T = Tc(δ)
the spei heat
CL =
1
NT 2
(〈
H2
〉
− 〈H〉
2
)
(2)
presents a peak, indiating that the system undergoes a phase transition into a disordered phase. Both the nature of
the disordered fase, as well as the order of the phase transition present several subtleties and will be onsidered in
setion IID. We will onsider now the properties of the system at temperatures well below the ritial one. We will
onentrate our attention in the low δ region of the phase diagram, that is, where the rst striped states emerge after
the antiferromagneti one, when the value of δ rosses δa = 0.425. The transition points between the dierent striped
states at T = 0 an be estimated by a numerial alulation of the striped states energies as a funtion of δ in nite
size latties of inreasing linear sizes L [4℄. We will denote by hi the striped state of width h = i, with i = 1, 2 . . ..
The state hi in a translationally invariant lattie has a degeneray 4i, due to parallel translations along a oordinate
axis and to π/2 rotations of the stripe pattern. Let δi,i+1 be the transition point between the striped states hi and
hi + 1. We have for the rst striped states that δ1,2 ≈ 1.26, δ2,3 ≈ 2.2 and δ3,4 ≈ 2.8.
We now onsider the transition between the striped states h1 and h2 at nite temperatures [8℄. The dierent striped
phases an be haraterized by the order parameter:
mh ≡
1
N
N∑
x=1
N∑
y=1
(−1)
fh(x) σxy (3)
where the funtion fh(x) ≡ (x − mod(x, h))/h takes odd and even values with periodiity h [3℄; mh measures the
overlap of the spin onguration with a vertial stripe pattern of width h. The thermodynamial averagesMh = 〈mh〉
and its assoiated suseptibilities
χh ≡
〈
m2h
〉
−M2h (4)
an be alulated through Monte Carlo simulations. The stability of the striped phases an be analyzed by heating the
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FIG. 1: Order parameters (3) and assoiated suseptibilities (4) vs. T when the system is heated starting at T = 0 from an
initial (vertial) stripe onguration for L = 24 and δ = 2; open squares: Mh2 for an initial onguration h2; full irles: Mh1
for an initial onguration h1.
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FIG. 2: Mh1 and Mh2 when the system is heated starting at T = 0 from an initial (vertial) stripe onguration for L = 24
and δ = 2.
system from zero temperature, that is, by performing equilibrium Monte Carlo simulations in a sequene of inreasing
temperature values starting from T = 0, where the initial spin onguration at every temperature is taken as the last
onguration of the previous one. The simulations start at T = 0 from an ordered onguration. In Fig.1 we show
an example for δ = 2, orresponding to an h2 ground state. In this ase two simulations were performed in parallel,
one starting from the h1 and the other from the h2 (vertial) striped states, and in eah ase Mh1 and Mh2 were
respetively measured, as well as the orresponding suseptibilities. In Fig.2 we show a simultaneous measurement
of Mh1 and Mh2 in a simulation started from the h1 state. When starting from h2 the system remains in this state
up to the ritial temperature (i.e., that of the peak in the spei heat) where Mh2 suddenly drops to a small value,
with an assoiated peak in the orresponding suseptibility. The same behavior is reversely obtained by slowly ooling
the system from high temperatures. This shows that the h2 state is thermodynamially stable. On the other hand,
when starting the simulation from the h1 state it remains stable up to ertain temperature below the ritial one,
where it destabilizes and the h2 pattern emerges (see Fig.2), showing the metastable nature of the h1 phase for this
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FIG. 3: (T, δ) phase diagram for low values of δ obtained from Monte Carlo simulations in L = 24 latties. Triangles: ritial
temperature obtained from the maximum in the spei heat; irles: stability line of the h1 striped phase; open squares:
stability line of the h2 striped phase; diamonds: rst order transition lines between low temperature ordered phases. TP
indiates a triple point.
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FIG. 4: Free energy per spin of states h1 and h2 vs. δ for T = 0.2 and L = 24.
partiular value of δ. The reverse behavior is observed in the region δ < δ1,2, where the h2 phase appears metastable
down the ertain value δ ∼ 0.7. Repeating this proedure allows the alulation [8℄ of the stability lines for the h1
and h2 phases as a funtion of δ. The results are shown in the phase diagram of Fig.3. The oexistene of dierent
states indiates that the transition between both ordered phases at low temperature is of the rst order type. The
rst order transition line an be loated by alulating the free energy per spin of eah phase, whih an be obtained
by numerial integration
F (T, δ) = U − T
∫ T
0
C(T ′)
T ′
dT ′ (5)
where U ≡ 〈H〉 /N and C(T ) is obtained by heating from T = 0 up to the referene temperature T for every value
of δ. For a given value of T , F (T, δ) is omputed for dierent values of δ in eah phase. The transition point is
6T
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FIG. 5: Order parameters (3) vs. T when the system is heated starting at T = 0 from an initial (vertial) stripe onguration
for L = 24 and δ = 2.6; irles: Mh1 for an initial onguration h1; triangle: Mh2 for an initial onguration h2; squares: Mh3
for an initial onguration h3.
alulated as the rossing point of the two urves, as depited in the example presente in Fig. 4. The rst order
transition line between h1 and h2 phases is shown in diamonds in Fig.3. Following the same proedure another rst
order vertial line is enountered between the antiferromagneti and the h1 phases [16℄. Other vertial transition lines
appear between ordered phases of higher h values [4℄.
We now turn our attention to the general features of the phase diagram shown in Fig. 3. We see that the rst
order line between phases h1 and h2 joins the point where the two stability lines ross, marked as TP in Fig. 3.
Above the point TP both stability lines oinide with the maxima in the spei heat and thus with the transition
lines to the disordered phase. As we will see in IID, those transitions are also of the rst order type and, therefore,
TP is atually a triple point. Below the triple point we have a metastability region, whih appears shadowed in
Fig.3. The orresponding spinodal lines are given by the ontinuation of the order-disorder transition lines below
TP. Further evidene of the metastable nature of h1 and h2 phases in that region an be obtained be analyzing the
relaxation of mixed states in the shadow region of the phase diagram [8℄. Following the same proedures desribed
above, the oexistene of striped states with larger values of h at higher values of δ an be veried. Notie that
the spinodal line of h1 in the h2 region deays very slowly as δ inreases; atually, it ontinues almost horizontal
for a wide range of values of δ. Below this line the oexistene of multiple striped states an be found, for instane,
between h1, h2 and h3 when δ2,3 < δ < δ3,4, as an be appreiated in the example for δ = 2.6 shown in Fig.5.
Coexistene of a larger number of striped states an be expeted for higher values of δ. Moreover, other type of
stable or metastable ongurations (like mixtures of stripes of dierent widths) an also be expeted in that region,
as observed in a related three-dimensional model with ompeting nearest neighbors ferromagneti interations and
long-range antiferromagneti Coulomb-like interations [22℄. As we will se in III, the existene of metastable states
has profound onsequenes in the far-from-equilibrium, low temperature properties of this system.
D. High temperature properties
When we inrease the temperature the ordered phases undergo a phase transition into a disordered state. Booth
and oauthors [7℄ showed that above and near the transition temperature the disordered phase is not paramagneti,
but instead it onsist of extended ferromagneti domains haraterized by predominantly square orners (see Fig.6).
This phase presents a fourfold rotational symmetry, as an be observed in numerial alulations of the struture
fator
S(~k) =
〈∣∣∣∣∣
∑
~r
σ~re
i~k.~r
∣∣∣∣∣
〉
whih displays four symmetri peaks along the prinipal axes of the Brillouin zone [3℄. As temperature is further
7T
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FIG. 6: Spei heat vs. T for δ = 3 (orresponding to an h4 ground state) and dierent system sizes. Some typial equilibrium
ongurations at the indiated temperatures for L = 48 are shown below. Note the sequene of transitions h4 → tetragonal →
paramagneti.
inreased, the four peaks beome gradually smeared into a irle shaped rown, signaling the ontinuous replaement
of the fourfold symmetry by the full rotational symmetry of the paramagneti phase. Booth and oauthors proposed
that the transition from the striped to this tetragonal phase an be haraterized as an order-disorder one, assoiated
to the loss of orientational order of the striped phase [7℄. To haraterize this symmetry breaking they introdued an
order parameter
m ≡
nv − nh
nv + nh
(6)
where nv (nh) is the number of vertial (horizontal) bonds between spins that are antiparallel [7℄. The absolute
value of this order parameter is one in any stripe onguration and equals zero in any onguration with fourfold
rotational symmetry. The numerial simulations performed by Booth and oauthors of 〈m〉 for values of δ ≥ 3
appeared onsistent with a seond order stripe-tetragonal phase transition [7℄. In the same parameters region, the
presene of the tetragonal phase shows its signature in the shape of the spei heat urve, as is illustrated in the
example shown in Fig. 6, for δ = 3. We see that the urve presents two peaks. The low temperature peak inreases
with the system size L and oinides with the temperature at whih the order parameter (6) deays. Thus, it is
assoiated with the stripe-tetragonal phase transition [7℄. The temperature of the orresponding maximum of the
spei heat appears to be almost independent of the system size, a nite size behavior usually observed in seond
order phase transitions. The seond broader peak at higher temperature does not depend on the system size and is
assoiated with the ontinuous deay of the tetragonal into the paramagneti phase. This seond peak beomes more
pronouned as δ inreases [7℄.
The existene of the tetragonal phase was rst predited by Abanov and oauthors [17℄ in a ontinuous approxima-
tion for ultrathin magneti lms, and it was only reently veried experimentally in f Fe on Cu(100) lms [18, 19℄.
The work of Abanov et al. also predited that the stripe-tetragonal transition should be either rst order or the two
phases might be separated a third phase haraterized by rotational domain wall defets, that they alled an Ising
nemati phase [17℄. Neither the Monte Carlo results of Booth et al., nor the experimental results have shown any
evidene of this phase. However, the results of Booth et al. appear to be onsistent with a seond rather that a rst
order transition, as expeted from Abanov et al. results. Nevertheless, Booth et al. pointed out that the possibility of
a weak rst order transition annot be exluded from their Monte Carlo alulations. Indeed, extensive Monte Carlo
alulations in other region of the parameters spae showed that this is the ase [9℄. Information about the order of the
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FIG. 7: Energy per spin histograms for δ = 2, L = 32 and dierent temperatures around the pseudo-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al one T
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Some typial equilibrium ongurations for the indiated energies are also shown.
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FIG. 8: Monte Carlo alulations for δ = 2 and dierent system sizes. (a) Spei heat; (b) Binder umulant.
transition an be obtained by analyzing the energy per spin histograms obtained during a single, large run of a Monte
Carlo simulation for dierent temperatures, as in the example shown in Fig.7 for δ = 2. The double peak struture of
the energy distribution is harateristi of a rst order phase transition. The typial ongurations assoiated with
eah peak (i.e., with energies around the maxima) depited in Fig.7 show that the low and high energy peaks are
assoiated with the striped (h = 2) and the tetragonal phases respetively. The typial ongurations assoiated with
the minimum of the distribution orrespond to a oexistene of both phases. Further evidene of the rst order nature
of the transition an be obtained from nite size saling properties of the spei heat (2) and the Binder fourth order
umulant [20℄:
VL ≡ 1−
〈
H4
〉
3 〈H2〉
2 (7)
The last quantity presents a monotonous behavior at the ritial temperature if the transition is ontinuous [20℄. If
the transition is rst order, V → 2/3 both for T ≪ Tc and for T ≫ Tc (when L→∞) and presents a minimum around
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some pseudo-ritial temperature T
(2)
c (L) [20℄. In a rst order temperature-driven phase transition the spei heat
presents a maximum at a dierent pseudo-ritial temperature T
(1)
c (L) < T
(2)
c (L). In Fig.8 we see a Monte Carlo
alulation of CL(T ) and VL(T ) for δ = 2 and dierent system sizes [9℄. The strong dependeny of T
(1)
c (L) and
T
(2)
c (L) on L are harateristi of rst order phase transitions. Moreover, the plot of those quantities as a funtion of
L−2 shown in Fig.9 verify the expeted nite size saling behavior in a rst-order temperature driven phase transition
[21℄: T
(1)
c (L) ∼ Tc +AL
−2
and T
(1)
c (L) ∼ Tc +BL
−2
with B > A, Tc being the transition temperature of the innite
system.
Notie that the internal energies of both phases (roughly orresponding to the energies of the maxima of the
histogram) near the transition temperature are loated very lose to eah other. This property is also reeted in the
rather shallow shape of Binder umulant around T
(2)
c (see Fig.8b) and evidenes the weak nature of the transition.
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This eets beome more pronouned as δ inreases. Moreover, for values of δ > 2.6 the double peak struture
(together with the minimum of the Binder umulant) seems to disappear, or at least beome undetetable for small
system sizes, as an be seen in Fig.10. This fat explains the seemingly ontinuous nature of the transition observed by
Booth et al., whose alulations were performed for δ ≥ 3 [7℄. However, analyti alulations on a related ontinuous
model suggest that it belongs to a large family of systems, or universality lass, in whih a rst transition for any
value of δ is expeted on quite general grounds [9℄. So, the question of the order of the transition for large values of
δ still remains open.
III. DYNAMICAL PROPERTIES
The dynamis of the two-dimensional Hamiltonian (1) at low enough temperatures is haraterized, as ours with
any magneti system that presents longrange order, by the formation and growth of small regions of ordered spins
alled domains. But unlike other magneti models without disorder in the Hamiltonian, in this partiular ase the
ompetition between the short range ferromagneti interations (that indues the system to order) and the dipolar
antiferromagneti interations (that frustrates it and tends to inreases the degeneray of the ground state) gives plae
to an unusual slowing down of the dynamis. And this peuliar behavior somehow resembles that observed in systems
with imposed disorder (i.e., with randomness in the Hamiltonian), suh as, for instane, EdwardsAnderson spin
glasses and random eld Ising models. This is not a minor point, at least from a statistial mehanis point of view,
mainly beause there has been a onsiderable eort during the last years in trying to nd a lattie model able to ath
many of the dynamial and thermodynamial properties of strutural glasses, whih also present a notorious slowing
down of the dynamis. And unlike spin glasses, it is nowadays vastly aepted in the ommunity that an adequate
model for strutural glasses an not inlude disorder in the Hamiltonian. On the ontrary, all the omplexity of
their dynamial behavior should be explained only in terms of the ompetition between the short range repulsion and
long range attration harater of a some LennardJoneslike moleular interations. Although a omplete disussion
about those attributes that an make a lattie system an aeptable model for strutural glass is out of the sope of
this artile, we will revisit this point below, in order to show some reent evidene that permit us to suspet that
Hamiltonian (1) ould be onsidered a good andidate for modelling a bidimensional strutural glass system.
Let us ome bak to the thinlm interpretation of model (1), whih in fat is shared by almost all the authors
who have ontributed to its study during the last years. In 1996, Sampaio, Albuquerque and de Menezes performed
a detailed study of the relaxation dynamis and hysteresis eets of the model [23℄. In partiular, starting from
a fully magnetized onguration, they numerially analyzed the way the magnetization relaxes when the magneti
eld is suddenly swithed o. Inside the striped phases, where the equilibrium magnetization is obviously zero, they
surprisingly found two dierent dynamial regimes, depending on the value of δ. For δ ≥ δc ≡ 1.35 the initially fully
magnetized state quikly relaxes to equilibrium, following the expeted exponential law haraterized by a strong
dependene on both δ and temperature T . On the other hand, when δ < δc = 1.35 the relaxation presents a power
law behavior with an exponent that does not depend on δ. This last behavior, usually found in systems with imposed
disorder, motivated new investigations about the nature of the dynamial behavior of the model.
Hene, in the next three subsetions we will present and disuss those results that have been found during the last
years onerning the out of equilibrium dynamis of Hamiltonian (1).
A. Aging
Aging is one of the most striking features in the o-equilibrium dynamis of many omplex systems. It refers to
the presene of strong memory eets spanning time lengths that in some ases exeed any available observational
time. Unfortunately, the large body of experimental evidene aumulated on the aging phenomena has not yet lead
to a substantial understanding of the mirosopi priniples that an give origin to this omplex phenomenology.
Aging phenomena are so relevant mainly beause some kind of universality appears in its desription whih makes it
possible to ategorize dierent systems as members of dierent lasses. The main feature of aging is the onjuntion
of extremely slow dynamis together with non stationary relaxation funtions. In fat, a system that ages looses the
time translation invariane. That means that all statistial quantities that depend on two times, do not depend only
on their dierene, as ours in an equilibrated state.
Although aging has been seen in a wide variety of ontexts and systems [27℄ (some of them, atually very simple
ones [30℄) it is perhaps in the realm of magneti and strutural glasses dynamis where a systemati study of these
phenomena has been arried out (see [27℄ and referenes therein).
In real materials, aging an be observed, for instane, in a ThermoRemanent Magnetization (TRM) relaxation
experiment: the system is abruptly ooled under a magneti eld
~B that is swithed on at t = 0, when the system is
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FIG. 11: Autoorrelation fun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quenhed at T < Tc, up to a time tw when it is suddenly turned o. One then veries that the magnetization M at
time τ + tw depends both on τ and tw, with limtw→∞M(tw+ τ, tw) ≡M(|τ |). One an also measure aging by looking
at the twotime autoorrelation funtion C(t, t′). Although it is hard to measure autoorrelation funtions in a real
experiment, it is very simple to alulate it in a numerial experiment. For an Ising system like the one onsidered in
this artile, the autoorrelation is dened as:
C(tw + τ, tw) =
1
N
N∑
i=1
Si(tw + τ)Si(tw) (8)
In these numerial experienes it is not neessary to onsider an external magneti eld. The system is simply
quenhed at time t = 0 from a very high temperature (usually innite temperature) below the transition temperature
and let to evolve during ertain waiting time tw, when the onguration {Si(tw)} is stored. From then on the two time
autoorrelation funtion (8) is alulated. If the system attains an equilibrium state, then C(tw+ τ, tw) = C(τ). But,
if the system does not equilibrate in a reasonable time, then C will expliitly depend both on τ and tw, indiating
the presene of aging.
There are basially two senarios within whih aging an emerge. On one hand, aging appears as a onsequene
of weak ergodiity breaking [27℄ and it is related to the omplex struture of the region of phase spae that the
system explores in time. This is the ase, for instane, in the Sherrington-Kirkpatrik (SK) [29℄ model and other spin
glass models in whih the omplexity of the energy funtion is assoiated to a ertain degree of randomness and/or
frustration in the Hamiltonian. On the other hand, the onset of aging in many systems derives from the presene of
oarsening proesses that give plae to a drasti slowing down of the dynamis. In this ase the saling law of the
two-time autoorrelation funtion is ruled by the following expression
C(t+ tw, tw) ∼ f
(
L(t)/L(tw)
)
, (9)
where L(t) is the mean linear size of the domains at time t [28℄.
In Fig. 11 we see a typial behavior of C(tw + t, tw) inside the striped phase for δ = 2.0, T = 0.25 and dierent
values of tw. Clearly we verify the presene of aging, identied by the strong dependene on both t and tw. For a
given tw we observe that the system stays in a quasiequilibrium state before C(tw + τ, tw) nally relaxes to zero.
Furthermore, as the time the system spends in the ordered phase tw inreases, the time the system spends in the
quasiequilibrium state also inreases (this phenomenon is the origin of the name aging).
An insight about the nature of the aging phenomena observed inside the striped phase an be obtained by analyzing
the saling properties of C(t+tw , tw) in dierent regions of the phase diagram, whih an tell us about the universality
lass of the dynamial regime. Indeed, there seems to be two dierent dynamial regimes [24℄, depending on the value
of δ. When δ > δc and T = 0.25, C(t+ tw, tw) displays the saling form:
C(t+ tw, tw) ∝ f
(
t
tw
)
. (10)
while for δ < δc at the same temperature the results seems to be onsistent with a logarithmi saling law of the
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form [24℄:
C(tw + t) ∝ g
(
ln (t)
ln (tw)
)
. (11)
Let us extrat now some onlusion of these results. If the slowing down of the dynamis is ruled by the domain
growth proess, as expeted in this kind of model without disorder, after a ertain time t one an measure the average
linear domain size L(t). The time evolution of quantities like the autoorrelation funtion will then present a rossover
from the dynamial regime haraterized by length sales smaller than the domain size L(tw) to a regime at larger
sales, dominated by domain growth through the movement of domain walls. In this senario, saling arguments lead
to the following (and already mentioned) dependeny of C(tw, tw + t)
C(tw, tw + t) ∝ Θ
(
L(t+ tw)
L(tw)
)
(12)
Hene, when t≫ tw
C(tw, tw + t)→ Θ
(
L(t)
L(tw)
)
(13)
is expeted.
Summarizing, the results for δ > δc are onsistent with an algebrai growth of the linear domain size of the form
L(t) ∝ tψ. But what emerges as a muh urious result is the behavior observed for δ < δc, whih appears to be
onsistent with a logarithmi time dependene of the average domain size L(t) ∝ (ln (t))ψ predited by an ativated
dynami senario proposed by Fisher and Huse [31℄ in the ontext of spin glasses, in whih both disorder and frustration
generate ative droplets exitations with a broad energy distribution.
Another onsequene of the loose of the time invariant translation of a system that ages during its relaxation, is the
violation of the Flutuation Disipation Theorem (FDT). Let us suppose that an inhomogeneous external magneti
eld hi(t) is swithed on at time tw; the onjugate response funtion at time tw + t an be dened as
R(tw + t, tw) =
1
N
∑
i
∂ 〈Si(tw + t)〉
∂hi(tw)
(14)
Let us now assume that the system has attained true thermodynamial equilibrium. Then, time translational invari-
ane holds and both the autoorrelation and the response funtions depend only on the time dierene t and the FDT
gives us a preise relationship between R(t) and C(t):
R(t) =
1
T
∂C(t)
∂t
. (15)
For a system that ages, as the one studied in this paper, one an identify two dierent regimes, as we have already
seen: for small values of t (t/tw ≪ 1) the system is a quasiequilibrium states, at least for large tw, and the all the
equilibrium properties hold. But in the aging regime, when t ≫ tw, both the time translation invariane and the
Flutuation Dissipation Theorem do not hold. In other words, C(tw + t, tw) and R(tw + t, tw) depend expliitly on t
and tw. In partiular, for a great variety of disordered models and also during some oarsening proesses, in this last
regime a generalized version of the FDT holds, whih asserts that
R(tw + t, tw) =
X(t+ tw, tw)
T
∂C(t+ tw, tw)
∂tw
(16)
with X(t+ tw, tw) 6= 1. Moreover, for large enough values of tw, X(t+ tw, tw) beomes a funtion of time only though
C(tw + t, tw) = X(C(t + tw, tw)). The funtion T/X(C) an be now interpreted as a nonequilibrium generalized
temperature. This kind of analysis has also been applied in [25℄ to model (1). Surprisingly, it was found that the
system behaves in the same way, irrespetively of the value of δ. Atually it was observed that, as tw → ∞, the
generalized temperature tends to zero, whih is a lear signature of a oarsening proess.
B. Coarsening
As we have already seen, when a magneti system is suddenly quenhed from a very high temperature (above
the ritial temperature Tc) into the ordered phase, small lusters of ordered spins form whih are usually alled
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domains. Immediately after the ooling the system nds itself in a disordered state indued by the abrupt quenh,
but aordingly to the thermodynamial laws, it would evolve into an ordered state. Under these irumstanes the
small domains of ordered states start growing, in a proess that is usually alled oarsening. If we ould take a
snapshot of the system a few seonds after the quenh, we would identify a pathwork of small domains, ordered in
so many dierent forms as dierent ground states the system admits. But, sine there is a interfaial free energy ost
assoiated with the surfae of the boundary between domains, as the domains grow they ompete with eah other in
order to impose their own order. As a onsequene of this ompetition, the pathwork of domains evolves in time,
trying to derease the freeenergy of the whole system by dereasing the area of the interfae region between domains.
Coarsening is an ubiquitous phenomenon in nature that largely exeeds the realm of magnetism [32℄. Even more,
oarsening plays a fundamental role in many industrial proesses, as for instane in molten iron. When the molten iron
is suddenly quenhed below the melting temperature, the originally dissolved fration of arbon present in the system
preipitates out. If the quenh is fast enough, the arbon an not oat to the top but stays dispersed through the iron
forming small partiles, and many of the relevant properties of ast iron depends speially on the size and form of
the arbon small lusters. Hene, ontrolling the quality of the iron requires a preise knowledge of the oarsening
proess of arbon partiles. Other examples of oarsening in physial systems appear in foams, the ordering of binary
alloy following a quenh from above to below its orderdisorder transition temperature and the phase separation of a
binary uid following the quenhing from the onephase to the twophase region of its phase diagram.
The simplest way to haraterize the oarsening proess is by measuring the time evolution of the harateristi
domain linear size L(t). This proedure, whih is hard to arry out in an experiment, an be easily implemented
in numerial simulations of Ising models like the ones presented in this artile. Coarsening has been vastly studied
during the last deades, both experimentally and theoretially, but there are still many open questions, espeially
onerning the role of frustration in the time evolution of L(t). The domain growth senario in the ferromagneti
phase of the Ising model is very muh alike the ritial dynamis observed in the neighborhood of a ritial point.
The ompetition among the dierent domains trying to impose their order to the whole system (as disussed above)
yields to a power law behavior of the average linear size L(t)
L(t) ∝ tn (17)
Note that this ritiallike slowing down of the dynamis ours even far away from the ritial point. Sine the
domain linear size L(t) will eventually reah marosopi length sales one an expet that the oarsening exponent
n will be independent of many of the mirosopi details. In other words, there should be only a few dynamial
universality lasses, as in fat ours in the study of ritial phenomena. Two of these universality lasses are already
well understood. The rst lass orresponds to the ase of a mirosopi dynamis that preserve the order parameter
of the system, and they are haraterized by an exponent n = 1/3. They are usually alled LifshitzSlyozov [33℄
growth proesses, and a typial realization is the spinodal deomposition. The seond lass is assoiated to those
mirosopi dynamis for whih the order parameter is not onserved, and they are haraterized by an exponent
n = 1/2. As we indiated in II B, our simulations were all performed using a heat bath or Metropolis Monte Carlo
dynamis whih orrespond to this seond universality lass, usually alled LifshitzAllenCahn or Curvaturedriven
growth [34, 35℄. A typial physial example is given by the proess of grain growing in metals.
But, there is also a third universality lass observed in systems with imposed disorder, i.e., in systems whose
Hamiltonian inludes, besides the dynamial variables, a set of random variables neessary to desribe the strutural
randomness of the system. In these ases the oarsening proess departs from the usual power law of Eq. (17) and is
haraterized by a logarithmi growth rule of the form:
L(t) ∼ ln (t) (18)
Spin glasses, random eld models and models with random quenhed impurities, are all examples of this third
universality lass. During many years it was not lear whether this behavior was restrited to systems with imposed
disorder. Nowadays it is believed that the departure from the power law dynamis is related to the existene of free
energy barriers that the oarsening system has to overome whih grow linearly with L(t) [26℄. In fat, there are
also a few examples of systems with logarithmi oarsening that do not present randomness in the Hamiltonian, as
for instane the three dimensional Ising model with nearestneighbors ferromagneti interations and nextnearest
neighbors antiferromagneti interations, whose dynamis has been desribed by Shore, Holzter and Sethna in [26℄
(from now on we will refer to it as the Shore model, even when it has already been analyzed by other authors[38℄).
What seems to be the fundamental ingredient for the appearane of logarithmi oarsening is existene of a ertain
degree of frustration in the mirosopi interations.
When oarsening is analyzed at zero temperature, it is relatively easy to determine numerially the domain growth
law. But when the system is analyzed at a non zero temperature new hallenges emerge. In partiular, it is very hard
to distinguish real domain strutures from oasional small lusters generated by thermal utuations. One way to
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overome this diulty is to use a tehnique based on the spreading of damage method proposed by Derrida [36℄ and
later on improved by Hinrihsen and Antoni [37℄. The method ompares, as time goes on, the state of a suddenly
quenhed system with replias of the same system initialized in the orresponding ground states. In partiular,
one needs to take into aount the time evolution of so many replias as possible ground states the system admits.
Remember that in our ase, the system has, depending on the value of δ, 4h possible ground states, whih makes it
very diult to apply this tehnique for large values of δ. Both the quenhed system and all its replias evolve under
the same thermal noise or, in other words, using the same random sequene in the updating proess. All those spin
ips that our simultaneously in the quenhed replia and in one of the ground state systems are onsidered thermal
utuations, and they are not taken into aount in the alulus of the domain areas.
We will summarize now the results of the oarsening dynamis of Hamiltonian (1), whih are presented in detail
in [16℄. We fous our analysis in the partiular ase in whih the system is quenhed into the h1 phase for values
of 0.8 ≤ δ ≤ δ1,2 (see Fig. 3). To haraterize the domain growth, the domain areas A(t), dened as the number
of spins inside eah ordered luster are rst alulated. Then, the harateristi linear domain size is alulated as
L(t) =
√
A(t). Note that in this partiular ase, the spreading of damage method required a simultaneous omparison
among ve dierent replias of the system (one for the quenhed replia plus four for eah possible ground state).
In Fig. 12 we present the behavior of the harateristi linear domain size L(t) when δ = 1.2 and T = 0.2, for three
dierent system sizes N = L × L with L = 24, 36 and 48. Remember that in this point of the phase spae there are
no metastable states (see Fig. 3). We observe that after a very short transient the system enters into the expeted
oarsening regime L(t) ∼ t1/2, as orresponds for a dynamis that does not preserve the order parameter. For large
times, we see that L(t) saturates in a value that oinides with N1/2, indiating that the domain sizes have reahed
the size of the system. However, in IID we have seen that inside the ordered phase one an identify two dierent
situations. In partiular, for δ = 1 we known that at low enough temperatures (atually for T < 0.4) there are also
metastable states orresponding to stripes of width h = 2.
In order to determine the eet of these metastable states in the domain dynamis of the model, let us onsider
what happens when the nal temperature of the quenhing is lowered. In Fig. 13 we show the time evolution of L(t)
when δ = 1 and N = 24 × 24 for eight dierent temperatures, ranging from T = 0.2 to T = 0.05. What emerges
from this analysis is the appearane of a new dynamial regime assoiated with the existene of metastability. When
0.1 < T < 0.2 the system displays always the same behavior desribed in Fig. 12. But, for T ≤ 0.1 a regime of slow
growth develops at intermediate time sales before the system rosses over to the t1/2 oarsening regime. As we lower
the temperature further, this intermediate regime extends to larger time sales; nevertheless, all the urves eventually
ross over to the n = 1/2 regime. Note that for short times there seems to be a hange in the onavity of the urves
L(t) when the nal quenhing temperature rosses the value T = 0.1, whih oinides, for δ = 1.1 with the spinodal
boundary of the metastable phase of width h = 2 inside the equilibrium phase of width h = 1.
To haraterize further the behavior of the linear domain size L(t) let us onsider the rossover time τ , given by
the intersetion of the power law branh of the urve and the horizontal saturation branh. In Fig. 14 we show a plot
of τ as a funtion of T . While for temperatures greater than T = 0.1 the rossover time presents a linear dependeny
with 1/T , in the region of metastability T ≤ 0.1 we observe an exponential inreasing of τ as 1/T inreases, as an
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FIG. 13: Charateristi linear domain size L(t) as a fun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ated in the gure.
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FIG. 14: Crossover time τ vs. T for δ = 1.1 and N = 24× 24. On the inset, an Arrhenius plot of τ vs. 1/t for the four lower
temperatures showed in Fig. 14. The straight line in the inset indiates the best tting.
be dedued from the Arrhenius plot presented in the inset of Fig. 14. The straight line denotes the best linear t,
given by
τ = 62.5 exp (0.39/T ) (19)
In Fig. 15 we present a temporal sequene of snapshots of a system of L = 48 spins and δ = 1.1 at T = 0.2, where
the system does not present the slow intermediate regime. The pitures appear in pairs. The left pitures orrespond
to ongurations of the system at dierent times, where blak points indiate spins up and white points spins down. In
the right pitures we an visualize the orresponding domain walls obtained with the method of Hinrihen and Antoni
[37℄, previously desribed. Here the blak points represent spins inside a domain while the white points indiate spins
that belong to the domain wall. Starting from the left top the snapshots orrespond to time steps t = 1, 10, 20, 30,
40, 50, 100, 200, 300 and 400. After a few time steps, ertain degree of loal order is ahieved, and we an identify
small lusters of striped strutures. As the system evolves small domains appears, whih an be identied in the right
pitures as blak areas (see t = 30 and t = 40). These small domains start to grow and the oarsening proess an
be easily observed (ompare t = 50 and t = 100). Note that some domain walls are still very thik, and seem to
persist longer times. The domain walls tend to align in a diagonal diretion. We an see that one a thik domain
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FIG. 15: Snapshots of the oarsening proess when a system with δ = 1.1 and N = 48× 48 spins was quenhed to T=0.2
wall disappears the domain boundary around it quikly moves. In other words, thik walls seem to pin the motion of
thin walls.
Finally, in Fig. 16 we present a new sequene, but now obtained by suddenly quenhing a system with δ = 1.1
and N = 48× 48 into the metastability region, at T = 0.05. Note that the rst ve snapshots are similar to the rst
ve snapshots of the oarsening proess at T = 0.2. Small domains appear of stripes of width h = 2 (ompare the
time sales of this gure and the former). In the high temperature oarsening this small bloks do not seem to play
a fundamental role in the growth of the domains. However, in the snapshots of the low temperature oarsening it is
lear that this bloks slow the domain growth. Even more, these bloks seem to pin the domain walls and slow the
dynamis. In other words, the rossover from the slow logarithmi regime to the t1/2 regime will be haraterized
by the time needed to depin this bloks and free the domain walls. These dynamial behaviors present a strong
resemblane with the ones observed in the two dimensional Shore model [26℄. The presene of NNN antiferromagneti
bonds in this model introdue freeenergy barriers to domain oarsening that are independent of the domain size L[26℄.
Suh barriers in this model are a onsequene of a orner rounding proess whih generates strutures that blok the
oarsening dynamis[26℄. Hene, the system is stuk and oarsens little on time sales t ≪ τB(T ) = exp(FB/T ) (FB
being the height of the barrier), while on time sales t ≫ τB(T ) the freeenergy barrier an be rossed and the t
1/2
behavior emerges. In fat, the time to ompletely shrink squares of h2 phase immersed in an h1 phase oinides
with the divergene observed in the rossover time from the slow growth to the t1/2 regime [16℄. These results are
onsistent with the presene of freeenergy barriers independent of the domain size L, assoiated with bloking lusters
of the metastable phase, whih generates a rossover in the oarsening behavior as we ross the spinodal line. Sine
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FIG. 16: Snapshots of the oarsening proess when a system with δ = 1.1 and N = 48× 48 spins was quenhed to T=0.05
the ross over time diverges as the temperature is lowered, the very slow behavior at intermediate times may be
indistinguishable from a logarithmi law.
C. Slow ooling
As we have already seen, at very low temperatures where metastability eets appear, the system displays an
intermediate slow regime. Nevertheless, after ertain period of time that diverges as T → 0, it nally enters into the
expeted algebrai regime L(t) ∝ t1/2. In this subsetion we present another interesting way of analyzing the out of
equilibrium dynamis of the model. Starting from a thermalized state above the transition temperature, we measure
the average domain linear size L(t) when the temperature is slowly lowered below the transition temperature.
To simulate the slow ooling, the proedure is as follows [16℄: the system is initially thermalized at ertain tem-
perature T0 above the transition between the ordered and the disordered phases and then we lower the temperature
during the Monte Carlo simulation at a onstant rate
T = T0 − rt , (20)
where r denotes the onstant ooling rate of the experiment. One the system has reahed the state with T = 0 one
alulates the average linear domain size L0 at the end of the ooling proess. Sine the dynamis gets trapped by
the oarsening proess, the system will never reah the ground state for any nonzero values of r. Furthermore, L0
strongly depends on the ooling rate r and on the oarsening universality lass of the system [40℄. For a glassy system,
haraterized by the logarithmi domain growth law (18) the relationship between L0 and r is also logarithmi:
L0 ∼ − ln (r) (21)
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FIG. 18: Exess energy δE and 1/L0(r) as a funtion of the ooling rate r for δ = 1.0.
while for a system that follows an algebrai oarsening law one nds a muh faster growth of the form:
L0 ∼ r
n, , (22)
with n = 1/2 or n = 1/3 depending on the partiular dynamis.
Along the simulations one an also monitor the energy exess δE(r) = E0(r) − Eg where E0(r) is the nal value
of the energy when the system is ooled at rate r and Eg is the energy of the ground state. In Fig. 17 we show the
temperature dependene of the internal energy E for seven dierent ooling rates r = 0.02, 0.01, 0.005, 0.002, 0.001,
0.0005 and 0.0002, for a system of size N = 64× 64 and for δ = 1.0 (inside the striped phase of width h = 1).
In Fig. 18 we plot both 1/L0(r) and δE0 as a funtion of the ooling rate r. The quantity L0(r) was alulated by
using the method proposed by Cirilo et al. in [39℄. The best ts gave for both quantities a power law behavior
δE(r) ∝ r0.35 and L0(r) = 1.9
−0.37
(23)
whih an not be interpreted neither as a logarithmi nor as the n = 1/2 algebrai law. But this behavior an be
easily understood: when the system is slowly ooled from the disordered phase into the metastability region, it must
pass through the fast dynamis temperature range, whih allows the system to form ertain loal order at a fast rate,
before it enters into the slow intermediate regime.
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FIG. 19: Exess energy δE and 1/L0(r) as a funtion of the ooling rate r for δ = 1.25.
To verify the former sheme let us onsider the slow ooling of a system with δ = 1.25, whih is near the border
between the h = 1 and h = 2 striped phases. We hose this value beause in this partiular ase the system passes
diretly from the disordered phase into the metastability region without entering in a fast dynamis regime (see Fig.
3). In Fig. 19 we plot again both 1/L0 and δE vs. r for δ = 1.25. The behavior of L0 an be well tted by a power
law with a small exponent
L0(r) ∝ r
−0.12. (24)
whih is very hard to distinguish from a logarithmi law.
In order to understand in more details whih is the mehanism responsible for this drasti slowing down, let us take
a diret look into the ongurations. In Fig. 20 we see four typial realizations of the spin ongurations for the same
system of N = 64× 64 spins with δ = 1 and δ = 1.25, respetively. The snapshots presented were obtained at T = 0.2
and T = 0.1. What we observe is that in the region of metastability (δ = 1.25), domains of h = 2 strutures develop
whih prevent the system to reah a larger order, being responsible of slowing down. On the other hand, we see that
in the δ = 1.0 ase, these strutures rapidly disappear, during the fast relaxation regime at intermediate temperature.
Conluding, we an see that the slow ooling experiments onrm that the metastability is the responsible of the
slow relaxation dynamis observed in this two-dimensional model.
IV. DISCUSSION AND FURTHER DIRECTIONS
In this work we have presented a rather detailed desription of the present state of the art onerning the marosopi
properties of the two dimensional Ising model with ompetition between nearestneighbors interations and longrange
antiferromagneti interations in a square lattie. Our analysis foused on the nature of the dierent thermodynamial
transitions for low values of δ and on the out of equilibrium dynamis in the low temperature phases of the model.
One of the most interesting thermodynamial properties is the weak rst order nature of the order-disorder phase
transition for some range of values of δ, predited by extensive Monte Carlo numerial simulations. This result appears
to answer the apparent ontradition between the predition of Abanov [17℄ and Booth et al. results [7℄. The hallenge
persist to determine experimentally the nature of this transition in ultrathin magneti lms [18℄. A question that
remains open refers to the order of the phase transition for large values of δ. While a ontinuos approximation predits
that the transition is rst order for any value of δ on very general grounds [9℄, the Monte Carlo results appears to be
onsistent with a hange in the order of the transition at some nite value of δ, above whih the transition beomes
ontinuos. Anyway, if the transition for large values of δ is so weak that it beomes indistinguishable from a ontinuos
one, the dierene ould be irrelevant from the experimental point of view.
The existene of a rst order transition of this type is also interesting for other reason. This behavior strongly
resembles that observed in the three dimensional Coulomb frustrated ferromagnet [22, 41℄. Hene, it opens the
possibility to observe in a two dimensional model dynamial phenomena similar to that seen in fragile glassforming
liquids [42℄. Works along this line are in progress.
Another interesting point about the thermodynamis of this model is related to the existene of metastable striped
states at low temperature for large values of δ, whih generate omplex dynamial behaviors. As we have seen, the
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FIG. 20: Snapshot of a 64× 64 ooled at a onstant rate r = 0.0001. Upper gures: δ = 1.0; lower gures δ = 1.25. The left
gures were obtained at T = 0.2 and the right ones at T = 0.1.
existene of metastable states at low temperatures reveals the true nature of the dierent dynamial regimes observed
inside the striped phases. Some early works seemed to show ontraditory evidene on the dynamial behavior of the
system. On one side [24℄, there was evidene that for small values of δ the system presents a behavior similar to that
observed in glassy systems (logarithmi growth of the linear domain size). On the other side, in [25℄ the authors found
a behavior proper of a simple oarsening proess (algebrai domain growth) in the same region. We have shown how
dierent types of dynamial analysis allows one to interpret these apparently ontraditory results, showing that the
dierenes observed an be atually asribed to the existene, at low temperatures, of a metastability region where
metastable stripe states of dierent width oexist. The analysis of the striped domains growth shows that these
metastable states trap the dynamis of the system during ertain transient that diverges as T → 0. When the system
is quenhed to the metastable region, small domains of the metastable phase pin the domain walls of the stable phase;
suh metastable domains generate free energy barriers whose height is independent of the domain size L, thus slowing
the oarsening proess for a nite (temperature-dependent) period of time. Measurements taken with observation time
sales smaller than this harateristi periods display an apparently logarithmi behavior. Numerial experiments in
whih a slow ooling is performed from a thermalized state above the transition temperature give further support to
this interpretation (see Fig.20).
The existene of multiple metastable ordered states at higher values of δ and very low temperatures opens other
interesting perspetives. We expet that the domain walls of the stable phases should be pinned by lusters of the
dierent oexisting metastable phases. Therefore, we expet a slow dynamis haraterized by multiple harateristi
time sales, assoiated with the dierent free energy barriers generated by eah metastable phase.
We see that many of the open questions remarked above appear for large values of δ. Unfortunately, in this
region nite size eets and the strong dynamial slowing down make numerial simulations prohibitive, sine larger
system sizes should be onsidered. The usage of more sophistiated non-Metropolis sampling methods, like a reent
adaptation of Creutz luster algorithm [10℄ or the multianonial algorithm [43℄, may help, at least for studying
equilibrium properties.
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Finally, one important point of experimental importane [19℄ that remains to be answered onerns the role of
defets in the high temperature order-disorder transition. Some advanes along this line has been done reently in in
the triangular lattie [10℄.
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