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MULTIPLE DELAUNAY ENDS SOLUTIONS OF THE CAHN-HILLIARD
EQUATION
MICHAŁ KOWALCZYK AND MATTEO RIZZI
Abstract. Let Σ be a surface of constant mean curvature in R3 with multiple Delaunay ends.
Assuming that Σ is non degenerate in this paper we construct new solutions to the Cahn-Hilliard
equation ε∆u+ ε−1u(1 − u2) = ℓε in R3 such that as ε → 0 the zero level set of uε approaches Σ.
Moreover, on compacts of the connected components of R3 \ Σ we have 1− |uε| → 0 uniformly.
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1. Introduction
In this paper we consider the Cahn-Hilliard equation
ε∆u+
1
ε
(u− u3) = ℓε(1.1)
in R3, which arises from phase transitions theory. If, for instance, two liquids are mixed in a bounded
container Ω and u(x) is the density of one of the two at a point x ∈ Ω, we expect the optimal
configuration to minimise an energy, which, at first glance, can be taken to be∫
Ω
W (u)dx, W (u) =
(1− u2)2
4
.
However, this naive model reveals to be unsatisfactory, since any piecewise constant function taking
only the values ±1 would be a minimiser. Therefore it looks convenient to add a gradient term to
the energy, in order to penalise the transition between the two phases represented by −1 and 1. More
precisely, we consider the energy
(1.2) Eε(u,Ω) :=
∫
Ω
(
ε
2
|∇u|2 + 1
ε
W (u)
)
dx.
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It turns out that equation (1.1) on a domain Ω is the Euler equation of Eε(· ,Ω) under the mass
constraint
(1.3)
1
|Ω|
∫
Ω
u(x)dx = m, m ∈ (−1, 1).
Modica proved that, if εk is a sequence of positive numbers tending to 0 and uεk is a sequence of
minimisers of Eεk(· ,Ω) under the aforementioned constraint (1.3) such that uεk → u0 in L1(Ω), then
u0(x) ∈ {±1} for almost every x ∈ Ω, and the boundary in Ω of the set E := {x ∈ Ω : u0(x) = 1} has
minimal perimeter among all subsets F ⊂ Ω such that |F | = |E|, where |· | denotes the volume (see
[16], Theorem 1). For further Γ-convergence results relating the Ginzburg-Landau energy Eε to the
perimeter, we refer to [17]. In view of this results, we are lead to think that, for ε small, the interface
of the minimisers uε resemble minimal surfaces. Conversely, there are several results in the literature
where the authors construct families {uε}ε∈(0,ε0) of solutions to the Allen-Cahn equation
ε∆uε +
1
ε
(uε − u3ε) = 0,(1.4)
not necessarily minimisers, whose nodal set approaches, for ε small, some given minimal surface. Some
relevant results in this direction are obtained, for instance, in [3, 4, 13, 19].
In our case, the presence of a nontrivial Lagrange multiplier suggests that, in order to construct
solutions to (1.1), it is convenient to start from a constant mean curvature surface instead of a minimal
surface. It is known that the only compact embedded constant mean curvature surface is the round
sphere, while, as regards the non compact case, the simplest example is the cylinder. Moreover, a
relevant family of rotationally symmetric embedded constant mean curvature surfaces was discovered
by Delaunay, whose construction relies on rotating some given periodic graph around a fixed axis in
R3 (see, for instance, [15, 9]). This family is parametrised by a real number τ ∈ (0, 1], and usually
denoted by {Dτ}τ∈(0,1]. In the degenerate case τ = 1, Dτ reduces to a cylinder, while, for τ ∈ (0, 1),
there is a nontrivial curvature in the direction of the axis too. A relevant existence result was obtained
by Hernandez and Kowalczyk, who proved the following.
Theorem 1.1. [7] Let τ ∈ (0, 1). Then there exists ετ > 0 such that, for any 0 < ε < ετ , there exists
a solution uτ,ε to (1.1) such that
(1.5) uτ,ε → ±1 as ε→ 0, uniformly in Ω±τ ,
where Ω±τ denote the interior and the exterior of Dτ respectively.
Here we are interested in a similar construction, based on another kind of embedded constant
mean curvature surfaces, that is we start from an arbitrary element Σ in the set Mk,g of complete
Alexandrov embedded constant mean curvature surfaces of genus g with k-ends. This means that our
surface is given, outside a large ball BR, by the disjoint union of k connected components Ej called
the ends, that is
Σ ∩ (R3\BR) = ∪kj=1Ej .
There are several results in the literature about theses surfaces, for instance it is known that M0,g
only consists of the round sphere (since, by definition, any surface in M0,g has to be compact), M1,g
is empty and M2,g only consists of Delaunay surfaces, while the situation is highly nontrivial if we
have k ≥ 3 ends (see for instance [10, 14, 9]). A very important general fact is that every end
is exponentially close to a translated and rotated copy of some Delaunay surface (see [14]), whose
parameter will be denoted by τj and whose axis is spanned by a unit vector, which will be denoted
by cj . Note that, in general, we have two possible choices of cj : in the paper, we will always assume
that the orientation of cj agrees with the one of the end, that is
(1.6) cj ·x > 0, ∀x ∈ Ej , ∀ 1 ≤ j ≤ k.
In our construction, we will make the assumption
(H) not two of the ends are parallel,
in the sense that, if there exist 1 ≤ j 6= i ≤ k and λ ∈ R such that cj = λci, then λ < 0. This
assumption is equivalent to say that, given two ends Ei and Ej , i 6= j, it is always possible to find
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two disjoint open cones Cj and Ci such that Ej ⊂ Cj and Ei ⊂ Ci. Moreover, one expects some non
degeneracy assumption about the surface to be necessary, in the sense that the Jacobi operator
JΣ := ∆Σ + |AΣ|2
has no L2(Σ)-kernel. In other words, defining a Jacobi field to a be nontrivial solution to
JΣφ = 0,
non degeneracy is equivalent to say that there are no Jacobi fields in L2(Σ). This hypothesis, which
is common to most of the papers dealing with such constructions (see [3, 4, 7, 13, 19]), is of course
required here, however we will see that it is not sufficient. Additionally, we need every end to be
regular. In order to explain this notion, we observe that, for any Σ ∈ Mg,k, it is known that any of
the ends gives rise to at least 5 globally defined linearly independent Jacobi fields with at most mild
exponential growth along the ends (for a precise definition of what mild exponential growth means,
we refer to section 2.2). In view of this fact, we say that an end is regular if there are exactly 6 linearly
independent Jacoby fields of Σ associated to it.
Before stating our main result, we introduce some notation. We observe that Σ divides R3 into two
connected components, that we will denote by Σ±, the interior and the exterior respectively. For any
multi index β := (β1, β2, β3) ∈ N3, we set
∂βx := ∂
β1
x1∂
β2
x2∂
β3
x3 .
Theorem 1.2. Let Σ be a non compact non degenerate complete Alexandrov embedded constant mean
curvature surface in R3 with k ends. Assume furthermore that every end is regular and (H) is satisfied.
Then there exists ε0 > 0 such that, for any 0 < ε < ε0, there exists a solution uε to equation (1.1)
such that
uε → ±1, ∂βxuε → 0 as ε→ 0
uniformly on compact subsets of Σ±, for any multi index β, with 1 ≤ |β| ≤ 2.
As regards the Lagrange multiplier, it follows from the construction that, as the case considered in
[7],
ℓε = −1
2
HΣ
∫
R
(v′⋆(t))
2dt+O(ε) < 0.
Our assumptions are fulfilled by a large class of surfaces. In fact, in the previous notations, the
balancing formula
(1.7)
k∑
j=1
τ2j cj = 0
holds (see [9]). Moreover, it is known that, if Σ ∈ Mg,k is contained in a cylinder, then k = 2
and hence Σ is a Delaunay surface. This fact, together with the balancing formula, yields that, if
k = 3, assumption (H) is automatically satisfied. In fact, if two of the ends were parallel, then, by
the balancing formula, Σ would be contained in a cylinder, which is not possible. For k ≥ 3, some
examples of surfaces fulfilling our hypothesis are known. For instance, the construction in [9] relies on
the existence of a family of k-ended surfaces whose ends are planar (that is all the cj ’s are orthogonal
to a fixed vector) and such that the angle between an end the following is 2π/k. What we get is a
one-parameter family of surfaces, parametrised by the Delaunay parameter τ of the Delaunay surfaces
to which the ends are asymptotic. In this case the parameter τ is the same for all the ends, since
they only differ by a rotation of angle 2π/k. It is known that, for any k ≥ 3, these surfaces are non
degenerate, all the ends are regular and (H) is satisfied by construction. In the case k = 3, playing
with the angle α between two of the ends and with the Delaunay parameter τ of one of them, it is
also possible to construct another family of planar surfaces, depending on the parameters τ and α, in
which only two of the ends have the same Delaunay parameter, the other being determined by (1.7).
Even in this case, we get a family of surfaces which fulfil all our assumptions.
Our proof relies on perturbation techniques, such as fixed point theorems and the infinite-dimensional
Lyapunov-Schmidt reduction, iterated k times, for any end, in order to improve the error of approx-
imation, and then applied again to an equation which sees the whole surface, which can be solved
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thanks to the non degeneracy of Σ and the regularity of the ends. Moreover, we will need a very
small global correction, whose existence is proved thanks to assumption (H), which enables us to use
coercivity.
Similar arguments were applied, for instance, in ([13]), where a family of solutions to the Allen-Cahn
equation is constructed. However their proof relies on a gluing procedure, which starts from a given,
known, family of 4-ended solutions to the Allen-Cahn equation. A similar end-to-end construction
is used, for instance, in [9], in a geometric context, were new constant mean curvature surfaces are
produced by gluing together known surfaces. Here our technique is slightly different, since our proof is
self-contained, in the sense it does not rely on any known solution to our PDE, although it turns out
to be asymptotic, close to any of the ends, to a translated and rotated copy of a solution constructed
by Hernandez and Kowalczyk in [7].
The plan of the paper is the following: in Section 2 we explain the geometric background of the
paper, that is, in Section 2.1, we recollect the basic information that we need about Delaunay surfaces
and their Jacobi fields and, in Section 2.2, we give a detailed explanation of what we mean by non
degeneracy. Then, in Section 2.3, we construct a family of auxiliary surfaces, which will be the nodal
set of our approximate solutions. In Section 2.4 we introduce the Fermi coordinates.
In Section 3 we construct a family of approximated solutions. In particular we will see that the
first approximation constructed in Section 3.1 is not enough to solve our equation, thus, in Section
3.2, we overcome this technical issue by adding some suitable corrections, whose explicit construction
is carried out in Sections 3.3 and 3.4, thanks to a Lyapunov-Schmidt reduction.
Finally, Section 4 is devoted to the construction of a family of global approximations, through a
gluing procedure, carried out in Section 4.1, which enables us to find a true solution of our equation,
by adding a small global approximation, studied in detail in Section 4.2, and by solving a problem
near Σ, in Section 4.3.
2. About the surface
2.1. Delaunay surfaces. The aim of this subsection is to recall the main properties of the Delaunay
surfaces, that is a family of noncompact complete constant mean curvature surfaces in R3 obtained by
rotating a periodic curve around a fixed axis, that we assume to be the x3-axis. For further details,
we refer to [15]. These surfaces admit a parametrisation of the form
R(x3, ϑ) := (ρ(x3) cosϑ, ρ(x3) sinϑ, x3), ∀ (x3, ϑ) ∈ R× S1,
where ρ : R → R is a periodic function determined in such a way that the curvature is identically
equal to 1. This condition is equivalent to the ODE
∂2x3ρ−
1
ρ
(1 + (∂x3ρ)
2) + (1 + (∂x3ρ)
2)3/2 = 0.(2.1)
It is known that, for any τ ∈ (0, 1), there exists a unique periodic solution ρτ to (2.1) such that
ρτ (0) = ǫ := 1−
√
1− τ2, ∂x3ρτ (0) = 0, ǫ ≤ ρτ ≤ 2− ǫ.(2.2)
We denote its period by period Tτ . Therefore, we have a family of constant mean curvature surfaces,
known as Delaunay surfaces, that we denote by Dτ . In the sequel, we will be interested in the Jacobi
operator of Dτ . This operator is defined in a variational way, in fact it appears as the linearisation of
the functional
v 7→ HΣv ,
where v : Dτ → R is a real-valued function and HΣv is the mean curvature of the normal graph
Σv := {p+ v(p)ντ (p) : p ∈ Dτ},
ντ (p) being the inward-pointing unit normal to Dτ at p. In other words, assuming, for instance, that
v ∈ C2(Dτ ), the Jacobi operator applied to v is defined by the relation
JDτ v :=
d
dt

t=0
HΣtv .
DELAUNAY ENDS SOLUTIONS OF THE CAHN-HILLIARD EQUATION 5
It turns out that
JDτ = ∆Dτ + |ADτ |2,
where∆Dτ is the Laplace-Beltrami operator and |ADτ |2 is the squared norm of the second fundamental
form, that is the sum of the squares of the principal curvatures of Dτ . The Jacobi operator is
particularly simple if we introduce isothermal coordinates on Dτ , that is we use the parametrisation
Xτ (s, ϑ) := (τe
στ (s) cosϑ, τeστ (s) sinϑ, kτ (s)), ∀ (s, ϑ) ∈ R× S1
where στ and kτ are defined by the relations
(1 + (∂x3ρτ ◦ kτ )2)∂sk2τ = ρτ ◦ kτ , ∂skτ > 0, τeστ = ρτ ◦ kτ .(2.3)
We note that στ is periodic of period sτ , satisfying Tτ =
1
2kτ (sτ ), and kτ is strictly increasing with
linear growth, since
∂skτ =
τ2
2
(1 + e2στ )
is periodic. In these coordinates, the metric and the second fundamental form are given by
gDτ = (τe
στ )2(ds2 + dϑ2), ADτ = −
τeστ ∂ssστ√
1− σ2τ
ds2 + τeστ
√
1− σ2τdϑ2,(2.4)
hence the Jacobi operator reduces to
L˜τ =
1
τ2e2στ
Lτ , Lτ := ∂
2
s + ∂
2
ϑ + τ
2 cosh(2στ ).(2.5)
For further details about these formulas, we refer to [15].
2.1.1. Jacobi fields of Dτ . The Jacobi fields of Dτ , that is the solutions to the homogeneous equation
JDτφ = 0, are of special interest in this paper. It is known that there are exactly 6 linearly independent
Jacobi fields with at most exponential growth strictly smaller than cosh
√
2+τ2(s).
Lemma 2.1 ([15]). Let a ∈ (0,√2 + τ2) and let Φ be a solution to LτΦ = 0 such that Φcosh−a(s) ∈
L∞(R× S1). Then
Φ ∈ span{ΦT,elτ , 1 ≤ l ≤ 3, ΦR,elτ , 1 ≤ l ≤ 2, ΦDτ },
where
ΦT,e3τ = ∂sστ , Φ
D
τ =
√
1− τ2
(
1
τ
∂sστ∂τkτ − eστ coshστ (1 + τ∂τστ )
)
,
ΦT,e1τ = −τ coshστ cosϑ, ΦR,e1τ = −τkτ (coshστ + ∂sστeστ ) cosϑ,
ΦT,e2τ = −τ coshστ sinϑ, ΦR,e2τ = −τkτ (coshστ + ∂sστeστ ) sinϑ.
We note that, since στ is periodic and kτ is strictly increasing, due to (2.3), the Jacobi fields Φ
T,el
τ
are bounded and periodic, for 1 ≤ l ≤ 3, while ΦR,elτ , l = 1, 2, and ΦDτ are linearly growing in s, hence
they are not in L2(R× S1). The Jacobi fields have a quite explicit geometric meaning, that explains
our notations. In fact, ΦT,elτ arises from a translation along the xl-axis, Φ
R,el
τ arises from a rotation
of the x3-axis toward the xl axis and Φ
D
τ arises from changing the Delaunay parameter, in the sense
that will explain below.
For η > 0 (small) and a in the ball Bη ⊂ R6, we will use the notation a = (aT , aR, aD) ∈ R3×R2×R,
in order to underline that aT = (aT1 , aT2 , aT3) is related to translations, aR = (aR1 , aR2) is related to
rotations and aD is related to changing the Delaunay parameter. For a ∈ BM , we define
RaR1 :=

 cos(aR1 ) 0 sin(aR1 )0 1 0
− sin(aR1) 0 cos(aR1)

 , RaR2 :=

1 0 00 cos(aR2) − sin(aR2)
0 sin(aR2 ) cos(aR2 )


to be small rotations of angles aRl toward the axes xl, l = 1, 2, and we set RaR = RaR1 ◦ RaR2 .
For a ∈ Bη, with η small enough, we define the new Delaunay surface Dτ (a) to be the image of the
Delaunay surface Dτ(ǫ+aD) under the rotation RaR composed with the translation x 7→ x + aT . We
recall that ǫ is such that ǫ = 1 −√1− τ2, thus the Delaunay parameter of Dτ (a) is not the same as
the one of Dτ . With this notation, Dτ = Dτ (0). We denote its isothermal parametrisation of Dτ (a)
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by Xτ (a). It is possible to prove that, if η is small enough and we restrict ourselves to a compact
subset, then the new surface Dτ (a) can be locally seen as the normal graph over Dτ of a function
which, in isothermal coordinates, is given by
Φτ (a) :=
3∑
l=1
aTlΦT,elτ +
2∑
l=1
aRlΦR,elτ + a
DΦDτ ,(2.6)
plus a term of order |a|2. More precisely, we have the following result.
Lemma 2.2. Let s1, s2 ∈ R, s1 < s2 and τ ∈ (0, 1). Then there exists η > 0 depending on s2 − s1
such that, for any a ∈ Bη, there exist s′1 = s′1(a), s′2 = s′2(a) ∈ R, s′1 < s′2, such that for any
y ∈ D˚τ (a)(s1, s2) := Xτ (a)((s1, s2)× S1), there exists a point y′(a) ∈ D˚τ (s′1, s′2) := Xτ ((s′1, s′2)× S1)
and a function w(a) ∈ C∞(D˚τ (s′1, s′2)) such that
y = y′(a) + w(a)(y′(a))ντ (y′(a)),(2.7)
Moreover, w(a) is of the form
w(a) =
∑
•
a•τ
∂w
∂a•τ
(0) + ψ(a),(2.8)
where ∂w∂a•τ
(0) are Jacobi fields of JDτ and
‖ψ(a)‖C∞(D˚τ (s′1,s′2)) ≤ C|a|
2, ∀a ∈ BM ,
‖ψ(a1)− ψ(a2)‖C∞(D˚τ (s1,s2)) ≤ C|a1 − a2|, ∀a1, a2 ∈ Bη.
(2.9)
Proof. It follows from the geometry that (2.7) holds true, and w(a) : D˚τ (s1, s2) → R is an unknown
function, which depends on the parameter a. Using that the mean curvature of Dτ is the same as the
one of Dτ (a) and the variational definition of the Jacobi operator, we have
0 = HDτ (a) −HDτ = JDτw(a)(y′(a)) +QDτ (w(a),∇w(a),∇2w(a))(y′(a)).
Taking the derivative of the above expression with respect to a• in a = 0 and using the fact that
w(0) = 0, we have
0 = JDτ
( ∂w
∂a•
(0)
)
+
d
da•
∣∣∣∣
a=0
(
QDτ (w(a),∇w(a),∇2w(a))(y′(a))
)
.
By the quadratic nature of QDτ , it is possible to see that
d
da•
∣∣∣∣
a=0
(
QDτ (w(a),∇w(a),∇2w(a))(y′(a))
)
= 0,
which proves that ∂w∂a• (0) are Jacobi fields. Therefore, taking the Taylor expansion in a of w and using
once again that w(0) = 0, we can see that (2.8) holds true with a remainder ψ(a) satisfying (2.9). 
Remark 2.1. It is proved in [15] that the expression of the Jacobi fields of Dτ in isothermal coordinates
is given by Φ•τ , defined in the statement of Lemma 2.1, that is
∂w
∂a•
(0) ◦Xτ (s, ϑ) = Φ•τ (s, ϑ), ∀ (s, ϑ) ∈ (s1, s2)× S1
Remark 2.2. Above and in what follows we agree that whenever the dependence on the parameter
a is indicated, as for example in Dτ (a), then this dependence is carried over to the evaluation of the
parameter τ = τ(a). When the parameter a is omitted then it is implicitly assumed that a = 0. For
instance with this convention the Jacobi fields Φ•τ in (2.6) are of the original surface Dτ i.e. τ = τ(0).
Also, Xτ (a) denotes the isothermal parametrisation of Dτ (a).
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2.2. Nondegeneracy of the surface. In order to explain our assumptions about the surface Σ, we
give an idea of the moduli space theory. We assume that Σ belongs to the set Mg,k of complete, non
compact Alexandrov embedded constant mean curvature surfaces of genus g with k ends. As regards
the regularity of Σ, it is not restrictive to assume that it is C∞, since any C2,α CMC surface is C∞,
due to the fact that any surface is locally a graph and the fact that any solution u to mean curvature
equation
div(
∇u√
1 + |∇u|2 ) = 1.(2.10)
which is C2,α in an open set U ⊂ RN is actually C∞(U). This is a consequence of Theorem 6.17 of
[5] and a bootstrap argument.
Any surface in Mg,k can be written as
Σ = K ∪ ( ∪1≤j≤k Ej),
where K is compact and each of the ends Ej is asymptotic to a rotated and translated copy of the
Delaunay surface Dτj , in a sense that will be made precise below. Moreover, we assume that
(H) none of two symmetry axes of the ends are parallel (we refer to the introduction for further
explanations).
For a > 0, n ∈ N and α ∈ (0, 1), we say that a function w : (0,∞)×S1 → R is in Cn,αa ((0,∞)×S1)
if
‖w‖Cn,αa ((0,∞)×S1) := ‖easw‖Cn,α((0,∞)×S1)(2.11)
is finite.
It is known that, up to a translation and a rotation, each of the ends Ej admits a parametrisation
of the form
Yj(s, ϑ) := Xτj(s, ϑ) + vj(s, ϑ)Nτj (s, ϑ),(2.12)
where (s, ϑ) are the isothermal coordinates of Dτj , Nτj is the expression of the outward-pointing unit
normal in isothermal coordinates and vj is a function in C
2,α
a¯j ((0,∞)×S1), where a¯j :=
√
2 + τ2j is the
corresponding indicial root (see [9], Theorem 2.2 of [14] and [11]). Moreover, each of the intersections
Ej ∩K is homeomorphic to an annulus (0, 1]× S1.
Remark 2.3. The functions vj are in C
∞((0,∞) × S1), since the surface Σ is smooth and the
Delaunay unduloid Dτ is also smooth, because ρτ ∈ C∞(R).
In order to solve the geometric problem, we need some non degeneracy assumption about Σ. For
a > 0, n ∈ N and α ∈ (0, 1), we say that a function v : Σ→ R is in Cn,αa (Σ) if the norm
‖v‖Cn,αa (Σ) = ‖v|K‖Cn,α(Σ) +
k∑
j=1
‖v|Ej ◦ Yj‖Cn,αa ((0,∞)×S1)(2.13)
is finite.
Definition 2.1 ([9]). We say that Σ is non degenerate if the Jacobi operator
JΣ := ∆Σ + |AΣ|2 : C2,αa (Σ)→ C0,αa (Σ)
is injective for any a > 0 and α ∈ (0, 1).
Moreover, it is known that, for each end Ej , there exist 5 globally defined linearly independent
Jacobi fields ΦT,elEj , 1 ≤ l ≤ 3, and Φ
R,el
Ej
, 1 ≤ l ≤ 2, which, along Ej , are exponentially close to the
Jacobi fields of the Delaunay unduloid Dτj , that is
ΦT,elEj ◦ Yj − ΦT,elτj ∈ C2,αa¯j ((0,∞)× S1), ΦR,elEj ◦ Yj − ΦR,elτj ∈ C2,αa¯j ((0,∞)× S1),(2.14)
for any α ∈ (0, 1). Since the Delaunay surface Dτj also has another linearly independent Jacobi
field ΦDτj , related to the variation of the Delaunay parameter, we expect the existence of additional k
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linearly independent Jacobi fields, globally defined on Σ, each of them exponentially close to ΦDτj on
Ej . However it is not always the case, since in general it is possible to construct such a Jacobi field
just on Ej , but it is not necessarily globally defined.
Definition 2.2. [9] The end Ej is said to be regular if there exists a Jacobi field Φ
D
Ej
, globally defined
on Σ, such that
ΦDEj ◦ Yj − ΦDτj ∈ C2,αa¯j ((0,∞)× S1),(2.15)
for any α ∈ (0, 1).
We note that, in (2.14) and in Definition 2.2, Yj is exactly the parametrisation defined in (2.12) if
the axis of Ej coincides with the x3-axis, otherwise there are slight modifications to take into account,
such as a rotation and a translation. In the sequel, we will assume that our surface is non degenerate
and each end is regular. Now we will see that non degeneracy enables us to find a unique solution to
the linear equation
JΣh := ∆Σh+ |AΣ|2h = g, g ∈ C0,αa (Σ),(2.16)
at least for 0 < a < a¯ := min1≤j≤k a¯j , and to give a quite precise description of this solution. The
definition of the Jacobi operator JΣ parallels the one of the Jacobi operator of Dτ . We define the
6k-dimensional deficiency space
(2.17)
D(Σ) := ⊕kj=1 span{ηjΦT,elEj : 1 ≤ l ≤ 3} ⊕ ⊕kj=1 span{ηjΦ
R,el
Ej
: 1 ≤ l ≤ 2} ⊕ ⊕kj=1 span{ηjΦDEj},
where ηj ∈ C∞(Σ) are cutoff functions vanishing on Σ\
( ∪1≤j≤k Ej) and identically equal to 1 on
Yj((1,∞) × S1). The next Proposition is the key result to understand when (2.16) is solvable and
what is the structure of the set its solutions.
Proposition 2.1 ([14]). Let α ∈ (0, 1). Assume that Σ is non degenerate and fix a ∈ (0, a¯), a¯ :=
min1≤j≤k a¯j. Then the mapping
JΣ : C2,αa (Σ)⊕D(Σ)→ C0,αa (Σ)
is surjective and has a kernel of dimension 3k. In addition, there exists a 3k-dimensional subspace
K(Σ) ⊂ D(Σ) such that
kerJΣ ⊂ C2,αa (Σ)⊕K(Σ).
Finally, given any 3k-dimensional subspace E(Σ) ⊂ D(Σ) such that E(Σ)⊕K(Σ) = D(Σ), the mapping
JΣ : C2,αa (Σ)⊕ E(Σ)→ C0,αa (Σ)
is an isomorphism.
2.3. An auxiliary surface. In this subsection we construct an auxiliary surface Σ(d), depending on
a parameter d ∈ (Bη)k ⊂ R6k, η > 0 small, which will be useful to construct a family of approximate
solutions to the Cahn-Hilliard equation (1.1). As we explained above, each of the ends of Σ is
asymptotic to a rotated and translated copy of Dτj , therefore after a rotation and a translation, we
can assume that the axis of the end Ej is the x3-axis. Then we take dj ∈ Bη ⊂ R6 and we construct
the new end Ej(dj) of Σ(d) in such a way that it is asymptotic to Dτj (dj). In order to do so, we
introduce a smooth cutoff function ξ : R → R, such that ξ = 0 in (−∞, s0) and ξ = 1 in (s0 + 1,∞),
for some s0 > 0, and, given the parametrisation of Ej in (2.12), we define the perturbed end through
the parametrisation
Yj(dj)(s, ϑ) := (1− ξ(s))Yj(s, ϑ) + ξ(s)Zj(dj)(s, ϑ), ∀ (s, ϑ) ∈ R× S1,
where
Zj(dj)(s, ϑ) := Xτj(dj)(s, ϑ) + vj(s, ϑ)Nτj (dj)(s, ϑ), ∀ (s, ϑ) ∈ R× S1,
and Nτj (dj) is the inward-pointing normal vector to Dτj (dj) expressed in isothermal coordinates.
Roughly speaking, we cut the end Ej of the original surface at level s = s0 and we glue it with a new
end, which is asymptotic to Dτj(dj). Doing the same with every end, we obtain a new surface
Σ(d) := ∪kj=1Yj(dj)((0,∞)× S1) ∪
(
Σ\ ∪kj=0 Ej
)
.
with k ends, each of them being asymptotic to a Delaunay surface.
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Remark 2.4. We point out that our construction guarantees that Σ(0) = Σ, since Yj(0) = Yj , which
is crucial to guarantee the convergence to ±1 on compact sets of Σ± of the solution uε constructed in
Theorem 1.2.
This new surface Σ(d) is diffeomorphic to Σ, for any d ∈ (BM )k, and the diffeomorphism
β(d) : Σ(d)→ Σ
is given by
β(d)(y) :=
{
y if y ∈ Σ\ ∪kj=1 Ej
Yj ◦ Y −1j (dj)(y) if y ∈ Yj(dj)((0,∞)× S1).
We set
Φ(d)(y) :=
k∑
j=1
η˜j
( 3∑
l=1
dTlj Φ
T,el
Ej
+
2∑
l=1
dRlj Φ
R,el
Ej
+ dDj Φ
D
Ej
)
, ∀ y ∈ Σ,(2.18)
where
η˜j(y) :=
{
ξ(s) for y = Yj(s, ϑ) ∈ Ej
0 for y ∈ Σ\(∪1≤j≤kEj).
(2.19)
The new cutoff functions η˜j satisfy η˜jηj = η˜j and are not exactly equal to ηj , however they can be
used in the definition of D(Σ) instead of the ηj ’s, since modifying the basis of D(Σ) on a compact set
does not change the validity of Proposition 2.1. We stress that the mean curvature of Σ(d) is constant
in the set
Σ(d)\ ∪1≤j≤k Yj(dj)
(
(s0,∞)× S1
)
,
where it also satisfies
HΣ(d)(y) = HΣ + JΣΦ(d)(β(y)),(2.20)
since, in this set, Φ(d) ≡ 0. Now it remains to compare the mean curvature of Σ(d) to the one of
Σ along the ends. For this purpose, it is useful to note that, in the annular regions parametrized by
(s, ϑ) ∈ (s0, s0 + 1)× S1, Σ(d) is close to the normal graph over Σ of Φ(d), which suggests that the
mean curvature is given, up to lower order terms, by (2.20).
Lemma 2.3. Let d = (d1, . . . ,dk) ∈ (Bη)k, a ∈ (0, a¯) and α ∈ (0, 1). Then, for η > 0 small enough,
the mean curvature of HΣ(d) fulfills
‖HΣ(d) ◦ Yj(dj)−HΣ − ε2JΣΦ(d) ◦ Yj‖C0,αa ((0,∞)×S1) ≤ C|dj |e−(a¯−a)s0 ,(2.21)
for some constant C > 0, for any 1 ≤ j ≤ k.
Proof. By Lemma 2.2 and Remark 2.1, we have
Xτj(dj)(s, ϑ) = Xτj (s
′, ϑ′) + (Φτj (dj) + ψ˜(dj))(s
′, ϑ′)Nτj (s
′, ϑ′),
for some (s′, ϑ′) := Tdj(s, ϑ), where ψ˜(dj) = ψ(dj) ◦ Yj and Tdj is close to the identity, in the sense
that
‖Tdj − Id‖C0,α((s1,s2)×S1) ≤ C|dj |,
for some constant C > 0. Therefore, using the definition of Zj(dj), it follows that, for (s, ϑ) ∈
(s0 − 1, s0 + 2)× S1,
(2.22)
Yj(dj) = Yj + ξ(Xτj (dj) + vjNτj(dj)− Yj)
= Yj + ξ(Φ(d) ◦ Yj)NΣ ◦ Yj + ξ(Xτj ◦ Tdj −Xτj + (ψ˜(dj)Nτj ) ◦ Tdj )
+ ξ
[
(Φτj (dj)Nτj) ◦ Tdj − Φ(d)NΣ ◦ Yj
]
+ ξvj(Nτj (dj)−Nτj).
By the variational definition of the Jacobi operator, the curvature of the surface parametrised by
(s, ϑ) ∈ (s0 − 1, s0 + 2)× S1 7→ Yj(s, ϑ) + ξ(s)
(
Φ(d)NΣ(s, ϑ)
) ◦ Yj(s, ϑ),
is given, at first order, by the mean curvature of Σ plus the Jacobi operator applied to the function
of which we take the normal graph, that is,
HΣ + JΣΦ(d) ◦ Yj +QΣ(Φ(d),∇ΣΦ(d),∇2ΣΦ(d)) ◦ Yj .(2.23)
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where the QΣ(Φ(d),∇ΣΦ(d),∇2ΣΦ(d)) ◦ Yj ∈ C0,α((s1, s2)× S1) is quadratic in Φ(d) and its deriva-
tives. Since, by (2.22), we are considering a small variation of this surface, we have
‖HΣ(d) ◦ Yj(dj)−HΣ − JΣΦ(d) ◦ Yj‖C0,α((s0−1,s0+2)×S1) ≤ C|dj |,
due to the decay of vj . In order to estimate the curvature outside a compact set, we just use the fact
that here the ends of Σ(d) are asymptotic to Dτj (dj). In fact, for s > s0 + 1, the curvature is given
by
HΣ(d) ◦ Yj(dj) = HDτj (dj) + L˜τj(dj)vj + Q¯Dτj (dj)(vj ,∇vj ,∇2vj),
where L˜τj(dj) is the expression of the Jacobi operator of Dτj(dj) in isothermal coordinates (see (2.5))
and Q¯Dτj (dj) is quadratic in vj and its derivatives, up to order 2. Since Σ and Dτj(dj) are constructed
in such a way that HΣ = HDτj = HDτj (dj), then
L˜τjvj + Q¯Dτj (vj ,∇vj ,∇2vj) = 0,
therefore
HΣ(d) ◦ Yj(dj) = HΣ + (L˜τj(dj) − L˜τj)vj + Q¯Dτj (dj)(vj ,∇vj ,∇2vj)− Q¯Dτj (vj ,∇vj ,∇2vj),
for s > s0 + 1. By (2.5) and the decay of vj and its derivatives,
‖(L˜τj(dj) − L˜τj)vj + Q¯Dτj (dj)(vj ,∇vj ,∇2vj)− Q¯Dτj (vj ,∇vj ,∇2vj)‖C0,αa ((s0,∞)×S1) ≤ C|dj |e−(a¯−a)s0 .
In conclusion, using that, along the end Ej , the Jacobi operator of Σ is close to the one of Dτj (see
formula (2.3) of [14]),
‖HΣ(d) ◦ Yj(dj)−HΣ ◦ Yj − JΣΦ(d) ◦ Yj‖C0,αa ((s0+1,∞)×S1)
≤ ‖HΣ(d) ◦ Yj(dj)−HΣ ◦ Yj‖C0,αa ((s0+1,∞)×S1) + ‖JΣΦ(d) ◦ Yj‖C0,αa ((s0+1,∞)×S1)
≤ C|dj |e−(a¯−a)s0 ,
for some constant C > 0. 
We also need to compare the metric and the second fundamental form of the two surfaces, in order
to compare their Jacobi operators. Before giving a precise statement, let us fix some notation. For
any d = (d1, . . . ,dk) ∈ (Bη)k, gΣ(d) denotes the metric of Σ(d) and g(dj) denotes the metric of
Dτj(dj). Similarly, AΣ(d) and ADτj (dj) denote, respectively, the second fundamental form of Σ(d)
and of Dτj (dj). When the evaluation at dj or at d is omitted, it is understood that we are evaluating
at d = 0, that is we are referring to the geometric quantities either of Dτj or of Σ. When we refer to
the metric and the second fundamental form of a Delaunay surface, it is understood that we are using
their expression in isothermal coordinates.
Lemma 2.4. Let di ∈ (Bη)k, i = 1, 2, and α ∈ (0, 1). Then, for η > 0 small enough,
‖(gΣ(d1))lm ◦ Yj(d1j)− (gΣ(d2))lm ◦ Yj(d2j)‖C1,α((0,∞)×S1) ≤ C|d1j − d2j |,(2.24)
‖(AΣ(d1))lm ◦ Yj(d1j )− (AΣ(d2))lm ◦ Yj(d2j)‖C1,α((0,∞)×S1) ≤ C|d1j − d2j |,(2.25)
for any 1 ≤ l,m ≤ 2 and 1 ≤ j ≤ k, for some constant C > 0.
Remark 2.5. In particular, applying (2.24) and (2.25) with, for instance, d2 = 0, we have
‖(AΣ(d))lm ◦ Yj(dj)‖C0,α((0,∞)×S1) + ‖(gΣ(d))lm ◦ Yj(dj)‖C1,α((0,∞)×S1) ≤ C, ∀d ∈ (Bη)k,
for any 1 ≤ l,m ≤ 2 and 1 ≤ j ≤ k, for some constant C > 0.
Remark 2.6. We note that, since Σ is smooth and vj ∈ C∞((0,∞)×S1), all the geometric quantities
of Σ(d) are also smooth (see Remark 2.3). However, the norms taken into account in the estimates
of Lemma 2.4 are enough for our purposes.
Proof. Since Σ(d) agrees with Σ in a compact set, from now on we fix an end and we prove our
estimates using the coordinates (s, ϑ) ∈ (s0,∞)× S1. We recall that, outside a ball of radius R large
enough, the end Ej(dj) agrees with a normal graph over the Delaunay surface Dτj (dj), explicitly
parametrized by
Zj(dj) := Xτj (dj) + vjNτj (dj).
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Therefore, the restriction of the metric of Σ(d) to Ej(dj)\BR is given by
gˆss(dj) = gss(dj) + 2(ADτj (dj))ssvj + v
2
j g
ss(dj)(ADτj (dj))
2
ss + (∂svj)
2,
gˆϑϑ(dj) = gϑϑ(dj) + 2(ADτj (dj))ϑϑvj + v
2
j g
ϑϑ(dj)(ADτj (dj))
2
ϑϑ + (∂ϑvj)
2,
gˆsϑ(dj) = ∂svj∂ϑvj .
Thus, using the explicit expression of the metric and the second fundamental form of a Delaunay
surface, that is (2.4), we have, for instance
‖gˆss(d1j )− gˆss(d2j )‖C1,α((s0,∞)×S1) ≤ ‖gˆss(d1j)− gss(d1j) + gˆss(d2j )− gss(d2j )‖C1,α((s0,∞)×S1)
+ ‖gss(d1j)− gss(d2j )‖C1,α((s0,∞)×S1)
≤ C|d1j − d2j |.
Using the explicit form of the parametrisation Yj(d), it is possible to compute
(gΣ(d))ss − (gΣ)ss = ξ2(gˆss(d) − (gΣ)ss) + 2ξ(1− ξ)∂sYj · ∂s(Zj(dj)− Yj) + 2ξξ′∂sZj(dj)· (Zj(dj)− Yj)
+ (ξ′)2|Zj(dj)− Yj |2 + 2(1− ξ)ξ′∂sYj · (Zj(dj)− Yj).
Similar computations show that
(gΣ(d))ϑϑ(d)− (gΣ)ϑϑ = ξ2(gˆϑϑ(d)− (gΣ)ϑϑ) + 2ξ(1− ξ)∂ϑYj · ∂ϑ(Zj(dj)− Yj),
(gΣ(d))sϑ − (gΣ)sϑ = ξ2(gˆsϑ(dj)− (gΣ)sϑ) + ξ(1− ξ)(∂sYj · ∂ϑ(Zj(dj)− Yj) + ∂ϑYj · ∂s(Zj(dj)− Yj))
+ ξ′(1− ξ)∂ϑYj · (Zj(dj)− Yj) + ξξ′∂ϑZj(dj)· (Zj(dj)− Yj),
hence (2.24) is true. The proof of (2.25) is similar, we just use the definition of second fundamental
form and the fact that also the normal vectors satisfy inequalities like (2.24).

2.4. The Fermi coordinates. We are interested in the Fermi coordinates of Σ(ε2d), for d ∈ (BM )k
with M > 0 large (to be fixed later) and ε > 0 small enough. For δ > 0 small, we define the tubular
neighbourhood of Σ(ε2d) of width 10δ as
N10δ := {x ∈ R3 : dist(x,Σ(ε2d)) < 10δ}.
Denoting the inward-pointing normal vector to Σ(ε2d) at y by νε,d(y), the mapping
Yε,d(y, z) := y + zνε,d(y)
is a diffeorphism between Σ(ε2d) × (−10δ, 10δ) and N10δ, provided δ > 0 is small enough, thus it
defines a change of coordinates on N10δ. The new coordinates (y, t) ∈ Σ(ε2d)× R associated to this
diffeomorphism are known as the Fermi coordinates of Σ(ε2d). We recall that, if a surface is Cn,α,
then the diffeomorphism defining the Fermi coordinates is Cn−1,α, due to the fact that the normal
vector depends on the first derivative of the parametrisations. Here we want our approximate solutions
to be of class C2,α, thus we need to start from a surface which is at least C3,α. However, this is not
a problem, since Σ is C∞, and, by Remark 2.3, the functions vj are C∞, thus Σ(ε2d) is of class C∞
too. This problem also arises in [19], where it is solved by introducing regularising operators in order
to get a C3,α manifold.
The metric of N10δ in these coordinates is given by
Glm(ε
2d) = (gΣ(ε2d))lm + 2z(AΣ(ε2d))lm + z
2(AΣ(ε2d))lk(AΣ(ε2d))ms(gΣ(ε2d))
ks, 1 ≤ m, l ≤ 2
Glz(ε
2d) = Gzl(ε
2d) = 0, Gzz(ε
2d) = 1, 1 ≤ l ≤ 2.
It is understood thatGlm(ε
2d) is evaluated at (y, z), while the metric and the second fundamental form
of Σ(ε2d) are evaluated at y. With this notation, Glm(ε
2d)(y, 0) = (gΣ(ε2d))lm(y). The expression
of the Laplacian in Fermi coordinates is given by
∆ = ∆Σ(ε2d)z −HΣ(ε2d)z∂z + ∂2z ,
where Σ(ε2d)z is the surface parallel to Σ(ε
2d) at distance |z| < 10δ, that is
Σ(ε2d)z := {Yε,d(y, z) : y ∈ Σ(ε2d)}.
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For a proof of this well-known formula we refer, for instance, to [19]. We further expand
∆Σ(ε2d)z = ∆Σ(ε2d) + zAΣ(ε2d)(y, t), HΣ(ε2d)z = HΣ(ε2d) + z|AΣ(ε2d)|2 + z2QΣ(ε2d)(y, z),
where
AΣ(ε2d)(y, z) = a
lm
Σ(ε2d)(y, z)∂lm + b
l
Σ(ε2d)(y, z)∂l,
zalmΣ(ε2d)(y, z) = G
lm(ε2d)(y, z)− glmΣ(ε2d)(y),
z(bΣ(ε2d))
l(y, z) = Gkm(ε2d)(y, z)Γlkm(ε
2d)(y, z)− gkmΣ(ε2d)(y)Γlkm(ε2d)(y),
where Γlkm(ε
2d) are the Christoffel symbols of Σ(ε2d)z. We stress that AΣ(ε2d) does not contain
derivatives in z and the coefficients satisfy
‖almΣ(ε2d)‖C0,α(Σ(ε2d)×(−10δ,10δ)) + ‖blΣ(ε2d)‖C0,α(Σ(ε2d)×(−10δ,10δ)) ≤ C, 1 ≤ l,m ≤ 2,(2.26)
and QΣ(ε2d) is bounded uniformly in (y, z), that is
‖QΣ(ε2d)‖C0,α(Σ(d)×(−10δ,10δ)) ≤ C.(2.27)
We stress that the constants appearing in (2.26) and (2.27) are independent of d and ε. In the sequel,
we will also need some Lipschitz dependence on d, namely, setting Ωδ := (0,∞)× S1 × (−10δ, 10δ),
‖almΣ(ε2d1) ◦ (Yj(ε2d1j )× IdR)− almΣ(ε2d2) ◦ (Yj(ε2d2j)× IdR)‖C0,α(Ωδ) ≤ Cε2|d1 − d2|,(2.28)
‖blΣ(ε2d1) ◦ (Yj(ε2d1j)× IdR)− blΣ(ε2d2) ◦ (Yj(ε2d2j)× IdR)‖C0,α(Ωδ) ≤ Cε2|d1 − d2|,(2.29)
‖QΣ(ε2d1) ◦ (Yj(ε2d1j)× IdR)−QΣ(ε2d2) ◦ (Yj(ε2d2j)× IdR)‖C0,α(Ωδ) ≤ Cε2|d1 − d2|.(2.30)
These estimates follow from Lemma 2.4 and (2.4). Finally
∆ = ∆Σ(ε2d) + zAΣ(ε2d)(z,y)− (HΣ(ε2d) + z|AΣ(ε2d)|2 + z2QΣ(ε2d)(z,y))∂z + ∂2z .(2.31)
Now we introduce a shift on the surface: given a function h : Σ(ε2d) → R of class C2, we introduce
the change of variables
Yε,h,d(t,y) = y + ε(t+ εh(d)(y))νε,d(y), ∀ (y, t) ∈ Σ(ε2d)× (−9δ/ε, 9δ/ε).
Finally, the expression of the Laplacian in the shifted Fermi coordinates (t,y) is given by
(2.32)
∆ = ∆Σ(d) − ε∆Σ(ε2d)h∂t − 2ε∇Σ(ε2d)h∇Σ(ε2d)∂t + ε2|∇Σ(ε2d)h|2∂2t + ε−2∂2t
+ ε−1(HΣ(ε2d) + (εt+ ε
2h)|AΣ(ε2d)|2 + (εt+ ε2h)2QΣ(ε2d)(y, εt+ ε2h))∂t
+ ε(t+ εh)AΣ(ε2d)(y, εt+ ε
2h)− ε2(t+ εh)AΣ(ε2d)(y, εt+ ε2h)[h]∂t
− 2ε2(t+ εh)aijΣ(ε2d)(y, εt+ ε2h)∂ih∂tj + ε3(t+ εh)aijΣ(ε2d)(y, εt+ ε2h)∂ih∂jh∂2t .
3. The approximate solution
3.1. First approximation. We need to introduce a shift on Σ(ε2d), that is a function on Σ(ε2d)
which, along the ends, is the sum of a decaying term and a periodic one. More precisely, for τ ∈ (0, 1),
n ∈ N and α ∈ (0, 1), we define the spaces
Dn,ατ (R) := {h ∈ Cn,αloc (R) : h(s) = h(s+ sτ ) = h(sτ − s), ∀ s ∈ R},
of functions that are periodic and even with respect to the reflection around s = sτ/2. Let τj(ε
2dj) :=
τ(ǫj + ε
2dDj ), where ǫj = 1−
√
1− τj , in such a way that τj(0) = τj . Given a function h0 ∈ C2,αa (Σ),
k functions hj ∈ Dn,ατj(ε2dj)(R), 1 ≤ j ≤ k, and a smooth cutoff function ξ˜ : R → R equal to 0 in
(−∞, s0 + 2) and equal to 1 in (s0 + 3,∞), we set
(3.1) ζj(y) :=
{
ξ˜(s) if y = Yj(ε
2dj)(s, ϑ), ∀ (s, ϑ) ∈ (0,∞)× S1,
0 if y ∈ Σ(ε2d)\Yj(ε2dj)((0,∞)× S1).
and
hj(Yj(ε
2dj)(s, ϑ)) := hj(s), ∀ (s, ϑ) ∈ (0,∞)× S1
h(d)(y) := h0 ◦ β(ε2d)(y) +
k∑
j=1
ζj(y)hj(y).
There is a slight abuse of notation here, justified by the fact that the cutoff functions ζj vanish in
Yj(ε
2dj)((0, s0 + 2) × S1), thus the value of hj is relevant just along an end of Σ(ε2d), where it is
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actually defined. Throughout the construction, we will always assume that the functions h0, h1, . . . , hk
are in the set
(3.2) H(d) :=
{
h := (h0, h1, . . . , hk)
∣∣∣∣∣
h0 ∈ C2,αa (Σ), ‖h0‖C2,αa (Σ) < M,
hj ∈ D2,ατj(ε2dj)(R), ‖hj‖C2,α(R) < K, 1 ≤ j ≤ k
}
,
where K and M will be determined later. Note that M is also the radius of the ball BM to which
the parameters dj belong. In this way h(d) is the sum of a globally defined decaying term plus k
periodic terms, each of them playing a role along one of the ends. In order to define the approximate
solution near the surface, we introduce the Fermi coordinates (y, z) ∈ Σ(ε2d)×(−10δ, 10δ) in a tubular
neighbourhood of Σ(ε2d), and the change of coordinates
z = εt+ ε2h(d)(y).
We would like to produce an error which is decaying both along the surface and in t. In order to make
this concept clear, we introduce some function spaces. Given a > 0, γ > 0, n ∈ N, α ∈ (0, 1) and a
function φ ∈ Cn,αloc (Σ× R), we say that φ ∈ En,αa,γ (Σ× R) if the norm
‖φ‖En,αa,γ (Σ×R) :=
∑
0≤m+k≤n
εm‖∂ktDmΣ φ‖C0,αa,γ (Σ×R)
is finite, where we have set
(3.3)
‖φ‖C0,αa,γ (Σ×R) := ‖φwa(y) cosh
γ(t)‖C0,α(Σ×R),
wa(y) := η˜0(y) +
k∑
j=1
η˜j(y)wa,j(y), wa,j(Yj(s, ϑ)) := e
as, ∀ (s, ϑ) ∈ (0,∞)× S1.
We recall that η˜j is defined above (see (2.19)) and η˜0 is chosen in such a way that the family {η˜j}0≤j≤k
is a partition of unity on Σ. For a function φ ∈ Cn,αloc (Σ(ε2d)×R), we say that it is in En,αa,γ (Σ(ε2d)×R)
if the composition φ ◦ (β(ε2d)−1 × IdR) is in En,αa,γ (Σ× R) and its norm is defined by
‖φ‖En,αa,γ (Σ(ε2d)×R) := ‖φ ◦ (β(ε2d)−1 × IdR)‖En,αa,γ (Σ×R).
In terms of these spaces, we want the error to be in E0,αa,γ (Σ(ε2d)× R).
A first guess could be that our approximate solution just depends on t. Using the expansion of the
Laplacian given by (2.32), with h := h(d), we get a formal expression for the error of the form
ε∆U + ε−1f(U)− ℓε = ε−1(U ′′ − εHΣU ′ + f(U)− εℓε)− (HΣ(ε2d) −HΣ)U ′
− ε(t+ εh)|AΣ(ε2d)|2U ′ − ε2∆Σ(ε2d)h− ε2(t+ εh)2trA3Σ(ε2d)U ′ − ε3(t+ εh)3Q˜Σ(ε2d)(εt+ ε2h,y)U ′
+ ε3|∇Σ(ε2d)h|2U ′′ − ε3(t+ εh)AΣ(ε2d)(εt+ ε2h,y)[h]U ′ + ε4(t+ εh)aijΣ(ε2d)(εt+ ε2h,y)∂ih∂jhU ′′,
where we have set f(t) := t− t3. In the above computation, we have expanded the term QΣ(d) as
QΣ(ε2d)(y, t) = trA
3
Σ(ε2d)(y) + zQ˜Σ(ε2d)(y, t),
with Q˜Σ(ε2d) satisfying (2.27). This is not crucial, however the term trA
3
Σ(ε2d)(y) is somehow the
easiest term to understand in the error, and we will use it as a model to show the properties of the
error. To get rid of the main term we choose U to be a solution to the ODE
U ′′ − εHΣU ′ + f(U) = εℓε.
This solution can be found as a small perturbation of v⋆(t) := tanh(t/
√
2), in the form
U(t) = v⋆(t) + εv1(t).(3.4)
We recall that v⋆ is the unique monotone increasing solution to −v′′⋆ = v⋆ − v3⋆ vanishing at t = 0.
The function U was also used in [7] for the construction of the approximate solution. It follows from
their construction that U depends on the curvature HΣ and
ℓε = −1
2
HΣ
∫
R
(v′⋆(t))
2dt+O(ε) < 0.
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Formally, this produces an error which is the sum of −(HΣ(ε2d) − HΣ)U ′, which is of order ε2 (see
Lemma 2.4), and a term of order ε, which is still too large for our purposes. Therefore we add a
correction of order ε2, so that the new approximation has the form
u0(d)(y, t) := U(t) + ε
2|AΣ(ε2d)(y)|2ψ0(t).
Using once again (2.32), we get
(3.5)
ε∆u0(d) + ε
−1f(u0(d))− ℓε
= ε∆U + ε−1f(U)− ℓε + ε2(ε∆+ ε−1f ′(U))[|AΣ(ε2d)|2ψ0]− ε3|AΣ(ε2d)|4ψ20(3U + ε2|Aε2Σ(d)|2ψ0)
= −(HΣ(ε2d) −HΣ)(U ′ + ε2|AΣ(ε2d)|2ψ′0) + ε|AΣ(ε2d)|2(ψ′′0 − εHΣψ′0 + f ′(U)ψ0)− ε|AΣ(ε2d)|2(t+ εh)U ′
− ε2∆Σ(ε2d)hU ′ − ε2(t+ εh)2trA3Σ(ε2d)U ′ − ε3(t+ εh)3Q˜Σ(ε2d)(εt+ ε2h,y)U ′
− ε3|AΣ(ε2d)|4ψ20(3U + ε2|AΣ(ε2d)|2ψ0) + ε3|∇Σ(ε2d)h|2U ′′ − ε3(t+ εh)AΣ(ε2d)(εt+ ε2h,y)[h]U ′
+ ε4(t+ εh)aijΣ(ε2d)(εt+ ε
2h, y)∂ih∂jhU
′′ + ε3∆Σ(ε2d)|AΣ(ε2d)|2ψ0 − ε4∆Σ(ε2d)h|AΣ(ε2d)|2ψ′0
− 2ε4∇Σ(ε2d)h∇Σ(ε2d)|AΣ(ε2d)|2ψ′0 + ε5|∇Σ(ε2d)h|2|AΣ(ε2d)|2ψ′′0
− ε3((t+ εh)|AΣ(ε2d)|2 + ε(t+ εh)2trA3Σ(ε2d) + ε2(t+ εh)3Q˜Σ(ε2d)(εt+ ε2h,y))|AΣ(ε2d)|2ψ′0
+ ε4(t+ εh)AΣ(ε2d)(εt+ ε
2h,y)[|AΣ(ε2d)|2]ψ0 − ε5(t+ εh)|AΣ(ε2d)|2ψ′0AΣ(ε2d)(εt+ ε2h,y)[h]
− 2ε5(t+ εh)aijΣ(ε2d)(εt+ ε2h,y)∂ih∂j|AΣ(ε2d)|2ψ′0 + ε6(t+ εh)aijΣ(ε2d)(εt+ ε2h,y)∂ih∂jh|AΣ(ε2d)|2ψ′′0 .
In order to correct the term of order ε, ψ0 must be a solution to the ODE
ψ′′0 − εHΣψ′0 + f ′(U)ψ0 = (t+ ελ)U ′.
The presence of the Lagrange multiplier is due to the fact that, in order to obtain an exponentially
decaying solution, it is enough to impose the right-hand side to be L2(R)-orthogonal to U ′e−εHΣt.
This condition is equivalent to say that the Lagrange multiplier satisfies
ελ = −
∫
R
t(U ′)2e−εHΣtdt∫
R
(U ′)2e−εHΣtdt
,
which yields that λ = O(1), due to (3.4) and the fact that∫
R
t(v′⋆)
2dt = 0.
We stress that here it is crucial to use the fact that the term to correct is almost L2(R)-orthogonal to
U ′, otherwise the Lagrange multiplier would be of the same order in ε as left-hand side, and adding
the term ε2|AΣ(ε2d)|2ψ0 would not improve the size of the error. Also the construction of ψ0 can be
found in [7]. In conclusion, the error is given by
(3.6)
ε∆u0(d) + ε
−1f(u0(d))− ℓε = −ε2(∆Σ(ε2d)h+ |AΣ(ε2d)|2h)U ′ − ε2trA3Σ(ε2d)t2U ′
+ ε2λ|AΣ(ε2d)|2U ′ − (HΣ(ε2d) −HΣ)U ′ + ε3G1ε (h,d)(y, t),
where G1ε (h,d) recollects all the terms in (3.5) of order at least ε3, including −ε2|AΣ(ε2d)|2ψ′0(HΣ(ε2d)−
HΣ), which is actually of order ε
4, due to Lemma 2.3. This remainder turns out to be exponentially
decaying in t, at any rate strictly smaller than
√
2 at ±∞. However, the error is not decaying along
the surface, in other words it is not in E0,αa,γ (Σ(ε2d)×R), and this does not allow to solve the problem,
since the inverse of the Jacobi operator of Σ is defined in a space of decaying functions (see Proposition
2.1). Therefore, we need to improve the approximate solution, at least along the ends.
3.2. Improvement of the approximation along the ends.
3.2.1. Asymptotically periodic error. First we introduce some function spaces. For τ ∈ (0, 1), γ > 0,
n ∈ N and α ∈ (0, 1), we say that a function ϕ ∈ Cn,αloc (R2) is in Dn,ατ,γ (R2) if it satisfies the symmetries
of the Delaunay surface Dτ , that is
ϕ(s, t) = ϕ(s+ sτ , t) = ϕ(sτ − s, t), ∀ (s, t) ∈ R2,(3.7)
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and the weighted norm
‖ϕ‖En,αγ (R2) :=
∑
0≤m+k≤n
εm‖∂kt ∂ms ϕ‖D0,αγ (R2), ‖ϕ‖D0,αγ (R2) := ‖ϕ coshγ(t)‖C0,α(R2)(3.8)
is finite.
Along the ends of Σ(ε2d), the error given by (3.6) is asymptotically periodic, in a sense that we will
explain just below. We take, as an example, the term trA3Σ(ε2d)t
2U ′(t), which appears in (3.6). We
define ζ0 : Σ(ε
2d)→ R to be a smooth cutoff function such that ζ0 and {ζj}1≤j≤k form a partition of
unity on Σ(ε2d), so that
trA3Σ(ε2d)(y)t
2U ′(t) = ζ0(y)trA3Σ(ε2d)(y)t
2U ′(t) +
k∑
j=1
ζj(y)trA
3
Σ(ε2d)(y)t
2U ′(t).
Using the coordinates (s, ϑ) along each of the ends, we decompose
(3.9)
(ζjtrA
3
Σ(ε2d))(Yj(ε
2dj)(s, ϑ))t
2U ′(t) = ξ˜(s)trA3Dτj (ε2dj)(s)t
2U ′(t)
+ ξ˜(s)
[
trA3Σ(ε2d)(Yj(ε
2dj)(s, ϑ))− trA3Dτj (ε2dj)(s)
]
t2U ′(t),
where trA3Dτj (ε2dj)
(s)t2U ′(t) is in the space D0,ατj(ε2dj),γ(R
2), since ADτj (ε2dj)(s), the second fundamen-
tal form of Dτj(ε
2dj) at Xτj (ε
2dj)(s, ϑ), depends only on s and satisfies the symmetries (3.7). The
other term is decaying both in t and in s, more precisely it is the product of a function of s ∈ (0,∞)
and ϑ ∈ S1, which measures the difference between the second fundamental form of Σ(ε2d) and the
one of the Delaunay surfaces Dτj(ε
2dj) to which the ends are asymptotic, and the function t
2U ′(t),
which decays exponentially at any rate γ ∈ (0,√2). Roughly, if we imagined to replace the ends of
Σ(εd) with exact Delaunay surfaces and we took h0 = 0, the error would exactly coincide with the
periodic part. Setting h := (h0, h1, . . . , hk) and using a similar argument to control the other terms
in (3.6), we have
(3.10)
ε∆u0(d) + ε
−1f(u0(d)) − ℓε = −ε2(∆Σ(ε2d) + |AΣ(ε2d)|2)(h0 ◦ β(ε2d))U ′ − (HΣ(ε2d) −HΣ)U ′
+ ε2G2ε (h,d) +
k∑
j=1
ζjH1ε(hj ,dj),
where G2ε (h,d) ∈ E0,αa,γ (Σ(ε2d)× R) is bounded uniformly in d, h and ε, in the sense that
‖G2ε (h,d)‖E0,αa,γ (Σ(ε2d)×R) ≤ C˜1(K),(3.11)
for some constant C˜1(K) > 0 depending on K, due to the presence of commutator terms like
[∆Σ(ε2d), ζj ]hj , but independent of d, h, M , and ε, while H1ε(hj ,dj) recollects all the periodic terms.
Here a ∈ (0, a¯) and α ∈ (0, 1) are arbitrary. It turns out that
H1ε(hj ,dj) ◦ Yj(ε2dj) := −ε2L˜0,τj(ε2dj)hjU ′ + ε2H2ε(hj ,dj),(3.12)
where
L˜0,τ :=
1
τ2e2στ
L0,τ , L0,τ := ∂
2
s + τ
2 cosh(2στ )(3.13)
and, for any γ ∈ (0,√2), α ∈ (0, 1) and ε small, H2ε(hj ,dj) is actually a function in D0,ατj(ε2dj),γ(R2),
such that
‖H2ε(hj ,dj)‖E0,αγ (R2) ≤ C.(3.14)
Even in this case, the constant C > 0 appearing in (3.14) is independent of dj , hj , M , K and ε.
The Lipschitz dependence on the data d and h is dealt with in the following Lemma. This is a quite
technical issue, however it is worth to mention it, since we will use the size of the Lipschitz constants
in the forthcoming proofs, in order to apply the contraction mapping theorem.
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Lemma 3.1. Let M > 0, K > 0, a ∈ (0, a¯), γ ∈ (0,√2) and α ∈ (0, 1). Then there exists a constant
C˜2(K) > 0 depending on K such that, for ε small enough,
‖G2ε (h1,d1) ◦ (β(ε2d1)−1 × IdR)− G2ε (h2,d2) ◦ (β(ε2d2)−1 × IdR)‖E0,αa,γ (Σ×R)
≤ C˜2(K)
(
ε2|d1 − d2|+
k∑
j=1
‖h1j − h2j‖C2,α(R) + ε‖h10 − h20‖C2,αa (Σ×R)
)
,
for any di ∈ (BM )k, for any hi := (hi0, hi1, . . . , hik) ∈ H(di), i = 1, 2 (see (3.2) for the definition of
H(d)).
Proof. We treat, as an example, the term coming from trA3Σ(ε2d). According to (3.9), along any of the
ends, it is the sum of a periodic term, given by trA3Dτj (ε2dj)
, which is multiplied by a cutoff function
and is not involved in G2ε , and a decaying term, that is
ξ˜(trA3Σ(ε2d) ◦ Yj(ε2dj)− trA3Dτj (ε2dj)),
which fulfils the required estimate, due to Lemma 2.4. All the other terms of (3.5) are similar, including
the ones involving h and its derivatives, since, by definition,
h0 ◦ β(ε2d1) ◦ Yj(ε2d1j) = h0 ◦ β(ε2d2) ◦ Yj(ε2d2j) = h0 ◦ Yj .
The size in ε of the Lipschitz constant follows from a careful analysis of the size in ε of all the terms
in (3.5). 
Similar arguments hold for the remainder in the periodic term H2ε(hj ,d1j), whose main term is given
by −trA3Dτj (ε2dj)t
2U ′ + λ|ADτj (ε2dj)|2U ′. The difference is that this term depends on the geometric
quantities ofDτj (ε
2dj) and on hj, thus it also fulfils the symmetries of the Delaunay surfaceDτj(ε
2dj),
that is it is even with respect to sτj(ε2dj)/2.
Lemma 3.2. Let M > 0, K > 0, γ ∈ (0,√2) and α ∈ (0, 1). Then there exists a constant C > 0
such that, for ε small enough,
‖H2ε(h1j ,d1j)−H2ε(h2j ,d2j)‖E0,αγ (R2) ≤ C(ε‖h1j − h2j‖C2,α(R) + ε2|d1j − d2j |),
for any dij ∈ BM , for any hij ∈ D2,ατj(ε2dij)(R), with ‖h
i
j‖C2,α(R) < K, i = 1, 2, 1 ≤ j ≤ k.
The proof is similar to the one of Lemma 3.1.
3.2.2. Corrections along the ends: a Lyapunov-Schmidt reduction. The idea is to choose a family of
approximate solutions so that the periodic terms in the error vanish. We take ϕj ∈ D2,ατj(ε2dj),γ(R2)
and we define our new approximation as
v(d)(y, t) := u0(d)(y, t) +
k∑
j=1
ζj(y)φj(y, t), φj(Yj(ε
2dj)(s, ϑ), t) := ϕj(s, t) ∈ D2,ατj(ε2dj),γ(R2).
The corrections ϕj will be determined to correct the periodic part of the error. We are interested
in computing the new error, at least near Σ(ε2d). For this purpose, we introduce the smooth cutoff
function χ : R→ R equal to 1 in (−∞, 1) and equal to 0 in (2,∞) and we set
χl,ε(t) := χ(
ε|t|
δ
− (l − 1)), l = 1, . . . 5.
Far from the surface, our approximate solution will coincide with the constant solutions ±1 + σ±ε , as
we will see in section 4. Now we introduce the operator
Lε,d := ε∆Σ(ε2d) + ε
−1∂2t + ε
−1f ′(v⋆) + Lε,d,
with
(3.15)
Lε,d :=ε
−1(f ′(u0(d)) − f ′(v⋆))+ ε2∆Σ(ε2d)h∂t − 2ε2∇Σ(ε2d)h∇Σ(ε2d)∂t + ε3|∇Σ(ε2d)h|2∂2t
+ (HΣ(ε2d) + (εt+ ε
2h)χ4,ε|AΣ(ε2d)|2 + (εt+ ε2h)2χ4,εQΣ(ε2d)(y, εt+ ε2h))∂t
+ ε2(t+ εh)χ4,εAΣ(ε2d)(y, εt+ ε
2h)− ε3(t+ εh)χ4,εAΣ(ε2d)(y, εt+ ε2h)[h]∂t
− 2ε3(t+ εh)χ4,εaijΣ(ε2d)(y, εt+ ε2h)∂ih∂tj + ε4(t+ εh)χ4,εaijΣ(ε2d)(y, εt+ ε2h)∂ih∂jh∂2t .
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This operator is basically the linearization of the Cahn-Hilliard equation (1.1) around u0(d) expressed
in the shifted Fermi coordinates (y, t) of Σ(d), which is involved in the computation of the error
produced by the new approximation. The cutoff function χ4,ε is introduced in order to be able to
estimate ε|t|χ4,ε ≤ 5δ, which is not true for ε|t|, and this would cause problems. In these notations,
we have
χ3,ε(ε∆v(d) + ε
−1f(v(d))− ℓε) = χ3,ε(ε∆u0(d) + ε−1f(u0(d))− ℓε)(3.16)
+χ3,ε
k∑
j=1
[Lε,d, ζj ]φj + χ3,ε
k∑
j=1
ζjLε,dφj + χ3,εε
−1Qu0(d)(
k∑
j=1
ζjφj),
where Qv(t) := −t2(3v + t) is quadratic in t. We stress that, since the cutoff functions ζj do not
depend on t, the commutators satisfy
‖[Lε,d, ζj ]φj‖E0,αa,γ (Σ×R) ≤ C‖ϕj‖E2,αγ (R2).(3.17)
Recollecting all this information, using (3.10) and the decay of vj , we can rewrite the error as
(3.18)
χ3,ε(ε∆v(d) + ε
−1f(v(d))− ℓε) = χ3,ε
(− ε2JΣ(ε2d)(h0 ◦ β(ε2d))U ′ − (HΣ(ε2d) −HΣ)U ′)
+ χ3,εG3ε (h,d, ϕ) + χ3,ε
k∑
j=1
ζjH3ε(hj ,dj , ϕj),
where the new periodic term is given by
(3.19)
H3ε(hj ,dj, ϕj) ◦ Yj(ε2dj) = ε(τj(ε2dj)eστj (ε2dj))−2∂2sϕj + ε−1∂2tϕj + ε−1f ′(v⋆)ϕj
− ε2L˜τj(ε2dj)hjU ′ + ε2H2ε(hj ,dj) +H4ε(hj,dj , ϕj),
(see (3.12)). The remainder H4ε(hj ,dj, ϕj) ∈ D0,ατj(ε2dj),γ(R2) recollects all the quadratic terms in ϕj
and the linear terms coming from the periodic part of Lε,d, and satisfies
‖H4ε(hj ,dj , ϕj)‖E0,αγ (R2) ≤ C(‖ϕj‖E2,αγ (R3) + ε−1‖ϕj‖2E2,αγ (R3)).(3.20)
and
G3ε (h,d, ϕ) = ε2G2ε (h,d) + G4ε (h,d, ϕ),(3.21)
with G4ε (h,d, ϕ) ∈ E0,αa,γ (Σ(d)× R) satisfying
‖G4ε (h,d, ϕ)‖E0,αa,γ (Σ(d)×R) ≤ C
k∑
j=1
(‖ϕj‖E2,αγ (R2) + ε−1‖ϕj‖2E2,αγ (R2)).(3.22)
(See also (3.17)). For future reference, we underline that also H4ε depends on the data in a Lipschitz
way. As regards the dependence on dj and hj, we have
(3.23)
‖H4ε(h1j ,d1j , ϕ1j)−H4ε(h2j ,d2j , ϕ2j )‖E0,αγ (R2) ≤
C(ε‖h1j − h2j‖C2,α(R) + ε2|d1 − d2|)(‖ϕ1j‖E2,αγ (R2) + ‖ϕ2j‖E2,αγ (R2))
C‖ϕ1j − ϕ2j‖E2,αγ (R2)(1 + ε−1‖ϕ1j‖E2,αγ (R2) + ε−1‖ϕ2j‖E2,αγ (R2)),
for any ϕij ∈ D2,ατj(ε2dij),γ(R
2) with ‖ϕij‖E2,αγ (R2) < 1, for any hij ∈ D
2,α
τj(ε2dj)
(R), ‖hij‖C2,α(R) < K, for
any dij ∈ BM , i = 1, 2, 1 ≤ j ≤ k.
The behaviour of G4ε is similar, in the sense that, in the previous notations, the dependence on d
and h is given by
(3.24)
‖G4ε (h1,d1, ϕ1) ◦ (β(ε2d1)−1 × IdR)− G4ε (h2,d2, ϕ2) ◦ (β(ε2d2)−1 × IdR)‖E0,αa,γ (Σ×R)
≤ C(ε
k∑
j=1
‖h1j − h2j‖C2,α(R) + ε‖h10 − h20‖C2,αa (Σ) + ε2|d1 − d2|)
( k∑
j=1
(‖ϕ1j‖E2,αγ (R2) + ‖ϕ2j‖E2,αγ (R2))
)
+ C
k∑
j=1
‖ϕ1j − ϕ2j‖E2,αγ (R2)(1 + ε−1‖ϕ1j‖E2,αγ (R2) + ε−1‖ϕ2j‖E2,αγ (R2)),
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for any di ∈ (BM )k, hi ∈ H(di) and ϕi = (ϕ11, . . . , ϕkk) ∈ D2,ατ(ε2d1),γ(R2)×· · ·×D2,ατ(ε2dk),γ(R2), i = 1, 2.
Once again, in (3.23) and in (3.24), the constants M > 0 and K > 0 involved in the definition of
H(di), the decay rates a ∈ (0, a¯) and γ ∈ (o,√2) and the Holder constant α ∈ (0, 1) are arbitrary,
and ε is small. In order to get a decaying error, we have to choose, for any dj ∈ BM , hj := hj(dj)
and ϕj := ϕj(dj) in such a way that
H3ε(hj , ϕj ,dj) = 0, 1 ≤ j ≤ k.(3.25)
Proposition 3.1. Let M > 0, α ∈ (0, 1/2), γ ∈ (0,√2) and dj ∈ BM . Then there exist K > 0 such
that, for ε small enough, there exist hj := hj(dj) ∈ D2,ατj(ε2dj)(R) and ϕj := ϕj(dj) ∈ D
2,α
τj(ε2dj),γ
(R2)
such that (3.25) is satisfied. Moreover, hj and ϕj enjoy the following properties
(1) ‖hj‖C2,α(R) ≤ K.
(2) ‖ϕj‖E2,αγ (R2) ≤ Λ1ε3−α, for some constant Λ1 > 0 independent of dj.
(3) ∫
R
ϕj(s, t)v
′
⋆(t)dt = 0, ∀ s ∈ R.
(4) Moreover,
‖ϕj(d1j )− ϕj(d2j)‖E2,αγ (R2) ≤ Cε5−α|d1j − d2j |(3.26)
‖hj(d1j)− hj(d2j )‖C2,α(R) ≤ Cε2|d1j − d2j |,(3.27)
for some constant C > 0, for any dij ∈ BM , i = 1, 2.
We note that, in Proposition 3.1, M > 0 is still arbitrary, while K > 0 has to be chosen large
enough. The proof is based on a Lyapunov-Schmidt reduction. We note that here we need to take
α ∈ (0, 1/2), in order to be able to solve some fixed point problem. For τ ∈ (0, 1), γ > 0 and α ∈ (0, 1),
we define the space
Zτ := {ϕ ∈ D0,ατ,γ (R2) :
∫
R
ϕ(s, t)v′⋆(t)dt = 0, for a. e. s ∈ R},
and we decompose equation (3.25) into the system
(3.28) ε(τj(ε
2dj)e
στj(ε2dj))−2∂2sϕj + ε
−1∂2t ϕj + ε
−1f ′(v⋆)ϕj = ΠZτj (ε2dj)H
5
ε(hj , ϕj ,dj)
(3.29) (Id−ΠZ
τj(ε
2dj)
)H5ε(hj , ϕj ,dj) = 0,
where
(3.30)
H5ε(hj , ϕj ,dj) := H3ε(hj , ϕj ,dj)−
(
ε(τj(ε
2dj)e
στj(ε2dj))−2∂2sϕj + ε
−1∂2t ϕj + ε
−1f ′(v⋆)ϕj
)
=
− ε2L˜τj(ε2dj)hjU ′ + ε2H2ε(hj ,dj) +H4ε(hj ,dj , ϕj),
and ΠZτ is the projection onto Zτ , defined by
ΠZτ g(s, t) := g(s, t)−
∫
R
g(s, µ)v′⋆(µ)dµ∫
R
(v′⋆(µ))2dµ
v′⋆(t), ∀ g ∈ D0,ατ,γ (R2).
First we fix M,K > 0, dj and hj and we solve the auxiliary equation (3.28) with respect to ϕj .
Proposition 3.2. Let M > 0, K > 0, γ ∈ (0,√2), α ∈ (0, 1/2), dj ∈ BM and hj ∈ D2,ατj(ε2dj)(R), with
‖hj‖D2,α
τj(ε
2dj)
(R) < K. Then there exists a unique solution ϕj := ϕj(hj ,dj) ∈ D2,ατj(ε2dj),γ(R2)∩Zτj(ε2dj)
to (3.28) satisfying
‖ϕj(hj ,dj)‖E2,αγ (R2) ≤ Λ1ε3−α,
for some constant Λ1 > 0, independent of dj. Moreover, there exists a constant C > 0, independent
of dj, such that
‖ϕj(h1j ,d1j)− ϕj(h2j ,d2j)‖E2,αγ (R2) ≤ C(ε4−α‖h1j − h2j‖C2,α(R) + ε5−α|d1j − d2j |),
for any dij ∈ BM , hij ∈ D2,ατj(ε2dij)(R), with ‖h
i
j‖C2,α(R) < K, i = 1, 2, 1 ≤ j ≤ k.
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The proof of this result will be given in section 3.3. The next step is to solve the bifurcation
equation (3.29), by means of the operator L0,τj(ε2dj), which is proportional to the Jacobi operator of
the Delaunay unduloid Dτj(ε
2dj) for functions satisfying the symmetries of the surface (see (3.13)).
In fact, plugging ϕj(hj ,dj) in (3.25), multiplying the equation by v
′
⋆ and integrating over R yields
that (3.29) is equivalent to∫
R
H5ε(hj , ϕj(hj ,dj),dj)(s, t)v′⋆(t)dt = 0, ∀ s ∈ R,
that is
L0,τj(ε2dj)hj = F1ε (hj ,dj),(3.31)
with
(3.32)
F1ε (hj ,dj) :=
(τj(ε
2dj)e
στj(ε2dj))2
c⋆
∫
R
(H2(hj ,dj) + ε−2H4ε(hj, ϕj(hj,dj),dj))(s, t)v′⋆(t)dt
− L0,τj(ε2dj)hj(s)
∫
R
(U ′(t)− v′⋆(t))v′⋆(t)dt.
and
c⋆ :=
∫
R
(v′⋆)
2dt > 0.
It turns out that F1ε satisfies
‖F1ε (hj ,dj)‖C0,α(R) ≤ C,(3.33)
for some constant C > 0, for any dj ∈ BM , for any hj ∈ D2,ατj(ε2dj)(R). Moreover,
‖F1ε (h1j ,d1j)−F1ε (h2j ,d2j)‖C0,α(R) ≤ C(ε2|d1j − d2j |+ ε‖h1j − h2j‖C2,α(R)),(3.34)
for some constant C > 0, for any dij ∈ BM , hij ∈ D2,ατj(dj)(R), with ‖hij‖C2,α(R) < K, 1 ≤ i ≤ 2,
1 ≤ j ≤ k. Once again, the constant C does not depend on the parameters, and M,K > 0 are
arbitrary. This follows from the size of ϕj(hj ,dj), given by Proposition 3.2, the properties of the H2ε
and H4ε (see (3.14), (3.20), (3.23) and Lemma 3.2, which is satisfied also by H4ε).
Proposition 3.3. Let M > 0, dj ∈ BM . Then there exists K > 0 independent of M such that, for ε
small enough, there exists a solution hj := hj(dj) ∈ D2,ατj(ε2dj)(R) to equation (3.31) fulfilling
‖hj‖C2,α(R) < K.
Moreover,
‖hj(d1j)− hj(d2j)‖C2,α(R) ≤ Cε2|d1j − d2j |,(3.35)
for some constant C > 0, for any dij ∈ BM , i = 1, 2.
This result will be proved in section 3.4. It will be clear from the proof that the constant K is
chosen exactly in this step. The aim is to have an error of order ε2 in a suitable decaying norm.
Lemma 3.3. Let M > 0, a ∈ (0, a¯), γ ∈ (0,√2), α ∈ (0, 1) and d ∈ (BM )k. Then the error is given
by
χ3,ε(ε∆v(d) + ε
−1f(v(d)) − ℓε) = χ3,ε
(− ε2JΣ(ε2d)(h0 ◦ β(ε2d))− (HΣ(ε2d) −HΣ))U ′
+χ3,εG5ε (h0,d),
with G5ε such that
(3.36)
‖χ3,εG5ε (h0,d) ◦ (β(ε2d)−1 × IdR)‖E2,αa,γ (Σ×R) ≤ Cε2,
‖χ3,εG5ε (h10,d1) ◦ (β(ε2d1)−1 × IdR)− χ3,εG5ε (h20,d2) ◦ (β(ε2d2)−1 × IdR)‖E2,αa,γ (Σ×R)
≤ C(ε4|d1j − d2j |+ ε3‖h10 − h20‖C2,αa (Σ)),
for some constant C > 0, for any di ∈ (BM )k, for any hi0 ∈ C0,αa (Σ), ‖hi0‖C0,αa (Σ) < M .
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Proof. Going back to (3.18) and using the corrections ϕj and hj determined in Proposition 3.1, it is
possible to see that
χ3,ε(ε∆v(d) + ε
−1f(v(d)) − ℓε) = χ3,ε
(− ε2JΣ(ε2d)(h0 ◦ β(ε2d))− (HΣ(ε2d) −HΣ))U ′
+χ3,εG3ε ((h0, h1(d1), . . . , hk(dk)),d, (ϕ1(d1), . . . , ϕk(dk))).
The only remaining unknowns here are h0 and d. The size of
G5ε (h0,d) := G3ε ((h0, h1(d1), . . . , hk(dk)),d, (ϕ1(d1), . . . , ϕk(dk))),
given by (3.36), follows from (3.11), (3.21), (3.22) and Proposition 3.1, while the Lipschitz dependence
on the data follows from Lemma 3.1, (3.24), (3.26) and (3.27). 
Remark 3.1. By Lemma 3.3 and Lemma 2.3, we have produced a new error, which, for any a ∈ (0, a¯),
γ ∈ (0,√2) and ε small enough, is decaying both along Σ(ε2d), at rate a, and in t, at rate γ, and
satisfies
‖χ3,ε(ε∆v(d) + ε−1f(v(d)) − ℓε)‖E0,αa,γ (Σ(ε2d)×R) ≤ Cε2,
for some constant C > 0 independent of the parameters. The expression of the error for t large does
not really matter, since, as we will see in the sequel, the approximate solution will be chosen to be
constant far from its nodal set, in such a way that the error vanishes outside a tubular neighbourhood
of Σ(ε2d).
3.3. The auxiliary equation along an end. In order to solve equation (3.28), we first study the
inverse of the operator ε(τeστ )−2∂2s + ε
−1∂2t + ε
−1f ′(v⋆) on the space of functions that are L2(R)-
orthogonal to the kernel, spanned by v′⋆, then we apply a fixed point argument.
3.3.1. The linear problem. We treat the linear problem
ε(τeστ )−2∂2sϕ+ ε
−1∂2t ϕ+ ε
−1f ′(v⋆)ϕ = g in R2.(3.37)
We assume that the right-hand side satisfies the orthogonality condition∫
R
g(s, t)v′⋆(t)dt = 0, ∀ s ∈ R,(3.38)
and we look for solutions fulfilling the same. In order to simplify the proof, it is convenient to rescale
the variables, thus we introduce the coordinates{
t = t
s = ε−1s.
and we study the equation
(τeστ )−2∂2
s
ϕ+ ∂2
t
ϕ+ f ′(v⋆)ϕ = g in R2.(3.39)
For this scaled problem, we prove existence and uniqueness under the orthogonality condition∫
R
ϕ(s, t)v′⋆(s)ds = 0, ∀ s ∈ R.(3.40)
In order to estimate the inverse, we set, for ϕ ∈ D2,ατ,γ (R2), ϕε(s, t) := ϕ(εs, t) and we introduce the
spaces
Dn,αε,τ,γ(R
2) := {ϕε : ϕ ∈ Dn,ατ,γ (R2)}.
On these spaces, we introduce the norms
‖ϕ‖Dn,αγ (R2) :=
∑
0≤m+k≤n
‖∂k
t
∂m
s
ϕ‖
D
0,α
γ (R2)
,(3.41)
where
‖ϕ‖
D
0,α
γ (R2)
:= ‖ϕ coshγ(t)‖C0,α(R).
We note that
(3.42) cεα‖ϕ‖En,αγ (R2) ≤ ‖ϕε‖Dn,αγ (R2) ≤ C‖ϕ‖En,αγ (R2), 0 < c < C, n ≥ 0.
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Lemma 3.4. Let 0 < τ < τ < 1, τ ∈ (τ , τ ), γ ∈ (0,√2), α ∈ (0, 1) and g ∈ D0,αε,τ,γ(R2). Assume that
g satisfies (3.40). Then, for ε small enough, there exists a unique solution ϕτ ∈ D2,αε,τ,γ(R2) to (3.39)
satisfying (3.40). Moreover,
‖ϕτ‖D2,αγ (R2) ≤ C‖g‖D0,αγ (R2),(3.43)
for some constant C > 0.
Proof. step (i): Existence and uniqueness in a stripe.
First we solve equation (3.39) in the stripe (0, ε−1sτ )×R with zero Neumann boundary conditions.
We use that, thanks to the spectral properties of the operator −∂2
t
− f ′(v⋆(t)), the quadratic form
Qτ (ϕ) :=
∫
(0,ε−1sτ )×R
(|∇ϕ|2 − f ′(v⋆)ϕ2)dsdt
is positive definite on the space
Zε,τ := {ϕ ∈ H1((0, ε−1sτ )× R) :
∫
R
ϕ(s, t)v′⋆(s)ds = 0, for a. e. s ∈ R},
that is it satisfies
Qτ (ϕ) ≥ C‖ϕ‖2H1((0,ε−1sτ )×R), ∀ϕ ∈ Zε,τ ,
for some constant C > 0 independent of τ . Therefore, by the Riesz representation theorem, there
exists a unique ϕ¯τ ∈ Zε,τ such that∫
(0,ε−1sτ )×R
(∇ϕ¯τ ,∇ψ)− f ′(v⋆)ϕ¯τψdsdt =
∫
(0,ε−1sτ )×R
gψdsdt, ∀ψ ∈ Zε,τ .(3.44)
In order to prove that ϕ¯τ is actually a weak solution, we have to check that (3.44) is also verified for
any ψ in the orthogonal complement
Z⊥ε,τ = {a(s)v′⋆(t) : a ∈ H1((0, ε−1sτ ))},
which is the case since ϕ¯τ ∈ Zε,τ and v′⋆ is in the kernel of −∂2t − f ′(v⋆(t)). If g ∈ D0,αε,τ,γ(R2), then,
by the regularity theory (see [5]), we see that ϕ¯τ ∈ C2,αloc ((0, ε−1sτ ) × R) is a classical solution, and
the boundary conditions are satisfied in the classical sense. Therefore, by Theorem 6.26 of [5], we see
that ϕ¯τ ∈ C2([0, ε−1sτ ]× R).
Step (ii): Symmetry and extension to an entire solution.
Due to uniqueness, ϕ¯τ inherits the symmetries of g, that is it satisfies
ϕ¯τ (s, t) = ϕ¯τ (ε
−1sτ − s, t), ∀ s ∈ (0, ε−1sτ ),
thus it can be extended to an entire solution ϕτ ∈ C2,αloc (R2), which fulfils (3.7).
Step (iii): Boundedness. ϕτ ∈ L∞(R2) and
‖ϕτ‖L∞(R2) ≤ C(γ)‖g coshγ(t)‖L∞(R2).(3.45)
Testing the equation with ϕτ gives
‖ϕτ‖H1((0,ε−1sτ )×R) ≤ C‖gτ‖L2((0,ε−1sτ )×R).
By the Sobolev embeddings, local elliptic estimates (see [5], Theorem 8.8) and periodicity, for any
(s, t) ∈ R2, we have
(3.46)
‖ϕτ‖L∞(B1((s,t))) ≤ C‖ϕτ‖W 2,2(B1((s,t))) ≤ C(‖ϕτ‖L2(B2((s,t))) + ‖g‖L2(B2((s,t))))
≤ C(‖ϕτ‖L2((0,ε−1sτ )×R) + ‖g‖L2((0,ε−1sτ )×R)) ≤ C‖g‖L2((0,ε−1sτ )×R) ≤ C(γ)‖g coshγ(t)‖L∞(R2),
where the constants may depend on γ, but not on (s, t). As a consequence, ϕτ ∈ L∞(R2) and (3.45)
holds.
Step (iv): decay. ϕτ cosh
γ(t) ∈ L∞(R2) and there exists C > 0 such that
‖ϕτ coshγ(t)‖L∞(R2) ≤ C‖gτ coshγ(t)‖L∞(R2).(3.47)
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This can be proved by the maximum principle, using the function cosh−γ(t) as a barrier. In fact,
setting Ωt0 := {(s, t) ∈ R2 : t > t0}, we have
ϕτ (s, t0) ≤ ‖ϕτ‖L∞(R2) ≤ λ cosh−γ(t0)
on ∂Ωt0 , provided λ ≥ ‖ϕτ‖L∞(R2)eγt0. Moreover, in Ωt0 we have
(3.48)
− ((τeστ )−2∂2
s
+ ∂2
t
+ f ′(v⋆))(ϕτ − λ cosh−γ(t)) = gτ − λ(−γ2 − f ′(v⋆)) cosh−γ(t)
≤ (‖g coshγ(t)‖L∞(R2) − λ(1 − γ
2
2
)) cosh−γ(t) ≤ 0
provided
λ ≥ 2‖gτ cosh
γ(t)‖L∞(R2)
2− γ2 .
As a consequence, taking
λ :=
2‖g coshγ(t)‖L∞(R2)
2− γ2 + ‖ϕτ‖L∞(R2) cosh
γ(t0)
and applying the maximum principle in the unbounded domain Ωt0 , we have
ϕτ (s, t) cosh
γ(t) ≤ 2‖g cosh
γ(t)‖L∞(R2)
2− γ2 + 2‖ϕτ‖L∞(R2) cosh
γ(t0) ≤ C(γ)‖g coshγ(t)‖L∞(R2),
for any (s, t) ∈ R2+ := {(s, t) ∈ R2 : t > 0}. For the maximum principle in possibly unbounded
domains, we refer to Lemma 2.1 of [1]. Applying this last inequality to −ϕ(s, t) and to ϕ(s,−t), we
have the statement.
Step (v): Estimate of the weighted norm of ϕτ .
The estimate of the solution given by (3.43) follows from step (iv) and local elliptic estimates (see
[5], Corollary 6.3). We note that the constants appearing in the elliptic estimates do not depend on
ε, thanks to the scaling.

Lemma 3.5. Let 0 < τ < τ < 1, τ ∈ (τ , τ ), γ ∈ (0,√2), α ∈ (0, 1) and g ∈ D0,ατ,γ (R2). Assume that g
satisfies (3.38). Then, for ε small enough, there exists a unique solution ϕτ := Ψ
1
τ (g) ∈ D2,ατ,γ (R2) to
(3.37) satisfying (3.38) and
‖Ψ1τ(g)‖E2,αγ (R2) ≤ Cε1−α‖g‖E0,αγ (R2).(3.49)
for some constant C > 0. Moreover,
(3.50)
‖Ψ1τ1(g1)−Ψ1τ2(g2)‖E2,αγ (R2)
≤ C(ε1−α‖g1 − g2‖E0,αγ (R2) + ε1−2α|τ1 − τ2|(‖g1‖E0,αγ (R2) + ‖g2‖E0,αγ (R2))),
for any τi ∈ (τ , τ), gi ∈ D0,ατi,γ(R2), i = 1, 2.
Proof. This can be proved applying Lemma 3.4 and a scaling argument (see (3.42)). Indeed, it is
possible to find a solution ϕτ,ε ∈ D2,αε,τ,γ(R2) ∩ Zε,τ to
(τeστ )−2∂2
s
ϕτ,ε + ∂
2
t
ϕτ,ε + f
′(v⋆)ϕτ,ε = εgε, gε(s, t) := g(εs, t) = g(s, t).
Then ϕτ (s, t) := ϕτ,ε(ε
−1s, t) = ϕτ,ε(s, t) is the required solution. As regards the Lipschitz depen-
dence on the data, it is enough to observe that
(ε(τ1e
στ1 )−2∂2
s
+ ε−1∂2
t
+ ε−1f ′(v⋆))(ϕτ1 − ϕτ2) = g1 − g2 − ε((τ1eστ1 )−2 − (τ2eστ2 )−2)∂2sϕτ2 ,
and to use the size in ε of ϕτ and (3.49). 
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3.3.2. The proof of Proposition 3.2: a fixed point argument. Using the right inverse constructed in
section 3.3.1 (see Lemma 3.5), it is possible to formulate equation (3.28) as a fixed point problem of
the form
ϕj = Ψ
1
τj(ε2dj)
ΠZτj(ε2dj)H
5
ε(hj , ϕj ,dj)
in the ball
BΛ1 := {ϕj ∈ D2,ατj(ε2dj),γ(R2) ∩ Zτj(ε2dj) : ‖ϕj‖E2,αγ (R2) < Λ1ε3−α}.
The right hand side defines a contraction on BΛ1 provided α ∈ (0, 1/2) and Λ1 > 0 is large enough,
due to the definition of H5ε (3.30), the estimates (3.14), (3.20), Lemma 3.2 and (3.23). The Lipschitz
dependence on the data hj and dj follows in a similar way.
3.4. The bifurcation equation along an end. The aim of this subsection is to solve equation
(3.29). This can be done applying once again the contraction mapping theorem, after constructing a
right inverse of the linear operator ∂2s + τ
2 cosh(2στ ).
3.4.1. The linear problem. We fix 0 < τ < τ < 1, τ ∈ (τ , τ) and we study the ODE
L0,τh = g.(3.51)
It is natural to assume that g is periodic of period sτ and even with respect to sτ/2, namely g ∈
D0,ατ (R). We recall that we have set
L0,τ := ∂
2
s + τ
2 cosh(2στ ).
Lemma 3.6. [Injectivity] Let 0 < τ < τ < 1, τ ∈ (0, 1) and α ∈ (0, 1). If h ∈ D2,ατ (R) is a solution
to the equation L0,τh = 0, then h = 0.
Proof. Thanks to periodicity, we can reduce ourselves to study (3.51) on the interval (0, sτ ). We prove
that any solution h in the space
D2,ατ,0 ([0, sτ ]) := {h|[0,sτ ] : h ∈ D2,ατ (R)} = {h ∈ D2,α([0, sτ ]) : h(s) = h(sτ − s), h′(0) = h′(sτ ) = 0}.
is trivial. For this purpose, we note that L0,τ has two Jacobi fields given by
Φ0,+τ := ∂sστ , Φ
0,−
τ :=
√
1− τ2
(
1
τ
∂sσ∂τk − eστ coshστ (1 + τ∂τστ )
)
.
Using the equation satisfied by στ , we see that(
∂sΦ
0,+
τ (0)
∂sΦ
0,+
τ (sτ )
)
=
√
1− τ2
(
1
1
)
,
(
∂sΦ
0,−
τ (0)
∂sΦ
0,−
τ (sτ )
)
=
1− τ2
τ
(
∂τkτ (0)
∂τkτ (sτ )
)
,
hence, due to the linear growth in s of ∂τkτ , ∂τkτ (0) 6= ∂τkτ (sτ ), thus Φ0,±τ are linearly independent.
Being L0,τ a second order operator, any solution to the homogeneous equation is a linear combination
of these functions. By the above relation, we see that a function h ∈ D2,ατ,0 ([0, sτ ]) which is a linear
combination of Φ0,±τ is trivial, due to the boundary conditions. 
Lemma 3.7. [A priori estimate] Let 0 < τ < τ < 1, τ ∈ (τ , τ ) and α ∈ (0, 1). Then there exists a
constant C > 0 independent of τ such that, if hτ ∈ D2,ατ (R) and g ∈ D0,ατ (R) are such that L0,τhτ = g,
then
‖hτ‖C2,α(R) ≤ C‖g‖C0,α(R)
Proof. By the elliptic estimates, it is enough to bound the L∞(R)-norm of hτ . We assume by contra-
diction that there exist sequences τk in (τ , τ ), hk ∈ D2,ατk (R) and gk ∈ D2,ατk (R) such that
L0,τkhk = gk, ‖hk‖L∞(R) = 1, ‖gk‖C0,α(R) = o(1).
Then, by the elliptic estimates, hk turns out to be bounded in C
2,α(R), thus it converges, up to a
subsequence, to some function h∞ in C2loc(R). In order to compute the equation satisfied by h∞, we
observe that, up to a subsequence, τk → τ∞ ∈ [τ , τ ], thus, by the continuous dependence on the data,
στk → στ∞ point wise and sτk → sτ∞ , which yields that h∞ ∈ D2,ατ∞ (R) is a solution to L0,τ∞h∞ = 0,
hence, by Lemma 3.6, h∞ ≡ 0. It is exactly here that we need the bound τ ∈ [τ , τ ], in order to exclude
that τ∞ ∈ {0, 1}. However, there exist s¯k ∈ [0, sτk ] such that hτk(s¯k) > 1/2. Since s¯k is bounded too,
then, up to a subsequence, s¯k → s¯∞ ∈ [0, sτ∞ ] and h∞(s¯∞) ≥ 1/2, a contradiction. 
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Lemma 3.8. Let 0 < τ < τ < 1, τ ∈ (τ , τ ), α ∈ (0, 1) and g ∈ D0,ατ (R). Then there exists a unique
solution hτ := Ψ
2
τ (g) ∈ D0,ατ (R) to the equation L0,τhτ = g such that
(3.52) ‖Ψ2τ(g)‖C2,α(R) ≤ C‖g‖C0,α(R),
for some constant C > 0. Moreover,
(3.53) ‖Ψ2τ1(g1)−Ψ2τ2(g2)‖C2,α(R) ≤ C‖g1 − g2‖C0,α(R) + C|τ1 − τ2|(‖g1‖C0,α(R) + ‖g2‖C0,α(R)),
for any τi ∈ (τ , τ), gi ∈ D0,ατi (R), i = 1, 2.
Proof. By Lemma 3.6, we know that L0,τ is injective. Since this operator is self-adjoint on D
2,α
τ (R),
in order to prove that it is also surjective, it is enough to prove that it is Fredholm. This property
follows from the fact that the image is closed, due to estimate provided by Lemma 3.7. 
3.4.2. The proof of Proposition 3.3: a fixed point argument. In order to prove Proposition 3.1, we
write equation (3.31) as a fixed point problem, in the form
hj = Ψ
2
τj(ε2dj)
F1ε (hj ,dj).
For the definition of F1ε , see (3.32). It is possible to prove that the right-hand side defines a contraction
on the ball
BK := {h ∈ D2,ατj(ε2dj)(R) : ‖h‖C2,α(R) < K},
provided K is large enough, due to (3.33) and (3.34). The Lipschitz dependence on the datum dj
follows from (3.34). We note that in this step we determine the constant K defined in (3.2).
4. The proof of Theorem 1.2
4.1. A gluing procedure. In section (3) we defined the approximate solution near the surface, with
the aid of the Fermi coordinates. Here we define a global approximation, by interpolating between
that approximation and the constant solutions ±1 + σ±ε far from the surface. In order to do so, we
introduce the pull back and the push forward of a function. For a function u : N9δ → R, the pull
back is u♯ := u ◦ Yε,h(d),d, d ∈ (BM )k, and, for a function φ : Σ(ε2d) × (−9δ/ε, 9δ/ε)→ R, the push
forward is φ♯ := φ ◦ Y−1ε,h(d),d. In this notation, we set
wε(d) := χ
♯
5,εv(d)
♯ + (1− χ♯5,ε)Hε,(4.1)
where
Hε(x) :=
{
1 + σ+ε if x ∈ Σ(ε2d)+
−1 + σ−ε if x ∈ Σ(ε2d)−,
Σ(ε2d)+ is the interior and Σ(ε2d)− the exterior of Σ(ε2d). Since we also need a small correction
far from the surface, we need to introduce weighted spaces of functions that are globally defined in
R3 and decaying both along the ends and in the orthogonal direction. For this purpose, we rescale
the surface, that is we consider the dilation Σ(ε2d)ε := ε
−1Σ(ε2d) and, for γ > 0, we take the Green
function Gγ of ∆− γ and we set
ϕγ(x) :=
∫
Σ(ε2d)ε
Gγ(x, y)dσ(y),
where σ is the surface measure on Σ(ε2d)ε. This weight is exponentially decaying in the orthogonal
direction to the dilated surface. In order to keep track of the behaviour of our functions along the
ends, we introduce 2 families of open cones {Cj}1≤j≤k and {C′j}1≤j≤k such that, for 1 ≤ j ≤ k,
• Cj and C′j have a common centre, that we denote by ε−1bj and their axis coincides with the
one the end Ej . We denote its generator by cj , with the convention that cj ·x > 0, for any
x ∈ Ej , 1 ≤ j ≤ k.
• C′j ⊂ Cj , for 1 ≤ j ≤ k.
• C′i ∩ C′j = ∅, for 1 ≤ i 6= j ≤ k.
DELAUNAY ENDS SOLUTIONS OF THE CAHN-HILLIARD EQUATION 25
We stress that this construction is possible thanks to the fact that there are no parallel ends in Σ (see
hypothesis (H)). For instance, we can put
(4.2)
Cj := {x ∈ R3 : cj · (x− ε−1bj) > θ|Πj(x − ε−1bj)|},
C′j := {x ∈ R3 : cj · (x− ε−1bj) > 2θ|Πj(x− ε−1bj)|},
where Πj is the projection onto the orthogonal complement to cj in R
3. If θ is large enough, then the
aforementioned properties are satisfied. Then we take a family {βj}1≤j≤k of smooth cutoff functions
equal 1 in C′j\Bε−1(R¯+1) and equal 0 outside Cj\Bε−1R¯, with R¯ > 0 so large that Σ(ε2d)\ ∪1≤j≤k
Zj((s0 + 5,∞)× S1) ⊂ BR¯, β0 := 1−
∑k
j=1 βj . In view of this construction, we set, for γ > 0, a > 0
and ε small enough,
Γε(x) := ϕ
−1
γ (x)
(
β0(x) +
k∑
j=1
βj(x)e
εak−1
τj (ε
2dj)
(
(x−ε−1bj)·cj
))
.
This weight is suitable to deal with a dilated version of the problem. For our original equation, we
need the weight Γ(x) := Γε(x/ε), thus we introduce the spaces C
n,α
a,γ (R
3) as the spaces of functions
ψ ∈ Cn,αloc (R3) for which the norm
‖ψ‖Cn,αa,γ (R3) :=
n∑
m=1
(
εm‖∇m(ψΓ)‖L∞(R3) + εm+α[∇m(ψΓ)]α
)
is finite, where
[u]α := sup
x 6=y
|u(x)− u(y)|
|x− y|α .
Remark 4.1. We note that, thanks to the fact that none of two of ends of Σ are parallel (see hypothesis
(H)), Cn,αa,γ (R
3) ⊂ L2(R3). This is crucial in our approach, since it allows to use coercivity to solve
(4.4).
We look for a true solution to (1.1) of the form
uε = wε(d) + χ
♯
2,εφ
♯ + ψ,
where φ(y, t) = φ0(β(ε
2d)(y), t), with φ0 ∈ E0,αa,γ (Σ× R), and ψ ∈ C2,αa′,γ′(R3). Here we take 0 < a′ <
a < a¯ and 0 < γ′ < γ <
√
2. The aim now is to reduce equation (1.1) to a system of 2 equations,
whose unknowns are φ0, h0, d and ψ. We recall that h0 and d play a role in the definition of the
approximate solutions and in the diffeomeorphism Yε,h(d),d. In order to do so, we introduce another
smooth cutoff function χ˜ : R3 → R equal to 1 in Σ(ε2d)+\Nδ and equal to 0 in Σ(ε2d)−\Nδ, and we
set
q := χ˜f(1 + σ+ε ) + (1− χ˜)f(−1 + σ−ε ), L0 := ε∆+ ε−1(f ′(wε(d))(1 − χ♯1,ε) + qχ♯1,ε).
Using that χ♯1,εχ
♯
2,ε = χ
♯
1,ε, (1.1) can be written as
χ♯2,ε
(
Nε(wε(d)) + Lwεφ
♯ + ε−1χ♯1,εQwε(φ
♯ + ψ) + ε−1χ♯1,ε(f
′(wε(d)) − q)ψ
)
+ L0ψ + (1 − χ♯2,ε)Nε(wε(d)) + (1− χ♯1,ε)Qwε(χ♯2,εφ♯ + ψ) + ε[∆, χ♯2,ε]φ♯ = 0,
where Nε(u) := ε∆u+ ε
−1f(u)− ℓε. The latter equation is solved if we solve simulatenously
(4.3)
ε∆Σ(ε2d)φ+ ε
−1∂2t φ+ ε
−1f ′(v⋆)φ = −χ3,ε
(
Nε(v(d)) + Lε,dφ
+ ε−1χ1,εQv(d)(φ + ψ♯) + ε
−1χ1,ε(f ′(v(d)) − q♯)ψ♯
)
in Σ(ε2d)× R,
and
(4.4) L0ψ = −(1− χ♯2,ε)Nε(wε(d))− (1− χ♯1,ε)Qwε(χ♯2,εφ♯ + ψ)− ε[∆, χ♯2,ε]φ♯ in R3.
in φ and ψ. The aim now is to reduce equation (4.3) to an equation on Σ×R, through the diffeomrphism
β(ε2d). In order to explain how our argument works, we state a preliminary Lemma, which will be
useful in the sequel
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Lemma 4.1. Let M > 0, a ∈ (0, a¯), α ∈ (0, 1), di ∈ (BM )k, i = 1, 2, and h0 ∈ C2,αa (Σ). Then
‖(∆Σ(ε2d1)(h0◦β(ε2d1)))◦β(ε2d1)−1−(∆Σ(ε2d2)(h0◦β(ε2d2)))◦β(ε2d2)−1‖C0,αa (Σ) ≤ Cε2|d1−d2|‖h0‖C2,αa (Σ),
for some constant C > 0.
Remark 4.2. In particular, taking, for instance d2 = 0, we can see that
‖(∆Σ(ε2d)(h0 ◦ β(ε2d))) ◦ β(ε2d)−1 −∆Σh0‖C0,αa (Σ) ≤ Cε2|d|‖h0‖C2,αa (Σ).
Roughly, passing from Σ(ε2d) to Σ does not preserves exactly the differential operators, however it
produces an error which is small enough, of order ε2.
Proof. It is enough to observe that, if we restrict ourselves to an end of Σ(ε2d), using that h0◦β(ε2d)◦
Yj(ε
2dj) = h0 ◦ β(ε2d), we have
∆Σ(ε2d)(h0 ◦ β(ε2d)) ◦ Yj(ε2dj)
=
1√|gΣ(ε2d) ◦ Yj(ε2dj)|∂m
(√
|gΣ(ε2d) ◦ Yj(ε2dj)|glmΣ(ε2d) ◦ Yj(ε2dj)∂l(h0 ◦ Yj)
)
.
Hence the conclusion follows from Lemma 2.4. 
Composing with the diffeomorphism β(ε2d)−1 × IdR we can see that (4.3) is equivalent to
(4.5)
ε∆Σφ0 + ε
−1∂2t φ0 + ε
−1f ′(v⋆)φ0 = −χ3,ε
(
Nε(v(d)) + ε
−1χ1,εQv(d)(φ+ ψ♯)
+ Lε,dφ+ ε
−1χ1,ε(f ′(v(d)) − q♯)ψ♯
)
(β(ε2d)−1 × IdR) + χ3,εRε,dφ0 in Σ× R.
Arguing as in the proof of Lemma 4.1, we can see that the remainder Rε,d, coming from the difference
between the Laplace-Beltrami operator of Σ(εd) and the one of Σ, satisfies
(4.6) ‖Rε,dφ0‖E0,αa,γ (Σ×R) ≤ Cε2|d|‖φ0‖E2,αa,γ (Σ×R),
(4.7)
‖Rε,d1φ10 − Rε,d2φ20‖E2,αa,γ (Σ×R) ≤ C‖φ10 − φ20‖E2,αa,γ (Σ×R)
+ Cε2|d1j − d2j |(‖φ10‖E2,αa,γ (Σ×R) + ‖φ20‖E2,αa,γ (Σ×R)),
for some constant C > 0, for any M > 0, for any d,di ∈ (BM )k, φ0, φi0 ∈ E2,αa,γ (Σ × R), with
‖φ0‖E2,αa,γ (Σ×R) < 1, ‖φi0‖E2,αa,γ (Σ×R) < 1, i = 1, 2.
First we fix φ0, d and h0 and we solve (4.4).
Proposition 4.1. Let M > 0, a ∈ (0, a¯), γ ∈ (0,√2), α ∈ (0, 1/2) and d ∈ (BM )k. Let φ0 ∈
E2,αa,γ (Σ × R) be such that ‖φ0‖E2,αa,γ (Σ×R) < 1 and h0 ∈ C2,αa (Σ) be such that ‖h0‖C2,αa (Σ) < M . Let
a′ ∈ (0, a), γ′ ∈ (0, γ). Then there exists a solution ψ := ψ(φ0, h0,d) ∈ C2,αa′,γ′(R3) to (4.4) such that
‖ψ(φ0, h0,d)‖C2,α
a′,γ′
(R3) ≤ Λ3e−λ3/ε,
for some constants Λ3 > 0 and λ3 > 0, with λ3 depending on a
′− a and γ′− γ. Moreover, there exists
C > 0 such that
‖ψ(φ10, h10,d1)− ψ(φ20, h20,d2)‖C2,α
a′,γ′
(R3)
≤ Ce−λ3/ε(‖φ10 − φ20‖E2,αa,γ (Σ×R) + |h10 − h20‖C2,αa (Σ) + |d1 − d2|),
for any hi0 ∈ C2,αa (Σ), ‖hi0‖C2,αa (Σ) < M , di ∈ (BM )k, φi0 ∈ E2,αa,γ (Σ× R), ‖φi0‖E2,αa,γ (Σ×R) < 1, i = 1, 2.
This proposition will be proved in subsection 4.2. After that, it remains to solve equation (4.5). In
order to do so, we define the space
X := {φ ∈ L2(Σ× R) :
∫
R
φ(y, t)v′⋆(t)dt = 0, for a.e. y ∈ Σ}
and the projection
ΠX : L2(Σ× R)→ X
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by
ΠXφ(y, t) := φ(y, t)−
∫
R
φ(y, µ)v′⋆(µ)dµ∫
R
(v′⋆(µ))2dµ
v′⋆(t).
Denoting the right-hand side of (4.5) by G6ε (h0, φ0,d) and composing with the orthogonal projections
ΠX and Id−ΠX , we can reduce ourselves to solve
(4.8) ε∆Σφ0 + ε
−1∂2t φ0 + ε
−1f ′(v(d))φ0 = ΠXG6ε (h0,d)
(4.9) (Id−ΠX )G6ε (h0,d) = 0
Equation (4.8) can be solved through a fixed point argument, exploiting the orthogonality to v′⋆.
Proposition 4.2. Let M > 0, α ∈ (0, 1/2), γ ∈ (0,√2), a ∈ (0, a¯), d ∈ (BM )k and h0 ∈ C2,αa (Σ),
with ‖h0‖C2,αa (Σ) < M . Then there exists a solution φ0 := φ0(h0,d) ∈ E2,αa,γ (Σ× R) to (4.8) such that
‖φ0(h0,d)‖E2,αa,γ (Σ×R) ≤ Λ4ε3−α.
for some constant Λ4 > 0. Moreover
(4.10) ‖φ0(h10,d1)− φ0(h20,d2)‖E2,αa,γ (Σ×R) ≤ C(ε4−α‖h10 − h20‖C2,αa (Σ) + ε5−α|d1 − d2|).
for di ∈ (BM )k, hi0 ∈ C2,αa (Σ), ‖hi0‖C2,αa (Σ) < M , i = 1, 2.
It remains to solve (4.9).
Lemma 4.2. Let M > 0, α ∈ (0, 1/2) and a ∈ (0, a¯). Equation (4.9) is equivalent to an equation of
the form
JΣ(h0 +Φ(d)) = F2ε (h0,d),(4.11)
where F2ε satisfies
‖F2ε (h0,d)‖C0,αa (Σ) ≤ C(1 +Me(a¯−a)s0),
‖F2ε (h10,d1)−F2ε (h20,d2)‖C0,αa (Σ) ≤ C(ε2 + e(a¯−a)s0)|d1 − d2|+ Cε‖h10 − h20‖C2,αa (Σ),
for some constant C > 0, for any h0, h
i
0 ∈ C2,αa (Σ), ‖hi0‖C2,α(R) < M , d,di ∈ (BM )k, i = 1, 2.
Proof. We deal with the term χ3,εNε(v(d)), which is the main term. According to Lemma 3.3,
(4.12)
χ3,εNε(v(d)) =χ3,ε
(− ε2JΣ(ε2d)(h0 ◦ β(ε2d)) − (HΣ(ε2d) −HΣ))U ′ + χ3,εG5ε (h,d)
= χ3,ε
(− ε2JΣ(ε2d)(h0 ◦ β(ε2d))− ε2JΣΦ(d) ◦ β(ε2d)− (HΣ(ε2d)
− ε2JΣΦ(d) ◦ β(ε2d)−HΣ)
)
U ′ + χ3,εG5ε (h,d)
with G5ε of order ε2. By Lemma 4.1,(JΣ(ε2d)(h0 ◦ β(ε2d))) ◦ β(ε2d)−1 = JΣh0 + F3ε (h0,d),
with ‖F3ε (h0,d)‖C0,αa (Σ) ≤ Cε2|d|‖h0‖C2,αa (Σ). Therefore, multiplying (4.3) by v′⋆, integrating over R,
composing with β(ε2d)−1 and recalling Lemma 2.3, we can reduce ourselves to an equation of the
form
JΣ(h0 + Φ(d)) = F2ε (h0,d),
with F2ε satisfying the required estimates. Note that this also follows from the choice of ϕj and hj ,
which simplifies the periodic part of the error along the ends, as we show in Proposition 3.1, and the
upper bound (3.17). Observe the we also use the precise size of the corrections ϕj , which are of order
ε3−α in the appropriate weighted norm. 
Proposition 4.3. Let α ∈ (0, 1/2) and a ∈ (0, a¯). Then equation (4.11) admits a solution h0+Φ(d) ∈
C2,αa (Σ)⊕D(Σ), provided s0 and M are large enough and ε is small enough.
Proof. We can solve this equation thanks to the non degeneracy of Σ. In fact, denoting by
Π : C2,αa (Σ)⊕D(Σ)→ C2,αa (Σ)× R6k
the projection of a function in C2,αa (Σ)⊕ D(Σ) onto the components, we can reduce (4.11) to finding
a fixed point of the mapping,
(h0,d) ∈ B˜M × (BM )k 7→ ΠJ −1Σ F2ε (h0,d),
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where
B˜M := {h0 ∈ C2,αa (Σ) : ‖h0‖C2,αa (Σ) < M}.
It is possible to show that we actually have a contraction, in fact
‖ΠJ −1Σ F2ε (h0,d)‖C0,α(Σ)×R ≤ C(1 +Me−(a¯−a)s0) < M
if, for instance M ≥ 2C, s0 > 0 is large enough and ε is small enough. 
4.2. The equation far from Σ. In order to solve equation (4.4), we first study the linear theory for
the operator L0 := ε∆+ε
−1V (x), where the potential is given by V (x) := −f ′(wε(d))(1−χ♯1,ε)−qχ♯1,ε
in all R3. Although we do not make it explicit through the notation, the potential V depends on d.
However, as we will see in the sequel, this dependence is mild enough for our purposes. Thanks to
coercivity, this operator is invertible, and its inverse will be used to solve our equation by a fixed point
argument.
4.2.1. The linear problem. We are interested in the equation
ε∆φ− ε−1V (x)φ = g in R3, g ∈ C0,αa,γ (R3)(4.13)
Scaling the variables, we can reduce ourselves to solve the equation
∆φ− Vε(x)φ = g in R3, Vε(x) := V (εx),(4.14)
with g ∈ C0,αloc (R3) such that ‖gΓε‖C0,α(R3) <∞. In this setting, we prove the following result.
Lemma 4.3. Let M > 0, α ∈ (0, 1), a ∈ (0, a¯), γ ∈ (0,√2) and d ∈ (BM )k. Let g ∈ C0,αloc (R3) be
a function such that ‖gΓε‖C0,α(R3) < ∞. Then, for ε small enough, there exists a unique solution
φ ∈ C2,αloc (R3) to (4.14) such that
‖φΓε‖C2,α(R3) ≤ C‖gΓε‖C0,α(R3),(4.15)
for some constant C > 0.
Proof. The proof of this Lemma is split into three steps.
Step (i). Existence, uniqueness and boundedness.
Firs we consider the truncated problem
−∆φR + VεφR = g in BR, φR ∈ H10 (BR).
Existence and uniqueness follow from variational arguments, since the potential is uniformly positive.
Testing the equation with the solution we have the bound
‖φR‖H1(BR) ≤ C‖g‖L2(R3),(4.16)
for some constant C > 0 independent of R, M and d. Here it is crucial to use that g ∈ L2(R3), which
follows from the fact that not two of the ends of Σ are parallel (see also Remark 4.1). Therefore,
using the Sobolev embeddings and the elliptic estimates (see theorem 8.12 of [5]), we can prove that
φR ∈ L∞(BR) and
‖φR‖L∞(BR) ≤ C‖φR‖W 2,2(BR) ≤ CR(‖φR‖L2(BR) + ‖g‖L2(BR)) ≤ CR‖g‖L2(R3) <∞.(4.17)
Note that the constants here do depend on R, however this is totally irrelevant, since we just need to
prove that φR ∈ L∞(BR).
Step (ii). Estimate in the weighted norm: there exists a constant C > 0 such that
‖φRΓε‖L∞(BR) ≤ C‖gΓε‖L∞(R3).
We assume that φR 6= 0, otherwise the claim is trivial. We compute the equation satisfied by φ˜ :=
φRΓε, that is
−∆φ˜+ Vεφ˜ = g˜ − 2Γ−1ε ∇φ˜· ∇Γε + φ˜
(
2Γ−2ε |∇Γε|2 − Γ−1ε ∆Γε
)
≤ g˜ − 2Γ−1ε ∇φ˜· ∇Γε + (2
|∇Γε|2
Γ2ε
− ∇Γ
Γ
)φ˜.
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Since the domain is a ball and φR satisfies Dirichlet boundary conditions, there exists a point y ∈ BR
such that |φ˜(y)| = ‖φ˜‖L∞(BR) > 0. If, for instance, φ˜(y) > 0, then y is a maximum point, thus
(2 + o(1))φ˜(y) ≤ −∆φ˜(y) + Vε(y)φ˜(y) ≤ ‖g˜‖L∞(R3) + (γ2 + o(1))φ˜(y),
which proves the claim, provided γ ∈ (0,√2) and ε is small enough, due to the fact that the potential
is bounded below by 2 + o(1) > 0. Here o(1) is taken in the usual sense of functions of one variable,
in this case ε, which goes to 0. Replacing φ with −φ, we have the statement.
Step (iii): passing to the limit.
Since the constant appearing in (4.16) is independent of R, φR is bounded in H
1(R3), thus there
exists a sequence Rn → ∞ such that φRn converges weakly in H1(R3) to an entire solution φ ∈
C2,αloc (R
3). Up to a subsequence, the convergence is also strong in L2loc(R
3) and pointwise almost
everywhere, therefore, by step (ii), φ ∈ C0,αa,γ (R3) and
‖φΓε‖L∞(R3) ≤ C‖gΓε‖L∞(R3).
Therefore, by local elliptic estimates (see Corollary 6.3 of [5]) applied to the equation satisfied by φΓε,
we can see that φ ∈ C2,αa,γ (R3) and satisfies
‖φΓε‖C2,α(R3) ≤ C‖gΓε‖C0,α(R3),
for some constant C > 0. 
Now we apply a scaling argument to go back to our original problem
Lemma 4.4. Let M > 0, α ∈ (0, 1), a ∈ (0, a¯), γ ∈ (0,√2) and d ∈ (BM )k. For any g ∈ C0,αa,γ (R3)
and ε small enough, there exists a unique solution φ := Ψ3(g) ∈ C2,αa,γ (R3) to (4.13) such that
‖Ψ3(g)‖C2,αa,γ (R3) ≤ Cε‖g‖C0,αa,γ (R3).
Proof. In view of Lemma 4.3, there exists a unique solution φε to the equation
∆φε − Vε(x)φε = εgε(x), in R3, gε(x) := g(εx)
such that
‖φεΓε‖C2,α(R3) ≤ Cε‖gεΓε‖C2,α(R3).
Then φ(x) := φε(x/ε) solves (4.13) and satisfies the required estimate. 
4.2.2. The proof of Proposition 4.1: a fixed point argument. The argument is based on the contraction
mapping theorem, applied to the equation
ψ = Ψ3(−(1− χ♯2,ε)Nε(wε(d))− (1 − χ♯1,ε)Qwε(χ♯2,εφ♯ + ψ)− ε[∆, χ♯2,ε]φ♯)
in the ball
BΛ3 := {ψ ∈ C2,αa′,γ′(R3) : ‖ψ‖C2,α
a′,γ′
(R3) ≤ Λ3e−λ3/ε},
where λ3 is an appropriate constant, depending on a−a′ and γ−γ′. We note that, thanks to the fact
that a′ < a and γ′ < γ, all the norms are actually finite, and, thanks to the cutoff functions χ♯1,ε and
χ♯2,ε, we actually have a contraction of BΛ3 .
4.3. The equation near Σ.
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4.3.1. The linear problem. This subsection is devoted to the study of the linear equation
ε∆Σφ+ ε
−1∂2t φ+ ε
−1f ′(v⋆(t))φ = g, in Σ× R.(4.18)
We look for solutions satisfying the orthogonality condition∫
R
φ(y, t)v′⋆(t)dt = 0, ∀ y ∈ Σ(4.19)
Once again, in order to deal with the problem, we need to rescale the variables and consider the
equation
∆Σεφ+ ∂
2
t
φ+ f ′(v⋆(t))φ = g in Σε × R,(4.20)
where Σε := ε
−1Σ is the scaled version of Σ and the new coordinates are{
t = t
y = ε−1y.
For this scaled problem, we prove existence and uniqueness under the orthogonality condition∫
R
φ(y, t)v′⋆(t)dt = 0, ∀ y ∈ Σε,(4.21)
and we estimate the inverse in terms of the norms
‖φ‖Cn,αa,γ (Σε×R) :=
∑
0≤m+k≤n
‖∂ktDmΣεφ‖C0,αa,γ (Σε×R),
where a > 0, γ > 0, n ∈ N, α ∈ (0, 1) and
‖φ‖C0,αa,γ (Σε×R) := ‖φwa,ε(y) coshγ(t)‖C0,α(Σε×R)
wa,ε(y) := wa(εy), ∀ y ∈ Σε.
We recall that wa is defined in (3.3) and ζj are defined in (3.1). As usual, we say that a function
φ ∈ Cn,αloc (Σε × R) is in Cn,αa,γ (Σε × R) if the above norm is finite.
Lemma 4.5. Let α ∈ (0, 1), γ ∈ (0,√2) and a ∈ (0, a¯). Let g ∈ C0,αa,γ (Σε×R) satisfy the orthogonality
condition (4.21). Then, for ε small enough, there exists a unique solution φ ∈ C2,αa,γ (Σε ×R) to (4.20)
satisfying (4.21). Moreover, it satisfies the estimate
‖φ‖C2,αa,γ (Σε×R) ≤ C‖g‖C0,αa,γ (Σε×R),(4.22)
for some constant C > 0.
Given a function φ : Σ×R→ R, we obtain a function φε : Σε×R→ R by setting φε(y, t) := φ(εy, t),
for (y, t) ∈ Σε × R. Their weighted norms satisfy the relation
cεα‖φ‖En,αa,γ (Σ×R) ≤ ‖φε‖Cn,αa,γ (Σε×R) ≤ C‖φ‖En,αa,γ (Σ×R), 0 < c < C, n ≥ 0,(4.23)
thus a scaling arguments proves the following result.
Lemma 4.6. Let α ∈ (0, 1), γ ∈ (0,√2) and a ∈ (0, a¯). Let g ∈ E0,αa,γ (Σ×R) be a function satisfying the
orthogonality condition (4.19). Then, for ε small enough, there exists a unique solution φ ∈ E2,αa,γ (Σ×R)
to (4.18) satisfying (4.19). Moreover, it fulfils the estimate
‖φ‖E2,αa,γ (Σ×R) ≤ Cε1−α‖g‖E0,αa,γ (Σ×R),(4.24)
for some constant C > 0.
Now we focus on the proof of Lemma 4.5. We start by proving existence and uniqueness, then we
will prove the decay of the solution and the estimate in the suitable weighted norm.
Lemma 4.7. Let α ∈ (0, 1), γ ∈ (0,√2) and a ∈ (0, a¯). Let g ∈ E0,αa,γ (Σε ×R) be a function satisfying
(4.21). Then, for ε small enough, there exists a unique solution φ ∈ H1(Σε × R) to (4.20) satisfying
(4.21). Moreover, there exists a constant C(a, γ) > 0 depending on a and γ such that
‖φ‖L∞(Σε×R) ≤ C(a, γ)‖gwa,ε(y) coshγ(t)‖L∞(Σε×R).(4.25)
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Proof. By the spectral decomposition of the operator −∂2
t
− f ′(v⋆(t)), we know that the quadratic
form
Q(φ) :=
∫
Σε×R
(|∇Σεφ|2 + (∂tφ)2 − f ′(v⋆(t))φ2)dσ(y)dt
is positive definite on the space
X := {φ ∈ H1(Σε × R) :
∫
R
φ(y, t)v′⋆(t)dt = 0, for a. e. y ∈ Σε},
namely there exists C > 0 such that
Q(φ) ≥ C‖φ‖2H1(Σε×R), ∀φ ∈ X.(4.26)
As a consequence, by the Riesz representation theorem, there exist a unique φ ∈ X such that∫
Σε×R
(〈∇Σεφ,∇Σεψ〉Σε + ∂tφ∂tψ − f ′(v⋆(t))φψ)dσ(y)dt =
∫
Σε×R
gψdσ(y)dt, ∀ψ ∈ X.(4.27)
In order for φ to be a true weak solution, (4.27) has to be satisfied for any ψ ∈ H1(Σε ×R). This can
be verified using a test function in the space
X⊥ = {a(y)v′⋆(t) : a ∈ H1(Σε)},
which fulfils (4.27) due to the fact that φ is orthogonal to v′⋆ and v
′
⋆ is in the formal kernel of
∆Σε + ∂
2
t
+ f ′(v⋆(t)). We note that here v′⋆ is not in H
1(Σε×R), however this is not a problem, since
the product a(y)v′⋆(t) is in that space provided a ∈ H1(Σε). Testing the equation with φ and using
once again (4.26), we have
‖φ‖H1(Σε×R) ≤ C‖g‖L2(Σε×R) ≤ C(a, γ)‖gwa,ε(y) coshγ(t)‖L∞(Σε×R),
for some constant C > 0. Therefore, by Sobolev embeddings and local elliptic estimates (see Theorem
8.8 of [5]), we have, for any x0 := (y0, t0) ∈ Σε × R,
‖φ‖L∞(B1(x0)) ≤ C‖φ‖W 2,2(B1(x0)) ≤ C(‖φ‖L2(B2(x0))+‖g‖L2(B2(x0))) ≤ C(a, γ)‖gwa,ε(y) coshγ(t)‖L∞(Σε×R),
where the constants are independent of x0, thus φ ∈ L∞(Σε × R) and (4.25) is true. It is precisely
here that we need the scaling, otherwise the constants in the elliptic estimates would depend on ε. 
Lemma 4.8. [Decay in t] Let α ∈ (0, 1), γ ∈ (0,√2) and a ∈ (0, a¯). Let φ ∈ H1(Σε × R) be a
bounded solution to (4.20), with g ∈ C0,αa,γ (Σε × R). Then φ coshγ(t) ∈ L∞(Σε × R), and there exists
a constant C(a, γ) > 0 depending on a and γ such that, for ε small enough,
‖φ coshγ(t)‖L∞(Σε×R) ≤ C(‖φ‖L∞(Σε×R) + ‖g coshγ(t)‖L∞(Σε×R)).
Proof. The proof relies on comparing the solution with a barrier. For any ν > 0 and λ > 0, we set
vλ,ν(y, t) := (λ cosh
−γ(t) + ν coshγ(t))wν,ε(y).
The idea is to apply the maximum principle to bounded domain
Ωt1,t2,R0 := Σε,ε−1R0 × (t1, t2), Σε,ε−1R0 := Σε ∩Bε−1R0 ,
with R0 > 0, t1 > 0, t2 > 0 to be determined. First we note that, in order to apply the maximum
principle, f ′(v⋆(t)) must be uniformly negative, thus we choose t1 > 0 such that f ′(v⋆(t)) < −1− γ
2
2
for |t| > t1. Then we observe that, since wν,ε ≥ 1, for y ∈ Σε and t = t1 we have
φ(y, t1) ≤ ‖φ‖L∞(Σε×R) ≤ λ coshγ(t1) ≤ vλ,ν(y, t)
provided λ ≥ ‖φ‖L∞(Σε×R) coshγ(t1). For |t| = t2, we have
φ(y, t2) ≤ ‖φ‖L∞(Σε×R) ≤ ν coshγ(t2) ≤ vλ,ν
provided t2 is large enough. Moreover, on ∂Σε,ε−1R0 × (t1, t2), we have
vλ,ν(y, t) ≥ (λ cosh−γ(t2) + ν coshγ(t1))eν(R0−CΣ) ≥ ‖φ‖L∞(Σε×R) ≥ φ(y, t),
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provided R0 > 0 is large enough, where CΣ > 0 is a constant depending just on Σ. In Ωt1,t2,R0 the
following differential inequality holds
(− (∆Σε + ∂2t )− f ′(v⋆(t)))(φ − vλ,ν) ≤ −g − λ(1 − γ22 )vλ,ν
≤ ‖g coshγ(t)‖L∞(Σε×R) cosh−γ(t)− λ(1 −
γ2
2
)vλ,ν
≤ (‖g coshγ(t)‖L∞(Σε×R) − λ(1 − γ22 )) cosh−γ(t) < 0
provided
λ ≥ 2‖g cosh
γ(t)‖L∞(Σε×R)
2− γ2 .
In conclusion, applying the maximum principle and letting ν → 0, we have
φ ≤ λ cosh−γ(t) in Σε × (t1,∞), λ = ‖φ‖L∞(Σε×R) coshγ(t1) +
2‖g coshγ(t)‖L∞(Σε×R)
2− γ2 .
If φ satisfies the hypothesis of the Lemma, then also −φ and φ(y,−t) do, hence the proof is concluded.

Lemma 4.9. [Decay along the surface] Let α ∈ (0, 1), γ ∈ (0,√2) and a ∈ (0, a¯). Let φ ∈ H1(Σε×R)
be a bounded solution to equation (4.20), with g ∈ C0,αa,γ (Σε×R). Then φwa,ε(y) coshγ(t) ∈ L∞(Σε×R),
and there exists a constant C(a, γ) > 0 depending on a and γ such that, for ε small enough,
‖φwa,ε(y) coshγ(t)‖L∞(Σε×R) ≤ C‖gwa,ε(y) coshγ(t)‖L∞(Σε×R).(4.28)
Proof. The proof of this result parallels the one of Lemma 3.5 of [3]. Thanks to Lemma 4.8, which
guarantees the exponential decay in t, the auxiliary function
ψ(y) :=
∫
R
φ2(y, t)dt, ∀ y ∈ Σε(4.29)
is well defined and bounded, since
(4.30)
ψ(y) ≤ C(γ)‖φ coshγ(t)‖2L∞(Σε×R) ≤ C(γ)
(‖φ‖2L∞(Σε×R) + ‖g coshγ(t)‖2L∞(Σε×R))
≤ C(a, γ)‖gwa,ε(y) coshγ(t)‖2L∞(Σε×R).
Direct differentiation yields
∆Σεψ(y) =
∫
R
(
2|∇Σεφ|2 + 2φ∆Σεφ
)
dt.
Testing the equation with φ and using the decay in t, we have∫
R
|∇Σεφ|2dσ(y)dt =
∫
R
(∂tφ)
2dt−
∫
R
f ′(v⋆)φ2dt +
∫
R
gφdt,
thus, by the spectral properties of −∂2
t
− f ′(v⋆(t)),
∆Σεψ(y) ≥ 2
∫
R
|∇Σεφ|2dt+ 3
∫
R
φ2dt+ 2
∫
R
gφdt.
Due to the Hölder inequality and the Young inequality, we can see that ψ satisfies the following
differential inequality
−∆Σεψ(y) + 2ψ(y) ≤
∫
R
g2(y, t)dt ≤ C(γ)wa,ε(y)−2‖gwa,ε(y) coshγ(t)‖2L∞(Σε×R).
As a consequence, using the function
ψ¯ν(y) := λ‖g coshγ(t)wa,ε(y)‖2L∞(Σε×R)w−2a,ε(y) + νw2a,ε(y)
as a barrier, with λ > 0 large enough and ν > 0 arbitrarily small, by the maximum principle we can
show that
ψ(y) ≤ C(a, γ)‖g coshγ(t)wa,ε(y)‖2L∞(Σε×R)w−2a,ε(y).(4.31)
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In fact, (4.31) is trivially satisfied in the compact part K of Σ, due to (4.30), and along the ends wa,ε
is explicitly expressed in terms of exponential functions. Therefore, by local elliptic estimates, for any
t0 > 0 we have
|φ(y, t)| coshγ(t)wa,ε(y) ≤ C(a, γ, t0)‖g coshγ(t)wa,ε(y)‖L∞(Σε×R),
for any (y, t) ∈ Σε × (−t0, t0). In order to deal with the region {(y, t) ∈ Σε × R : |t| > t0}, we
compare φ with the barrier
φ¯ν(y, t) := M‖g coshγ(t)wa,ε(y)‖L∞(Σε×R) cosh−γ(t)w−1a,ε(y) + ν coshγ(t)wa,ε(y),
with λ > 0 large enough and ν > 0 arbitrarily small. 
Lemma 4.10. Let α ∈ (0, 1), γ ∈ (0,√2) and a ∈ (0, a¯). Let g ∈ C0,αa,γ (Σε×R) be a function satisfying
(4.21). Then, for ε small enough, there exists a unique solution φ ∈ C2,αa,γ (Σε ×R) to (4.20) satisfying
(4.21). Moreover the solution satisfies the estimate
‖φ‖C2,αa,γ (Σε×R) ≤ C‖g‖C0,αa,γ (Σε×R).(4.32)
Proof. Existence and uniqueness follow from Lemma 4.7. By Lemmas 4.8 and 4.9, the solution is
decaying both alongΣε and in the orthogonal direction, and satisfies the estimate (4.28). In conclusion,
local elliptic estimates yield that φ ∈ C2,αa,γ (Σε × R) and (4.32) is true. 
Lemma 4.11. Let α ∈ (0, 1), γ ∈ (0,√2) and a ∈ (0, a¯). Let g ∈ E0,αa,γ (Σ×R) be a function satisfying
(4.19). Then, for ε small enough, there exists a unique solution φ := Ψ4ε(g) ∈ E2,αa,γ (Σ × R) to (4.18)
satisfying (4.19) and
(4.33) ‖Ψ4(g)‖E2,αa,γ (Σ×R) ≤ Cε1−α‖g‖E0,αa,γ (Σ×R),
for some constant C > 0.
Proof. Once again, it is enough to use Lemma 4.10 and a scaling argument. The size of the inverse is
a consequence of (4.23). 
4.3.2. The proof of Proposition 4.2: a fixed point argument. The proof is based on a fixed point
argument. In fact, equation (4.8) is equivalent to the fixed point problem
φ0 = Ψ
4
εΠXG6ε (h0, φ0,d).
Using the previous construction, it is possible to prove that, if α ∈ (0, 1/2), the right-hand side defines
a contraction on the ball
BΛ4 := {φ0 ∈ E2,αa,γ (Σ× R) : ‖φ0‖E2,αa,γ (Σ×R) < Λ4ε3−α},
thus we have existence of a solution.
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