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Abstract
The ability of detecting out-of-distribution (OOD) samples is important to secure
reliability of deep neural networks in real-world applications. Considering the
nature of OOD samples, detection methods should not have hyperparameters whose
optimal values vary sensitively depending on incoming OOD samples. This re-
quirement is not met by many previous methods. In this paper, we propose a simple,
hyperparameter-free method that is based on softmax of scaled cosine similarity. It
resembles the approach employed by recent metric learning methods, but it differs
in details; the differences are essential to achieve high detection performance. As
compared with the current state-of-the-art methods, which needs hyperparameter
tuning that could compromise real-world performance, the proposed method attains
at least competitive detection accuracy even without (tuning of) a hyperparame-
ter; furthermore, it is computationally more efficient, since it needs only a single
forward pass unlike previous methods that need backpropagation for each input.
1 Introduction
It is widely recognized that deep neural networks tend to show unpredictable behaviors for out-of-
distribution (OOD) samples, i.e., samples coming from a different distribution from that of the training
samples. They often give high confidence (i.e., high softmax value) to OOD samples, even when they
make correct inferences for in-distribution (ID) samples (i.e., test samples from the same distribution
as the training samples). Therefore, it has been a major research topic [14, 26, 24, 40, 36, 29] to
detect OOD samples in classification performed by deep neural networks.
A baseline method is evaluated in [14] that thresholds the maximum softmax value, often used
as a confidence score, to detect OOD samples. This study presents a design of experiments for
evaluation of OOD detection methods, which has been employed in the subsequent studies. Then,
a method improving this baseline is proposed in [26], named ODIN; it applies perturbation with
fixed magnitude  to an input x in the direction of increasing the confidence score and then evaluate
the increased score. It is reported that ODIN significantly outperforms the above baseline. There
are many other methods that have been proposed so far [7, 29, 36], and those employing such input
perturbation achieve the current state-of-the-art results ([24] for single networks and [40] for network
ensembles).
However, these methods have hyperparameters for OOD detection, which need to be determined
in some way. Some studies assume a portion of OOD samples to be given and regard them as a
‘validation’ set, by which the hyperparemters are determined. This procedure is employed in the
experiments of ODIN [26], where the magnitude  of perturbation is determined in this way. This is
equivalent to assuming prior knowledge of OOD samples before encountering them, which might be
impossible in practice. In a subsequent study [40], a single dataset is chosen as typical OOD samples,
on which their hyperparameters are chosen. In another study [24], to make it unnecessary to assume
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such prior knowledge, adversarial examples are created and used as OOD examples, but there is still
hyperparameter(s) in the creation of adversarial examples. Considering the nature of OOD detection,
it will be ideal to not have any hyperparameter for it, aside from those for the target classification
task. To the authors’ knowledge, the only method meeting this requirement is the aforementioned
baseline method [14].
In this paper, we present a simple, hyperparameter-free method that attains the state-of-the-art
performance. It is based on the use of softmax of scaled cosine similarity for modelling the class
probabilities. Although it resembles the approach employed by recent methods for metric learning
[33, 27, 42, 43, 41, 6], its purpose differs; more importantly, the proposed method has technical
differences in details from the metric learning methods. We will show in our experiments that these
differences matter to achieve high OOD detection performance.
The proposed method can be used with any networks; only their output layers need to be changed.
Training is performed by the standard method, i.e., minimizing a cross-entropy loss on the target
classification task. Its state-of-the-art OOD detection performance comes at the cost of a small
loss of classification accuracy. Unlike previous methods, it does not have any hyperparameter, and
thus does not need any explicit or implicit knowledge of OOD samples. As mentioned above, the
current state-of-the-art methods rely on input perturbation, which also requires backpropagation
for each input. The proposed method needs only a single forward propagation, and thus it is more
computationally efficient.
2 Related Work
It is known that when applied to classification tasks, deep neural networks often exhibit overconfidence
for unseen inputs. Many studies have been conducted to find a solution to this issue. A popular
approach is to evaluate uncertainty of a prediction and use it as its reliability measure. There are many
studies on this approach, most of which are based on the framework of Bayesian neural networks or
its approximation [9, 31, 1, 10, 22]. It is reported that predicted uncertainty is useful for real-world
applications [20, 25, 8]. However, it is still an open problem to accurately evaluate uncertainty. There
are also studies on calibration of confidence scores [12, 21, 37, 30]. Some studies propose to build a
meta system overseeing the classifier that can estimate the reliability of its prediction [34, 47, 2].
A more direct approach to the above issue is OOD detection. A baseline method that thresholds
confidence score, i.e., the maximum softmax output, is evaluated in [14]. Since then, many studies
have been conducted. ODIN [26] applies perturbation with a constant magnitude  to an input x in the
direction of increasing the confidence score (i.e., the maximum softmax) and then uses the increased
score in the same way as the baseline. An observation behind this procedure is that such perturbation
tends to increase confidence score more for ID samples than for OOD samples. Rigorously, x is
perturbed to increase a temperature-scaled softmax value. In the experiments reported in [26],  as
well as the temperature are determined by using a portion of samples from a target OOD dataset; this
is done for each pair of ID and OOD datasets.
The current state-of-the-art of OOD detection is achieved by the methods [40, 24] employing input
perturbation similar to ODIN, although there are many other studies, such as generative models
[23, 3], a prior distribution [29], robustification by training networks to predict word embedding of
class labels [36], and pretraining of networks [16, 15].
In [40], a method that employs an ensemble of networks and similar input perturbation is proposed,
achieving the state-of-the-art performance. In the training step of this method, ID classes are split into
two sets, one of which is virtually treated as ID classes and the other as OOD classes. A network is
then trained so that the entropy for the former samples is minimized while that for the latter samples
is maximized. Repeating this for different K splits of classes yields K leave-out classifiers (i.e.,
networks). At test time, an input x is given to these K networks, whose outputs are summed to
calculate ID class scores and an OOD score, where x is perturbed with magnitude  in the direction
of minimizing the entropy. In the experiments,  and the temperature are determined by selecting a
particular dataset (i.e., iSUN [45]) as the OOD dataset, and OOD detection performance on different
OOD datasets is evaluated.
In [24], another method is proposed, which models layer activation over ID samples with class-wise
Gaussian distributions. It uses the induced Mahalanobis distances to class centroids for conducting the
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classification as well as OOD detection. It employs logistic regression integrating information from
multiple layers and input perturbation similar to ODIN, which possesses several hyperparameters. For
their determination, in addition to the method using explicit OOD samples as in ODIN [26], another
method is suggested to avoid this potentially unrealistic assumption, which is to create adversarial
examples for ID samples and use them as OOD samples, determining the hyperparameters. However,
even this method is not free of hyperparameters; the creation of adversarial examples needs one (i.e.,
perturbation magnitude). It is not discussed how to choose it in their paper.
Unlike these methods, our method does not have any hyperparameter but those for the target classifica-
tion task. It uses softmax of scaled cosine similarities instead of ordinary softmax of logits. A similar
approach has already been employed in recent studies of metric learning, such as L2-constrained
softmax [33], SphereFace [27], NormFace [42], ArcFace [6], CosFace [43], etc. Although it may
seem rather straightforward to apply these methods to OOD detection, to the authors’ knowledge,
there is no study that has tried this before.
These metric learning methods are identical in that they use cosine similarity to improve a few issues
with the ordinary softmax. They differ in i) if and how the weight w or the feature f of the last
layer are normalized and ii) if and how margins are used with the cosine similarity that (further)
encourage maximization of inter-class variance and minimization of intra-class variance. According
to this categorization, our method is the most similar to NormFace [42], in which both w and f are
normalized and no margin is utilized. However, our method still differs from NormFace that it uses
only a single fully-connected layer to compute the cosine similarity and it predicts scale s multiplied
with the inputs to softmax, as will be described below.
3 Proposed Method
3.1 Softmax of Scaled Cosine Similarity
The standard formulation of multi-class classification is to make the network predict class probabilities
for an input, and use cross-entropy loss to evaluate the correctness of the prediction. The predicted
class probabilities are obtained by applying softmax to the linear transform Wf + b of the activation
or feature f of the last layer, and then the loss is calculated assuming 1-of-K coding of the true class
c as
L = − log e
w>c f+bc∑C
i=1 e
w>i f+bi
, (1)
where W = [w1, . . . ,wC ]> and b = [b1, . . . , bC ]>.
Metric learning attempts to learn feature space suitable for the purpose of open-set classification,
e.g., face verification. Unlike earlier methods employing triplet loss [44, 35, 18] and contrastive
loss [4, 13, 38, 39], recent methods [42, 43, 6] modify the loss (1) and minimize the cross entropy
loss as with the standard multi-class classification. The main idea is to use the cosine of the angle
between the weight wi and the feature f as a class score. Specifically, cos θi ≡ w>f/(‖w‖‖f‖) is
used instead of the logit w>i f + bi in (1); then a new loss is given as
L = − log e
cos θc∑C
i=1 e
cos θi
. (2)
The behavior of softmax, i.e., how soft its maximum operation will be, depends on the distribution of
its inputs, which can be controlled by a scaling parameter of the inputs, called temperature T . This
parameter is used for several purposes [17, 12]. In metric learning methods, it is employed to widen
the range [−1, 1] of cos θi’s inputted to softmax; specifically, all the input cosine cos θi’s are scaled
by a parameter s(= 1/T ), revising the above loss as
L = − log e
s cos θc∑C
i=1 e
s cos θi
. (3)
3.2 Predicting the Scaling Parameter
In most of the metric learning methods employing similar loss functions, the scaling parameter s
in (3) is treated as a hyperparameter and its value is chosen in a validation step. An exception is
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NormFace [42], in which s is treated as a learnable parameter like ordinary weights; s is adjusted by
computing the gradient with respect to it together in backpropagation from the loss. Besides these
two methods, there is yet another way of determining s, which is to predict it from f together with
class scores. We empirically found that this performs the best. Among several ways of computing s
from f , the following works the best:
s = exp {BN(wsf + bs)}, (4)
where BN is batch normalization [19], and ws and bs are the weight and bias of the added branch to
predict s.
3.3 Design of the Output Layer
In the aforementioned studies of metric learning, ResNets are employed as a base network and are
modified to implement the softmax of cosine similarity. Modern CNNs like ResNets are usually
designed to have a single fully-connected (FC) layer between the final pooling layer (i.e., global
average pooling) and the network output. As ReLU activation function is applied to the inputs of the
pooling layer, if we use the last FC layer for computing cosine similarity (i.e., treating its input as
f and its weights as wi’s), then the elements of f take only non-negative values. Thus, the metric
learning methods add an extra single FC layer on top of the FC layer and use the output (not the
input) of the first FC layer as f , making f (after normalization) distribute on the whole hypersphere.
In short, the metric learning methods employ two FC layers at the final section of the network.
However, we found that for the purpose of OOD detection, having two fully-connected layers does
not perform better than simply using the output of the final pooling layer as f . Details will be given
in our experimental results. Note that in the case of a single FC layer, as f takes only non-negative
values, f resides in the first quadrant of the space, which is very narrow subspace comparative to the
entire space.
As for training of the modified network, we do not employ any novel method. Following the procedure
of training ordinary networks employed in the previous studies of OOD detection [26, 24, 36, 40, 7],
we employ SGD with weight decay as the optimizer in our experiments. In several studies of metric
learning [43, 6, 41, 28], weight decay is also employed on all the layers of networks. However, it may
have different effects on the last layer of the network employing cosine similarity, where weights are
normalized and thus its length does not affect the loss. In our experiments, we found that it works
better when we do not apply weight decay to the last layer.
3.4 Classification into ID Classes with OOD Detection
We use the above method to perform OOD detection. The problem we want to solve is restated as
follows. Suppose a number of novel samples are inputted into our network, some of which are ID
samples and others are OOD samples. We then want to accurately detect OOD samples while being
able to correctly classify the ID samples into C classes. Note that the training data consist only of ID
samples with true class labels, and we do not have access to any knowledge about the OOD samples
in any form.
At test time, we are given an input x, for which we make our network compute cos θi (i = 1, . . . , C)
and find their maximum. Let imax be the index of the maximum. We use cos θimax for distinguishing
ID and OOD samples. To be specific, setting a threshold, we declare x is an OOD sample if
cos θimax is lower than it; otherwise, we classify x into the class imax with the predicted probability
es cos θimax/
∑
es cos θi .
4 Experimental Results
4.1 Experimental Settings
We conducted experiments to evaluate the proposed method and compare it with existing methods. For
fair comparison, we followed the experimental configurations commonly employed in the previous
studies [26, 24, 40]. They are summarized as follows.
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Table 1: Ablation tests for evaluating the contribution of different components (i.e., ‘Cosine’, ‘Single
FC’, ‘Scale’, and ‘w/o WD’; see details from the main text) of the proposed method. AUROC and
AUPR-IN for detection of OOD samples (TinyImageNet (resized)) are shown.
Cosine Single FC Scale w/o WD CIFAR-10 CIFAR-100
AUROC AUPR-In AUROC AUPR-In
(1) Baseline [14] 89.22 87.59 76.59 76.59
(2) 7 3 Pred 7 95.74 96.54 88.70 91.18
(3) 3 3 16 7 94.09 94.92 82.76 84.80
(4) 3 3 32 7 96.53 96.84 89.02 90.47
(5) 3 3 64 7 87.06 86.75 95.66 96.09
(6) 3 3 128 7 62.02 54.20 94.82 95.18
(7) 3 3 Pred 7 95.16 96.84 91.30 92.74
(8) 3 3 Pred 3 97.66 97.96 95.84 96.39
(9) 3 7 Pred 7 94.71 94.61 87.55 89.84
(10) 3 7 Pred 3 89.90 88.24 86.96 88.92
Tasks and Datasets We use CIFAR-10/100 for the target classification tasks. Using them as ID
datasets, we use the following OOD datasets: TinyImageNet (cropped and resized) [5], LSUN
(cropped and resized) [46], iSUN[45]1, Gaussian/Uniform noise and SVHN [32].
Networks and Training Details For networks, we employ the two CNNs commonly used in the
previous studies, i.e., Wide ResNet and DenseNet as the base networks. Following [26], we use
WRN-28-10 and DenseNet-BC having 100 layers with growth rate 12. The former is trained with
batch size = 128 for 200 epochs with weight decay = 0.0005, and the latter is trained with batch
size = 64 for 300 epochs with weight decay = 0.0001. Dropout is not used in the both networks. We
employ a learning rate schedule, where the learning rate starts with 0.1 and decreases by 1/10 at 50%
and 75% of the training steps.
Evaluation Metrics We follow [26] for the choice of evaluation metrics on OOD detection perfor-
mance (and ID classification performance). In this paper, we show only AUROC and AUPR-In to
meet the page limit, but these two are sufficient for our analyses.
4.2 Ablation Study
16 32 64 128
Scale
70
80
90
AU
RO
C
CIFAR-10
CIFAR-100
Figure 1: Out-of-distribution detection per-
formance (AUROC) when the scale s of co-
sine similarity is manually specified.
Although the proposed method employs softmax of cosine
similarity equivalent to metric learning methods, there are
differences in detailed designs, even compared with the
most similar NormFace [42]. To be specific, they are the
scale prediction (referred to as Scale in Table 1), the use of
a single FC layer instead of two FC layers (Single FC), and
non-application of weight decay to the last FC layer (w/o
WD). To see their impacts on performance, we conducted
an ablation study, in which WRN-28-10 is used for the
base network and TinyImageNet (resized) is chosen for an
OOD dataset.
Table 1 shows the results. Row 1 shows the results of the
baseline method [14], which are obtained in our experi-
ments. Row 2 shows the results obtained by incorporating the scale prediction in the standard
networks; to be specific, s predicted from f according to (4) is multipled with logits as s · (wif + bi)
(i = 1, . . . , C), which are then normalized by softmax to yield the cross-entropy loss. As is shown in
Row 2, this simple modification to the baseline boosts the performance, which is surprising.
Row 3 and below show results when cosine similarity is used for OOD detection. Rows 3 to 6 show
the results obtained when a fixed value is chosen for s. It is observed from this that the application of
scaling affects a lot detection performance, and it tends to be sensitive to their choice. This is more
1Datasets are available at https://github.com/facebookresearch/odin.
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Table 2: Performance of the base networks and their modified versions for the proposed method for
the task of classification of ID (in-distribution) samples.
NETWORK IN-DIST TESTING ACCURACY AUROC AUPR-SUCC AUPR-ERR
STANDARD NETWORK / OURS
DENSEBC CIFAR-10 95.11(0.10) / 94.92(0.04) 94.00(0.23) / 93.96(0.27) 99.64(0.02) / 99.59(0.03) 44.42(1.37) / 44.94(0.63)CIFAR-100 76.97(0.24) / 75.65(0.12) 86.84(0.26) / 85.97(0.46) 95.67(0.11) / 94.77(0.30) 63.27(0.94) / 61.22(0.83)
WRN-28-10 CIFAR-10 95.99(0.09) / 95.72(0.05) 93.53(0.34) / 93.24(0.44) 99.63(0.03) / 99.62(0.03) 42.97(1.48) / 43.50(0.52)CIFAR-100 81.04(0.37) / 78.53(0.28) 88.13(0.38) / 87.26(0.16) 96.71(0.11) / 96.16(0.14) 61.74(1.35) / 61.60(0.68)
clearly seen in Fig. 1 which shows the plot of AUROC values versus scales. This means that, if s is
treated as a fixed parameter, it will become a hyperparameter that needs to be tuned for each dataset.
Row 7 shows the result when the scale is predicted from f as in Row 1 but with cosine similarity. It is
seen that this provides results comparable to the best case of manually chosen scales.
Row 8 shows the results obtained by further stopping application of weight decay to the last layer,
which is the proposed method. It is seen that this achieves the best performance for both CIFAR-10
and CIFAR-100. Rows 9 and 10 show the results obtained by the network having two FC layers in
its final part, as in the recent metric learning methods. Following the studies of metric learning, we
use 512 units in the intermediate layer, or equivalently, set the dimensionality of f to 512. In this
architecture, it is better to employ weight decay in the last layer as with the metric learning methods
(i.e., Rows 9 vs 10). In conclusion, these results confirm that the use of cosine similarity as well as
all the three components are indispensable to achieve the best performance.
4.3 Detailed Results of Out-of-Distribution Detection
4.3.1 Performance of Original Classification Task
The proposed method modifies the final layer and the loss of the base networks, which could change
their performance on the original task of classification of ID samples. Thus, we check this on
CIFAR-10/100 for the two networks. Table 2 shows comparisons between the base networks and
their modified version for the proposed method. The numbers are an average over five runs and
their standard deviations are shown in parenthesis. It is seen that the modification tends to lower
classification accuracy, but the loss of accuracy is small, e.g., 0.2 to 2.5 percentage points.
4.3.2 Compared Methods
We conducted experiments to compare the proposed method with existing methods for OOD detection.
The methods we compare are as follows: the baseline method [14], ODIN [26], Mahalanobis detector
[24], and leave-out ensembles [40]. The last two methods are reported to achieve the highest
performance in the case of a single network [24] and multiple networks [40], respectively. In what
follows, we first show comparisons with the first three methods using a single network and then show
comparisons with leave-out ensemble using multiple networks.
As mentioned earlier, these methods (but the baseline) have hyperparameters for OOD detection.
For ODIN, we follow the method in [26] that uses explicit OOD samples. In [24], two methods are
proposed; one is to use the explicit OOD samples as in ODIN, and the other is to create adversarial
examples from ID samples and use them as OOD samples. It should be noted that the creation of
adversarial examples (FGSM [11] is employed) necessitates different hyperparameters, such as the
one with FGSM and one additional parameter (i.e., the strength of Gaussian noises added to input
samples to create effective adversarial examples); the authors do not mention how to choose them.
Thus, it remains unclear if this approach has successfully detached hyperparameter determination
from explicit/implicit knowledge on incoming OOD samples. In any case, we employ the second
method for Mahalanobis detector. For leave-out ensemble, we borrow the numbers from its paper
[40], in which a specific OOD dataset (iSUN) is used for hyperparameter determination.
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Table 3: Performance of four out-of-distribution detection methods using a single network.
OOD AUROC AUPR-IN
BASELINE[14] / ODIN[26] / MAHALANOBIS[24] / OURS
D
E
N
S
E
B
C
C
IF
A
R
-1
0
CIFAR-100 89.03(0.26) / 89.22(0.76) / 64.89(2.37) / 91.26(0.47) 90.14(0.26) / 89.09(1.27) / 61.27(2.48) / 91.76(0.46)
TINYIM (C) 93.26(0.88) / 96.77(1.08) / 96.78(0.97) / 98.73(0.21) 94.62(0.83) / 96.83(1.16) / 96.67(1.23) / 98.85(0.18)
TINYIM (R) 92.68(1.24) / 97.19(1.13) / 98.60(0.39) / 98.82(0.27) 94.07(1.16) / 97.25(1.02) / 98.59(0.47) / 98.88(0.25)
LSUN (C) 93.72(0.37) / 95.98(1.43) / 91.43(2.56) / 98.82(0.18) 95.06(0.26) / 95.68(2.70) / 90.77(3.28) / 98.87(0.17)
LSUN (R) 94.30(0.54) / 98.42(0.47) / 98.79(0.27) / 99.18(0.20) 95.62(0.45) / 98.50(0.43) / 98.86(0.29) / 99.26(0.19)
ISUN 93.63(0.82) / 97.86(0.71) / 98.71(0.32) / 99.20(0.19) 95.45(0.64) / 98.12(0.60) / 98.88(0.31) / 99.33(0.16)
SVHN 90.29(2.46) / 95.26(0.58) / 97.11(2.19) / 99.11(0.36) 83.62(6.94) / 83.79(2.26) / 94.11(4.48) / 98.09(0.70)
GAUSIAN 91.97(4.27) / 99.19(0.66) / 100.0(0.0) / 100.0(0.0) 95.18(2.26) / 99.48(0.37) / 100.0(0.0) / 100.0(0.0)
UNIFORM 88.73(7.16) / 98.61(1.03) / 100.0(0.0) / 100.0(0.0) 93.30(4.21) / 99.13(0.60) / 100.0(0.0) / 100.0(0.0)
C
IF
A
R
-1
00
CIFAR-10 76.74(0.50) / 77.61(0.45) / 43.76(1.72) / 72.87(0.22) 79.65(0.59) / 79.35(0.93) / 47.53(1.87) / 72.03(0.69)
TINYIM (C) 79.37(4.13) / 88.34(4.24) / 92.69(0.53) / 97.35(0.45) 80.72(6.71) / 87.70(6.32) / 92.92(0.51) / 97.58(0.37)
TINYIM (R) 77.07(6.41) / 88.36(6.55) / 96.46(0.40) / 97.84(0.52) 78.56(9.35) / 87.61(9.00) / 96.52(0.43) / 98.00(0.44)
LSUN (C) 78.43(0.93) / 87.90(1.18) / 83.87(2.14) / 95.49(0.33) 80.86(0.95) / 87.54(1.42) / 83.95(2.91) / 95.77(0.32)
LSUN (R) 78.42(5.43) / 90.37(4.83) / 96.68(0.44) / 97.62(0.73) 80.73(6.56) / 90.45(5.66) / 97.02(0.39) / 97.86(0.63)
ISUN 76.98(6.26) / 88.64(5.78) / 96.64(0.42) / 97.49(0.72) 80.50(7.57) / 89.51(6.25) / 97.23(0.38) / 97.88(0.57)
SVHN 77.35(2.79) / 91.59(0.76) / 92.73(1.69) / 96.92(0.78) 67.61(3.96) / 82.18(1.78) / 87.48(3.13) / 94.23(1.28)
GAUSIAN 53.75(13.47) / 93.44(6.59) / 100.0(0.0) / 99.75(0.49) 69.09(10.39) / 95.42(4.72) / 100.0(0.0) / 99.85(0.29)
UNIFORM 63.60(20.03) / 94.67(6.74) / 100.0(0.0) / 99.72(0.54) 75.91(13.15) / 96.44(4.53) / 100.0(0.0) / 99.83(0.33)
W
R
N
-2
8-
10
C
IF
A
R
-1
0
CIFAR-100 88.38(0.40) / 87.51(1.41) / 79.30(1.74) / 92.32(0.11) 86.07(0.63) / 83.44(2.32) / 77.95(2.65) / 92.36(0.19)
TINYIM (C) 91.83(1.55) / 91.96(2.08) / 98.10(0.30) / 98.17(0.33) 90.97(2.86) / 89.31(3.32) / 97.98(0.49) / 98.42(0.28)
TINYIM (R) 89.22(2.69) / 90.51(3.30) / 98.96(0.16) / 97.66(0.66) 87.59(4.65) / 87.91(4.63) / 98.86(0.28) / 97.96(0.53)
LSUN (C) 93.73(0.50) / 95.14(0.41) / 94.67(1.16) / 98.99(0.06) 93.98(0.53) / 94.55(0.54) / 94.86(1.25) / 99.07(0.05)
LSUN (R) 92.51(1.49) / 94.56(1.74) / 99.30(0.11) / 98.59(0.35) 92.42(2.29) / 93.27(2.46) / 99.36(0.09) / 98.80(0.29)
ISUN 91.29(2.03) / 93.26(2.38) / 99.22(0.09) / 98.48(0.36) 91.38(3.30) / 92.36(3.19) / 99.32(0.10) / 98.81(0.27)
SVHN 94.46(1.30) / 93.37(3.57) / 98.38(0.70) / 99.52(0.24) 89.10(4.52) / 79.67(11.06) / 96.53(1.56) / 98.99(0.49)
GAUSIAN 95.17(6.01) / 99.37(0.88) / 100.0(0.0) / 99.98(0.02) 96.46(4.73) / 99.46(0.78) / 100.0(0.0) / 99.99(0.01)
UNIFORM 95.31(2.90) / 99.42(0.55) / 100.0(0.0) / 99.99(0.01) 96.71(2.11) / 99.49(0.55) / 100.0(0.0) / 99.99(0.01)
C
IF
A
R
-1
00
CIFAR-10 80.20(0.30) / 80.48(0.41) / 70.87(1.75) / 75.48(0.59) 82.18(0.51) / 81.80(0.57) / 71.95(1.97) / 75.13(1.33)
TINYIM (C) 80.94(0.91) / 86.57(0.88) / 96.42(0.38) / 95.95(0.41) 81.44(1.80) / 86.15(1.41) / 96.65(0.53) / 96.50(0.31)
TINYIM (R) 76.59(2.03) / 85.36(1.54) / 97.74(0.13) / 95.84(0.67) 76.59(3.64) / 84.75(2.25) / 97.86(0.16) / 96.39(0.47)
LSUN (C) 79.06(1.22) / 88.14(0.37) / 88.20(3.11) / 94.88(0.67) 80.80(1.94) / 87.32(0.52) / 88.40(3.76) / 95.40(0.60)
LSUN (R) 78.00(1.93) / 87.39(1.40) / 97.65(0.20) / 95.20(0.87) 79.24(2.27) / 87.22(1.46) / 97.90(0.19) / 95.93(0.69)
ISUN 77.35(2.13) / 87.16(1.98) / 97.63(0.16) / 95.41(0.55) 80.17(2.58) / 88.22(1.97) / 97.98(0.14) / 96.37(0.36)
SVHN 79.79(2.52) / 93.48(1.05) / 93.49(3.89) / 97.53(0.41) 67.52(4.63) / 84.87(2.97) / 87.16(7.38) / 95.36(0.53)
GAUSIAN 59.52(30.02) / 98.43(0.16) / 100.0(0.0) / 99.82(0.14) 72.99(23.16) / 98.96(0.14) / 100.0(0.0) / 99.88(0.09)
UNIFORM 60.86(14.03) / 92.72(8.43) / 100.0(0.0) / 99.95(0.10) 74.01(12.72) / 95.13(5.99) / 100.0(0.0) / 99.97(0.07)
4.3.3 Case of a Single Network
We first show results in the case of a single network. In the experiments, we ran all the compared
methods in the same environments for reproducibility and fair comparison. We did this also to
calculate variance of detection performance for each method, considering that the majority of
previous studies report only an instance of detection results, which makes precise comparisons
difficult. We ran each method five times from the training step, where the network weights are
initialized randomly. We utilized the authors’ code from their github repositories2.
Table 3 shows the results. It is observed that the proposed method achieves better or at least
competitive performance as compared with Mahalanobis detector. A closer look shows that the
proposed method consistently yields better results for almost all OOD datasets with DenseBC,
whereas it is inferior to Mahalanobis detector for some OOD datasets with WRN-28-10, although the
gaps are small. We do not have a good explanation for this tendency for now and will investigate it in
the future.
Another observation, which might be interesting, can be made with the results for the case where
CIFAR-10 is ID and CIFAR-100 is OOD and that of the opposite combination. As CIFAR-10 and 100
contain more similar classes and samples than others, it is reasonable that all the methods tend to show
worse results, but nevertheless, similar situations can occur in practice. Mahalanobis detector yields
inferior performance with large margins to others in these configurations, which could be a problem
in real-world applications. The proposed method achieves the best results for the configuration of
(ID,OOD)=(CIFAR-10,CIFAR-100) and reasonable results for the opposite combination.
2ODIN: https://github.com/facebookresearch/odin
Mahalanobis detector: https://github.com/pokaxpoka/deep_Mahalanobis_detector
7
Table 4: Out-of-distribution detection performance of leave-out ensemble [40] and our method used
with an ensemble of five networks.
OOD AUROC AUPR-IN
LEAVE-OUT[40] / OURS
D
E
N
S
E
B
C
C
IF
A
R
-1
0
CIFAR-100 - / 93.10 - / 93.51
TINYIM (C) 99.65 / 99.30 99.68 / 99.38
TINYIM (R) 99.34 / 99.34 99.37 / 99.38
LSUN (C) 99.25 / 99.31 99.29 / 99.35
LSUN (R) 99.75 / 99.59 99.30 / 99.63
ISUN - / 99.59 - / 99.66
GAUSSIAN 99.84 / 100.0 99.90 / 100.0
UNIFORM 98.55 / 100.0 98.94 / 100.0
C
IF
A
R
-1
00
CIFAR-10 - / 75.65 - / 74.19
TINYIM (C) 98.43 / 98.21 98.58 / 98.40
TINYIM (R) 96.27 / 98.51 96.66 / 98.66
LSUN (C) 97.37 / 96.61 97.62 / 96.87
LSUN (R) 97.03 / 98.27 97.37 / 98.48
ISUN - / 98.13 - / 98.46
GAUSSIAN 94.89 / 100.0 96.36 / 100.0
UNIFORM 92.00 / 100.0 94.77 / 100.0
OOD AUROC AUPR-IN
LEAVE-OUT[40] / OURS
W
R
N
-2
8-
10 C
IF
A
R
-1
0
CIFAR-100 - / 93.41 - / 93.46
TINYIM (C) 99.75 / 98.75 99.77 / 98.94
TINYIM (R) 99.36 / 98.41 99.40 / 98.62
LSUN (C) 99.55 / 99.29 99.57 / 99.35
LSUN (R) 99.70 / 99.13 99.72 / 99.27
ISUN - / 99.04 - / 99.26
GAUSSIAN 99.58 / 100.0 99.71 / 100.0
UNIFORM 96.77 / 100.0 97.78 / 100.0
C
IF
A
R
-1
00
CIFAR-10 - / 77.35 - / 76.68
TINYIM (C) 98.22 / 96.72 98.39 / 97.21
TINYIM (R) 95.18 / 96.54 95.50 / 97.05
LSUN (C) 97.38 / 95.75 97.62 / 96.24
LSUN (R) 96.77 / 95.88 97.03 / 96.60
ISUN - / 96.07 - / 96.96
GAUSSIAN 93.04 / 99.93 88.64 / 99.96
UNIFORM 83.44 / 100.0 89.43 / 100.0
4.3.4 Case of Ensemble of Networks
It is known that an ensemble of multiple networks gives better results in prediction performance,
estimation of prediction uncertainty [22], etc. Leave-out ensemble proposed in [40] uses multiple
networks and is reported to achieve the highest accuracy for the same benchmark tests of OOD
detection as those considered above. This method is designed to use an ensemble of networks,
which is not optional. Our method can optionally employ multiple networks, which is done in the
following way. In the training step, we train multiple networks on the target classification task; in our
experiments, we trained models of the same architecture initialized with different random weights.
At test time, given an input sample, we make the networks output the cosine similarities and calculate
their averages over different networks. We then use the average cosine over C classes in the same
way as the case of a single network, i.e., thresholding their maximum over C classes.
Table 4 shows the results for an ensemble of five networks. The accuracy values for leave-out
ensemble are borrowed from those of five networks reported in [40]. The architectures of the
employed networks, datasets, and experimental procedures should be identical. The mark "-"
indicates that no result is available, as it is not reported in [40]. The hyperparameters of leave-out
ensemble are determined using the iSUN dataset, and thus no accuracy is reported for iSUN. The
results may change when a different dataset is chosen for the hyperparameter determination. It is
observed from Table 4 that the proposed method shows better or at least comparable performance,
confirming the effectiveness of the proposed method in the case of an ensemble of networks. It is
observed that as with the case of a single network, there is a tendency that the proposed method
works better with DenseNetBC than with WRN-28-10.
5 Summary and Conclusions
In this paper, we have considered the problem of OOD detection. We first pointed out that the existing
methods have hyperparameters specific to OOD detection, and their optimal values can sensitively
vary depending on the incoming OOD samples. Considering the nature of OOD detection, there
should not be such hyperparameter. Then, we presented a novel method that meets this requirement.
It is based on the softmax of scaled cosine similarity, and can be used with any networks by replacing
their output layer. Training is performed by the standard method, i.e., minimizing a cross-entropy
loss on the target classification task. Although a similar approach has already been employed in
metric learning methods, the proposed method has several technical differences, which are important
to achieve high OOD detection performance, as is shown in our experiments. The proposed method
is also advantageous in terms of computational speed; while the current state-of-the-art methods rely
on input perturbation that needs to perform backpropagation for each input, the proposed method
needs only a single forward propagation.
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