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4Abstract
The Bearings-only tracking problem is to estimate the state of a moving object from noisy
observations of its direction relative to a sensor. The Kalman filter, which provides least
squares estimates for linear Gaussian filtering problems is not directly applicable because
of the highly nonlinear measurement function of the state, representing the bearings
measurements and so other types of filters must be considered. The shifted Rayleigh filter
(SRF) is a highly effective moment-matching bearings-only tracking algorithm which has
been shown, in 2D, to achieve the accuracy of computationally demanding particle filters
in situations where the well-known extended Kalman filter and unscented Kalman filter
often fail.
This thesis has two principal aims. The first is to develop accurate and computationally
efficient algorithms for bearings-only tracking in 3D space. We propose algorithms based
on the SRF, that allow tracking, in the presence of clutter, of both nonmaneuvering
and maneuvering targets. Their performances are assessed, in relation to competing
methods, in highly challenging tracking scenarios, where they are shown to match the
accuracy of high-order sophisticated particle filters, at a fraction of the computational cost.
The second is to design accurate and consistent algorithms for bearings-only simul-
taneous localization and mapping (SLAM). The difficulty of this problem, originating
from the uncertainty in the position and orientation of the sensor, and the absence of
range information of observed landmarks, motivates the use of advanced bearings-only
tracking algorithms. We propose the quadrature-SRF SLAM algorithm, which is a
moment-matching filter based on the SRF, that numerically evaluates the exact mean
and covariance of the posterior. Simulations illustrate the accuracy and consistency of its
estimates in a situation where a widely used moment-matching algorithm fails to produce
consistent estimates. We also propose a Rao-Blackwellized SRF implementation of a
particle filter, which, however, does not exhibit favorable consistency properties.
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Chapter 1
Introduction
Tracking and estimation are closely related and overlapping topics in mathematics and
engineering. Estimation theory provides the mathematical framework for inferring the
parameters or states of possibly stochastic and time-varying systems, given uncertain
observations of their outputs. It encompasses statistical as well as probabilistic analysis in
the formulation of algorithms that provide probabilistic estimates of quantities of interest.
Depending on the application, a choice is often required in terms of the estimation
paradigm to be used. Two main approaches are available, namely the frequentist and
the Bayesian frameworks. Whereas the former presupposes the estimated variables to
be deterministic, Bayesian methods assume these same variables to be random and
governed by a probability density function (pdf). Least squares and maximum-likelihood
methods, which fall into the category of frequentist techniques and are known for their
optimality properties, are often preferred when system parameters need to be inferred
oﬄine from large sets of observations. On the other hand, Bayesian methods, which are
sequential in nature, provide a convenient and efficient framework for online dynamic
estimation problems. Bayesian estimation is characterized by a prediction and correction
cycle, whereby the latest estimate of the probability density function (pdf) of the state is
propagated in time and updated in light of new observations.
Tracking is usually formalized as a dynamic state estimation problem, and as such,
can be treated as an application area of estimation theory. It is concerned with the
inference of the kinematics of moving objects (or targets), based on various possible types
of noisy observations. It is of high practical importance in both military and civilian
applications. These include the tracking of military aircraft, missiles, surface vessels,
submarines and land vehicles, as well as civilian air traffic control. Observations can
be acquired, among others, by infrared sensors, radars, phased array antennas, sonars,
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cameras or a combination of these. While all these sensors exhibit different advantages
and weaknesses, they are most importantly characterized by the quantities they measure,
which are typically range, ‘range-rate’ or bearings, sampled at a certain frequency.
Although frequentist methods have been used to some extend in target tracking,
owing to its convenient sequential structure, it is the Bayesian framework which has
attracted the most attention from researchers and practitioners. The now well-known
Kalman filter, introduced in 1960 by Rudolf E. Kalman, represents an efficient and
optimal Bayesian estimation algorithm for the class of linear systems with Gaussian
noise. Its extensive use in the U.S. space program cemented its popularity and lead to
its widespread utilization. More importantly, it provided the basis for more sophisticated
methods which were required to address nonlinear estimation problems.
The Kalman filter provides, at every time step, the linear least squares estimate of
the parameters of the true posterior pdf of the state. If, however, either the system dy-
namics or the measurement function are not linear-Gaussian, the resulting non-Gaussian
posterior can no longer be adequately characterized by the linear Kalman filter equations.
Suboptimal methods are therefore resorted to, which approximate the true posterior by
various means.
The extended Kalman filter, which makes linear approximations of nonlinear sys-
tem dynamics and measurement functions, is a suboptimal adaptation of the Kalman
Filter to nonlinear estimation problems. However, it involves two sources of approxima-
tion: the linearization of system and/or measurement functions, and the matching of the
true non-Gaussian posterior by a Gaussian pdf with mean and covariance evaluated using
the linear Kalman filter equations.
Various other suboptimal nonlinear filters have been developed to help better ad-
dress the shortcomings of the extended Kalman filter. One example is the unscented
Kalman filter, which is based on the deterministic approximation of non-Gaussian
densities rather than the linearization of nonlinear system and/or measurement functions.
Although generally more accurate and stable than the extended Kalman filter, it also
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makes use of the ‘moment-matching’ approximation, whereby the true posterior is
modelled by a Gaussian. Particle filters, on the other hand, are a class of Monte Carlo
algorithms which aim to overcome the effects of nonlinearities by a random sample based
representation of the true non-Gaussian posterior. This leads to superior accuracy, in com-
parison to moment-matching methods, but at an exponentially higher computational cost.
In the context of target tracking, bearings-only tracking represents an important
subproblem in which the target kinematics need to be inferred using only measurements
of the bearings of the target relative to the sensor. The highly nonlinear measurement
function characterizing bearings-only tracking makes it a challenging problem. This
is compounded, in single sensor scenarios, by the lack of range information in the
measurements. Nevertheless, under certain conditions of observability, unambiguous
target kinematics can be reconstructed with bearings-only measurements from a single
sensor. Bearings-only tracking is of high importance, for instance in applications requiring
the use of passive sensors (such as infrared sensors, cameras, or also radars and phased
array sensors operated in passive mode). Because they do not emit energy, such sensors
allow the tracking of targets without revealing one’s presence. They are also central
to certain specialized tracking systems, such as those of heat-seeking missiles utilizing
forward looking infrared sensors (FLIRs).
The recently introduced shifted Rayleigh filter (SRF) is a highly accurate moment-
matching algorithm designed specifically to address the nonlinearity of the bearings-only
measurement function. Given a Gaussian prior, the SRF evaluates the exact first and
second order moments of the true posterior, and approximates this pdf by a Gaussian
with matched moments. This is achieved through a reformulation of the measurement
equation, which results in a measurement pdf practically equivalent to that produced by
the standard model. As a consequence, the SRF introduces no approximation errors,
besides moment-matching. Extensive simulations in 2D have established its accuracy,
which is superior to that of the extended and unscented Kalman filters, and on par with
that of particle filters, at a fraction of the computational cost.
An important focus of this thesis is bearings-only target tracking in 3D. It is a
1. Introduction 17
topic which has, so far, attracted much less attention in the literature than the simpler
bearings-only tracking problem in 2D. We address a variety of 3D tracking problems,
where the nonlinearity of the measurement model is compounded by data association
uncertainty and/or switching system dynamics, which represent important challenges to
tracker accuracy and robustness. A number of algorithms are proposed, to deal with
these nonlinearities and their performances compared to those of competing methods.
In this thesis, we consider three important bearings-only tracking problems. The
first one is the bearings-only tracking of a nonmaneuvering target in 3D, with measure-
ment origin uncertainty (in the form of clutter). We propose an extension to the SRF,
labelled SRF3C, which allows for the presence of clutter. Central to this algorithm,
is the derivation of the pdf of the predicted bearings measurement. Simulation results
are provided, in a challenging single sensor tracking scenario (involving high clutter
probability, poor target initialization, high rate of change of measured bearings and
low observability), where the new algorithm produces accurate and reliable estimates,
similar to those obtained by a sophisticated particle filter, while several commonly used
moment-matching filters exhibit catastrophic failure.
Using the same tracking scenario, we then incorporate our algorithm within the
well-known Rauch-Tung-Striebel smoothing framework to provide an efficient and highly
accurate fixed-interval smoother, called the RTS-SRS3C. We also investigate the benefits
of using our filtering algorithm to generate proposal distributions within a particle filter.
The resulting shifted Rayleigh particle filter (SRPF), is shown to achieve improved
accuracy, at a given computational cost, compared to similar particle filters utilizing,
instead of the transitional prior, proposal densities that incorporate the latest observation.
We then propose the shifted Rayleigh mixture filter for 3D measurements with
clutter (SRMF3C), for bearings-only tracking of multiple-model maneuvering targets,
in 3D, in the presence of clutter. This algorithm, which uses the same structure as the
‘shifted Rayleigh mixture filter’, is adaptated to bearings-only tracking in 3D, through the
use of the previously calculated pdf of the predicted bearings measurement. Simulation
results of a multiple sensor tracking scenario reveal its superiority to the traditionally
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used interacting-multiple-model filters. Results from a multiple model SRPF are also
reported, which show accuracy levels similar to that of our algorithm, but at a much
higher computational cost.
The final problem that we investigate in this thesis is that of bearings-only simul-
taneous localization and mapping (SLAM). This is an estimation problem whereby an
agent constucts a map of an environment in which it is randomly navigating, using
bearings-only measurements of features in the environment, while at the same time
inferring its own location and heading within this map. Bearings-only SLAM is central,
among others, to computer vision, autonomous indoor and outdoor navigation and land,
airborne and submarine exploration. The uncertainty associated with the location and
orientation of the sensor, relative to which all observations are made, is one of the
principal challenges of SLAM. Bearings-only SLAM, moreover, involves the additional
difficulty of estimating the (unobservable) range of landmarks upon initialization. Various
algorithms that address the challenges of bearings-only SLAM have been proposed, based
on the extended Kalman filter and on particle methods. It is documented, however, that
although satisfactory in practical implementation, they can lead to inconsistent estimates.
In view of the high accuracy of the SRF and its robustness to poor target initial-
ization in standard bearings-only target tracking scenarios, we propose two bearings-only
SLAM algorithms based on the SRF: the quadrature-SRF SLAM and the RBSRPF
SLAM algorithms. The first one is a moment-matching filter, in which, given a Gaussian
approximation of the prior, the exact first and second order moments of the posterior
are numerically evaluated. The second algorithm is a Rao-Blackwellization particle filter,
where the estimation problem is broken down into two sub-problems: the estimation
the vehicle heading (carried out with a particle filter) and the conditional estimation of
the relative positions of the vehicle and the landmarks (obtained using the SRF equa-
tions). Both algorithms are tested in a simulated environment, and their performance
is compared with that of the well-known extended Kalman filter using inverse depth
parametrization. The quadrature-SRF SLAM algorithm is shown to produce not only
accurate but, more importantly, consistent estimates of the vehicle position. The other al-
gorithms, however, report optimistic vehicle estimates which do not pass consistency tests.
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The thesis is organized as follows. This chapter provides the general context and
motivation of the problems addressed in the sequel. Chapter 2 represents a background of
some important estimation and tracking algorithms that are presented in the literature,
many of which are used in the later chapters. The main theoretical work related to the
development of the 3D bearings-only tracking algorithms is presented in chapter 3, while
chapter 4 regroups the associated simulation results and related discussions. Chapter 5
contains a review of the bearings-only SLAM problem, along with the derivation of the
two novel SLAM algorithms, their simulation results and discussions. Finally, concluding
remarks and suggestions for future work are given in chapter 6.
20
Chapter 2
Estimation Theory and
Algorithms
Estimation is the process of inferring the values of quantities of interest through inaccu-
rate and indirect observations. These quantities can either be time-invariant or be the
state of a dynamic system described by a stochastic equation. Dealing with non-time
varying variables, one speaks of ‘parameter estimation’, whereas dynamic systems require
‘state estimation’ methods. According to the nature of the problem at hand, and also its
formulation, two main estimation paradigms are available: the frequentist and Bayesian
approaches. Although typically employed for parameter estimation and state estimation
respectively, their areas of application contain significant overlap. The general premise is
as follows. Let xk ∈ Rnx denote a vector of time-varying parameters and zk ∈ Rnz the
observation (also called measurement), both at at time tk (k ∈ N denotes the time index),
related through the possibly nonlinear and time-varying measurement function hk
zk = h(k,xk) + wk, (2.0.1)
with wk representing random disturbances of known statistics. Using the notation Zk =
{zi}ki=1 to denote the collection of all observations up to time tk, we define an estimator
xˆk , xˆ(k,Zk), (2.0.2)
as a function of the observations that estimates the value of xk in some sense. The following
provides a brief overview of the two major approaches to solving the estimation problem.
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2.1 The Frequentist approach
The frequentist (or simply non-Bayesian) approach is used extensively in parameter esti-
mation problems. In contrast to Bayesian methods, it makes no assumptions about prior
information on the variables to be estimated. Instead, it provides a framework to evaluate
the parameters of the model under consideration purely so as to ‘explain’ or ‘fit’ the avail-
able observations in some, possibly optimal, sense. Although commonly employed in pa-
rameter estimation, this method can also be applied to dynamic state estimation [8]. Two
of the most widely encountered frequentist estimators, namely the maximum-likelihood
and the least squares estimators, are outlined.
2.1.1 The Maximum Likelihood estimator
The maximum likelihood estimator (MLE) is a point estimator that evaluates the param-
eters which maximize the likelihood function
ΛZk(xk) , p(Zk | xk) (2.1.1)
defined as the pdf of the observations conditioned on the parameters. The MLE, in
other words, yields the parameter values that are the most likely to have generated the
observations collected up to the present time. Assuming that the likelihood function ΛZk
is computable, the MLE of xk is given by
xˆMLk = arg maxxk
ΛZk(xk) = arg maxxk
p (Zk | xk), (2.1.2)
and, assuming further that ΛZk is differentiable and has only one local maximum, the
MLE is a solution of
dΛZk(xk)
dxk
=
dp (Zk | xk)
dxk
= 0. (2.1.3)
Provided the observations are independent (i.e. the measurement noise sequence is inde-
pendent), the likelihood function ΛZk can be expressed in a more manageable multiplica-
tive form as
ΛZk(xk) =
k∏
i=1
p (zi | xi). (2.1.4)
2.1 The Frequentist approach 22
Analytical solutions to (2.1.3) often are not possible and optimization tools are used to
evaluate the MLE. The problem is then replaced by the equivalent, but computationally
more convenient, task of minimizing the negative log-likelihood function. The MLE has a
number of desirable asymptotic properties, namely: consistency, efficiency and normality
[36]. Despite its formulation as a ‘batch’ estimator (where the arrival of a new observation
requires the entire data to be reprocessed), the MLE has sequential variants based on a
‘sliding-window’ of observations. These implementations, while foregoing the asymptotic
properties, allow real-time implementation.
2.1.2 The Least Squares estimator
The least squares estimator (LSE) is another widely used ‘batch’ method in parameter
estimation. In it simplest form, it aims to find the parameters of a (possibly nonlinear)
function that minimize the sum of squared errors or deviations from the actual observa-
tions. A straightforward refinement is to incorporate a weighting which indicates the level
of confidence placed on the individual observations, reflected by their variance. The most
commonly used weighting matrix is the inverse of the observation noise covariance matrix
Ri. The LSE is thus expressed as
xˆLSk = arg minxk
{
k∑
i=1
[zi − h(i,xk)]T R−1i [zi − h(i,xk)]
}
. (2.1.5)
Assuming that the observation noise terms wi are independent and identically distributed
(iid) Gaussian random variables with zero mean and covariance Ri, the LSE coincides
with the MLE [8]. Although the least squares method allows for minimization of the
errors over nonlinear functions, this task is often too challenging. Consequently, the linear
least squares estimator (LLSE), minimizing the sum of squared errors over the more
restrictive class of linear functions, is frequently resorted to. We note that the LSE has a
convenient sequential equivalent known as the recursive least squares (RLS) estimator.
The computational complexity of non-Bayesian estimators, linked to the function
minimization and batch processing requirements, often restricts their use to off-line
computation on acquired data sets. Meanwhile, their sequential variants, although con-
venient, do not exhibit the attractive asymptotic properties of their ‘batch’ counterparts.
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Bayesian methods, being intrinsically sequential, help to address this shortcoming.
2.2 The Bayesian Approach
The starting assumption of the Bayesian approach is the treatment of the parameters to
be estimated as random variables. As a result, this requires the availability of ‘a priori’
knowledge about them, which is characterized by a ‘prior’ pdf. From there, one can
define the notion of a ‘posterior’ pdf p(xk | Zk), that incorporates the latest observation
into the prior to reflect all the available information in Zk. Then, the posterior can be
propagated in time to provide the prior (or prediction) ahead of the following observation,
concluding the recursion. Thus, assuming that an initializing density p(x0 | z0) is
available, the process can be perpetuated as a cycle of prediction and update stages. This
framework defines the concept of the recursive Bayesian filter, whereby a prior belief is
refined in light of new information, without the need for storing and reprocessing past data.
Suppose we have an expression for the posterior pdf p(xk−1 | Zk−1) at time k − 1.
Given a (possibly time-variant) state transition function fk−1 mapping the previous state
xk−1, a deterministic control input usk−1 and a process noise term vk−1 into the state xk
at time k
xk = fk−1(xk−1,usk−1,vk−1), (2.2.1)
and a (possibly time-variant) measurement function hk relating the current state xk and
a measurement noise term wk into a measurement zk at time k
zk = hk(xk,wk), (2.2.2)
the prediction density of the state at time k is obtained, using the Chapman-Kolmogorov
equation and noticing that (2.2.1) represents a first-order Markov process, as
p(xk | Zk−1) =
∫
p(xk | xk−1) p(xk−1 | Zk−1) dxk−1, (2.2.3)
where the density p(xk | xk−1) is evaluated using the system equation (2.2.1) and the
known statistics of vk−1.
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The update stage at time k is then carried out upon arrival of the observation zk
using Bayes’ rule:
p(xk | Zk) = p(xk | zk,Zk−1)
=
p(zk | xk,Zk−1) p(xk | Zk−1)
p(zk | Zk−1)
=
p(zk | xk) p(xk | Zk−1)
p(zk | Zk−1) (2.2.4)
where the normalizing constant can be expressed as:
p(zk | Zk−1) =
∫
p(zk | xk)p(xk | Zk−1) dxk. (2.2.5)
The estimated pdf of xˆk, evaluated sequentially through (2.2.3) and (2.2.4) reflects all the
information contained in the measurement set Zk. From there, one can compute, at each
time step, an optimal estimate of xk with respect to any criterion, along with its degree
of accuracy. Two of the most common choices are:
• The minimum mean square error (MMSE) estimate defined as
xˆMMSEk = arg min
xˆk
E
[
(xˆk − xk)2 | Zk
]
, (2.2.6)
of which the solution can be obtained by setting the gradient of the mean of the
squared norm of the error to zero:
∇xˆkE
[
(xˆk − xk)T(xˆk − xk) | Zk
]
= 2 (xˆk − E [xk | zk]) = 0, (2.2.7)
leading to:
xˆMMSEk = E [xk | Zk] ,
∫ ∞
−∞
xk p(xk | Zk) dxk, (2.2.8)
which is the conditional mean of xk.
• The maximum a posteriori (MAP) estimate, which is the argument xk that maxi-
mizes the posterior p(xk | Zk):
xˆMAPk , arg max
xˆk
p(xk | Zk). (2.2.9)
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Note that for the case of a Gaussian posterior, the mean of the distribution coincides
with its mode. Thus the MMSE and MAP estimates are identical.
The recursive Bayesian solution defined by (2.2.3) and (2.2.4) provides a concep-
tual framework for the filtering problem. Although optimal estimates can be obtained
from this scheme, it is only of practical value for the class of linear system and observation
functions with Gaussian noise. Generally, outside of these restrictive conditions, prop-
agating the non-Gaussian posterior becomes an intractable nonlinear filtering problem.
Whereas in the linear-Gaussian case the state mean and covariance estimates fully specify
the posterior, non-Gaussian pdfs, introduced by nonlinear transformations of densities,
require an infinite number of parameters that need to be computed and stored. Since
most practical applications involve nonlinear dynamics and/or observation functions,
suboptimal or approximate solutions need to be resorted to. However, despite its limited
applicability, the linear-Gaussian version of the Bayesian filter, known as the Kalman
filter, provides the basis for more sophisticated methods.
2.2.1 The Kalman Filter
The Kalman filter ( [51]) is the algorithmic formalization of the conceptual linear-Gaussian
Bayesian filter. It makes the assumption of linear system and observation equations fk−1
and hk and Gaussian process and measurement noises vk−1 and wk. Relations (2.2.1) and
(2.2.2) can then be expressed as:
xk = Fk−1xk−1 + Gk−1usk−1 + vk−1 (2.2.10)
zk = Hkxk + wk (2.2.11)
where Fk−1 is an nx × nx state transition matrix, Hk is an nz × nx observation matrix
and Gk−1 is an nx × nu control-input matrix. The process and measurement noise terms
vk−1 and wk are mutually independent zero-mean white Gaussian with known covariance
matrices Qk−1 and Rk. The initial state x0 is a Gaussian random variable, independent
of the two noise sequences, and with specified mean and covariance matrix. The Kalman
filter recursion is then defined by the following equations:
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Prediction:
xˆk|k−1 = Fk−1xˆk−1|k−1 + Gk−1usk−1 (2.2.12)
Pk|k−1 = Fk−1Pk−1|k−1FTk−1 + Qk−1 (2.2.13)
Sk = HkPk|k−1HTk + Rk (2.2.14)
Update:
Kk = Pk|k−1HTk S
−1
k (2.2.15)
νk = zk −Hkxˆk|k−1 (2.2.16)
xˆk|k = xˆk|k−1 + Kkνk (2.2.17)
Pk|k = Pk|k−1 −KkSkKTk (2.2.18)
where νk is known as the innovation (or observation residual) and Sk denotes the innovation
covariance matrix. The matrix Kk is the Kalman gain, which specifies the weight given
to the latest observation. A “large” value of the Kalman gain will be indicative of an
inaccurate state prediction and an accurate observation, while a “small” gain will reflect
the contrary. Note that Pk|k−1, Sk, Kk and Pk|k are independent of the observation zk
and thus can be computed oﬄine.
Derivation of The Kalman Filter Equations
Before proving (2.2.17) and (2.2.18), we introduce two theorems which provide the funda-
mentals of linear least squares estimation.
Theorem 2.2.1 (Solution to the Linear Last Squares Estimation Problem).
Let x and z be joint random vectors of dimensions n and m, respectively, with means mx
and mz and covariance
E
 x−mx
z−mz
( xT −mxT zT −mzT )
 =
 P11 P12
P21 P22
 , (2.2.19)
where P22 > 0.
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The LLSE of x given z is
xˆ = mx + P12P
−1
22 (z−mz) (2.2.20)
and the covariance of the error is
cov{x− xˆ} = P11 −P12P−122 P21 (2.2.21)
Proof. z and xˆ being linearly related, we express xˆ as xˆ = A∗z + a∗. The aim is then
to find A∗ and a∗ that minimize
φ(A,a) = E
[
||x−Az− a||2
]
. (2.2.22)
By fixing A and setting the gradient of the error to 0:
∇aφ (A,a) = E [−2 (x−Az− a)] = 0, (2.2.23)
we obtain
a∗ = mx −A∗mz. (2.2.24)
A∗ must now minimize ψ(A) = φ(A,a(A)), which can be written as:
ψ(A) = E
[
||x−Az−mx + Amz||2
]
= E
[∣∣∣∣x′ −Az′∣∣∣∣2] , (2.2.25)
where x′ and z′ are the centered random variables x − mx and z − mz. Adding and
subtracting A∗ we obtain:
ψ(A) = ψ (A−A∗ + A∗)
= E
[∣∣∣∣x′ −A∗z′ − (A−A∗)z′∣∣∣∣2]
= trace E
[(
x′ −A∗z′ − (A−A∗)z′) (x′ −A∗z′ − (A−A∗)z′)T]
= trace E
[(
x′ −A∗z′) (x′ −A∗z′)T]− trace E [(x′ −A∗z′) ((A−A∗)z′)T]
− trace E
[(
(A−A∗)z′) (x′ −A∗z′)T]+ trace E [((A−A∗)z′) ((A−A∗)z′)T]
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(2.2.26)
Observing that
E
[(
x′ −A∗z′) z′T] = E [x′z′T]−A∗E [z′z′T] = P12 −A∗P22
can be set to 0 by choosing A∗ = P12P−122 , we then get (for that choice of A
∗):
ψ(A) = E
[∣∣∣∣x′ −A∗z′∣∣∣∣2]+ E [∣∣∣∣(A−A∗)z′∣∣∣∣2] (2.2.27)
The first term does not depend on A, while the second term, which is non-negative can
be set to zero by the very choice A = A∗. Thus the minimizing value of A is P12P−122 and
we have:
xˆ = mx + P12P
−1
22 (z−mz) (2.2.28)
The covariance of the LLSE error is given by:
cov{x} = E
[(
(x−mx)−P12P−122 (z−mz)
) (
(x−mx)−P12P−122 (z−mz)
)T]
= P11 − 2P12P−122 P21 + P12P−122 P21
= P11 −P12P−122 P21. (2.2.29)

Theorem 2.2.2 (LSE for Jointly Normal Random Vectors (Jazwinski)).
Let x and z be jointly normally distributed, as in (2.2.19). Then the conditional density
of x given z is normal with mean
mx|z = mx + P12P−122 (z−mz) (2.2.30)
and covariance matrix
cov{x | z} = P11 −P21P−122 P21. (2.2.31)
Proof. See [45] 
Using the recursive Bayesian framework described by (2.2.3) and (2.2.4), the conditional
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density of xk given zk obtained by the Kalman filter is arrived at through the recursion:
p(xk−1 | Zk−1) = N (xk−1; xˆk−1|k−1,Pk−1|k−1) (2.2.32)
p(xk | Zk−1) = N (xk; xˆk|k−1,Pk|k−1) (2.2.33)
p(xk | Zk) = N (xk; xˆk|k,Pk|k), (2.2.34)
where the parameters of the normal densities have yet to be determined.
Fixing k ≥ 1, we obtain the predicted state and observation by taking conditional
expectations with respect to Zk−1 across equations (2.2.10) and (2.2.11):
xˆk|k−1 = E [xk | Zk−1] = Fk−1xˆk−1|k−1 + Gk−1usk−1 (2.2.35)
zˆk|k−1 = E [zk | Zk−1] = Hkxˆk|k−1 (2.2.36)
The state prediction error and observation prediction error (or innovation) can then be
expressed as:
x˜k|k−1 = xk − xˆk|k−1 = Fk−1x˜k−1|k−1 + vk−1 (2.2.37)
z˜k|k−1 = zk − zˆk|k−1 = Hkx˜k|k−1 + wk = νk (2.2.38)
The covariances of the state and observation predictions are in turn given by:
Pk|k−1 = E
[
x˜k|k−1x˜Tk|k−1 | Zk−1
]
= Fk−1E
[
x˜k−1|k−1x˜Tk−1|k−1 | Zk−1
]
FTk−1 + E
[
vk−1vTk−1
]
= Fk−1Pk−1|k−1FTk−1 + Q
T
k−1 (2.2.39)
Sk = E
[
z˜k|k−1z˜Tk|k−1|Zk−1
]
= HkE
[
x˜k|k−1x˜Tk|k−1|Zk−1
]
HTk + E
[
wkw
T
k
]
= HkPk|k−1HTk + Rk (2.2.40)
and the joint covariance of the state and observation is:
E
[
x˜k|k−1z˜Tk|k−1 | Zk−1
]
= E
[
x˜k|k−1
(
Hkx˜k|k−1 + wk
)T | Zk−1]
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= Pk|k−1HTk (2.2.41)
Treating xk and zk as variables with joint normal density p(xk,yk | Zk−1), we can apply
Thm. 2.2.2 to obtain the conditional mean and covariance of xk given zk:
xˆk|k = E [xk | Zk]
= E [xk | Zk−1] + cov{xk, zk | Zk−1} (cov{zk | Zk−1})−1 (zk − E [zk | Zk−1])
= xˆk|k−1 + Kkνk, (2.2.42)
where
Kk = Pk|k−1HTk S
−1
k (2.2.43)
and
Pk|k = cov{xk | Zk−1} − cov{xk, zk | Zk−1}cov{zk|Zk−1}−1cov{zk,xk | Zk−1}
= Pk|k−1 −Pk|k−1HTk S−1k HkPk|k−1
= [I−KkHk] Pk|k−1 (2.2.44)
= Pk|k−1 −KkSkKTk (2.2.45)
Under linear/Gaussian assumptions, the Kalman filter is the MMSE state estimator. If
these conditions do not hold, however, the actual posterior densities become non-Gaussian
and the Kalman filter only reports their mean and covariance. In this case, the Kalman
filter is the linear MMSE estimator.
2.3 Nonlinear Filtering and Approximate Bayesian Estima-
tors
As mentioned before, the linear/Gaussian assumption is rarely justified in practical
applications. Most problems involve nonlinear dynamic and/or measurement equations,
making the conceptual optimal nonlinear filter inapplicable. For this reason, many sub-
optimal approaches have been developed to address the nonlinear filtering problem, with
varying levels of accuracy, robustness and computational requirements. These nonlinear
filters can be classified within two categories according to their general approximating
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approach, namely density-approximating and moment-matching. Filters in the first
category aim directly at approximating the non-Gaussian pdf of interest by various
techniques, including the use of Gaussian mixtures and sequential Monte Carlo methods.
Examples include multiple model filters such as the generalized pseudo-Bayesian (GPB)
filter, the Interacting Multiple Model (IMM) filter and the range-parameterized extended
Kalman filter (RPEKF) and also sequential Monte Carlo methods like the particle filter
(PF). Moment matching filters, meanwhile, aim to characterize the posterior pdf by a
normal distribution with matched first two moments, which are approximated by various
means. For example, the extended Kalman filter (EKF) relies on the linearization of
the dynamic and/or measurement equation, while the unscented Kalman filter (UKF)
is based on an approximation of the non-Gaussian pdf by a deterministic sampling method.
Filters of the density-approximating category offer the potential for greater accu-
racy but with higher computational demands, justifying in many cases the use of moment
matching alternatives. In the following, we provide an overview of the EKF and the
UKF as examples of generic moment-matching filters, and of the sampling-importance-
resampling (SIR) particle filter as an example of a Monte Carlo density-approximating
method. Various other types of moment-matching and density-approximating filters will
later be introduced within the context of target tracking.
2.3.1 Moment Matching Filters
The Extended Kalman Filter
The extended Kalman filter (EKF) [45] is a natural extension of the Kalman filter to
the problem of nonlinear filtering. Nonlinear dynamic and/or measurement equations are
linearized to provide an approximate representation of the system, at a given operating
point, that fits into the standard Kalman filtering framework. Consider the following
system and measurement equations with additive noise, which are a special case of (2.2.1)
and (2.2.2):
xk = fk−1(xk−1,usk−1) + vk−1 (2.3.1)
zk = hk(xk,u
m
k ) + wk. (2.3.2)
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The nonlinear functions fk−1 and hk are expressed using a first order Taylor expansion
around the latest state estimate xˆk−1|k−1 and state prediction xˆk|k−1, respectively:
xk = fk−1
(
xˆk−1|k−1,usk−1
)
+ Fˆk−1
[
xk−1 − xˆk−1|k−1
]
+ H.O.T + vk−1 (2.3.3)
zk = hk
(
xˆk|k−1,umk
)
+ Hˆk
[
zk − zˆk|k−1
]
+ H.O.T + wk, (2.3.4)
where
Fˆk−1 ,
[∇xk−1fk−1(xk−1,usk−1)] ∣∣∣∣
xk−1=xˆk−1|k−1
(2.3.5)
Hˆk ,
[∇xkhTk (xk,umk )] ∣∣∣∣
xk=xˆk|k−1
(2.3.6)
are respectively the Jacobians of the vector-valued functions fk−1 and hk evaluated at
the latest state estimate xˆk−1|k−1 and state prediction xˆk|k−1.
Conditioning on the measurements Zk−1 and taking expectations, we obtain (after
dropping the higher order terms) the predicted state and measurement:
xˆk|k−1 = fk−1
(
xˆk−1|k−1,usk−1
)
(2.3.7)
zˆk|k−1 = hk
(
xˆk|k−1,umk
)
. (2.3.8)
The state prediction error x˜k|k−1 = xk−xˆk|k−1 and measurement prediction error z˜k|k−1 =
zk − zˆk|k−1 are then given by:
x˜k|k−1 = Fˆk−1
[
xk−1 − xˆk−1|k−1
]
+ vk−1 = Fˆk−1x˜k−1|k−1 + vk−1
z˜k|k−1 = Hˆk
[
zk − zˆk|k−1
]
+ wk = Hˆkz˜k|k−1 + wk,
from which we obtain the predicted state and innovation covariance matrices
Pk|k−1 = E[x˜k|k−1x˜Tk|k−1 | Zk−1]
= E[(Fˆk−1x˜k−1|k−1 + vk−1)(Fˆk−1x˜k−1|k−1 + vk−1)T | Zk−1]
= Fˆk−1Pk−1|k−1FˆTk−1 + Qk−1 (2.3.9)
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and
Sk = E[z˜k|k−1z˜Tk|k−1|Zk−1]
= E[(Hˆkz˜k|k−1 + wk)(Hˆkz˜k|k−1 + wk)T|Zk−1]
= HˆkPk|k−1HˆTk + Rk, (2.3.10)
where we have used the fact that the state and measurement prediction errors are
uncorrelated with the system and measurement noises, respectively.
The standard Kalman filter equations can now be applied using the expressions for
the state and measurement predictions and by replacing the matrices Fk−1 and Hk by
the jacobians Fˆk−1 and Hˆk. Equations (2.2.12)-(2.2.18) then become:
Prediction:
xˆk|k−1 = fk−1
(
xˆk−1|k−1,usk−1
)
(2.3.11)
Pk|k−1 = Fˆk−1Pk−1|k−1FˆTk−1 + Qk−1 (2.3.12)
Sk = HˆkPk|k−1HˆTk + Rk (2.3.13)
Update:
Kk = Pk|k−1HˆTk S
−1
k (2.3.14)
νk = zk − hk
(
xˆk|k−1,umk
)
(2.3.15)
xˆk|k = xˆk|k−1 + Kkνk (2.3.16)
Pk|k = Pk|k−1 −KkSkKTk (2.3.17)
We note that unlike the Kalman filter, the EKF requires online computation of the state
covariance matrix Pk|k. This results from the fact that both Jacobians Fˆk−1 and Hˆk now
depend on the state estimate.
Due to its remarkable simplicity and versatility, the EKF has seen extensive use in
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many areas of nonlinear filtering. Nevertheless, the basic assumptions made in its
derivation need to be well understood and validated for each particular application.
As stated earlier, the EKF requires the linear representations of the dynamic and/or
measurement equations to be reasonably close to their nonlinear behaviour in the vicinity
of the point of linearization. Severe nonlinearities either in the state dynamics or
measurement equations will fail to be captured adequately by local linearization, leading
to unacceptable approximation errors and a poor representation of the non-Gaussian
posterior. This is illustrated in Figure 2.1 where the pdfs of two normally distributed
random variables are transformed using the nonlinear function f(·) and also by its linear
approximation F(·), about the point E[x]. The true pdf (shown in green in the left hand
side box) of the transformed low variance density p′(x) is very close to a Gaussian pdf
(shown in dashed red lines in the same box) obtained through the linear approximation of
the mapping. However, the transformation of the high variance density p(x) results in a
skewed pdf (shown in blue in the right hand side box), of which a Gaussian approximation
(shown in dashed red lines) is evidently inadequate. In general, linear approximations of
nonlinear transformations are satisfactory only as long as the variance of the pdf is ‘low’
around regions of high nonlinearity of the dynamic or measurement equations. Moreover,
it must also be remembered that the EKF forces a Gaussian approximation on the
posterior p(xk|Zk). If the true posterior exhibits a significant departure from Gaussianity
(such as multiple modes), a Gaussian density will be an inadequate representation of the
state estimate.
Another problem specific to linearization schemes is the fact that the Jacobians
should really be computed at the true previous and current states. As this is impossible,
the estimated and predicted states are used instead, resulting in further errors. Moreover,
it must be noted that the bias introduced by nonlinear transformations, together with
the mismatch between the real covariances and those computed through linearization
can also undermine the effectiveness of the filter [47, 63]. More precisely, the EKF will
have a tendency to misrepresent covariances, typically underestimating them, leading to
‘overconfident’ estimates whose computed variance is below their mean-square error. This
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f(·)
F(·)
E[f(p(x))]
F(E[x])
p(x)
p’(x)
E[x]
E[f(p’(x))]
F(E[x])
Figure 2.1: Two RVs with Gaussian distributions p(x) and p′(x) are transformed through
the nonlinear function f(·) and its linear approximation F(·) about the mean E[x]. The
left hand plot shows the adequacy of the Gaussian approximation while the right hand
plot shows the high discrepancy between the actual transformed pdf and its Gaussian
approximation.
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combination of bias and misestimated covariance, known as inconsistency, can eventually
lead to filter divergence.
Several refinements have been proposed to address the shortcomings of the EKF.
The most natural one is the use of higher order terms in the Taylor series expansion
of the dynamic and measurement functions [4, 8]. The ‘second-order’ EKF, which
employs Hessians alongside Jacobians to propagate the state and covariance estimates,
produces a quadratic rather than linear approximation of the nonlinearities. Although
this strategy allows the filter to better cope with nonlinearities, it comes at a higher
computational cost and more importantly still does not address the problems of Gaussian
approximation and of the evaluation of the Taylor series about estimated rather true states.
The iterated EKF (iEKF) [24, 45], meanwhile, is a method that iteratively aims to
improve the approximation of the measurement function by re-evaluating the Jacobian
for a given measurement at the updated state, rather than the predicted one, until
convergence (usually 2 or 3 iterations are sufficient).
Finally, another widely used ‘ad-hoc’ modification is noise-inflation, whereby un-
modeled errors are accounted for by the addition of positive semi-definite matrices to
the predicted covariances. Although helpful in certain scenarios, this method remains a
problem specific heuristic adjustment and as such, the intensity of the so-called ‘stabilizing
noise’ needs to be chosen by trial and error. Also, this tuning strategy will not eliminate
inconsistency if it is caused by bias in the estimates.
Despite its well-documented shortcomings, the established adequacy of the EKF in
many ‘benign’ problems, together with its low computation demands, continue to justify
its use where more sophisticated methods are not needed.
The Unscented Kalman Filter
The unscented Kalman filter [46, 47, 49, 82] is a moment matching filter that relies on the
unscented transform proposed by Julier and Uhlmann. It may be interpreted as a linear
least squares estimator in which discrete approximations are employed of the distributions
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generating the covariances involved. This scheme is based on the intuition that approx-
imating an arbitrary distribution is easier than approximating an arbitrary nonlinear
transformation. Therefore, in contrast with the analytical linearization of the functions
fk−1 and hk carried out in the EKF, the unscented Transform makes use of statistical lin-
earization for the approximation of densities resulting from nonlinear transformations [36].
Consider the n-dimensional random variable xk−1 with mean xˆk−1 and covariance
Pk−1. The UKF estimates the posterior density p(xk|Zk) by a Gaussian distribution
using a number of deterministically chosen samples. This is achieved by first generating
a set of N weighted so-called sigma points χik−1, i = 0, . . . , N − 1 whose sample mean,
covariance and all higher odd-ordered central moments exactly match those of the density
p(xk−1|Zk−1):
χ0k−1 = xˆk−1 W
i =
κ
(n+ κ)
i =0
χik−1 = xˆk−1 +
(√
(n+ κ)Pk−1
)
i
W i =
κ
2(n+ κ)
i =1, . . . , n
χik−1 = xˆk−1 −
(√
(n+ κ)Pk−1
)
i−n
W i =
κ
2(n+ κ)
i =n+ 1, . . . , 2n
(2.3.18)
where
(√
(n+ κ)Pk−1
)
i
denotes the ith row of the matrix square root L of (n+ κ)Pk−1,
such that (n + κ)Pk−1 = LTL, W i is the weight of the ith point and κ ∈ R is a design
parameter (such that n + κ 6= 0) whose value can be adjusted to incorporate possible
knowledge of the distribution’s higher order moments. The choice of matrix square root
does not affect the mean and covariance and thus numerically efficient and stable methods
such as the Cholesky decomposition can be used.
The sigma points are then propagated through the nonlinear model to produce a
set of transformed sigma points
χik|k−1 = fk−1
[
χik−1,u
s
k−1
]
i = 0, . . . , 2n (2.3.19)
whose sample mean and sample sample covariance
xˆk|k−1 =
2n∑
i=0
W iχik|k−1 (2.3.20)
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Pk|k−1 =
2n∑
i=0
W i(χik|k−1 − xˆik|k−1)(χik|k−1 − xˆik|k−1)T + Qk−1 (2.3.21)
provide the statistics of the Gaussian approximation of the prediction p(xk|Zk−1). It is
shown in [46] that these are accurate up to the second order of nonlinearity (and up to
the third for Gaussian priors). The transformed sigma points χik|k−1 are then run through
the nonlinear observation model hk, resulting in the set of points
Z ik|k−1 = hk(χik|k−1,umk ) i = 0, . . . , 2n (2.3.22)
whose sample mean and covariance
zˆk|k−1 =
2n∑
i=0
W iZ ik|k−1 (2.3.23)
Sk =
2n∑
i=0
W i(Z ik|k−1 − zˆik|k−1)(Z ik|k−1 − zˆik|k−1)T + Rk−1 (2.3.24)
represent the predicted measurement and the innovation covariance, respectively. The
update equations of the UKF therefore can be written as
xˆk|k = xˆk|k + Kk(zk − zˆk|k−1) (2.3.25)
Pk|k = Pk|k−1 −KkSkKTk (2.3.26)
where the Kalman gain, expressed in terms of the predicted state/measurement cross-
covariance is
Kk = P
xz
k|k−1S
−1
k (2.3.27)
Pxzk|k−1 =
2n∑
i=0
W i(χik|k−1 − xˆik|k−1)(Z ik|k−1 − zˆik|k−1)T. (2.3.28)
We note that the UKF can be applied to the more general case of non-additive noise by
augmenting the state vector with the process noise as described in [46].
The unscented transform does not involve truncation of the series expansions of
the functions fk−1 and hk at any particular order and it can be shown ( [50]) that this
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results in partial incorporation of the higher order terms. Consequently, the higher order
moments of the approximation can be “fine tuned” to partially exploit prior knowledge of
those of the distribution. This can be done through the choice of the parameter κ, which
for Gaussian priors can be set according to the heuristic n + κ = 3 [47]. In contrast,
linearization truncates the series expansion of the nonlinear functions at the first order,
resulting in a predicted conditional mean accurate only up to the first order, while the
covariance is approximated accurately up to the second order. This is a result of the fact
that the correct calculation of the mean of a transformed random variable up to the mth
order requires knowledge of both the derivatives of the transformation and the moments
of the original distribution up to the mth order [49].
The UKF has the advantage of not requiring the computation of Jacobians or Hessians
or indeed any approximation of the nonlinear functions fk−1 and hk. Moreover, the
deterministic sampling scheme on which it is based can capture possible discontinuities in
the nonlinear transformations if they significantly affect the distribution [46]. All these
factors contribute to the established superior accuracy of the UKF over the EKF for
nonlinear estimation problems, while imposing comparable computational demands.
More sophisticated variants of the UKF have been proposed, lately, since the ini-
tial work by Julier and Uhlmann. Van der Merwe and Wan presented an alternative
scheme for the choice of the sigma points and their weights in [82] , involving more tuning
possibilities. The same authors have also introduced the square-root unscented Kalman
filter [81] as a numerically more stable version of the UKF. Also, Date and Ponomareva
( [22, 61]) as well as Tenne and Singh ( [72]) have also proposed methods to match the
higher order moments of the transformed pdf.
2.3.2 Sequential Monte Carlo Methods
Sequential Monte Carlo (SMC) methods are a class of simulation based estimation algo-
rithms. They rely on the discrete representation of pdfs by weighted sets of samples, or
‘particles’, from which estimates of interest can be computed. As the number of particles
is increased, this representation approaches the functional description of the actual pdf.
A major benefit of these techniques is that they enable the characterization of arbitrary
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non-Gaussian pdfs arising in nonlinear estimation problems. Although introduced in the
1950s, it wasn’t before the 1990s that they attracted research interest [27, 38, 63], coin-
ciding with the availability of sufficiently fast computers. Recent advances have helped
increase the efficiency of SMCs and allowed their use in all varieties of estimation problems.
The aim is the estimation of the joint posterior p(Xk|Zk), along with p(xk|Zk)
and any moments of interest of the form
I(f) =
∫
f(Xk)p(Xk|Zk) dXk. (2.3.29)
Assuming that N  1 samples can be drawn independently from the distribution
p(Xk|Zk), a discrete approximation of the full posterior is given by
pˆ(Xk|Zk) = 1
N
N∑
i=1
δ(Xk −Xik), (2.3.30)
where δ is the Dirac delta function, and the Monte Carlo (MC) estimate of the integral
I(f) becomes the sample mean:
Iˆ(f) =
1
N
N∑
i=1
f(Xik). (2.3.31)
It can be shown that in the limit N → ∞ the estimate Iˆ(f) is unbiased and will almost
surely converge to I(f) (in accordance with the strong law of large numbers). Unfor-
tunately, however, it is not possible to draw samples directly from the posterior itself.
Importance sampling [63], as will be described, provides an answer to this problem.
The Particle Filter
Assume that we can draw samples from a density pi(Xk|Zk), referred to as importance
or proposal density, which is similar to p(Xk|Zk) in the sense that p(Xk|Zk) > 0 ⇒
pi(Xk|Zk) > 0 (indicating that the two functions have the same support). It is then
possible to estimate the integral I(f) by using an appropriate weighting of the samples
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drawn from pi(Xk|Zk). Indeed the integral can be rewritten in the form
I(f) =
∫
f(Xk)p(Xk|Zk) dXk =
∫
f(Xk)
p(Xk|Zk)
pi(Xk|Zk)pi(Xk|Zk) dXk, (2.3.32)
which, assuming that p(Xk|Zk)/pi(Xk|Zk) is upper bounded, can be computed using MC
integration by drawing independent samples {Xik}Ni=1 from the density pi(Xk|Zk) and
evaluating the weighted sum:
Iˆ(f) =
1
N
N∑
i=1
f(Xik)w
i
k, (2.3.33)
where the weights are given by
wik ∝
p(Xik|Zk)
pi(Xik|Zk)
. (2.3.34)
The posterior can therefore be represented by the discrete approximation
p(Xk|Zk) ≈
N∑
i=1
wik δ(Xk −Xik). (2.3.35)
A sequential implementation of this framework can be obtained if the importance density
is chosen such that it can be factored in the form:
pi(Xk|Zk) , pi(xk|Xk−1,Zk)pi(Xk−1|Zk−1), (2.3.36)
which results ( [63]) in the following weight update equation (up to a normalizing constant):
wik ∝ wik−1
p(zk|xik)p(xik|xik−1)
pi(xik|Xik−1,Zk)
. (2.3.37)
Also, the need to store the entire history of samples along with the measurements can
be avoided with the assumption that pi(xk|Xk−1,Zk) = pi(xk|xk−1, zk). In this case, the
importance density at time k will depend only on xk−1 and zk. The unnormalized weights
will be given by:
wik ∝ wik−1
p(zk|xik)p(xik|xik−1)
pi(xik|xik−1, zk)
, (2.3.38)
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and the filtered posterior density p(xk|Zk) will be approximated by:
p(xk|Zk) ≈
N∑
i=1
wik δ(xk − xik) (2.3.39)
This is basis of the sequential importance sampling (SIS) algorithm, which recursively
propagates a set of particles and computes their associates weights in order to produce
a discrete approximation of the posterior. Statistics of interest such as the mean and
covariance can then be estimated by the equations
xˆk|k =
N∑
i=1
wikx
i
k (2.3.40)
Pk|k =
N∑
i=1
wik
[
xˆk|k − xik
] [
xˆk|k − xik
]T
. (2.3.41)
The major drawback of the SIS framework is the degeneracy phenomenon, whereby the
variance of the weights inevitably grows over time, eventually leading to all but one particle
having near zero normalized weight. This results in a loss of accuracy and a waste of
computational resources due to the simulation of particles with negligible weights. An
effective method to manage this problem is resampling of the particles when excessive
degeneracy is encountered [38]. Degeneracy can be suitably quantified by the effective
sample size Neff , which can be estimated as:
Nˆeff =
1∑N
i=1
(
wik
)2 . (2.3.42)
Each time Neff falls below a specified threshold, the particle set is resampled so that
particles with non-negligible weight are replicated while those with negligible weight are
discarded. The obtained N samples are then assigned equal weights of 1/N . There are
several methods to generate these samples, with different levels of simplicity and MC
variance. We give here an outline of some of the most commonly employed techniques
(detailed reviews are available in [41] and [26]):
Multinomial resampling
Used in the original sampling importance resampling (SIR) filter of [38], also presented
in [54], multinomial resampling consists in drawing (with replacement) N independent
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samples {xik∗}Ni=1 from the approximate discrete distribution (2.3.39) such that P{xik∗ =
xjk} = wjk. This results in a new set of i.i.d samples with uniform weights equal to 1/N .
Algorithmically, this scheme starts with the generation of N ordered uniform random
numbers un ∼ U(0, 1) where n = 1, . . . , N . The new samples xik∗ are then chosen following
the multinomial distribution so that:
xik
∗
= x(F−1(un))
= xjk, with j is s.t un ∈
[
j−1∑
s=1
wsk,
j∑
s=1
wsk
)
, (2.3.43)
where F−1 is the inverse cumulative weight distribution function.
Stratified resampling
In [32], Fearnhead presents a technique based on a well known result from survey sampling
theory. It states that the variance of an estimator of a function of a random variable θ
based on a sample of N points can be reduced using stratification. By representing the
density of θ as a mixture of densities and drawing from each one a number Ni of samples
proportional to the weight of the mixture component yields an estimator with variance
lower than can be achieved by simple random sampling from the original density [21]. In
practice, the stratified resampling scheme can be implemented by generating N ordered
random numbers
uk =
(k − 1) + u˜k
N
, with u˜k ∼ U(0, 1) (2.3.44)
and then selecting the samples xik
∗
by way of the multinomial distribution.
Systematic resampling
Introduced in [54] (and also used in [12] under the name of ‘stratified resampling’), sys-
tematic resampling is a deterministic variant of the stratified resampling scheme. Instead
of sampling randomly from each subinterval of width 1/N , a uniform random variable
is generated to represent the draw from the first subinterval; subsequent draws are then
inferred deterministically at constant intervals of 1/N . Thus, the algorithm reduces to the
generation of N ordered numbers
uk =
(k − 1) + u˜
N
, with u˜ ∼ U(0, 1), (2.3.45)
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and the selection of the samples xik
∗
is done (as before) through the multinomial distribu-
tion. Note that, the interdependence which is introduced between the samples makes the
theoretical study of this method difficult (notably in terms of MC variance). Nevertheless,
its simplicity and well documented empirical performance make it the preferred choice in
most applications.
Despite its apparent benefit, the resampling step introduces other difficulties [63], most
notably that of sample impoverishment. The continual application of resampling in the
filtering process can lead to the sample set consisting only of copies of the same few
particles replicated many times. This loss of particle diversity is most severe in cases
where process noise is low or absent altogether. Possible ways to counteract this problem
are the use of Markov chain Monte Carlo (MCMC) methods [11] and regularization [58].
The final, and crucial, point to consider in particle filter design is the choice of importance
density pi. To minimize the variance of importance weights, this density needs to be as close
to the posterior as possible. The optimal choice is pi(xk|xik−1, zk)opt = p(xk|xik−1, zk), but
it is in practice not possible to sample from it [63]. The most straightforward suboptimal
option then is the transitional prior (or prediction density)
pi(xik|xik−1, zk) = p(xk|xik−1). (2.3.46)
This choice has the benefit of simplicity, as it results (through substitution of (2.3.46) in
(2.3.37)) in the weights being given by:
wik ∝ wik−1p(zk|xik). (2.3.47)
However, as it does not incorporate the latest measurement zk, the prior can be a crude
approximation of the posterior. Particularly, applications involving low measurement
noise variance relative to that of the system noise, can result in the majority of particles
being drawn from areas of the state space where the measurement likelihood is low. The
effect of this small overlap between prior and likelihood can then only be counteracted by
the ‘brute-force’ use of even larger numbers of particles.
Better approximations of the optimal importance density can be obtained through
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(suboptimal) analytical estimates that incorporate the latest measurement zk. In
particular, as described in [80], a bank of EKFs or UKFs can be used to generate, for
each particle, an importance density of the form
pi(xik|xik−1, zk) = N (xik; xˆik|k,Pik|k), (2.3.48)
where xˆik|k and P
i
k|k are the mean and covariance of particle x
i
k, conditioned on zk, as
estimated by the EKF or the UKF. The importance weights, in this case, are given by
(2.3.38) with the substitution of the denominator by (2.3.48).
The Ensemble Kalman Filter
The ensemble Kalman filter (EnKF), used primarily in large-scale problems involving
up to millions of state variables and observation components, is a Monte Carlo based
suboptimal filter that makes use of sample statistics. Although we present here only a
brief overview of the algorithm, the reader is referred to [31,42] for more detailed analyses.
The EnKF is mostly used in weather forecasting and ocean sciences, where the complexity
of the underlying systems preclude the use of filters such as the EKF and UKF, which
require storage and computation of the error covariance matrix. Within the EnKF, the
system state vector xk is represented by an ensemble Xk , (x1k, . . . ,x
q
k) of q vectors, each
denoting a possible hypothesis of the state vector, which are propagated forward by the
system equations to represent state ‘forecasts’. These are then individually updated in an
‘analysis’ step, with perturbed versions of the measurements, using the standard Kalman
filter update equations. The computation of the Kalman gain (which is the same for all
ensemble members) as well as the error covariance matrix are carried out using the sample
statistics of the ensemble members (in a manner very similar to the UKF where these
quantities are evaluated as the sample statistics of sigma points).
2.4 Target Tracking Models
Target tracking is an application area of estimation theory, where the state of a moving
object (comprising usually of its position, velocity, acceleration and/or other kinematic
attributes of interest) is estimated from noisy observations. These can consist (among
others) of a combination of range, range-rate and bearings, sampled at discrete time in-
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stants from one or more sensors. The application of Bayesian estimation methods requires
knowledge of a mathematical model describing, with sufficient accuracy, the time evolution
of the states. Various such models exist and their choice is dictated by the characteristics
of the tracking scenario under consideration. Moving targets are nearly always treated as
point objects by such dynamic models, and while sacrificing valuable shape and orien-
tation information, this simplification considerably reduces the complexity of the problem.
Target dynamics are typically defined in continuous time to reflect their actual
physical behaviour, but discretized for easy reconciliation with the measurement process
which is in discrete time. Discretized continuous-time dynamic models are intuitively
more consistent with the actual target kinematics than models defined directly in
discrete-time [66]. We provide here an outline of some of the most widely used dynamic
models in the tracking literature.
2.4.1 The Discretized Continuous White Noise Acceleration Model
The continuous white noise acceleration model (also known as ‘nearly constant velocity’
model) describes the motion of an object whose acceleration is represented by zero-mean
white noise. The acceleration, along a generic coordinate ζ, of an object following such a
model is described in continuous time by [8]:
ζ¨(t) = v˜(t), (2.4.1)
where v˜(t) is zero-mean white noise with power spectral density q˜. The corresponding
two-dimensional state vector is then
x = [ζ ζ˙]T, (2.4.2)
and the continuous-time state equation is
x˙(t) = Ax(t) + Dv˜(t), (2.4.3)
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where
A =
 0 1
0 0
 and D =
 0
1
 . (2.4.4)
The corresponding discrete-time state equation (with sampling period T ) is
xk = Fxk−1 + vk, (2.4.5)
where the transition matrix is
F = eAT =
 1 T
0 1
 , (2.4.6)
and the discrete-time noise term is expressed as
vk =
∫ T
0
eA(T−t)Dv˜(kT + τ) dτ, (2.4.7)
with covariance matrix
Q = E[vk v
T
k ] =
 13T 3 12T 2
1
2T
2 T
 q˜. (2.4.8)
As its name suggests, the nearly constant velocity model is appropriate when instantaneous
changes in velocity (accelerations) are ‘small’ relative to the actual velocity. If they are
not, as will be explained next, a third-order model that includes an acceleration component
can be used.
2.4.2 The Discretized Continuous Wiener Process Acceleration Model
The continuous Wiener process acceleration model (also known as ‘nearly constant accel-
eration’ and ‘white noise jerk’ model) is a third-order model that describes the motion of
an object undergoing slight variations in acceleration (known as jerk), that are modeled
as zero-mean white noise. The jerk, along a generic coordinate ζ, of an object following
this model is described in continuous time by [8]:
...
ζ (t) = v˜(t). (2.4.9)
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It can be seen that the acceleration, which is the integral of the jerk, is then a Wiener
process, explaining the name of the model. The three-dimensional state vector is now
x = [ζ ζ˙ ζ¨]T, (2.4.10)
and the continuous-time state equation has the same form as (2.4.3), with
A =

0 1 0
0 0 1
0 0 0
 and D =

0
0
1
 . (2.4.11)
The discretized state equation is of the form (2.4.5), where the transition matrix is now
F = eAT =

1 T 12T
2
0 1 T
0 0 1
 , (2.4.12)
and the covariance matrix of the noise term v(k) is
Q = E[vk v
T
k ] =

1
20T
5 1
8T
4 1
6T
3
1
8T
4 1
3T
3 1
2T
2
1
6T
3 1
2T
2 T
 q˜ (2.4.13)
The intensity q˜ of the process noise should be ‘small’ relative to the actual acceleration that
the target undergoes for this model to be an accurate representation of actual kinematics.
We note that the nearly constant acceleration model can describe ‘linear’ motion as well as
‘maneuvering’ motion where the target course changes. Nevertheless, it is inappropriate
in the modeling of maneuvers that obey known kinematic laws. These can be described
with more accuracy using a variety of special models (see [66]).
2.4.3 The 3D Constant-Turn Model
Most 2D and 3D target maneuvers are turn motions models. A natural way to derive
these is from target kinematics rather than random processes. We focus here on an
important class of turn models known as constant turn (sometimes also referred to as
‘coordinated turn’), which is characterized by constant target speed and turn rate.
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The general motion of an object rotating around a fixed center p0 is described in
terms of its linear and angular velocity vectors v and Ω by:
v = Ω× (p− p0). (2.4.14)
Differentiating (2.4.14), with the constant angular velocity assumption Ω˙ = 0 [66] yields
the basic kinematic relation for 3D fixed-center constant angular-velocity motion
a = Ω× v, (2.4.15)
from which the angular velocity vector can be expressed (noting that Ω ⊥ v) as
Ω =
v × a
‖v‖2 . (2.4.16)
This relation, describing the kinematics of a constant turn model, implies that Ω ⊥ a and
that the motion takes place on a ‘maneuver plane’ orthogonal to the direction of Ω, which
is defined by the velocity and acceleration vectors. Differentiating (2.4.15) and using the
fact that Ω ⊥ v, an alternative formulation can be arrived at, which involves the turn rate
ω [66]:
a˙ = Ω× a
= Ω× (Ω× v)
= (Ω · v) Ω− (Ω ·Ω) v
= − ω2v (2.4.17)
where
ω , ‖Ω‖ = ‖v × a‖‖v‖2 (2.4.18)
As a result, the constant turn (CT) maneuver model can be represented by a second-order
Markov process
a˙ = −ω2v + w˜, (2.4.19)
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where w˜ is white noise with power spectral density σ2ωIn×n, with n denoting the dimen-
sionality of the Euclidian space (the intensity σω of the noise can be different along x,
y and z directions). Provided w˜ is small, (2.4.19) can be interpreted as a ‘nearly’ pla-
nar motion model. The state-space representation in 3D cartesian coordinates, with the
9-dimensional state vector x = [x, x˙, x¨, y, y˙, y¨, z, z˙, z¨]T, is then
x˙(t) = diag[A(ω),A(ω),A(ω)]x(t) + diag[D,D,D]w˜(t), (2.4.20)
where
A(ω) =

0 1 0
0 0 1
0 −ω2 0
 and D =

0
0
1
 . (2.4.21)
Discretization results in the state equation [66]
xk = diag[F(ω),F(ω),F(ω)]xk−1 + wk−1, (2.4.22)
where
F(ω) =

1 sinωTω
1−cosωT
ω2
0 cosωT sinωTω
0 −ω sinωT cosωT
 (2.4.23)
and the covariance matrix of the discrete-time noise is:
cov(wk) = E[nk n
T
k ]
= diag[σ2ωQ(ω), σ
2
ωQ(ω), σ
2
ωQ(ω)], (2.4.24)
with
Q(ω) =

6ωT−8 sinωT+sin 2ωT
4ω5
2 sin4(ωT/2)
ω4
−2ωT+4 sinωT−sin2ωT
4ω3
2sin4(ωT/2)
ω4
2ωT−sin 2ωT
4ω3
sin2 ωT
2ω2
−2ωT+4 sinωT−sin 2ωT
4ω3
sin2 ωT
2ω2
2ωT+sin 2ωT
4ω
σ2ω. (2.4.25)
We can see that it is only through the common turn rate ω that the motions along the x,
y and z directions are coupled. Knowledge of ω can either be assumed available, or it can
be treated as an unknown state variable to be estimated. Note that the special case where
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the maneuver plane is horizontal reduces the model to the so-called 2D ‘coordinated turn’
model [8, 9].
It is important to note that the 3D constant-turn model is one among many ex-
amples of 3D maneuver modes, of which more can be found in [66]. In most tracking
applications, knowledge of the exact maneuver dynamics are unknown to the observer.
Therefore, more general models such as the ‘nearly constant acceleration’ model (which
encompasses a wide range of possible maneuvers) are often resorted to. Such model
mismatches increase tracker robustness to unanticipated dynamics, but come at the cost
of lower accuracy, in comparison to model-matched trackers.
2.4.4 The Interacting Multiple Model Algorithm
The interacting multiple-model (IMM) algorithm ( [10]) is a computationally efficient
suboptimal framework employed in the context of multiple model tracking. Multiple
model formulations of tracking problems are widely used to model targets that execute
maneuvers. These typically refer to any departure from ‘nearly constant velocity’
straight-line motion, which is the defining model for the well studied problem of ‘target
motion analysis’ (TMA). In this thesis, we assume that systems operate under one of a
finite number of dynamic models (such as those previously discussed). As a result, we
treat the maneuvering target tracking problem as one of hybrid estimation in which the
state vector xk is augmented with a ‘mode’ parameter rk, taking values in the discrete
set S = {1, . . . ,M}, and indicating the dynamic model which is in effect during the time
interval (tk−1, tk]. The mode sequence {rk} is assumed to follow a (hidden) first-order
Markov process, with the unknown transition probabilities set as design parameters.
We define a switching system of the form
xk = f(xk−1, rk) + usk + v(rk) (2.4.26)
zk = h(xk) + u
m
k + w(rk), (2.4.27)
with f describing the mode dependent system dynamics, along with the corresponding
mode dependent noise vectors v and w. The transition probabilities of the system switch-
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ing from the ith mode to the jth mode are given as
P{rk = j|rk−1 = i} = piij , (2.4.28)
and illustrated in figure 2.2
r = 1 r = 2
r = 3
π12
π12
π11 π22
π31
π13 π32
π23
π33
Figure 2.2: Markov chain for 3 state system.
A Bayesian framework can then be used to approximate the posterior probabilities at time
k of the M possible modes having been in effect during (tk−1, tk], and their associated state
estimates, conditioned on the measurements up to time k. The posterior state density is
given by
p(xk|Zk) =
Mk∑
l=1
p(xk|rl1:k,Zk)P{rl1:k|Zk}, (2.4.29)
where rl1:k denotes the l’th possible mode history up to time k (out of M
k possible se-
quences). The probabilities P{rl1:k|Zk}, henceforth denoted µlk, can be expressed as
µlk = P{rl1:k|Zk}
=
1
c
p(zk|rl1:k,Zk−1)P{rl1:k|Zk−1}
=
1
c
p(zk|rl1:k,Zk−1)P{rjk, rs1:k−1|Zk−1}
=
1
c
p(zk|rl1:k,Zk−1)P{rjk|rs1:k−1,Zk−1}P{rs1:k−1|Zk−1}
=
1
c
p(zk|rl1:k,Zk−1)P{rjk|rs1:k−1}µsk−1,
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where c is a normalizing constant. Using the Markov property of the mode switching
sequence, we arrive at
µlk =
1
c
p(zk|rl1:k,Zk−1)P{rjk|rik−1}µsk−1
=
1
c
p(zk|rl1:k,Zk−1)piijµsk−1, (2.4.30)
where i denotes the last mode value of the sequence s.
We can notice from (2.4.29) that the size of the Gaussian mixture representation
of the posterior density grows exponentially with time. This results from the need to
store all past histories of the state (even though the random parameters follow Markov
processes) and estimating each one of them with a separate filter. Consequently, strategies
need to be employed that limit the number of terms in the Gaussian mixture.
The IMM algorithm, proposed in [10], provides an efficient structure for approxi-
mating the exponentially growing mixture representation of the posterior pdf, using a
bank of M model-matched filters, as
p(xk|Zk) =
M∑
j=1
p(xk|rjk, zk,Zk−1)µjk, (2.4.31)
where µjk represents the posterior probability of the jth mode being in effect during the
period (tk−1, tk]. The main feature of the IMM algorithm is the so-called ‘mixing’ of the
model-matched posterior estimates at time k − 1. This consists in defining, at time k
and for i, j = 1, . . . ,M , the input to the jth model-matched filter to be the sum of the
M model-matched estimates at time k − 1, weighted by the probabilities of the ith mode
having been in effect at time k − 1, given that the jth mode is in effect at time k. This
step avoids the quadratic growth in the number of mixture components, while achieving
the accuracy of the more complex GPB2 algorithm ( [8]).
One iteration of the IMM filter, of which a full derivation can be found in [8], can
be summarized as:
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1. Calculation of the mixing probabilities µijk−1|k−1 for i, j = 1, . . . ,M :
µijk−1|k−1 = P{rik−1|rjk,Zk−1}
=
1
c¯j
P{rjk|rik−1,Zk−1}P{rik−1|Zk−1}
=
1
c¯j
piijµ
i
k−1, (2.4.32)
where c¯j =
∑M
i=1 piijµ
i
k−1, j = 1, . . . ,M , is a normalizing constant.
2. Mixing of the posterior model-matched estimates at time k − 1, for j = 1, . . . ,M :
x¯jk =
M∑
i=1
xˆik−1|k−1µ
ij
k−1 (2.4.33)
P¯ jk =
M∑
i=1
µijk−1
[
Pik−1|k−1 +
(
xˆik−1|k−1 − x¯jk−1|k−1
)(
xˆik−1|k−1 − x¯jk−1|k−1
)T]
(2.4.34)
3. Model-matched filtering and measurement likelihood calculation for j = 1, . . . ,M :
given {x¯jk, P¯ jk}, model-matched filters (such as banks of EKFs, UKFs or other filters)
are used to compute estimates {xˆjk|k,Pjk|k} and associated measurement likelihoods
Ljk = p(zk|rjk,Zk−1).
4. Evaluation of posterior mode probabilities µjk, at time k, for j = 1, . . . ,M :
µjk = P{rjk|Zk}
=
1
c
p(zk|rjk,Zk−1)P{rjk|Zk−1}
=
1
c
Ljk
M∑
i=1
P{rjk|rik−1,Zk−1}P{rik−1|Zk−1}
=
1
c
Ljk
M∑
i=1
piijµ
i
k−1, (2.4.35)
where c is a normalizing constant.
5. Computation of posterior moment-matched density (for output):
xˆk|k =
M∑
j=1
xˆjk|k µ
j
k (2.4.36)
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Pk|k =
M∑
j=1
µjk
[
Pjk|k +
(
xˆjk|k − xˆk|k
)(
xˆjk|k − xˆk|k
)T]
(2.4.37)
2.4.5 The Bearings-only Measurement Model
Bearings-only tracking is the problem of estimating the state of a moving target from
noisy measurements of its direction, relative to the sensor. The standard form of the
discrete-time measurement equation in 3D Euclidian space, as typically represented in the
literature ( [65]) takes the following form:
zk = h(xk) + wk, (2.4.38)
where
h(xk) =
 θk
αk
 =
 arctan
(
xk/yk
)
arctan
(
zk/
√
x2k + y
2
k
)
 , (2.4.39)
and wk is zero-mean white Gaussian noise with diagonal covariance matrix. θk ∈ [−pi, pi]
and αk ∈ [−pi/2, pi/2] can be recognized as the azimuth and elevation angles of the line
of sight from the sensor to the target. As illustrated in figure 2.3, the cartesian displace-
ment vector d of a target relative to the sensor can then be expressed, using spherical
coordinates, as
d =

x
y
z
 = r

sin θ cosα
cos θ cosα
sinα
 , (2.4.40)
where r is the relative range of the target (also known as ‘slant range’).
In addition to the nonlinearity of the measurement model, an inherent difficulty of
single-sensor bearings-only tracking is the absence of range information in individual
measurements. This observability problem which leads to ambiguity in target localization
can be resolved by maneuver of the sensor platform. In general, a ‘rule of thumb’ for
ensuring observability is for the sensor platform trajectory to have “one more nonzero
derivative than the target trajectory” [8]. For example, tracking of a stationary target
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d
Figure 2.3: Azimuth and elevation angles θ and α in the 3D measurement frame
can only be achieved with a sensor platform moving at nonzero velocity, while a target
moving at constant velocity requires the sensor platform to have nonzero acceleration.
Although appropriate for most practical scenarios, this is only a necessary condition of
observability. [44], [34] and [40] present in depth analyses of observability requirements
for 3D bearings-only measurements and provide sufficient conditions on sensor platform
trajectories to ensure observability.
2.5 Bearings-only Tracking Algorithms
Many adaptations and modifications of the previously outlined approximate Bayesian
estimators have been applied to the bearings-only tracking problem. We present here
some of the most notable algorithms that have appeared in the literature.
2.5.1 The Extended Kalman Filter in Cartesian Coordinates
The EKF presented in section 2.3.1 can be readily applied to bearings-only tracking. Defin-
ing the state vector with the position and velocity components of the target in Cartesian
coordinates, relative to the sensor, as
xk =
[
xk x˙k yk y˙k zk z˙k
]T
, (2.5.1)
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the Jacobian Hˆk is given by
Hˆk , [∇xkhk(xk,umk )]
∣∣∣∣
xk=xˆk|k−1
=

yk
ρ2k
0 −xk
ρ2k
0 0 0
−xkzk
ρkr
2
k
0 −ykzk
ρkr
2
k
0
ρk
r2k
0

∣∣∣∣∣∣∣∣
xk=xˆk|k−1
, (2.5.2)
where
ρk =
√
x2k + y
2
k and rk =
√
x2k + y
2
k + z
2
k (2.5.3)
are the relative ground range and (slant) range of the target. The recursion provided by
equations (2.3.11) to (2.3.17) can then be implemented upon initialization of the state
vector and covariance matrix.
The performance and limitations of this filter are discussed in [9] and [1]. The
stability of the EKF is known to depend highly on the accuracy of its initialization.
High uncertainty about the initial target range estimate can cause excessive linearization
errors, resulting in the collapse of the covariance matrix and divergence of the filter [1].
The use of Cartesian coordinates is reported in [2] to be another major cause of covariance
matrix ill-conditioning.
2.5.2 The Extended Kalman Filter in Modified Spherical Coordinates
The use of Cartesian coordinates is known often to lead to poor performance in EKFs.
This is due, in part, to the coupling of the observable and unobservable compo-
nents of the state vector estimates which was found to precipitate ill-conditioning of
the covariance matrix, and causing filter instability [2]. The extended Kalman filter
in modified polar coordinates (MPEKF) was proposed in [2] to address this problem in 2D.
Similarly, the extended Kalman filter in modified spherical coordinates (MSCEKF)
is based on a formulation of the 3D bearings-only tracking problem in a coordinate system
that decouples the observable and unobservable states. It was first presented in [71] and
appeared subsequently in [3, 52] with slight modifications. Instead of the usual Cartesian
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position and velocity states, the MSCEKF uses a relative state vector yk defined as
yk =
[
αk α˙k θk ωk 1/rk r˙k/rk
]T
, (2.5.4)
in terms of the elevation angle αk, the elevation angle-rate α˙k, the azimuth angle θk, the
inverse target range 1/rk, the inverse time-to-go r˙k/rk (where r˙k is the range rate) and
ωk = θ˙k cosαk, (2.5.5)
with θ˙k representing the azimuth angle-rate. For easy reconciliation with [71] and [52]
(and given the involved nature of the derivations), we follow the convention used in
those papers, where the azimuth angle θ is measured anti-clockwise from the x axis and
the elevation angle α is measured downwards from the xy plane. Conversion to this
convention from ours (as illustrated in figure (2.3)) is easily carried out by adding pi/2 to
the negative azimuth angle and inverting the sign of the elevation angle.
The state vector in MSC is related to its Cartesian version through the transfor-
mation
yk = g(xk), (2.5.6)
where (dropping the time index k for notational clarity):
y1 = α = tan
−1
(
−z/
√
x2 + y2
)
(2.5.7)
y2 = α˙ =
−z˙(x2 + y2) + z(x˙x+ y˙y)
(x2 + y2 + z2)
√
x2 + y2
(2.5.8)
y3 = θ = tan
−1(y/x) (2.5.9)
y4 = ω =
y˙x− x˙y
x2 + y2
cos
(
tan−1
(
−z/
√
x2 + y2
))
(2.5.10)
y5 =
1
r
=
(√
x2 + y2 + z2
)−1
(2.5.11)
y6 =
r˙
r
=
x˙x+ y˙y + z˙z
x2 + y2 + z2
. (2.5.12)
The (now nonlinear) state equation is given in continuous-time by
y˙ = f(y,uA) + v˜, (2.5.13)
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and more explicitly
y˙1 =
d
dt
α = α˙+ v˜1 (2.5.14)
y˙2 =
d
dt
α˙ = −2
(
r˙
r
)
α˙− ω2 tanα+ u
A
3
r
+ v˜2 (2.5.15)
y˙3 =
d
dt
θ =
ω
cosα
+ v˜3 (2.5.16)
y˙4 =
d
dt
ω =
(
−2
(
r˙
r
)
+ α˙ tanα
)
ω − u
A
2
r
+ v˜4 (2.5.17)
y˙5 =
d
dt
1
r
= −1
r
r˙
r
+ v˜5 (2.5.18)
y˙6 =
d
dt
r˙
r
= α˙2 + ω2 −
(
r˙
r
)2
− u
A
1
r
+ v˜6, (2.5.19)
where uA is the acceleration vector of the sensor platform in ‘antenna’ coordinates defined
as
uA = CAI u
I =

cosα cos θ cosα sin θ − sinα
− sin θ cos θ 0
sinα cos θ sinα sin θ cosα
uI , (2.5.20)
and uI is the acceleration vector of the sensor platform in ‘inertial’ coordinates. The
noise term v˜ regroups the unknown accelerations of the target .
The MSCEKF follows the same recursive formulation as the EKF, given by equa-
tions (2.3.11) to (2.3.12). The Jacobian Fˆk−1 is obtained by discretization of the
continuous-time state equations (with the assumption that the change in relative geom-
etry between the target and sensor platform is negligible during the sampling period T )
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and linearization (see [71] for full derivation). It is expressed as:
Fˆ =

1 T 0 0 0 0
− ω
2
cos2 α
T 1− 2 r˙
r
T 0 −2Tω tanα uA3 T −2α˙T
ω sinα
cos2 α
T 0 1
1
cosα
T 0 0
ωα˙
cos2 α
T Tω tanα 0 1 +
(
α˙ tanα− 2 r˙
r
)
T −uA2 T −2ωT
0 0 0 0 1− r˙
r
T −1
r
T
0 2α˙T 0 2ωT −uA1 T 1− 2
r˙
r
T

.
(2.5.21)
The covariance in MSC of the discrete-time equivalent of the process noise term v˜ is
approximated as
QMSC = GxQG
T
x , (2.5.22)
where
Gx = ∇xg(x)
∣∣
x=xˆk−1|k−1
(2.5.23)
is the Jacobian of the Cartesian to MSC transformation evaluated at the current state
estimate (in Cartesian coordinates). The measurement equation in MSC is given by
zk =
 θk
αk
 = H(yk) + wk, (2.5.24)
where wk is white Gaussian noise and the measurement matrix
H =
 0 0 1 0 0 0
1 0 0 0 0 0
 (2.5.25)
selects the target bearings from the state vector. We note that the formulation of the
tracking problem in MSC effectively translates linear state equations into nonlinear ones
while turning the nonlinear measurement equations into linear ones.
The main advantages of the MSCEKF, over the EKF in Cartesian coordinates, are
increased stability and more accurate range estimation with moderate maneuvering of the
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sensor platform. Target maneuvers, however, are a source of difficulty and special care
needs to be taken to deal with simultaneous target and sensor platform maneuvers [3].
Recently, a new formulation of this filter was proposed in [56], where the continuous
system dynamics are integrated numerically to provide a more accurate representation
of the predicted state mean and covariance. Although less accurate than the Cartesian
EKF for low levels of measurement noise, the proposed ‘continuous-discrete’ EKF in
MSC and its variant in log spherical coordinates were reported to outperform it for low
measurement accuracy.
2.5.3 The Range-parameterized Extended Kalman Filter
The range-parameterized extended Kalman Filter (RPEKF) [60] is a modification of
the standard EKF, aiming to overcome the effects of large initial range uncertainty.
The performance of a tracking filter is determined to a large extent by the coefficient
of variation Cr of the range estimate, defined as σˆr/rˆ (where rˆ is the estimated range
and σˆr is its standard deviation). A low Cr contributes to filter stability by ensuring
that a change in measured bearings results in only a small change in the range estimate.
Therefore, initialization should ideally be carried out with as low a value of Cr as possible.
Given a large initial range uncertainty, the range interval of interest (rmin, rmax) can
be subdivided into Nf smaller segments in which separate and independent EKFs are
initialized. Imposing the same value of Cr for each segment will ensure comparable
performance for all filters.
Assuming that the range errors are uniformly distributed within each segment, the
required subdivision can be achieved by setting the boundaries to follow a geometric
progression with common ratio ρ such that
rmax = rmin ρ
Nf . (2.5.26)
The common coefficient of variation will then be given by
Cr =
σri
ri
=
2(ρ− 1)√
12(ρ+ 1)
, (2.5.27)
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where ri and σri are the mean of the subinterval i and its standard deviation. Then, the
EKF corresponding to the i’th subinterval can be initialized with a Gaussian prior on the
range, with mean and standard deviation
rˆi = rmin
(ρi−1 + ρi)
2
(2.5.28)
σˆri = rmin
(ρi − ρi−1)√
12
. (2.5.29)
Although each EKF operates independently using its own estimates, the obtained Gaussian
mixture is combined after each time step to a single state estimate. This is done by
moment-matching, according to the weight wik associated with each EKF. Denoting the
initial range subinterval hypotheses Ri (with i = 1, . . . , Nf ), these weights are computed,
using Bayes’ rule, as
wik = p(Ri|Zk)
=
p(zk|Ri,Zk−1)p(Ri|Zk−1)
p(zk|Zk−1)
=
p(zk|Ri,Zk−1)wik−1∑Nf
j=1 p(zk|Rj ,Zk−1)wjk−1
, (2.5.30)
where p(zk|Ri,Zk−1) is the measurement likelihood conditioned on the hypothesis that
the target originated from the i’th range subinterval. It can be computed as:
p(zk|Ri,Zk−1) ∼ N
(
zk; zˆ
i
k|k−1,S
i
k
)
, (2.5.31)
with zˆik|k−1 and S
i
k denoting the predicted measurement and its associated covariance
matrix, conditioned on the i’th initial range hypothesis. The denominator of (2.5.30) acts
as a normalizing constant ensuring that all the weights add up to unity. To reflect the
(near) absence of initial range knowledge, each EKF will typically be initialized with an
equal weighting of 1/Nf .
Reduction of the weighted Gaussian mixture to a single Gaussian is a straightfor-
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ward operation. The mean and covariance of the resulting density are given by
xˆk|k =
Nf∑
i=1
wik xˆ
i
k|k (2.5.32)
Pk|k =
Nf∑
i=1
wik
[
Pik|k + (xk|k − xik|k)(xk|k − xik|k)T
]
. (2.5.33)
The increased accuracy of the RPEKF over the standard EKF is reported in [60] for
scenarios involving very vague initial range knowledge. However, this gain comes at the
expense of a decrease in computational efficiency by a factor ofNf . Yet, in many situations,
most filter weights will become negligible after maneuver of the sensor platform, indicating
that the range ambiguity has been resolved. The corresponding filters can then be ‘pruned’
with little effect on overall accuracy, helping to reduce computational overhead.
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Chapter 3
Bearings only tracking in 3D
The tracking literature contains an abundance of algorithms for bearings-only tracking
in 2 dimensions. These are of relevance in many applications where the problem is
intrinsically 2-dimensional, such as surface vessel or ground vehicle tracking. Alterna-
tively, 2-dimensional tracking might be a preferable choice (for reasons of computational
simplicity) in situations where vertical motion does not need to be estimated jointly with
planar motion. This is the case in civilian air traffic control where aircraft maneuvers are
mostly restricted to the horizontal plane, and vertical out of plane maneuvers rarely hap-
pening simultaneously. In such ‘benign’ scenarios, decoupled filters for the independent
estimation of the xy and z components of the target dynamics are appropriate. Another
use of 2D filters can arise from the lack of elevation information, typically absent in
passive-sonar measurements [53].
There exist situations, however, that are characterized by strongly coupled dynam-
ics between all 3 coordinates. For these problems, adequate tracking performance can
only be achieved by the use of fully coupled 3D estimation algorithms that concurrently
evaluate the target motion in all coordinates. Applications requiring such 3D estimation
schemes include the tracking of agile aircraft and missiles which exhibit a high degree of
maneuverability. Most existing 2D filters (including the EKF, UKF and PF, in cartesian
coordinates) can be trivially extended to 3D, while others (such as the MPEKF) can be
generalized at the cost of higher complexity (MSCEKF).
We propose in this chapter a novel extension to an existing bearings-only tracking
algorithm known as the shifted Rayleigh filter (SRF), appearing in [18–20], enabling its
implementation in complex 3D tracking situations. Although readily applicable to both
2D and 3D bearings measurements in its original form, an extension to cope with the
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challenges of data association and multiple target dynamic models in 3-dimensional space
is yet to be derived. The central element in this extension is the probability density of the
predicted bearings, given past measurements, which can be used as a likelihood function,
allowing for the proper weighting of multiple measurements in a cluttered environment
or the discrimination between different possible target dynamic modes. Owing to the
particular formulation of the SRF measurement model, the probability density of the
measurement has a non-trivial form, and has so far only been presented for measurements
in 2D space ( [19]).
The organization of this chapter is as follows. An outline of the (previously pub-
lished) SRF is provided, followed by the mathematical derivation of the filter, with
particular focus on 3-dimensional tracking. The probability density function for 3D
measurements, which is the principal contribution of the chapter, is then derived and
used to justify the particular measurement model inherent to the SRF. Making use of
this measurement density, extensions of the SRF algorithm to handle data association
and multiple target dynamic modes are then presented. Finally, the problem of opti-
mal smoothing is touched upon and a shifted Rayleigh adaptation of the well known
Rauch-Tung-Striebel smoother is presented.
3.1 The Shifted Rayleigh Filter
We recall that the shifted Rayleigh filter [19, 20] is a moment-matching bearings-only
tracking filter. Unlike other moment-matching methods, it is derived specifically to take
into account the particular nonlinearities of the bearings measurement equation. Whereas
competing moment-matching estimators overcome this difficulty by means of linearization
(either analytical, as with the EKF, or statistical as with the UKF), the SRF has the
distinctive feature of computing the exact mean and covariance of the non-Gaussian
posterior density, given a Gaussian prior. This is made possible through a reformulation
of the measurement equation in terms of an ‘augmented’ measurement of the target
displacement vector. At the end of each iteration, the filtered density is approximated by
a Gaussian whose first two moments are those of the exact non-Gaussian posterior. We
stress that this moment-matching step is the only source of approximation in the SRF
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recursion.
It is shown that the modification of the measurement equation, which enables
computation of the exact moments, results, in 2D space, in a bearing density which
is practically indistinguishable from the Gaussian density of the conventional bearings
measurement model. In 3D space, on the other hand, the resulting density of azimuth
and elevation angle measurements is shown to coincide with a measurement model that
describes the uncertainties better than the standard model does.
Consider an n-dimensional state vector xk composed of the kinematic attributes of
interest of the target and possibly of the sensor platform (all in Cartesian coordinates), in
d-dimensional Euclidian space. Let dk be the displacement d-vector of the target, relative
to the position of the sensor platform. Finally, let bk denote the ‘direction cosines’
bearing d-vector in the direction of the noisy angular measurement of the target. These
quantities are expressed through the equations
xk = Fkxk−1 + usk−1 + vk (3.1.1)
dk = Hxk + u
m
k (3.1.2)
bk = Π(dk + wk), (3.1.3)
where Fk is the possibly time-dependent n× n system matrix, while H is the d× n time-
invariant measurement matrix that picks out the cartesian position coordinates of the
target. The deterministic control input n-vector usk−1 is included for generality. The de-
terministic measurement input d-vector umk can be included to represent the position of the
sensor platform. If instead, its motion is integrated into the state vector xk, the measure-
ment matrix H needs to be appropriately modified to extract the target position relative
to that of the sensor platform. The system noise n-vector vk−1 and measurement noise d-
vector wk are independent zero-mean Gaussian with covariances Q
s
k−1 and Q
m
k . Finally,
Π denotes the projection of d-dimensional cartesian space onto the d-dimensional unit
sphere. Its argument dk + wk, a noise-corrupted version of the displacement, represents
an ‘augmented’ measurement yk. The bearings unit vector is thus given (in consistence
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with the convention of section 2.4.5) by
bk =
yk
||yk|| =

[
sin(θk) cos(θk)
]T
for d = 2[
sin(θk) cos(αk) cos(θk) cos(αk) sin(αk)
]T
for d = 3.
(3.1.4)
The main characteristic of this setup is the addition of noise to the displacement before the
nonlinearity introduced by Π. This is at odds with the conventional bearings measurement
model where zero-mean Gaussian noise is added to the bearings of the displacement (i.e.
after the nonlinearity). As will become clear, however, the unconventional model is used
in order to simplify the calculations involved in the construction of the tracking algorithm.
Using the formulation of (3.1.1) to (3.1.3) and letting xˆk−1|k−1 and Pk−1|k−1 be
the mean and covariance of the Gaussian posterior of the state vector at time k − 1, one
cycle of the SRF takes the form of the following prediction and update equations:
Prediction Step:
xˆk|k−1 = Fkxˆk−1|k−1 + usk−1 (3.1.5)
Pk|k−1 = FkPk−1|k−1FTk + Q
s
k−1 (3.1.6)
Vk = HkPk|k−1HTk + Q
m
k (3.1.7)
Correction Step:
Kk = Pk|k−1HTkV
−1
k (3.1.8)
zk = (b
T
kV
−1
k bk)
− 1
2bTkV
−1
k (Hkxˆk|k−1 + u
m
k ) (3.1.9)
γk = (b
T
kV
−1
k bk)
− 1
2 ρd(zt) (3.1.10)
δk = (b
T
kV
−1
k bk)
−1(d+ zk ρ(zk)− ρ2d(zk)) (3.1.11)
xˆk|k = (I−KkHk)xˆk|k−1 −Kkumk + γkKkbk (3.1.12)
Pk|k = (I−KkHk)Pk|k−1 + δkKkbkbTkKTk . (3.1.13)
xˆk|k−1 and Pk|k−1 can be recognized as the predicted mean and covariance of the state,
while Vk is the predicted covariance of the ‘augmented’ measurement yk (i.e. the noisy
displacement), all at time k given measurements up to time k−1. Kk is the Kalman gain,
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and γk and δk are the conditional mean and variance of ||yk||. Finally, the scalar ρd(zk)
is the mean of a ‘shifted Rayleigh’ variable, evaluated as
ρd(z) =
∫∞
0 s
de−
1
2
(s−z)2 ds∫∞
0 s
d−1e−
1
2
(s−z)2 ds
(3.1.14)
3.1.1 Derivation of Shifted Rayleigh Filter Equations
Using the formulation presented in (3.1.1) to (3.1.3) and the augmented measurement yk,
previously defined as
yk = Hxk + u
m
k + wk, (3.1.15)
the MMSE estimate of the state vector xk, assuming that access to the augmented mea-
surement yk is available and that (xk,yk) are jointly Gaussian, is given by the standard
Kalman filter equations as
xˆk = (I−KkH)xˆk|k−1 −Kkumk + Kkyk + ξk, (3.1.16)
where the term
ξk ∼ N (0, (I−KkH)Pk|k−1) (3.1.17)
represents the error of the state estimate.
The predicted augmented measurement at time k, conditioned on measurements
up to time k − 1 is
yk ∼ N (yˆk|k−1,Vk), (3.1.18)
where
yˆk|k−1 = Hxˆk|k−1 + umk and Vk = HPk|k−1H
T + Qmk . (3.1.19)
Now, let rk be the range of the predicted augmented measurement yk such that
yk = rkbk, (3.1.20)
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and define r¯k and b¯k as the range and bearing vector of the predicted transformed aug-
mented measurement y¯k = V
− 1
2
k yk, which has a N (V
− 1
2
k yˆk|k−1, Id×d) distribution, so that
r¯k =
∣∣∣∣∣∣∣∣V− 12k yk∣∣∣∣∣∣∣∣ and b¯k = V−
1
2
k yk∣∣∣∣∣∣∣∣V− 12k yk∣∣∣∣∣∣∣∣ . (3.1.21)
The augmented measurement can then be expressed as
yk = r¯kV
1
2
k b¯k, (3.1.22)
and substituted back into (3.1.16) to yield
xk = (I−KkH)xˆk|k−1 −Kkumk + r¯kKkV
1
2
k b¯k + ξk. (3.1.23)
The above expression assumes direct access to the augmented measurement yk. This is,
however, not the case as only its bearings bk are measured. As a result, we need to
evaluated the moments of xk conditioned on bk. Since (3.1.23) is defined in terms of the
bearings vector b¯k of the transformed augmented measurement, we first show that there
is a one-to-one (bijective) relationship between b¯k and bk, so that conditioning on one
is equivalent to conditioning on the other. This can be shown as follows. Using (3.1.20)
together with the definition of b¯k, we get
b¯k =
rkV
− 1
2
k bk∣∣∣∣∣∣∣∣rkV− 12k bk∣∣∣∣∣∣∣∣
=
[
(V
− 1
2
k bk)
T(V
− 1
2
k bk)
]− 1
2
V
− 1
2
k bk
= (bTkV
−1
k bk)
− 1
2V
− 1
2
k bk, (3.1.24)
while, on the other hand, starting from the definition of bk we have
bk =
yk
||yk||
= (r¯2k b¯
T
k V
1
2
k V
1
2
k b¯k)
− 1
2 r¯k V
1
2
k b¯k
= (b¯TkVkb¯k)
− 1
2V
1
2
k b¯k. (3.1.25)
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Comparison of (3.1.24) and (3.1.25) confirms the equivalence of conditioning on b¯k and
bk. Therefore, the mean of xk conditioned on bk, can be expressed (using (3.1.23) and
assuming independence between ξk and bk) as
E[xk|bk] = (I−KkH)xˆk|k−1 −Kkumk + E[r¯k|b¯k]KkV
1
2
k b¯k
= (I−KkH)xˆk|k−1 −Kkumk + (bTkV−1k bk)−
1
2E[r¯k|b¯k]Kkbk, (3.1.26)
where the relation (3.1.24) was used to get from the first to the second line. Similarly,
defining the error term
x˜k = xk − E[xk|bk]
= ξk + (r¯k − E
[
r¯k|b¯k
]
)KkV
1
2
k b¯k, (3.1.27)
the conditional covariance, given the bearing vector, can be written as
cov
[
xk|bk
]
= E
[
x˜kx˜
T
k | bk
]
= cov
[
ξk
]
+ E
[
(r¯k − E
[
r¯k|b¯k
]
)(r¯k − E
[
r¯k|b¯k
]
)T | bk
]
KkV
1
2
k b¯kb¯
T
kV
1
2
k K
T
k
= (I−KkH)Pk|k−1 + var
[
r¯k|b¯k
]
KkV
1
2
k b¯kb¯
T
kV
1
2
k K
T
k
= (I−KkH)Pk|k−1 + (bTkV−1k bk)−1var
[
r¯k|b¯k
]
Kkbkb
T
kK
T
k . (3.1.28)
Equations (3.1.26) and (3.1.28) require computation of the terms E[r¯k|b¯k] and var
[
r¯k|b¯k
]
,
representing the mean and variance of the range of the transformed augmented mea-
surement, conditioned on the measured bearings. To this end, we first derive the
joint probability density function of the range and bearings vector of the transformed
augmented measurement y¯k.
The probability density function of the transformed augmented measurement (3.1.18) can
be expressed as
py¯k(y¯k) =
1
(2pi)
d
2
e−
1
2
(y¯k−V
− 12
k yˆk|k−1)
T(y¯k−V
− 12
k yˆk|k−1). (3.1.29)
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Conversion from polar to Cartesian (d = 2) and spherical to Cartesian (d = 3) coordinates
can be obtained through the transformations gp and gs, respectively, such that:
y¯k =
 gp(r¯k, θ¯k) for d = 2gs(r¯k, θ¯k, α¯k) for d = 3
=

[
r¯k sin(θ¯k) r¯k cos(θ¯k)
]T
for d = 2[
r¯k sin(θ¯k) cos(α¯k) r¯k cos(θ¯k) cos(α¯k) r¯k sin(α¯k)
]T
for d = 3,
(3.1.30)
where θ¯k and α¯k are the azimuth and elevation angles of the bearings vector of the trans-
formed augmented measurement y¯k. It follows
1 that the distribution of y¯k in either polar
or spherical coordinates is:
pr¯k,b¯k(r¯k, b¯k) =

∣∣∇gp(r¯k, θ¯k)∣∣ py¯k (gp(r¯k, θ¯k)) for d = 2∣∣∇gs(r¯k, θ¯k, α¯k)∣∣ py¯k (gs(r¯k, θ¯k, α¯k)) for d = 3 (3.1.31)
where ∇gp(r¯k, θ¯k) and ∇gs(r¯k, θ¯k, α¯k) are the determinants of the Jacobians of the trans-
formations from polar to cartesian (d = 2) and spherical to cartesian (d = 3) coordinates,
evaluated as
∇gp(r¯k, θ¯k) =
∣∣∣∣∣∣
∂y¯1k
∂r¯k
∂y¯1k
∂θ¯k
∂y¯2k
∂r¯k
∂y¯2k
∂θ¯k
∣∣∣∣∣∣
=
∣∣∣∣∣∣ sin(θ¯k) r¯k cos(θ¯k)cos(θ¯k) −r¯k sin(θ¯k)
∣∣∣∣∣∣
= r¯k (3.1.32)
and
∇gs(r¯k, θ¯k, α¯k) =
∣∣∣∣∣∣∣∣∣
∂y¯1k
∂r¯k
∂y¯1k
∂θ¯k
∂y¯1k
∂α¯k
∂y¯2k
∂r¯k
∂y¯2k
∂θ¯k
∂y¯2k
∂α¯k
∂y¯3k
∂r¯k
∂y¯3k
∂θ¯k
∂y¯3k
∂α¯k
∣∣∣∣∣∣∣∣∣
1the (reasonable) assumption is made here that in practice the ratio of the mean of the range of y¯k to
its standard deviation is low enough for issues of ambiguity in the many-to-one mapping not to arise.
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=
∣∣∣∣∣∣∣∣∣
sin(θ¯k) cos(α¯k) r¯k cos(θ¯k) cos(α¯k) −r¯k sin(θ¯k) sin(α¯k)
cos(θ¯k) cos(α¯k) −r¯k sin(θ¯k) cos(α¯k) −r¯k cos(θ¯k) sin(α¯k)
sin(α¯k) 0 r¯k cos(α¯k)
∣∣∣∣∣∣∣∣∣
= − r¯2k cos(α¯k). (3.1.33)
The densities py¯k
(
gp(r¯k, θ¯k)
)
and py¯k
(
gs(r¯k, θ¯k, α¯k)
)
in (3.1.31) can be expressed under
unified notation, in terms of r¯k and b¯k as:
py¯k
(
r¯kb¯k
)
=
1
(2pi)
d
2
e−
1
2
(r¯kb¯k−V
− 12
k yˆk|k−1)
T(r¯kb¯k−V
− 12
k yˆk|k−1)
=
1
(2pi)
d
2
e
− 1
2
(r¯2k − 2r¯kb¯TkV
− 12
k yˆk|k−1 + yˆ
T
k|k−1V
−1
k yˆ
T
k|k−1) (3.1.34)
and setting zk = b¯
T
kV
− 1
2
k yˆk|k−1, we get:
py¯k
(
r¯kb¯k
)
=
1
(2pi)
d
2
e
− 1
2
(r¯2k − 2r¯kzk + yˆTk|k−1V−1k yˆk|k−1)
=
1
(2pi)
d
2
e−
1
2
(r¯k−zk)2e−
1
2
(yˆT
k|k−1V
−1
k yˆk|k−1−z2k). (3.1.35)
It follows that the joint probability density of the range and bearings vector of the trans-
formed augmented measurement y¯k is given as:
pr¯k,b¯k(r¯k, b¯k) =

r¯k
2pi e
− 1
2
(r¯k−zk)2e−
1
2
(yˆT
k|k−1V
−1
k yˆk|k−1−z2k) for d = 2
r¯2k cos(αk)
(2pi)
3
2
e−
1
2
(r¯k−zk)2e−
1
2
(yˆT
k|k−1V
−1
k yˆk|k−1−z2k) for d = 3.
(3.1.36)
For both cases, the conditional density of r¯k given b¯k can be expressed, using the rule of
conditional probability, as:
pr¯k|b¯k(r¯k|b¯k) =
pr¯k,b¯k(r¯k, b¯k)
pb¯k(b¯k)
=
r¯ d−1k e
− 1
2
(r¯k−zk)2∫∞
0 r¯
d−1
k e
− 1
2
(r¯k−zk)2 dr¯k
=
r¯ d−1k e
− 1
2
(r¯k−zk)2
K(zk)
. (3.1.37)
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Evaluation of the first moment of this density yields:
For d = 2
E
[
r¯k|b¯k
]
= ρ2(zk) =
∫∞
0 r¯
2
k e
− 1
2
(r¯k−zk)2dr¯k∫∞
0 r¯k e
− 1
2
(r¯k−zk)2 dr¯k
, (3.1.38)
where carrying out the substitution u = r¯k − zk, the numerator can be expressed as∫ ∞
0
r¯ 2k e
− 1
2
(r¯k−zk)2dr¯k =
∫ ∞
−zk
(u+ zk)
2 e−
1
2
u2 du
=
∫ ∞
−zk
u2e−
1
2
u2 du+ 2zk
∫ ∞
−zk
u e−
1
2
u2 du+ z2k
∫ ∞
−zk
e−
1
2
u2 du,
(3.1.39)
and the denominator as
∫ ∞
0
r¯k e
− 1
2
(r¯k−zk)2dr¯k =
∫ ∞
−zk
(u+ zk) e
− 1
2
u2 du
=
∫ ∞
−zk
ue−
1
2
u2 du+ zk
∫ ∞
−zk
e−
1
2
u2 du. (3.1.40)
For d = 3
E
[
r¯k|b¯k
]
= ρ3(zk) =
∫∞
0 r¯
3
k e
− 1
2
(r¯k−zk)2dr¯k∫∞
0 r¯
2
k e
− 1
2
(r¯k−zk)2 dr¯k
, (3.1.41)
where using the same change of variable, the numerator can be expressed as
∫ ∞
0
r¯ 3k e
− 1
2
(r¯k−zk)2dr¯k =
∫ ∞
−zk
(u+ zk)
3 e−
1
2
u2 du
=
∫ ∞
−zk
u3e−
1
2
u2 du+ 3zk
∫ ∞
−zk
u2e−
1
2
u2 du+
3z2k
∫ ∞
−zk
ue−
1
2
u2 du+ z3k
∫ ∞
−zk
e−
1
2
u2 du (3.1.42)
and the denominator is identical to (3.1.39).
To facilitate computation of these moments, we define the following integral:
Im(z) =
∫ ∞
−z
rme−
r2
2 dr
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=
∫ ∞
−z
rm−1r e−
r2
2 dr
= −rm−1e− r
2
2
∣∣∣∣∞
−z
+ (m− 1)
∫ ∞
−z
rm−2e−
r2
2 dr
= (−z)m−1e− z
2
2 + (m− 1)Im−2(z)
= (−z)m−1I1(z) + (m− 1)Im−2(z), (3.1.43)
and give explicit formulae for I0(z) and I1(z):
I0(z) =
∫ ∞
−z
e−
r2
2 dr =
√
2piFN (z) (3.1.44)
I1(z) =
∫ ∞
−z
re−
r2
2 dr = e−
z2
2 (3.1.45)
where FN (z) is the cumulative distribution function of a N (0, 1) variable, which can be
evaluated (in terms of the complementary error function erfc(x) = 2√
pi
∫∞
x e
−t2 dt, found
in most programming packages) as
FN (z) =
1√
2pi
∫ ∞
−z
e−
s2
2 ds
=
1√
pi
∫ ∞
− z√
2
e−u
2
du
=
1
2
erfc
(
− z√
2
)
. (3.1.46)
The moments (3.1.38) and (3.1.41) can now be expressed, in terms of the integrals pre-
sented above, as
ρ2(zk) =
I2(zk) + 2zkI1(zk) + z
2
kI0(zk)
I1(zk) + zkI0(zk)
=
zkI1(zk) + (z
2
k + 1)I0(zk)
I1(zk) + zkI0(zk)
=
zk e
− z2
2 +
√
2pi(z2k + 1)FN (zk)
e−
zk
2 +
√
2pizkFN (zk)
(3.1.47)
(3.1.48)
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and
ρ3(zk) =
I3(zk) + 3zkI2(zk) + 3z
2
kI1(zk) + z
3
kI0(zk)
I2(zk) + 2zkI1(zk) + z
2
kI0(zk)
=
z2kI1(zk) + 2I1(zk)− 3z2kI1(zk) + 3zkI0(zk) + 3z2kI1(zk) + z3kI0(zk)
zkI1(zk) + (z
2
k + 1)I0(zk)
=
zk
[
zkI1(zk) + (z
2
k + 1)I0(zk)
]
+ 2
[
I1(zk) + zkI0(zk)
]
zkI1(zk) + (z
2
k + 1)I0(zk)
= zk +
2
ρ2(zk)
(3.1.49)
Having derived expressions for E
[
r¯k|b¯k
]
(for d = 2 and d = 3), we turn our attention to
evaluating var
[
r¯k|b¯k
]
. The n-th moment of pr¯k|b¯k(r¯k|b¯k) as given in (3.1.37) is:
E
[
r¯nk |b¯k
]
=
1
K(zk)
∫ ∞
0
r¯ n+d−1k e
− 1
2
(r¯k−zk)2 dr¯k
=
1
K(zk)
(∫ ∞
0
r¯ n+d−2k (r¯k − zk) e−
1
2
(r¯k−zk)2 dr¯k +
∫ ∞
0
zkr¯
n+d−2
k e
− 1
2
(r¯k−zk)2 dr¯k
)
,
where the first expression inside the brackets can be integrated by parts by setting
u = r¯r+d−2k dv = (r¯k − zk) e−
1
2
(r¯k−zk) dr¯k
du = (n+ d− 2)r¯n+d−3k dr¯k v = −e−
1
2
(r¯k−zk),
which results in:
E
[
r¯nk |b¯k
]
=
1
K(zk)
(
−r¯r+d−2k e−
1
2
(r¯k−zk)
∣∣∣∞
0
+
∫ ∞
0
(n+ d− 2)r¯n+d−3k e−
1
2
(r¯k−zk) dr¯k
)
+
1
K(zk)
∫ ∞
0
zkr¯
n+d−2
k e
− 1
2
(r¯k−zk)2 dr¯k
=
(n+ d− 2)
K(zk)
∫ ∞
0
r¯n+d−3k e
− 1
2
(r¯k−zk) dr¯k +
zk
K(zk)
∫ ∞
0
r¯ n+d−2k e
− 1
2
(r¯k−zk)2 dr¯k
= (n+ d− 2)E[r¯n−2k |b¯k]+ zkE[r¯n−1k |b¯k]. (3.1.50)
This recursive formula allows computation of the higher order moments of the desired
conditional density. In particular, the variance can be expressed in terms of the second
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order moment as:
var
[
r¯k|b¯k
]
= E
[
r¯2k|b¯k
]− (E[r¯2k|b¯k])2
= d+ zkρd(zk)− (ρd(zk))2. (3.1.51)
We can now return to (3.1.26) and (3.1.28) and provide expressions for the exact mean
and covariance of the posterior density p(xk|bk):
E[xk|bk] = (I−KkH)xˆk|k−1 −Kkumk + (bTkV−1k bk)−
1
2E[r¯k|b¯k]Kkbk
= (I−KkH)xˆk|k−1 −Kkumk + γkKkbk (3.1.52)
and
cov
[
xk|bk
]
= (I−KkH)Pk|k−1 + (bTkV−1k bk)−1var
[
r¯k|b¯k
]
Kkbkb
T
kK
T
k
= (I−KkH)Pk|k−1 + δkKkbkbTkKTk , (3.1.53)
where
γk = E
[||yk|| | bk] = (bTkV−1k bk)− 12E[r¯k|b¯k] (3.1.54)
and
δk = var
[||yk|| | bk] = (bTkV−1k bk)−1var[r¯k|b¯k] (3.1.55)
are the mean and variance of the range estimates of yk.
It can be seen that (3.1.52) and (3.1.53) closely resemble the standard Kalman fil-
ter update equations, with the addition of extra terms accounting for the inaccessibility of
the augmented measurement. More specifically, γkKkbk represents the correction to the
state estimate, resulting from the unobservability of yk which is instead approximated by
E
[
yk|bk
]
= E
[||yk||bk|bk] = E[||yk|| |bk]bk = γkbk.
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Similarly, the addition of the non-negative term δkKkbkb
T
kK
T
k to the covariance estimate
is none other than the covariance of Kkyk given bk, expressed as:
cov
[
Kkyk|bk
]
= cov
[||yk||Kkbk|bk] = var[||yk|| |bk]KkbkbTkKTk = δkKkbkbTkKTk .
Measurement Noise in the Augmented Measurement
The additive augmented measurement noise term wk is related to the noise w˜k of the
conventional angular measurement model through the scaling
wk = ‖dk‖w˜k, (3.1.56)
where ‖d‖k is the relative range of the target from the sensor platform at time k and
w˜k ∼ N (0, σ2Id×d) is independent of dk. From the law of conditional probability, it
follows that wk ∼ N (0,Qmk ), where
Qmk = E
[‖dk‖2]σ2Id×d. (3.1.57)
The exact evaluation of the covariance matrix of the augmented measurement noise at
time k requires access to the augmented measurement itself. As this is not available,
the covariance is instead approximated by replacing ‖dk‖ by the predicted relative range,
conditioned on measurements up to time k − 1. Using (without loss of generality, for the
2-dimensional case), the notation dk = [dk1 dk2]
T = Hxk + u
m
k we have:
Qmk = σ
2E
[‖dk‖2 |b1:k−1] Id×d
= σ2E
[
(d2k1 + d
2
k2) |b1:k−1
]
Id×d
= σ2
(
var [dk1|b1:k−1] + (E [dk1|b1:k−1])2 + var [dk2|b1:k−1] + (E [dk2|b1:k−1])2
)
Id×d
= σ2
(‖Hxˆk|k−1 + umk ‖2 + trace (HPk|k−1HT)) Id×d. (3.1.58)
Depending on the application, an additional term Qtrk , representing a translational noise
covariance matrix, can be added to the expression for Qmk . This can account for unknown
perturbations in the position of the sensor platform well as random fluctuations in the
direction of arrival of signals from an extended target.
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This concludes the derivation of the SRF equations. The following section con-
cerns the derivation of the probability density functions, in both 2D and 3D, of the
bearings of the augmented measurement. Although a 2D derivation appears in [19], we
propose here a slightly different approach which we then generalize to the 3D case. The
similarity of the bearings density for measurements in 2D space to that associated with
the ‘conventional’ measurement model is discussed. For the case of measurements in
3D space, an alternative measurement noise model is presented, which provides a better
characterization of the uncertainty in azimuth and elevation angles and, moreover, closely
matches the bearings density of the SRF measurement model.
The 2D Bearing density
Consider a point in 2 dimensional Euclidian space, described by the normally distributed
random displacement vector yk = (xk, yk)
T, with mean dk = (dk1, dk2)
T and covariance
matrix Vk. Suppressing the time index k for notational clarity, the density of y can be
written as
py (y) =
1
2pi (detV)1/2
e−
1
2
(y−d)TV−1(y−d). (3.1.59)
Using (3.1.31) and (3.1.32), the corresponding density in polar coordinates (r, η) can be
expressed as
pr,η(r, η) = |∇gp(r, η)| py (gp(r, η))
=
r
2pi (detV)1/2
e−
1
2
(gp(r,η)−d)TV−1(gp(r,η)−d) (3.1.60)
and the argument of the exponential can be written in compact quadratic form, such that
pr,η(r, η) =
r
2pi (detV)1/2
e−
1
2(ar
2+br+c), (3.1.61)
where the coefficients are:
a = a11 sin
2(η) + a22 cos
2(η) + (a12 + a21) cos(η) sin(η) (3.1.62)
b = − 2a11d1 sin(η)− 2a22d2 cos(η)− (a12 + a21)(d1 cos(η) + d2 sin(η)) (3.1.63)
c = a11(d1)
2 + a22(d2)
2 + (a12 + a21)d1d2, (3.1.64)
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with aij denoting the elements of the precision matrix V
−1. Completing the square inside
the exponential, we arrive at:
pr,η(r, η) =
r
2pi (detV)1/2
e
b2
8a
− c
2 e−
a
2 (r+
b
2a)
2
.
The density of the azimuth angle η is then obtained, by marginalizing out the range r:
pη(η) =
∫ ∞
0
pr,η(r, η) dr
=
1
2pi(detV)1/2
e
b2
8a
− c
2
∫ ∞
0
r e−
a
2 (r+
b
2a)
2
dr, (3.1.65)
which reduces, after the change of variable u =
√
a(r + b2a), to:
pη(η) =
1
2pi(detV)1/2
e
b2
8a
− c
2
∫ ∞
b/(2
√
a)
(
u
a
− b
2a3/2
)
e−
u2
2 du
=
1
2pi(detV)1/2
e
b2
8a
− c
2
[
1
a
I1
(
− b
2
√
a
)
− b
2a3/2
I0
(
− b
2
√
a
)]
=
1
2pi(detV)1/2
e
b2
8a
− c
2
[
1
a
e−
b2
8a −
√
2pib
2a3/2
FN
(
− b
2
√
a
)]
, (3.1.66)
where the final expression is obtained using the previously defined functions for I1 and I0
in (3.1.45) and (3.1.44).
Consider now the ‘conventional’ angular measurement model in 2D space (in which
noise is added to the bearing of the true displacement):
zk = tan
−1 (dk1/dk2) + wk
= θk + wk, (3.1.67)
where wk is a scalar white noise process with distribution N
(
0, σ2
)
‘wrapped’ onto the
interval [−pi, pi]. We compare the bearing density pη(η) with the ‘wrapped’ Normal density
( [43]) resulting from the standard measurement model (3.1.67), expressed as
p(zk) =
1√
2piσ
∞∑
i=−∞
exp
(
− 1
2σ2
(zk − θ − 2pii)2
)
. (3.1.68)
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Figure 3.1 provides a comparison of the two densities, for values of σ up to 1 rad, when yˆ
is normalized to (0, 1)T and the covariance of the augmented measurement noise is taken
to be Qm = ‖d‖2σ2Id×d. The difference between the two densities, which never exceeds
0.04 for σ ≤ 1, is clearly negligible. In other words, the bearing density of the augmented
measurement is indistinguishable from that of the conventional angular measurement. This
establishes the equivalence of modelling a noisy bearing measurement as the measurement
of a ‘noisy displacement’ vector (the augmented measurement).
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Figure 3.1: Comparison of the azimuth bearing density with the ‘wrapped’ Normal density
for y = (0, 1)T and σ = 0.2, 0.4, . . . , 1
The 3D Bearings density
Take a point in 3 dimensional Euclidian space, described by the normally distributed
random displacement vector yk = (xk, yk, zk)
T, with mean dk = (dk1, dk2, dk3)
T and
covariance matrix Vk. Suppressing the time index k for notational clarity, the density of
y can be written as
py (y) =
1
(2pi)3/2 (detV)1/2
e−
1
2
(y−d)TV−1(y−d). (3.1.69)
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Using (3.1.31) and (3.1.33), the corresponding density in spherical coordinates (r, η, ζ) can
be expressed as
pr,η,ζ(r, η, ζ) = |∇gs(r, η, ζ)| py (gs(r, η, ζ))
=
r2 cos(ζ)
(2pi)3/2 (detV)1/2
e−
1
2
(gs(r,η,ζ)−d)TV−1(gs(r,η,ζ)−d) (3.1.70)
and similarly to the 2D case, the argument of the exponential can be written in compact
quadratic form, such that
pr,η,ζ(r, η, ζ) =
r2 cos(ζ)
(2pi)3/2 (detV)1/2
e−
1
2(ar
2+br+c), (3.1.71)
with coefficients:
a = a11 sin
2(η) cos2(ζ) + a22 cos
2(η) cos2(ζ) + a33 sin
2(ζ)+
(a12 + a21) cos(η) sin(η) cos
2(ζ)+
(a23 + a32) cos(η) cos(ζ) sin(ζ)+
(a13 + a31) sin(η) cos(ζ) sin(ζ), (3.1.72)
b = − [2a11d1 + (a12 + a21)d2 + (a13 + a31)d3] sin(η) cos(ζ)−
[2a22d2 + (a12 + a21)d1 + (a23 + a32)d3] cos(η) cos(ζ)−
[2a33d3 + (a23 + a32)d2 + (a13 + a31)d1] sin(ζ), (3.1.73)
c = (d1)
2a11 + (d2)
2a22 + (d3)
2a33+
d1d2(a12 + a21) + d2d3(a23 + a32) + d1d3(a13 + a31), (3.1.74)
and aij are the elements of the precision matrix V
−1. As with the 2D case, completing
the square in the exponential leads to:
pr,η,ζ(r, η, ζ) =
r2 cos(ζ)
(2pi)3/2 (detV)1/2
e
b2
8a
− c
2 e−
a
2 (r+
b
2a)
2
.
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The density of the azimuth and elevation angles (η, ζ) is then obtained, by marginalizing
out the range r:
pη,ζ(η, ζ) =
∫ ∞
0
pr,η,ζ(r, η, ζ) dr
=
cos(ζ)
(2pi)3/2(detV)1/2
e
b2
8a
− c
2
∫ ∞
0
r2 e−
a
2 (r+
b
2a)
2
dr, (3.1.75)
and carrying out the change of variable u =
√
a(r + b2a) leading to:
pη,ζ(η, ζ) =
cos(ζ)
(2pi)3/2(detV)1/2
e
b2
8a
− c
2
∫ ∞
b/(2
√
a)
(
u2
a3/2
− ub
a2
+
b2
4a5/2
)
e−
u2
2 du
=
cos(ζ)
(2pi)3/2(detV)1/2
e
b2
8a
− c
2
[
1
a3/2
I2
(
− b
2
√
a
)
− b
a2
I1
(
− b
2
√
a
)
+
b2
4a5/2
I0
(
− b
2
√
a
)]
=
cos(ζ)
(2pi)3/2(detV)1/2
e
b2
8a
− c
2
[
− b
2a2
e−
b2
8a +
√
2pi
4a5/2
(4a+ b2)FN
(
− b
2
√
a
)]
,
(3.1.76)
where, as in the 2D case, use was made of the previously defined expressions for I2, I1
and I0 in (3.1.43), (3.1.45) and (3.1.44).
Now consider the ‘conventional’ angular measurement model in 3D space, where
the bearings measurement process {zk} can be expressed as
zk = h(dk) + wk, (3.1.77)
=
 arctan
(
dk1/dk2
)
arctan
(
dk3/
√
(dk1)2 + (dk2)2
)
+ wk, (3.1.78)
=
[
θk αk
]T
+ wk (3.1.79)
in which the function h converts the true displacement vector dk at time k into its
azimuth and elevation angles (θk, αk), and wk is an additive noise term. It is customary
to take wk to be a Gaussian variable independent of dk with covariance σ
2I2×2 and with
azimuth and elevation components ‘wrapped’ onto [−pi, pi] and [−pi/2, pi/2], respectively.
To illustrate the implications of this measurement noise model, consider figure 3.2
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where p is the projection, onto the unit sphere, of a displacement vector y whose azimuth
and elevation angle vector is (θ, α). Increments (δθ, δα) due to measurement noise
result in arc length increments at p of (cosα δθ, δα) along the constant longitudinal and
latitudinal contours. We see, qualitatively speaking, that this model has the effect of
almost completely suppressing the measurement noise when the true displacement vector
is almost vertical (pointing either upwards or downwards). Such a model is unnatural
for certain tracking applications, for instance when 2D phased arrays are used to obtain
azimuth and elevation measurements. Pathological geometries involving high target
elevation can arise, where the usual additive white Gaussian noise model can give a very
poor representation of the noise characteristics of the sensor. This problem is, however,
less of a concern in applications where the bearings-only measurements are obtained by
cameras or forward-looking infrared (FLIR) sensors [9], which typically have fields of
view too narrow to give rise to the geometries just described.
x
z
y
p
cosα δθ
δα 
α 
θ
Figure 3.2: Effect of measurement noise, in the standard model, on the deviations of the
displacement vector along constant latitudinal and longitudinal lines of the unit sphere.
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We propose an alternative model, which associates a Gaussian density with covariance
σ2I2×2 not to deviations (δθ, δα), but to deviations along constant latitudinal and
longitudinal contours (δβ, δγ), respectively, on the unit sphere 2. These deviations are
related according to
δβ = (cosα)−1 δθ (3.1.80)
δγ = δα (3.1.81)
where the (cosα)−1 term compensates for the reduction of azimuthal uncertainty as α
approaches ±pi/2. This suggests the following model for the measurement zk:
zk = h(dk) + w˜dk , (3.1.82)
where the noise process w˜dk , which is now correlated with dk, has density
p(w˜dk) = Nw
w˜dk ; 0, σ2
(cosαk)−2 0
0 1
 , (3.1.83)
with azimuth and elevation components ‘wrapped’ and onto [−pi, pi] and [−pi/2, pi/2],
respectively, and αk = arctan
(
dk3/
√
(dk1)2 + (dk2)2
)
.
We now investigate how well the modified measurement model 3.1.82 compares to
the bearings density pη,ζ(η, ζ) used in the construction of the SRF. The ‘wrapped’
Gaussian density of the measurement zk, given dk, from (3.1.82) is given by:
p(zk) =
∞∑
i=−∞
N (zk1 + 2pii; θk, σ2/(cosαk)2)
∞∑
j=−∞
N (zk2 + 2pij; αk, σ2) +
∞∑
i=−∞
N (zk1 + pi + 2pii; θk, σ2/(cosαk)2)
∞∑
j=−∞
N (pi − zk2 + 2pij; αk, σ2)
(3.1.84)
Figures 3.3, 3.4, 3.5 and 3.6 illustrate the difference between the marginal densities of
the azimuth and elevation components of the noise (given the displacement) according
2Although theoretically accurate, an in depth analysis of the physics of actual sensors needs to be
carried out to assesss the validity of this measurement noise model.
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to the two models, for values of σ up to 0.3 and for α = 0, pi4 ,
pi
3 and
pi
2 . We see that
for the azimuth component of the measurements, the agreement between the two noise
models is very close. We remark that the uniform marginal azimuth densities in figure 3.6
adequately describe the total uncertainty of the azimuth angle of a point exactly above
the sensor. The marginal elevation angle densities match as well (although to a slightly
lesser extent for high values of α and σ). We note that the singularity at the pole is
captured by p(ζ) in figure 3.6, where the marginal elevation angle density vanishes at pi2 .
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Figure 3.3: Comparison of marginal azimuth (a) and elevation (b) angle densities with the
‘wrapped’ normal density for α = 0 and σ = 0.1, 0.2, 0.3
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Figure 3.4: Comparison of marginal azimuth (a) and elevation (b) angle densities with the
normal density for α = pi4 and σ = 0.1, 0.2, 0.3
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Figure 3.5: Comparison of marginal azimuth (a) and elevation (b) angle densities with the
normal density for α = pi3 and σ = 0.1, 0.2, 0.3
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Figure 3.6: Comparison of marginal azimuth (a) and elevation (b) angle densities with the
normal density for α = pi2 and σ = 0.1, 0.2, 0.3
3.1.2 Extension to Data Association
In most practical tracking scenarios, measurements can originate not only from actual
targets but also from sources of ‘clutter’, representing multi-path effects, returns from
spurious objects and other artifacts and reflections, generally assumed unrelated with the
target. These ‘unlabeled’ false alarms lead to data association uncertainty and represent
a source of nonlinearity in the measurement process. We present next two approaches
for the modeling of clutter, which lead to modifications, similar in nature, to standard
filtering algorithms and in particular to the SRF.
3.1 The Shifted Rayleigh Filter 87
Probabilistic Data Association
Originally presented in [6], probabilistic data association (PDA) aims to combine contri-
butions from multiple candidate measurements, at each time step k, for the update of the
target state estimate. In addition to the usual target state and measurement processes
defined in (2.2.1) and (2.2.2), the underlying assumptions of PDA are that at each time
step k:
• the density p(xk−1|Zk−1) = N (xk−1; xˆk−1|k−1,Pk−1|k−1) provides a sufficient statis-
tic of the state trajectory up to the previous time step,
• the available measurements are validated using a gating procedure,
• at most one validated measurement can have originated from the target (allowing
for the possibility of less-than-unity probability of detection PD and for the ‘true’
measurement falling outside the validation region), the remaining measurements
assumed to be clutter,
• clutter measurements are assumed to have uniform i.i.d. distribution (in the mea-
surement space) and Poisson distribution in their number per unit volume (with a
given mean λ).
The first step of the PDA algorithm is measurement validation (or gating), which is a crude
initial selection process that limits computational complexity. Under the assumption that
measurements have a Gaussian distribution, among the N available measurements at time
k, the set of m(k) validated measurements is denoted as
Zk = {zik}m(k)i=1 , (3.1.85)
and consists of all measurements zjk, for j = 1, . . . ,m(k), such that
(zjk − zˆk|k−1)T S−1k (zjk − zˆk|k−1) ≤ G, (3.1.86)
where Sk is the innovation covariance matrix and zˆk|k−1 is the predicted measurement.
Assuming the distribution of clutter measurements is uniform over the surveillance
region, we can see that (3.1.86) consists of a likelihood-ratio test, where the so-called gate
threshold G can be obtained from tail probability tables of the χ2 distribution for a given
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probability 1 − PG of type I error (i.e. of classifying the ‘true’ measurement, provided
it exists, as originating from clutter). Typically, PG is fixed to a large value (as high as
0.999) to ensure that the true measurement, if the target is detected, is not discarded.
The volume Vk of the validation region defined by (3.1.86) depends, at each time step, on
the determinant of Sk and is therefore variable.
Following the gating procedure, state estimation is carried out by evaluating the
posterior densities conditioned on the hypotheses of each validated measurement having
originated from the target, and on the null-hypothesis (representing the possibility that
none of them is target originated). The resulting m(k)-fold Gaussian mixture can be
expressed as:
p(xk|Z1:k) =
m(k)∑
i=0
p(xk|ik,Z1:k)P{ik|Z1:k}
=
m(k)∑
i=0
p(xk|ik,Z1:k)βik, (3.1.87)
where ik, for i = 0, . . . ,m(k), designates the hypothesis that the ith measurement is target
originated (with the special case i = 0 representing the null-hypothesis), βik , P{ik|Z1:k}
is the conditional probability of that hypothesis and Z1:k is the accumulation of validated
measurements up to time k. This mixture is then reduced to a single Gaussian by moment-
matching, ahead of the following iteration. The mean of the overall state estimate is given
by
xˆk|k = E
[
xk|Z1:k
]
=
m(k)∑
i=0
E
[
xk|ik,Z1:k
]
βik
=
m(k)∑
i=0
xˆik|k β
i
k. (3.1.88)
The associated covariance, meanwhile, is expressed as
Pk|k =
m(k)∑
i=0
E
[
(xk − xˆk|k)(xk − xˆk|k)T|ik,Z1:k
]
βik
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=
m(k)∑
i=0
βik E
[
(xk − xˆik|k)(xk − xˆik|k)T|ik,Z1:k
]
+
m(k)∑
i=0
βik (xˆ
i
k|k − xˆk|k)(xˆik|k − xˆk|k)T
=
m(k)∑
i=0
βik P
i
k|k +
m(k)∑
i=0
βik (xˆ
i
k|k − xˆk|k)(xˆik|k − xˆk|k)T, (3.1.89)
where the first summation is the weighted sum of the conditional covariances (accounting
for the covariance ‘within’ the densities of the mixture) and the second summation is the
‘spread of means’ (reflecting the covariance ‘between’ the densities). Clearly, the higher
the number m(k) of validated measurements, the more non-negative matrices will enter
into the summation describing the overall covariance matrix, leading to increased uncer-
tainty. In both (3.1.88) and (3.1.89), the posterior corresponding to the null hypothesis
(i = 0) is the one-step prediction with mean xˆ0k|k = xˆk|k−1 and covariance P
0
k|k = Pk|k−1.
To calculate the association probabilities βik, we consider the decomposition
βik = P{ik|Z1:k}
=
1
c
p(Zk|ik,m(k),Z1:k−1)P{ik|m(k),Z1:k−1}, (3.1.90)
where c is a normalizing constant. The likelihood of the (validated) measurements is
p(Zk|ik,m(k),Z1:k−1) =
 V
−m(k)+1
k P
−1
G p(z
i
k|Z1:k−1), i = 1, . . . ,m(k)
V
−m(k)
k , i = 0.
(3.1.91)
and the association probability conditioned on the number of validated measurements is
P{ik|m(k),Z1:k−1} = P{ik|m(k)}
=

1
m(k)PDPG
[
PDPG + (1− PDPG) µ
F
k (m(k))
µFk (m(k)−1)
]−1
,
i = 1, . . . ,m(k)
(1− PDPG) µ
F
k (m(k))
µFk (m(k)−1)
[
PDPG + (1− PDPG) µ
F
k (m(k))
µFk (m(k)−1)
]−1
,
i = 0,
(3.1.92)
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where µFk (m) is the probability mass function of the number of clutter measurements in
the validation region of volume Vk, given by the poisson distribution
µFk (m) = e
−λVk (λVk)
m
m!
. (3.1.93)
Substitution of (3.1.93) into (3.1.92) results in
P{ik|m(k)} =
 PDPG
[
PDPGm(k) + (1− PDPG)λVk
]−1
, i = 1, . . . ,m(k)
(1− PDPG)λVk
[
PDPGm(k) + (1− PDPG)λVk
]−1
, i = 0,
(3.1.94)
which can in turn be substituted, along with (3.1.91), into (3.1.90), to yield the final
expression for the conditional association probabilities:
βik =

p(zik|Z1:k−1)
(1−PDPG)P−1D λ+
∑m(k)
j=1 p(z
j
k|Z1:k−1)
, i = 1, . . . ,m(k)
(1−PDPG)P−1D λ
(1−PDPG)P−1D λ+
∑m(k)
j=1 p(z
j
k|Z1:k−1)
, i = 0.
(3.1.95)
Implementation of the PDA-SRF Implementing the SRF within the PDA frame-
work follows from equations (3.1.88) and (3.1.89) for the mean and covariance of the
Gaussian mixture. A Gaussian approximation of each individual posterior p(xk|ik,Z1:k)
is estimated by separate SRFs (using the same prior N (xk; xˆk−1|k−1,Pk−1|k−1)).
The measurement validation procedure is performed in a manner slightly different
from the standard method given by (3.1.86). The implicit measurement process in the
SRF algorithm is in terms of augmented measurements (representing displacement) rather
than bearings measurements (i.e. (θ, α) angles). The resulting measurement likelihood
function (3.1.76) is non-Gaussian and is not expressible in closed form (although it is
computable, by means of the standard normal cumulative distribution). Consequently,
an analytical likelihood-ratio test leading to the ellipsoidal gating of measurements, is not
feasible.
An ad-hoc approach to gating augmented measurements would be to generate a
Gaussian approximation to the measurement likelihood and carrying out the standard
hypothesis test as explained above. The moments of this Gaussian measurement likeli-
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hood can be approximated either using a linearized transformation about the predicted
bearings measurement (in the same manner as in an EKF), or by means of the unscented
transform. However, both these methods introduce errors in the predicted density of the
measurements.
A more exact, but computationally onerous, approach can be taken, by evaluating
the likelihoods corresponding to all available measurements using the bearings density
defined in (3.1.76) (which is parameterized by the mean yˆk|k−1 and covariance Vk of the
augmented measurement). Using the fact that (3.1.76) is normalized, a heuristic rejection
scheme can be employed, whereby measurements with likelihood below a threshold
Pth are discarded while those with likelihood greater than Pth are validated. A simple
strategy to select a value for Pth is by recognizing that, for measurements in 3D space, the
cumulative density ‘rejected’ by the thresholding is bounded from above by 2pi2Pth (the
domain of azimuth angles being [−pi, pi] and that of elevation angles being [−pi/2, pi/2]).
Equating this upper bound to the cumulative density 1− PG ‘rejected’ by the ellipsoidal
gating, we arrive at Pth = (2pi
2)−1(1 − PG). The probabilities βik can then be evaluated
as in (3.1.95), substituting PG with Pth.
Single-Measurement Probabilistic Data Association
Having presented the ‘general’ approach, we now introduce an alternative simplified frame-
work for modelling false alarms and less than unity probability of detection. This frame-
work (appearing in [18,19]) is henceforth used in all simulations, without loss of generality.
We stress, however, that rather than providing a highly accurate characterization of the
physics of real-world applications, this framework is taken to be a viable, albeit stripped-
down substitute, which nonetheless incorporates the salient features of, and related esti-
mation challenges arising from, the previously described more realistic model. Whereas
in PDA, multiple (validated) returns are processed at each time step, we consider here a
simpler approach whereby at each time step, only one measurement is available, given by:
zk = (1−Dk)ψk +Dkck, (3.1.96)
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where the (d− 1)-vector process {ψ
k
} is the idealized measurement process which would
result if there were no clutter, the (d− 1)-vector process {ck} is the false measurement of
the azimuthal and elevation bearings that arises from clutter and {Dk} is a binary process
taking the value 0 if the measurement is target originated and 1 if it is due to clutter. The
prior probability of clutter pc is thus defined as
P{Dk = 1} = pc and P{Dk = 0} = 1− pc. (3.1.97)
It is assumed that clutter is uniformly distributed in all directions in 3D Cartesian space.
This is equivalent, from an angular measurement point of view, to assuming that clutter
is uniformly distributed on the unit sphere. For given azimuth and elevation angles θ and
α, the area δA swept on the unit sphere by angle changes δθ and δα can be expressed,
using the Jacobian of the spherical to Cartesian coordinate transformation (3.1.33), as
cos(α) δθδα. It then follows that the clutter density in (θ, α) coordinates is
p(c = (θ, α)) δθδα = (4pi)−1δA
= (4pi)−1 cos(α) δθδα, (3.1.98)
from which we conclude that
p(c = (θ, α)) = (4pi)−1 cos(α). (3.1.99)
This non-uniform density of clutter in the measurement space, in 3D, is at odds with its
uniform equivalent, in 2D, for which the corresponding Jacobian term (3.1.32) on the unit
circle would have been unity. The correlation between θ and α, introduced in the density
(3.1.99), can be interpreted as a necessary scaling ensuring that the density of clutter does
not increase as α departs from 0 (i.e. the equator). Figure 3.7a illustrates the uniform
distribution of the projection of clutter onto the unit sphere, while figure 3.7b shows the
corresponding non-uniform joint distribution of azimuth and elevation angles.
Taking the joint distribution of angular measurements of clutter to be uniform in the
measurement space ([−pi pi], [−pi/2 pi/2]), as depicted in figure 3.8b, results in a non-
uniform distribution of its projection onto the unit sphere. This is shown in figure 3.8a,
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Figure 3.7: Correct modelling of the bearings density of clutter
where the higher probability mass near the poles is a consequence of the uniform (marginal)
distribution of elevation angles of clutter, in the measurement space.
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space
Figure 3.8: Incorrect modelling of the bearings density of clutter
Following the clutter measurement model given by (3.1.96), the filtered state pdf can be
expressed as:
p(xk|Zk) = p(xk|Dk = 0,Zk)P{Dk = 0|Zk}+ p(xk|Dk = 1,Zk)P{Dk = 1|Zk}
= p(xk|zk = ψk,Zk−1)P{Dk = 0|Zk}+ p(xk|Zk−1)P{Dk = 1|Zk}, (3.1.100)
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where the probabilities of the events ‘no-clutter’ and ‘clutter’, given all measurements up
to time k can be expressed using Bayes’ rule as
P{Dk = 0|Zk} = c−1p(zk|Dk = 0,Zk−1)P{Dk = 0|Zk−1}
= c−1p(ψ
k
|Zk−1)(1− pc) (3.1.101)
P{Dk = 1|Zk} = c−1p(zk|Dk = 1,Zk−1)P{Dk = 1|Zk−1}
= c−1p(ck)pc, (3.1.102)
and the normalizing constant c is given by
c = p(zk|Zk−1)
= p(ψ
k
|Zk−1)(1− pc) + p(ck)pc. (3.1.103)
This simplified alternative to the PDA framework implicitly combines the possibility of
non-detection (i.e. PD < 1) and the presence of clutter within the single quantity pc. We
can see that the filtered pdf (3.1.100) is, similarly to that in the standard PDA algorithm,
a Gaussian mixture. However, it is made up of only two densities: the joint posterior
density of the state and of the measurement being ‘true’ and that of the state and of the
measurement being clutter. As will be explained in section 4.2, this simpler modelling of
clutter allows for a convenient derivation of the posterior Cramer-Rao lower bound for the
state estimation error.
Implementation of the ‘single-measurement’ PDA-SRF The ‘single-
measurement’ PDA-SRF can be readily implemented from equations (3.1.100), (3.1.101)
and (3.1.102). The density p(ψ
k
|Zk−1) can be recognized as the augmented measurement
likelihood function, which is given by (3.1.76), and is parameterized by the mean yˆk|k−1
and covariance Vk of the augmented measurement.
3.1.3 Extension to Multiple-Model Maneuvering Target Tracking
As outlined in section 2.4.4, the problem of multiple-model maneuvering target tracking
requires suboptimal estimation techniques in order to limit the exponential growth of
hypotheses of mode histories. In many applications, the IMM algorithm is used for its
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simplicity and its combination of accuracy and computational efficiency. We propose here
a different approach, based on work carried out in [64], but adapted for the tracking of
maneuvering targets in 3D.
The Shifted Rayleigh Mixture Filter
A direct approach to limiting the number of mixture components representing the state
posterior is through the use of ‘mixture reduction’ algorithms. The shifted Rayleigh mix-
ture filter (SRMF) ( [18]) employs the same basic structure as the multiple-model estimator
outlined in equations (2.4.29)-(2.4.30), but with a mixture reduction step at the end of
each iteration to restrict the number of mixture components to a predefined number N .
The posterior state density computed by the SRMF at time k − 1 can be expressed as:
p(xk−1|Zk−1) =
N∑
n=1
wnk−1N (xk−1; xˆnk−1|k−1,Pnk−1|k−1), (3.1.104)
where the (positive) weights wnk−1 add up to unity. The joint state and mode density is
given by:
p(xk−1, rk−1 = i|Zk−1) =
∑
n∈{m:rmk−1=i}
wnk−1N (xk−1; xˆnk−1|k−1,Pnk−1|k−1), (3.1.105)
where the summation over the index n regroups all weighted Gaussian mixture components
whose associated mode rk−1 is i. This mixture representation is such that the conditional
probability of the ith mode being in effect at time k − 1 is:
p(rk−1 = i|Zk−1) =
∑
n∈{m:rmk−1=i}
wnk−1. (3.1.106)
We now introduce, for convenience, a random variable ν taking values in the set S =
{1, . . . , N}, and which denotes the index of a given mixture component at time k−1. The
joint posterior density of the state and mode value at time k can then be written as:
p(xk, rk = j|Zk) =
N∑
n=1
p(xk, rk = j, ν = n|Zk)
=
N∑
n=1
p(xk, rk = j, ν = n|zk)
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=
N∑
n=1
p(xk|zk, rk = j, ν = n)µnjk , (3.1.107)
where
µnjk = p(rk = j, ν = n|zk)
=
(
1
c
)
p(zk, rk = j, ν = n)
=
(
1
c
)
p(zk|rk = j, ν = n)p(rk = j|ν = n)p(ν = n)
=
(
1
c
)
wnk−1pirnk−1,j p(zk|rk = j, ν = n) (3.1.108)
represents the weight of the mixture component representing the transition to the jth
mode from the prior component of index n. The normalizing constant c is p(zk), while
the conditional measurement likelihood is
p(zk|rk = j, ν = n) =
∫
p(zk,xk−1|rk = j, ν = n) dxk−1
=
∫
p(zk|rk = j,xk−1) p(xk−1|ν = n) dxk−1
=
∫
p(zk|rk = j,xk−1)N (xk−1; xˆnk−1|k−1,Pnk−1|k−1) dxk−1
= p(zk|rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1)). (3.1.109)
can be evaluated using (3.1.76), by additionally conditioning on the mode rk = j. The
density p(xk|zk, rk = j, ν = n) in (3.1.107) is evaluated using the SRF equations (3.1.5)
to (3.1.13) by conditioning on the nth Gaussian state prior and the current mode:
p(xk|zk, rk = j, ν = n) =
∫
p(xk,xk−1|zk, rk = j, ν = n) dxk−1
=
∫
p(xk|zk, rk = j,xk−1) p(xk−1|ν = n) dxk−1
=
∫
p(xk|zk, rk = j,xk−1)N (xk−1; xˆnk−1|k−1,Pnk−1|k−1) dxk−1
= p(xk|zk, rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1)).
(3.1.110)
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The filtered density of the state at time k can then finally be written as
p(xk|Zk) =
M∑
j=1
p(xk, rk = j|Zk)
=
N∑
n=1
M∑
j=1
p(xk, rk = j, ν = n|zk)
=
N∑
n=1
M∑
j=1
p(xk|zk, rk = j, ν = n) p(rk = j, ν = n|zk)
=
N∑
n=1
M∑
j=1
p(xk|zk, rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1))µnjk , (3.1.111)
and the corresponding mean and covariance computed as
xˆk|k =
N∑
n=1
M∑
j=1
µnjk xˆ
nj
k|k
Pk|k =
N∑
n=1
M∑
j=1
µnjk P
nj
k|k +
N∑
n=1
M∑
j=1
µnjk
(
xˆnjk|k − xˆk|k
)(
xˆnjk|k − xˆk|k
)T
, (3.1.112)
where xˆnjk|k and P
nj
k|k are the SRF state mean and covariance estimates conditioned on the
jth mode hypothesis given the nth Gaussian prior.
Equation (3.1.111) indicates that at each iteration the SRMF outputs from an N -
fold Gaussian mixture prior an M × N -fold Gaussian mixture approximation of the
posterior. In other words, for each one of the N mode-conditioned priors, every
mode-conditioned posterior hypothesis is evaluated (with its corresponding normalized
weight µnjk ). Consequently, reduction of the M ×N -fold Gaussian mixture into an N -fold
approximation is necessary ahead of the subsequent iteration of the SRMF.
Various schemes exist to maintain the size of a mixture distribution at a constant
level. Their common objective is to approximate mixture densities using fewer compo-
nents, while minimizing the loss of statistical infromation. They range from sophisticated
methods aiming to minimize various measures of distance (such as the Integrated Squared
Distance [83], the Kullback-Leibler divergence [67] and Mahalanobis distance [68])
between the ‘original’ and ‘reduced’ mixtures to simpler ‘weight-based’ mixture reduction
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algorithms. The latter class of methods is based on the assumption that weights represent
an adequate measure of information contained by the components. By forgoing the
information carried by the statistics of the individual components of the original density,
these methods achieve higher computational efficiency, but at the cost of a higher loss of
information.
While comparison of these methods is beyond the scope of this thesis, we present
next two ‘weight-based’ mixture reduction algorithms, namely the DEA (detection-
estimation algorithm, [78], [79]) and the ‘Fearnhead-Clifford’ algorithm ( [32], [33]).
The Detection-Estimation Algorithm This is a purely deterministic approach to
mixture reduction, based on the propagation of the N components with the highest nor-
malized weights. As such, the DEA algorithm can be viewed as a MAP approach, whereby
only the components with the maximum a posteriori probabilities get selected. Given an
M -fold mixture with weights µmk , the steps in the selection of components to be kept are:
• Re-arrange the set of weights µmk in decreasing order of magnitude - call this set µ¯lmk ,
• Find the original indices i, for i = 1, . . . , N , of the first N re-arranged weights µ¯lmk ,
such that i = lm
• Select the mixture components with indices i and normalize the N selected weights
wik such that µ¯
i
k =
µ¯ik∑N
j=1 µ¯
j
k
The Fearnhead-Clifford Algorithm The algorithm proposed in [32] and [33] by
Fearnhead and Clifford is a stochastic weight-based mixture reduction technique. It has
the desirable property of producing an unbiased approximation of a probability mass func-
tion µik of finite support M by a probability mass function w
i
k of support N < M , while
minimizing the expected L2 error E
(∑M
i=1(w
i
k − µik)2
)
between them. This is achieved
through the following steps:
• Calculate the unique solution Ck of: N =
∑M
i=1 min(Ckµ
i
k, 1),
• Form the sets of mixture component indices: A1 = {i|µik ≥ 1/Ck} of size G and
A2 = {i|µik < 1/Ck} of size M −G,
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• Use systematic sampling to form a set A3 of N −G samples from the set A2, with
weights w¯ik normalized such that w¯
i
k =
µik∑
j∈A2 µ
j
k
,
• Form the reduced mixture by selecting all G components indexed by A1, with their
original weights, and those indexed by A3 with weights w¯ik.
The main characteristic of this algorithm is the ‘optimal’ combination of deterministic
sampling (of all weights exceeding the threshold) and stochastic sampling (of all weights
falling below the threshold), resulting in an unbiased selection scheme. The use of
systematic sampling, moreover, ensures that no sample from set A2 is selected more than
once, thereby avoiding ‘cloning’ of samples. The reader is referred to [32], [33] and [64]
for a more detailed analysis of the algorithm.
We now present extensions of the SRMF for the treatment of clutter, for both the
general and ‘single-measurement’ models of clutter.
Implementation of the PDA-SRMF
The SRMF can be extended to take into account multiple simultaneous measurements
involving clutter. In this context, the state posterior can then be expressed (similarly to
(3.1.111)) as:
p(xk|Zk) =
N∑
n=1
M∑
j=1
p(xk|Zk, rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1))µnjk , (3.1.113)
where the state pdf conditional on the current mode and prior mixture component is
evaluated through the PDA-SRF equations and approximated by a matched Gaussian
density. More precisely, this density can be written as:
p(xk|Zk,rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1)) =
m(k)∑
i=0
p(xk|ik,Zk, rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1))βi,(nj)k .
(3.1.114)
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The measurement association probabilities (conditional on the current mode j and on the
prior mixture component of index n) can, in turn, be expressed as:
β
i,(nj)
k =

p˜nj(zik)
(1−PDPG)P−1D λ+
∑m(k)
l=1 p˜
nj(zlk)
, i = 1, . . . ,m(k)
(1−PDPG)P−1D λ
(1−PDPG)P−1D λ+
∑m(k)
l=1 p˜
nj(zlk)
, i = 0,
(3.1.115)
using the short-hand notation for the measurement likelihood (conditioned on the current
mode j and on the prior mixture component of index n) defined as:
p˜nj(zik) = p(z
i
k|rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1)). (3.1.116)
and which can be evaluated using the predicted bearing density (3.1.76), by additionally
conditioning on the current mode rk = j.
Finally, the mixture weights (representing the joint posterior probabilities of the
mode and index of the prior mixture components) can be written as
µnjk =
(
1
c
)
wnk−1pirnk−1,j p(Zk|rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1))
=
(
1
c
)
wnk−1pirnk−1,j
m(k)∑
i=0
p(Zk|ik, rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1))P{ik|m(k)}
=
(
1
c
)
wnk−1pirnk−1,j V
−m(k)
k
1− PDPG + PD/λ+
∑m(k)
i=1 p˜
nj(zik)
1− PDPG +m(k)PDPG/(λVk) , (3.1.117)
where use was made of relations (3.1.91) and (3.1.94).
Implementation of the ‘single-measurement’ PDA-SRMF
Clutter, in the ‘single-measurement’ form, can be accommodated into the SRMF algo-
rithm, in a manner similar to the PDA extension. The state posterior, in this case, can
be expressed as in (3.1.111), where the posterior state density conditioned on the current
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mode and prior mixture component can be expanded as:
p(xk|zk, rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1))
= p(xk|zk = ψk, rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1))P{DK = 0|Zk}+
p(xk|rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1))P{Dk = 1|Zk}
= (cnj)−1
[
(1− pc) p(xk|zk = ψk, rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1))×
p(ψ
k
|rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1))+
pc p(xk|rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1))p(ck)
]
,
(3.1.118)
where the normalizing constant cnj is
cnj = p(zk|rk = j, ν = n)
= (1− pc) p(ψk|rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1)) + pc p(ct). (3.1.119)
Also, the mixture weights can be expressed as
µnjk =
(
1
c
)
wnk−1pirnk−1,j p(zk|rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1))
=
(
1
c
)
wnk−1pirnk−1,j
[
(1− pc) p(ψk|rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1))+
pc p(ck)
]
. (3.1.120)
The measurement likelihood p(ψ
k
|rk = j,xk−1 ∼ N (xk−1; xˆnk−1|k−1,Pnk−1|k−1)) can be
evaluated using the predicted bearings density formula (3.1.76), by conditioning on the
current mode value, while the density of clutter is given by (3.1.99).
3.2 The Rauch-Tung-Striebel Shifted Rayleigh Smoother
We concentrate in this section on optimal smoothing for the class of systems with
linear/Gaussian dynamics. It is closely related to filtering and addresses the problem of
refining past state estimates, given measurements accumulated up to the present time.
Among its various areas of application, air traffic control and missile tracking are the
most notable in the context of target tracking.
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The general premise is the evaluation of xˆk|N and Pk|N , given all the measure-
ments from time 0 to time N (with 0 ≤ k ≤ N). Three different frameworks for
smoothing can be derived:
Fixed point smoothing: xˆk|N is estimated for fixed k and increasing N ,
Fixed lag smoothing: xˆN−∆|N is estimated for fixed ∆ and increasing N ,
Fixed interval smoothing: xˆk|N is estimated for fixed N and k = N, N − 1, · · · , 0,
We are interested in the problem of fixed interval smoothing, which is the most commonly
studied (see [36] for applications of fixed point and fixed lag smoothing). Fixed-interval
smoothing is commonly presented, as in [35], as the maximum likelihood combination of
independent state estimates from forward and backward filtering passes. This formulation,
however, involves inverting the forward system dynamics, to be used in the backward
filtering. As pointed out in [55], this does not always result in the correct backward
transition. In contrast, Rauch, Tung and Striebel proposed in [62] an equivalent and
arguably more intuitive forward/backward smoothing framework which obviates the need
to invert system dynamics.
We present here a derivation of the Rauch-Tung-Striebel (RTS) smoothed densities
p(xk | ZN ) = N (xk; xˆk|1:N ,Pk|1:N ), k = 1, . . . , N (3.2.1)
for the problem of bearings-only tracking, where the state and measurement processes are
described by
xk = Fxk−1 + usk−1 + vk−1
dk = Hxk + u
m
k
zk = h(dk) + w˜dk ,
with h(dk) and w˜dk as defined in (3.1.78) and (3.1.83).
The filtered densities p(xk | Zk) = N (xk; xˆk,Pk) are computed for k = 1, . . . , N
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using the SRF equations (3.1.5) to (3.1.13). To derive the parameters xˆk|1:N , Pk|1:N of
the smoothed densities, we note that:
p(xk | xk+1,ZN ) = p(xk | xk+1,Zk), (3.2.2)
(This follows from the the Markov structure of the model, which implies that
p(zk+1|xk+1,xk,Zk) = p(zk+1|xk+1),
i.e. xk and Zk are independent of zk+1, given xk+1.)
As a result, we can write:
p (xk | ZN ) =
∫
p (xk | xk+1,ZN ) p (xk+1 | ZN ) dxk+1
=
∫
p (xk | xk+1,Zk) p (xk+1 | ZN ) dxk+1 (3.2.3)
To calculate p (xk | xk+1,Zk) we use the facts that
E [xk | Zk] = xˆk|k, E [xk+1 | Zk] = Fxˆk|k + usk
and
cov{xk,xk+1 | Zk} = Pk|kFT, cov{xk+1 | Zk} = FPk|kFT + Qs.
It follows from the standard solution to the linear least-squares estimation problem, in
which xk+1 is interpreted as a measurement for xk, that
p (xk | xk+1, zk) = N
(
xk; xˆk + K˜k(xk+1 − (Fxˆk + usk)), P˜k
)
, (3.2.4)
where
K˜k = Pk|kFT
[
FPk|kFT + Qs
]−1
(3.2.5)
P˜k = Pk|k −Pk|kFT
[
FPk|kFT + Qs
]−1
FPk|k (3.2.6)
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From (3.2.3), then
N (xk; xˆk|1:N ,Pk|1:N) = ∫ N (xk; xˆk + K˜k(xk+1 − (Fxˆk + usk)), P˜k)×
N (xk+1; xˆk+1|1:N ,Pk+1|1:N) dxk+1. (3.2.7)
Using the identity
∫
N (x; a + Gx′,P1)×N (x′; b,P2) dx′ = N (x; a + Gb, P1 + GP2GT) ,
we arrive at the following expressions for the mean and covariance of the smoothed den-
sities:
xˆk|1:N = xˆk + K˜k
(
xˆk+1|1:N − (Fxˆk + usk)
)
(3.2.8)
Pk|1:N = P˜k + K˜kPk+1|1:NK˜Tk (3.2.9)
which can be evaluated recursively for k = N − 1, . . . , 1.
The RTS shifted Rayleigh smoother (RTS-SRS) just described can be readily adapted
to handle clutter in the measurements. For both PDA and ‘single-measurement PDA’
modifications, because the filtered densities are evaluated by moment matching, no
change needs to be made to the backward filtering algorithm.
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Chapter 4
3D Bearings-Only Tracking
Applications
We present in this chapter simulation based assessments of the shifted Rayleigh filter,
in relation to competing algorithms, for various 3D tracking scenarios. These have been
chosen specifically to challenge tracker robustness and are therefore substantially different
from usual ‘benign’ scenarios that are mostly covered in the literature. More specifically,
they aim to test resilience to poor state initialization, sudden changes in bearings mea-
surements (or high bearings-rate), various densities of clutter in the measurements and
multiple system dynamic models. Such levels of nonlinearity in the measurements and/or
system dynamics are representative of demanding applications such as the tracking of agile
military aircraft or missiles in the presence of electronic counter-measures.
4.1 Conduct of Simulations
For each tracking scenario, fair comparison of tracking algorithms requires Monte-Carlo
(MC) simulations to be conducted in a systematic fashion. In the following studies, we do
so by carrying out simulations runs over different realizations of measurement noise and
clutter, while the ‘true’ state trajectory of the target is held constant. Also, initialization is
done using the same procedure for all competing tracking algorithms. Finally, comparisons
are made with respect to several measures capturing various aspects of their performance.
4.1.1 Filter Initialization
For fair comparison, all filters are initialized with the same method (see [63]) for each
Monte-Carlo simulation run, unless otherwise stated. This is achieved, given a prior on
the (relative) target range and possibly on the speed and heading, through a linearized
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transformation about the first bearings measurement, which is allowed to be clutter free.
More precisely, taking the initial range prior to be rˆ0 ∼ N (rˆ0; r¯0, σ2r0) and the initial
bearings measurement to be
θ0
α0
 ∼ N
θ0
α0
 ;
θtrue0
αtrue0
 ,
σ2θ 0
0 σ2α
 ,
where
[
θtrue0 α
true
0
]T
is the true initial bearings vector, the nonlinear spherical to Cartesian
transformation of the target position can be approximated as xpos0 ∼ N (xpos0 ; xˆpos0|0 ,Ppos0|0 )
with
xˆpos0|0 =

xˆ0|0
yˆ0|0
zˆ0|0
 =

r¯0 sin(θ0) cos(α0)
r¯0 cos(θ0) cos(α0)
r¯0 sin(α0)
+

ud,10
ud,20
ud,30
 (4.1.1)
and covariance
Ppos0|0 =

P xx0|0 P
xy
0|0 P
xz
0|0
P yx0|0 P
yy
0|0 P
yz
0|0
P zx0|0 P
zy
0|0 P
zz
0|0
 = ∇gs(r¯0, θ0, α0) diag(σ2r0 , σ2θ , σ2α)∇gs(r¯0, θ0, α0)T, (4.1.2)
where
[
ud,10 u
d,2
0 u
d,3
0
]
is the (known) initial position of the sensor platform, and
∇gs(r¯0, θ0, α0) is the Jacobian of the spherical to Cartesian transformation, given (as
in (3.1.33)) by
∇gs(rˆ0, θ0, α0) =

sin(θ0) cos(α0) r¯0 cos(θ0) cos(α0) −r¯0 sin(θ0) sin(α0)
cos(θ0) cos(α0) −r¯0 sin(θ0) cos(α0) −r¯0 cos(θ0) sin(α0)
sin(α0) 0 r¯0 cos(α0)
 .
Additionally, if priors on the target speed s0, heading c0 and pitch p0 are available in the
form sˆ0 ∼ N(sˆ0; s¯0, σ2s0) andc0
p0
 ∼ N
c0
p0
 ;
c¯0
p¯0
 ,
σ2c 0
0 σ2p
 ,
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the velocity components of the state vector can be approximated as xvel0 ∼
N (xvel0 ; xˆvel0|0,Pvel0|0), with
xˆvel0|0 =

ˆ˙x0|0
ˆ˙y0|0
ˆ˙z0|0
 =

s¯0 sin(c0) cos(p0)
s¯0 cos(c0) cos(p0)
s¯0 sin(p0)
 (4.1.3)
and covariance
Pvel0|0 =

P x˙x˙0|0 P
x˙y˙
0|0 P
x˙z˙
0|0
P y˙x˙0|0 P
y˙y˙
0|0 P
y˙z˙
0|0
P z˙x˙0|0 P
z˙y˙
0|0 P
z˙z˙
0|0
 = ∇gs(s¯0, c0, p0) diag(σ2s0 , σ2c , σ2p)∇gs(s¯0, c0, p0)T, (4.1.4)
and
∇gs(s¯0, c0, p0) =

sin(c0) cos(p0) s¯0 cos(c0) cos(p0) −s¯0 sin(c0) sin(p0)
cos(c0) cos(p0) −s¯0 sin(c0) cos(p0) −s¯0 cos(c0) sin(p0)
sin(p0) 0 s¯0 cos(p0)
 .
4.1.2 Comparison Metrics
Three metrics are used to evaluate and compare tracker performance. The first one is the
root-mean-square error (RMSE) defined as
RMSE(k) =
√√√√ 1
N
N∑
n=1
(
xk − xˆk|k,n
)2
,
where xˆk|k,n denotes the state estimate at time k for the nth Monte-Carlo run. Aside
from individual state errors, of particular interest are the range and velocity errors which
can be easily obtained from this definition. The second metric is the time-averaged root-
mean-square error (TARMSE), computed as
TARMSE =
1
tmax − l + 1
tmax∑
k=l
√√√√ 1
N
N∑
n=1
(
xk − xˆk|k,n
)2
,
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where l is the time index from which the averaging starts and tmax is the simulation time
horizon. The final performance measure is the percentage of track divergence. Under the
hypothesis of consistent filtering of a linear Gaussian system, the normalized estimation
error squared defined as
2k = (xk − xˆk|k)TP−1k|k(xk − xˆk|k)
should have a χ2 distribution with degrees of freedom nx equal to the dimension of x. In
the following simulations, track divergence is defined as the occurrence of either one of the
following two hypotheses:
• the RMS range error exceeds a set threshold of Dth km for two consecutive time
steps, or
• 2k exceeds the 99% probability concentration region of a χ2nx variable for more than
6 time steps.
The number of time steps during which either the range errors exceed the threshold Dth or
χ2 goes beyond the 99% probability concentration region of a χ2nx variable, were chosen by
trial and error. The values settled on were selected because they represented an acceptable
trade-off between stringency and ‘tolerance’ of transients.
4.2 The Posterior Crame´r-Rao Lower Bound
The Crame´r-Rao lower bound represents a lower bound on the second-order error of an
estimator. Although this does not provide a complete picture of the accuracy of nonlinear
filters (as the densities involved in nonlinear filtering have moments higher than the second
order), it is nevertheless a commonly used tool for benchmarking purposes. We present
here the specific form of the posterior CRLB (PCRLB) which is used throughout the
following simulations. We note that the attribute ‘posterior’ refers to the applicability of
the method to cases where the state dynamics are stochastic (i.e. process noise is nonzero).
The covariance matrix of an unbiased estimator of the state xk of a system is bounded as
follows:
E{(xˆk|k − xk)(xˆk|k − xk)T} ≥ J−1k , (4.2.1)
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where Jk denotes the Fisher information matrix given by
Jk = E{[∇xk log p(xk,Zk)][∇xk log p(xk,Zk)]T}, (4.2.2)
and the ∇xk operator corresponds to the gradient with respect to xk. Tichavsky et al.
established the following recursion for the computation of the PCRLB [77]:
Jk+1 = Q
−1
k + H
T
k+1R
−1
k+1Hk+1 −Q−1k Fk
(
Jk + F
T
kQ
−1
k Fk
)−1
FTkQ
−1
k , (4.2.3)
which can be written, using the matrix inversion lemma, as
Jk+1 =
(
Qk + FkJ
−1
k F
T
k
)−1
+ HTk+1R
−1
k+1Hk+1, (4.2.4)
where Fk is the Jacobian of the nonlinear system equation evaluated at the true state xk,
and Hk+1 is the jacobian of the nonlinear measurement equation the true target state
xk+1. At every time instant, the mean-squared error of each state component is bounded
by the corresponding diagonal element of J−1k .
For systems with multiple switching dynamics and clutter in the measurement pro-
cess, a bound can be computed conditional on a specific mode sequence {rk} and clutter
sequence {Dk} (using the ‘single-measurement’ clutter model described in 3.1.2). Making
the simplifying assumption that the correct mode sequence {r∗k} = {r∗1, . . . , r∗k} and
binary valued clutter sequence {D∗k} = {D∗1, . . . , D∗k} are known a priori, the PCRLB can
be evaluated using a modified form of the recursion (4.2.3):
J∗k+1 =
(
Qk(r
∗
k) + Fk(r
∗
k)J
−1
k Fk(r
∗
k)
T
)−1
+ (1−D∗k)
(
Hk+1R
−1
k+1H
T
k+1
)
. (4.2.5)
It should be noted that this is an unfeasibly optimistic bound as it presupposes knowledge
of the actual target mode trajectory along with the actual ‘detection’ and ‘miss’ sequence,
both of which are sources of nonlinearity that need to be estimated by the filter. Nev-
ertheless, the resulting PCRLB can still provide a useful indication of the performance
limits of practical filters.
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4.3 Single Sensor Tracking of a Non-Maneuvering Target in
Clutter
In this section we compare the performance of the shifted Rayleigh filter (labelled
‘SRF3C’), for state estimation from 3D bearings-only measurements in the presence of
clutter, with that of the EKF, the RPEKF, the UKF and also the SIR particle filter with
local EKF linearization (EKPF). We focus on an apparently simple yet highly challenging
3D bearings-only tracking scenario. The problem, which involves a single sensor platform
and non-maneuvering target motion, is defined as follows. The sensor platform sets off 4
km above the origin and travels parallel to the xy plane at a constant speed of 130 m/s
and a course of −80◦ for 14 s. It then executes a maneuver and adopts a new course
of 153◦, which it maintains for the remainder of the simulation period. Meanwhile, the
target, initially at an altitude of 6.5 km, a range r0 of approximately 10.6 km from the
sensor platform and a bearing of 29◦, executes a descent at a constant speed of 470 m/s, a
course of −149.5◦ and pitch of −12.3◦, eventually traveling past the sensor platform. The
particular geometry of this bearings-only tracking scenario, illustrated in figure 4.1, makes
the target range unobservable for the first 14 s, posing a great challenge to filter stability.
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Figure 4.1: Target/sensor platform geometry (projected on the xy plane)
The 6-vector target state comprises the components of the Cartesian position and velocity
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along the xyz axes,
xt =
[
xk x˙k yk y˙k zk z˙k
]T
,
and dynamics are those of a ‘nearly’ constant velocity discrete time model
xk = Fxk−1 + usk−1 + vk−1
in which
F = diag
 1 T
0 1
 ,
 1 T
0 1
 ,
 1 T
0 1
 ,
where T is the sampling period in seconds. The deterministic signal usk is taken to be
zero while the movement of the sensor platform is absorbed into the SRF measurement
equation
dk = Hxk + u
m
k
via the signal umk . The covariance matrix of the discretized zero-mean white Gaussian
noise process vk is expressed as:
Qs = q diag
 T 33 T 22
T 2
2 T
 ,
 T 33 T 22
T 2
2 T
 ,
 T 33 T 22
T 2
2 T
 ,
and the system noise parameter q is set to 9.92× 10−5 m2/s3. Noisy angle measurements
zk are received at intervals of T = 1 s, with a probability pc of being clutter. These are
generated according to the model
zk = (1−Dk)ψk +Dkck,
where Dk is a binary process taking the value 0 if the measurement is target originated
and 1 if it is clutter, and ck is the false azimuth and elevation measurement vector arising
from clutter. Finally, ψk is the idealized azimuth and elevation measurement vector at
time k, which is given, in consistence with the analysis from 3.1.1, by
ψk = h(dk) + w˜k(dk),
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where w˜k(dk) is a 2-dimensional zero-mean Gaussian random variable with first and second
components ‘wrapped’ onto [−pi, pi] and [−pi/2, pi/2], respectively, and with covariance
matrix
Rk(dk) = σ
2
(cosαk)−2 0
0 1
 ,
where αk = arctan
(
dk3/
√
(dk1)2 + (dk2)2
)
. σ is the scaling factor of the measurement
noise covariance and is set to 0.003.
The simulation horizon is 30 s. Figures 4.2a and 4.2b illustrate a sample realiza-
tion of azimuth and elevation bearings measurements for a probability of clutter pc = 0.5.
Figure 4.3a shows the clutter-free azimuth bearing rate, which approaches 2pi rad/s in
magnitude as the target moves past the sensor platform at tk = 27 s. The corresponding
clutter-free elevation bearing-rate, whose magnitude peaks at pi/8 rad/s is shown in figure
4.3b.
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Figure 4.2: Sample realization of azimuth and elevation bearing measurements for pc = 0.5.
Filled blue circles represent target originated measurements, red circles designate clutter.
We perform 200 Monte Carlo runs of this scenario over increasing probability of clutter
pc. The initial range prior is taken to be rˆ0|0 ∼ N(r0, σ2r0), with σr0 = 5 km, while the
initial speed priors along the xyz axes are given by sˆ0|0 ∼ N(0, σ2s0), where σs0 = 500 m/s
for the x and y coordinates and σs0 = 166 m/s for the z coordinate. The SRF3C, EKF,
RPEKF (made up of 6 EKFs covering initial mean range estimates from 1 km to 30 km)
and UKF are all implemented using the ‘single-measurement PDA’ modification described
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Figure 4.3: Azimuth and elevation bearing rates in the absence of clutter, with peak
magnitudes of 2pi rad/s and pi/8 rad/s, respectively.
in 3.1.2. The EKPF is set to propagate 3000 samples drawn from importance densities
generated by separate EKFs (each using the ‘single-measurement PDA’ modification, to
account for clutter in the measurements). 1
Finally, note that for all filters excluding the SRF3C, the measurement noise co-
variance Rk (dk), which is correlated with the state xk, is approximated in terms of the
predicted displacement by Rk
(
E[dk|k−1]
)
. The validity of this construction depends on
E[dk|k−1] being accurate, which is a reasonable assumption to make in most applications.
Figure 4.4 shows the RMS errors of the range estimates for pc = 0.5. The average
performances of the EKF and UKF are clearly unacceptable, while the RPEKF shows
only slightly improved robustness and accuracy. The overall low precision and frequent
track divergence reflected in their RMS range errors point to the inadequacies of tracking
algorithms based on simple linearization techniques (whether analytical or statistical, as
with the UKF), faced with a challenging scenario involving high clutter probability, high
bearings rate and large initial state uncertainty. The SRF3C, on the other hand, comes
close on average to achieving the PCRLB and has an RMS error comparable to that of
the EKPF. Note that the PCRLB curve lies above the RMS errors of the EKPF for the
1The simpler ‘bootstrap’ filter was initially tested, but performed very poorly; possibly as a result of
the high dimensionality of the problem and large initial uncertainty. The low accuracy of the transitional
prior, used as proposal density, required a very high number of particles (around 500.000) which came at
an unacceptable computational cost. The use of a proposal density closer to the posterior was found to
resolve the issue for this scenario.
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initial phase of the track during which transient effects are significant, owing to a lack of
observability before the abrupt maneuver of the sensor platform at tk = 14 s.
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Figure 4.4: RMS error of the target range estimate with pc = 0.5 over 200 Monte Carlo
simulations
Figure 4.5 illustrates the percentage of divergent tracks produced by the various filters over
the 200 MC runs, with varying levels of clutter probability. The value of Dth (indicating
the range RMSE above which a track is deemed to have diverged) is set to 6000 m. The
SRF3C shows high robustness to clutter with practically no divergent tracks up to a clutter
probability of 0.6. On the other hand, the EKF and UKF exhibit frequent breakdowns.
The relative robustness of the RPEKF, owing to the use of multiple filters, can also be
seen. Finally, the EKPF achieves a level of resilience to clutter comparable to that of the
SRF3C.
The TARMS range errors for all the filters are displayed in table 4.1. The time index at
which averaging starts is set to k = 15 s, which is just after the sensor platform changes
course and full observability of the target state is ensured. Because of the high number
of lost tracks, the TARMS error results of the EKF (and, for certain values of pc, those
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Figure 4.5: Percentage of track divergence versus probability of clutter
of the other filters) are not reported. The RPEKF appears to be competitive for the
relatively more benign case where pc ≤ 0.1, owing to the aggregation of estimates from
parallel EKFs. However, its performance quickly deteriorates as the probability of clutter
is increased. The accuracy of the SRF3C is very close to that of the EKPF at all (realistic)
levels of clutter and both filters have the lowest tracking error up to a probability of clutter
of 0.7. However, tracking becomes erratic beyond this point and all filters exhibit frequent
divergence caused by the extreme levels of nonlinearity.
Table 4.1: TARMS range errors (m)
probability of clutter pc
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
EKF - - - - - - - - -
RPEKF 281 332 604 811 2258 3146 4150 - -
UKF 1674 2643 1686 3039 5058 - - - -
SRF3C 288 360 416 438 629 954 1648 3288 -
EKPF 206 282 315 434 620 950 1620 2947 5581
The relative average computational times (per iteration) of all filters are shown in table
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4.2 2. With twice the computational requirements of the EKF, the SRF3C is the second
least demanding. The EKPF needs by far the highest computational time, at nearly 9000
multiples of that of the EKF.
Table 4.2: Computation times (relative)
Filter
EKF RPEKF UKF SRF3C EKPF
time 1 5 2.3 2.1 8830
Having discussed the performance benefits of the shifted Rayleigh filter in single sensor
tracking scenarios, we turn our attention to the problem of smoothing. We examine, for
the scenario presented above, the performance of the fixed-interval RTS shifted Rayleigh
smoother of section 3.2 and of the RTS smoother with an RPEKF in the forward pass.
The forward filtering pass, for each tracker, takes the form of the SRF3C and RPEKF
with the ‘single-measurement’ PDA modification, while the backward smoothing pass is
identical for both trackers and is given by equations (3.2.5), (3.2.6), (3.2.8) and (3.2.9).
Table 4.3 summarizes the range TA-RMSEs of the two smoothers under considera-
tion (labelled RTS-SRS3C and RTS-RPEKS), for increasing probabilities of clutter
(unlike the results in table 4.1, the averaging is carried out over all time steps). The
RTS-SRS3C is seen to achieve excellent accuracy up to high levels of clutter, while the
performance of the RTS-RPEKS quickly degrades with increasing probability clutter.
Given the linear/Gaussian dynamics of the target, the accuracy of the smoothed estimates
are predominantly determined by the accuracy of the final filtered estimate. We conclude
therefore that the superior performance of the RTS-SRS3C is a result of the very high
precision (and small associated covariance matrix) ultimately achieved by the SRF3C
in the forward pass. Likewise, the limitations of the RTS-RPEKS extend from the
poor final estimates of the RPEKF. Note, finally, that results of EKF and UKF based
implementations of the RTS smoother were not included because they mostly diverged.
2All filters were coded in MATLAB, using vectorization whenever feasible
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Table 4.3: TARMS range errors (m)
probability of clutter pc
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
RTS-SRS3C 13 13 14 16 20 40 656 1153 -
RTS-RPEKS 14 20 66 321 1321 2207 2774 4577 -
4.4 The Shifted Rayleigh Particle Filter
We present in this section a performance evaluation of the SRF, when used to generate
proposal distributions within a particle filter. The resulting ‘shifted Rayleigh particle filter’
(SRPF) falls into the category of particle filters using approximations of the true posterior
as proposal densities, of which the EKPF and UPF (unscented particle filter) [80] are
well known examples. The SRPF, EKPF and UPF algorithms, all share the same Monte-
Carlo structure and differ only in the generation of proposal densities. Within these filters,
particles are drawn from analytical Gaussian approximations (provided by the SRF, EKF
or UKF) of the true posterior, by taking into account the latest observation. Table 4.4
shows a unified representation of one iteration of these filters.
Comparison of the three algorithms is made under the single sensor tracking scenario
described in section 4.3 , for a fixed set of 200 runs and pc = 0.5, with all other
parameters kept identical. The presence of clutter is handled, for each particle, by
computing a proposal density using the ‘single-measurement PDA’ modification, as in
the SRF3C, EKF and UKF of the previous section. All particle filters are initialized with
the same N Gaussian priors whose means are drawn from the initializing distribution
N (x0|0; xˆ0|0,P0|0) given in section 4.1.1. Their associated covariance matrices are then
set to c−1 P0|0, where c is a scaling constant. It was found that taking c < 1 led to
smaller initial transients and faster convergence as a result of tighter initialization of
the analytical filters that generate the proposal distributions. The choice c = 0.01, used
throughout the following simulations, was found to provide adequate performance.
We choose to focus on computational cost in the comparison of the different PF
algorithms. Although most performance evaluations in the literature are made for equal
particle numbers, our aim here is to demonstrate the possibility of achieving a given level
4.4 The Shifted Rayleigh Particle Filter 118
Table 4.4: PF algorithm using posterior approximation as proposal distribution
1. For i = 1 : N
• Evaluate Gaussian approximation to posterior density:
[xˆik,P
i
k] = EKF/UKF/SRF
(
xˆik−1, Pˆ
i
k−1, zk
)
• Sample xik from the proposal density N (xik; xˆik,Pik)
• Compute importance weights (as in 2.3.38):
w˜ik = w
i
k−1
p(zk|xik)p(xik|xik−1)
N (xik;xˆik,Pik)
,
2. For i = 1 : N
• Normalized weights: wik = w˜ik/
∑N
i=1 w˜
i
k
3. Compute effective sample size Nˆeff =
(∑N
i=1(w
i
k)
2
)−1
4. If Nˆeff < Nthr, resample (using any of the methods in 2.3.2):
• {ij}Nj=1 = RESAMPLE{wik}Ni=1
• For j = 1 : N
[xjk,P
j
k, w
j
k] = [x
ij
k ,P
ij
k , 1/N ]
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Figure 4.6: Range TARMSE of the target over 10 repetitions of 200 MC runs, with
pc = 0.5. Numbers next to curves represent the corresponding number of particles.
of accuracy, at the lowest computational cost. In order to reduce the MC variation of the
estimates (resulting from the random sampling in the PFs), we report the average over
series 10 MC simulations of the same set of 200 runs, for different numbers of particles.
Figure 4.6 shows the range TARMSEs resulting from each PF against computational
time, for increasing number of particles N . The range TARMSE of the SRF3C, as
computed in the previous section, is also included for comparison purposes. Notice that
its value is extended along the x axis for convenient visualization (one iteration of the
SRF3C takes 0.5 ms).
The SRPF is seen to outperform the SRF3C with as little as 500 particles, whereas both
the EKPF and UPF require more than 1000 particles for the same level of accuracy. Also,
this comes at computational requirements respectively 44% and 108% in excess of the
SRPF. Moreover, the SRPF achieves asymptotic convergence with 750 particles, against
1500 for the EKPF and UPF.
Even though all three PFs reach similar levels of accuracy for very high numbers
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of particle (2000 and beyond), the EKPF and UPF do not exactly match the performance
of the SRPF. This is partly due to the occasional divergence encountered by these filters.
This is illustrated in figure 4.7, where the percentage divergence of the SRF3C is extended
over all values of the x axis. It is evident that although all PFs exhibit monotonically
decreasing probability of divergence for increasing number of particles, the SRPF is
consistently more robust for equal computational expense.
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Figure 4.7: Percentage of track divergence over 10 repetitions of 200 MC runs, with
pc = 0.5. Numbers next to curves represent the corresponding number of particles.
We conclude that, for the problem of bearings-only tracking, the accuracy of PFs
utilizing approximations of the optimal proposal density can be improved on, using the
SRF. The performance benefits of the SRF3C over the EKF and UKF can be seen to
generalize to sequential Monte Carlo implementations of the same algorithms, although
with comparatively smaller improvements.
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4.5 Multiple Sensor Tracking of a Maneuvering Target in
Clutter
This tracking scenario consists of two spatially separated sensors providing simultaneous
azimuth and elevation measurements of a maneuvering target with switching dynamic
modes. Sources of nonlinearity are therefore present in both the state process (through the
discontinuities introduced by switching modes) and in the measurement process (as a result
of the bearings-only measurements). These difficulties are further compounded by the
presence of clutter in the measurements from both sensors, high initial state uncertainty
and high bearings-rate.
Scenario Definition
We define a 9-dimensional state vector for the target, comprising its Cartesian position,
velocity and acceleration components along the xyz axes:
xt =
[
xk x˙k x¨k yk y˙k y¨k zk z˙k z¨k
]T
. (4.5.1)
Its dynamics are governed by the linear switching model
xk = F(rk)xk−1 + usk + v(rk), (4.5.2)
where, as in 3.1.3, rk represents the mode in effect during the time interval (tk−1, tk],
F(rk) is the mode-dependent system matrix, u
s
k−1 is an exogenous state input and v(rk)
is a mode-dependent zero-mean Gaussian random variable.
The target trajectory is defined by a combination of 3 motion models. Mode 1 is
‘nearly’ constant velocity motion, used for non-maneuvering segments. Mode 2 describes
the onset of a maneuver. It is characterized by a Wiener process acceleration model with
exogenous acceleration inputs (injected via the usk term) to represent abrupt changes in
target course. Finally, mode 3 is a 3D ‘constant-turn’ motion model, as described in
2.4.3. The system and noise covariance matrices are given by
F(r) = diag[A(r),A(r),A(r)] (4.5.3)
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and
Qs(r) = diag[R(r),R(r),R(r)] (4.5.4)
where
A(r = 1) =
 1 T
0 1
 , (4.5.5)
A(r = 2) =

1 T 12T
2
0 1 T
0 0 1
 , (4.5.6)
A(r = 3) =

1 sinωTω
1−cosωT
ω2
0 cosωT sinωTω
0 −ω sinωT cosωT
 , (4.5.7)
and
R(r = 1) = q1
 13T 3 12T 2
1
2T
2 T
 , (4.5.8)
R(r = 2) = q2

1
20T
5 1
8T
4 1
6T
3
1
8T
4 1
3T
3 1
2T
2
1
6T
3 1
2T
2 T
 , (4.5.9)
R(r = 3) = q3

6ωT−8 sinωT+sin 2ωT
4ω5
2 sin4(ωT/2)
ω4
−2ωT+4 sinωT−sin2ωT
4ω3
2sin4(ωT/2)
ω4
2ωT−sin 2ωT
4ω3
sin2 ωT
2ω2
−2ωT+4 sinωT−sin 2ωT
4ω3
sin2 ωT
2ω2
2ωT+sin 2ωT
4ω
 . (4.5.10)
T is the sampling period, set to 1 s, while ω is the turn rate, whose value is fixed at 0.08
rad/s. The intensities q1, q2 and q3 of target perturbations are set to 0 for the purpose of
generating the true target track. The mode sequence is:
{r1:39 = 1, r40:41 = 2, r42:59 = 3, r60:61 = 2, r62:69 = 3, r70:109 = 1, r110:111 = 2, r112:129 = 3,
r130:131 = 2, r132:141 = 3, r142:160 = 1}
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and the exogenous input is zero at all times, except when mode 2 is in effect where its
values are:
us40:41 =
[
0, 0, 15, 0, 0, 0, 0, 0, −10
]T
,
us60:61 =
[
0, 0, −20.64, 0, 0, −40, 0, 0, 13.77
]T
,
us110:111 =
[
0, 0, 10, 0, 0, 15, 0, 0, −4
]T
,
us130:131 =
[
0, 0, −45, 0, 0, −30.53, 0, 0, 4.14
]T
.
Two sensors are located on the ground plane at fixed (x, y, z) positions (±5000, 0, 0) and
the initial target state is set to x0 = [−3000, 0, 0, 40000,−400, 0, 6500, 0, 0]T, i.e. at a range
r0 of about 41.3 km from sensor 1. Figure 4.8 shows the geometry of the tracking scenario,
projected onto the xy plane. The target travels at a constant speed and course of 400 m/s
and −pi, respectively, and at an altitude of 6500 m for 39 s before executing a diving left
turn lasting 19 s. It then levels up and follows a straight trajectory at a new altitude of
2160 m for 39 s. As soon as it passes sensor 1, it executes two abrupt high g left turns,
while diving, until an altitude of 290 m is reached. The remainder of the trajectory is
non-accelerating motion at a new course of −pi/2 rad.
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Figure 4.8: Target/sensor geometry (projected on the xy plane)
Figure 4.9 shows the target range from sensor 1, while figure 4.10 depicts the target speed
throughout the simulation period. Finally, figure 4.11 shows the magnitude of the target
acceleration, which approaches 10 g during the final maneuver.
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Figure 4.11: Target acceleration
Azimuth and elevation measurements of the target are acquired simultaneously from both
sensors at intervals T = 1 s and with a probability pc of being clutter. Defining the
displacement dlk at time k from the lth sensor (out of a total of L) to be
dlk = Hxk + u
m,l
k ,
(where um,lk denotes the position vector of the lth sensor), the measurements are generated
according to the model
zlk = (1−Dlk)ψlk +Dlkclk,
where Dlk is a binary process taking the value 0 if the measurement is target originated
and 1 if it is clutter, and clk is the false azimuth and elevation measurement vector, arising
from clutter, at the lth sensor. ψlk is the idealized azimuth and elevation measurement
vector obtained from the lth sensor at time k, which is given, in consistence with the
analysis from 3.1.1, by
ψlk = h(d
l
k) + w˜
l
k(d
l
k).
w˜lk(d
l
k) is a 2-dimensional zero-mean Gaussian random variable with first and second
components ‘wrapped’ onto [−pi, pi] and [−pi/2, pi/2], respectively, and with covariance
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matrix
Rk(d
l
k) = σ
2
(cosαlk)−2 0
0 1
 ,
where αlk = arctan
(
dlk3/
√
(dlk1)
2 + (dlk2)
2
)
. The scaling factor σ of the measurement
noise is set to 0.005.
Figures 4.12a and 4.12b show a representative sequence of azimuth and elevation
measurements acquired at sensor 1, with a relatively high probability of clutter of
pc = 0.5. The corresponding clutter-free azimuth bearing rate (which almost reaches 2pi
rad/s at tk = 114 s) and elevation bearing rate are shown in figures 4.13a and 4.13b.
Similarly, figures 4.14a and 4.14b illustrate the measurements from sensor 2 and 4.15a and
4.15b show the corresponding clutter-free bearing rates, which are practically constant.
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Figure 4.12: Sample realization of azimuth and elevation bearing measurements at sensor
1 for pc = 0.5. Filled blue circles represent target originated measurements, red circles
designate clutter.
Modelling of Target Dynamics
We consider two sets of models for estimating the previously defined trajectory. The first
one implies a priori knowledge of the kinematics of the 3D turn model, while the second
reflects the more general (and realistic) scenario of unknown maneuver kinematics.
First set of models
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Figure 4.13: Azimuth and elevation bearing rates in the absence of clutter at sensor 1.
The former reaches a peak magnitudes of nearly pi rad/s.
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Figure 4.14: Sample realization of azimuth and elevation bearing measurements at sensor
2 for pc = 0.5. Filled blue circles represent target originated measurements, red circles
designate clutter.
The first set of models is defined as S1 = {Mode 1,Mode 2,Mode 3}, with system
matrices as given by (4.5.5)-(4.5.7), and associated noise covariance matrices (4.5.8)-
(4.5.10). The intensities q1 and q3 of the process noise for Modes 1 and 3 are both
set to 9.92−5 m2/s3. As access to the exogenous acceleration inputs in effect during
Mode 2 is unavailable, Mode 2 is implemented using a high value of target pertur-
bation intensity q2, to cover the large jumps in acceleration which are characteristic
of a maneuver onset. The choice of q2 requires prompt detection of abrupt maneu-
vers and involves a trade-off between detection speed and transient effects resulting
from overshoot. It was found that q2 = 40 m
2/s3 provided an adequate compromise
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Figure 4.15: Azimuth and elevation bearing rates in the absence of clutter at sensor 2.
between these two objectives.
Second set of models
The second set of models is defined as S2 = {Mode 1,Mode 2,Mode 2∗}. Modes 1
and 2, which account for segments with constant speed and the onset of maneuvers,
respectively, are implemented, as above, with q1 = 9.92
−5 m2/s3 and q2 = 40 m2/s3.
Mode 2∗, used for the modelling ongoing maneuvers, is a variant of Mode 2 with
a small value q2∗ . The choice q2∗ = 1 m
2/s3 was found to strike an appropriate
balance between steady state error and ease of discrimination from Mode 1.
The state transition probabilities, which are design parameters, are set to
pi =

0.98 0.02 0
0.25 0.50 0.25
0 0.02 0.98
 . (4.5.11)
We note that the zero value given to pi13 reflects the impossibility for the target to switch
from non-accelerating motion to 3D ‘constant-turn’ motion. A transition through Mode
2 is required in order to provide the non-zero acceleration defining the ’maneuver plane’
of the 3D ‘constant-turn’ motion. Similarly, pi31 is set to 0, effectively forcing a transition
from 3D ‘constant-turn’ motion to non-accelerating motion through Mode 2. This helps to
account for the typically large variations in acceleration at the termination of maneuvers.
Finally, we remark that the relatively low value of pi22 reflects the transient nature of Mode
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2, which can only be in effect for a short duration of time.
Processing of Measurements
The simultaneous measurements from sensors 1 and 2 are processed sequentially with an
artificial time interval of 0 s between them. Although the processing sequence can have
an impact on accuracy 3, we set a fixed and arbitrary ordering whereby given an estimate
p(xk−1|Z1k−1, . . . ,ZLk−1) at time k − 1, a measurement from sensor 1 at time k provides
an estimate p(xk|z1k,Z1k−1, . . . ,ZLk−1). The prior ahead of the update from the next sensor
measurement (still at time k) is then computed according according to
xk = xk−1, (4.5.12)
and the state transition matrix is set to pi = I3×3. This construction effectively fixes the
state dynamics during the sequential processing of the simultaneous measurements.
Tracking Algorithms
We assess the performance of the shifted Rayleigh mixture filter for 3D measurements
(SRMF3C) with that of the well-known IMM-EKF, the IMM-UKF and also an imple-
mentation of the IMM algorithm with model-matched SRF3Cs (labeled IMM-SRF3C).
Finally, we include results from a multiple-model particle filter with SRF generated
proposal distribution (MM-SRPF). In all simulations, we implemented the SRMF3C
using 100 mixture components (reduced at the end of each time step using the Fearnhead-
Clifford method of 3.1.3), whereas the sample size of the MM-SRPF is set to N = 2500
particles.
200 MC runs of the above tracking scenario are computed, for different values of
pc. Initialization of the filters is carried out according to the method described in section
4.1.1, using the parameters of table 4.5.
3The problems of data fusion and sensor management are covered in [7]
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Table 4.5: Initializing parameters of target state
Parameter Value
initial range mean r¯0 = 41.3 km
initial range standard deviation σr0 = 20 km
initial speed mean s¯0 = 400 m/s
initial speed standard deviation σs0 = 450 m/s
initial course mean c¯0 = 0 rad
initial course standard deviation σc0 = pi/
√
12 rad
initial pitch mean p¯0 = 0 rad
initial pitch standard deviation σp0 = pi/
√
80 rad
Simulation results and discussion
Figures 4.16 show the range and velocity RMSEs obtained from the filters under
consideration, using the first set of models. A high probability pc = 0.5 of clutter was
simulated. The PCRLB, as calculated in 4.2 is also included, to give an (optimistic)
indication of the lowest achievable RMS error.
We can see that after the initial transients, all filters track the target accurately
during its constant velocity legs, up until the second set of maneuvers at k = 110.
The natural transients starting at the onset of the maneuvers at k = 40 and k = 60
are acceptable, given the target range and the relatively low parallax in the measure-
ments. However, once the target starts maneuvering around sensor 1 (from k = 110 to
k = 141), the IMM-EKF and IMM-UKF are seen to quickly lose track and diverge. The
IMM-SRF3C also produces large errors but manages to avoid catastrophic failure. The
SRMF3C, on the other hand, copes very well with the extreme nonlinearities and tracks
the target, while achieving a much lower peak range RMSE than the IMM-SRF3C, and
matching the level of tracking accuracy of the MM-SRPF.
Comparison of the mode probabilities derived by the various filters in figure 4.17
exposes the shortcomings of the IMM algorithms in relation to the Gaussian mixture
representation of the state by the SRMF3C. While all algorithms exhibit apparently
similar mode probabilities, the IMM based filters display erratic mode discrimination
during the final maneuvering motion phase. The IMM-EKF and IMM-UKF break
down at tk = 114, when the azimuth bearing rate (at sensor 1) peaks. This clearly
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points to a failure of these algorithms to cope with the measurement nonlinearity (which
is compounded by the presence of clutter). As seen in figure 4.16, the IMM-SRF3C
copes with the extreme nonlinearity without catastrophical failure and achieves the best
tracking accuracy among the IMM based algorithms. However, this comes at the cost of
large, and possibly unacceptable, transients. These are caused by the excessive posterior
probability accorded to mode 2, upon detection of a maneuver, which results in the state
estimate to ‘overshoot’ because of the high noise intensity of the model. On the other
hand, both the SRMF3C and MM-SRPF display accurate mode detection. It can also
be seen that upon detection of a maneuver, neither of these algorithms attach too high a
probability to mode 2, thereby avoiding high transients in estimation accuracy.
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Figure 4.16: Range and velocity RMSEs of the target state estimates for pc = 0.5 using
the first set of models, over 200 MC runs.
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Figure 4.17: Mode probability estimates for pc = 0.5 using the first set of models, over
200 MC runs.
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The range TARMSEs of the estimates from the different filters are summarized in table
4.6, for probabilities of clutter ranging from pc = 0 to pc = 0.7. Due to the practically
consistent failure of the IMM filters for high probabilities of clutter, their errors are
not included. We see that the SRMF3C actually outperforms the MM-SRPF for low to
moderate levels of clutter, but is surpassed by it for scenarios with extreme probabilities
of clutter. For pc = 0.5, the SRMF3C is on average 42% more accurate than the
IMM-SRF3C and 68% more accurate than the IMM-EKF.
Table 4.6: TARMS range errors (m) - first set of models
probability of clutter pc
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
SRMF3C 124 133 147 169 211 273 393 808
IMM-SRF3C 139 151 172 204 265 469 589 -
IMM-EKF 145 197 217 318 568 855 - -
IMM-UKF 151 378 729 895 955 - - -
MM-SRPF 129 137 153 169 211 275 386 743
The probability of divergence of the 4 filters is illustrated in figure 4.18, against
clutter probability. For this scenario, the maximum range RMSE that needed to be
exceeded (for 2 consecutive time steps) for a divergence to be recorded was set to
Dth = 1500 m. It can be seen that the SRMF3C and MM-SRPF show the highest
robustness to clutter, followed by the IMM-SRF3C and the IMM-EKF. Differences are
particularly noticeable for probabilities of clutter above pc = 0.5. Another important
point to note is that, although neither the IMM-EKF nor the IMM-UKF shows acceptable
accuracy or robustness to clutter, the former is seen to consistently outperform the latter
on both fronts. This indicates that despite the theoretically superior accuracy of the
unscented transform to that of analytical linearization, the latter can still, in practice,
provide better results.
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Figure 4.18: Percentage of track divergence against probability of clutter, using the first
set of models.
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The performance of the 4 trackers are now reported, under the same conditions as above,
but using the second set of models. Figure 4.19 shows the range and velocity RMSEs,
while the corresponding mode probability estimates are illustrated in figure 4.20. Table
4.7 summarizes the range TARMSEs, over increasing probability of clutter. Finally, figure
4.21 shows the probability of divergence, against probability of clutter, of all 4 algorithms.
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Figure 4.19: Range and velocity RMSEs of the target state estimates for pc = 0.5 using
the second set of models, over 200 MC runs.
Table 4.7: TARMS range errors (m) - second set of models
probability of clutter pc
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
SRMF3C 136 147 168 189 232 312 526 1070
IMM-SRF3C 141 153 177 212 279 513 738 -
IMM-EKF 148 230 388 698 860 - - -
IMM-UKF 153 601 900 - - - - -
MM-SRPF 139 147 165 183 230 303 478 849
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Figure 4.20: Mode probability estimates for pc = 0.5 using the second set of models, over
200 MC runs.
The close similarity between the results obtained with the first and second sets of models
points to the adequacy of employing approximate dynamic models where knowledge of
exact target kinematics cannot realistically be assumed. Interestingly, even though a
decline is observed in the performance of all filters, at low levels of pc, the IMM-SRF3C
suffers comparativelly lower losses in accuracy than the SRMF3C and the MM-SRPF.
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Figure 4.21: Percentage of track divergence against probability of clutter, using the second
set of models.
In view of the accuracy and robustness of the SRMF3C, and considering the high
computational efficiency (shown in table 4.8) in relation to a particle filter of equal accu-
racy, we can conclude that the SRMF3C is a very competitive algorithm for challenging
tracking problems where highly nonlinear target dynamics and high probability of clutter
undermine the effectiveness of the traditionally preferred IMM algorithm.
Table 4.8: Computation times (relative)
Filter
IMM-EKF IMM-SRF3C IMM-UKF SRMF3C MM-SRPF
time 1 1.84 2.63 136 2540
138
Chapter 5
The Shifted Rayleigh Filter in
Bearings-only SLAM
One of the most important and challenging problems in the robotics and computer
vision communities is that of Simultaneous Localization and Mapping (SLAM). It is the
processes whereby an agent, such as a vehicle or a robot, moves randomly in an unknown
environment where it observes features and constructs a map of its surroundings, while
simultaneously inferring its own position and orientation within this map. The past
twenty years have seen the accumulation of a considerable body of research in this field,
ranging from on-line Bayesian estimation-theoretic approaches (initiated by the results
of [30], [70] and [69]) and numerical solutions ( [75]) to more recently introduced off-line
batch methods such as GraphSLAM ( [76]). SLAM has a multitude of application areas,
including autonomous indoor and outdoor navigation, as well as airborne and submarine
exploration ( [74], [57]).
By far the most studied and challenging area of the SLAM problem is that of
bearings-only SLAM. Whereas the general SLAM problem presumes the availability of
range and bearing information of landmarks (measured relative to the sensor position and
heading), bearings-only SLAM is limited to measurements of relative bearings of these
landmarks. The lack of range information poses a major challenge in the initialization
of newly observed landmarks. This is because the non-invertibility of the measurement
function results in range ambiguity in individual angular measurements. The high
uncertainty in the initial range of landmarks can then violate the local measurement
linearity assumption of the EKF algorithm in Cartesian coordinates (which can otherwise
be used satisfactorily in range-bearing SLAM systems [25]). Moreover, linearization
errors are also known to precipitate the occurrence of inconsistencies ( [48], [13]), which
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can lead to filter divergence. Consequently, robust and consistent bearings-only SLAM
algorithms have been a topic of continued research.
In view of the superior accuracy achieved by the SRF in ‘conventional’ bearings-
only target tracking problems and its robustness to poor target initialization, which are
due largely to the absence of linearization errors in the measurement update stage, our
aim is to investigate the applicability of the SRF algorithm to SLAM. This chapter is
organized as follows. Section 5.1 provides a formal definition of the bearings-only SLAM
problem, followed by an overview of one of the main approaches used in the literature.
Two new bearings-only SLAM algorithms incorporating the SRF are then proposed in
sections 5.3 and 5.4. Finally, section 5.5 provides comparative simulation results of these
approaches and of one of the main competing methods.
5.1 Formulation of the Bearings-Only SLAM problem
SLAM is concerned with the joint estimation of the pose of the sensing device, referred
to henceforth as ‘vehicle’ (described by its position and orientation), and of a map (made
up of fixed landmarks). We denote these quantities by xvk and mk, composed respectively
of the Cartesian position coordinates and heading angle of the vehicle (which can also be
interpreted as the direction of its velocity vector), in relation to some arbitrary reference
frame, and of the Cartesian position coordinates of the L initialized landmarks in the map.
Together, they make up the joint vehicle and map state xk, given by:
xk =
[
xvk m
1 . . . mL
]T
=
[
xvk y
v
k θ
v
k x
1 y1 . . . xL yL
]T
. (5.1.1)
The system equation describing the dynamics of the vehicle (the landmarks being fixed),
is given by
xvk = f
(
xvk−1,u
s
k,vk−1
)
, (5.1.2)
where f is a possibly nonlinear function of the previous vehicle state, an exogenous
control input usk applied to the vehicle state during the time interval [k − 1, k), and
zero-mean white Gaussian noise vk−1 of known covariance Qsk−1. Most SLAM scenarios
assume knowledge of the sequence of measured control inputs {usk}k≥1, composed of
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speed and steering components. In situations where such measurements are unavailable,
for instance where the sensor is an agile camera with no odometry capabilities, ‘nearly’
constant velocity or acceleration models have been successfully used in approximating
the sensor dynamics ( [23], [37]).
The measurements in bearings-only SLAM are defined, through the function h,
as
zlk = h (xk, l, wk)
= arctan
(
yvk − yl
xvk − xl
)
− θvk + wk, (5.1.3)
where l denotes the index of the observed landmark and wk is zero-mean white Gaussian
noise of known variance σ2.
y
x
v
θ

z 
z
Figure 5.1: Geometry of bearings-only SLAM on the plane. Stars represent detected land-
marks, of which bearings measurements z¯1 and z¯2 are acquired by the vehicle (triangle),
with respect to its own heading θv.
It is important to note that the uncertainty associated with the vehicle pose has a funda-
mental consequence on the nature of the SLAM problem. Landmark position estimates
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will inevitably be correlated with the vehicle pose, since they are observed with respect
to the uncertain position and orientation of the vehicle. Furthermore, through their com-
mon uncertainty (relative to the vehicle pose), estimates of landmark positions will also
be correlated among each other. The effect of this dependency will be that a correction
to the estimate of any component of the state vector will lead to a correction to all the
other states, as well as an inevitable increase in all correlations [25]. As also established
in [14], the evaluation of correlations is therefore critical to the accuracy and consistency
of SLAM. This has lead to the well-known Bayesian ‘full-covariance’ SLAM algorithm, for
the estimation of the (assumed Gaussian) joint vehicle and map posterior
p(xvk,m|Z0:k,us0:k,x0), (5.1.4)
where Z0:k is the set of observations of all landmarks up to time k, u
s
0:k is the set of
measured control inputs applied to the vehicle state up to time k and x0 is the initial
state. This density is represented by its mean and covariance matrix
xˆk|k =
[
xˆvk|k mˆ
1
k|k . . . mˆ
L
k|k
]T
(5.1.5)
Pk|k =

Pvvk|k P
v1
k|k . . . P
vL
k|k
P1vk|k P
11
k|k . . . P
1L
k|k
P2vk|k P
21
k|k . . . P
2L
k|k
...
...
. . .
...
PLvk|k P
L1
k|k . . . P
LL
k|k

(5.1.6)
which are augmented, as new landmarks are initialized, with their corresponding mean
and covariance estimates.
5.2 Bearings-only EKF SLAM
The EKF is known to provide satisfactory accuracy and consistency in traditional
range-bearing SLAM applications ( [29]). However, owing to the lack of landmark
range observability from individual measurements, direct implementations of the EKF
in bearings-only SLAM in most cases leads to catastrophic failure. A widely adopted
framework to manage landmark range uncertainty is the so-called ‘Inverse Depth
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Parametrization’ (IDP). The idea, introduced in [16], is to replace the highly nonlinear
measurement function (5.1.3) by an equivalent one, expressed in terms of a modified set
of state variables, which exhibits a much higher degree of linearity. More specifically,
instead of using Cartesian coordinates to represent landmark positions, IDP allows the
parametrization of landmark positions using the inverse of their depth (or inverse range)
when first detected by the vehicle. Whereas range uncertainty cannot be accurately
modelled as Gaussian (unless the landmark is reasonably well localized), uncertainty in
inverse depth actually can. As a result, IDP allows the propagation and update of pdfs
which can safely be approximated as being Gaussian, in a manner suitable for the linear
EKF equations to be used. We provide here only an overview of IDP, of which detailed
analyses and results can be found in [16] and [15].
The state vector in IDP is defined as
xk =
[
xvk m
1 . . . mL
]T
=
[
xvk y
v
k θ
v
k x
v,1
k y
v,1
k ρ
1
k θ
1
k . . . x
v,L
k y
v,L
k ρ
L
k θ
L
k
]T
, (5.2.1)
where each landmark ml = ψ(xv,lk , x
v,l
k , ρ
l
k, θ
v,l
k ) is represented in terms of the position
(xv,lk , x
v,l
k ) of the vehicle from which the landmark was first observed (i.e. initialized), its
inverse depth ρlk and its absolute bearing θ
l
k = z
l
k + θ
v,l
k at initialization.
The bearings measurements are then expressed, through the function hIDP, as
zlk = hIDP (xk, l, wk)
= arctan
(
yv,lk − yvk + sin(θlk)(ρlk)−1
xv,lk − xvk + cos(θlk)(ρlk)−1
)
− θkv + wk. (5.2.2)
As detailed in [16], this parametrization permits the estimation of landmarks at depths
ranging from near zero to infinity. Moreover, the resulting measurement function is very
close to being linear for both low and high parallax (i.e. irrespective of the length of
the baseline covered between two successive observations of a landmark). This allows
modelling of the inverse depth of a landmark as a Gaussian random variable, and therefore
enables the implementation of a standard EKF for state estimation. A major drawback of
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IDP, however, is the possibility of landmark depth estimates becoming negative [59]. This
issue, which arises from the inability of the EKF to accommodate nonlinear constraints,
results in catastrophic failure.
Upon initialization of a landmark, the state vector estimate is augmented, with
the IDP representation of the new landmark, as
xˆnewk|k =
[
xˆk|k mˆl
]T
=
[
xˆk|k xˆvk|k yˆ
v
k|k ρˆ
l
k|k θˆ
l
k|k
]T
, (5.2.3)
while the N ×N covariance matrix is extended to
Pnewk|k = J
 Pk|k 0N×4
04×N Pextk|k
JT (5.2.4)
with
Pextk|k =

P x
v
k|k P
xv yv
k|k 0 P
xv θv
k|k
P y
v xv
k|k P
yv
k|k 0 P
yv θv
k|k
0 0 σ2ρ 0
P θ
v xv
k|k P
θv yv
k|k 0 P
θv
k|k + σ
2
 (5.2.5)
and
J =
 IN×N 0N×4
∇xv ψ 04×N I4×4
 , (5.2.6)
where ∇xv ψ represents the Jacobian of the IDP transformation with respect to the
vehicle states.
Although the IDP representation of landmarks can be maintained throughout the
entire SLAM process, for reasons of computational efficiency it is advantageous to trans-
form estimates of well localized landmarks into their Cartesian position representation.
A test is proposed in [17], by which the linearity of the standard measurement function
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(5.1.3) is evaluated. If it is sufficiently high, the landmark estimate is converted from IDP
to the more compact xy coding using the relations
mˆl,cartk|k = g(xˆk|k, l) =
 xˆvk|k + cos(θˆlk)(ρˆlk|k)−1
yˆvk|k + sin(θˆ
l
k)(ρˆ
l
k|k)
−1
 (5.2.7)
Pl,cartk|k = ∇xcart g(xˆk|k, l) Plk|k∇Txcart g(xˆk|k, l), (5.2.8)
where ∇xcart g is the Jacobian of the IDP to cartesian transformation of the landmark at
time k.
5.3 The quadrature-SRF SLAM algorithm
We propose in this section a new method for bearings-only SLAM, called the quadrature-
SRF SLAM algorithm. It is a SRF based moment matching filter, in which the exact first
and second moments of the posterior density are numerically evaluated, given a Gaus-
sian prior. In contrast with ‘standard’ bearings-only target tracking, the measurement
equation defining bearings-only SLAM does not allow straightforward implementation of
the ‘noise before nonlinearity’ substitution that makes the elegant evaluation of exact
moments possible. More precisely, the incorporation of the angular shift caused by the
unknown heading of the vehicle in (5.1.3) within the arctan function is not trivial. As a
result, direct evaluation of this quantity by the SRF equations is not possible. We propose
therefore an alternative formulation of the moments of the posterior, expressed in terms
of the standard SRF equations.
5.3.1 Derivation of the Algorithm
We define for the quadrature-SRF SLAM algorithm a state vector different from the one
in (5.1.1), which makes it possible to evaluate the heading angle of the vehicle in terms
of the SRF equations. More precisely, we introduce vehicle velocity states xvk =
[
x˙k y˙k
]
and interpret the heading angle as the direction of this vector. The remaining states xpk
are those of the vehicle position and landmark positions. The new N dimensional state
vector is thus defined as
xk =
[
xvk x
p
k
]T
=
[
x˙k y˙k xk yk x
1 y1 . . . xL yL
]T
. (5.3.1)
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Now, let Zk denote the vector of bearing measurement of all M observed landmarks at
time k, and Z∗k the corresponding bearing measurement vector in the ‘global’ frame of
reference:
Zk = ∠(Hx(p)k + wk)− ∠(xvk) (5.3.2)
Z∗k = ∠(Hx
(p)
k + wk) (5.3.3)
The aim of the estimation problem is to evaluate the filtering density
p(xk | Z1:k) = 1
c
p(Zk | xk,x1:k−1) p(xk | x1:k−1)
=
1
c
p(Z∗k = Zk + ∠(xvk) | xk) p(xk | x1:k−1) (5.3.4)
The transition between the two lines above is a result of the equivalence between the
measurement likelihoods of Z∗k and Zk up to a constant angular shift. We note that an
expression for the product p(Z∗k = Zk + ∠(xvk) | xk) p(xk | x1:k−1) is available, in terms
of a Gaussian density with first and second order moments matched to those of a related
density, via the Shifted Rayleigh filter equations. Indeed, the simpler filtering problem of
estimating the state xk given the absolute bearings measurements Z
∗
1:k can be expressed
as
p(xk | Z∗1:k) =
p(Z∗k | xk) p(xk | x1:k−1)
p(Z∗k | x1:k−1)
≈ N (xk; (xˆk|k,Pk|k), (Z∗k)) , (5.3.5)
where N (xk; (xˆk|k,Pk|k)(Z∗k)) represents the Gaussian approximation, with mean xˆk|k
and covariance Pk|k, of the state x at time k (evaluated using the SRF equations (3.1.5) -
(3.1.13)), given the measurements Z∗k . Combining equations (5.3.4) and (5.3.5), we find
that the density of interest can be expressed as
p(xk | Z1:k) = 1
c
p(Z∗k|k−1 = Zk|k−1 +∠(xvk|k−1))N
(
xk; (xˆk|k,Pk|k), (Z∗k = Zk + ∠(xvk))
)
.
(5.3.6)
Although this density cannot be written in closed form or in terms of standard library
functions, its moments can nonetheless be evaluated numerically. We now detail the steps
involved in these computations.
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Evaluation of the normalizing constant
We note that by the law of total probability we have
∫
xvk
∫
xpk
p(xk | Z1:k) dxvk dxpk = 1
The constant c can then be evaluated as
c =
∫
xvk
∫
xpk
p
(
Z∗k|k−1 = Zk|k−1 + ∠(xvk|k−1)
)
N ((xvk,xpk) ; (xˆk|k,Pk|k) , (Z∗k = Zk + ∠(xvk))) dxvk dxpk
=
∫
xvk
p
(
Z∗k|k−1 = Zk|k−1 + ∠(xvk|k−1)
) ∫
xpk
N ((xpk | xvk) ; (xˆk|k,Pk|k) , (Z∗k = Zk + ∠(xvk))) dxpk
 ·
N
(
xvk;
(
xˆvk|k,P
v
k|k
)
, (Z∗k = Zk + ∠(xvk))
)
dxvk
=
∫
xvk
p
(
Z∗k|k−1 = Zk|k−1 + ∠(xvk|k−1)
)
N
(
xvk;
(
xˆvk|k,P
v
k|k
)
, (Z∗k = Zk + ∠(xvk))
)
dxvk.
We now map the vehicle velocity vector xvk into its polar form [sk, θk]
T, representing the
speed and heading of the vehicle. The previous expression can then be written as
c =
pi∫
θk=−pi
p
(
Z∗k|k−1 = Zk|k−1 + θk
)
·
 ∞∫
sk=0
sk N
(
(s cos(θk), s sin(θk)) ;
(
xˆvk|k,P
v
k|k
)
, (Z∗k = Zk + θ)
)
dsk
 dθk
=
pi∫
θk=−pi
p
(
Z∗k|k−1 = Zk|k−1 + θk
)
h1
(
θk, xˆ
v
k|k,P
v
k|k
)
, (5.3.7)
where the function h1, derived later, can be computed in terms of the error function.
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Evaluation of First Moments
We now turn to the evaluation of the first moments of the density p(xk | Z1:k), which can
be written as
E [xk | Z1:k] =
 E [xvk | Z1:k]
E
[
xpk | Z1:k
]
 =
 ∫xk xvk p (xk | Z1:k) dxk∫
xk
xpk p (xk | Z1:k) dxk
 . (5.3.8)
The first integral, representing the mean of the velocities can be expressed as
∫
xk
xvk p (xk | Z1:k) dxk
=
1
c
∫
xvk
∫
xp
xvk p
(
Z∗k|k−1 = Zk|k−1 + ∠(xvk|k−1)
)
N ((xv,xp) ; (xˆk|k,Pk|k) , (Z∗k = Zk + ∠(xvk))) dxv dxp
=
1
c
∫
xvk
xvk p
(
Z∗k|k−1 = Zk|k−1 + ∠(xvk|k−1)
) ∫
xpk
N
((
xpk | xvk
)
;
(
xˆpk|k,P
p
k|k
)
, (Z∗k = Zk + ∠(xvk))
)
dxpk
 ·
N
(
xvk;
(
xˆvk|k,P
v
k|k
)
, (Z∗k = Zk + ∠(xvk))
)
dxvk
=
1
c
∫
xvk
xvk p
(
Z∗k|k−1 = Zk|k−1 + ∠(xvk|k−1)
)
N
(
xvk;
(
xˆvk|k,P
v
k|k
)
, (Z∗k = Zk + ∠(xvk))
)
dxvk
Carrying out the same cartesian to polar transformation as before, we get
∫
xk
xvk p (xk | Z1:k) dxk
=
1
c
pi∫
θk=−pi
p
(
Z∗k|k−1 = Zk|k−1 + θk
)
·
 ∞∫
sk=0
 sk cos(θk)
sk sin(θk)
 skN ((sk cos(θk), sk sin(θk)) ;(xˆvk,Pvk|k) , (Z∗k = Zk + θk)) dsk
 dθk
=
1
c
pi∫
θk=−pi
p
(
Z∗k|k−1 = Zk|k−1 + θk
)
·
 cos(θk) h2 (θk,xvk|k,Pvk|k)
sin(θk) h2
(
θk,x
v
k|k,P
v
k|k
)
 dθk, (5.3.9)
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where the function h2 derived later is computable in terms of the error function. Going
back to (5.3.8), the second integral can similarly be written as
∫
xk
xpk p (xk|Z1:k) dxk
=
1
c
∫
xvk
∫
xpk
xpk p
(
Z∗k|k−1 = Zk|k−1 + ∠(xvk|k−1)
)
N ((xvk,xpk) ; (xˆk|k,Pk|k) , (Z∗k = Zk + ∠(xvk))) dxvkdxpk
=
1
c
∫
xvk
p
(
Z∗k|k−1 = Zk|k−1 + ∠(xvk|k−1)
)  ∫
xpk
xpkN
((
xpk | xvk
)
;
(
xˆpk|k,P
p
k|k
)
(Z∗k = Zk + ∠(xvk))
)
dxpk
 ·
N
(
xvk;
(
xˆvk|k,P
v
k|k
)
(Z∗k = Zk + ∠(xvk))
)
dxvk
=
1
c
∫
xvk
p
(
Z∗k|k−1 = Zk|k−1 + ∠(xvk|k−1)
) [
xˆpk|k + P
pv
k|kP
vv
k|k
−1
(
xvk − xˆvk|k
)]
·
N
(
xvk;
(
xˆvk|k,P
v
k|k
)
(Z∗k = Zk + ∠(xvk))
)
dxvk
=
1
c
pi∫
θk=−pi
p
(
Z∗k|k−1 = Zk|k−1 + θk
) ∞∫
sk=0
xˆpk|k + Ppvk|kPvvk|k−1
 sk cos(θk)
sk sin(θk)
− xˆvk|k
 ·
sk N
(
(sk cos(θk), sk sin(θk)) ;
(
xˆvk|k,P
v
k|k
)
(Z∗k = Zk + θk)
)
dsk
 dθk,
Denoting by αij the entries of the M×2 matrix Ppvk|kPvvk|k−1, regrouping factors of sk inside
the braces and suppressing the arguments of the normal probability density function (for
clarity of notation), we arrive at the following expression:
∫
xk
xpk p (xk | Z1:k) dxk
=
1
c
pi∫
θk=−pi
p
(
Z∗k|k−1 = Zk|k−1 + θk
)
·
∞∫
sk=0

(α11 cos(θk) + α12 sin(θk)) s
2
k N + (xˆpk|k,1 − α11xˆvk|k,1 − α12xˆvk|k,2) r N
(α21 cos(θk) + α22 sin(θk)) s
2
k N + (xˆpk|k,2 − α21xˆvk|k,1 − α22xˆvk|k,2) r N
...
(αN1 cos(θk) + αN2 sin(θk)) s
2
k N + (xˆpk|k,N − αN1xˆvk|k,1 − αN2xˆvk|k,2) r N
 dsk dθk,
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=
1
c
pi∫
θk=−pi
p
(
Z∗k|k−1 = Zk|k−1 + θk
)
·

(α11 cos(θk) + α12 sin(θk)) h2(θk, xˆ
v
k|k,P
v
k|k) + (xˆ
p
k|k,1 − α11xˆvk|k,1 − α12xˆvk|k,2) h1(θk, xˆvk|k,Pvk|k)
(α21 cos(θk) + α22 sin(θk)) h2(θk, xˆ
v
k|k,P
v
k|k) + (xˆ
p
k|k,2 − α21xˆvk|k,1 − α22xˆvk|k,2) h1(θk, xˆvk|k,Pvk|k)
...
(αN1 cos(θk) + αN2 sin(θk)) h2(θk, xˆ
v
k|k,P
v
k|k) + (xˆ
p
k|k,N − αN1xˆvk|k,1 − αN2xˆvk|k,2) h1(θk, xˆvk|k,Pvk|k)
 dθk.
(5.3.10)
Evaluation of the integrals in (5.3.9) and (5.3.10) yield the first moment of the density
p(xk|Z1:k). Although not suitable for analytical evaluation, they can be computed by
numerical methods.
Evaluation of the Second Moments
The evaluation of second moments is done comparably to that of the first moments. We
break down the problem by deriving expressions for E
[
xvkx
v
k
T | Z1:k
]
, E
[
xpkx
v
k
T | Z1:k
]
and E
[
xpkx
p
k
T | Z1:k
]
.
Similarly to the derivation of (5.3.9) we can express E
[
xvkx
v
k
T | Z1:k
]
as:
E
[
xvkx
v
k
T | Z1:k
]
=
∫
xk
xvkx
v
k
T p (xk|Z1:k) dxk
=
1
c
pi∫
θk=−pi
p
(
Z∗k|k−1 = Zk|k−1 + θk
) ∞∫
sk=0
 sk cos(θk)
sk sin(θk)
[ sk cos(θk) sk sin(θk) ] sk N dsk
 dθk
=
1
c
pi∫
θk=−pi
p
(
Z∗k|k−1 = Zk|k−1 + θk
) ∞∫
sk=0
 s3k cos2(θk) s3k cos(θk) sin(θk)
s3k cos(θk) sin(θk) s
3
k sin
2(θk)
 N dsk
 dθk.
Regrouping factors of sk we arrive at this final expression:
E
[
xvkx
v
k
T | Z1:k
]
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=
1
c
pi∫
θk=−pi
p
(
Z∗k|k−1 = Zk|k−1 + θk
)
·
 cos2(θk)h3(θk, xˆvk|k,Pvvk|k) cos(θk) sin(θk)h3(θ, xˆvk|k,Pvvk|k)
cos(θk) sin(θk)h3(θk, xˆ
v
k|k,P
vv
k|k) sin
2(θk)h3(θk, xˆ
v
k|k,P
vv
k|k)
 , (5.3.11)
where again, the function h3 is shown in the sequel.
With steps akin to those in the evaluation of (5.3.10), E
[
xpkx
v
k
T | Z1:k
]
can be
expressed as:
E
[
xpkx
v
k
T | Z1:k
]
=
∫
xk
xvkx
p
k
T
p (xk|Z1:k) dxk
=
1
c
pi∫
θk=−pi
p
(
Z∗k|k−1 = Zk|k−1 + θk
) ∞∫
sk=0
xˆpk|k + Ppvk|kPvvk|k−1
 sk cos(θk)
sk sin(θk)
− xˆvk|k
 ·
sk
[
sk cos(θk) sk sin(θk)
]
N dsk
 dθk,
=
1
c
pi∫
θk=−pi
p
(
Z∗k|k−1 = Zk|k−1 + θk
)
·

κ1 cos(θk) h3(θk, xˆ
v
k|k,P
v
k|k) κ1 sin(θk) h3(θk, xˆ
v
k|k,P
v
k|k)
+λ1 cos(θk) h2(θk, xˆ
v
k|k,P
v
k|k) +λ2 sin(θk) sin(θk)
κ2 cos(θk) h3(θk, xˆ
v
k|k,P
v
k|k) κ2 sin(θk) h3(θk, xˆ
v
k|k,P
v
k|k)
+λ2 cos(θk) h2(θk, xˆ
v
k|k,P
v
k|k) +λ2 sin(θk) sin(θk)
...
...
κM cos(θk) h3(θk, xˆ
v
k|k,P
v
k|k) κM sin(θk) h3(θk, xˆ
v
k|k,P
v
k|k)
+λM cos(θk) h2(θk, xˆ
v
k|k,P
v
k|k) +λM sin(θk) sin(θk)

dθk, (5.3.12)
where, for i = 1, . . . , N − 2, the factors κi and λi are given by:
κi = αi1 + αi2
λi = xˆ
p
k|k,i − αi1xˆvk|k,1 − αi2xˆvk|k,2.
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Finally, E
[
xpkx
p
k
T | Z1:k
]
can be evaluated as:
E
[
xpkx
p
k
T | Z1:k
]
=
1
c
pi∫
θk=−pi
p
(
Z∗k|k−1 = Zk|k−1 + θk
)
·
 ∞∫
sk=0
[
Pppk|k −Ppvk|kPvvk|k−1Pvpk|k
]
+
xˆpk|k + Ppvk|kPvvk|k−1
 sk cos(θk)
sk sin(θk)
− xˆvk|k
 ·
xˆpk|k + Ppvk|kPvvk|k−1
 sk cos(θk)
sk sin(θk)
− xˆvk|k
T skN dsk
 dθk,
which, after lengthy but straightforward manipulation, can be written as
E
[
xpkx
p
k
T | Z1:k
]
=
1
c
pi∫
θk=−pi
p
(
Z∗k|k−1 = Zk|k−1 + θk
)
·

. . .
βjmh1
(
θk, xˆ
v
k|k,P
vv
k|k
)
+ ajamh3
(
θk, xˆ
v
k|k,P
vv
k|k
)
+ (ajbm + ambj)h2
(
θk, xˆ
v
k|k,P
vv
k|k
)
+ bjbmh1
(
θk, xˆ
v
k|k,P
vv
k|k
)
. . .

dθk, (5.3.13)
where the factors aj and bj are given by:
aj = αj1 cos(θk) + αj2 sin(θk) (5.3.14)
bj = xˆ
p
k|k,j − αj1xˆvk|k,1 − αj2xˆvk|k,2 (5.3.15)
and the terms βjk are the entries of the (N − 2)× (N − 2) matrix Pppk|k −Ppvk|kPvvk|k−1Pvpk|k.
We can now express the covariance matrix of the density p(xk|Z1:k), in terms of
5.3 The quadrature-SRF SLAM algorithm 152
its first two moments, as:
Cov [xk | Z1:k] =

E
[
xvkx
v
k
T | Z1:k
]
E
[
xpk
T
xvk | Z1:k
]T
−E [xvk | Z1:k]E [xvk | Z1:k]T −E [xvk | Z1:k]E
[
xpk | Z1:k
]T
E
[
xpkx
v
k
T | Z1:k
]
E
[
xpkx
p
k | Z1:k
]T
−E [xpk | Z1:k]E [xvk | Z1:k]T −E [xpk | Z1:k]E [xpk | Z1:k]T

(5.3.16)
Evaluation of h1, h2 and h3
Computable expressions are now provided for the functions h1(θk, xˆ
v
k|k,P
vv
k|k),
h2(θk, xˆ
v
k|k,P
vv
k|k) and h3(θk, xˆ
v
k|k,P
vv
k|k). We recognize that these are in fact the
‘zeroth’, first and second moments of the ‘speed’ component of the transformed Gaussian
random vector xvk.
It turns out that an identical expression to the ‘zeroth’ order moment has already
been evaluated in (3.1.66) as the density of the predicted bearing measurement in 2D.
Thus, we have:
h1(θk, xˆ
v
k|k,P
vv
k|k) =
1
2pi(detPvvk|k)
1/2
e
b2
8a
− c
2
[
1
a
e−
b2
8a −
√
2pib
2a3/2
FN (− b
2
√
a
)
]
, (5.3.17)
where the coefficients are given by:
a = a11 sin
2(θk) + a22 cos
2(θk) + (a12 + a21) cos(θk) sin(θk) (5.3.18)
b = − 2a11xv1 sin(θk)− 2a22xv2 cos(θk)− (a12 + a21)(xv1 cos(θk) + xv2 sin(θk)) (5.3.19)
c = a11(x
v
1)
2 + a22(x
v
2)
2 + (a12 + a21)x
v
1x
v
2, (5.3.20)
and the terms aij denote the elements of the precision matrix P
vv
k|k
−1.
Likewise, the expression for h2(θk, xˆ
v
k|k,P
vv
k|k) is identical (up to a scaling factor) to
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the predicted bearings measurement in 3D (3.1.76), and is given by:
h2(θk, xˆ
v
k|k,P
vv
k|k) =
1
2pi(detPvvk|k)
1/2
e
b2
8a
− c
2
[
− b
2a2
e−
b2
8a +
√
2pi
4a5/2
(4a+ b2)FN (− b
2
√
a
)
]
,
(5.3.21)
with the coefficients a, b and c the same as before.
Finally, an expression for h3(θk, xˆ
v
k|k,P
vv
k|k) can be written, similarly to the evalua-
tion of (3.1.66), and with a, b and c as defined previously, as follows:
h3(θk, xˆ
v
k|k,P
vv
k|k) =
1
2pi(detPvvk|k)
1/2
∫ ∞
sk=0
s3k e
− 1
2
(s2ka+skb+c) dsk
=
e
b2
8a
− c
2
2pi(detPvvk|k)
1/2
∫ ∞
sk=0
s3k e
−a
2
(sk+
b
2a
)2 dsk
which reduces, after the change of variable u =
√
a(sk +
b
2a), to:
h3(θk, xˆ
v
k|k,P
vv
k|k) =
e
b2
8a
− c
2
2pi(detPvvk|k)
1/2
∫ ∞
u=b/(2
√
a)
(
u3
a3/2
− 3u
2b
2a2
+ 3
ub2
4a5/2
− b
3
8a3
)
e−
u2
2√
a
du
=
e
b2
8a
− c
2
2pi(detPvvk|k)
1/2
[
1
a2
I3
(
− b
2
√
a
)
− 3b
2a5/2
I2
(
− b
2
√
a
)
+
3b2
4a3
I1
(
− b
2
√
a
)
− b
3
8a7/2
I0
(
− b
2
√
a
)]
.
Evaluating the integrals I0, I1, I2 and I3 using (3.1.43), (3.1.44) and (3.1.45), we obtain
the final expression:
h3(θk, xˆ
v
k|k,P
vv
k|k) =
e
b2
8a
− c
2
2pi(detPvvk|k)
1/2
[(
b2
4a3
+
2
a2
)
e−
b2
8a −
√
2pi
(
12ab+ b3
8a7/2
)
FN
(
− b
2
√
a
)]
(5.3.22)
We have derived explicit formulae for the exact mean and covariance of the estimate of
the state xk, assuming a Gaussian prior. These can be used to form a recursive moment-
matching algorithm, where at each stage numerical evaluation of the integrals arising in
(5.3.7), (5.3.9), (5.3.10), (5.3.11), (5.3.12) and (5.3.13) is carried out.
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5.3.2 Landmark Initialization
Whereas EKF based bearings-only SLAM algorithms require special attention to target
initialization, we employ for the quadrature-SRF SLAM algorithm a straightforward
procedure using linearization of the bearings measurement function together with a nor-
mally distributed random initial range. The primary reason for this simple initialization
scheme is the high robustness of the SRF to poor target initialization in ‘conventional’
bearings-only tracking scenarios.
As shown in section 4.1.1 for the case of measurements in 3D space, we take the
initial landmark range prior to be rˆ0 ∼ N (rˆ0; r¯0, σ2r0) and the initial (relative) landmark
bearings measurement to be z0 ∼ N (z0; ztrue0 , σ2), where ztrue0 is the noiseless relative
bearings measurement. The overall state vector can then be augmented with the xy
position estimates of the new landmark as:
xˆnewk|k =
 xˆk|k
g(xˆvk|k, xˆk|k, yˆk|k, z0)
 =

xˆk|k
r¯0 cos(z0 + θˆk|k) + xˆk
r¯0 sin(z0 + θˆk|k) + yˆk

T
, (5.3.23)
where θˆk|k = arctan
(
ˆ˙yk|k
ˆ˙xk|k
)
. The N ×N covariance matrix is extended to
Pnewk|k = J

Pk|k 0N×2
02×N
σ2r0 0
0 σ2
JT (5.3.24)
where
J =

IN×N 0N×2
∇(x,y)g(xˆvk|k, xˆk|k, yˆk|k, z0) 02×N
cos(z0 + θˆk) −r¯0 sin(z0 + θˆk)
sin(z0 + θˆk) r¯0 cos(z0 + θˆk)
 .
(5.3.25)
The choice of r¯0 and σ
2
r0 is arbitrary and subject to fine tuning. Nevertheless, prior
knowledge on the type of environment to be explored (i.e. indoors or outdoors) can help
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in the selection of suitable statistics for the range prior.
5.4 The Rao-Blackwellized SRPF-SLAM Algorithm
Rao-Blackwellization is a general algorithmic implementation of the Rao-Blackwell
theorem, which informally states that given an estimator θˆ and a sufficient statistic T
of θ, the estimator θ∗ = E[θˆ|T ] has a mean-squared error lower than or equal to that of
θˆ. Rao-Blackwellized (or sometimes called ‘marginalized’) particle filters, where certain
components of the state vector are estimated using a PF, while the conditional estimates
of the remaining states are evaluated by analytical filters, have been widely studied in
the literature ( [63], [28], [39]).
This approach has also been implemented in SLAM, where the best known exam-
ple is the so-called FastSLAM algorithm [73]. Within FastSLAM, all vehicle states are
propagated using particles; the conditional estimates of the landmarks then become inde-
pendent of one another since correlations between landmarks arise only from uncertainty
in the vehicle position and/or heading. As a result, correlations between landmarks need
not be calculated and each landmark estimate (for a given particle) can be computed
with a low dimensional analytical filter (such as an EKF). This method therefore has
the advantage of scaling linearly with the number of landmarks. However, FastSLAM is
known to suffer from consistency issues related to particle impoverishment [5].
The Rao-Blackwellized SRPF-SLAM algorithm is a Monte-Carlo adaptation of the
SRF to the SLAM problem. The direct estimation of the heading angle θk being
incompatible with the measurement equation of the SRF, its estimation is instead carried
out by the RBSRPF SLAM with a Rao-Blackwellized particle filter. Conditional on
each particle for the state θk, an SRF is used for the joint estimation of the vehicle
and landmark positions. A probability mass function of the posterior estimate of θk is
then computed by assigning to each particle a weight proportional to the measurement
likelihood obtained from the associated SRF.
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5.4.1 Derivation of the Algorithm
Consider the state vector:
xk =
[
θvk x
p
k
]T
=
[
θvk x
v
k y
v
k x
1 y1 . . . xL yL
]T
, (5.4.1)
where, xpk is used to designate the vehicle and landmark positions and θ
v
k is the vehicle
heading angle. Our aim is to estimate the density
p(xk|Z0:k,us0:k,x0),
where, as defined before, Z0:k is the set of observations of all landmarks up to time k, u
s
0:k
is the set of measured control inputs applied to the vehicle state up to time k and x0 is
the initial state. Marginalizing out the θvk term, this density can be rewritten as:
p(xk | Z0:k,us0:k,x0) = p(xpk, θvk | Z0:k,us0:k,x0)
= p(xpk, | θvk,Z0:k,us0:k,x0) p(θvk | Z0:k,us0:k,x0). (5.4.2)
We notice from the factored representation of (5.4.2) that the SLAM problem can be
decomposed into one of joint vehicle and landmark position estimation (conditioned on
the vehicle heading) and vehicle heading estimation. Application of Bayes’ rule yields:
p(xk | Z0:k,us0:k,x0)
=
p(Zk | xpk, θvk,Z0:k−1,us0:k,x0) p(xpk | θvk,Z0:k−1,us0:k,x0)
p(Zk | θvk,Z0:k−1,us0:k,x0)
p(θvk | Z0:k,us0:k,x0)
=
p(Zk | xpk, θvk) p(xpk, | θvk,Z0:k−1,us0:k,x0)
p(Zk | θvk,Z0:k−1)
p(θvk | Z0:k,us0:k,x0) (5.4.3)
The ratio of densities in (5.4.3) can be estimated by a bearings-only filter, with the
minor addition of a constant ‘measurement offset’ term θvk. The SRF provides a natural
framework for this problem, while the final density in (5.4.3), which characterizes the
vehicle heading, can be evaluated by a SIR particle filter. Given a joint gaussian prior
for the vehicle and landmark positions vector with mean xˆpk−1|k−1 and covariance matrix
Ppk−1|k−1, one iteration of the algorithm is summarizes in table 5.1.
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Table 5.1: One iteration of the RBSRPF SLAM Algorithm
1. For i = 1 : N
• Sample θvki from the proposal density p(θvik | θvik−1,usk)
• Estimate joint ‘vehicle and landmark’ positions, conditioned on θvki:
[xˆp
i
k|k,P
pi
k|k] = SRF
(
xˆp
i
k|k−1,P
pi
k|k−1,Zk, θ
v
k
i
)
• Compute importance weights (as in 2.3.38):
w˜ik = w
i
k−1p(Zk | xp
i
k , θ
v
k
i )
2. For i = 1 : N
• Normalized weights: wik = w˜ik/
∑N
i=1 w˜
i
k
3. Compute effective sample size Nˆeff =
(∑N
i=1(w
i
k)
2
)−1
4. If Nˆeff < Nthr, resample (using any of the methods in 2.3.2):
• {ij}Nj=1 = RESAMPLE{wik}Ni=1
• For j = 1 : N
[xp
j
k ,P
pj
k , w
j
k] = [x
pi
j
k ,P
pi
j
k , 1/N ]
The SRF equations implemented within step 1 are as defined in (3.1.5)-(3.1.13). Estimates
xˆk|k and Pk|k of the state vector are computed, prior to resampling, as the mean and
covariance of the N weighted pairs [xˆik|k,P
pi
k|k]:
xˆk|k =
N∑
i=1
wik xˆ
i
k|k
Pk|k =
N∑
i=1
wikP
i
k|k +
N∑
i=1
wik
(
xˆik|k − xˆk|k
)(
xˆik|k − xˆk|k
)T
,
where
Pik|k = diag
(
0, Pp
i
k|k
)
.
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The RBSRPF SLAM algorithm can therefore be interpreted as a weighted sum repre-
sentation of vehicle and landmark position estimates (with their associated full position
covariances), conditioned on different vehicle heading histories. Because the conditional
estimation is carried out only with respect to vehicle heading hypotheses (rather than the
full vehicle state vector), the remaining uncertainty in vehicle position requires correlation
between landmarks to be accounted for. This is a fundamental departure from the
Rao-Blackwellization method used in FastSLAM, which allows independent estimation of
landmarks.
Landmark initialization is carried out in the same manner as with the quadrature-
SRF SLAM algorithm, as described in section 5.3.2.
5.5 Performance of the quadrature-SRF SLAM and RB-
SRPF SLAM Algorithms
This section provides comparative performance evaluations of the quadrature-SRF SLAM
and RBSRPF SLAM algorithms. The simulation scenario which is used consists of an
area of 588 × 735m, populated with 30 uniformly spaced landmarks. A vehicle with
a front-facing bearings-only sensor covers a distance of 130m within this space at a
constant speed of 13m/s. Legs of constant heading and constant turn-rate are alternated
to produce a ‘Z’ shaped trajectory. In order to test the robustness of the algorithms to
the incorporation of information from distant landmarks, the sensor range is set to 500m.
The angular sweep is taken to be ±60◦, resulting in an average of 7.87 targets detected at
each time step. Finally, the bearings measurements of the landmarks are corrupted with
white Gaussian noise of standard deviation 0.5◦.
The vehicle motion is governed by the nonlinear continuous-time kinematics:

x˙vt
y˙vt
θ˙vt
 =

V mt cos(θ
v
t )
V mt sin(θ
v
t )
γmt
 , (5.5.1)
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where ust = [V
m
t γ
m
t ] regroups the measured speed and steering control inputs. The
discretized version of this model can be written as
xvk
yvk
θvk
 = f(xvk−1,usk) =

xvk−1 + T V
m
k cos(θ
v
k)
yvk−1 + T V
m
k sin(θ
v
k)
θvk−1 + T γ
m
k
 , (5.5.2)
where T is the sampling period, taken to be 1s for our simulations. The ‘true’ speed and
steering inputs are measured with additive white Gaussian noise of standard deviations
σV = 0.5m/s and σγ = 2
◦, respectively.
For all algorithms, the prediction stage requires propagating the assumed joint
Gaussian pdf of the vehicle states (done here by means of linearization of the nonlinear
dynamics) while the landmark states are held fixed. We now outline, for the filters
presented so far, the precise way in which these predictions are made, together with their
various design parameters.
5.5.1 Implementation of the IDP-EKF SLAM Algorithm
The prediction of the the vehicle states at time k is carried out by propagating the posterior
at time k − 1 through the linearized system dynamics. For the motion model of (5.5.2),
the predicted mean is evaluated using the nonlinear dynamics as

xˆvk|k−1
yˆvk|k−1
θˆvk|k−1
 =

xˆvk−1
yˆvk−1
θˆvk−1
+

T V mk cos(θˆ
v
k−1|k−1 + γ
m
k )
T V mk sin(θˆ
v
k−1|k−1 + γ
m
k )
T γmk
 , (5.5.3)
while the predicted covariance is computed as
Pvk|k−1 = ∇xvf(xk|k−1,usk) Pvk−1|k−1∇xvf(xk|k−1,usk)T
+∇usf(xk|k−1,usk) Qs∇usf(xk|k−1,usk)T, (5.5.4)
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where
∇xvf(xk|k−1,usk) =

1 0 −T V mk sin(θˆk−1|k−1 + γmk )
0 1 T V mk cos(θˆk−1|k−1 + γ
m
k )
0 0 1
 , (5.5.5)
∇usf(xk|k−1,usk) =

T cos(θˆk−1|k−1 + γmk ) −T V mk sin(θˆk−1|k−1 + γmk )
T sin(θˆk−1|k−1 + γmk ) T V
m
k cos(θˆk−1|k−1 + γ
m
k )
0 0
 , (5.5.6)
and
Qs =
 σ2V 0
0 σ2γ
 . (5.5.7)
The statistics of the inverse depth ρ0 of landmarks at initialization are design parameters.
It is suggested in [16] that the assumed Gaussian initial inverse depth (with mean ρˆ0 and
variance σρ0) should cover ranges from a distance dmin ‘close’ to the vehicle all the way to
infinity within its 95% acceptance region. This leads to (heuristically derived) parameters
ρˆ0 = (2 dmin)
−1 and σρ0 = (4 dmin)−1. However, for our scenario, using a ‘small’ value
for dmin (i.e. dmin < 50m) consistently resulted in landmark depths becoming negative,
causing the algorithm to fail (as also noted in [59]). A non-negative depth constraint, as
described in [59], was employed, along with a high value of dmin set at 100 m, in order to
limit failures caused by negative depth estimates.
5.5.2 Implementation of the quadrature-SRF SLAM Algorithm
The vehicle heading is interpreted in the quadrature-SRF SLAM algorithm as the angle
formed by the velocity vectors x˙ and y˙. Consequently, setting
θvk = arctan
(
y˙k
x˙k
)
,
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a motion model equivalent to (5.5.2) is given by

x˙k
y˙k
xk
yk
 = f(x˙k−1, y˙k−1, xk−1, yk−1,u
s
k) =

T V mk cos
(
θvk−1 + γ
m
k
)
T V mk sin
(
θvk−1 + γ
m
k
)
xvk−1 + T V
m
k cos
(
θvk−1 + γ
m
k
)
yvk−1 + T V
m
k sin
(
θvk−1 + γ
m
k
)
 . (5.5.8)
The predicted vehicle state mean is then

ˆ˙xk|k−1
ˆ˙yk|k−1
xˆk|k−1
yˆk|k−1
 =

T V mk cos
(
θˆvk−1|k−1 + γ
m
k
)
T V mk sin
(
θˆvk−1|k−1 + γ
m
k
)
xˆk−1|k−1 + T V mk cos
(
θˆvk−1|k−1 + γ
m
k
)
yˆk−1|k−1 + T V mk sin
(
θˆvk−1|k−1 + γ
m
k
)

. (5.5.9)
Introducing the notation x¯k = [x˙k, x˙k, xk, yk] to denote the vehicle states, the predicted
vehicle covariance can be expressed, in terms of linearized dynamics, as
P¯k|k−1 = ∇x¯f(x¯k|k−1,usk) P¯k−1|k−1∇x¯f(x¯k|k−1,usk)T
+∇usf(x¯k|k−1,usk) Qs∇usf(x¯k|k−1,usk)T, (5.5.10)
with the Jacobians given by:
∇x¯f(x¯k−1,usk)
=

TV mk y˜ sin
(
θˆvk−1|k−1 + γ
m
k
)
−TV mk x˜ sin
(
θˆvk−1|k−1 + γ
m
k
)
0 0
−TV mk y˜ cos
(
θˆvk−1|k−1 + γ
m
k
)
TV mk x˜ cos
(
θˆvk−1|k−1 + γ
m
k
)
0 0
1 + TV mk y˜ sin
(
θˆvk−1|k−1 + γ
m
k
)
−TV mk x˜ sin
(
θˆvk−1|k−1 + γ
m
k
)
1 0
−TV mk y˜ cos
(
θˆvk−1|k−1 + γ
m
k
)
1 + TV mk x˜ cos
(
θˆvk−1|k−1 + γ
m
k
)
0 1

,
(5.5.11)
where
x˜ =
ˆ˙xk−1|k−1
ˆ˙x2k−1|k−1 + ˆ˙y
2
k−1|k−1
and y˜ =
ˆ˙yk−1|k−1
ˆ˙x2k−1|k−1 + ˆ˙y
2
k−1|k−1
,
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∇usf(x¯k|k−1,usk) =

T cos
(
θˆvk−1|k−1 + γ
m
k
)
−V mk T sin
(
θˆvk−1|k−1 + γ
m
k
)
T sin
(
θˆvk−1|k−1 + γ
m
k
)
V mk T cos
(
θˆvk−1|k−1 + γ
m
k
)
T cos
(
θˆvk−1|k−1 + γ
m
k
)
−V mk T sin
(
θˆvk−1|k−1 + γ
m
k
)
T sin
(
θˆvk−1|k−1 + γ
m
k
)
V mk T cos
(
θˆvk−1|k−1 + γ
m
k
)

, (5.5.12)
and
Qs =
 σ2V 0
0 σ2γ
 .
The numerical integrations involved in computing the moments of the estimates can
be done using a variety of ‘off-the-shelf’ algorithms. However, because the densities
arising in these calculations are unimodal and not excessively ‘peaky’, the accuracy
of the quadrature-SRF SLAM was found to be largely insensitive to the choice of the
numerical integration method employed. As a result, this step was implemented using
a simple uniform trapezoidal integration scheme using 50 points (accuracy gains proved
insignificant for higher numbers of function evaluations). Also, rather than evaluating
the integrals over the entire range [−pi pi], the densities were (heuristically) truncated to
within 6 standard deviations of the predicted heading uncertainty (beyond which limits,
the densities were practically zero).
The SRF equations used within the numerical integration of the quadrature-SRF
SLAM algorithm are identical to (3.1.5)-(3.1.13). The predicted covariance of the
augmented measurement, meanwhile, is computed as in (3.1.58), but with the addition
of a translational noise covariance term Qtrk , representing the uncertainty in the vehicle
position. Thus Qtrk is set equal to the predicted covariance of the vehicle position.
Finally, the mean and standard deviation of the range of initialized landmarks are
design parameters, which are dependent on the maximum range of the sensor and the
setting of the SLAM problem (indoor/outdoor). The values r¯0 = 350m and σr0 = 100m
were found to provide a suitable tradeoff between accurate characterization of targets
initialized both near the maximum detectable distance and at closer proximity to the
vehicle.
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5.5.3 Implementation of the RBSRPF SLAM Algorithm
The RBSRPF SLAM algorithm is set to propagate Ns = 1000 particles, with resampling
carried out when the effective number of particles falls below 0.5Ns. The prediction of
the heading conditioned vehicle position states at time k is done, for each particle, by
propagating the posterior at time k − 1 through the linearized dynamics of the vehicle
position. We therefore have:
 xˆvik|k−1
yˆvik|k−1
 = f(xvik|k−1, yvik|k−1,usk) =
 xˆvik−1|k−1
yˆvik−1|k−1
+
 T V mk cos(θvik )
T V mk sin(θ
vi
k )
 , (5.5.13)
where θvik is sampled from the distribution N (θvik ; θvik−1 + γmk , σ2γ). The predicted vehicle
position covariance, meanwhile, is evaluated as
Pvk|k−1 = ∇(xv ,yv)f(xvik|k−1, yvik|k−1,usk) Pvk−1|k−1∇(xv ,yv)f(xvik|k−1, yvik|k−1,usk)T
+∇usf(xvik|k−1, yvik|k−1,usk) Qs∇usf(xvik|k−1, yvik|k−1,usk)T, (5.5.14)
where
∇(xv ,yv)f(xvik|k−1, yvik|k−1,usk) =
 1 0
0 1
 , (5.5.15)
∇usf(xvik|k−1, yvik|k−1,usk) =
 T cos(θvik ) −T V mk sin(θvik )
T sin(θvik ) T V
m
k cos(θ
vi
k )
 , (5.5.16)
and
Qs =
 σ2V 0
0 0
 . (5.5.17)
Similarly to the quadrature-SRF SLAM algorithm, the covariance of the augmented mea-
surement noise is supplemented with the predicted uncertainty in the vehicle position
Pvk|k−1. Finally, the landmark initialization statistics are taken, as in the quadrature-SRF
SLAM, to be r¯0 = 350m and σr0 = 100m.
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5.5.4 Simulation Results
Figure 5.2 illustrates the disposition of landmarks and the true vehicle path along with
their estimates from a representative run of the quadrature-SRF SLAM algorithm. The
vehicle trajectory estimated by odometry or ‘dead-reckoning’ (i.e. computed using only
the noisy speed and steering measurements) is also included and is represented by the
dashed line.
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Figure 5.2: Sample run of the quadrature-SRF SLAM algorithm. The 3-sigma confidence
regions of the vehicle and landmark position estimates are shown in red. Those of the
vehicle position are plotted at every other sample time and corresponding true vehicle
positions are shown as black dots along the path.
We simulated the above defined scenarios for each filter until Nruns = 50 MC runs were
successfully completed. A run was deemed to have failed if the NEES of the vehicle
position and heading states, defined as
2k = (x
v
k − xˆvk|k)TPvk|k−1(xvk − xˆvk|k), (5.5.18)
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(with xvk, xˆ
v
k|k denoting the true and estimated vehicle states, and P
v
k|k denoting the
estimated vehicle state covariance) exceeded the 99.7% probability concentration region of
a χ23 variable for more than 40 time steps. The ‘high’ tolerance of this test was set in order
to reject only the most extreme outliers and avoid masking the more recurrent failure
modes of the different algorithms. Both SRF based algorithms avoided catastrophic
failure, while the IDP-EKF SLAM algorithm experienced 16 failures in the course of the
MC simulations (i.e. a failure rate of nearly 25%).
The average RMS errors of the vehicle position and heading estimates, as calcu-
lated by the 3 algorithms, are shown in figure 5.3. The associated 3-sigma confidence
intervals, computed from their estimated covariance matrices, are also included for each
plot. We see that the quadrature-SRF SLAM algorithm produces estimates which are
within the 99.7% concentration region of their error estimates. They are also close to
being zero-mean. The position errors of the RBSRPF SLAM and IDP-EKF SLAM
algorithms, meanwhile, do not display signs of sustained consistency. In particular,
the IDP-EKF SLAM algorithm provides error estimates which, at certain times, fail to
contain the actual RMS errors of the state estimates.
Figure 5.4 shows the average NEES, computed at each time step, for the 3 algorithms.
The two-sided 99.7% region of a χ2 distribution with degrees of freedom nx = 150 (i.e.
3×Nruns) is plotted as a dashed line. This provides a more formal measure of estimator
consistency.
The quadrature-SRF SLAM algorithm appears to be mostly consistent, with its
average NEES being either contained within or at close proximity of the acceptance
bounds. It provides uncertainty estimates which accurately characterize the actual errors
made. Consequently, the quadrature-SRF SLAM algorithm can be said to successfully
solve the SLAM problem considered in this scenario.
The IDP-EKF SLAM algorithm is seen to lose consistency early on in the simula-
tions. It appears that straight legs of the trajectory, where the same set of landmarks are
consecutively observed with little parallax, are particularly problematic. Inconsistency is
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Figure 5.3: Vehicle position and heading errors (red) of the quadrature-SRF SLAM, IDP-
EKF SLAM and RBSRPF SLAM algorithms. Corresponding 3-sigma confidence bound
estimates are shown as dashed lines
temporarily reduced following turns (at k = 30 s and k = 75 s), as previously initialized
landmarks are again seen after a period of non-detection. However, this does little to offset
the eventual and steady drift of estimation errors away from 0. Also, in a self-reinforcing
cycle, the initialization of landmarks with respect to erroneously confident estimates of ve-
hicle states exacerbates inconsistency, which gradually feeds through to all state estimates.
The RBSRPF SLAM also returns, on average, inconsistent vehicle state estimates,
with the average NEES steadily drifting away from the acceptance bounds. The principal
cause for this is believed to be sample impoverishment due to resampling. Every time
particles are resampled, diversity among the possible heading histories and their associ-
ated relative maps is reduced, leaving instead ‘cloned’ versions of the same estimates. The
effect of this loss of historical information is an unavoidable degradation in the quality of
estimates. Moreover, the NEES is seen to occasionally spike. These spikes were found
to arise from a certain number of simulation runs, where a high error was made in the
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heading estimate as a result of none of the proposed particles being close enough to the
true heading. The resulting degeneracy (i.e. low number of effective particles) meant that
the heading error estimates (computed as the sample variance of the weighted particles)
were overly optimistic, causing the NEES to peak. Nevertheless, these periods of extreme
inconsistency were of short duration: usually two proposal and weighting cycles were
sufficient to add some measure of diversity to the particles.
Aside from an increase in the number of particles, various schemes (including the
use of more sophisticated resampling methods and more accurate proposal distributions)
might alleviate or delay the symptoms of inconsistency. However, by failing to address
the root of the problem, which is the very use of resampling, they do not represent lasting
remedies to eventual inconsistency.
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Figure 5.4: Average NEES of vehicle state estimates over 50 MC runs.
The position and heading TARMS errors, as well as the mean computation time per
iteration, for the 3 algorithms are shown in table 5.2. It is worth noting, that the
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RBSRPF SLAM algorithm produces very accurate point estimates of vehicle position
despite its failure in computing correct error estimates. The quadrature-SRF SLAM
algorithm, meanwhile achieves satisfactory position accuracy and also the highest heading
accuracy. Finally, the IDP-EKF SLAM algorithm is the least accurate of all, with heading
estimates on average more than twice as inaccurate as those of the quadrature-SRF SLAM
algorithm. The accuracy, consistency and robustness benefits of the quadrature-SRF
SLAM algorithm come at a 15 fold increase in computational overhead, relative to the
IDP-EKF SLAM algorithm. On the other hand, the 220 fold increase in the computational
requirements of the RBSRPF SLAM algorithm, with respect to the IDP-EKF SLAM
algorithm, is not justifiable, given its generally poor performance.
Table 5.2: TARMS vehicle position and heading errors and computational cost
Quadrature-SRF SLAM IDP-EKF SLAM RBSRPF SLAM
Position (m) 4.14 4.55 3.78
Heading (deg) 0.438◦ 1.06◦ 0.748◦
Time/iteration (relative) 15 1 220
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Chapter 6
Conclusion
We have investigated in this thesis several important and challenging aspects of dynamic
estimation from bearings-only measurements. The first, and principal, part of the work
addressed the problem of target tracking in 3D space. Extensions to the shifted Rayleigh
filter were proposed, in order to allow implementations involving measurement origin un-
certainty (in the form of clutter) and maneuvering targets. The second section of the
thesis introduced the problem of bearings-only SLAM and proposed applications of the
SRF for this challenging estimation problem. A summary is now provided of the main
results, together with concluding remarks and suggestions for future work.
6.1 Achievements
The previously published shifted Rayleigh filter is known to outperform competing
analytical filters, for numerous 2D bearings-only tracking scenarios, in terms of accuracy
and robustness to ill-conditioned problems. Furthermore, its estimates match the quality
of those obtained by particle filters, at a fraction of the computational cost. This is made
possible using a moment-matching framework, whereby the exact second order statistics
of the filtered posterior are calculated, given a Gaussian prior. This thesis contains
analyses and results which extend and supplement the work carried out by J.M.C Clark,
R.B. Vinter, M.M. Yaqoob and S.A. Robbiati on the SRF.
The major contribution of our work was the development of accurate and robust
tracking algorithms, derived from the SRF, for challenging 3D bearings-only problems
characterized by very poor quality observations. Research in the field of 3D bearings-only
tracking applications is limited, with the majority of algorithms presented in 2D and
generalization to 3D assumed trivial. While this is the case for most generic trackers,
the formulation of the SRF requires a special modification for its implementation in
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non-trivial 3D tracking scenarios. The probability density of the predicted bearings
measurement, interpreted as the ‘measurement likelihood’, is central to the extension
of the SRF to challenging 3D tracking problems. We have proposed a computable
formula for this density, which allows data association and maneuver detection in 3D.
Consequently, several related algorithms have been proposed, which utilize this formula:
The shifted Rayleigh filter for 3D measurements with clutter (SRF3C) The
SRF3C is used for tracking nonmaneuvering targets in the presence of clutter. It was
tested in a highly challenging single sensor scenario characterized by high probability of
clutter, extreme bearings-rate, low observability and poor initial knowledge of the target
position and velocity. The accuracy and robustness of the SRF3C were seen to be on par
with those of a sophisticated particle filter using EKF generated proposal distributions,
while its computational efficiency was superior to that of the RPEKF and UKF.
The Rauch-Tung-Striebel shifted Rayleigh smoother for 3D measurements
with clutter (RTS-SRS3C) The RTS-SRS3C provides a simple and accurate fixed-
interval smoothing algorithm for bearings-only measurements with clutter. The forward
filtering pass is identical to the SRF3C, while the backward smoothing pass makes use
of the convenient Rauch-Tung-Striebel algorithm, which does not require the inversion of
system dynamics. The accuracy of the smoothed estimates being highly dependent on the
quality of the filtered estimates, the RTS-SRS3C was found, under the previous tracking
scenario, to provide results far superior to those of an RPEKF based RTS smoother.
The shifted Rayleigh particle filter (SRPF) The SRPF is a bearings-only particle
filtering algorithm, for nonmaneuvering target tracking in the presence of clutter, which
approximates the optimal proposal density using the SRF3C. It is structurally similar
to the EKPF and UPF, in which proposal densities are generated by EKFs and UKFs,
respectively. The performance of the SRPF was evaluated against that of the EKPF and
UPF, in the same single-sensor tracking scenario as before. Accuracy and robustness gains
were seen to extend from those observed for the SRF3C in relation to the EKF and UKF.
Asymptotic convergence, in terms of time-average RMS errors, was achieved with lower
computational demands than with the EKPF and UPF. Track loss was also less frequent
than with the competing particle filters.
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The shifted Rayleigh mixture filter for 3D measurements with clutter
(SRMF3C) The SRMF3C is an adaptation of the SRF3C to the problem of multiple
model bearings only tracking, in the presence of clutter. It provides an approximation
to the true filtered posterior, in the form of a Gaussian mixture with a fixed number of
components. A mixture reduction procedure is used at the end of each iteration to limit
the complexity of the algorithm. For this purpose, the hybrid deterministic/stochastic
weight-based reduction scheme put forward by Fearnhead and Clifford was implemented.
The SRMF3C was put to the test in a multiple sensor 3D maneuvering target tracking
scenario involving high probability of clutter, poor target state initialization, high-g
out-of-plane maneuvers and high bearings-rate. While the IMM-UKF and, to a lesser
extent, an IMM implementation of the SRF3C, failed to track the target accurately and
reliably, the SRMF3C showed much improved performance and robustness, even for high
probabilities of clutter. Moreover, it matched the accuracy and robustness of a high order
multiple model implementation of the SRPF at nearly one twentieth of the computational
cost. Finally, the SRMF3C was shown to be relatively resilient to model mismatch and
therefore suitable in situations where exact target kinematics are unknown.
In the final technical chapter of the thesis, we addressed the problem of bearings-
only SLAM problem. We outlined the major difficulties associated with this problem and
proposed two new algorithms, based on the SRF, to solve it. The first one is a numerical
moment-matching method, which computes estimates of the exact second order statistics
of the state vector. The second one is a hybrid Monte Carlo and analytical filter, derived
using Rao-Blackwellization of the state vector.
The quadrature shifter Rayleigh filter SLAM algorithm (quadrature-SRF
SLAM) Because the analytical extension of the SRF to account for uncertainty in sensor
orientation is very difficult - if not impossible -, we introduced an alternative numerical
moment-matching algorithm, derived from the SRF, based on evaluations of the exact
first and second order moments of the filtered density of interest, given a Gaussian prior.
The integrals involved in these calculations require numerical evaluation, which can be
done using a range of 1 dimensional numerical integration schemes. A simple trapezoidal
method was found to provide adequate accuracy and performance in our simulations. The
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initialization of newly detected landmarks, which is the main source of inconsistency and
failure in bearings-only SLAM, was implemented by way of a simple linearization of the
measurement function. This scheme, which is unsuitable in EKF based SLAM algorithms,
was selected in light of the high robustness of the SRF to poor target initialization. Sim-
ulation results of a SLAM scenario with 30 landmarks and a long range bearings-only
sensor have shown that the quadrature-SRF SLAM algorithm returns accurate and, more
importantly, consistent estimates of the vehicle position. On the other hand, the popular
‘inverse depth parameterized’ EKF suffered from inconsistency and frequent failure.
The Rao-Blackwellized shifted Rayleigh particle filter SLAM algorithm
(RBSRPF SLAM) The RBSRPF SLAM algorithm provides a Monte Carlo adapta-
tion of the SRF to bearings-only SLAM. By means of the Rao-Blackwell theorem, the
problem is divided into the estimation of the unknown vehicle orientation and the (condi-
tional) estimation of the vehicle and landmark positions. These two steps are carried out,
respectively, by a particle filter and the SRF. Although accurate in terms of point esti-
mates, the RBSRPF SLAM algorithm failed to produce consistent estimates in the same
scenario used to test the quadrature-SRF SLAM and IDP-EKF SLAM algorithms. The
resampling step, in particular, is believed to be at the origin of the gradual deterioration
of the quality of estimates.
6.2 Future Work
A number of interesting extensions of the work presented in this thesis are now suggested
as possible future research problems.
The results obtained on bearings-only target tracking with clutter can be supple-
mented by additional simulations incorporating the general ‘multiple-measurement’
clutter model. The equations for the PDA-SRF and PDA-SRMF algorithms (in 3D
space) having already been described, the remaining task is to assess their behaviour
in simulations. Results and performance trends are expected to generalize from those
obtained using the ‘single-measurement’ clutter model used for the SRF3C and SRMF3C.
Another extension of the work carried out on bearings-only tracking is that of
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multiple maneuvering target tracking. This could be done using the SRMF3C in
conjunction with existing data association algorithms such as joint probabilistic data
association or by using the SRMF3C to handle both data association and multiple models.
In relation to bearings-only SLAM, the proposed quadrature-SRF SLAM algorithm
was shown to provide accurate and consistent estimates under a challenging simulation
scenario. The implementation of advanced numerical integration schemes is an inter-
esting topic for future research. Although accuracy gains are expected to be marginal,
computational efficiency could be improved by a reduction in the number of function
evaluations. The use of submapping techniques could also be looked into, for large scale
mapping applications involving hundreds or even thousands to landmarks. Finally, a
substantial research topic could be the extension of the quadrature-SRF SLAM algorithm
to the problem of ‘6 degree of freedom’ SLAM in 3D. The 2 dimensional integrals arising
in the moment calculations are expected to require sophisticated numerical integration
methods to enable efficient implementation of the algorithm.
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