We propose a simple but effective method for enriching dictionary definitions with images based on image searches. Various query expansion methods using synonyms/hypernyms (or related words) are evaluated.
Introduction
The Internet is an immense resource for images. If we can form connections between these images and dictionary definitions, we can create rich dictionary resources with multimedia information. Such dictionaries have the potential to provide educational (Popescu et al., 2006) , crosslangauge information retrieval (Hayashi et al., 2009) or assistive communication tools especially for children, language learners, speakers of different languages, and people with disabilities such as dyslexia (Mihalcea and Leong, 2008; Goldberg et al., 2009) .
Additionally, a database of typical images connected to meanings has the potential to fill the gaps between images and meanings (semantic gap). There are many studies which aim to cross the semantic gap (Ide and Yanai, 2009; Smeulders et al., 2000; Barnard et al., 2003) from the point of view of image recognition. However the semantic classes of target images are limited (e.g. Caltech-101, 256 1 ). Yansong and Lapata (2008) tried to construct image databases annotated with keywords from Web news images with their captions and articles, though the semantic coverage is unknown. In this paper, we aim to supply several suitable images for dictionary definitions. We propose a simple but effective method based on an Internet image search.
There have been several studies related to supplying images for a dictionary or thesaurus. Bond et al. (2009) applied images obtained from the Open Clip Art Library (OCAL) to Japanese WordNet. 2 They obtained candidate images by comparing the hierarchical structures of OCAL and WordNet, and then judged whether or not the image was suitable for the synset by hand. OCAL benefits from being in the public domain; however, it cannot cover a wide variety of meanings because of the limited number of available images. Fujii and Ishikawa (2005) collected images and text from the Internet by querying lemma, and linked them to an open encyclopedia, CY-CLONE. 3 They guessed the meaning of the images by disambiguating the surrounding text. This is a straightforward approach, but it is difficult to use it to collect images with minor meanings, because in most cases the Internet search querying lemma only provides images related to the most common meaning. For example, lemma y arch may mean ''architecture'' or ''home run'' in Japanese, but a lemma search provided no image of the latter at least in the top 500.
There are some resources which link images to target synsets selected from WordNet (Fellbaum, 1998) . For example, PicNet (Borman et al., 2005) , ImageNet (Deng et al., 2009 ) and image ontology (Popescu et al., 2006 (Popescu et al., , 2007 Zinger et al., 2006) collect candidate images from the Internet. PicNet and ImageNet ask Web users to judge their suitability, and Zinger et al. (2006) ; Popescu et al. (2007) automatically filtered out unsuitable images using visual characteristics. These approaches can
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A batter blasted the ball over the right-field wall. collect a large number of highly accurate images. However, target synsets are limited at present, and the coverage of polysemous words is unknown.
We present a comparison with ImageNet and image ontology (Popescu et al., 2006) in § 3. In this paper, to cover a broad range of meanings, we use an Internet search. In advance, we expand the number of queries per meaning using information extracted from definition sentences. In § 3, we investigate the usability and effectiveness of several types of information targeting two different types of dictionaries, a Japanese Semantic Lexicon: Lexeed and a Web Dictionary: Japanese Wikipedia 4 ( § 2). We show that our method is simple but effective. We also analyze senses that are difficult to portray using images.
Resources

Japanese Semantic Lexicon: Lexeed
We use Lexeed, a Japanese Semantic Lexicon (Kasahara et al., 2004) as a target dictionary (see Figure 1 ). Lexeed includes the 29,000 most familiar words in Japanese, split into 48,000 senses. Each entry contains the word itself and its part of speech (POS) along with definition and example sentences and links to the Goi-Taikei (GT) Japanese Ontology (Ikehara et al., 1997) . In addition, we extracted related words such as hypernyms, synonyms, and domains, from the defini- We used Wikipedia's disambiguation pages, 5 as a target dictionary (see Figure 2) . A disambiguation page lists articles (eg. ''European Union'', ''Ehime University'') associated with the same lemma (eg. "EU"). Our goal is to provide images for each article listed. As shown in Figure 2 , they include various writing styles. Original (in Japanese) 10 % of the total 67 . As regards Lexeed, 16,685 entries (57 %) do not appear in any of Wikipedia's lemmas, not only in disambiguation pages. 8 As shown in On the other hand, in Wikipedia, y arch has only one sense, ''architecture'' corresponding to Lexeed's y 1 arch, and has no disambiguation page.
Comparison of Lexeed and Wikipedia
As mentioned above, Lexeed and Wikipedia have very different types of entries and senses. This research aims to investigate the possibility of supplying appropriate images for such different senses, and a method for obtaining better images.
Experiment to Supply Images for Word Senses
In this paper, we propose a simple method for supplying appropriate images for each dictionary sense of a word. We collect candidate images from the Internet by using a querying image search. To obtain images even for minor senses, we expand the query by appending queries ex-tracted from definitions for each sense.
In this paper, we investigated two main types of expansion, that is, the appending of mainly synonyms (SYN), and related words including hypernyms (LNK). For information retrieval, query expansion using synonyms has been adopted in several studies (Voorhees, 1994; Fang and Zhai, 2006; Unno et al., 2008) . Our LNK is similar to methods used in Deng et al. (2009) , but we note that their goal is not to give images to polysemous words (which is our intention). Popescu et al. (2006) also used synonyms (all terms in a synset) and hypernyms (immediate supertype in WordNet), but they did not investigate the effectiveness of each expansion and they forcus only on selected object synsets.
Experimental and Evaluation Method
We collected five candidate images for each sense from the Internet by querying an image search engine. 9 Then we manually evaluated the suitability of the image for explaining the target sense. The evaluator determined whether or not the image was appropriate (T), acceptable (M), or inappropriate (F). The evaluator also noted the reasons for F. As shown in Figure 3 , the evaluator determined T, M or F for each candidate image.
(1) For an image that is related but that does not explain the sense, the evaluation is F. For example, for 8WF' onion, the images of onion dishes such as (2) in Figure 3 are F. On the other hand, the images that show onions themselves such as (1), (4) and (5) One point of judgment, specifically between T and M, is whether the image is typical or not. With 8WF' onion, most typical images are similar to (1), (4) and (5). The image (3) may not be typical but is helpful for understanding, and (2) may lead to a misunderstanding if this is the only image shown to the dictionary user. This is why (3) is judged to be M and (2) is judged to be F.
We evaluated 200 target senses for Lexeed, and 100 for Wikipedia. 10
Experiment: Lexeed
In this paper, we expand queries using the Hinoki Ontology , which includes related words extracted from the definition sentences. Table 2 shows the data for the Hinoki Ontology.
For SYN, we expand queries using synonyms, abbreviations, other names in Table 2 , and vari- 10 We performed an image search in September 2009 for Lexeed, and in December 2009 for Wikipedia. ant spellings found in the dictionary. On the other hand, for LNK, we use all the remaining relations, namely hypernyms, domains, etc. Additionally, we use only normal spellings with no expansion, when the target words are monosemous (MONO). One exception should be noted. When the normal spelling employs hiragana (Japanese syllabary characters), we expand it using a variant spelling. For example, AlU dragonfly is expanded by the variant spelling À¨dragonfly.
To investigate the trends and difficulties based on various conditions, we split the Lexeed senses into four types, namely, concrete and monosemous (MC), or polysemous (PC), not concrete and monosemous (MA), or polysemous (PA). We selected 50 target senses for evaluation randomly for each type. The target senses were randomly selected without distinguishing them in terms of their POS.
Note that we regard the sense as being something concrete that is linked to GT's semantic classes subsumed by 2:concrete , such as 8WF' onion (⊂ 677:crop/harvest/farm products ⊂ 2:concrete ). Table 3 shows the ratio of T (appropriate), M (acceptable) and F (inappropriate) images for the target sense. We calculated the ratio using all five candidate images, for example, in Figure 3 , the ratio of appropriate images is 60 % (three of five).
Results and Discussion: Lexeed
In Table 3 , the baseline shows a case where the query only involves the lemma (normal spelling). As shown in Table 3 , SYN has higher precision than LNK. This means that SYN can focus on the appropriate sense. With polysemous words (PC, PA), expansion works more effectively, and helps to supply appropriate images for each sense. However, with MC, both LNK and SYN have less precision. This is because the target senses of MC are majorities, so expansion is adversely affected. Although MONO alone has good precision, because hiragana is often used as readings and has high ambiguity, appending the variant spelling helps us to focus on the appropriate sense.
Here, we focus on LNK of PC, and then analyze the reasons for F (Table 5 ). In Table 5 , in 24.3% of cases it is "difficult to portray the sense using images" (The numbers of senses for which it is "difficult to portray the sense using images" are, 3 of MC, 9 of PC, 10 of MA, and 16 of PA. We investigate such senses in more detail in § 3.4.).
For such senses, no method can provide suitable images, as might be expected. Therefore, we exclude targets where it is "difficult to portray the sense using images", then we recalculated the ratio of appropriate images. Table 4 shows the capability of our proposed method for senses that can be explored using images. This leads to 66.3 % precision (15.3% improvement) even for most difficult target type, PA.
Again, when we look at Table 5 , reasons 2-5 (33.3 %) will be improved. In particular, "hypernym leads to ambiguity" makes up more than 10%. Hypernyms sometimes work well, but sometimes they lead to other words included in the hypernyms. For example, appending the hypernym Ù foods to 0 boiled-dried fish leads to images of "foods made with boiled-dried fish". This is why SYN obtained better results than LNK. Then, with "expanded by minor sense" and when the original sense is dominant majority, expansion reduced the precision. Therefore, we should expand using only words with major senses.
Discussion: Senses can/cannot be shown by images
As described above, the target senses are randomly selected without being distinguished by their POS, because we also want to investigate the features of senses that can be shown by images. Table 6 shows the ratio of senses judged as "difficult to portray the sense using images" (labeled as "Not Shown") for each POS. As regards POS, the majority of selected senses are nouns, followed by verbal nouns and verbs. We expected that the majority of nouns and verbal nouns whould be "Shown", but did not expect that a majority of verb is also "Shown". Other POSs are too rare to judge, although they tend to fall in the "Not Shown" category. Furthermore, in Table 7 , for nouns and verbal nouns, we show the ratio of senses for each type ("Concrete" or "not Concrete") judged in terms of "difficult to portray the sense using images". We classified the senses into "Concrete" or "not Concrete" based on GT's semantic classes, as described in § 3.2. As shown in Table 7 , 90.5 % of "Concrete" nouns are judged as "Shown", and only 9.5 % of senses are judged as "Not Shown" 11 . However 68.8 % of "not Concrete" nouns are also judged as "Shown".
Therefore, both POS and type ("Concrete" or "not Concrete") are helpful, but not perfect features as regards knowing the sense is "difficult to portray the sense using images". In future work we will undertake further analysis to determine the critical features. With SYN, we use synonyms extracted with heuristics. Table 8 shows the main rules that we used to extract synonyms. We extracted synonyms for 98.0 % of 197,912 senses.
Experiment
Then we randomly selected 50 target senses for evaluation from lemmas shared/unshared by Lexeed.
Results and Discussion: Wikipedia
We do not show the baseline in Table 9 , but it is always below 10%. For all target senses, expansion provides more suitable images. Because there are so many senses in Wikipedia, no target sense is in the majority. As shown in Table 9 , there are few differences between SYN and LNK, because most of the synonyms used for SYN are also links. However, SYN has slightly superior precision as regards T (Appropriate), which means the process of extracting synonyms helped to reject links that were poorly with the target senses.
Also in Lexeed, expansion using synonyms (SYN) had higher precision than hypernyms (LNK). Because we do not know the total number of suitable images for the target senses on the Internet, we cannot estimate the recall with this evaluation method. However, we speculate that hypernyms 11 For example, Ó conference ( ⊂ 373:organization, etc. ⊂ 2:concrete ), )bhc parental surrogate ( ⊂ 342:agent/representative ⊂ 2:concrete ), and so on. provide higher recall. Deng et al. (2009) undertook expansion using hypernyms and this may be an appropriate way to obtain many more images for each sense. However, because our aim is employ several suitable images for each sense, high precision is preferable to high recall. Now, we focus on LNK shared by Lexeed, and then we analyze the reasons for F (Table 10) . In contrast to Lexeed, no sense is classified as "difficult to portray the sense using images". However, there are many senses where it is difficult to decide what kind of images "explain the target sense".
For example, in Table 10 , with "maybe T (Appropriate)", the target sense was a personal name and the image was his/her representative work. In this paper, for personal names, only the images of the person are judged to be T, despite the fact that supplying images of representative work for novelists or artists may be suitable.
In this study, we obtained five images per sense, but only one image was sufficient for some senses, for example, an image of an album cover for the name of an album. In contrast, several different types of images are needed for some senses. For example, for the name of a city, images of maps, landscapes, city offices, symbols of the city, etc. are all suitable. Therefore, it may be better to estimate a rough class first, such as the name of an album, artist and place, and then obtain preassigned types of images.
Conclusions
The goal of this work was to supply several suitable images for dictionary definitions. The target dictionaries were Lexeed and Wikipedia, which have very different characteristics. To cover a wide range of senses, we collected candidate images from the Internet by querying an image search engine. Then, to obtain suitable and different images for each sense, we expanded the queries by appending related words extracted from the definition sentences. In this paper, we tried two types of expansion, one mainly using synonyms (SYN), and one mainly using hypernyms or related links (LNK).
The results show that SYN provided better precision than LNK, especially for Lexeed. Also, query expansion provided a substantial improvement for In future work we intend to analyze senses that are difficult/easy to portray using images in more detail, using not only semantic charactaristics but also visual features (Csurka et al., 2004) . We also intend to improve the expansion method. One way to achieve this is to filter out expansions with minor senses. As for Wikipedia, we should approximate the class first, such as the name of an album, artist and place, then obtain preassigned types of images.
