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Abstract
Some applications from multidimensional scaling in an environment of indefinite scalar
products are investigated. In particular, the construction of points from given distances is con-
sidered, and two variants of Procrustes problems are discussed. It is found that both Procrustes
problems can be solved with the help of H-polar decompositions or (G, H)-polar decomposi-
tions of specified matrices. Furthermore, a method for the numerical computation of H- or
(G, H)-polar decompositions of nonsingular matrices is described.
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1. Introduction
Let F be the field of real numbers R or complex numbers C and let Fn be an n-
dimensional vector space over F. Furthermore, let H be a fixed chosen nonsingular
symmetric or Hermitian matrix in Fn×n and let x = (x1, . . . , xn)T, y = (y1, . . . , yn)T
be column vectors in Fn. Then the bilinear or sesquilinear functional
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[x, y] = (Hx, y) where (x, y) =
n∑
α=1
xαyα (yα = yα if F = R)
defines an indefinite scalar product in Fn. Indefinite scalar products have almost all
the properties of ordinary scalar products, except for the fact that the value of [x, x]
for a vector x /= 0 can be positive, negative or zero. A corresponding vector is called
positive (space-like), negative (time-like) or neutral (isotropic, light-like), respec-
tively. If A is an arbitrary matrix in Fn×n, then its H-adjoint A[∗] is characterised by
the property that
[Ax, y] = [x,A[∗]y] for all x, y ∈ Fn.
This is equivalent to the fact that between the H-adjoint A[∗] and the ordinary adjoint
A∗ = AT there exists the relationship
A[∗] = H−1A∗H.
If in particular A[∗] = A or A∗H = HA, one speaks of an H-selfadjoint or H-
symmetric or H-Hermitian matrix, and an invertible matrix U with U[∗] = U−1 or
U∗HU = H is called an H-isometry or an H-orthogonal or H-unitary matrix. If A is
a given matrix in Fn×n, then a factorisation of the form
A = UM with U∗HU = H and M∗H = HM
is called an H-polar decomposition of A.
H-polar decompositions are an important tool for this paper, in which two appli-
cations from a branch of mathematics, known in psychology as factor analysis or
multidimensional scaling (MDS), are generalised into the environment of indefinite
scalar products. In a typical application of MDS (for example see [1]) test persons
are first requested to estimate the dissimilarity (or similarity) of specified objects
which are selected terms describing the subject of the analysis. In this way the com-
parison of N objects in pairs produces the similarity measures, called proximities,
pkl , 1  k, l  N , from which the distances dkl = f (pkl) are then determined using
a function f , for example f (x) = ax + b, which is called the MDS model. Using
these distances, the coordinates of points xk in an n-dimensional Euclidean space
are constructed such that ‖xk − xl‖ = dkl where ‖.‖ stands for the Euclidean norm.
Thus each object is represented by a point in a coordinate system and the data can be
analysed with regard to their geometric properties.
The results of interrogating the test persons are often categorised in groups, pro-
ducing several descriptive constellations of points which must be mutually compared
in the analysis. To make such a comparison of two constellations xk and yk possible,
it is first of all necessary to compensate for irrelevant differences resulting from
possibly different locations in space. This is done with an orthogonal transformation
U devised such that
∑
k ‖Uxk − yk‖2 is minimised. Thereafter the constellations
x′k = Uxk and yk can be analysed.
The MDS model f is chosen in particular by adding a constant b (and by making
further assumptions such as dkk = 0), so that the triangle inequality is fulfilled and
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therefore the points can be embedded in a Euclidean space [1, Chapter 18]. However,
this means that the transformed data dkl describe completely different geometric
properties than the original data pkl do. This is the starting point of this paper in
which the stated tasks are considered in the following way:
Section 3 describes a method for constructing vectors xk and an indefinite scalar
product [., .] = (H., .) such that [xk − xl , xk − xl] = qkl where qkl are given real
numbers, for example qkl = p2kl . In Section 4 the problem of finding an H-isometry
U for which x′k = Uxk and yk are at optimum congruence will be discussed. This so-
called Procrustes problem1 does not always admit a solution, so that an alternative
approach in Section 5 will be considered. The investigation of the Procrustes prob-
lems requires some background on H-polar decompositions which will be provided
in the preparatory Section 2. Furthermore, the final Section 6 describes a method for
the numerical computation of H-polar decompositions of nonsingular matrices which
intends to make the practical application of the results on the Procrustes problems
possible, too.
The following notation is used: The rank of a matrix A is denoted by rank A. If the
matrix A is square, then tr A, det A and σ(A) are its trace, determinant and spectrum,
respectively. Furthermore, the abbreviation A−∗ = (A∗)−1 = (A−1)∗ is used. Ip, Zp
and Jp(λ) denote the p × p identity matrix, the p × p matrix with ones on the anti-
diagonal and otherwise zeros, and the p × p upper Jordan block for the eigenvalue
λ, respectively. Moreover, A1 ⊕ · · · ⊕ Ak represents the block diagonal matrix con-
sisting of the specified blocks, and diag(α1, . . . , αk) stands for a diagonal matrix
with the specified diagonal elements. Even when no further specifications are made,
a nonsingular (real) symmetric or (complex) Hermitian matrix is always meant by H,
and instead of A[∗] we sometimes write AH to indicate the underlying scalar product.
2. Polar decompositions in indefinite scalar products
H-polar decompositions of real or complex matrices have been investigated in
detail in [2–4,14] as well as in the further references specified there. An essential
result of these investigations is the following fact.
Proposition 2.1 (F = R or F = C). A matrix A ∈ Fn×n admits an H-polar decompo-
sition if and only if there exists an H-selfadjoint matrix M such that M2 = A[∗]A and
ker M = ker A. Moreover, such a matrix M always exists if σ(A[∗]A) ⊂ C\(−∞, 0]
and can then be chosen such that σ(M) ⊂ {z ∈ C|Re(z) > 0}.
1 Procrustes, a robber in Greek mythology, who lived near Eleusis in Attica. Originally he was called
Damastes or Polypemon. He was given the name Procrustes (“the stretcher”) because he tortured his
victims to fit them into a bed. If they were too tall, he chopped off their limbs or formed them with a
hammer. If they were too small, he stretched them. He was overcome by Theseus who served him the
same fate by chopping off his head to fit him into the bed.
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Proof. See [2, Theorem 4.1, Theorem 4.4 and Lemma 7.8]. 
If the matrix A[∗]A has non-positive real eigenvalues, the matrix M from the
proposition can only exist, when the canonical form [6, Theorem I.3.3]
S−1A[∗]AS =
r⊕
i=1
Jpi (λi)⊕
s⊕
i=r+1
[Jpi (λi)
Jpi (λi)
]
,
S∗HS =
r⊕
i=1
εiZpi ⊕
s⊕
i=r+1
[
Zpi
Zpi
]
,
λ1, . . . , λr ∈ R, ε1, . . . , εr ∈ {+1,−1} and λr+1, . . . , λs ∈ C\R
of the pair (A[∗]A,H) satisfies certain conditions ([2, Theorem 4.4] and [4, Errata]).
One of these conditions says, that the part of the canonical form belonging to a
negative eigenvalue λ ∈ σ(A[∗]A) must be of the form(
k⊕
i=1
[Jpi (λ)⊕ Jpi (λ)],
k⊕
i=1
[Zpi ⊕−Zpi ]
)
. (2.1)
Further conditions must be satisfied if A[∗]A is singular.
A matrix M is said to be H-nonnegative, if HM is positive semidefinite. The
particular H-polar decompositions in which the matrix M is H-nonnegative are called
semidefinite H-polar decompositions [3, Section 5]. The criteria for the existence of
such a decomposition are described with the next result.
Proposition 2.2 (F = R or F = C). A matrix A ∈ Fn×n admits a semidefinite H-
polar decomposition if and only if the following conditions are satisfied:
(i) The canonical form of the pair (A[∗]A,H) is of the kind
S−1A[∗]AS =
k⊕
j=1
[
λj Ipj
λj Iqj
]
⊕
[
0r+s
0r+t
]
,
S∗HS =
k⊕
j=1
[
Ipj
−Iqj
]
⊕
[
Ir+s
−Ir+t
]
,
where λj > 0, pj , qj ∈ N for 1  j  k and r, s, t ∈ N.
(ii) There exists a basis {s1, . . . , sn−2r−s−t , e1, . . . , er+s , f1, . . . , fr+t } in which
these blocks appear and for which
ker A= span{e1 + f1, . . . , er + fr}
⊕span{er+1, . . . , er+s} ⊕ span{fr+1, . . . , fr+t }.
Proof. See [3, Theorem 5.3]. 
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This paper will also make use of indefinite polar decompositions where the factors
U and M are doubly structured with respect to two selfadjoint matrices G and H.
Definition 2.3 (F = R or F = C). Let G,H ∈ Fn×n be nonsingular and selfadjoint
and let A ∈ Fn×n. A factorisation of the form
A = UM with UH = UG = U−1 and MH = MG = M
is called a (G,H)-polar decomposition of A. A matrix having the properties of U
is said to be (G,H)-isometric (-orthogonal or -unitary), and a matrix having the
properties of M is said to be (G,H)-selfadjoint (-symmetric or -Hermitian). If the
factor M in particular is H-nonnegative (HM  0), the factorisation is called an
H-semidefinite (G,H)-polar decomposition.
These factorisations will be of interest in the special case in which the matrices G
and H satisfy
H−1G = µ2G−1H for some µ ∈ R\{0}. (2.2)
A pair of matrices which has this property can be characterised as follows.
Lemma 2.4 (F = R or F = C). Let G,H ∈ Fn×n be nonsingular and selfadjoint.
Then (2.2) is satisfied if and only if there exists a nonsingular matrix S ∈ Fn×n such
that
S∗HS = Ip ⊕−Iq ⊕ Ir ⊕−Is and S∗GS = µ(Ip ⊕−Iq ⊕−Ir ⊕ Is)
for suitable constants p, q, r, s ∈ N with p + q + r + s = n.
Proof. [⇒]: Let A ∈ Fn×n be a nonsingular matrix such that A = µ2A−1 for some
µ ∈ R\{0}. Then A2 = µ2I so that the Jordan normal form of A must have the form
P−1AP = J = diag(±µ).
In particular, if A = H−1G, it follows that
(P∗HP)−1(P∗GP) = P−1H−1GP = J = J∗ = (P∗GP)(P∗HP)−1.
Thus the selfadjoint matrices P∗HP and P∗GP commute and can therefore be di-
agonalised simultaneously, so that an orthogonal or unitary matrix Q consisting of
eigenvectors of P∗HP (or P∗GP) can now be chosen for which
P∗HP = QHQ∗ and P∗GP = QGQ∗,
where H , G are diagonal matrices containing the real eigenvalues. This means
that
(−1H G)
2 = (Q∗(QHQ∗)−1(QGQ∗)Q)2 = (Q∗JQ)2 = µ2I
and consequently −1H G can also be written in the form 2
2 The matrices µ and J have the same diagonal elements, but their ordering may be different.
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−1H G = µ with  = diag(±1).
Setting H = |H |H , G = |G|G, µ = ε|µ|, where H = sign(H ), G =
sign(G), ε = sign(µ), we obtain
|H |−1|G| = |µ|I and HG = ε.
Hence, for S = PQ|H |−1/2 we finally have
S∗HS=(|H |−1/2)∗Q∗P∗HPQ|H |−1/2= |H |−1/2H |H |−1/2= H ,
S∗GS=(|H |−1/2)∗Q∗P∗GPQ|H |−1/2= |H |−1/2G|H |−1/2=µ(εG).
The asserted form can always be obtained by suitable permutation. (The operations
on  are to be applied to its diagonal elements.)
[⇐]: The assertion follows directly from H−1G = µS(Ip+q ⊕−Ir+s)S−1 and
G−1H = µ−1S(Ip+q ⊕−Ir+s)S−1. 
Obviously, a (G,H)-polar decomposition of a matrix A can exist only if
H−1A∗H = H−1M∗HH−1U∗H = G−1M∗GG−1U∗G = G−1A∗G
or AH = AG. These matrices allow the following representation.
Lemma 2.5 (F = R or F = C). Let G,H ∈ Fn×n be nonsingular and selfadjoint
such that (2.2) is satisfied and let A ∈ Fn×n such that AH = AG. Then there exists
a nonsingular matrix S ∈ Fn×n such that
S−1AS = A1 ⊕ A2, S∗HS = J1 ⊕ J2, S∗GS = µJ1 ⊕−µJ2,
where A1 ∈ F(p+q)×(p+q), A2 ∈ F(r+s)×(r+s) and J1 = Ip ⊕−Iq, J2 = Ir ⊕−Is .
Proof. For the nonsingular matrix S ∈ Fn×n from Lemma 2.4, the matrices S∗HS
and S∗GS take on the asserted form and H−1G = SFS−1 where F = µIp+q ⊕
−µIr+s . According to the assumption HAH−1 = GAG−1 we also have F(S−1AS)
= S−1(H−1GA)S = S−1(AH−1G)S = (S−1AS)F, which is possible only if S−1AS
has the asserted form. 
If the matrix A satisfies AH = AG and, furthermore, admits an H-polar decom-
position, then although
G−1M∗U∗G = H−1M∗U∗H = H−1M∗HH−1U∗H = MU−1
or M∗U∗GU = GM, it cannot be concluded that the matrix also admits a G- or a
(G,H)-polar decomposition. However, the following statement holds.
Lemma 2.6 (F = R or F = C). Let G,H,A, S ∈ Fn×n be as in Lemma 2.5. Then A
admits a (G,H)-polar decomposition if and only if A1 admits a J1-polar decompo-
sition and A2 admits a J2-polar decomposition. Moreover, such a decomposition is
H-semidefinite if and only if both Jk-polar decompositions are semidefinite.
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Proof. Let A = UM be a (G,H)-polar decomposition. Then UH = UG and MH =
MG imply S−1US = U1 ⊕ U2 and S−1MS = M1 ⊕ M2, where the blocks Ak, Jk,
Uk,Mk have the same size (k = 1, 2). A simple calculation shows that UkMk is a
Jk-polar decomposition of Ak .
If conversely A1 = U1M1 and A2 = U2M2 are given J1- and J2-polar decompo-
sitions, then these are also (µJ1)- and (−µJ2)-polar decompositions and therefore
A = UM with U = S(U1 ⊕ U2)S−1 and M = S(M1 ⊕ M2)S−1 is a (G,H)-polar
decomposition.
The second part of the assertion follows from the fact that HM  0 if and only if
JkMk  0 for k = 1, 2. 
A useful application of this lemma is the next result which ensures the existence
of a (G,H)-polar decomposition in an important particular case.
Lemma 2.7 (F = R or F = C). Let G,H ∈ Fn×n be nonsingular and selfadjoint
such that (2.2) is satisfied and let A ∈ Fn×n such that AH = AG. If A = UM is an
H-polar decomposition with σ(M) ⊂ C+ = {z ∈ C|Re(z) > 0}, then this is also a
G-polar decomposition.
Proof. Let S be as in Lemma 2.5. Then from σ(S−1AHAS) = σ(AHA) = σ(M2) ⊂
C\(−∞, 0] and
(S−1H−1S−∗)(S∗A∗S−∗)(S∗HS)(S−1AS) =
2⊕
k=1
J−1k A∗kJkAk
it follows that σ(AJkk Ak) ⊂ C\(−∞, 0] for k = 1, 2. Thus, according to Proposi-
tion 2.1, both blocks Ak admit a Jk-polar decomposition UkMk with σ(Mk) ⊂ C+.
Moreover, Lemma 2.6 implies that
A = U˜M˜ with U˜ = S(U1 ⊕ U2)S−1 and M˜ = S(M1 ⊕ M2)S−1
is a (G,H)-polar decomposition with σ(M˜) ⊂ C+. On the other hand, according to
[15, Section 4], there exists one and only one matrix M for which AHA = M2 and
σ(M) ⊂ C+, so that M = M˜ and thus also U = U˜ must be true. 
In conclusion of this preparatory section, the statements of the lemmas 3 will be
explained with the help of three examples.
Example 2.8. Let H = Ip ⊕ Ir and G = Ip ⊕−Ir . Then a matrix A ∈ F(p+r)×(p+r)
for which AH = AG, according to Lemma 2.5, takes on the form A = A1 ⊕ A2,
where A1 ∈ Fp×p and A2 ∈ Fr×r . Let
3 More general results on (G,H)-polar decompositions have been found for the case in which ρH − G
is a non-defective Hermitian pencil. However, their presentation involves the discussion of an algebraic
Riccati equation which is beyond the scope of this paper.
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A1 = P11Q∗1 and A2 = P22Q∗2
be singular value decompositions and let
U = P1Q∗1 ⊕ P2Q∗2 and M = Q11Q∗1 ⊕ Q22Q∗2.
Then A = UM is an H-semidefinite (G,H)-polar decomposition.
Example 2.9. Let α, β, µ ∈ R with µ /= 0 and let H = diag(1,−1, 1,−1) and G =
µ diag(1,−1,−1, 1). The matrix
A1 =
[
0 β
α 0
]
⊕
[
0 α
β 0
]
satisfies AH1 A1 = AG1 A1 = diag(−α2,−β2,−β2,−α2) and admits the H-polar
decomposition
A1 = U1M1 with U1 =

−i 0
0 −i
−i 0
0 −i
 , M1 =

0 iα
iβ 0
0 iβ
iα 0
.
But it is not a G-polar decomposition because U∗1GU1 = −G and M∗1G = −GM1.
In fact when α /= β, the matrix pair (AG1 A1,G), which is already in canonical form,
does not satisfy the condition (2.1). So A1 does not have any G-polar decompositions
in this case. The matrix
A2 =
[
0 β
α 0
]
⊕
[
0 β
α 0
]
satisfies AH2 A2 = AG2 A2 = diag(−α2,−β2,−α2,−β2) and admits the G-polar
decomposition
A2 = U2M2 with U2 =

0 −i
−i 0
0 −i
−i 0
 , M2 =

iα 0
0 iβ
iα 0
0 iβ
.
But it is not an H-polar decomposition because U∗2HU2 = −H and M∗2H = −HM2.
Again when α /= β, the matrix pair (AH2 A2,H), which is already in canonical form,
does not satisfy the condition (2.1). So A2 does not have any H-polar decompositions
in this case. But if α = β, then A = A1 = A2 admits the (G,H)-polar decomposi-
tion
A = UM with U =
[−i
−i
]
⊕
[−i
−i
]
, M =
[
iα
iα
]
⊕
[
iα
iα
]
which evidently satisfies Lemma 2.6.
Example 2.10. Let G,H be matrices with (2.2) and let A be a matrix with AH =
AG. If H is positive definite and A nonsingular, then there exists a definite H-polar
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decomposition which, according to Lemma 2.7, is a G-polar decomposition too.
However, if A is singular or H is indefinite, this may not be always true. Consider
the (semi)definite H-polar decompositions
H1 = diag(1, 1, 1), G1 = diag(1, 1,−1), x ∈ R,
A1 =
cos(x) 0 0sin(x) 0 0
0 0 0
 =
cos(x) 0 − sin(x)sin(x) 0 cos(x)
0 1 0
1 0 00 0 0
0 0 0
 = U1M1,
where σ(H1M1) = {0, 1} and
H2 = diag(1,−1), G2 = diag(1, 1), a > |b| > 0, u = b/a,
A2 =
[−√a2 − b2 0
0
√
a2 − b2
]
= −1√
1 − u2
[
1 u
u 1
] [
a b
−b −a
]
= U2M2,
where σ(H2M2) = {a ± b}. Here U∗1G1U1 = diag(1,−1, 1) /= G1 and neither U2
is orthogonal nor M2 symmetric, so that both factorisations are not G-polar decom-
positions. In contrast to this, the “blockwise” (semi)definite H-polar decompositions
A1 =
([
cos(x) − sin(x)
sin(x) cos(x)
]
⊕ 1
)
M1 and A2 = (−I2)(−A2),
according to Lemma 2.6, are also G-polar decompositions.
With this background on H- and (G,H)-polar decompositions we are now able
to investigate the problems stated in the introduction, starting with the determination
of vectors x1, . . . , xN and an indefinite scalar product [., .] such that [xk − xl , xk −
xl] = qkl for given real numbers qkl (1  k, l  N).
3. Construction of vectors from values of a quadratic form
The construction of vectors from given values of a quadratic form presented in this
section is a generalisation of the work [21] for complex vector spaces and indefinite
scalar products.
Let F = R or F = C and let [., .] be an indefinite scalar product in Fn with the
underlying nonsingular symmetric or Hermitian matrix H ∈ Fn×n. Then for arbitrary
vectors x, y ∈ Fn in the case F = R it is true that
[x, y] = 12 ([x, x] + [y, y] − [x − y, x − y]) (3.1a)
and in the case F = C we have
Re[x, y] = 12 ([x, x] + [y, y] − [x − y, x − y])
= 12 ([x, x] + [y, y] − [iy − ix, iy − ix]),
(3.1b)
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Im[x, y] = 12 ([x, x] + [y, y] − [x − iy, x − iy])
= − 12 ([x, x] + [y, y] − [y − ix, y − ix]),
so that the scalar products of the vectors can be expressed in terms of the quadratic
form (x) = [x, x].
Now let N  n vectors x1, . . . , xN ∈ Fn be given and let X = [x1 . . . xN ] ∈ Fn×N
be a matrix whose columns are these vectors. Then
W = X∗HX
is the Gramian matrix of the xk . Therefore, if span{x1, . . . , xN } = Fn, then the num-
ber of positive and negative eigenvalues of H and W are equal, and furthermore
the eigenvalue 0 appears in σ(W) with the multiplicity N − n (Sylvester’s law of
inertia, [7, Chapter IX, §2]). Moreover, the elements wkl = [xl , xk] of the matrix W
according to (3.1) can be expressed in the form
wkl = 12 (ρk + ρl − σkl) if F = R or (3.2a)
wkl = 12 (ρk + ρl − σkl)+
i
2
(ρk + ρl − τkl) if F = C, (3.2b)
where
ρk = [xk, xk], σkl = [xl − xk, xl − xk], τkl = [xl − ixk, xl − ixk], (3.3)
with ρk, σkl, τkl ∈ R, σkl = σlk, σkk = 0, τkl + τlk = 2(ρk + ρl) (3.4)
for 1  k, l  N .
Conversely, let the real numbers ρk, σkl, τkl with (3.4) be given, and let the ele-
ments of a matrix W be defined by (3.2). Then this matrix is symmetric or Hermitian,
respectively, and can therefore be written in the form
W = RR∗.
Here  is a diagonal matrix of the real eigenvalues λ1, . . . , λN of W and R =
[r1 . . . rN ] is a matrix whose columns form a basis of FN consisting of orthonor-
malised eigenvectors. Now if p is the number of positive and n− p is the number of
negative eigenvalues and if it is assumed that
λ1, . . . , λp > 0, λp+1, . . . , λn < 0 and λn+1 = · · · = λN = 0,
then the matrices defined by
1 = diag(λ1, . . . , λp, λp+1, . . . , λn) and R1 = [r1 . . . rn]
satisfy W = R11R∗1 too. Consequently, if we set
 = diag(√λ1, . . . ,√λp,√−λp+1, . . . ,√−λn) and Hw = Ip ⊕−In−p,
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then the matrix
X = ∗R∗1 ∈ Fn×N
fulfills on the one hand rankX = n and on the other hand X∗HwX = R1Hw∗R∗1 =
R11R∗1 = W. Therefore the columns x1, . . . , xN ∈ Fn of X constitute a spanning
set (or system of generators) for Fn, and for the indefinite scalar product defined by
[x, y]w = (Hwx, y) it is true that wkl = [xl , xk]w. This means that also
[xk, xk]w = wkk = ρk,
[xl − xk, xl − xk]w = wkk + wll − wkl − wlk = σkl,
[xl − ixk, xl − ixk]w = wkk + wll + iwkl − iwlk = τkl (if F = C),
so that the given numbers are values of the quadratic form w(x) = [x, x]w for par-
ticular combinations of the constructed vectors. We thus have proved the following
theorem.
Theorem 3.1 (Construction of vectors). Let F = R or F = C and let ρk, σkl be real
numbers such that σkl = σlk and σkk = 0 for all k, l in {1, . . . , N}. Furthermore, for
the case F = C let τkl be real numbers such that τkl + τlk = 2(ρk + ρl) for all k, l
in {1, . . . , N}. Then the following statements are equivalent:
(i) There exist vectors x1, . . . , xN ∈ Fn constituting a spanning set for Fn, for
which [xk, xk] = ρk as well as [xl − xk, xl − xk] = σkl, and in the case F = C
also [xl − ixk, xl − ixk] = τkl is satisfied. Thereby [., .] is an indefinite scalar
product in Fn with underlying nonsingular symmetric or Hermitian matrix H ∈
Fn×n which has p positive eigenvalues.
(ii) The symmetric or Hermitian matrix W ∈ FN×N whose elementswkl are defined
by (3.2) has p positive and n− p negative eigenvalues, and the eigenvalue 0
appears with multiplicity N − n.
For the case of a Euclidean or unitary space we immediately obtain the following
corollary in which ‖.‖ denotes the Euclidean norm.
Corollary 3.2. Let ρk, σkl, τkl  0 be as in Theorem 3.1. Then there exist vectors xk
such that ‖xk‖ = √ρk, ‖xl − xk‖ = √σkl, and in the case F = C also ‖xl − ixk‖ =√
τkl if and only if the matrix W is positive semidefinite.
Let F = R, N = 2 and ρ1, ρ2, σ12  0. Then
det W= 12 (ρ1ρ2 + ρ1σ12 + ρ2σ12)− 14 (ρ21 + ρ22 + σ 212)
= 14
(
σ12 − (√ρ1 −√ρ2)2
)(
(
√
ρ1 +√ρ2)2 − σ12
)
and this determinant is non-negative if and only if
|√ρ1 −√ρ2|  √σ12 and √σ12  √ρ1 +√ρ2.
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But this is just the triangle inequality, so that Corollary 3.2 gives a generalisation of
this essential property of Euclidean geometry.
In addition to these investigations concerning the geometrical properties of the
vectors xk , the consideration of their physical properties provides some useful infor-
mation for the application of Theorem 3.1 in MDS.
Remark 3.3 (Tensor of inertia). On interpreting the vectors xk = (xαk ) constructed
in Theorem 3.1 as the locations of point objects of mass 1, the matrix
T = XX∗, T = [T αβ] with T αβ = N∑
k=1
xαk x
β
k for 1  α, β  n
gives their (contravariant) tensor of inertia in the sense of Hermann Weyl [20, §6]4.
Here T = ∗R∗1R1 = 2 = diag(|λ1|, . . . , |λn|) is a diagonal matrix, so that the
axes of the coordinate system are also the inertial axes (principal axes) of the con-
stellation. Moreover, the absolute values of the eigenvalues give the associated (con-
travariant) moments of inertia. From the viewpoint of MDS this means that the coor-
dinates of the vectors can be interpreted, as usual, as the ratings of uncorrelated
factors [1, Section 7.10].
Remark 3.4 (Centroid). Let x1, . . . , xN ∈ Rn be real vectors whose centroid lies
at the coordinates’ origin, i.e.
∑
k xk = 0, and let (x) = [x, x]. Then the scalar
products satisfy
[xl , xk] = 12
 1
N
N∑
j=1
(xk − xj )+ 1
N
N∑
i=1
(xi − xl )
−(xk − xl )− 1
N2
N∑
i=1
N∑
j=1
(xi − xj )
 ,
as can easily be verified [19]. Conversely, let the real numbers σkl = σlk , σkk = 0,
1  k, l  N be given. Then
wkl = 12
 1
N
∑
j
σkj + 1
N
∑
i
σil − σkl − 1
N2
∑
i
∑
j
σij

defines the elements of a symmetric matrix W whose row and column sums vanish.
Using the method of Theorem 3.1 again vectors xk and an indefinite scalar product
can be constructed such that wkl = [xl , xk]. But now the centroid of these vectors
lies at the origin. An analogous construction also applies in the complex case, but
the conditions that must be assumed for the values τkl are rather complicated there.
4 Weyl’s definition slightly differs from the definition given in the textbooks of classical physics.
Nevertheless, it is more reasonable when considering the rotational motion in n-dimensional spaces.
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4. Solution of the H-isometric Procrustes problem
Let x1, . . . , xN ∈ Fn be the vectors and let [., .] = (H., .) be the indefinite scalar
product constructed from given scalars ρk, σkl, τkl according to Theorem 3.1, so that
(3.3) holds. For every H-isometry U ∈ Fn×n it then follows that
[Uxl ,Uxk] = [xl , xk] = wkl,
which can also be expressed in matrix equation form
X∗U∗HUX = X∗HX = W.
Thus the columns x′k = Uxk contained in the matrix X′ = UX satisfy (3.3), too. Now
assume that x1, . . . , xN and y1, . . . , yN are the vectors constructed from two mea-
surements of a quadratic form. Then on comparing the constellations the question
arises, what part of the observed differences is due to different positions in space,
and what part is due to actual differences in the inner structure of the constellations.
Expressed mathematically, the task is to determine an H-isometry U ∈ Fn×n which
solves the optimisation problem
f (U) =
N∑
k=1
[Uxk − yk,Uxk − yk] →

min, if H > 0
max, if H < 0
min /max, otherwise
, (4.1a)
h(U) = U∗HU − H = 0.
The sum of scalar products arising therein can be expressed in the form of a trace, so
that an alternative expression with
f (U) = tr[(UX − Y)∗H(UX − Y)] (4.1b)
is given, where as above X = [x1 . . . xN ] and Y = [y1 . . . yN ]. Moreover, H < 0
(H > 0) stands for a positive (negative) definite matrix H and the symbol “min /max”
stands for a particular saddle point, which will be explained more precisely below.
Within the scope of Euclidean vector spaces a solution of this problem was found in
[17] where it was called the orthogonal Procrustes problem (F = R, H = I). In the
present context of indefinite scalar products it is furthermore called the H-orthogonal
or H-unitary Procrustes problem.
The fact, that the addends in (4.1) can be positive as well as negative, whenever
H is indefinite, causes severe difficulties. On first sight one may thus get the idea to
avoid these difficulties by minimising one of the non-negative functions
f1(U) = f (U)2  0 or f2(U) =
∑
k
[Uxk − yk,Uxk − yk]2  0.
But the example H = diag(1,−1), Uxk = (ξ, ξ)T, yk = (η, η)T, i.e.
[Uxk − yk,Uxk − yk] = |ξ − η|2 − |ξ − η|2 = 0,
shows an addend which neither in f1 nor in f2 makes a contribution to the result al-
though |ξ − η| may be arbitrarily large. However, the intention of the optimisation is
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to converge the constellations in the sense of an optimum congruence which means,
that the coordinate differences should become small. A first possibility to reach this
goal is to measure the differences with a definite scalar product, e.g. ‖Uxk − yk‖2.
This approach will be discussed in the next section. A further possibility is not to look
for a minimum or maximum of the function f , but to determine a particular saddle
point “min /max” where the coordinate differences are small. This is the subject of
the following investigations.
Considering the case F = R first and introducing a matrix of the (unknown) Lag-
range multipliers L ∈ Rn×n, the constraints can be stated in the form
hL(U) = tr[L(U∗HU − H)]
and the necessary first order condition for solving the problem is

U
(f + hL) = 0.
Differentiation of the trace [5] gives
f
U
= 2HUXX∗ − 2HYX∗ and hL
U
= HU(L + L∗),
so that U must satisfy the equation
UXX∗H + UH = YX∗H with  = L + L
∗
2
= ∗. (4.2)
Now defining M = (XX∗ + )H, the necessary condition becomes
A = UM with A = YX∗H and U∗HU = H, M∗H = HM. (4.3)
Thus, if a solution of the problem exists, it can be determined by an H-polar decom-
position of the matrix A. (The question which of the H-isometries contained in such
an H-polar decomposition actually are solutions of the problem will be discussed
after the complex case is complete.)
In the case F = C the complex derivatives of f and hL do not exist. However,
the necessity for (4.3) can be shown by determining the real derivatives. For this,
let the real and imaginary part of the matrix A ∈ Cm×n be denoted by A1 and A2,
respectively. Then the well-known linear map T : Cm×n → R2m×2n,
T (A) = Q∗2m
[
A 0
0 A
]
Q2n =
[
A1 A2
−A2 A1
]
, where Q2n =
√
2
2
[
In −iIn
iIn −In
]
,
allows the real representation A∧ = T (A) of A. Moreover, for every Hermitian mat-
rix A it is true that 2tr(A) = tr(A∧) which follows from the unitarity of Q2n. There-
fore, the objective function can be represented as
2f (U) = f (U∧) = tr[(U∧X∧ − Y∧)TH∧(U∧X∧ − Y∧)]
having the real derivatives
f (U∧)
U∧
=
[ f
U1
f
U2
− fU2
f
U1
]
= 2H∧U∧X∧(X∧)T − 2H∧Y∧(X∧)T.
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The transformation of the constraints
h1(U) = Re(U∗HU − H) = 0 and h2(U) = Im(U∗HU − H) = 0
is more complicated. Introducing Lagrange multipliers L1,L2 ∈ Rn×n and using
H = H1 + iH2, U = U1 + iU2 we obtain
hL,1(U)= tr[L1(UT1 H1U1 − UT1 H2U2 + UT2 H1U2 + UT2 H2U1 − H1)],
hL,2(U)= tr[L2(UT1 H1U2 + UT1 H2U1 − UT2 H1U1 + UT2 H2U2 − H2)],
from which it follows that
hL,1
U1
=(H1U1 − H2U2)(L1 + LT1 ),
hL,1
U2
=(H1U2 + H2U1)(L1 + LT1 ),
hL,2
U1
=(H2U1 + H1U2)(L2 − LT2 ),
hL,2
U2
=(H2U2 − H1U1)(L2 − LT2 ),
where H1 = HT1 and H2 = −HT2 must be taken into account. Now setting
1 = L1 + L
T
1
2
= T1 , 2 =
L2 − LT2
2
= −T2 and =1+ i2 = ∗,
it can be verified that
hL(U∧)
U∧
=
 (hL,1+hL,2)U1 (hL,1+hL,2)U2
− (hL,1+hL,2)U2
(hL,1+hL,2)
U1
 = 2H∧U∧()∧.
Consequently, the necessary first order conditions for an optimum

U1
(f + hL,1 + hL,2) = 0 and U2 (f + hL,1 + hL,2) = 0
can be stated as
f (U∧)
U∧
+ hL(U
∧)
U∧
= 2(HUXX∗ − HYX∗ + HU)∧ = 0,
showing that (4.2) and (4.3) must be satisfied in the complex case, too. (The conju-
gation is irrelevant since  may simply be renamed to ′.)
It remains to determine the particular H-polar decomposition (if existent) which
leads to the optimum congruence. For this, let UM be an H-polar decomposition of
the matrix A = YX∗H, and let
(R−1A[∗]AR,R∗HR) = (J,ZJ ) and (S−1MS, S∗HS) = (K,ZK)
be the canonical forms [6, Theorem I.3.3] of the pairs (A[∗]A,H) = (M2,H) and
(M,H), respectively. Returning to the initial equation (4.1b), we find that
f (U)= tr[(UX − Y)∗H(UX − Y)]
= tr(X∗U∗HUX − X∗U∗HY − Y∗HUX + Y∗HY)
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= tr(X∗HX)+ tr(Y∗HY)− 2Re tr[(YX∗H)(H−1U∗H)]
= τ − 2Re tr(AU−1) = τ − 2Re tr(UMU−1)
= τ − 2Re tr(SKS−1) = τ − 2Re tr(K),
where τ = tr(X∗HX)+ tr(Y∗HY). The optimum can be found from this equation
by considering three cases:
Case (a): If H is definite, then the canonical forms are of the kind
(J,ZJ ) =
 k⊕
j=1
λj Ipj ⊕ 0r ,
k⊕
j=1
εIpj ⊕ εIr

(K,ZK) =
 k⊕
j=1
√
λjpj ⊕ 0r ,
k⊕
j=1
εIpj ⊕ εIr
 .
Here λj > 0, pj = diag(±1) for 1  j  k and ε = +1 if H > 0, ε = −1 if H <
0. In the case H > 0 the value f (U) takes its minimum, when pj = +Ipj is chosen
and in the case H < 0 the value f (U) takes its maximum, when pj = −Ipj is
chosen. This means that in both cases
ZKK =
k⊕
j=1
√
λj Ipj ⊕ 0r  0
and thus HM  0, so that the wanted result is obtained via a semidefinite H-polar
decomposition of A. In particular, if H = I, then the solution is determined by an
ordinary polar decomposition where U∗ = U−1 and M∗ = M is positive semidefi-
nite.
Case (b): If H is indefinite and if A admits a semidefinite H-polar decomposition,
then the following relationships exists between the canonical forms
J =
k⊕
j=1
[
λj Ipj
λj Iqj
]
⊕
[
0r+s
0r+t
]
,
ZJ =
k⊕
j=1
[
Ipj
−Iqj
]
⊕
[
Ir+s
−Ir+t
]
,
(4.4a)
K =
k⊕
j=1
[√
λjpj √
λjqj
]
⊕
[
r
0r
]
⊕
[
0s
0t
]
,
ZK =
k⊕
j=1
[
Ipj
−Iqj
]
⊕
[
Ir
Ir
]
⊕
[
Is
−It
]
,
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where λj > 0 for 1  j  k [3, Theorem 5.3]. If in this case pj = Ipj , qj = −Iqj
and r = Ir is chosen, then again
ZKK =
k⊕
j=1
√
λj Ipj+qj ⊕ 0r ⊕ Ir ⊕ 0s+t  0. (4.4b)
By this choice the contributions to f (U) take on their minimum along the positive
space dimensions and their maximum along the negative space dimensions. This is
what is meant by “min /max” in (4.1a). Moreover, the resulting coordinate differ-
ences are “small” which can be seen in the following way: Let X′ = UX. Then
Y(X′)∗ = YX∗U∗ = UMH−1U∗
= U(SKS−1)(SZKS∗)U∗
= (US)KZK(US)∗
is positive semidefinite since ZK(ZKK)ZK = KZK is. Hence, the orthogonal or
unitary Procrustes problem
ϕ(T) = tr[(TX′ − Y)∗(TX′ − Y)] → min with T∗T = I, (4.5)
whose solution, according to case (a), is determined by an ordinary polar decompo-
sition
TM′ = Y(X′)∗ with M′ = (M′)∗  0
is solved for T = I. In other words, the coordinate differences ∑k ‖x′k − yk‖2 ob-
tained with the “min /max” solution x′k = Uxk are at minimum with respect to an
orthogonal or unitary transformation in the sense of problem (4.5). This is exactly
what one would expect of a transformation to an optimum congruence.
Case (c): If H is indefinite and if A admits an H-polar decomposition but not
a semidefinite H-polar decomposition, then by definition ZKK and thus also KZK
cannot be positive semidefinite. Therefore, there always exists a solution T0 of the
problem (4.5) for which ϕ(T0) < ϕ(I). Hence, the wanted result of an optimum con-
gruence of the constellations X′ and Y cannot be achieved in this case.
This investigation shows that an H-isometry for which X′ = UX and Y are at opti-
mum congruence can only exist if A admits a semidefinite H-polar decomposition.
Conversely, let X′ and Y be matrices which are at optimum congruence, i.e. for which
Y(X′)∗ is positive semidefinite and selfadjoint. Moreover, let U be an H-isometry
and let X = U−1X′. Then A = YX∗H = Y(X′)∗HU admits the semidefinite H-polar
decomposition A = UM where M = U−1Y(X′)∗HU is H-nonnegative. All in all, we
thus have found the following result.
Theorem 4.1 (Solution of the H-isometric Procrustes problem). A solution of the H-
orthogonal or H-unitary Procrustes problem (4.1) exists if and only if the matrix A =
YX∗H admits a semidefinite H-polar decomposition. In this case the H-isometry U
contained in such a decomposition A = UM optimises the function f. Moreover,
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X′ = UX and Y are at optimum congruence in the sense, that the orthogonal or
unitary Procrustes problem (4.5) is solved for T = I.
5. Solution of the (G,H)-isometric Procrustes problem
Whereas the H-isometric Procrustes problem can always be solved in the case of a
definite matrix H, in the case of an indefinite matrix H it is possible that no solution
exists. But now let G and H be nonsingular selfadjoint matrices in Fn×n, and let
the geometry within the tuples (x1, . . . , xN) and (y1, . . . , yN) be measured with the
scalar product [., .]G = (G., .), but the geometry between the tuples be measured
with the scalar product [., .]H = (H., .). Then the problem can be expressed, instead
of (4.1), as
f (U) =
N∑
k=1
[Uxk − yk,Uxk − yk]H →

min, if H > 0
max, if H < 0
min /max, otherwise,
(5.1a)
with g(U) = U∗GU − G = 0 and h(U) = U∗HU − H = 0
or in matrix notation
f (U) = tr[(UX − Y)∗H(UX − Y)], (5.1b)
which will be called the (G,H)-orthogonal or (G,H)-unitary Procrustes problem.
If the vectors xk and yk result from a construction according to Theorem 3.1, the
internal metric G is fixed, but the external metric H may be chosen within the scope
of the “compatibility condition”
H−1G = µ2G−1H for some µ ∈ R\{0} (5.2)
which is characterised in Lemma 2.4. If this choice is made such that H is positive
definite, then a sum of non-negative distance squares is minimised. In this case a
solution of (5.1) under the assumption (5.2) always exists which will be shown in the
sequel. (An analogous statement holds for a negative definite matrix H.)
If again LG,LH ∈ Rn×n are matrices of the (unknown) Lagrange multipliers and
if the constraints in the case F = R are stated in the form
gL(U) = tr[LG(U∗GU − G)] and hL(U) = tr[LH (U∗HU − H)],
then the necessary first order condition

U
(f + gL + hL) = 0
leads in the same way as above to the equation
GUA + HUB = C˜ with C˜ = HYX∗ and
A = LG+L∗G2 = A∗, B = XX∗ +
LH+L∗H
2 = B∗
(5.3)
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which is also valid in the case F = C. Furthermore
GUG−1 = U−∗ = HUH−1,
so that the transformations
C˜= GUG−1GA + HUB = HUH−1GA + HUB = HU(H−1GA + B),
C˜= GUA + HUH−1HB = GUA + GUG−1HB = GU(A + G−1HB)
can be made, yielding
UM = H−1C˜H + G−1C˜G = C
with M = H−1GAH + BH + AG + G−1HBG. (5.4)
If now (5.2) is taken into account, then on the one hand
M∗H − HM= GBHG−1H − HG−1HBG = µ−2(GBG − GBG) = 0,
M∗G − GM= HAGH−1G − GH−1GAH = µ2(HAH − HAH) = 0
and on the other hand (5.4) implies
HCH−1 = C˜ + HG−1C˜GH−1 = (µ2/µ2)GH−1C˜HG−1 + C˜ = GCG−1
or H−1C∗H = G−1C∗G.
Therefore, if (5.2) holds and if U is a (G,H)-isometry and if there exist selfadjoint
matrices A,B which solve (5.3), then there exists a (G,H)-selfadjoint matrix M
such that UM is a (G,H)-polar decomposition of C. In particular, it is true that
CH = CG.
In order to prove that the existence of a (G,H)-polar decomposition UM=C
conversely implies the existence of the matrices A and B, assume that (5.2) holds.
Then, according to Lemma 2.6, there exists a nonsingular matrix S such that
S∗HS = J1 ⊕ J2, S∗GS = µ(J1 ⊕−J2), (5.5a)
S−1US = U1 ⊕ U2, S−1MS = M1 ⊕ M2, S−1CS = C1 ⊕ C2,
where Jk has the form diag(±1) and UkMk = Ck is a Jk-polar decomposition (k =
1, 2). Let
S∗C˜S−∗ =
[
C˜11 C˜12
C˜21 C˜22
]
(5.5b)
and
S−1AS−∗ =
[
A11 A12
A∗12 A22
]
, S−1BS−∗ =
[
B11 B12
B∗12 B22
]
(5.5c)
be compatible partitionings. Then from (5.4) it follows that
U1M1 ⊕ U2M2 = C1 ⊕ C2 = 2(J1C˜11J1 ⊕ J2C˜22J2) or (5.5d)
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C˜11 = 12 J1U1M1J1 and C˜22 =
1
2
J2U2M2J2.
On the other hand (5.3) requires GA + HB = U∗C˜ or[
J1(µA11 + B11) J1(µA12 + B12)
J2(−µA∗12 + B∗12) J2(−µA22 + B22)
]
=
[
U∗1C˜11 U∗1C˜12
U∗2C˜21 U∗2C˜22
]
,
yielding the system of equations
µA11 + B11 = J1U∗1C˜11 = 12 M1J1, µA12 + B12 = J1U∗1C˜12,
−µA22 + B22 = J2U∗2C˜22 = 12 M2J2, −µA12 + B12 = C˜∗21U2J2.
Therefore, by selecting arbitrary selfadjoint blocks B11,B22 and setting
A11 = 1
µ
(
1
2
M1J1 − B11
)
= A∗11, A12 =
1
2µ
(J1U∗1C˜12 − C˜∗21U2J2),
A22 = 1
µ
(
B22 − 12 M2J2
)
= A∗22, B12 =
1
2
(J1U∗1C˜12 + C˜∗21U2J2),
the two selfadjoint matrices A and B which solve (5.3) are determined. If the partic-
ular choice
B11 = 14 M1J1, B22 = 14 M2J2
is made, then
A11 = 14µ M1J1, A22 =
−1
4µ
M2J2
and thus
A = 12 (G−1U∗C˜ + C˜∗UG−1)− 14 MG−1,
B = 12 (H−1U∗C˜ + C˜∗UH−1)− 14 MH−1,
which follows from (5.5). Summarising, the following result is proved.
Lemma 5.1 (F = R or F = C). Let G,H ∈ Fn×n be nonsingular selfadjoint matrices
which satisfy (5.2). Moreover, let U ∈ Fn×n be a (G,H)-isometry and let C˜ ∈ Fn×n.
Then the following statements are equivalent:
(i) There exist selfadjoint matrices A,B ∈ Fn×n such that
GUA + HUB = C˜.
(ii) There exists a (G,H)-selfadjoint matrix M ∈ Fn×n such that
UM = G−1C˜G + H−1C˜H.
U. Kintzel / Linear Algebra and its Applications 402 (2005) 1–28 21
Using this lemma, the necessary condition (5.3) for solving the Procrustes prob-
lem (5.1) under the assumption (5.2) finally becomes
C = UM with C = YX∗H + G−1HYX∗G and
(5.6)
CH = CG, UH = UG = U−1, MH = MG = M.
Thus the solution of the problem can be determined by a (G,H)-polar decomposi-
tion of the matrix C.
Again, it remains to determine the particular (G,H)-polar decomposition (if exis-
tent) which leads to the optimum congruence. For this, let UM be a (G,H)-polar
decomposition of the matrix C. Moreover, let S be a nonsingular matrix such that
(5.5) holds and let
S−1X =
[
X1
X2
]
and S−1Y =
[
Y1
Y2
]
be compatible partitionings. Then on the one hand from (5.3), (5.5a), (5.5b) it follows
that [
C˜11 C˜12
C˜21 C˜22
]
= S∗C˜S−∗ = (S∗HS)(S−1Y)(S−1X)∗ =
[
J1Y1X∗1 J1Y1X∗2
J2Y2X∗1 J2Y2X∗2
]
,
so that according to (5.5d)
UkMk = Ck = 2JkC˜kkJk = 2YkX∗kJk for k = 1, 2.
On the other hand we find from the initial equation (5.1b)
f (U)= tr
([
(S−1US)(S−1X)−(S−1Y)]∗(S∗HS)[(S−1US)(S−1X)−(S−1Y)])
= tr
([
U1X1 − Y1
U2X2 − Y2
]∗
(J1 ⊕ J2)
[
U1X1 − Y1
U2X2 − Y2
])
=
∑
k
tr[(UkXk − Yk)∗Jk(UkXk − Yk)].
Now, using the canonical forms of the pairs (CJkk Ck, Jk) = (M2k, Jk) and (Mk, Jk)
the argumentation from Section 4 can be applied twice, showing that the optimum
congruence is achieved when UkMk are semidefinite Jk-polar decompositions of the
matrices Ck . If in this case we set[
X′1
X′2
]
=
[
U1X1
U2X2
]
= S−1UX and
[
Y1
Y2
]
= S−1Y, (5.7a)
then the orthogonal or unitary Procrustes problems
ϕk(Tk) = tr[(TkX′k − Yk)∗(TkX′k − Yk)] → min with T∗kTk = I, (5.7b)
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are solved for Tk = I. Moreover, if H > 0 (H < 0), then Jk = I (Jk = −I), so that
a solution then always exists (see Example 2.8). Summarising, the result can be
expressed by the following theorem.
Theorem 5.2 (Solution of the (G,H)-isometric Procrustes problem). A solution
of the (G,H)-orthogonal or (G,H)-unitary Procrustes problem (5.1) under the
assumption (5.2) exists if and only if the matrix C = YX∗H + G−1HYX∗G admits
an H-semidefinite (G,H)-polar decomposition. In this case the (G,H)-isometry U
contained in such a decomposition C = UM optimises the function f. Moreover,
X′ = UX and Y are at optimum congruence in the sense, that the orthogonal or
unitary Procrustes problems (5.7) are solved for Tk = I.
6. Numerical computation of H- and (G,H)-polar decompositions
This final section provides a method for the numerical computation of H- and
(G,H)-polar decompositions. The method is obtained via generalisation of the New-
ton iteration for computing ordinary polar decompositions which is closely related to
the matrix sign function [9,11]. An extension for the computation of the semidefinite
factorisations will also be described.
Let A ∈ Fn×n be nonsingular. Then the iteration method
Xk+1 = 12 (Xk + X
−∗
k ), X0 = A, k = 0, 1, . . . (6.1a)
quadratically converges to the isometric factor of an ordinary polar decomposition
A = UM with U∗ = U−1 and M∗ = M. The optimum selfadjoint factor correspond-
ing to the approximate isometry
U˜ = Xk with ‖X∗kXk − I‖ < ε (Frobenius norm) (6.1b)
is given by [12, Lemma 2.1]
M˜ = 1
2
(A∗U˜ + U˜∗A), (6.1c)
and, furthermore, the particular polar decomposition is computed for which M is
positive definite. By substituting the adjoints in (6.1) with H-adjoints we obtain the
iteration method
Xk+1 = 12 (Xk + X−Hk ), X0 = A, k = 0, 1, . . . , (6.2)
U˜ = Xk with ‖XHk Xk − I‖ < ε and M˜ = 12 (AH U˜ + U˜HA),
for which it will now be shown that it serves for the computation of an H-polar
decomposition.
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Let A be a matrix for which σ(AHA) ⊂ C\(−∞, 0]. Then, according to Propo-
sition 2.1, A admits an H-polar decomposition A = U0M0 such that σ(M0) lies in
the open right complex half-plane. Now applying (6.2) to A we obtain
2X1 =
(
U0M0 + (U0M0)−H
) = (U0M0 + (MH0 UH0 )−1)
= (U0M0 + (M0U−10 )−1) = (U0M0 + U0M−10 ) = U0(M0 + M−10 )
or
X1 = U0M1 with M1 = 12 (M0 + M−10 ) = MH1 ,
from which it follows that
Xk+1 = U0Mk+1 with Mk+1 = 12 (Mk + M−1k ) = MHk+1.
Moreover, Re λ > 0 for all λ ∈ σ(M0) according to [16] implies
lim
k→∞Mk = I,
so that finally we have
lim
k→∞Xk = U0.
Theorem 6.1. Let F = R or F = C and let A ∈ Fn×n be a matrix for which σ(AHA)
⊂ C\(−∞, 0]. Then the algorithm (6.2) applied to A computes the particular
H-polar decomposition A = UM, for which σ(M) lies in the open right complex
half-plane.5
If now H-isometric Procrustes problems are to be solved, then this requires semi-
definite (HM  0) or definite (HM > 0) H-polar decompositions, respectively.
However, an H-polar decomposition A = UM computed with algorithm (6.2)
has this property only in the case H > 0. In the case H < 0 the decomposition A =
(−U)(−M) can still be used, but in any other case HM is indefinite. Therefore, the
problem is to find a modification or an extension of algorithm (6.2) with the help
of which the computation of definite polar decompositions is possible, too. For this,
the following theorem on a simplified canonical form is needed which could simply
be deduced from [6, Theorem I.3.3]. We will provide another proof which helps to
solve the present problem.
Theorem 6.2 (Simplified canonical form). Let H ∈ Cn×n be Hermitian and non-
singular and let A ∈ Cn×n be H-Hermitian and diagonalisable. Then there exists a
nonsingular matrix S ∈ Cn×n such that
S−1AS =
r⊕
j=1
[
λj Ipj
λj Iqj
]
⊕
s⊕
j=r+1
[
λj Ipj
λj Ipj
]
,
5 A similar result has been derived independently by Higham [10, Theorem 5.2].
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S∗HS =
r⊕
j=1
[
Ipj
−Iqj
]
⊕
s⊕
j=r+1
[
Ipj
Ipj
]
,
where λj ∈ R for 1  j  r and λj ∈ C\R for r + 1  j  s.
Proof. Let R be a nonsingular matrix consisting of eigenvectors of A. Then it is
easily derived from [6, Theorem I.2.5], that
R−1AR =
r⊕
j=1
j ⊕
s⊕
j=r+1
[
j
j
]
,
R∗HR =
r⊕
j=1
Hj ⊕
s⊕
j=r+1
[
Hj
H∗j
]
,
where j contain the eigenvalues, Hj are blocks of compatible sizes, and a suitable
sorting of the eigenvectors is assumed. Let
Hj = PjjP∗j = H∗j for 1  j  r and Hj = PjjQ∗j for r + 1  j  s
be eigenvalue or singular value decompositions, respectively. Thenj are nonsingu-
lar real diagonal matrices and for r + 1  j  s their diagonal elements are positive.
Moreover, Pj and Qj are unitary. Hence, for
S = R
 r⊕
j=1
Pj |j |−1/2 ⊕
s⊕
j=r+1
[
Pj −1/2j
Qj −1/2j
]
the statement of the theorem holds, when again a suitable sorting is made. (The
operations on j are to be applied to its diagonal elements.) 
Now, let A ∈ Fn×n (be nonsingular and) admit a definite H-polar decomposition.
Then, according to Proposition 2.2, AHA must be diagonalisable and σ(AHA) ⊂
(0,∞). Thus an H-polar decomposition A = UM can be obtained with algorithm
(6.2) where M is also diagonalisable and has only positive eigenvalues. Moreover,
Theorem 6.2 gives the possibility to compute a nonsingular matrix S ∈ Fn×n such
that
S−1MS = J =
r⊕
j=1
[
λj Ipj
λj Iqj
]
and S∗HS = Z =
r⊕
j=1
[
Ipj
−Iqj
]
,
(6.3)
where λj > 0 for 1  j  r are the eigenvalues of M. For the matrices defined by
V = SZS−1 and K = SZJS−1 (6.4a)
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it is obviously true that M = VK and, using S−1 = ZS∗H, it can be verified that
V is an H-isometry and that K is H-selfadjoint. Furthermore, HK = (S−∗ZS−1)×
(SZJS−1) = S−∗JS−1 is positive definite, so that M = VK and thus also
A = (UV)K (6.4b)
are definite H-polar decompositions.
Algorithm 6.3. Let F = R or F = C and let A ∈ Fn×n admit a definite H-polar
decomposition. Then this decomposition can be computed with the following steps:
1. Compute the H-polar decomposition A = UM using (6.2).
2. Compute the simplified canonical form of the pair (M,H) using (6.3).
3. Compute the definite H-polar decomposition A = (UV)K using (6.4).
The algorithms also apply for computing (G,H)-polar decompositions. Indeed,
if G, H and A are as in Lemma 2.7, then every H-polar decomposition with σ(M) ⊂
C+ is also a G-polar decomposition and vice versa.6 Thus algorithm (6.2) applied to
A converges to a (G,H)-polar decomposition. If H is positive or negative definite,
then this decomposition A = UM or A = (−U)(−M), respectively, is also H-defi-
nite. However, if H is indefinite, then an H-semidefinite (G,H)-polar decomposition
must be obtained using Algorithm 6.3 applied to the blocks A1 and A2 which exist
according to Lemma 2.6. In fact, Example 2.10 shows, that in this case a definite
H-polar decomposition of A may not be a G-polar decomposition, too. In addition to
this, the following remarks are in order:
(a) Algorithm (6.2) represents the basic form of the Newton iteration. It may
be improved with factors for convergence acceleration analogously to [12,
Section 2].
(b) The H-orthogonalisation of the eigenspaces in Theorem 6.2 can also be per-
formed with generalisations of the Gram–Schmidt orthogonalisation method
as is described in [13, Method 3.24]. A sorting algorithm for the grouping of
the eigenvalues is also given there.
(c) A further algorithm for the computation of H-polar decompositions of matri-
ces A for which AHA is diagonalisable is given in [13, Method 3.25]. This
method is based on the computation of the simplified canonical form of the pair
(AHA,H) and is therefore not always stable if A is ill-conditioned. However,
it has the advantage, that it also applies to singular matrices.
In order to be able to assess the numerical properties of the methods, a corre-
sponding implementation was tested using the programming language C and double
precision floating point numbers. For this purpose the canonical forms
6 This statement also holds when ρH − G is a non-defective Hermitian pencil which can be shown
using a corresponding generalisation of Lemma 2.7.
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K =
[Jp(λ)
Jp(λ)
]
⊕ Jq(α)⊕ Jr (β), Z =
[
Zp
Zp
]
⊕ εαZq ⊕ εβZr ,
with λ ∈ C\R, α, β ∈ R\{0}, εα = +1, εβ = −1, p = q = r = 10, i.e. n = 40, were
specified to test algorithm (6.2), and the canonical forms
K =
4⊕
j=1
λj Ipj , Z = diagn(±1)
with λj ∈ R\{0}, pj = 10, i.e. n = 40, were specified to test Algorithm 6.3.
Using randomly chosen eigenvalues, transformations S ∈ Cn×n and Z-isometries
T ∈ Cn×n, test examples of the kind
A = S−1TKS, H = S∗ZS ∈ Cn×n
were constructed, always based on normally distributed random numbers from the
interval [−2, 2]. The magnitudes of the eigenvalues of K were at least 0.2. Finally,
H-polar decompositions UM or definite H-polar decompositions U′M′ = (UV)K of
the test matrices A were computed, whose numerical accuracy is estimated via the
residuals
rA = ‖A − UM‖, rM = ‖M∗H − HM‖, rU = ‖U∗HU − H‖
and the condition number cU = ‖U‖ ‖U−1‖, respectively.
We used the Gauss–Jordan method [18, Kapitel 4.2] for matrix inversion in algo-
rithm (6.2). The eigenvaluesj and eigenvectors R used in the proof of Theorem 6.2
were computed with the QR algorithm [8, Chapter 7.5] and the Hermitian eigenvalue
problem Hj = PjjP∗j , also contained in this proof, was solved with the symmetric
QR algorithm [8, Chapter 8.3].
The results of two statistical experiments with 50 repetitions are shown in Tables
1 and 2. There its is the number of iterations, µ the (empirical) mean value, σ 2 the
(empirical) variance and min/max specify the respective minimum and maximum
value. The machine accuracy and the tolerance parameter ε from (6.2) were given as
εmach ≈ 2.22 · 10−16 and ε = 10−8.
The tables show that the iteration in most cases required only between 6 and 8
steps. Taking into account that the residuals are absolute errors of 40 × 40 matri-
ces, both algorithms seem to be appropriate for computing the respective H-polar
decompositions.
Table 1
Results of a statistical experiment with algorithm (6.2)
m = 50 µ σ 2 min max 10µ
its 7.720 1.798 6 11 –
log rA −8.781 3.201 −11.434 −2.825 1.659e−09
log rM −8.667 1.060 −10.367 −6.249 2.152e−09
log rU −8.621 1.451 −10.664 −4.760 2.394e−09
log cU 4.812 1.523 3.203 8.874 64,916
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Table 2
Results of a statistical experiment with algorithm (6.3)
m = 50 µ σ 2 min max 10µ
its 6.313 0.262 5 7 –
log rA −9.230 1.616 −11.563 −5.982 5.884e−10
log rM ′ −7.693 1.131 −9.275 −4.667 2.029e−08
log rU ′ −7.492 1.002 −9.060 −4.424 3.222e−08
log cU ′ 4.637 0.568 3.505 6.804 43,316
7. Conclusions
Theorem 3.1 generalises a method for constructing vectors from given values of a
quadratic form, and Theorem 4.1 or Theorem 5.2, respectively, give solutions for the
Procrustes problems (4.1) and (5.1). These results constitute a foundation for multi-
dimensional scaling in an environment of indefinite scalar products. In preparation of
these investigations the concept of (G,H)-polar decompositions is introduced which
is particularly useful for solving the problem (5.1).
Moreover, the algorithm (6.2) for the numerical computation of H- or (G,H)-
polar decompositions is given. This method represents a basic approach which could
be refined in further research. With the extension to Algorithm 6.3 the practical solu-
tion of indefinite Procrustes problems is possible, too.
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