In this paper we propose a model that supports the emergence of conventions via multi-agent learning in social networks. In our model, individual agents repeatedly interact with their neighbours in a game called Ali Baba and the Thief. An agent learns its strategy to play the game using the learning rule imitate-the-best. We show that some conventions prescribing peaceful behaviours can emerge a er repeated interactions among agents inhabited in some social networks. Our experiments suggest that there are critical points of convention emergence in Ali Baba and the Thief. When the quotient of the amount of robbery and the initial utility is smaller than the critical point, the probability of convention emergence is high. The probability drops dramatically as long as the quotient is larger than the critical point.
Introduction
. This paper studies the emergence of conventions in a variant of the Hawk-Dove game that we call Ali Baba and the Thief. Conventions are a special type of norms related to coordination problems. According to UlmannMargalit ( ), conventions are "those regularities of behaviour which owe either their origin or their durability to their being solutions to recurrent (or continuous) coordination problems, and which, with time, turn normative". Conventions are used to guide the behaviour of humans in societies. Conformity to conventions reduces social frictions and facilitates cooperation. Conventions have also been extensively studied as a mechanism for coordinating interactions within multi-agent systems.
.
Conventions are defined using di erent terms in the literature, e.g. social laws, social conventions, social norms. Those terms have been used as synonyms, o en without clearly distinguishing between them (Sen & Sen ; Villatoro et al. ) . A distinction between conventions and social law is made in Shoham & Tennenholtz ( ), where a social law is a restriction on the set of actions available to agents. A social law that restricts the agents' behaviour to one particular action is called a convention. In Bicchieri ( ), convention is a notion weaker than social norm in the sense that:
• A convention is pattern of behaviour such that individuals prefer to conform to it on condition that they believe that most people in their relevant network conform to it;
• A social norm is a pattern of behaviour such that individuals prefer to conform to it on condition that:
-they believe that most people in their relevant network conform to it;
-most people in their relevant network believe they ought to conform to it.
Although it is not the objective of this paper to study the subtle di erence between conventions and other notions of norms, we prefer to use convention to term the pattern of behaviour emerged in Ali Baba and the Thief because we do not address the issue of oughtness in Ali Baba and the Thief, while norms are o en defined as concepts involving oughtness.
. In the normative multi-agent system (NorMAS) community, Shoham & Tennenholtz ( , ) distinguish two general approaches to the generation of conventions: online approaches and o line approaches. Online approaches (Shoham & Tennenholtz ; Sen & Airiau ; Morales et al. , ) aim at establishing agents with the ability to dynamically coordinate their activities, for example by reasoning explicitly about coordination at run-time or learning from the interaction with other agents. Online approaches may also be termed as the convention emergence approaches because conventions in these approaches are not designed by any legislator but come to exist by themselves in the process of agents' repeated interactions. The evolutionary game theoretical study of convention emergence in Alexander ( ) and Skyrms ( ), which are well-known in the philosopher's community, fall into this category. In contrast, o line approaches (Shoham & Tennenholtz ; van der Hoek et al. ; Ågotnes & Wooldridge ; Ågotnes et al. ) aim at developing a coordination device at design-time, and build this regulation into a system for use at run-time. O line approaches can be termed as the convention creation approaches because conventions in these approaches are created by system designers. The classical game theoretical study of conventions developed by social scientists (Vanderschraaf ; Gintis ) , in which conventions are viewed as correlated equilibrium and can be created by computing correlated equilibria, can be classified into this category.
There are arguments in favor of both approaches: online approaches are potentially more flexible, and may be more robust against unanticipated events, while o line approaches benefit from o line reasoning about coordination, thereby reducing the run-time decision-making burden on agents. This paper belongs to online approaches.
.
In Alexander (
) and Skyrms ( ), two features of convention emergence are emphasized: relatively simple learning processes and networked interactions. Both Alexander and Skyrms explore a variety of games such as the prisoner's dilemma and the stag hunt to illustrate the emergence of conventions in di erent situations. Though Skyrms uses the replicator dynamics occasionally, both of them tend to adopt simple learning rules like "imitate-the-best" because such rules are less cognitively demanding. Alexander justifies the use of these simple rules on the grounds that they are extremely simple to follow for agents of bounded rationality. The general methodology for studying the emergence of conventions in Alexander ( ) is the following:
. Identify a convention with a particular strategy in a two-player game.
. Use multi-agent learning to test whether a convention emerges as a result of the repeated play of the two-player game.
. Test convention emerge with di erent social networks.
. Two-player games studied in Alexander ( ) include prisoner's dilemma, stag hunt, cake cutting and ultimatum game. Alexander uses these games to analyze the emergence of conventions of cooperation, trust, f airness and retaliation respectively. In this paper we study the emergence of conventions of peace. We follow Alexander's general methodology but we study a game called Ali Baba and the Thief, which is not explored in Alexander ( ). We believe the study of di erent games is helpful in explaining di erent conventions.
. We propose Ali Baba and the Thief as a variant of the famous Hawk-Dove game . In this -player game, each agent has two strategies: Ali Baba and Thief. Each agent has initial utility x. If both agents choose Ali Baba, then their utility does not change. If they both choose Thief, then there will be a fight between them and they are both injured. The resulting utility is . If one chooses Ali Baba and the other chooses Thief, then Thief robs Ali Baba and the utility of the one who chooses Thief increases by d and the other one decreases by d, where 0 < d < x. We call d the amount of robbery. The payo matrix of this game is shown in Table . Using standard techniques of game theory we know that there are two pure Nash equilibria in this game: (Thief, Ali Baba) and (Ali Baba, Thief). However, we will show later in this paper that repeated play of this game will sometimes drive the players to (Ali Baba, Ali Baba) as a stable outcome.
. We identify a convention of peace with the strategy Ali Baba in the game Ali Baba and the Thief. In our model this game is repeatedly played by a given number of agents. Each agent adapts its strategy using a learning rule between di erent rounds of play. We say a convention has emerged in the population if: Table : Ali Baba and the Thief ( ) Every agent believes that all its neighbours will choose the action prescribed by the convention in the next round.
( ) Every agent believes that all its neighbours want it to choose the action prescribed by the convention.
. The above three criteria of convention emergence is a reformulation of Lewis' famous analysis of conventions: "Everyone conforms, everyone expects others to conform, and everyone has good reasons to conform because conforming is in each person's best interest when everyone else plans to conform" (Lewis ) . In our game, we are interested in the situation where all agents choose Ali Baba. This can be understood as no agent is willing to be Thief, which shows a convention saying "everyone is peaceful" has emerged.
.
Our main contribution in this paper is the discovery of critical points in convention emergence. Our experimental results suggest that when the quotient of the amount of robbery and the initial utility is smaller than the critical point, the probability of convention emergence is high. The probability drops dramatically as long as the quotient is larger than the critical point. To the best of our knowledge, such critical points have never been found in the literature of convention emergence.
. The structure of this paper is the following: in Section we review some background knowledge on learning in games. Then in Section we study how conventions emerge in Ali Baba and the Thief. Section summarizes this paper with suggestions of future work.
Background: Learning by Imitating the Best
. Imitate-the-best is a very natural and common learning rule in the modeling literature (Nowak & May ; Epstein ; Alexander ; Tsakas ). Compared to other learning rules in the literature (Fudenberg & Levine ) such as fictitious play and regret matching, imitate-the-best is less cognitively demanding and extremely simple to follow for agents of bounded rationality. According to this rule, at each round of play, every agent surveys the utility of its neighbours and adopts in the next round the strategy of the agent who does the best in this round, where "best" means "receives the highest utility". Here the neighbourhood is defined in the setting of a social network. A social network is a graph where every node in this graph is an agent and every edge connecting two agents means that the two agents are neighbours. Formally,
where N i is the set of all neighbours of agent i, u t j is the utility agent j received in round t and s t k is the pure strategy agent k adopts in round t.
.
It is also assumed that an agent will not switch its strategy unless it has some incentives to do so. If the best neighbours of an agent still managed to get lower utility than it, the agent will not switch its strategy. Ties between best neighbours are broken randomly. So, for example, if the highest utility in an agent's neighbourhood was obtained by agents following strategy s 1 , agent following strategy s 2 , and agents following strategy s 3 , that agent will adopt strategy s 1 with probability 2 5 , strategy s 2 with probability 1 5 , and strategy s 3 with probability 2 5 . An important aspect of this learning rule is that the agents discard most of the available information. They ignore whatever happened in the previous rounds and even from this round they take into account only the piece of information related to the most successful agent.
Ali Baba and the Thief
. In this section we study convention emergence in Ali Baba and the Thief. We use imitate-the-best as the rule of learning. We run simulations using the Netlogo platform. In all our experiments, we fix the population (nodes in the network) to be and set the initial utility x = 1000. We then study how the amount of robbery d changes the probability of convention emergence. The initial percentage of agents choosing Thief is set to be %. Over time, however, through agent-agent interactions, a bias toward Ali Baba spreads through the entire network until % of the population choose Ali Baba. If this happens, then we say that a convention specifying peaceful behaviour has emerged because:
. All agents are choosing and will continue to choose Ali Baba.
. All agents believe that most agents will choose Ali Baba in the next round. Here we conceive such belief is formed in the process of interactions: if an agent sees another agent keeping choosing a specific strategy for a long time, by default it believes that agent will keep choosing that strategy.
. Every agent believes that all its neighbours want it to choose Ali Baba. Indeed, every agent even knows that it is always beneficial for its neighbours that it chooses Ali Baba.
. However, this process may sometimes demonstrate complexity. Note that when all agents choose the same action at a round, they will choose that action forever because the learning rule they use is imitate-the-best. Therefore those rounds are stable (or absorbing) rounds.
. We are interested in studying how di erent network topologies a ect the emergence of conventions. In particular, we experiment with (a) lattice networks, (b) ring networks, (c) small world networks, (d) scale-free networks. Lattice and ring networks represent realistic situations where the agents are physically situated in space and are more likely to interact with other agents in their physical proximity. Small world and scale-free networks, on the other hand, characterize complex networks. If we pay attention to the topology of real networks in our life, we will find out that most of them have a very particular topology: they are complex networks (Adamic ) with non-trivial wiring schemes. The Internet is among the most prominent complex networks found in the real world. Complex networks are well characterized by some special properties, such as the connectivity distribution (either exponential or power-law) or the small-world property (Amaral et al. ) . Small world networks are highly clustered graphs with small characteristic path lengths. Scale-free networks represent situations where the node degrees of the network follow a power law distribution.
.
In each round of our simulation, every agent plays Ali Baba and the Thief with his neighbours one by one. Their utility in this round is the average utility of the plays with all their neighbours. At the end of a round, each agent compares its utility to all its neighbours. If the agent's utility is higher than all its neighbours, then the agent does not change its strategy in the next round. Otherwise the agent adopts the strategy chosen by its neighbour of highest utility. The stopping rule for our simulation is either all agent choose the same strategy, or the rounds of play reaches . We say the convention of peace emerges if the simulation stops with all agents choosing Ali Baba.
Lattice network .
Lattice networks are a special kind of social networks in which the connections between agents are defined spatially. Each agent is considered to be located at some cell on an -dimensional grid, and every cell in the grid is occupied by exactly one agent. In a lattice, every agent who does not live in the boundary has exactly neighbours. As it is show in Figure , the agent in blue has grey neighbours surrounding him. Figure : A -dimensional lattice The data of our experiment on lattice networks is recorded in Table . We let the amount of robbery d vary from to . We run the simulation for times for each d ∈ {200, 400, 600, 800}.
. In general, our experiments show that when the amount of robbery is high, the probability of convention emergence is low whereas the probability of the emergence of all-Thief equilibrium is high. When the amount of robbery decreases, the probability of convention emergence quickly increases. When d is less than , the convention "everyone is peaceful" emerges for certain. Intuitively, we can imagine that there are two neighbouring agents (agent a and b) who are Ali Babas and all their other neighbours are Thieves. Those agents who choose Thief will o en meet another thief and receive utility close to . Although a and b will frequently meet a thief as well, but since they are choosing Ali Baba, their utility will be close x − d. When d is relatively small, a and b are the best neighbours for each other and doing better than all their other neighbours. Therefore other agents will mimic a and b and the convention will eventually emerge.
.
Some readers may think that the convention of peace is not stable because the best response to having only Ali Babas in one's neighbourhood is to turn into a Thief. This intuition is, however, not true. According to imitatethe-best, an agent does not calculate its best response, but imitate its best neighbour. Therefore even though Thief is the best response for an agent surrounded by Ali Babas, it is does not mean the agent will adopt Thief in the next round.
. Note that there is a leap of the probability of convention emergence from d = 600 to d = 400. We are curious about such a leap. To have a better understanding we perform a second experiment in which the amount of robbery varies from to . The existence of such a leap in the lattice network can be explained as follows. Assume x = 1000, d = 500. Suppose in round t an agent i chooses Thief and of its neighbours also choose Thief while other neighbours choose Ali Baba. The utility of agent i in round t is u t i = (0 + 0 + 0 + 1500 + 1500 + 1500 + 1500 + 1500)/8 = 937.5. For i's neighbour j who chooses Ali Baba, in the best case the uitility of j in round t is u t j = (500 + 1000 + 1000 + 1000 + 1000 + 1000 + 1000 + 1000)/8 = 937.5. Therefore according to the learning rule imitate-the-best, i will keep choosing Thief in round t + 1. This explains why the state shown in Figure is a stable state. In this figure, there is a red zone of thieves in which each thief is neighboured by exactly thieves. When x = 1000, d = 500, none of these thieves would change to Ali Baba and none of the Ali Babas would change to Thief. Therefore this is a stable state (in which not all agents choose Ali Baba and not all agents choose Thief). The existence of such states explains why the probability of convention emergence drops dramatically in the lattice model when d ≥ 500. 
Ring network .
We also examine ring networks, where nodes are connected in a ring. We consider rings in which each node is linked to all other nodes within a certain distance δ, the neighbourhood size. In our experiments we set δ = 2. Just like in the lattice model, in our experiments on ring networks, we set the population to be , the initial utility x = 1000 and study how the amount of robbery d changes the probability of convention emergence. The data of our simulations are recorded in Table . Amount of robbery (d) Probability of convention emergence . . . . Table : Ring, x = 1000, d = 400, . . . , 700
.
Our experiment shows that the probability of convention emergence increases when the amount of robbery decreases. Note that there is also a leap of the probability of convention emergence from d = 700 to d = 600. To have a better understanding we perform more experiments to find the critical points. The results of those experiments are presented in Table and . Those data confirm the existence of critical points. For ring networks, the critical point is reached when Table : Ring, x = 1000, d = 620, . . . , 680
. The critical point of ring networks can be partially explained as follows. Suppose there is a sequence of agents, denoted them from le to right as {−4, −3, −2, −1, 0, 1, 2, 3, 4}. Suppose agent 0 and all agents larger than 0 choose Thief and all other agents choose Ali Baba. Then the utility for agent 0 is u 0 = (2x + 2d)/4. Moreover 
Small world network .
The principal merit of lattice and ring networks is that they work well for modeling social networks in which the social relations are associated with the spatial positions of the agents. For social systems in which the relevant relations are not associated with spatial position, other networks need to be developed.
. A lot of social networks are well characterized by the small-world property, which says that any two agents in the network are connected by a short sequence of friends, family and acquaintances. A small-world network is a type of graph in which most nodes are not neighbours of one another, but most nodes can be reached from every other node by a small number of edges. We choose the small-world network provided by the NetLogo models library.
Amount of robbery (d) Probability of convention emergence . . . . . Table : Small world, x = 1000, d = 100, . . . , 500
. Just like in the lattice and rings networks, in our experiments on small world networks, we set the population to be , the initial utility x = 1000 and study how the amount of robbery d changes the probability of convention emergence. The data of our simulations are recorded in Table . Amount of robbery (d) Probability of convention emergence . . . . Table : Small world, x = 1000, d = 220, . . . , 280
.
Our experiment again shows that the probability of convention emergence increases when the amount of robbery decreases. Now a leap of the probability of convention emergence takes place from d = 300 to d = 200.
More experiments are performed and the results are presented in Table and . Those data confirm the existence of critical points. For small world networks, the critical point is d x ≈ 0.26. Due to the complexity of small world networks, we have no analytic explanation of the existence and the exact value of the critical point yet.
Scale-free network .
Lots of complex networks have the scale-free property: the connectivity of the network follows a power law distribution. This means that the network has a small number of nodes which have a very high connectivity. Table : Scale free, x = 1000, d = 100, . . . , 500
However, most of the nodes in the network are sparsely-connected. Two examples that have been studied extensively are the collaboration of movie actors in films and the co-authorship by mathematicians of papers.
In our experiments on scale-free networks, we again set the population to be and the initial utility to be x = 1000. The data of our simulations are recorded in Table . In contrast to other networks, there is no critical point in scale-free networks. Instead, there is a critical interval (from d = 300 to d = 200) in which the probability of convention emergence drops rather fast. Within the critical interval, there are butterfly e ects in the sense that 2% change in the amount of robbery causes 20% of change in the probability of convention emergence.
Amount of robbery (d) Probability of convention emergence . . . . Table : Scale free, x = 1000, d = 220, . . . , 280
Summary and Future Work
. In this paper we propose a model that supports the emergence of conventions via multi-agent learning in social networks. In our model, individual agents repeatedly interact with their neighbours in a game called Ali Baba and the Thief. An agent learns its strategy to play the game using the learning rule imitate-the-best. We show that some conventions prescribing peaceful behaviours can emerge a er repeated interactions among agents inhabited in some social networks. Our experiments suggest that there are critical points of convention emergence in Ali Baba and the Thief. Those critical points are summarized in Table . When the quotient of the amount of robbery and the initial utility is smaller than the critical point, the probability of convention emergence is high. The probability drops dramatically as long as the quotient is larger than the critical point. In the future we will include noise in our learning rule and study the stochastic stability of the convention emergence. We are also interested in studying the problem of convention emergence for agents using some other learning rules such as fictitious play and highest cumulative reward. Shoham & Tennenholtz ( ) proposes a reinforcement learning approach based on the highest cumulative reward rule to study the emergence of conventions. According to this rule, an agent chooses the strategy that has yielded the highest reward in the past iterations. The history of the strategies chosen and the rewards for each strategy are stored in a memory of a certain size. Their experiments show that the rate of updating strategy and interval between memory flushes had a significant impact on the e iciency of convention emergence. In the future, we will investigate whether critical points still exist if agents adopt highest cumulative reward as their learning rule in Ali Baba and the Thief.
