2018b). They allow predicting species responses to environmental variation, even if the trait-55 environment relationship is derived from data in which the species of interest were rare or even 56 absent (Lavorel & Garnier 2002; Funk et al. 2017 ). However, the selection and testing of 57 relevant traits and environmental variables from data is statistically challenging, because they 58 lack a common observation unit: traits are observed on species, environmental variables on sites, 59 and the mediating abundances on species-site combinations. 60
A main issue in all statistical approaches to assess trait-environment association is the number of 61 statistical units (points)? Figure 1 shows three standard methods: Community Weighted Mean 62 Regression (CWM), the multilevel model, and the fourth corner correlation. In the popular 63 CWM, there are as many points as there are sites (n) (Figure 1a ). In the model-based analysis 64 proposed by , i.e. the second multilevel model (MLM2) described in a recent 65 paper by Miller et al. (2018b) , there are as many points as there are species (m). This is 66 illustrated in Figure 1b in which the species-specific regression coefficients with respect to the 67 environmental variable are plotted against the trait. Finally, the fourth-corner correlation, a 68 weighted correlation between trait and environmental variable, can be displayed as a plot of 69
n×m points corresponding to all species-site combinations (Figure 1c ). Plots like in Figure 1 are 70 useful, because they allow users to more easily contrast and understand the differences among 71 current methods. It is worth noting that all three methods use all the available data, but in some 72 way or another the points not represented are either averaged out or, in the case of the fourth-73 corner correlation, not yet calculated. For instance, MLM2 allows for the prediction and 74 simulation of abundances from the model in order to construct a graph like Figure 1a . However, 75 the n points so calculated do not play a role in the statistical inference, i.e. the assessment of the 76 trait-environment association. 77
It was clear from the inception of the fourth-corner correlation (Legendre, Vivien 1997), as well as its multivariate extensions (Dolédec et al. 1996; ter Braak, milauer & 79 Dray 2018b) , that the statistical inference should not be based on n×m independent points, but on 80 n points and/or m points by permuting sites and/or species. Dray and Legendre (2008) argued 81 that assessing trait-environment association requires both the trait and the environmental variable 82 to be linked to the abundance data. They used two types of random permutations to do so; i) one 83 of species; to test the link between trait and abundance, and ii) one of sites; to test the link 84 between environment and abundance. Each yields a p-value, and both should be significant to 85 reject the null hypothesis of no trait-environment association, as argued by ter Braak et al. (2012) 86 on the basis of the theory of sequential testing (Goeman & Solari 2010) . The validity of this so-87 called pmax , or max test, requires the sites-and the species-level tests to both independently 88 control the Type I error rate, i.e. to not reject the null hypothesis more often than set by the 89 nominal level of the test. This requirement implies, for example, that the test statistic not be 90 sensitive to any main effects of traits or environmental variables but is sensitive to their 91 interaction. The fourth-corner correlation satisfies this requirement in the Poisson log-linear 92 model, as its square is the Rao score test statistic on interaction (ter Braak 2017), thereby 93 underpinning the simulation results in the Appendix of Peres-Neto et al. (2017) . A score test is 94 asymptotically equivalent to the more common likelihood ratio test (LRT), but easier to compute 95 (Yee 2015) . However, it should be noted that the max test is not limited to the fourth corner At this point, it is still not clear whether MLM2 with its m points ( Figure 1b ) is a valid method 110 for detecting and selecting traits that interact with particular environmental variables. Does the 111 statistical machinery of generalized linear mixed models (GLMM) prevent Type I error rate 112 inflation? Is the scatter of the random species-specific effects around the line a sufficient basis 113 for inference? Should there also be site-level effects as in MLM2(glm) or can the model be 114 extended with site-specific random effects that allow a plot like Figure 1a 
(1) 212 with fixed effects in Greek, and random effects and noise in Latin; � � denotes the overall 213 intercept, � � the species-specific intercept accounting for differential abundance among species 214 irrespective of their traits, � � * and � � * the regression coefficients with respect to the trait and 215 environmental variable that may depend on site and species, respectively, and finally, � �� * the 216 observation level deviation or error term that can carry more structure than independence if 217 needed. If � � * � � � and � � * � � � , then Equation (1) is a main effects only model, but in general 218 the coefficients b * and c * may be site-and species-specific, respectively. Trait-environment 219 association is introduced by submodels that are linear in e and t, 220
where � � and � � are intercepts and � �� � and � �� �� are slopes with respect to �� � � and �� � �, 223 respectively; � � and � � are the errors in these submodels, taken to be independent with variances 224 � � � and � � � , respectively. It should be noted that this can be generalized to account for spatial and 225 phylogenetic (auto)correlation (Li & Ives 2017; Ovaskainen et al. 2017) . Figure 3 shows these 226 models for the example data. Finally, the observation level error is modelled as 227
with � � the site-specific error, which accounts for unobserved site-level variables that influence 229 all species in the same way, and with � �� a remainder error term. Insertion of these submodels 230
into Equation (1) gives the MLM3 model: 231 method, when reality is the same as for the MLM3 model with parameters from the fit to the 303 Revisit data using a beta binomial response distribution. Despite this, MLM2 had higher 304 rejection rates than MLM3. Because it had an inflated Type I error rate, it is displayed for � �� � 305 0.1 only and removed from further consideration. As data were simulated under MLM3, MLM3 306 showed the highest power, closely followed by N2-CWM/SNC regression. The other WA-based 307 methods also showed relatively good statistical power. 308 Discussion 310 311 This paper introduces two new methods for statistical analysis of trait-environment association, 312 N2-weighted CWM/SNC regressions and MLM3. The permutation-based max tests using these 313 methods provide strong statistical evidence for a C:N-TMG association in the Revisit data (Table  314 1). In the simulation study, the permutation-based max test using N2-weighted regressions had 315 about the same power as the parametric Wald test using MLM3 (Figure 3 ). This demonstrates 316 that the max test does not have low overall power per se; its validity and power depends on the 317 underlying site-level and species-level tests. The parametric Wald test and the non-parametric 318 max test based on this Wald test yield similar p-values for MLM3 applied to the Revisit data 319 (Table 1) . It is time-consuming to apply the max test with MLM3 in a simulation study, but I 320 expect that its power is like that of the MLM3 Wald test in Figure 3 
on this basis. 321
This paper argues that MLM3 is the minimal GLMM model to evaluate statistically the 322 importance of trait-environment association, including its statistical significance. MLM2 simply 323 uses the wrong error term to judge significance resulting in too many false positives. The reason 324 is that the importance of a fitted line must be evaluated in view of the scatter. In the MLM3 325 model, there are two such fitted lines (Figure 3; Equations 2a and 2b) . Nevertheless, no such 326 model has been proposed previously. Without the t-e interaction term in Equation (4) (� �� � 0), 327 the random site-and species-slopes with respect to t and e are unsupervised estimates and show a 328 relation with e and t, if there is one (Figure 3: black points) . With the interaction term included 329 (� �� estimated from the full data), the relation gets stronger (Figure 3 : red points). Note that more 330 terms may be needed: nonlinear main effect terms, and submodels that account for the fact that 331 the {� � } and {� � } may not be independent because of spatial and phylogenetic correlations 332 among sites and species, respectively. Table 1 used 499  364 permutations. More permutations are not needed as power increases only slightly with higher 365 numbers of permutations (Hope 1968 ). Although desirable, currently, there is no valid non-366 parametric bootstrap test yet for crossed random effect models. 367 MLM3 and the WA-based methods give very similar results in this data. This does not need 368 necessarily hold true for other data, e.g. data where species have differential niche widths (Jamil, 369 Kruk & ter Braak 2014). Miller et al. (2018b) showed that the fourth-corner correlation can have 370 severely inflated Type I error rates in a logit model. They demonstrated thus in a scenario where 371 main effects are large (more than twice the size in the Revisit data) and the variance components 372 are small (the most important variance component is that of the species-specific response to the 373 environment which was reduced by a factor of >50). The inflation in this scenario emphasises the 374 fact that interaction is link-dependent (ter Braak et al. 2017). For example, main effects with a 375 log-linear link are multiplicative on the count scale and thus interact in a model with identity link 376 (advocated by Clark (2016) ). For binomial data, the logit and complementary log-log link-377 functions may differ somewhat. The squared fourth-corner correlation is a score test for 378 interaction in the Poisson log-linear model (ter Braak 2017); the score test in the logit-model 379 remains to be investigated. The max test only guarantees that the abundances are trait-and 380 environment-related, but not that the trait and environment interact. It is the test statistic that 381 should take care of the latter in being sensitive to the interaction and insensitive to main effects. 382
The p-value of the Wald test MLM3 is likely a better test statistic in this respect than any of the 383 WA-based test statistics; but this advantage comes at a computational cost. 384
With highly variable data, an easy approach, warned against by Warton et al. (2016) , is to 
