We propose an algorithm for solving a special class of mixed-integer bilevel linear programs (MIBLPs). The MIBLPs studied in this work involve continuous and integer variables in both upper-and lower-level programs. In addition, we consider upper-level constraints that involve lower-level variables. We assume that the inducible region is nonempty and all variables are bounded. The MIBLP is first converted into an equivalent single-level optimization problem.
Introduction
We present an algorithm for solving a special class of mixed-integer bilevel linear programs 
In formulation (P0), there is an ambiguity when multiple lower-level optimal solutions exist [1] . In the optimistic (or weak) formulation, the upper-level program selects the couple ( )
that is optimal for the upper-level objective function [2] . In the pessimistic (or strong) formulation, the upper-level program selects the worst case scenario in the set of rational solutions ( )
, l l x y [3] . In this paper, the optimistic formulation is treated. Without loss of generality, the lower-level program in (P0) can be converted into a minimization problem by changing the sign of the lowerlevel objective function.
Bilevel programs [4] , including MIBLPs, are frequently utilized to model Stackelberg games in game theory [5, 6] . MIBLPs are intrinsically challenging to solve, and the use of mixed-integer linear programming (MILP) algorithms for solving MIBLPs is not straightforward [7] [8] [9] . Although MIBLPs can be solved using some general-purpose mixed-integer bilevel nonlinear program (MIBNLP) algorithms, only some small-scale problems are reported in the literature and their computational efficiencies in solving large-scale MIBLP problems are to be justified [10] [11] [12] [13] . Most existing MIBLP algorithms are proposed to handle special classes of (P0), such as integer bilevel linear programs [14] , MIBLPs with special constraint structures [15] , MIBLPs without continuous upper-level variables [7, 16, 17] , and/or MIBLPs without continuous lower-level variables [18, 19] .
Recently, Fischetti et al. [20, 21] introduced a new general-purpose algorithm for MIBLPs based on a branch-and-cut framework, where new classes of valid inequalities and effective preprocessing procedures are introduced. Additionally, Zeng and An [22] proposed an algorithm for solving MIBLPs with continuous and integer variables in both upper-and lower-level programs.
However, their formulation did not consider upper-level constraints that involve lower-level variables (called connecting constraints [23] in what follows).
In this work, we extend the algorithm in [22] to solve MIBLPs in the form of (P0). The proposed algorithm has four features: First, we consider continuous and integer variables in both upper-and lower-level programs, along with connecting constraints. Second, we develop a novel projection-based formulation to deal with the issue of relatively complete response. This point will be further explained in Section 4.2. Third, we employ a different master problem and different subproblems compared to those in [22] . Lastly, we prove that our algorithm will finitely terminate with the correct output.
The rest of the paper is organized as follows. A brief literature review is given in Section 2.
We provide the preliminaries in Section 3. We describe the reformulation procedure in Section 4.
The decomposition algorithm is presented in Section 5. We discuss several implementation issues in Section 6. A number of computational examples are presented in Section 7. We conclude the article in Section 8.
Literature review
A variety of approaches have been proposed to solve MIBLP problems in the literature. Moore and Bard [8, 24] proposed the first branch-and-bound algorithms for MIBLPs. Dempe [18] and Hemmati and Smith [15] proposed a cutting plane approach. Saharidis and Ierapetritou [25] proposed an algorithm based on Benders decomposition. DeNegre and Ralphs [14] presented a branch-and-cut algorithm. Köppe et al. [19] proposed a parametric integer programming algorithm.
Recently, Xu and Wang [7] developed an exact algorithm based on the branch-and-bound framework. Fischetti et al. [20, 21] introduced new classes of linear inequalities to be embedded in a branch-and-cut framework. Poirion et al. [26] proposed a cut-generation algorithm and row-andcolumn generation framework. Zeng and An [22] proposed a reformulation and decomposition algorithm. These algorithms have been proposed to handle different classes of MIBLP problems.
This work contributes to solving a class of MIBLPs in the form of (P0).
The relevant literature also includes studies on bilevel nonlinear programs (BNLP) and MIBNLP. Edmunds and Bard [27] proposed a branch-and-bound algorithm for MIBNLPs. Gümüş and Floudas [10] proposed a vertex polyhedral convex hull representation. Faísca et al. [28] and Domínguez and Pistikopoulos [12] employed parametric programming approaches. Mitsos et al.
[11] and Mitsos [29] proposed bounding algorithms for global optimization of BNLP and MIBNLP problems. Kleniati and Adjiman [30, 13] proposed branch-and-sandwich algorithms for solving BNLP and MIBNLP problems. Based on the computational performances reported in the literature mentioned above, the computational performance of existing MIBNLP algorithms in solving medium to large MIBLP problems needs to be further tested.
Algorithms have also been proposed for solving other types of relevant programs, including min-max programs [31, 32, 9] , semi-infinite programs [33] [34] [35] , and generalized semi-infinite programs [36] [37] [38] . However, there is no direct relationship between the proposed algorithm and these algorithms. It is worth mentioning that there is a large body of literature on heuristic and meta-heuristic algorithms for bilevel optimization problems [39, 40] , which is out of the scope of this work. Notably, the proposed solution algorithm in this work has been successfully implemented in multiple bilevel supply chain optimization problems. Both the viability and computational efficiency of this algorithm has been well tested.
Preliminaries
In this section, we introduce some definitions and an assumption that will be used in the algorithm.
Definition 1
We denote Ω :
x y x y A x A y B x B y r Q x Q y P x P y s x y x y
the MIBLP constraint region.
Definition 2 For any given ( )
the lower-level feasible region. 
Definition 3 For any given ( )
the lower-level rational reaction set.
Definition 4
We denote IR:
the inducible region, which represents the feasible region at the upper-level program.
Hence, a more general definition for (P0) can be: [41] [42] [43] , we are interested in the infimum of the objective function and ϵ-optimal solutions [22] . In this work, we do not explicitly consider the cases of unboundedness and infeasibility.
Reformulations

Optimal value reformulation
To eliminate the aforementioned ambiguity regarding the existence of multiple lower-level optimal solutions (i.e., the rational reaction set ( )
is composed of multiple solutions), we reformulate the optimistic MIBLP (P0) using an optimal value transformation [44] , as given below. 
Projection-based single-level formulation
It is a standard approach to reduce bilevel programs to equivalent single-level programs [48] [49] [50] [51] . In the case that the lower-level program is a linear program (LP), one can replace the lowerlevel program with its corresponding Karush-Kuhn-Tucker (KKT) conditions. However, the maximization problem in (P2) is an MILP, which is non-convex and cannot be replaced by the KKT conditions directly. To handle this issue, we can reformulate (P2) through enumeration.
Definition 5
We denote Proj l y Ω :
, , with , , ,
x y x x y x y
the projection of the constraint region on the space of lower-level integer variables, which represents the collection of all admissible l y .
We can separate the continuous and integer variables in the lower-level program and restructure the right-hand-side of (14) as follows:
w x w y w y w x P x s P y Q x Q y x
Because the second maximization problem in (17) is an LP, we can replace it with the KKTconditions, thus having the following equivalent form:
where the ⊥ (perpendicular) operator enforces the perpendicularity condition between the vectors on the left-and right-hand sides, i.e., that their element-by-element product is equal to zero. 
, ,
It may seem that (P3) is equivalent to (P2). However, this is not always true. As epitomized by the following example, (P3) can be infeasible even when (P2) is feasible. 
It is easy to see that the upper-level optimal solution is ( ) ( ) 
( )
, 1 1 ,
, 2 2 ,
where (31) - (35) (40) . Hence, formulation (P3) is not equivalent to (P2). As noted in [22] , this issue is caused by the lack of relatively complete response property in (Q0).
Definition 6 We denote
x y x y x y x y (42) s.t.
Taking ( (36) - (40) ] (46) Next, we generalize the equivalent reformulation from (Q0) to (Q2).
,
x y x Q x Q y P x s P y P y x y x
With Definitions 8 and 9, we propose a projection-based formulation (P4), which is equivalent to (P0) even when (P0) does not have the relatively complete response property. 
In formulation (P4), constraint (49) indicates that constraints (20) - (24) 
Theorem 1 The projection-based single-level formulation (P4) is equivalent to the original MIBLP problem (P0).
Proof Since it has been shown that (P0) is equivalent to (P2) [22, 11] , we now prove (P4) is also equivalent to (P2). It is sufficient to show constraint (49) is equivalent to (14) since the other constraints and the objectives are the same in both problems.
x y x y     be a feasible solution to (P2), we then have
w y w x w y P x P y s Q x Q y x y
with ,
Only the constraints ( (52) to (50), we can show that ( )
x y x y     is also feasible to (P2) because KKT conditions are both necessary and sufficient for optimality for LPs. We have shown above that any feasible solution to (P2) is feasible to (P4), and vice versa. In addition, the objectives of (P2) and (P4) are the same. Hence, problems (P2) and (P4) are equivalent to each other. that help the algorithm converge as early as possible. 
Algorithm
Master problem
s.t. (12), (13), and (15)
is a relaxation of problem (P4). Since this is a minimization problem, * k Θ is a valid lower bound to problem (P4).
Subproblem 1
x y be the optimal solution of (P5) in iteration k, we employ the following problem (P6) to find an optimal solution to the lower-level program at ( )
where ( ) denote the optimal solution to (P6) in iteration k.
Subproblem 2
Considering the existence of multiple optimal solutions to the lower-level program at ( ) , min
s.t. (56) and (57) , 
Decomposition algorithm
Based on the master problem (P5) and the two subproblems (P6) and (P7), the proposed decomposition algorithm is summarized below.
Algorithm. Projection-based reformulation and decomposition algorithm 1
Step 1 (Initialization) 2
Step 2 (Lower Bounding) 4 Solve problem (P5). 5
Denote the optimal solution as ( ) is a relaxation of problem (P0) in all iterations, (P5) is guaranteed to be feasible.
Remark 2
The first subproblem (P6) is always feasible. We know that at any given iteration k, the optimal solution to (P5) ( )
will be feasible to (P6).
Remark 3
The decomposition algorithm provides a series of non-decreasing lower bounds. For
. Hence, the master problem (P5) in iteration k is a relaxation of that in iteration k+1. that the first subproblem is feasible. However, the second subproblem could be infeasible.
Convergence
We first consider the case where the second subproblem (P7) is feasible, so that 1 ,* l l y is obtained in step 5. The proof for this case is similar to that in [22] . We further assume that 
s.t. 
x y x y x y x y
, the following constraint will be imposed in problem (P5) in iteration 1 6. Implementation
KKT-condition-based tightening constraints
As suggested by [22, 29] , the master problem (P5) can be tightened by introducing the following KKT-conditions related to the lower-level program at given ( ) 
s.t. (12), (13), (15), and (54)
Given that , which might not be available from any fixed , l j L y Y ∈ . As mentioned in [22, 29] , the KKT-condition-based tightening constraints (74) -(77) help reduce the number of iterations and computational time. Therefore, unless otherwise stated, we consider KKT-condition-based tightening constraints in the decomposition algorithm for all numerical studies in this work.
Projection and indicator constraint
In this subsection, we present an alternative representation for ( ) ( 
, , 0, ,
Approximations
Indicator constraint
Constraint (82) cannot be handled by off-the-shelf solvers directly. In this work, we take advantage of the special language feature -indicator constraints 1 in GAMS 24.4 [52] . We introduce a binary variable (12), (13), (15), (54), (74) - (77), (79), (80), (83) 
where ε is a very small positive number (e.g., 10 imposed. Note that the case 0
T j e t ε < < is excluded. Hence, formulation (P10) is an approximation of (P9).
Linearization of complementary constraints
In this work, we linearize all complementary constraints in KKT conditions by using the big-M formulation and introducing a binary variable for each complementary constraint [1] . For example,
where f and g are two arbitrary equations; M is a large positive number; and δ is the binary variable for complementary constraint 0 0 f g ≤ ⊥ ≥ . It is noted that there are other approaches in handling such complementarity constraints [53] [54] [55] [56] [57] . We choose the big-M formulation because applying it to (P10) results in a single-level MILP with indicator constraints, which can be handled by CPLEX 12.
Assuming that ε is chosen sufficiently small and M is chosen sufficiently large, the proposed algorithm will converge to the optimal solution in finite iterations. In case that the infimum may not be attainable [19] , the proposed algorithm converges to ε -optimal solutions. Interested readers are referred to [22] for more details.
Computational examples
Three examples are presented in this section. We employ Example 1 to verify our algorithm by comparing with the only publicly accessible MIBLP library at the time of writing this paper.
Note that the results cannot reflect the full features of the proposed algorithm, because these instances do not include upper-level continuous variables and the parameters are all assumed to be integral. We then employ Example 2 to test our algorithm on MIBLPs in the form of (P0). Example 3 involves a case study on hierarchical supply chain planning, which demonstrates the applicability of our algorithm in solving practical problems. More illustrative examples are provided in the Appendix.
All computational experiments are performed on a PC with an Intel® Core™ i5-2400 CPU @ 3.10GHz and 8.00 GB RAM. All models and solution procedures are coded in GAMS 24.4 [58] .
The resulting MILP problems are solved with CPLEX 12. The indicator constraints are programmed using the GAMS/CPLEX option files [52] . The CPLEX solver options are set as 
Example 1
In this example, we test the proposed algorithm on the small-and medium-size instances in [7] . The computational results are presented in Table 1 The instances are put in the same order as that in [7] . seconds to solve. Another observation is that the proposed algorithm usually converges in a few number of iterations. We can see that all instances are solved within 4 iterations. From Table 1, we can see that the proposed algorithm is comparable with the branch-and-bound algorithm in [7] .
For certain instances the proposed algorithm is faster, e.g., Xu_Wang _120_10; but for some instances the branch-and-bound algorithm in [7] is faster, e.g., Xu_Wang_220_10. This is because different MILP subproblems are solved, and different solution approaches are used. 
Example 2
In this subsection, we test the proposed algorithm on randomly generated instances.
Parameters for these instances are generated as follows. s is within [10, 110] . For each level of T n , ten random instances are generated. The detailed inputs to the GAMs code for generating computational instances are provided in the Appendix D.
The model statistics and computational performances corresponding to the 50 instances are summarized in Table 2 instances take about an average of 1 hour to solve. Furthermore, we observe that the computational time varies significantly even for problems of the same scale. For example, instance (miblp_300_1) takes 2 seconds to solve, while instance (miblp_300_10) takes about 50 minutes to solve. Another observation is that the algorithm usually converges in a few number of iterations. We can see that 49 out of the 50 instances are solved within 3 iterations, demonstrating the efficiency of the KKT-condition-based inequalities. The exception is instance (miblp_20_10) which is solved in 10 iterations due to its complexity. 5  5  2  8  2  10  miblp_100_1  25  25  20  30  1  1  miblp_100_2  26  24  26  24  1  1  miblp_100_3  27  23  23  27  1  2  miblp_100_4  25  25  24  26  1  2  miblp_100_5  21  29  27  23  1  2  miblp_100_6  30  20  28  22  1  2  miblp_100_7  32  18  20  30  2  2  miblp_100_8  19  31  17  33  7  2  miblp_100_9  21  29  25  25  9  3  miblp_100_10  22  28  28  22  13  3  miblp_200_1  53  47  51  49  1  1  miblp_200_2  48  52  45  55  1  1  miblp_200_3  48  52  46  54  7  2  miblp_200_4  40  60  58  42  19  2  miblp_200_5  42  58  57  43  19  2  miblp_200_6  55  45  49  51  87  2  miblp_200_7  53  47  51  49  243  2  miblp_200_8  51  49  49  51  268  2  miblp_200_9  52  48  52  48  349  2  miblp_200_10  48  52  51  49  595  2  miblp_300_1  73  77  83  67  2  1  miblp_300_2  80  70  68  82  2  1  miblp_300_3  69  81  73  77  17  2  miblp_300_4  76  74  79  71  209  2  miblp_300_5  74  76  77  73  264  2  miblp_300_6  79  71  75  75  290  2  miblp_300_7  78  72  73  77  432  2  miblp_300_8  82  68  68  82  437  2  miblp_300_9  75  75  79  71  1,713  2 50 [2,9] U × . The capacity consumption ratio (a(i,j)) is generated as a ratio of two uniformly generated parameters, given as 0.1 [7, 12] The model statistics and computational performances corresponding to the 35 instances are summarized in Table 3 Iterations  hscp_6_6_1  6  6  1  2  hscp_6_6_2  6  6  1  2 hscp_6_6_3  6  6  2  2  hscp_6_6_4  6  6  2  2  hscp_6_6_5  6  6  3  3  hscp_6_8_1  6  8  1  2  hscp_6_8_2  6  8  1  2  hscp_6_8_3  6  8  1  2  hscp_6_8_4  6  8  2  2  hscp_6_8_5  6  8  102  3  hscp_8_8_1  8  8  1  2  hscp_8_8_2  8  8  1  2  hscp_8_8_3  8  8  2  2  hscp_8_8_4  8  8  2  2  hscp_8_8_5  8  8  2  2  hscp_8_10_1  8  10  2  2  hscp_8_10_2  8  10  3  2  hscp_8_10_3  8  10  5  2  hscp_8_10_4  8  10  6  3  hscp_8_10_5  8  10  39  4  hscp_10_10_1  10  10  1  2  hscp_10_10_2  10  10  7  2  hscp_10_10_3  10  10  18  2  hscp_10_10_4  10  10  22  3  hscp_10_10_5  10  10  214  3  hscp_10_12_1  10  12  4  2  hscp_10_12_2  10  12  8  2  hscp_10_12_3  10  12  9  2  hscp_10_12_4  10  12  9  2  hscp_10_12_5  10  12  117  3  hscp_12_12_1  12  12  18  2  hscp_12_12_2  12  12  36  2  hscp_12_12_3  12  12  1,016  4  hscp_12_12_4  12  12  1,214  2  hscp_12_12_5  12  12 2,625 4
Conclusions
A reformulation and decomposition algorithm was proposed for solving a class of MIBLP problems. We assumed that the inducible region was nonempty and all variables had finite bounds, which guaranteed that an MIBLP is feasible and has an optimal solution. An equivalent projection- at step 6, we add the following constraint to master problem (P5):
In iteration 2 l = we solve master problem (P7) to obtain ( ) ( ) 
Appendix B: Toy example 2
The following example is adapted from [23] . We use toy example 2 to demonstrate how the is infeasible, at step 6 we add the following constraint to master problem (P5):
In iteration 1 l = we solve master problem (P5) to obtain ( ) ( ) x y = ; the second subproblem (P7) is infeasible; at step 6 we add a set of KKTcondition-based inequalities to master problem (P5).
In iteration 1 l = we solve master problem (P5) to obtain ( ) The solution procedure above takes a total of 3 iterations. If the KKT-condition-based tightening constraints (74) - (77) are not used, the algorithm takes a total of 5 iterations. Therefore, it is shown that the KKT-condition-based tightening constraints help reduce the number of iterations and computational time.
Appendix D: Inputs for generating computational examples
The following Table 4 provides the inputs to the GAMS code for generating computational instances corresponding to example 2. We note that seed is the factor used to generate random parameters, std. stands for the standard deviation used when generating R m , Z m , R n , and Z n .
Table 4
Inputs to the GAMS code for generating computational instances in example 2.
Instance seed 0.5nT std. miblp_20_1  1  10  2  miblp_20_2  4  10  2  miblp_20_3  1000  10  2  miblp_20_4  7  10  2  miblp_20_5  20  10  2  miblp_20_6  84  10  2  miblp_20_7  96  10  2  miblp_20_8  5678  10  2  miblp_20_9  79  10  2  miblp_20_10  892miblp_100_10  789  50  5  miblp_200_1  7  100  5  miblp_200_2  377  100  5  miblp_200_3  1065  100  5  miblp_200_4  29  100  5  miblp_200_5  89  100  5  miblp_200_6  95  100  5  miblp_200_7  232  100  5  miblp_200_8  46  100  5  miblp_200_9  48  100  5  miblp_200_10  693  100  5  miblp_300_1  10  150  5  miblp_300_2  2  150  5  miblp_300_3  236  150  5  miblp_300_4  36  150  5  miblp_300_5  25  150  5  miblp_300_6  867  150  5  miblp_300_7  999  150  5  miblp_300_8  777  150  5  miblp_300_9  239  150  5  miblp_300_10  388  150  5  miblp_400_1  965  200  5  miblp_400_2  479  200  5  miblp_400_3  374  200  5  miblp_400_4  69  200  5  miblp_400_5  988  200  5  miblp_400_6  999  200  5  miblp_400_7  111  200  5  miblp_400_8  389  200  5  miblp_400_9  7374  200  5  miblp_400_10  10  200  5 In the following Table 5 , we provide the inputs to GAMS for generating instances in example 3 from (hscp_6_6_1) through (hscp_12_12_5).hscp_6_6_1  6  6  41257601  230  hscp_6_6_2  6  6  9782  230 hscp_6_6_3  6  6  18654  230  hscp_6_6_4  6  6  3342  250  hscp_6_6_5  6  6  22  260  hscp_6_8_1  6  8  22555  320  hscp_6_8_2  6  8  3611  350  hscp_6_8_3  6  8  527  300  hscp_6_8_4  6  8  91  300  hscp_6_8_5  6  8  19123  360  hscp_8_8_1  8  8  8688  250  hscp_8_8_2  8  8  9651  300  hscp_8_8_3  8  8  1752  280  hscp_8_8_4  8  8  87422  250  hscp_8_8_5  8  8  436  250  hscp_8_10_1  8  10  57275355  400  hscp_8_10_2  8  10  7296453  450  hscp_8_10_3  8  10  72964  430  hscp_8_10_4  8  10  288174  500  hscp_8_10_5  8  10  2  450  hscp_10_10_1  10  10  796  300  hscp_10_10_2  10  10  8910  400  hscp_10_10_3  10  10  23  350  hscp_10_10_4  10  10  294  370  hscp_10_10_5  10  10  7955  320  hscp_10_12_1  10  12  89765  500  hscp_10_12_2  10  12  47  400  hscp_10_12_3  10  12  9364875  450  hscp_10_12_4  10  12  76563  500  hscp_10_12_5  10  12  3254336  400  hscp_12_12_1  12  12  818  650  hscp_12_12_2  12  12  97  350  hscp_12_12_3  12  12  2689  500  hscp_12_12_4  12  12  9434  480  hscp_12_12_5  12  12  463  290 Appendix E: Hierarchical supply chain planning model
In this section, we present the bilevel model formulation of the hierarchical supply chain planning problem adapted from [59] . Before the model is presented, we first give the notations used in the model. The principal firm's objective (E.1) is to minimize the sum of the plant opening cost, the production line opening cost, and the opportunity cost of over-setting production capacities.
Constraint (E.2) enforces that the use of resources does not exceed their availabilities. Although only one type of resource is considered in this model, it can be easily extended to include multiple types of resources by adding an index for resources. Constraint (E.3) imposes a limitation on plant capacity. The lower-level objective function (E.5) is to minimize the operational costs, including the cost related to production capacity consumption, the fixed charge cost, and transportation costs for shipping products from auxiliary plants to the principal firm. Constraint (E.6) indicates that the demands must be fully satisfied. Constraint (E.7) indicates that production should not exceed capacity. Constraint (E.8) suggests that no product can be produced if the plant is not opened.
Constraint (E.9) indicates that no product can be produced if the production line is not opened.
Constraints (E.4) and (E.10) are non-negative and binary constraints for upper-and lower-level decision variables. In this problem setting, the principal firm first determines which plant to open ( i Y ) and the capacity to install ( i Cap ). Then the auxiliary plants determine which production line to use ( ij Z ) and the production level of each product ( ij X ).
