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THE HESSIANS OF THE COMPLETE AND
COMPLETE BIPARTITE GRAPHS AND ITS
APPLICATION TO THE STRONG LEFSCHETZ
PROPERTY
AKIKO YAZAWA
Abstract. We consider the Hessian matrix of the weighted gener-
ating function for spanning trees. We call it the Hessian matrix of
a graph. In this paper, we show that the Hessians of the complete
and the complete bipartite graphs do not vanish by calculating the
eigenvalues of the Hessian matrix of the graphs. As an application,
we show the strong Lefschetz property for the Artinian Gorenstein
algebra associated to the graphic matroids of the complete and
complete bipartite graphs with at most five vertices.
1. Introduction
In [5], Maeno and Numata introduced algebras Q/JM and AM for
a matroid M to give an algebraic proof of the Sperner property for
the lattice L(M) consisting of flats of M . The algebra Q/JM is iso-
morphic to the vector space with basis as vector spaces. The algebra
AM is defined to be the quotient algebra of the ring of the differential
polynomials by the annihilator of the base generating function of M .
By definition, the algebra AM is an Artinian Gorenstein algebra. They
show that Q/JM has the strong Lefshetz property in the narrow sense
(see Definition 4.1 for the definition, see also [2]) if and only if the
lattice L(M) is modular, and that Q/JM = AM if and only if L(M) is
modular. In [3], for a simple matroidM with rank r and the ground set
E, Huh andWang introduced a graded algebra B∗(M) =
⊕r
p=0B
p(M),
which is isomorphic to Q/JM . They show that the multiplication map
×Lr−2p : Bp(M)→ Br−p(M)
is injective for p ≤ r
2
and L =
∑
i∈E yi.
Maeno and Numata conjectured that the algebra AM has the strong
Lefschetz property for an arbitrary matroidM in an extended abstract
[4] of the paper [5]. In this paper, we discuss the strong Lefschetz
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property of the Artinian Gorenstein algebra AM for graphic matroids
of the complete and the complete bipartite graphs.
Let us recall the definition of AM in the case of a graphic matroids.
Let Γ be a connected graph with N edges. Define BΓ to be the set of
spanning trees in Γ. Then the graphic matroid M(Γ) of Γ is a matroid
whose ground set is the set E(Γ) of edges Γ and whose basis set is the
set BΓ of spanning trees in Γ. We assign the variable xi to each edge i
of Γ. For the graph Γ, we define the weighted generating function FΓ
for spanning trees in Γ by
FΓ =
∑
T∈BΓ
∏
e∈E(T )
xe.
Then AM(Γ) is K[x1, . . . , xN ]/Ann(FΓ) (see Section 4 for the definition
of Ann(FΓ)).
There is a criterion for the strong Lefschetz property of a graded
Artinian Gorenstein algebra (see Theorem 4.3 for the detail). Roughly
speaking, a graded Artinian Gorenstein algebra A =
⊕s
k=0Ak has the
strong Lefshetz property if and only if the determinants of the kth
Hessian matrices of the algebra do not vanish for all k, where the kth
Hessian matrix is obtained from a linear basis for the homogeneous
space Ak of degree k.
Now we define the matrix HΓ by
HΓ =
(
∂
∂xi
∂
∂xj
FΓ
)
i,j∈E(Γ)
for a connected graph Γ. We call HΓ the Hessian matrix of the graph
Γ and detHΓ the Hessian of the graph Γ. If the determinant of HΓ
does not vanish, then the set of all variables is a linear basis for the
homogeneous space of degree one. Hence the Hessian matrix of the
graph coincidences with the first Hessian matrix of the algebra AM(Γ).
In this paper, we will show that the determinants of the Hessian ma-
trices of the complete and complete bipartite graphs do not vanish by
calculating the eigenvalues. The main results imply the strong Lef-
schetz property of the Artinian Gorenstein algebra corresponding to
the graphic matroid of the complete graph and the complete bipartite
graph with at most five vertices.
This article is organized as follows: In Section 2, we will calculate
the eigenvectors and eigenvalues of some block matrices. Then we will
compute the Hessians of the complete graph and the complete bipartite
graph in Section 3. In Section 4, we will discuss the strong Lefschetz
property of the algebra AM corresponding to a graphic matroid.
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2. The eigenvectors and eigenvalues of block matrices
In this section, we give the eigenvectors and eigenvalues of some
block matrices. We consider three kinds of block matrices C,D and
M(A, λ,d) (Theorems 2.5, 2.9 and 2.11).
Let l ∈ Z, d = (d1, d2, . . . , dl), and δ = d1 + d2 + · · ·+ dl. Let A
ij be
a di × dj matrix. We consider the δ × δ matrix A defined by
A =
(
Aij
)
1≤i,j≤l
with the di × dj matrix A
ij.
Lemma 2.1. Let Aijvj = a¯ijvi and A¯ = (a¯ij)1≤i,j≤l. If (wi)1≤i≤l ∈
Cl is an eigenvector of A¯ belonging to the eigenvalue λ, then x =
(wivi)1≤i≤l ∈ C
δ satisfies Ax = λx.
Proof. Since (wi)1≤i≤l is the eigenvector of A¯ belonging to λ,
A¯ (wi)1≤i≤l = λ (wi)1≤i≤l .
The ith row of the equation implies that
(
a¯i1 a¯i2 · · · a¯il
)


w1
w2
...
wl

 = λwi
for all i. Since Aijvj = a¯ijvi,
w1A
i1
v1 + w2A
i2
v2 + · · ·+ wlA
il
vl = a¯i1w1vi + a¯i2w2vi + · · ·+ a¯ilwlvi
= (a¯i1w1 + a¯i2w2 + · · ·+ a¯ilwl)vi
=

(a¯i1 a¯i2 · · · a¯il)


w1
w2
...
wl



vi
= λwivi
for all i. Hence
Ax =


A11 A12 · · · A1l
A21 A22 · · · A2l
...
...
. . .
...
Al1 Al2 · · · All




w1v1
w2v2
...
wlvl


=

w1A
11
v1 + w2A
12
v2 + · · ·+ wlA
1l
vl
...
w1A
l1
v1 + w2A
l2
v2 + · · ·+ wlA
ll
vl


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= λ


w1v1
w2v2
...
wlvl


= λx.

Remark 2.2. The vector x may be equal to the zero vector 0δ of size
δ. Hence the vector x may not be an eigenvector of A.
Let Cn be the square matrix

0 1
0 1
. . .
. . .
0 1
1 0


of size n. Let ζn be the nth primitive root of unity. Then the eigenvalues
of Cn are 1, ζn, ζ
2
n, . . . , ζ
n−1
n . Let zn,k be an eigenvector of Cn belonging
to the eigenvalue ζkn. Note that zn,k is also an eigenvector of (Cn)
t
belonging to the eigenvalue ζktn .
Let In be the identity matrix of size n, and Jmn the all-one matrix
of size m× n. For an n×n matrix X , χX(t) denotes the characteristic
polynomial det(tIn −X) of X in the variable t, and X
(1) denotes the
first row of X . Note that the product X(1)zn,k is a complex number.
Lemma 2.3. Let A be an n × n cyclic matrix. The vector zn,k is an
eigenvector of A belonging to the eigenvalue A(1)zn,k. Hence
χA(t) =
n−1∏
k=0
(t− A(1)zn,k),
detA =
n−1∏
k=0
A(1)zn,k.
We obtain the following from Lemma 2.3
Lemma 2.4. Let α, λ ∈ C and A = αJnn+ λIn. The vector zn,0 is an
eigenvector of A belonging to the eigenvalue λ+nα. For 1 ≤ k ≤ n−1,
the vector zn,k is an eigenvector of A belonging to the eigenvalue λ.
Hence
χA(t) = (t− λ)
n−1(t− (λ+ nα)),
detA = λn−1(λ+ nα).
Now we consider the block matrices C,D and M(A, λ,d).
First we consider the case where d = (n, . . . , n) and each block is
cyclic. Let us consider the block matrix C whose blocks are n×n cyclic
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matrices. Let C be (C ij)1≤i,j≤l, C
ij an n× n matrix for each i, j, and
c
(k)
ij an eigenvalue of C
ij associate with an eigenvector zn,k. For C and
0 ≤ k ≤ n− 1, we define the l × l matrix C¯(k) by
C¯(k) =
(
c
(k)
ij
)
1≤i,j≤l
.
Theorem 2.5. Let (wi)1≤i≤l ∈ C
l be an eigenvector of C¯(k) belonging
to the eigenvalue λ. Then (wizn,k)1≤i≤l ∈ C
nl is an eigenvector of C
belonging to λ. Hence
χC(t) =
n−1∏
k=0
χC¯(k)(t),
detC =
n−1∏
k=0
det C¯(k).
Proof. Since zn,k is a nonzero vector for any k, the vector (wizn,k)1≤i≤l
is also a nonzero vector. Since C ij is cyclic, it follows from Lemma 2.3
that C¯(k) satisfies the assumption in Lemma 2.1. 
Next we consider the case where d = (2n, 2n, . . . , 2n, n). Let D be
the block matrix D = (Dij)1≤i,j≤l. We assume that D
ij is a 2n × 2n
cyclic matrix if 1 ≤ i, j ≤ l − 1 and that Dll is an n× n cyclic matrix.
Moreover we assume that
Dil =
(
Xi
Xi
)
, Dlj =
(
Yj Yj
)
(1)
for 1 ≤ i, j ≤ l − 1, where Xi and Yj are n× n cyclic matrices.
For 0 ≤ k ≤ 2n− 1, we define the l× l matrix D¯(k) = (d
(k)
ij )1≤i,j≤l as
follows: If k is even, then we define
d
(k)
ij =
{
(Dij)(1)z2n,k if 1 ≤ j ≤ l − 1,
(Dij)(1)zn, k
2
if j = l.
If k is odd, then
d
(k)
ij =
{
(Dij)(1)z2n,k if 1 ≤ j ≤ l − 1,
0 if j = l.
Lemma 2.6. Let 0 ≤ k ≤ 2n− 1 and k be even. Let (wi)1≤i≤l ∈ C
l be
an eigenvector of D¯(k) belonging to the eigenvalue λ. Then

w1z2n,k
...
wl−1z2n,k
wlzn, k
2

 ∈ C2(l−1)n
is an eigenvector of D belonging to λ.
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Proof. Now the matrix D satisfies the equation (1), and we have
z2n,k =
(
zn, k
2
zn, k
2
)
.
Hence Lemmas 2.1 and 2.3 imply Lemma 2.6. 
Lemma 2.7. Let 0 ≤ k ≤ 2n− 1 and k be odd. Let w = (wi)1≤i≤l be
an eigenvector of D¯(k) belonging to the eigenvector λ. If the vector w
is linearly independent of the vector(
0l−1
1
)
,
then 

w1z2n,k
...
wl−1z2n,k
0n

 ∈ C2(l−1)n
is an eigenvector of D belonging to λ.
Proof. It can be also shown by Lemmas 2.1 and 2.3. 
Remark 2.8. The vector (
0l−1
1
)
is an eigenvector of D¯(k) belonging to the eigenvalue zero. The eigen-
vector, however, does not induce an eigenvector of D. See also Remark
2.2.
Theorem 2.9 follows from Lemmas 2.6 and 2.7
Theorem 2.9. The characteristic polynomial of D is
χD(t) =
( ∏
k:even
χD¯(k)(t)
)(∏
k:odd
1
t
χD¯(k)(t)
)
=
1
tn
2n−1∏
k=0
χD¯(k)(t).
Finally we consider the block matrixM(A, λ,d). For a square matrix
A of size l, d = (d1, d2, . . . , dl), and λ = (λ1, λ2, . . . , λl), we define
T (A,d) = (aijJdidj )1≤i,j≤l,
D(λ,d) =


λ1Id1 0
λ2Id2
. . .
0 λlIdl

 .
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We define the square matrix M(A, λ,d) of size d1 + · · ·+ dl by
M(A, λ,d) = T (A,d) +D(λ,d).
We define also the square matrix M¯(A, λ,d) of size l by
M¯(A, λ,d) = diag(d1, . . . , dl)A+ diag(λ1, . . . , λl),
where diag(x1, . . . , xl) is the diagonal matrix with entries x1, . . . , xl.
Lemma 2.10. Let λ = (λ1, . . . , λl), d = (d1, d2, . . . , dl), and δ = d1 +
d2 + · · ·+ dl.
(1) Let i ∈ { 1, 2, . . . , l }. Let 1 ≤ k ≤ di − 1. We suppose that
wi = 1 and that for j ∈ { 1, 2, . . . , l } \ { i } , wj = 0. The vector(
wjzdj ,k
)
1≤j≤l
∈ Cδ is an eigenvector of M(A, λ,d) belonging
to the eigenvalue λi.
(2) If (wi)1≤i≤l ∈ C
l is an eigenvector of M¯(A, λ,d) belonging to
the eigenvalue µ, then
(
wizdj ,0
)
1≤i≤l
∈ Cδ is an eigenvector of
M(A, λ,d) belonging to the eigenvalue µ.
Proof. Let A = (aij). Since 1 ≤ k ≤ di−1, it holds that ζ
k
di
6= 1. Hence
aijJdidjzdj ,0 = 0di .
Therefore the claim (1) follows from Lemmas 2.1 and 2.4. It follows
that
aijJdidjzdj ,0 = djaijzdi,0
for i 6= j, and that
(aiiJdidi + λiIdi) zdi,0 = (diaii + λi)zdi,0
for all i. Then the claim (2) follows from Lemma 2.1. 
Theorem 2.11 follows from Lemma 2.10.
Theorem 2.11. For a matrix A of size l, λ = (λ1, . . . , λl) and d =
(d1, d2, . . . , dl), we have
χM(A,λ,d)(t) = χM¯(A,λ,d)(t)
l∏
i=1
(t− λi)
di−1,
detM(A, λ,d) = det M¯(A, λ,d)
l∏
i=1
λdi−1i .
3. Main results
In this section, we will compute the Hessian matrices of the complete
graph and the complete bipartite graph. We define H˜Γ to be the special
value ofHΓ at xi = 1 for all i. Note that (i, j)-entry in H˜Γ is the number
of the spanning trees including edges i, j. First we compute the number
of spanning trees containing the edges. Next we compute det H˜Γ by
theorems in Section 2.
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Terms of graphs in this section follows mainly [1].
3.1. The Hessian of the complete graph. Here we compute the
Hessians of the complete graphs (Theorem 3.3).
Let n ≥ 3. The (i, j)-entry in H˜Kn is the number of trees including
edges i, j in Kn with n vertices. Moon gave the following formula for
the number of trees containing some edges.
Theorem 3.1 (Moon [7]). Let F be the forest with k connected com-
ponents. The number of the trees with n vertices containing F is
nk−2
k∏
i=1
ji,
where ji is the number of vertices of each component of F .
Let H˜Kn = (hij). It follows from Theorem 3.1 that
hij =


0 (i = j),
3nn−4 (#i ∩ j = 1),
4nn−4 (#i ∩ j = 0).
We can prove the following.
Proposition 3.2. The eigenvalues of 1
nn−4
H˜Kn are −2, −n and 2n(n−
2). The dimensions of the eigenspaces associate with −2, −n and
2n(n− 2) are
(
n
2
)
− n, n− 1 and 1, respectively.
Proposition 3.2 implies Theorem3.3.
Theorem 3.3. Let n ≥ 3. Then the determinant of H˜Kn is
(−1)(
n
2)−12(
n
2)−nnn+(
n
2)(n−4)(n− 2).
Hence the Hessian detHKn does not vanish for n ≥ 3.
Now we prove Proposition 3.2. Let n ≥ 3. We define a(e, e′) by
a(e, e′) =


0 (e = e′),
3 (#(e ∩ e′) = 1),
4 otherwise,
for e, e′ ∈ E(Kn).
Let V (Kn) = { 0, 1, . . . , n− 1 }. We consider a group action on
V (Kn) as follows: Let G be the cyclic group generated by σ of the
order n. For a vertex of Kn, define
σ(i) = i+ 1 (mod n).
The action of G on V (Kn) induces an action on E(Kn) by
σ { i, j } = { σ(i), σ(j) }
for { i, j } ∈ E(Kn).
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Consider the case where n is odd. Let n = 2l + 1. For 1 ≤ i, j ≤ l,
we define
C ij =
(
a(σkei, σ
k′ej)
)
0≤k,k′≤n−1
,
C =
(
C ij
)
1≤i,j≤l
,
where ei = { 0, i } ∈ E(Kn). Note that C
ij is an n × n cyclic matrix
by the definition of the action. Since
E(Kn) =
l⊔
i=1
{
σkei
∣∣ 0 ≤ k ≤ n− 1 } ,
the matrix nn−4C is H˜Kn. Let us calculate eigenvalues of C by Theorem
2.5. For 0 ≤ k ≤ n− 1, let
C¯(k) =
(
(C ij)(1)zn,k
)
1≤i,j≤l
.
First we consider the case where 1 ≤ k ≤ n− 1.
Lemma 3.4. Let 1 ≤ k ≤ n− 1. Then
C¯(k) − (−2)Il =
(
−ξiξ
′
j
)
1≤i,j≤l
,
where
ξi =
∑
v∈ei
ζvkn ,
ξ′j =
∑
v∈ej
ζ−vkn
for all i, j. Moreover the rank of C¯(k) − (−2)Il is one.
Proof. We fix k and compute (C ij)(1)zn,k. First we consider the case
where ei 6= ej . The edges ei and σ
lej share their vertices if and only if
l = 0, l = i, j + l = 0, and j+ l = i. Since ei 6= ej , there does not exist
l such that ei = σ
lej. Hence if l ∈ { 0, i,−j, i− j }, then
a(ei, σ
lej) = 3,
and if l /∈ { 0, i,−j, i− j }, then
a(ei, σ
lej) = 4.
Therefore
(C ij)(1)zn,k = 3(
∑
l∈{ 0,i,−j,i−j }
ζkln ) + 4(
∑
l /∈{ 0,i,−j,i−j }
ζkln )
= −1− ζkin − ζ
−kj
n − ζ
k(i−j)
n
= −ξiξ
′
j.
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Next we consider the case where ei = ej . The edges ei and σ
lei share
their vertices if and only if l = 0, l = i and l + i = 0. If l = 0, then
a(ei, ei) = 0,
if l = i or l = −i, then
a(ei, σ
lei) = 3.
Hence if l /∈ { 0, i,−i }, then
a(ei, σ
lei) = 4.
Therefore
(C ij)(1)zn,k = 0ζ
0
n + 3(
∑
l∈{ i,−i }
ζkln ) + 4(
∑
l /∈{ 0,i,−i }
ζkln )
= −4− ζkin − ζ
−ki
n
= −ξiξi − 2.
We have
C¯(k) − (−2)Il = (−ξiξj)1≤i,j≤l
= −

ξ1...
ξl

(ξ1 · · · ξl) .
Hence the rank of C(k) − (−2)Il is one.

Next we obtain all eigenvalues of C¯(k) for 1 ≤ k ≤ n−1 by computing
the trace of C¯(k).
Lemma 3.5. For 1 ≤ k ≤ n − 1, the eigenvalues of C¯(k) are −2 and
−n. The dimensions of the eigenspaces of C¯(k) associate with −2 and
−n are l − 1 and 1, respectively.
Proof. The trace of C¯(k) is
l∑
i=1
−ξiξ
′
i =
l∑
i=1
(−4− ζkin − ζ
−ki
n )
= −4l + 1
= −4
n− 1
2
+ 1
= −2n+ 3.
Therefore it follows from Lemmas 2.5 and 3.4 that the eigenvalues of
C¯(k) are −2 and −n, and the dimensions of the eigenspaces of C¯(k)
associate with −2 and −n are l − 1 and 1, respectively. 
Similarly, we obtain the consequence in the case where k = 0.
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Lemma 3.6. The eigenvalues of C¯(0) are −2 and 2n(n − 2). The
dimensions of the eigenspaces of C¯(0) associate with −2 and 2n(n− 2)
are l − 1 and 1, respectively.
We obtain the following result by Theorem 2.5, and Lemmas 3.5 and
3.6.
Lemma 3.7. The eigenvalues of C are −2, −n and 2n(n − 2). The
dimensions of the eigenspaces of C associate with −2, −n and 2n(n−2)
are
(
n
2
)
− n, n− 1 and 1, respectively.
Next we consider the case where n is even. Let n = 2l. We define
the matrix Dij by
Dij =


(
a(σkei, σ
k′ej)
)
0≤k,k′≤n−1
for 1 ≤ i, j ≤ l − 1,(
a(σkei, σ
k′ej)
)
0≤k≤n−1
0≤k′≤l
for 1 ≤ i ≤ l − 1, j = l,(
a(σkei, σ
k′ej)
)
0≤k≤l
0≤k′≤n−1
for i = l, 1 ≤ j ≤ l − 1,(
a(σkei, σ
k′ej)
)
0≤k,k′≤l
for i = j = l,
and the block matrix D by D = (Dij)1≤i,j≤l. Note that the matrix
nn−4D is H˜Kn since
E(Kn) =
(
l−1⊔
i=1
{
σkei
∣∣ 0 ≤ k ≤ n− 1 }
)
⊔
{
σkel
∣∣ 0 ≤ k ≤ l } .
For 0 ≤ j ≤ l−1, the (1, k) entry and (1, k+ l) entry in the (l, j) block
satisfy
a(el, σ
kej) = a(σ
lel, σ
kej)
= a(σlσlel, σ
lσkej)
= a(el, σ
k+lej).
For 0 ≤ i ≤ l− 1, the (i, l) block also satisfies the assumption (1) since
D is a symmetric matrix. Hence the matrix D in this section satisfies
the assumption of the matrix D in Section 2.
Let us calculate eigenvalues of D by Lemmas 2.6 and 2.7. For 0 ≤
k ≤ 2n− 1, we define the l× l matrix D¯(k) = (d
(k)
ij )1≤i,j≤l as follows: If
k is even, then we define
d
(k)
ij =
{
(Dij)(1)zn,k if 1 ≤ j ≤ l − 1,
(Dij)(1)zl, k
2
if j = l.
If k is odd, then we define
d
(k)
ij =
{
(Dij)(1)zn,k if 1 ≤ j ≤ l − 1,
0 if j = l.
First we consider the case where 1 ≤ k ≤ 2n− 1.
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Lemma 3.8. Let 1 ≤ k ≤ 2n− 1. Then
D¯(k) − (−2)Il =
(
−ξiξ
′
j
)
1≤i,j≤l
,
where
ξi =
∑
v∈ei
ζvkn
for all i, and
ξ′j =
{∑
v∈ej
ζ−vkn if 1 ≤ j ≤ l − 1,
1
2
∑
v∈ej
ζ−vkn if j = l.
Moreover the rank of D¯(k) − (−2)Il is one.
Proof. Let k be even. We compute the entries (Dij)(1)zn,k, (D
il)(1)zl, k
2
and (Dll)(1)zl, k
2
in D¯(k).
First we consider the case where 1 ≤ j ≤ l − 1. In this case we can
show the Lemma in the same way as Lemma 3.4.
Next let us consider the case where 1 ≤ i ≤ l − 1 and j = l. We
compute (Dil)(1)zl, k
2
for 1 ≤ i ≤ l − 1. In this case j = −j. The edges
ei and σ
sel share their vertices if and only if s = 0, s = i. Since ei 6= el,
there does not exist s such that ei = σ
sel. Hence if s ∈ { 0, i }, then
a(ei, σ
sel) = 3,
and if s /∈ { 0, i }, then
a(ei, σ
sel) = 4.
Therefore
(Dil)(1)zl,k = 3(
∑
s∈{ 0,i }
ζksl ) + 4(
∑
s/∈{ 0,i }
ζksl )
= −1 − ζkil
= −ξiξ
′
l.
Finally we consider the case where i = j = l. If s = 0, then
a(el, σ
sel) = 0.
If s 6= 0, then el and σ
sel do not share their vertices. Hence if s 6= 0,
then
a(es, σ
sel) = 4.
Therefore
(Dll)(1)zl,k = 0 · ζ
0
l + 4(
l−1∑
s=1
ζskl )
= −4
= −ξlξ
′
l − 2.
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Let k be odd. The lth column of D¯(k) is the zero vector by definition.
On the other hand, since k is odd, ζ lkn = −1. Hence ξ
′
l = 0.
Similarly to Lemma 3.4, we can show that the rank of D¯(k)− (−2)Il
is one. 
Lemma 3.9. Let 1 ≤ k ≤ 2n − 1 and k be even. The eigenvalues
of D¯(k) are −2 and −n. The dimensions of the eigenspaces of D¯(k)
associate with −2 and −n are l − 1 and 1, respectively.
Proof. The trace of D¯(k) is
l−1∑
i=1
−ξiξ
′
i − 4 =
l−1∑
i=1
(−4− ζkin − ζ
−ki
n )− 4
= −4(l − 1) + 2− 4
= −4l + 2
= −2n+ 2.
Therefore it follows from Lemmas 2.6 and 3.8 that the eigenvalues of
D¯(k) are −2 and −n, and the dimensions of the eigenspaces of D¯(k)
associate with −2 and −n are l − 1 and 1, respectively. 
Lemma 3.10. Let 1 ≤ k ≤ 2n − 1 and k be odd. The eigenvalues
of D¯(k) are −2, −n and 0. The dimensions of the eigenspaces of D¯(k)
associate with −2, −n and 0 are l − 2, 1 and 1, respectively.
Proof. Similarly to Lemma 3.9, we compute the trace of D¯(k) and apply
Lemma 2.7 and Remark 2.8. 
Similarly, we obtain the consequence in the case where k = 0.
Lemma 3.11. The eigenvalues of D¯(0) are −2 and 2n(n − 2). The
dimensions of the eigenspaces of D¯(0) associate with −2 and 2n(n− 2)
are l − 1 and 1, respectively.
We obtain the following result by Theorem 2.9, and Lemmas 3.9,
3.10 and 3.11.
Lemma 3.12. The eigenvalues of D are −2, −n and 2n(n− 2). The
dimensions of the eigenspaces of D associate with −2, −n and 2n(n−2)
are
(
n
2
)
− n, n− 1 and 1, respectively.
On combining Lemma 3.7 with Lemma 3.12, we obtain Proposition
3.2.
3.2. The Hessian of the complete bipartite graph. Here we com-
pute the Hessians of the complete bipartite graphs (Theorem 3.16).
For a graph Γ, we define the degree matrix DΓ to be a diagonal
matrix indexed by vertices of Γ whose entries are degrees of vertices.
We also define the adjacency matrix AΓ to be a matrix indexed by
vertices of Γ whose (i, j)-entry is the number of edges with the ends
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vi and vj . Note that the entries in AΓ are one or zero for a simple
graph Γ. We define the Laplacian matrix LΓ by LΓ = DΓ−AΓ. For an
arbitrary graph, we have the theorem which is the number of spanning
trees in the graph. See [1, Theorem 6.3] for the detail.
Theorem 3.13 (The matrix-tree theorem). Every cofactor of LΓ is
equal to the number of spanning trees in Γ.
For a graph Γ and an edge e with ends v, v′ of Γ, we define the
contraction Γ/e to be the graph obtained by removing the edge e from
Γ and by putting v in v′. Let e, e′ be edges of Γ. Then (Γ/e)/e′ =
(Γ/e′)/e. We write Γ/e, e′ to denote (Γ/e)/e′.
Let e be an edge of a graph Γ. If we apply the matrix-tree theorem
to the graph Γ/e, then we obtain the number of spanning trees in Γ
including the edge e.
Let X = { 0′, 1′, . . . , (m− 1)′ } and Y = { 0, 1, . . . , n− 1 }. We con-
sider the complete bipartite graph Km,n = KX,Y . Theorems 2.11 and
3.13 implies the following.
Lemma 3.14. Let hij be the number of spanning trees containing the
edges i, j, i 6= j of Km,n. Then
hij =


nm−3mn−3m(2m+ n− 2) if i ∩ j ∈ X,
nm−3mn−3n(2n+m− 2) if i ∩ j ∈ Y ,
nm−3mn−3(m+ n)(m+ n− 2) otherwise.
Proof. The Laplacian matrix LKm,n is
M
((
0 −1
−1 0
)
, (n,m), (m,n)
)
.
The number of spanning trees including edges i, j is every cofactor of
the graph obtained by contraction edges i, j of Km,n. If i∩ j ∈ X , then
the Laplacian matrix LKm,n/i,j is
M (A, (0, n,m), (1, m− 1, n− 2)) ,
where
A =

2m+ n− 4 −2 −1−2 0 −1
−1 −1 0

 .
It follows from Proposition 2.11 that the (1, 1) cofactor of LKm,n/i,j is
−mn−3nm−3m(2m+ n− 2).
Similarly if i ∩ j ∈ Y , then the (1, 1) cofactor of LKm,n/i,j is
−nm−3mn−3n(2n+m− 2).
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Finally we consider the case of i ∩ j = ∅. Then the Laplacian matrix
LKm,n/i,j is
M (A′, (0, 0, n,m), (1, 1, m− 2, n− 2)) ,
where
A′ =


m+ n− 2 −2 −1 −1
−2 m+ n− 2 −1 −1
−1 −1 0 −1
−1 −1 −1 0

 .
By Proposition 2.11, the (1, 1) cofactor of LKm,n/i,j is
mn−3nm−3(m+ n)(m+ n− 2).

We can prove the following.
Proposition 3.15. Let m,n ≥ 1 and m + n ≥ 3. Then eigenvalues
of 1
mn−3nm−3
H˜Km,n are −2mn, −mn
2, −m2n and mn(m + n− 1)(m+
n − 2). The dimensions of eigenspaces of −2mn, −mn2, −m2n and
mn(m + n− 1)(m + n − 2) are (m − 1)(n− 1), n − 1, m − 1 and 1 ,
respectively.
Proposition 3.15 implies Theorem 3.16.
Theorem 3.16. Let m,n ≥ 1 and m + n ≥ 3. Then the determinant
of H˜Km,n is
(−1)mn−12(m−1)(n−1)m(mn−m−1)(n−1)n(mn−n−1)(m−1)
· (m+ n− 1)(m+ n− 2).
Hence the Hessian detHKm,n does not vanish.
Let us prove Proposition 3.15. We compute the eigenvalues of the
Hessian matrices of KX,Y = Km,n. For e, e
′ ∈ E(KX,Y ), we define
a(e, e′) by
a(e, e′) =


0 (e = e′),
m(2m+ n− 2) (e ∩ e′ ∈ X),
n(2n+m− 2) (e ∩ e′ ∈ Y ),
(m+ n)(m+ n− 2) otherwise.
We consider a group action to V (Km,n) as follows: Let G be the cyclic
group generated by σ of order n. Let{
σ(i′) = i′ for i′ ∈ X = { 0′, 1′, . . . , (m− 1)′ },
σ(i) = i+ 1 (mod n) for i ∈ Y = { 0, 1, . . . , n− 1 }.
The action of G on V (Km,n) induces an action on E(Km,n) by
σ { i′, j } = { σ(i′), σ(j) } = { i′, σ(j) }
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for i′ ∈ X and j ∈ Y . We define
C ij =
(
a(σkei, σ
k′ej)
)
0≤k,k′≤n−1
,
C =
(
C ij
)
0≤i.j≤m−1
,
where ei = { i
′, 0 } ∈ E(Km,n). Note that C
ij is an n× n cyclic matrix
by the definition of the action. We have
E(Km,n) =
m−1⊔
i=0
{
σkei
∣∣ 0 ≤ k ≤ n− 1 } .
Hence mn−3nm−3C is H˜Km,n by Lemma 3.14.
Let us calculate eigenvalues of C by Theorem 2.5. Let a = m(2m+
n−2), b = n(2n+m−2), c = (m+n)(m+n−2), A = aJnn+(−a)In,
and B = cJnn + (b − c)In. Then we have C
ij = A if i = j, otherwise
C ij = B. By Lemma 2.4, we obtain the eigenvalues of A and B. The
eigenvalues of A are (n − 1)a and −a. The dimensions of eigenspaces
of (n− 1)a and −a are 1 and n− 1, respectively. The eigenvalues of B
are b+(n−1)c and b− c. The dimensions of eigenspaces of b+(n−1)c
and b− c are 1 and n− 1, respectively. For k = 0, define
c
(k)
ij =
{
(n− 1)a (i = j),
b+ (n− 1)c (i 6= j).
For 1 ≤ k ≤ m− 1, define
c
(k)
ij =
{
−a (i = j),
b− c (i 6= j).
For 0 ≤ k ≤ m− 1, we define
C¯(k) =
(
c
(k)
ij
)
1≤i,j≤m
Then we have
C¯(0) = (b+ (n− 1)c)Jmm + ((n− 1)a− (b+ (n− 1)c))Im,
C¯(k) = (b− c)Jmm + (−a− (b− c))Im
for 1 ≤ k ≤ m − 1. By Lemma 2.4, we obtain the eigenvalues of C¯(0)
and C¯(k). The eigenvalues of C¯(0) are
(n− 1)a− (b+ (n− 1)c) +m(b+ (n− 1)c)
= mn(m+ n− 1)(m+ n− 2),
and
(n− 1)a− (b+ (n− 1)c) = −mn−1nm−2.
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The dimensions of the eigenspaces are 1 and m − 1, respectively. For
1 ≤ k ≤ m− 1, the eigenvalues of C¯k are
−a− (b− c) +m(b+ (n− 1)c) = −mn−2nm−1
and
−a− (b− c) = −2mn.
The dimensions of the eigenspaces are 1 and m− 1, respectively. The-
orem 2.5 implies Proposition 3.15.
4. The Lefschetz property for an algebra associated to
a graphic matroid
In this section, we will show the Lefschetz property of the algebra as-
sociated to the graphic matroid of the complete graph and the complete
bipartite graph with at most five vertices (Theorems 4.5 and 4.6).
Definition 4.1. Let A =
⊕s
k=0Ak, As 6= 0, be a graded Artinian
algebra. We say that A has the strong Lefschetz property if there exists
an element L ∈ A1 such that the multiplication map ×L
s−2k : Ak →
As−k is bijective for all k ≤
s
2
. We call L ∈ A1 with this property a
strong Lefschetz element.
LetK be a field of characteristic zero. For a homogeneous polynomial
F ∈ K[x1, x2, . . . , xN ], we define Ann(F ) by
Ann(F ) =
{
P ∈ K[x1, . . . , xN ]
∣∣∣∣ P
(
∂
∂x1
, . . . ,
∂
∂xN
)
F = 0
}
.
Then Ann(F ) is a homogeneous ideal of K[x1, . . . , xN ]. We consider
A = K[x1, . . . , xN ]/Ann(F ). Since Ann(F ) is homogeneous, the alge-
bra A is graded. Furthermore A is an Artinian Gorenstein algebra.
Conversely, a graded Artinian Gorenstein algebra A has the presenta-
tion
A = K[x1, . . . , xN ]/Ann(F )
for some homogeneous polynomial F ∈ K[x1, x2, . . . , xN ]. We decom-
pose A into the homogeneous spaces Ak. Then Ak is a vector space
over K for all k. Let Λk be the basis for Ak. We define the matrix H
(k)
F
by
H
(k)
F =
(
ei
(
∂
∂x1
, . . . ,
∂
∂xN
)
ej
(
∂
∂x1
, . . . ,
∂
∂xN
)
F
)
ei,ej∈Λk
.
The determinant of H
(k)
F is called the kth Hessian of F with respect to
the basis Λk.
Remark 4.2. Since A0 ∼= K in this case, we can take the basis { 1 }
for A1. Hence the 0th Hessian of F with respect to the basis { 1 } is
F .
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There is a criterion for the strong Lefschetz property for a graded
Artinian Gorenstein algebra.
Theorem 4.3 (Watanabe [8], Maeno–Watanabe [6]). Consider the
graded Artinian Gorenstein algebra A with the following presentation
and decomposition: A = K[x1, x2, . . . , xN ]/Ann(F ) =
⊕s
k=0Ak. Let
L = a1x1 + a2x2 + · · ·+ aNxN . The multiplication map ×L
s−2k : Ak →
As−k is bijective if and only if
detH
(k)
F (a1, a2, . . . , aN) 6= 0.
Definition 4.4. For a graph Γ with N edges, we define the graded
Artinian Gorenstein algebra AM(Γ) by
AM(Γ) = K[x1, x2, . . . , xN ]/Ann(FΓ).
If a graph Γ has n + 1 vertices, then the top degree of AM(Γ) is n.
Theorem 4.5. The algebra AM(Kn) has the storong Lefschetz property
for n ≤ 5. The element x1 + · · ·+ xN is a strong Lefschetz element.
Proof. Let n ≤ 5. Let us compute the 0th and first Hessians of FKn. It
follows from Remark 4.2 that the determinant of the 0th Hessian of FKn
with basis { 1 } is FKn . Since FKn(1, 1, . . . , 1) is the number of spanning
trees in Kn, we have detH
(0)
FKn
(1, . . . , 1) > 0. It follows from Theorem
3.3 that H
(1)
FKn
= HKn, and detH
(1)
FKn
(1, . . . , 1) = det H˜Kn 6= 0. Hence
AKn has the strong Lefschetz property, and the element x1 + · · ·+ xN
is a strong Lefschetz element. 
Similarly Theorem 4.6 follows from Remark 4.2 and Theorem 3.16.
Theorem 4.6. The algebra AM(Km,n) has the storong Lefschetz prop-
erty for m+n ≤ 5 and m,n ≥ 1. The element x1+ · · ·+xN is a strong
Lefschetz element.
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