In §2 we develop the necessary preliminary material for the later work, establishing the connection between semidirect products of groups and crossed products of the corresponding group algebras. Sections 3 and 4 give the proof of the above mentioned criterion of semi-finiteness; this proof relies heavily on the theory of modular automorphisms, and crossed products as developed in [3] , [20] , and [21] . In §5 we turn to examples; we exhibit groups G λ , λ e [0, 1] with ^'/?(Gχ) a factor of type III;, and also groups G 0)λ with ^/f(G 0)X ) a factor of type IΠ 0 with T(^f (G Q , x )) = 2π/log XZ. In fact, we construct two such families of groups; one is a variation on Godements example of a group with type III regular representation, and for these groups the associated von Neumann algebras are not hyperfinite; the other family is constructed using the semi-direct product of an abelian group by a solvable group so that the associated von Neumann algebras are hyperfinite. This second family of examples is due to A. Connes (private communication) . In the final section we use the results of § 3 to give a form of the Plancherel theorem for locally compact separable groups G for which δ G (G) = R + and Λϋ{fjr) is semifinite. For the most part this is an adaption of the more general formula in [18] .
2* Preliminaries* Throughout, G will denote a locally compact separable non-unimodular group, with modular function δ 0 . L = {g r :reR} is the desired subgroup.
If G is not connected, let G o denote the connected component of the identity of G. Now either δ a (G 0 ) = {1}, or <5 G ((? 0 ) = R + . In the latter case the argument above shows we may find the desired subgroup within G o . If on the other hand δ G (G 0 Proposition 2.1 greatly simplifies many of our later computations, the main reason being that the cocycle naturally associated with the cross-section for GjH may be assumed to be trivial. We note also that in the case δ G (G) is singly generated, say {e nT : neZ} there is trivially a subgroup {g n :neZ} of G with δ G (g n ) = e nT , (neZ). Our next preparatory result is on the interconnection between crossed products for von Neumann algebras, and semidirect products for groups.
First, let N be a locally compact group, with left Haar measure d N , and let a be a continuous automorphism of N. It is well known that there is a constant δ(a) such that
\ ξ(n)d N (m) = δ(a) \

JN JN
for every function ξ which is continuous and of compact support on
N. Define a unitary U(a) on L\N, d N ) by (U{a)ξ){n) = δ(a)^ξ(a-\n))
, ξ e L\N) .
Then we have (U(a)X*(n)U(a)*ξ)(m)
i.e., U an action of K on N by automorphisms, such that (k, n)-* a k (n), (ft, n) We may also consider the semidirect product N X a K of N by iί; the group multiplication is given by (n, ft)(m, Z) = (na k (m), kΐ) on N x K. The following result is certainly well known, but the author knows of no proof in the literature. PROPOSITION 
The crossed product ,^i /s(N); a, K) is unίtarily equivalent with ,./f(N X α K).
Proof. Noting that the automorphism group {a k : k e K) is implemented by the family of unitary operators {U(k): k e K}, the indicated crossed product is generated by the operators on
\(V(h)ξ)(m, k) -δfe) 1/2 ί(αΓ(m), h~k)
for neN, heK.
On the other hand ^./f(N X a K) is generated on
for (n, h) GN X if. But specializing the equations (2.2) to the group elements (n, e), n eN, and (β, h), heK, we obtain the equations (2.1) as desired. Now, with N an arbitrary locally compact group, we let φ N be the canonical weight on the algebra ^-/?(N) (see [20] ). If a is a continuous automorphism of N, and a the corresponding automorphism of ^'/f(N) we have
Proof. Let SίΓ{N) denote the space of continuous compactly supported functions on N with the usual structure of a left Hubert algebra. For ςeSΓ(N),
we let π,(£) denote the operator of "left multiplication" by ξ on L\N). Recall that φ N (π ι (ξ $ * ζ)) = \\ζ\\l and that it is sufficient to check the desired identity for operators x of the form τrj(£* * £) for ξeSΓ (G) .
(The general case when ξ is in the full left Hubert algebra determined by ,%^(G) is in fact identical.) So let ξe.5ZXG). Then
We recall that if G is a locally compact group and H = ker S^, then H is a closed normal unimodular subgroup. Furthermore, for g 6 G, we may define an automorphism α^ of H by α/A) = ^Z^^" As a matter of notation, if a is a continuous automorphism of a locally compact group iSΓ, then a will denote the corresponding automorphism of ^(N), and ά will denote the restriction of a to the centre %T{N) of ^/? (N) .
Finally, we recall the following basic facts from [18] . Suppose G is separable and non-unimodular, and H = ker δ 0 . Let {σ t :teR} denote the canonical modular automorphism of ^/f(G), so that σ t (X G (g)) = δ β (ff)"λ* (0) and ιc(%ί(G) Theorem 2.4 (iv) , in order to study the components in the central decomposition of λ^, it is necessary to know the ergodic decomposition of the measure μ H on Γ H .
Our first task then is to find an alternate description of the automorphism group {ά g : g e G) on βf(H). We note the automorphisms ά h (h 6 H) act trivially, so that we should regard the action as an action of G/H. In the case S G (G) = R + , we identify G/H with the subgroup L of Proposition 2.1, and for g t e L, we let ά t = ά 9t on ^{H), and a t = a g% on ^/t{H).
Throughout the rest of this section u(t), v(t) will denote the operators on L\R) defined by (8 -t) . THEOREM (L\R) ) and that v(t)*)^~* =l®t6(ί)*, we are invited to consider the action g> Aάu(t)*} of R on ^T(G) (x) ^{L\R)).
Suppose δ G (G) -R+. Then there is an algebraic isomorphism of the crossed product &(^(G); σ t ) with ^f(H) (x)
Define a unitary operator TF on L\G x R) by (TFfXflr, p) = 
The generators of the second crossed product, acting on L\L\G)\ R x R) are then
where the operators X G (g), v 2 (t) are the images of the operators described in (3.1) . Performing the Fourier transform in the second variable as in [21] , we obtain generators Letting ^A^ be the algebra generated by the operators described in (3.3) and & the subalgebra generated by {v 3 (t) :teR} and {u s (q): qeR}, then ^V* is generated by & and an isomorphic copy ^£ -π^y/ί{G)) of ^/T(G) in such a way that ^V = ^ ® ^\ the normal isomorphism π:, /?(G) -> ^^* (Ί .^' is defined by (s-t,pt) , p) -e-'"£ (8, p) .
In our situation,
where χ(g) -log δ G (g). Thus, in ^7 the first crossed product is generated by the operators (π(λ(<7))u 3 (χ( (7)) geG \v z (t) , teR .
Thus under the identification of Λ" with ^(G) 0 &(L\R)) the first crossed product is generated by the operators
Since the dual automorphism {0 t :£eJR} satisfies θ t (X?(g)) =xζ(g), and ί(^i(s)) -β <βt^i (*)f examination of the generators (3.4) shows that the dual automorphism on the first crossed product, viewed as a sub-
, is given by θ t = Ad (1 0 w(ί))-Performing the Fourier transform as in the first part of the proof, our generators become
and 1 (g) w(t) (t e R) and the automorphism group in question {Ad (1 0 v(t) ): t e R}. Thus, we compute the image of 1 0 v(t) under the unitary operator W defined in the first part of the proof.
But when we identify .,//{G\ with .^T(iϊ) as in Theorem 2.4 (iii), we obtain precisely the automorphism group {ά t 0 Ad v(t): t e R) as required. The final conclusion of the theorem follows trivially.
REMARK, (i) Suppose that the subgroup L of Proposition 2.1 may be chosen to be closed in G (examples indicate that such a choice is always possible, although author knows of no proof to support this contention). Then G -H X S L and the theorem just proven is in effect the Duality theorem of Takesaki applied to the convariant system (^Xff); a_ t ). Even without the assumption that L is closed, however, a straight-forward computation shows that
(^f(H); a_ t : teR)-,^(G).
(ii) A similar theorem is possible (and will be proven) in case 
To some extent this difficulty may be removed by considering G x S in place of G, where S is a group with δ s (S) = R + , and for simplicitŷ e(S) a type I factor (e.g., S = j^ J): a Φ 0, α, beRΪ).
But then further analysis is difficult since the relationship between ker δ G and ker£ GX/S appears to be very complicated.
Our next objective is to combine Theorem 3.1 with the direct integral theory, and, at the same time, to clarify the relationship between the crossed product description of ^(G) as &(^/έ(ΐL)\ a t ) and the description of the central decomposition of X G given in Theorem 2.4 (iv).
Let ^ be an arbitrary von Neumann algebra with separable predual, and {σ t :teR} an arbitrary modular automorphism group on ^/f. It is known from the results of [18] and [19] [19] but may be seen easily be observing that {θ Uω :teR} is ergodic on the centre of ^(^(ω); σ t>0) ) so that (c) gives the ergodic decomposition {θ t :teR} on the centre of //\ σ t ).) In our situation, we consider the central decomposition
Thus (b) furnishes us with a decomposition of f(H) (x) &{L\R)) and hence of X H , with diagonal subalgebra tc(Z(G))cZ(H). By Theorem 3.1, the dual automorphism group on is given by a t (g) Ad v(t). Let
be the decomposition of λ 7/ over tc(%ί{G)) and let a t = I a t ω dμ G (ω) be the corresponding decomposition of the dual automorphism. Our Proof. Let π G = Ind£ X% we first write down generators for the von Neumann algebra {π
acts on the Hubert space £(ω) of Borel functions η: G -> <%"(ω) (the space of the representation λf) and which satisfy the properties:
where dg is an invariant measure on G/H, which, in this case may be taken as Lebesque measure on R. The action of π° on $(<») is given by
However, §(ΰ)) may be identified with L 2 (i^(ή)); R) by means of the unitary operator U:
Specializing to the case g = heH, g = g e 6L we obtain generators for {π
On the other hand, the action of the automorphism group {a t , m ; teR) on ^//{H){ω) = {X%(H)}" is determined by a tiύ> xξ(h) = λ.fCsfίfefifΓ 1 ), so that the crossed product &(^/?(H)(ω); a tι<0 ) has generators on L\£^{(ύ); R) given by
seR.
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Comparison of (3.6) and (3.7) shows that {πl{G)}" and &{^tH){ω)', ά Uω ) have identical generators.
We consider now the dual automorphism {Θ tyϋ) :
, and Ad (1 (x) v(ί)) commutes with a tiω9 the automorphism groups {# ί>ω : t e R} and {α t , ω (g) i: ί e i?} are equivalent in the sense of [21] . We let πί, πl denote the canonical inclusions of ,/f(H){ω)®^(L\R)) in the respective crossed products; the above observation combined with the results of [21] shows there is a normal isomorphism ψ of {π%G)}"
We compute the images of πl(X^(h) (g) 1) and λ(s) in ^/f(G)(ω) 0 <^{L\R)). For this, it is easiest to note that from [21] , there is a normal isomorphism ψ\ of
f(H)(ω) ® ^{L\R))) and λ(«) to λ(s).
Notice also that the unitary operator W defined in the proof of Theorem 3.1 is decomposable over %*(G) ® 1, and examination of equations (3.4) and the form of W show that the images of τci(X%(h) (x) 1) and λ(s) in ^,/S(G)(ω) 0 ^{L\R)) may be taken as being defined by
Finally, we may define a unitary operator
where Sf(ω) is the Hubert space of the representation λ2, by Thus, from (3.9) we'have (3.10) However, from the proof of 3.1, we see there is an isomorphism
it is necessary to take the Fourier transform in equations (3.5) . Thus the representation of G determined by (3.10) is quasi-equivalent with λ2.
Before proceeding with our main theorem we recall the following criteria, proved in [21] , for the type of a crossed product. Let ^zf 0 be a property infinite semfinite von Neumann algebra, and {θ t :teR} a continuous one-parameter automorphism group on ^%. Let ^f = %i\θ). We also suppose that , ^ admits a faithful normal semifinite trace τ with τ o θ t = e~fr. Then ( i ) t ^ is a factor if and only if {θ t } is ergodic on the centre
(ii) if .^ is a factor and t o eR, then e ίo eS(.^) if and only if θ fQ is the identity on ^0 (iii) if ^^ is a factor, then it is semifinite if and only if the action of {θ t } on JΓ 0 is equivalent to translation on L°°(R).
Conversely, if ^f is a type III factor and {σ t } is any modular automorphism group on ^f, then &{^€\ a t ) is properly infinite, semifinite, and possess a faithful normal trace τ with τoθ t = e~~tτ ({θ t } is the dual automorphism group.) We also note that if ^/ί is not necessarily of type III, but is a factor, then the restriction of the dual automorphism to the centre of ^(^^ σ t ) is still ergodic.
Let G be a locally compact separable group acting on a standard measure space (X, μ) so that the map (g, x) eG x X -> β g (x) is Borel. (Here /3: G -» Aut X is a homomorphism.) An invariant Borel set B a X will be said to be smooth for μ if there is an invariant μ-null Borel set B ί aX such that (2? -J5J/G is countably separated in the quotient Borel structure (see [11] ). We will have need of the following Proof. Follows trivially from the observation that any family of disjoint invariant Borel sets of positive measure in X is countable, and a simple exhaustion argument.
In the particular situation where we consider the action {ά t :te R} of R (or G/H) on (Γ IIf μ H ), we let B H be an invariant Borel set in Γ π satisfying the conclusion of Lemma 3.3. We refer to B H as the smooth part of (Γ H , μ π , ά t ) (or just of Γ π ).
Finally if ^ is an arbitrary von Neumann algebra with separable predual, and p is a central projection in . /f f we will say that p is of pure type IΠ λ (λ 6 [0, 1] Conversely, the crossed product ^(^Xff) 7 ; a\) is isomorphic with ^ί{JI)i ® L°°(R) ({aϊ: t e R} being inner, as ^{JΆ)i is of type I). On the other hand this crossed product is isomorphic with Λ?(G) κ -n PI ) by Proposition 3.2. Thus tc'Xpj) ^ q τ and /c(g 7 ) = p τ .
(ii) Let P 77 be as defined in the theorem, and p u be the corresponding projection in %? (H) . (Note that P n is Borel as the map 7 6 Γ H -• isotropy subgroup of 7 under {ά t : t e JB} is a Borel map from Γ H to the closed subgroups of R, in the sense of [13] .)
We identify P 77 with {P n f) E) x R) the action {ά t : teR} on P 77 is given by ά s (y, t) = (7, t -s) for 7 e P 77 Π E and s, teR.
Since {α^ίe/ί} is a point realization of the restriction of {a t :teR} on p Il9 and {a t : teR} is equivalent to translation on R, the crossed product of ^€(H)p II with respect to the restrictions of {ά t \teR} to J^t{H)pu is a direct integral of semi-finite factors (by Takesaki's criterion). On the other hand, this crossed product is ^^(G)κ~ί (p II 
x) <^(L\R)). If P' n is a Borel set realizing ιc{q n ) in Γ H , then it is clear that
PniP'u -Pa) -0, and that almost every point in P' n has trivial isotropy subgroup under {ά t : teR}.
Thus ιc(q n ) ^ p 77 as required. (iii) Let P λ , q x be as in the statement of the theorem, and p λ be the projection corresponding to P λ in %*(H).
The representation λf of H defined by λf (ft) = ^H(h)p λ evidently Xf ϋ dμ G ((ϋ) of representations having the properties
(a) Xξ is {ά t : t 6/2}-invariant, and the corresponding action of R on the centre of {X%(H)}" is periodic of period logλ.
(b) the representations Ind^λf furnish the central decomposition of the restriction of X G to ιc~\p λ ). Using Takesaki's criterion, we conclude that tc~\p λ ) <; q x .
So far the proof has been little more than an interpretation of [21] in the group-algebra context. The converse of (iii) is a little more delicate and will require an auxilliary result, which may have independent interest. Let q 0 , q ni be the maximal central projections in %{££) of pure type ΠI Q , and type III respectively. Choose invariant Borel sets Q Q , Q IU realizing the projections κ(q 0 ) and tc(q in ) respectively. Suppose for the moment we have been able to proof that Q 777 -Qo c B H (this will be the content of our auxilliary result). Then we will have P o C Q o O n the other hand, the first part of the proof of (iii) shows that of the restriction μ of μ u to Q /7/ -Q o , and π n = \ π"dμ(ω) the corresponding decomposition of π IΓ . For each ωeX the representation Indfl π% of G generates a factor of type IΠ λ for λ = λ(tt ) Φ 0. Furthermore, the map ω e X -> X(ω) e (0, 1] may be assumed Borel, from the results of [19] . Also the action of {α^ίeiί} on the centre of {X%(H)}" is equivalent to the canonical action of JR on L co (R/X(ω)Z). PROPOSITION 
Let (Y t μ) be a standard measure space, and {ά t :teR} be an action of R on Y with (y, t) -> ά t (y) Borel, and μ ω dμ(ω) be the ergodic decomposion of μ with respect to ά. Suppose there is a Borel function λ:X-> (0, oo) such that for almost all ωe X, the action {ά t \ t e R} on (Y, μ ω ) is equivalent to the canonical action of R on R/X(co)Z. Then Y is smooth for μ under a t .
Proof. Consider A = {(y, ώ) e Y x X: μ ω (έ?(y)) > 0} where &\y) is the orbit of y under {ά t , teR).
Note that for fixed yeY, ω -> i" ω (^(l/)) is Borel, and that for fixed ω e X, y -> μ<Xέ? (y) ) is also Borel to see this, note that if we normalize the μ ω to be probability measures, and choose (arbitrarily) y{(θ) 6 Y with μ ω (^(y(θ) 
))) -1 (such points exist by hypothesis), then {y: μ ω (έ?(y)) > 0} = έ?(y(ω)). Thus A is Borel as {y, ω) ~> μ ω (^(y)) is Borel.
Also, the projection of A on X is (to a μ-null set) all of X. Thus by the cross-section theorem [2] , there is a Borel map y: X->Y with (y(ω), ω)eA for almost all ω e X.
We claim that y is injective on the complement of some null set in X. For if y{ω,) = y(ω 2 ) -= y, then μ ωi (έ?(y)) = μ ω2 (έ?(y)) = 1, and so μ ωi and μ ίϋ2 are mutually absolutely continuous. But this is excluded by the construction of the ergodic decomposition. Thus the range of y, say E, may be assumed Borel and meets each orbit in at most one point. The saturation S of E is also Borel ( [23] 
action of B/(2π/T)Z on ^T(G). Let ε: R -+R/(2π/T)Z be the canonical homomorphism, and define an action of R/(2π/T)Z on .,//{G) by
ΨeUx) -σ.(x) x e ^€(G) .
We identify the dual of R/(2π/T)Z with TZ via the duality <ε(s), nT) = e is%τ . For convenience we introduce the following unitary operators; on L 2 
(R/(2π/T)Z) define operators p(ε(s)) (seR) and q(nT), (neZ) by f(p(e(β))f)(e(t)) -f(e(ί -β))
l(( and on L\TZ) define unitaries p(ε(s)), q{nT) (seR,neZ)
by
Recall that the Fourier transform J^. L%R/(2π/T)Z) -> L\TZ)
defined by (^(wΓ) = \ e~i nTs ξ(s)ds carries p to p and g to q. 
4.1.
There is an algebraic isomorphism of ?0^f(G); <f £(8) 
; R/(2π/T)Z) with ^r(jff) (g) &(L\TZ)) which carries the automorphism group dual to {^e (s) } £o {άo 0 Ad q(nT)}. Thus the restriction of the dual automorphism to the centre of the crossed product is equivalent to the action {ά%:neZ} of Z on
Proof. As in the proof of Theorem 3.1, the indicated crossed 240 COLIN E. SUTHERLAND product in the fixed point subalgebra of under the automorphism group {ψ ε{s) (x) Adp(ε(s))*: s eR}. Further, the generators of this fixed point subalgebra are
l®p(e(s)); seR
where χ(g) = log <5 G (#) e TZ. The dual automorphism group is given by {Ad (1 (x) q(nT)); n e Z), and the second dual (bidual) automorphism group by {ψ e(s) (g)Ad p(s(s))*}. Performing the Fourier transform in the second variable we obtain:
Bidual automorphism: ^ε (s) 0 Ad j3(ε(s))* seR.
We define a unitary T7 on L\G x ΓZ) by
As in Theorem 3.1 we compute r, nT) and also
Since TFe^^(G)(x)^(L 2 (ΓZ)), the fixed point subalgebra of <^{L\TZ)) under the bidual automorphism group (4.4 
) is isomorphic (via x-*WxW*) with ^f(H) (x) <^{L\TZ)), and the dual automorphism is given by [a% (x) Ad q(nT): n eZ).
We let Λl = &(^Zr(G)\ ψ ε(s) ) and {/5, Γ :%GZ} denote the dual automorphism group on ^J. Our next object is to relate the covariant system {^4^ β nT ) neZ} and the covariant system {&(^(G); σ t ; R); θ t : teR}, where θ t is dual to σ t on ^ς = ^(^T(G); σ t ; JB). PROPOSITION 4.2. ( i ) T%β covariant systems {Λ^; θ t :te R) and Ind^z {^Vl\ β) equivalent.
(
ii) The restriction θ t of θ t to the centre of Λl is the identity if and only if t -nT for some nGZ, and, for this n, β nT is the identity on the centre of
Proof, (i) We consider the algebra L°°(R) (x) ^Vl as the algebra of all essentially bounded, σ-strong*-measurable operator fields from R to ^Vl Following [21] we define ^/^ as the subalgebra of L°°(R) ® Λ r * consisting of operator fields x with + nT)) a.e.
x(t) = β nT (x(t
On ^€ 0 define an action of R by
*(« -s) .
The covariant system {^^ χ s } is by definition Ind£ z {^J; β). Evidently ^ may be identified with L°°([0, T)) (x) ^K (with the same measurability requirements as above). Under this identification, the action χ s becomes ίΛKλ , , w .
<4.5, ft ωw) = | fc((ί r)) .
rst<τ where s = nT + r, 0 <^ r < T.
Alternatively, Λl may be considered as acting on L\G x TZ), with generators as given in (4.4) . It is readily verified that if we identify L 2 ([0, T) x G x TZ) with L\G x Λ) by the unitary U, (Uξ) (g, nT + r)= ξ(r, g, nT) (0 ^ r < Γ) , then the image of L°°([0, Γ)) <g) ^ is generated on L 2 (G x JB) by the operators
But these operators are nothing but (the Fourier transforms of) the generators of the crossed product &(^(G)\σ t ,teR).
A direct computation using (4.5), the form of β nT as given in 4.4, and the above identification shows that the action of χ s on the generators of &(^(G); σ t ) (4.6) is given by
But this is precisely the action of the dual automorphism.
(ii) Consider the restriction χ 8 of χ s to the centre Z/°°([0,
. From (4.5) it is trivial that χ s being the identity implies that s = nT for some neZ, and that the resriction β nT of β nT to %{^V^) is the identity. The converse is trivial. We remark that the discussion immediately preceeding Proposition 3.2, and the proposition itself persists in this situation with obvious modifications (the proof being based on the covariant system {^T(G); ψ ε{s) } rather than {.^f (G); σj). We omit details, but will appeal to the result when necessary.
Let (Γ H , μ n ) be the reduced quasi-dual of H, and ά 0 the automorphism of (Γ H , μ n ) corresponding to the automorphism a 0 of H. We note that the action { § t :teR} of R on Γ H x [0, T) induced by the action {θ t :teR} of R on L°°([0, T)) (g) %r{^//(H)) is nothing but the flow built under the constant function Φ(τ) = 5Γ(7 e Γ H ) from α 0 (see [1] , [12] ). Here we are identifying ^K with ^//(H)®^{L\TZ)) f from Proposition 4.1.
We let n denote (normalized) Lebesgue measure on [0, T) ; to continue our analysis we need to compare the ergodic decomposition of μ H (with respect to ά 0 ) and μ H x n (with respect to θ t ) as well as relating the "smooth parts" of these actions (see Lemma 3.3 and the discussion preceeding it). Throughout the following lemma, π IΊ will denote the projection of Γ H x [0, T) on Γ H . Proof. The only nontrivial observation needed is that if B £ Γ Π x [0, T) is smooth for μ H x n, and E is a Borel cross-section for the action of {θ t \ teR} then by deletion of a null set we may assume π H is one-to-one on E. Thus π H (E) Q Γ Π is Borel and is a crosssection for the action of {ά^:neZ} on the saturation of π H (E). Parts (ii) and (iii) are trivial and left to the reader.
We turn now to the anologue of Theorem 3.4. We keep the notations as already developed. (ii) Let q n be the maximal central semίfinite projection in ? (G) The proof of the theorem is identical in essence to that of Theorem 3.4; the analogue of Proposition 3.5 for actions of Z is needed also; we leave the details to the reader.
One consequence of the theorem is that if t δ G (G) = {e nT \ n e Z) with T > 0, then any central summand of pure type IΠ λ in ^£{G) is actually of pure type III e -%τ for some n e Z + . This of course may seen be somewhat more easily by observing that the spectrum of the canonical modular operator on ^/f(G) is {e nT : n e Z}, and thus, in the central decomposition any "component" of the modular automorphism also has spectrum in {e nT : neZ] (see [18] ). 5* Examples* In Theorems 3.4 and 4.4, we have derived necessary and sufficient conditions for the regular representation of a locally compact group to generate a von Neumann algebra with a central summand of pure type IΠ λ (λ e [0, 1] ). To the authors knowledge only one example of a group with type III regular representation exists in the literature; this example is due to Godement, and it turns out that the associated von Neumann algebra is a factor of type III X . Slight modification of this construction yields a family of groups G λ , G 0>λ λ e (0, 1] with ,^f(G λ ) a factor of type IΠ λ , Λ?(G 0 ,χ) a factor of type IΠ 0 , and T(^/S(G ϋ>λ )) = 2π /logλZ. The von Neumann algebras associated with these groups are unfortunately not hyperfinite; to remedy the situation another construction is needed. We construct groups P λ , P Ojλ (λ 6 (0, 1] ) such that S(^(P X )) = {λ :neZ}, S(^//(P 0 , λ )) = {0, 1} and 2 2π/log XZ. Furthermore ^/f(P λ ), ^t (P Q , λ Proof. The centre of ^{Έί x K) is isomorphic with and so is nonatomic. The action on L°°(iO corresponding to the automorphism β λ of ^{H x K) is precisely s, and so is ergodic. Furthermore the canonical trace τ on ^(H) (x) ^f(K) satisfies τ β t = λτ ^ τ so that [3] applies, to tell us that S(^e (G 0 , λ 
To compute T(^f(G 0 , λ )) we note that if elements of G 0>λ are denoted by (h, x, n) e H x K x Z, then the canonical modular automorphism group of ^{G Qyλ ) satisfies σ t (π(h, x, n) 
* (h, x, n) . Thus with T λ = 2τr/logλ, σ Tχ (π(h, x, n) 
Thus σ Tλ = i, and T λ Z £ Γ Conversely suppose that σ t is inner for some value T Q of t. By [3] , (j Γo == Aάu for some unitary u in the centre of the fixed point subalgebra of ^(G Ot χ) under {σ t }. But the fixed point subalgebra is {π (h, x, 0): (h, x) 6 H x K}", so that w e {π (e, x, 0) : x e K}". Furthermore, u satisfies the equation uπ(e, 0, n)u* = X ίnT°π (e, 0, n) , or alternatively π(e, 0, n)*uπ{e, 0, w) = λ ί%77^ .
But, by definition of the crossed product, Ad π(e, 0, n) implements the automorphism β n λ of ^ί(Hx K); thus identifying with L°°(K), and letting w be the image of u under this identification, we obtain w(s~n(x)) = X inr°w (x) a.e. on K .
It is well known however that s is weakly mixing, so that (see [9] ) s has pure point spectrum. Thus λ ί7° -1 and T Q e T λ Z. Hence we obtain T(^f(G Oti )) = T λ Z.
We now proceed to the examples.
The hyper finite examples.
Let U(2, Q) denote the upper triangular 2x2 matrices with rational entries, and nonzero determinant. Let N(2, Q) be the normal subgroup consisting of elements of U(2, Q) having determinant one. Let N λ (2, Q) be the subgroup of GL(2, R) generated by N (2, Q) and the matrices (^β f χn ®\ λ e (0, 1) . Note that N λ (2, Q) may be regarded as the direct product of N(2, Q) and Z. We consider the groups P λ (λ e (0, 1] (2, Q) , then m(AASA) = 0 for all unimodular upper triangular matrices S. On the other hand, these matrices act transitively on the complement of a null set, and hence ergodically. Thus A is the complement of a null set, and JV(2, Q) acts ergodically. By the classical criteria for the type of factors arizing in the group measure space construction ^(H) is a factor of type JJL.
The quickest proof that ^/έ(Ή.) is hyperfinite is to observe that  N(2, Q) is solvable, and hence ^{Ή.) is cohy per finite; on the other hand, ^/ί{Ή.) is properly infinite, and thus is hyperfinite, (see [4] (2, Q) is solvable ^(P x ) is cohyperfinite, and properly infinite, thus hyperfinite.
Finally we check the type of ^/^{P^. For this it is easiest to calculate Kreiger's ratio set for the group measure space construction (see [3] , [10] ). In order to apply the results of [3] , we must check that the action of JV (2 Since the ratio set is closed, it is all of R + , and ?(Gd is of type III,. The hyperfiniteness of . ^(G x ) follows from the solvability of Σ7(2, Q) and [4] .
Based on Lemma 5.1 we may now produce examples of groups P 0)λ with ^(P Otλ ) a type III, hyperfinite factor, and T(^(P Q , 2 )) = 2ττ/logλZ, λe(0, 1).
REMARK. There is an alternative development of the examples, which has some technical advantages and is obtained as follows. Let P 1 be as above, and R x = Pj, x S where S = jί? -, j a, beR, aΦθ\.
Recall that ^/ίί(β) is a factor of type JL so that ^(#0 is again a type JJ/i hyperfinite factor. Let H^ = kerδ Λ] ; since ĉ ontains a closed subgroup on which δ Sl is one-to-one and onto R + , we may write R x = H ί X 8 R+.
For λeiί + , let α ; be the corresponding automorphism of H^ from [22] (2, Q) ; as in the previous examples it is readily shown that ,^(G λ ) is a factor of type IΠ λ (λ e (0, 1] ). Alternatively we may consider G γ x S = H ι X> 9 R as in the remark above, and then the groups G) = H 1 X s \ogXZ; again ^(G\) is a factor of type IΠ λ . The construction of Lemma 5.1 may be performed, producing groups G 0 ,χ with S(^(G Olλ )) = {0, 1} and T(^(G Oi j)) = 2ττ/log λZ. The fact that ,y£(Grι) and ^^ (G 0 ,χ) are nonhyper-finite follows from the observation that G λί G 0>λ contain copies of <SL (2, Q) , and that in turn SL (2, Q) contains the free group on two generators. It is now sufficient to appeal to the results of [16] .
REMARK. It should be noted that at this point there are no known examples of groups G for which ^€(G) has nontrivial central summands of pure types III λ and III μ for λ Φ μ. The author has failed in all attempts to construct such an example.
6. Plancherel theory. In [18] , the author has given a Plancherel formula valid for arbitrary separable locally compact groups. Let G be such a group (we assume implicitly that it is not unimodular), and H = kerδ^. The important part of the results of [18] is that the Plancherel formula for G may be expressed in terms of that of H. Specifically, let G, H be as above and φ(τ resp.) be the canonical weight (trace resp.) on ^/έ{G) {,^{H) resp.). Let φ(τ) be the associated weight (trace) on the reduced group C*-algebra C? (G) 
= \
We wish to specialize these results to the case when δ σ (G) = R+ and Λ?(G) is semifinite. The class of groups satisfying these conditions embraces all connected, nonunimodular separable groups by virtue of [5] and [15] . Our viewpoint throughout the discussion is that the quasi-dual and Plancherel formula for if are known precisely; and we seek to give a computable Plancherel formula for G in terms of that of H.
Suppose then δ β (G) = R+, and ^£(G) is semifinite. According to Theorem 3.4, the measure spaces (Γ H , μ H ) and (Γ β x R; μ G x m) are equivalent, where m denotes Lebesgue measure on R. So let
