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a b s t r a c t
In this paper, we try to solve the semidefinite program with box constraints. Since the
traditional projection method for constrained optimization with box constraints is not
suitable to the semidefinite constraints, we present a new algorithm based on the feasible
directionmethod. In the paper, we discuss two cases: the objective function in semidefinite
programming is linear and nonlinear, respectively. We establish the convergence of our
algorithm, and report the numerical experiments which show the effectiveness of the
algorithm.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The box-constraint optimization problem
min f (x)
s.t. a ≤ x ≤ b (1.1)
is an important kind of nonlinear programming, where x ∈ Rn, f (x) : Rn → R. It is also called the optimization problem
with simple bounds. Many problems from practical engineering can be turned into the box-constraint problem
(1.1).
There are several algorithms to solve problem (1.1), such as the trust-region method [1–6], projection method [7,8],
active set method and interior point method [9–11,4,12]. Hager and Zhang [13] give recent advances in bound constrained
optimization. Most of thesemethods are founded on the special construction ofΩ = {x| a ≤ x ≤ b} onwhich the projective
operations can be dealt easily,
{x∗i } =
bi, x∗i > bi,
x∗i , ai ≤ x∗i ≤ bi,
ai, x∗i < ai,
(1.2)
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which is just the solution of the problem:
min ‖x− x∗‖2
s.t. a ≤ x ≤ b. (1.3)
In this paper, we consider the semidefinite programming problem with box-constraint:
min f (X)
s.t. A ≼ X ≼ B. (1.4)
Obviously, problems (1.1) and (1.4) are different. In (1.4), f (X) : Sn → R is a function of symmetric matrices, where Sn is
the set of symmetric matrices, and the symbol ‘‘A ≼ X ’’ means X − A is a symmetric positive semidefinite matrix. We call
(1.4) Semidefinite Programming with Box-Constraint (boxsdp in brief). Note that in the present case, the problem
min ‖X − X∗‖2
s.t. A ≼ X ≼ B (1.5)
cannot be solved directly, so we cannot get the projection as easily as before, and the projectionmethods for (1.1) cannot be
used for the semidefinite programming problemwith box-constraint (1.4). It inspires us to consider other methods to solve
(1.4).
Recently,we have studied several effectivemethods for nonlinear semidefinite programming, for example, the sequential
linearizationmethod, sequential quadratic programmingmethod, and sequential linear programmingmethod (see [14,15]).
For information on semidefinite programming, please consult [16,17]. In this paper, for the particular semidefinite
programming problem (1.4), we will present a feasible direction method.
Notations: Some notations and definitions are introduced firstly. We use ‖ · ‖2 and I(In) to denote 2-norm and the
identity matrix with appropriate dimension, respectively. Sn denotes the set of symmetric matrices, Sn+ the set of all n × n
symmetric positive semidefinite matrices, and Sn− is defined similarly. For all A, B ∈ Sn, the trace product ⟨A, B⟩ = Tr(AB)
and the Frobenius norm ‖A‖F =

Tr(A2). Let d = (d1, d2, . . . , dn) ∈ Rn, we use Diag(d) to denote the n × n diagonal
matrix whose i-th diagonal entry is di. For a given matrix A, λj denotes its j-th eigenvalue in the nonincreasing order and
A− denotes the matrix defined by A− = PDiag((λ1)−, . . . , (λn)−)PT , where (λi)− = min(0, λi) and P is the matrix in the
spectral decomposition A = PDiag(λ1, . . . , λn)PT , where PTP = PPT = I . It is easy to see that A− and A+ are the orthogonal
projections of A on Sn− and Sn+, respectively. Finally, ∇f (X) denotes the F-derivative of function f at point X ∈ Sn.
The organization of this paper is as follows. In Section 2 we consider Case 1: The objective function in (1.4) is linear,
and establish some important theorems and corollaries. In Section 3 we consider Case 2: The objective function in (1.4) is
nonlinear, and we give an algorithm and investigate the global convergence of our algorithm. In Section 4, we report some
interesting and competitive numerical results. Finally, We give conclusions in Section 5.
2. Case 1: f (X) is a linear function
In this section, we consider the case: f (X) = ⟨C, X⟩, where C ∈ Sn, i.e., f (X) is a linear function. Then, (1.4) is just
min ⟨C, X⟩
s.t. A ≼ X ≼ B. (2.1)
We first give the following assumption.
Assumption 2.1. Ω = {X | A ≼ X ≼ B} has an interior point, in other words, B− A is positive definite.
Under Assumption 2.1, we can get the minimizer and the minimum of problem (2.1).
Theorem 2.2. Under Assumption 2.1, the minimizer of (2.1) is
(B− A) 12U−((B− A) 12 C(B− A) 12 )(B− A) 12 + A, (2.2)
where U−(·) is defined in (2.7), and the minimum is
Tr[(B− A) 12 C(B− A) 12 ]− + ⟨C, A⟩. (2.3)
Proof. Since B− A ≽ 0, then Y = (B− A)− 12 (X − A)(B− A)− 12 is well-defined, and
⟨C, X⟩ = ⟨(B− A) 12 C(B− A) 12 , Y ⟩ + ⟨C, A⟩. (2.4)
So, we have
0 ≼ Y ≼ I.
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Let C¯ = (B− A) 12 C(B− A) 12 , if we drop the constant ⟨C, A⟩ in (2.4), (2.1) becomes
min ⟨C¯, Y ⟩
s.t. 0 ≼ Y ≼ I. (2.5)
The KKT equations of (2.5) are
C¯ = W1 −W2,
W1 ≽ 0, W2 ≽ 0,
0 ≼ Y ≼ I,
⟨W1, Y ⟩ = 0, ⟨W2, I − Y ⟩ = 0.
(2.6)
Suppose PC¯ is the matrix in spectral decomposition C¯ = PC¯Diag(λ)PTC¯ , where λ = (λ1, λ2, . . . , λn) are eigenvalues of
C¯ . We divide PC¯ into two matrices: P
−
C¯
and P+
C¯
, where P−
C¯
is the matrix consisting of the eigenvectors corresponding to
negative eigenvalues and zero eigenvalues, and P+
C¯
is one consisting of the left eigenvectors.
Let
U−(C¯) = {M−|M− = P−
C¯
P−T
C¯
}, U+(C¯) = {M+|M+ = P+
C¯
P+T
C¯
}, (2.7)
where P−
C¯
and P+
C¯
are the matrices described above. Now we take any Y ∈ U−(C¯), so there exist P−
C¯
and P+
C¯
, such that
Y = P−
C¯
P−T
C¯
, I − Y = P+
C¯
P+T
C¯
. Let W1 = P+C¯ Diag(λ)P+C¯ ≽ 0, where λ is the corresponding eigenvalue of C¯ , then
W2 = −(C −W1) ≽ 0. Because P+TC¯ P−C¯ = 0, we have ⟨W1, Y ⟩ = 0, ⟨W2, I − Y ⟩ = 0. So, Y solves (2.5).
If we take U−(C¯)with C¯ = (B− A) 12 C(B− A) 12 and substitute in X = (B− A) 12 Y (B− A) 12 + A, we get the minimizer of
(2.1):
(B− A) 12U−((B− A) 12 C(B− A) 12 )(B− A) 12 + A,
and bring this to ⟨C, X⟩, the unique minimum is
Tr[(B− A) 12 C(B− A) 12 ]− + ⟨C, A⟩. 
Consider the dual problem of (2.1), we have the following result.
Corollary 2.3. If U ≻ 0, then the minimizer of problem
min ⟨U, X⟩
s.t. X ≽ V
X ≽ W
(2.8)
is
U−
1
2 [U 12 (W − V )U 12 ]+U− 12 + V ,
and the minimum is
Tr[U 12 (W − V )U 12 ]+ + ⟨U, V ⟩.
Proof. The KKT conditions of (2.8) are
U = Y1 + Y2,
X ≽ V , X ≽ W ,
Y1 ≽ 0, Y2 ≽ 0,
⟨Y1, X − V ⟩ = 0, ⟨Y2, X −W ⟩ = 0.
(2.9)
Set Z1 = X − V and Z2 = X −W , the above equations can be written as
Y1 + (U − Y1) = U,
W − V = Z1 − Z2,
Z1 ≽ 0, Z2 ≽ 0,
0 ≼ Y1 ≼ U,
⟨Z1, Y1⟩ = 0, ⟨Z2,U − Y1⟩ = 0.
(2.10)
By use of the proof of Theorem2.2, the solution isU−
1
2 [U 12 (W−V )U 12 ]+U− 12+V , and theminimum is Tr[U 12 (W−V )U 12 ]++
⟨U, V ⟩. 
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The uniqueness of the solution of (2.1) and (2.8) is a consequence of the above result.
Corollary 2.4. Under Assumption 2.1, when C is nonsingular, (2.1) has a unique solution. When W ≻ V or V ≻ W, (2.8) has a
unique solution.
Remark. If we relax Assumption 2.1 to B ≽ A but B ⊁ A, we also could construct the matrix Y = V−T (X − A)V−1, where V
is nonsingular and
V T (B− A)V =

I 0
0 0

and get
0 ≼ Y ≼

I 0
0 0

.
We divide Y into four blocks
Y11 Y12
Y T12 Y22

,
the above constraint becomes 0 ≼ Y11 ≼ I, Y22 = 0 and Y12 = 0, then we could use Theorem 2.2 to get the solution.
3. Case 2: f (X) is nonlinear function
In this section, we suppose that f (X) is a nonlinear function, and that for convenience, the lower bound A ofΩ = {X |A ≼
X ≼ B} is set to be 0, so (1.4) is reformed as
min f (X)
s.t. 0 ≼ X ≼ B. (3.1)
First, we give the following assumption needed in this section.
Assumption 3.1. f (X) is continuously differentiable on an open set containingΩ .
According to the feasible direction method, at each iteration, a descent and feasible direction is needed. So, we consider
the approximate form of (3.1)
min ⟨∇f (Xk), X − Xk⟩
s.t. 0 ≼ X ≼ B, (3.2)
and use the solution X¯k of (3.2) to produce a feasible direction Dk = X¯k − Xk. We now give the feasible direction method as
follows.
Algorithm 3.2 (Feasible Direction Method for boxsdp).
S0. Set 0 < η < 1, 0 < σ < 1, choose X0 ∈ Ω , Set k := 0.
S1. Solve the problem (3.2) to get X¯k and set Dk = X¯k − Xk.
S2. Set α = 1, Xˆk = Xk + αDk.
S3. If f (Xˆk) ≤ f (Xk)+ ηα⟨∇f (Xk),Dk⟩, set αk = α and go to S5; else go to S4.
S4. Set α = σα, Xˆk = Xk + αDk, and go to S3.
S5. If Xˆk satisfies some termination rule, stop; otherwise, set k := k+ 1, Xk := Xˆk, go to S1. 
In the above algorithm, we call S3–S4 as the inner iteration. To obtain the convergence of Algorithm 3.2, we first prove
the following theorem which says how to identify the local minimizer.
Theorem 3.3. Suppose that Assumption 3.1 holds and B ≻ 0, then X∗ is the local minimizer of (3.1) if and only if
(1) Tr[B 12∇f (X∗)B 12 ]− = ⟨∇f (X∗), X∗⟩, 0 ≼ X∗ ≼ B,
and
(2) X∗ ∈ B 12U−(B 12∇f (X∗)B 12 )B 12 .
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Proof. Necessary condition: If X∗ ∈ Ω is the local minimizer of (3.1), we have
⟨∇f (X∗),D⟩ ≥ 0, ∀D ∈ FD(X∗,Ω) = {D|D = X − X∗,∀X ∈ Ω}.
So, we get the minimum of (3.2) at X∗:
min ⟨∇f (X∗), X − X∗⟩
s.t. 0 ≼ X ≼ B (3.3)
must be larger than and equal to 0.
From Theorem 2.2, the minimizer and minimum of (3.2) at X∗ are, respectively,
Xˆ ∈ B 12U−(B 12∇f (X∗)B 12 )B 12 ,
and
Tr[B 12∇f (X∗)B 12 ]− − ⟨∇f (X∗), X∗⟩.
It is obvious that X∗ is the feasible point of (3.3), so it is easy to obtain that theminimum is lower than 0 = ⟨∇f (X∗), X∗−X∗⟩.
So, X∗ is a minimizer of (3.3) and X∗ ∈ B 12U−(B 12∇f (X∗)B 12 )B 12 . Then we have
Tr[B 12∇f (X∗)B 12 ]− = ⟨∇f (X∗), X∗⟩.
Sufficient condition. Let X∗ be the matrix satisfying
X∗ ∈ B 12U−(B 12∇f (X∗)B 12 )B 12
and
Tr[B 12∇f (X∗)B 12 ]− = ⟨∇f (X∗), X∗⟩, 0 ≼ X∗ ≼ B.
Supposing that X∗ is not the local minimizer of (3.1), then the minimum of (3.3) must be lower than 0, that means
Tr[B 12∇f (X∗)B 12 ]− − ⟨∇f (X∗), X∗⟩ < 0
and
X∗ ∉ B 12U−(B 12∇f (X∗)B 12 )B 12 ,
which is a contradiction. 
Let G(X) = Tr[B 12∇f (X)B 12 ]− − ⟨∇f (X), X⟩, we consider
G(X) = 0, 0 ≼ X ≼ B
as the stopping rule of Algorithm 3.2. From Theorem 3.3, we get the following corollary.
Corollary 3.4. For all X ∈ Ω not being the local minimizer, we have G(X) < 0.
Next, we give a lemma.
Lemma 3.5. The inner iteration of Algorithm 3.2 terminates finitely at Xk which is not the local minimizer, and there exists
β > 0 for all k, when the inner iteration terminates, αk ≥ −σβG(Xk).
Proof. Because ∇f (X) is continuous on Ω , and Ω is a bounded set, so ∇f (X) is Lipschitz continuous on Ω with Lipschitz
constant L. So we have
f (Xk + αDk)− f (Xk)− ηα⟨∇f (Xk),Dk⟩ = α⟨∇f (Xk + θαDk),Dk⟩ − ηα⟨∇f (Xk),Dk⟩
= α(⟨∇f (Xk + θαDk),Dk⟩ − η⟨∇f (Xk),Dk⟩)
= α(⟨∇f (Xk + θαDk)−∇f (Xk),Dk⟩ + (1− η)⟨∇f (Xk),Dk⟩)
≤ α(‖∇f (Xk + θαDk)−∇f (Xk)‖‖Dk‖ + (1− η)⟨∇f (Xk),Dk⟩)
≤ α(Lθα‖Dk‖2 + (1− η)⟨∇f (Xk),Dk⟩).
Since θ ∈ (0, 1), ⟨∇f (Xk),Dk⟩ = G(Xk) and ‖Dk‖ ≤ ‖B‖, so we have
f (Xk + αDk)− f (Xk)− ηα⟨∇f (Xk),Dk⟩ ≤ α(Lα‖B‖2 + (1− η)G(Xk)).
From Algorithm 3.2, Xk must be inΩ . Also, because Xk is not the minimizer, by Corollary 3.4, we have G(Xk) < 0. When αk
satisfies
0 < αk ≤ 1L‖B‖2 (η − 1)G(Xk),
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we get
f (Xk + αkDk) ≤ f (Xk)+ ηαk⟨∇f (Xk),Dk⟩.
So, after finitely many time reductions, the inner iterations must terminate.
We also know that, from S4 and S5 of Algorithm 3.2, when inner iterations terminate, αk ≥ −σβG(Xk) if
β = 1
L‖B‖2 (1− η). 
Finally, we establish the convergence of Algorithm 3.2.
Theorem 3.6. The sequence {Xk} generated by Algorithm 3.2 converges to the local minimizer.
Proof. It is clear that all the Xk generated by Algorithm 3.2 are in Ω . If at some k, we get G(Xk) = 0, then Algorithm 3.2
terminates and Xk is the local minimizer.
So, we now suppose that G(Xk) < 0. Form Lemma 3.5, we know that the inner iteration at each Xk terminates finitely.
Also, when it terminates, αk ≥ −σβG(Xk) and
f (Xk + αkDk)− f (Xk) ≤ ηαk⟨∇f (Xk),Dk⟩.
Note that
+∞−
i=1
(f (Xk)− f (Xk+1)) ≤
+∞−
i=1
ηαkG(Xk)
≤ −ησβ
+∞−
i=1
G(Xk)2
≤ 0.
So, we obtain G(Xk)→ 0 and {Xk} converges to the local minimizer. 
4. Computational result
In this section,we give some preliminary computational results (see Table 1).We implement our Algorithm3.2 inMatlab
7.6 to solve some Box-Constraint Semidefinite Program with 2.4 G cpu.
We construct some test functions by combining
log(·), cos(·), sin(·), ⟨X, X⟩, (·)k, k ≠ 1
and the linear part
⟨C, ·⟩, a× (·)
with addition, subtraction, multiplication, division and composite operation randomly, where C is a symmetric matrix and
′a′ is a constant.
We give 6 functions for testing:
Test function 1. f (X) = −2⟨C1, X⟩ + ⟨X, X⟩;
Test function 2. f (X) = −2⟨C1, X⟩2 + ⟨X, X⟩ + 2⟨C2, X⟩;
Test function 3. f (X) = 3 cos⟨X, X⟩ + sin⟨X + C1, X + C1⟩;
Test function 4. f (X) = 3 sin2⟨X, C1⟩ − 2 cos2⟨X, X⟩;
Test function 5. f (X) = log(⟨X, X⟩ + 1)+ 5⟨X, C1⟩;
Test function 6. f (X) = 3⟨C1,X⟩⟨C2,X⟩2+1 − 10 cos⟨C3, X⟩;
where C1, C2, C3 are selected randomly symmetric matrices.
We set the parameters η, σ of Algorithm 3.2 with η = 10−5, σ = 0.5, and set the stopping rule with |G(Xk)| ≤ τ2|G(X0)|
or | f (Xk+1)− f (Xk)| ≤ τ1 where τ1, τ2 are small positive numbers for each function.
The failure in the next table means that the iteration number is more than 20000, and the dim(n), iter,G(X) mean,
respectively, the dimension of matrix X , the iteration number, and the G(Xk)when the algorithm stops.
For each test function, we set positive definite matrix B randomly, and calculate randomly two examples for each
dimension.
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Table 1
Computational results.
Test function 1, τ1 = 10−8, τ2 = 10−7 Test function 2, τ1 = 10−10, τ2 = 10−8
dim (n) iter cputime |G(X)| dim (n) iter cputime |G(X)|
10 342 0.2656 1× 10−3 10 50 0.094 4.77× 10−6
313 0.2813 7.4× 10−5 47 0.125 2.38× 10−7
30 1159 5.75 5× 10−3 30 51 1.484 4.96× 10−5
830 4.09 1.6× 10−2 51 1.328 2.289×10−5
50 1787 16.53 2.2× 10−2 50 50 3.5984 2.75× 10−4
1919 18.23 3× 10−2 51 3.828 7.02× 10−4
80 2950 50.48 5× 10−2 80 50 9.92 2.7× 10−3
3436 88.06 3.8× 10−2 50 9.75 2.6× 10−3
Test function 3, τ1 = 10−30, τ2 = 10−6 Test function 4, τ1 = 10−30, τ2 = 10−6
dim (n) iter cputime |G(X)| dim (n) iter cputime |G(X)|
10 222 2.688 2.3× 10−3 10 137 1.625 6.9× 10−4
174 1.938 2× 10−3 348 4.406 3.91×10−4
30 266 43.88 1.37× 10−2 30 63 10.28 7.87×10−4
127 21.23 5× 10−3 55 8.64 9.55×10−4
50 208 101.9 8.8× 10−3 50 39 19.16 7.8× 10−3
417 22.01 2.9× 10−2 38 18 8.7× 10−3
80 116 167.1 8× 10−2 80 53 76.58 2.4× 10−2
121 177.9 3.7× 10−2 63 89.56 3.1× 10−3
Test function 5, τ1 = 10−10, τ2 = 10−8 Test function 6, τ1 = 10−20, τ2 = 10−6, ϵ = 10−6
dim (n) iter cputime |G(X)| dim (n) iter cputime |G(X)|
10 36 0.078 8.58× 10−7 10 12 0.109 6.2× 10−5
34 0.078 8.84× 10−7 12 0.156 7.6× 10−2
30 38 0.9844 6.99× 10−7 30 19 3.31 8.9× 10−3
38 1.016 7.12× 10−7 27 4.31 2.8× 10−3
50 39 2.875 9.83× 10−7 50 14 6.4 2.7× 10−2
40 2.844 5.03× 10−7 12 5.86 1.18×10−1
80 41 7.84 6.27× 10−7 80 21 28.3 5.2× 10−2
41 7.89 6.7× 10−7 15 19.88 1.72×10−2
5. Conclusion
In this paper, we present an algorithm for the Box-Constraint Semidefinite Program. In Section 2, we study some
properties of this programwhen the objective function is linear. In Section 3, we consider the case inwhich f (X) is nonlinear
function. We present a feasible direction algorithm for this case, and establish the convergence of this algorithm under mild
conditions. The preliminary computational results show that our algorithm is efficient.
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