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Repre´sentations cohomologiques isole´es,
applications cohomologiques
N. Bergeron
Introduction
Un groupe de Lie G a la proprie´te´ (T) de Kazhdan si la repre´sentation
triviale de G est isole´e dans le dual unitaire Ĝ de G, muni de sa topologie de
Fell. D’apre`s Kazhdan [17] et Kostant [20], un groupe semi-simple re´el G a la
proprie´te´ (T) si et seulement s’il est sans facteur simple localement isomorphe
a` SO(n, 1) (n ≥ 2) ou SU(n, 1) (n ≥ 1). La repre´sentation triviale du groupe
G = SO(n, 1), n ≥ 2 (resp. G = SU(n, 1), n ≥ 1) n’est en particulier pas
isole´e dans le dual unitaire de G. Selberg montre ne´anmoins dans [28] qu’il
subsiste une proprie´te´ d’isolation, de nature arithme´tique, dans le cas du groupe
G = SL(2,R) (localement isomorphe au groupe SO(2, 1)) : la repre´sentation
triviale du groupe G est isole´e dans le sous-ensemble de Ĝ constitue´ de toutes
les repre´sentations apparaissant faiblement dans l’une des repre´sentations quasi-
re´gulie`res L2(Γ(N)\G) avec N ∈ N et Γ(N) = ker(SL(2,Z)→ SL(2,Z/NZ)).
Fixons plus ge´ne´ralement G une groupe semi-simple alge´brique sur Q. Soit
G(R)0 la composante neutre de G(R) : c’est un produit de groupes semi-simples
re´els. Nous notons
G(R)0 = U ×Gnc,
ou` U et compact et Gnc est un groupe semi-simple re´el sans facteur compact. Un
sous-groupe Γ ⊂ G(Q) est dit de congruence s’il existe un sous-groupe compact-
ouvert Kf de G(Af ) (ou` Af de´signe l’anneau des ade`les finis sur Q) tel que
Γ = G(Q) ∩ Kf . Suivant Burger et Sarnak [11], on appelle spectre de Γ\G -
ou` Γ est un sous-groupe de congruence de G - l’ensemble des repre´sentations
irre´ductibles unitaires π ∈ Ĝ apparaissant (faiblement, si G est isotrope sur Q)
dans la repre´sentation re´gulie`re de G dans L2(Γ\G) :
σ(Γ\G) = {π ∈ Ĝ : π ∝ L2(Γ\G)}. (0.1)
Rappelons e´galement la de´finition du dual automorphe ĜAut de G donne´e dans
[11] :
ĜAut = ∪Γ congσ(Γ\G). (0.2)
Le The´ore`me de Selberg mentionne´ plus haut affirme alors que si G =
SL(2)|Q, la repre´sentation trivial 1G de G est isole´e dans le dual automor-
phe ĜAut. Cette proprie´te´, appele´ proprie´te´ τ est en fait vraie pour tout groupe
G comme ci-dessus, cf. la de´monstration de la Conjecture τ par Clozel [15].
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Dans cet article nous e´tudions des ge´ne´ralisations de la proprie´te´ (T) et
de la proprie´te´ τ . La repre´sentation triviale de G est l’exemple le plus sim-
ple d’une repre´sentation cohomologique, c’est-a`-dire (essentiellement, cf.
§1 pour une de´finition pre´cise) d’une repre´sentation pouvant intervenir dans
la cohomologie d’une varie´te´ localement syme´trique. La repre´sentation triviale
est cohomologique de degre´ 0, elle intervient dans les fonctions constantes. Les
ge´ne´ralisations des proprie´te´s (T) et τ que nous avons en vus ont traits aux
deux proble`mes suivants :
Proble`me 0.1 De´crire les repre´sentations isole´es dans Ĝ parmi les repre´senta-
tions cohomologiques.
Proble`me 0.2 Pour G/Q donne´, soit π ∈ Ĝ une repre´sentation cohomologique
non triviale et non isole´e. La repre´sentation π est-elle isole´e dans ĜAut ∪{π} ?
Remarquons imme´diatement qu’il existe une classe simple de repre´sentations
pour lesquelles les deux questions ont une solution ne´gative : la classe des
repre´sentations cohomologiques tempe´re´es, cf. [7]. Le but de cet article est
d’apporter des re´ponses tantoˆt conjecturale tantoˆt inconditionnelles a` ces deux
proble`mes. Le Proble`me 0.1 a en fait de´ja` e´te´ comple`tement re´solu par Vo-
gan, dans un article longtemps clandestin [33]. Sa solution est difficile, nous en
donnons, au §1 une de´monstration “e´le´mentaire” au sens ou` nous n’utilisons
“que” la classification, par Vogan et Zuckerman [36], [34], des repre´sentations
cohomologiques.
Le Proble`me 0.2 est encore plus profond : l’un des buts de cet article (cf.
§3) est d’expliquer comment sa solution est implicitement donne´e par les Con-
jectures d’Arthur. Nous montrons au §4 que ce Proble`me n’est en tout cas pas
gratuit en obtenant un certain nombre de conse´quences cohomologiques, pour
certaines nouvelles, concernant les varie´te´s arithme´tiques.
Illustrons imme´diatement nos re´sultats par un exemple. Soit G un groupe
semi-simple alge´brique sur Q tel que Gnc = O(p, q)0. Supposons de plus que G
ne provient pas d’un groupe de type 3,6D4. Soit q une sous-alge`bre parabolique
de l’alge`bre de Lie complexifie´e de O(p, q), stable par l’involution de Cartan.
Soit L la composante connexe du normalisateur de q dans O(p, q)0. Supposons
qu’il existe un entier naturel r, 2r ≤ q, tel que
L ∼= U(1)r ×O(p, q − 2r)0. (0.3)
Dans [36] Vogan et Zuckerman associent a` q une repre´sentation cohomologique
Aq intervenant en degre´ R = pr. (Les roˆles de p et q pourraient naturellement
eˆtre e´change´s.)
Le the´ore`me de Vogan (re´ponse au Proble`me 0.1) dont nous donnons une
de´monstration “e´le´mentaire” au §1 implique le the´ore`me suivant.
The´ore`me 0.3 La repre´sentation cohomologique Aq est isole´e dans le dual
unitaire du groupe O(p, q)0 si et seulement si p ≥ 2, q ≥ 2r+2 et p+q ≥ 2r+5.
Concernant le Proble`me 0.2, la Conjecture 3.1 que nous motivons au §3
implique la conjecture suivante.
Conjecture 0.4 Pour tout entier naturel r ≤ q/2, la repre´sentation coho-
mologique Aq est isole´e dans ĜAut ∪ {Aq}.
Ces conside´rations nous permettent de montrer le the´ore`me suivant au §4.
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The´ore`me 0.5 Supposons la repre´sentation Aq isole´e dans {Aq}∪ ĜAut (c’est
en particulier le cas si p ≥ 2, g ≥ 2r + 2 et p + q ≥ 2r + 5, cf. Thm. 0.3). Il
existe alors un sous-groupe de congruence Γ ⊂ G(Q) tel que la repre´sentation
Aq intervienne discre`tement dans L
2(Γ\G).
Notons Xp,q l’espace syme´trique associe´ au groupe O(p, q)
0. Supposons p ≤
q. A` l’aide de la formule de Matsushima (cf. §1) le The´ore`me ci-dessus (et un
peu plus lorsque p = 1) implique(nt) :
The´ore`me 0.6 Pour tout sous-groupe de congruence Γ suffisamment profond,
le p-ie`me nombre de Betti de l’espace localement syme´trique Γ\Xp,q est non nul.
Il y a une litte´rature abondante sur ce type de re´sultats le The´ore`me 0.5 est
en particulier duˆ a` Li [24] lorsque r < 14 (p+ q− 2), il en de´duit le The´ore`me 0.6
pour p + q ≥ 7. Les premiers re´sultats de ce type ont e´te´ obtenus par Millson
dans le cas du groupe O(1, n).
Pour finir, nous montrons, au §5, un re´sultat, dont nous pensons qu’il est
inte´ressant par lui-meˆme, qui permet de ramener, dans un grand nombre de
cas, le Proble`me 0.2 au cas ou` le groupe Gnc = O(n, 1)0 ou SU(n, 1), tous deux
explore´s en de´tails dans [7].
1 Un the´ore`me de Vogan
Dans cette section G = Gnc. Le groupe G est donc semi-simple re´el et con-
nexe. Fixons K un sous-groupe compact maximal de G. Notons g0 l’alge`bre de
Lie de G et g0 = k0 ⊕ p0 la de´composition associe´e au choix de K. Si l0 est une
alge`bre de Lie, nous noterons l = l0 ⊗ C sa complexification.
Rappelons qu’un (g,K)-module est un espace vectoriel complexe V muni de
repre´sentations de g et K, soumises aux trois conditions suivantes.
1. L’action de K sur V est localement finie, i.e. tout vecteur v ∈ V ap-
partient a` un sous-espace K-invariant V1 ⊂ V de dimension finie, et la
repre´sentation de K dans V1 est lisse.
2. La diffe´rentielle de l’action de K (qui est bien de´finie d’apre`s 1.) est e´gale
a` la restriction a` k de l’action de g.
3. Si X ∈ g, k ∈ K et v ∈ V , alors k · (X · v) = (Ad(k)X) · (k · v).
Si (π,Hpi) est un repre´sentation continue de G dans un espace de Hilbert, l’es-
pace des vecteurs lisses et K-finis de π est un (g,K)-module appele´ module de
Harish-Chandra de π.
Soit maintenant (π, Vpi) un (g,K)-module irre´ductible. A` tout re´seau Γ ⊂ G,
on peut naturellement associer une application line´aire
Tpi(Γ) :
{
HomK(
∧∗
p, π)⊗Homg,K(π,C∞(Γ\G)) → E∗(S(Γ)),
ψ ⊗ ϕ 7→ ϕ ◦ ψ, (1.1)
a` valeurs dans l’espace E∗(S(Γ)) des formes diffe´rentielles sur S(Γ) = Γ\G/K.
L’application Tpi(Γ) associe donc a` certains (g,K)-modules ⊂ C∞(Γ\G) des
formes diffe´rentielles sur S(Γ), l’action du laplacien de Hodge-de Rham sur les
formes diffe´rentielles est induit par l’action de l’ope´rateur de Casimir
Ω =
∑
1≤s≤n
ys.y
′
s
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ou` (ys) est une base de g et (y
′
s) la base duale de g par rapport a` sa forme de
Killing, sur π. Un (g,K)-module ne peut donc e´ventuellement intervenir dans
la cohomologie d’une varie´te´ localement syme´trique S(Γ) que s’il est unitaire et
ve´rifie
1. π(Ω) = 0, et
2. HomK(
∧∗
p, π) 6= {0}.
Un (g,K)-module ve´rifiant les points 1. et 2. ci-dessus est dit cohomologique, il
est e´quivalent de dire que sa (g,K)-cohomologie est non triviale. Rappelons que
la (g,K)-cohomologie de π : H∗(g,K;π), est la cohomologie du complexe
C∗(g,K;π) := HomK(
∧
∗p, π),
muni de la diffe´rentielle de´finie pour ω ∈ Cp(g,K;π) par la formule :
dω(X0, . . . , Xp) =
p∑
i=0
(−1)iXi · ω(X0, . . . , X̂i, . . . , Xp).
D’apre`s Parthasarathy [25], Kumaresan [21] et Vogan-Zuckerman [36], les
repre´sentations cohomologiques sont associe´es aux sous-alge`bres paraboliques
θ-stable de g. Rappelons en la de´finition. Notons t0 =Lie(T ) une sous-alge`bre
de Cartan de k0. Une sous-alge`bre parabolique θ-stable q = q(X) ⊂ g est associe´e
a` un e´le´ment X ∈ it0. Elle est e´gale a` la somme
q = l⊕ u,
du centralisateur l de X et du sous-espace u engendre´ par les racines positives
de X dans g. Alors q est stable sous θ ; on en de´duit une de´composition u =
(u ∩ k) ⊕ (u ∩ p). Soit R = dim(u ∩ p) (degre´ fortement primitif).
Associe´ a` q, se trouve un (g,K)-module irre´ductible bien de´fini Aq que
nous caracte´risons maintenant. Supposons effectue´ un choix de racines posi-
tives pour (k, t) de fac¸on compatible avec u. Soit e(q) un ge´ne´rateur de la droite∧R
(u ∩ p). Alors e(q) est le vecteur de plus haut poids d’une repre´sentation
irre´ductible V (q) de K contenue dans
∧R
p ; et dont le plus haut poids est donc
ne´cessairement 2ρ(u∩ p). La classe d’e´quivalence du (g,K)-module Aq est alors
uniquement caracte´rise´e par les deux proprie´te´s suivantes.
Aq est unitarisable avec le meˆme caracte`re infinite´simal que la
repre´sentation triviale
(1.2)
HomK(V (q), Aq) 6= 0. (1.3)
Remarquons que la classe du module Aq ne de´pend que de l’intersection u ∩ p,
autrement dit deux sous-alge`bres paraboliques q = l⊕ u et q′ = l′ ⊕ u′ ve´rifiant
u ∩ p = u′ ∩ p donnent lieu a` une meˆme classe de module cohomologique.
De plus, V (q) intervient avec multiplicie´ 1 dans Aq et
∧R(p), et
Hi(g,K,Aq) ∼= HomL∩K(
∧
i−R(l ∩ p),C). (1.4)
Ici L est un sous-groupe de K d’alge`bre de Lie l.
Le the´ore`me fondamental suivant, duˆ a` Vogan et Zuckerman de´coule alors
de [36].
4
The´ore`me 1.1 Soit π un (g,K)-module unitaire cohomologique. Il existe une
sous-alge`bre parabolique θ-stable q = l+ u de g tel que π ∼= Aq. On peut de plus
choisir q de manie`re a` ce que le groupe L n’ait pas de facteurs simples compacts
(non abe´lien) ; dans ce cas q est uniquement de´termine´ a` conjugaison par K
pre`s.
Nous supposerons dore´navant que l’alge`bre q associe´e a` une repre´sentation
π comme dans le The´ore`me 1.1 est choisie de manie`re a` ce que le groupe L n’ait
pas de facteurs simples compacts (non abe´lien).
Nous allons maintenant de´duire du The´ore`me 1.1, le the´ore`me suivant qui
est un cas particulier d’un the´ore`me [33, Theorem A.10] de Vogan. Notons Ĝ
le dual unitaire de G, d’apre`s un the´ore`me classique d’Harish-Chandra, celui-ci
s’identifie a` l’ensemble des classes d’e´quivalences de (g,K)-modules unitaires
irre´ductibles, nous le munissons de sa topologie de Fell. Notons enfin Π (resp.
Π(l)) l’ensemble des racines simples de t dans g (resp. l).
The´ore`me 1.2 Soit π comme dans le The´ore`me 1.1. La repre´sentation π est
isole´e dans le dual unitaire de G si et seulement si le couple (G, q) a les pro-
prie´te´s suivantes.
1. Le groupe L n’a aucun facteur simple localement isomorphe a` SO(n, 1) ou
SU(n, 1) (n ≥ 1).
2. Il n’y a pas de racine imaginaire non compacte dans Π orthogonale a` Π(l).
De´monstration. Nous commenc¸ons par de´montrer que les conditions 1. et 2.
sont suffisantes. Nous montrons en fait la contrapose´e. Supposons donc que la
repre´sentation π n’est pas isole´e dans le dual unitaire de G : soit {πj} une suite
de repre´sentations irre´ductibles unitaires diffe´rentes de π qui converge vers π.
Le plus basK-type de π est unK-type des repre´sentations πj (sauf peut-eˆtre
un nombre fini d’entre elles). Notons alors µ = µ(q) le plus bas K-type de π,
R = R(q) = dim(u∩p) et supposons dore´navant que µ intervient comme K-type
dans chaque πj . Le K-type µ intervient avec multiplicite´ 1 dans π et
∧R
p, et
H∗(g,K, π) ∼= HomK(
∧
∗p, π) ∼= HomL∩K(
∧
∗−R(l ∩ p),C).
Fixons un entier j et conside´rons le complexe
. . .→ C∗(πj) := HomK(
∧
∗p, πj)
d→ C∗+1(πj)→ . . .
Rappelons que si f ∈ Cq(πj), la diffe´rentielle df de f est l’e´le´ment de Cq+1(πj) =
HomK(
∧q+1
p, πj) donne´ par
df(x0, . . . , xq) =
∑
i
(−1)ixi · f(x0, . . . , x̂i, . . . , xq).
Puisque µ ⊂ ∧R p, le produit scalaire sur ∧∗ p induit par la forme de
Killing de G permet d’identifier canoniquement HomK(µ, πj) a` un sous-espace
de CR(πj) = HomK(
∧
Rp, πj). De la meˆme manie`re l’inclusion p ∧ µ ⊂
∧R+1
p
induit une inclusion HomK(p ∧ µ, πj) ⊂ CR+1(πj). Et, si f est un e´le´ment non
nul de HomK(µ, πj), par de´finition de la diffe´rentielle d, l’e´le´ment df ∈ CR+1(πj)
appartient en fait au sous-espace HomK(p ∧ µ, πj).
Nous distingons alors deux cas suivant que l’image d(HomK(µ, πj)) soit triv-
iale ou non a` partir d’un certain rang j ≥ j0.
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Commenc¸ons par supposer que l’image d(HomK(µ, πj)) est non triviale pour
une infinite´ de j. Quitte a` extraire on peut alors supposer d(HomK(µ, πj)) 6= 0
pour tout j. Comme repre´sentation de K, le module p ∧ µ se de´compose en un
nombre fini de sous-espaces irre´ductibles. Quitte a` extraire une sous-suite de
(πj), on peut donc supposer qu’il existe un K-type ν ⊂ p∧µ qui intervient dans
chaque πj . Pour conclure dans ce cas rappelons la ce´le`bre ine´galite´ de Dirac de
Parthasarathy (cf. [25, (2.26)], [9, II.6.11], [36, Lemma 4.2]).
Lemme 1.3 Soit (π, Vpi) une repre´sentation unitaire irre´ductible de G et V
K
pi
son (g,K)-module associe´. Fixons une repre´sentation de k de plus haut poids
χ ∈ t∗ et apparaissant dans V Kpi ; et un sous-syste`me positif de racines ∆+(g)
de t dans g. Notons ρ (resp. ρc, ρn) dans t
∗ la demi-somme des racines dans
∆+(g) (resp. ∆+(k), ∆+(p)), de sorte que ρ = ρc + ρn. Soit w un e´le´ment du
groupe de Weyl WK =W (k, t) de t dans k, tel que w(χ−ρn) soit dominant pour
∆+(k). Alors,
−π(Ω) ≥ ||ρ||2 − ||w(χ− ρn) + ρc||2,
ou` Ω de´signe le casimir de g et la norme ||.|| est de´duite de la forme de Killing
sur g.
Puisque π(Ω) = 0 (π est cohomologique et donc de caracte`re infinite´simal
e´gal a` celui de la repre´sentation triviale), la suite πj(Ω) tend vers 0 lorsque j
tend vers +∞. Le Lemme 1.3 applique´ a` chacune des repre´sentations πj et au
K-type ν implique que le plus haut poids χ de ν ve´rifie l’ine´galite´
||ρ||2 − ||w(χ− ρn) + ρc||2 ≤ 0. (1.5)
Par ailleurs Kumaresan montre dans [21] qu’unK-type de
∧∗
p ve´rifiant l’ine´galite´
(1.6) est ne´cessairement de la forme µ(q′) pour un certaine sous-alge`bre parabolique
θ-stable q′ ⊂ g. Le K-type ν ⊂ p∧µ(⊂ ∧R+1 p) est donc e´gal a` un certain µ(q′),
ou` q′ est une sous-alge`bre parabolique θ-stable de g.
Lemme 1.4 Soient q = u+ l et q′ = u′ + l′ deux sous-alge`bres paraboliques θ-
stable de g telles que L et L′ n’aient pas de facteurs simples compacts. Supposons
que le K-type µ(q′) intervienne dans p∧ µ(q). On est alors dans l’une des trois
situations suivantes.
1. Le groupe L a un centre non compact et L′ = L.
2. Le groupe L a un facteur simple localement isomorphe a` SO(n, 1) (n ≥
2) ou a` SU(n, 1) (n ≥ 1) et le groupe L′ est obtenu a` partir de L en
remplac¸ant ce facteur par SO(n− 2, 1)× SO(2) ou S(U(n− 1, 1)×U(1))
respectivement.
3. Le groupe L′ a un facteur simple localement isomorphe a` SO(n, 1) (n ≥ 2)
ou a` SU(n, 1) (n ≥ 1) et L est obtenu a` partir de L′ en remplac¸ant ce
facteur par SO(n−2, 1)×SO(2) ou S(U(n−1, 1)×U(1)) respectivement.
De´monstration du Lemme 1.4. Le K-type µ(q′) ⊂ p ∧ µ(q) intervient dans le
produit tensoriel p⊗µ(q) son plus haut poids est donc de la forme 2ρ(u∩p)+ δ,
ou` δ est (un poids de la repre´sentation de K dans p, c’est-a`-dire) ou bien nulle
ou bien une racine de t dans p. On a en fait seulement trois possibilite´s :
1. ou bien δ est nulle ;
2. ou bien δ est une racine de t dans l ∩ p ;
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3. ou bien −δ est une racine de t dans u ∩ p.
Nous allons montrer que ces trois cas correspondent aux diffe´rentes situations
pre´dites par le Lemme 1.4.
Commenc¸ons par supposer que δ = 0. Alors (cf. [36, Corollary 3.7]),
HomL∩K(l ∩ p,C) ∼= HomK(
R+1∧
p, µ(q)) 6= 0,
et le groupe L a un centre non compact. Remarquons finalement que dans ce
cas µ(q′) = µ(q) et donc que L = L′. Nous sommes donc dans le premier cas
pre´dit par le Lemme 1.4.
Supposons maintenant que δ est une racine de t dans l ∩ p. Soit V l’espace
de dimension 1 :
∧R
(u ∩ p). D’apre`s [36, Lemme 3.4], un vecteur de poids
2ρ(u ∩ p) + α dans ∧R+1 p, avec α un poids de ∧∗ p intervient ne´cessairement
dans V ⊗∧∗(l∩p). Le vecteur de plus haut poids ∧R+1(u′∩p) de µ(q′) est donc
ne´cessairement de la forme ∧
R(u ∩ p)⊗ v
ou` v est un vecteur de poids δ dans l ∩ p. L’alge`bre u est donc contenue dans
u′ et l’intersection q′′ = q′ ∩ l de´finit une sous-alge`bre parabolique θ-stable de l
telle que
1. l’alge`bre u′′ ∩ (l ∩ p) soit de dimension un, et
2. le groupe L′ = L′′.
La premie`re condition est tre`s restrictive, elle implique que le groupe L a un
facteur simple localement isomorphe a` SO(n, 1) (n ≥ 2) ou a` SU(n, 1) (n ≥ 1).
La seconde condition implique quant a` elle que le groupe L′ est obtenu a` partir
de L en remplac¸ant ce facteur par SO(n−2, 1)×SO(2) ou S(U(n−1, 1)×U(1))
respectivement. Nous sommes donc dans le deuxie`me cas pre´dit par le Lemme
1.4.
Supposons finalement que −δ est une racine de t dans u ∩ p. Alors µ(q) =
2ρ(u′∩p)+α ou` α est une racine de t dans l′ ∩p. Nous sommes donc ramene´ au
cas pre´ce´dent d’ou` l’on de´duit que le groupe L′ a un facteur simple localement
isomorphe a` a` SO(n, 1) (n ≥ 2) ou a` SU(n, 1) (n ≥ 1) et que le groupe L est
obtenu a` partir de L′ en remplac¸ant ce facteur par SO(n − 2, 1) × SO(2) ou
S(U(n− 1, 1)×U(1)) respectivement. Nous sommes donc dans le troisie`me cas
pre´dit par le Lemme 1.4.
Concluons maintenant la de´monstration de l’implication inverse dans le
The´ore`me 1.2 toujours sous l’hypothe`se que les images d(HomK(µ, πj)) sont
non triviales.
On sait alors qu’il existe un K-type ν ⊂ p ∧ µ(⊂ ∧R+1 p) e´gal a` un certain
µ(q′), ou` q′ est une sous-alge`bre parabolique θ-stable de g. Le Lemme 1.4 s’ap-
plique donc et on a trois possibilite´s. Si L a un centre non compact, L admet
un facteur simple localement isomorphe au groupe SO(1, 1) ce qui contredit le
premier point du The´ore`me 1.2. Si L a un facteur simple localement isomorphe
a` SO(n, 1) (n ≥ 2) ou a` SU(n, 1) (n ≥ 1), c’est e´videmment encore en contra-
diction avec le premier point du The´ore`me 1.2. Si enfin il existe un groupe L′
ayant un facteur simple localement isomorphe a` SO(n, 1) (n ≥ 2) ou a` SU(n, 1)
(n ≥ 1) et tel que le groupe L soit obtenu a` partir de L′ en remplac¸ant ce
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facteur par SO(n− 2, 1)×SO(2) ou S(U(n− 1, 1)×U(1)) respectivement, c’est
e´videmment en contradiction avec le premier point du The´ore`me 1.2 si n ≥ 3
dans le cas SO et n ≥ 2 dans le cas SU . Puisque SO(2, 1) et SU(1, 1) sont
tous les deux localement isomorphes au groupe SL(2,R), il nous reste la pos-
sibilite´ que L′ admette un facteur simple localement isomorphe a` SL(2,R) et
que le groupe L soit obtenu a` partir de L′ en remplac¸ant ce facteur par son
tore compact. Mais ce facteur de L′ correspond a` une racine imaginaire β ∈ Π
orthogonale aux racines dans Π(l) et le The´ore`me 1.2 est de´montre´.
Supposons maintenant que l’image d(HomK(µ, πj)) soit triviale a` partir d’un
certain rang j ≥ j0. Supposons pour simplifier j0 = 0.
On munit chaque chaˆıne C∗(πj) ⊂
∧∗
p∗ ⊗ πj du produit scalaire obtenu en
tensorisant le produit scalaire sur πj avec le produit scalaire sur
∧∗
p∗ de´fini
par la forme de Killing de g. Notons alors ∂ l’adjoint de l’ope´rateur d pour
ce produit scalaire. Rappelons qu’il de´coule du Lemme de Kuga, cf. [9], que si
∂(HomK(µ, πj)) = 0 alors (puisque d(HomK(µ, πj)) = 0) le casimir πj(Ω) = 0.
Mais dans ce cas et puisque µ = µ(q) intervient dans πj , il de´coule de [36,
Theorem 1.4] que la repre´sentation πj est ne´cessairement e´gale a` π contrairement
a` notre choix de πj . Les images ∂(HomK(µ, πj)) sont donc toutes non triviales.
De manie`re duale a` notre premier cas et toujours quitte a` extraire une sous-
suite de (πj), on peut alors supposer qu’il existe un K-type ν ⊂
∧R−1
p qui
intervient dans chaque πj et tel que µ ⊂ p∧ν. Le Lemme 1.3 applique´ a` chacune
des repre´sentations πj et au K-type ν implique que le plus haut poids χ de ν
ve´rifie l’e´galite´
||ρ||2 − ||w(χ− ρn) + ρc||2 = 0. (1.6)
Ce qui, en utilisant la` encore [21], montre que le K-type ν ⊂ ∧R−1 p est e´gal a`
un certain µ(q′), ou` q′ est une sous-alge`bre parabolique θ-stable de g.
Le Lemme 1.4 s’applique donc a` nouveau (en e´changeant les roˆles de q et
q′) et on a trois possibilite´s. Soit L = L′ a un centre compact, soit L′ a un
facteur simple localement isomorphe a` SO(n, 1) (n ≥ 2) ou a` SU(n, 1) (n ≥ 1)
et le groupe L est obtenu a` partir de L′ en remplac¸ant ce facteur par SO(n −
2, 1) × SO(2) ou S(U(n − 1, 1) × U(1)) respectivement, soit le groupe L a un
facteur simple localement isomorphe a` SO(n, 1) (n ≥ 2) ou a` SU(n, 1) (n ≥ 1).
On retrouve donc les trois cas traite´s ci-dessus qui me`nent aux trois meˆme
contradictions des hypothe`ses du The´ore`me 1.2. L’implication inverse est donc
comple`tement de´montre´e.
Montrons maintenant l’implication directe. Remarquons d’abord que la de´m-
onstration de celle-ci par Vogan est tre`s courte et imme´diate une fois admises
les proprie´te´s de l’induction cohomologiques. Pour clarifier la suite du texte
nous reprenons la de´monstration de Vogan en termes d’induction parabolique.
Commenc¸ons donc par quelques rappels sur l’induction parabolique. Soit H un
sous-groupe de Cartan θ-invariant dans G. Alors H = T+A (produit direct)
avec T+ = H ∩K compact et A = exp(h0 ∩ p0). Nous notons ∆(g, h) l’ensemble
des racines de h dans g.
Soit M = MA la de´composition de Langlands du centralisateur de A dans
G. Le groupe M est un groupe line´aire re´ductif et T+ est un sous-groupe
de Cartan compact de M . Rappelons qu’alors M posse`de une se´rie discre`te.
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Plus pre´cisemment (cf. [19]), les repre´sentations de la se´rie discre`te de M sont
parame´tre´es par leur parame`tre d’Harish-Chandra λ ∈ (t+)∗ associe´ a` un (pseudo-
)caracte`re re´gulier de T+ et regarde´ modulo l’action du groupe de WeylW (G/T+).
Nous notons σ(λ) la repre´sentation correspondante.
Fixons γ = (λ, ν) ∈ h∗ avec λ comme au-dessus et ν ∈ Â (nous notons
e´galement ν l’e´le´ment de a∗ correspondant). On ve´rifie queM est le sous-groupe
de Levi d’un sous-groupe parabolique P =MAN tel que
Re〈α, ν〉 ≤ 0, pour toute racine α ∈ ∆(n, a).
La repre´sentation standard de parame`tre γ est le (g,K)-module
X(γ) = XG(γ) = indGP (σ(λ) ⊗ ν ⊗ 1).
(Ici nous utilisons l’induction normalise´e et ne conside´rons que l’espace des
vecteurs K-finis de la repre´sentation induite.) Les diffe´rents constituants (sous-
quotients) irre´ductibles de X(γ) ne de´pendent pas de P mais seulement de γ.
Speh et Vogan associent dans [30] une famille canonique {X1(γ), . . . , Xr(γ)} de
sous-quotients irre´ductibles de X(γ), les sous-quotients de Langlands. Ce sont
exactement les sous-quotients qui contiennent un K-type minimal de X(γ), il
sera ainsi plus commode de les parame´trer X(γ, µ) par les diffe´rents K-types
minimaux µ de X(γ).
Cette construction est relie´e aux repre´sentations cohomologiques Aq de la
manie`re suivante. Soit q = l + u une sous-alge`bre parabolique θ-stable de g.
Fixons H = T+A un sous-groupe de Cartan θ-stable et maximalement de´ploye´
dans L et L = (L ∩ K)ANL une de´composition d’Iwasawa. Nous voulons lui
associer une repre´sentation standard et donc un parame`tre γ = (λ, ν). On prend
ν ∈ a∗ e´gal a` la demi-somme des racines de a dans nL et
λ = ρ+ + ρ(u) ∈ (t+)∗,
ou` un syste`me positif de racines de t+ dans m ∩ l e´tant fixe´, nous notons ρ+ la
demi-somme des racines positives de t+ dans m ∩ l et ρ(u) la demi-somme des
racines de t+ dans u. Alors, cf. [36], la repre´sentation Aq s’identifie a` l’unique
“quotient de Langlands” X(γ) de la repre´sentation induite X(γ).
Le lien avec le sous-groupe L est le suivant. Supposons que la sous-alge`bre
de Cartan h soit contenue dans la sous-alge`bre de Levi l d’une sous-alge`bre
parabolique θ-stable q = l + u. Alors, l’ensemble des constituants de X(γ) est
en bijection avec l’ensemble des constituants de XL(γL), ou` γL = (λL, ν) avec
λL = λ−ρ(u). Si, plus pre´cisemment, µL−2ρ(u∩p) est un (K∩L)-type minimal
de XL(γL), il existe un unique K-type µ tel que µL soit la repre´sentation de
L ∩ K engendre´e par un espace de poids extre`me dans µ. La bijection associe
alors a` X
L
(γL, µL − 2ρ(u ∩ p)) le module XG(γ, µ). Remarquons que ce lien
s’applique en particulier au cas des repre´sentations cohomologiques. Dans ce
cas XL(γL) a encore un unique “quotient de Langlands” X
L
(γL) qui est la
repre´sentation triviale de L.
Revenons maintenant a` la de´monstration de l’implication directe dans le
The´ore`me 1.2 et supposons d’abord que le groupe L posse`de un facteur simple lo-
calement isomorphe a` SO(n, 1) ou SU(n, 1) (n ≥ 1). Alors la repre´sentation triv-
iale de L n’est pas isole´e dans le dual unitaire L̂ de L (L n’a pas la proprie´te´ (T)
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de Kazhdan) : si L posse`de un facteur simple localement isomorphe a` SO(1, 1) il
suffit de conside´rer une suite de caracte`res unitaires convergeant vers le caracte`re
trivial, sinon 1L est limite de repre´sentations de la se´rie comple´mentaire unitaire
de SO(n, 1) (n ≥ 2) ou SU(n, 1) (n ≥ 1). Dans tous les cas la repre´sentation
triviale de L est approche´e par des modules X
L
(γiL, µ
i
L) auxquels sont naturelle-
ment associe´s les modules X(γi, µi) qui sont unitaires d’apre`s [34] et convergent
vers la repre´sentation cohomologique Aq.
Supposons enfin qu’il y ait une racine imaginaire non compacte β dans
Π orthogonale a` Π(l). Conside´rons alors la sous-alge`bre parabolique θ-stable
q′ = l′ + u′ correspondant a` Π(l) ∪ {β}. Le sous-groupe de Levi L′ est locale-
ment isomorphe au produit L × SL(2,R) au centre pre`s. La correspondance
ci-dessus associe a` la repre´sentation triviale X
L
(γL) de L une repre´sentation
X
L′
(γL′) de L
′, dont on peut facilement ve´rifier que c’est la premie`re se´rie
discre`te de SL(2,R) (tensorise´e avec la repre´sentation triviale de L), a` laquelle
correspond, via la correspondance de L′ a` G et par fonctorialite´ de l’induction, la
repre´sentation cohomologiqueAq. Mais la premie`re se´rie discre`te de SL(2,R) est
dans l’adhe´rence de la se´rie comple´mentaire et comme au paragraphe pre´ce´dent
la correspondance de L′ a` G permet de construire une suite de modules unitaires
qui convergent vers Aq. Ceci conclut la de´monstration du The´ore`me 1.2.
Remarques. 1. Dans [33, Theorem A.10], Vogan e´nonce en fait quatre condi-
tions ne´cessaires et suffisantes pour que la repre´sentation π du The´ore`me 1.2
soit isole´e. La condition 0) de Vogan est que le groupe L n’ait pas de facteurs
simples compacts (non abe´lien), dans le cas des repre´sentations cohomologiques
auxquelles nous nous sommes restreint ici, nous avons rappele´ (The´ore`me 1.1)
que l’on pouvait toujours supposer cette condition ve´rifie´e. La condition 1) de
Vogan est que le centre de L ne soit pas compact, comme le remarque Vogan
cette condition e´quivaut a` ce que le groupe L n’ait pas de facteur localement
isomorphe au groupe SO(1, 1), elle est donc contenue dans notre condition 1.
La condition 2) de Vogan correspond a` notre condition 1. (avec n ≥ 2 dans le
cas SO). Enfin la condition 3) de Vogan peut paraˆıtre plus faible puisque dans
notre cas celle-ci s’e´crit :
〈β∨, ρg〉 6= 1
pour toute racine (imaginaire) non compacte β ∈ Π orthogonale a` Π(l).
Cette condition est en fait e´quivalente a` notre condition 2. En effet, si β est une
racine simple la transformation sβ permute les racines positives 6= β et envoie
β sur −β. Elle envoie donc la demi-somme ρg de toutes les racines positives sur
ρg − β. Puisque par ailleurs sβ(α) = α − 2〈β∨, α〉β, on obtient que pour toute
racine β ∈ Π, 〈β∨, ρg〉 = 1.
2. Si dans le The´ore`me 1.2, la repre´sentation π appartient a` la se´rie discre`te
de G, elle n’est pas isole´e. En effet, l’alge`bre l est alors compacte et donc
abe´lienne et toute racine β ∈ Π est orthogonale a` Π(l).
3.Dans la de´monstration qu’il donne du The´ore`me 1.2, Vogan distingue deux
cas suivant que le K-type µ soit ou non unK-type minimal de toutes (sauf peut-
eˆtre un nombre fini d’entre elles) les repre´sentations πj . La de´monstration est
plus simple lorsque µ est effectivement un K-type minimal des repre´sentations
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πj . Et sous cette hypothe`se la repre´sentation π est isole´e si et seulement si la
condition 1. du The´ore`me 1.2 est ve´rifie´e. Ceci correspond au fait que dans notre
Lemme 1.4, pour que µ(q′) ne soit pas un plus bas K-type que µ(q), l’on doive
exclure le troisie`me cas.
4. Pre´cisons la correspondance entre certains (l, L ∩K)-modules et (g,K)-
modules utilise´e dans la de´monstration de l’application directe du The´ore`me 1.2.
Soit q = l+u une sous-alge`bre parabolique θ-stable de g. Fixons une sous-alge`bre
de Cartan h ⊂ l, et un poids γL ∈ h∗. Remarquons que
ρ(u) =
1
2
∑
α∈∆(g,h)
α ∈ h∗.
Soit Y un (l, L∩K)-module irre´ductible de caracte`re infinite´simal γl = γ−ρ(u).
D’apre`s Langlands [22] et Knapp-Zuckerman [18], il existe λ ∈ (t+)∗ associe´ a`
un (pseudo-)caracte`re re´gulier de T+ et ν ∈ Â tels que γ = (λ, ν) ∈ h∗ et Y soit
l’unique quotient de Langlands X
L
(γL) de X
L(γL). Supposons de plus
Re〈α, γ〉 ≥ 0, pour tout α ∈ ∆(u, h), (1.7)
et
〈α, γ〉 6= 0, pour tout α ∈ ∆(u, h). (1.8)
Alors le module X(γ) est bien de´finit, on le note RY . C’est un (g,K)-module
irre´ductible de caracte`re infinite´simal γ naturellement attache´ a` Y . Le fonc-
teur R est appele´ foncteur d’induction cohomologique, il re´alise une equiva-
lence de cate´gorie exacte sur son image. Il envoie repre´sentations unitaires sur
repre´sentations unitaires et repre´sentations non-unitaires sur repre´sentations
non-unitaires, cf. [34].
5. La difficulte´ de la de´monstration originale de Vogan tient a` ce qu’une
suite (πj) ⊂ Ĝ adhe´rente a` R1L n’appartient pas ne´cessairement a` l’image de
R. La de´monstration de Vogan implique ne´anmoins qu’il existe alors L′ lie´ a`
L comme dans le point 3. du Lemme 1.4 avec (en particulier L′ posse´dant un
facteur de rang 1 et donc) 1L′ non-isole´e : ρi → 1L′ telle que la suite (R′ρi)i
adhe`re a` R1L. Ou` nous avons note´ R′ le foncteur d’induction cohomologique de
L′ a` G.
Dans [7] et [5] une proprie´te´ d’isolation faible joue un roˆle important : l’iso-
lation sous la condition d = 0. Nous dirons d’une repre´sentation cohomologique
π comme dans le The´ore`me 1.2 qu’elle est isole´e sous la condition d = 0 si
elle est isole´e de l’ensemble des repre´sentations irre´ductibles unitaires telles que
Im(dR) = 0, ou` dR de´signe la diffe´rentielle sur les cochaˆınes de degre´ R = R(q)
du complexe calculant la (g,K)-cohomologie.
Notre de´monstration du The´ore`me 1.2 est bien adapte´e pour caracte´riser les
repre´sentations cohomologiques isole´es sous la condition d = 0. On obtient plus
pre´cisemment.
Proposition 1.5 Soit π comme dans le The´ore`me 1.1. La repre´sentation π
est isole´e sous la condition d = 0 si et seulement s’il n’existe aucune sous-
alge`bre parabolique θ-stable q′ = u′+l′ telle que le groupe L′ ait un facteur simple
localement isomorphe a` SO(n, 1) (n ≥ 2) ou a` SU(n, 1) (n ≥ 1) et que le groupe
L s’obtienne a` partir de L′ en remplac¸ant ce facteur par SO(n − 2, 1)× SO(2)
ou S(U(n− 1, 1)× U(1)) respectivement.
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De´monstration. Montrons que c’est une condition suffisante par contrapose´e.
Supposons donc qu’il existe une suite (πj) comme dans la de´monstration du
The´ore`me 1.2 et ve´rifiant d(CR(πj)) = 0. Alors d(HomK(µ, πj)) = 0 et la
de´monstration du The´ore`me 1.2 implique qu’il existe un K-type µ′ = µ(q′)
associe´ a` une certaine sous-alge`bre parabolique θ-stable de g tel que µ′ ⊂ ∧R−1 p
intervienne dans chaque πj et tel que µ ⊂ p ∧ µ′. Le Lemme 1.4 s’applique en
e´changeant les roˆles de q et q′. En outre, puisque µ′ ⊂ ∧R−1 p, le plus haut
poids 2ρ(u ∩ p) de µ est ne´cessairement de la forme 2ρ(u′ ∩ p) + δ avec δ racine
positive. On est donc dans le deuxie`me cas du Lemme 1.4 (en e´changeant les
roˆles de L et L′). Ce qui implique la Proposition 1.5.
2 Illustration dans le cas des groupes classiques
Dans cette section, nous appliquons le The´ore`me 1.2 et la Proposition 1.5
aux diffe´rents groupes classiques.
Groupes unitaires. Soient p et q des entiers strictement positifs avec p ≤ q
et
G = U(p, q) :=
{
g =
(
A B
C D
)
: tg
(
1p 0
0 −1q
)
g =
(
1p 0
0 −1q
)}
,(2.1)
ou` A ∈ Mp×p(C), B ∈ Mp×q(C), C ∈ Mq×p(C) et D ∈ Mq×q(C). Le rang re´el
de G est alors p et le sous-groupe
K =
{
g =
(
A 0
0 D
)
∈ G : A ∈ U(p), D ∈ U(q)
}
est un sous-groupe compact maximal dans G.
Rappelons que la multiplication par i =
√−1 induit une de´composition
p = p+ ⊕ p−.
L’alge`bre de Lie g est bien e´videmmentM(p+q)×(p+q)(C), et l’on voit ses e´le´ments
sous forme de blocs comme dans (2.1). On a alors,
p+ =
{(
0 B
0 0
)
avec B ∈Mp×q(C)
}
et
p− =
{(
0 0
C 0
)
avec C ∈Mq×p(C)
}
.
Soit E = Cp (resp. F = Cq) la repre´sentation standard de U(p) (resp. U(q)).
Alors, comme repre´sentation de KC, p
+ = E ⊗ F ∗.
Dans [6] nous avons parame´tre´ les repre´sentations cohomologiques de G
par certains couple de partitions. Rappelons qu’une partition est une suite
de´croissante λ d’entiers naturels λ1 ≥ . . . ≥ λl ≥ 0. Les entiers λ1, . . . , λl
sont des parts. La longueur l(λ) de´signe le nombre de parts non nulles, et le
poids |λ|, la somme des parts. On se soucie peu, d’ordinaire, des parts nulles :
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on se permet en particulier, le cas e´che´ant, d’en rajouter ou d’en oˆter. Le dia-
gramme de Young de λ, que l’on notera e´galement λ, s’obtient en superposant,
de haut en bas, des lignes dont l’extre´mite´ gauche est sur une meˆme colonne, et
de longueurs donne´es par les parts de λ. Par syme´trie diagonale, on obtient le
diagramme de Young de la partition conjugue´e, que l’on notera λ∗.
Soient λ et µ deux partitions telles que le diagramme de µ contienne λ, ce
que nous noterons λ ⊂ µ. Notons µ/λ le comple´mentaire du diagramme de λ
dans celui de µ : c’est une partition gauche son diagramme est un diagramme
gauche. Dans la pratique les partitions λ que nous rencontrerons seront incluses
dans la partition rectangulaire p × q = (q, . . . , q︸ ︷︷ ︸
p fois
) = (qp), le diagramme gauche
p×q/λ est alors le diagramme de Young d’une partition auquel on a applique´ une
rotation d’angle π ; nous noterons λˆ cette partition, la partition comple´mentaire
de λ dans p× q.
Nous dirons d’un couple de partitions (λ, µ) qu’il est compatible (compatible
dans p× q en cas d’ambiguite´) si
1. on a la suite d’inclusion λ ⊂ µ ⊂ p× q, et
2. le diagramme gauche µ/λ est une re´union de diagrammes rectangulaires
pi × qi, i = 1, . . . ,m ne s’intersectant qu’en des sommets.
Les re´sultats de Parthasarathy, Kumaresan et Vogan-Zuckerman mentionne´s
plus haut affirment alors que l’ensemble des classes d’e´quivalences de repre´senta-
tions cohomologiques de G est
{A(λ, µ) : (λ, µ) est un couple compatible de partitions},
ou`
Hk(g,K,A(λ, µ)) ∼=
{
C si k = R := |λ|+ |µˆ| = pq −∑mi=1 piqi,
0 si k < R,
et plus ge´ne´ralement
Hk(g,K,A(λ, µ)) ∼= Hk−R
(
m∏
i=1
U(pi + qi)/(U(pi)× U(qi)),C
)
.
Ici U(pi + qi)/(U(pi)× U(qi)) est la grassmannienne des pi-plans dans Cpi+qi .
La repre´sentation triviale correspond au couple (0, p× q) et le degre´ R cor-
respondant est e´videmment e´gal a` 0. On retrouve que la cohomologie qui lui
correspond est la cohomologie du dual compact X̂G = U(p+ q)/(U(p)× U(q))
de XG. Les repre´sentations cohomologiques appartenant a` la se´rie discre`te sont
celles qui ve´rifient µ = λ. Enfin, remarquons que le “type de Hodge” de la classe
de cohomologie fortement primitive de A(λ, µ) est (R+, R−) = (|λ|, |µˆ|). Nous
noteronsHλ,µ la A(λ, µ)-composante de la cohomologie de degre´ R (composante
fortement primitive).
Le The´ore`me 1.2 implique qu’un certain nombre de ces repre´sentations sont
isole´es dans le dual unitaire de G. Il implique plus pre´cisemment le corollaire
suivant.
Corollaire 2.1 Soit (λ, µ) un couple compatible de partitions dans p × q avec
µ/λ = (p1× q1) ∗ . . .∗ (pm× qm). Alors la repre´sentation A(λ, µ) est isole´e dans
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le dual unitaire de G si et seulement s’il n’existe aucun couple compatible de
partitions (λ′, µ′) dans p × q tel que les diagrammes gauches µ′/λ′ et µ/λ ne
diffe`rent que d’une case. Elle est isole´e sous la condition d = 0 si et seulement
s’il n’existe aucun couple compatible de partitions (λ′, µ′) dans p × q tel que le
diagramme gauche µ/λ s’obtienne a` partir de µ′/λ′ en lui enlevant une case.
On peut expliciter ces conditions : la repre´sentation A(λ, µ) est isole´e dans
le dual unitaire de G si et seulement si
1. mini(pi, qi) ≥ 2, et
2. si λi = µi > λi+1 (i = 1, . . . , p) alors µi+1 = µi (ou` nous adoptons
exceptionnellement la convention que λp+1 = µp+1 = −1).
Le dernier point signifie que λ et µ n’ont aucun angle ou en commun. En
particulier, les repre´sentations A(λ, µ) telles que λ = µ (qui sont exactement les
repre´sentations cohomologique de la se´rie discre`te) ne sont jamais isole´es.
Groupes orthogonaux. Dans ce paragraphe G = O(p, q)0, ou` p et q sont
des entiers strictement positifs. Le rang re´el de G est donc min(p, q). On a
G =
{
g =
(
A B
C D
)
: tg
(
1p 0
0 −1q
)
g =
(
1p 0
0 −1q
)}0
, (2.2)
ou` A ∈Mp×p(R), B ∈Mp×q(R), C ∈Mq×p(R) et D ∈Mq×q(R). Et,
K =
{
g =
(
A 0
0 D
)
∈ G : A ∈ SO(p), D ∈ SO(q)
}
.
L’involution de Cartan θ est donne´e par x 7→ −tx. On a alors,
p =
{(
0 B
tB 0
)
: B ∈Mp×q(C)
}
.
Soit E = Cp (resp. F = Cq) la repre´sentation standard de SO(p,C) (resp.
SO(q,C)). Alors, comme repre´sentation de KC, p = E ⊗ F ∗.
Dans [5], et toujours a` partir des re´sultats de Parthasarathy, Kumaresan et
Vogan-Zuckerman, nous montrons que l’ensemble des classes d’e´quivalences de
repre´sentations cohomologiques de G est alors
{A(λ)±1±2 : (λ, λˆ) est un couple compatible de partitions1},
ou` les signes±1 et±2 correspondent au fait que pour nous une classe d’e´quivalen-
ce de repre´sentations cohomologiques correspond a` une repre´sentation du groupe
connexeG et que certaines repre´sentationsA(λ) du groupeO(p, q) se restreignent
au groupeG en une somme de 2 ou 4 repre´sentations (cohomologiques) irre´ductibles.
On peut oublier tout ceci dans le reste du texte.
Remarquons qu’une partition orthogonale λ ve´rifie que son diagramme gauche
associe´ λˆ/λ s’e´crit comme une re´union de diagrammes rectangulaires : (a1×b1)∗
. . . ∗ (am × bm) ∗ (p0 × q0) ∗ (am × bm) ∗ . . . ∗ (a1 × b1). Les groupes de (g,K)-
cohomologie de A(λ)±1±2 se calculent alors de la manie`re suivante :
Hk(g,K,A(λ)±1±2)
∼=
{
C si k = R := |λ|,
0 si k < R,
1Nous dirons dore´navant d’une partition λ telle que le couple (λ, λˆ) soit compatible, qu’elle
est orthogonale.
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et plus ge´ne´ralement
Hk(g,K,A(λ)±1±2)∼= Hk−R (O(p0 + q0)/(O(p0)×O(q0))
∏m
i=1 U(ai + bi)/(U(ai)× U(bi)),C) .
Nous noterons Hλ la A(λ)-composante de la cohomologie de degre´ R.
Dans ce cas le The´ore`me 1.2 implique le corollaire suivant.
Corollaire 2.2 Soit λ ⊂ p× q une partition orthogonale avec λˆ/λ = (a1× b1) ∗
. . . ∗ (am × bm) ∗ (p0 × q0) ∗ (am × bm) ∗ . . . ∗ (a1 × b1). Alors les diffe´rentes
repre´sentations A(λ)±2±1 associe´es a` λ sont soit toutes isole´es dans le dual uni-
taire de O(p, q)0 soit toutes non isole´es. Elles sont isole´es si et seulement s’il
n’existe aucune partition orthogonale λ′ ⊂ p×q telle que les diagrammes gauches
λˆ/λ et λ̂′/λ′ ne diffe`rent que de deux cases. Elle est isole´e sous la condition
d = 0 si et seulement s’il existe une partition orthogonale λ′ ⊂ p× q telle que le
diagramme gauche λˆ/λ s’obtienne a` partir de λ̂′/λ′ en lui enlevant deux cases.
Groupes G = Sp(p,q). Ce cas est similaire a` celui des groupes unitaires.
Rappelons juste qu’en utilisant l’identification classique entre l’alge`bre des quater-
nions H et C2, on a :
k0 =


A 0 S 0
0 B 0 T
−S 0 A 0
0 −T 0 B
 : A ∈ u(p), B ∈ u(q),S ∈ Sym(p,C), T ∈ Sym(q,C)
 ,
p0 =


0 M 0 X
tM 0 tX 0
0 X 0 −M
tX 0 −tM 0
 : M,X ∈Mp×q(C)
 .
Comme dans le cas unitaire [6] il n’est alors pas difficile de montrer que l’ensem-
ble des repre´sentations cohomologiques de G est{
A(λ, µ)i :
(λ, µ) est un couple compatible de partitions et
i = 0, 1 (toujours = 1 si λp > 0 ou µp = 0)
}
,
ou`
Hk(g,K,A(λ, µ)1) ∼=
{
C si k = R := pq + |λ|+ |µˆ| = 2pq −∑mi=1 piqi,
0 si k < R,
et
Hk(g,K,A(λ, µ)0) ∼=
 C si k = R :=
{
pq − p1q1 + |λ|+ |µˆ|
2pq − 2p1q1 −
∑m
i=2 piqi,
0 si k < R,
et plus ge´ne´ralement
Hk(g,K,A(λ, µ)1) ∼= Hk−R
(
m∏
i=1
U(pi + qi)/(U(pi)× U(qi)),C
)
,
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et
Hk(g,K,A(λ, µ)0)∼= Hk−R (Sp(p1 + q1)/(Sp(p1)× Sp(q1))×
∏m
i=2 U(pi + qi)/(U(pi)× U(qi)),C) .
Dans ce cas le The´ore`me 1.2 implique le corollaire suivant.
Corollaire 2.3 Soit (λ, µ) un couple compatible de partitions dans p × q avec
µ/λ = (p1 × q1) ∗ . . . ∗ (pm × qm). Alors la repre´sentation A(λ, µ)i (i = 0, 1) est
isole´e dans le dual unitaire de G si et seulement si
1. lorsque i = 1 : il n’existe aucun couple compatible de partitions (λ′, µ′)
dans p × q tel que les diagrammes gauches µ′/λ′ et µ/λ ne diffe`rent que
d’une case, et
2. lorsque i = 0 : p1, q1 ≥ 1, p1+q1 ≥ 3 et il n’existe aucun couple compatible
de partitions (λ′, µ′) dans p × q tel que les diagrammes gauches µ′/λ′ =
(p′1 × q′1) ∗ . . . ∗ (p′m × q′m) et µ/λ ne diffe`rent que d’une case et (p′1, q′1) =
(p1, q1).
Elle est isole´e sous la condition d = 0 si et seulement s’il n’existe aucun couple
compatible de partitions (λ′, µ′) dans p × q tel que le diagramme gauche µ/λ
s’obtienne a` partir de µ′/λ′ en lui enlevant une case et (p1, q1) = (p
′
1, q
′
1) si
i = 0.
3 Isolation automorphe
Conside´rons a` nouveau un groupe G semi-simple alge´brique sur Q. Si l’on se
restreint au dual automorphe il est naturel d’espe´rer des proprie´te´s d’isolation
plus fortes. Nous conjecturons le re´sultat suivant.
Conjecture 3.1 Soit π comme dans le The´ore`me 1.1. La repre´sentation π est
isole´e dans
{π} ∪ ĜAut
de`s que le sous-groupe de Levi L ⊂ G, associe´ a` la sous-alge`bre parabolique q,
a un centre compact. C’est en particulier toujours le cas lorsque rangC(G) =
rangC(K), autrement dit lorsque G posse`de une se´rie discre`te.
Nous conjecturons de plus que la Conjecture 3.1 est optimale au sens faible
suivant : le type re´el de G e´tant fixe´, il devrait exister une Q-forme de G telle
que la repre´sentation cohomologique π soit contenue et non-isole´e dans ĜAut.
Enfin nous conjecturons qu’une repre´sentation cohomologique π de G est
toujours isole´e sous la condition d = 0 dans
{π} ∪ ĜAut.
Dans la suite de cette section nous cherchons a` motiver la Conjecture 3.1
a` l’aide des Conjectures d’Arthur. Dans deux articles fondamentaux, Arthur
a en effet donne´ une description conjecturale des repre´sentations des groupes
re´ductifs qui peuvent apparaˆıtre dans L2(Γ\G) pour un sous-groupe de congru-
ence. Avec Clozel dans [7], nous avons de´duit de la the´orie d’Arthur a min-
ima des limitations se´ve`res sur les caracte`res infinite´simaux des repre´sentations
pouvant apparaˆıtre dans L2(Γ\G) lorsque Gnc = SU(n, 1) ou O(n, 1)0. Com-
menc¸ons par rappeler cette the´orie d’Arthur a minima et ce que celle-ci im-
plique dans le cas des groupes de rang re´el 1.
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Parame`tres d’Arthur. Dans ce paragraphe G est un groupe re´ductif re´el et
LG le groupe dual de Langlands [22, 8]. Le groupe de Weil de R, note´ WR, est
l’extension de C∗ par Z/2Z (le groupe de Galois de C sur R) :
WR = C
∗ ∪ jC∗,
ou` j2 = −1 et jcj−1 = c. Un parame`tre d’Arthur pour G est un homomorphisme
ψ : WR × SL(2,C)→ LG (3.1)
tel que
1. Le diagramme
WR → LG
ց ւ
Gal(C/R)
est commutatif.
2. Le morphisme ψ|SL(2,C) est holomorphe (≡ alge´brique).
3. L’image de ψ|WR est d’adhe´rence compacte.
On de´duit de ψ un “parame`tre de Langlands” (cf. [22, 8])
ϕψ : WR → LG
w 7→ ψ
(
w,
( |w|1/2 0
0 |w|−1/2
))
(3.2)
ou`, pour w ∈ WR, |w| est la valeur absolue de l’image de w dans R∗ via la suite
exacte naturelle
1→ U = {z ∈ C∗ : |z| = 1} u→ R∗ → 1
donne´e par u : z 7→ |z|C = zz si z ∈ C∗ et u(j) = −1.
Il correspond aux parame`tres d’Arthur des paquets d’Arthur, ensembles finis
de repre´sentations conjecturalement relie´ a` la de´composition du spectre auto-
morphe. Nous avons e´crit “parame`tre de Langlands” entre guillemets car le
parame`tre ϕψ ne de´finit en ge´ne´ral qu’une repre´sentation de la forme inte´rieure
quasi-de´ploye´e du groupe G (et non pas une repre´sentation du groupe G lui
meˆme). La de´finition des paquets d’Arthur est donc un peu plus de´licates lorsque
G n’est pas quasi-de´ploye´. Nous ne de´taillons pas cet aspect des choses, pre´fe´rant
d’abord remarquer que puisque sur C les alge`bres de Lie de G et de n’importe
laquelle de ses formes inte´rieures sont isomorphes, on peut en tout cas parler du
caracte`re infinite´simal de´finit par ϕψ. E´nonc¸ons alors la formulation tre`s faible
suivante des conjectures d’Arthur.
Conjecture 3.2 Si une repre´sentation irre´ductible π de G apparaˆıt (faible-
ment) dans L2(Γ\G) pour un sous-groupe de congruence, son caracte`re in-
finite´simal est associe´ a` un parame`tre d’Arthur ϕψ.
Dans [7] nous de´duisons de la Conjecture 3.2 que lorsque Gnc = SU(n, 1) ou
O(n, 1)0, le groupe G doit ve´rifier l’hypothe`se :
(Hyp) :
{
Si π = X(λ, s) ∈ ĜAut est non tempe´re´e, alors
s ∈ 12Z (0 < s ≤ ρ).
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Ici, et comme au §1, X(λ, s) de´signe l’unique quotient de Langlands de la
repre´sentation induite X(λ, s) avec λ (pseudo-)caracte`re re´gulier associe´ a` une
repre´sentation du sous-groupe de Levi d’un parabolique minimal P = MAN
de G et s ∈ C correspondant a` un e´le´ment de Â via l’identification de 1 ∈ C
avec l’unique racine simple de A dans G. Enfin et de manie`re usuelle, ρ = n si
Gnc = SU(n, 1) et ρ = (n− 1)/2 si Gnc = O(n, 1)0.
Revenons maintenant sur la the´orie d’Arthur dans le cas des repre´sentations
cohomologiques telle que de´crite dans [3]. Commenc¸ons par de´crire le foncteur
d’induction cohomologique en termes de parame`tres de Langlands. Conside´rons
donc G un groupe semi-simple re´el et L le sous-groupe de Levi associe´ a` une
sous-alge`bre parabolique θ-stable q. Nous lui associons un plongement
ξL :
LL→ LG.
La restriction de ξL au groupe dual de L est l’inclusion naturelle de celui-ci dans
le groupe dual de G, alors que
ξL(z) =
(z
z
)ρ(u)
,
et
ξL(j) = nGn
−1
L ⋊ j,
ou` nG (resp. nL) est un e´le´ment fixe´ du groupe de´rive´e du groupe dual de G
(reps. L) qui envoie les racines positives sur les racines ne´gatives. Il de´coule
alors de [29, Proposition 1.3.5] que ξL est un L-plongement. Il n’est de plus pas
difficile de ve´rifier que si ϕ : WR → LL est le parame`tre de Langlands de la
repre´sentation Y = X
L
(γL) du point 4. de la remarque suivant le The´ore`me
1.2 et ve´rifiant (1.7) et (1.8), alors ξL ◦ ϕ est le parame`tre de Langlands de la
repre´sentation RY .
Le lien avec les parame`tres d’Arthur est le suivant. Conside´rons le morphisme
ψ :WR × SL(2,C)→ LL
dont la restriction a` WR est triviale et qui envoie l’e´le´ment(
1 1
0 1
)
sur l’e´le´ment unipotent principal dans le groupe dual de G. C’est un parame`tre
d’Arthur dont le parame`tre de Langlands induit ϕψ correspond a` la repre´sentation
triviale de L. En composant le parame`tre ψ par ξL, on obtient un parame`tre
d’Arthur du groupeG, il lui correspond un paquet d’Arthur contenant la repre´sentation
cohomologique correspondant a` la sous-alge`bre parabolique q.
Les conjectures d’Arthur reposent sur la construction de tels paquets, familles
finies de repre´sentations de G associe´es aux parame`tres d’Arthur, qui devraient
partitionner le dual automorphe de G. Arthur lui-meˆme ne dit rien de la con-
struction de ces paquets, sauf dans le cas des repre´sentations cohomologiques,
via la L-application ξL construite ci-dessus. En particulier, sa formulation ne
pre´cise pas quels parame`tres de Langlands devraient apparaˆıtre dans la paquet
associe´ a` un parame`tre d’Arthur donne´, quand G n’est pas quasi-de´ploye´ sur R.
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Ces parame`tres sont a priori construits par Adams, Barbasch et Vogan [1]. Mais
la construction qui repose sur la ge´ome´trie alge´brique, les singularite´s d’orbites
et les faisceaux pervers est tre`s difficile. Notre interpre´tation, plus modeste, des
conjectures d’Arthur dans ce contexte implique la conjecture suivante. Toute
erreur est e´videmment notre.
Conjecture 3.3 Soit G un groupe semi-simple alge´brique sur Q et L le sous-
groupe de Levi associe´ a` une sous-alge`bre parabolique θ-stable q. Fixons τ une
repre´sentation unitaire de L et π la repre´sentation de G de´duite de τ par la
fonctorialite´ induite par la L-application ξL. La repre´sentation π appartient au
dual automorphe ĜAut de G si et seulement si (quitte a` conjuguer L dans G)
l’inclusion L ⊂ G est de´finie sur Q et la repre´sentation τ ∈ L̂Aut.
L’induction cohomologique devrait donc eˆtre fonctorielle entre les duaux
automorphes. Le lien avec la Conjecture 3.1 est le suivant. D’apre`s la Remarque
5 du §1, il de´coule de la de´monstration originale par Vogan [33] du The´ore`me
1.2 que pour de´montrer la Conjecture 3.1 il suffit de ve´rifier que si π est comme
dans le The´ore`me 1.2, que L a un centre compact et que τi est une suite de
repre´sentations unitaires de L qui converge vers 1L, alors pour i suffisamment
grand Rτi n’appartient pas au dual automorphe de G. Puisque L a la proprie´te´
τ , cf. Clozel [15], la Conjecture 3.3 implique finalement la Conjecture 3.1.
Plus modestement nous montrerons au §5 comment, dans de nombreux cas,
la Conjecture 3.1 se rame`ne a` ve´rifier l’hypothe`se (Hyp), ou une approximation
de celle-ci, pour chacun des groupes O(n, 1)0 (n ≥ 2) ou SU(n, 1) (n ≥ 1). Nous
en de´duirons de nouveaux cas de la Conjecture 3.1.
Avant cela et dans la section suivante, nous donnons d’autres raisons de
croire a` la Conjecture 3.3.
4 Applications cohomologiques
Conside´rons toujours G un groupe semi-simple alge´brique sur Q. Les appli-
cations cohomologiques que nous avons en vus sont des re´ponses partielles a` la
question classique suivante :
Question 4.1 Soit π ∈ Ĝ une repre´sentation cohomologique. Existe-t-il un
sous-groupe de congruence Γ ⊂ G(Q) tel que la repre´sentation π intervienne
discre`tement dans L2(Γ\G) ?
ou a` la question plus faible :
Question 4.2 Soit π ∈ Ĝ une repre´sentation cohomologique. Existe-t-il un
re´seau Γ dans G tel que la repre´sentation π intervienne discre`tement dans
L2(Γ\G) ?
Supposons G de´finit sur Q. Notre strate´gie, qui est de´ja` celle de Burger
et Sarnak [11], pour montrer qu’une repre´sentation cohomologique π inter-
vient discre`tement dans L2(Γ\G) pour un certain sous-groupe de congruence
de Γ ⊂ G(Q) consiste 1) a` de´montrer que la repre´sentation π appartient au dual
automorphe ĜAut, et 2) a` ve´rifier qu’elle y est isole´e.
Commenc¸ons par remarquer que la Conjecture 3.3 implique que pour tout
sous-groupe de Levi L ⊂ G de´fini sur Q et associe´ a` une sous-alge`bre parabolique
θ-stable q ⊂ g, la repre´sentation cohomologique R1L ∈ ĜAut. En particulier et
en utilisant la Conjecture 3.1, la Conjecture 3.3 implique :
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Conjecture 4.3 Soit G un groupe semi-simple qui admet une se´rie discre`te.
Alors la re´ponse a` la Question 4.2 est toujours positive.
La Question 4.1 est plus de´licate. Un bon exemple est celui des groupes unitaires
tordus e´tudie´s par Clozel [14]. Afin de motiver la Conjecture 3.3, montrons
comment de´duire de celle-ci les principaux re´sultats de [14].
Fixons trois entiers n, p et q tels que n = p + q, 1 ≤ p ≤ q. Si b est un
diviseur de n, rappelons que Clozel pose
x =
[p
b
]
(4.1)
ou´ [t] est la partie entie`re de t ≥ 0 ;
n = ab; (4.2)
N = N(b) = bx2 + (b− 2p)x+ (a− 1)p. (4.3)
Enfin, si N = N(b) est un tel entier, on note [pq − N, pq +N ]2 l’ensemble des
entiers {pq −N, pq −N + 2, . . . , pq +N} de meˆme parite´.
Proposition 4.4 Soient F un corps de nombres totalement re´el, Fc une ex-
tension de F quadratique et totalement imaginaire (corps CM). Soit (D, ∗) une
alge`bre a` division de degre´ n2 sur Fc, munie d’une involution de seconde espe`ce
∗. Soient U le groupe unitaire sur F associe´e a` (D, ∗) et G = ResF/Q(U/F )
- groupe Q-alge´brique. Supposons le groupe unitaire U compact en toutes les
places infinies de F sauf une. On a alors Gnc = SU(p, q), pour certains entiers
p, q tels que p+ q = n, et la Conjecture 3.3 implique :
1. Une repre´sentation non triviale π ∈ ĜAut ne peut intervenir dans la co-
homologie qu’en les degre´s appartenant a` la re´union, sur l’ensemble des
diviseurs b 6= 1 de n, des intervalles
[pq −N(b), pq +N(b)]2.
2. Pour chaque degre´ du point 1. il existe un sous-groupe de congruence Γ ⊂
G(Q) et une repre´sentation π ⊂ L2(Γ\G) cohomologique en ce degre´.
De´monstration. Nous adoptons ici un style volontairement le´ger, notre but est
en effet de motiver la Conjecture 3.3. Qu’il nous suffise donc de remarquer que
les arguments de cohomologie galoisienne de´veloppe´s dans [15] montrent que
la seule manie`re de plonger un groupe unitaire H comme Levi dans G est de
conside´rer un diviseur b de n, une extension L0 de F , totalement re´elle, de degre´
b et une alge`bre a` division A sur L = L0 ⊗ Fc de degre´ a = n/b et incluse dans
D⊗L0 telle que, munie de l’involution de seconde espe`ce (relativement a` L/L0)
induite par ∗, le groupe U(A, ∗) - un groupe sur L0 - se plonge dans U(D, ∗). Le
groupe H s’obtient alors par restriction des scalaires a` partir du groupe U(A, ∗).
On ve´rifie aise´ment que Hnc est isomorphe a` un groupe du type
SU(x1, y1)× . . .× SU(xb, yb), (4.4)
avec xi + yi = a (i = 1, . . . , b), x1 + . . .+ xb = p et y1 + . . .+ yb = q.
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La Conjecture 3.3 implique que les seules repre´sentations cohomologiques qui
apparaissent dans le dual automorphe ĜAut sont obtenues par induction coho-
mologique de la repre´sentation triviale d’un Q-sous-groupe L ⊂ G. Un tel sous-
groupe est ne´cessairement de la forme (4.4) et la repre´sentation cohomologique
correspondante n’intervient que dans les degre´s appartenant a` l’intervalle
[pq −
b∑
i=1
xiyi, pq +
b∑
i=1
xiyi]2.
Le premier point de la Proposition de´coule donc du petit lemme combinatoire
suivant.
Lemme 4.5 Supposons que p + q = ab et fixons b entiers x1, . . . , xb (resp.
y1, . . . , yb) tels que
– x1 + . . .+ xb = p, y1 + . . .+ yb = q, et
– pour tout i = 1, . . . , b, xi + yi = a.
Alors,
b∑
i=1
xiyi ≤ (b − y)x(a− x) + y(x+ 1)(a− x− 1),
ou` p = bx+y avec 0 ≤ y < b et ces deux nombres ont la meˆme parite´. Autrement
dit
b∑
i=1
xiyi ≤ N(b),
et ces deux nombres ont la meˆme parite´.
De´monstration. Il s’agit en fait d’e´valuer la somme
b∑
i=1
xi(a− xi) (4.5)
lorsque les xi sont des entiers astreints a` appartenir a` l’intervalle [0, a] et a`
ve´rifier l’identite´ x1+. . .+xb = p. Puisque (x−1)(a−x+1) = x(a−x)−a−1−2x,
il est imme´diat, que sous ces conditions changer les xi ne change pas la parite´
de l’expression (4.5). Il nous reste a` majorer (4.5) : on montre par re´currence
que l’expression (4.5) est maximale lorsque x1 = . . . = xb−y = x et xb−y+1 =
. . . = xb = x+1. Il suffit de traiter le cas b = 2 qui est bien suˆr imme´diat. Enfin
il n’est pas difficile de ve´rifer que N(b) = (b− y)x(a− x) + y(x+ 1)(a− x− 1).
Le Lemme 4.5 est de´montre´.
Il nous reste a` expliquer pourquoi en admettant la Conjecture 3.3, les degre´s
du point 1. interviennent effectivement dans la cohomologie. Cela de´coule de ce
que l’on peut effectivement construire comme indique´ ci-dessus (cf. la` encore,
les techniques de [15]) un Q-sous-groupe L ⊂ G tel que
Lnc = SU(x, a− x)b−y × SU(x+ 1, a− x− 1)y.
(Notations du Lemme 4.5.) La Conjecture 3.3 implique alors que la repre´sentation
π obtenue par induction cohomologique de L a` G de la repre´sentation triviale
appartient au dual automorphe de G (L est bien le sous-groupe de Levi d’une
sous-alge`bre parabolique θ-stable de g). Mais d’apre`s la Conjecture 3.1 (qui
21
de´coule elle-meˆme, rappelons-le, de la Conjecture 3.3), les repre´sentations co-
homologiques sont isole´es dans ĜAut. La repre´sentation π doit donc intervenir
discre`tement dans ĜAut et donc dans L
2(Γ\G) pour un certain sous-groupe de
congruence Γ ⊂ G(Q). Un petit calcul montre enfin que la repre´sentation π
intervient dans la cohomologie pour tous les degre´s ∈ [pq − N(b), pq + N(b)]2.
La Proposition 4.4 est de´montre´e.
Remarques. 1. Sous l’hypothe`se technique supple´mentaire (note´e (R) dans
[14]) :
en chaque place v de Fc, l’alge`bre Dv = D ⊗Fc Fc,v est soit isomorphe a`
Mn(Fc,v) soit une alge`bre a` division,
la conclusion de la Proposition 4.4 est un the´ore`me de Clozel [14, Theorem 3.3].
2. Nous pourrions traiter de manie`re analogue tous les groupes unitaires,
ceux-ci sont plus ge´ne´ralement obtenus a` partir d’une alge`bre centrale simple
B =Mr(D), avec D comme dans l’e´nonce´ de la Proposition 4.4.
Dans un meˆme registre, remarquons qu’il n’est pas difficile de ve´rifier, cf.
[26], que si G est un groupe semi-simple alge´brique sur Q provenant (par re-
striction des scalaires) d’un groupe de type 3D4 ou
6D4 sur un corps de nombre
totalement re´el et tel que Gnc = O(7, 1)0, alors G ne contient aucun Q-sous-
groupe L tel que Lnc = O(5, 1)0. Et la Conjecture 3.3 implique la conjecture
suivante.
Conjecture 4.6 Soit G un groupe semi-simple alge´brique sur Q provenant (par
restriction des scalaires) d’un groupe de type 3D4 ou
6D4 sur un corps de nom-
bre totalement re´el et tel que Gnc = O(7, 1)0, alors pour tout sous-groupe de
congruence Γ ⊂ G(Q), on a :
b1(Γ) = 0.
Rappelons qu’une ce´le`bre conjecture de Thurston affirme que toute varie´te´
hyperbolique compacte admet un reveˆtement fini avec un premier nombre de
Betti non nul. Cette conjecture est ve´rifie´e pour toute varie´te´ hyperbolique
arithme´tique de dimension ≥ 4 associe´e a` un groupe G, 6= 3,6D4, en restant
dans le monde des sous-groupes de congruence. Il est surprenant de noter que
selon la Conjecture 4.6, ce ne devrait plus eˆtre le cas pour les groupes de type
3,6D4.
A` de´faut de savoir de´montrer la Conjecture 3.3, on peut utiliser les foncto-
rialite´s remarquables de´couvertes par Burger, Li et Sarnak dans [10] et [11] :
1. Si H ⊂ G sont deux Q-groupes semi-simples et si ρ ∈ ĤAut alors toute
repre´sentation dans le support de l’induite indGHρ appartient au dual au-
tomorphe ĜAut.
2. Si H ⊂ G sont deux Q-groupes semi-simples et si π ∈ ĜAut alors toute
repre´sentation dans le support de la restriction π|H appartient au dual
automorphe ĤAut.
Commenc¸ons par exploiter la premie`re fonctorialite´ en prenant pour ρ la
repre´sentation triviale 1H de H . Alors ind
G
Hρ = ind
G
H1H = L
2(H\G). Toute
repre´sentation de la se´rie discre`te de H\G (i.e. toute repre´sentation intervenant
discre`tement dans la repre´sentation L2(H\G)) appartient au dual automorphe
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ĜAut. Comme le remarquent Burger, Li et Sarnak, une repre´sentation coho-
mologique π isole´e de G intervenant dans la se´rie discre`te de H\G pour un
certain sous-groupe H comme ci-dessus intervient alors dans la cohomologie
(L2) de S(Γ) pour un certain sous-groupe de congruence Γ ⊂ G(Q). Nous mon-
trons en fait la proposition suivante.
Proposition 4.7 Soit π une repre´sentation cohomologique de G appartenant a`
la se´rie discre`te de H\G. Supposons de plus π isole´e sous la condition d = 0
dans ĜAut. Il existe alors un sous-groupe de congruence Γ ⊂ G(Q) tel que la
repre´sentation π intervienne discre`tement dans L2(Γ\G).
De´monstration. Notons R le degre´ fortement primitif de la repre´sentation coho-
mologique π. L’espace HomK(
∧R
p, π) est de dimension 1, notons ω un ge´ne´rateur.
L’e´le´ment ω ∈ HomK(
∧R
p, C∞(H\G)) et de´finit donc une forme diffe´rentielle
lisse sur XG, H-invariante a` gauche. La repre´sentation π e´tant cohomologique,
cette forme diffe´rentielle est de plus harmonique. Elle s’identifie naturellement
a` une composante isotypique de la forme de Thom Ω (a` une forme exacte lisse
pre`s) du fibre´ normal de XH dans XG, cf. [31]. Or il existe (cela de´coule de la
construction de la forme de Thom) une forme diffe´rentielle α sur XG lisse sauf
peut-eˆtre le long de XH et telle que Ω = d(α). Puisque le fibre´ normal comme
la forme Ω sont H-invariants a` gauche, on peut de plus supposer que la forme
α est H-invariante a` gauche et la repre´senter par un e´le´ment
α ∈ HomK(
∧
R−1p, C∞(H\G)).
Fixons maintenant d une distance G-invariante a` gauche sur G. Notons
ϕ(x) =
{
e
1
x2−1 si |x| < 1
0 si |x| ≥ 1
(x ∈ R) et C = (∫ ϕ)−1. Conside´rons alors pour s > 0, la forme diffe´rentielle
lisse a` support compact :
Ωs = Csd
[
(ϕ(sx) ∗ 1[0,s])(d(·, H)) · α
] ∈ HomK(∧Rp, C∞0 (H\G)).
Les formes Ωs convergent uniforme´ment sur les compacts vers la forme Ω lorsque
s tend vers +∞.
E´tant donne´ un sous-groupe de congruence Γ ⊂ G(Q), on peut toujours
former la se´rie
ΩΓs =
∑
γ∈(Γ∩H)\Γ
γ∗Ωs,
qui de´finit une forme diffe´rentielle sur S(Γ). Fixons Γ et notons Λ := Γ ∩H . Il
est bien connu, cf. [7], qu’il existe une suite Γm de sous-groupes de congruence
⊂ Γ telle que
Λ = ∩mΓm.
Les formes ΩΓms convergent donc sur tout compact de XG vers la forme Ωs.
La suite de formes diffe´rentielles ferme´es ΩΓmm converge donc vers Ω. Mais la
repre´sentation π (qui intervient dans Ω) est isole´e sous la condition d = 0 dans
le dual automorphe de G, elle doit donc ne´cessairement intervenir dans ΩΓmm
23
pour m suffisamment grand et donc dans le spectre discret de Γm\G pour m
suffisamment grand. Ce qui conclut la de´monstration de la Proposition 4.7.
De manie`re analogue on montre la proposition suivante dans [4].
Proposition 4.8 Soit π (resp. σ) une repre´sentation cohomologique de G (resp.
H) de degre´ fortement primitif R. Notons µ et δ leurs plus bas K-types respectifs.
Supposons que
1. σ (resp. δ) intervienne discre`tement dans la restriction de π (resp. µ) a`
H (resp. K ∩H),
2. π ∈ ĜAut, et
3. σ soit isole´e sous la condition d = 0 dans ĤAut.
Alors il existe un sous-groupe de congruence Λ ⊂ H(Q) tel que la repre´sentation
σ intervienne discre`tement dans L2(Λ\H).
Nous de´duisons maintenant de ces Propositions et de la Proposition 1.5 des
re´ponses partielles aux Questions 4.1 et 4.2. De la Proposition 4.7 nous de´duisons
d’abord le the´ore`me ge´ne´ral suivant.
The´ore`me 4.9 Soient G et H deux groupes semi-simples tels que H co¨ıncide
avec l’ensemble des points fixes d’une involution de G qui commute a` l’involution
de Cartan. Supposons :
1. qu’il existe une sous-alge`bre de Cartan compacte t du supple´mentaire de
h dans g 2, et
2. qu’il n’existe aucune sous-alge`bre parabolique θ-stable q′ = u′+ l′ telle que
le groupe L′ ait un facteur simple localement isomorphe a` SO(n, 1) (n ≥ 2)
ou a` SU(n, 1) (n ≥ 1) et que le centralisateur L de t dans G s’obtienne en
remplac¸ant ce facteur par SO(n− 2, 1)× SO(2) ou S(U(n− 1, 1)×U(1))
respectivement.
Il existe alors un re´seau cocompact Γ ⊂ G tel que
HdG−dH (S(Γ)) 6= 0,
ou` dG (resp. dH) de´signe la dimension de l’espace syme´trique associe´ a` G (resp.
H). Il existe plus pre´cise´ment un re´seau cocompact Γ ⊂ G tel que la partie
HdG−dH (S(Γ))2(ρ−ρc), de la cohomologie, qui correspond au K-type 2(ρ − ρc),
soit non nulle.
De´monstration. Quitte a` ajouter des facteurs compacts a` G et H , nous pouvons
les supposer alge´briques sur Q, avec G(Q) cocompact dans G(A), et supposer
le plongement H ⊂ G rationnel. Nous pouvons enfin supposer le groupe Gnc
simple.
Notons π la repre´sentation cohomologique de G de plus basK-type 2(ρ−ρc),
remarquons que son degre´ fortement primitif est e´gal a` dG−dH . La repre´sentation
π intervient dans la se´rie discre`te de H\G (cf. par exemple [5]) : elle est associe´e
a` une sous-alge`bre parabolique θ-stable q ⊂ g dont la sous-alge`bre de Levi l est
e´gale au centralisateur de t dans g.
2Ce qui est e´quivalent au fait que H\G posse`de une se´rie discre`te.
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D’apre`s la Proposition 1.5, l’hypothe`se 2. du The´ore`me 4.9 implique que la
repre´sentation π est isole´e sous la condition d = 0 dans Ĝ. Le The´ore`me 4.9
de´coule donc de la Proposition 4.7.
Le The´ore`me 4.9 s’applique notamment aux couples de groupes suivants :
(H,G) = (S(U(p, q− r)×U(r)), SU(p, q)), (S(O(p, q− r)×O(r))0 , O(p, q)0) ou
(Sp(p, q − r) × Sp(r), Sp(p, q)). Les hypothe`ses du The´ore`me 4.9 sont ve´rifie´es
dans les deux premiers cas dans [5], le dernier cas est similaire. Nous obtenons
le corollaire suivant.
Corollaire 4.10 1. Soit G = SU(p, q) avec p ≥ 2. Alors la re´ponse a` la
Question 4.2 est positive pour chacune des repre´sentations A((rp), ((q −
r)p)), 0 ≤ r ≤ q/2.
2. Soit G = O(p, q)0 avec p ≥ 2. Alors la re´ponse a` la Question 4.2 est
positive pour chacune des repre´sentations A((rp)), 0 ≤ r ≤ q/2.
3. Soit G = Sp(p, q) avec p ≥ 2. Alors la re´ponse a` la Question 4.2 est
positive pour chacune des repre´sentations A((0), ((q−2r)p))0, 0 ≤ r ≤ q/2.
Rele`vement the´ta. La me´thode la plus puissante pour s’attaquer aux Ques-
tions 4.1 et 4.2 semble eˆtre la the´orie du releve´ the´ta. Rappelons brie`vement
comment celle-ci fonctionne. Soit k un corps de nombre totalement re´el et soit
(D, ı) une k-alge`bre a` involution de l’un des trois types suivants :
D =
 k, cas 1,une extension quadratique F/k, cas 2,
une alge`bre de quaternion de centre k, cas 3,
(4.6)
et
ı =
 id, cas 1,l’involution de Galois de F/k, cas 2,
l’involution standard, cas 3.
(4.7)
Soient V et V ′ deux espaces vectoriels de dimension finie sur D e´quipe´s de deux
formes sesquiline´aires non-de´ge´ne´re´es (., .) et (., .)′, l’une ı-hermitienne, l’autre
ı-anti-hermitienne. Le k-espace vectoriel W = V ⊗D V ′ est alors naturellement
muni d’une forme symplectique
〈., .〉 = trD/k((., .) ⊗ (., .)′ı)
ou` trD/k de´signe la trace usuelle de D sur k. Notons Sp(W ), G et G
′ les groupes
d’isome´tries respectifs de 〈., .〉, (., .) et (., .)′. Alors (G,G′) es une paire re´ductive
duale irre´ductible de type I dans Sp(W ). Supposons le groupe Sp(W ) compact a`
toutes les places a` l’infini de k sauf une et notons Sp le groupe re´el (non compact)
en cette place. Nous noterons e´galement G et G′ les sous-groupes re´els de Sp
correspondants. Notons enfin S˜p le reveˆtement me´taplectique a` deux feuillets
du groupe symplectique Sp et G˜, G˜′ les images inverses respectives de G et
G′ dans S˜p. Comme dans l’introduction, et apre`s restriction des scalaires de k
a` Q, nous pouvons parler du dual automorphe de S˜p. Traduits en ces termes,
Howe montre, entre autres choses, dans [16], que la repre´sentation de Weil (ou
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repre´sentation de l’oscillateur harmonique) ω du groupe S˜p appartient au dual
automorphe de S˜p. Conside´rons maintenant deux repre´sentations respectives π
et π′ de G et G′. Les deux repre´sentations π et π′ sont dites duales pour la
correspondance θ locale, note´ π′ = θ(π), si la repre´sentation π⊗ π′ de G˜ · G˜′ est
e´quivalente a` une sous-repre´sentation irre´ductible de la restriction de ω a` G˜ · G˜′.
Dans [23], Li montre que si π est une repre´sentation de la se´rie discre`te de G
“suffisamment re´gulie`re” (cf. [23]) et si dimDV ≥ dimDV ′, alors π′ admet un
releve´ the´ta non nul a` G˜. La repre´sentation correspondante π = θ(π′) est une
repre´sentation cohomologique explicitement de´crite dans [23].
Dans [24] Li ve´rifie que dans un grand nombre de cas la correspondance est
globale. Ce qui lui permet de de´montrer le the´ore`me suivant (le groupe G est
toujours comme ci-dessus).
The´ore`me 4.11 1. Soit G = SU(p, q). Alors la re´ponse a` la Question 4.2
est positive pour chacune des repre´sentations A(λ, µ), avec µ/λ rectangle
de pe´rime`tre > p+ q.
2. Soit G = O(p, q)0 avec p + q pair. Alors la re´ponse a` la Question 4.1
est positive pour chacune des repre´sentations A(λ), avec λˆ/λ rectangle de
pe´rime`tre > p+ q + 2.
3. Soit G = O(p, q)0 avec p+q impair. Alors la re´ponse a` la Question 4.1 est
positive pour chacune des repre´sentations A((rp)), avec r < 14 (p+ q − 2).
4. Soit G = Sp(p, q). Alors la re´ponse a` la Question 4.1 est positive pour
chacune des repre´sentations A(λ, µ)0, avec µ/λ rectangle de pe´rime`tre ≥
p+ q.
Dans le cas des espaces hermitiens et concernant la cohomologie holomor-
phe Anderson [2] re´pond positivement a` la Question 4.2 en utilisant la` encore
la technique du rele`vement the´ta. Remarquons que dans le The´ore`me 4.11 le
cas du groupe unitaire est spe´cial puisque seule la Question 4.2 est re´solue pour
les repre´sentations cohomologiques conside´re´es. Ceci ne doit pas nous e´tonner,
la re´ponse a` la Question 4.1 est en effet ne´gative, cf. Proposition 4.4 ou mieux
[14].
Lorsque la repre´sentation cohomologique est isole´e dans le dual automor-
phe, on peut directement de´duire de la correspondance locale la correspondance
globale. Il de´coule en effet de la deuxie`me fonctorialite´ de Burger, Li et Sarnak
que si la repre´sentation π⊗π′ de G˜ ·G˜′ est e´quivalente a` une sous-repre´sentation
irre´ductible de la restriction de la repre´sentation ω ∈ (̂S˜p)Aut, alors π ∈ ĜAut
(et π′ ∈ Ĝ′Aut). Si π est isole´e dans ĜAut, elle doit donc intervenir discre`tement
dans un L2(Γ\G), pour Γ sous-groupe de congruence de G. Le the´ore`me et la
conjecture qui suivent de´coulent donc des travaux [23] de Li et respectivement
du The´ore`me 1.2 et de la Conjecture 3.1.
The´ore`me 4.12 Soit G comme au-dessus et soit π = Aq une repre´sentation
cohomologique de G telle que
l0 ∼= l′0 ⊕ g1
ou`
1. l′0 est une alge`bre de Lie compacte ;
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2. g1 est du “meˆme type” que g0, c’est-a`-dire que g1 est isomorphe a` l’alge`bre
de Lie du groupe des isome´tries de la restriction de (., .) a` un sous-espace
non-de´ge´ne´re´ V1 de V ;
3. g1 est simple de rang re´el ≥ 2 ; et
4. le groupe des isome´tries de la restriction de (., .) a` l’orthogonal de V1 est
compact.
Il existe alors un sous-groupe de congruence Γ ⊂ G tel que la repre´sentation π
intervienne discre`tement dans L2(Γ\G).
Conjecture 4.13 Soit G comme au-dessus et soit π = Aq une repre´sentation
cohomologique de G telle que
l0 ∼= l′0 ⊕ g1
ou` l′0 est une alge`bre de Lie compacte et g1 est non-abe´lienne du “meˆme type” que
g0. Alors, il existe un sous-groupe de congruence Γ ⊂ G tel que la repre´sentation
π intervienne discre`tement dans L2(Γ\G).
La Conjecture 4.13 (qui est donc un corollaire de la Conjecture 3.1) contient
comme cas particuliers le Corollaire 4.10 et le The´ore`me 4.11, a` titre de com-
paraison avec ce dernier, explicitons le The´ore`me 4.12 dans le cas des groupes
unitaires, orthogonaux et symplectiques.
Corollaire 4.14 1. Soit G = SU(p, q) avec p ≥ 2. Alors la re´ponse a` la
Question 4.2 est positive pour chacune des repre´sentations A((rp), ((q −
s)p)), avec r, s entiers naturels tels que r + s ≤ q − 2.
2. Soit G = O(p, q)0 avec p ≥ 2. Alors la re´ponse a` la Question 4.1 est
positive pour chacune des repre´sentations A((rp)), avec r entier naturel
tel que 2r ≤ min(q − 2, p+ q − 5).
3. Soit G = Sp(p, q). Alors la re´ponse a` la Question 4.1 est positive pour
chacune des repre´sentations A((0), ((q − r)p)0, avec r entier naturel tel
que r ≤ q.
Des restrictions simples sur la cohomologie des varie´te´s localement syme´triques
de´coulent de la classification des repre´sentations cohomologiques : il est en effet
imme´diat que si X est irre´ductible,
Hi(S(Γ)) = 0, pour tout 0 < i < rG, (4.8)
ou` rG est l’infimum des dim(u ∩ p) sur toutes les sous-alge`bres paraboliques
θ-stable q = l + u de g. On peut trouver une table des valeurs possibles de rG
dans [36, Table 8.2]. On a ainsi
rG =
{
min(p, q), G = O(p, q)0, SU(p, q)
2min(p, q), G = Sp(p, q).
En ge´ne´ral retenons simplement que rG est toujours infe´rieur au rang re´el de G.
Rappelons que dans le cas hermitien l’existence d’une varie´te´ de Shimura
S(Γ) avec HrG(S(Γ)) 6= 0 est de´montre´e par Anderson [2]. Supposons p ≤
q et conside´rons la restriction de SU(p, q) a` O(p, q)0 (resp. de SU(2p, 2q) a`
Sp(p, q)), il de´coule de [5] (resp. de la me´thode de [5]) que l’unique repre´sentation
cohomologique du groupe SU(p, q) (resp. SU(2p, 2q)) de bidegre´ (p, 0) (resp.
(2p, 0)) contient discre`tement l’unique repre´sentation cohomologique de degre´
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p (resp. 2p) du groupe O(p, q)0 (resp. Sp(p, q)), avec de plus une injection au
niveau de la (g,K)-cohomologie. Le point 1. de la Proposition 4.8 est donc ve´rifie´
dans ces deux cas. Puisque par ailleurs la Proposition 1.5 implique que l’unique
repre´sentation cohomologique de degre´ p (resp. 2p) du groupe O(p, q)0 (resp.
Sp(p, q)) est isole´e sous la condition d = 0. Le The´ore`me d’Anderson (dans
le cas SU(p, q)) et la Proposition 4.8 permettent de comple`ter le´ge`rement un
re´sultat de Li [24] et d’en donner une de´monstration unifie´e.
Corollaire 4.15 Soit G un groupe Q-alge´brique provenant (par restriction des
scalaires) d’une alge`bre a` involution (de type I, II ou III) sur un corps de nom-
bre et tel que Gnc = O(p, q)0 ou Sp(p, q). Alors, il existe un sous-groupe de
congruence Γ ⊂ G(Q) tel que
HrG(S(Γ)) 6= 0.
L’analogue de ce re´sultat est faux pour le groupe U(p, q), cf. Proposition 4.4
ou [14].
5 Restriction de repre´sentations unitaires
Soit G un groupe semi-simple re´el. Fixons K un sous-groupe compact max-
imal et P∅ = M∅A∅N∅ un sous-groupe parabolique minimal de G. Rappelons
qu’un sous-groupe parabolique P = MAN ⊂ G est dit standard s’il contient
P∅ et qu’il est dit cuspidal si rangC(M) = rangC(K ∩ M) (autrement dit si
M posse`de une se´rie discre`te). Rappelons maintenant la parame´trisation de
Langlands des repre´sentations unitaires de G, cf. [19, Theorem 14.92]. (Nous
adoptons ici pour les repre´sentations induites et leurs quotients de Langlands
des notations le´ge`rement diffe´rentes de celles du §1.)
The´ore`me 5.1 Soit P = MAN un sous-groupe parabolique cuspidal standard
de G, soit σ une se´rie discre`te de M ou une limite non de´ge´ne´re´e de se´ries
discre`tes de M et soit ν ∈ a∗ avec Re(ν) dans la chambre de Weyl positive
ouverte. La repre´sentation induite πσ,ν = ind
G
P (σ ⊗ ν) admet alors un unique
quotient irre´ductible Jσ,ν . Toute repre´sentation unitaire irre´ductible de G est
soit tempe´re´e, soit de la forme Jσ,ν avec P , σ et ν comme ci-dessus.
Dans cette section nous e´tudions la restriction des repre´sentations unitaires
Jσ,ν a` un sous-groupeH deG de rang (re´el) e´gal a` 1. Conside´rons doncH ⊂ G
un sous-groupe semi-simple re´el de rang re´el e´gal a` 1 et tel que KH := H ∩K
soit un sous-groupe compact maximal dans H (inclusion standard). Alors la
restriction a` H de l’involution de Cartan θ de G est une involution de Cartan
et nous pouvons fixer un sous-groupe parabolique minimal PH = MHAHNH
de H tel que AH = A∅ ∩H et que la chambre de Weyl positive
a
H,+
0 ⊂ a+∅,0.
Le The´ore`me 5.1 s’applique e´videmment a` H , nous noterons JHδ,ν (δ ∈ M̂H) les
repre´sentations correspondantes. Notons enfin ρ (resp. ρH) la demi-somme des
racines positives de a∅ (resp. a
H) dans g (resp. h).
Le the´ore`me principal de cette section est alors :
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The´ore`me 5.2 Soient P , σ et ν comme dans le The´ore`me 5.1 avec Jσ,ν uni-
taire. Supposons que la restriction de la repre´sentation Jσ,ν au groupe H soit
non tempe´re´e. Il existe alors un MH-type δ contenu dans la restriction de σ
a` MH tel que la repre´sentation JHδ,(ν−ρ)
|aH
+ρH de H soit faiblement contenue
dans la restriction de Jσ,ν au groupe H. (Ici ν est e´tendue a` tout a∅ de manie`re
a` eˆtre e´gal a` 0 sur aM .)
Avant de de´montrer le The´ore`me 5.2, commenc¸ons par quelques rappels
sur les fonctions radiales. Soit π une repre´sentation irre´ductible unitaire de G
et V le (g,K)-module associe´. Notons Ipi l’ide´al du centre Z(g) de l’alge`bre
enveloppante de´fini par
Ipi = {Z ∈ Z(g) : π(Z) = 0 sur V }.
Rappelons (cf. [12]) que l’ide´al Ipi est cofini dans l’alge`bre Z(g).
Soient (τi, Vτi), i = 1, 2, deux repre´sentations irre´ductibles de K et E =
L(Vτ2 , Vτ1). Notons τ la repre´sentation de K×K sur E : τ(k1, k2) ·L = τ1(k1) ◦
L ◦ τ2(k−12 ). On appelle fonction τ-radiale toute fonction
F : G→ E
ve´rifiant la condition de double K-e´quivariance suivante :
F (k1gk2) = τ(k1, k
−1
2 ) · F (g) = τ1(k1)F (g)τ2(k2) (5.1)
pour tous g ∈ G et k1, k2 ∈ K. Supposons maintenant que τ1 et τ2 sont deux
K-types de la repre´sentation π et notons
iτ2 : Vτ2 →֒ V
l’inclusion et
pτ1 : V → Vτ1
la projection. Alors, la fonction F : G→ E de´finie par
F (g) = pτ1 ◦ π(g) ◦ iτ2 (5.2)
est τ -radiale. Elle appartient en fait a` A(G, τ1, τ2, Ipi), l’ensemble des fonc-
tions Φ lisses et τ -radiales telles que R(Z)Φ = 0, pour tout Z ∈ Ipi. (Avec
R repre´sentation re´gulie`re gauche dans l’espace des fonctions τ -radiales.) Une
telle fonction est toujours analytique.
Inte´ressons-nousmaintenant a` l’asymptotique d’une fonction Φ ∈ A(G, τ1, τ2, Ipi).
D’apre`s la de´composition de Cartan
G = KA+K
il suffit de comprendre Φ(a) lorsque a tend vers l’infini dans A+. Remarquons
que la restriction de Φ a` A+ prend ses valeurs dans
EM := {L ∈ E : L = τ(m,m) · L = τ1(m)Lτ2(m)−1 pour tout m ∈M},
ou` M de´signe le centralisateur de A dans K.
29
Rappelons alors qu’il existe un ensemble fini X ⊂ a∗ et un entier d ∈ N
tels que toute fonction Φ ∈ A(G, τ1, τ2, Ipi) admet un de´veloppement en se´rie
absolument convergente de la forme
Φ(a) =
∑
ξ ∈ X − N∆
|m| ≤ d
(log a)maξcξ,m (a ∈ A+) (5.3)
avec des coefficients uniquement de´termine´s cξ,m ∈ EM . (Ici ∆ de´signe l’ensem-
ble des racines simples de a dans g.) Un e´le´ment ξ ∈ X −N∆ tel qu’il existe un
coefficient cξ,m 6= 0 pour un certain entier m est appele´ un exposant de Φ (le
long de A+), nous notons E(Φ) l’ensemble des exposants de Φ. Le K×K-type τ
e´tant fixe´, on appelle τ-exposant de π tout e´le´ment ξ ∈ E(Φ) pour une certaine
fonction lisse τ -radiale Φ ∈ A(G, τ1, τ2, Ipi). Un tel exposant ξ est dit tempe´re´ si
pour toute racine α ∈ ∆,
〈Reξ + ρ, ωα〉 ≤ 0,
ou` ωα ∈ a∗ est le poids fondamental associe´ a` α, i.e. 2〈ωα, β〉/〈β, β〉 = δαβ . . La
proposition suivante est bien connue, cf. [19, Proposition 8.61].
Proposition 5.3 Soit Jσ,ν une repre´sentation de G comme dans le The´ore`me
5.1. Il existe alors un exposant de Jσ,ν de la forme ν˜ − ρ tel que ν˜|a = ν.
Soient plus pre´cise´ment τ1 et τ2 deux K-types contenant (en restriction a`
M ∩ K) un meˆme (M ∩ K)-type µ de la repre´sentation σ. Il existe alors une
fonction Φ ∈ A(G, τ1, τ2, Ipi) telle que
1. il existe un exposant ν˜ − ρ ∈ X (notations de (5.3)) tel que ν˜|a = ν, et
2. il existe deux vecteurs vi ∈ Vτi , i = 1, 2, engendrant sous l’action du groupe
M ∩K le (M ∩K)-type µ tels que 〈cν˜−ρ,0(v2), v1〉 6= 0.
De´taillons le cas d’un groupe H de rang 1. Fixons τH1 et τ
H
2 deux K
H -
types et conside´rons δ une repre´sentation irre´ductible deMH apparaissant dans
chaque (τHi )|KH ce que nous notons : δ ∈ M̂H(τH) (nous notons toujours
τH = (τH1 , τ
H
2 )). De´signons par P
τH
1
δ le ge´ne´rateur de l’espace de dimension
1, HomKH (π
H
δ,ν , VτH
1
) et par J
τH
2
δ le ge´ne´rateur (= (P
τH
2
δ )
∗) de l’espace de di-
mension 1, HomKH (VτH
2
, πHδ,ν). Si δ ∈ M̂H(τH) et ν ∈ (aH)∗, l’application
Φ
τH
1
,τH
2
δ,ν : g 7→ P τ
H
1
δ ◦ πHδ,ν ◦ Jτ
H
2
δ
de´finit une fonction lisse, τH -radiale. En fait (cf. Wallach [37]),
A(H, τH1 , τH2 , IpiHδ,ν ) = 〈Φ
τH
1
,τH
2
δ,ν : δ ∈ M̂H(τH)〉.
Puisque H est de rang 1, il n’y a qu’une seule racine simple α de aH dans h.
Notons ω = ωα. Dans la suite nous identifions le dual (a
H)∗ a` C via l’isomor-
phisme s ∈ C 7→ sω ∈ (aH)∗. Rappelons alors le the´ore`me classique suivant, cf.
[37] ou [7] pour une de´monstration.
The´ore`me 5.4 Fixons τH = (τH1 , τ
H
2 ) ∈ ̂KH ×KH . Alors, pour tout δ ∈
M̂H(τH), il existe un re´el κ > 0 tel que pour tout re´el strictement positif ε, il
existe une constante Cε telle que pour tout e´le´ment ν ∈ (aH)∗ ve´rifiant ρH >
Re(ν) ≥ ε, il existe des constantes cτH
1
(ν) et cτH
2
(ν) telles que :
||ΦτH1 ,τH2δ,ν (a)−cτH2 (ν)a
ν−ρHAδ−cτH
1
(ν)a−ρ
H−ντ1(k
∗)A
τH
1
,τH
2
δ τ2(k
∗)−1|| ≤ Cεa−ρ
H−κ,
ou` ||.|| de´signe la norme d’ope´rateur associe´e a` des normes (quelconques) sur
VτH
1
et VτH
2
, A
τH
1
,τH
2
δ = P
τH
1
δ ◦ Jτ
H
2
δ ∈ HomMH (VτH2 , VτH1 ), et k∗ est un e´le´ment
de KH centralisant AH tel que k∗etX(k∗)−1 = e−tX.
Remarque. Les constantes cτH
1
(ν) et cτH
2
(ν) sont explicites. Retenons simple-
ment que l’on peut toutes deux les majorer en modules et uniforme´ment par
rapport au choix d’un ν ve´rifiant ρH > Re(ν) ≥ ε, par une constante strictement
positive C(ε, τH).
Le The´ore`me 5.1 (et [19, Theorem 16.10]) implique(nt) que toute repre´sentation
unitaire irre´ductible non tempe´re´e de H est de la forme JHδ,ν avec δ ∈ M̂H et
ν ∈ (aH)∗ re´el et tel que ρH > ν > 0. Il de´coule alors du The´ore`me 5.4 qu’une
telle repre´sentation admet un unique exposant non tempe´re´ ν − ρH ∈ (aH)∗.
Le The´ore`me 5.4 permet de controˆler la croissance des coefficients des repre´s-
entations irre´ductibles de H . Commenc¸ons par rappeler [19, Theorem 8.53] que
si ρ est une repre´sentation tempe´re´e de H et v2 deux vecteurs K
H-finis ap-
partenant respectivement a` deux KH-types τH1 et τ
H
2 , on a :
|〈ρ(a)v1, v2〉| = OτH
(
||v1|| · ||v2|| · a−ρ
H
)
, (5.4)
ou` les constantes implicites dans le OτH sont uniformes a` τ
H fixe´.
Conside´rons maintenant le cas d’une repre´sentation JHδ,ν comme ci-dessus.
Soient v1 et v2 deux vecteurs K
H-finis appartenant respectivement a` deux KH -
types τH1 et τ
H
2 . Fixons un re´el strictement positif ε tel que Re(ν) > ε. Alors :
〈JHδ,ν(a)v2, v1〉 = cτH
2
(ν)〈P τH2δ v2, P τ
H
1
δ v1〉Vδ · aν−ρ
H
+Oε,τH
(
||v1|| · ||v2|| · a−ρH
)
,
(5.5)
ou` chaque P
τHi
δ de´signe la projection VτHi → Vδ et ou` les constantes implicites
dans le Oε,τH sont uniformes a` ε et τ
H fixe´s.
L’e´tape principale de la de´monstration du The´ore`me 5.2 est la proposition
suivante.
Proposition 5.5 Soit τ un K-type d’une repre´sentation Jσ,ν comme dans le
The´ore`me 5.1. Soit ξ ∈ a∗ un (τ, τ)-exposant de Jσ,ν . Alors,
– soit la restriction ξ|aH est tempe´re´e comme e´le´ment de (a
H)∗ ;
– soit il existe un MH-type δ apparaissant dans la restriction de τ a` MH tel
que la repre´sentation JHδ,ν′ , avec ν
′ = ξ|aH + ρ
H ∈ (aH)∗, soit faiblement
contenue dans la restriction de Jσ,ν a` H.
De´monstration. La restriction de la repre´sentation π := Jσ,ν au groupe H se
de´compose en une somme directe :
π|H =
∫ ⊕
Ĥ
ρdµ(ρ), (5.6)
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ou` µ est une mesure positive sur le dual unitaire Ĥ de H . Son support est par
de´finition le support de la restriction de π a` H . Fixons ξ ∈ a∗ un (τ, τ)-exposant
de π comme dans l’e´nonce´ de la Proposition 5.5 et notons ξ′ l’e´le´ment ξ|aH ∈
(aH)∗ que nous supposerons non tempe´re´. Remarquons alors imme´diatement
que la de´monstration de [19, Theorem 16.10] implique que ξ′ est re´el.
Nous de´duirons facilement la Proposition 5.5 du lemme suivant.
Lemme 5.6 Il existe une repre´sentation ρ de H appartenant au support de µ
et posse`dant deux KH-types τH1 et τ
H
2 ⊂ τ|KH telle que ξ′ soit un τH -exposant
de ρ (ou` τH = (τH1 , τ
H
2 )).
De´monstration.Afin de ne pas allourdir le texte nous notons dans la suite (P (ξ′))
la conclusion du Lemme 5.6 relativement a` un e´le´ment ξ′ ∈ (aH)∗.
Fixons deux vecteurs unitaires K-finis v1 et v2 appartenant a` l’espace de la
repre´sentation τ et tels qu’il existe une fonction Φ ∈ A(G, τ, τ, Ipi) et un entierm
tels que l’exposant ξ ∈ E(Φ) (notations de (5.3)) et le coefficient 〈cξ,mv2, v1〉 soit
non nul. Remarquons que l’on peut toujours supposer v1 (resp. v2) appartenant
a` l’espace d’une repre´sentation τH1 (resp. τ
H
2 ) de K
H (apparaissant dans la
restriction du K-type τ).
La de´composition (5.6) implique la de´composition suivante :
〈π(a)v2, v1〉 =
∫
Ĥ
〈ρ(a)v2,ρ, v1,ρ〉dµ(ρ), (5.7)
ou` vi =
∫ ⊕
Ĥ
vi,ρ, i = 1, 2 et a est un e´le´ment de A
H . Remarquons que dans
la de´composition (5.7) on peut supposer que la mesure µ ne charge que les
repre´sentations contenant les deux KH -types τH1 et τ
H
2 .
Le groupe H est de rang 1. Chaque repre´sentation ρ dans (5.7) a au plus un
exposant non tempe´re´ ξρ ∈ (aH)∗.
Lemme 5.7 Soit ξ′ ∈ (aH)∗ non tempe´re´ tel que la proprie´te´ (P (ξ′)) soit viole´e.
Il existe alors un voisinage ouvert Ω de ξ′ dans (aH)∗ tel que la proprie´te´ (P (α))
soit viole´e pour tout α ∈ Ω.
De´monstration. Nous montrons la contrapose´e. Supposons donc que pour tout
voisinage ouvert Ω de ξ′ dans (aH)∗, il existe un e´le´ment α ∈ Ω tel que la
proprie´te´ (P (α)) soit ve´rifie´e. Il existe alors une repre´sentation ρα de H appar-
tenant au support de µ et posse`dant deux KH-types τHα,1 et τ
H
α,2 ⊂ τ|KH telle
que α soit un τHα -exposant de ρα.
Fixons Ωj une suite de voisinages ouverts de ξ
′ d’intersection re´duite a` ξ′
et αj ∈ Ωj un e´le´ment non tempe´re´ tel que (P (αj)) soit ve´rifie´e. D’apre`s le
The´ore`me 5.1, chaque repre´sentation (non tempe´re´e) ρj := ραj est e´quivalente
a` un quotient de Langlands JHδj ,νj avec δj ∈ M̂H , νj ∈ a∗H , Re(νj) > 0 et
αj = νj − ρH .
Nous allons de´montrer qu’il existe une sous-suite de (ρj) qui converge dans
Ĥ vers une repre´sentation ρ possd`ant deux KH -types τH1 et τ
H
2 ⊂ τ|KH telle
que ξ′ soit un τH -exposant de ρ.
La restriction de τ au compact KH ne contient qu’un nombre fini de sous-
repre´sentations irre´ductibles. Quitte a` extraire une sous-suite de (ρj), nous pou-
vons donc supposer que tous les KH × KH-types τHαj sont e´gaux a` un certain
KH ×KH-type τH = (τH1 , τH2 ). Remarquons maintenant que puisque H est de
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rang 1, le groupe MH est compact. Puisque la repre´sentation ρj posse`de τ
H
1
(resp. τH2 ) comme K
H-type, le the´ore`me de re´ciprocite´ de Frobenius implique
que la repre´sentation δj est contenue dans la restriction de τ
H
1 (resp. τ
H
2 ) a`
MH . Ces repre´sentations ne contiennent, la` encore, qu’un nombre fini de sous-
repre´sentations irre´ductibles. Quitte a` extraire encore une fois, nous pouvons
donc supposer tous les δi e´gaux a` une meˆme repre´sentation δ ∈ M̂H .
La suite des exposants αj = νj − ρH ∈ (aH)∗ converge vers ξ′ dans (aH)∗,
la suite (νj) converge donc vers ν = ρ
H + ξ′. Et la suite de repre´sentations (ρj)
converge dans Ĥ vers une repre´sentation ρ (obtenue comme sous-quotient de
l’induite indHPH (δ⊗ ν)) contenant les KH-types τH1 et τH2 et telle que ξ′ soit un
τH -exposant de ρ.
Le support de µ e´tant ferme´ dans Ĥ , la repre´sentation ρ ∈ support µ et la
proprie´te´ (P (ξ′)) est ve´rifie´e. Ce qui conclut la de´monstration (par contrapose´e)
du Lemme 5.7.
Chacun des coefficients 〈ρ(a)v2,ρ, v1,ρ〉 dans (5.7) est une fonction τH -radiale
du groupe H de rang 1. On peut donc leur appliquer les estime´es (5.4) et (5.5)
pour un certain re´el strictement positif fixe´ ε < ξ′ + ρH (ξ′ est non tempe´re´).
On a alors :
〈π(a)v2, v1〉 =
∫
ρ∈Ĥ, ξρ+ρH>ε
cτ2(ξρ + ρ
H)〈Pδρv2,ρ, Pδρv1,ρ〉aξρdµ(ρ)
+Oε,v1,v2(a
−ρH ).
(5.8)
Chaque ξρ est par ailleurs re´el (chaque repre´sentation ρ est unitaire non tempe´re´e
etH est de rang 1) et (Lemme 5.7) il existe un re´el η > 0 tel que ξρ /∈]ξ′−η, ξ′+η[.
Il de´coule alors de (5.8) que
〈π(a)v2, v1〉 = 1
Oε,v1,v2(a
−ξ′−ηω)
+Oε,v1,v2(a
ξ′−ηω),
pour tout a ∈ AH,+. Ce qui contredit le fait que ξ soit un exposant de 〈π(a)v2, v1〉
et conclut le de´monstration du Lemme 5.6.
De´montrons maintenant la Proposition 5.5. Supposons la restriction ξ|aH non
tempe´re´e comme e´le´ment de (aH)∗. D’apre`s le Lemme 5.5, la restriction de la
repre´sentation π au sous-groupe H contient alors faiblement une repre´sentation
ρ posse`dant deux KH-types τH1 et τ
H
2 ⊂ τ|KH et telle que ξ′ soit un τH -
exposant de ρ. La repre´sentation est alors ne´cessairement de la forme JHδ,ν avec
δ ∈ M̂H(τH) et ν′ = ξ′ + ρH . Et la Proposition 5.5 est de´montre´e.
Le The´ore`me 5.2 est une conse´quence imme´diate de la Proposition 5.3 et de
la de´monstration de la Proposition 5.5.
Remarques. 1. Testons la Proposition 5.5, dans le cas simple du groupe H =
SL2(R) plonge´ diagonalement dans G = SL2(R)×SL2(R). Les repre´sentations
non tempe´re´es appartiennent a` la se´rie comple´mentaire. Soient donc πs et πr
(r, s ∈]0, 1[) deux repre´sentations de la se´rie comple´mentaire. Le produit ten-
soriel πs ⊗ πr est une repre´sentation de G, elle admet une fonction radiale dont
un coefficient dominant est e´gal a`
s− 1
2
ε1 +
r − 1
2
ε2.
33
En restriction au sous-groupe diagonal de H , celui-ci est e´gal a` (r + s − 2)/2,
il est tempe´re´ si et seulement si r + s ≤ 1. Dans le cas contraire r + s > 1,
l’e´le´ment (r + s − 2)/2 doit intervenir comme coefficient d’une repre´sentation
faiblement contenue dans la restriction a` H du produit tensoriel πs ⊗ πr. C’est
effectivement le cas puisqu’alors un the´ore`me classique de Repka [27] affirme
que la repre´sentation πr+s−1 intervient discre`tement dans la restriction a` H de
la repre´sentation πs ⊗ πr de G.
2. La Proposition 5.5 implique imme´diatement le principe e´nonce´ dans la
Remarque 4 apre`s le Corollaire 1.3 de [11].
Soit G un groupe semi-simple re´el et soit H ⊂ G un sous-groupe semi-simple
re´el (pas ne´cessairement de rang 1) tel que KH := H ∩K soit un sous-groupe
compact maximal dans H et toujours (aH0 )
+ ⊂ a+0 . Nous conjecturons alors la
ge´ne´ralisation suivante de la Proposition 5.5.
Conjecture 5.8 Soient π ∈ Ĝ, τ un K-type de π et ξ un τ-exposant de π. Il
existe alors une repre´sentation σ ∈ Ĥ faiblement contenue dans la restriction
de π a` H, un KH-type τH ⊂ τ|KH de σ et un τH-exposant ν de σ tels que
Re(ν) = max
(
Re(ξ)|aH − ρ|aH + ρH , 0
)
.
Cette Conjecture est peut-eˆtre accessible via la the´orie de Mackey telle que
de´veloppe´e par Venkatesh dans [32], lorsque H est un sous-groupe de Levi de
G et ξ un exposant dominant. Tel que nous comprenons [32] le cas du groupe
G = GL(n) (et H =
∏
GL(ai) Levi de G), dont on connait explicitement le
dual unitaire, semble en de´couler.
Contentons-nous ici de remarquer que la Conjecture 5.8 est naturellement
relie´e a` la combinatoire de´crite par Clozel dans [13] (cf. aussi [32]). Comme
dans [13] et [32], e´tudions le cas du groupe GL(n). Celui-ci est particulie`rement
agre´able car nous connaissons son dual unitaire [35] : soientm un entier = 1 ou 2
et δ une repre´sentation de la se´rie discre`te de GL(m,R). Pour tout entier naturel
j, la repre´sentation de GL(mj,R) induite de (δ|det|(j−1)/2 ⊗ δ|det|(j−3)/2 ⊗
. . . ⊗ δ|det|(1−j)/2) admet un unique quotient irre´ductible : u(δ, j). Si 0 < α <
1/2, la repre´sentation de GL(2mj,R) induite de u(δ, j)|det|α⊗u(δ, j)|det|−α est
unitarisable ; nous la notons u(δ, j)[α,−α].
Toute repre´sentation unitaire deGL(n,R) est induite (unitaire) de repre´senta-
tions du type u(δ, j) et u(δ, j)[α,−α], et cette expression est unique a` permu-
tation pre`s. A` une telle repre´sentation unitaire π nous associons une matrice
diagonale constitue´e des blocs
(j − 1)/2
(j − 3)/2
. . .
(1− j)/2

pour chaque u(δ, j) et re´pe´te´ m fois, et des deux blocs
(j − 1)/2± α
(j − 3)/2± α
. . .
(1 − j)/2± α

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pour chaque u(δ, j)[α,−α] et re´pe´te´s m fois. Nous notons Tpi cette matrice
re´ordonne´e de telle manie`re que
Tpi =
 T1 . . .
Tn
 , T1 ≥ . . . ≥ Tn.
Soit A ⊂ GL(n,R) le tore diagonal et soit
A+ =

 x1 . . .
xn
 ∈ H : x1 ≥ . . . ≥ xn ≥ 0
 .
SoitH = GL(m,R) plonge´ de manie`re standard dans G = GL(n,R) (de telle
manie`re que AH,+ ⊂ A+). La Conjecture 5.8 implique alors que la restriction
de π au groupe H contient faiblement une repre´sentation σ telle que
Tσ = 〈Tpi − diag(n− 1
2
, . . . ,
1− n
2
) + diag(
m− 1
2
, . . . , 0, . . . , 0, . . . ,
1−m
2
)〉m,
ou` la notation 〈·, ·〉m signifie que nous ne gardons que les termes appartenant a`
GL(m) en remplac¸ant ceux d’entre eux qui sont ne´gatifs par 0.
Nous retrouvons en particulier la combinatoire sur les SL(2)-types de´crite
dans [32].
Revenons maintenant a` la Conjecture 3.1. Nous avons rappele´ que la Conjec-
ture 3.2 implique qu’un groupe L0 (localement isomorphe a`) SO(n, 1) (n ≥ 2)
ou SU(n, 1) (n ≥ 1) doit ve´rifier l’hypothe`se
(Hyp) :
{
Si π = Jδ,s ∈ (L̂0)Aut est non tempe´re´e, alors
s ∈ 12Z (0 < s ≤ ρL0).
Cette hypothe`se est naturellement approche´e par les hypothe`ses :
(Hypε) :
{
Si π = Jδ,s ∈ (L̂0)Aut est non tempe´re´e, alors
soit s ∈ 12Z (0 < s ≤ ρL0); soit 0 < s ≤ ε,
avec ε > 0. Toute hypothe`se (Hypε) avec ε < ρ
L0 est non triviale.
Dans [7], avec Clozel, nous montrons l’hypothe`se (Hyp 4
5
) pour le groupe
SU(2, 1).
Fixons maintenant q une sous-alge`bre parabolique θ-stable de g et L ⊂ G
le sous-groupe de Levi associe´. Selon la Conjecture 3.3, la repre´sentation Aq ne
devrait apparaˆıtre dans le dual automorphe ĜAut que si (quitte a` conjuguer L
dans G) L est un sous-groupe rationnel de G. Nous le supposerons par la suite.
Supposons enfin que L posse`de un facteur simple non compact L0, localement
isomorphe a` SO(n, 1) (n ≥ 2) ou SU(n, 1) (n ≥ 1). La repre´sentation π := Aq
est alors non-isole´e dans le dual unitaire Ĝ de G. Le The´ore`me 5.2 (ou plutoˆt
la Proposition 5.5) permet ne´anmoins de montrer :
The´ore`me 5.9 Supposons que le groupe L0 ve´rifie l’hypothe`se (Hypε). Alors,
la repre´sentation π est isole´e dans
{π} ∪ ĜAut
de`s que 2ρL0 − ρ|aL0 > ε.
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De´monstration. Nous montrons la contrapose´e. Supposons donc 2ρL0−ρ|aL0 > ε
et qu’il existe une suite (πi) de repre´sentations dans ĜAut qui converge vers π,
avec πi 6∼= π. Il de´coule de la description des repre´sentations cohomologiques
faite au §1 que π s’obtient comme quotient de Langlands d’une induite unitaire
a` partir d’un sous-groupe parabolique cuspidal P = MAN , ou` A est un sous-
groupe de Cartan maximalement de´ploye´ dans L, et π = Jσ,ρL . La Proposition
5.3 implique alors que la repre´sentation π admet un exposant dont la restriction
a` aL0 est e´gale a` ρL0 − ρ|aL0 ∈ 12Z et > ε. Pour i suffisamment grand, la
repre´sentation πi admet donc un exposant dont la restriction a` a
L0 est > ε−ρL0
et /∈ 12Z. Et la Proposition 5.5 implique que le support de la restriction de πi
au groupe L0 contient une repre´sentation de la forme Jδ,s avec s > ε et s /∈ 12Z.
Mais puisque le sous-groupe L0 est rationnel, la fonctorialite´ de la restriction
(Burger et Sarnak, cf. §4) implique que le support de la restriction de πi au
groupe L0 est contenu dans (L̂0)Aut, ce qui contredit l’hypothe`se (Hypε) et
conclut la de´monstration du The´ore`me 5.9.
Admettons temporairement qu’un groupe du type SU(n, 1) ve´rifie toujours
l’hypothe`se (Hyp). Le The´ore`me 5.9 s’applique alors aux repre´sentationsA((ap), ((a+
1)p)), 0 ≤ a ≤ q− 1, du groupe SU(p, q) lorsque p ≥ q. Ne´anmoins le The´ore`me
5.2 n’est pas employe´ ici de manie`re optimale : il n’y a a priori aucune rai-
son de restreindre Aq au groupe L0, nous pourrions tout aussi bien restrein-
dre la repre´sentation cohomologique a` un sous-groupe rationnel H de rang 1
diffe´rent de L0. En choisissant H = SU(1, q), on peut ainsi ve´rifier qu’une
repre´sentation cohomologique π = A((ap), ((a + 1)p)), avec 0 ≤ a ≤ q − 1, du
groupe G = SU(p, q) “standard” (c’est-a`-dire provenant d’un vrai groupe uni-
taire sur un corps de nombre) devrait (toujours modulo l’hypothe`se (Hyp) pour
SU(n, 1)) toujours eˆtre isole´e dans
{π} ∪ ĜAut.
(On a en effet dans ce cas ρL = p, ρH = q et ρ|aH = p+q−1.) De la meˆme manie`re
on peut e´galement de´montrer la le´ge`re ge´ne´ralisation suivante du The´ore`me 2
de [7] :
The´ore`me 5.10 Soit H ⊂ G une inclusion standard entre deux Q-groupes
semi-simples de rang re´el 1. Supposons que le groupe H ve´rifie l’hypothe`se
(Hypε), pour un certain re´el positif ε, alors le groupe G ve´rifie l’hypothe`se
(HypρG−ρH+ε).
Puisque le groupe SU(2, 1) ve´rifie l’hypothe`se (Hyp 4
5
), il de´coule du The´ore`me
5.10 qu’un groupe SU(n, 1) “standard” ve´rifie l’hypothe`se (Hypn−6/5). Les rep-
re´sentations cohomologiques de degre´ fortement primitif 1 sont donc isole´es dans
le dual automorphe. Dans le cas du groupe SU(n, 2), il de´coule imme´diatement
du Corollaire 2.1 qu’une repre´sentation cohomologique de degre´ fortement prim-
itif ≤ n − 1 est toujours isole´e dans le dual unitaire. La repre´sentation coho-
mologique de SU(n, 2) de bidegre´ fortement primitif (n, 0) :
A((1n), (2n))
est quant a` elle non isole´e dans le dual unitaire du groupe SU(n, 2). Puisque
2n − (n + 2 − 1) = n − 1 > n − 6/5, l’hypothe`se (Hypn−6/5) pour le groupe
SU(n, 1) “standard” et le The´ore`me 5.9 impliquent inconditionnellement :
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The´ore`me 5.11 Soit G un groupe alge´brique sur Q obtenu, par restriction des
scalaires, a` partir d’un groupe unitaire sur un corps de nombres totalement
re´el (vrai groupe unitaire) et tel que Gnc = SU(n, 2). Alors la repre´sentation
cohomologique holomorphe π de G de degre´ fortement primitif n est isole´e dans
{π} ∪ ĜAut.
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