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1 Executive Summary
Seit Beginn der industriellen Revolution nimmt die Steuerungs- und Re-
gelungstechnik eine Schlüsselstellung in vielen technischen Bereichen ein.
James Watts Fliehkraftregler für Dampfmaschinen ist eines der frühen Bei-
spiele eines extrem erfolgreichen Reglerkonzepts, von dem Ende der 1860er
Jahre geschätzte 75000 Exemplare allein in England im Einsatz waren [2,
p. 24]. Etwa um diese Zeit begannen Ingenieure, motiviert durch die im-
mer höhere Komplexität der zu regelnden Maschinen, sich systematisch mit
theoretischen Grundlagen der Regelung zu beschäftigen. Dies führte un-
ausweichlich zu der Einsicht, dass das dynamische Verhalten der geregelten
Systeme nur mit Hilfe der Mathematik verstanden und weiterentwickelt wer-
den konnte, oder wie Werner von Siemens, ein weiterer technischer Pionier
in diesem Bereich es formulierte: ”Ohne Mathematik tappt man doch immer
im Dunkeln.“
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In der Steuerungs- und Regelungstechnik stellt sich daher – heute eben-
so wie vor mehr als hundert Jahren – nicht die Frage, ob man Mathematik
benutzen muss, sondern vielmehr, welche Mathematik man sinnvollerweise
benutzen sollte. Tatsächlich gibt es von der Algebra über die Geometrie und
die Theorie der Dynamischen Systeme bis hin zur Optimierung und Nu-
merik kaum ein mathematisches Gebiet, das nicht bedeutende Beiträge zur
Regelungs- und Steuerungstechnik und ihren mathematischen Nachbardis-
ziplinen System- und Kontrolltheorie geleistet hätte.
In diesem Artikel wollen wir zum einen anhand zweier Beispiele darstel-
len, welche Beiträge die Mathematik in der langen Geschichte der Steuerungs-
und Regelungstechnik geliefert hat und dabei aufzeigen, welche Faktoren
grundlegend für den Erfolg dieser Methoden waren. Zum anderen wollen
wir – neben einem Überblick über den Status Quo in der Steuerungs- und
Regelungstechnik – eine moderne Regelungsmethode, die Modellprädiktive
Regelung (kurz: MPC, vom englischen ”model predictive control“), genau-
er vorstellen, die dahinterstehenden mathematischen Konzepte aus der Sy-
stemtheorie, der Numerik und der Optimierung kurz erläutern und darauf
aufbauend einige der zukünftigen Herausforderungen an die Mathematik
skizzieren.
In ihrer linearen Variante ist MPC speziell in der Verfahrenstechnik be-
reits heute ein Standardwerkzeug in industriellen Prozessen, in ihrer nichtli-
nearen Variante (NMPC), auf die wir hier besonders eingehen werden, gilt sie
allgemein als eine der vielversprechendsten modernen Methoden zur Rege-
lung komplexer technischer Prozesse, die sich durch die rasanten Fortschritte
sowohl auf theoretischer als auch auf algorithmischer Seite zunehmend neue
Anwendungsgebiete erschließt. Zudem ist sie ein Paradebeispiel für eine Me-
thode, die nur durch die interdisziplinäre Zusammenarbeit auf den Gebie-
ten Regelungstechnik, mathematische Systemtheorie, Numerik und Optimie-
rung ihren heutigen Entwicklungsstand erreichen konnte und auch nur durch
diese Zusammenarbeit weiter entwickelt werden kann. Diese Interdisziplina-
rität, die bereits jetzt erfreulicherweise an einer Reihe von Universitäten
durch Exzellenzcluster, Forschungszentren und Graduiertenschulen in For-
schung und Lehre gefördert wird, erscheint uns als ein wesentlicher Faktor,
um die vielfältig vorhandenen Chancen des Produktionfaktors Mathematik
im Bereich der Steuerungs- und Regelungstechnik auch in Zukunft nutzen
zu können.
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2 Eine lange Erfolgsgeschichte
Mathematische Methoden spielen in der Regelungstechnik seit Beginn dieses
Gebietes eine wesentliche Rolle. Zwei prominente Beispiele, die wir in diesem
Abschnitt kurz erläutern, sollen dies belegen. Anhand dieser Beispiele – das
Stabilitätskriterium von Hurwitz und das Pontrjaginsche Maximumprinzip
– werden wir prototypisch aufzeigen, welche ”Erfolgsfaktoren“ diese beiden
mathematischen Entwicklungen so erfolgreich gemacht haben.
2.1 Das Stabilitätskriterium von Hurwitz
Das Stabilitätskriterium von Hurwitz wurde 1893–1894 von dem am Züri-
cher Polytechnikum (heute ETH Zürich) als Professor tätigen Mathema-
tiker Adolf Hurwitz entwickelt [30]. Anlass für die Entwicklung war aber
weniger Hurwitz’ mathematische Neugier als eine konkrete Anfrage seines
Züricher Kollegen Aurel Stodola, eines Maschinenbauingenieurs, der sich
mit der Entwicklung von Regelungen hydraulischer Turbinen beschäftigte.
Stodolas Problem lässt sich am einfachsten anhand eines alltäglichen Pro-
blems veranschaulichen. Stellt man sich eine Heizungsregelung vor, bei der
die Raumtemperatur auf einen gewünschten Wert eingestellt werden soll, so
ist eine naheliegende Strategie, das Ventil für den Warmwasserdurchfluss im
Heizkörper abhängig von der aktuell gemessenen Temperatur einzustellen:
Ist die Temperatur geringer als die gewünschte, wird man das Ventil auf-
drehen, ist sie höher, wird man es zudrehen. Man benötigt eigentlich keine
Mathematik, um es einleuchtend zu finden, dass dieses Vorgehen tatsächlich
die gewünschte Temperatur liefern wird.
Allerdings gilt das nur im Idealfall. Komplizierter wird die Sache, wenn
der Einfluss der Stellgröße (im Beispiel das Durchflussventil) auf den Wert
(also die Temperatur) weniger direkt wird, z.B. durch Verzögerungen im Sy-
stem. Wer schon einmal unter einer Dusche gestanden ist, deren Warmwas-
serzufuhr nur verzögert auf das Öffnen oder Schließen der Ventile reagiert,
kennt diesen Effekt: Statt der gewünschten Temperatur erhält man ständig
zwischen ”zu heiß“ und ”zu kalt“ schwankende Werte – ein klassisches Bei-
spiel für ein instabiles Verhalten eines Regelkreises – und nur mit viel Mühe
und Fingerspitzengefühl gelingt es manchmal, am Ende doch die richtige
Temperatur einzustellen. Auch wenn dies nur eine Analogie ist, ähnlich sind
die Effekte bei den mechanischen Turbinensystemen, die Stodola betrach-
tete, dort hervorgerufen durch die Vielzahl mechanischer Kopplungen, die
zu berücksichtigen sind. Auch hier ist es kompliziert, eine Regelung zu ent-
werfen, die das System stabil auf einem vorgegebenen Wert hält, es also
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stabilisiert.
Stodola kannte und verwendete nun aber einige zu der Zeit knapp 20 Jah-
re alte mathematische Resultate [62], die es erlaubten, aus einem Modell des
Regelkreises eine Bedingung für die Stabilität abzulesen. Diese Bedingung
lautete, dass ein Polynom, also eine mathematische Funktion der Form
P (x) = a0 + a1x + a2x2 + . . . + anxn
nur Nullstellen (also komplexe Zahlen x mit P (x) = 0) mit negativem Re-
alteil besitzt. Wenn solch ein Polynom nur wenige Summanden besitzt, so
ist diese Bedingung leicht nachzuprüfen. Solche einfachen Polynome gehören
allerdings auch zu sehr einfachen Regelungssystemen, bei denen diese Theo-
rie gar nicht nötig ist, um die Stabilität sicher zu stellen, da ein erfahrener
Ingenieur dies den Systemen sowieso ”ansieht“. Wirklich relevant für die
Praxis sind Polynome mit vielen Termen und das Hauptproblem ist dann,
dass man die Nullstellen – aus prinzipiellen algebraischen Gründen, die seit
dem frühen 19. Jahrhundert durch die Arbeiten von Évariste Galois bekannt
sind – nicht einfach ausrechnen kann.
Hurwitz beschäftigte sich also auf Anregung von Stodola eine Weile mit
diesem Problem und fand schließlich ein Kriterium, mit dem sich ermit-
teln ließ, ob die Nullstellen negative Realteile besitzen, ohne dass man die-
se tatsächlich ausrechnen muss. Mathematisch ausgedrückt bestand seine
Lösung darin, die Koeffizienten a0, a1, . . . , an des Polynoms in n verschie-
dene Matrizen unterschiedlicher Größe zusammenzufassen. Dann genügt es,
lediglich die Determinanten dieser Matrizen zu berechnen, um die Frage
nach dem Vorzeichen der Realteile der Eigenwerte zu beantworten.
Stodola war von dieser Lösung begeistert. In einem Brief an Hurwitz
schrieb er: ”Ich bin Ihnen außerordentlich verpflichtet für die geniale Lösung
des Wurzelproblems, das mich so sehr plagte.“ [5]. Aber auch Hurwitz erwähn-
te in einer Fußnote zu seiner zugehörigen Veröffentlichung in den Mathema-
tischen Annalen nicht ganz ohne Stolz die erfolgreichen praktischen Anwen-
dungen seines Kriteriums: ”Herr Stodola benutzt mein Resultat in seiner
Abhandlung [. . . ], deren Ergebnisse bei der Turbinenanlage des Badeortes
Davos mit glänzendem Erfolge Anwendung gefunden haben.“ Bemerkens-
wert ist in diesem Zusammenhang noch die Tatsache, dass der englische
Mathematiker Edward John Routh bereits knapp 20 Jahre vor Hurwitz ei-
ne ähnliche Lösung entwickelte, weswegen Hurwitz’ Kriterium heutzutage
meist als Methode von Routh-Hurwitz bezeichnet wird. Den Weg in die An-
wendungen hingegen hat Hurwitz’ Resultat früher gefunden, weil Rouths
Ergebnis Jahrzehnte lang nur einem kleinen akademischen Zirkel aber kaum
einem in der Praxis arbeitenden Ingenieur bekannt war [2, p. 81f.].
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2.2 Das Pontrjaginsche Maximumprinzip
Das Pontrjaginsche Maximumprinzip hat trotz seines auf den russischen Ma-
thematiker Lew S. Pontrjagin zurückgehenden Namens mehrere Urheber.
Zunächst einmal hat Pontrjagin das im Jahre 1956 veröffentlichte Prinzip
nicht alleine, sondern mit wesentlichen Beiträgen der oft nicht genannten
Mathematiker V.G. Boltjansky und R.L. Gamkrelidze veröffentlicht und
bewiesen [8] (siehe auch [51]). Zum anderen, vgl. [49, p. 55f.], findet sich
das Prinzip bereits in Veröffentlichungen des amerikanischen Mathemati-
kers M.R. Hestenes aus dem Jahre 1950 und – sogar in verallgemeinerter,
allerdings nicht vollständig bewiesener Form – des ebenfalls amerikanischen
Mathematikers R.P. Isaacs aus dem Jahre 1954/55. Wichtige grundlegende
Ideen zum Maximumprinzip findet man sogar noch früher in Carathéodorys
Buch von 1935, wie in [50] ausgeführt wird.
Beim Maximumprinzip geht es um die Frage, wie man die Bewegung
eines Systems – etwa die Flugbahn einer Rakete oder die Bewegung des
Arms eines Industrieroboters – optimal vorausplant. ”Optimal“ ist dabei
immer auf ein vorher zu definierendes Kriterium mit zugehörigen Nebenbe-
dingungen bezogen, also zum Beispiel: wie kommt eine Rakete mit minimaler
Energie (Kriterium) in einer vorgegebenen Zeit (Nebenbedingung) von der
Erde in eine spezielle Umlaufbahn, oder wie kann man den Arm eines Indu-
strieroboters schnellstmöglich (Kriterium) bei konstantem Energieaufwand
(Nebenbedingung) von einer bestimmten Position in eine andere steuern?
Das Beispiel der Rakete ist dabei nicht zufällig gewählt, weil die Raumfahrt
ebenso wie die militärische Raketentechnik im beginnenden kalten Krieg zwi-
schen der UdSSR und den USA einer der Hauptgründe für die Entwicklung
dieser Art von Mathematik war. Die für die industrielle Entwicklung sicher-
lich ungleich bedeutendere Anwendung auf Industrieroboter kann daher –
ähnlich wie die berühmte Teflon-Pfanne – durchaus als ein Abfallprodukt
der Weltraumforschung angesehen werden.
Optimierungsprobleme ähnlicher Art wurden bereits etwa 250 Jahre vor
Pontrjagin und den anderen Entwicklern des Maximumprinzips mit Hilfe der
sogenannten Variationsrechnung gelöst. Die vollständige Darstellung dieser
Methode überschreitet sicherlich den Umfang dieses Beitrags, zumindest eine
kurze Beschreibung der prinzipiellen Funktionsweise soll aber hier gegeben
werden (für eine detailliertere Darstellung siehe z.B. [49]). Ausgangspunkt
für den Lösungsansatz ist zunächst ein Modell, mit dessen Hilfe eine Be-
wegung durch mathematische Gleichungen beschrieben werden kann. Dies
geschieht üblicherweise mit Hilfe eines Systems von Differentialgleichungen.
Zur Lösung des Problems muss nun für jeden Zeitpunkt die Position auf der
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optimalen Bahn berechnet werden. Das Problem dabei ist nun, dass die Wahl
der Werte zu verschiedenen Zeitpunkten voneinander abhängt: Beschleunigt
man z.B. am Anfang sehr stark, so muss man am Ende stärker bremsen
und umgekehrt. Die Variationsrechnung löste diese komplexen Abhängigkei-
ten durch das Aufstellen eines erweiterten Differentialgleichungssystems (die
Euler-Lagrange-Gleichungen), dessen erster Teil ”normal“ vorwärts, dessen
zweiter Teil aber rückwärts gelöst wird – ein sogenanntes Randwertproblem.
Für jeden Zeitpunkt kann aus der Lösung dieses Systems dann die optimale
Bahn ermittelt werden.
Das Hauptproblem der Anwendung der Variationsrechnung auf prakti-
sche Probleme besteht nun darin, dass dieses direkt die optimalen Bahnen
berechnet, nicht aber die eigentlich relevanten optimalen Steuerwerte, die
an die Raketentriebwerke oder die Roboterarmmotoren übermittelt werden
müssen – und weil diese Werte in der Rechnung nicht auftauchen, ist es auch
unmöglich, Wertebereiche vorzugeben, in denen diese Steuerwerte schon aus
physikalischen Gründen liegen müssen. So kann die Variationsrechnung zwar
durchaus optimale Flugbahnen ermitteln, es ist aber unmöglich auszuschlie-
ßen, dass diese eine Schubkraft der Triebwerke benötigen, die weit jenseits
der physikalischen Möglichkeiten liegt. Dies ist ganz offensichtlich eine Un-
zulänglichkeit, die nicht nur in der Raumfahrt, sondern auch in fast jeder
denkbaren industriellen Anwendung ernsthafte praktische Probleme berei-
tet.
Hier bietet nun das Maximumprinzip Abhilfe: Da hier – bei konzeptio-
nell durchaus ähnlicher Verwendung von Randwertproblemen – der Fokus
nicht auf der Berechnung optimaler Bahnen, sondern auf der direkten Be-
rechnung der zugehörigen optimalen Steuerstrategien liegt, ist es nun leicht
möglich, physikalisch oder auch ökonomisch notwendige Beschränkungen di-
rekt in die Rechnung einzubeziehen. Dabei liefert das Maximumprinzip ein
durchaus auch intuitiv verständliches Kriterium, da die optimalen Steuer-
werte in jedem Zeitpunkt nichts anderes als die Lösung eines neuen ”kleinen“
Optimierungsproblems sind, dessen Parameter sich gerade aus dem gegebe-
nen Randwertproblem ergeben. Da sich solche Probleme auch numerisch
am Rechner gut lösen lassen, wird das Prinzip nicht nur für die theoretische
Analyse, sondern auch als Basis für Algorithmen verwendet.
2.3 Fazit
Die in diesem Abschnitt beschriebenen mathematischen Konzepte zur Ana-
lyse und Lösung von Steuerungs- und Regelungsprobleme sind nur zwei von
vielen möglichen Beispielen. Sie besitzen aber eine Reihe von Eigenschaf-
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ten, die in mehr oder weniger starker Ausprägung typisch für erfolgreiche
mathematische Konzepte sind:
• Sie sind anwendbar, ohne dass man die zu ihrer Herleitung nötigen
tieferliegenden mathematischen Theorien verstehen muss,
• sie haben für reale Anwendungen einen deutlichen Fortschritt gebracht
und damit neue industrielle Entwicklungen erst ermöglicht,
• sie sind konstruktiv in dem Sinne, dass sie sich leicht als Algorithmus
formulieren lassen und daher mit der Verfügbarkeit digitaler Rechner
auch leicht implementiert werden konnten.
Bei all den offensichtlichen Vorteilen, die diese mathematischen Konzepte
den industriellen Anwendungen gebacht haben, wären deren Entwicklungen
aber trotzdem unmöglich gewesen, wenn bei den in den Steuerungs- und
Regelungstechnik tätigen Ingenieuren nicht von vornherein ein Bewusstsein
für die Notwendigkeit mathematischer Methoden – und damit einhergehend
eine solide mathematische Grundbildung – vorhanden gewesen wäre. Ohne
Stodolas Kenntnisse über die Bedeutung der Nullstellen wäre Hurwitz ver-
mutlich nie auf die Idee gekommen, sein Kriterium zu entwickeln und ohne
die Verfügbarkeit geeigneter Differentialgleichungsmodelle wäre die Entwick-
lung des Maximumprinzips bereits im Ansatz unmöglich gewesen.




3.1 Eine kurze Einführung in die Steuerungs- und Rege-
lungstechnik
Das Ziel von Steuerungen und Regelungen ist die Beeinflussung dynamischer
Systeme, so dass deren Verhalten gewünschte Eigenschaften besitzt. Die dy-
namischen Systeme werden dabei durch sogenannte Stellgrößen beeinflusst.
Beim dynamischen System ”Auto“ sind dies z.B. der Lenkradeinschlag oder
die Stellung des Gaspedals. Durch geeignete Veränderung der Stellgröße über
der Zeit kann dann die Systemdynamik in der gewünschten Weise beeinflusst
werden. Das interessierende Verhalten des zu beeinflussenden Systems wird
oft in der sogenannten Regelgröße zusammen gefasst. Bild 3.1 zeigt schema-
tisch eine solche Regelstrecke.
Man unterscheidet nun zwischen Steuerung und Regelung. Wie in Bild 3.2








Abbildung 3.1: Schematische Darstellung einer Regelstrecke mit Stellgröße u
und Regelgröße y.
offene Wirkungskette beeinflusst. Der Sollverlauf für die Regelgröße y wird
durch die Sollgröße w vorgegeben, die den Eingang für die Steuerung bil-
det. Die Steuerung generiert aus diesem Signal den Verlauf der Stellgröße,
die dann das dynamische System so beeinflusst, dass die Regelgröße dem










Abbildung 3.2: Wirkprinzip der Steuerung.
Steuerungen sind in der industriellen Praxis sehr wichtig und erfüllen ihre
Aufgabe zumeist sehr gut. Als Beispiele seien hier Robotersteuerungen oder
Steuerungen für Werkzeugmaschinen und Fertigungseinrichtungen genannt.
Grundlegende Voraussetzung für die korrekte Funktion einer Steuerung ist
aber, dass das Verhalten des dynamischen Systems mit Hilfe des vorhande-
nen Modells hinreichend genau vorhergesagt werden kann; ist dies nicht der
Fall, so kann das tatsächliche Verhalten weit von der zur Berechnung der
Stellgröße u verwendeten theoretischen Vorhersage abweichen.
Dies kann z.B. dann passieren, wenn große externe Störungen auf das
dynamische System wirken, wie z.B. starker Seitenwind bei Automobilen,
oder wenn das Verhalten des dynamischen Systems nicht exakt bekannt ist,
weil das mathematische Modell nicht alle Aspekte des realen Systems ab-
bildet – in der Regelungstechnik spricht man in diesem Fall von unsicheren
Systemen. Die Auswirkungen solcher Unsicherheiten sind immer dann be-
sonders gravierend, wenn das Systemverhalten instabil ist, wenn also wie
beim Beispiel der Dusche in Abschnitt 2.1 kleine Änderungen in der Stell-
größe (Ventil) zu großen Änderungen in der Regelgröße (Wassertemperatur)
führen. In diesen Fällen müssen Regelungen eingesetzt werden, um die Sta-
bilität des Systems – also die Tatsache, dass die Regelgröße stabil in der
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Nähe des Sollwertes bleibt – zu erreichen.
Eine Regelung besitzt im Gegensatz zu einer Steuerung eine Rückführung
(engl. feedback), wie in Bild 3.3 gezeigt. Die Regelgröße wird gemessen,
zurückgeführt und mit ihrem gewünschten Verlauf, also der Sollgröße, ver-
glichen. Die Differenz zwischen Soll- und Istwert, auch Regelfehler genannt,
wird nun dem Regler als Eingang zur Verfügung gestellt. Durch den ge-
schlossenen Wirkungskreis kann der Einfluss von externen Störungen und
Unsicherheiten durch die Regelung explizit erkannt und korrigiert werden,
bevor diese zu großen Abweichungen vom Sollwert führen. Daher funktio-
nieren Regelungen auch bei Vorhandensein von Störungen, Unsicherheiten













Abbildung 3.3: Wirkprinzip einer Regelung mit Rückführung und Soll-
/Istwert-Vergleich.
Natürlich führt die Rückführungsstruktur nicht automatisch zur Stabi-
lität des geschlossenen Wirkungskreises: Entscheidend ist, nach welcher Vor-
schrift die Stellgröße aus dem Regelfehler berechnet wird. Wie in Abschnitt 2
bereits beispielhaft erläutert, kann das dynamische Verhalten eines geregel-
ten oder gesteuerten mit den mathematischen Methoden der System- und
Regelungstheorie untersucht werden. Die wichtigsten Analyseverfahren un-
tersuchen dabei die Stabilität und die sogenannte Robustheit der Stabilität
des geregelten oder gesteuerten Systems. Bei der Untersuchung der Robust-
heit der Stabilität wird die Frage beantwortet, ob die Stabilität erhalten
bleibt, wenn sich das wirkliche dynamische System von den im Modell ge-
machten Annahmen unterscheidet. Diese Eigenschaft ist für den Einsatz der
Methoden in der praktischen Anwendung von zentraler Bedeutung.
Von ganz entscheidender Relevanz ist die Mathematik beim Entwurf der
Steuerungen und vor allem der Regelungen, d.h. bei der Herleitung der Vor-
schrift, mit der die Stellgröße aus der Sollgröße oder dem Regelfehler berech-
net wird. Moderne Regler werden heute modellbasiert entworfen. Das heißt
es wird angenommen, dass ein mathematisches Modell des zu regelnden Sy-
stems, zumeist in Form von Differentialgleichungen, vorliegt. Weiterhin wer-
den die Ziele der Regelung ebenfalls mathematisch formuliert. Das ist zum
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Einen die bereits mehrfach genannte Stabilität, aber auch die sogenannte
Regelgüte, die zumeist in Form von Optimierungskriterien formuliert wird.
Unterschiedliche Klassen von Reglerentwurfsverfahren unterscheiden sich,
erstens, durch unterschiedliche Annahmen an die dem Entwurf zugrunde-
liegenden Modelle der Regelstrecken und, zweitens, durch unterschiedliche
Zielvorgaben. In Bezug auf die Modellannahmen ist die wichtigste Unter-
scheidung diejenige in lineare bzw. nichtlineare Systeme. Lineare Systeme
zeichnen sich – etwas vereinfacht gesagt – dadurch aus, dass der Zusammen-
hang zwischen Stellgröße u und Regelgröße y proportional ist, dass also zum
Beispiel doppelt so große Stellgrößen genau doppelt so große Regelgrößen
nach sich ziehen (mathematisch sagt man, sie erfüllen das Superpositions-
prinzip). Sie werden durch lineare Differentialgleichungen, zumeist in der
sogenannten Zustandsraumdarstellung, beschrieben
ẋ = Ax + Bu (3.1a)
y = Cx + Du. (3.1b)
Der Entwurf von Reglern für lineare Systeme ist sehr gut verstanden und
es stehen eine große Anzahl von äußerst leistungsfähigen linearen Regler-
entwurfsverfahren zur Verfügung. An dieser Stelle seien beispielhaft die LQ-
Verfahren erwähnt (LQR, LQG, LQG/LTR, etc.) [36, 42, 23, 47], bei denen
für lineare Systeme der Form (3.1) ein Regler entworfen wird, so dass der





xT (τ)Qx(τ) + uT (τ)Ru(τ) dτ
besitzt.
Bei den LQ-Verfahren werden keine externen Störungen, wie zum Bei-
spiel der Seitenwind beim Auto, berücksichtigt. Beim moderneren H∞-Reg-
lerentwurf [24, 64] werden die Regler dagegen genau so entworfen, dass sie
externe Störgrößen optimal unterdrücken, d.h. dass deren negative Auswir-
kungen auf den Regelkreis minimiert werden. Diese Minimierung kann über
unterschiedliche mathematische Optimierungskriterien erfolgen und neben
den H∞-Verfahren können hier beispielhaft auch die L1-Methoden [14] ge-
nannt werden.
Auch wenn kaum ein in der industriellen Praxis auftretendes System
tatsächlich linear ist, können lineare Modelle trotzdem oft eingesetzt wer-
den. Der Grund dafür liegt darin, dass sich die allermeisten Systeme ”fast“
wie lineare Systeme verhalten, wenn man nur einen kleinen Wertebereich
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für die Regelgröße betrachtet: Will man die Raumtemperatur von 20◦ auf
22◦ Celsius erhöhen, so muss man das Heizungsventil in etwa zweimal so
weit öffnen, als wenn man die Temperatur nur auf 21◦ erhöhen möchte – der
Zusammenhang zwischen Ventilöffnung und Temperaturzunahme ist linear.
In größeren Temperaturbereichen gilt das aber nicht mehr, schon allein des-
wegen, weil sich das Ventil irgendwann nicht mehr weiter aufdrehen lässt
und die Maximaltemperatur erreicht ist.
Wenn das zu regelnde System im relevanten Wertebereich kein lineares
Verhalten aufweist, was in der Praxis häufig der Fall ist, müssen nichtlinea-
re Reglerentwurfsmethoden angewandt werden. Das dem Entwurf zugrunde
liegende dynamische System wird hier durch nichtlineare Differentialglei-
chungen der Form
ẋ = f(x, u)
y = h(x, u).
beschrieben. Auf dem Gebiet der nichtlinearen Regelung wurden in den letz-
ten ca. 20 Jahren sehr große Fortschritte gemacht und viele aktuelle For-
schungsprojekte befassen sich mit diesem Thema. Beispielhaft sollen hier
die differentialgeometrischen Verfahren der exakten Linearisierung [33], die
flachheitsbasierte Regelung [22, 58], die passivitätsbasierte Regelung [9, 55],
oder die Backstepping-Methoden [37, 41] genannt sein. Diese Methoden lie-
fern im einfachsten Fall1 eine statische Funktion
u = k(x), (3.3)
d.h. eine mathematische Formel k(x), die abhängig vom aktuellen System-
zustand x angibt, wie die Stellgröße u gewählt werden muss.
Im Nichtlinearen steht häufig das Stabilisierungsproblem im Vorder-
grund. Selbstverständlich ist aber auch hier die Regelgüte von Interesse. Das
nichtlineare Äquivalent zu den oben erwähnten LQ-Verfahren ist die opti-
male Regelung, bei der wieder ein Optimierungskriterium und Nebenbedin-
gungen – wie bereits in Abschnitt 2.2 beschrieben – vorgegeben werden. Im
Falle der nichtlinearen optimalen Regelung ist die Berechnung einer explizi-
ten Formel (3.3) für u in der Praxis aber selbst mit Hochleistungscomputern
oft unmöglich. Einfacher ist es hingegen, nichtlineare optimale Steuerungen
(also Stellgrößen u in Abhängigkeit von der Zeit) mit dem Computer zu
berechnen, z.B. mit Hilfe des Pontrjaginschen Maximumprinzips, vgl. Ab-
schnitt 2.2 oder der moderneren direkten Methoden, vgl. Abschnitt 3.5.
1Oft ist der Regler nicht durch eine statische Gleichung, sondern selbst wieder durch
eine Differentialgleichung gegeben.
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Deshalb wurde in den letzten Jahren eine neue Klasse von Verfahren
zur optimalen Regelung nichtlinearen Systeme entwickelt, bei denen kei-
ne explizite Formel der Form (3.3) berechnet wird, sondern bei denen das
Rückführgesetz k(x) online in Echtzeit aus optimalen Steuerungen berech-
net wird. Obwohl solch eine online-Rechnung auf den ersten Blick wesentlich
schwieriger aussieht, zeigt es sich, dass diese Vorgehensweise deutliche Vor-
teile hat und zur Lösung von großen nichtlinearen Regelproblemen in der
Praxis geeignet ist. Der prominenteste Vertreter dieser neuen Klasse von
Regelungsverfahren ist die modellprädiktive Regelung, die in den folgenden
Abschnitten genauer betrachtet und diskutiert werden soll.
3.2 Prinzip der modellprädiktiven Regelung
Wenn man einen Regler entwirft, der z.B. die Temperatur eines Hauses auf
einem möglichst konstanten Wert halten soll, so besteht die einfachste Idee
darin, die aktuelle Temperatur zu messen und darauffolgend die Warmwas-
serdurchflussmenge passend zu erhöhen oder zu verringern – wie in Ab-
schnitt 2.1 erläutert, kann man bei geschickter Wahl der Regelparameter
dadurch ein stabiles geregeltes System erreichen, das mehr oder weniger
gut die durch das Wetter verursachten äußeren Temperaturschwankungen
auffängt. Da die Heizung nicht beliebig schnell Wärme nachliefern kann,
und auch die Abkühlung nicht beliebig schnell folgen kann, wird die Raum-
temperatur dabei immer leicht schwanken.
Was wäre aber, wenn wir den Wetterbericht nutzen würden? Dann könn-
ten wir, wenn eine Kaltfront naht, die Wohnung bereits etwas vorwärmen,
oder, wenn warmes Wetter erwartet wird, bereits einige Stunden im Voraus
die Heizung abstellen, so dass das Haus sich langsam abkühlen kann. Es ist
intuitiv klar, dass die Verwendung dieses ”prädiktiven“ Prinzips uns erlaubt,
das Regelungsziel ”möglichst kleine Abweichungen vom Sollwert“ unter Be-
achtung unserer begrenzten Heiz- oder Kühlleistung besser einzuhalten.
Wenn wir selbst Auto fahren, ist es sogar absolut unabdingbar, dass wir
”vorausschauend“, also ”prädiktiv“ fahren, denn würden wir nach schneller
gerader Fahrt ohne vorheriges Abbremsen in eine Kurve rasen, flögen wir aus
dieser. Dass wir das nicht tun, ist allein der fortgeschrittenen Regelungstech-
nik in unserem Gehirn zu verdanken, die die Kurvenfahrt bereits antizipiert,
lange bevor wir die Fliehkraft in der Kurve am eigenen Leib spüren, siehe
Abbildung 3.4.
Die modellprädiktive Regelung (model predictive control, MPC) verwirk-
licht genau dieses Prinzip für die automatische Regelung technischer Syste-
me, vgl. z.B. [11, 46]. Wir erläutern dies nun etwas detaillierter am Beispiel
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Abbildung 3.4: Vorausschauendes Fahren - so wie es sein soll...
einer typischen Stabilisierungsaufgabe: der Systemzustand soll zu einem Soll-
wert geregelt und dort gehalten werden, indem der Zustand regelmäßig ge-
messen wird und gegebenenfalls festgestellte Abweichungen durch geeignete
Anpassung der Stellgrößen ausgeglichen werden.
Ausgehend vom aktuellen Zustand x0 des zu steuernden Systems und den
aktuellen Vorhersagen über externe Einfüsse, berechnet ein modellprädik-
tiver Regler dazu eine (hier der Einfachheit halber stückweise konstante)
optimale Steuerung für die nahe Zukunft, den ”Voraussagehorizont“ der
Länge T . Das dabei verwendete Optimalitätskriterium minimiert typischer-
weise den Abstand zum Sollwert, damit die berechnete optimale Lösung
einen möglichst geringen Abstand von diesem hat. Von dieser Steuerung
wird dann nur der erste Abschnitt u0 an die reale Anlage gegeben, mit dem
das System für eine kurze Zeit – die Abtastzeit δ – gesteuert wird. Nach
Ablauf dieser kurzen Zeit wird der neue aktuelle Zustand ermittelt, der Vor-
hersagehorizont wird um δ nach vorne geschoben, und eine neue optimale
Steuerung auf diesem Horizont wird berechnet, von dem wieder nur der er-
ste kurze Teil verwirklicht wird. Auf diese Art und Weise werden die online
berechneten optimalen Steuerungen zu einer Regelung ”zusammengesetzt“.
Abbildung 3.5 illustriert einen Schritt dieses Verfahrens.
Die zwei wesentlichen Vorteile der modellprädiktiven Regelungmetho-
de sind die Fähigkeit, vorausschauende Informationen zu berücksichtigen
















t0+δ . . .
q
t0+T
Abbildung 3.5: Schematische Darstellung der modellprädiktiven Regelung.
le kommen z.B. bei energieintensiven oder zeitkritischen Anwendungen zum
Tragen, da Ziele wie ”mit minimalem Energieaufwand“ oder ”innerhalb einer
gegebenen Zeit“ direkt in das Optimierungskriterium oder die Nebenbedin-
gungen einbezogen werden können.
Die zwei wichtigsten Fragen sind:
• Wie kann Stabilität des mit MPC geregelten Systems garantiert wer-
den?
• Wie können die Optimalsteuerungsprobleme auf dem Vorhersagehori-
zont schnell und zuverlässig gelöst werden?
Beide Fragen sind zutiefst mathematischer Natur, die erste fällt in den Be-
reich der Systemtheorie, die zweite in den Bereich der Numerik. Wir wollen
diese Fragen – sowie eine Vorstellung von Anwendungen von MPC – in den
folgenden Abschnitten behandeln.
3.3 Stabilität von MPC
Da wir exakte mathematische Definitionen vermeiden wollen, soll ”Stabi-
lität“ hier einfach die Tatsache bezeichnen, dass der Regelalgorithmus sein
Ziel erfüllt, dass der Systemzustand also in den Sollwert geregelt wird. In-
tuitiv erscheint es plausibel, dass man durch Minimierung des Abstandes
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vom Sollwert eine in diesem Sinne stabile Regelstrategie erhält. Dass das
aber durchaus schiefgehen kann, wollen wir an einem kleinen Beispiel ver-




Abbildung 3.6: Beispiel eines Regelungsproblems.
Autos (Systemzustand, zu Beginn im Ort B) in den Ort A (Sollwert) ge-
bracht werden, wobei die Geschwindigkeitsbeschränkungen auf der Straße
eingehalten werden sollen. Da ein Gebirge im Weg ist, führt die Straße al-
lerdings nicht auf direktem Weg von A nach B, sondern auf einem Umweg
über den Ort C.
Nimmt man als Optimierungskriterium nun den Luftlinien-Abstand des
Autos von Punkt A, so muss man diesen Abstand auf dem Weg der Straße
von B nach A zunächst vergrößern, um ihn letztendlich verringern zu können.
Eine MPC-Strategie, deren Vorhersagehorizont z.B. nur bis zum Punkt C in
der Kurve reicht, wird dies nicht erkennen, denn jede Bewegung des Autos im
Rahmen dieses Horizonts würde den Abstand ja nur vergrößern, weswegen
es optimal ist, einfach im Punkt B stehen zu bleiben. Die geregelte Lösung
wird für alle Zeiten im Punkt B verharren und nie im Punkt A ankommen:
der Regelalgorithmus ist nicht stabil.
Dieses Problem ist natürlich seit langer Zeit bekannt und es wurden ver-
schiedene Möglichkeiten zur Abhilfe vorgeschlagen. Ein in der Literatur oft
betrachteter Ansatz ist es, in der Optimierung auf dem Horizont T nur sol-
che Lösungen zu berücksichtigen, die im gewünschten Sollwert enden. Diese
Methode funktioniert theoretisch (was mathematisch rigoros bewiesen wur-
de, vgl. [38]) und wird in der Praxis auch gelegentlich eingesetzt, besitzt
aber den Nachteil, dass man eine weitere Beschränkung zu dem zu lösenden
Optimierungsproblem hinzufügt und erfordert zudem i.A. einen sehr großen
Horizont T um sicherzustellen, dass es unter den gegebenen Beschränkungen
(also z.B. den Geschwindigkeitsbeschränkungen in unserem Straßenbeispiel)
überhaupt möglich ist, bis zur Zeit T im Sollwert anzukommen. Beides kann
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die Lösung des Optimierungsproblems deutlich erschweren. Ein weiterer An-
satz ist die Verwendung von Korrekturtermen in der Optimierung, die den
Effekt von zu kurzen Horizonten T ausgleichen, siehe z.B. [13]. Die Berech-
nung dieser Terme ist aber i.A. recht aufwendig, weswegen diese Methode
in der Praxis eher selten angewendet wird.
Die in der Praxis zumeist verwendete Lösung ist die naheliegendste:
Die Horizontlänge T wird einfach so lange erhöht, bis der Algorithmus
stabil wird. Interessanterweise wird diese Lösung im Großteil der theore-
tischen MPC-Literatur nicht betrachtet und tatsächlich wurde für nichtli-
neare MPC-Methoden unter relativ allgemeinen Voraussetzungen erst vor
kurzem mathematisch rigoros nachgewiesen, dass dies auch wirklich funk-
tioniert [34, 26]. Nachteil dieser Methode ist, dass im vorhinein i.A. nicht
klar ist, wie groß T denn nun gewählt werden muss – und je größer T ist, de-
sto mehr Zeit benötigt die Lösung des Optimierungsproblems, die ja online
während der Laufzeit des Systems durchgeführt werden muss. Aktuelle For-
schungsansätze [27, 28] versuchen daher, den benötigten Horizont T aus den
Systemeigenschaften abzuschätzen und dabei insbesondere zu ermitteln, wie
das Optimalitätskriterium gewählt werden muss, damit man mit möglichst
kleinem T Stabilität erhält. Über die Praktikabilität dieses Vorgehens für
industriell relevante Prozesse kann derzeit nur spekuliert werden. Für unser
Straßenbeispiel liefert dieser Ansatz allerdings eine ebenso natürliche wie
effiziente Lösung, auf die der eine oder die andere unter den Leserinnen und
Lesern vielleicht schon gekommen ist: Misst man den Abstand vom Ort A
nicht über die Luftlinie, sondern über die Straßenlänge, so ist es bei beliebig
kurzem Horizont T immer besser, sich auf A zuzubewegen, da der Abstand
in jedem Fall verringert wird. Wird über diesen Abstand optimiert, so ist
das Verfahren daher für beliebige Horizonte T stabil.
3.4 Anwendungsbeispiele
Die Modellprädiktive Regelung (MPC) wurde ursprünglich in der Verfah-
renstechnik entwickelt, wo sie z.B. zum Regeln großer und langsamer Destil-
lationskolonnen verwendet wird – diese Systeme sind extrem energieintensiv,
und die langsame Zeitskala lässt viel Zeit für die Berechnung der optima-
len Steuerungen. Die Verfahrenstechnik ist auch heute noch das Hauptan-
wendungsgebiet von MPC: Dittmar und Pfeiffer [20] haben 2005 in einer
Erhebung 9456 MPC Anwendungen ermittelt (gehen aber von einer deut-
lich höheren tatsächlichen Zahl aus), von denen mehr als 80% im Bereich
der Verfahrenstechnik liegen. Schwerpunktmäßig wird MPC dabei bei der
Regelung kontinuierlicher Reaktoren eingesetzt, bei denen der Zustand des
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Prozesses (Temperatur, Konzentration der Chemikalien . . . ) kontinuierlich
auf einem Sollwert gehalten werden muss. Seltener wird MPC bei sogenann-
ten Batch-Reaktoren verwendet, bei denen die Reaktion nicht kontinuier-
lich, sondern in einem vorgebenenen Zeitrahmen stattfindet und bei denen
die Regelungsaufgabe darin besteht, einem vorausberechneten Verlauf der
Prozesszustände zu folgen.
Wenngleich es Beispiele erfolgreicher Anwendungen nichtlinearer MPC
(NMPC) in der Verfahrenstechnik gibt [52], werden hier überwiegend li-
neare MPC Verfahren eingesetzt, bei denen das zu Grunde liegende Dif-
ferentialgleichungsmodell linear ist. Dies hat den großen Vorteil, dass die
resultierenden Optimierungsprobleme linear sind, wodurch schnellere und
zuverlässigere Lösungsalgorithmen zur Verfügung stehen. Zwar hat eine ver-
gleichende Studie an einem industriellen Batch-Reaktor [48] ergeben, dass
NMPC-Verfahren durchaus zu einer besseren Regelung führen, die Verbesse-
rungen sind bisher aber noch nicht so ausgeprägt, dass sich die aufwendigere
Implementierung des Verfahrens ökonomisch lohnen würde – es bleibt abzu-
warten, ob sich dies mit knapper werden Rohstoffen und teurerer Energie in
Zukunft ändern wird. Einen weiteren Hinderungsgrund für die Anwendung
von NMPC stellt in vielen Fällen das Fehlen geeigneter nichtlinearer Modelle
in der Verfahrenstechnik dar [52], ein Bereich, in dem in jüngster Zeit aller-
dings mit Hilfe geeigneter mathematischer Methoden deutliche Fortschritte
erzielt wurden, siehe Abschnitt 4.1.
Durch effizientere Algorithmen und theoretische Fortschritte erschlie-
ßen sich MPC und insbesondere NMPC-Methoden seit einiger Zeit immer
weitere Anwendungsfelder außerhalb der Verfahrenstechnik. Beispiele sind
die Regelung von Schleusen in Kanalsystemen, die Regelung von Heizungs-
und Klimasystemen in großen Gebäuden, oder die optimale Regelung von
saisonalen Wärmespeichern. Letztere nutzen die Wärme im Sommer, um
den Grund unter einem Gebäude aufzuheizen und dabei gleichzeitig das
Gebäude zu kühlen, und gebrauchen diese Wärme im Winter mit Hilfe einer
Wärmepumpe wieder, um Heizkosten zu sparen. Nur die prädiktive Rege-
lung erlaubt es hier, zu entscheiden, wann die Wärmepumpe verwendet wer-
den soll und wann optimalerweise zugeheizt werden soll, basierend auf den
saisonalen Witterungsvorhersagen. Zunehmend schnellere Optimierungsal-
gorithmen erlauben immer schnellere Anwendungen der modellprädiktiven
Regelung. So ist heute das punktgenaue Regeln der Fahrt von Zügen möglich
und experimentell getestet [25], ebenso wie die Regelung der Einspritz- und
Luftmenge bei Automotoren im 50 Millisekundentakt [21]. Auch Roboter-
arme, die komplexe Manöver in möglichst kurzer Zeit ausführen sollen, und
dies in ständig wechselnder Umgebung, sollen demnächst mit MPC geregelt
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werden, siehe Abbildung 3.7. Eine der visionärsten Anwendungen der MPC
Abbildung 3.7: Roboter an der Universität Leuven, an denen zur Zeit mit
MPC im Millisekundentakt experimentiert wird.
ist die automatische Steuerung von Flugdrachen, die in Zukunft Windenergie
aus großen Höhen liefern sollen und unter wechselnden Windbedingungen
stabil auf Kreisbahnen am Himmel fliegen sollen [12, 32], siehe Abbildung
3.8. Eine weitere zur Zeit untersuchte Anwendung der MPC ist die automa-
tische Steuerung der Insulinzugabe bei Diabetikern.
3.5 Direkte Optimalsteuerungsmethoden
Wie weiter oben angekündigt, wollen wir nun einen kurzen Einblick in
den aktuellen Stand der Forschung im Bereich der Methoden zur Lösung
des rechenintensivsten Teilschritts der modellprädiktiven Regelung geben,
der Lösung der einzelnen Optimalsteuerungsprobleme auf dem betrachteten
Zeithorizont. Wir konzentrieren uns dabei auf den für die aktuelle Forschung
ungleich relevanteren Fall der nichtlinearen Systeme.
In Abschnitt 2.2 wurde das Maximumprinzip angesprochen. Auf diesem
mathematischen Theorem basierende, sogenannte indirekte Methoden sind
eine Möglichkeit, optimale Lösungen für Steuerungsprobleme zu berechnen.
18
Abbildung 3.8: Automatisch betriebener Flugdrachen zur Energieerzeugung,
[12].
Diese werden in der Tat auch heute noch eingesetzt. Dies gilt insbesonde-
re für die Luft- und Raumfahrt, siehe beispielsweise [10], aber auch für die
Analyse von Problemen in der Verfahrenstechnik, siehe [59]. Das Maximum-
prinzip nimmt auch nach wie vor eine wichtige Rolle in der Analyse von
Eigenschaften von Optimalsteuerungsproblemen ein. Für die Konstruktion
von Algorithmen, die am Computer umgesetzt werden können, haben diese
indirekten Methoden allerdings einige Nachteile:
• der erhebliche analytische Aufwand schon bei kleinen Änderungen des
Modells oder von Parametern,
• die komplizierte Behandlung von Pfad- und Steuerungsbeschränkun-
gen, die zu zustandsabhängigen Sprüngen in den differentiellen Varia-
blen führen,
• die häufig numerisch sehr schwierig zu lösenden Randwertprobleme
mit extrem kleinen Konvergenzbereich, die nur durch den Einsatz von
Homotopien lösbar sind.
Auf Grund dieser Nachteile haben sich für die konkrete Berechnung von Re-
gelungsstrategien in der Praxis zumeist die auch unter dem Schlagwort ”first
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discretize, then optimize“ bekannt gewordenen direkten Methoden durchge-
setzt, siehe auch die Diskussion in [4].
Eine weitere wichtige Frage ist der zeitliche Verlauf der berechneten opti-
malen Steuerfunktionen. Beim Maximumprinzip ist die optimale Steuerung
eine fast beliebige Funktion, strukturelle Einschränkungen an ihren Ver-
lauf können dort nicht gemacht werden. Von einem praktischen Gesichts-
punkt aus betrachtet macht dies nicht unbedingt Sinn. Man stelle sich bei-
spielsweise einen Temperaturregler vor, dessen Steuergröße sich aus techni-
schen Gründen nicht kontinuierlich, sondern nur in regelmäßigen Abständen
ändern lässt. Solch ein Regler kann dann nicht jede beliebige Steuerfunktion
exakt nachfahren, sondern diese nur approximieren. Eine solche Approxima-
tion ist auch das Grundprinzip der direkten Methoden.
Bei diesen Methoden werden die Steuerfunktionen durch Funktionen,
die durch endlich viele Steuergrößen bestimmt sind, approximiert. Im ein-
fachsten Fall sind dies stückweise konstante Funktionen, die also auf einem
gegebenen Zeitintervall [ti, ti+1] den konstanten Wert qi annehmen. In Ab-
bildung 3.9 wird dies veranschaulicht.
Diese Transformation auf ein mathematisches Optimierungsproblem, das
nun nur noch von endlich vielen Freiheitsgraden abhängt (nämlich genau
diesen qi’s), erlaubt den Einsatz der weit entwickelten Methoden der nicht-
linearen Optimierung (nonlinear programming). Hier konkurrieren im we-
sentlichen zwei Typen von Algorithmen miteinander: Innere Punkt- und
active set basierte Methoden. Während bei letzteren die Menge der aktiven
Ungleichungen (diese wird als active set bezeichnet) mitgeführt und von Ite-
ration zu Iteration modifiziert wird, bewegen sich Innere Punkt Methoden
durch Hilfe von logarithmischen Barrierefunktionen innerhalb des zulässigen
Bereiches auf dem sogenannten zentralen Pfad auf die Lösung zu. Beide Al-
gorithmentypen haben gewisse Vor- und Nachteile, die dazu führen, dass sie
für eine bestimmte Klasse von Optimierungsproblemen schneller die opti-
male Lösung bestimmen. Eine Grundregel ist dabei, dass Innere Punkt Me-
thoden häufig besser bei Problemen mit vielen Ungleichungsbeschränkungen
funktionieren (weil sie aus dem Inneren kommen und die vielen Schnittpunk-
te der Ungleichungsbeschränkungen also gar nicht ”wahrnehmen“, die bei
anderen Algorithmen der Reihe nach ”besucht“ werden müssen), während
active set basierte Methoden effizientere Warmstarts in der Lösung verwand-
ter Optimierungsprobleme erlauben. Dieses liegt daran, dass sich die Mengen
der aktiven Ungleichungen häufig nur geringfügig unterscheiden, wenn sich
beispielsweise durch neue Messwerte ein leicht verändertes Optimierungs-
problem ergibt. Ein Start in der schon berechneten Lösung des Ursprungs-
problems führt dann häufig schon nach wenigen Iterationen zum Ziel.
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Abbildung 3.9: Links oben: Steuerung mit indirekter Methode berechnet.
Die anderen Diagramme zeigen Approximationen mit der direkten Methode
auf unterschiedlichen Diskretisierungsgittern.
Bei der Diskretisierung von Optimalsteuerungsproblemen mit direkten
Methoden werden gemeinhin drei Algorithmentypen unterschieden, siehe [4]:
direktes single shooting, direktes multiple shooting und direkte Kollokation.
Single shooting wurde in den 70er Jahren entwickelt, siehe beispielsweise
[29] und [54]. Die Grundidee besteht darin, die differentiellen Variablen
als abhängige Größen der unabhängigen Steuergrößen zu betrachten und
in jeder Iteration des Optimierungsalgorithmus ein Anfangswertproblem zu
lösen, um die Zielfunktion und Nebenbedingungen sowie die Ableitungen
nach den Steuergrößen zu berechnen. Anders ausgedrückt: wir haben einen
äußeren Optimierungsalgorithmus, in dem unsere Freiheitsgrade optimiert
werden, und einen inneren, in dem wir für festgehaltene Lösungen ”schie-
ßen“, also durch Integration die Differentialgleichung lösen um den Wert













Abbildung 3.10: Schematische Illustration der direkten single shooting Me-
thode. Die Steuerungen sind durch stückweise konstante Funktionen qi gege-
ben, die zugehörigen Zustände werden durch Integration ermittelt. Die Inter-
valllängen müssen nicht notwendigerweise äquidistant sein, sondern können
beispielsweise auch auf den letzten Intervallen länger sein, wie angedeutet.
Bei Optimierungsproblemen ist vor allem der Zustandswert am Ende
des Zeithorizontes häufig von Interesse. Wenn man an den Wurf eines Balles
denkt, so wird schnell klar, wie wichtig die Feinabstimmung aller Steuer-
größen ist, möchte man ein Ziel in großer Distanz exakt treffen. Um diese
Schwierigkeit über den Horizont zu verteilen, wurde das Konzept des sin-
gle shooting zum direkten multiple shooting, der direkten Mehrzielmethode,
erweitert. Diese Methode wurde erstmals 1981 veröffentlicht, [6]. Seither
wurde die Methode ständig weiterentwickelt oder neu implementiert, siehe
beispielsweise [43].
Wie beim single shooting auch, werden die Kontrollen auf einem Zeit-
gitter diskretisiert. Um den Ballwurf über eine weite Strecke aber besser
koordinieren zu können, werden weitere Mitspieler in Form von zusätzlichen
Variablen eingesetzt. Hier muss der Ball nun nur noch zum nächsten Mitspie-
ler ”geworfen“ werden, ähnlich wie bei einer Menschenkette zum Löschen ei-
nes Feuers. Da Nichtlinearitäten und eventuelle Instabilitäten des Problems
auf einem kurzen Zeithorizont nicht so stark zum Tragen kommen wie auf
einem langen, ist es nun deutlich einfacher, das anvisierte Ziel zu treffen.
Diese Herangehensweise ist ein gutes Beispiel für die Strategie, ein schweres
Problem in mehrere kleine aufzuteilen. Dieses Prinzip divide et impera, teile
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und herrsche, findet sich in vielen mathematischen Algorithmen wieder.
Als neue ”Mitspieler“ werden für die Zustände auf einem gegebenen Zeit-
gitter t0 ≤ t1 ≤ · · · ≤ tnms = tf multiple shooting Variablen sxi ∈ Rnx mit
0 ≤ i < nms eingeführt, die bei der entkoppelten Integration auf den Zei-
tintervallen [ti, ti+1] als Anfangswerte fungieren. Wie in Diagramm 3.11 zu
sehen, ist eine derart zusammengesetzte Trajektorie auf dem gesamten Zeit-
horizont nur dann stetig, wenn die Bedingungen
sxi+1 = x(ti+1; s
x
i , qi, p) (3.4)
erfüllt sind. Die linke Seite der Gleichung (3.4) entspricht dem Anfangs-
wert des Zeitintervalls [ti, ti+1], die rechte Seite dem aufintegrierten Wert
des Zustandes zum Zeitpunkt ti+1 in Abhängigkeit vom Startwert sxi und
den Steuergrößen qi und p. Diese Gleichungen werden dem Optimierungs-
problem hinzugefügt und müssen von einer optimalen Lösung erfüllt werden.
Aus diesem Grund wird die direkte Mehrzielmethode häufig als all-at-once
Ansatz bezeichnet, da Simulation und Optimierung zur gleichen Zeit betrie-
ben werden im Gegensatz zum sequentiellen Ansatz des single shooting.
Anschaulich gesprochen muss jeder Mitspieler sicherstellen, dass sein
Wurf auch den jeweiligen Nachfolger erreicht, damit der Ball auch wirk-
lich vom Anfangspunkt zum Endpunkt befördert wird. Die Entscheidungen,
die jeder Mitspieler zu treffen hat, unsere Steuerungen qi, müssen natürlich
auch im single shooting getroffen werden. Nun kümmert sich aber jeder
erstmal vorrangig um seinen eigenen Zeitabschnitt, und darum, wie er den
Ball zum Nachbarn bekommt und sich dabei trotzdem optimal verhält. Die-
ses ”sich um seinen Kram kümmern“ ist eine der größten Stärken dieses
Ansatzes. Neben dem Zugewinn an Stabilität führt es nämlich dazu, dass
sich Strukturen im Optimierungsproblem ergeben, die algorithmisch ausge-
nutzt werden können. Die Matrix, die sich bei der Analyse der notwendigen
Optimalitätsbedingungen ergibt, hat Blockgestalt, wobei die Blöcke alle Va-
riablen umfassen, die zu einem Zeitintervall gehören.
Aufgrund der Parametrisierung des Zustandsraumes sind sich direkte
Kollokation und die direkte Mehrzielmethode recht ähnlich. Kollokation geht
zurück auf [61] und wurde unter anderem in [7], [3] und [56] erweitert. Die
Grundidee hier ist, gar keine unabhängigen Integratoren für die Lösung der
Differentialgleichung zu nutzen, sondern sämtliche Gleichungen zu diskreti-
sieren und mit in das Optimierungsproblem aufzunehmen.
Kollokation und Mehrzielmethode teilen mehrere Vorteile im Vergleich
zum single shooting. So
• ist es möglich, Vorwissen über den Prozess (das beispielsweise in Form
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Abbildung 3.11: Schematische Illustration der direkten Mehrzielmethode
(multiple shooting). Die Steuerungen sind durch stückweise konstante Funk-
tionen qi gegeben, die zugehörigen Zustände werden durch stückweise Inte-
gration ermittelt. Die Anschlussbedingungen sind in diesem Beispiel nicht
erfüllt, die resultierende Trajektorie ist noch unstetig.
von Messdaten vorliegt) zur Initialisierung der Zustandsvariablen zu
nutzen,
• ist garantiert, dass die auftretenden Differentialgleichungssysteme auch
für nichtlineare Systeme überhaupt lösbar sind, während single shoo-
ting für schlecht gewählte Steuerungen in eine Singularität laufen kann,
• können auch instabile Systeme gelöst werden, wenn sie gut gestellt
sind, da sich Störungen nicht über den kompletten Zeithorizont aus-
breiten, sondern durch die Toleranzen in den Parametrisierungsvaria-
blen gedämpft werden,
• zeigt sich in der Praxis ein wesentlich besseres Konvergenzverhalten
im höherdimensionalen Raum.
Die jeweils resultierenden Optimierungsprobleme sind größer als im Fall des
single shooting. Dies wird aber durch spezielle strukturausnutzende Algo-
rithmen kompensiert. Im Falle der Kollokation sind dies Lösungsalgorith-
men, die die spezielle Bandstruktur der dünnbesetzten Matrizen ausnutzen.
Bei der direkten Mehrzielmethode werden Kondensierungsalgorithmen dem
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Quadratischen Programm vorgeschaltet, während für die Approximation der
Hessematrix sogenannte high-rank updates genutzt werden. Diese tragen der
speziellen Blockstruktur durch die Shooting-Intervalle Rechnung und ak-
kumulieren so in jeder Iteration mehr Krümmungsinformation als dies bei
normalen Quasi-Newton Methoden der Fall ist.
Zusammenfassend lässt sich sagen, dass sich aus unserer Sicht die di-
rekte Mehrzielmethode und die Kollokation durchgesetzt haben, um nicht-
lineare Steuerungsprobleme effizient zu lösen. Darüberhinaus können die-
se Methoden effizient an die spezielle Struktur von NMPC-Anwendungen
angepasst werden: Insbesondere die Tatsache, dass hier iterativ eine Se-
rie ähnlicher Optimalsteuerungsprobleme gelöst wird, wurde in den letzten
Jahren ausgenutzt, um speziell an NMPC angepasste Varianten dieser Me-
thoden zu entwickeln [44, 18, 57], für die auch mit inakkuraten numerischen
Lösungen noch die Stabilität des geregelten Systems nachgewiesen werden
kann [17, 19, 63].
4 Herausforderungen
Wir hoffen, geneigte Leserinnen und Leser bis hierher von der bedeuten-
den Rolle der Mathematik als Schlüsselfaktor für regelungstechnische Pro-
duktionsprozesse überzeugt zu haben, und einen – natürlich subjektiven –
Einblick in den aktuellen Stand der Forschung und die Vielfalt der Anwen-
dungsgebiete gegeben zu haben. In diesem Kapitel wollen wir uns nun eini-
gen der vor uns liegenden Aufgaben und Herausforderungen widmen. Dazu
betrachten wir in Abschnitt 4.1 Aspekte, die sich bei der Modellierung der
betrachteten Prozesse ergeben und schauen, inwieweit die Mathematik auch
auf dieser Ebene einen gewichtigen Beitrag leisten kann. In Abschnitt 4.2
diskutieren wir die Robustheit von MPC-Regelungen und im abschließenden
Abschnitt 4.3 beleuchten wir einige weitere aktuelle Themen.
4.1 Modellierung
Die in den vorgehenden Abschnitten beschriebenen Methoden zur modell-
gestützten Steuerung von Prozessen haben eine entscheidende Prämisse:
dass sich für den betrachteten Prozess eine adäquate mathematische Be-
schreibung in Form eines Differentialgleichungssystems finden lässt.
Die Schlüsselwörter in diesem Satz lassen schon erahnen, wo die Schwie-
rigkeiten stecken.
• ”für den betrachteten“ deutet an, dass es um problemspezifische Mo-
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dellierungen geht. Von einer Anlage zur nächsten können einzelne
Komponenten geringfügig anders sein – aber damit kann der gleiche
Prozess ein komplett anderes mathematisches Modell erfordern.
• ”adäquat“ impliziert mindestens dreierlei: zum einen, dass das Modell
korrekt ist, also die wesentlichen Eigenschaften, die einen im speziel-
len Zusammenhang interessieren, beinhaltet. Zum zweiten aber auch,
dass nicht wesentlich mehr modelliert ist, als unbedingt nötig ist, um
Rechenzeiten nicht explodieren zu lassen. Und zum dritten, dass das
resultierende Modell überhaupt numerisch geeignet ist für eine Simu-
lation und Optimierung.
• Mit ”mathematischer Beschreibung“ sind die unterliegenden Gesetz-
mäßigkeiten gemeint – ebenso aber auch die Anpassung an das spezifi-
sche Problem in Form von konkreten Zahlenwerten, die in das Problem
eingehen (häufig als Parameter bezeichnet) und einem Vergleich von
Simulationsdaten mit Messwerten standhalten müssen.
• Das sich etwas ”finden lässt“, legt eine gewisse Zufälligkeit nahe. Die
Frage stellt sich also, wie man solche ”Findungsprozesse“ automatisie-
ren kann.
Die mathematische Modellierung beschäftigt sich damit, ein mathematisches
Modell für einen realen Vorgang zu erstellen. Dieses basiert auf Wissen aus
dem jeweiligen Anwendungsgebiet. So ist spätestens seit Newton bekannt,
dass die Beschleunigung die zweite Ableitung der zurückgelegten Strecke ist,
welche sich daher bei festem Anfangszustand und gegebener Beschleunigung
berechnen lässt. Ein anderes Beispiel sind bekannte Erhaltungssätze, die oft-
mals physikalischen oder chemischen Modellen zugrunde liegen. Alle solchen
Modelle sind natürlich nur Näherungen der Wirklichkeit und vereinfachen an
der ein oder anderen Stelle. Von der Berücksichtigung von Reibungskräften
bis zu Wechselwirkungen auf Atomebene kann ein solches Modell beliebig
verfeinert werden. Eine wichtige Aufgabe des Modellierers ist es, die rich-
tige Mischung zwischen Einfachheit des mathematischen Modells und einer
genügend genauen Beschreibung der Wirklichkeit zu finden.
Für viele Probleme der Praxis sind die betrachteten Prozesse leider
häufig noch zu komplex, oder nicht ausreichend verstanden. Dies gilt ins-
besondere für den Bereich der Systembiologie, der sich den Methoden des
Wissenschaftlichen Rechnens erst seit einigen Jahren ernsthaft öffnet. Besser
ist die Lage in der Robotik, Mechanik, oder Verfahrenstechnik, wo schon seit
einigen Jahrzehnten Methoden der Modellierung, Simulation und auch Opti-
mierung Anwendung finden. Die grundlegenden Prinzipien sind hier häufig
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sogenannte first principles, also grundlegende und gut verstandene Erhal-
tungssätze der Naturwissenschaften. Leider bleibt trotzdem festzuhalten,
dass eine geeignete Modellierung – insbesondere im Bereich der nichtlinea-
ren Modelle – nur durch sehr arbeitsintensive Bemühungen aufbauend auf
vorhandenem Expertenwissen gelingt.
Die Verwirklichung der eingangs genannten Prämisse für relevante tech-
nische Prozesse bildet daher in der Tat eine große Herausforderung für die
Zukunft. Es gibt aber durchaus erste Erfolge auf dem Weg zu einer algo-
rithmischen Modellierung, die wir im Folgenden kurz exemplarisch anreißen
wollen – nicht ohne zu betonen, dass auch diese Bewegung weg von dem
mühsam und durch trial and error erreichten Modellierungserfolgen im stil-
len Kämmerlein hin zu standardisierten und verifizierbaren Methoden nicht
ohne unterliegende mathematische Methoden denkbar wäre.
Parameterschätzung. Auch wenn die grundlegenden Gesetzmäßigkeiten
bekannt sind, so sind doch häufig bestimmte Modellparameter unbekannt.
Man denke beispielsweise an Massen von Komponenten in Mehrkörpersy-
stemen, an Aktivierungsenergien, oder an Reaktionsgeschwindigkeiten. Zur
Bestimmung dieser Parameter sind Messungen vonnöten, wobei häufig nicht
die Parameter direkt gemessen werden können, sondern nur Zustände des
Systems, oder Funktionen dieser Zustände. Die Parameterschätzung zielt
nun darauf ab, den Abstand zwischen einer Modellantwort und erhobe-
nen Messwerten zu minimieren durch ein Fitten der unbekannten Parame-
ter. Die Methode der kleinsten Quadrate (least squares) wurde schon von
Carl-Friedrich Gauß und Adrien-Marie Legendre Anfang des neunzehnten
Jahrhunderts entwickelt. Sie erfuhr aber in den letzten Jahrzehnten noch
bedeutende Weiterentwicklungen, insbesondere was eine effiziente Nume-
rik, Beschränkungen an das Parameterschätzproblem, und robuste Parame-
terschätzung durch Verwendung von Zielfunktionalen, die Ausreißer zulas-
sen, angeht, siehe beispielsweise [40].
Versuchsplanung. Die Parameterschätzung liefert nicht nur Parameter-
werte, für die eine Simulation des Differentialgleichungssystems einen mi-
nimalen Abstand zu gemessenen Werten hat. Darüber hinaus erlaubt eine
statistische Analyse die Berechnung der Covarianzmatrix, welche ein Maß
für die Genauigkeit liefert, mit der die Parameter bestimmt wurden. Verein-
facht gesagt entspricht dies Fehlerbalken, die häufig zu den Messwerten in
Diagramme eingezeichnet werden.
Nun ist es so, dass verschiedene experimentelle Versuchsanordnungen zu
unterschiedlichen Genauigkeiten führen. Das Ziel der Versuchsplanung ist es,
Versuchsanordnungen zu bestimmen, die zu möglichst kleinen Konfidenzge-
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bieten (Fehlerbalken) führen. Unter Versuchsanordnung wird hierbei alles
verstanden, was ein Experimentator an der Durchführung eines Versuches
beeinflussen kann. Dies schließt Steuerungen genauso ein wie die Entschei-
dung, zu welchen Zeitpunkten (bzw. bei räumlich verteilten Prozessen: an
welchen Orten) gemessen werden soll.
Während die Versuchsplanung in der Statistik schon seit langen Jahren
untersucht wird, blieb der Transfer in die technischen Anwendungen weitest-
gehend aus. Dies liegt vor allem darin begründet, dass die Versuchsplanung
lange Zeit als theoretisches Konstrukt untersucht wurde, und sich konkrete
Rechnungen auf akademische Beispielprobleme beschränkten. Erst in den
letzten Jahren wurde an einer effizienten numerischen Umsetzung und an
einer Verallgemeinerung auf den nichtlinearen, dynamischen Fall gearbeitet.
Die hierbei erzielten Durchbrüche in der Weiterentwicklung der statistischen
Analyse erlauben nunmehr den Einsatz selbst innerhalb der industriellen
Praxis, wo nichtlineare, dynamische Systeme von bis zu hundert differen-
tiellen Zuständen, oder zunehmend räumlich verteilte Prozesse betrachtet
werden.
Insbesondere für Prozesse, deren Dynamik durch Nichtlinearitäten ge-
prägt ist, sind die berechneten optimalen Versuchspläne häufig alles andere
als intuitiv, können aber erhebliche Verbesserungen bringen, wie das Bei-
spiel der in Heidelberg am Interdisziplinären Zentrum für Wissenschaftli-
ches Rechnen entwickelten und inzwischen regelmäßig beim Industriepartner
BASF in Ludwigshafen eingesetzten Methoden zeigt: Nach Erfahrungswer-
ten in mehr als zwei Dutzend konkreten Projekten zeichnet sich ab, dass
gegenüber den traditionellen, von Experten ausgelegten Versuchsanordnun-
gen, Einsparungen von über 80% der Versuche bei gleichbleibender oder gar
besserer statistischer Güte möglich sind [1]. In [39] wird von einem optimier-
ten Versuchsplan mit nur 2 Experimenten berichtet, der die zu schätzenden
Parameter auf 1% genau bestimmt, während ein zum Vergleich von einem
Experten erstellter Versuchsplan mit 15 Experimenten einen Parameter le-
diglich auf plus minus 30% bestimmt. Gerade in dem hochkompetitiven Um-
feld der Verfahrenstechnik tun sich dadurch enorme Einsparpotentiale auf,
was Kosten, Umweltbelastung, und time-to-market angeht.
Weitere wichtige Forschungsfelder sind die Modelldiskriminierung, die
sich mit der automatischen Erstellung von Versuchsplänen beschäftigt, um
miteinander konkurrierende Modelle möglichst signifikant voneinander ab-
grenzen zu können, sowie die Modellreduktion, bei der es darum geht, ein
schon bestehendes Modell zu vereinfachen, ohne die relevanten Eigenschaf-
ten zu verlieren. Ein Ansatz dazu ist die Spektralanalyse der Moden, die
langsame Komponenten von den schnellen trennt, welche für die Steuerung
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oftmals nur eine untergeordnete Rolle spielen.
4.2 Robustheit von Lösungen, Unsicherheiten
Während (N)MPC ein Konzept zur Regelung von Prozessen ist, das Unsi-
cherheiten implizit Rechnung trägt, so ist insbesondere bei den in Abschnitt
3.5 vorgestellten Methoden zur offline-Optimierung vorausgesetzt, dass der
zu optimierende Prozess sich deterministisch so verhält, wie es das mathe-
matische Modell vorhersagt. In der Praxis wird dies nicht der Fall sein, denn
es treten verschiedene Arten von Unsicherheiten auf:
• Modellungenauigkeiten. Trotz der in Abschnitt 4.1 vorgestellten
Bemühungen, ein adäquates Modell für einen betrachteten Prozess zu
erlangen, wird es doch immer einen Modellfehler geben, der zu (hof-
fentlich nur geringfügigen) Abweichungen der Simulationsergebnisse
von dem realen Prozess führt.
• Externe Störungen. Durch zufallsbedingte Störungen (Rauschen)
werden Einflüsse auf das System ausgeübt, die zu dem Zeitpunkt der
Optimierung nicht bekannt sein konnten. Beispiele sind Seitenwind
beim Auto, Regenschwankungen bei Abwasserkläranlagen, Konsumen-
tenverhalten in der Wirtschaft, oder externe Temperaturschwankun-
gen.
• Unterschiedliche Szenarien. Diese Art von Unsicherheit entsteht
dadurch, dass bestimmte Parameter des untersuchten Prozesses a prio-
ri offen sind. Beispielsweise sollen Turbinenschaufeln oder Flugzeu-
ge gute aerodynamische Eigenschaften für eine ganze Bandbreite von
Anströmwinkeln haben. Oftmals unterscheidet man hier noch weiter
zwischen einer diskreten Anzahl von Szenarien, einer Wahrscheinlich-
keitsverteilung in einem kontinuierlichen Bereich, und einem worst-
case Szenario.
Für alle drei Typen von Unsicherheit stellt sich sowohl dem Anwender, wie
dem zuarbeitenden Mathematiker die Frage, wie man mit dieser Herausfor-
derung umgeht.
Berechnete optimale Lösungen haben oftmals eine Eigenschaft, die ihren
Einsatz in der Praxis unattraktiv macht: sie sind sehr sensitiv gegenüber Un-
sicherheiten. Dies liegt daran, dass die nichtlinearen Effekte so weit es geht
ausgereizt werden. Auch Beschränkungen werden an vielen Stellen aktiv,
das heißt maximal ausgereizt. Wenn man zeitoptimal von A nach B fahren
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möchte, so wird man an einigen Stellen genau die maximal erlaubte Ge-
schwindigkeit fahren. Wenn nun das Modell ungenau ist, oder aber externe
Störungen (man denke an Gegen- bzw. Rückenwind) auftreten, so werden
diese Beschränkungen unter Umständen verletzt. Bei besagter Geschwin-
digkeitsrichtlinie mag das akzeptabel sein, aber bei sogenannten runaway-
Prozessen, bei denen ab einem gewissen Punkt nicht mehr rückgesteuert
werden kann, ist es dies nicht. Wer wollte verantworten, dass in einem Kern-
kraftwerk die maximale Energieeffizienz erzielt wird, wenn man dafür ständig
kurz vor einer unumkehrbaren Kettenreaktion steht?
Für einen praktischen Einsatz hätte man daher viel lieber eine Lösung,
die fast genau so gut ist wie die optimale, aber weniger störungssensitiv.
Ansätze, die in diese Richtung gehen, arbeiten mit a) Feedback, so wie
es auch MPC durch das Einarbeiten von Messwerten in einem Echtzeit-
Kontext tut, oder b) mit Sicherheitsmargen, die auf die Beschränkungen
addiert werden, oder c) mit gewichteten Summen, multikriterieller Opti-
mierung oder spieltheoretischen Ansätzen (hier gibt es erste Ansätze im
Rahmen von NMPC [45], die aber algorithmisch deutlich aufwendiger als
die ”normale“ NMPC sind), oder aber d) durch die Integration höherer
Ableitungen in der Optimierungsroutine. Die Sensitivität der Lösung nach
unsicheren Parametern lässt sich formal als Ableitung berechnen. Moderne
Ansätze in der robusten Optimierung erweitern daher das mathematische
Modell oftmals um Terme mit höheren Ableitungen der Zielfunktion bzw.
der Beschränkungen nach diesen Parametern. Trotz erfreulicher Fortschrit-
te in diesem Bereich werden Unsicherheiten und die Bestimmung robuster
Lösungen weiterhin eine große Herausforderung bleiben.
4.3 Weitere Herausforderungen
Während die Theorie und Algorithmik der Optimalen Steuerung und Rege-
lung für dynamische Systeme entwickelt wurde, hat sich durch algorithmi-
sche Fortschritte und die Verfügbarkeit von schnellerer Hardware nach dem
Mooreschen Gesetz die Tür geöffnet für die Betrachtung von räumlichen
Effekten. Hiermit ist gemeint, dass die Temperatur in einem Raum nicht
mehr anhand eines repräsentativen Messwertes an einer speziellen Stelle ge-
regelt werden soll, sondern das Verhalten an jeder Stelle im Raum relevant
wird.
Während dies für einfache Heizungen im Normalfall kaum nötig sein
wird, gibt es viele Prozesse, bei denen die räumliche Komponente wichtig
ist. Bei der Produktion von Stahlträgern beispielsweise ist strengstens dar-
auf zu achten, dass die Temperaturunterschiede innerhalb des Trägers in der
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Abkühlphase nicht zu groß werden, um spätere Risse zu vermeiden, [60]. Im
Bereich der Aerodynamik spielt das Fluidverhalten eine entscheidende Rolle.
An welchen Stellen im Raum sich Luftwirbel bilden und wo die Schockfron-
ten verlaufen, beeinflusst direkt die Flugeigenschaften, [35].
Die Optimierung von Prozessen, die durch partielle Differentialgleichun-
gen beschrieben werden, hat in den letzten Jahren einen großen Zuwachs an
Aufmerksamkeit erfahren, beispielsweise durch ein Schwerpunktprogramm
der Deutschen Forschungsgemeinschaft [15]. Trotzdem bleibt festzuhalten,
dass die Kluft zwischen mathematischer Grundlagenforschung und prakti-
schem Einsatz an dieser Stelle noch besonders groß zu sein scheint, nicht nur
im Bereich der Algorithmen zur Lösung von Optimalsteuerungsproblemen,
sondern auch in den systemtheoretischen Grundlagen der MPC-Methodik.
Eine Herausforderung ganz anderer Art stellt die Kombination von kon-
tinuierlichen und diskreten Ereignissen dar. Mit kontinuierlich ist hier ein zu-
sammenhängender Bereich gemeint, aus dem eine Variable oder eine Steue-
rung einen Wert annehmen kann. Man denke beispielsweise an die Geschwin-
digkeit eines Fahrzeugs oder die Position des Gaspedals. Mit diskret ist ein
gerade nicht zusammenhängender Bereich gemeint, der mathematisch aus
einer endlichen Menge möglicher Werte besteht. Hier ist die Gangschaltung
ein gutes Beispiel für eine diskrete Steuerung, während ”der Laufroboter
hat Bodenkontakt oder nicht“ ein Zustand ist, bei dem entweder das eine
oder das andere zutrifft. Ebenso führen digitale Kopplungen in vernetzten
Systemen, die aus einer Vielzahl kleinerer physikalischer Teilsysteme be-
stehen, auf diskrete Zustandskomponenten. Systeme, die beide Typen von
Zuständen und/oder Steuerungen vereinen, bezeichnet man als hybride
Systeme. Oftmals ergeben sich hybride Systeme durch eine Mehrskalen-
Modellierung. Hier werden schnelle transiente Übergänge als instantan an-
genommen. Ein gutes Beispiel hierfür sind Ventile, die nur offen oder ge-
schlossen sein können, in der Praxis aber von einem Zustand in den anderen
überführt werden müssen.
Mathematisch stellen die ganzzahlig oder diskret genannten Variablen,
die sich bei der Modellierung ergeben, eine erhebliche Erschwerung der Op-
timierung dar. Dies mag auf den ersten Blick überraschen, stehen doch nur
begrenzt viele Möglichkeiten zur Verfügung, die man theoretisch alle aus-
probieren kann. Doch die Anzahl der Möglichkeiten wächst enorm schnell,
wenn sich die Anzahl der Variablen erhöht. Dies ist bei hybriden Systemen
der Fall, insbesondere um genau entscheiden zu können, wann und wie oft
umgeschaltet werden soll. Eine Behandlung dieser Variablen durch Auspro-
bieren scheidet also wegen der immensen Anzahl an Möglichkeiten aus. Eine
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Übersicht möglicher Methoden für ganzzahlige Steuerfunktionen und wei-
terführende Literatur zu hybriden Systemen findet man beispielsweise in
[53].
Auch dieses Forschungsgebiet stellt sich als extrem aktiv dar, und wird
beispielsweise durch das europäische Forschungsnetzwerk HYCON [31] und –
für den Spezialfall digital vernetzter Systeme – durch einen DFG Forschungs-
schwerpunkt [16] gefördert. Insbesondere das Entwickeln verlässlicher und
effizienter Algorithmen und eine Stabilitätsanalyse im Sinne des Abschnittes
3.3 werden in den nächsten Jahren viel Aufmerksamkeit erfordern, um das
große Optimierungspotential bei hybriden Systemen ausschöpfen zu können.
5 Visionen und Handlungsempfehlungen
MPC und insbesondere NMPC gehören nach unserer Überzeugung zu den
vielversprechendsten Methoden zur Lösung komplexer nichtlinearer Rege-
lungsprobleme, weswegen sie in Zukunft weiter an Bedeutung gewinnen wer-
den. Ihre Fähigkeit, Regelungsaufgaben nicht ”nur“ lösen zu können, son-
dern über Optimalitätskriterien und Nebenbedingungen auch technische und
ökonomische Beschränkungen einbeziehen zu können, liefert – gerade in Zei-
ten knapper werdender Ressourcen – deutliche Vorteile gegenüber anderen
Methoden. Der rasante Fortschritt im Bereich der Optimierungsalgorithmen
erlaubt dabei fortlaufend neue Anwendungen mit zunehmend schnellerer Dy-
namik.
Ganz im Sinne der Erfolgsfaktoren der klassischen Methoden von Hur-
witz und Pontrjagin hat MPC darüberhinaus den entscheidenden Vorteil, in-
tuitiv leicht verständlich zu sein und dadurch auch ohne tieferes Verständnis
der dahinterstehenden Mathematik – seien es die systemtheoretische Analy-
se des Regelverhaltens oder die aus Numerik und Optimierung stammenden
Grundlagen der verwendeten Algorithmen – anwendbar zu sein.
Wir wollen die Ausführungen im Folgenden daher auf diese Regelungs-
methode beschränken, wenngleich sinngemäße Aussagen sicherlich auch für
andere moderne Verfahren in der Steuerungs- und Regelungstechnik gelten.
5.1 Theorie und Praxis
Der aus theoretischer Sicht größte konzeptionelle Vorteil von (N)MPC –
nämlich die explizite Einbeziehung eines mathematischen Modells zur Vor-
hersage des Systemverhaltens – ist zugleich einer der wesentlichen Nachteile
in der Praxis, denn MPC verlangt dadurch zwingend nach hinreichend ge-
nauen mathematischen Modellen für die zu regelnden komplexen Prozesse.
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Wie in Abschnitt 4.1 ausgeführt, gibt es hier inzwischen auch im nichtli-
nearen Bereich vielversprechende mathematische Ansätze. Trotzdem wird
das Erstellen geeigneter Modelle aller Voraussicht nach zumindest im nicht-
linearen Bereich vorerst aufwendig bleiben, so dass die dafür notwendigen
Investitionen nur dann von der Industrie getätigt werden dürften, wenn die
erzielbaren Vorteile zur Optimierung der Produktionsprozesse durch konkre-
te Beispiele belegt werden. Vielen der in Abschnitt 3.4 aufgeführten neueren
Anwendungen kommt daher Pilotcharakter zu, deren Erfolg oder Misserfolg
(und natürlich auch die Kommunikation entsprechender Erfolge) mittelfri-
stig über die Akzeptanz speziell von NMPC in der industriellen Anwendung
mitentscheiden wird.
Aber auch auf der theoretischen Seite gibt es noch eine Reihe offener
Fragen. Insbesondere unterscheiden sich, wie in Abschnitt 3.3 ausgeführt, die
Annahmen im größeren Teil der theoretischen MPC-Literatur deutlich von
den in der Praxis verwendeten Verfahren. Hier erscheint es wünschenswert,
diese Lücke zwischen Theorie und Praxis zu schließen. Gerade theoretische
Arbeiten, die auf konkrete Verbesserungen von MPC-Verfahren abzielen –
sei es nun verbesserte Stabilität, schnellere Algorithmen, bessere Regelgüte,
höhere Robustheit – sollten versuchen, ihre Ergebnisse und Verbesserungen
unter realistischen Annahmen zu erzielen.
Auf der algorithmischen Seite schließlich ist weiterer Fortschritt vor al-
lem durch verstärkte Kooperationen von System- und Regelungstheoretikern
auf der einen Seite und Optimierern und Numerikern auf der anderen Seite
zu erhoffen. So kann z.B. nur eine systemtheoretische Stabilitätsanalyse des
gesamten Regelalgorithmus Aufschluss darüber geben, in welchem Sinne die
in Abschnitt 4.2 erläuterte Integration höherer Ableitungen in der Optimie-
rungsroutine die Robustheit tatsächlich erhöht – und wie genau das Op-
timalitätskriterium dafür aussehen sollte. Auf der anderen Seite sollte z.B.
die systemtheoretische Analyse von MPC-Algorithmen stets die Eigenheiten
(und die in der Praxis vielfältig angewendeten ”Tricks“) der Optimierungs-
routinen berücksichtigen, um verlässliche Aussagen über die Effizienz der
Regelung treffen zu können. In beiden Beispielen ist also die Kompetenz
aus beiden Gebieten nötig.
5.2 Interdisziplinarität in der Ausbildung
All diese Ziele sind unseres Erachtens nur dann zu erreichen, wenn – ganz im
Sinne der Zusammenarbeit von Hurwitz und Stodola – bereits in der Ausbil-
dung Wert auf die Kooperation zwischen Mathematikern und Ingenieuren
und zwischen den verschiedenen Gebieten der Angewandten Mathematik ge-
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legt wird. Nur so können Mathematiker herausfinden, welche methodischen
Herausforderungen die Praxisprobleme liefern, nur so können Ingenieure von
den neuesten mathematischen Methoden profitieren und nur so können sich
auch innerhalb der Mathematik Verfahren und Techniken aus verschiedenen
Teildisziplinen sinnvoll ergänzen.
Erfreulicherweise gibt es hier eine ganze Reihe sehr vielversprechender
aktueller interdisziplinärer Projekte, wie z.B.
• das Internationale Doktorandenkolleg ”Identification, Optimization and
Control with Applications in Modern Technologies“ der Universitäten
Bayreuth, Erlangen-Nürnberg und Würzburg im Elitenetzwerk Bayern
• die Graduiertenschule ”Mathematical and Computational Methods for
the Sciences“ der Universität Heidelberg
• das Center of Excellence ”Optimization in Engineering“ (OPTEC) an
der Universität Leuven
• das Exzellenz-Cluster ”Simulation Technology“ (SimTech) der Univer-
sität Stuttgart mit Doktorandenschule sowie Bachelor- und Master-
Studiengängen
um nur diejenigen universitären Einrichtungen zu erwähnen, an denen die
Autoren dieses Beitrags beteiligt sind. Die formalen Rahmenbedingungen
für weitere Fortschritte sind derzeit gerade in den Bereichen Steuerungs-
und Regelungstechnik also durchaus günstig. Es bleibt zu hoffen, dass diese
Anstrengungen fortgesetzt werden, damit viele der dort entwickelten ma-
thematischen Verfahren den Sprung in die industrielle Anwendung schaffen
und die vorhandenen Chancen des Produktionsfaktors Mathematik auch in
Zukunft genutzt werden.
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Birkhäuser, Boston, 1983.
[8] V. G. Boltyanski, R. V. Gamkrelidze, and L. S. Pontryagin. On the
theory of optimal processes (russian). Dokl. Akad. Nauk SSSR, 110:7–
10, 1956.
[9] C.I. Byrnes, A. Isidori, and J.C. Willems. Passivity, feedback equiva-
lence, and the global stabilization of minimum phase nonlinear systems.
IEEE Transactions on Automatic Control, 36(11):1228–1240, 1991.
[10] J.-B. Caillau, J. Gergaud, T. Haberkorn, P. Martinon, and J. Noail-
les. Numerical optimal control and orbital transfers. In Proceedings of
the Workshop Optimal Control, Sonderforschungsbreich 255: Transat-
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F. Allgöwer. Real-time optimization and nonlinear model predictive
control of processes governed by differential-algebraic equations. J.
Proc. Contr., 12(4):577–585, 2002.
[19] M. Diehl, R. Findeisen, F. Allgöwer, H.G. Bock, and J.P. Schlöder.
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thods for optimal control problems in design of robust optimal expe-
riments for nonlinear dynamic processes. Optimization Methods and
Software, 19:327–338, 2004.
[41] M. Krstic, I. Kanellakopoulos, and P.V. Kokotovic. Nonlinear and Ad-
aptive Control Design. Wiley, New York, 1995.
[42] H. Kwakernaak and R. Sivan. Linear Optimal Control Systems. Wiley,
New York, 1972.
[43] D.B. Leineweber, I. Bauer, A.A.S. Schäfer, H.G. Bock, and J.P.
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