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Следовательно, дифференциальные матрицы системы (1) имеют вид Uk =
(
ρk θk
0 0
)
,
где θk = (b− ak)/
∏
3
j=1,j 6=k(aj − ak).
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В работе [1] рассмотрены системы
x˙ = −z, y˙ = −x2 − y, z˙ = α + βx+ y, (1)
x˙ = −z, y˙ = x− y, z˙ = αx+ y2 + βz, (2)
x˙ = −x− αy, y˙ = x+ z2, z˙ = β + x, (3)
x˙ = −y − z, y˙ = x, z˙ = α(y − y2)− βz (4)
с произвольными фиксированными параметрами α и β.
Системы (1)–(3) являются обобщением систем M, Q, S из списка Спротта [2].
Система (4) является обобщением тороидальной системы Ресслера [3]. Характерной
(с качественной точки зрения) особенностью систем (1)–(3) является их хаотическое
поведение при определенных значениях входящих в них параметров, в частности,
наличие странных аттракторов.
В работе [1] показано, что каждая из систем (1)–(4) с точностью до линейного
преобразования одной из неизвестных компонент эквивалентна уравнению
˙¨q = k1q¨ + k2q˙ + q
2 + k3, (5)
в которых коэффициенты ki (i = 1, 3) являются функциями параметров α и β.
Теорема. Система уравнений
νp˙ = y − bp, y˙ = z − µp, z˙ = −p
2
2
− A (6)
(с произвольными постоянными фиксированными действительными параметрами
b, ν, µ (ν 6= 0) и произвольной постоянной A) эквивалентна уравнению [4]
ν ˙¨p+ bp¨+ µp˙+
p2
2
+ A = 0. (7)
Уравнение (7) представляет собой автомодельную редукцию хорошо известного
уравнения Курамото — Сивашинского [5]
ps + νpττττ + bpτττ + µρττ + ppτ = 0
в переменных бегущей волны. Уравнение (5) есть частный случай уравнения (7). На
основании этого получены новые значения параметров, при которых уравнение (7)
обладает хаотическим поведением.
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Система (6) дополняет список систем Спротта [2], обладающих (при определенных
значениях параметров) хаотическим поведением.
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DIFFERENTIAL EQUATIONS VS POWER SERIES
V.A. Dobrushkin
Brown University, USA
A typical approach for solving ordinary diﬀerential equations with variable coeﬃcients
is to seek their solutions in the form of a generalized power series. However, we may wish
to know more about the properties of coeﬃcients in the series, such as their partial sums
or weighted sums. We work with a general second-order linear diﬀerential equation
y′′ + a(z) y′ + b(z) y = 0, (1)
where a(z) and b(z) are continuous functions on some interval. Suppose y(z) is a series
solution of this equation. If y(z) has a Maclaurin representation y(z) =
∑
n>0 cnz
n, then
the series is a generating function for its sequence of coeﬃcients {cn}n>0. The sequence of
ﬁnite sums σn =
∑n
k=0 ck has generating function [1] given by:
S(z) =
y(z)
1− z =
∑
n>0
( n∑
k=0
ck
)
zn =
∑
n>0
σn z
n.
Actually, the function S(z) satisﬁes a diﬀerential equation
S ′′(z) +
(
a(z)− 2
1− z
)
S ′(z) +
(
b(z)− a(z)
1− z
)
S(z) = 0.
As illustration, consider Chebyshev’s equation (in the variable x) (1−x2)y′′−xy′+n2y=0,
where n is a positive integer. This equation has the form of (1) with a(x) = −x/(1−
−x2) and b(x) = n2/(1− x2). It has two linearly independent solutions Tn(x), known as
the Chebyshev polynomial of the ﬁrst kind, and
√
1− x2Un−1(x), where Un−1(x) is the
Chebyshev polynomial of the second kind (of degree n−1). The polynomial Tn(x) can be
considered as a generating function for its coeﬃcients, which are zero starting with index
n + 1. Let σk,n be the sum of all coeﬃcients up to index k of Tn(x) (n = 0, 1, 2, . . . ,
k = 0, 1, . . . n). Obviously, this sequence stabilizes when k exceeds n : σn,n = σn+1,n =
= σn+2,n = . . . . Moreover, the sum of all coeﬃcients in any Chebyshev polynomial Tn(x)
is 1, which follows from the relation (1−x)−1Tn(x) = Pn−1(x) +(1−x)−1, where Pn−1(x)
is a polynomial of degree n−1. Similarly, from the relation Un−1(x) = Qn−2(x)(1−x)+n,
for some polynomial Qn−2(x) of degree n− 2, it follows that the sum of all coeﬃcients in
Chebyshev polynomial of the second kind Un−1(x) is n.
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