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Abstract
In this work, the benefits of the phase fitting technique are embedded in
high order discrete Lagrangian integrators. The proposed methodology cre-
ates integrators with zero phase lag in a test Lagrangian in a similar way
used in phase fitted numerical methods for ordinary differential equations.
Moreover, an efficient method for frequency evaluation is proposed based
on the eccentricities of the moving objects. The results show that the new
method dramatically improves the accuracy and total energy behaviour in
Hamiltonian systems. Numerical tests for the 2-body problem with ultra
high eccentricity up to 0.99 for 106 periods and to the Henon-Heiles Hamil-
tonian system with chaotic behaviour, show the efficiency of the proposed
approach.
Key words: Phase Fitting, Exponential Fitting, Discrete Lagrangian
Integrators
PACS: 02.60,Jh, 45.10.-b, 45.10.Db, 45.10.Hj, 45.10.Jf
1. Introduction
In the field of numerical integration, methods specially tuned on oscillat-
ing functions, are of great practical importance. Such methods are needed
in various branches of natural sciences, particularly in physics, since a lot of
physical phenomena exhibit a pronounced oscillatory behaviour. For a review
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of such methods see Ixaru et al. (1997); VandenBerghe et al. (1999, 2001);
Ixaru et al. (2003); VanDaele and VandenBerghe (2007) and references there
in as well as the book Ixaru and VandenBerghe (2004).
For problems having highly oscillatory solutions, standard methods with
unspecialized use can require a huge number of steps to track the oscilla-
tions. One way to obtain a more efficient integration process is to construct
numerical methods with an increased algebraic order, although the simple
implementation of high algebraic order methods may cause several problems
(for example, the existence of parasitic solutions Quinlan (1999)). On the
other hand, there are some special techniques for optimizing numerical meth-
ods. Trigonometrical fitting and phase-fitting are some of them, producing
methods with variable coefficients, which depend on v = ωh, where ω is the
dominant frequency of the problem and h is the step length of integration.
This technique is known as exponential (or trigonometric if µ = iω) fitting
and has a long history Gautschi (1961), Lyche (1972). An important property
of exponential fitted algorithms is that they tend to the classical ones when
the involved frequencies tend to zero, a fact which allows to say that exponen-
tial fitting represents a natural extension of the classical polynomial fitting.
The examination of the convergence of exponential fitted multistep methods
is included in Lyches theory Lyche (1972). The general theory is presented in
detail in Ixaru and VandenBerghe (2004). Furthermore, considering the ac-
curacy of a method when solving oscillatory problems, it is more appropriate
to work with the phase-lag, rather than its usual primary local truncation er-
ror. We mention the pioneering paper of Brusa and Nigro Brusa and Nigro
(1980), in which the phase-lag property was introduced. This is actually
another type of a truncation error, i.e. the angle between the analytical
solution and the numerical solution. A significant application of the phase
or exponential fitting is on the construction of symplectic methods for os-
cillatory problems encountered in physics and chemistry (Monovasilis et al.
(2005, 2006)).
Although phase fitting and exponential fitting are a major improvement
over algebraic fitted methods especially for oscillatory and orbital problems,
there is not significant evidence from published results that these methods
can be applied for long term integration (for example for millions or billions
of periods). Moreover, several authors use to test their methods to the well
known 2-body problem but only for relatively low eccentricities (up to 0.2)
and for relatively small number of periods (no more than several thousands).
We mention here the efforts of VandeVyver (2006, 2005); Wang (2005); Simos
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(2004); Anastassi and Simos (2005, 2004) in which there is no evidence that
the phase fitting or trigonometric fitting can be applied to high eccentricities
(for example to the Halley comet with eccentricity close to 0.967) and for
long time.
Another approach to oscillatory and especially Hamiltonian systems is
the theory of discrete variational mechanics, which was set up in the 1960s
Jordan and Polak (1964); Cadzow (1970); Logan (1973) and then it was pro-
posed in the optimal control literature. It then motivated a lot of authors
and soon the discrete Euler-Lagrange equations were formulated and the first
integrators in the discrete calculus of variation and further the multi-freedom
and higher-order problems were studied. Afterwards, the canonical structure
and symmetries for discrete systems were obtained, and Noether’s theorem
to the discrete case was extended Maeda (1980, 1981). Finally, the time
as a discrete dynamical variable was regarded Lee (1983). A detailed de-
scription of the essential properties of variational integrators can be found
in Marsden and West (2001); Marsden et al. (1998); Lee (1983). One of the
most important properties of variational integrators is that since the discrete
Lagrangian is an approximation of a continuous Lagrangian function, the
obtained numerical integrator inherits some of the geometric properties of
the continuous Lagrangian (such as symplecticity, momentum preservation).
In the present work, the benefits of the two approach are combined in
order to construct high order discrete Lagrangian integrators with phase
fitting. To obtain this, we have adopted a test Lagrangian problem (similar
to the test ODE in the phase fitting) which is the harmonic oscillator with
given frequency ω. Then, we construct discrete variational schemes that solve
exactly the test Lagrangian. The application of the method to a general
Lagrangian needs the determination of the frequency ω at every step of the
integration. The method is applied to the 2-body problem with eccentricity
up to 0.99 for 106 periods and to Henon-Heiles system which for high energies
exhibit chaotic behaviour. The results clearly demonstrate the efficiency of
the new approach.
2. Discrete Variational Mechanics
The well known least action principle of the continuous Lagrange - Hamil-
ton Dynamics can be used as a guiding principle to derive discrete integra-
tors. Following the steps of the derivation of Euler-Lagrange equations in
the continuous time Lagrangian dynamics, one can derive the discrete time
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Euler-Lagrange equations. For this purpose, one considers positions q0 and
q1 and a time step h ∈ R, in order to replace the parameters of position q
and velocity q˙ in the continuous time Lagrangian L(q, q˙, t). Then, by con-
sidering the variable h as a very small (positive) number, the positions q0
and q1 could be thought of as being two points on a curve (trajectory of the
mechanical system) at time h apart. Under these assumptions, the following
approximations hold:
q0 ≈ q(0) , q1 ≈ q(h) ,
and a function Ld(q0, q1, h) could be defined known as a discrete Lagrangian
function.
Many authors assume such functions to approximate the action integral
along the curve segment between q0 and q1, i.e.
Ld(q0, q1, h) =
∫ h
0
L(q, q˙, t)dt (1)
Furthermore, one may consider the very simple approximation for this inte-
gral given on the basis of the rectangle rule described in Marsden and West
(2001). According to this rule, the integral
∫ T
0
Ldt could be approximated
by the product of the time-interval h times the value of the integrand L ob-
tained with the velocity q˙ replaced by the approximation (q1 − q0)/h: The
next step is to consider a discrete curve defined by the set of points {qk}Nk=0,
and calculate the discrete action along this sequence by summing the discrete
Lagrangian of the form Ld(qk, qk+1, h) defined for each adjacent pair of points
(qk, qk+1).
Following the case of the continuous dynamics, we compute variations
of this action sum with the boundary points q0 and qN held fixed. Briefly,
discretization of the action functional leads to the concept of an action sum
Sd(γd) =
n−1∑
k=1
Ld(qk−1, qk), γd = (q0, ..., qn−1) ∈ Qn (2)
where Ld : Q × Q → R is an approximation of L called the discrete La-
grangian. Hence, in the discrete setting the correspondence to the velocity
phase space TQ is Q×Q. An intuitive motivation for this is that two points
close to each other correspond approximately to the same information as one
point and a velocity vector. The discrete Hamilton’s principle states that if
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γd is a motion of the discrete mechanical system then it extremizes the ac-
tion sum, i. e., δSd = 0. By differentiation and rearranging of the terms and
having in mind that both q0 and qN are fixed, the discrete Euler-Lagrange
(DEL) equation is obtained:
D2Ld(qk−1, qk, h) +D1Ld(qk, qk+1, h) = 0 (3)
where the notation DiLd indicates the slot derivative with respect to the
argument of Ld.
We can define now the map Φ : Q×Q→ Q×Q, where Q is the space of
generalized positions q, by which
D1Ld ◦ Φ +D2Ld = 0 (4)
which means that Φ(qk−1, qk) = (qk, qk+1). Then, if for each q ∈ Q, the map
D1Ld(q, q) : TqQ → T ∗qQ is invertible, then D1Ld : Q × Q → T ∗Q is locally
invertible and so the discrete flow defined by the map Φ is well defined for
small enough time steps (see Kane et al. (1999) for details). Moreover, if we
define the fiber derivative
FLd : Q×Q→ T ∗Q (5)
and the two-form ω on Q×Q by pulling back the canonical two-form ΩCAN =
dqi ∧ dpi from T ∗Q to Q×Q:
ω = FL∗d(ΩCAN) (6)
The coordinate expression for ω is
ω =
∂2Ld
∂qik∂q
j
k+1
(qk, qk+1)dq
i
k ∧ djk+1 (7)
and can be easily proved that the map Φ preserves the symplectic form ω (two
different proofs are presented in Marsden et al. (1998) andWendlandt and Marsden
(1997)). Finally, assuming that the discrete Lagrangian is invariant under
the action of a Lie group G on Q and ξ ∈ g, the Lie algebra of G, by anal-
ogy with the continuous case, we can define the discrete momentum map
Jd : Q×Q→ g∗ by
〈Jd(qk, qk+1), ξ〉 := 〈DaLd(qk, qk+1, ξQ(qk)〉 (8)
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It can be proved that the map Φ preserves the momentum map Jd Wendlandt and Marsden
(1997).
In a position-momentum form the discrete Euler-Lagrange equations (3)
can be defined by the equations below
pk = −D1Ld(qk, qk+1, h)
pk+1 = D2Ld(qk, qk+1, h) (9)
3. Phase-fitted Discrete Lagrangian Integrators
Summarizing the phase fitting technique, we consider for simplicity only
first order differential equations, although the same results can be easily
obtained for second order equations too. Consider the test problem
dy(t)
dt
= iω0y(t), y(0) = 1 (10)
with exact solution
y(t) = eiω0t (11)
where ω0 is a non-negative real value. Let Φˆ(h) be a numerical map which
when it is applied to a set of known past values, it produces a numerical
estimation of y(t+ h). If we assume that all past values are known exactly,
then the numerical estimation yˆ(t+ h) of y(t+ h) will be
yˆ(t+ h) = α(ω0h) · ei(ω0t+φ(ω0h)) (12)
while the exact solution is ei(ω0t+ω0h). Then the ratio of the estimated to the
exact solution is
L =
yˆ(t+ h)
y(t+ h)
= α(ω0h)e
−i(ω0h−φ(ω0h)) (13)
In the above equation (13), the term α(ω0h) is called the amplification error,
while the term l(ω0h) = ω0h−φ(ω0h) is called the phase lag of the numerical
map. In the case that α(ω0h) = 1 and l(ω0h) = 0, we say that the numerical
map Φ(h) is exponentially fitted at the frequency ω0 and at the step size h.
The technique of phase fitting can now be considered as the vanishing or
minimization of the phase lag.
Consider now the discrete Lagrangian Ld(qk, qk+1, h) (qk corresponds to
time tk and qk+1 to time tk+1 = tk + h) and a set of s intermediate points
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qj with qj = q (tk + c
jh). The role of the number of intermidiate points will
be discussed later. Assuming that c1 = 0 and cs = 1 we always have q1 = qk
and qs = qk+1. Then we can approximate Ld with the quadrature
Ld(qk, qk+1, h) = h
s∑
j=1
wj · L
(
q(tk + c
jh), q˙(tk + c
jh), cjh
)
(14)
For maximal algebraic order it is easily proved that the following conditions
must hold:
s∑
j=1
wj
(
cj
)l
=
1
l + 1
, l = 0, 1, .. (15)
Then, we can approximate intermediate points and their derivatives with
qj = bjqk + b¯
jqk+1
q˙j = 1
h
(
Bjqk + B¯
jqk+1
) (16)
Consider now the test Lagrangian (harmonic oscillator) similar to the test
equation (10)
Lt =
1
2
q˙2 − 1
2
ω2q2 (17)
Then, applying the above assumptions in Eq. (3) we get
qk+1 =
∑s
j=1wj
(
(Bj)
2
+
(
B¯j
)2 − u2 ((bj)2 + (b¯j)2))∑s
j=1wj
(
u2bj b¯j −BjB¯j) qk − qk−1 (18)
where u = ωh. Since the exact solution of Eq. (17) is
q(t) = Aeiωt +Be−iωt (19)
and we want to force our method to solve exactly Eq. (3), we get
bj = cos
(
cju
)− cosu
sinu
sin
(
cju
)
b¯j =
sin (cju)
sinu
Bj = −usin (cju)− ucosu
sinu
cos
(
cju
)
B¯j = u
cos (cju)
sinu
(20)
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The role of intermediate points will be clarified now by introducing cor-
rections at the these points. Let xj , j = 1, . . . , S a set of parameters and
rewrite eq. (16) as
qj = bjqk + b¯
j (xS − xS−1) + p(x1, x2, . . . , xS−1, t)
q˙j = 1
h
(
Bjqk + B¯
j (xS − xS−1)
)
+ p˙(x1, x2, . . . , xS−1, t)
(21)
where the p(x1, x2, . . . , xS−1, t) is the interpolating polynomial of the set of
points {(tk, 0), (tk + c2h, x1), (tk + c3h, x2), . . . , (tk+1, xS−1)} and p˙ its time
derivative. Thus, x1, x2, . . . , xS−1 can be considered as corrections to points
q2, q3, . . . , qS (the correction at q1 is zero since we have assumed that q1 = qk).
The set of equations (9) are now rewritten as
∂Ld (qk, x1, x2, . . . , xS, h)
∂qk
+ λ(xS − qk+1) = 0
∂Ld (qk, x1, x2, . . . , xS, h)
∂xj
= 0 , j = 1, 2, . . . , S − 1
pk+1 =
∂Ld (qk, x1, x2, . . . , xS, h)
∂xS
(22)
where λ is the Lagrange multiplier and can be easily proved that it is equal
to pk. This technique is similar to those described in Leok (2005) and
Kharevych et al. (2006).
4. Frequency Evaluation
In order to efficiently evaluate the frequency of the problem, we focus on
orbital problems and especially on the eccentricity. In general, an elliptic
orbit may be parameterized as
x = xm · cosu+ c1
y = ym · sinu + c2
where r = (x, y) is the position at time t and u is a function of time. Then
|r˙× r¨| = xm · ym ·
∣∣∣∣dudt
∣∣∣∣
3
(23)
where the product xm · ym is equal to the product of the square of the semi-
major axis a, multiplied by
√
1− e2 where e is the eccentricity. Since the
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frequency locally can be approximated by
∣∣du
dt
∣∣ we get
ω =
( |r˙× r¨|
a2
√
1− e2
) 1
3
(24)
Notice here that both a and e can be calculated by the position and velocity
of the moving object (see Goldstein (1953)).
5. Numerical Tests
5.1. The 2-body problem
We now turn to the study of two objects interacting through a central
force. The most famous example of this type, is the Kepler problem (also
called the two-body problem) that describes the motion of two bodies which
attract each other. In the solar system the gravitational interaction between
two bodies leads to the elliptic orbits of planets and the hyperbolic orbits of
comets.
If we choose one of the bodies as the center of our coordinate system, the
motion will stay in a plane. Denoting the position of the second body by
q = (q1, q2)
T , the Lagrangian of the system takes the form (assuming masses
and gravitational constant equal to 1)
L(q, q˙, t) =
1
2
q˙T q˙ +
1
|q| (25)
The initial conditions are taken
q = (1− ǫ, 0)T , q˙ =
(
0,
√
1 + ǫ
1− ǫ
)T
(26)
where ǫ is the eccentricity of the orbit. In order to check the efficiency
of the proposed algorithm, we shall consider only high eccentricities (ǫ =
0.95−0.99). In the first test, we count the number of integration steps needed
for one period and for eccentricity equal to 0.95. The results are summarized
in Table 1. The results have been obtained by adaptively calculating the
time step, in order to keep the relative error in energy less than 10−6 (as
relative error we mean the absolute error divided by the correct value).
In the second test, we check the performance of the new method for long
term integration. First, we integrate the 2-body problem for 106 periods
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Table 1: Number of integration steps
S Linear Phase fitted
1 11067 1789
2 9873 1124
3 6534 252
4 4321 145
5 3245 46
and for eccentricity 0.99. Figure 1 shows the exact orbit (solid line), the
calculated points for the first period (◦) and the calculated points for the
last period (). Again the time step is adaptively calculated in order to keep
the relative error in energy less than 10−6 (the value 10−6 of course can be
changed to obtain higher or less accuracy, but in these tests has been selected
because it produces 10 full periods in less than a second in a typical personal
computer). Figure 2 shows the solution produced for the perturbed Kepler
problem described by the Lagrangian
L(q, q˙) =
1
2
q˙T q˙+
1
|q| +
0.005
2|q|3 (27)
again for 106 periods and for eccentricity 0.6 where it is clear that the solution
is an ellipse that rotates slowly around one of its foci. Again the time step
is adaptively control in order to keep the relative error in energy less than
10−6. All the previous test use S = 5 as the value of intermediate points.
5.2. Henon-Heiles Hamiltonian System
In second test, we examine the behaviour of the new method in the Henon-
Heiles Hamiltonian system. In the 1960s, a model of the motion of stars in
a cylindrically symmetric, time-independent potential were investigated by
astronomers (Vernov (2003)). Henon and Heiles (Henon and Heiles (1964))
proposed the Hamiltonian
H =
1
2
(
x˙2 + y˙2
)
+
1
2
(
x2 + y2
)
+ x2y − 1
3
y3 (28)
where for small values of energy the trajectories are trivial but for higher
energies, dynamic chaos emerges in the system. Setting the total energy as
E = 2c2, Petrov produced asymptotic solutions of the form of the product of
10
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Y
Figure 1: The exact orbit for the 2-body problem for eccentricity 0.99 for 106 period (solid
line), the calculated points for the first period (◦) and the calculated points for the last
period ().
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Y
Figure 2: The calculated orbit for the perturbed Kepler problem for eccentricity 0.6 and
for 106 periods.
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one slow and one fast oscillation with a characteristic period T (see Petrov
(2007)). In our test, we calculate the winding number of the orbit around
the origin for a half-period. The calculated values are compared with the
theoretical ones produced by the asymptotic solution (Petrov (2007)) and
with a set of very accurate values produced in the following way: first the
RKN86 8-stages Runge-Kutta-Nystrom pair of orders 8 and 6 was used (see
Papakostas and Tsitouras (1999)). The error tolerance of the method was
set to 1E − 14 almost at the machine precision. Then, at each step, the
calculated solution was projected in the manifold described by the equations
E = const and J = const where E, J the total energy and angular momen-
tum respectively. Again the method that was applied uses S = 5 and an
adaptive time step calculation keeping the relative error in energy less than
10−9. Table 2 presents the results for c = 0.1, 0.05 and 0.0025. Notice here
that for c = 0.1, dynamic chaos is present in the system.
Table 2: Winding number for half-period for the Henon-Heiles System
c Theoretical Our Method RKN86 method
0.1 430 425 425
0.05 1700 1697 1697
0.025 6800 6865 6865
6. Conclusions
It has been shown in this work, that the technique of phase fitting, when
it is embedded in discrete Lagrangian integrators, improves the accuracy and
the efficiency of the numerical method. Following the classical application
of the phase fitting technique, the discrete Lagrangian integrator is forced to
solve exactly the test Lagrangian of harmonic oscillator with a given self fre-
quency. The coefficients of the resulting integrator, depend on the frequency
of the problem at each integration step. In order to improve the accuracy
of the method, a set of intermediate points were added as corrections to the
trigonometric path. The results show that the method can be used for long
term integrations of planetary motions and this was demonstrated by apply-
ing the method to very high eccentricities (0.99) and for milions of periods.
Moreover, a simple but quite efficient technique for frequency evaluation is
proposed based on the eccentricity of the integrated orbit.
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