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Converging decision process is a decision process model with converging transition, which is one of
the nonserial branch systems proposed by Nemhauser. This paper deals with multiplicative reward
system on a finite-stage deterministic converging decision process. The purpose of this work is to give a
recursive method to solve our model by bidecision approach.
1. Introduction
Nonserial dynamic programming was introduced by Nemhauser [15] and has been
widely discussed [1, 2, 3]. Nonserial dynamic systems are classified into the four struc-
tures: diverging branch systems, converging branch systems, feedback loop systems, and
feedforward loop systems. We have also studied nonserial dynamic programming,
especially diverging branch systems and converging branch systems. Nondeterministic
dynamic programming [5, 11] and mutually dependent decision processes [4, 6, 9] are
a type of dynamic programming model with diverging branch systems. Recently, we
discussed some converging decision process models [7, 8]. In this paper, we introduce
a converging decision process model with multiplicative reward system [10, 14]. We
consider our model in a framework of bidecision processes [12, 13] and derive bicursive
formula which consists of two interrelated recursive equations. These equations enable
to solve our model recursively.
2. Notation and formulation
We introduce a finite-stage converging decision process model with a multiplicative
reward system.
1. X , a nonempty finite set, is the state space. The states in the process are
expressed by x1; x2; . . . ; xN A X . The set of indexes that indicate the initial
states is denoted by IInit  f1; 2; . . . ;N  1g and xi ði A IInitÞ are specified at the
beginning of the process. Moreover we define two index sets as follows:
IInit ¼ f1; 2; . . . ;NgnIInit
and
I Init ¼ f1; 2; . . . ;N  1gnIInit:
The process progresses through states xi ði A I InitÞ according to converging
branch system and is terminated at state xN .
2. U , a nonempty finite set, is the decision space. Furthermore, we denote by Un
a point-to-set valued mapping from X to 2Unffg, where we denote the power
set of U by 2U . UnðxnÞ, called the feasible decision space, represents the set
of all feasible decisions in state xn. The selected decision for state xn ðn ¼ 1;
2; . . . ;N  1Þ is represented by un A UnðxnÞ ðn ¼ 1; 2; . . . ;N  1Þ.
3. The transition matrix E ¼ ðeijÞ A f0; 1gNN is defined by
eij ¼
1 ðif xj is the next state to xiÞ
0 ðotherwiseÞ;

and let Ij ¼ fi j eij ¼ 1g ð j ¼ Lþ 1;Lþ 2; . . . ;NÞ. We assume that the di-
rected graph which represents the state transition does not contain a loop
and that each state (node) has a unique path to the terminal state.
Let GrðUnÞ be the graph of UnðÞ:
GrðUnÞ ¼ fðxn; unÞ j un A UnðxnÞ; xn A Xg:
When an index set I ¼ fm1;m2; . . . ;mMg ðm1 < m2 <    < mMÞ is given, the corre-
sponding sequence
xm1 ; um1 ; xm2 ; um2 ; . . . ; xmM ; umM
is denoted by hxm; umim A I . Similarly
xm1 ; xm2 ; . . . ; xmM and um1 ; um2 ; . . . ; umM
are denoted by hxmim A I and humim A I , respectively.
4. rn : GrðUnÞ ! R ðn ¼ 1; 2; . . . ;N  1Þ are the reward functions, where R ¼
ðy;yÞ. A decision un selected in state xn confers a reward rnðxn; unÞ.
The function k : X ! R is the terminal reward function.
5. The converging transition laws are given by
fn : GrðUm1Þ  GrðUm2Þ      GrðUmM Þ ! X ðn A IInitÞ;
where In ¼ fm1;m2; . . . ;mMg. If a process in states hxmim A In selects actions
humim A In , it proceeds deterministically to the next state fnðhxm; umim A InÞ.
Then our model is formulated as follows:
ðPÞ Max r1ðx1; u1Þr2ðx2; u2Þ    rN1ðxN1; uN1ÞkðxNÞ
s:t: xn ¼ fnðhxm; umim A InÞ n A IInit
un A UnðxnÞ n ¼ 1; 2; . . . ;N  1:
Example 2.1. Let N ¼ 7, IInit ¼ f1; 2; 3; 4g, and e15 ¼ e26 ¼ e36 ¼ e47 ¼ e57 ¼ e67 ¼
1 (eij ¼ 0 for the other pairs ði; jÞ). Then, for the given initial states x1, x2, x3, x4, the
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other states x5, x6, x7 are determined by
x5 ¼ f5ðx1; u1Þ; x1 A X ; u1 A U1ðx1Þ
x6 ¼ f6ðx2; u2; x3; u3Þ; x2; x3 A X ; u2 A U2ðx2Þ; u3 A U3ðx3Þ
x7 ¼ f7ðx4; u4; x5; u5; x6; u6Þ; x4; x5; x6 A X ; u4 A U4ðx4Þ; u5 A U5ðx5Þ; u6 A U6ðx6Þ
(see Figure 1). In this case,
I5 ¼ f1g; I6 ¼ f2; 3g; I7 ¼ f3; 5; 6g
and the problem is described as follows:
Max r1ðx1; u1Þr2ðx2; u2Þr3ðx3; u3Þr4ðx4; u4Þr5ðx5; u5Þr6ðx6; u6Þkðx7Þ
s:t: xn ¼ fnðhxm; umim A InÞ n ¼ 5; 6; 7
un A UnðxnÞ n ¼ 1; 2; 3; 4; 5; 6: r
3. Bidecision approach
3.1. Bidecision processes
On bidecision processes, both the family of maximum subproblems and the family
of minimum subproblems are considered. In constructing the subproblems, we start
Figure 1. State transition tree for Example 2.1
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with the initial target state sequence Q ¼ ðxNÞ. Then, we add xn to Q in the order that
coincides one of the node order for a depth-first search for a state transition tree with
the root xN . Without loss of generality, we regard that index order as
N ! N  1 ! N  2 !    ! 2 ! 1;
by renumbering the state index.
Example 3.1. When we consider the decision process whose state transition tree is
given by Figure 2, the sequence of the target state sequences becomes
ðx6Þ ! ðx5; x6Þ ! ðx4; x5; x6Þ !    ! ðx1; x2; x3; x4; x5; x6Þ:
Then, we define the corresponding maximum subproblems and minimum subproblems as
follows:
v6ðx6Þ ¼ kðx6Þ
v5ðx5; x2; u2Þ ¼ max
u5 AU5ðx5Þ
½r5ðx5; u5Þkðx6Þ
v4ðx4; x2; u2; x3; u3Þ ¼ max
um AUmðxmÞ ð4ama5Þ
½r4ðx4; u4Þr5ðx5; u5Þkðx6Þ
v3ðx3; x2; u2Þ ¼ max
um AUmðxmÞ ð3ama5Þ
½r3ðx3; u3Þr4ðx4; u4Þr5ðx5; u5Þkðx6Þ
v2ðx2Þ ¼ max
um AUmðxmÞ ð2ama5Þ
½r2ðx2; u2Þr3ðx3; u3Þr4ðx4; u4Þr5ðx5; u5Þkðx6Þ
v1ðx1Þ ¼ max
um AUmðxmÞ ð1ama5Þ
½r1ðx1; u1Þr2ðx2; u2Þr3ðx3; u3Þr4ðx4; u4Þr5ðx5; u5Þkðx6Þ
w6ðx6Þ ¼ kðx6Þ
w5ðx5; x2; u2Þ ¼ min
u5 AU5ðx5Þ
½r5ðx5; u5Þkðx6Þ
w4ðx4; x2; u2; x3; u3Þ ¼ min
um AUmðxmÞ ð4ama5Þ
½r4ðx4; u4Þr5ðx5; u5Þkðx6Þ
w3ðx3; x2; u2Þ ¼ min
um AUmðxmÞ ð3ama5Þ
½r3ðx3; u3Þr4ðx4; u4Þr5ðx5; u5Þkðx6Þ
w2ðx2Þ ¼ min
um AUmðxmÞ ð2ama5Þ
½r2ðx2; u2Þr3ðx3; u3Þr4ðx4; u4Þr5ðx5; u5Þkðx6Þ
w1ðx1Þ ¼ min
um AUmðxmÞ ð1ama5Þ
½r1ðx1; u1Þr2ðx2; u2Þr3ðx3; u3Þr4ðx4; u4Þr5ðx5; u5Þkðx6Þ;
where vn and wn ðn ¼ 1; 2; . . . ; 6Þ are the optimal value functions for maximum sub-
problems and minimum subproblems, respectively. r
Toshiharu Fujita12
We give the general form of subproblems.
n ¼ N
Both of the bidecision subproblems corresponding to the state sequence ðxNÞ
formed of the final state xN are given by
vNðxNÞ ¼ wNðxNÞ ¼ kðxNÞ; xN A X :
1a n < N
The bidecision subproblems corresponding to the state sequence ðxn; xnþ1; . . . ; xNÞ
with the initial state xm ðm A fn j nb n; In \ fn; nþ 1; . . . ;Ng ¼ fgÞ are given by
vnðxn; hxm; umim A JnÞ
¼ max
um AUmðxmÞ ðm¼n;nþ1;...;N1Þ
½rnðxn; unÞrnþ1ðxnþ1; unþ1Þ    kðxNÞ;
xn A X ; xm A X ; um A UðxmÞ ðm A JnÞ
and
wnðxn; hxm; umim A JnÞ
¼ min
um AUmðxmÞ ðm¼n;nþ1;...;N1Þ
½rnðxn; unÞrnþ1ðxnþ1; unþ1Þ    kðxNÞ;





f j A Il j j < ng:
The following proposition gives a method to get the sets Jn recursively.
Proposition 3.1. Put JN ¼ f, then,
( i ) if nþ 1 A IInit,
Jn ¼ Jnþ1 [ f j A Inþ1 j j < ng:
(ii) if nþ 1 A IInitnf1g,
Jn ¼ Jnþ1nfng:
For each n ¼ 1; 2; . . . ;N  1, we divide each feasible decision set UnðxnÞ, xn A X
into two disjoint subsets:
Uþn ðxnÞ ¼ fu A UnðxnÞ j rnðxn; uÞb 0g; Un ðxnÞ ¼ fu A UnðxnÞ j rnðxn; uÞ < 0g
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that satisfy
Uþn ðxnÞ \Un ðxnÞ ¼ f; Uþn ðxnÞ [Un ðxnÞ ¼ UnðxnÞ:
Then we have the bicursive formula (system of two recursive equations) for the both
subproblems:
Theorem 3.1.
vNðxNÞ ¼ kðxNÞ; xN A Xð1Þ





½rnðxn; unÞvnþ1ð fnþ1ðhxm; umim A Inþ1Þ; hxm; umim A Jnþ1Þ
4 max
un AUn ðxnÞ
½rnðxn; unÞwnþ1ð fnþ1ðhxm; umim A Inþ1Þ; hxm; umim A Jnþ1Þ;
xn A X ; nþ 1 A IInit





½rnðxn; unÞvnþ1ðxnþ1; hxm; umim A Jnþ1Þ
4 max
un AUn ðxnÞ
½rnðxn; unÞwnþ1ðxnþ1; hxm; umim A Jnþ1Þ;
xn A X ; nþ 1 A IInitnf1g:
wNðxNÞ ¼ kðxNÞ; xN A Xð4Þ





½rnðxn; unÞwnþ1ð fnþ1ðhxm; umim A Inþ1Þ; hxm; umim A Jnþ1Þ
5 min
un AUn ðxnÞ
½rnðxn; unÞvnþ1ð fnþ1ðhxm; umim A Inþ1Þ; hxm; umim A Jnþ1Þ;
xn A X ; nþ 1 A IInit





½rnðxn; unÞwnþ1ðxnþ1; hxm; umim A Jnþ1Þ
5 min
un AUn ðxnÞ
½rnðxn; unÞvnþ1ðxnþ1; hxm; umim A Jnþ1Þ;
xn A X ; nþ 1 A IInitnf1g;
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where 4ð5Þ is the maximum (minimum) operator:
a4b ¼ maxða; bÞ ða5b ¼ minða; bÞÞ a; b A R:
Proof. We consider the nth maximum subproblem with the given current state
xn and parameters hxm; umim A Jn . We note that m < n for
Em A Jn. Here, we show the
first equation (2). (This statement also means that we suppose nþ 1 B IInit.) By defi-
nition of the subproblems,
vnðxn; hxm; umim A JnÞ
¼ max
um AUmðxmÞ ðm¼n;nþ1;...;N1Þ
½rnðxn; unÞrnþ1ðxnþ1; unþ1Þ    rN1ðxN1; uN1ÞkðxNÞ:
From the existence of the maximum value, there exists an optimal decision sequence
un ; u

nþ1; . . . ; u

N1 satisfying
vnðxn; hxm; umim A JnÞ ¼ rnðxn; u

n Þrnþ1ðxnþ1; unþ1Þ    rN1ðxN1; uN1ÞkðxNÞ:




N is sequentially determined by
xl ¼
ðthe given initial stateÞ ðl A IInitÞ





xm ðm > nÞ

; um ¼
um ðm < nÞ
um ðmb nÞ:

If rnðxn; un Þb 0, then
vnðxn; hxm; umim A JnÞ
¼ rnðxn; un Þ  ½rnþ1ðxnþ1; unþ1Þ    rN1ðxN1; uN1ÞkðxNÞ
a rnðxn; un Þ max
um AUmðxmÞ ðm¼nþ1;...;N1Þ
½rnþ1ðxnþ1; unþ1Þ    rN1ðxN1; uN1ÞkðxNÞ
¼ ½rnðxn; un Þvnþ1ðxnþ1; hxm; umim A Jnþ1Þ










½rnðxn; unÞvnþ1ð fnþ1ðhxm; umim A Inþ1Þ; hxm; umim A Jnþ1Þ:
Similarly, if rnðxn; un Þ < 0, then
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vnðxn; hxm; umim A JnÞ
a rnðxn; un Þ min
um AUmðxmÞ ðm¼nþ1;...;N1Þ
½rnþ1ðxnþ1; unþ1Þ    rN1ðxN1; uN1ÞkðxNÞ
¼ ½rnðxn; un Þwnþ1ðxnþ1; hxm; umim A Jnþ1Þ
a max
un AUn ðxnÞ
½rnðxn; unÞwnþ1ð fnþ1ðhxm; umim A Inþ1Þ; hxm; umim A Jnþ1Þ:
Therefore





½rnðxn; unÞvnþ1ð fnþ1ðhxm; umim A Inþ1Þ; hxm; umim A Jnþ1Þ
4 max
un AUn ðxnÞ
½rnðxn; unÞwnþ1ð fnþ1ðhxm; umim A Inþ1Þ; hxm; umim A Jnþ1Þ:
On the other hand, there exist optimal decisions uþn A U
þ






½rnðxn; unÞvnþ1ð fnþ1ðhxm; umim A Inþ1Þ; hxm; umim A Jnþ1Þ




½rnðxn; unÞwnþ1ð fnþ1ðhxm; umim A Inþ1Þ; hxm; umim A Jnþ1Þ
¼ rnðxn; un Þwnþ1ð fnþ1ðxn; un ; hxm; umim A Inþ1nfngÞ; hxm; umim A Jnþ1Þ;
respectively. Let
xþnþ1 ¼ fnþ1ðxn; uþn ; hxm; umim A Inþ1nfngÞ
and
xnþ1 ¼ fnþ1ðxn; un ; hxm; umim A Inþ1nfngÞ:




nþ1; . . . ; u

N1 that
meet the following equations:
vnþ1ð fnþ1ðxn; uþn ; hxm; umim A Inþ1nfngÞ; hxm; umim A Jnþ1Þ
¼ vnþ1ðxþnþ1; hxm; umim A Jnþ1Þ
¼ rnþ1ðxþnþ1; uþnþ1Þrnþ2ðxþnþ2; uþnþ2Þ    rN1ðxþN1; uþN1ÞkðxþNÞ
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and
wnþ1ð fnþ1ðxn; un ; hxm; umim A Inþ1nfngÞ; hxm; umim A Jnþ1Þ
¼ wnþ1ðxnþ1; hxm; umim A Jnþ1Þ
¼ rnþ1ðxnþ1; unþ1Þrnþ2ðxnþ2; unþ2Þ    rN1ðxN1; uN1ÞkðxNÞ;






nþ2; . . . ; x

N1;
xN is sequentially determined by the following manner.
(i) For xþl ðl ¼ nþ 2; nþ 3; . . . ;NÞ,
xþl ¼
ðthe given initial stateÞ ðl A IInitÞ




xm ðm < nþ 1Þ
xþm ðmb nþ 1Þ

; uþm ¼




(ii) For xl ðl ¼ nþ 2; nþ 3; . . . ;NÞ,
xl ¼
ðthe given initial stateÞ ðl A IInitÞ




xm ðm < nþ 1Þ
xm ðmb nþ 1Þ

; um ¼









½rnðxn; unÞvnþ1ð fnþ1ðhxm; umim A Inþ1Þ; hxm; umim A Jnþ1Þð8Þ
4 max
un AUn ðxnÞ
½rnðxn; unÞwnþ1ð fnþ1ðhxm; umim A Inþ1Þ; hxm; umim A Jnþ1Þ
¼ ½rnðxn; uþn Þrnþ1ðxþnþ1; uþnþ1Þrnþ2ðxþnþ2; uþnþ2Þ    rN1ðxþN1; uþN1ÞkðxþNÞ
4½rnðxn; un Þrnþ1ðxnþ1; unþ1Þrnþ2ðxnþ2; unþ2Þ    rN1ðxN1; uN1ÞkðxNÞ
a max
um AUmðxmÞ ðm¼n;nþ1;...;N1Þ
½rnðxn; unÞrnþ1ðxnþ1; unþ1Þ    rN1ðxN1; uN1ÞkðxNÞ
¼ vnðxn; hxm; umim A JnÞ:
From Eqs. (7) and (8), we have Eq. (2).
The other recursive equations can be shown in a similar way. r
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In case that non-negativity of all reward functions can be assumed, the follow-
ing recursive equations which are the same type as those for additive reward system
hold.
Corollary 3.1.
vNðxNÞ ¼ kðxNÞ; xN A X
vnðxn; hxm; umim A JnÞ
¼ max
un AUnðxnÞ
½rnðxn; unÞvnþ1ð fnþ1ðhxm; umim A Inþ1Þ; hxm; umim A Jnþ1Þ
xn A X ; nþ 1 A IInit
vnðxn; hxm; umim A JnÞ
¼ max
un AUnðxnÞ
½rnðxn; unÞvnþ1ðxnþ1; hxm; umim A Jnþ1Þ
xn A X ; nþ 1 A IInitnf1g:
Proof. Since Uþn ðxnÞ ¼ UnðxnÞ and Un ðxnÞ ¼ f, it is clear from Theorem 3.1.
r
4. Example
Example 4.1. We consider the converging decision process shown in Figure 2.
By Proposition 3.1, we can get Jj ð j ¼ 6; 5; . . . ; 1Þ as follows:
J6 ¼ f:
Since, for n ¼ 5, nþ 1 ¼ 6 A IInit,
J5 ¼ J6 [ f j A I6 j j < 5g ¼ f [ f2g ¼ f2g:
Similarly,
n ¼ 4 : nþ 1 ¼ 5 B IInit
¼) J4 ¼ J5 [ f j A I5 j j < 4g ¼ f2g [ f3g ¼ f2; 3g;
n ¼ 3 : nþ 1 ¼ 4 A IInit
¼) J3 ¼ J4nf3g ¼ f2; 3gnf3g ¼ f2g;
n ¼ 2 : nþ 1 ¼ 3 A IInit
¼) J2 ¼ J3nf2g ¼ f2gnf2g ¼ f;
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n ¼ 1 : nþ 1 ¼ 2 B IInit
¼) J1 ¼ J2 [ f j A I2 j j < 1g ¼ f [ f ¼ f:
Then, we can get the bicursive formula by Theorem 3.1. First, let N ¼ 6, we have
v6ðx6Þ ¼ w6ðx6Þ ¼ kðx6Þ:
Next, from 6ð¼ nþ 1Þ A IInit, the system of recursive equations for n ¼ 5 is





½r5ðx5; u5Þv6ð f6ðhxm; umim A I6Þ; hxm; umim A J6Þ
4 max
u5 AU5 ðx5Þ
½r5ðx5; u5Þw6ð f6ðhxm; umim A I6Þ; hxm; umim A J6Þ





½r5ðx5; u5Þw6ð f6ðhxm; umim A I6Þ; hxm; umim A J6Þ
5 min
u5 AU5 ðx5Þ
½r5ðx5; u5Þv6ð f6ðhxm; umim A I6Þ; hxm; umim A J6Þ:
Since J5 ¼ f2g, J6 ¼ f, I6 ¼ f2; 5g, the above equations become





½r5ðx5; u5Þv6ð f6ðx2; u2; x5; u5ÞÞ
4 max
u5 AU5 ðx5Þ
½r5ðx5; u5Þw6ð f6ðx2; u2; x5; u5ÞÞ
Figure 2. State transition tree for Example 4.1 and 4.2
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and





½r5ðx5; u5Þw6ð f6ðx2; u2; x5; u5ÞÞ
5 min
u5 AU5 ðx5Þ
½r5ðx5; u5Þv6ð f6ðx2; u2; x5; u5ÞÞ;
respectively.
Similarly, we have





½r4ðx4; u4Þv5ð f5ðx3; u3; x4; u4Þ; x2; u2Þ
4 max
u4 AU4 ðx4Þ
½r4ðx4; u4Þw5ð f5ðx3; u3; x4; u4Þ; x2; u2Þ





½r4ðx4; u4Þw5ð f5ðx3; u3; x4; u4Þ; x2; u2Þ
5 min
u4 AU4 ðx4Þ
½r4ðx4; u4Þv5ð f5ðx3; u3; x4; u4Þ; x2; u2Þ





½r3ðx3; u3Þv4ðx4; x2; u2; x3; u3Þ
4 max
u3 AU3 ðx3Þ
½r3ðx3; u3Þw4ðx4; x2; u2; x3; u3Þ





½r3ðx3; u3Þw4ðx4; x2; u2; x3; u3Þ
5 min
u3 AU3 ðx3Þ






½r2ðx2; u2Þv3ðx3; x2; u2Þ4 max
u2 AU2 ðx2Þ






½r2ðx2; u2Þw3ðx3; x2; u2Þ5 min
u2 AU2 ðx2Þ







½r1ðx1; u1Þv2ð f2ðx1; u1ÞÞ4 max
u1 AU 1 ðx1Þ






½r1ðx1; u1Þw2ð f2ðx1; u1ÞÞ5 min
u1 AU1 ðx1Þ
½r1ðx1; u1Þv2ð f2ðx1; u1ÞÞ: r
Example 4.2. Let N ¼ 6, IInit ¼ f1; 3; 4g. We consider the converging decision
process problem shown in Figure 2 with the following data:
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X ¼ fs1; s2; s3g; UnðxÞ ¼ U ¼ fa1; a2g ðEn A f1; 2; 3; 4; 5g; Ex A X Þ




f5ðx; u; y; vÞ
ðx; uÞnðy; vÞ ðs1; a1Þ ðs1; a2Þ
ðs2; a1Þ s2 s3
ðs2; a2Þ s1 s2
f6ðx; u; y; vÞ
ðx; uÞnðy; vÞ ðs1; a1Þ ðs1; a2Þ ðs2; a1Þ ðs2; a2Þ ðs3; a1Þ ðs3; a2Þ
ðs2; a1Þ s3 s2 s2 s3 s1 s2
ðs2; a2Þ s1 s3 s3 s1 s2 s3
ðs3; a1Þ s1 s2 s2 s1 s3 s1
ðs3; a2Þ s3 s1 s3 s2 s2 s2
and
ðx; uÞ ðs1; a1Þ ðs1; a2Þ ðs2; a1Þ ðs2; a2Þ ðs3; a1Þ ðs3; a2Þ
r1ðx; uÞ 2 1
r2ðx; uÞ 1 1 2 1
r3ðx; uÞ 3 2
r4ðx; uÞ 1 2
r5ðx; uÞ 1 1 2 1 2 1
x s1 s2 s3
kðxÞ 2 2 1
:
(In the above tables, unnecessary values for the given initial states are omitted.)
We have already obtained the bicursive formula in Example 4.1. Hereafter, the
calculation will proceed based on them.
First, for the terminal state x6, we get
v6ðx6Þ ¼ w6ðx6Þ ¼ kðx6Þ ¼
2 ðx6 ¼ s1Þ
2 ðx6 ¼ s2Þ
1 ðx6 ¼ s3Þ
8<
: :
Then, we calculate v5ðx5; x2; u2Þ, w5ðx5; x2; u2Þ and the corresponding optimal de-
cision functions p5 ðx5; x2; u2Þ, p5 ðx5; x2; u2Þ. When x5 ¼ s1 and ðx2; u2Þ ¼ ðs2; a1Þ, we
have
v5ðs1; s2; a1Þ ¼ max
u5 A fa2g
½r5ðs1; u5Þv6ð f6ðs2; a1; s1; u5ÞÞ
4 max
u5 A fa1g
½r5ðs1; u5Þw6ð f6ðs2; a1; s1; u5ÞÞ
¼ ½r5ðs1; a2Þv6ð f6ðs2; a1; s1; a2ÞÞ4½r5ðs1; a1Þw6ð f6ðs2; a1; s1; a1ÞÞ
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¼ ½1 v6ðs2Þ4½1 w6ðs3Þ ¼ ½1 ð2Þ4½1 ð1Þ
¼ 1
p5 ðs1; s2; a1Þ ¼ a1
and
w5ðs1; s2; a1Þ ¼ max
u5 A fa2g
½r5ðs1; u5Þw6ð f6ðs2; a1; s1; u5ÞÞ
5 max
u5 A fa1g
½r5ðs1; u5Þv6ð f6ðs2; a1; s1; u5ÞÞ
¼ ½r5ðs1; a2Þw6ð f6ðs2; a1; s1; a2ÞÞ5½r5ðs1; a1Þv6ð f6ðs2; a1; s1; a1ÞÞ
¼ ½1 w6ðs2Þ5½1 v6ðs3Þ ¼ ½1 ð2Þ5½1 ð1Þ
¼ 2
p5 ðs1; s2; a1Þ ¼ a2:
Similarly, we get
v5ðs1; s2; a2Þ ¼ ½r5ðs1; a2Þv6ðs3Þ4½r5ðs1; a1Þw6ðs1Þ ¼ ½1 ð1Þ4½1 2
¼ 1;
p5 ðs1; s2; a2Þ ¼ a2
w5ðs1; s2; a2Þ ¼ ½r5ðs1; a2Þw6ðs3Þ5½r5ðs1; a1Þv6ðs1Þ ¼ ½1 ð1Þ5½1 2
¼ 2;
p5 ðs1; s2; a2Þ ¼ a1
v5ðs1; s3; a1Þ ¼ ½r5ðs1; a2Þv6ðs2Þ4½r5ðs1; a1Þw6ðs1Þ ¼ ½1 ð2Þ4½1 2
¼ 2;
p5 ðs1; s3; a1Þ ¼ a1; a2
w5ðs1; s3; a1Þ ¼ ½r5ðs1; a2Þw6ðs2Þ5½r5ðs1; a1Þv6ðs1Þ ¼ ½1 ð2Þ5½1 2
¼ 2;
p5 ðs1; s3; a1Þ ¼ a1; a2
v5ðs1; s3; a2Þ ¼ ½r5ðs1; a2Þv6ðs1Þ4½r5ðs1; a1Þw6ðs3Þ ¼ ½1 24½1 ð1Þ
¼ 2;
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p5 ðs1; s3; a2Þ ¼ a2
w5ðs1; s3; a2Þ ¼ ½r5ðs1; a2Þw6ðs1Þ5½r5ðs1; a1Þv6ðs3Þ ¼ ½1 25½1 ð1Þ
¼ 1;
p5 ðs1; s3; a2Þ ¼ a1:
Other results required for x5 ¼ s2; s3 are
ðx2; u2Þ ðs2; a1Þ ðs2; a2Þ ðs3; a1Þ ðs3; a2Þ
v5ðs2; x2; u2Þ 4 2 4 2
p5 ðs2; x2; u2Þ a1 a1; a2 a1 a1
w5ðs2; x2; u2Þ 1 2 2 2
p5 ðs2; x2; u2Þ a2 a1; a2 a2 a2
v5ðs3; x2; u2Þ 4 1 2 2
p5 ðs3; x2; u2Þ a1 a2 a2 a2
w5ðs3; x2; u2Þ 2 4 2 4
p5 ðs3; x2; u2Þ a2 a1 a1 a1
:
(The results for x2 ¼ s1 are omitted as they are unnecessary for this example. The same
applies below.)
Next, we calculate v4ðx4; x2; u2; x3; u3Þ, w4ðx4; x2; u2; x3; u3Þ and the corresponding
optimal decision functions p4 ðx4; x2; u2; x3; u3Þ, p4 ðx4; x2; u2; x3; u3Þ for the given initial
states x4 ¼ s1 and x3 ¼ s2. When ðx2; u2; u3Þ ¼ ðs2; a1; a1Þ, we have
v4ðs1; s2; a1; s2; a1Þ ¼ max
u4 A fa2g
½r4ðs1; u4Þv5ð f5ðs2; a1; s1; u4Þ; s2; a1Þ
4 max
u4 A fa1g
½r4ðs1; u4Þw5ð f5ðs2; a1; s1; u4Þ; s2; a1Þ
¼ ½r4ðs1; a2Þv5ð f5ðs2; a1; s1; a2Þ; s2; a1Þ
4½r4ðs1; a1Þw5ð f5ðs2; a1; s1; a1Þ; s2; a1Þ
¼ ½2 v5ðs3; s2; a1Þ4½1 w5ðs2; s2; a1Þ
¼ ½2 44½1 ð1Þ ¼ 8
p4 ðs1; s2; a1; s2; a1Þ ¼ a2:
Through similar calculations, we get values of v4ðs1; x2; u2; s2; u3Þ and w4ðs1; x2; u2; s2; u3Þ
as follows:
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ðx2; u2Þ ðs2; a1Þ ðs2; a2Þ ðs3; a1Þ ðs3; a2Þ
v4ðs1; x2; u2; s2; a1Þ 8 2 4 2
p4 ðs1; x2; u2; s2; a1Þ a2 a1; a2 a2 a1
w4ðs1; x2; u2; s2; a1Þ 4 8 4 8
p4 ðs1; x2; u2; s2; a1Þ a1; a2 a2 a1; a2 a2
v4ðs1; x2; u2; s2; a2Þ 8 4 8 4
p4 ðs1; x2; u2; s2; a2Þ a2 a2 a2 a2
w4ðs1; x2; u2; s2; a2Þ 2 1 2 4
p4 ðs1; x2; u2; s2; a2Þ a2 a1 a1 a2
:
Moreover, the remaining results are given by the following:
ðx2; u2Þ ðs2; a1Þ ðs2; a2Þ ðs3; a1Þ ðs3; a2Þ
v3ðs2; x2; u2Þ 24 2 12 8
p3 ðs2; x2; u2Þ a1 a2 a1 a2
w3ðs2; x2; u2Þ 16 24 16 24
p3 ðs2; x2; u2Þ a2 a1 a2 a1
v2ðs2Þ ¼ 16; p2 ðs2Þ ¼ a1
w2ðs2Þ ¼ 24; p2 ðs2Þ ¼ a1; a2
v2ðs3Þ ¼ 24; p2 ðs3Þ ¼ a1; a2
w2ðs3Þ ¼ 32; p2 ðs3Þ ¼ a1
v1ðs1Þ ¼ 48; p2 ðs1Þ ¼ a1
ðw1ðs1Þ ¼ 64; p2 ðs1Þ ¼ a1Þ:
Thus, the optimal value is v1ðs1Þ ¼ 48 and the optimal state-decision sequences are
obtained as follows.
First, set x1 ¼ s1 ð1 A IInitÞ, then
x1 ¼ s1 ! u1 ¼ p2 ðs1Þ ¼ a1
! x2 ¼ f2ðs1; a1Þ ¼ s3; r1ðs1; a1Þ ¼ 2b 0 ! u2 ¼ p2 ðs3Þ ¼ a1; a2:
(i) If we take u2 ¼ a1,
! x3 ¼ s2 ð3 A IInitÞ; r2ðs3; a1Þ ¼ 2b 0 ! u3 ¼ p3 ðs2; s3; a1Þ ¼ a1
! x4 ¼ s1 ð4 A IInitÞ; r3ðs2; a1Þ ¼ 3b 0 ! u4 ¼ p4 ðs1; s3; a1; s2; a1Þ ¼ a2
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! x5 ¼ f5ðs2; a1; s1; a2Þ ¼ s3; r4ðs1; a2Þ ¼ 2b 0 ! u5 ¼ p5 ðs3; s3; a1Þ ¼ a2
! x6 ¼ f6ðs3; a1; s3; a2Þ ¼ s1:
(ii) If we take u2 ¼ a2,
! x3 ¼ s2 ð3 A IInitÞ; r2ðs3; a2Þ ¼ 1 < 0 ! u3 ¼ p3 ðs2; s3; a2Þ ¼ a1
! x4 ¼ s1 ð4 A IInitÞ; r3ðs2; a1Þ ¼ 3b 0 ! u4 ¼ p4 ðs1; s3; a2; s2; a1Þ ¼ a2
! x5 ¼ f5ðs2; a1; s1; a2Þ ¼ s3; r4ðs1; a2Þ ¼ 2b 0 ! u5 ¼ p5 ðs3; s3; a2Þ ¼ a1
! x6 ¼ f6ðs3; a2; s3; a1Þ ¼ s2:
Finally, we have two optimal decision sequences:
ðu1 ; u2 ; u3 ; u4 ; u5 Þ ¼ ða1; a1; a1; a2; a2Þ; ða1; a2; a1; a2; a1Þ;
which attain the optimal value. r
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