In this study we focus on the control of the dynamics of 3D turbulent wake downstream a square-back Ahmed body (Re H = 3.9 × 10 5 ). The peculiar dynamics of such a wake are first characterized through the trajectories of the pressure barycenter over the rear part of the model as well as the recirculation barycenter in the wake. In particular it is shown that these dynamics allow the definition of three different states: the two so-called reflectional symmetry-breaking (RSB) modes and the transient symmetric (TS) mode. It was shown recently that the time-fluctuations of the pressure barycenter could be characterized as a weak chaotic system with a well-defined attractor (Varon et al, 2017) . We show that the dynamics of the bimodal wake can then be forced into a stable asymmetric or symmetric state in open loop control, using tangential continuous or pulsed blowing in three different regions along the upper edge of the rear part of the model. Finally, a simple closed-loop opposition control, based on real-time identification of the wake barycenter in the PIV fields, is used to force the chaotic dynamics of the wake into a regular oscillatory motion at a well-controlled frequency. Depending on the actuation parameters, the wake dynamics can also be switched from bimodal to a new multimodal behavior. We show that this new mode also exhibits a peculiar dynamics with an up-down instead of left-right chaotic oscillations. Interestingly, the recirculation area (size of the recirculation bubble) is much more reduced for the closed-loop experiments when the jets are pulsed rather than continuous. For the pulsed jets, the reduction is also increased when the proper frequency is chosen.
Introduction
The turbulent wakes downstream of three-dimensional (3D) bluff bodies, like cylinders (circular or square), spheres or cubes, either wall-mounted or in the freestream, can be very multifaceted, exhibiting large-scale and small-scale coherent structures, either spanwise or streamwise, with strongly intermittent behaviors (Williamson, 1996; Castro and Robins, 1977; Bailey et al, 2002; Gumowski et al, 2008; Yun et al, 2006; Klotz et al, 2014; Grandemange et al, 2014a) .
Passenger cars or trucks can be considered as 3D bluffbodies interacting with a wall (underbody flow). The flow over a real vehicle is very complex but most of the aerodynamics forces are related to various flow separations over the front part (A-pillar vortices, wake of the rear-view mirrors) to the massive flow separation over the rear part, which is responsible of 50 to 70 % of the drag, depending on the geometry. Studying the structure and dynamics of the 3D wake downstream of the vehicle is then crucial to optimize and reduce the overall drag and related fuel consumption (Hucho, 2013) . As a consequence, one can focus on simplified geometries that could mimic the wake of a real vehicle.
In response to the need for a simplified 3D model for automotive aerodynamics studies, the so-called Ahmed body has thus been designed obeying a reflectionnal symmetry (Morel, 1978; Ahmed et al, 1984) . In this geometry, only the rear-slant angle α can be changed (0 • α 90 • ). This simple modification leads to drastic modifications of the overall structure of the wake, together with large variations of the aerodynamic drag coefficient. As an illustration, the slanted configuration (α = 25 • ) involves large-scale streamwise longitudinal vortices (Lienhart et al, 2002; Beaudoin et al, 2004) , together with an unsteady recirculation bubble over the inclined surface (Hinterberger et al, 2004; Krajnović and Davidson, 2005) , a pair of a horseshoe vortices containing each a recirculation bubble (Venning et al, 2017) , and spanwise Kelvin-Helmholtz vortices, together with smaller-scales turbulent structures.
The wake behind the square-back configuration (α = 0 • ) carries other topologies and dynamics. Indeed, time-averaged velocity and pressure fields reveal a toroidal vortex in the near wake (Duell and George, 1999; Krajnović and Davidson, 2003) and spectral analyses highlight a low-frequency mechanism, the bubble pumping (Duell and George, 1999; Volpe et al, 2015) . Recently, a right-left oscillation of the global wake has been observed, defining the so-called reflectional symmetry breaking (RSB) modes and leading to the bi-stable (or bimodal) wake Osth et al, 2014 ), which appears from the laminar regime (Grandemange et al, 2012; Evstafyeva et al, 2017) . This behavior is sensitive to other geometric parameters like the aspect ratio of the bluff-body cross-section and the ground clearance , and to experimental conditions like the yaw angle (Cadot et al, 2015; Volpe et al, 2015) . A transient symmetric state is even identified when a cluster-based reduced-order model of the wake is statistically computed (Kaiser et al, 2014) .
Our objective in the present study is to implement a closedloop control based on measurements derived from real-time Particle Image Velocimetry (PIV). Nevertheless, in some cases, controlling the large-scale fluctuations of a turbulent wake is a key step toward the control of various global quantities like the drag coefficient. Actually, stabilization of the wake by suppressing the bimodal behavior is of interest to industrial applications since it can lead to drag reduction (Grandemange et al, 2014b; Cadot et al, 2015) . Unlike the previous examples on the control of the Lorenz system, this implies here to steady an unstable symmetric state.
In practical applications the base pressure is often used as the best information to monitor the near wake. But obtaining data directly in the wake allows to better understand its behavior. PIV is well suited for that since it is a noninvasive method. Furthermore, to monitor the bimodal behavior it is possible to relate quantities derived from velocity fields (spanwise component, fluctuations or recirculation intensity barycenter) to quantities derived from base pressure (pressure center or pressure gradient) Volpe et al, 2015; Varon et al, 2017) . We need thus to fast compute the velocity fields and their derived quantities.
Real-time PIV has already been reported for FFT-PIV either by reducing the processed images (Siegel et al, 2003; Hauet et al, 2008; Willert et al, 2010) or by using Field-Programmable Gate Arrays (FPGA) (Yu et al, 2006; Iriarte Munoz et al, 2009 ), up to 15 fps at Re = 1.5 × 10 4 . Even a closed-loop control using scattered velocity fields from real-time PIV (∼ 10 2 vectors at 20 Hz) has previously been successfully applied by Roberts (2012) to minimize a polecart system plunged into water. Nonetheless, these methods seem unable to provide dense data fields at higher Reynolds numbers.
As an alternative to the FFT-PIV, three optical flow algorithms have been specifically designed to process images intended for PIV. Based on dynamic programming, the first method computes iteratively the flow displacement over strips of the snapshots (Quénot et al, 1998) . It has even been recently applied to stereo-PIV experiments (Faure et al, 2010; Douay et al, 2013) . The second algorithm derives from the continuity equation and a second-order regularizer (Corpetti et al, 2002 (Corpetti et al, , 2006 . Even if these both algorithms give dense velocity fields (one vector per pixel), it seems that their spatial resolution is not better than advanced FFT-PIV (Stanislas et al, 2008) and their computation time is at least of the same order as standard FFT-PIV. Following improvements in the displacement estimations of the local approach (Le Besnerais and Champagnat, 2005) , Champagnat et al (2011) proposed a faster optical flow algorithm dedicated to PIV application, consisting in estimating at each pixel m the intensity displacement which minimizes the sum of square differences between the intensity over a warped interrogation window (IW) centred in m at time t and the intensity over the warped IW at time t = t + dt. Davoust et al (2012) and Sartor et al (2012) used this algorithm to fast post-process their snapshots for a turbulence jet flow study and for an investigation of the interaction between a shock wave and a turbulent boundary layer respectively.
More details about the principle of optical flow computations and a rigorous demonstration of its offline accuracy are given by Champagnat et al (2011) , Pan et al (2015) and Plyer et al (2016) . One of the features of this algorithm is its scalability which makes it very efficient on the Graphics Processor Unit (GPU) architecture. Another feature is its ability to handle regions with large velocity gradients and also to lead to a dense vector field (one vector per pixel). Aider, 2014, 2015; achieved the implementation of the algorithm on a GPU to enable for the firsttime real-time high-frequency computations of PIV fields (∼ 10 6 vectors at 50 Hz) in closed-loop flow control experiments of a backward-facing step flow in an hydrodynamic channel.
Recently, it was shown that the large-scale slow-time oscillations behaves like a high dimensional chaotic system with a well-defined strange attractor (Varon et al, 2017) . This result was obtained through the analysis of the timeseries of the coordinate of the barycenter of the wall-pressure field measured over the rear vertical part of the model. It was the first clear demonstration that the global dynamics of a turbulent 3D wake can be reduced to a simple dynamic system characterized by a set of two variables. The same kind of results was recently found in a turbulent swirling flow (Faranda et al, 2017) . If such a simplification is possible, then it should also be possible to apply simple forcing to control the overall dynamics of the 3D wake. This is precisely the objective of the present study.
Previous experimental studies show how different control strategies change the wake dynamics behind a squareback bluff body. For instance, such a wake has been stabilized toward a symmetric state by adding a well-designed cavity behind the rear surface (Evrard et al, 2016) . Using pulsed jets along continuous slits at the trailing edges, the unsteady dynamics of the wake can be amplified by selecting either the vortex shedding frequency for an asymmetric forcing configuration, or its subharmonic for a symmetric forcing configuration (Barros et al, 2016a) . Inversely, selecting higher actuating frequencies damps the dynamics (Barros et al, 2016b) . Feedback controls achieve the suppression of the RSB modes, based either on a linearized stochastic model of the wake dynamics using flaps (Brackston et al, 2016) , or on an opposition strategy using lateral slit jets (Li et al, 2016) . In the present study, we define a similar control law as the latter one but the sensors being the velocity fields and the actuators being discontinuous jets only localized at the top trailing edge. To our knowledge, this is the first tentative to control a fully turbulent 3D wake through real-time PIV.
The rest of the paper is organized as follows. First, the experimental setup and methods are presented in section 2. Then, the natural, uncontrolled flow is briefly recalled in section 3. The open-loop forcing of the wake is then presented in section 4, showing that the bimodal state can be forced into a single mode state, either symmetric or asymmetric. Finally, section 5 presents the closed-loop experiments showing that it is possible to drive the random dynamics into a regular time-periodic system.
Experimental setup

Ahmed Body
The bluff body is a 0.7 scale of the original Ahmed body Ahmed et al (1984) : it is L = 0.731 m long, H = 0.202 m high and W = 0.272 m wide, as described in Varon et al (2017) . The rear part of the model is a square-back geometry with sharp edges leading to a massive separation of the flow and to the creation of a large 3D recirculation bubble over the rear part of the model.
Wind-tunnel
Experiments have been carried out in the subsonic "Lucien Malavard" closed wind tunnel of the PRISME laboratory (Orléans, France). The test section of this wind tunnel is 5 m long, with a square cross-section 2 m by 2 m wide, resulting in a blockage ratio lower than 3%. The model is mounted on a raised floor with a properly profiled leading edge and an adjustable trailing edge to avoid undesired flow separations. The ground clearance is set to C/H = 0.248 to ensure the lateral instability . In the following, the free-stream velocity is U ∞ = 30 m.s -1 , which corresponds to a Reynolds number based on the height of the model Re H = U ∞ H/ν air = 3.9 × 10 5 , where ν air is the air kinematic viscosity at ambient temperature. The freestream turbulence level is lower than 0.4%. The origin of the (x, y, z) coordinate axis ( Fig. 1) is located on the rear of the model (x = 0), in the vertical symmetry plane (y = 0) and on the raised floor (z = 0). Nondimensionalization is applied to spatial variables such as x * = x/H, y * = y/H, z * = z/H, while the convective time and the Strouhal number are respectively defined as t * = tU ∞ /H and St H = f H/U ∞ .
Sensors
Wall pressure measurements
The wall-pressure distribution over the rear part of the model is studied using a set of 95 pressure probes defining a measurement area denoted S p and covering 70% of the entire rear surface S r , as shown on Fig. 1 . Each vinyl is 2 cm away from each of its neighbors and is connected to a 32-channels microDAQ pressure scanner (Chell Instruments), ensuring an accuracy of ±17 Pa and located inside the bluff body. The maximum number of sampling points is 3 × 10 4 for each time-series because of hardware limitations. As a consequence, the sampling frequency for the pressure acquisition f P depends on the acquisition time T P : f P = 3 × 10 4 /T P , but cannot exceed 500 Hz.
From these measurements of the pressure p, we compute the pressure coefficient:
where p ∞ is the free-stream static pressure, measured by a Prandtl tube located above the leading edge of the raised floor, and ρ air is the air density. 
Real-Time Velocity fields measurements
The two-dimensional two-components (2D-2C) velocity fields are obtained using a standard 7 Hz PIV setup driven by a homemade software. A 200 mJ double-cavity pulsed YaG laser Twins BSL (Quantel) is used to generate the laser sheet which enlightens the seeding oil droplets which are injected in the wind-tunnel. A double-frame camera 4 Mp PowerView Plus 4MP (TSI) captures the instantaneous pairs of snapshots which are then streamed to the frame-grabber device NI PCIe-1433 (National Instruments) through Camera Link (CL) cables (510 to 600 Mb.s −1 ). The camera is synchronized to the double cavity laser by programming a NI-9402 digital module linked to both devices via Bayonet NeillConcelman (BNC) connectors.
Based on previous works dedicated to PIV in a hydrodynamics channel (Gautier and Aider, 2014) , the new homemade LabVIEW (National Instruments, USA) interface has been developed to manage the hardware specific to windtunnel experiments, together with the optical flow algorithm as sketched in Fig. 2 . The entire algorithm is composed of CUDA and C++ functions, all included in a C++ dynamic link library (dll) called RT PIV. The CUDA functions are implemented on the GPU card GeForce GTX580 (NVIDIA, 2010). The Vision Acquisition LabVIEW program sends the received images pairs to the dll functions to obtain velocity fields as well as their derived values in real-time. These values are then used in a control law to command the actuators driven by the DAQ NI-9401 digital module.
Regarding the optical flow settings, the IW size is 16 × 16 pixels and the calculation is based on three iterations for each of the three pyramid reduction levels. As long as the velocity fields and related quantities are computed and used in a closed-loop control, the acquisition frequency of the 2D-2C PIV velocity fields can reach the maximum camera double-frame rate: f PIV = 7 Hz. When the data are stored, f PIV drops at 4 Hz because of the writing time on the solid state drive. With a spatial resolution of 0.21 mm/vector, the investigated PIV plane is the horizontal plane at z * = 1.00 as shown in Fig. 1 .
Measured output for the closed-loop control
As we are interested in controlling the large-scale dynamics of the wake, a global indicator of the state of the wake can be inferred from the instantaneous pressure and velocity fields. We thus use the instantaneous wall pressure barycenter G p (x * = 0, y * , z * ,t) and the instantaneous recirculation intensity barycenter G rec (x * , y * , z * = 1,t), as defined and illustrated in Varon et al (2017) . G p (t) is based on C p (t), while G rec is related to the recirculation area (negative streamwise velocity) detected in the PIV-plane. Pressure data will be used to illustrate most of our statistic and dynamic results due to their better temporal resolution.
The micro-jets
To realize the present control, the rear part of the Ahmed body used in Varon et al (2017) has been re-designed to include several independent groups of actuators. The bluffbody wake is indeed forced using micro-jets which are distributed along the rear body width, 10 mm under the upper trailing edge (z * = 1.25). The jets are either continuous or pulsed at the jet frequency f j using three solenoid valves (Matrix, Italy) integrated inside the model just upstream the blowing jets. Each solenoid valve controls a group of jets, which corresponds to the three regions of actuation defined in Fig. 1 .
The pressurized air is supplied through pneumatic tubes passing inside a cylindrical pipe of diameter 32 mm at the center of the bottom face (see the gray part in Fig. 1 ). Even if using this pipe was unfortunately forced by the bluff body assembly, the lateral instability observed without it (Grandemange et al, 2013) is expected to still exist as observed by Varon et al (2017) and Barros et al (2017) .
The outlets of the micro-jets have a rectangular crosssection l j × h j = 5.5 × 0.5 mm 2 . The distance between each jet is l = 12.5 mm. The jets angle θ relative to the horizontal axis can be varied but in the following it will be fixed to θ = 0 o (blowing parallel to the freestream velocity). Based on the Strouhal number, the normalized jet frequency is defined as
The momentum coefficient is the ratio between the momentum injected by the actuator and the one due to the bluff body:
where u j is the mean jet velocity. For each jet, it is evaluated as c µ = 0.053% for continuous blowing and c µ = 0.013% for pulsed blowing. It is stressed that the influence of the jet amplitude is not investigated in the present study. The three regions of actuations are called "N", "0" and "P" (see Fig. 1 ). "N" contains the eight jets located in the Negative part of the y-axis, whereas "P" contains the eight jets located in the Positive part and "0" contains the four central jets (for a total of 20 jets). Due to the temporal constraints imposed for experiments carried in wind tunnel, all recorded control runs lasted only T * = 8.9 × 10 3 . Regarding the aerodynamics, only the changes in the pressure coefficient will be considered to analyze influences of the control on the wake to avoid the structural response visible in the aerodynamics measurements.
Base flow
The unforced flow is largely investigated in Varon et al (2017) . The most useful results for the present study are recalled here. the dynamics of the large-scale structures can be tracked either by the pressure center or by the recirculation barycenter since both are highly anti-correlated: when the pressure barycenter is on one side, then the recirculation barycenter is on the other side.
Bimodality
An important feature of the wake dynamics is its bimodal behavior which is well illustrated in Figs The joint probability density function (PDF) of the pressure barycenter, noted P G p , is displayed in Fig. 4 . The barycenter moves from one side to the other, between two more probable locations, one located in the negative part of the y * -axis and the other one in the positive part. This is the kind of sidewise bimodal configurations that is indeed expected for a square-back bluff body with such geometric parameters . Therefore, albeit the central pipe across the under-body flow modifies clearly the near wake topology, particularly in the median longitudinal plan (Lahaye et al, 2014; Barros et al, 2017) , the bimodal behavior in the spanwise direction is observed like for wakes without the influence of such a pipe Volpe et al, 2015) .
To travel from left [ Fig. 3(a) ] to right [ Fig. 3(c) ], the pressure barycenter crosses a central region which can be considered as a third unstable fixed point [ Fig. 3(b) ]. Even if time spent in one of the sides randomly varies Brackston et al, 2016; Barros et al, 2017) , the low-frequency dynamics of the pressure barycenter are weakly chaotic and the two more probable spanwise locations can indeed be considered as the focii of a strange attractor Varon et al (2017) . Since the complex dynamics of this 3D wake can be reduced to a 2D high-dimensional chaotic system, one should be able to force the system and control its dynamics using the same kind of state parameters.
Spectral analysis
For different Reynolds numbers, the power spectra density (PSD) of the sidewise position y * p [ Fig. 5(a) ] and the vertical position z * p , noted S y * p y * p and S z * p z * p respectively, contain high amplitude at a very-low-frequency range (St H < 0.02). The observation of high energy level in this part of the spectrum is common in measurements close to the rear body Volpe et al, 2015) . Considering the average time spent in a RSB mode (∼ 7 × 10 2 ), it may be associated with the lateral bimodal behavior. A decaying but still high level of energy is then observed in S y * p y * p for St H ∈ [0.02, 0.08]. Khalighi et al (2012) , Volpe et al (2015) and McArthur et al (2016) linked St H = 0.08 to the bubble pumping phenomenon. Then a plateau appears until St H ∼ 0.14. It contains the value 0.13 previously found with hotwire measurements in the lateral shear layers, indicator of vortex shedding (Lahaye et al, 2014; Eulalie, 2014; Volpe et al, 2015) . Recent frequency measurements in a simulated turbulent wake behind a circular disk confirm the presence of two close low frequencies: 0.02 and 0.03 (Yang et al, 2015) . The lowest one is associated with the asymmetric changes in the wake orientation at such low frequency, whereas the highest one is related to the bubble pumping. Similar results have been obtained for a turbulent axisymmetric body wake (Gentile et al, 2016) . Through a POD analysis of the velocity fluctuations, they find very-low-frequency peaks, St H ∼ 10 −4 and St H = 10 −3 , in the dynamics of the modes associated respectively to the symmetry breaking process and to the bubble pumping. The PSD of the vertical position z * p , S z * p z * p , alone reveals a peak at St H = 0.19, independent from the Reynolds number, as displayed in Fig. 5(b) . This Strouhal number is characteristic of the signature of vortex shedding from the top-bottom shear layers interaction (Parezanović and Cadot, 2012; Lahaye et al, 2014; Volpe et al, 2015; Barros et al, 2016a) , meaning that z * p is influenced by these far wake dynamics. This natural feedback inside the wake has been reported by Broze and Hussain (1994) for a turbulent axisymmetric jet, where the spectral signature of vortex pairings downstream of a nozzle appears in the velocity fluctuations measured at the nozzle exit. For the turbulent axisymmetric body wake, the characteristic vortex shedding frequency also appears in the spectrum of the POD mode describing the switching behavior (Gentile et al, 2016) . Physically, the feedback is due to upstream propagating pressure fluctuations.
Thus, the dynamics of the depression seem to be rather dominated by the spanwise bimodal behavior of the recirculation and the top-bottom shear layers interaction. The central pipe may partly intensify this interaction, as highlighted by Lahaye et al (2014) , but most of the added structures in the underbody flow have higher frequency signatures like the Karman vortex street at St H = 1 and St H = 1.6 (Eulalie, 
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A TS Fig. 4 Normalized joint PDF of G p (y * p , z * p ) for a 2-min run, together with the conditional-mean positions of G p (red squares) for each identified mode. 2014). It shall be recalled that the switching process is linked to the turbulent perturbations growth (Brackston et al, 2016) .
Transient symmetric state
During most of the flipping processes, the pressure center goes around a central position y * p ∼ 0, as shown in Figs. 3(b,  d, f and h) . In average, this step lasts for a much shorter time than the RSB modes. It shall be noteworthy that, after being in this transient state, the wake may also go back in the previous RSB mode [Figs. 3(e-g)].
As mentioned previously, three states can be considered for the system: two corresponding to the RSB modes, and a third one being a transient mode. For a more quantitative analysis, two thresholds for y * p (t) has consequently been defined. Above a given positive threshold y * p,P , the wake is in the P mode, and lower than a given negative threshold y * p,N , 
where P X is the PDF of the variable X, X is the temporal mean of X, and w th is a positive weight to avoid too large thresholds (w th = 0.25 is chosen). From now on, the state of the wake is defined as negative (N), positive (P) or transient symmetric (TS), where respectively y * p < y * p,N , y * p > y * p,P and y * p,N < y * p < y * p,P . The TS state existence has also been recently reported in the wake of similar squareback bluff bodies: through a cluster-based approach (Kaiser et al, 2014) , a POD analysis (Pavia et al, 2017) and partially-averaged NavierStokes simulations (Rao et al, 2018) .
Even if the switching process seems to randomly occur, some characteristic time scales can be statistically estimated. Hence, the time the wake spent on each mode is evaluated from all runs, giving T * RSB ∼ 7 × 10 2 for each asymmetric mode, whereas the switch itself lasts for T * switch ∼ 4 × 10 1 . As expected, these results have a high dispersion caused by the turbulent noise, their respective standard deviations being σ T * RSB = 10 2 and σ T * switch = 10 1 . A mean switching frequency is also computed by counting the switching occurrences during runs: f * switch ∼ 3.4 × 10 −3 . In probability terms, the RSB modes exist 83.4% (±5.3) of the time (41.1% for the N state, and 42.3% for the P one), whereas the wake is in the unstable T S mode during the remaining 16.6% (±1.2). This is the reason why the present wake can also be considered thereafter exhibiting a trimodal dynamics.
The joint PDF of the pressure barycenter is computed and shown in Fig. 4 . It gives a global overview of its most frequent positions on the rear. As revealed by the time series, three main areas corresponding to the wakes states are highlighted, confirming the trimodal behavior. We calculate then the positions of the identified centers of these areas, de- 
For each area a quasi-attractive center can be identified, such as y * A N ∼ −y * A P and z * A N ∼ z * A P . During the switch between these two positions, the pressure barycenter follows preferentially a trajectory along a well-defined path.
It is then interesting to visualize the corresponding timeaveraged pressure and velocity fields using conditional averaging. Figs. 6(a-c) display the conditional time-averaged pressure fields of the three modes, while Figs. 6(d-f) correspond to their conditional time-averaged velocity fields. The RSB modes presented here have identical pressure and velocity topologies as the ones without considering the transient state (Volpe et al, 2015) : the depression is localized on the same side as the vortex being the closest to the rear surface. In the TS state, the wake appears to be a perfect mean of the two RSB modes. Once again, the phase opposition between the pressure and velocity barycenters clearly appears.
The effects of the modified ground clearance on the wake reversal behind a square-back bluff body have been studied by Barros et al (2017) . It was reported in particular that the presence of a circular cylinder, very similar to the central pipe in our experiments but closer to the rear part, changes the vertical position of the modes but does not cancel the lateral bimodality. 
Open-loop forcing of the wake
Three different open-loop (OL) control strategies are investigated to evaluate the forcing on the state of the wake for 1-min runs. The three open-loop forcings are defined as"OL-P" when only the "P" solenoids group is activated, "OL 0" when only the "0" solenoids group is activated and "OL-P0" when both the "P" and "0" solenoids groups are activated ( Fig. 1) . Due to the reflection symmetry the results obtained with the "P" group are expected to be the same as for the "N" configuration. First we used continuous jets, which means only the forcing region is changed. Then pulsed jets are investigated, especially at the normalized frequency f * j = 0.2.
Continuous blowing in different regions of the upper edge of the rear of the bluff-body
Influence on the trajectory of the pressure barycenter
The influence of the location of the continuous blowing on the wake dynamics is studied by analysing directly the times series of the pressure center obtained for the three open-loop cases. On one hand, as displayed in Fig. 7(a) and Fig. 7(c) , blowing from one side drives the depression to remain localized in this side. On the other hand, Fig. 7(b) reveals that the symmetric forcing seems not to affect the spanwise bimodal behavior. For all the forcing cases, the vertical position of the depression becomes closer to the upper trailing edge. The averaged z * p indeed rises 2.1% for OL-P [ Fig. 7(d) ], 1.2% for OL-0 [ Fig. 7 (e)] and 2.8% for OL-P0 [ Fig. 7(f) ].
The previous observations are also confirmed by the joint PDFs. Figure 8 (a) shows that forcing with continuous jets the upper shear layer on one side of the model (OL-P) strongly stabilizes the wake oscillations. The pressure barycenter is now kept on the side of the blowing (y * p > 0) and oscillates around a single attractor. If the forcing is extended to the central region (OL-P0), the pressure barycenter is still confined on one side of the model but explores a larger region around the attractor [see Fig. 8(c) ]. Finally, forcing the wake only in the central region (OL-0) leads to the same kind of PDF as the natural case [see Fig. 8(b) ]. Nevertheless, the probability to remain in the TS state is reduced by half compared to the natural state. The TS mode is thus clearly minimized by the central symmetric continuous blowing.
Chaotic behavior
Concerning the dynamics of the last case, random switches occurs less often but the weak chaotic behavior in the lowfrequency range remains (St H < 2 × 10 −3 ). First, Fig. 9(a (2017), y * p is low-pass (LP) filtered at f * LP = 7 × 10 −3 before these calculations. displays the second order-structure functions of y * p and its derivative, denoted S 2 and S 2,d respectively, measuring the self-affinity of the signal (Provenzale et al, 1992) . S 2 is defined as
where n is the lag and . i stands for the average over N − n points. For small n, both curves follow a scaling law n 2 , specific to chaotic dynamics (Mandelbrot, 1982) . Secondly, Fig. 9(b) shows the computation of the embedding dimension m (Cao, 1997) . In brief, after building specific state vectors from y * p time series for phase space reconstruction, based on the Takens's time-delay embedding method (Takens, 1981) , the evolution of the mean distance between them for different tested embedding dimensions m is evaluated through a function E 1 . Then, a minimum embedding dimension m exists if ∀k > m, E 1 (k) = E 1 (k + 1), leading to m = 15, of the same order as the reference flow (Varon et al, 2017) . The same computation is implemented directly with y * p and the function is denoted E 2 . It enables to verify if y * p is a deterministic (chaotic) signal if ∃k\E 2 (k) = 1, which is well the case when OL-0 is activated. More informations about the computations are given by Varon et al (2017) . Unfortunately, according to Eckmann et al (1986) , the recorded time for these data (1 min) is too short regarding the number of switching events to properly characterize their chaotic dynamics through the calculations of the correlation dimension and the largest Lyapunov exponent.
Trajectories in phase space
Instead of looking at the trajectories of the pressure barycenter over the rear of the model in the physical space, it is interesting to look at the trajectory in the phase space. Indeed the state of the wake can be characterized not only by the rightleft oscillations (bimodality), through the state parameter y * p , but also by the normalized fluctuations of the instantaneous base suction coefficient
where C b (t) = − S r Cp(t) and C b,re f is the time-averaged value of C b for the reference flow. In Fig. 10(a) and (c), forcing the wake into one of the RSB modes increases roughly by 15% the depression. These results are well coherent with the sensibility analysis done by Grandemange et al (2014b) . On the contrary, acting on the symmetric mode of the wake leads to similar value for C b than the reference case [see Fig. 10(b) ].
Pulsed blowing in different regions of the upper edge of the rear of the bluff-body
Finally, the previous forcing configuration are investigated using pulsed jets, testing different normalized frequencies f j . We present here the results obtained for f * j = 0.2 since this almost corresponds to the vortex shedding frequency found in the up-down oscillations of the depression position for the reference case ( f * j = 0.19 was not properly attainable). At this actuating frequency, the depression behaves almost as previously for the OL-P and OL-P0 cases, but with more regular oscillations in the z-direction and a reduction of the spanwise fluctuations, amplifying the decrease in the base pressure. On the contrary, the OL-0 case is strongly modified: the average spanwise position of the depression is now centred [Fig. 11(b) ], the amplitude of the vertical fluctuations doubled while the mean vertical position increases much more than for the continuous blowing [ Fig. 11(e) ]. For these reasons, the OL-0 forcing at f * j = 0.2 will be more detailed in the following.
Actually, the control with pulsed jets at f * j = 0.2 leads to a symmetric PDF with a single central attractor for the trajectory of the pressure barycenter, as illustrated by Fig. 12(a) , exhibiting only one central peak. The probability of being in the TS mode is multiplied by two. This has to be compared to the two attractors trajectories obtained with a constant blowing in the same region [ Fig. 8(b) ]. Figure 13 stresses the peculiarity of the actuation frequency at f * j = 0.2, since no other investigated frequency enables such a symmetrization of the wake. This dynamic response of the wake to a specific perturbation reminds the one obtained for a forced axisymmetric jet resulting to Unstable Periodic Orbits (UPOs) (Broze and Hussain, 1994) . As the pressure center of the turbulent wake acts like a strange attractor in the low-frequency range, its space phase shall embed UPOs according to Auerbach et al (1987) . Therefore, the OL-0 forcing at f * j = 0.2 may have enhanced large UPOs (Grebogi et al, 1988) , such as the TS mode dominates. Further investigations to detect and map the UPOs from y * p (Ma et al, 2013) are needed to verify this dynamical interpretation which remains an open question.
The sensitivity analysis made by Grandemange et al (2014b) shows that targeting the center of the top or of the bottom shear layer with a control cylinder stabilizes the wake in a symmetric mode. In our case, this wake topology is obtained by forcing the top shear layer at the vortex shedding frequency. As highlighted recently, using this frequency for the actuation frequency leads to a strong increase of the pressure drag (over +25%) by enhancing the entrainment rate of the wake Barros et al (2016a,b) . Thereby, forcing the wake in its center at one of its main resonant frequency (St H = 0.2) induces two opposite effects on the base pressure, resulting finally to its very slight increase (+0.75% in average), as with pulsed jets at f * j = 0.2. The first joint PDF is compared to the reference (dashed blue contour). Colormaps are the same as Fig. 8 and Fig. 10 respectively. Fig. 13 Normalized PDF for the reference flow (Ref), the continuous blow ( f * j = 0) and different actuating frequencies f * j > 0 for OL-0. Curves are shifted according to the respective cases. Forcing the wake with the f * j = 0.2 pulsing frequency clearly leads to a very strong modification of the dynamics of the wake.
shown by Fig. 12(b) . The impact of a low pulse frequency previously observed may be attenuated in our case as the exit slit of the jets is discontinuous and only localized in the middle of the upper rear part, unlike the forcing in Refs. (Barros et al, 2016a,b) . It is noteworthy that base pressure recovery was also obtained at similar and lower normalized jet frequencies for other bluff body wakes (Brunn and Nitsche, 2006; Joseph et al, 2012) , axisymmetric wakes (Sigurdson, 1995) , and 2D wakes (Pastoor et al, 2008) .
5 Closed-loop control of the wake dynamics
Control law
The principle of the closed-loop experiments is based on the computation in real-time of the recirculation barycenter in the horizontal XY-plane at z * = 1, defining y * rec as the control parameter. This tracking is then limited by the low acquisition frequency of the PIV setup ( f * PIV = 2.8 × 10 −2 ). It means that we will act on the low-frequency large-scale dynamics of the wake. We then choose an opposition algorithm for the closed-loop experiments. It consists of blowing in the region where the recirculation barycenter is detected, as summarized in Fig. 14 . This is consistent with the three modes defining the state of the wake: the two RSB modes and the TS mode. To these three modes correspond three blowing regions that are activated when the recirculation barycenter is detected in the related region. For each solenoids group we define a range for the spanwise location of the recirculation intensity barycenter y * rec for which the group is activated. The instantaneous velocity fields and y * rec are computed in real-time. The control variable is updated with a period T * act , the minimum being 1/ f * PIV . To make things more simple, we focus on the detection -blowing algorithm with all other actuation parameters fixed. The parameters for a closed-loop experiment are cho-sen based on the best or more interesting parameters found in the open-loop experiments. The actuation frequency f * j and the mean jet velocity u jet are then chosen and set to fixed values before turning the control on.
In the following, two types of actuation are used in the closed-loop experiments: a continuous blowing, denoted "CL-CONT" ("CL" stands for closed-loop.), or a pulsed blowing with different actuation frequencies f * j . We will focus on two actuation frequencies: f * j = 0.2 and f * j = 0.8, respectively denoted "CL-LF" (for low frequency) and "CL-HF" (for high frequency).
Stabilization of the wake
Closed-loop with continuous blowing
The objective of these experiments is to control the wake dynamics which are characterized by the fluctuations of the spanwise location of the recirculation barycenter y * rec (t). Typical time-series of the pressure and recirculation barycenters fluctuations for the reference case are displayed respectively in Fig. 15(a) and Fig. 15(c) . When the closed-loop actuation CL-CONT is triggered, the dynamics of the barycenters [Figs. 15(b) and (d)] are completely changed. Instead of random large and small fluctuations, the oscillations of the barycenters become very regular and periodic. The right-left switching is now imposed by the characteristic time scale of the closed-loop control law T * act . This observation holds also for the pulsed actuations.
The trajectories of the pressure barycenter for CL-CONT during four successive control cycles are illustrated in Figs. 16(ad) . It reveals that the flipping process occurs at the defined period T * act , only enforcing the presence of the two asymmetric modes, whereas the transient state becomes very short. The bimodal behavior is thus now completely driven by the opposition control law. . On the other hand, Fig. 17(b) shows for CL-LF slightly lower spanwise fluctuations, of the same order as the reference, whereas Fig. 17 (e) reveals a higher mean vertical position of the depression. This is probably due to the central jets which tend to symmetrize the wake and to attract the depression, as seen for the OL-0 case at this jet frequency.
It is then interesting to analyze how the pressure at the rear end of the model and the wake size are modified together, depending on the type of actuation used in the closedloop experiments. Another state parameter for the wake is thus defined: the variation of the recirculation area A rec compared to the mean value of the reference case A rec,re f in the PIV-plane
Instead of following the physical trajectories of the pressure barycenter over the rear part of the model, it is now possible to follow the trajectory of the wake in the state parameter (∆C b , ∆ A rec ). Unfortunately, the acquisition frequency of the PIV fields is much smaller than the ones of the pres-sure fields, so that it is not possible to correlate all mean pressure coefficients to a corresponding recirculation area. Nevertheless, it is possible to correlate all PIV fields to a corresponding mean pressure coefficient and then plot the two state parameters.
As shown in Figs. 18, all closed-loop experiments lead to clear reduction of the recirculation area, i.e. of the size of the wake. The type of actuation has also a strong influence: pulsed jets are more efficient (−40% and −32% in average when f * j = 0.2 and f * j = 0.8 respectively) than continuous blowing (−18%). On the contrary, the depression over the rear end increases in all cases, with the most important increase for f * j = 0.2 (+19%). The portion of the phase space explored by the wake is much larger for the CL-LF case [ Fig. 18(b) ] than for the two other configurations but there is no clear relation between the changes in ∆ A rec and the ones in ∆C b . It also confirms the influence of the actuation frequency on the efficiency of the closed-loop control. The opposition algorithm has a different impact on the dynamics of the wake depending on the actuation frequency. It can be seen has a hint of the specific response of a chaotic system. Indeed, Grebogi et al (1988) demonstrated that controlling a chaotic system may be more efficient if targeting the hidden frequency of the chaotic system, the UPO. If one can find the UPO of the system, then it should react to a forcing with small perturbations and the frequency of the UPO. The specific response of our system may be explained this way. 
The red circle is the last position in the corresponding sub-figure, the solid blue line shows the barycenter trajectory whereas the grey dashed line displays its previous one. Animated trajectory of G p for CL-CONT is available in Online Resource 3.
Unfortunately, as stated previously, our time series were not long enough to evaluate the UPO of the system and verify this hypothesis.
Modification of the time-averaged wake
Regarding the RSB modes in particular, the more the CL controls reduce the recirculation area, the more asymmetric the wake is, as highlighted in Fig. 19(a) . Even if the TS state existence is reduced, the separatrices computed for this state [Fig. 19(b) ] have the shape similar to the mean profiles [ Fig. 19(c) ]. This is due to the enhanced equiprobability of the BSR modes. It is noteworthy that the recirculation barycenter comes also closer to the bluff body for all types of actuations.
The conditional averages of the pressure and the velocity are computed and displayed in Fig. 20 for CL-LF. The modes organization is affected by the forcing: the BSR modes appear more asymmetric and the TS state concentrates the higher pressures in the center. The mean rear pressure of the TS state is higher than the BSR one (-0.227 and -0.234).
Creation of a multistable state
Another way to characterize the dynamics of the wake is to look again at the full trajectories of the pressure barycenter over the rear part of the model. For the three actuation types, the corresponding joint PDF are shown in Figs. 21, where the previously highlighted strange attractors are displayed in blue.
When the recirculation barycenter is tracked and forced by the closed-loop algorithm with a continuous blowing, the PDF is also completely changed and exhibits two strong foci, as shown in Fig. 21(a) . The transient mode is nearly suppressed and the wake switches quickly from one attractor to the other. This modification is also observed with CL-HF [ Fig. 21(c) ]. In both cases, the dynamics are marked by a decrease of 50% in the TS mode existence. Interestingly, the PDF is also strongly modified by the lower pulse frequency (CL-LF). In this case, one can see in Fig. 21(b) a butterfly shape with four foci instead of two for all other cases. These results suggest the occurrence of multi-modal state with a right-left oscillation and a top-bottom oscilla-tion, which are undoubtedly enlarged due to the actuating frequency corresponding to the resonant frequency found in the spectral analysis of the z * p (t) fluctuations [ Fig. 5(b) ]. Figure 22 displays successive displacements of the pressure center for the CL-LF configuration. z * p oscillates at the constant period T * j = 1/ f * j = 5 with a larger amplitude than the natural dynamics.
Because of the sensitive dependence on the initial conditions, chaos was believed for a long time to be neither predictable nor controllable. The OGY control method pro- posed by Ott, Grebogi and Yorke (Ott et al, 1990) changed completely this point of view. They showed that it is possible to use small time-dependent perturbations to force a chaotic attractors system in a time-periodic motion, defined from one of its UPOs (Grebogi et al, 1988) . Since this pioneering work, control of chaotic systems has become a very active research field and many new control methods have been proposed such as linear-feedback (Yassen, 2005) , adaptive control (Tian and Yu, 2000) , impulsive or intermittent control (Li et al, 2007) . Our result may be interpreted in this framework. The lower frequency may be the one associated with the hidden UPOs of the chaotic system. It may explain the specific effect observed with this type of actuation, in a way similar to the work on a turbulent jet (Narayanan et al, 2013) . This harmonic resonance is also highlighted by Barros et al (2016a) , through an antisymmetric open-loop forcing, close to the one resulting from our closed-loop control law.
Conclusions
Using global state parameters of the wake as the instantaneous barycenters of the spatially-averaged mean pressure coefficient or of the instantaneous recirculation area, it was possible to capture the dynamics of a 3D turbulent wake. It was also shown in a previous study that the dynamics of the wake, based on the fluctuations of pressure barycenter, are weakly chaotic. Having reduced the dynamics of the 3D wake to simple state parameters, it was then possible to design a simple closed-loop control experiment based on the real-time computations of the location of the recirculation area barycenter and a simple opposition algorithm. To our knowledge, this is also the first implementation of a closedloop flow control experiment in a wind-tunnel facility based on the velocity fields computations, using real-time PIV as a "visual sensor".
The chaotic spanwise oscillations of the location of the recirculation (and pressure) barycenter is then forced into a well-controlled periodic oscillation at the time-scale imposed by the PIV setup and the algorithm. Moreover, a much larger reduction of the recirculation area is obtained when a pulsed actuation is used in the closed-loop control experiments, instead of a continuous blowing. When the frequency of the pulsed actuation used in the closed-loop experiments correspond to the natural shedding frequency the fluctuations in the phase space are strongly increased.
Finally, if the PDF of trajectories exhibits well-defined stable foci for most of the configurations, the low-frequency actuation case leads to a new four foci configuration, suggesting a multi-modal configuration with a right-left oscillation together with a top-bottom oscillation of the wake. These results show that once the turbulent wake dynamics has been reduced to a simple chaotic dynamics in physical space, it is indeed possible to design simple control laws to stabilize its dynamic around an unstable mode or to force its dynamics into simple harmonic oscillations. This work may find explanations in the framework of the theory of control of chaotic systems as proposed by Ott et al (1990) . From a general point of view, it shows that there are new opportunities to investigate turbulent flows in the framework of dynamic and chaotic systems. It also opens the way to different control strategy of turbulent flows, as long as their dynamics can be reduced to a few state parameters.
