Abstract. We extend the population continuous time Markov chain formalism so that the state space is augmented with continuous variables accumulated over time as functions of component populations. System feedback can be expressed using accumulations that in turn can influence the Markov chain behaviour via functional transition rates. We show how to obtain mean-field differential equations capturing means and higherorder moments of the discrete populations and continuous accumulation variables. We also provide first-and second-order convergence results and suggest a novel normal moment closure that can greatly improve the accuracy of means and higher moments. We demonstrate how such a framework is suitable for modelling feedback from globally-accumulated quantities such as energy consumption, cost or temperature. Finally, we present a worked example modelling a hypothetical heterogeneous computing cluster and its interaction with air conditioning units.
Introduction
The behaviour of large computing clusters is often controlled by feedback from various accumulated continuous quantities, such as temperature, energy consumption or total cost. For example, an air-conditioning controller in a server farm will react to the ambient temperature. At the same time, sophisticated thermally-aware schedulers [23] can use temperature sensors to regulate server operation and thus indirectly environmental temperature, creating a feedback loop.
Stochastic models of computing clusters will typically be very large and thus, due to state-space explosion, will often lie outside the capabilities of traditional performance analysis. However, the nature of these systems, consisting of many identically-behaving cooperating components is suitable for mean-field type analyses [e.g. 7, 10, 12] . Mean-field techniques have recently been extended to capture certain accumulated rewards [21] . We show how to further adapt this approach to allow modelling of feedback between the system model and the generated accumulated quantities.
In Section 2, we extend the discrete state space of a Markov population model with accumulated variables governed by integral equations. The accumulation functions can involve component populations and the discrete transition rate functions can depend on the accumulated variables, thus allowing feedback loops. In Section 2.2 we extend the mean-field techniques to analyse means and higher moments of component populations and accumulated variables. Section 3 justifies this approach by proving convergence to the solution of the mean field equations as the scale of the system increases. In Section 3.2, based on secondorder convergence to a Gaussian process, we introduce a moment closure that improves the accuracy of the approximation when the rates contain occurrences of the minimum or maximum functions, common situations when modelling computer systems, for example, the process algebra PEPA [10] or stochastic Petri nets [19] . We demonstrate the techniques on a larger example of a heterogeneous computing cluster with controlled temperature in Section 4.
Related work
Capturing the feedback interaction between process-based agents and continuously varying physical properties of a system falls in the realm of hybrid system modelling. In the field of performance analysis, an initial example of this would have been in FSPNs or fluid stochastic Petri nets [13] where fluid places are used to capture continuously varying quantities. Discrete Petri net behaviour was in turn governed by the level of a given fluid place. FSPNs could be simulated but were restricted to only one or two fluid places in practice.
A detailed comparative study of hybrid process algebras can be found in [15] . A common feature in each of these hybrid process algebras is the expression of continuous evolution via the embedding of ordinary differential equations in the process model itself. In contrast, Bortollussi et al. [3] have developed stochastic HYPE, a process formalism that generates both discrete and continuously varying dynamics from the semantics of the process model alone.
In this paper we present a process mechanism that expresses feedback control as a result of accumulated reward variables in Markov population models. Analysis of Markov Reward Models (MRMs) [18, 24] is if anything more computationally demanding than analysis of plain Markov models. In Stefanek et al. [21] , we showed how a fluid approximation could be constructed for a class of MRMs, but we had no way of providing a feedback mechanism based on those reward values.
In this paper we show how accumulated reward variables can be used to influence transition guards and rates in a large Markov model. We have not endeavoured to express the continuously varying rewards and variables in a process-style language, as in [3] . Instead we have focused on showing convergence between the ODE solution of the resulting population CTMC model with reward accumulations (aPCTMC) and simulations of the underlying stochastic process. Further, we consider higher moments of rewards with feedback, something we believe has not been presented before for hybrid systems of such scale.
Markov population models with accumulations
In this section, we define an extension of a continuous-time Markov population process (PCTMC). The state space of a PCTMC consists of vectors x ∈ Z n + of integer-valued populations, where x 0 is the initial configuration. Transitions of the Markov chain are defined via a set of transition classes C. Each class c ∈ C specifies a difference vector l c ∈ Z n between the populations before and after such a transition occurs and a rate function r c : Z n + → R + defining the infinitesimal rate of transitions of class c as a function of populations in the given state.
We illustrate the following definitions on a PCTMC representing a simple client/system. We use the PEPA stochastic process algebra [12] to define a PCTMC:
Here, the discrete state space consists of numerical vectors x = (C 0 , C 1 , S 0 , S 1 ) ∈ Z 4 + and the initial state is (N C , 0, N S , 0), keeping track of the populations of clients and servers in their respective states. There are 3 transition classes in this model -one corresponding to the synchronised event where a client sends its data to a server and two independent events where the client and the server reset to their initial states. According to the PEPA operational semantics, the respective change vectors and rate functions are l 1 = (−1, −1, 1, 1) with r 1 (x) = min(C 0 , S 0 )r data , l 2 = (1, −1, 0, 0) with r 2 (x) = C 1 · r task and l 3 = (0, 0, 1, −1) with r 3 (x) = S 1 · r reset .
We augment the state space with a set of continuous variables governed by an auxiliary system of integral equations whose evolution may additionally depend on the discrete populations. The continuous variables can be used to track the evolution of associated quantities such as energy use or temperature. Furthermore, the rates of the Markovian evolution of the discrete populations may also depend on the value of these variables, thus allowing, for example, energy usage over time to feedback into the control of the system.
Definition
The state space of a PCTMC with accumulations (aPCTMC ) is a subset of Z n + × R m consisting of states (x, y), where x ∈ Z n + captures the discrete populations and y ∈ R m captures the continuous accumulation variables. The discrete populations evolve as in traditional PCTMCs, that is, according to a set C of transition classes. The associated rate functions are extended onto the full state space, that is r c : Z n + × R m → R + We denote the discrete-state component of the associated stochastic process by X(t) with its initial state given by x 0 .
The evolution of the continuous variables Y(t) is given by an integral equation of the form:
where
is an accumulation function and y 0 is the initial state of the accumulation variables.
For example, in the client/server model we might wish to model generation of heat energy by servers when in the active state Server 1 , resulting in an increase in the total energy in the server room. In order to model the heating-cooling process, we extend the discrete model also with air conditioning units:
where the rates λ on and λ off are defined below. The active air conditioning units contribute to the cooling of the environment, by transferring heat energy out of the room. If we assume that the heat generation and cooling rates (r heat and r cool ) are constant over time, the heat energy in the server room can be captured by an accumulated variable:
where E 0 is the initial energy in the room. We can introduce feedback into the system by making the air conditioning transition rates depend on the current temperature of the room. An approximate physical model for the temperature is:
where c is a constant and v is the total volume of air in the room. One possible control policy for the air conditioning units might be: when the temperature is above a given threshold T thresh , units switch on at some rate, otherwise active units switch off:
and 0 otherwise. In general, an aPCTMC process can be realised as a piecewise deterministic Markov process (PDMP) [5] . However, in order for the above construction to result in a uniquely well-defined PDMP on any finite interval of time, some regularity conditions are required. In particular, it is important that the possibility of infinitely many jumps of the discrete component in a finite period of time is prevented and also that the continuous component cannot grow unbounded in a finite period of time, that is, that it cannot explode. The following conditions are sufficient to achieve this, where X ⊂ Z n + is defined to be the reachable state space of the discrete component:
1. There exist A, B ∈ R + such that for all x ∈ X , y ∈ R m and c ∈ C:
Assumption 2 guarantees that, between discrete jumps, the continuous component is defined uniquely and exists as long as it does not explode. In fact, the only way that the above construction will fail is if the continuous component explodes, since, otherwise, the maximal jump rate is bounded by assumption 1. However, if the continuous component does explode, say, at time t * , then for any t < t * , we have:
Applying a version of Grönwall's lemma [e.g. 6, Page 498] yields:
This implies that Y(t) cannot explode at time t * since it is continuous and bounded by [ y 0 + At * ] exp(t * A) for any t < t * . Thus we have a contradiction and have shown that, subject to the assumptions above, our construction is well-defined on finite intervals of time.
Note that transition rates can be defined using a discontinuous indicator function without breaking any of the above assumptions, such as the rates λ on (t) and λ off (t) above. Therefore the client/server model defines a valid aPCTMC model.
Mean-field approximations
It is straightforward to extend simulation algorithms for CTMCs to realise traces of the evolution of the discrete and continuous state components of aPCTMC models. However, in the case of large models, simulation suffers from high computational costs.
We show how to extend the efficient mean-field (a.k.a. fluid-analysis) approach for the analysis of massive CTMC models [e.g. 10, 12, 25] to the case of aPCTMC models. Specifically, define f :
c∈C r c (x, y)l c , for suitable real extensions of the functions r c . Then an intuitive extension of the mean-field approach yields the following systems of integral equations:
whose solutions can be interpreted as approximations to the means of the stochastic processes X(t) and Y(t), respectively, or for sufficiently large populations, as approximations to individual traces of the stochastic processes. For example, in the client/server model, we get equations such as:
where we use lower case letters for the mean-field approximations of the respective population and accumulation processes.
In Section 3 we show that, in the limit of large populations, the traces of the processes X(t) and Y(t) (and in particular the means E[X(t)] and E[Y(t)]) converge to the mean-field solutions x(t) and y(t), respectively. Since we will usually be comparing means, we will adopt the notation E[X(t)] for x(t). For example, Figure 1 shows the numerical solutions to the mean-field model of Equation (3) as applied to the client/server model, compared to the estimates of the exact means sampled from 10 5 simulation runs of the stochastic process. In all figures in this paper, unless noted otherwise, the estimates from simulation are shown as dotted lines. Appendix A shows the specific values of parameters used to produce this figure and all the subsequent figures in this paper. 
Higher-order moments
In addition to approximations of means of populations and the accumulation variables, systems of equations approximating higher-order moments may also be derived by extending existing approaches [e.g. 9, 10, 21] for CTMCs. The joint process (X(t), Y(t)) is clearly Markovian with infinitesimal generator A defined on continuous and bounded functions h : R n × R m → R that are differentiable in the last m variables:
It thus follows by Dynkin's formula [e.g. 14, Lemma 17.21] that for t ∈ R + :
Equations for second-order moments can be obtained by choosing h(x, y) := x i y j , x i x j and y i y j for each appropriate i and j. 1 In fact, monomial functions of any order can be used to obtain equations for arbitrary order moments. However, if the functions f and g are non linear (as is usually the case), the term E[Ah(X(s), Y(s))] will involve expectations of non-linear functions of populations and will thus need to be simplified by applying some form of momentclosure approximation. For example, in the client server model, the right hand side of Equation (4) will contain terms of the form E[min(C 0 (t), S 0 (t))]. In the past, and in Equation (3) above, the approximation min(E[C 0 (t)], E[S 0 (t)]) has been used. This has been shown to work quite well in general for a large class of performance models [20] . However, if the process remains close to states where the arguments of the minimum function are equal, so-called switch points, for a long period of time, the accuracy of this approximation can decrease significantly for systems with low populations [20] . This is even more visible when the minimum function involves accumulated variables in aPCTMC models. We address this issue with a novel normal moment closure in Section 3.2. Figure 2 shows approximations of standard deviations in the client/server model (we extend the E[·] notation to higher moments and expressions on them, such as variance). As demonstrated in previous work [20] , this is quite accurate in the case of the client and server populations, which are not dependent on the accumulated variables, as depicted in Figure 2(a) . However, in case of the population of air conditioning units (Figure 2(b) ), and the temperature variable (Figure 2(c) ), there are large quantitative and qualitative differences accumulated over time. Section 3.2 will discuss ways to improve the accuracy.
Convergence properties
In this section of the paper we will prove that, in the limit of large populations, a suitably rescaled aPCTMC model converges to its mean-field approximation. We construct a sequence of aPCTMC models {(X
We assume that the elements C and l c are fixed, but that the rate functions r We assume further that the functions f :
can be defined independently of N as follows:
and that f and g satisfy local Lipschitz conditions on R n × R m . Further, we assume that solutions to the mean-field model given by Equation (3) exist globally. Define the rescaled processesX
/N , then we require that there is some compact subset of R n that contains all of the state spaces of the rescaled processesX N (t). Assume also that g N (x, y) ≤ C( x + y + 1) for all x ∈ S N and y ∈ R m where C ∈ R + is independent of N . Then by an application of Grönwall's lemma similar to that of Section 2, we have that for all t ∈ [0, T ], the rescaled stochastic processes and the mean-field approximations can be contained within a single compact set S ⊂ R n+m that is independent of N .
2 Finally, we require that r N c (x, y) ≤ D( x + y + 1) for all c ∈ C, x ∈ S N and y ∈ {N s : s ∈ S} where D ∈ R + is independent of N . The following theorem shows that the rescaled processes converge in probability to the mean-field approximation.
Theorem 1.
Under the assumptions and setup given above, we have, for any T > 0 and > 0:
Proof. We begin by representing each process (X N (t),Ȳ N (t)) in terms of mutually independent rate-1 Poisson processes {P c (t) : c ∈ C} by the random-time change approach [6] :
On S, f and g are both Lipschitz continuous; let K be a Lipschitz constant for both functions. Now define:
and N (t) := X N (t) − x(t) + Ȳ N (t) − y(t) . Then we have for t ∈ [0, T ]:
and by Grönwall's inequality, we obtain N (t) ≤ D N (T ) exp(2KT ). Now note that: In terms of the client/server model, scaling the number of components by N , and, in particular, the number of servers, can be assumed to require a room approximately N times larger in volume than that of the original system. Therefore it makes sense if the initial heat energy content of the room E 0 is also scaled by N and the total heat energy content of the room is divided by N in order to obtain a physical model of the temperature as N increases, that is: with a more smooth proportional control, setting:
where f + is the positive part of f , that is max(f, 0). For simplicity we also set λ N off (t) = r off for all N . With this modification, Theorem 1 then applies, and is illustrated in Figure 6 .
Second-order convergence
In this section, we give a second-order Gaussian convergence result for the sequence of rescaled aPCTMC models, which will directly motivate the improved moment closure approach of Section 3.2. We maintain all of the notation of the previous section.
In addition to the assumptions of the previous section, we assume that we can decompose f (x, y)
(S)] with uniformly continuous total derivative there. Then f [g] has uniformly continuous total derivative on
, which we write as Df [Dg]. Theorem 2. Fix T > 0. Assume that the set {t ∈ [0, T ] : (x(t), y(t)) / ∈ ∪ i F i ∩ ∪ j G j ∩ int(S)} has Lebesgue measure zero. Then for mutually independent standard Brownian motions {B c (t) : c ∈ C}, the following equations have a unique strong solution [e.g. 16, Theorem 6.30] such that (E X (t), E Y (t)) is jointly-Gaussian:
Furthermore, Proof. We assume the representation of the processesX N (t) andȲ N (t)) given in Equation (5) . Further it is possible [6, Corollary 5.5 and Remark 5.4] to construct, on the same probability space as these processes, mutually independent standard Brownian motions {B c (t) : c ∈ C}, such that:
From this it follows that as N → ∞, almost surely:
with E X (t) and similarly for E Y (t) using Equation (6) yields the result. We omit further details here for the sake of brevity.
Theorem 2 also demands the continuity assumption on the transition rate and accumulation functions in an aPCTMC model so does not apply to the client/server model with threshold-based control. Indeed, Figure 4 shows that we do not even seem to observe convergence of the standard deviation approximation empirically in this case. In the case of the proportionally-controlled client/server model introduced above, Theorem 2 can be applied, although, in our experiments, for populations that are of similar orders to those considered in Figure 4 , the approximation of the standard deviation of the temperature variable can be very inaccurate -convergence occurs very slowly. In the next section, based on the Gaussian assumption justified by Theorem 2, we introduce a technique that can provide significant improvements.
Normal approximations
Theorem 2 suggests that both the discrete and continuous components X(t) and Y(t) of an aPCTMC model can be approximated by a jointly Gaussian process for sufficiently large populations. The proportionally-controlled client/server example considered in this paper and, more generally, a large class of computer performance models, for example, those specified using PEPA, stochastic Petri nets or many-server queueing networks contain rates with occurrences of minimum functions. In such cases, Equation (4), when applied to extract a first moment, contains expectations of the form E[min(α, β)] where α and β are linear combinations of any of the discrete or continuous components in the model at some time t. The mean field approximation min(E[α], E[β]) can often be quite accurate, but Theorem 2 suggests an alternative. Because a sequence of aPCTMC processes converges to a Gaussian process, the marginal distributions at each point in time converge to multivariate normal random variables. Using a result for the moments of a minimum of two bivariate normal random variables [4] , we can obtain the following approximation (where Φ and φ are the CDF and PDF, respectively, of a standard normal random variable):
This uses only first-and second-order moments for which we can apply Equation (4) in order to extract equations governing their evolution.
For second-order moments, the mean field equations contain expectations of the form E[γ min(α, β)]. Experiments suggest that the following approximation results in accurate approximations: Figure 5 illustrates the improved accuracy for the discrete components of the model with proportional control. It is straightforward to adapt the result of [4] to obtain an expression for the maximum of bivariate normal random variables, so that an analogous approximation can be applied also to the proportional control expression (Equation (5)). Figure 6 compares simulation estimates with the numerical solution to the meanfield equations obtained from Equation (4) and with solutions to the new set of mean-field equations obtained by replacing occurrences of the minimum and maximum function according to the methods of this section. We see that this results in significant improvements in accuracy. Figure 7 shows further that the normal moment closure can result in an accurate approximation of the standard deviation of the temperature even at relatively low scales of the system. 
Worked example
In this section we demonstrate the aPCTMC formalism and the efficient meanfield techniques on a larger example of a heterogeneous computing cluster. Similar to the client/server model, we consider a high level abstraction of the system. We assume that there are two types of servers in the cluster -ones with low (class A) and ones with high power consumption (class B), respectively. Clients in the system submit two types of jobs -with low (type 1) and high loads (type 2) on the servers. As in the client/server model, we include air conditioning units that maintain the ambient temperature in the room. Additionally, servers are capable of entering a sleep mode in the case that the temperature increases above a threshold. Unlike in the case of the client/server model where the client and server components of the discrete state space were unaffected by the accumulated variables, this will result in an aPCTMC with a complete dependence between the discrete components and the accumulated variables.
We use the PEPA process algebra to concisely describe the aPCTMC model (j ∈ {A, B} is a server class and i ∈ {1, 2} is a job type): 
with rates λ off (t) = r on and
where temperature is defined as in Equation (2) and the energy variable is
for some constants c j,s , c j,sl , c j,1 , c j,2 , c a . Additionally, we transform the model so that it is possible to use mean-field techniques to calculate cumulative distribution functions of various passage-time random variables [11] . We will compute the time until an individual client executes its first high load job. Such measures are often used when expressing service level agreements (SLAs). The example will show how the presented framework can be used to study the trade-off between SLA satisfaction and the energy efficiency of the system. An increasingly common metric assessing energy efficiency of data centres is the Power Usage Efficiency (PUE) metric [17] , calculated as the ratio between the total energy consumption and the energy used by the servers. In the above model, we can model the total energy consumption as an accumulated variable:
for some constants p j,s , p j,sl , p j,1 , p j,2 , p a . The quantity U (t) represents the energy used for computation and is defined as P (t), omitting the contribution of the air conditioning units and the servers in the sleeping state. To obtain an approximation of the mean PUE, we compute E[P (t)]/ E[U (t)] for sufficiently large t (1000 in the examples below). Figure 8 shows the mean populations of client and server-A components and the passage-time CDF as obtained by the mean-field analysis. Figure 9 shows the mean population of air conditioning units, its effect on the mean controlled temperature and the PUE of the system.
One benefit of mean-field analysis is the relatively low computational cost of numerically integrating the mean-field equations. This allows the evaluation of a large number of system configurations in a short time. For example, we can look at the relationship between the two temperature thresholds T thresh and T sleep that specify when the air conditioning units start contributing to cooling and servers switch to sleep mode, respectively. We fix the server threshold at 23 units and search for the best air conditioning threshold. Our target measure to minimise will be the PUE in steady state of the system and the constraints are given by requiring satisfaction of the above SLA. Figure 10 explores a range of system configurations with the number of servers of each type N S = N SA = N SB varying between 50 and 1500 and the threshold T thresh varying between 20 and 26 units. Figure 10(a) shows the mean steady-state PUE for each configuration. For each size of the computing cluster given by a value of N S , there is an optimal value of T thresh achieving a minimal PUE metric. These thresholds and the corresponding optimal PUE values are shown by the thick solid line.
It can be seen that this is slightly below the server threshold, shown as the red dotted line. For example, for N S = 850, the value of T thresh achieving the optimal PUE is 22.7. The SLA is achieved only when there are sufficiently many servers in the system, shown as the darker region on the surface plot. Figure 10(b) shows that the optimal PUE line minimises the number of sleeping servers, while keeping the air conditioning units as lightly loaded as possible. Figure 10 shows that line of minimum PUE separates the region with maximal standard deviation of the temperature variable.
Conclusion and future work
We have introduced the aPCTMC formalism, an extension to Markov population models that allows efficient modelling of feedback from accumulated quantities. We have extended the existing mean-field techniques to provide means and higher moments of populations and accumulations for aPCTMC models. Furthermore, we have provided convergence results justifying the mean-field approximation in the first-and second-order cases. The second-order result shows that sequences of aPCTMC models with increasing component populations converge to a jointly Gaussian process. This justifies the novel use of a normal approximation of minimum and maximum functions in the mean-field equations, resulting in significantly improved accuracy in both first-and second-order cases.
We have demonstrated the new framework on a substantial example of a computing cluster where server behaviour reacts to the ambient temperature controlled by an air conditioning system. An important advantage of the mean-field techniques is the low computational cost that can be used to explore a large number of different system configurations.
All of the numerical results in this paper were produced using a prototype implementation of the techniques in an extension to the Grouped PEPA Analyser tool [22] .
In future, we plan to more formally investigate the accuracy improvements possible from the normal moment closures detailed in this paper. We also plan to investigate more complex accumulation mechanisms. For example, Gaussian noise might be introduced into the accumulation equations to account for error in sensor measurements of the continuous quantities.
