Autonomous driving requires reliable and accurate detection and recognition of surrounding objects in real drivable environments. Although different object detection algorithms have been proposed, not all are robust enough to detect and recognize occluded or truncated objects. In this paper, we propose a novel hybrid Local Multiple system (LM-CNN-SVM) based on Convolutional Neural Networks (CNNs) and Support Vector Machines (SVMs) due to their powerful feature extraction capability and robust classification property, respectively. In the proposed system, we divide first the whole image into local regions and employ multiple CNNs to learn local object features. Secondly, we select discriminative features by using Principal Component Analysis. We then import into multiple SVMs applying both empirical and structural risk minimization instead of using a direct CNN to increase the generalization ability of the classifier system. Finally, we fuse SVM outputs. In addition, we use the pre-trained AlexNet and a new CNN architecture. We carry out object recognition and pedestrian detection experiments on the Caltech-101 and Caltech Pedestrian datasets. Comparisons to the best state-of-the-art methods show that the proposed system achieved better results.
Introduction
For decades, object recognition and detection have been important problems in real-life applications of autonomous vehicles. There are many applications for these utilities, including lane departure warning systems and lanekeeping assist systems that detect white lines on roads, the detection of obstacles in front of the vehicle using stereo images, a pedestrian detection warning system on images obtained from infrared cameras, [1] [2] [3] [4] and the detection of vehicles on the road environment using both laser range sensors and camera systems. 5 In autonomous vehicle applications, it is very important to recognize, track, and detect dynamic and statics objects such as cars, trucks, animals, motorbikes, traffic signs, buildings, and pedestrians. The detection and recognition of an object or pedestrian present growing and challenging problems in the field of computer vision. The challenges come from the numerous factors affecting the performance of classifying the target objects, such as variations in light conditions, large variability in deformation, partial occlusion, the presence of shadows, and surrounding background clutters.
To solve this issue, some works have focused on developing new feature extraction algorithms, such as Scale Invariant Feature Transform (SIFT), 6, 7 Histogram of Gradient (HOG), 8 Binary Robust Independent Elementary Feature (BRIEF), 9 the Speeded up Robust Feature (SURF), 10 and Fast Retina Keypoint (FREAK). 11 Some works have proposed more powerful classification algorithms, such as Support Vector Machines (SVMs), 12 Spherical/Elliptical classifiers, 13 Extreme Learning Machines (ELMs), 14, 15 Adaboost, Decision Forests, and Naïve Bayes, 16, 17 and the cascade boosted structure 18 to recognize and detect the objects, while others have applied accurate object classification using both good feature descriptors and good classifiers, such as Bag-of-Words (BoW) methods. 19 In BoW, the features are extracted using methods such as SIFT and SURF, and then the discriminative data obtained from some interval process steps is classified using a classifier.
In recent years, deep learning methods have emerged as powerful machine learning methods for object recognition and detection. [20] [21] [22] [23] [24] [25] Deep learning methods are different from traditional approaches in that they automatically and quickly learn the features directly from the raw pixels of the input images without using approaches such as SIFT, HOG, and SURF. 20 In deep learning methods, local receptive fields grow in a layer-by-layer manner. The low-level layers extract fine features, such as lines, borders, and corners, while high-level layers exhibit higher features, such as object portions, like pedestrian parts, or the whole object, like cars and traffic signs. In other words, they allow for representing an object at different granularities end-to-end. Their successes are presented on the challenging ImageNet classification task across thousands of classes 23, 24 by using a kind of deep neural network called a Convolutional Neural Networks (CNN). It has been shown that CNNs outperform the recognition performance of classifiers that use conventional feature extraction methods. [25] [26] [27] [28] [29] However, the global features extracted using CNNs are significantly affected by illumination, noise, or occlusion when a CNN is applied to the complete image. In this paper, we therefore propose a new system using both the CNN and the SVM to solve these challenges. Recently, it was seen that some works included different combinations of both the CNN and the SVM. [30] [31] [32] For example, one study carried out robust face detection using local CNNs and SVMs based on kernel combination. 30 Scene recognition was realized by collecting the features relating to different layers of CNNs and importing them to the input of a SVM. 31 Another study 32 proposed a novel single CNN-SVM classifier for recognizing handwritten digits. Different from these works, however, in this paper, we propose to determine local robust features by multiple CNNs defined for local regions of objects and then using the SVM to recognize and detect all objects. Thus, the proposed hybrid Local Multiple CNN-SVM (LM-CNN-SVM) system can extract more robust and efficient features than those of a single CNN. In addition, we deploy two CNN architectures. One of them is a pre-trained AlexNet architecture 22 with eight layers, excluding an input layer, and the other is a CNN architecture with nine layers, excluding an input layer, similar to AlexNet. AlexNet 22 has an architecture with five convolutional layers and three fully connected layers. We prefer this network, since it was applied successfully on an ImageNet dataset for object recognition tasks. 23 We perform detailed experiments to evaluate the proposed CNNs. This paper is an extended version of our previous conference paper. 33 The rest of this paper is organized as follows. In Section 2, the principles of the SVM, the CNN, and the hybrid LM-CNN-SVM system are described. Section 3 illustrates and discusses the experimental results. In Section 4, the paper is concluded.
The new hybrid Local Multiple Convolutional Neural Network-Support Vector Machine system
This section presents a brief review of the CNN and SVM classifiers used to generate the new hybrid the LM-CNN-SVM classifiers.
Convolutional Neural Networks
The basic structure of CNNs is inspired by the animal visual cortex organization. Hubel and Wiesel presented a work about ''local receptive fields'' in 1968. 34 They showed that the animal visual cortex has complex cell arrangements in small sub-regions of the visual field. The first ideas relating to CNNs were originally given by Fukushima with hierarchically organized image transformations to simulate the human visual system by using the concepts in Hubel and Wiesel 34 in 1980. 35 Unlike conventional CNNs, however, his work does not contain a shared weight. In the early 1990s, CNNs started to appear in the literature with the disadvantage of big computational load. 36, 37 Nowadays, CNNs have gained popularity as both a powerful feature extractor and a classifier with the advent of powerful Graphics Processing Units (GPUs). In a short time, CNNs have been successfully applied to many computer vision fields, such as autonomous vehicles, speech recognition, and medical imaging tasks. [38] [39] [40] [41] CNNs consist of multiple layers similar to feed-forward neural networks. The outputs and inputs of the layers are given as a set of image arrays. CNNs can be constructed by different combinations of the convolutional layers, pooling layers, and fully connected layers with point-wise nonlinear activation functions. A typical CNN architecture is shown in Figure 1 .
The layer definitions of CNNs are briefly described as follows.
Input layer: images are directly imported to the input of the network.
Convolutional layer: this layer performs the main workhorse operation of the CNN. 20, 21 In CNNs, the convolution is used instead of the matrix multiplication in conventional feed-forward neural networks so as to decrease the number of weights and hereby the network complexity. The input image is convoluted by the kernels or learnable filters. The convolution provides a feature map in the output image. The obtained feature maps are imported to the input of the later convolutional layer.
Pooling layer: this layer is used to reduce the feature dimension. Thus, the resolution of the feature maps is reduced and spatial invariance is achieved. The input images are partitioned into a set of non-overlapping rectangles. Each region is down-sampled by a nonlinear downsampling operation, such as maximum or average. The layer achieves faster convergence, better generalization, small invariance to translation, and distortion. The layers are usually located between successive convolutional layers to reduce the spatial size.
Rectified Linear Units (ReLU) layer: this layer includes units employing the rectifier to achieve scale invariance. The activation function of this layer is mathematically described as f(x) = max(0,x) for an input x. Thanks to this function, the gradient does not saturate in the positive region and a small and non-zero gradient is obtained, increasing the accuracy of the CNN. Moreover, the computation is realized by a simple threshold and in faster way than the equivalents with a sigmoid function and a tanh function. However, the gradient of the activation function is not definite at the origin. Instead, it is used in practice as a smoothed function f(x) = ln(1 + e x ) so that its derivative is equal to a logistic function.
Fully Connected layer: this layer is connected after several convolutional, max pooling, and ReLU layers. This layer is similar to the layers in conventional feed-forward neural networks. Its neurons are fully connected to all activations in the former layer. The layer is considered a final feature selecting layer. The outputs are calculated by means of matrix multiplication and bias addition. Moreover, as with the conventional feed-forward neural networks, the weights of these layers are estimated by minimizing only the training error.
Loss layer: a loss function is applied to measure the discrepancy between the prediction of the CNN and the real target at the final layer of a CNN. There are several loss functions. Euclidean loss can be used in a real-value regression problem. Softmax loss is used to assign the label with a single class of K mutually exclusive classes. Cross-entropy loss is commonly deployed to calculate K independent probability outputs in the range between 0 and 1 at the classification problems.
CNNs are trained using Stochastic Gradient Descent. 20 Firstly, input data are propagated in the feed-forward direction through different layers. Secondly, the output values are calculated after the digital filters extract salient features at each layer. Thirdly, the error between the actual output and network output are computed and the error is minimized by being back propagated. The weights of the CNN are then further adjusted to fine-tune them. So, the end-to-end learning process succeeds in CNNs that find a direct mapping from the raw input image data to the target class without prior knowledge and human interference.
Support Vector Machines
Given L samples of training data (x 1 , y 1 ), :::, (x L , y L ), x 2 < n , y 2 À1, 1 f g, the SVM constructs an optimal separating surface as y i w T f(x i ) + b ½ 5 1, where (ã) is a linear/nonlinear mapping function, w 2 < n represents the normal vector, and b 2 < determines a measure for the offset of the separating hyperplane. An optimal separating surface is obtained by maximizing the minimum distance of the points closest to the hyperplanes of two classes, 2 w k k , called a margin. In addition, the SVM formulation allows for misclassified intra-margin training examples,
The SVM formulation with an inequality constraint aims to minimize both the training error and the generalization error, as follows:
where the first term, the sum of absolute errors j i , indicates the measures of the distances between the intra-margin misclassified training samples and the separating hyper plane. The second term defines the margin, and C is a parameter that controls the penalty incurred by each misclassified point in the training set. Generally, larger C values cause a SVM structure with a smaller margin and better training accuracy. On the other hand, relatively smaller C values generate a larger margin and better generalization accuracy.
The Lagrange multiplier method is firstly applied to the primal problem in (1), as follows 12, 13 :
where l i 5 0 and b i 5 0 are Lagrange multipliers. The unconstraint problem in (2) is solved by minimizing it with respect to w, b, and j i and by maximizing it with respect to l i andb i , as follows:
and applying Karush-Kuhn-Tucker optimality conditions:
By stating the use of l i , all primal variables in (3), and by introducing kernel function K(x i , x j ) = u(x i ) T u(x j ) (assumed to be symmetric and positive definite), the following quadratic optimization problem, called the dual form of (2), is obtained as follows:
By solving l i of the dual problem (8) with quadratic programming, the separating hyper plane of the SVM is constructed as follows:
where the support vectors are the data points x i corresponding to l i . 0 and K(x i , x j ) is a kernel function. It is defined as K(x i , x j ) = (x i ) T (x j ) for the linear basis and
where s is the spread parameter of the kernel.
Proposed Local Multiple CNN-SVM system
In this paper, we propose to use a hybrid LM-CNN system instead of a single CNN system for learning the salient features relating to the whole object. We first divide the whole image into local regions and apply LM-CNNs for extracting discriminative features of local regions. The CNN training is based on only training error minimization, similar to that of feed-forward neural networks. Feed-forward neural networks have a lower generalization performance than that of the SVM because the SVM minimizes both structural risk and empirical risk. 13 Hence, we replace the last output layer of a local CNN with a SVM classifier to compensate for the CNN's limitation. The fully connected layer of the CNN is expressed as the linear combination of the previous hidden layer outputs expressed with weights and a bias term. Moreover, the outputs of the layer are given as the inputs to the last layer of the CNN. The CNN provides the class probabilities for each input image by using the softmax activation function. On the other hand, our work uses the outputs of a fully connected layer of a CNN as the SVM inputs. We increase the generalization performance of the SVM in terms of the obtained features from the CNN. Thus, we get rid of the limitations of the CNN and SVM classifiers. The proposed approach is similar to that of feature fusion, 40 but the feature extraction process of the proposed method is different from traditional learning methods. Figure 2 illustrates the block schema of the proposed CNN detection and recognition algorithm. Figure 3 shows the structure of the hybrid LM-CNN-SVM system. The proposed algorithm is applied in eight steps as follows.
(1) All images are divided into local regions.
(2) Each patch is wrapped to a fixed size, namely 64 3 64 3 3, and converted to a gray image. (3) Each patch is imported into the pre-trained AlexNet, shown in Table 1 , and the proposed CNN, shown in Table 2 . Note that the pooling layer is used to select the features after convolutions at the CNN, while PCA is used for reducing them before importing the large features obtained from the CNN in this algorithm into the inputs of the SVM. Thus, the obtained features are de-correlated and classification is achieved quickly with less computation. [42] [43] [44] In this paper, the feature dimension is fixed to 800 to achieve both fast and accurate solutions. In addition, we employed two different network architectures in the proposed algorithm. In the first architecture, we constructed a pre-trained AlexNet. 22 AlexNet has five convolutional layers, some of which are put through by the max-pooling layers, and three fully connected layers, as shown in Table 1 . When we used the pre-trained AlexNet network, we resized each image or each image patch (227 3 227) to match the dimensions of the input of the AlexNet. In the second architecture, we constructed a nine-layer CNN, given the architecture in Table 2 . In this network architecture, two more convolution layers were added to AlexNet and a fully connected layer was reduced. Thus, a deeper model was designed, which leads to better performance. 44 The proposed system can also be used for object detection. In object detection, each image is divided into patches, which are then warped to a fixed input size. A pre-trained AlexNet and the proposed network are used to extract the features relating to each patch. A two-class 
Experiments
To evaluate the performance of the proposed LM-CNN-SVM system, we conducted experiments on two well-known datasets -Caltech-101 45, 46 and Caltech pedestrian 47 in this section. We carry out experiments by using MatConvNet and Vlfeat toolboxes in MATLAB. 48, 49 MatConvNet is a computer vision toolbox that allows for the use of a GPU, thanks to CUDA support. In our experiments, we use the NVIDIA GTX960.
Experimental results on object recognition
We used the Caltech-101 database for object recognition. The database consists of 101 object categories, except for a background category of 9144 images with large interclass variability. 46 Each class has a different number of images between 31 and 800. The database includes both rigid objects, such as airplanes, cars, bikes, chairs, cars, and cameras, and non-rigid objects, such as sheep, lions, and cows. We constructed training and testing sets with respect to an experimental setup procedure used in previous research 45, 46 for a fair comparison. We conducted the training set by randomly selecting 15 or 30 images per category, and the testing was set to no more than 50 images per category, since the dimension of some categories is very small. We normalized each image by subtracting from the per-pixel mean across all images. We divided each of the images into nine patches and then resized them to 64 3 64 3 3. We converted all images to gray scale. We located all the images as an array into a matrix. We applied a stochastic gradient descent with a minimum batch size of 30 and with the learning rates for weights and biases as 0.001 and 0.02, respectively. After we extracted the features using LM-CNNs, we applied PCA to the outputs of the final fully connected layer. We fed the reduced features as the input to the linear SVM classifier. In order to determine regularization parameters, we employed five-fold cross-validation in the range from 2 -10 to 2 10 . We fused the outputs of the SVM classifiers relating to each path. For this aim, we applied a decision fusion rule by using a weighted majority voting rule. All experiments were repeated 10 times with different randomly selected training and testing images, and the averages of the per-class recognition rates were recorded for each run. In the figures and tables, CNN-SVM-1 and CNN-SVM-2 show the obtained system using AlexNet and the proposed CNN architecture, respectively. Figure 4 shows the classification accuracy of the proposed single CNN-SVM-1 and 2 systems and LM-CNN-SVM-1 and 2 systems on the Caltech-101 database. As can be seen in Figure 4 , for 15 images per class, the averages of the perclass recognition rates of the proposed single CNN-SVM-1 and 2 systems and LM-CNN-SVM-1 and 2 systems are 84.80, 84.93, 87.43, and 89.80, respectively, while they are 86.80, 88.80, 91.13, and 92.80, respectively, for 30 images per class. The comparisons between the single CNN-SVM systems and the LM-CNN-SVM systems show that the LM-CNN-SVM system is always better than the single CNN-SVM system. The features extracted from CNNs make the SVM classifier more accurate, since each local region exhibits properties with a similar texture structure. In addition, we evaluated current state-of-the-art methods, including deep learning and Spatial Pyramid Matching (SPM), known as an extended version of the BoW model. The methods are briefly defined as follows:
M-HMP 50 : Multipath Hierarchical Matching Pursuit model that extracts expressive features from images through multi-pathways, similar to deep learning.
ScSPM 51 : the linear SPM model that uses a linear kernel on Spatial Pyramid Pooling of SIFT sparse codes.
LCNM 52 : Large Convolutional Network Model using a multi-layered deconvolutional network approach to visualize the feature activation.
SPP-Net 53 : CNN model applying a Spatial Pyramid Pooling process layer to remove the fixed-size constraint of the CNN. CNN S TUNE-CLS 54 : slow CNN model including the filters with small strides using a combination of deep representations and a linear SVM.
Detailed comparison results between the proposed LM-CNN-SVM systems with a number of state-of-the-art methods are given in averages of the per-class accuracies are shown in Table 3 . For 15 images per class, the ScSPM and LCNM performances are 73.20% and 83.80 6 0.50%, respectively. For 30 images per class, the performances of M-HMP, ScSPM, LCNM, SPP-Net, and CNN S TUNE-CLS are 81.40 6 0.33%, 84.30%, 86.50 6 0.5%, 91.44 6 0.70%, and 88.35 6 0.56%, respectively. Our best results were 89.80 6 0.50 % for 15 images per class and 92.80 6 0.43% for 30 images per class. It can be seen that our local multiple hybrid system is superior to the competitors at object recognition. Moreover, an increasing number of training images also improves the performance. This shows that affluent features are important for recognition with large classes and large images.
Experimental results on pedestrian detection
In the object detection application, we used the Caltech pedestrian benchmark dataset. 47 The Caltech dataset was captured over 11 sessions of 640 3 480 30 Hz video taken from a vehicle driving through regular traffic in an urban environment. We used the first five subsets for training and the others for testing. We used pedestrian images that were larger than 50 pixels in height and have at least 65% of their body parts visible. We generated the labels and evaluation code in Dollar et al. 47 In this application, we divided the images into 16 patch images for correct pedestrian detection due to a small dimension of pedestrians. We removed the regions that did not include pedestrians from the resulting image. As in Sun, 55 we measured the average miss rate to summarize the detector performance, as previous methods did. Figure 5 shows the average miss rates of the proposed algorithms on the Caltech pedestrian dataset. As can be seen from Figure 5 , the average miss rates of the proposed single CNN-SVM-1 and 2 systems and LM-CNN-SVM-1 and 2 systems are 41.12%, 39.44%, 33.43%, and 30.00%, respectively. LM-CNN-SVM-2 outperformed LM-CNN-SVM-1 and the other single CNNs.
We also compared the proposed method with the best state-of-the-art models, including deep learning and HOG. The methods are given as follows.
ConvNet 56 : CNN model generated by the combination of the unsupervised and supervised methods.
HIKSVM 57 It can be seen from the results given in Table 4 that the average miss rates of ConvNet, HIKSVM, HOG-SVM, JointDeep, SDN, MT-DPM + Context, DNNSliding, DeepCascade, and Katamari are 77.20%, 73.39%, 66%, 39.3%, 37.8%, 37.64%, 32.4%, 26.1%, and 22.0%, respectively, while the average miss rate of LM-CNN-SVM-2 is 30%. Through these analyses, it is obvious that the proposed LM-CNN-SVM-2 with an average miss rate of 30% is better than most methods based on deep learning and the HOG. There is one exception. 59 It is known from Benenson et al. 63 that the Katamari method gives very high false positive values even though it provides a low average miss rate. 62, 63 The false alarms may cause road accidents in autonomous vehicle applications. On the other hand, the cascade deep classifiers are faster than our proposed method because it does not use additional classifiers like the SVM.
The experiments demonstrate that the proposed deep model outperforms the state-of-the-art algorithms, except for that proposed by Benenson et al. 63 The proposed LM-CNN-SVM system achieves good results under partial occlusion, shadow, and background clutters for pedestrian detection.
Conclusions
In this work, we proposed a hybrid system using both the CNN and the SVM for object recognition and pedestrian detection. In a real environment, the appearance of objects varies due to the variations in light conditions, partial occlusion, the presence of shadows, and surrounding background clutters. In autonomous vehicle applications, this may cause wrong object recognition and object detection, which can lead to dangerous events. We presented a LM-CNN-SVM system to handle these challenges in this paper.
In our system, we used a pre-trained AlexNet architecture and a new CNN architecture including nine layers. We divided whole images into patches and employed the CNN to extract their discriminative features. Then we applied PCA to the features obtained from the CNN in order to decorrelate and reduce them. Finally, we imported them to the input of the SVM classifiers to increase the generalization ability of the system and, finally, effectively fused the images by using a majority voting rule. The effectiveness of the proposed object recognition method was shown by means of the average of the perclass accuracies on the Caltech-101 dataset. The obtained results demonstrated that the proposed method performed significantly well in object recognition. It was observed that the LM-CNN-SVM system achieved the highest values of accuracy, 89.80 6 0.50 and 92.80 6 0.5 for 15 and 30 images per class, respectively. Meanwhile, a comparative study was conducted on the methods of deep learning and the HOG. The results showed that the LM-CNN-SVM system significantly surpassed the state-of-the-art methods in excellence in terms of higher recognition performance.
The LM-CNN-SVM system was also applied for object detection. The performance was evaluated by means of the average miss rate on the Caltech pedestrian dataset. The obtained results demonstrated that the proposed method that the proposed method reached to a low miss rate at object recognition. The proposed method will continue to improve object recognition and detection in terms of both accuracy and speed in using for real-time applications.
