In learning-to-rank for information retrieval, a ranking model is automatically learned from the data and then utilized to rank the sets of retrieved documents. Therefore, an ideal ranking model would be a mapping from a document set to a permutation on the set, and should satisfy two critical requirements: (1) it should have the ability to model cross-document interactions so as to capture local context information in a query; (2) it should be permutationinvariant, which means that any permutation of the inputted documents would not change the output ranking. Previous studies on learning-to-rank either design uni-variate scoring functions that score each document separately, and thus failed to model the crossdocument interactions; or construct multivariate scoring functions that score documents sequentially, which inevitably sacrifice the permutation invariance requirement. In this paper, we propose a neural learning-to-rank model called SetRank which directly learns a permutation-invariant ranking model defined on document sets of any size. SetRank employs a stack of (induced) multi-head self attention blocks as its key component for learning the embeddings for all of the retrieved documents jointly. The self-attention mechanism not only helps SetRank to capture the local context information from cross-document interactions, but also to learn permutationequivariant representations for the inputted documents, which therefore achieving a permutation-invariant ranking model. Experimental results on three large scale benchmarks showed that the SetRank significantly outperformed the baselines include the traditional learning-to-rank models and state-of-the-art Neural IR models.
INTRODUCTION
Learning-to-rank has been extensively studied in both academia and industry. Usually, the task of learning-to-rank can be described as two steps. First, the training step, where a ranking model that projects each query-document pair to a ranking score is constructed and learned from labeled data such as user clicks and relevance annotations. And second, the testing step, where the learned ranking model is applied to a set of documents retrieved for a new query and finally returns a ranked document list to the users.
Traditional learning-to-rank models are usually designed on the basis of the probability ranking principle (PRP) [30] . PRP assumes that each document has a unique probability to satisfy a particular information need. Therefore, the ranking scores of documents are assigned separately and are independent to each other. Despite widely adopted, the power of PRP-based learning-to-rank methods, however, have been proved to be limited [1, 2, 20] . First, independent scoring paradigms prevent traditional learning-to-rank models from modeling cross-document interactions and capturing local context information. As shown by previous studies on pseudo relevance feedback [24] and query-dependent learning-to-rank [7] , incorporating local context information such as query-level document feature distributions can significantly improve the effectiveness of modern ranking systems. Second, as pointed by Robertson [30] , PRP works document-by-document while the results of ranking should be evaluated request-by-request. Behavior analysis on search engine users manifest that user's interactions with information retrieval systems show strong comparison patterns [22, 37] . In practice, search engine users often compare multiple documents on a result page before generating a click action. Also, studies on query-document relevance annotations show that information from other documents in the same ranked list could affect an annotator's decision on the current document [31, 36] , which challenge the basic hypothesis that relevance should be modeled independently on each document for a single information request.
Recently, a new group of learning-to-rank methods whose scoring functions take multiple documents as input and jointly predict their ranking scores have received more and more attention. For example, Ai et al. [1, 2] propose to learn context-aware querylevel ranking model that takes a sequence of documents as its input. By modeling and comparing multiple documents together, the new scoring functions, namely the multivariate scoring functions, naturally capture the local context information and produce the state-of-the-art performance on many learning-to-rank benchmarks. Nonetheless, existing multivariate scoring approaches is sensitive to the orderof the documents being inputted, which violates the permutation invariance requirement for ranking model. That is because the models used by previous works, e.g. dense neural network [2] and recurrent neural network [1] , all assume that the input is a sequence of documents and heavily biased to its initial ranking. When the initial ranking has poor performance or disturbed by accident, the performance of these models decline significantly.
Inspired by the work of Set Transformer [25] , in this paper, we propose to develop a multivariate ranking model whose input is a document set of any size, and the output is a permutation over the set. The model, referred to as SetRank, is to learn a multivariate scoring function mapping from document set to its permutation, making full use of self-attention mechanism [32] . Firstly, It receives a whole set of documents (encoded as a set of vectors) as input. Then, employs a stack of (induced) multi-head self attention blocks as its key component for learning the embeddings for the whole set of documents jointly. Finally, the output of the last block is considered as the representation of the inputted documents, and a row-wise fully connected network is used to generate the ranking scores.
SetRank offers several advantages. First of all, similar to existing work on multivariate scoring functions, SetRank considers the inputted documents as a whole via self-attention mechanism and model the interrelationship between them in ranking, which makes them more competitive than traditional learning-to-rank methods based on univariate scoring functions. Secondly, as shown in the theoretical analysis, SetRank learns a permutation-invariant function as its ranking model, that is, any permutation of the inputted documents does not change the outputted document ranking. Additionally, self-attention is an additive function which is insensitive to the size of document set, while a sequential model, such as recurrent neural network, using nested function is severely affected by the size of document set. Compared to existing learning-to-rank models which learn multivariate ranking functions defined on predefined document sequences, SetRank is more natural for document ranking and more friendly for parallel computing. Last but not least, with the help of ordinal embeddings, SetRank is enabled to involve multiple document rankings as the initial rankings, leading to high accuracy in ranking.
Experimental results on three large scale publicly available benchmarks showed that SetRank significantly outperformed the baselines including the traditional learning-to-rank models, such as RankSVM [21] , RankBoost [13] , Mart [14] , and LambdaMART [6] , and state-of-the-art neural IR models, such as DLCM [1] and GSF [2] . Analyses showed that the ranker learned by SetRank is robust to the input orders and sizes, making it to be an rational and stable ranking model.
RELATED WORK
In this section, we review previous studies that are directly related to our work, which are the research on learning-to-rank algorithms and the study of deep learning for ranking. We also review the machine learning tasks defined on sets.
Learning-to-Rank
learning-to-rank refers to a group of algorithms that apply machine learning techniques to solve ranking problems. It usually represents each query-document pair with a feature vector created by human or extracted with some data pre-processing techniques. Then, the feature vectors are fed into a machine learning model to produce scores for each document so that the final ranking can be generated by sorting documents according to their scores.
In the past two decades, learning-to-rank methods based on different machine learning algorithms [5, 14, 21] has been proposed and applied to a variety of ranking tasks including document retrieval [26] , question answering [35] , recommendation [11] , conversational search [40] , etc. Based on their loss functions, existing learning-to-rank algorithms can be categorized into three groups: pointwise [14] , pairwise [5, 21] , and listwise [8, 34] . Despite their differences on loss functions, most traditional learning-to-rank methods are constructed based on the probability ranking principle [30] , which assumes that documents should be ranked individually according to their probabilities of satisfying a particular information need. Under this assumption, they compute the ranking scores of each document separately based on their feature vectors, which is referred to as the uni-variate scoring paradigm. Through intuitive, the uni-variate scoring paradigm is sub-optimal because it limits the model's power on capturing inter-document relationships and local context information, which is important for understanding user relevance in online systems [2] .
To solve this problem, previous studies propose a new ranking paradigm that directly rank a list of documents together with a multivariate scoring function. For example, Ai et al. [1] propose to encode the local context of an initial rank list with a recurrent neural network and rerank the documents based on the latent context embedding of all documents. Bello et al. [4] , Jiang et al. [20] propose a slate optimization framework that directly predict the ranking of a list of documents by jointly considering their features together. Ai et al. [2] further formalize the idea and propose a multivariate scoring framework based on deep neural networks. In recommendation, Pei et al. [29] propose to construct a list-wise re-ranking framework that personalizes recommendation results by jointly considering the features of multiple items in the same ranked list.
In this work, we propose a new learning-to-rank model based on the multivariate scoring paradigm. Different from previous studies that conduct reranking based on an initial order of documents [1, 2, 4] , our method is permutation-invariant and can be applied directly to a set of documents with or without any preprocessing.
Deep Learning for Ranking
Recently, deep learning methods such as deep neural networks and convolution neural networks have been widely applied to IR problems. They have been proved to be effective in capturing latent semantics and extracting effective features for ranking problems. For example, Huang et al. [18] propose a deep structured semantic model for ad-hoc retrieval that directly predict the relevance of each document based on a multi-layer feed-forward network and the embedding of trigrams in document titles. Guo et al. [16] analyze the key factors of relevance modeling and propose a deep relevance matching model that ranks documents based on the matching histogram of each query and document in the latent semantic space. Later, Pang et al. [28] propose a DeepRank model that jointly considers the strength and patterns of query-document matching and uses a recurrent neural network to measure and aggregate the local relevance information for ranking. Another type of deep models, originated from NLP, treat retrieval problems as a text matching between queries and documents. For example, Hu et al. [17] propose a group of ARC models that build text representations based on word embeddings and convolution neural networks for matching proposes. Pang et al. [27] propose to match text based on a word matching matrix and propose a MatchPyramid model for paraphrase identification and question answering. Wan et al. [33] further propose a Match-SRNN model that uses a spatial recurrent neural network to capture the recursive matching structure in text matching problems.
The proposed model in this paper can be considered as a deep model for IR because we take the self-attention networks [32] , a popular neural technique used in machine learning tasks [10, 39] , as our building blocks. Different from previous models that directly extract features from raw text, we focus on a general task of learning-to-rank and assume that feature representation for each query-document pair has been computed in advance. However, it's worth noting that our model framework also supports the joint learning of features and ranking models. Also, in spite of their structures, most existing deep learning models for IR is confined to the same uni-variate scoring paradigm used by traditional learningto-rank algorithms, while our model is a listwise ranking model under the multivariate scoring paradigm.
Machine Learning Defined on Sets
Typical machine learning algorithms such as regression or classification are designed for processing fixed dimensional data instances. Recent studies showed that they can be extended to handle the case when the inputs are permutation-invariant sets [12, 25, 38] . For example, Edwards and Storkey [12] demonstrated neural statistician which is an extension of variational autoencoder and can learn statistics of datasets. Zaheer et al. [38] theoretically characterize the permutation-invariant functions and provide a family of functions to which any permutation-invariant objective function must belong. Lee et al. [25] further present the Set Transformer model to capture the interactions among elements in the input set. In this paper, we borrow the self-attention mechanism proposed in Transformer to capture the interactions among documents in ranking.
RANKING MODEL DEFINED ON SETS
In this section, we formalize document ranking as learning a multivariate scoring function defined on document sets, and then analyze the requirements of the function.
Problem Formulation
Generally speaking, the task of ranking aims to measure the relative order among a set of items under specific constrains. When ranking is completed, the arranged items is returned, called a permutation. When being applied to learning-to-rank for information retrieval, the constrain corresponds to a query q, and the set of items correspond to a set of N documents D = [d i ] N i=1 ⊆ D retrieved by the query q, and D is the set of all indexed documents. The task of ranking is to find a permutation π ∈ Π N on the document set D so that some utility is maximized, where Π N is the set of all permutations of indices {1, 2, · · · , N }.
In learning-to-rank, the ranking models are trained with a set of labeled query-document pairs. For each query q, its retrieved documents and the corresponding relevance labels are provided and denoted as ψ q = {D = {d i }, y = {y i }|1 ≤ i ≤ N }, where y i denotes the relevance label corresponds to d i . Therefore, the dataset that contains all of the training queries can be denoted as Ψ = {ψ q }. The goal of learning-to-rank is to minimize the empirical loss over the training data and to yield the optimal scoring function F (·):
where l(·) is the loss function; F (·) : D N → R N is the scoring function which is responsible for assigning scores to the documents, so that the result permutation on D can be generated by sorting with the scores:π = sort • F (D). The operator 'sort' sorts the documents in D according to the scores assigned by F (D) in descending order.
Most of the ranking models learnt by existing learning-to-rank models (including point-wise, pair-wise, and list-wise models) are uni-variate scoring functions д : D → R. They are special cases of F because F can be written as
where F (D)| i is the i-th dimension of F (D). It is a natural and direct choice that fits the probability ranking principle [30] .
Requirements of Ranking Model
We now show that a scoring function F defined on document sets should satisfy two critical requirements. First, it should be able to characterize the inter-relationship among the retrieved documents, called cross-document interaction. Second, the output of the function should not be changed under any permutation of the documents in the input set, called permutation invariance.
Cross-document Interactions.
Although the PRP principle [30] and the derived uni-variate scoring functions have been widely used in information retrieval, recent studies show that they have several limitations in real settings. The major assumption in PRP is that the relevance of a document to a query is independent of the relevance of other documents. However, Fuhr [15] pointed out that "the relevance of any additional relevant document clearly depends on the relevant documents seen before"; Robertson [30] also pointed out that "PRP works document-by-document while the results of ranking should be evaluated request-by-request"; Scholer et al. [31] , Yang [36] studied the relevance annotations and showed that information from other documents in the same ranked list could affect an annotator's decision on the current document. Therefore, we see that the assumptions underlying the classical PRP and the uni-variate scoring function shown in Equation (2), is hard to hold in some settings. It is expected that the multivariate scoring function F can deal with a more general ranking problem of taking account of the dependency information and cross-document interactions.
Permutation
Invariance. The input to a ranking model is a set that contains multiple documents. According to the definition of a set, the response of a function defined on a set should be âĂĲin-differentâĂİ to the ordering of the elements. That is, the ranking model should satisfy the permutation invariance property: the target ranking for a given set is the same regardless of the order of documents in the set. That is, if we exchange the input positions of d i and d j , it will not affect the result of the final ranking. In practice, input sequence often convey covert bias information, e.g. order by document IDs, order by create time, or order by time-consuming, which may not correlate with the usefulness of the documents and could reduce the robustness of permutation awareness model. A permutation-invariant model addresses this problem with theoretical guarantees.
One way to construct a permutation-invariant ranking model is first assigning relevance scores to the documents with a permutation equivariant scoring function, and then sorting according to the scores. Lee et al. [25] give a definition of permutation equivariant scoring function, as shown in Definition 1.
An example of a permutation equivariant function in IR ranking is the uni-variate scoring function shown in Equation (2).
OUR APPROACH: SETRANK
In this section, we penetrate into the details of our proposed SetRank model, and introduce the training method.
Overall Architecture
Inspired by the Transformer for machine translation [9, 32] and language modeling [10] , we have devised a novel ranking model defined on document sets and satisfy the above requirements. The model is referred to as 'SetRank' and is shown in Figure 1 . SetRank makes use of multi-head self attention blocks and its modifications to construct a multivariate scoring function that satisfies the crossdocument interactions and the permutation invariance requirements, additionally adapts to the set input of any size (set size adaptation).
The pipeline of document ranking in SetRank consists of three layers: representation, encoding, and ranking. First, the representation layer separately represents each inputted document as a vector of features such as the hand-crafted features used in traditional learning-to-rank models. Also, it can involve the initial ranking of the documents in feature representations through the ordinal embeddings. The initial rankings could be generated by existing ranking models such as BM25 or a trained LambdaMART model. Second, the encoding layer enriches each query-document pair feature vector by involving other feature vectors of the associated documents. Second, the encoding layer enriches each query-document pair feature vector by involving other feature vectors of the associated documents. In this paper, we use Multi-head Self Attention Block (MSAB) or Induced Multi-head Self Attention Block (IMSAB) to take a set of query-document pairs representations as their input and generate a set of new representations using the self-attention blocks. Multiple sub-layers of MSAB or IMSAB blocks are stacked together with identical structure for modeling the high-order interactions between the documents. Third, the ranking layer receives the output vectors of the top-most MSAB (or IMSAB) block, passes them to a row-wise feed-forward (rFF) function, generates relevance scores for all of the documents, and finally sorts the documents according to these scores. The following sections will introduce the details of the three layers.
Document Representation
Given a query q and its associated document set
, each of the document in D can be represented as a feature vector
where ϕ is the function for feature extraction and E is the dimension of the vector. The features extracted in traditional learning-torank are used here, including document only feature of PageRank, query-document matching features of TF-IDF, BM25 etc. In the experiments of this paper, we used the features provided by the benchmark datasets.
Besides the traditional learning-to-rank features, SetRank can optionally include the document ordinal embeddings as the input. In real search engines, the associated documents may have some prior rankings generated by the default ranking models such as BM25 or LambdaMART etc. To involve these initial ranking information and inspired by the positional embedding in Transformer [32] , we propose an ordinal embedding function P which takes the absolute ranking position of a document as input, and encodes the position to a vector as the same dimension with d i :
where rank(d i ) denotes the absolute rank position of d i in the initial ranking generated by models such as BM25, LambdaMART etc.
The ordinal embedding vectors and the learning-to-rank feature vectors are respectively added, forming a feature matrix X ∈ R N ×E for the N retrieved documents:
Note that in some cases we may have more than one initial rankings because different ranking model (e.g., BM25 and LM4IR) may be applied simultaneously. The ordinal embeddings of a document corresponding to different rankings can be summed together, forming an overall ordinal embedding vector. In this way, SetRank is enabled to input multiple initial rankings. Also note that though the ordinal embedding mechanism is similar to the position embedding in Transformer, they are different in that the position embedding characterizes the position of a word in a sequence, while the ordinal embedding in SetRank characterizes the rank of a document w.r.t. a ranking algorithm being applied to a document set. Therefore, each word inputted to Transformer has only one position embedding while each document in SetRank may have multiple ordinal embeddings.
Document Encoding with (Induced)
Multi-head Self Attention Block
The key of SetRank is the encoding component which takes the document representations X 0 = X ∈ R N ×E as input, and jointly encoding these documents as their internal codes X N b ∈ R N ×E . The encoding component is a stack of N b multi-head self attention blocks (MSAB) (or induced multi-head self attention blocks (IMSAB)) with identical structures. Each MSAB (or IMSAB) receives a set of N vectors (packed as a matrix X t , 0 ≤ t ≤ N b − 1), processes the vectors with the (induced) multi-head self attention layer followed by a layer normalization, and then through a row-wise feed-forward network (rFF) layer followed by another layer normalization. Finally, it sends the vectors X t +1 as output to the next layer of MSAB (or IMSAB). Next, we introduce the details of MSAB and IMSAB.
Multi-head self attention block (MSAB)
. MSAB is based on the attention mechanism in deep neural networks. As have shown in [32] , the attention function can be formalized as a scaled dotproduct attention with three inputs:
where Q ∈ R N q ×E denotes the attention query matrix 0 , K ∈ R N k ×E the key matrix, and V ∈ R N k ×E the value matrix. N q , N k , and E denote the number of attention query, keys/values vectors, the 0 Note that the "query" in the attention function and the "query" in IR are with different meanings. To make the attention function more flexible, additional multihead strategy is usually combined with the attention mechanism. That is, instead of computing a direct attention function, multi-head strategy first projects the inputs Q, K, V into h different spaces, each has the dimensionality ofÊ = E/h and projects with the attention function Attn(·, ·, ·) defined in Equation (3): 
where rFF(·) is a row-wise feedforward layer, and LayerNorm(·) is layer normalization [3] . The MAB is an adaptation of the encoder block of the Transformer [32] without positional encoding and dropout. Ideally, K and V can be treated as the index and context of a dictionary, while Q is the information need of the user. For simplicity, we set K = V, that means, the index is the context itself. Finally, the self-attention in MSAB is a special case of MAB when Q = K = V, as shown in Figure 2(a) . In MSAB, the model represents each document using all the document in the input set: MSAB(X) = MAB(X, X, X).
4.3.2 Induced Multi-head Self Attention Block (IMSAB). One problem with MSAB is its sensitivity to the size of input set, as will be shown in our experimental studies. The MSAB trained on the data that each query has N 0 labeled documents does not work well on the test time if the queries are associated with N 1 > N 0 documents. In most cases, N 0 is relatively small because of the expensive and time-consuming relevance label annotation. In real applications, however, it is not nature and realistic to limit the the number of documents that a query can retrieve. Previous studies showed that other multivariate scoring functions also have similar limitations [2] .
To address the problem, we employ the induced multi-head self attention [25] , or IMSAB, for enabling the model to process the inputted document set with any size. As shown in Figure 2 
Document Ranking
Stacking aforementioned MSAB or IMSAB M blocks and passing the results to row-wise feedforward neural networks, we achieve two versions of SetRank scoring functions, respectively named as SetRank MSAB and SetRank IMSAB :
where rFF 1 is a row-wise feed-forward network that projects each document representation into one real value as the corresponding ranking score. The final document rankings, thus, can be achieved by sorting the documents according to the scores:
Model Training
Following the practices in [1] , we adopt an attention rank loss function for model training. The basic idea is to measure the distance between an attention distribution generated by the ranking scores and that of generated by the relevance judgments. Given a labeled query ψ q = {D = {d i }, y = {y i }|1 ≤ i ≤ N }, where y i is the relevance label and represents the information gain of document d i for query q. The optimal attention allocation strategy in terms of relevance labels for document d i (i = 1, · · · , N ) is:
Similarly, given the predicted ranking scores {s 1 , · · · , s N } = SetRank(D), the attention w.r.t. the predicted scores for document d i (i = 1, · · · , N ) is:
. Therefore, the list-wise cross entropy loss function can be constructed on the basis of these two attention distributions:
Note that SetRank is insensitive to the input set size, especially for SetRank based on IMSAB. In the document representation step, ordinal embeddings may be involved to utilize the initial rankings. However, it stop the model from working on the input set size larger than the largest set size in the training data, because the larger ordinal embeddings are unavailable. To address the issue, we proposed a relative ordinal embedding sampling strategy during the model training. First, a max set size N max (could be a very large number) is chosen and the length of ordinal embeddings is also set to N max . Then, for each training query, we sample the start number s, constructing a sequence of index numbers [s, s +1, · · · , s +N −1] are used to replace the original document ranking indexes [1, 2, · · · , N ]. With this trick, all of positions less than N max can be trained and have their ordinal embeddings. Finally, during the test phase, the ordinal embedding index larger than N and less than N max is available, so that we can process ranking list smaller than N max .
DISCUSSIONS
We analyze the properties of SetRank and discuss its relationship from existing models.
Theoretical Analysis
The existing learning-to-rank algorithms either use uni-variate ranking function that assigns relevance scores to the retrieved documents independently, or use multivariate ranking functions defined on document sequence in which the output is sensitive to the input order of the documents. In contrast, SetRank tries to learn a permutation-invariant ranking model defined on document sets of any size. We show that the RankSet scoring functions defined in Equation (8) Proof of Proposition 1 Note that the multi-head parameters W Q i , W K i , W V i , the row-wise feedforward function rFF(·), and layer normalization LayerNorm(·) are all element wise functions. They process each item independently and identically, and thus do not affect the permutation-equivariant property of a function. Therefore, we only need to consider the permutation-equivariant of the self-attention function:
Property 1. The multi-head attention block is permutation equivariant.
Proof. Let X = {x 1 , x 2 , . . . , x N }. For simplicity and with no loss of generality we discard the scalar factor √ E, we have
For any permutation π ∈ Π N , since sum over all elements is permutation-invariant, we have
= π (SelfAttn(X)) .
□ Similarly, we have Property 2. The induced multi-head self attention block is permutation equivariant.
The property can be proved in a similar way. Also, Zaheer et al. [38] showed that the composition of permutation equivariant functions is also permutation equivariant. Thus, it is easy to show that SetRank MSAB and SetRank IMSAB are permutation equivariant.
Since the final outputted document ranking is achieved by sorting with the scores, it is obvious that the two variations of SetRank model shown in Equation (9) are permutation-invariant.
Differences with Existing Models
SetRank is inspired by the deep learning models defined on sets. In that sense, it is similar to those set-input models such as Deep Set [38] and Set Transformer [25] . However, SetRank also has several striking differences from them:
(1) The goals of the models are different. SetRank is specifically designed for document ranking in IR. The output of SetRank is a permutation over the input document set. Existing set-input models such as Set Transformer are designed for multiple instance learning, 3D shape recognition etc. The output is usually a set of instance labels.
(2) The representations for the inputs are different. Each document inputted to SetRank is represented not only by the ranking features, but also by multiple ordinal embeddings.
To the best of our knowledge, existing set-based models have no mechanism to involve the initial ranking information.
(3) The model architectures are different. SetRank consists of representation, encoding, and ranking layers. Existing setinput models, usually consists of an encoding layer for generating internal representation, followed by a decoding layer for making predictions.
Compared to the traditional learning-to-rank models which utilizes the uni-variate scoring function defined on single documents, SetRank learns a multivariate function defined on document sets and generates the scores for all the retrieved documents jointly. This means that in SetRank each document's ranking score is partially determined by all the other documents in the set. Therefore, SetRank has the ability to capture the relationship between the documents and to produce better ranking scores.
The recently proposed deep ranking models DLCM [1] and GSF [2] also take the retrieved documents as a whole when calculating their ranking scores, and have become the state-of-theart. These models make use of RNN or DNN to aggregate the inputted document sequence, making them difficult to construct a permutation-invariant model. SetRank's model, on the other hand, learns a permutation-invariant ranking model with the help of self-attention mechanism in Transformer.
EXPERIMENTS
In this section, we describe our experimental settings and results on three publicly available large scale benchmarks.
Experiment Settings
6.1.1 Datasets. The experiments were conducted on three public available learning-to-rank datasets: Istella LETOR dataset (Istella) 1 , Microsoft LETOR 30K (MSLR30K) 2 , and Yahoo! LETOR challenge set1 (Yahoo!) 3 . All these three datasets contain queries and documents sampled from real search engines. Each query-document pair was labeled by human annotators with 5-level relevance judgments ranging from 0 (irrelevant) to 4 (perfectly relevant). As for features, MSLR30K represents each query-document pair with ranking features extracted by human exports; Yahoo! and Istella represent each query-document pair with the actually feature vectors used in the online systems. In the experiments, we conducted 5-fold cross validation on MSLR30K, and used the predefined train/valid/test split in Yahoo! and Istella. More characteristics of the three datasets are listed in Table 1 . RankBoost [13] : Another classic pairwise learning-to-rank model based on boosting; MART [14] : A pointwise learning-to-rank algorithm based on gradient boosting regression trees; LambdaMART [6] : An extension of MART that directly optimize NDCG in training. LambdaMART has been widely used in commercial search engines. The state-of-the-art deep learning-to-rank models based on multivariate scoring functions were also adopted as the baselines:
DLCM [1] : A deep learning-to-rank model that use local context information to re-rank a list of documents. In DLCM, RNN is used to encode the initial document list. GSF [2] : A groupwise scoring model that ranks documents based on group comparisons.
For RankSVM, we used the implementations in SVM rank 4 ; For RankBoost, Mart, and LambdaMART, we used the implementations in RankLib 5 . For DLCM and GSF, we used the implementations and settings reported in Github repositories: DLCM 6 and TF-Ranking 7 .
All models were tuned and selected based on their performances on the validation set in terms of NDCG@10. Following the practices in [1] , we set the RankSVM parameter C = 200; the training rounds of RankBoost as 1000. For tree-based models, the number of trees is set to 1000 and the leaf number 20.
Normalized Discounted Cumulative Gain (NDCG) [19] is used to evaluate the performances of the ranking models. To show the model performances at different positions, we reported the NDCG values at the ranks of 1, 3, 5, and 10.
SetRank Settings. We tested four variations of the SetRank model, include
SetRank MSAB : using stacked MSAB for documents encoding, without ordinal embeddings; SetRank IMSAB : using stacked IMSAB for documents encoding, without ordinal embeddings; SetRank init MSAB : using stacked MSAB for documents encoding, and ordinal embeddings based on the initial document ranking generated by LambdaMART; SetRank init IMSAB : using stacked IMSAB for documents encoding, and ordinal embeddings based on the initial document ranking generated by LambdaMART.
In all of the experiments, the SetRank models were configured to have 6 stacked blocks, each has 256 hidden units and 8 heads. In order to fit the hidden dimension of the MSAB or IMSAB, we further appended a rFF 256 on ϕ(q, d i ) to reshape the dimension of d i to 256. For SetRank IMSAB and SetRank init IMSAB , the induced dimension M is set to 20. The gradient descent method Adam [23] with learning rate 0.001 is used to optimize the objective.
Following the practices in [1] , in all of the experiments we retrieved top 40 documents per query using LambdaMart. The ranking models were trained on these retrieved documents and then used to re-rank the documents. The initial document rankings using in DLCM, SetRank init MSAB and SetRank init IMSAB are generated by Lamb-daMART. For fair comparison, we also evaluated DLCM without the initial rankings, denotes as DLCM w /o init .
The source code and experiments of SetRank can be found at http://github.com/hide-for-anonymous-review. Table 2 lists the experimental results on the three datasets: Istella dataset, MSLR30K dataset, and Yahoo! dataset, respectively. For convenient comparisons, we categorized the baselines and the four versions of SetRank into three groups: models based on univariate scoring functions (i.e., RankSVM, RankBoost, Mart, and LambdaMart), models based on multivariate scoring functions and without initial rankings (i.e., DLCM w /o init , GSF, SetRank MSAB , and SetRank I MSAB ), and models based on multivariate scoring functions and with initial rankings by LambdaMART (i.e., DLCM, SetRank init MSAB , and SetRank init I MSAB ). Comparing the performances of the first group and the second (and the third) groups, we can see that the ranking models based on multivariate scoring functions are in general performed better than those based on uni-variate scoring functions. The multivariate models using LambdaMart as the initial rankings performed significantly better than LambdaMart, though LambdaMart is a very strong baseline. The results indicate that the multivariate scoring functions are superior to uni-variate ones because they captured the contextual information and document interactions during ranking.
Experimental Results
Also noted that SetRank outperformed the baselines of DLCM and GSF, in the cases of both with and without the initial rankings. In Istella dataset, without the initial rankings, SetRank IMSAB improved DLCM w /o init about 0.05 points in terms of NDCG@1; with the initial rankings, SetRankinit IMSAB improved DLCM about 0.02 points in term of NDCG@1. Similar phenomenon can be observed on other datasets with other evaluation measures. As discussed previously, the RNN in DLCM is very sensitive to the orders the document being inputted [1] . SetRank, on the other hand, learns a permutation-invariant ranking model and thus is more robust.
Comparing the performances of SetRank MSAB and SetRank IMSAB , we found that in most cases SetRank IMSAB achieved better document rankings. This is because the IMSAB blocks can automatically adapt to input set of any size, which makes the ranking model more robust.
Empirical Analyses
We now investigate the reasons that SetRank outperforms the baseline methods, using the results on Istella dataset as examples. Figure 3 : The performance curves of ranking models w.r.t. the number reversed document pairs per query in the initial rankings.
6.3.1
The effects of permutation invariance. We conducted experiments to show that permutation invariance property helps to learn a ranking model robust to the noises in the initial ranking list. Specifically, we randomly reversed some document pairs in the ranking lists generated by LambdaMart for each query. The processed document lists are then feeded as the initial rankings to DLCM and SetRank init ISMAB in the test phase, while both of DLCM and SetRank init ISMAB model are trained using the clean ranking list. Figure 3 illustrates the performance curves in term of NDCG@10 w.r.t. the number reversed document pairs. We can see that, with the increasing number of reverse pairs (i.e., with more noise) in the initial rankings, both SetRank init ISMAB and DLCM performed worse. However, much more performance declines are observed with DLCM. This is because DLCM encodes the input documents with an RNN, which is sensitive to any of the permutations on the input set.
We also illustrate the performance curve of SetRank ISMAB , which did not use the ordinal embedding, in Figure 3 . We can see that the performances of SetRank ISMAB did not change w.r.t. the number of reversed document pairs. The results confirmed the correctness of the theoretical analysis in Proposition 1: SetRank is a permutationinvariant ranking model.
6.3.2
The effects of set size adaptation. In this part, we want to test the effects of ISMAB which enables the set size adaptation ability of SetRank.
We first trained and tested the DLCM and SetRank models (without the initial rankings) on the data that each query was associated with N documents (N = N 0 = N 1 = 40, 240, or 500). From the corresponding results shown in Table 3 (lines in which "# docs associated per query" in training set and in test set are identical), we can see that the three models, DLCM w /o init , SetRank MSAB and SetRank I MSAB have similar performances on different set sizes. It indicates that when the document sets have similar sizes in phase of training and test, the performances of the models tend to be unchanged.
Nevertheless, when we trained the DLCM and SetRank models on queries associated with 40 documents (N 0 = 40) and tested the models on queries associated with 240 and 500 documents (N 1 = 240 Table 3 (lines in which "# docs associated per query" in training set is 40, and in test set is 240 or 500), we can see that the performance drop (see the ∆ values in the brackets) in terms of NDCG@10 for DLCM w /o init is big, indicating that the sequential model DLCM w /o init is sensitive to the test set size. For example, when the models were trained on queries associated with 40 documents while tested on queries with 240 documents, the performance drop for DLCM w /o init is 0.0334, which is double compared to SetRank M S AB and six times compared to SetRank I M S AB .
Additionally, note that the performance drop of SetRank MSAB is much severe than that of for SetRank I M S AB , indicating that projecting variance set size to a fixed number of cluster centers as IMSAB does, reduces the sensitivity of the test set size. For example, when the models were trained on queries associated with 40 documents while tested on queries with 240 documents, the performance drop for SetRank I M S AB in terms of NDCG@10 is 0.0049, while the number is 0.0164 for SetRank M S AB .
6.3.3
The effects of initial rankings. One advantage of SetRank is that it can involve zero, one, or multiple initial document rankings as inputs, through adding one or more ordinal embeddings. We conducted experiments to test the effects of the initial rankings in SetRank. Specifically, we tested the performances of SetRank I MSAB with no initial ranking, SetRank init I MSAB with one initial ranking based on LambdaMart, and SetRank mul t i−init I MSAB with four initial rankings based on LambdaMart, Mart, RankSVM, and RankBoost. Table 4 reports the performances of these three SetRank variations in terms of NDCG at the positions of 1, 3, 5, and 10. From the results, we found that (1) SetRank init I MSAB with one initial ranking performed better than SetRank I MSAB which has no initial ranking, indicating that initial rankings do help to improve the performances;
(2) SetRank mul t i−init I MSAB with 4 initial rankings performed a little bit better than SetRank init I MSAB which used only one initial ranking, indicating that multiple rankings provide limited helps in improving the ranking accuracy. One possible reason is that LambdaMART has provided significantly better document rankings comparing to other ranking models, which makes the information obtained from other ranking models less useful in our experiments.
CONCLUSION
In this paper, we proposed a novel learning-to-rank model for information retrieval, referred to as SetRank. In contrast to existing models, the scoring function in SetRank is designed as a multivariate mapping from a document set to a permutation, and satisfy two critical requirements: cross-document interactions and permutation invariance. Self-attention mechanism in Transformer is employed to implement the scoring function. SetRank offers several advantages: efficiently capturing local context information, naturally involving (multiple) initial rankings, robust to input noise, and high accuracy in ranking. Experimental results on three large scale datasets show that SetRank outperformed the traditional learning-to-rank models and state-of-the-art deep ranking models. Analyses showed that the two requirements did help to improve the performance and robustness of SetRank model.
