We study the problem of community detection in a random hypergraph model which we call the stochastic block model for k-uniform hypergraphs (k-SBM). We investigate the exact recovery problem in k-SBM and show that a sharp phase transition occurs around a threshold: below the threshold it is impossible to recover the communities with non-vanishing probability, yet above the threshold there is an estimator which recovers the communities almost asymptotically surely. We also consider a simple, efficient algorithm for the exact recovery problem which is based on a semidefinite relaxation technique.
Although many clustering problems are known to be NP-hard, typical data we encounter in applications are very different from the worst-case instances. This motivates us to study probabilistic models and average-case complexity for them. The stochastic block model (SBM) is one such model that has received much attention in the past few decades. In the SBM, we observe a random graph on the finite set of nodes where each pair of nodes is independently joined by an edge with probability only depending on the community membership of the endpoints.
It is natural to consider the community detection problem for higher-order relations. A number of authors have already considered problems of learning from complex relational data [ALZM`05, Gov05, ABB06] and it has several applications such as folksonomy [GZCN09, ZGC09] , computer vision [Gov05] , and network alignment problems for protein-protein interactions [MN12] .
We consider a version of SBM for higher-order relations, which we call the stochastic block model for k-uniform hypergraph (k-HSBM): we observe a random k-uniform hypergraph such that each set of nodes of size k appears independently as an (hyper-)edge with probability only depending on the community labels of nodes in it. k-HSBM was first introduced in [GD14] and investigated for its statistical limit in terms of detection [LML`17] , the minimax misclassification ratio [LCW17, CLW`18], and as a testbed for algorithms including naive spectral method [GD15a, GD15b, GD`17] , spectral method along with local refinements [Abb18, CLW`18, ALS18] and approximate-message passing algorithms [ACKZ15, LML`17] .
We focus on exact recovery, where our goal is to fully recover the community labels of the nodes from a random k-uniform hypergraph drawn from the model. For exact recovery, the maximum a posteriori (MAP) estimator always outperforms any other estimators in the sense that it has the highest probability of correctly recovering the solution. We prove that for the k-HSBM with two equal-sized and symmetric communities, exact recovery shows a sharp phase transition behavior, and moreover, the threshold can be characterized by the success of a certain type of local refinement. This type of phenomenon was mentioned as "local-to-global amplification" in [Abb18] , and was proved in [ABH16] for the usual SBM with two symmetric communities (corresponds to 2-HSBM) and more generally in [AS15a] for SBMs with fixed number of communities. Our result can be regarded as a direct generalization of [AS15a] to k-uniform hypergraphs.
Furthermore, we analyze a certain convex relaxation technique for the k-HSBM. We consider an algorithm which uses a semidefinite relaxation, based on the "truncateand-relax" idea in our previous work [KBG17] . We prove that our algorithm guarantees exact recovery with high probability in a parameter regime which is orderwise optimal.
We remark that in [Abb18] it was suggested that the local refinement methods together with an efficient partial recovery algorithm would imply the efficient exact recovery up to the information-theoretic threshold. An explicit algorithm exploiting this idea appears in [CLW`18, ALS18] with a provable threshold for their algorithm to be successful. We note that the threshold of the algorithm of [CLW`18] matches with the statistical threshold we derive, hence there is no gap between statistical and computational thresholds. On the other hand, we prove that our SDP-based algorithm does not achieve the statistical threshold when k ě 4.
The Stochastic Block Model for graphs: An overview
Before we discuss the main topic of the paper, we start by discussing the usual stochastic block model to motivate our work.
The stochastic block model (SBM) has been one of the most fruitful research topics in community detection and clustering. One benefit of it is that, being a generative model we can formally study the probability of inferring the ground truth. While data from the real-world can behave differently, the SBM is believed to provide good insights in the field of community detection and has been studied for its sharp phase transition behavior [MNS13, AS15a, ABH16] , computational vs. informationtheoretic gaps [CX16, AS15c] , and as a test bed for various algorithms such as spectral methods [Mas14, Vu14] , semidefinite programs [ABH16, HWX16, JMRT16] , belief-propagation methods [DKMZ11, AS15b, AS16] , and approximate messagepassing algorithms [VSMGA14, CLR16, DAM16, LKZ17] . We recommend [Abb18] for a survey of this topic.
For the sake of exposition, let us consider the symmetric SBM with two equalsized clusters, also known as the planted bisection model. Let n be a positive integer, and let p and q be real numbers in r0, 1s. The planted bisection model with parameter n, p and q is a generative model which outputs a random graph G on n vertices such that (i) the bipartition pA, Bq of V defining two equal-sized clusters is chosen uniformly at random, and (ii) each pair tu, vu in V is connected independently with probability p if u and v are in the same cluster, or probability q otherwise. Note that this model coincides with Erdős-Rényi random graph model Gpn, pq, when p and q are equal.
The goal is to find the ground truth pA, Bq either approximately or exactly, given a sampled graph G. We may ask the following questions regarding the quality of the solution.
• (Exact recovery) When can we find pA, Bq exactly (up to symmetry) with high probability?
• (Almost exact recovery) Can we find a bipartition such that the vanishing portion of the vertices are mislabeled?
• (Detection) Can we find a bipartition such that the portion of mislabeled vertices is less than 1 2´ǫ for some positive constant ǫ?
There are a number of works regarding these questions in the algorithmic point of view or in the sense of statistical achievability. The following is a short list of the states-of-the-art works regarding the model:
• Suppose that p " a log n n and q " b log n n where a and b are positive constants not depending on n. Then, exact recovery is possible if and only if p ? a´?bq 2 ą 2. Moreover, there are efficient algorithms which achieves the informationtheoretic threshold [ABH16, HWX16] .
• Suppose that p " a n and q " b n where a and b are positive constants not depending on n. Then, the detection is possible if and only if We further note that those sharp phase transition behaviours and algorithms achieving the threshold are found for general stochastic block models [AS15c, Abb18] , [LML`17, LKZ17] . This paper focuses on exact recovery.
The Stochastic Block Model for hypergraphs
The stochastic block model for hypergraphs (HSBM) is a natural generalization of the SBM for graphs which was first introduced in [GD14] . Informally, the HSBM can be thought as a generative model which returns a hypergraph with unknown clusters, and each hyperedge appears in the hypergraph independently with the probability depending on the community labels of the vertices involved in the hyperedge.
In [GD14] , the authors consider the HSBM under the setting that the hypergraph generated by the model is k-uniform and dense. They consider a spectral algorithm on a version of hypergraph Laplacian, and prove that the algorithm exactly recovers the partition for k ą 3 with probability 1´o n p1q. Subsequently, the same authors extended their results to sparse, non-uniform (but bounded order) setting, studying partial recovery [GD15b, GD15a, GD`17] .
We note that sparsity is an important factor to address in recovery problems of different types: exact recovery, almost exact recovery, and detection. In the case of the SBM for graphs, we recall that the average degree must be Ωplog nq to assure exact recovery, and the average degree must be Ωp1q to assure detection. Conversely, the point of the sharp phase transition lies exactly in those regimes. We may expect similar behaviour for the k-uniform HSBM. For exact recovery, it was confirmed that the phase transition occurs in the regime of logarithmic average degree, by analyzing the optimal minimax risk of k-uniform HSBM [LCW17, CLW`18]. For detection, the phase transition occurs in the regime of constant average degree [ACKZ15] . The authors of [ACKZ15] proposed a conjecture specifying the exact threshold point, based on the performance of belief-propagation algorithm. Also, such results for the weighted HSBM were independently proved in [ALS18] and a exact threshold of the censored block model for uniform hypergraphs was classified in [ALS16] .
In this paper, we consider a specific k-uniform HSBM with two equal-sized clusters. Let us remark that in the SBM case, we had two parameters p and q where the probability that an edge ti, ju appears in the graph is p or q depending on whether i and j are in the same cluster or not. For an hyperedge of size greater than 2, there are different ways to generalize this notion, but we will focus on a simple model that the probability that a set e of size k appears as a hyperedge depends on whether e is completely contained in a cluster or not.
Let n be a positive even number and let V " rns be the set of vertices of the hypergraph H. Let k ě 2 be an integer. Let p and q be numbers between 0 and 1, possibly depending on n. We denote the collection of size k subsets of V by`V k˘. The k-HSBM with parameters k, n, p and q, denoted HSBMpn, p, q; kq, is a model which samples a k-uniform hypergraph H on the vertex set V according to following rules.
• σ is a vector in t˘1u V chosen uniformly at random, among those with the equal number of´1's and 1's. We may think´1 and 1 as community labels.
• Each e " te 1 ,¨¨¨, e k u in`V k˘a ppears independently as an hyperedge with probability
We say e is in-cluster with respect to σ for the first case, and cross-cluster w.r.t. σ for the other case.
Our goal is to find the clusters from a given hypergraph H generated from the model. We specially focus on exact recovery, formally defined as follows. Definition 1. We say exact recovery in HSBMpn, p, q; kq is possible if there exists an estimator p σ which only fails to recover σ up to a global sign flip with vanishing probability, i.e., P pσ,Hq"HSBMpn,p,q;kq pp σpHq R tσ,´σuq " o n p1q.
On the other hand, we say exact recovery in HSBMpn, p, q; kq is impossible if any estimator p σ fails to recover σ up to a global sign flip with probability 1´o n p1q, i.e., P pσ,Hq"HSBMpn,p,q;kq pp σpHq R tσ,´σuq " 1´o n p1q for any p σ.
We remark that H must be connected for exact recovery to be successful. In Erdős-Rényi (ER) model for random hypergraphs, it is known that a random hypergraph from the ER model is connected with high probability only if the expected average degree is at least cpk´1q log n p n´1 k´1 q for some c ą 1 1 . Together with the works in [ALS18] and [CLW`18] , this motivates us to work on the parameter regime where
or some constant α and β.
Main results
We first establish a sharp phase transition behaviour for exact recovery in the stochastic block model for k-uniform hypergraphs. We will assume that the parameter k is a fixed positive integer not depending on n, and edge probabilities decay as
nd q " β log ǹ n´1 k´1w
here α and β are fixed positive constants. Asymptotics in this paper are based on n growing to infinity, unless noted otherwise. In case of exact recovery, the maximum a posteriori (MAP) estimator achieves the minimum error probability. The MAP estimator corresponds to the maximumlikelihood (ML) estimator in this model since the partition is chosen from a uniform distribution. Hence, it is sufficent to analyze the performance of the ML estimator to prove Theorem 1.
On the other hand, we ask whether there exists an efficient algorithm which recover the hidden partition σ achieving the information-theoretic threshold. Note that the ML estimator (which achieves the minimum error probability) is given by
This is in general hard to compute. For example, when k " 2 and p ą q, it reduces to find a balanced bipartition with the minimum number of edges crossing given a graph G, also known as MIN-BISECTION problem which is NP-hard. However, there is a simple and efficient algorithm which works up to the threshold of the ML estimator in case of k " 2. This algorithm is based on a standard semidefinite relaxation of MIN-BISECTION [GW95] .
For general k-HSBM, we propose an efficient algorithm using a "truncate-andrelax" strategy. Given a k-uniform hypergraph H on the vertex set V , let us define a weighted graph pG H , wq on the same vertex set where the weights are given by wpijq " #pe P EpHq : ti, ju Ď eq for each ti, ju P`V 2˘. Let p σ trunc be an optimal solution of
wpijqx i x j subject to x P t˘1u V and 1 T x " 0, which is equivalent to finding the min-bisection of the weighted graph pG H , wq. Now, consider the following semidefinite program:
This program is a relaxation of the min-bisection problem above, since for any feasible x in the original problem corresponds to a feasible solution X " xx T in the relaxed problem. The ML estimator attempts to maximize the function f H pxq " log P pσ,Hq"HSBMpn,p,q;kq pH " H|σ " xq over the vectors in the hypercube t˘1u V with equal number of´1's and 1's. We can write f H pxq as a multilinear polynomial in x, since x 2 i " 1 for all i. Let f p2q H pxq be the quadratic part of f H pxq. Then, maximizing f p2q H pxq is equivalent to find the minbisection of pG H , wq. This justifies our term truncate-and-relax, as in our previous work [KBG17] . Now, let p ΣpHq be the solution of (1.1). We prove that this estimator correctly recovers the hidden partition with high probability up to a threshold which is orderwise optimal.
Theorem 2. Suppose α ą β. Then p
ΣpHq is equal to σσ T with probability 1´o n p1q if I sdp pα, βq ą 1 where
It is natural to ask whether this analysis is tight. The proof proceeds by constructing a dual solution which certifies that σσ T is the unique optimum of (1.1) with high probability. Following [Ban16] , the dual solution (if exists) is completely determined by pG H , wq which has the form of a "Laplacian" matrix. Precisely, the major part of the proof is devoted to prove that the matrix L of size VˆV with entries
is positive-semidefinite with high probability. We use the Matrix Bernstein inequality to prove that the fluctuation }L´E L} is smaller compared to the minimum eigenvalue of E L w.h.p., under the assumption I sdp pα, βq ą 1. However, we believe that it can be improved by a direct analysis of }L´E L}. Numerical simulations and discussions which supports our belief can be found in Section 5.
Finally, we complement Theorem 2 by providing a lower bound of the truncateand-relax algorithm. Recall that the algorithm tries to find a solution in the relaxed problem (1.1). It implies that if the min-bisection of pG H , wq is not the correct partition σ, then the truncate-and-relax algorithm will also return a solution which is not equal to σσ T . Hence, we have
We find a sharp threshold for the estimator p σ trunc pHq recovering σ or´σ successfully.
Theorem 3. Suppose α ą β. Let I 2 pα, βq be defined as following:
If I 2 pα, βq ă 1, then p σ trunc pHq is not equal to neither σ nor´σ with probability 1´o n p1q. On the other hand, if I 2 pα, βq ą 1, then p σ trunc pHq is either of σ or´σ with probability 1´o n p1q.
We note that
Ipα, βq " max
hence Ipα, βq ă I 2 pα, βq for any α ą β ą 0. Figure 1 shows the relations between I, I 2 and I sdp for k " 6. Theorem 3 and the discussion above implies that the truncate-and-relax algorithm fails with probability 1´o n p1q if I 2 pα, βq ą 1. We conjecture that this is the correct threshold of the performance of the algorithm. In future work, we will attempt to prove this conjecture by improving the matrix concentration bound as discussed above.
ΣpHq " σσ T with probability 1´o n p1q. 
Maximum-likelihood estimator
Recall that p σ M LE pHq is a maximizer of the likelihood probability PpH " H|σ " xq (ties are broken arbitrarily). Let f H pxq " log PpH " H|σ " xq for x P t˘1u V .
For brevity, let us first introduce a few notations. Let x P t˘1u V . Let x " lk be a vector in t0, 1u p V k q where
for each e " te 1 ,¨¨¨, e k u Ď V . Let H be a k-uniform hypergraph on the vertex set V with the edge set EpHq. Let A H be the vector in t0, 1u p
for each e P`V k˘. Note that
1te is in-cluster with respect to xu.
Hence, xA H , x " lk y is equal to the number of in-cluster edges in H with respect to the partition x. The ML estimator tries to find the "best" partition x P t˘1u V with equal number of 1's and´1's. Intuitively, if p ą q, i.e., in-cluster edges appears more likely than cross-cluster edges (we call such case assortative), then the best partition will correspond to x which maximizes the number of in-cluster edges w.r.t. x. On the other hand, if p ă q (we call such case disassortative) then the best partition will corresponds to the minimizer, respectively. The following proposition confirms this intuition. We defer the proof to Section B.1 in the appendix.
3 Sharp phase transition in HSBMpn, p, q; kq
In this section, we prove Theorem 1. The techniques we use can be seen as a hypergraph extension of the techniques used in [ABH16] .
Informally, we are going to argue that the event for the ground truth σ being the best guess (i.e. σ is the global optimum of the likelihood function) can be approximately decomposed into the events that σ is unimprovable by flipping the label of v for v P V . This type of phenomenon was called local-to-global amplification in [Abb18] which seems to hold for more general classes of the graphical model.
Let p f ail be the probability that the ML estimator fails to recover the hidden partition, i.e., p f ail " P pσ,Hq"HSBMpn,p,q;kq pp σ M LE pHq R tσ,´σuq .
As we have seen in the previous section, the ML estimator p σ M LE pHq is a maximizer of xA H , x " lk y over the choices of x P t˘1u V such that 1 T x " 0. Thus, p f ail is equal to the probability that xA H , x " lk y ě xA H , σ " lk y happens for some x R tσ,´σu satisfying the balance condition 1 T x " 0.
Lower bound
We first prove the impossibility part of Theorem 1. For concreteness, we focus on the assortative case, i.e., p ą q but the proof can be easily adapted for the disassortative case.
Before we prove the lower bound, let us consider the usual stochastic block model for graphs which corresponds to k " 2 in order to explain the intuition of the proof. Given a sample G, partition σ and a vertex v P V , let us define the in-degree of v as indeg G,σ pvq " #pvw P EpGq : σ v " σ w q, and the out-degree of v as outdeg G,σ pv; σq " #pvw P EpGq : σ v ‰ σ w q.
We will omit the subscript G, σ if the context is clear.
Suppose that there are vertices v and w from different clusters such that the in-degree of each vertex is smaller than the out-degree of each vertex. In this case, swapping the label of v and w will yield a new balanced partition with greater number of in-cluster edges, hence the ML estimator will fail to recover σ. Now, suppose that Ppindegpvq ă outdegpvqq " ωpn´1q for all v. If those events were independent, we would get
and vise versa for w. It would imply that there is a "bad" pair pv, wq with probability 1´o n p1q hence the ML estimator fails with probability 1´o n p1q. We remark that this argument is not mathematically because the in-degrees of vertex v and w (as well as out-degrees of them) are not independent as they share a variable indicating whether tv, wu is an edge or not. However, we can overcome it by conditioning on highly probable event which makes those events independent, as in [ABH16] .
We extend the definitions of in-degree and out-degree for the k-HSBM as indeg H,σ pvq " #pe P EpHq : v P e, e is in-cluster w.r.t. σq, outdeg H,σ pvq " #pe P EpHq : v P e, e is cross-cluster but eztvu is in-cluster w.r.t. σq.
Observe that they coincide with the corresponding definition for the usual SBM (k " 2). We note that the sum of in-degree and out-degree is not equal to the degree of v, the number of hyperedges in H containing v when k ě 3. We extended those definitions in this way because any edge e which is neither in-cluster nor crosscluster but eztvu is in-cluster does not contribute on xA H , x " lk y when we flip the sign of the label of v. Now, note that the in-degree and the out-degree of v are independent binomial random variables with different parameters. To estimate the probability P pindegpvq´outdegpvq ă 0q , we provide a tight estimate for the tail probability of a weighted sum of independent binomial variables in Section A. Precisely we prove that Ppindegpvq´outdegpvq ă´δ log nq " n´I pα,βq`onp1q as long as δ " δpnq vanishes as n grows, where Ipα, βq " 1 2 k´1´? α´aβ¯2 .
As we discussed, if Ipα, βq ă 1 then the tail probability is of order ωpn´1q and it implies that the ML estimator fails with probability 1´o n p1q.
Proof. Let A " tv P V : σ v "`1u and B " V zA. For a P A and b P B, let us define σ pabq to be the vector obtained by flipping the signs of σ a and σ b . By definition, σ pabq is balanced. We are going to prove that with high probability there exist a P A and b P B such that xA H , σ " lk y ď xA H , pσ pab" lk y. For simplicity, let Σ " σ " lk and Σ pabq " pσ pab" lk . Note that
We recall that if E v for v P V were mutually independent, we can exactly express the right-hand side as˜1´ź
aPA Pp E a q¸˜1´ź
bPB Pp E b qb ut unfortunately it is not the case. To see this, let us fix a P A and a 1 P A. pA H q e .
They share variables pA H q e for e satisfying ta, a 1 u Ď e Ď A. The expected contribution of those variables is p`| A|´2 k´2˘" o n p1q, so we may expect
In the similar spirit, we are going to prove that for an appropriate choice of U Ď V , the events tE a u aPU XA and tE b u bPU XB are approximately independent, so
Together with the tight estimate on PpE v q, it would give us a good lower bound on p f ail . Let U Ď V be a set of size γn where |U X A| " |U X B|. We will choose γ " γpnq later to be poly-logarithmically decaying function in n. Let S be the set of e P`V ks uch that e contains at least two vertices in U . We would like to condition on the values of tpA H q e u ePS , which captures all dependency occurring among E v 's for v P U . Let δ " δpnq be a positive number depending on n which we will choose later, and let F be the event that the inequality max vPU ÿ ePS:eQv pA H q e ď δ log n holds. For each a P A X U , let E 1 a be the event that the inequality ÿ eĎA:eXU "tau pA H q e´ÿ e:eXU "tau eztauĎB pA H q e ď´δ log n is satisfied. We claim that E 1 a X F Ď E a . It follows from the direct calculation, as if we assume E 1 a X F , then pA H q e`δ log n ď 0.
We get
Note that E 1 v only depends on the set of variables tpA H q e : e X U " tvuu, which are mutually disjoint for v P U . Also, tpA H q e : e P Su is disjoint with any of those sets of variables. Hence, events F and tE 1 v u vPU are mutually independent, and we get
P˜ď
Let us first prove Pp F q " o n p1q. Let X v be the random variable defined as
for v P U . We have
PpX v ą δ log nq by a union bound. Note that
og n " Θpγ log nq.
Using a standard Chernoff bound, we get the following lemma. For completeness, we include the proof in the appendix (Section A.1).
Lemma 1. Let X be a sum of independent Bernoulli variables such that E X " Θpγ log nq where γ " o n plog´1 nq. Let δ be a positive number which decays to 0 as n grows, with δ " ω n plog´1 nq. Then, P pX ą δ log nq ď n´δ log δ γ`o np1q .
Letting γ " log´3 n and δ " plog log nq´1, we get δ log δ γ " 3 log log n´log log log n log log n " 3´o n p1q
and so Pp F q " n´3`o np1q " o n p1q. Now, we would like to prove that ź
and since we assumed that Ipα, βq ă 1 and γ " log´3 n, we get
and similarly ś bPBXU Pp E 1 b q " o n p1q as desired. To estimate the probability that E 1 a happens, let Y a and Z a be random variables defined as Y a " ÿ eĎA:eXU "tau pA H q e and Z a " ÿ e:eXU "tau eztauĎB pA H q e .
Recall that E 1 a is the event that Y a´Za ď´δ log n holds. Lemma 2. Let Y be a binomial random variable from BinpN, pq and Z be a binomial random variable from BinpN,where N "`1 2 k´1˘on p1q˘`n´1 k´1˘, p " PpY´Z ď´δ log nq " n´I pα,βq`onp1q .
In fact, we derive a generic tail bound for weighted sum of binomial random variables (Theorem 10) in Section A of the appendix. Lemma 2 is a direct corollary of Theorem 10 and we defer the proof to Section A.2.
Upper bound
We are going to use a union bound to prove the upper bound. Let x and σ be vectors in t´1,`1u V . The Hamming distance between x and σ (denoted dpx, σq) is defined as the number of v P V such that x v ‰ σ v . Note that if x and σ are balanced, then dpx, σq " #pv P V :
hence dpx, σq is even. Let us fix σ and let H be a k-uniform random hypergraph generated by the model under the ground truth σ. We note that the distribution of the random variable xA H , x " lk´σ" lk y is invariant under the permutation of V preserving σ, hence it only depends on dpx, σq. Hence, there is a quantity p pdq f ail which satisfies
" lk´σ" lk y ě 0q
for any x with dpx, σq " d. Moreover, p Recall that the ML estimator fails to recover σ if and only if xA H , x " lk y ě xA H , σ " lk y for some balanced x P t˘1u V which is neither σ nor´σ. We remark that we count the equality as a failure, which will only make p f ail larger. By union bound, we have
PpxA H , x " lk´σ" lk y ě 0q
We note that there is a one-to-one correspondence between a balanced x and a pair of sets pU`, U´q where
and we must have dpx, σq " 2|U`| " 2|U´| since x is balanced. Hence, the number of balanced x's with dpx, σq " d is equal to`n {2 d{2˘2
. We have
Now, let us formally state the main result of this section.
Theorem 5. Suppose that Ipα, βq ą 1. Then,
and it implies that p f ail " o n p1q.
Proof. Let d be even number in between 1 and n 2 . Choose any balanced x with dpσ, xq " d, and let X d be
Let A " tv : σ v " 1u and A 1 " tv : x v " 1u. We say e crosses A if e X A and ezA are both non-empty (and respectively for A 1 ). Then,
if e doesn't cross A 1 but crosses A 1 if e crosses A 1 but doesn't cross A 0 otherwise. A simple combinatorial argument shows that N 1 " #pe : e Ď A 1 and e crosses Aq`#pe : e Ď V zA 1 and e crosses Aq
and N 2 " N 1 by the symmetry. Hence,
where
We claim that
for some positive constants C 1 and C 2 which does not depend on n or d. Assuming that the claim is true, we get
and ÿ n log log n ďdď n 2ˆn {2 d{2˙2 p pdq f ail ď n 2¨n´C 2¨n log log n ď n´ω np1q , hence p pdq f ail " Opn´ǫ {2 q as desired. To complete the proof, we are going to use the tail bound derived in Section A. Let us first focus on the case that d ě n log log n . We have
k´2 n˙k´1 plog log nq k´ˆ1´1 log log n˙k" p1`o n p1qq 1 2 k´1¨n log log n¨ˆn´1 k´1˙.
We get p pdq f ail ď expˆ´Ωˆn log n log log n˙ẇ hich follows from Theorem 10. Since`n {2 d{2˘2 ď 2 n , we get n{2 d{2˙2 p pdq f ail ď expˆ´Ωˆn log n log log n˙`O pnq˙, which is still e´Ω p n log n log log n q .
If d ă n log log n , then N d " p1`o n p1qq d 2 k´1¨`n´1 k´1˘. Using Theorem 10 with hpnq " d, c 1 " 1, c 2 "´1, α 1 " α, α 2 " β, ρ 1 " 1 2 k´1 and ρ 2 " 1 2 k´1 , we get p pdq f ail ď exp p´p1´o n p1qqIpα, βq¨d log nq .
Since`n {2 d{2˘2 ď n d and Ipα, βq ą 1, we havê n{2 d{2˙2 p pdq f ail ď exp p´p1´o n p1qqpIpα, βq´1q¨d log nq ď C 1 n´d ǫ{2 for some constant C 1 ą 0 which does not depend on n and it concludes the proof.
Truncate-and-relax algorithm
In this section, we propose an algorithm based on the standard semidefinite relaxation of maximization problem of quadratic function on the hypercube t˘1u V . We also prove that this algorithm achieves the optimal threshold up to a constant multiplicative factor. We will only focus on the assortative case (i.e. p ą q) but the algorithm could be adapted for disassortative cases with a different threshold which only depends on α and β, which we will not derive in this paper. Let H " pV pHq, EpHqq be a k-uniform hypergraph, and recall that we defined the weighted graph pG H , wq on the vertex set V pHq where weights are given by wpijq " #pe P EpHq : ti, ju Ď eq.
We may think G H be a multigraph realization of H, by replacing each hyperedge e in H by the k-clique on e. For brevity, let us define the adjacency matrix W of pG H , wq as the symmetric n by n matrix such that its diagonal entries are zero, and W ij " wpijq for each pair ti, ju Ď V . We defined the estimator p σ trunc as p σ trunc :" argmax
On the other hand, recall that the ML estimator p σ M LE is the maximizer of
over balanced x's. Note that px " lk q e " 1txres " p1, 1,¨¨¨, 1qu`1txres " p´1,´1,¨¨¨,´1qu
If we collate the terms by its degrees, then we have
x i x j‚`p higher order termsq.
Let g H pxq be the homogeneous multilinear polynomial of degree 2 defined as
which is a constant multiple of the degree 2 part of xA H , x " lk y. Then,
This justifies the name "truncate-and-relax". Instead of computing the maximum of a high-degree polynomial xA H , x " lk y, we first approximate it by a quadratic polynomial g H pxq. Although optimizing g H pxq over a hypercube is still an NP-hard problem, we consider a convex relaxation of it. It turns out that the optimum of the relaxed problem allows us to recover the ground truth˘σ with high probability if α and β satisfies I sdp pα, βq ą 1 for some function I sdp .
Laplacian of the adjacency matrix
Before we delve into the semidefinite relaxation that our algorithm uses, let us take a detour with a spectral algorithm which can also be thought as a relaxation of max g H pxq.
Recall that W is the adjacency matrix of a weighted graph. For x P t˘1u n with the corresponding bisection pA, Bq where A " tv : x v " 1u and B " rnszA, we have
so maximizing g H pxq is equivalent to the minimum bisection problem (MIN-BISECTION):
MIN-BISECTIONpW q : min
The Laplacian of W is a matrix L W defined as L W " D´W where D is the diagonal matrix with entries
Equivalently,
where e i is the vector with the entry pe i q i " 1 and zero elsewhere. It implies that
hence MIN-BISECTIONpW q is equivalent to minimizing x T L W x over balanced x in t˘1u n . By relaxing the condition x P t˘1u n to }x} 2 2 " n, we get
Note that L W is positive semidefinite and the minimum eigenvalue of L W is zero, since it is diagonally dominant and 1 T L W 1 " 0. Hence, the optimal solution of the relaxed problem corresponds to an eigenvector of the second smallest eigenvalue of L W , scaled to have norm ? n. It motivates us to suggest a spectral algorithm with the following two stages:
• (Relaxation) We compute a unit eigenvector ξ of the second smallest eigenvalue of L W .
• (Rounding) We round ? n¨ξ to the closest point on t˘1u n , which corresponds to x with x v " sgnpξ v q.
We remark that in [GD14, GD15b, GD`17], the authors generalize this idea to the case when we have three or more clusters. Their algorithm computes eigenvectors of k smallest eigenvalues to associate each vertex with a vector in R k , and uses k-means clustering on them to find the community label of each vertex. Their algorithm has a few advantages such as that it applies to weak recovery and detection as well as exact recovery, that it generalizes to non-uniform models, and that it runs in nearly-linear time in n. However, it only works in a order-wise suboptimal parameter regime, requiring p and q be at least Ω´l og 2 n n k´1¯f or exact recovery. Subsequently, in [ALS18] and independently in [CLW`18], spectral algorithms with an additional local refinement step were proposed, and it was proved that both algorithms achieve exact recovery in the regime where p and q are Ω´l og n n k´1¯, which matches the statistical limit in terms of order in n. Also, we note that it was mentioned in [Abb18] that the local refinement technique used for the SBM can be extended to the hypergraph case, together with a partial recovery algorithm in [ACKZ15] . Finally, we remark that it was proved in [CLW`18] that their algorithm achieves the statistical limit shown in this paper. In other words, there is an efficient algorithm which recovers the ground truth almost asymptotically surely whenever Ipα, βq ą 1.
Semidefinite relaxation and its dual
Let X " xx T . Then, the condition that x P t˘1u V and 1 T x " 0 is equivalent to that X is a symmetric n by n positive semidefinite rank-one matrix such that X ii " 1 for all i P V and 1 T X1 " 0. If we relax the rank condition, then we get the following semidefinite program equivalent to (1.1) as argued in the introduction: maximize xW, Xy subject to X ii " 1 for all i P rns xX, 11
T y " 0
The dual of (4.1) is
We recall that p Σ was defined as the optimum solution of the primal program (4.1), and we say p Σ recovers the ground truth σ if p Σ " σσ T . In the case of k " 2 (the usual SBM), it is known that the relaxed SDP achieves exact recovery up to the statistical threshold even without the local refinement step [HWX16] . We prove that for any k ě 2 our algorithm successfully recover the ground truth, as long as I sdp pα, βq ą 1 which is slightly weaker than the statistical threshold Ipα, βq ą 1. On the other hand, we show that for k ě 4 our algorithm fails with probability 1´o n p1q for some pα, βq even when exact recovery is statistically posible (see the next section).
Let X be an optimum solution of the primal and let pD, λq be an optimum solution for dual. Then by complementary slackness we get xX, D`λ11 T´W y " 0. Conversely, if X is a feasible solution for the primal and pD, λq is a feasible solution for the dual, then X and pD, λq are optimal if xX, D`λ11 T´W y " 0. It implies that X " σσ T is optimal if there exists dual feasible solution pD, λq such that
which is equivalent to
Proposition 2. Let Π be the projector matrix onto the orthogonal complement of the span of t1, σu, i.e.,
If ΠL Γ Π is positive semidefinite, then σσ T is an optimal solution for (4.1). Moreover, if the third smallest eigenvalue of ΠL Γ Π is positive, then σσ T is the unique optimum.
Proof. First note that pD Γ , λq is a feasible solution for the dual if there exists λ such that D Γ´W`λ 11 T is positive semidefinite. By multiplying diagpσq on the both side, it is equivalent to that L Γ`λ σσ T is positive semidefinite for some λ. This condition is satisfied if and only if ΠL Γ Π ľ 0 and hence σσ T is an optimal solution for the primal. Moreover, if λ 3 pΠL Γ Πq ą 0 then there exists λ such that L Γ`λ σσ T is positive definite on the orthogonal complement of 1. It immediately implies that σσ T is the unique optimal solution for the primal.
In the remainder of this section, we present and prove a sufficient condition for λ 3 pΠL Γ Πq ą 0. We also present and prove a necessary condition for p σ trunc being σ up to global sign flip with high probability.
Performance of the algorithm
We first present the main result of this section.
Theorem 6. Suppose that α and β satisfies
Then, λ 3 pΠL Γ Πq ą 0 with probability 1´o n p1q.
We remark that Theorem 6 implies Theorem 2. To prove 6, we are going to use standard concentration result for the norm of the sum of random matrices. We first note that
We would like to prove that if α and β satisfies the condition in 6, then with probability 1´o n p1q,
Let 1 e be the vector in R V where p1 e q i " 1 when i P e and p1 e q i " 0 otherwise. Let σ e " diagpσq1 e . We note that
and so Γ " ÿ e pA H q e`σe σ T e´d iagp1 e q˘.
It implies that
Proposition 3.
We have xE Hence,
Now, let us bound the operator norm of ΠpL Γ´E L Γ qΠ. We need the following version of Matrix Bernstein inequality [Tro12] .
Theorem 7 (Matrix Bernstein inequality). Let tX k u be a finite sequence of independent, symmetric random matrices of dimension N . Suppose that E X k " 0 and }X k } ď M almost surely for all k. Then for all t ě 0,
Recall that 
If σ " ω n p1q, then letting t " p1`ǫqσ ? 2 log n we have P´}ΠpL Γ´E L Γ qΠ} ě p1`ǫqσ a 2 log n¯ď n¨exp`´p1`ǫq 2 log n`oplog nqď n´2 ǫ`op1q .
Proposition 4.
Proof. EpA H q e , we have
We get the exact expression of Σ in the following lemma. We defer the proof to the section B.2 in the appendix.
2¨Π where
The lemma implies that ΠΣΠ " c 2 Π, so the norm of ΠΣΠ is equal to c 2 . Since σ 2 ď }ΠΣΠ} as we argued above, we get σ 2 ď c 2 as desired.
We are now ready to prove Theorem 6.
Proof of Theorem 6. Let ǫ be an arbitrary positive real number. By Matrix Bernstein Inequality and Proposition 4, with probability 1´Opn´2 ǫ`onp1we have }ΠpL Γ´E L Γ qΠ} ă p1`ǫq a 2c 2 log n where c 2 " pk´1q´kp1´2´k`1qα`p2´k`1´k`2qβ¯log n`oplog nq.
It implies that λ 3 pΠL Γ Πq ą 0 with probability 1´Opn´2 ǫ`onp1if k´1 2 k´1 pα´βq log n`oplog nq ą p1`ǫq a 2c 2 log n.
It reduces to
k´1 2 k´1 pα´βq ą p1`ǫq d 4pk´1qˆk 2 k α`ˆ1´k 2 k˙β˙.
Limitation of the algorithm
In the previous section, we proved that the truncate-and-relax algorithm successfully recovers σ with high probability if α and β satisfies
It is natural to ask whether this bound is improvable or not. Recall that p σ trunc is the optimum solution for max x T W x over balanced x's in t˘1u n . Since our algorithm is the relaxed version of it, we have P´p Σ ‰ σσ T¯ě P pp σ trunc pHq R tσ,´σuq .
The following theorem gives a condition on α and β such that that the probability that p σ trunc pHq fails to recover σ is 1´o n p1q.
Theorem 8. Let
If I 2 pα, βq ă 1, then P pp σ trunc pHq R t´σ, σuq " 1´o n p1q.
In particular, the truncate-and-relaxation algorithm fails to recover σ with probability 1´o n p1q.
Proof. The proof is a slight modification of the proof of Theorem 1. Essentially it reduces to prove that PˆX a ď´2 log n log log n˙ě n´I 2 pα,βq´onp1q .
and U " U A Y U B and a P U A are defined as in the proof of Theorem 1, and this tail bound follows from the Theorem 10. Details are deferred to Section A.3 in the appendix.
Discussion
Let us first recapitulate the main results of this paper. In the stochastic block model for k-uniform hypergraphs where the (hyper)edge probabilities are given as
or some constants α and β such that α ą β ą 0, we observed the following phase transition behaviours on exact recovery problem:
(i) If Ipα, βq ă 1, then exact recovery is not possible. Conversely, if Ipα, βq ă 1 then the ML estimator recovers the correct partition (up to a global sign flip) with probability 1´o n p1q.
(ii) If I sdp pα, βq ą 1, then the truncate-and-relax algorithm recovers the partition (up to a global sign flip) with probability 1´o n p1q.
(iii) If I 2 pα, βq ă 1, then the truncate-and-relax algorithm fails with probability 1´o n p1q.
Here I, I 2 and I sdp are functions depending on α and β (and implicitly depending on k, which we assumed to be a constant) defined as Ipα, βq " 1 2 k´1´? α´aβ¯2
We first note that sharp phase transition occurs at Ipα, βq " 1 for exact recovery. Indeed, it can be efficiently achieved, by spectral algorithms with a local refinement step as suggested in [CLW`18] . Specifically authors of [CLW`18] prove that their algorithm achieves exact recovery whenever Ipα, βq ą 1 and conjectured that Ipα, βq " 1 is the sharp threshold. We confirmed their conjecture in this work. On the other hand, there is a gap between the guaranteed performance of the truncate-and-relax algorithm and the impossibility region of the algorithm as shown in Figure 1 and Figure 2 . We are yet to show how the algorithm works in between, which is when α and β satisfies I sdp pα, βq ă 1 but I 2 pα, βq ą 1. We propose that the line I 2 pα, βq " 1 is the correct threshold for the performance guarantee of the algorithm.
Conjecture 5.1. If I 2 pα, βq ą 1, then the truncate-and-relax algorithm successfully recovers σσ T with probability 1´o n p1q.
There are a few reasons to believe this conjecture. First, if we look deeper into the proof of Theorem 2 then the main obstacle to prove the conjecture arises from when we use the matrix Bernstein inequality to bound }ΠpL Γ´E L Γ qΠ}. The matrix Bernstein inequality gives us that
In the case of k " 2, the random matrix Γ has independent entries and one can obtain a tighter bound for }L Γ´E L Γ }, via combinatorial method [FO05] , stochastic comparison argument [HWX16] , or trace method [BvH16] . Also, in [Ban16] the following bound for Laplacian random matrices was proved. Result of simulation of the truncate-and-relax algorithm for k " 6 and n " 500. Each gray-scale block corresponds to a pair pα, βq, and its color denotes the success rate over 30 trials (black corresponds to 0 success, and brighter color correspond to higher success rate). The solid line represents Ipα, βq " 1, the circled line represents I 2 pα, βq " 1, and the x-marked line represents I sdp pα, βq " 1.
Theorem 9. Let L be a nˆn symmetric random Laplacian matrix (i.e. satisfying L1 " 0) with centered independent off-diagonal entries such that ř jPrnsztiu E L 2 ij is equal for all i, and ÿ
Then, with high probability,
This bound cannot be used for k ą 2 as entries of Γ are not independent to each other. We ask whether the bound could be extended to our setting: would we have similar bound if L can be expressed as
where L pSq is nˆn symmetric Laplacian matrix such that L pSq ij is non-zero only if i, j P S?
We ran a simulation to support our conjecture. For each α and β, we generated 30 random hypergraphs according to the model, and constructed the dual certificate for each hypergraph as in the proof of Theorem 2. When the constructed dual solution is positive-semidefinite, it was counted as a success. Figure 2 shows the result of the simulation and it suggests that the true phase transition occurs at I 2 pα, βq " 1 as we proposed.
Theorem 10. Let r and s be positive integers. Let c 1 , c 2 ,¨¨¨, c r be non-zero real numbers. Let hpnq be a non-decreasing function which is Ωp1q and opn s{2 { log nq. For each i P rrs, let Y i be the random variable distributed as the binomial distribution BinpN i , p i q where
for some positive constant (not depending on n) ρ i and α i . Let X " ř r i"1 c i Y i . Suppose that (i) not all c i are positive, and (ii) ř r i"1 c i α i ρ i ą 0. Then, for any δ P p´8, ř r i"1 c i α i ρ i q, we have PpX ď p1`o n p1qqδ¨hpnq log nq " exp p´p1`o n p1qqI˚¨hpnq log nq , Proof. Let us first prove the upper bound on the tail probability. Let x " p1ò n p1qqδ¨hpnq log n. Then, by Chebyshev-type inequality, for any t ě 0 we have Here the fourth inequality follows from 1´x ď e´x. By optimizing over t ě 0, we get the desired bound.
To prove the lower bound, note that ř r i"1 c i α i ρ i´δ ą 0 and lim tÑ8 φ 1 ptq "´8. Hence, there exists unique t˚satisfying φ 1 pt˚q " 0, which is the maximizer of φptq.
Let τ i " α i ρ i e´c i t˚f or i P rrs and let y 1 ,¨¨¨, y r be integers such that ř r i"1 c i y i ď x and y i " p1´o n p1qqτ i¨h pnq log n. Such y i 's exist because p1´o n p1qqhpnq log n¨τ i logˆe α i ρ i τ iṄ i logp1´p i q "´p1`o n p1qqα i ρ i¨h pnq log n logp4e ? y i q " ophpnq log nq.
We get
PpX ď xq ě exp˜´p1`o n p1qqhpnq log n¨r where the third equality follows from that ř r i"1 c i α i ρ i e´c i t˚" δ. Hence, PpX ď xq ě exp p´p1`o n p1qqI˚¨hpnq log nq as desired.
We remark that the condition hpnq " opn s{2 { log nq is not required for the upper bound.
A.1 Proof of Lemma 1
Let us restate the lemma for readers.
Lemma 4 (Lemma 1). Let X be a sum of independent Bernoulli variables such that E X " Θpγ log nq where γ " o n plog´1 nq. Let δ be a positive number which decays to 0 as n grows, with δ " ω n plog´1 nq. Then, P pX ą δ log nq ď n´δ A standard Chernoff's bound implies that PpX ě t E Xq ďˆe t´1 t t˙E X for any t ě 0. Let t " δ log n E X . Then, PpX ě δ log nq ď exp ppt´1´t log tq E Xq " expˆˆ1´log δ log n E X˙δ log n´E X" expˆˆ1´log δ γ`O p1q˙δ log n´o n p1q"
as desired.
A.2 Proof of Lemma 2
Let a P U A . Recall that X a " ÿ e:eXU "tau c e pA H q e ,
where c e " Σ e´Σ pabq e for any b P U B . Concretely, the value of c e for e satisfying e X U " tau is determined by the size of intersection of eztau and AzU A as follows: Using Theorem 10 with c 1 " 1, c 2 "´1, α 1 " α, α 2 " β, ρ 1 " ρ 2 " 1 2 k´1 , hpnq " 1 and δ " 0, we get PˆX a ď log n log log n˙" exp p´p1`o n p1qqI˚¨log nq , where I˚" max The maximum is attained at t˚" 1 2 log´α β¯ą 0 and I˚" 1 2 k´1´? α´aβ¯2 " 1´ǫ.
Hence, PˆX a ď log n log log n˙ě n´1`ǫ´o np1q as desired.
A.3 Proof of the tail bound in Theorem 8
We recall that X a is defined as " 2 pk´1´2|e X B|q .
Hence, X a " ř k´1 r"0 c r Y r where c r " 2pk´1´2rq and Y r " BinpN r , p r q with N r "ˆn {2´|U A | k´1´r˙ˆn {2´|U B | r˙" p1`o n p1qq 1 2 k´1ˆk´1 r˙ˆn k´13
