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Abstrakt
Ciel’om tejto bakala´rskej pra´ce je pop´ısat’ technolo´giu a analy´zu komplementa´rnych DNA
cˇipov. Predstavene´ su´ niektore´ algoritmy vyuzˇ´ıvane´ pri analy´ze. Podrobnejˇsie sa venuje
problematike zhlukovania da´t, predovsˇetky´m rozobera´ varianty hierarchicke´ho zhlukovania.
Dˇalej predstavuje prehl’ad dostupne´ho komercˇne´ho aj nekomercˇne´ho softve´ru z tejto ob-
lasti. Zahr´nˇa na´vrh vlastnej implementa´cie hierarchicky´ch meto´d. V za´vere su´ porovnane´
vy´sledky s podobny´m nekomercˇny´m softve´rom.
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Abstract
The aim of this bachelor thesis is to describe the DNA microarray technology. Several
analytical algorithms are discussed. It describes closely the clustering methods, especially
several hierarchical clustering modifications. It gives a summary of available commercial and
uncommercial software for microarray analysis. The thesis describes own implementation
design of hierarchical methods. At the end, results are compared with similar uncommercial
software.
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Kapitola 1
U´vod
Nedlha´ existencia DNA cˇipov je doˆkazom vel’ke´ho pokroku na poli ge´novy´ch technolo´gi´ı
za posledne´ obdobie. Ta´to problematika vstupuje do popredia predovsˇetky´m v su´vislosti
s rozma´haju´cimi sa civilizacˇny´mi ochoreniami. Sku´manie rozdielov medzi ge´novy´mi expre-
siami chory´ch a zdravy´ch buniek mozˇno uzˇ cˇoskoro prinesie odpoved’ na mnohe´ zatial’ ne-
zodpovedane´ ota´zky. DNA cˇip umozˇnˇuje na relat´ıvne malej ploche umiestnit’ neuveritel’ne´
mnozˇstvo ge´novy´ch expresi´ı, cˇ´ım ponu´ka vedcom u´zˇasny´ na´stroj. Technika je uzˇ zna´ma
dlhsˇie, no jednotlive´ experimenty bolo doposial’ vzˇdy nutne´ robit’ oddelene. Existuje vel’ke´
mnozˇstvo technologicky´ch postupov vy´roby, naviac sa tieto prudko rozv´ıjaju´ a modifikuju´.
Svoj pohl’ad som zameral na konkre´tnu technolo´giu komplementa´rnych DNA cˇipov.
Samotny´ proces sa del´ı do niekol’ky´ch fa´z, ktore´ budu´ v pra´ci d’alej diskutovane´. Podrob-
nejˇsie rozvediem algoritmy zhlukovania da´t z´ıskany´ch z DNA cˇipov, predovsˇetky´m hierar-
chicke´ zhlukovanie. Zdokumentujem moju implementa´ciu tejto meto´dy. Zmienim sa o do-
stupnom komercˇnom aj nekomercˇnom programovom vybaven´ı, ktore´ sa venuje tejto pro-
blematike. V za´vere sa poku´sim vy´sledky porovnat’ s vy´sledkami niektore´ho nekomercˇne´ho
programu.
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Kapitola 2
Spracovanie DNA cˇipov
V za´sade existuju´ dva typy komercˇne dostupny´ch DNA cˇipov, a to tzv. sklene´ prefabrika´tove´
DNA cˇipy, v ktory´ch su´ zasadene´ jednotlive´ fragmenty cDNA na sklenenu´ vrstvu. Druhy´m
typom su tzv. oligonukleotidove´ biocˇipy s vysokou hustotou, ktore´ spocˇ´ıvaju´ v synte´ze oli-
gonukleotidov in situ (napr´ıklad technolo´gia AffyMetrix GeneChips[13]). V ra´mci ty´chto
dvoch vel’ky´ch skup´ın existuje cely´ rad roˆznych technolo´gi´ı. Detailnejˇs´ı popis ty´chto tech-
nologicky´ch postupov sa vymyka´ rozsahu pra´ce, preto som sa zameral skoˆr na podrobnejˇs´ı
popis konkre´tnej technolo´gie, a to komplementa´rnych DNA cˇipov, ktore´ patria do prvej
uvedenej skupiny.
Ta´to kapitola sa zaobera´ jednotlivy´mi krokmi a postupmi vy´roby. Kl’´ucˇovy´mi su´ pre-
dovsˇetky´m vo fa´ze fyzickej realiza´cie DNA cˇipu znalosti a technologicke´ postupy z oblasti
molekula´rnej biolo´gie a genetiky. Ta´to pra´ca si urcˇite nekladie za ciel’ pokryt’ tu´to proble-
matiku z biologicke´ho a biochemicke´ho hl’adiska. Poda´va vsˇak asponˇ za´kladne´, cˇastokra´t
cˇiastocˇne zjednodusˇene´ znalosti, ktory´ch sˇtu´dium bolo pre pochopenie celkovej technolo´gie
nevyhnutne´.
2.1 Defin´ıcia za´kladny´ch termı´nov
Pre pochopenie technologicky´ch postupov je potrebny´ asponˇ za´kladny´ prehl’ad termı´nov
z oblasti biolo´gie a genetiky. Boli vyuzˇite´ informa´cie z [2] a [5]:
mRNA –vznika´ transkripciou (prepisom) genetickej informa´cie podl’a predlohy DNA. mRNA
je biochemicka´ sˇtruktu´ra, podl’a ktorej je na´sledne syntetizovana´ (v procese transla´cie)
bielkovina ako stavebny´ materia´l bunky. Cely´ tento proces je mozˇno zjednodusˇene pa-
rafra´zovat’ s prekladom programu na pocˇ´ıtacˇi. ”Zdrojovy´ ko´d“ v DNA je prelozˇeny´
do spustitel’nej podoby, ktora´ generuje morfolo´giu a funkciu bunky. Su´hrnne sa tak-
tiezˇ nazy´va ge´nova´ expresia (prejavenie sa ge´novej informa´cie v podobe nejake´ho
konkre´tneho produktu – RNA, resp. bielkoviny)
Komplementa´rna DNA –vznika´ tzv. reverznou transkripciou mRNA do komplementa´rnej
DNA (cDNA), cˇo je proces opacˇny´ k procesu transkripcie. Komplementa´rnu DNA si
mozˇno predstavit’ ako jedno z vla´kien DNA.
Hybridiza´cia –je proces pa´rovania komplementa´rnych DNA zva¨zkov (cDNA). Pra´ve vd’aka
tejto vlastnosti dus´ıkaty´ch ba´z v DNA je mozˇne´ zostrojit’ DNA cˇip.
Bunkovy´ fenotyp –je vzhl’ad bunky, to znamena´ vlastnosti genetickej informa´cie ulozˇenej
v bunke, ktore´ sa prejavia ”navonok”.
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2.2 Fa´za vy´roby
Obra´zek 2.1: Od vy´roby azˇ po analy´zu, obra´zok prevzaty´ z [12]
2.2.1 Vy´ber bunkovej popula´cie
Motiva´ciou pre vytvorenie experimentu s DNA cˇipom je porovnanie buniek, resp. ge´novy´ch
expresi´ı, ktore´ su´ v nich zako´dovane´. Jeho konsˇtrukcia umozˇnˇuje simulta´nne sku´mat’ nie-
kol’ko stoviek taky´chto ge´nov. Ochorenia buniek, ktore´ su´ touto technikou sku´mane´, mozˇno
zaradit’ medzi tzv. geneticky heteroge´nne. V praxi to znamena´, zˇe rovnaky´ defekt v bunko-
vom fenotype moˆzˇe byt’ spoˆsobeny´ dvoma u´plne rozdielnymi ge´nmi. Typicky´m pr´ıkladom
takejto choroby je rakovina.
V za´sade je potrebne´ pri experimente oddelit’ tzv. referencˇnu´ vzorku buniek (su´ to bunky
vyvinute´ pri norma´lnych podmienkach, mozˇno ich oznacˇit’ za zdrave´) a experimenta´lnu
vzorku buniek, ktora´ moˆzˇe obsahovat’ skupiny roˆznych buniek, aky´mkol’vek spoˆsobom po-
dozrivy´ch z podielu na ochoren´ı.
2.2.2 Extrakcia mRNA a reverzna´ transkripcia
K izola´cii mRNA z bunky je potrebna´ doˆkladna´ purifika´cia bunkove´ho obsahu. Proble´mom
v tejto fa´ze je z´ıskanie dostatocˇne´ho mnozˇstva mRNA, pretozˇe ta´ tvor´ı cˇastokra´t len tri
percenta´ celkove´ho mnozˇstva RNA v bunke. Samotna´ mRNA je vsˇak pomerne nestabilna´
a na´chylna´ k desˇtrukcii. Z tohto doˆvodu sa pre u´cˇely experimentu prevedie na vzorke re-
verzna´ transkripcia, vd’aka ktorej sa z´ıska komplementa´rna DNA (cDNA). Ta´ je omnoho
stabilnejˇsia.
2.2.3 Oznacˇkovanie cDNA
Aby bolo mozˇne´ detekovat’ neskoˆr na cˇipe pr´ıslusˇnost’ cDNA k referencˇnej, resp. experi-
menta´lnej vzorke, je potrebne´ ju oznacˇit’ identifikacˇnou molekulou. Je zauzˇ´ıvanou konven-
ciou, zˇe pre referencˇnu´ vzorku sa pouzˇije zelene´ farbivo (Cy3), zatial’ cˇo pre experimenta´lnu
vzorku cˇervene´ farbivo (Cy5). Takto oznacˇkovanu´ cDNA nie je esˇte v tejto fa´ze mozˇne´
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aky´mkol’vek spoˆsobom vizua´lne rozl´ıˇsit’. Je potrebne´ ju najprv presvietit’ laserom a na´sledne
odmerat’ odrazenu´ vlnovu´ d´lzˇku. Pra´ve schopnost’ odrazit’ svetlo urcˇuje mieru fluorescencie
pr´ıslusˇnej molekuly DNA.
2.2.4 Hybridiza´cia vzoriek do DNA cˇipu
Referencˇna´ aj experimenta´lna vzorka sa na´sledne hybridizuju´ do DNA cˇipu. Cˇip obsahuje
stovky azˇ tis´ıce bodov, kde kazˇdy´ obsahuje rozdielnu cˇast’ DNA sekvencie. Pokial’ vzorka
obsahuje cDNA, ktora´ je komplementa´rna k sekvencii v danom bode DNA cˇipu, tak sa
s ty´mto bodom hybridizuje. Vd’aka fluorescencˇnej molekule bude ta´to sekvencia v d’alˇs´ıch
fa´zach detekovatel’na´. V tomto zmysle je kazˇdy´ bod na cˇipe neza´visly´m priestorom, ktory´ je
schopny´ ponˇat’ dostatocˇne´ mnozˇstvo cDNA z roˆznych vzoriek bez ake´hokol’vek vza´jomne´ho
narusˇenia[2]. Hybridiza´ciou koncˇ´ı fyzicka´ realiza´cia cˇipu a d’alej je vzniknuty´ produkt v nie-
kol’ky´ch fa´zach analyzovany´. Touto etapou sa zaobera´ nasleduju´ca sekcia.
2.3 Fa´za analy´zy da´t
2.3.1 Skenovanie hybridizovane´ho cˇipu a jeho interpreta´cia
Po u´spesˇnej hybridiza´cii je DNA cˇip podrobeny´ skenovaniu. Uzˇ spomı´nane´ fluorescencˇne´
molekuly naviazane´ na jednotlive´ sekvencie cDNA su´ sˇpecificke´ svojou excitacˇnou vlnovou
d´lzˇkou (t.j. vlnovou d´lzˇkou, pri ktorej sa ”rozsvietia“).
Pri skenovan´ı je nutne´ pouzˇit’ laser s dvomi roˆznymi vlnovy´mi d´lzˇkami koresˇponduju´cimi
s excitacˇnou vlnovou d´lzˇkou fluorescencˇny´ch moleku´l. Taky´mto laserom osvetleny´ obraz sa
zaznamena´, presnejˇsie zaznamenaju´ sa dva obrazy – jeden pre ”cˇervene´” molekuly, druhy´
pre ”zelene´”. Intenzitu ty´chto svetelny´ch bodov mozˇno cha´pat’ ako kvantitat´ıvnu analy´zu
jednotlivy´ch cDNA tak, ako sa naviazali na jednotlive´ sekvencie (body) DNA cˇipu. Cˇ´ım
viac cDNA moleku´l sa naviazalo ku konkre´tnemu bodu na cˇipe, ty´m bude mat’ tento bod
pri laserovej emisii va¨cˇsˇiu intenzitu. Ked’ zva´zˇime referencˇnu´ vzorku s urcˇitou intenzitou
a experimenta´lnu vzorku s rovnakou hodnotou intenzity, potom ich zmiesˇan´ım dosta´vame
zˇltu´ farbu. Pokial’ intenzity nie su´ rovnake´, farba ma´ tendenciu priblizˇovat’ sa bud’ k zelenej
alebo k cˇervenej. Ked’ je intenzita cˇervenej farby nizˇsˇia ako intenzita zelenej farby, hovor´ıme,
zˇe ge´n je potlacˇeny´ (down-regulated), resp. nevy´razny´, slaby´. Znamena´ to, zˇe sa v tomto
experimente neprejavil, alebo sa prejavil len vel’mi ma´lo. V opacˇnom pr´ıpade hovor´ıme
o nadmernom, silnom prejave ge´nu (up-regulated). Situa´cia je zrejma´ z obra´zku 2.2, na
ktorom su´ obidva obrazy (obraz pre cˇervene´ molekuly aj obraz pre zelene´ molekuly) spojene´
do jedne´ho, aby bolo vidiet’ farebny´ efekt [2].
Z pomeru intenz´ıt cˇervenej a zelenej farby sa vypocˇ´ıta tzv. relat´ıvna u´rovenˇ ge´novej
expresie v konkre´tnom bode. Po prepocˇ´ıtan´ı vsˇetky´ch hodnoˆt dosta´vame cˇ´ıselnu´ maticu
ge´novy´ch expresi´ı, kde riadok definuje konkre´tny ge´n a st´lpec zasa konkre´tny experiment.
Samotne´ n´ızkou´rovnˇove´ spracovanie obrazu pozosta´va z troch za´kladny´ch fa´z: mriezˇ-
kovania (gridding), segmenta´cie (segmentation) a z extrakcie informa´ci´ı (information ex-
traction). Mriezˇkovanie spocˇ´ıva v lokaliza´cii jednotlivy´ch farebny´ch bodov na cˇipe. Seg-
menta´cia diferencuje pixely v ra´mci konkre´tnemu bodu na cˇipe a rozdel’uje ich na popredie
(foreground, true signal) a pozadie (background). Extrakcia informa´ci´ı ma´ dve cˇasti: ex-
trakcia intenzity bodu a extrakcia intenzity okolia. Extrakcia intenzity okolia, resp. pozadia
je doˆlezˇita´ kvoˆli nesˇpecifickej hybridiza´cii, ktora´ sa mohla na cˇipe uskutocˇnit’ a skreslila by
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Obra´zek 2.2: Obra´zok naskenovane´ho hybridizovane´ho DNA cˇipu
vy´sledok. Najcˇastejˇsie je ta´to intenzita odcˇ´ıtana´ od intenzity popredia, no existuju´ aj d’alˇsie
meto´dy [3].
2.3.2 Predspracovanie da´t
Predspracovanie da´t zahr´nˇa niekol’ko krokov.
1. Normaliza´cia
Po spracovan´ı obrazu DNA cˇipu ma´me k dispoz´ıcii cˇervenu´ a zelenu´ fluorescencˇnu´ in-
tenzitu pre kazˇdy´ bod na DNA cˇipe. Pre zhlukovaciu analy´zu je nutne´ sa uistit’, zˇe roz-
diely v intenzita´ch su´ spoˆsobene´ rozdielnymi ge´novy´mi expresiami, a nie nezˇiadanou
hybridiza´ciou, chybnou interpreta´ciou obrazu atp. Existuje cely´ rad normalizacˇny´ch
meto´d, ktore´ odstranˇuju´ tieto systematicke´ chyby a koriguju´ ty´m spra´vnost’ da´t. Viac
o ty´chto algoritmoch je mozˇne´ na´jst’ napr´ıklad v zdroji [15].
2. Nelinea´rna transforma´cia
Nesymetrickost’ z´ıskany´ch hodnoˆt je zrejma´ zo spoˆsobu ich vy´pocˇtu pomocou pomeru
intenz´ıt referencˇnej a experimenta´lnej vzorky. Pri ge´noch, ktory´ch intenzita je va¨cˇsˇia
ako u referencˇnej vzorky, sa hodnota pomeru pohybuje v rozmedz´ı jedna azˇ nekonecˇno,
pricˇom pri ge´noch s mensˇou intenzitou ako referencˇnou sa hodnota pohybuje v roz-
medz´ı nula azˇ jedna. Logaritmovan´ım ty´chto hodnoˆt (zvycˇajne sa pouzˇ´ıva dvojkovy´
logaritmus) z´ıskame pozˇadovanu´ symetrickost’ vzhl’adom k nule.
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Po spracovan´ı a vyhodnoten´ı obrazu DNA cˇipu ma´ zmysel hovorit’ o tzv. profile
ge´novej expresie. Mozˇno ho cha´pat’ ako vektor, ktory´ zapu´zdruje informa´cie o tom,
do akej miery sa ge´n prejavil v ra´mci jednotlivy´ch experimentov. Je to teda prechod
vsˇetky´mi hodnotami intenz´ıt v ra´mci konkre´tneho ge´nu[9]. Graficky by sa dal vyjadrit’
nasledovne:
Obra´zek 2.3: Profil ge´novej expresie
3. Nahradenie chy´baju´cej hodnoty a filtra´cia
Z roˆznych technicky´ch pr´ıcˇin moˆzˇu niektore´ hodnoty chy´bat’. Mnoho algoritmov spra-
covania da´t vyzˇaduje pre spra´vny chod doplnenie ty´chto hodnoˆt. Jednoduche´ na-
hradenie cˇ´ıslom 0, pr´ıpadne priemerom hodnoˆt z ostatny´ch experimentov cˇastokra´t
skresl’uje vy´sledok. Predovsˇetky´m dosadenie priemeru niekedy vycha´dza z nespra´vnej
domnienky, zˇe cˇ´ıselne´ hodnoty urcˇite´ho ge´nu su´ v ra´mci vsˇetky´ch experimentov po-
dobne´. Dokonalejˇsie techniky vycha´dzaju´ preto z pokrocˇilejˇs´ıch meto´d[1]. Niektore´
algoritmy spracovania DNA cˇipov chy´baju´ce hodnoty u´plne vynecha´vaju´ a pocˇ´ıtaju´
len s ty´mi, ktore´ existuju´. Pri vsˇetkej snahe o rekonsˇtrukciu skresleny´ch hodnoˆt je
potrebne´ v za´vere predspracovania da´t vyradit’ hodnoty, ktory´ch val´ıdnost’ zosta´va
ota´zna.
4. Sˇtandardiza´cia a zmena mer´ıtka (rescaling)
Biolo´govia sa zauj´ımaju´ predovsˇetky´m o zoskupovanie profilov ge´novy´ch expresi´ı
s rovnaky´m tzv. relat´ıvnym prejavom. To znamena´, zˇe je podstatna´ miera odklonu od
referencˇnej hodnoty a nie absolu´tna hodnota ge´novej expresie. Ide napr´ıklad o take´
ge´ny, ktore´ maju´ rozdielnu amplitu´du profilu ge´novej expresie, ale ich profil ge´novej
expresie prebieha podobne, t.j. ge´nove´ expresie stu´paju´ a klesaju´ v rovnaky´ch cˇasoch.
Pri zist’ovan´ı podobnosti jednotlivy´ch vektorov ge´novy´ch expresi´ı metrikou Euklidov-
skej vzdialenosti by pri ich porovna´van´ı vysˇla relat´ıvne vel’ka´ vzdialenost’. Take´muto
vy´sledku sa zamedz´ı sˇtandardiza´ciou a zmenou mer´ıtka profilov ge´novy´ch expresi´ı tak,
aby mali nulovy´ priemer a jednotkovu´ smerodatnu´ odchy´lku[1].
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Kapitola 3
Zhlukovacie algoritmy
3.1 U´vod
Pre d’alˇsie pozorovanie a sku´manie DNA cˇipu je potrebne´ da´ta, ktory´ch z´ıskanie bolo pred-
metom predcha´dzajucej kapitoly, d’alej spracovat’. Ciel’om je zoskupit’ jednotlive´ ge´ny na
za´klade ich profilu ge´novej expresie do biologicky zmysluplny´ch skup´ın. Na z´ıskanie ty´chto
znalost´ı sa vyuzˇ´ıvaju´ zhlukovacie algoritmy.
Vsˇeobecne mozˇno zhlukovacie meto´dy zaradit’ medzi tzv. algoritmy strojove´ho ucˇenia.
V za´vislosti od konkre´tnej meto´dy rozliˇsujeme meto´dy bez ucˇitel’a a s ucˇitel’om [3]. V pr´ıpade
meto´d bez ucˇitel’a algoritmus nedosta´va zˇiadnu informa´ciu o spra´vnosti klasifika´cie a ani
o samotnom priebehu. Jedinou informa´ciou moˆzˇe byt’ napr´ıklad pocˇet zhlukov, do ktory´ch
ma´ pr´ıklady z tre´novacej mnozˇiny klasifikovat’.
Naopak meto´dy s ucˇitel’om su´ charakteristicke´ ty´m, zˇe dostanu´ na zacˇiatku urcˇite´
mnozˇstvo informa´ci´ı o da´tach, ktore´ moˆzˇu byt’ pri zhlukovan´ı vyuzˇite´. Algoritmy z tejto sku-
piny su´ schopne´ ucˇit’ sa z informa´ci´ı, ktore´ definuju´ kazˇdy´ zhluk (va¨cˇsˇinou ide o tre´novaciu
mnozˇinu da´t) a tieto vedomosti potom aplikovat’ na nove´ da´ta pri zhlukovan´ı. Treba pove-
dat’, zˇe zhlukovacie algoritmy bez ucˇitel’a tvoria va¨cˇsˇiu skupinu, a preto budu´ v pra´ci d’alej
podrobnejˇsie diskutovane´.
Na za´klade spoˆsobu pra´ce algoritmu a formy vy´stupu je mozˇne´ vycˇlenit’ dve skupiny
zhlukovac´ıch algoritmov, a to meto´dy hierarchicke´ a nehierarchicke´. Hierarchicke´ meto´dy su´
zalozˇene´ na postupnom spa´jan´ı jednotlivy´ch zhlukov do va¨cˇsˇ´ıch celkov. Vy´sledkom ty´chto
meto´d je bina´rny strom, tzv. dendrogram, z ktore´ho je zrejma´ postupnost’ jednotlivy´ch
zhlukovac´ıch krokov.
Nehierarchicke´ meto´dy zhlukovania sa na rozdiel od hierarchicky´ch poku´sˇaju´ vzory roz-
delit’ priamo, v jednom kroku, do niekol’ky´ch zhlukov (pricˇom sa vy´sledok v kazˇdom kroku
spresnˇuje). Ako vy´sledok teda nie je k dispoz´ıcii sˇtruktu´ra zhlukov typu dendrogram. Nehie-
rarchicke´ meto´dy sa s vy´hodou pouzˇ´ıvaju´ pri obrovskom mnozˇstve da´t, kde by konsˇtrukcia
dendrogramu bola na vy´pocˇet pr´ıliˇs cˇasovo a pama¨t’ovo na´rocˇna´.
V pra´ci bude najva¨cˇsˇia cˇast’ venovana´ klasicke´mu hierarchicke´mu zhlukovaniu, ktore´
bolo d’alej predmetom mojej implementa´cie v ra´mci praktickej cˇasti.
3.2 Metriky urcˇovania podobnosti
3.2.1 Defin´ıcie pojmov
Pri vy´klade princ´ıpov zhlukovac´ıch algoritmov su´ vyuzˇ´ıvane´ pojmy prebrate´ z [6].
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• Vzor (alebo vektor vlastnost´ı, pozorovanie) x – je da´tovy´ objekt vyuzˇ´ıvany´ zhluko-
vac´ım algoritmom. Typicky pozosta´va z vektora d meran´ı: x = (x1, · · ·xd)
• Jednotlive´ skala´rne komponenty xi vzoru x sa nazy´vaju´ vlastnosti alebo atribu´ty
• d je dimenzionalita vzoru
• mnozˇina vzorov sa znacˇ´ı κ = x1, · · ·xn. i-ty´ vzor sa znacˇ´ı ako xi = (xi,1, · · ·xi,d)
V mnohy´ch pr´ıpadoch je za mnozˇinu vzorov, ktore´ maju´ byt’ zhlukovane´, povazˇovana´
matica vzorov s rozmermi n× d.
Zhlukovanie je proces, pri ktorom sa klasifikuju´ objekty, mnozˇiny da´t do urcˇity´ch pod-
mnozˇ´ın (zhlukov) na za´klade vza´jomnej podobnosti. Informa´cia o podobnosti sa z´ıskava
roˆznymi metrikami odhadu vza´jomnej vzdialenosti dvoch objektov. Vy´ber konkre´tnej meto´dy
je doˆlezˇity´, za´vis´ı od povahy atribu´tov a od pocˇtu dimenzi´ı vzoru. K vy´pocˇtu sa vyuzˇ´ıva jav
pra´ve opacˇny´ k podobnosti, a to rozdielnost’ vzorov (pattern dissimilarity). Ta´ je defino-
vana´ ich vzdialenost’ou. V kra´tkosti predstav´ım vo forme matematicky´ch vzorcov niektore´
vy´znamne´ meto´dy pre vy´pocˇet vzdialenosti dvoch vzorov resp. vektorov hodnoˆt [17].
Euklidovska´ vzdialenost’ je definovana´ ako:
d2(xi, xj) =
√√√√ n∑
k=1
(xi,k − xj,k)2 (3.1)
Je to najbezˇnejˇsia metrika zist’ovania podobnosti. Ide vpodstate o klasicky´ vy´pocˇet vzdia-
lenosti dvoch bodov.
Manhattanovska´ vzdialenost’ je definovana´ ako:
d2(xi, xj) =
n∑
k=1
|xi,k − xj,k| (3.2)
Meria vzdialenost’ dvoch bodov (objektov) ako d´lzˇku cesty, ktora´ je vedena´ v horizonta´lnom
plus vertika´lnom smere. Z obra´zku 3.1 je zrejmy´ rozdiel medzi euklidovskou a manhatta-
novskou vzdialenost’ou.
Obra´zek 3.1: Porovnanie princ´ıpu manhattanovskej a euklidovskej vzdialenosti
Chebyshevova vzdialenost’ sa nazy´va tiezˇ maxima´lna hodnota vzdialenosti. Sku´ma
absolu´tnu vel’kost’ rozdielov medzi atribu´tmi dvoch vzorov a vybera´ najva¨cˇsˇ´ı z nich.
d2(xi, xj) = max|xi,k − xj,k| (3.3)
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Minkowske´ho vzdialenost’ je generaliza´ciou predosˇly´ch meto´d urcˇovania vzdialenosti
[17]. Ked’ λ = 1 dostaneme Manhattanovsku´ vzdialenost’, ked’ λ = 2 z´ıskame Euklidovsku´
vzdialenost’. Chebyshevova vzdialenost’ je sˇpecia´lnym pr´ıpadom, kde λ =∞
d2(xi, xj) = λ
√√√√( n∑
k=1
|xi,k − xj,k|λ) (3.4)
Pearsonov korelacˇny´ koeficient vyjadruje podobnost’ dvoch vzorov odliˇsny´m spoˆsobom
ako uzˇ spomı´nane´ metriky. Ta´to meto´da urcˇuje stupenˇ linea´rneho vzt’ahu medzi dvoma pre-
menny´mi [14]. Vycha´dza zo vzorca:
r =
1
N
N∑
i=1
(
Xi − X¯
σX
)(
Yi − Y¯
σY
)
(3.5)
σX resp. σY uda´vaju´ smerodatnu´ odchy´lku pr´ıslusˇne´ho vzoru. Korelacˇny´ koeficient r sa
pohybuje v rozmedz´ı od +1 do -1. Korela´cia +1 znamena´ dokonale pozit´ıvny linea´rny vzt’ah.
To v praxi znamena´, zˇe hodnoty z obidvoch porovna´vany´ch skup´ın (v nasˇom pr´ıpade dvoch
vektorov ge´novy´ch expresi´ı) zobrazene´ na grafe patria do mnozˇiny bodov jednej priamky, su´
identicke´. Korelacˇny´ koeficient s hodnotou -1 potom znamena´ presny´ opak, teda dokonale
negat´ıvny linea´rny vzt’ah. Objekty su´ teda u´plne odliˇsne´. Podl’a [4] uvedeny´ vzorec 3.5 uda´va
vy´pocˇet tzv. centrovane´ho Pearsonovho korelacˇne´ho koeficientu. Modifika´ciou dosta´vame
necentrovany´ Pearsonov korelacˇny´ koeficient so vzorcom:
r =
1
N
N∑
i=1
(
Xi
σX
)(
Yi
σY
)
(3.6)
Rozdiel medzi uvedeny´mi funkciami spocˇ´ıva v tom, zˇe necentrovana´ varianta uvazˇuje
priemer hodnoˆt 0, aj v pr´ıpade, ked’ tomu tak nie je. Tento rozdiel sa prejav´ı v nasle-
dovnej situa´cii. Predstavme si dva vektory X a Y , ktory´ch hodnoty na grafe da´vaju´ iden-
ticky´ tvar, ale su´ od seba vzdialene´ urcˇitou konsˇtantnou vzdialenost’ou. Take´to vektory by
mali v pr´ıpade centrovane´ho Pearsonovho korelacˇne´ho koeficientu hodnotu jedna, nie vsˇak
v pr´ıpade necentrovane´ho korelacˇne´ho koeficientu.
Vy´sledky uvedeny´ch meto´d je potrebne´ ulozˇit’ do vhodnej da´tovej sˇtruktu´ry. Va¨cˇsˇinou
sa pouzˇ´ıva trojuholn´ıkova´ matica.
U =

a00 0 · · · 0
a10 a11 · · · 0
...
...
. . . 0
an0 an1 · · · ann
 (3.7)
Plat´ı, zˇe vzdialenost’ medzi i–tym a j–tym ge´nom je ulozˇena´ v prvku aij . Dˇalej plat´ı,
zˇe v pr´ıpade prvku aij , kde i = j, teda porovnania ge´nu so sebou samy´m je vzdialenost’
medzi nimi logicky nulova´. Matica je za´merne indexovana´ od nuly tak, aby koresˇpondovala
s neskorsˇou na´vrhovou sche´mou v jazyku C++.
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3.3 Hierarchicke´ zhlukovanie
Hierarchicke´ zhlukovanie je najrozsˇ´ırenejˇsou meto´dou spracovania da´t z DNA cˇipov. Jej
nespornou vy´hodou je fakt, zˇe vy´sledok algoritmu je mozˇne´ na´zorne vizualizovat’ ako ukazuje
obra´zok 3.2. Negat´ıvom je ich cˇasova´ zlozˇitost’, plat´ı O(n2), kde n je pocˇet vstupny´ch
objektov. Pozna´me dva pr´ıstupy k tvorbe dendrogramu: pr´ıstup zhora – dole, tzv. divisive
Obra´zek 3.2: Dendrogram
clustering a zdola – hore, tzv. aglomerative clustering. Pra´ve druhy´m spomenuty´m sa budem
zaoberat’ podrobnejˇsie.
Ked’ je na vstupe N objektov (vzorov) a matica podobnost´ı o rozmeroch N×N , je za´kladna´
sˇtruktu´ra algoritmu klasicke´ho aglomerat´ıvneho hierarchicke´ho zhlukovania nasledovna´[10]:
1. Zacˇni priraden´ım kazˇde´ho vzoru do zhluku tak, zˇe v pr´ıpade N vzorov dostanesˇ N
zhlukov, pricˇom kazˇdy´ obsahuje pra´ve jeden vzor. Nech vzdialenosti (alebo podob-
nosti) medzi vzniknuty´mi zhlukmi su´ rovnake´ ako vzdialenosti medzi vzormi, ktore´
obsahuju´.
2. Na´jdi najblizˇsˇ´ı (najpodobnejˇs´ı) pa´r zhlukov a spoj ich do jedne´ho zhluku tak, zˇe ma´sˇ
celkovo o jeden zhluk menej.
3. Vypocˇ´ıtaj vzdialenost’ medzi novy´m zhlukom a ostatny´mi zhlukmi.
4. Opakuj kroky 2 a 3 azˇ ky´m nevznikne jediny´ zhluk s vel’kost’ou N.
Krok 3 moˆzˇe byt’ uskutocˇneny´ roˆznymi spoˆsobmi, na za´klade cˇoho odliˇsujeme niekol’ko
variant algoritmu.
3.3.1 Meto´da single linkage (najblizˇsˇ´ı sused)
Je jednou z najjednoduchsˇ´ıch meto´d aglomerat´ıvneho hierarchicke´ho zhlukovania. Vzdiale-
nost’ medzi dvoma zhlukmi je urcˇena´ najkratsˇou mozˇnou vzdialenost’ou medzi ich cˇlenmi.
Jej princ´ıp zna´zornˇuje obra´zok 3.3. Plat´ı:
DAB = min(d(ui, vj)) (3.8)
u ∈ A, v ∈ B; ∀i ∈ [1;NA], ∀j ∈ [1;NB] (3.9)
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Obra´zek 3.3: Princ´ıp single linkage
3.3.2 Meto´da complete linkage (najvzdialenejˇs´ı sused)
Je opakom meto´dy single linkage, vzdialenost’ dvoch porovna´vany´ch zhlukov je teda urcˇena´
najdlhsˇou vzdialenost’ou medzi ich cˇlenmi. Situa´ciu znova zna´zornˇuje obra´zok 3.4. Plat´ı:
DAB = max(d(ui, vj)); (3.10)
u ∈ A, v ∈ B; ∀i ∈ [1;NA], ∀j ∈ [1;NB] (3.11)
Obra´zek 3.4: Princ´ıp complete linkage
3.3.3 Meto´da average linkage (priemerna´ vzdialenost’)
Vzdialenost’ dvoch zhlukov sa pocˇ´ıta ako priemerna´ vzdialenost’ vsˇetky´ch vza´jomny´ch vzdia-
lenost´ı objektov, ktore´ su´ v nich obsiahnute´. K dispoz´ıcii je matematicke´ vyjadrenie ako aj
graficke´ zna´zornenie na obra´zku 3.5.
DAB =
1
NANB
NA∑
i=1
NB∑
j=1
(d(ui, vj)); (3.12)
u ∈ A, v ∈ B; ∀i ∈ [1;NA] ∧ ∀j ∈ [1;NB] (3.13)
Obra´zek 3.5: Princ´ıp average linkage
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3.3.4 Meto´da average group linkage (priemerny´ vektor)
Popisuje vzdialenost’ dvoch zhlukov ako vzdialenost’ ich priemerny´ch vektorov. Znamena´ to,
zˇe pre kazˇdy´ z dvoch zhlukov je potrebne´ najprv vypocˇ´ıtat’ priemerny´ vektor jeho hodnoˆt,
tieto priemerne´ vektory na´sledne porovnat’ a vyhodnotit’ mieru podobnosti.
DAB = d(u¯, v¯); (3.14)
u¯ =
1
NA
NA∑
i=1
ui (3.15)
v¯ =
1
NB
NB∑
i=1
vi (3.16)
Vzhl’adom k tomu, zˇe posledne´ dve meto´dy da´vaju´ zva¨cˇsˇa totozˇne´ vy´sledky (v za´vislosti
od typu metriky urcˇovania podobnosti vzorov), budem d’alej v pra´ci povazˇovat’ meto´du
average group linkage za meto´du average linkage. Tak isto sa k tejto problematike stavia aj
autor v zdroji [4].
3.4 Nehierarchicke´ zhlukovanie
V u´vode tejto kapitoly uzˇ bol naznacˇeny´ princ´ıp nehierarchicke´ho zhlukovania. Snazˇ´ı sa
o dekompoz´ıciu da´tovej mnozˇiny do disjunktny´ch zhlukov v jednom kroku. Nehierarchicke´
zhlukovanie del´ıme do nasledovny´ch katego´ri´ı [8] :
1. Meto´dy Single-pass vytva´raju´ zhluky, ktore´ su´ za´visle´ od poradia vstupny´ch ob-
jektov;
2. Relocation meto´dy ako napr. k-means. Ciel’om je vytva´rat’ optima´lny rozklad objek-
tov s vopred urcˇeny´m pocˇtom zhlukov (tu moˆzˇeme vidiet’ rozdiel oproti spomı´nany´m
hierarchicky´m meto´dam, kde sme vopred neurcˇovali pocˇet zhlukov);
3. Meto´dy Nearest Neighbour, pri ktory´ch su´ zhluky vytva´rane´ z objektov, ktore´ su´
si navza´jom najblizˇsˇ´ımi susedmi.
4. Pr´ıstupy, ktore´ poskytuje oblast’ neuro´novy´ch siet´ı – napr. SOM a pod.
3.4.1 Algoritmus k–means
K-means je jedny´m z najjednoduchsˇ´ıch a najpouzˇ´ıvanejˇs´ıch algoritmov zalozˇeny´ch na ucˇen´ı
bez ucˇitel’a. Procedu´re predcha´dza zadanie mnozˇiny da´t spolu s pocˇtom zhlukov, do ktory´ch
sa maju´ tieto da´ta klasifikovat’.
Algoritmus moˆzˇeme zhrnu´t’ do nasledovny´ch krokov:
1. Z priestoru klastrovany´ch objektov na´hodne vyberieme k objektov, tie budu´ repre-
zentovat’ centra´ klastrov.
2. Kazˇdy´ objekt prirad´ıme k tomu zhluku, ktore´ho centrum je k nemu najblizˇsˇie.
3. Ak su´ vsˇetky objekty priradene´ k nejake´mu zhluku, je potrebne´ prepocˇ´ıtat’ nove´
centra´ zhlukov (priemerom) a to tak, zˇe vzdialenost’ medzi vsˇetky´mi objektmi zhluku
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a novy´m centrom zhluku bude minimalizovana´. Napr. ak ma´me v 3-rozmernom pries-
tore zhluk s dvoma bodmi X = (x1, x2, x3) a Y = (y1, y2, y3), tak centrum zhluku
bude Z = (z1, z2, z3), kde z1 = (x1 + y1)/2 a z2 = (x2 + y2)/2 a z3 = (x3 + y3)/2.
4. Opakovanie krokov 2 a 3, ky´m sa centra´ zhlukov budu´ menit’.
Meto´da je relat´ıvne efekt´ıvna. Cˇasova´ zlozˇitost’ je O(tkn), kde n je pocˇet vstupny´ch
objektov, k je pocˇet zhlukov, t je pocˇet itera´ci´ı. Va¨cˇsˇinou k, t << n. Cˇasto koncˇ´ı v loka´lnom
optime. Je vzˇdy potrebne´ sˇpecifikovat’ pocˇet zhlukov, meto´da je slaba´ pri spracova´van´ı
zasˇumeny´ch u´dajov.
3.5 Dˇalˇsie zhlukovacie meto´dy bez ucˇitel’a
Na poli analy´zy da´t z DNA cˇipov sa vyuzˇ´ıva mnozˇstvo d’alˇs´ıch algoritmov. Danˇou za
na´zornost’ klasicke´ho hierarchicke´ho zhlukovania je jeho pr´ıliˇsna´ cˇasova´ zlozˇitost’. Ta´ sa
vel’mi vy´razne prejav´ı pri vel’kom objeme da´t (sku´manie niekol’ky´ch tis´ıc ge´nov). Vedecka´
verejnost’ sa preto ubera´ k vyuzˇitiu alternat´ıvnych pr´ıstupov k tejto problematike, pre-
dovsˇetky´m ide o neuro´nove´ siete. Algoritmus Self- Organising Maps (SOM) ako pred-
stavitel’ nehierarchicky´ch meto´d vyuzˇ´ıvaju´cich neuro´nove´ siete zvla´da vel’ke´ objemy da´t a
v princ´ıpe je schopny´ poradit’ si so zasˇumeny´mi vzormi da´t, irelevantny´mi hodnotami pre-
menny´ch a roˆznymi iny´mi chybami, ktore´ sa v rea´lnych da´tach moˆzˇu vyskytnu´t’. Nevy´hodou
tohto algoritmu je podobne ako u k–means fakt, zˇe pocˇet zhlukov mus´ı byt’ od zacˇiatku
pevne dany´. Dˇalˇsie proble´my spomı´na napr´ıklad zdroj [3]. Algoritmus Self–Organizing Tree
(SOTA) vycha´dza z algoritmu SOM, je to vsˇak algoritmus hierarchicke´ho zhlukovania,
ktory´ vyuzˇ´ıva pr´ıstup zhora – dole (divisive hiearchical clustering). Obidva algoritmy maju´
linea´rnu cˇasovu´ zlozˇitost’. Blizˇsˇie informa´cie spolu s porovnan´ım a s podrobnejˇsou analy´zou
cˇasovej na´rocˇnosti poskytuje napr´ıklad [7]. Z cˇla´nku vyply´va, zˇe algoritmy vyuzˇ´ıvaju´ce
neuro´nove´ siete su´ naozaj vhodne´ na vel’ke´ mnozˇstvo da´t, t.j. pri pocˇte ge´nov viac ako 600.
V opacˇnom pr´ıpade totizˇ algoritmus klasicke´ho hierarchicke´ho zhlukovania vykazuje lepsˇie
vy´sledky.
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Kapitola 4
Softve´r na analy´zu da´t z DNA
cˇipov
Obsah tejto kapitoly bol vytvoreny´ s pomocou zdroja [18].
4.1 Analy´za obrazu
Tabul’ka 4.1 uva´dza za´kladny´ prehl’ad dostupne´ho softve´ru v tejto oblasti.
Software Platforma Typ
AIDA Array Metrix Windows komercˇny´
ArrayPRo Windows komercˇny´
Dapple Unix, prenositel’ny´ ko´d nekomercˇny´
F-scan Unix aj Windows, implementa´cia v Matlabe nekomercˇny´
GenePix Pro Windows komercˇny´
ImaGene Windows, Linux a OS X komercˇny´
Iconoclust Windows komercˇny´
Iplab Windows komercˇny´
P-scan Unix aj Windows nekomercˇny´
ScanAlyze Windows nekomercˇny´
Spot Unix, Window nekomercˇny´
TIGR Spotfinder Windows, Unix nekomercˇny´
Tabulka 4.1: Softve´r na analy´zu obrazu z DNA cˇipov
Software na analy´zu nasn´ımane´ho obrazu DNA cˇipu mus´ı vykona´vat’ tri fundamenta´lne
funkcie: mriezˇkovanie (gridding), segmenta´ciu a extrakciu informa´ci´ı. Zatial’ cˇo mriezˇkovanie
nie je zlozˇity´m proble´mom, skutocˇnou vy´zvou pre pouzˇ´ıvane´ algoritmy je segmenta´cia
obrazu a spra´vny odhad pozadia (background estimation). Vybavenie programov z tejto
katego´rie zahr´nˇa pocˇetne´ mnozˇstvo segmentacˇny´ch algoritmov ako napr´ıklad fixed circle,
adaptive circle, adaptive shape a histogram. Ako algoritmy na odhad pozadia su´ cˇasto
pouzˇ´ıvane´ napr´ıklad constant background, local background a morphological opening. Kazˇda´
z meto´d ma´ svoje silne´ aj slabe´ stra´nky, ktore´ je nutne´ pri vy´bere konkre´tneho software
zva´zˇit’.
Niektore´ komercˇne´ softve´rove´ bal´ıcˇky obsahuju´ metriky na vyhodnotenie kvality jednot-
livy´ch bodov obrazu, na za´klade ktory´ch rozhoduju´, ktore´ body obrazu vynechat’ z analy´zy.
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Na posudzovanie slu´zˇi cely´ rad parametrov, ako su´ priemer, plocha, odtlacˇok, kruhovi-
tost’ atd’. Stanovenie ty´chto a podobny´ch parametrov vsˇak pocˇ´ıta s urcˇitou konzistenciou
jednotlivy´ch bodov v obraze DNA cˇipu, cˇo nemus´ı byt’ vzˇdy tak. Moˆzˇe sa preto stat’, zˇe
sa z analy´zy vyrad´ı bod, ktory´ ma´ s´ıce dostatocˇne kvalitny´ signa´l, no nesp´lnˇa niektore´
zadane´ krite´ria´. Z tohto doˆvodu vola´ vedecka´ verejnost’ po urcˇitej sˇtandardiza´cii v tejto
oblasti a kladie si ota´zku, ako definovat’ dostatocˇne kvalitny´ bod. V tomto smere sa zda´ byt’
plausibilna´ kombina´cia klasicke´ho parametrizovania kvalitne´ho bodu a technika vyuzˇ´ıvana´
pre program UCFS Spot.
4.2 Software na dolovanie da´t
V komercˇnej, ale aj v nekomercˇnej sfe´re je v tejto oblasti pomerne bohaty´ vy´ber. Existuje
relat´ıvne mnoho podobny´ch softve´rovy´ch bal´ıcˇkov. Vo vsˇeobecnosti softve´r na dolovanie da´t
z DNA cˇipov zahr´nˇa tieto oblasti spracovania: predspracovanie a normaliza´ciu, zhlukovanie,
klasifika´ciu a vizualiza´ciu vy´sledkov. V tejto katego´rii existuju´ sˇtyri za´kladne´ typy, ktore´
sa v tejto sekcii poku´sim blizˇsˇie sˇpecifikovat’. Su´ to: turnkey syste´my, komplexne´ syste´my,
softve´r na sˇpecificku´ analy´zu a rozsˇ´ırenia existuju´cich programov.
4.2.1 Turnkey syste´my
Turnkey syste´my su´ pocˇ´ıtacˇove´ syste´my, ktore´ su´ urcˇene´ na sˇpecificky´ u´cˇel. Pojem vzni-
kol z mysˇlienky, zˇe vsˇetko, cˇo uzˇ´ıvatel’ potrebuje vykonat’ pri pra´ci s programom, je stlacˇit’
kla´vesu (turn a key). Syste´m je na´sledne pripraveny´ vykonat’ pozˇadovanu´ opera´ciu. Turn-
key syste´m na dolovanie da´t z DNA cˇipov je teda cha´pany´ v sˇirsˇom kontexte a zahr´nˇa
potrebne´ hardwarove´ vybavenie, serverovy´ softve´r, databa´zu na ulozˇenie da´t z DNA cˇipu,
klientsky´ a sˇtatisticky´ softve´r. Niektore´ bal´ıky, ako napr. Genetraffic, vyuzˇ´ıvaju´ pre jed-
notlive´ komponenty syste´mu open source programove´ vybavenie (Linux, sˇtatisticky´ jazyk
R, PostgreSQL, Apache Web server), ostatne´, ako napr´ıklad Rossetta Resolver, vyuzˇ´ıvaju´
proprieta´rne softe´rove´ technolo´gie pre server a databa´zovy´ syste´m, ako napr´ıklad SunOS a
Oracle.
Tabul’ka 4.2 uva´dza prehl’ad niektory´ch dostupny´ch bal´ıkov:
Software Platforma Typ
BASE (BioArray Software Environment) Linux nekomercˇny´
Expressionist multiplatformny´ komercˇny´
Genedirector multiplatformny´ komercˇny´
Genetraffic Windows komercˇny´
Rosetta Resolver multiplatformny´ komercˇny´
Tabulka 4.2: Prehl’ad turnkey syste´mov
Spomı´nane´ syste´my su´ va¨cˇsˇinou k dispoz´ıcii vo forme architektu´ry klient– server. Ta´to
disponuje viacuzˇ´ıvatel’sky´m rozhran´ım, cˇo je mimoriadne vy´hodne´ pre zdiel’anie da´t a vy´-
sledkov v ra´mci va¨cˇsˇej vy´skumnej skupiny, napr´ıklad vo farmaceutickom priemysle. Sa-
mozrejmost’ou je aj lepsˇia kontrola nad bezpecˇnost’ou da´t a mozˇnost’ privilegovane´ho pr´ıstupu.
Napriek tomu, zˇe pouzˇitie open source technolo´gi´ı v ty´chto syste´moch moˆzˇe vy´znamne
ovplyvnit’ cenu take´hoto produktu, vo vsˇeobecnosti vyzˇaduje pomerne vel’ke´ na´klady na ku´pu
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a preva´dzku. V mensˇ´ıch laborato´riach a vy´skumny´ch t´ımoch je preto insˇtala´cia take´hoto
syste´mu skoˆr vy´nimkou.
4.2.2 Komplexne´ programy
Komplexne´ programy poskytuju´ meto´dy z roˆznych fa´z analy´zy DNA cˇipov, od predspraco-
vania da´t, normaliza´cie, zhlukovania azˇ po vizualiza´ciu. To vsˇetko v jednom bal´ıku. Nejde
ani zd’aleka o tak robustne´ syste´my ako su´ turnkey syste´my, nedoda´vaju´ sa napr´ıklad spolu
s hardve´rom a ani s vlastnou databa´zou, cˇastokra´t vsˇak disponuju´ rozhran´ım ODBC (Open
DataBase Connectivity), ktore´ je sˇtandardom pre pr´ıstup do roˆznych databa´zovy´ch syste´mov.
Tabul’ka 4.3 uva´dza prehl’ad dostupny´ch komercˇny´ch aj nekomercˇny´ch komplexny´ch
bal´ıkov.
Software Platforma Typ
BRB ArrayTools Windows nekomercˇny´
ArrayPRo Windows komercˇny´
Cluster Windows nekomercˇny´
Gepas multiplatformny´ nekomercˇny´
dChip Windows nekomercˇny´
Expression Profiler multiplatformny´ nekomercˇny´
GeneMaths Windows komercˇny´
GeneSpring GX Windows komercˇny´
J-Express Pro Windows,Linux komercˇny´
Partek software suites Windows, Linux komercˇny´
Spot Unix, Windows nekomercˇny´
TIGR Multiple Experiment Viewer (MeV) Windows, Linux nekomercˇny´
Tabulka 4.3: Komplexne´ softve´rove´ bal´ıky
Programy tohto typu cˇastokra´t disponuju´ pomerne zauj´ımavy´mi uzˇ´ıvatel’sky´mi rozhra-
niami. Napr´ıklad v programe GeneSight je mozˇne´ prida´vat’ jednotlive´ analyticke´ kroky ako
graficke´ prvky na pracovnu´ plochu syste´mom drag and drop. Taka´to na´zorna´ vizualiza´cia
zabra´ni nezˇiaducemu viacna´sobne´mu aplikovaniu analyzacˇny´ch krokov, pr´ıpadne vynecha-
niu niektore´ho z nich. Napriek nesporny´m vy´hoda´m pouzˇitia programov z tejto katego´rie
je tu aj niekol’ko potencia´lnych riz´ık. Prvy´m z nich je proble´m s nekompatibilitou da´t,
pr´ıpadne proble´my s ich konverziou. Pokial’ program neobsahuje urcˇite´ filtre na u´pravu da´t
od roˆznych doda´vatel’ov, uzˇ´ıvatel’ si tieto mus´ı upravit’ rucˇne.
Analyticke´ spracovanie da´t z DNA cˇipov je sta´le prudko rozv´ıjaju´ci sa obor. Vznikaju´
nove´ meto´dy a pr´ıstupy k analy´ze. Ky´m sa k aplika´cii uvedie nova´ aktualiza´cia obsahuju´ca
nejaku´ novu´ meto´du, moˆzˇe prejst’ relat´ıvne dost’ cˇasu. Z tohto doˆvodu sa vy´voj niektory´ch
komplexny´ch programov (napr. GeneSpring alebo J–express & MAExplorer) ubera´ cestou
za´suvny´ch modulov. To umozˇnˇuje programa´torsky zdatny´m uzˇ´ıvatel’om doimplementovat’
cˇast’ funkcionality tej ktorej aplika´cie.
Treba d’alej spomenu´t’, zˇe na ovla´danie programov tohto typu je cˇastokra´t nevyhnutna´
asponˇ za´kladna´ znalost’ sˇtatisticky´ch meto´d a uzˇ´ıvatel’ si mus´ı byt’ vedomy´ ich obmedzenia-
mi. V opacˇnom pr´ıpade sa l’ahko moˆzˇe stat’, zˇe pr´ıde k u´plne neval´ıdnym vy´sledkom a tu´to
skutocˇnost’ si cˇastokra´t ani neuvedomı´. Toto riziko cˇiastocˇne hroz´ı aj pri turnkey syste´moch.
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4.2.3 Softve´r na sˇpecificku´ analy´zu
Softve´r z tejto katego´rie spravidla poskytuje jednu, pr´ıpadne niekol’ko sˇpecificky´ch analy´z
da´t, cˇ´ım sa l´ıˇsi od all-in-one bal´ıcˇkov z predcha´dzaju´cej katego´rie. Je vsˇak nutne´ pozname-
nat’, zˇe hranica medzi ty´mito dvoma skupinami nie je celkom jasne dana´, vo vsˇeobecnosti
vsˇak plat´ı, ze programy na sˇpecificku´ analy´zu sa zaoberaju´ uzˇsˇou problematikou a snazˇia sa
ju spracovat’ cˇo najpodrobnejˇsie. Napr´ıklad program PAM vykona´ klasifika´ciu nad ge´novy´mi
expresiami. CTWC je zasa zalozˇene´ na preveden´ı sˇpecificke´ho algoritmu na da´tach, s pro-
gramom sa komunikuje pomocou webove´ho rozhrania. GeneCluster je urcˇeny´ na norma-
liza´ciu a filtra´ciu da´t a na´sledne´ zhlukovania pomocou algoritmu Self-Organizing Map
(SOM). Programy na sˇpecificku´ analy´zu su´ va¨cˇsˇinou spojene´ s vedecky´m cˇla´nkom, ktory´
osvetl’uje sˇtatisticke´ a matematicke´ pozadie meto´dy. Vzhl’adom k tomu, zˇe ide spravidla
o sˇpecializovany´ softve´r, je cˇastokra´t potrebne´ da´ta predspracovat’ a aplikovat’ na ne d’alˇsie
u´pravy pred samotny´m nacˇ´ıtan´ım v konkre´tnom programe.
4.2.4 Rozsˇ´ırenia existuju´cich programov
Ako uzˇ bolo spomenute´, komplexne´ programove´ bal´ıcˇky niekedy disponuju´ technolo´giou
za´suvny´ch modulov. Napr´ıklad ArrayMiner je nova´ zhlukovacia utilita pouzˇ´ıvaju´ca pro-
prieta´rne zhlukovacie algoritmy a je k dispoz´ıcii jednak ako samostatna´ aplika´cia, tak aj vo
forme za´suvne´ho modulu pre program GeneSpring. Dˇalej existuje niekol’ko util´ıt, ktore´ pod-
poruju´ vy´sledky zhlukovac´ıch algoritmov ich vizualiza´ciou. Napr´ıklad programy TreeView,
Slcview a Freeview su´ prehliadacˇe dendrogramov a klastrogramov programu Cluster.
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Kapitola 5
Na´vrh a implementa´cia
5.1 U´vod
Prakticka´ cˇast’ mojej bakala´rskej pra´ce pozosta´va z implementa´cie konkre´tnej meto´dy ana-
ly´zy DNA cˇipov. Vybral som si meto´du hierarchicke´ho zhlukovania, no na´vrh som sa snazˇil
koncipovat’ tak, aby bolo mozˇne´ eventua´lne v budu´cnosti prida´vat’ d’alˇsie meto´dy analy´zy.
5.2 Sˇpecifika´cia pozˇiadaviek
Za´kladnou pozˇiadavkou je vytvorenie jednoduchej utility na zostrojenie dendrogramu kla-
sicke´ho hierarchicke´ho zhlukovania podl’a zadany´ch krite´ri´ı. Vstupom programu by mali
byt’ da´ta v presne sˇpecifikovanom forma´te a parametre ich spracovania. Ide predovsˇetky´m
o nastavenie metriky porovna´vania ge´novy´ch expresi´ı – na vy´ber bude necentrovany´ a cen-
trovany´ Pearsonov korelacˇny´ koeficient, jeho absolu´tna aj neabsolu´tna forma. Dˇalej budu´
na vy´ber tri meto´dy porovna´vania zhlukov, a to Single, Complete a Average Linkage.
Vy´stupom programu bude dendrogram vo forme XML su´boru.
5.3 Za´kladny´ konceptua´lny na´vrh aplika´cie
Obra´zok 5.1 zna´zornˇuje za´kladny´ neforma´lny na´vrh aplika´cie v podobe niekol’ky´ch komu-
nikuju´cich modulov.
Obra´zek 5.1: Sˇtruktu´ra jadra aplika´cie
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Da´ta urcˇene´ k analy´ze su´ nacˇ´ıtane´ modulom IO a ulozˇene´ do sˇpecia´lnych objektovy´ch
typov v module DATA. Takto ulozˇene´ da´ta su´ d’alej spracovane´ algoritmami z modulu AL-
GORITMY. Tento modul obsahuje za´kladnu´ sˇtruktu´ru zhlukovac´ıch algoritmov, pricˇom de-
taily a numericke´ opera´cie s da´tami su´ implementovane´ v module METO´DY. Po u´spesˇnom
ukoncˇen´ı zhlukovacieho algoritmu sa vy´sledok vd’aka modulu OUTPUT ulozˇ´ı v podobe
XML do su´boru. Jadro aplika´cie je zastresˇene´ modulom GUI, vd’aka ktore´mu dosta´va
uzˇ´ıvatel’ rozhranie pre parametriza´ciu niektory´ch opera´ci´ı (umiestnenie vstupu a vy´stupu,
vy´ber konkre´tnej meto´dy atd’.). Pri na´vrhu bol kladeny´ doˆraz na to, aby bolo mozˇne´ jed-
notlive´ moduly d’alej rozsˇirovat’, a to napr´ıklad pridan´ım d’alˇs´ıch algoritmov spracovania,
pridan´ım novy´ch metr´ık porovnania da´t v module METO´DY, pr´ıpadne ulozˇen´ım vy´sledkov
do iny´ch (graficky´ch) forma´tov.
5.4 Prehl’ad modulov
5.4.1 Modul Input
Modul spracu´va vstupne´ da´ta. Predpoklada´ nasledovny´ forma´t da´t.
Ge´n Experiment1 Experiment2
GENE1 -0.48 0.02
GENE2 0.04 -0.01
GENE3 0.1 0.3
GENE4 0.2 -0.1
Da´ta su´ oddelene´ tabula´torom, pricˇom riadky zodpovedaju´ namerany´m hodnota´m ge´novy´ch
expresi´ı cez vsˇetky experimenty, st´lpce su´ hodnoty ge´novy´ch expresi´ı vsˇetky´ch ge´nov v ra´mci
jedne´ho experimentu.
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Obra´zek 5.2: Trieda FileLoader v jazyku UML
Nacˇ´ıtanie da´t je parametrizovatel’ne´, do konstruktoru objektu FileLoader na obra´zku
5.2 je mozˇne´ zadat’ na´zov su´boru a u´daj, od ktore´ho riadku, resp. st´lpca zacˇ´ınaju´ cˇ´ıselne´
da´ta. Su´cˇasna´ implementa´cia pocˇ´ıta so zhlukovan´ım ge´nov, ked’zˇe trieda FileLoader obsa-
huje meto´dy zarucˇuju´ce naplnenie objektov z modulu DATA jednotlivy´mi riadkami matice.
Nacˇ´ıtanie jednotlivy´ch experimentov, teda nacˇ´ıtanie st´lpcov matice moˆzˇe byt’ predmetom
d’alˇs´ıch rozsˇ´ıren´ı v budu´cnosti.
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5.4.2 Modul Data
Modul implementuje da´tove´ sˇtruktu´ry uschova´vaju´ce nacˇ´ıtane´ u´daje. Obra´zok 5.3 zna´zornˇuje
jednoduchu´ dedicˇsku´ hierarchiu tried implementuju´cich ulozˇenie da´t. Zapojenie dedicˇnosti
do na´vrhu sa javilo ako vy´hodna´, pretozˇe umozˇnˇuje elegantnejˇsiu implementa´ciu zhlukova-
cieho algoritmu.
Ba´zova´ trieda GeneAnc obsahuje chra´nenu´ da´tovu´ zlozˇku typu vektor rea´lnych cˇ´ısel,
ktora´ uchova´va da´ta konkre´tneho ge´nu. Dˇalej su´ tu meto´dy implementuju´ce za´kladne´ ma-
tematicke´ opera´cie nad ty´mto vektorom, ako su´ priemer, smerodatna´ odchy´lka a d’alˇsie.
V neposlednej rade je tu pr´ıtomny´ch niekol’ko virtua´lnych meto´d, ktory´ch povinna´ imple-
menta´cia v potomkoch zarucˇuje polymorfizmus pocˇas behu algoritmu. Virtua´lna meto´da
GeneAnc::compare() a jej implementa´cia v triedach Gene a Cluster riesˇi problematiku
vza´jomne´ho porovna´vania ge´nov a klastrov. V obidvoch pr´ıpadoch sa tieto meto´dy od-
kazuju´ na meto´du z modulu METODY, ktore´ maju´ na starosti samotny´ vy´pocˇet korela´cie.
Ky´m vsˇak v meto´de Gene::compare() ide len o porovnanie dvoch instanc´ıi (instancie, ktora´
meto´du vyvolala, a odkazu na instanciu, s ktorou sa porovna´va), v pr´ıpade meto´dy Clus-
ter::compare() ide o tri roˆzne pr´ıpady (za´vis´ı od nastavenia da´tovej zlozˇky linkage v kon-
struktore triedy Cluster):
1. Single linkage – porovna´vaju´ sa vsˇetky objekty typu Gene patriace pod instanciu
triedy Cluster, ktora´ meto´du vyvolala, so vsˇetky´mi objektmi Gene patriacimi pod
parametrom odkazovanu´ instanciu triedy Cluster. Meto´da vra´ti korelacˇny´ koeficient,
ktory´ je spomedzi vsˇetky´ch najmensˇ´ı.
2. Complete linkage – podobne ako v predcha´dzaju´com bode sa porovna´va kazˇdy´ s kazˇdy´m
s ty´m rozdielom, zˇe meto´da vra´ti korelacˇny´ koeficient, ktory´ je spomedzi vsˇetky´ch
najva¨cˇsˇ´ı.
3. Average linkage – v pr´ıpade vy´beru tejto meto´dy sa uzˇ v konstruktore triedy Cluster
nastav´ı vektor hodnoˆt pre tento klaster ako priemer hodnoˆt vsˇetky´ch ge´nov, ktore´
tento klaster obsahuje.
5.4.3 Matica podobnost´ı
Matica podobnost´ı je pri urcˇovan´ı podobnost´ı a spa´jan´ı do zhlukov kl’´ucˇovou da´tovou
sˇtruktu´rou. Z doˆvodu usˇetrenia pama¨t’ove´ho priestoru je ta´to implementovana´ ako troju-
holn´ıkova´ matica, ktorej sˇtruktu´ra bola naznacˇena´ v kapitole 3.2. V pr´ıpade pouzˇitia Pearso-
novho korelacˇne´ho koeficientu pre porovnanie ge´nov maju´ prvky na diagona´le (aij , kdei = j)
danej matice hodnotu 1. Hl’adanie maxima v matici podobnost´ı predstavuje vel’mi cˇastu´
opera´ciu, pri ktorej sa mus´ı previest’ vel’ky´ pocˇet porovnan´ı (pri 100 ge´noch je to azˇ 5050 po-
rovnan´ı v prvom kroku zhlukovania). Preto som pristu´pil k optimaliza´cii podl’a cˇla´nku [16].
Optimalizovanu´ maticu zna´zornˇuje obra´zok 5.4.
Ako mozˇno vidiet’ z obra´zka, trojuholn´ıkova´ matica je doplnena´ o vektor zdruzˇuju´ci ma-
xima´ jednotlivy´ch st´lpcov. Dˇalej su´ v obra´zku naznacˇene´ sivou farbou bunky korelacˇny´ch
koeficientov medzi i-ty´m zhlukom a vsˇetky´mi ostatny´mi zhlukmi. Je zrejme´, kol’ko buniek
vektoru je treba aktualizovat’ pri modifika´ci´ı/ zrusˇen´ı klastru s indexom i.
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Obra´zek 5.3: Dedicˇska´ hierarchia
Aktualiza´cia matice:
Polozˇky vektora vl’avo od p´ısmena L: bez zmeny
Polozˇky vektora na indexe i:
• v pr´ıpade modifika´cie nastav nove´ maximum
• v pr´ıpade zrusˇenia nastav pr´ıznak zrusˇenia (predika´t Empty())
Polozˇky vektora vpravo od indexu i:
• v pr´ıpade zrusˇenia klastru na´jdi v pr´ıslusˇnom st´lpci matice
nove´ maximum a zap´ıˇs ho do vektora na poz´ıciu i
• v pr´ıpade modifika´cie klastru:
• pokial’ nova´ hodnota >= poˆvodna´ hodnota, zap´ıˇs novu´ hodnotu
• pokial’ nova´ hodnota < poˆvodna´ hodnota
• pokial’ bolo poˆvodne´ maximum pra´ve z i-teho klastru,
na´jdi v pr´ıslusˇnom st´lpci nove´ maximum
Obra´zok 5.5 zna´zornˇuje na´vrh matice podobnost´ı aj s uvedenou optimaliza´ciou v jazyku
UML.
Z diagramu vidiet’, zˇe trieda TriangMatrix obsahuje su´kromne´ da´tove´ zlozˇky mu a in-
fos. Zlozˇka mu je sˇpecializa´ciou sˇablo´ny triangular_matrix z pouzˇitej knizˇnice Boost
(www.boost.org), ktora´ implementuje trojuholn´ıkovu maticu a za´kladne´ opera´cie nad nˇou.
Zlozˇka infos je sˇpecializa´ciou sˇablo´ny vector z STL, ktora´ je naplnena´ sˇtruktu´rou Info.
Ta´to sˇtruktu´ra implementuje pra´ve jednu polozˇku vektora max´ım trojuholn´ıkovej matice
a obsahuje zlozˇky a pr´ıstupove´ meto´dy k informa´ciam o konkre´tnej polozˇke. Pri vzniku
instancie triedy TriangMatrix sa inicializuje za´rovenˇ trojuholn´ıkova´ matica ako aj vektor
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Obra´zek 5.4: Optimalizovana´ matica podobnosti prevzata´ z [16]
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Obra´zek 5.5: UML na´vrh matice podobnost´ı
hodnotou zodpovedaju´cou pocˇtom ge´nov v sku´many´ch da´tach. V triede TriangMatrix je
d’alej implementovany´ch niekol’ko meto´d na aktualiza´ciu matice, ktore´ zapu´zdruju´ opera´cie
nad jej zlozˇkou mu. Treba poznamenat’, zˇe trieda nedisponuje zˇiadnou vstavanou inteli-
genciou, o jednotlivy´ch opera´ciach nad instanciou triedy TriangMatrix rozhoduje samotny´
riadiaci algoritmus (vid’ dalej).
5.4.4 Algoritmus
Ako uzˇ bolo spomenute´ v u´vode tejto kapitoly, zameral som sa na algoritmus hierarchicke´ho
zhlukovania. Su´cˇasna´ implementa´cia zahr´nˇa vyuzˇitie Pearsonovho korelacˇne´ho koeficientu
pri porovna´van´ı jednotlivy´ch ge´nov a tri roˆzne metriky spa´jania zhlukov – single, complete
a average linkage clustering. Jednotlive´ kroky algoritmu zapu´zdruje trieda MainApp zobra-
zena´ na obra´zku 5.6. Postup cˇinnosti algoritmu je mozˇne´ zhrnu´t’ nasledovny´m pseudoko´dom:
Riadiaci algoritmus zhlukovania
while (nie su´ nacˇ´ıtane´ vsˇetky da´ta)
nacˇ´ıtaj informa´cie o ge´ne a cˇ´ıselny´ vektor do novej instancie
triedy Gene a tu´ ulozˇ do vektoru ukazatel’ov na typ GeneAnc (d’alej GeneAncVec)
Inicializuj instanciu triedy TriangMatrix (d’alej len Matrix) s vel’kost’ou
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zhodnou s pocˇtom polozˇiek v GeneAncVec.
Porovnaj kazˇdu´ polozˇku GeneAncVec s ostatny´mi v GeneAncVec pomocou
meto´dy Gene::compare() a vy´sledky zap´ıˇs do Matrix
Vytvor si ko´piu Matrix => Matrix_cpy
Vytvor si ko´piu GeneAncVec => GeneAncVec_cpy
while (Matrix_cpy obsahuje nepra´zdne indexy => predika´t Empty() vracia false)
vra´t’ indexy ge´nov, resp. klastrov, medzi ktory´mi je hodnota
korelacˇne´ho koeficientu najva¨cˇsˇia
vytvor novu´ instanciu triedy Cluster, ktorej nastav´ıˇs
index na hodnotu va¨cˇsˇieho z na´jdeny´ch indexov z predosˇle´ho kroku,
nastav ukazatele tejto instancie, aby ukazovali na objekty, ktory´ch indexy
boli na´jdene´ v predcha´dzaju´com kroku
objektu s mensˇ´ım indexom nastav v Matrix pr´ıznak Empty() na true
Ulozˇ si odkaz na vytvoreny´ cluster do pomocne´ho ukazatel’a
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Obra´zek 5.6: Trieda MainApp v jazyku UML
Pokial’ vsˇetko prebehlo korektne, mal by byt’ po ukoncˇen´ı cyklu k dispoz´ıcii pomocny´
ukazatel’ odkazuju´ci na korenˇ dendrogramu previazane´ho ukazatel’mi v pama¨ti. Indexu,
ktory´m sa nastav´ı novy´ zhluk pri spa´jan´ı dvoch objektov nie je vybrany´ na maximum
ty´chto prvkov na´hodne. V konecˇnom doˆsledku vd’aka tomu totizˇ ostane po skoncˇen´ı algo-
ritmu pra´ve jeden zhluk s indexom rovnaju´cim sa prvku s maxima´lnym indexom v celom
vektore ge´nov. To je vy´hodne´, pretozˇe sa ty´m vyhnem mazaniu za´znamu (nastavovaniu pre-
dika´tu Empty()) o poslednom prvku z matice podobnost´ı, presnejˇsie z vektora zdruzˇuju´ceho
za´znamy o nej. Tento krok by totizˇ vzhl’adom k jej konsˇtrukcii cˇinil urcˇite´ implementacˇne´
komplika´cie.
5.4.5 Meto´dy
Modul meto´dy zahr´nˇa triedu Methods. Ta´ slu´zˇi na zapu´zdrenie metr´ık urcˇovania podob-
nosti. Su´ implementovane´ ako staticke´ meto´dy a rozhranie instancie tejto triedy vracia
ukazatel’ na pr´ıslusˇnu´ staticku´ meto´du. Aktua´lne je implementovany´ vy´pocˇet Pearsonovho
korelacˇne´ho koeficientu, no trieda je navrhnuta´ tak, aby bolo mozˇne´ jednoducho prida´vat’
d’alˇsie metriky urcˇovania podobnosti.
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5.4.6 Vy´stup XML
V situa´cii, ked’ je dendrogram vybudovany´ v pama¨ti, je potrebne´ ho v prehl’adnej sˇtruktu´-
rovanej podobe zobrazit’. K tomuto u´cˇelu je vhodne´ napr´ıklad XML. Na za´pis do forma´tu
XML bola pouzˇita´ knizˇnica TinyXml (http://www.grinninglizard.com/tinyxml/). Pri
za´pise do XML bolo potrebne´ systematicky prehl’ada´vat’ jednotlive´ uzly stromu a zap´ısat’ ich
na´zov. Pre priechod dendrogramom som si zvolil algoritmus Pre Order, ktory´ ma´ s vyuzˇit´ım
rekurzie nasledovnu´ podobu:
1. Zap´ıˇs aktua´lny uzol
2. Precha´dzaj l’avy´ podstrom
3. Precha´dzaj pravy´ podstrom
Dendrogram sa zvycˇajne vyskytuje vo vizualizovanej podobe, na obra´zku je zna´zorneny´
ten isty´ dendrogram v dvoch roˆznych forma´ch za´pisu. Zhluky v XML su´ oznacˇene´ ako
nodeX, kde X uda´va poradie, v ktorom bol vytvoreny´. Nizˇsˇie cˇ´ıslo teda znamena´ va¨cˇsˇiu
podobnost’.
<node4>
<node3>
<node1>
<gene1/>
<gene3/>
</node1>
<gene4/>
</node3>
<node2>
<gene2/>
<gene5/>
</node2>
</node4>
5.4.7 GUI
Na graficke´ uzˇ´ıvatel’ske´ rozhranie nebol v priebehu na´vrhu ani implementa´cie kladeny´ doˆraz.
Ide skoˆr o doplnok, ktory´ uzˇ´ıvatel’ovi poskytuje va¨cˇsˇ´ı komfort pri vy´bere konkre´tnych meto´d
a za´rovenˇ informuje uzˇ´ıvatel’a o pra´ve prebiehaju´cich opera´ciach. Graficke´ uzˇ´ıvatel’ske´ roz-
hranie bolo realizovane´ vyuzˇit´ım knizˇnice wxWidgets 2.8 (http://www.wxwidgets.org/)
a programu wxFormBuilder.(http://wxformbuilder.org/). Aplika´cia umozˇnˇuje vytva´rat’
graficke´ uzˇ´ıvatel’ske´ rozhranie sˇty´lom WYSIWYG, cˇo pra´cu znacˇne ury´chl’uje. Je schopna´
vygenerovat’ potrebny´ ko´d ty´kaju´ci sa GUI. Na´sledne je potrebne´ uzˇ len dodat’ funkciona-
litu jednotlivy´m udalostiam aplika´cie. V tomto pr´ıpade ide predovsˇetky´m o tlacˇidlo Start,
po ktore´ho stisknut´ı sa inicializuje instancia triedy MainApp na parametre, ktore´ zadal
uzˇ´ıvatel’ pomocou GUI. Obra´zok 5.7 poskytuje na´hl’ad na vytvorene´ graficke´ uzˇ´ıvatel’ske´
rozhranie.
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Obra´zek 5.7: Uka´zˇka graficke´ho uzˇ´ıvatel’ske´ho rozhrania
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Kapitola 6
Testovanie a porovnanie vy´sledkov
6.1 Za´kladne´ informa´cie o testovac´ıch da´tach
Moja implementa´cia je plne kompatibilna´ s da´tami z projektu Lymphoma/Leukemia Mo-
lecular Profiling Project[11]. Tento projekt sa zaobera´ sku´man´ım leuke´mie B-lymfocytov.
Pre tieto u´cˇely bol navrhnuty´ komplementa´rny DNA cˇip, tzv. Lymphochip. Obsahuje vy´ber
jednak taky´ch ge´nov, ktory´ch ge´nova´ expresia je v lymfaticky´ch bunka´ch vy´razna´, a d’alej
ge´ny, ktore´ pravdepodobne hraju´ u´lohu pri vzniku rakoviny. Geneticke´ informa´cie boli spra-
covane´ v su´lade s postupom, ktory´ som uviedol v kapitole 2. Da´ta boli potom upravene´
konvencˇny´mi meto´dami, napr´ıklad u´pravou mer´ıtka a filtrovan´ım. Po ty´chto u´prava´ch su´
da´ta v stave vhodnom na analy´zu zhlukovac´ımi algoritmami.
6.2 Porovna´vany´ softve´r
Po pocˇiatocˇnom uva´zˇen´ı som sa rozhodol porovna´vat’ vy´stupy mnou vytvorene´ho programu
s komplexny´m softve´rovy´m bal´ıkom MeV. Tento softve´r poskytuje nepreberne´ mnozˇstvo
roˆznych analyticky´ch algoritmov vra´tane predspracovania da´t.
6.3 Testovanie
V prvej fa´ze testovania som sa rozhodol pre male´ mnozˇstvo da´t, aby bolo mozˇne´ vy´stupy
oboch programov porovnat’ presne, ge´n po ge´ne. Zhlukovanie u oboch programov bolo spus-
tene´ s nastaven´ım ako uda´va tabul’ka:
Vstupny´ su´bor first10.txt
Poz´ıcia zacˇiatku da´t 3.riadok, 4. st´lpec
Meto´da urcˇovania vzdialenosti Pearsonov korelacˇny´ koeficient (centrovany´)
Linkage meto´da Average–Linkage
Vy´tupny´ su´bor first10.xml
Na´sledne bol vizua´lne porovnany´ vy´stup first10.xml s programom MeV. Sˇtruktu´ra oboch
vy´stupov nebola identicka´. Ako na´zornu´ uka´zˇku uva´dzam porovnanie vy´stupu moˆjho pro-
gramu a vy´sledok z programu MeV prep´ısane´ho do forma´tu XML.
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<node7>
<node5>
<GENE1835X />
<GENE1836X />
</node5>
<node6>
<GENE1380X />
<node4>
<GENE1933X />
<node3>
<GENE1865X />
<node2>
<node1>
<GENE1932X />
<GENE1931X />
</node1>
<GENE1930X />
</node2>
</node3>
</node4>
</node6>
</node7>
<node7>
<node4>
<GENE1835X />
<node3>
<GENE1836X />
<GENE1865X />
</node3>
</node4>
<node6>
<GENE1380X />
<node5>
<GENE1933X />
<node2>
<node1>
<GENE1932X />
<GENE1931X />
</node1>
<GENE1930X />
</node2>
</node5>
</node6>
</node7>
Je vidiet’, zˇe zˇe prve´ dva zhluky sa v obidvoch pr´ıpadoch vytvorili v rovnakom porad´ı a
s identicky´m obsahom. Dˇalej vsˇak docha´dza k urcˇity´m rozdielom. Zatial’ cˇo v mojom pro-
grame sa v d’alˇsom zhluku priradil prvok GENE1865X, v referencˇnom programe sa vytvoril
novy´ zhluk s ge´nmi GENE1836X a GENE1865X. V mojom programe sa spomı´nany´ zhluk
vytvoril azˇ v piatom kroku, pricˇom sa GENE1836X spojil s GENE1835X. GENE1835X bol
vsˇak u mnˇa spojeny´ o jeden krok neskoˆr. Uvedene´ rozdiely moˆzˇu byt’ spoˆsobene´ napr´ıklad
pouzˇit´ım cˇ´ısel s pohyblivou desatinnou cˇiarkou s inou presnost’ou, ktora´ sa prejav´ı pri po-
rovna´van´ı prvkov matice podobnost´ı.
Podobne boli analyzovane´ aj d’alˇsie implementovane´ meto´dy, teda Single a Complete
Linkage s vyuzˇit´ım centrovane´ho aj necentrovane´ho Pearsonovho korelacˇne´ho koeficientu.
Mozˇno skonsˇtatovat’, zˇe vy´stupy neboli identicke´, va¨cˇsˇinou vsˇak iˇslo o rozdiely, ktore´ typovo
zodpovedaju´ uvedene´mu pr´ıkladu.
6.3.1 Testovanie va¨cˇsˇieho objemu da´t
Ciel’om testovania na va¨cˇsˇom objeme da´t uzˇ nebolo overit’ spra´vnu funkcˇnost’ algoritmu,
skoˆr jeho vy´konnost’. Ako uzˇ bolo spomenute´, hierarchicke´ zhlukovanie patr´ı medzi cˇasovo
na´rocˇne´ meto´dy. Prejavilo sa to aj v tomto pr´ıpade, ked’ pri pocˇte ge´nov cca 4000 a meto´de
average linkage sa pohybovala pra´ca algoritmu v cˇasovom horizonte okolo pa¨t’ minu´t. V po-
rovnan´ı s ostatny´m dostupny´m nekomercˇny´m softve´rom vsˇak v tejto katego´rii obsta´l po-
merne dobre (napr´ıklad program Cluster bol na tom vy´konnostne horsˇie, a to taktiezˇ ne-
poskytuje priamo graficky´ vy´stup).
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Kapitola 7
Za´ver
Ta´to pra´ca sa poku´sˇa poskytnu´t’ uceleny´ prehl’ad spracovania komplementa´rnych DNA
cˇipov – od ich fyzickej realiza´cie, cez analy´zu da´t azˇ po spracovanie vy´sledkov. Ide o vel’mi
rozsiahlu multiodborovu´ problematiku, ktora´ navysˇe v su´cˇasnosti prezˇ´ıva skutocˇny´ rozkvet.
Trendy, ktore´ su´ zauzˇ´ıvane´ dnes, nahradia zajtra progres´ıvnejˇsie alternat´ıvy. Sledovanie
tohto vy´voja je urcˇite ota´zkou na dlhsˇie cˇasove´ obdobie.
Pra´ca mi priniesla mozˇnost’ prakticky si vysku´sˇat’ konkre´tnu etapu spracovania da´t
z DNA cˇipu. Vytvoril som funguju´cu aplika´ciu, ktoru´ mozˇno zaradit’ medzi softve´r na
sˇpecificku´ analy´zu. Vzhl’adom k tomu, zˇe som sa snazˇil moju implementa´ciu zvoleny´ch
algoritmov navrhnu´t’ s doˆrazom na to, aby mohla byt’ v budu´cnosti rozsˇ´ırena´, predpoklada´m
doimplementovanie d’alˇs´ıch meto´d. Zauj´ımavou a progres´ıvnou oblast’ou su´ pra´ve algoritmy
vyuzˇ´ıvaju´ce neuro´nove´ siete. Insˇpira´ciou moˆzˇe byt’ napr´ıklad aplika´cia MeV, ktora´ poskytuje
cely´ rad meto´d z tejto oblasti.
Vzhl’adom k z´ıskany´m vy´sledkom by d’alej bolo vhodne´ automatizovat’ proces porov-
na´vania vy´stupov programu s niektorou vedecky uzna´vanou aplika´ciou. Predovsˇetky´m pri
va¨cˇsˇom objeme da´t by tak bolo mozˇne´ presne vyhodnotit’, do akej miery bol program
u´spesˇny´ vzhl’adom k referencˇnej aplika´cii, a to aj na va¨cˇsˇom objeme da´t. S ty´m je spojena´
prirodzene aj urcˇita´ u´prava, pr´ıpadne oprava uzˇ existuju´ceho ko´du s ciel’om viac sa pribl´ızˇit’
referencˇny´m vy´sledkom.
Su´cˇasny´ vy´stup mojej implementa´cie vo forma´te XML sa javil uzˇ pocˇas testovania ako
neprakticky´. Pri va¨cˇsˇom mnozˇstve da´t je totizˇ ich vizua´lne sku´manie pomerne obtiazˇne.
V budu´cnosti by teda modul vy´stupu XML mohol byt’ nahradeny´ iny´m. Napr´ıklad taky´m,
ktory´ by poskytoval graficky´ vy´stup podobne, ako je to v programe MeV.
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