Ensemble optimization (referred to throughout the remainder of the paper as EnOpt) is a rapidly emerging method for reservoirmodel-based production optimization. EnOpt uses an ensemble of controls to approximate the gradient of the objective function with respect to the controls. Current implementations of EnOpt use a Gaussian ensemble of control perturbations with a constant covariance matrix, and thus a constant perturbation size, during the entire optimization process. The covariance-matrix-adaptation evolutionary strategy is a gradient-free optimization method developed in the "machine learning" community, which also uses an ensemble of controls, but with a covariance matrix that is continually updated during the optimization process. It was shown to be an efficient method for several difficult but small-dimensional optimization problems and was recently applied in the petroleum industry for well location and production optimization. In this study, we investigate the scope to improve the computational efficiency of EnOpt through the use of covariance-matrix adaptation (referred to throughout the remainder of the paper as CMA-EnOpt). The resulting method is applied to the waterflooding optimization of a small multilayer test model and a modified version of the Brugge benchmark model. The controls used are inflow-control-valve settings at predefined time intervals for injectors and producers with undiscounted net present value as the objective function. We compare EnOpt and CMA-EnOpt starting from identical covariance matrices. For the small model, we achieve only slightly higher (0.7 to 1.8%) objective-function values and modest speedups with CMAEnOpt compared with EnOpt. Significantly higher objective-function values (10%) are obtained for the modified Brugge model. The possibility to adapt the covariance matrix, and thus the perturbation size, during the optimization allows for the use of relatively large perturbations initially, for fast exploration of the control space, and small perturbations later, for more-precise gradients near the optimum.
Summary
Ensemble optimization (referred to throughout the remainder of the paper as EnOpt) is a rapidly emerging method for reservoirmodel-based production optimization. EnOpt uses an ensemble of controls to approximate the gradient of the objective function with respect to the controls. Current implementations of EnOpt use a Gaussian ensemble of control perturbations with a constant covariance matrix, and thus a constant perturbation size, during the entire optimization process. The covariance-matrix-adaptation evolutionary strategy is a gradient-free optimization method developed in the "machine learning" community, which also uses an ensemble of controls, but with a covariance matrix that is continually updated during the optimization process. It was shown to be an efficient method for several difficult but small-dimensional optimization problems and was recently applied in the petroleum industry for well location and production optimization. In this study, we investigate the scope to improve the computational efficiency of EnOpt through the use of covariance-matrix adaptation (referred to throughout the remainder of the paper as CMA-EnOpt). The resulting method is applied to the waterflooding optimization of a small multilayer test model and a modified version of the Brugge benchmark model. The controls used are inflow-control-valve settings at predefined time intervals for injectors and producers with undiscounted net present value as the objective function. We compare EnOpt and CMA-EnOpt starting from identical covariance matrices. For the small model, we achieve only slightly higher (0.7 to
Introduction
Several studies have shown that there is considerable scope to improve the economic-life-cycle performance of oil fields through the use of formal optimization methods in conjunction with reservoir-simulation models. A very efficient way to perform such model-based life-cycle optimization is with the aid of gradientbased methods by which the gradient is obtained through an adjoint technique. For an overview of this approach and a large number of references, we refer to the review paper by Jansen (2011) . The adjoint method is computationally very efficient, but, unfortunately, it is an intrusive method, requiring access to the simulator source code as well as extensive implementation efforts. Because it is practically impossible to access commercial simulator source codes for implementation of the adjoint, there is a need for alternative methods for model-based production optimization in which the simulator is treated as a black box. One such method, EnOpt, was shown to achieve good results for a variety of different reservoir models. In EnOpt, the gradient of the objective function with respect to the vector of control variables is approximated by first evaluating the objective-function values for an ensemble of control vectors, chosen from a multiGaussian random distribution with a constant prescribed covariance matrix, and then estimating the optimal regression model with a least-squares approach. Predecessors to the EnOpt method were proposed by Lorentzen et al. (2006) and Nwaozo (2006) , whereafter Chen (2008) and Chen et al. (2009) gave systematic descriptions of the method, as mostly used today. Thereafter, several publications addressed applications and computational aspects of the method; see, for example, Chaudhri et al. (2009) , Chen and Oliver (2010) , Su and Oliver (2010) , Leeuwenburgh et al. (2010) , and Chen and Oliver (2012) . In a recent paper, Do and Reynolds (2013) demonstrate that EnOpt can be interpreted as a member of a broader class of approximate-gradient methods that also includes the simultaneous-perturbation stochastic approximation method. As an alternative to exact or approximate gradient-based optimization methods, one can revert to gradientfree methods such as genetic algorithms or evolutionary strategies, as developed in the "machine-learning" community. One of the latter, called the Covariance matrix adapted-evolutionary strategy (CMA-ES), which was developed by Hansen and coworkers Ostermeier 1996, 2001; Hansen 2006) , was recently used for well-placement optimization by Ding (2008) and Bouzarkouna et al. (2011) , in a flooding-optimization problem by Schulze-Riegert et al. (2011) , and for a smart-well-optimization problem by Pajonk et al. (2011) . The main idea in CMA-ES is to systematically adapt the variance of the control-vector sample in directions that have proved to be successful. In this paper, we propose an improvement to EnOpt in which the use of a constant covariance matrix throughout the optimization is replaced with a covariance matrix that is constantly adapted with the CMA-ES logic. We will refer to the resulting hybrid scheme as CMA-EnOpt. CMA-EnOpt combines the advantage of explicitly using gradient information to achieve faster convergence (EnOpt) with the continuous adaptation of the covariance matrix to improve the gradient estimate by means of improved sampling with "local" knowledge of the nature of the objective-function search space. In the remainder of this paper, we will first provide an introduction to CMA-EnOpt, followed by its application to a small synthetic 3D reservoir model and to a modified version of the Brugge benchmark model. A comparison of the results with those obtained by EnOpt will illustrate the advantages of CMA-EnOpt for relatively largescale model-based production optimization.
Theory
In this section, we give a brief overview of the theoretical basis of CMA-EnOpt. We first define our objective function followed by an overview of EnOpt and the proposed modification. We apply the usual expression for net present value as objective function J:
where q o;k is the oil-production rate in B/D, q wp;k is the water-production rate in B/D, q wi;k is the water-injection rate in B/D, r o is the price of oil produced in USD/bbl, r wp is the cost of water produced in USD/bbl, r wi is the cost of water injected in USD/bbl, Dt k is the difference between consecutive timesteps in days, b is the discount factor expressed as a fraction per year, t k is the cumulative time in days corresponding to timestep k, and s t is the reference time period for discounting, typically 1 year.
EnOpt
EnOpt uses an ensemble of control vectors to approximate the gradient of the objective function J with respect to the (average) control vector. A single control vector is defined as
where N is the number of control variables (e.g., bottomhole pressures, well rates, or valve settings) and the superscript T indicates the transpose. Thus, u is a vector with a number of elements N that typically equals the number of control timesteps times the number of control variables per timestep. In EnOpt, a multivariate, Gaussian-distributed ensemble (u 1 , u 2 , …, u M ) is generated with a distribution meanũ and a predefined distribution covariance matrixC, where M is the ensemble size. (In this paper, matrices are indicated with bold capitals, vectors with bold lowercase letters, and scalars with italics.) In the remainder of this paper, we will use u instead ofũ to simplify the notation. During the iterative optimization process, u is updated until convergence, whereasC is kept fixed. To estimate the gradient, a mean-shifted ensemble matrix is defined as
is the ensemble mean (i.e., the sample mean that is an estimator of the distribution mean u). [Note that in earlier publications we used the transposed version of U. We modified our notation to bring it in line with that of textbooks such as Conn et al. (2009) .] In our implementation of EnOpt, the ensemble members u i , i ¼ 1, 2, …, M, are created with
where a Cholesky decomposition is used to calculateC
1=2
, and where z i is drawn from a univariate Gaussian distribution. A mean-shifted objective-function vector is defined as
where values J i correspond to the simulated response to control vectors u i , and where
If we would have an overdetermined case, that is, for M > N, and U of rank N, the approximate gradient with respect to the controls could be obtained as the least-squares solution for the regression coefficient vector:
For the derivation of Eq. 8, see any introductory linear-algebra textbook [e.g., Strang (2006) ]. Eq. 8 can also be expressed as
where
are the ensemble (sample) covariance matrix and cross-covariance vector, respectively (Chen 2008; Chen and Oliver 2010) . (Note that the cross-covariance vector is often referred to as the crosscovariance matrix, in which case the vector is just interpreted as a 1D matrix.) In practical applications, however, we normally have an underdetermined case, that is, M < N. This implies that the matrix product UU T is rank-deficient such that we cannot directly compute its inverse and solve the associated system of equations with Eq. 8. Instead, we can compute the Moore-Penrose pseudoinverse with a singular-value decomposition (SVD) (e.g., Strang 2006) . We note that this formulation was also described in Dehdari and Oliver (2012), whereas Do and Reynolds (2013) recently demonstrated that it is akin to what is known as a "simplex gradient" in, for example, Conn et al. (2009) . Alternatively, Chen (2008) and Chen et al. (2009) propose to simply use
e., to use a regularized (smoothed) approximate gradient in the form of the cross-covariance c uJ ]. Moreover, they propose to use a second premultiplication with C uu as a further regularization that leads to
Alternatively, the premultiplication can be performed withC, leading to
Eqs. 12, 13, and 14 can be interpreted as modified approximate (regularized) gradients. Note that the regularized gradients g 0 , g 00 , and g 000 are dimensionally inconsistent, in the sense that their elements do not have the same dimensions as those of g. In our study, we applied Eq. 8 with an SVD on U with a truncation level of 0.999. Chen and Oliver (2012) , Oliveira and Reynolds (2014) , and Zhao et al. (2013) use Eq. 13 or Eq. 14 for the gradient estimate. Note that, when diagonal covariance matrices are used, Eqs. 13 and 14 act only as a scaling of the magnitude of the gradient and have no impact on the direction of the gradient. In addition, we believe there is no conclusive evidence to suggest that Eq. 13 or Eq. 14 is always better than Eq. 8, in particular, because the dimensional inconsistency of the expressions implies that the relevance of earlier experiences will be restricted to situations in which J and the elements of u have the same dimensions expressed in the same units systems as in the earlier case.
Update Rules
One can use the approximate gradient g from Eq. 8 in any gradient-based optimization algorithm. In our study, we used a simple steepest-ascent scheme according to
where the superscript ['] is the iteration counter and a ['] is a step length in the direction of the gradient. Note that, to ensure dimensional consistency, a must have dimensions, and its value will therefore depend on the units system applied. If u and g both contain elements with different dimensions (e.g., when the elements of u are pressures and rates), an additional scaling of the gradient elements may be required. Following Oliveira and Reynolds (2014) , we scaled the gradient by its infinity norm and then, for each iteration, used an initial step size a ¼ 1. Thereafter, we allowed for a maximum of three back-tracking steps, each time reducing the step size with a factor of one-half. In more-sophisticated optimization algorithms, an improved update direction (i.e., one different from g) is determined by using optimization methods that make use of the second derivatives of J with respect to u (i.e., of the Hessian matrix, or, more commonly, of approximations to the Hessian). In particular, so-called quasi-Newton methods use gradient information of subsequent iterates to construct an approximate Hessian H ' . The corresponding update rule then becomes
where the definition of H ' depends on the particular type of quasiNewton method applied; see, for example, Nocedal and Wright (2006) or Luenberger and Ye (2010) for further details. Unlike Eqs. 13 and 14, Eq. 16 is dimensionally consistent if a is taken dimensionless, because H -1 acts as a natural scaling matrix for the gradient vector g. Note that, as usual, in an actual implementation, computing the inverse is avoided, and a system of equations is solved instead. The gradient is the direction of a tangent (hyper) plane in a point touching the objective function, whereas the Hessian gives curvature information in that point (i.e., it defines a convex quadratic function). The basic idea underlying the various quasi-Newton methods is that the curvature information contained in the approximate Hessian is gradually increased by subsequent inclusion of gradient information from previous iterations. Although we do not use a quasi-Newton algorithm in the optimization examples in our study, the concept of the use of information from subsequent iterates to improve the estimate of the curvature of the objective function is an important aspect of covariance matrix adaptation-evolutionary strategy, and thus also of covariance matrix adapted-ensemble optimization. Moreover, we note that the use of the preconditioners C uu andC in Eqs. 13 and 14 seems to play a role similar to that of the preconditioner H -1 in Eq. 16. However, C uu andC, unlike H -1 , do not restore dimensional consistency.
Covariance-Matrix Adaptation
Covariance matrix adaptation-evolutionary strategy (CMA-ES) is a stochastic iterative optimization method in which the covariance matrix is updated at every iteration such that its largest principal direction (i.e., the eigenvector corresponding to its largest eigenvalue) is (approximately) realigned in the direction of the maximal increase of the objective function. CMA-ES uses two types of updates for the covariance matrix, as briefly explained later in this text. For a detailed overview, we refer to Hansen (2011) .
Rank-l Update. The motivation behind a rank-l update is to use information obtained within one single iteration (i.e., one ensemble of random control vectors {u 1 , u 2 , …, u M } ['] and their corresponding objective-function values {J 1 , J 2 , …, J M } ['] through selecting the "best" l members (i.e., those corresponding to the l highest objective-function values) out of the M ensemble members:
where 0 < c l < 1 is a learning rate and where the control vectors u 1 , u 2 , …, u M have been ranked such that, for their corresponding objective-function values, it holds that
Eq. 17 is called a rank-l update because the matrix productŨŨ T is, at most, of rank l. Note that we use the distribution mean u ' instead of the ensemble mean u ' . It can be
uu would be an unbiased estimator of the distribution covarianceC 'þ1 (Hansen 2006) . However, because we typically choose l < M, the entries of the covariance matrix will be selectively influenced by the ensemble members corresponding to the l highest objective-function values. The choice of the learning rate c l turns out to be crucial to the success of the optimization, as is demonstrated later. Hansen (2011) discusses strategies to determine optimal values for c l (and for learning rate c 1 introduced later) on the basis of the dimension of the problem. However, his test cases are of a relatively small dimension, whereas production-optimization problems typically have hundreds to thousands of control variables. The choice of l is up to the user; in this study, we used l ¼ M=4.
Rank-One Update. In Eq. 17, the covariance-matrix update is determined with the best objective-function values within one single iteration. It is also possible to update the covariance matrix with information from previous iterates, in a fashion similar to that of updating the Hessian in quasi-Newton methods. [For remarks about the relationship between the Hessian and the covariance matrix, see Hansen (2011) .] The expression for such an update, derived in Hansen (2006) , is given bỹ
where c 1 is again a learning rate and e is the "evolution path," which is a function of iterates u ' in earlier steps. Roughly speaking, e is obtained as a summation of previous iterates emphasizing the most recent iterates while gradually "forgetting" the earlier ones. For the exact definition of e, see Hansen (2006) . Because the outer product of two vectors results in a matrix of rank one, Eq. 18 is referred to as a "rank-one update". The rank-one update was shown to be particularly powerful when using small ensemble sizes with CMA-ES (Hansen 2006 ).
Combined-Rank Update. Combining Eqs. 17 and 18, one obtains the update rulẽ
Eq. 19 uses information within one iteration as well as information from previous iterations. Hansen (2011) suggests that the former is more important when using a larger ensemble and that the latter is more important when using smaller ensembles. Several variations to Eq. 19 were proposed; see, for example, Ros and Hansen (2008) and Arnold and Hansen (2010) wherein the off-diagonal elements are set to zero and only the diagonal elements (i.e., the variances of the covariance matrix) are updated:
CMA-EnOpt
In EnOpt, a constant-distribution covariance matrixC is used which, for uncorrelated controls of the same type, is typically chosen as a diagonal covariance matrix with equal diagonal elements r 2 . Often, a time correlation is imposed on the controls, resulting in a block-diagonal matrix with each block corresponding to the uu . 9. Go to Step 3.
3D Synthetic Reservoir Model
Advances in technology have led to an increase in the application of inflow-control valves (ICVs) to regulate flow rates and maintain pressure in the reservoir. We consider a control problem where ICV settings of injection and production wells in a 3D synthetic reservoir model are manipulated to optimize waterflooding over the producing life of the reservoir. The model, illustrated in Fig. 1 , consists of 25 Â 32 Â 5 ¼ 4,000 gridblocks. The approximate size of the gridblocks is 110 Â 90 Â 20 m, such that the model represents a volume of 2.5 Â 3.5 Â 0.1 km. The geological structure consists of uplifted blocks, separated by faults. The reservoir is produced with an inverted five-spot well pattern (i.e., four producers at the corners of the grid with an injector in the center). The reservoir is divided into five layers with different horizontal permeabilities. There is a sealing fault on the northwestern side of the block, close to Producer 1. Table 1 lists the reservoir and fluid properties of the model.
A Corey model with exponents equal to 2 for both oil and water is used for the relative permeabilities in which the connate water saturation is 0.2, the residual oil saturation is 0.3, and the endpoint relative permeabilities to oil and water are 0.8 and 0.4, respectively. No capillary pressures are included. The wells penetrate all five layers with an ICV in every layer, resulting in a total of 25 controls per timestep. The producing life of the reservoir is divided into 15 time intervals of 1 year (365 days) each, which results in a total of 15 Â 25 ¼ 375 controls to be optimized. Water is injected at a constant pressure of 300 bar, and the production wells are operated at a minimum pressure of 15 bar. We used an oil price and unity. For the simulation of the model, we used a commercial, fully implicit finite-difference black-oil simulator (Eclipse 2011).
Comparison Between EnOpt and CMA-EnOpt
We performed several comparisons between EnOpt and CMAEnOpt to optimize the inflow-control-valve (ICV) settings with the aim to maximize net present value as defined in Eq. 1. The starting point for the optimization was an initial control vector with values equal to unity. Thus, all the ICVs were fully open as a starting strategy. The initial value of r, for use in a diagonal covariance matrix, was chosen equal to 0.1, and we used a fixed ensemble size of 50 samples. Random control values outside the range [1 Â 10 -4 , 1] were simply reset to their bounds. We first compare the results with only a diagonal update for the covariance matrix; see Eq. 12. The optimization was allowed to run for 50 iterations that usually resulted in a near-horizontal (i.e., nearly converged) objective-function graph for the EnOpt method; see Fig. 2 .
Note that in the use of approximate gradients and inexact linesearch techniques, it is very well possible that the curves do not 100, 300, 50, 600, 100 md always increase monotonically. We have chosen to allow for this to happen. Although monotonicity could be enforced, this would induce a higher computational cost and an increased risk of becoming trapped in a local optimum. We used various settings of the initial-distribution covariance matrix (i.e., of the standard deviation r) to generate the initial ensemble, leading to different optimization results; see Fig. 2 . The best EnOpt run resulted in an objective-function value of USD 9.1 Â 10 9 whereas the CMAEnOpt run for the same initial covariance distribution achieved a slightly higher value of USD 9.15 Â 10 9 (i.e., 0.7% higher). An illustration of the corresponding ICV settings for one of the wells is presented in Fig. 3 , which shows the differences in the control strategies between EnOpt (blue line) and CMA-EnOpt (red line). The major difference is in the nature of the controls: CMA-EnOpt obtains controls that switch almost completely between the upper and lower bounds. We note that such (near-) bang-bang controls are, in some optimization problems, the optimal solutions, and are often easier to implement in practice. As shown by Zandvliet et al. (2007) , a locally optimal solution of an optimal control problem in which the system equations and the integral term in the objective function are both linear in the controls, and that has only simple bound constraints or linear constraints on the controls, is necessarily a bang-bang solution (possibly in combination with singular arcs, i.e., areas in which the solution is not bangbang). In our example, we have indeed only bound constraints on the inputs, that is, on the ICV settings, while also the integral term in the objective function and the system equations are linear in the controls (i.e., the problem is control-affine). One can see the latter by considering that the oil-and water-flow rates q o and q wp , respectively, that appear in the objective function in Eq. 1 are obtained with the aid of a well model that can be written, for a single well, in general form as (Jansen 2013) where f o and f w are fractional flows, which are functions of the water saturation in the well gridblock (a state variable); I well is the well index, which, through its dependence on relative permabilities, is also a function of the gridblock's water saturation; p well is the wellbore pressure, p gb is the well gridblock pressure (also a state variable); and b is the dimensionless ICV opening (wellindex multiplier; i.e., the control variable). For the water-injection rate q wi in Eq. 1, a similar expression holds but with q o ¼ 0 and f w ¼ 1. The full analysis of necessary and sufficient conditions for bang-bang control would require rewriting the optimization problem in terms of an optimal switching time with the aid of an adjoint solution, which we therefore did not pursue for this example. We refer to Zandvliet et al. (2007) for detailed information on the conditions for bang-bang control.
Improved Robustness
Exact gradient-based methods (in combination with an exact line search) are inherently local methods because they always result in uphill directions, unless forced to take steps in other directions to search for other optima. Most gradient-free methods were shown to possess more-global search characteristics. In the EnOpt method, one may choose the initial-distribution covariance matrix to mimic the desired behavior: Large variances result in a more-global search strategy and small variances in a more-local one. We tested EnOpt and CMA-EnOpt with different initial starting values for the standard deviation r. Fig.  2 illustrates that the choice of the initial covariance matrix has a significant impact on the performance of EnOpt, because the matrix remains constant throughout the optimization. When using r ¼ 1 for EnOpt (green line), the algorithm achieves poor results, probably because the sampling takes place in a too-large area, which leads to poor approximations of the gradient. For r ¼ 0.1 (blue line) and r ¼ 0.01 (light-blue line), better results are achieved. For CMA-EnOpt (red and black lines), the initial starting covariance matrices have relatively little impact on the final objective-function values, and both runs achieve better results than EnOpt. When starting with r ¼ 1, CMA-EnOpt achieves a slightly higher objective-function value than when starting with r ¼ 0.1. However, if the algorithm is continued for more iterations, we observe (not shown here) that both the curves (red and black) achieve very similar objective-function values. For this example, we therefore find that CMA-EnOpt performs better than EnOpt with an optimized-distribution covariance matrix, and much better than EnOpt with a poor initial guess for the covariance. The main benefit of CMA-EnOpt, therefore, appears to be its robustness with respect to initial choices of the covariance matrix.
Learning Rates CMA-EnOpt contains several parameters that require userdefined values (particularly, the learning rates c l and c 1 ). Fig. 4 illustrates that if we choose the learning rates too low, the advantage of CMA-EnOpt over EnOpt is negligible, if any. Higher learning rates are seen to achieve significantly better results. Here, a high learning rate (fast learning) corresponds to a 75 to 25% update rule with c l ¼ 0.20 and c 1 ¼ 0.05. In the case (c l þ c 1 ) Â 100% ¼ 25%, new information is incorporated into the covariance matrix every iteration. A low learning rate (slow learning) corresponds to a 99.5 to 0.5% update rule with c l ¼ 0.004 and c 1 ¼ 0.001; in the case (c l þ c 1 ) Â 100% ¼ 0.05%, new information is incorporated. These results were obtained when we only updated the diagonal elements of the covariance matrix. Hansen (2011) reports, for covariance matrix adaptationevolutionary strategy, that if the full covariance matrix is updated, high learning rates can have a detrimental impact on the optimization because they may lead to covariance-matrix degeneration (i.e., to a situation in which the elements of the covariance matrix become so small that sampling takes place in a too-small area). Fig. 5 illustrates estimated standard deviations r for two control variables (i.e., the square root of the corresponding diagonal values of the distribution covariance matrix) for different learning rates. We observe from Fig. 5 that different control variables have different optimal standard deviations at each iteration. The CMA-EnOpt algorithm generally results in a gradual decrease of the standard deviation of a control when approaching the optimum. For Control 19 in Fig. 5 , the magnitude of the corresponding gradient is an order higher than that of Control 299, indicating that either Control 19 is still much farther from the optimum than Control 299, or that the objective function has a much higher curvature in the direction of Control 19. We note that of the 375 controls, only five controls have standard deviations similar to Control 19 (i.e., standard deviations higher than the initial standard deviation) with Control 19 being the highest, whereas the remaining 370 controls have much lower standard deviations. The low learning rates, on the basis of the recommendations for small-sized problems as described in Hansen (2011) and Hansen (2006) , lead to negligible changes in the standard deviation (black line, overlapped by the blue line in Fig. 5 ). In this case, CMA-EnOpt behaves similarly to EnOpt with a fixed standard deviation (blue line) for all controls. Thus, learning rates have a significant impact on the performance of the optimization algorithm; if chosen too conservatively, the advantage of CMA-EnOpt over EnOpt will be negligible.
Correlations and Block-Diagonal Update
Imposing correlations over control times (effectively imposing smoothness on the control solution) may lead to an improved efficiency of the EnOpt algorithm when using many control timesteps; see, for example, Chen et al. (2009) , Leeuwenburgh et al. (2010) , and Oliveira and Reynolds (2014) . The CMA-EnOpt results presented thus far were obtained with a diagonal update of C uu , with Eq. 20, without imposing smoothness on the controls. Fig. 6 illustrates the impact of introducing nonzero correlations on the control perturbations over time with the spherical correlation function as defined in Zhao et al. (2013) in which the correlation length is set equal to the total number of control timesteps. This results in the red curve; that is, a diagonal CMA-EnOpt update with an additional correlation (smoothing). The black curve represents the case without correlation. Although, in this case, the impact of imposing a correlation over time only marginally increases the objective-function value, the red curve is nearly always above the black curve, which suggests an improved computational efficiency.
To obtain those results, an arbitrary correlation length was chosen. The correlation length can have a significant impact on the results in different problems, but unfortunately there is no predefined way of knowing the ideal correlation length, as shown in Oliveira and Reynolds (2014) . The efficiency of using such a correlation function in conjunction with the diagonal-update-based CMA-EnOpt algorithm raises the question as to whether it is possible to estimate the optimal correlation between the controls with the CMA-EnOpt method. To investigate this, we introduce a block-diagonal update ofC uu for the CMA-EnOpt method with Eq. 19 in which off-diagonal covariance updates also are allowed, but only for cross-covariances between controls belonging to the same inflow-control valve (ICV). Thus, instead of using an artificial or predefined correlation function and length to impose smoothness on the controls, we allow the CMA-EnOpt algorithm to estimate the optimal cross-correlation between the controls; that is, each ICV is associated with its own 15 Â 15 covariance matrix (in which 15 is the total number of control timesteps), starting from a diagonal covariance matrix. The blue curve in Fig.  6 represents this "block-diagonal" update, which performs better than both the diagonal update (black curve) and the diagonal update with smoothing (red curve). As a comparison, we also introduced time-correlations (smoothing) in EnOpt with the aid of a (constant) block-diagonal covariance matrixC. With different correlation lengths (green and yellow lines), we achieve higher objective-function solutions in the earlier iterations but solutions with lower objective-function values at the final iteration compared with CMA-EnOpt. Also, in Fig. 4 , EnOpt seems to perform better early in the optimization, which suggests using EnOpt early and switching to CMA-EnOpt only later during an optimization run. However, it is unknown in advance what is the correct point during the optimization to switch between the two methods, and we did not pursue this possibility. Finally, we checked the influence of regularization by (double) premultiplication of the gradient g withC (constant, for EnOpt) or withC uu (updated after every iteration, for CMA-EnOpt), similar to the premultiplications in Eqs. 12, 13, and 14. 
Full-Matrix Update
In the Theory section, we discussed the similarity between CMAEnOpt and quasi-Newton methods, with an adapted covariance matrix that is approximately similar to the inverse of the Hessian matrix. So far, however, we did not use the full covariance matrix for two reasons:
• Bouzarkouna et al. (2011) and Ros and Hansen (2008) show that for certain types of objective functions, such as net present value (NPV), which can be decomposed into a sum of the individual NPVs from each well, an uncorrelated (diagonal) covariance matrix achieves better solutions in comparison to using a full covariance matrix.
• Because the updated covariance matrix is used to sample a new ensemble of controls for a gradient estimate of the next iteration, either an eigen or Cholesky decomposition of the covariance matrix is needed to generate the ensemble of controls, which can be computationally demanding especially in problems of a high dimension. In view of these points we, so far, used diagonal or block-diagonal updates. This approach is supported by the results shown in Fig.   7 , which compares the various covariance-matrix update types available with CMA-EnOpt for this model.
We observe that with the full-matrix update (black curve), the achieved solutions are inferior to those resulting from the diagonal update (blue curve), which we believe is a result of the introduction of "unnecessary" correlations between controls that should be, logically, uncorrelated (e.g., wells on opposite corners of the five-spot pattern). The block-diagonal update (red curve) of the covariance matrix achieves the best results. There are a number of advantages associated with the use of a block-diagonal update in this example:
• The obtained objective-function values are higher than for other update types.
• The solutions are somewhat smoother, as shown in Fig. 8 .
• There is no need to define a correlation length.
• The computational burden of decomposing a large matrix is avoided. In addition, some of the rotational aspects of the covariance matrix are retained, which is known to be especially useful when dealing with objective-function search spaces that contain ridges, in which case the elongated sampling area may align itself with a ridge.
Update Types
In the CMA-EnOpt equations written previously, there are two different sources of information used for the matrix update: rankone and rank-l updates. Although the literature on covariance matrix adaptation-evolutionary strategy suggests that the former is more important in smaller ensembles and the latter in larger ensembles, we investigated which update is more useful for our case. Fig. 9 illustrates the effect of the different matrix-update types, and shows that for our problem the rank-l update (blue curve) performs significantly better than the rank-one update (green curve), in terms of objective-function value and computational efficiency. In fact, for this model and learning rates, the rank-one update has a detrimental effect on the optimization, as one can see in the combined-rank update (black curve), the result of which lies between the different rank updates. We note that further testing is required to obtain full insight into the relationships between various aspects of the CMA-EnOpt algorithm, such as optimal learning rates and update strategies.
Comparison With Covariance Matrix Adaptation-Evolutionary Strategy (CMA-ES)
The motivation for CMA-EnOpt was derived from the CMA-ES algorithm given in Hansen (2006) . Therefore, an obvious next step would be the comparison of EnOpt and CMA-EnOpt with CMA-ES (i.e., with the evolutionary strategy that formed the basis for the covariance-matrix adaptation strategy in CMAEnOpt). Initial comparisons, illustrated in Fig. 10 , indicate that the CMA-ES results are inferior to those of the two EnOpt varieties. CMA-ES achieves results that are approximately 2.5% lower than CMA-EnOpt for the diagonal update and 1.4% lower for the full-matrix update, while also EnOpt achieves better results than CMA-ES for the same computational burden (i.e., 50 optimization iterations). Therefore, explicitly using (approximate) gradient information seems to pay off for this problem. (Note: Tuning parameters such as ensemble size, initial covariance matrix, and learning rates are exactly the same for all the results in 
Effect of Different Random-Number Sequences
The results shown in this paper are based on single runs starting from the same initial random-number seed. A comparison of stochastic methods requires multiple sets of comparisons with different random-number sequences. Chen and Oliver (2012) have shown that sizeable variability in the results for different random seeds exists for cases in which smaller ensembles are used to estimate the gradient. When they use a larger ensemble size, which is still smaller than the size used in our paper, the variability is reduced. We have run our experiments with five different random seeds, the results of which are displayed in Fig. 11 . We observe the trends to be similar to the earlier results in our paper (i.e., CMA-EnOpt always outperforms EnOpt). In addition, there is a marginal reduction in variability when using CMA-EnOpt, but we may need more runs to conclude definitively in this regard. Note the scale of the y-axis in Fig. 11 : The range of net present values that defines the variability is rather small, so even for EnOpt, the variability is not very large, which is in accordance with the results shown in Chen and Oliver (2012) .
Modified Brugge Model
To test our results on a more-complex and challenging reservoir model, we selected a modified version of the Brugge benchmark model (Peters et al. 2010 (Peters et al. , 2013 . The model, shown in Fig. 12 , consists of 60,048 gridblocks. It represents a segment of an anticlinal structure with one major fault. The reservoir is produced with a peripheral well pattern (i.e., 10 injectors on the down-flank of the structure and 20 producers toward the top of the structure). The reservoir is divided into nine layers with varying permeabilities and porosities. All rock and fluid properties were chosen identical to those in the original Brugge model (Peters et al. 2010 (Peters et al. , 2013 . However, the oil/water contact has been lowered to 1780 m (compared with an original contact depth of 1678 m), thus increasing the stock-tank oil initially in place of the model, while , and a water-injection cost r wi ¼ USD 10/m 3 . The discount rate b was set to zero. Well-index multipliers were used to model the ICVs in the simulator with bounds of 1 Â 10 -4 and unity. The starting point for the optimization was an initial control vector with values equal to unity. The initial value of r was equal to 0.1, and we used a fixed ensemble size of 50 samples. Perturbed control values outside the range [1 Â 10 -4 , 1] were simply reset to their bounds. We used a commercial fully implicit finite-difference black-oil simulator (Eclipse 2011).
Results
Because this model is significantly more complex and larger than the small model discussed previously, we chose to perform only a limited number of optimization experiments. Fig. 13 shows a comparison between EnOpt (black curve), CMA-EnOpt with only diagonal updates (blue curve), and CMA-EnOpt with block-diagonal updates (red curve). The optimization was run for 50 iterations (i.e., 2,500 reservoir simulations). User-defined parameters and initial strategies were the same for all algorithms. Although neither of the CMA-EnOpt methods had yet converged to an optimum after 50 iterations, CMA-EnOpt with block-diagonal updates clearly outperformed EnOpt, with an increase of 10.5% in objective-function value for the same number of reservoir simulations.
The results shown in Fig. 13 confirm the results obtained from the simple five-spot model. The increased robustness to the choice of the initial covariance matrix is seen to similarly apply for this case. In addition, we observe that the relative increase in objective-function value for the complex Brugge model is significantly higher than for the simple five-spot model.
Robustness to the Initial Covariance Matrix
The choice of a good covariance matrix in EnOpt is a matter of trial and error, which, for the modified Brugge case, requires a significant computational effort. The main idea of CMA-EnOpt is to avoid the trial-and-error procedure and still achieve results of practical importance. We reran the simulations for the modified Brugge example for two additional initial choices of the covariance matrix, the results of which are summarized in Table 3 . We observe that, irrespective of the initial choice of the covariance matrix, the trend in the results (i.e., CMA-EnOpt performing better than EnOpt) is similar to that in Fig. 13 . We also observe that the initial choice of the covariance matrix still plays a role in the optimization, but that we achieve better results for CMA-EnOpt. The EnOpt (block-diagonal) result is from an experiment with a constant covariance matrix with a correlation length of five timesteps for the correlation function described in Zhao et al. (2013) . Varying the correlation length may lead to superior or inferior results, which is not known a priori and hence would require trialand-error experiments. This has not been pursued because the experiments are computationally expensive. For the three different choices of the initial covariance matrix with block-diagonal covariance matrices (i.e., time-correlated covariance matrices), CMA-EnOpt has performed better than EnOpt for two choices of covariance matrices whereas, for the other choice, it is marginally inferior. Note: Because of the significant computational effort required for this model, the effect of different random seeds on the results was not tested. The stopping criterion for the 
Update Comparison
In the simple five-spot example, the rank-l update for covariance matrix adaptation-ensemble optimization with a block-diagonal update scheme performed best. We performed a similar experiment on the more-complex modified Brugge case, and observed different results, as illustrated in Fig. 14. For this model, the rankone (green line) update performs better than the rank-l (blue line) update, whereas after 40 iterations, the combined-rank (black line) update performs best. Note that the rank-l update has a higher weight (0.20) than the rank-one update (0.05), similar to the values used in the previous example. Thus, for the Brugge model, the combined-rank update (black line in Fig. 14) eventually achieves the highest objective-function value whereas the rank-l-only update achieves the worst solution for this case. More experience is needed to arrive at general recommendations on which type of update is most suited for a particular case.
Conclusions
• A comparison between CMA-EnOpt and EnOpt for a simple fivespot model showed consistently (somewhat) higher objectivefunction values and modest speedups for CMA-EnOpt, depending on the choice of user-defined parameters in both algorithms.
• The major benefit of CMA-EnOpt is its robustness with respect to the initial choice of the covariance matrix. A poor choice of the initial matrix can be detrimental to EnOpt, whereas the CMA-EnOpt performance is near-independent of the initial choice.
• Learning rates are crucial for the success of CMA-EnOpt. For both the simple five-spot model and the modified Brugge model, a 75 to 25% update rule proved to be successful.
• For the simple five-spot model, the methods that explicitly use gradient information (EnOpt and CMA-EnOpt) performed better than the method that does not do so (covariance matrix adaptation-evolutionary strategy). (Not tested for the modified Brugge model).
• A comparison between CMA-EnOpt and EnOpt for the modified Brugge model revealed slightly lower to significantly higher (-1% to þ9%) objective-function values, depending on choice of user-defined parameters in both algorithms.
• Updating a block-diagonal (i.e., time-correlated) covariance matrix leads to significant improvements in the results as well as in the efficiency of the algorithm, compared with using a prescribed correlation (smoothing) and compared with updating either diagonal elements only or updating the full matrix.
• The different rank updates play different roles in the success of the optimization; for the simple five-spot model, the rank-l update performed much better than the rank-one update, with a combined-rank update ending up between these. For the complex Brugge model, however, the rank-l update performed worst, whereas the combined-rank update performed best. Further experience is needed to arrive at general recommendations.
• Robustness to the choice of the initial covariance matrix and higher objective-function values are the main advantages of CMA-EnOpt over EnOpt. 
