The spherical deconvolution problem was first proposed by Rooij and Ruymgaart (in: G. 2 -rate of convergence. In this paper, we improve upon the latter and establish sharp minimaxity under a super-smooth condition on the error distribution. r
Introduction
The spherical deconvolution problem can be described as follows. Consider the situation
where e is an SOð3Þ (the group of 3 Â 3 rotation matrices) random element, and Z; X
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are S 2 (two-dimensional unit sphere) random elements, with e and X assumed independent. Let f Z ; f e ; f X denote the densities of Z; e; X ; respectively. Then,
ð1:2Þ
where Ã denotes convolution and is defined below. Observations are made on Z and the objective is to recover f X : This problem was first proposed by Rooij and Ruymgaart [8] and subsequently solved in [4] . Kim and Koo [5] established minimaxity in the L 2 -rate of convergence and in this paper, we improve upon the latter and establish sharp minimaxity, i.e., constant and rate, under a super-smooth condition on the error distribution. A summary of the paper is as follows. In Section 2, we briefly go over the necessary Fourier tools for the two-dimensional unit sphere and the three-dimensional rotation matrices, as well as the connections between the two. In Section 3, we outline the deconvolution problem on the 2-sphere. In addition, we define super-smooth densities on the space of three-dimensional rotation matrices. This is done in the Fourier domain using the operator norm. Following this we state the main results. All proofs are collected in Section 4.
Fourier preliminaries
For completeness, we will briefly outline the necessary Fourier analysis. Further details can be found in [4, 5] .
The well-known Euler angle decomposition says, any gASOð3Þ can almost surely be uniquely represented by three angles ðf; y; cÞ; known collectively as the Euler angles, where fA½0; 2pÞ; yA½0; pÞ; cA½0; 2pÞ: Consider the function, where Àcpq 1 ; q 2 pc; cX0 and gASOð3Þ; these constitute the collection of inequivalent irreducible representations of SOð3Þ: Let f AL 2 ðSOð3ÞÞ: We define the rotational Fourier transform on SOð3Þ bŷ
Àcpq 1 ; q 2 pc; c ¼ 0; 1; y : The rotational inversion can be obtained by
for gASOð3Þ: Spherical Fourier analysis also has similar results. Any point on S 2 can be represented by o ¼ ðcos f sin y; sin f sin y; cos yÞ t ;
where yA½0; pÞ; fA½0; 2pÞ and superscript t denotes transpose. Let 
Sharp minimaxity
Consider the spherical deconvolution problem as specified in (1.1) and (1. where oAS 2 and m ¼ mðnÞ-N; as n-N: Estimation will take place over the Sobolev class of functions H s ðS 2 Þ with Sobolev norm, where the infimum is taken over all estimators g n of f : In deconvolution density estimation the degree to which we can recover the density f X is best characterized in terms of the quality of smoothness of f e : Indeed, following Fan [2] for the Euclidean case, we will appropriately define the smoothness of f e spectrally.
We will say that the distribution of e is super-smooth if the rotational Fourier transform of f e satisfies We have the following sharp minimax result which improves upon the rate minimax result obtained in [5] .
Theorem 3.1. Suppose f e is super-smooth. If f X AH s ðS 2 ; QÞ for some s41 and
where
as n-N We remark that in Theorem 3.1, estimator (3.1) with smoothing parameter m chosen according to (3.3) is sharp. A similar result for the Euclidean case was obtained by Efromovich [1] , although in the latter, the dependence on g is hidden in the fact that he was considering the case where g ¼ 2:
For an example of a super-smooth rotational error distribution, consider the Gaussian distribution which can be defined on general Riemannian manifolds by solving the appropriate heat equation. It is known that D c q 1 ;q 2 are the eigenfunctions of the Laplace-Beltrami operator on SOð3Þ with eigenvalue cðc þ 1Þ=2; for jq 1 j; jq 2 jpc; c ¼ 0; 1; y: Thus we can write the distribution as
for t40; where t represents the diffusion time and so as in the Euclidean case, can be regarded as the variance. Consequently,
so that it is an example of a super-smooth distribution with as n-N:
Proof
We will prove Theorem 3.1 by first finding an upper bound for the super-smooth case. Following this we will establish the lower bound which will reveal that the upper and lower bounds match so that the resulting bound is minimax.
The approach of Healy et al. [4] and Kim and Koo [5] will be used for calculating the upper bound, while the approach of Korostelev and Tsybakov [6] and Goldenshluger [3] will be used to find the lower bound.
Upper bound for super-smooth case
By arguing as in [5] , we first note that there exists some constant so that as n-N: This completes the upper bound calculation.
Lower bound for super-smooth case
To show that the upper bound is minimax, we calculate the lower bound and show that this is the same as the upper bound.
First, consider
