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Abstract 
I present an experimental study on the formation and dissociation characteristics of carbon 
dioxide (CO2) gas hydrates using Raman spectroscopy. The CO2 hydrates were formed from 
aqueous salt solutions with salinities ranging from 0-11 wt-%, and the salts used were sodium 
chloride (NaCl), potassium chloride (KCl), magnesium chloride (MgCl2) and calcium chloride 
(CaCl2). The experiments were conducted in a high-pressure vessel, in which the aqueous 
solution was pressurized with liquid CO2 to 6 MPa. 
First, I investigated how the addition of salts to a CO2-hydrate forming system inhibits the 
hydrate formation thermodynamically. For this purpose, the molar enthalpy of reaction between 
strongly and weakly hydrogen bonded water molecules was determined. I observed a 
decrease in the molar reaction enthalpy of up to 30 % for the highest salt concentration 
investigated. In addition, the influence of the salts on the solubility of CO2 in water was studied, 
which was reduced up to 40 %. The results showed that both properties could be well 
correlated with the effective mole fraction of salt in solution. Furthermore, the decrease in molar 
reaction enthalpy could be directly correlated with the equilibrium temperature of gas hydrates. 
This showed that the shift in equilibrium temperature induced by thermodynamic inhibitors was 
a direct result from the weakened hydrogen bonded network in the water-rich liquid phase 
before the onset of gas hydrate formation.  
Additionally, the growth mechanisms of CO2 hydrates were investigated by determining the 
amount of solid hydrate formed and the respective reaction constant. The reaction constant 
was not affected by the addition of salts, whereas the maximum amount of solid hydrate formed 
also showed a good correlation with the effective mole fraction. This finding leads to the 
assumption that salt does not affect the intrinsic growth mechanisms of hydrate formation, but 
that the weakened hydrogen bonded network leads to a decrease in the conversion of liquid 
water to hydrate and more water molecules stay in a liquid in the form of inclusions between 
the hydrate cages.  
Lastly, I analyzed the ratio of CO2 and water and the development of hydrogen bonds after the 
complete dissociation of hydrate. I observed a supersaturation of CO2 in the water-rich phase 
and found evidence that the excess CO2 exists as dispersed micro- or nanoscale liquid droplets 
in the liquid water-rich phase. The development of hydrogen bonds in the liquid water-rich 
phase was the same as before the hydrate formation. These results could be a possible 
explanation for the memory effect originating from residual nano- and mircodroplets.  
With this study, I aim to provide a better understanding of the mode of action of thermodynamic 
inhibitors and to contribute further insights to the controversially debated phenomenon of the 
memory effect.  

 i 
 
Table of Contents 
I Abbreviations .................................................................................................................. I 
1. Introduction .................................................................................................................... 1 
2. State of the art and objective of the thesis ...................................................................... 2 
2.1. Gas hydrates ........................................................................................................... 2 
2.1.1. Equilibrium conditions ...................................................................................... 3 
2.1.2. Nucleation ........................................................................................................ 5 
2.1.3. Growth ............................................................................................................. 8 
2.1.4. Dissociation and the memory effect .................................................................14 
2.1.5. Gas hydrate inhibitors .....................................................................................16 
2.2. The OH-stretching vibration as a tool for the determination of the standard molar 
reaction enthalpy ..............................................................................................................20 
2.3. Objective of the thesis ............................................................................................22 
3. Application-oriented fundamentals ................................................................................24 
3.1. Utilization of the van’t Hoff equation for calculating the standard molar reaction 
enthalpy ............................................................................................................................24 
3.2. Fundamentals of Raman spectroscopy ..................................................................25 
3.2.1. Raman spectroscopy as a qualitative measurement technology .....................27 
3.2.2. Raman spectroscopy as a quantitative measurement technology ...................29 
4. Experimental setup and procedure ................................................................................32 
5. Extraction of the information from the recorded Raman spectra ....................................37 
5.1. Quantification of the development of hydrogen bonds ............................................37 
5.2. Determination of the solubility of CO2 in water and the chemical environment of CO2 
  ...............................................................................................................................41 
5.3. Determination of the amount of solid hydrate formed .............................................43 
5.4. General observations from one measurement cycle ...............................................45 
6. Mechanism of thermodynamic inhibitors before the onset of hydrate formation .............48 
6.1. Evaluation of the water-stretching vibration ............................................................48 
6.2. Evaluation of the solubility of CO2...........................................................................51 
ii 
  
  
6.3. Conclusion .............................................................................................................52 
7. Hydrate formation ..........................................................................................................53 
7.1. Methods .................................................................................................................53 
7.2. Results and discussion ...........................................................................................54 
7.3. Conclusion .............................................................................................................57 
8. Excess CO2 after the dissociation of gas hydrate ..........................................................59 
8.1. Results and discussion ...........................................................................................59 
8.2. Conclusion .............................................................................................................61 
9. Summary .......................................................................................................................62 
10. Perspective ...................................................................................................................64 
11. References ....................................................................................................................65 
12. Addendum .....................................................................................................................71 
 
 I 
 
Abbreviations 
Greek symbols 
α reaction extent - 
α' derived polarizability A m2 V-1 J-0.5 
β constant - 
ηeff instrumental efficiency  - 
η fraction of Lorentz for Voigt profile - 
λ wavelength nm 
λL wavelength of the laser radiation nm 
λS wavelength of the scattered light nm 
ν frequency s-1 
νR Raman shift cm-1 
𝜕𝜎
𝜕Ω
 differential Raman scattering cross section m2 sr-1 molecule-1 
σG standard deviation of fitted Gaussian peak - 
Φ radiant power W 
Ω solid angle sr 
 
Latin symbols 
A area m2 
a activity - 
a proportionality constant - 
b molality mol kg-1 
c concentration mol L-1 
E energy J 
EA energy of activation J 
ELaser irradiance of the laser W m-2 
h peak height (Fit parameter) - 
ΔRh0 standard molar reaction enthalpy kJ mol-1 
k equilibrium constant - 
kd coefficient of mass transfer kg m mol-1 s-1 
kr coefficient of reaction kg m mol-1 s-1 
K overall transfer coefficient kg m mol-1 s-1 
L local field - 
I intensity of the Raman signal  W sr-1 
II 
  
  
m mass kg 
N number - 
n Avrami exponent - 
n amount of substance mol 
P pressure MPa 
P0 initial pressure MPa 
Peq equilibrium pressure MPa 
Q ratio of scattering cross sections - 
r reaction constant min-1 
S solubility - 
shb strongly hydrogen bonded - 
t time min 
TEquilibrium hydrate equilibrium temperature K 
ΔTsub subcooling temperature K 
ΔTsup hydrate suppression temperature K 
T0 hydrate equilibrium temperature without 
inhibitor 
K 
T temperature K 
w half width at half maximum cm-1 
whb weakly hydrogen bonded - 
x mole fraction - 
X effective mole fraction - 
z charge of an ion - 
 
Constants 
c speed of light 3·108 m s−1 
h Planck constant 6.626·10−34 J s 
k Boltzmann constant 1.381·10−23 J K−1 
R universal gas constant 8.314 J mol−1 K−1 
Kf cryoscopic constant 1.86 K kg mol-1 
ε0 permittivity of vacuum 8.854 ·10−12 A s V−1 m−1 
 
Chemicals 
CO2 carbon dioxide  
CH4 methane  
 III 
 
C2H6 ethane  
C3H8 propane  
H2 hydrogen  
N2 nitrogen  
KCl potassium chloride  
NaCl sodium chloride  
MgCl2 magnesium chloride  
CaCl2 calcium chloride  
PVP polyvinylpyrrolidon  
PVCap polyvinylcaprolactam  
MeOH methanol  
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1. Introduction 
Gas hydrates are crystalline solids composed of a three-dimensional network of hydrogen 
bonded water molecules stabilized by the inclusion of small guest molecules, such as carbon 
dioxide (CO2), nitrogen (N2), methane (CH4) or ethane (C2H6). They form at low temperatures 
and high pressures. Although, natural gas hydrates were first reported by Sir Humphrey Davy 
in 1811, it did not draw much attention from industry until it started to be a problem by plugging 
transportation pipelines of natural gas in the 1930s.1  
Consequently, for a long time, gas hydrate research focused mainly on the prevention of the 
formation of gas hydrates. For that purpose, different substances, called inhibitors, were added 
to the hydrate-forming system, like methanol (MeOH) or salts. As these inhibitors have to be 
added in large amounts and are corrosive, nowadays the focus of research shifts more and 
more to the identification and investigation of low-cost, effective and environmental friendly 
substitutes.2 However, as their mode of action is not completely understood yet, conventional 
inhibitors are still used in industrial applications.  
The prevention of the formation of gas hydrates is essential for safety purposes in mineral oil 
and gas gathering. This became apparent by the explosion of the oil platform Deepwater 
Horizon in the Gulf of Mexico in 2010. It took nearly five months to seal all leakages. One of 
the major reasons was the formation of gas hydrates, as they blocked extraction systems 
designed to contain the spilling of oil into the ocean.2-3  
On the other hand, gas hydrate technologies offer numerous applications in industrial 
processes. For example, it is possible to incorporate big amounts of gas in a relatively 
(compared to the gaseous state) small hydrate volume: The volume of CO2 at standard 
pressure and temperature can be concentrated in the hydrate phase by a factor of 160.4 This 
is of special interest in CO2 sequestration5, gas storage and transportation6-8. Furthermore, gas 
hydrate technologies can be used for the desalination of seawater9, because salt ions do not 
participate in the gas hydrate cages. Their dissociation enthalpy can be utilized in cooling 
systems10-11, or the gas specific thermodynamics can be employed for gas separation 
processes12, especially CO2 capture from flue gases13-14.  
In order to model and improve these processes, knowledge of the thermodynamic 
fundamentals is essential. This work aims to contribute further insight into the formation and 
dissociation kinetics of CO2 gas hydrates in the presence of different salts.  
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2. State of the art and objective of the thesis 
This section gives an overview of the previous research relevant for the thesis. First, the 
conduction of typical gas hydrate experiments for the determination of equilibrium conditions 
and the characterization of nucleation, growth, dissociation and the memory effect, is 
described. This is followed by research in the field of thermodynamic inhibitors. Then, the 
method for calculating the standard molar reaction enthalpy from the OH-stretching vibration 
is presented. Finally, the section concludes with the resulting objective of the present work.  
2.1. Gas hydrates 
Gas hydrates are crystalline solids that consist of a three-dimensional network of hydrogen 
bonded water molecules. These crystals are stabilized by included guest molecules, which are 
typically small molecules like CH4, C2H6 or CO2. Gas hydrates form three different structure 
types: Structure I, Structure II and Structure H. The unit cells of these structures consist of 
different cages, which are illustrated in Figure 1 a).  
 
Figure 1: a) Composition of the three different structure types of gas hydrates with the involved cage types. 
Additionally, the amount of water molecules per unit cell is indicated.15-16 b) Size of hydrate former molecules and 
cavities occupied16-17 with sI, sII and sH representing Structure I, Structure II and Structure H, respectively. 
The numbers beneath the cages describe the shape of the cage: e.g. 512 stands for a cage 
with 12 pentagonal lateral faces and 51262 indicates a cage with twelve pentagonal and two 
hexagonal lateral faces. The unit cell for Structure I consists of two small 512 cages and six 
large 51262 cages. With that, 46 water molecules participate in one unit cell. At moderate 
pressure, only one guest molecule can occupy a cage (multiple occupancy occurs in the GPa 
range).16 Depending on the size of the guest molecule, it either can be incorporated in both the 
small and the large cages, like CO2 or CH4, or can only stabilize the large cavities, like C2H6 
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(cf. Figure 1 b)). For CO2 and CH4, which form Structure I, the ideal hydration number, defined 
as the amount of water molecules 𝐻ଶ𝑂 per guest molecule 𝐺, is 8𝐺 ∙ 46𝐻ଶ𝑂 = 𝐺 ∙ 5
ଷ
ସ
𝐻ଶ𝑂. In 
reality, not all cavities are occupied, resulting in a higher hydration number, which usually rates 
from 𝐺 ∙ 5 ଷ
ସ
𝐻ଶ𝑂 to 𝐺 ∙ 19𝐻ଶ𝑂.  
Figure 1 b) shows the dependence of the guest molecule size on the structure type formed. It 
can be seen that molecules smaller than 3.5 Å are too small to stabilize any cavity, whereas 
molecules with a size larger than 7.5 Å are too big to be incorporated in a cavity. The shaded 
areas mark molecules, which show the highest non-stoichiometry.  
2.1.1. Equilibrium conditions 
The phase diagram for a binary system of CO2 and water is shown in Figure 2. The following 
terminology is used: I stands for ice, LW for a liquid water-rich phase, H for hydrate, LCO2 for 
liquid CO2-rich phase and V for a gaseous CO2-rich phase. Q1 and Q2 are the lower and upper 
quadruple points, respectively.  
 
Figure 2: Phase diagram of the binary system of CO2 and water.18-22 
The hydrate region is at higher pressure and lower temperature than the three phase lines (I-
H-V), (LW-H-V) and (LW-V-LCO2). In the following, the pressure and temperature data that define 
these lines will be referred to as the hydrate equilibrium conditions. For example, the hydrate 
equilibrium temperature is the temperature at the respective pressure along these lines and 
not the temperature at which hydrate formation occurs. The intersections of these lines define 
two hydrate former specific points: The lower hydrate quadruple point Q1 (I-LW-H-V) and the 
upper hydrate quadruple point Q2 (LW-H-V-LCO2). In case Q1 and Q2 are known, the (LW-H-V) 
phase line can be estimated by a linear interpolation in a semi logarithmic p-T diagram. The 
(LW-V-LCO2) phase line is almost vertical. If experiments are performed at pressures slightly 
above the upper quadruple point Q2, the hydrate equilibrium temperature of Q2 is a good 
estimation of the hydrate equilibrium temperature at the respective pressure. This is due to the 
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fact that there is only a slight change in hydrate equilibrium temperature with pressure at 
pressures higher than Q2. Earlier research often referred to Q2 as the upper temperature limit 
for hydrate formation. Yet, some hydrate formers like CH4 or N2 do not have an upper 
quadruple point, as no liquid-vapor line exists in this temperature region and, therefore, no 
upper temperature limit of hydrate formation. 
Measurements of equilibrium conditions 
Typically, gas hydrate experiments are conducted in cooled high-pressure vessels, with two 
phases: a water-rich phase on the bottom of the cell and a guest-rich gas phase above, at 
which pressure and temperature are recorded. In case of an isochoric experimental procedure, 
a p-T diagram, as shown in Figure 3, is gained. 
 
Figure 3: Typical p-T trajectory from an isochoric gas hydrate experiment.23 
The experiment starts at point A at a certain pressure and temperature. At first, the temperature 
is decreased to point B. Hence, contraction of the gas and an increased solubility of gas 
molecules in the water-rich phase cause a pressure drop in the cell. At point B, rapid hydrate 
growth occurs. This is accompanied by a fast decrease in pressure, because many guest 
molecules from the gas phase are incorporated in the cavities of the hydrate cages. 
Additionally, due to the exothermic nature of hydrate formation, the temperature rises slightly. 
When the formation of gas hydrates is completed at point C, meaning that pressure and 
temperature are constant, the cell is heated. During the first stage (points C to D), the pressure 
remains constant as no hydrates dissociate. By further increasing the temperature, first hydrate 
crystals start to dissociate (point D), which results in an increase of pressure, as the 
incorporated guest molecules return to the gas phase. When all hydrate crystals are 
dissociated, the pressure is as high as before during the cooling phase. In Figure 3, this is 
shown as point E, the intersection of the p-T data from the cooling and the heating phase, 
which is also considered as the equilibrium point. Due to the dissociation of hydrates not being 
a stochastic process like the nucleation, this experimental method is suitable for the 
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determination of equilibrium points.24-26 For measuring hydrate equilibrium conditions - 
pressure and temperature - sufficient heat transport throughout the sample has to be ensured. 
Therefore, the heating temperature ramp has to be slow enough. Tohidi et al.25 suggested that 
raising the temperature stepwise with adequate time between each temperature step produces 
more accurate results than continuous heating.  
As described above, the formation of gas hydrates (point B) does not occur at the hydrate 
equilibrium point (point E). The nucleation of hydrate formation is a stochastic process, for 
which a certain driving force is necessary. In literature, there are many opinions on which 
thermodynamic property describes the driving force best for correlations of growth kinetics and 
nucleation probability. Nevertheless, the driving force is related to the distance of the 
experimental conditions to the hydrate equilibrium line. A common property to describe the 
driving force is the temperature difference between the hydrate equilibrium temperature and 
the experimental temperature (here point B) of the gas hydrate sample at which hydrate 
formation occurs, at the same pressure. This difference is called the subcooling ∆𝑇௦௨௕. The 
higher the driving force, the less stochastic nucleation becomes.  
The formation of gas hydrates requires low temperature as well as high pressure and can be 
described similarly to a crystallization process: The first step is the nucleation phase followed 
by the growth phase. 
2.1.2. Nucleation 
Figure 4 a) shows a typical concentration-temperature diagram for a crystallization process, 
and Figure 4 b) a schematic p-T diagram for a gas hydrate forming system like CO2 dissolved 
in water.  
 
Figure 4: a) Concentration-temperature diagram of a crystallization process with instable, metastable and stable 
region. b) Pressure-temperature diagram of the equilibrium line of gas hydrates with visualization of the 
subcooling Tsub.  
Figure 4 a) can be divided in three different regions (from right to left): the stable region, the 
metastable region and the instable region. Point P is within the stable region, which is limited 
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by the binodal line A-B. This line is equal to the hydrate equilibrium line for a hydrate formation 
process. In this region, no crystallization or hydrate formation is possible. The second region, 
where point Q is located, is the metastable region, which is limited by the binodal A-B and the 
spinodal C-D. Here, spontaneous crystallization/nucleation and growth occur. At even lower 
temperature and higher concentration, region number three, the instable region, is located. At 
point S, spinodal decomposition occurs. Despite the similarities between crystallization and 
hydrate formation, the location of the spinodal line for hydrate formation is not known.  
For the nucleation of gas hydrates, a driving force is necessary. This, for example, can be a 
difference in temperature to the equilibrium temperature ∆𝑇௦௨௕ as illustrated in Figure 4 b).  
Nucleation can be divided into two groups: homogeneous nucleation and heterogeneous 
nucleation. Homogeneous nucleation occurs from the bulk phase, as for instance from a 
supersaturated CO2 water phase without impurities. This process is profoundly stochastic and 
rarely observed in an experiment as small impurities, a phase boundary or the wall of the 
reactor can act as a nucleation site. That is also one of the reasons why nucleation tends to 
be apparatus dependent. In addition, the degree of perturbation by the agitation of the sample 
and the interfacial area of the gas and the water phase influence the nucleation. As these 
properties are hard to replicate with another apparatus or laboratory, the transfer of nucleation 
characteristics from one system to another has to be done with care.  
Nucleation hypotheses 
Different conceptual pictures for the nucleation of gas hydrates have been introduced in 
literature: The labile cluster hypothesis, the nucleation at the interface and the local structuring 
hypothesis.16 
The formation steps of the first mentioned hypothesis, the labile cluster hypothesis, are 
depicted in Figure 5.  
 
Figure 5: Schematic of the labile cluster nucleation hypothesis.27 
At temperature and pressure conditions within the hydrate forming region but without dissolved 
gas, water exists in labile ring structures of pentamers and hexamers, stabilized by hydrogen 
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bonds (Figure 5 a)). When a gas dissolves into water, these ring structures order around the 
gas molecules and form labile clusters, as seen in Figure 5 b). The cluster size depends on 
the size of the dissolved gas. For example, 24 water molecules surround a CO2 molecule 
(coordination number 24), whereas 20 water molecules surround a CH4 molecule. Following 
the formation of the labile clusters, they combine to form unit cells (Figure 5 c)). In order to 
form unit cells of Structure I, coordination numbers of 20 and 24 are necessary for the formation 
of 512 and 51262 cages, respectively. In case both coordination numbers are available in 
solution, the nucleation of gas hydrates is facilitated. If solely one coordination number is 
present in solution, clusters have to be transformed by the breakage and formation of hydrogen 
bonds. This transformation results in an activation barrier, which retards nucleation. At the 
point where both coordination numbers are present, the agglomerates do not dissolve again, 
but can grow to form a critical nucleus, as shown in Figure 5 d). After that, rapid growth 
occurs.27  
A modification of the labile cluster hypothesis is the nucleation at the interface hypothesis, 
illustrated in Figure 6. This model states that a gas molecule is adsorbed on the interface. Via 
surface diffusion, the gas molecule is transported to a suitable location. There, water molecules 
first form partial and then complete cages around the gas molecule.28-29  
 
Figure 6: Illustration of the nucleation at the interface hypothesis.30 
The third and most recent hypothesis is the local structuring nucleation hypothesis. Here, it is 
assumed that thermal fluctuations cause a group of guest molecules to be arranged in 
configurations similar to the hydrate phase. If the number of guest molecules in locally ordered 
arrangements exceeds the one in the critical nucleus, hydrate formation occurs.30  
The basic difference between the three hypotheses is that the first and second hypothesis 
presume the formation of individual hydrate cavities, whereas the third hypothesis acts on the 
assumption of a locally ordered water-guest ensemble. 
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Experiments designed for studying the nucleation and growth of gas hydrates are often 
conducted in an isochoric manner in a high-pressure cell. As the nucleation of gas hydrates is 
stochastic, two methods are possible to describe the formation of gas hydrates.31  
The first method is to cool the sample in a continuous way or stepwise and determine the 
temperature at which rapid hydrate growth starts. The start of hydrate growth can be 
determined by a fast pressure decrease accompanied by a temperature rise or, in the case of 
integrated windows, visually.  
The other possibility to characterize the start of hydrate formation is to set the conditions of the 
cell to a certain temperature and pressure within the gas hydrate forming region. After reaching 
saturation of the water-rich phase with the guest molecules, the period of time until hydrate 
growth starts is measured. This option is illustrated in Figure 7. The black dots represent the 
pressure drop due to dissolution of the gas into the water-rich phase. The time between 
reaching equilibrium and hydrate formation is called induction time. This is followed by a 
significant pressure drop due to the incorporation of guest molecules from the gaseous phase 
into the hydrate cages (red dots).  
 
Figure 7: Pressure over time for a gas hydrate experiment during dissolution and hydrate growth. 
In both cases, measuring induction times and the temperature of hydrate formation, a statistical 
valid number (n>100) of experiments have to be performed to overcome the statistical 
variations of nucleation.32 The temperature of hydrate formation can show a variation of 6 K.32 
Induction times are highly affected by the subcooling ∆𝑇௦௨௕. With high subcoolings (11 K), 
induction times range, for example, from 0 to 457 s, whereas with low driving forces (6 K), they 
can vary from 629 to 15000 s.33 
2.1.3. Growth 
The growth process of gas hydrates is less stochastic than the nucleation. On molecular level, 
it is an interplay between three factors: (i) intrinsic kinetics of crystal growth, (ii) mass transfer 
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of gas molecules to the crystal surface and (iii) removal of the formation enthalpy away from 
the crystal (heat transfer).  
A conceptual picture of crystal growth is given in Figure 8. 
 
Figure 8: Conceptual picture of crystal growth.34 
First, a gas molecule surrounded by water molecules diffuses to the crystal surface (1). There, 
the cluster adsorbs at the crystal surface and some water molecules are released into the bulk 
fluid (2). From there, the cluster can diffuse in two dimensions along the surface (3) to a step 
in the crystal surface, where more water molecules detach from the cluster (4). Then, the 
cluster can diffuse in one dimension along the step (5). When the cluster adsorbs at a kink, 
which is the most favorable site considering energy, again water molecules are released (6). 
Finally, the cluster is immobilized in every dimension and integrated in the crystal.34 According 
to this mechanism, water rearrangements into a fitting cavity can be a rate-limiting kinetic 
step.16  
The transportation of gas molecules to the hydrate surface can described analogously to the 
decomposition of a solid on a growing crystal.34-35 Noyed and Whitney36 suggested that the 
crystal growth rate ௗ௠
ௗ௧
 can be expressed as  
with the coefficient of mass transfer 𝑘ௗ and the surface area of the crystal 𝐴. In this picture, 𝑐 
is the concentration of solute in the supersaturated solution, and 𝑐௘௤ is the equilibrium 
concentration. Based on the assumption that a thin stagnant film exists around the crystal 
surface, through which solute molecules have to diffuse, Nernst37 modified Equation 1 
expressing 𝑘ௗ indirectly proportional to the thickness of the stagnant film.  
𝑑𝑚
𝑑𝑡
= 𝑘ௗ𝐴(𝑐 − 𝑐௘௤), (1) 
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Berthoud38 and Valeton39 modified the model, resulting in two steps: first, diffusion to the 
interface followed by reaction at the interface. This mechanism is illustrated in Figure 9. 
  
Figure 9: Conceptual picture of mass transfer from the bulk phase to the gas hydrate surface.34-35 
These two steps can be described by Equations 2 and 3: 
𝑑𝑚
𝑑𝑡
= 𝑘ௗ𝐴(𝑐 − 𝑐௜), (2) 
𝑑𝑚
𝑑𝑡
= 𝑘௥𝐴(𝑐௜ − 𝑐௘௤), (3) 
with the rate constants for diffusion 𝑘ௗ and reaction 𝑘௥. The two properties are usually 
combined to the overall transfer coefficient 𝐾ᇱ: 
ଵ
௄ᇲ
= ଵ
௞೏
+ ଵ
௞ೝ
 and (4) 
𝑑𝑚
𝑑𝑡
= 𝐾ᇱ𝐴(𝑐 − 𝑐௘௤). (5) 
Equations 1 to 5 apply to classical crystal growth from a supersaturated solution. In this case, 
the respective growth rate constant 𝑘௜ (here 𝑘ௗ and 𝑘௥) shows a typical Arrhenius dependence 
on temperature 𝑇:35  
dln𝑘௜
d𝑇
=
𝐸஺
𝑅𝑇ଶ
, (6) 
with 𝑅 being the universal gas constant and 𝐸஺ being the energy of activation for the particular 
reaction. 
In gas hydrate research, the following assumptions are often applied: (i) The crystal growth 
rate ௗ௠
ௗ௧
 is described by the rate of gas consumption ௗ௡೔
ௗ௧
, as this quantity is easier accessible 
during an experiment. (ii) The concentrations are replaced by fugacities. This is valid if 
temperature and pressure are constant, the solution is an ideal liquid solution and the total 
State of the art and objective of the thesis 11 
molar concentration is constant. (iii) Sometimes, the reaction-controlling step is assumed to be 
the diffusion of gas from the gaseous phase into the liquid water-rich phase, especially for 
gases with a low solubility in water like CH4.  
With these assumptions, the Englezos-Bishnoi model is gained: 
൬
𝑑𝑛௜
𝑑𝑡
൰
௣
= 𝐾𝐴൫𝑓௜௕ − 𝑓௜
௘௤൯, (7) 
with ቀௗ௡೔
ௗ௧
ቁ as numbers of gas molecules consumed per second by the hydrate, the surface 
area of the particle 𝐴 and the fugacities of component 𝑖 in the bulk liquid 𝑓௜௕ and at 
equilibrium 𝑓௜
௘௤. 
In case of vigorous agitation, the boundary layer becomes very thin. Therefore, the crystal 
growth rate becomes reaction controlled and diffusion, at least through the boundary layer, 
can be neglected.  
The pressure drop due to hydrate growth can be used to describe the growth kinetics of hydrate 
formation. For that, the pressure drop is converted to the gas uptake via an equation of state 
for real gases. A typical development of gas uptake with time is shown in Figure 10. Here, the 
gas uptake is the amount of substance of guest molecules that get included in the water-rich 
phase from the guest-rich phase. This can be achieved via dissolution (black dots) or by the 
incorporation into the hydrate cages during hydrate formation (red dots).  
 
Figure 10: Gas uptake over time for a gas hydrate experiment during dissolution and hydrate growth. 
The gas uptake is related to the amount of water molecules forming hydrate cages via the 
hydration number. This is the number of water molecules per guest (gas) molecule. However, 
gas hydrates do not form ideal crystals in reality, meaning that some cages can stay empty. 
Therefore, the calculation of the amount of gas hydrate formed depends on an estimation of 
the hydration number. Calculating the formation of gas hydrates from the pressure drop is the 
most common method, as pressure data are easily accessible. A disadvantage of this method 
is that hydrate formation can occur before the dissolution process of the guests into the water-
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rich phase is completed. If that happens, it is not sure whether the pressure drop is solely due 
to the incorporation of guest molecules into the hydrate structure or also due to the dissolution 
into the remaining liquid water-rich phase. Many authors investigated the kinetics of hydrate 
formation with the addition of different chemicals, though without fitting a kinetic model to their 
data:  
Yang et al.40 investigated the effect of salts on the kinetics of CO2 hydrates in porous media 
with the same driving force for all experiments. They observed a slightly lower conversion to 
hydrates with the addition of salts. 
Farhang et al.41 performed experiments on the influence of sodium halides on the kinetics of 
CO2 hydrate formation. All experiments were conducted at the same temperature, resulting in 
different driving forces. They found that small amounts of sodium iodide (NaI) and sodium 
bromide (NaBr) could increase the rate constant of hydrate formation as well as the maximum 
gas uptake, whereas sodium chloride (NaCl) has no effect. 
Nguyen et al.42 investigated the effect of sodium halides on CH4 gas hydrates. Their results 
show that small amounts of NaCl do not affect the amount of consumed gas, but at 
concentrations higher than 1000 mM, which corresponds to a weight fraction of 5.8 ௚ಿೌ಴೗
ଵ଴଴௚ಹమೀ
, a 
significant decrease is observed. 
Moeini et al.43 performed an experimental study of the influence of NaCl aqueous solutions on 
the growth kinetics of CO2 gas hydrates. They examined two different pressures and three 
different temperatures. In this study, the amount of consumed gas decreased with increasing 
temperature and the same pressure. Consequently, the driving force is lessened with a rising 
temperature. They also observed that the addition of NaCl significantly reduces the maximum 
amount of consumed CO2. 
Abay et al.44 investigated the influence of gas composition on the formation kinetics of sII 
hydrates. For that, they studied the formation of two different synthetic natural gases with the 
addition of MeOH, and two kinetic inhibitors, polyvinylpyrrolidon (PVP) and 
polyvinylcaprolactam (PVCap). For both gas compositions, the same subcooling was adjusted 
and the gas uptake was calculated from the pressure drop via an equation of state for real 
gases using the compressibility factor. They fitted a nine-degree polynomial to their data, but 
no kinetic model. They observed unique growth characteristics for each gas, which were not 
affected by the addition of inhibitors. Thereby, they concluded that the growth kinetics of sII 
gas hydrates do not depend on an addition of inhibiting chemicals but solely on the gas 
composition.  
In order to describe the growth kinetics of hydrate formation, different models can be used. If 
mass and heat transfer limitations are neglected, models only based on intrinsic growth 
mechanisms are valid. Many authors45-47 fitted their data to a first order reaction, where they 
correlated the pressure decrease directly to the reaction extent α,  
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α(t) =
𝑝଴ − 𝑝(𝑡)
𝑝଴ − 𝑝௘௤
= 1 − exp(−𝑟𝑡), (8) 
where 𝑝଴ is the initial pressure, 𝑝(𝑡) is the pressure at time 𝑡, 𝑝௘௤ is the final equilibrium 
pressure after completion of hydrate growth and 𝑟 is the reaction constant. 
Woo et al.46 performed measurements of chlorodifluoromethane (R22) in NaCl and magnesium 
chloride (MgCl2) brines. The kinetic experiments were performed at a constant temperature of 
278 K. They observed a significant diminution of the rate constant as well as the overall gas 
consumption with the addition of salts, whereas the same weight percent MgCl2 had a bigger 
influence on these properties than NaCl.  
ZareNezhad et al.47 published work done on CO2 gas hydrates using sodium dodecyl sulfate 
(SDS) as a promotor. All experiments were carried out at the same temperature, whereas 
promotor concentration, impeller speed and pressure were varied. A first order reaction 
equation calculated from the pressure drop was in good agreement with the measured data 
only at the beginning of the hydrate growth. This indicates that their experiments were not just 
reaction limited, but with time also diffusion (and/or heat transfer) limited. The amount of 
hydrate formed and the initial conversion rate changed with the concentration of SDS, though 
without a clear trend.  
Sabil et al.45 investigated the growth kinetics of CO2 and mixed CO2 gas hydrates in the 
presence of tetrahydrofuran (THF) and NaCl aqueous solutions. The experiments were 
conducted with the same subcooling. They calculated the amount of CO2 molecules consumed 
from the pressure drop of the system via the Peng-Robinson equation of state and 
characterized the growth kinetics with a first order reaction equation. Their results show that 
temperature and pressure have the largest influence on the maximal CO2 consumption and 
the growth constant. A higher temperature resulted in a larger value of the growth constant 
and a higher amount of consumed gas molecules. Moreover, the maximal CO2 consumption 
was found to be slightly affected by the presence of NaCl, as well as the growth constant.  
Classically, the isothermal generation of a new phase (like crystallization) is often described 
by the Johnson-Mehl-Avrami-Kolmogorow equation: 
α = 1 − exp(−r𝑡௡). (9) 
Here, the reaction extent α is characterized by an exponential function, limited to 1, with the 
time 𝑡, the reaction constant 𝑟 and the Avrami exponent 𝑛. The Avrami exponent gives 
information about the dimension of growth. An exponent of three resembles three-dimensional 
growth, whereas 𝑛 = 2 corresponds to plate-like two-dimensional growth and an exponent of 
one equals one dimensional growth, e.g. needles. In case that the growth is controlled by mass 
transfer resistance, the Avrami exponent is reduced, usually by half.48 If the Avrami exponent 
is one, Equation 9 turns into a first order reaction equation like Equation 8. Many researchers 
were able to fit their data gained from CH4, mixed hydrocarbon or CO2 hydrate formation 
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experiments to the Avrami model.49-52 Kumar et al.49 studied the crystallization kinetics of CO2 
gas hydrate in a stirred tank and gained values close to one for the Avrami exponent. This 
indicates that the CO2 hydrate growth is not limited by gas diffusion and is one dimensional. 
The finding is in accordance with Takeya et al.53 and Uchida et al.54, who observed the start of 
the hydrate formation at the water-gas interface followed by downward growth. 
Apart from the classical measurement of kinetic data for gas hydrate growth, in literature, there 
were attempts to study the evolution of gas hydrate formation with spectroscopic methods in 
situ.  
Sloan et al.55 reported work done on the kinetics of hydrate formation with a kinetic inhibitor 
observed by Raman spectroscopy. They determined the ratio between large and small cavities 
occupied, though the quantification of how much hydrate was formed was still accomplished 
with conventional methods.  
Luzi et al.50 measured time resolved Powder X-Ray Diffraction (PXRD) spectra of the formation 
of mixed CH4 and n-butane gas hydrates from ice particles. They were not able to quantify 
their data by the Rietveld refinement method. Instead, they used a semi-quantitative way and 
defined the reaction extent as the intensity peak ratio of one peak that is attributed to ice and 
one attributed to hydrate.  
This method was also employed by Ohno et al.56-57 for the study of hydrocarbon hydrates. As 
a calibration for the PXRD spectra is challenging, they compared the growth data from PXRD 
to gas uptake results and found a linear relation between both. Therefore, this method can be 
used to describe gas hydrate growth qualitatively, but not quantitatively.  
Another optical applicable metrology for the investigation of hydrate growth is Nuclear 
Magnetic Resonance (NMR). Kini et al.58 exploited 13C NMR for the study of the formation of 
CH4 and propane (C3H8) hydrate formation kinetics. Also, dissociation kinetics of CH4 - C2H6 
gas hydrates were studied via 13C NMR by Dec et al.59 and Kida et al.60. 
All last-mentioned working groups did not fit a kinetic model to their data. They mainly used 
the measurements to identify the cage occupancy of small and large cages during hydrate 
formation and dissociation. So far, optical measurement technologies are often used as a 
complementary metrology for the identification of structural properties of hydrates and not for 
the continuous in-situ monitoring of hydrate formation. 
2.1.4. Dissociation and the memory effect 
The dissociation of hydrates is an endothermic process. The best accordance with 
experimental data show heat transfer limited models, instead of models based on intrinsic 
kinetics. These act on the assumption, that a hydrate plug is surrounded by a stationary water 
phase, which conducts the heat towards the hydrate core.61 Some researchers state that, in 
case the dissociation occurs at moderate temperatures (not far from the hydrate equilibrium 
temperature), the completely molten hydrate phase keeps a ‘memory’ of its structure. This 
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results in an easier re-formation of gas hydrates compared to a solution from ‘fresh’ water. 62-
63 Many researchers have documented the existence of a memory effect.53, 64 In a recent study, 
Sowa and Maeda65 used a high pressure automated lag time apparatus (HP-ALTA) to examine 
the memory effect of natural gas hydrate systems. They applied a linear cooling ramp to the 
system and measured the maximal achievable subcooling before hydrate formation occurred. 
They conducted more than a hundred hydrate formation events to be able to give a statistically 
valid statement of the existence of the memory effect. Their results indicate that even though 
nucleation is a stochastic process, a significant shift towards smaller subcoolings, until hydrate 
formation occurs, exists for solutions from a molten gas hydrate. The shift was more 
pronounced when the superheating temperature (difference between hydrate equilibrium 
temperature and experimental temperature for hydrate dissociation) was decreased, but it also 
varied considerably between the four sample cells used.  
Nevertheless, some studies explicitly designed to investigate this effect have failed to observe 
it.66-68 This could arise from various causes.  
In one study, the authors stated that their limited amount of data could be the reason for the 
non-detectable alteration of the stochastically distributed induction times.64 Another group 
analyzed the memory effect after 6.5 K of superheating, which could have been enough to 
destroy the memory effect.64  
In conclusion, it is legitimate to say that a memory effect exists, but not for all hydrate forming 
systems. Additionally, it fades and is destroyed if the molten system is heated to a sufficiently 
high temperature before it is cooled again for hydrate formation.62 The mechanisms that 
contribute to the memory effect are still controversially debated. Three main hypotheses for its 
origin are given in literature:  
The first explanation is the possible existence of residual hydrate structures in the liquid water-
rich phase after gas hydrate melting. Some water molecules stay in an arrangement that is 
similar to the one of the gas hydrate cage. Thompson et al.69 performed neutron diffraction 
measurements to study the water structure at different periods of CH4 gas hydrate formation 
and decomposition. The results indicate that a low concentration of hydrate crystals remains 
in the solution after the hydrate crystal seems to have melted, and influences the local water 
structure. Consequently, a re-formation of the hydrate cage is easier and the hydrate formation 
appears faster.55 
The second hypothesis is given by Zeng et al.70-71, who performed experiments on the 
nucleation of THF and CH4 gas hydrates. From their observations, they concluded that the 
memory effect solely exists for heterogeneous nucleation and not for homogeneous 
nucleation. Therefore, they postulated that an alteration of impurities or the surface of the cell 
(which lead to heterogeneous nucleation) is responsible for the memory effect. According to 
them, the growth of a hydrate crystal causes an imprinting on the surface of impurities in the 
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sample or the walls of the cell. The altered surface can act as a better nucleation site of hydrate, 
resulting in a facilitated hydrate nucleation.  
The third assumption is that after the complete melting of the hydrate, the remaining liquid 
water-rich phase contains excess guest molecules (here CO2), either dissolved in a 
supersaturated system or as dispersed micro bubbles/droplets in the form of a microemulsion. 
It was shown experimentally that nanobubbles could act as a nucleation site for various 
systems like the crystallization of glycine.72-73 Recent studies have simulated the melting 
process of gas hydrates and found out that it results in a micro- and nanobubble (MNB) 
solution.74 Uchida et al.75 used a transmission electron microscope to detect the generation of 
MNBs from the dissociation of CH4 hydrates and Raman spectroscopy to confirm that they 
contain CH4 vapor. The MNBs they detected stabilized within a few hours in solution and had 
an average diameter of 600 nm. In a subsequent work76 they investigated the effect of MNBs 
on the induction time of C2H6 gas hydrates and observed much shorter induction times for the 
C2H6 hydrate-dissociated solution than for the ‘fresh’ water. Bagherzadeh et. al.77 performed 
molecular dynamic simulations on the decomposition of CH4 hydrate, which resulted in the 
generation of MNBs. Although, in their simulations the CH4 nanobubbles were not stable 
beyond several 10 ns, they suggested that under real conditions with heterogeneous bubble 
nucleation, the MNBs might live long enough to be metastable and lead to the memory effect. 
2.1.5. Gas hydrate inhibitors 
In the field of oil and gas production, the formation of gas hydrates has to be averted, as gas 
hydrates can block or destroy pipelines. For that reason, substances that delay or impede the 
formation, called inhibitors, can be added to the potentially gas hydrate forming phase. These 
are classified in two groups: Low-dosage hydrate inhibitors (LDHI) and thermodynamic hydrate 
inhibitors (THI). An overview of the different classes of gas hydrates is given in Figure 11. 
LDHIs are added, as the name suggests, in low concentrations (~1 wt-% referring to the mass 
of water), whereas THIs have to be added in higher amounts (up to 30 wt-%). LDHIs can be 
further divided into kinetic hydrate inhibitors (KHI) and anti-agglomerates (AA). 
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Figure 11: Overview of different gas hydrate inhibitors. 
KHIs are mostly polymers, like PVP (shown on left side of Figure 12) or PVCap. A suggested 
mechanism for the mode of action of kinetic inhibitors is shown in Figure 12. 
 
Figure 12: One suggested mechanism for the working principle of kinetic hydrate inhibitors.16 
KHIs do not prevent the nucleation of gas hydrates, as they do not alter the equilibrium 
conditions of gas hydrate formation, but they impede further growth to a critical nucleus. 
Hydrate agglomerates, which have not yet reached the size of a critical nucleus (white stars in 
Figure 12), adsorb to the hydrophilic parts of the kinetic inhibitor (black stars in Figure 12). 
Attached there, further growth is hindered. This way, KHIs extend induction times. Thereby, it 
is possible to operate for example a pipeline in areas at conditions within the hydrate forming 
region without the risk of blockage.  
AAs as the other group prevent bigger hydrate particles from agglomeration and, thus, ensure 
flowability in pipelines. These inhibitors are effective if a liquid hydrocarbon is present in the 
system. Figure 13 illustrates the underlying mechanism.  
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Figure 13: Mechanism of anti-agglomerates for flow assurances.16 
Representatives of anti-agglomerates are quaternary ammonium salts (QAS) as depicted on 
the left side of Figure 13. They have one or two long tails and two or three short tails resulting 
in a water soluble hydrophilic part and a hydrophobic part that is soluble in liquid hydrocarbons. 
Thus, formed hydrate particles or water is attached to the hydrophilic part, whereas the long 
carbon end stabilizes the QAS in the liquid hydrocarbon, resulting in small spherical hydrate 
particles rather than one plug.  
The second main class of inhibitors are THIs. Its two most important representatives are 
alcohols and salts. In contrast to LDHIs, THIs shift the hydrate equilibrium curve to lower 
temperature and higher pressure. The inhibition mechanism has a colligative property, 
meaning the more THI is added to the hydrate forming system, the larger is the shift of the 
equilibrium curve. The difference in equilibrium temperature between the uninhibited and the 
inhibited system is called hydrate suppression temperature ∆𝑇௦௨௣. On the left side, Figure 14 
shows example hydrate equilibrium curves for different mass fractions of NaCl dissolved in the 
water-rich phase and the hydrate suppression temperature of the system with 10 wt-% salt.  
 
Figure 14: Hydrate equilibrium lines of CO2 gas hydrates for different mass fractions of NaCl dissolved in the water-
rich phase (left). Arrangement of water molecules around the ions of NaCl (right).  
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The mode of action of thermodynamic inhibitors is the following: The dissolved salt ions interact 
with water molecules via Coulombic forces, whereby the water molecules arrange around the 
salt ions (as shown on the right side of Figure 14). The involved water molecules are no longer 
freely available for the development of hydrogen bonds with other water molecules that are not 
interacting with salt ions. Thus, the inhibition of hydrate formation by the solvation of salt in the 
liquid water-rich phase is obtained by an increased competition between ‘water-salt coulombic 
forces’ and ‘water-water hydrogen bonds’. MeOH acts in the same way, but interacts with water 
molecules via hydrogen bonds instead of Coulombic forces.16  
Estimating the hydrate suppression temperature ∆𝑻𝒔𝒖𝒑 
In technical applications, it is important to know the temperature (or pressure) suppression the 
inhibitor induces in the water-rich phase. This is defined as the difference of the hydrate 
equilibrium temperature with and without inhibitor (point E in Figure 3). Therefore, many 
researchers18-19, 22, 78-79 focused on measuring equilibrium points for different inhibitors for gas 
hydrate forming systems in apparatuses described in section 2.1.1. From these equilibrium 
data points, correlations were established in order to predict the hydrate suppression 
temperature.  
Hammerschmidt80 proposed the first estimation for hydrate suppression temperatures. His 
equation is very similar to calculations of freezing point depression, assuming that the 
depression is proportional to the weight percent of inhibitor in the aqueous phase. It is a good 
estimation for the prediction of temperature suppression for MeOH and glycols up to 20 wt-%, 
but fails with salts.  
An estimation for the hydrate suppression temperature caused by salts was given by McCain81. 
This correlation is based on gas specific gravity and salt concentration in weight percent. It 
gives good estimations for salinities smaller than 20 wt-%. However, the major drawback is 
that it does not account for the salt species, since especially the charge of the ions plays an 
essential role in the modification of the water-rich phase.82  
Another correlation for predicting hydrate suppression temperatures was developed by Yousif 
and Young83. Here, the hydrate suppression temperature is expressed as an empirical third 
order polynomial, which is a function of the total mole fraction of hydrate inhibitor in solution. 
The total mole fraction is calculated via the apparent molecular weight of salt in solution with 
salts. This is a function of the degree of ionization, which varies with the different salts. 
However, later works performed by Østergaard et al.84 indicated that the correlation shows 
inaccuracies when tested on independent experimental data.  
A new estimation for the hydrate suppression temperature was recently published by Hu et 
al.85. In this case, the correlation is based on the analogy of freezing point depression to 
hydrate suppression temperature. Their derivations result in 
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∆𝑇௦௨௣
𝑇଴𝑇
= 𝛽 ∙ ln 𝑎ௐ(𝑥௜, 𝑇), (10) 
where ∆𝑇௦௨௣ is the hydrate suppression temperature, 𝑇଴ and 𝑇 are the hydrate equilibrium 
temperatures without and with inhibitor (and therefore ∆𝑇௦௨௣ = 𝑇଴ − 𝑇). 𝛽 is a guest molecule 
specific constant. 𝑎ௐ is the activity of water, which depends on the mole fraction 𝑥௜ of the 
inhibitor 𝑖 and the temperature 𝑇. The activity of water can be well described by the eNRTL 
model86, which takes the effective mole fraction 𝑋  
𝑋 = ෍ |𝑧௜|𝑥௜
௜ୀ௜௢௡௦
 (11) 
as the concentration variable, where 𝑧௜ is the charge of the ions of the salt and 𝑥௜ is their mole 
fraction. Therefore, they correlated the value ∆ ೞ்ೠ೛
బ்்
 with the effective mole fraction via a third 
order polynomial, which is illustrated in Figure 15. The results show a good correlation for CH4 
hydrate. Moreover, the correlation is valid for any sI hydrate without modification. 
 
Figure 15: Correlation from Hu et al. reproduced from85. 
2.2. The OH-stretching vibration as a tool for the determination of the 
standard molar reaction enthalpy 
The Raman signal of the stretching vibration of water, here referred to as OH-stretching 
vibration, is well known to be dependent on the development of hydrogen bonds.87-88 It can be 
used to measure properties that influence the development of hydrogen bonds, such as 
temperature89, density, or the composition of a water-containing liquid mixture90. The Raman 
spectrum of the OH-stretching vibration of liquid water is shown in Figure 16 a) for different 
mass fractions of dissolved MgCl2 at a temperature of 280 K. All spectra are normalized to the 
integral of the Raman spectrum, or in other words to their area. All spectra intersect at a Raman 
shift of 3337 cm-1, the isosbestic point for the investigated systems. In the following, the region 
from 2800-3337 cm-1 will be referred to as the left shoulder, whereas the region from 3337-
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3800 cm-1 will be called the right shoulder of the Raman spectrum of the OH-stretching 
vibration of water.  
As the mass fraction of salt in the solution gets higher, the intensity of the right shoulder 
increases while the intensity of the left shoulder decreases. To explain this behavior I use a 
simplifying model of the water-rich phase that acts on the assumption of water molecules in 
two different states: strongly hydrogen bonded (shb) water molecules and weakly hydrogen 
bonded (whb) water molecules. Using the terminology ‘weak’ and ‘strong’ applies to the 
number of hydrogen bonds a water molecule engages with its neighboring water molecules. It 
does not refer to the strength of one specific hydrogen bond. Accordingly, the left shoulder of 
the OH-stretching vibration can be attributed to shb water molecules and the right shoulder to 
whb water molecules. Consequently, the shape of the OH-stretching vibration is a measure for 
the development of the hydrogen bonded network in water and thus sensitive to influences that 
alter the hydrogen bonded network, like temperature or, as depicted in Figure 16 a), salinity. 
The alteration of the shape of the OH-stretching vibration generated by salt can be explained 
as follows: Salt is dissolved in water by the formation of a hydration shell of water molecules 
around the charged salt ions. The interaction of salt ions and water is governed by Coulombic 
forces, which are much stronger than the interaction of two water molecules, which interact via 
hydrogen bonds. Therefore, the hydrogen bonded network is disturbed, meaning that more 
water molecules get weakly hydrogen bonded.  
To quantify the change of the shape of the OH-stretching vibration the van’t Hoff behavior can 
be utilized (cf. section 3.1):  
ቌ
𝜕𝑙𝑛𝑘
𝜕 1𝑇
ቍ
௉
= −
∆ோℎ଴
𝑅
. (12) 
In the classic approach, the van’t Hoff equation describes an equilibrium reaction, in which 𝑘 
is the equilibrium constant, 𝑇 the temperature, 𝑅 the universal gas constant and ∆ோℎ଴ the 
standard molar reaction enthalpy. There are different opinions in literature how to use this 
equation in relation to the temperature dependent shape of the OH-stretching vibration of 
water.  
Some take the existence of an isosbestic point as an indication for equilibrium between two 
components, here shb and whb water molecules.91-92 Others state that this behavior arises 
from a continuous thermally equilibrated distribution.93-94 The first group usually decomposes 
the spectrum into five Gaussian peaks (some use a different number of peaks), which can be 
assigned to different local hydrogen bondings, referring to the interaction of one water molecule 
with its neighbors. This method is shown in Figure 16 b). Afterwards, the intensity of shb water 
molecules is the sum of the first two peaks (whose central Raman shifts are left of the 
isosbestic point) and the one of whb water molecules is the sum of the three peaks with higher 
Raman shifts (whose central Raman shifts are right of the isosbestic point):95 
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𝑘 =
𝑛௦௛௕
𝑛௪௛௕
=
𝐼௦௛௕
𝐼௪௛௕
=
𝐼ூ + 𝐼ூூ
𝐼ூூூ + 𝐼ூ௏ + 𝐼௏
. (13) 
A variation of that method is to build the ratio between two peaks, for example Peak 1 and 
Peak 5 with 𝑘 = ூೞ೓್
ூೢ೓್
= ூ಺
ூೇ
, as Peak 1 is assigned to fully hydrogen bonded water molecules 
and Peak 5 to not hydrogen bonded water molecules.96  
The second group objects and holds the opinion that the decomposition of the spectrum into 
peaks is unjustified, as there are no distinct populations of water molecules.93 Nevertheless, 
according to them the OH-stretching vibration of water can be divided at an arbitrary point 
(between 2800 cm-1 and 3800 cm-1) and the ratio of the two areas will then correlate with the 
difference in average energy between the two sub-ensembles of shb and whb water 
molecules.94 This method is illustrated in Figure 16 c).  
 
Figure 16: a) Area normalized Raman spectra of the OH-stretching vibration of liquid water from MgCl2/water-
solutions at p = 6 MPa and T = 280 K. b) Decomposition of the Raman spectrum into five Gaussian peaks. 
c) Bisecting the Raman spectrum at the isosbestic point. 
2.3. Objective of the thesis 
Different correlations for the suppression of the hydrate equilibrium temperature have been 
proposed in literature. Although the new correlation from Hu et al.85 is applicable for a wide 
range of inhibitors and guest molecules, it does not explain the physical theory why the hydrate 
suppression temperature can be well correlated with the effective mole fraction 𝑋. The 
measurement technique presented here is able to quantify the disturbance of the water-rich 
phase induced by inhibitors via calculating the molar standard reaction enthalpy ∆ோℎ଴ between 
shb and whb water molecules. By correlating ∆ோℎ଴ with the hydrate equilibrium temperature, I 
aim to provide the physical background behind the empirical correlation published in literature. 
As there is no consensus in literature how to extract ∆ோℎ଴ from the spectrum of liquid water, I 
analyze both methods presented in section 2.2.  
The second question arising from the mentioned literature is, if and to what extent the addition 
of thermodynamic inhibitors influence the growth kinetics of hydrate formation. As it is possible 
to trace the evolution of hydrate formation by Raman spectroscopy, I investigate the formation 
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of gas hydrate with the addition of different salts as inhibitors, in order to provide further 
information about the growth kinetics of gas hydrates.  
Lastly, the origin of the so-called memory effect is not resolved in literature. For that purpose, 
I analyze the ratio of CO2 and water in the liquid water-rich phase after the complete 
dissociation of the hydrate and compare it to the ratio before hydrate formation at the same 
temperatures.  
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3. Application-oriented fundamentals 
This section deals with the fundamentals of the presented work. First, the method for 
calculating the standard molar reaction enthalpy is shown, followed by the basics of the applied 
metrology, Raman scattering. 
3.1. Utilization of the van’t Hoff equation for calculating the standard 
molar reaction enthalpy 
The van’t Hoff equation describes the change of the equilibrium constant 𝑘 of a chemical 
reaction with temperature, allowing for the calculation of the standard molar reaction 
enthalpy 𝛥ோℎ଴. Applying this relation to the temperature dependent change of the OH-
stretching vibration, I consider the transition of a weakly hydrogen bonded (whb) water 
molecule to a strongly hydrogen bonded (shb) water molecule analogously to a chemical 
reaction: 
𝐻ଶ𝑂 ൫𝑤𝑒𝑎𝑘𝑙𝑦 ℎ𝑦𝑑𝑟𝑜𝑔𝑒𝑛 𝑏𝑜𝑛𝑑𝑒𝑑൯ ↔ 𝐻ଶ𝑂 ൫𝑠𝑡𝑟𝑜𝑛𝑔𝑙𝑦 ℎ𝑦𝑑𝑟𝑜𝑔𝑒𝑛 𝑏𝑜𝑛𝑑𝑒𝑑൯ (14) 
In general, the equilibrium constant for a chemical reaction is the concentration of the products 
to the educts in equilibrium, each to the power of their stoichiometric coefficient.97 Applying this 
to the upper reaction as well as assuming both stoichiometric coefficients equal one and that 
the scattering cross sections of shb and whb water molecules are the same (𝜎௦௛௕ = 𝜎௪௛௕), the 
ratio of 𝐼௦௛௕ to 𝐼௪௛௕ can be interpreted as an equilibrium constant  
𝑘 =
𝑛௦௛௕
𝑛௪௛௕
=
𝐼௦௛௕
𝐼௪௛௕
 (15) 
between shb and whb water molecules.87, 92, 98 The equilibrium constant is connected to the 
standard molar Gibbs free enthalpy of reaction 𝛥ோ𝑔଴  
 𝛥ோ𝑔଴ = −𝑅𝑇𝑙𝑛𝑘 (16) 
via the universal gas constant 𝑅 and the temperature 𝑇. The standard molar Gibbs free 
enthalpy of reaction can be expressed by the following fundamental equation for isothermal 
and isobaric conditions:  
𝛥ோ𝑔଴ = 𝛥ோℎ଴ − 𝑇𝛥ோ𝑠଴, (17) 
where 𝛥ோℎ଴ is the standard molar enthalpy of reaction, T the temperature and 𝛥ோ𝑠଴ the 
standard molar entropy of reaction. Inserting Equation 17 into Equation 16 yields  
−𝑅𝑇𝑙𝑛𝑘 = 𝛥ோℎ଴ − 𝑇𝛥ோ𝑠଴. (18) 
In case 𝛥ோℎ଴and 𝛥ோ𝑠଴ are considered to be constant in the temperature range investigated, 
the logarithmized equilibrium constant 𝑙𝑛𝑘 and the inverse temperature ଵ
்
 show a linear relation: 
𝑙𝑛𝑘 = −
𝛥ோℎ଴
𝑅
1
𝑇
+
𝛥ோ𝑠଴
𝑅
. (19) 
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Consequently, by plotting 𝑙𝑛𝑘 versus 1/𝑇, the standard molar enthalpy of reaction 𝛥ோℎ଴ is 
accessible via the slope of the line. As the investigated temperature interval is rather small, 
∼20 K, the assumption that 𝛥ோℎ଴and 𝛥ோ𝑠଴ are constant is considered to be valid for my work. 
The standard molar enthalpy of reaction is accordingly the difference between the enthalpy of 
shb to whb water molecules: 
𝛥ோℎ଴ = ℎ௦௛௕ − ℎ௪௛௕. (20) 
Here, it should be noted that the method for determining the ratio of 𝐼௦௛௕ to 𝐼௪௛௕ is 
controversially discussed in literature (cf. section 2.2). Therefore, two different methods for 
calculating the equilibrium constant 𝑘 will be compared in section 6.1. 
3.2. Fundamentals of Raman spectroscopy 
This section gives a description of the applied metrology: Raman spectroscopy. The 
fundamentals of Raman spectroscopy are presented in detail in literature99-102. Hence, in the 
following, there is only given a brief overview relevant for the present thesis.  
Light, considered as an electromagnetic wave or a photon, can interact with matter in different 
ways. Three major kinds important for spectroscopic applications are i) absorption, ii) 
absorption-emission and iii) scattering processes. Infrared (IR) absorption and 
ultraviolet/visible (UV-VIS) absorption spectroscopy account for absorption processes. They 
have in common that incident light is absorbed by a molecule, which releases this absorbed 
energy radiationless. An absorption-emission process also starts with the absorption of a 
photon by a molecule. The energy is high enough to lift the molecule to an excited electronic 
state. From there, the molecule relaxes radiationless to the vibrational ground level of the 
excited electronic state. Subsequently, it can ‘drop’ back to the electronic ground state, 
accompanied by the emission of a photon. In contrast to these two processes, scattering 
processes are characterized by the fact that the incident photon is not absorbed and the 
molecule never reaches an excited electronic state. Figure 17 illustrates three different 
scattering processes relevant for spectroscopic applications. Here, the potential curves and 
the vibrational levels of a diatomic molecule are shown as an example, whereas the rotational 
levels are not considered. 𝐸 represents the total energy of a molecule as a function of the 
electronic quantum number 𝑒𝑙, the vibrational quantum number v and the rotational quantum 
number 𝐽, and 𝑅 is the distance of the nuclei. The superscripts ′′ and ′ denote the electronic 
ground state and the first excited electronic state, respectively. The derivation of the potential 
curves and the vibrational (and rotational) levels can be looked up in literature99. 
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Figure 17: Schematic representation of different light-molecule interaction mechanisms, reproduced from99. 
A scattering process can be considered as the collision between a photon and a scatterer, in 
this context a molecule. This collision, as in mechanical physics, can change the original 
trajectory of the photon, and can be either elastical or inelastical (Figure 17). It is important to 
note that the energy of the incident photon is too high to be absorbed within the electronic 
ground state of the molecule, but also too small to be absorbed and lift the molecule to an 
excited electronic state. In the case of elastic scattering, called Rayleigh scattering (Figure 17, 
left), both, the energy of the scattered photon and the one of the scatterer are the same before 
and after the scattering process. In the case of inelastic scattering, energy is transferred 
between the photon and the scatterer. Depending on whether energy is transferred from the 
photon to the molecule or vice versa, the processes are referred to as Raman-Stokes 
scattering or Raman-anti-Stokes scattering (Figure 17, middle and right), respectively. 
According to quantum mechanics, a molecule can only take on certain discrete levels of 
energy. Therefore, the energy transferred directly correlates with the difference of the energy 
levels of the molecule, which are unique for every species. Thus, analyzing the energy 
difference between the incident photon and the scattered photon allows for the identification 
of species of the scatterer.  
The signal intensities from Raman scattering are significantly smaller than the signal intensities 
from Rayleigh scattering, as the scattering cross sections per steradian (sr) are four orders of 
magnitude smaller (10-31 compared to 10-27 cm2 sr-1). As a result, the separation of the Rayleigh 
signal from the Raman signal, by means of filters and dichroic components, is essential for a 
Raman scattering experiment.  
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3.2.1. Raman spectroscopy as a qualitative measurement technology 
The energy of a photon 𝐸 relates to its frequency 𝜈, which is the ratio between the speed of 
light 𝑐 and its wavelength 𝜆, via the Planck constant ℎ: 
𝐸 = ℎ𝜈 = ℎ
𝑐
𝜆
. (21) 
As the frequency 𝜈 is directly proportional to the energy, the difference in frequencies of the 
incident and scattered photons is a measure for their energy difference. Thus, in spectroscopy, 
the Raman shift ?̅?ோ given in wavenumbers is calculated from the wavelengths of the incident 
laser beam 𝜆௅ and the scattered photon 𝜆ௌ: 
?̅?ோ =
1
𝜆௅
−
1
𝜆ௌ
. (22) 
Figure 18 shows scattering processes for N2 and H2 in comparison. The distance of the 
vibrational energy levels of one species is dependent on the binding strength between the 
nuclei and their mass. H2 is a relatively small, light molecule. Therefore, the energy difference 
between two vibrational energy levels is relatively large. N2, however, is bigger, when 
compared to H2. This results in a smaller distance between the vibrational energy levels. 
Accordingly, the scattered light from N2 has a higher energy (1/𝜆ௌ,ଵ; yellow in Figure 18) than 
the one from H2 (1/𝜆ௌ,ଶ; red in Figure 18), as less energy is transferred from the photon to the 
molecule. 
 
Figure 18: Schematic Raman-Stokes scattering processes for a N2 and a H2 molecule and their resulting Raman 
signals.99 
In the recorded spectrum on the right side of Figure 18, the energy difference equivalent, the 
Raman shift ?̅?ோ, between incident and scattered light is plotted. The N2 peak with ?̅?ோ,ே௜௧௥௢௚௘௡ =
2330 𝑐𝑚ିଵ appears at smaller Raman shifts than the H2 peak at ?̅?ோ,ு௬ௗ௥௢௚௘௡ = 4115 𝑐𝑚ିଵ. As 
described before, since the distance between the vibrational levels is unique for each species, 
Raman spectroscopy can be used qualitatively for the identification of species.  
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Raman spectra of CO2 and water 
The materials used in this work are mainly CO2, water and different salts. A molecule is Raman 
active, if its polarizability changes during vibration. Therefore, dissolved salts existing as ions 
are not Raman active, whereas CO2 and water are Raman active.  
A linear symmetric molecule has 3N-5 vibrational degrees of freedom, with N being the number 
of atoms. This results in four vibrational degrees of freedom for the CO2 molecule, shown in 
Figure 19: a symmetric stretching (𝜈ଵ), an asymmetric stretching (𝜈ଷ) and two bending 
vibrations with the same energy (𝜈ଶ).  
 
Figure 19: Schematic representation of the different vibrations of the CO2 molecule. 
From these vibrations, only the symmetric stretching is Raman active with a Raman shift of 
𝜈ଵ = 1332.87 𝑐𝑚ିଵ. However, the second excited state of the infrared active bending 
mode 2𝜈ଶ has almost the same energy. A sublevel of the 2𝜈ଶ vibration is weakly Raman active 
and has a Raman shift of 2𝜈ଶ = 1340.74 𝑐𝑚ିଵ. As these two vibrations have almost the same 
energy, they interfere with each other by Fermi resonance. From this, the characteristic two 
peaks known as the Fermi dyad arise, symmetrically distributed around the original energy, at 
a Raman shift of 𝜈௟ = 1278 𝑐𝑚ିଵ for the lower and 𝜈௨ = 1385 𝑐𝑚ିଵ for the upper Fermi dyad, 
shown in Figure 20 a). The exact values of 𝜈௟ and 𝜈௨ are dependent on pressure, temperature 
and mixture composition. This feature is utilized in section 8 to determine the chemical 
environment of CO2.103-104 
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Figure 20: a) Raman spectrum of liquid water with dissolved CO2. b) Schematic representation of hydrogen bonds 
between water molecules.105 
A water molecule consists of two hydrogen atoms and one oxygen atom. Two molecules of 
water can form a hydrogen bond via one hydrogen atom of the first molecule and the oxygen 
atom of the other water molecule (cf. Figure 20 b)). These bonds are stronger than van-der-
Waals interactions, but weaker then covalent or ionic bonds. As mentioned before, the 
vibrational energy is a function of the mass of the nuclei and the binding strength. Here, it is 
also influenced by the development of hydrogen bonds, as they influence the intramolecular 
vibration of the molecules. This results in a distribution of different vibrational energies, with 
which water molecules can vibrate. As a consequence, the Raman signal is not a narrow peak 
like for N2 or H2, but a broad band depicted in Figure 20 a).  
3.2.2. Raman spectroscopy as a quantitative measurement technology 
In addition to its qualitative characteristic, Raman spectroscopy is also a quantitative 
measurement technology. The derivation of Equation 23 can be looked up in the corresponding 
literature99-102. The following will be limited to a discussion about the factors of influence on the 
Raman signal intensity given as the radiant power Φ from a point source detected at the solid 
angle Ω. The signal intensity 𝐼௉
ௌൗ
 of all molecules 𝑁௧௢௧௔௟ experiencing a Raman-Stokes 
transition from the energy level 𝑖 before the scattering process to 𝑗 after the scattering process 
is, according to Long100: 
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𝐼௉
ௌൗ
ௌ௧௢௞௘௦,ொ = ൮
𝑑Φ௉
ௌൗ
௉
ௌൗ
𝑑Ω ൲
ொ
= (23) 
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 I II  III IV V  
The variables entering Equation 23 are: the Planck constant ℎ, the permittivity 𝜀଴, the speed of 
light in vacuum 𝑐, the excitation irradiance 𝐸௅௔௦௘௥, the local field 𝐿௜௝, the Raman shift of the 
Raman transition 𝜈ோതതത௜௝, the Boltzmann constant 𝑘, the temperature 𝑇, the wavelength of the 
excitation field 𝜆௅ and the derived polarizability 𝛼௫௬௭,௜௝ᇱ . Equation 23 can be divided into five 
terms, whose influence on the Raman signal are given in the following: 
 Term I only consists of constants and is not influenced by the experimental set-up.   
 Term II takes into account the energy of the irradiant laser and the local field. The local 
field is a function of the refractive index of the investigated system.  
 Term III considers the temperature dependence of the Raman signal intensity. For 
moderate temperature and pressure conditions (here T ≤ 286 K and p ≤ 6 MPa), this 
term can be assumed to be 1.99  
 Term IV contains the influence of the excitation wavelength. It can be seen that the 
reciprocal wavelength of excitation influences the signal intensity with a power of four. 
In this work, a laser with a wavelength of 523 nm was chosen, which is sufficient to 
create a high signal intensity. 
 Term V is the derived polarizability. It is influenced by the polarization of the excitation 
field and the polarization of the signal intensity. The measurements presented in this 
work were recorded in a backscattering configuration. This holds the advantage that 
the Raman signal intensity is independent of the polarization of the excitation field. 
Especially at high pressure, optical windows become birefringent due to stress, which 
in turn influences the polarization of the excitation beam as well as the one of the 
Raman signal. As the actual stress acting on the material and its properties is not 
known, calculating the birefringence would lead to erroneous results. A way to avoid 
this falsification is the detection non-polarization resolved in a backscattering manner. 
This way, a change of the detected signal can solely be attributed to a change in the 
molecular arrangement in the measurement volume. 
Dividing Equation 23 by the amount of molecules 𝑁௧௢௧௔௟ and the irradiance 𝐸௅௔௦௘௥ results in the 
differential Raman cross section: 
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ଶ. (24) 
Introducing the instrumental efficiency of the optical and electronic response 𝜂௘௙௙ leads to a 
more usable form of Equation 23:101 
𝐼௉
ௌൗ
ௌ௧௢௞௘௦,ொ =
𝜕𝜎
𝜕Ω
∙ 𝑁௧௢௧௔௟ ∙ 𝐸௅௔௦௘௥ ∙ 𝜂௘௙௙. (25) 
Integrated differential Raman scattering cross sections can be found in literature. 
Nevertheless, they have to be adopted with care, as changes in the refractive index influence 
them. Additionally, the instrumental efficiency 𝜂௘௙௙ is apparatus dependent and cannot be 
looked up in literature. For that reason, it is not feasible to determine the amount of molecules 
from a Raman experiment, but the molar ratio of substances in a sample, as the intensity ratio 
of two substances 𝑎 and 𝑏, 𝐼௔ and 𝐼௕, is directly proportional to their molar ratio: 
𝐼௔
𝐼௕
=
𝜎௔ ∙ 𝐸௅௔௦௘௥ ∙ 𝜂௘௙௙,௔ ∙ Ω௕
𝜎௕ ∙ 𝐸௅௔௦௘௥ ∙ 𝜂௘௙௙,௕ ∙ Ω௔
∙
𝑁௔
𝑁௕
= 𝑎 ∙
𝑁௔
𝑁௕
. (26) 
In Equation 26, the solid angles Ω௔ and Ω௕ and irradiance 𝐸௅௔௦௘௥ cancel as they are identical. 
The remaining parameters 𝜎௜ and 𝜂௘௙௙,௜ can be combined to the proportionality constant 𝑎 for 
systems in which they stay the same. For every system, the proportionality constant 𝑎 has to 
be determined by a calibration.  
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4. Experimental setup and procedure 
The materials used for the conducted experiments were the following: deionized water with a 
conductivity less than 10 µS/cm, sodium chloride (NaCl, Alfa Aesar, optical grade), potassium 
chloride (KCl, Merck, Reag. Ph Eur), magnesium chloride (MgCl2, Merck, ACS), calcium 
chloride (CaCl2, Merck, ACS) and carbon dioxide (CO2, Linde, molar purity 99.5 %). Figure 21 
shows a schematic sketch of the experimental setup consisting of two main parts: the high-
pressure view cell and the optical setup.  
 
Figure 21: Schematic sketch of the experimental setup consisting of the high-pressure view cell (right) and the 
optical setup (left) including the beam paths of laser excitation and the Raman signal. LPF stands for long pass 
filter, DCM stands for dichroic mirror. 
High-Pressure Setup 
The high-pressure view cell has a sample volume of 25 mL and is constructed by Separex. It 
has four optical accesses, a syringe connection for filling and a screw fitting at the bottom for 
emptying. Pressurization with CO2 is achieved with a high-precision Teledyne ISCO syringe 
pump model 260-D, whose pump head is cooled with a thermostat type F12-ED from Julabo 
to keep the CO2 liquid inside the pump head.  
The pressure inside the cell is monitored via a pressure sensor type PTI-S-AG100-12AS, 
uncertainty 0.05 MPa, from Swagelok, for the measurements of the NaCl aqueous solutions. 
This pressure sensor was replaced by a pressure transmitter series 30, type PAA-33X / 
100 bar, from Keller, with an uncertainty of 0.01 MPa for the conduction of experiments with 
KCl, MgCl2 and CaCl2. The cell features a double walled jacket to circulate refrigerant by a 
cryo compact thermostat CF41 from Julabo. The temperature inside the cell is monitored and 
recorded continuously via a PT100 thermocouple, which has a resolution of 0.05 K and an 
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uncertainty of 0.12 K. Optionally, a Guppy F-033B camera from Allied Vision is available for 
taking photographs of the sample.  
Raman Experimental Setup 
The source of excitation is a frequency-doubled Nd:YAG laser type 532-250-AC from CNI with 
an output power of 250 mW and a wavelength of 532 nm. The laser is coupled into a high 
power fiber, which is attached to Braeuer’s Raman gun. The beam leaves the fiber divergent 
and is collimated by a lens. Subsequently, the beam is guided via a dichroic mirror (DCM) to a 
third lens (focal length of 100 mm), which focuses it into the high-pressure cell. Inside the 
measuring volume, which has approximately a length of 5 mm (depth of field) and a diameter 
of 0.2 mm, the light is scattered elastically and inelastically. Signal detection is realized in a 
backscattering configuration. The inelastically scattered Raman signal is transmitted by the 
DCM, whereas the elastically scattered green light is reflected. A long pass filter (LPF) ensures 
the removal of residual green light and the Raman signal is focused onto a fiber, which guides 
the light into a spectrometer QE65Pro from Ocean Optics. All measurements are conducted 
with a spectrometer with a range of 534-706 nm (corresponds to 70-4633 cm-1) and an optical 
resolution of 14-26 cm-1 over the range, except the analysis of the position of the CO2 dyad (cf. 
section 8). For this, a spectrometer with a range of 534-606 nm (corresponds to 70-2295 cm-1) 
and an optical resolution of 8-11 cm-1 over the range is used. The signal integration time of 
each Raman spectrum was 1 s. The spectra are acquired with a repetition rate of 1 Hz and ten 
consecutive spectra are averaged. Then, the averaged spectra are correlated with a time-
stamp and the temperature is measured inside the cell. 
Experimental procedure 
For every salt fraction investigated, 100 mL of the corresponding solution are prepared with an 
analytical balance type ABJ-NM from Kern. Table 1 shows an overview of the prepared 
solutions. For comparability of the samples, the salt solutions are prepared using the same 
molality. As, eventually, the effective mole fraction showed the best correlation with the 
measured properties, this variable is also listed.  
Table 1: Overview of the solutions used in the present work. 
 mass ratio / ௠ೞೌ೗೟
௠ೢೌ೟೐ೝ
 Molality / ௡೔೚೙ೞ
௠ೢೌ೟೐ೝ
 Effective mole fraction 
𝑋 = ∑ |𝑧௜|𝑥௜௜ୀ௜௢௡௦  
KCl 
 0.032 0.86 0.015 
 0.064 1.71 0.030 
 0.096 2.57 0.044 
 0.127 3.41 0.058 
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NaCl 
 0.025 0.86 0.015 
 0.050 1.71 0.030 
 0.075 2.57 0.044 
 0.100 3.42 0.058 
MgCl2 
 0.026 0.83 0.020 
 0.051 1.61 0.038 
 0.074 2.35 0.054 
 0.095 3.05 0.069 
CaCl2 
 0.032 0.85 0.020 
 0.063 1.71 0.040 
 0.095 2.57 0.059 
 0.126 3.42 0.077 
At the beginning of one experiment, the cell is first flushed with CO2. After that, 20 mL of the 
water/salt-solution are filled into the cell using a syringe. The pressure is increased to 6 MPa 
CO2 with the CO2 pump and the temperature of the cell is set to the initial temperature, 
approximately 3 K above the hydrate equilibrium temperature. The sample is continuously 
agitated with a magnetic stirrer. After two hours at the initial set temperature and 6 MPa, no 
further changes in the recorded Raman spectra are detectable. Therefore, the ratio of CO2 
dissolved in the liquid water-rich phase ( ௡ిోమ
௡౭౗౪౛౨
-ratio), extractable from the acquired Raman 
spectra, corresponds to the equilibrium ratio at the given pressure, temperature and salinity. 
Afterwards, the cell is cooled with 3 K/h to the final set temperature that, as shown in Figure 
22, is in between the hydrate equilibrium temperature and the freezing temperature for the 
respective salinity: It is 9.5 K below the hydrate equilibrium temperature to achieve a high 
subcooling and approximately 1 K above the corresponding freezing temperature, which I 
estimated using Blagden’s Law97.  
∆𝑇 = 𝐾௙ ∙ 𝑏, (27) 
where 𝐾௙ is the cryoscopic constant of water (1.86 K kg mol-1) and 𝑏 the molality. 
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Figure 22: NaCl mass fractions with corresponding freezing temperatures, final set temperatures and hydrate 
equilibrium temperatures18-21, 79. The exact temperature values are listed in Table A 2 in the addendum. 
After reaching the final set temperature, the stirring speed is raised. This leads to vigorous 
agitation, whereat the magnetic stir bar inside the cell jumps between the two phases, the 
water-rich phase and the CO2-rich phase. As the interface between the two phases is thereby 
enlarged leading to an increased amount of possible sites for heterogeneous nucleation, 
nucleation and rapid growth can be initiated. The formation of the CO2 hydrates results in a 
hydrate gel, where the solid hydrate can be considered as the continuous phase that includes 
a dispersed liquid water-rich phase which has not been converted to hydrate. 30-45 min after 
the start of the formation of hydrate, no changes in the Raman spectra acquired from the 
hydrate gel can be observed anymore, which signalizes stationary conditions. Subsequently, 
the sample is heated with 3 K/h to the initial temperature and the hydrate melts/dissociates, 
when the temperature of the cell is above the hydrate equilibrium temperature. Raman spectra 
are continuously acquired during one measurement cycle with the specifications described in 
the previous section. Figure 23 shows photographs during one measurement cycle. For each 
salinity, the experiments are carried out in triplicate. All error bars displayed in the sections 6, 
7 and 8 represent the standard deviation from the repetition of measurements. 
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Figure 23: Photographs of the water/CO2 sample acquired through the windows of the high-pressure cell during 
one measurement cycle. The laser beam can be seen weakly in the photographs corresponding to the state 
changes 2  3, 3  4 and 4  5. For the two state changes 2  3 and 4  5, two photographs are shown. The 
lower one corresponds to a later instant of time. 
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5. Extraction of the information from the recorded Raman spectra  
This section presents the evaluation methods and demonstrates how the relevant information 
is extracted from the recorded Raman spectra.  
Figure 24 shows an example raw spectrum of the water-rich phase saturated with CO2 at 
6 MPa and 286 K.  
 
Figure 24: Spectrum of the water-rich phase saturated with CO2 at 6 MPa and 286 K, with the subtracted baseline 
of the spectrum. 
The processing of the spectra is the following: First, a baseline is fitted to the spectrum. For 
that purpose, spline points are defined, where no peaks are present. In my case, I choose the 
spline points to be 𝑥௤ = [510: 10: 1100, 1500, 1800: 10: 2600, 3850: 1: 4000]. This leaves out the 
areas of the CO2 Fermi dyad (1200-1450 cm-1) with its upper (𝑣௨ ≈ 1384 cm-1) and lower band 
(𝑣௟ ≈ 1274 cm-1), the water bending vibration (1500-1800 cm-1) and the water-stretching 
vibration (2800-3800 cm-1). Afterwards, the spectrum is smoothed with a Gaussian filter with a 
window width of 20 pixel and a linear spline is calculated through the defined spline points of 
the smoothed spectra. Following, the resulting baseline (blue line in Figure 24) is subtracted 
from the original (not smoothed) spectrum. Subsequently, the spectra are normalized to the 
area of the water-stretching vibration (hatched area in Figure 24). All of the spectra presented 
in the following are baseline corrected and normalized as described above.  
5.1. Quantification of the development of hydrogen bonds 
Figure 25 shows area normalized spectra of the OH-stretching vibration of liquid water 
saturated at 6 MPa with CO2 as a function of salinity (Figure 25 a)) and temperature (Figure 
25 b)).  
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Figure 25: a) Area normalized spectra of the OH-stretching vibration of a) liquid MgCl2/water solutions at T=286 K 
and pressurized with CO2 to p=6 MPa. b) water at three different temperatures pressurized with CO2 to p=6 MPa. 
All spectra intersect at the isosbestic point for the investigated system. It can be seen that with 
increasing salinity, the intensity of the right shoulder of the OH-stretching vibration of water 
(2800-3337 cm-1) gets higher, whereas the intensity of the left shoulder (3337-3800 cm-1) gets 
lower. As the left shoulder of the OH-stretching vibration is assigned to strongly hydrogen 
bonded (shb) water molecules and the right shoulder to weakly hydrogen bonded (whb) water 
molecules, this behavior can be explained by the fact that water molecules arrange around the 
dissolved salt ions, leading to more water molecules being weakly hydrogen bonded (cf. 
section 2.2). A similar behavior can be observed when increasing the temperature like 
illustrated in Figure 25 b). A higher temperature leads to a less ordering of the water molecules 
accompanied by more water molecules becoming weakly hydrogen bonded. For this reason, 
the intensity of the right shoulder of the OH-stretching vibrations increases and the intensity of 
the left shoulder decreases. It can be seen that, in the temperature and salinity range 
investigated, the addition of salt has a higher impact on the shape of the OH-stretching 
vibration than the temperature. From this, it can be concluded that the addition of salt 
influences the structure of water more than the change in temperature. 
Another parameter influencing the hydrogen bonded network is the amount of dissolved CO2. 
Figure 26 depicts area normalized spectra of liquid MgCl2 solutions with 2.57 wt-% at a 
temperature of 𝑇 = 286 𝐾 and 𝑝 = 6 𝑀𝑃𝑎 after different instants of time of pressurization with 
CO2.  
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Figure 26: Area normalized spectra of the OH-stretching vibration of liquid MgCl2 solutions with 2.57 wt-%, 
pressurized with 6 MPa of CO2 at T=286 K; 5 min, 22 min and 84 min after pressurization.  
Five minutes after pressurization, the molar ratio of CO2 in water is 
௡಴ೀమ
௡ೈೌ೟೐ೝ
= 0.0124, which 
increases to a value of ௡಴ೀమ
௡ೈೌ೟೐ೝ
= 0.0175 22 minutes after pressurization and to the final molar 
ratio in equilibrium of ௡಴ೀమ
௡ೈೌ೟೐ೝ
= 0.0214 84 minutes after pressurization. Figure 26 a) shows the 
whole spectra, whereas Figure 26 b) shows a cutout of the CO2 dyad and Figure 26 c) a cutout 
of the OH-stretching vibration of the same systems as depicted in Figure 26 a). Although, the 
amount of CO2 in the system is almost doubled from five minutes to 84 min after pressurization, 
the change in the shape of the OH-stretching vibration is neglectable. From this finding, I 
conclude that the variations of the shape of the OH-stretching vibration are not influenced by 
different amounts of dissolved CO2 and that the assumption that, here, only salinity and 
temperature influence the hydrogen bonded network is valid. 
In order to characterize the influence that temperature or salinity have on the water structure, 
different methods can be employed. The two evaluation strategies used here are bisecting at 
the isosbestic point and decomposition into five Gaussians peaks, which were explained in 
section 2.2. When fitting the OH-stretching with five Gaussians, the choice of the initial 
parameters and their limits affects the results greatly. In order to illustrate the following 
discussion, Figure 27 shows two different spectra with the greatest difference in shape: On the 
one hand, the OH-stretching vibration of a water-rich phase without inhibitor at 𝑇 = 274 𝐾 in 
blue, which has the highest amount of shb water molecules. On the other hand, the OH-
stretching vibration of an MgCl2/water solution at 𝑇 = 286 𝐾 in red, which has the lowest 
amount of shb water molecules of all systems investigated. The decomposition into five 
Gaussian peaks for different fit parameters of these two spectra are shown in Figure 27, too. 
For reasons of clarity, in the following, I use the terms blue and red spectrum when referring 
to the respective spectra.  
A Gaussian peak 𝑔(?̅?ோ) is represented by: 
𝑔(?̅?ோ) =
ℎ
𝜎ீ√2𝜋
exp ቈ−
1
2
൬
?̅?ோ − ?̅?ோ,௖௘௡௧௥௔௟
𝜎ீ
൰
ଶ
቉. (28) 
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with three free parameters, the height ℎ, the standard deviation 𝜎ீ and the central Raman 
shift ?̅?ோ,௖௘௡௧௥௔௟. Consequently, as there are five peaks, there are 15 parameters for each fit. If 
all of them are left free for each fit, the difference between the fitted and the measured spectrum 
is very small, like illustrated in Figure 27 a) and b). However, the smooth change of the OH-
stretching vibration with temperature is not represented by a smooth change of the intensities 
of the five peaks with temperature. On the contrary, if two parameters for each Gaussian are 
set, the choice of the right values that are feasible for all spectra at different temperatures and 
salinities is difficult. Inappropriate values lead to a smooth change of the intensities of the 
peaks with temperature, but to high differences between fitted and measured spectrum. This 
is depicted in Figure 27 c). Here, the standard deviation 𝜎ீ and the central Raman 
shift ?̅?ோ,௖௘௡௧௥௔௟ for the fit of the red spectrum were fixed to the values from the fit of the blue 
spectrum. It is obvious that this results in a high difference between fitted and measured 
spectrum.  
 
Figure 27: Area normalized spectra of the OH-stretching vibration with decomposition into five single peaks all 
pressurized with CO2 to p=6 MPa. a) Water at T=274 K, all fit parameters left free. b) MgCl2/water solution 
wt-%=8.64 at T=286 K, all fit parameters left free. c) MgCl2/water solution wt-%=8.64, standard deviation and central 
Raman shift of the fit the same as in a).  
For that reason, I perform the fit in the following way: All parameters are left free, but the central 
Raman shifts for the five peaks and their respective standard deviation has to be the same for 
all spectra, whereas the height of the peaks is individual for each spectrum. The results of this 
fit are illustrated in Figure 28 a) for the blue and b) for the red spectrum. Table 2 shows the 
results of the fit, which were in good agreement with the spectra in the investigated temperature 
and salinity range. This way, it is possible to determine the amount of shb and whb water 
molecules, respectively. Via recording spectra at different temperatures and calculating the 
equilibrium constant for each temperature, it is possible to utilize the van’t Hoff equation (cf. 
section 3.1) and determine the standard molar reaction enthalpy ∆ோℎ଴. These results are 
presented in section 6.1. 
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Figure 28: Area normalized spectra of the OH-stretching vibration with decomposition into five single peaks all 
pressurized with CO2 to p=6 MPa. a) Water at T=274 K. b) MgCl2/solution wt-%=8.64 at T=286 K, with the fit 
parameters listed in Table 2. 
Table 2: Central Raman shift and standard deviations of the five Gaussian peaks of the decomposed OH-stretching 
vibration. 
Peak number central Raman shift ?̅?ோ,௖௘௡௧௥௔௟ / cm-1 standard deviation 𝜎ீ / cm-1 
I 3079.8 100.7 
II 3220.2 84.0 
III 3411.5 100.1 
IV 3493.9 76.6 
V 3622.3 52.2 
5.2. Determination of the solubility of CO2 in water and the chemical 
environment of CO2 
In section 3.2, I showed that in a mixture of CO2 and water, the ratio of the Raman signal of 
CO2 and water in the liquid water-rich phase is directly proportional to the amount of substance 
of CO2 dissolved therein and the amount of water contained in the liquid water-rich phase: 
𝐼஼ைమ
𝐼ௐ௔௧௘௥
= 𝑎
𝑛஼ைమ
𝑛ௐ௔௧௘௥
= 𝑎 ∙ 𝑆, (29) 
with 𝑎 being the proportionality constant and the solubility 𝑆. 
The intensity of the water peak was, as described in section 5.1, determined by decomposing 
the spectra into five Gaussian peaks, integrating each peak and adding the integrals together. 
The intensity of CO2 was determined by fitting pseudo-Voigt profiles 𝑣௉(?̅?ோ) to each of the 
bands of the Fermi dyad. Figure 29 a) shows an example fit of the CO2 dyad. 
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Figure 29: a) Fit of the CO2 dyad. b) Calibration line of the system water/CO2. 
A pseudo-Voigt profile is a linear combination between a Gaussian profile 𝑔(?̅?ோ) and a 
Lorentzian profile 𝑙(?̅?ோ): 
𝑣௉(?̅?ோ) = 𝜂 ∙  𝑙(?̅?ோ) + (1 − 𝜂) ∙ 𝑔(?̅?ோ), (30) 
with 0 < 𝜂 < 1. The profiles of the Gaussian and the Lorentzian profile are 
𝑔(?̅?ோ) = ℎ ∙ exp ൤− 𝑙𝑛(2) ቀ
ఔഥೃିఔഥೃ,೎೐೙೟ೝೌ೗
௪
ቁ
ଶ
൨ and (31) 
𝑙(?̅?ோ) = ℎ ∙
1
1 + ൬
?̅?ோ − ?̅?ோ,௖௘௡௧௥௔௟
𝑤 ൰
ଶ, (32) 
with the height ℎ, the central Raman shift of the peak ?̅?ோ,௖௘௡௧௥௔௟ and the half width at half 
maximum 𝑤. Equation 31 looks slightly different from Equation 28, as the half width at half 
maximum enters the equation instead of the standard deviation. These two properties can be 
converted: 𝑤 = 𝜎ீඥ2ln (2). The intensity was determined by integrating the fitted functions 
and adding the integrals of both peaks together.  
In order to determine the constant 𝑎, I measured the intensity ratio ூ಴ೀమ
ூೈೌ೟೐ೝ
 at conditions with 
known solubility values 𝑆 = ௡಴ೀమ
௡ೈೌ೟೐ೝ
 from literature106-108. The resulting calibration line is depicted 
in Figure 29 b). The grey lines represent the confidence interval of 0.95.  
The exact values from calibration are given in the addendum Table A 1, with which the 
proportionality constant was calculated to be 𝑎 = 0.3612. 
Additionally to the quantitative nature of Raman spectroscopy, it is possible to predicate the 
state of CO2, as the Raman shifts of the upper (𝑣௨) and lower band (𝑣௟) of the CO2 Fermi dyad 
depend on the chemical environment of the CO2 molecules. The Raman shifts of 𝑣௨ and 𝑣௟ are 
therefore different for CO2 in the gas phase, for CO2 dissolved in a water-rich phase, for CO2 
incorporated as guest molecule in a hydrate cage and for CO2 present in a CO2-rich liquid 
environment, e.g., in the form of CO2 droplets.109 The Raman shifts are also weakly 
temperature-dependent, but this can be neglected in the temperature range investigated. 
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Table 3 shows the Raman shifts of the upper and lower band of the CO2 Fermi dyad for 
different states of CO2. 
Table 3: Raman shifts of the lower (𝑣𝑙) and upper (𝑣𝑢) band of the CO2 Fermi dyad for different states of CO2.109-110 
state CO2 positions CO2 𝜈௟ / cm−1 positions CO2 𝜈௨ / cm−1 
gaseous CO2 1285 1388 
liquid CO2 1280 1386 
sI CO2 hydrate 1276 1381 
CO2 dissolved in liquid water 1274 1382 
Accordingly, Figure 30 shows example spectra of CO2 dissolved in water and liquid CO2 in 
comparison in order to demonstrate the mentioned differences. 
 
Figure 30: Normalized spectra of dissolved CO2 in water and liquid CO2. 
5.3. Determination of the amount of solid hydrate formed 
As mentioned in section 5.1, the shape of the Raman signal of liquid water is known to be 
dependent on the development of the hydrogen bond network.90 Figure 31 a) shows area 
normalized spectra of the OH-stretching vibration of a liquid water-rich phase before hydrate 
formation 𝐼୐଴(?̅?ோ), the formed hydrate gel 𝐼ୋ଴(?̅?ோ) with liquid-water inclusions and a pure hydrate 
phase 𝐼ୌ଴(?̅?ோ) without liquid-water inclusions. All spectra were recorded at 274 K and when the 
systems were pressurized with CO2. The spectrum of the pure hydrate phase was recorded 
with a Raman microscope from a single hydrate crystal according to the procedure described 
elsewhere111, while the other spectra were recorded with the setup described above. 
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Figure 31: a) Spectra of the OH-stretching vibration from the liquid water-rich phase, the hydrate gel and the pure 
hydrate phase. b) Spectra of the hydrate phase at different temperatures. 
As the hydrate phase consists of a shb network, the intensity of the left shoulder of the pure 
hydrate spectrum exceeds that of the liquid water-rich phase before hydrate formation. Vice 
versa, in the liquid water-rich phase less hydrogen bonds are developed. Consequently, the 
right shoulder of the OH-stretching vibration of the liquid water-rich phase is more pronounced 
than that of the pure hydrate. The hydrate gel, which consists of hydrate and an included liquid 
water-rich phase, gives a signal in between, because it is a superposition of both. Knowing 
that, it is possible to deconstruct the signal of the hydrate gel in its two original parts: 
𝐼ୋ଴(?̅?ோ) ∙ (𝜎୐ ∙ 𝑛୐ + 𝜎ୌ ∙ 𝑛ୌ) = 𝐼୐଴(?̅?ோ) ∙ (𝜎୐ ∙ 𝑛୐) + 𝐼ୌ଴(?̅?ோ) ∙ (𝜎ୌ ∙ 𝑛ୌ). (33) 
𝐼୧ is the intensity of the Raman spectrum as a function of the Raman shift ?̅?ோ of the compound 𝑖, 
in which the indices 𝐺, 𝐿 and 𝐻 represent hydrate gel, the liquid water-rich phase and the pure 
hydrate phase (CO2 forms structure sI), respectively. The superscript 0 denotes the area-
normalized spectra. 𝜎୧ is the Raman scattering cross section of the compound i and 𝑛୧ is the 
amount of substance of the compound 𝑖. 
𝑛୐ and 𝑛ୌ can be replaced by their molar fraction in the hydrate gel,  
𝑥୐ =
𝑛୐
𝑛୐ + 𝑛ୌ
=
𝑛୐
𝑛ୋ
, (34) 
𝑥ୌ =
𝑛ୌ
𝑛୐ + 𝑛ୌ
=
𝑛ୌ
𝑛ୋ
, (35) 
which have to sum up to 1: 
𝑥୐ = 1 − 𝑥ୌ. (36) 
I now introduce 𝑄 as the ratio of the Raman scattering cross sections of water in its hydrate 
phase and its liquid phase, respectively, 
𝑄 =
𝜎H
𝜎L
, (37) 
which I, due to the similarity of the Raman spectra of ice and hydrate sI111, approximate by the 
ratio of the Raman scattering cross sections of water in its ice phase and in its liquid phase. I 
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use values from Slusher et al112 to determine 𝑄 = 0.607. Inserting 𝑥୐ and 𝑄 in Equation 33 
yields the following, linear relation: 
𝑄ൣ𝐼ୌ଴(?̅?ோ) − 𝐼ୋ଴(?̅?ோ)൧ = 𝑥୐ ቂቀ𝐼ୋ଴(?̅?ோ) − 𝐼୐଴(?̅?ோ)ቁ + 𝑄 ቀ𝐼ୌ଴(?̅?ோ) − 𝐼ୋ଴(?̅?ோ)ቁቃ. (38) 
𝐼ୌ଴(?̅?ோ), 𝐼୐଴(?̅?ோ) and 𝐼ୋ଴(?̅?ோ) are the recorded spectra shown in Figure 31 a) (see description 
above). For each fit, the spectra 𝐼୐଴(?̅?ோ) and 𝐼ୋ଴(?̅?ோ) were recorded at the respective set 
temperature before and after hydrate formation. The spectrum 𝐼ୌ଴(?̅?ோ) is the same for every fit, 
because it does not show any temperature dependence, as depicted in Figure 31 b).  
5.4. General observations from one measurement cycle 
The following discussion of the characteristic of one measurement cycle is taken from the 
publication: 
Holzammer, C.; Schicks, J. M.; Will, S.; Braeuer, A. S., Influence of Sodium Chloride on the 
Formation and Dissociation Behavior of CO2 Gas Hydrates. J. Phys. Chem. B 2017, 121 (35), 
8330-8337. 
It will be performed for systems without salt, exemplarily. Measurement cycles for systems 
containing salt look very similar and are shown for different mass fractions of NaCl solutions 
in the addendum Figure A 1. 
 
Figure 32: a) Evolution of the ூ಴ೀమ
ூಹమೀ
 ratio in the liquid water-rich phase (1 → 2 and 5 → 6) and in the hydrate gel 
(3 → 4) for a water/CO2 system. b) Example Raman spectra of the liquid water-rich phase and of the gel 
corresponding to the state numbers 1, 2, 3, and 6 labeled in panel a. 
One measurement cycle can be divided into five main parts: 
1  2: Cooling 
During the first stage, the sample, which consists of liquid water and is saturated with CO2 at 
6 MPa, is continuously cooled from 286 K to 274 K. In this period, the intensity of the Raman 
signal from 2800-3350 cm-1, attributable to shb water molecules, increases, whereas the 
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intensity of the Raman signal from 3350-3800 cm-1 assigned to whb water molecules 
decreases. Since the kinetic energy, or mobility, respectively, declines with lower temperature, 
more water molecules get strongly hydrogen bonded. The ூ಴ೀమ
ூೢ ೌ೟೐ೝ
-ratio raises linearly as the 
solubility of CO2 gets higher with decreasing temperature.  
2  3: Hydrate Formation 
At the temperature of 274 K (final set temperature), the speed of the stirrer is increased in 
order to facilitate hydrate formation: usually, beginning at the interphase of the liquid water-
rich and the CO2-rich phase, the hydrate phase spreads downwards until the stirrer is blocked 
and stops to rotate. Though the sample appears completely solid, not all the water participates 
in the hydrate phase, but portions remain as liquid water-rich inclusions. Therefore, the OH-
stretching vibration gained from the hydrate gel is a mix of the solid hydrate phase and the 
liquid water-rich phase. The formation of the hydrate gel is accompanied by a sudden increase 
of the ூ಴ೀమ
ூೢ ೌ೟೐ೝ
-ratio (from 0.0115 to 0.0125) and a further increase of the Raman intensity from 
2800-3350 cm-1 of the OH-stretching vibration. This was expected, as more water molecules 
are hydrogen bonded and also more CO2 can be accumulated in the hydrate phase than in the 
coexisting liquid water-rich phase.16 
3  4: Heating of the system 
From 3  4, the hydrate gel is heated. The ூ಴ೀమ
ூೢ ೌ೟೐ೝ
-ratio stays at a fixed value, but the intensity 
of the OH-stretching vibration from 2800-3350 cm-1 decreases, whereas it increases from 
3350-3800 cm-1 (not shown in Figure 32). The stationary ூ಴ೀమ
ூೢ ೌ೟೐ೝ
-ratio indicates that no further 
significant amount of CO2 gets into the hydrate gel, most likely because the CO2 transport is 
limited due to the slow diffusion processes through the gel. The constant amount of CO2 in the 
hydrate gel can be considered as an indicator for the stop of formation of additional hydrate. 
The change in the OH-stretching vibration can be explained by the fact that the hydrate gel 
consists of a liquid water-rich phase and a hydrate phase. The OH-stretching vibration of the 
hydrate phase is, in the temperature interval investigated, not temperature sensitive (cf. Figure 
31 b)), but the OH-stretching vibration of the included liquid water-rich phase in the hydrate gel 
is. Consequently, the OH-stretching vibration of the hydrate gel changes with temperature, 
while the ூ಴ೀమ
ூೢ ೌ೟೐ೝ
-ratio remains unchanged.  
4  5: Dissociation/Melting of the hydrate phase 
At point 4, the hydrate starts to dissociate. The first indication for this effect is that the magnetic 
stirrer starts to move again. At this time, the hydrate gel still exists as an interphase below the 
upper CO2-rich phase. I suppose that the initial rise of the 
ூ಴ೀమ
ூೢ ೌ೟೐ೝ
-ratio is an effect caused by a 
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temporary local increase of the CO2 concentration within the measurement volume. When CO2 
is released from the hydrate cages, it agglomerates to droplets (bigger than micro-nanoscale). 
While rising to the upper CO2-rich phase, they cross the measuring volume and cause an 
increase of the ூ಴ೀమ
ூೢ ೌ೟೐ೝ
-ratio. With further increase of the temperature, more and more hydrate 
dissociates, resulting in complete melting of the hydrate phase. Once the CO2 droplets have 
coagulated and separated from the liquid water-rich phase, the ூ಴ೀమ
ூೢ ೌ೟೐ೝ
-ratio drops towards 
state 5.  
5  6: Recurred water phase 
At point 5, the hydrate is completely dissociated and all visible CO2 droplets are gone from the 
liquid water-rich phase. Visually, the water-rich phase between states 5 and 6 is as transparent 
as the original liquid water-rich phase between states 1 and 2. The shape of the OH-stretching 
vibration from 5  6 is the same as for the cooling period 1  2 at the same temperature 
(cf. Raman spectra 1 and 6 Figure 32 b)). However, the ூ಴ೀమ
ூೢ ೌ೟೐ೝ
-ratio for a given temperature is 
higher than for the cooling period at the same temperature, although there are no visible CO2 
droplets in the water-rich phase. 
From the respective phases of one measurement cycle, different results can be extracted: 
During the cooling period and before hydrate formation, the development of hydrogen bonds 
in the water-rich phase and the influence of salts on this property is investigated. Additionally, 
the influence of salts on the solubility of CO2 in water is analyzed. This is presented and 
discussed in section 6. In section 7, the kinetics of hydrate formation and the amount of solid 
hydrate formed are analyzed. Finally, section 8 addresses the phenomenon called the 
‘memory effect’ and presents the amount of excess CO2 within the recurred single water phase. 
Table 4 gives a concluding overview of the mentioned properties and the respective phases of 
a measurement cycle. 
Table 4: Overview of the investigated properties from the respective phases of the measurement cycle. 
Phase Extracted properties 
Cooling • Development of hydrogen bonds 
• Solubility of CO2 
Hydrate formation • Amount of solid hydrate formed 
• Kinetics of hydrate formation 
Recurred single water 
phase 
• Amount of excess CO2  
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6. Mechanism of thermodynamic inhibitors before the onset of 
hydrate formation 
In this section, the influence of four different thermodynamic inhibitors, namely NaCl, KCl, 
MgCl2 and CaCl2, on the liquid water-rich phase before the onset of hydrate formation is 
investigated. This includes the effect on the hydrogen bonded network by the evaluation of the 
water-stretching vibration and the solubility of CO2 in water. Major parts of this section are 
taken from the following publications: 
Holzammer, C.; Finckenstein, A.; Will, S.; Braeuer, A. S., How Sodium Chloride Salt Inhibits 
the Formation of CO2 Gas Hydrates. J. Phys. Chem. B 2016, 120 (9), 2452-2459 
Holzammer, C. C.; Braeuer, A. S., Raman Spectroscopic Study of the Effect of Aqueous Salt 
Solutions on the Inhibition of Carbon Dioxide Gas Hydrates. J. Phys. Chem. B 2019, 123 (10), 
2354-2361 
6.1. Evaluation of the water-stretching vibration 
In order to characterize the influence thermodynamic inhibitors have on the development of 
hydrogen bonds, I decompose the OH-stretching vibration into five Gaussian peaks like 
explained in section 5.1 using the parameters listed in Table 2. This decomposition allows for 
the calculation of an equilibrium constant 𝑘 between shb and whb water molecules. As 𝑘 is 
calculated for different temperatures during the cooling phase, I can utilize van’t Hoff’s equation 
(cf. section 3.1) to determine the standard molar enthalpy of reaction −∆ோℎ଴ for the different 
salinities and salts investigated.  
Figure 33 a) shows the values of the equilibrium constant 𝑘 for water and MgCl2 solutions 
during the cooling period against the temperature. Figure 33 b) shows the logarithmized 
equilibrium constant as a function of temperature for the same systems displayed in Figure 
33 a). The slope of these lines corresponds to the molar standard enthalpy of reaction ∆ோℎ଴ 
divided by the universal gas constant 𝑅. 
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Figure 33: a) Equilibrium constant 𝑘 as a function of temperature 𝑇 for different MgCl2-solutions pressurized with 
CO2 to 6 MPa. b) Logarithmized equilibrium constant 𝑘 against inverse temperature for the same systems. 
It can be seen that the equilibrium constant 𝑘 increases for every MgCl2 concentration with 
decreasing temperature. This can be explained by the fact that the order of the water molecules 
rises with lower temperature. Consequently, more water molecules are strongly hydrogen 
bonded and, thus, the intensity related to the shb water molecules increases. Additionally, it is 
evident that the values of 𝑘 get smaller with higher salinity. In solution, hydration shells 
consisting of water molecules surround the anions and cations. As a consequence, the 
interaction between the water molecules is perturbed, resulting in a weaker development of 
hydrogen bonds. Hence, the number of whb water molecules rises. As the slope is equal 
to ି∆ೃ௛
బ
ோ
, a diminution of the slope is equivalent to a decrease of the standard molar enthalpy 
of reaction −∆ோℎ଴. 
The values of the molar reaction enthalpy calculated for all experiments are shown in Figure 
34. ∆ோℎ଴ is negative for all salt concentrations. Depending on whether the equilibrium constant 
is defined as 𝑘 = ூೞ೓್
ூೢ೓್
 or vice versa, negative or positive values result, respectively. Here, it is 
the ratio of shb water molecules to whb water molecules. And thereby, the standard molar 
enthalpy is the difference in enthalpies between shb and whb water molecules: ∆ோℎ଴ =  ℎ௦௛௕ −
ℎ௪௛௕. 
Thus, it can be concluded that the enthalpy of shb water molecules is less than the one of whb 
water molecules. This is expected, as the potential energy of shb water molecules is smaller 
than the one of whb water molecules due to the higher development of hydrogen bonds. With 
increasing salinity, the absolute value of ∆ோℎ଴ decreases, as water molecules form a hydration 
shell around salt ions and the hydrogen bonded network is weakened. In previous studies113-
114 of NaCl solutions, it was demonstrated that ∆ோℎ଴ shows a linear correlation with the mass 
fraction of dissolved NaCl. In the results presented here, it can be seen that ∆ோℎ଴correlates 
well with the effective mole fraction 𝑋 (see Equation 11) for all four different salts. This indicates 
that the weakening is not only influenced by the amount of salt in solution, but also by the 
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charge of the respective salt. The size of the cations seems to play a minor role as this property 
is not considered in the effective mole fraction and no significant difference between cations in 
the same group of the periodic table can be detected. 
Figure 34: a) Standard molar enthalpy ∆ோℎ଴as a function of the effective mole fraction X for the decomposition of 
the spectrum into five Gaussians peaks (squares) and bisecting at the isosbestic point (dots). b) Standard molar 
enthalpy ∆ோℎ଴ normalized to the standard molar enthalpy of water ∆ோℎௐ௔௧௘௥଴  as a function of the effective mole 
fraction X for decomposing the spectrum into five Gaussian peaks (squares) and dividing the spectrum at the 
isosbestic point (dots). 
Figure 34 a) compares the values of ∆ோℎ଴calculated with the two methods: Decomposition into 
five Gaussians (according to Figure 16 b)) and bisecting at the isosbestic point (according to 
Figure 16 c)). The two methods provide different absolute values, but follow the same trend. 
Figure 34 b) shows ∆ೃ௛
బ
∆ೃ௛ೈೌ೟೐ೝ
బ
 scaled to the respective value of pure water ∆ோℎௐ௔௧௘௥଴  (𝑋 = 0). For 
that, both methods result in the same relation: The molar reaction enthalpy decreases linearly 
with the effective mole fraction to approximately 70 % of the one without salt for an effective 
mole fraction of 0.08.  
This result suggests that using the OH-stretching vibration and van’t Hoff’s relation is not 
suitable for determining a specific value of ∆ோℎ଴ (from Figure 34 a)). However, it is applicable 
for a qualitative prediction of the development of the hydrogen bonded network in an aqueous 
solution (from Figure 34 b)). 
As the molar reaction enthalpy ∆ோℎ଴ correlates well with the effective mole fraction and as the 
depression of hydrate equilibrium temperature in the form ்ି బ்
் బ்
 can be also correlated with this 
quantity85, I correlated ∆ೃ௛
బ
∆ೃ௛ೈೌ೟೐ೝ
బ
 with the hydrate equilibrium temperatures shown in Figure 35. 
The hydrate equilibrium temperatures were calculated with the relation given from Hu et al.85 
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Figure 35: Standard molar enthalpy ∆ோℎ଴normalized to the standard molar enthalpy of water ∆ோℎௐ௔௧௘௥଴  as a function 
of the hydrate equilibrium temperatures 𝑇ா௤௨௜௟௜௕௥௜௨௠. 
It can be seen, that the relative molar reaction enthalpy ∆ோℎ଴∆ோℎௐ௔௧௘௥଴
ିଵ correlates well with 
the hydrate equilibrium temperature 𝑇ா௤௨௜௟௜௕௥௜௨௠. With these findings, I show that the 
depression of the hydrate equilibrium temperature is a direct result from the weakening of the 
hydrogen bonded network due to the addition of salt.  
6.2. Evaluation of the solubility of CO2 
The evaluation of the solubility of CO2 was carried out as described in section 5.2. Figure 36 a) 
shows the molar ratio of CO2 and water in aqueous MgCl2 solutions with temperature. It is 
obvious that the solubility of CO2 increases with decreasing temperature, because the 
solvation of CO2 in water is exothermic.115-116 As the solubility decreases linearly with 
approximately the same slope for the temperature range investigated, Figure 36 b) shows only 
the normalized solubility at a temperature of 𝑇 = 286 𝐾 for reasons of clarity. The solubility 𝑆 =
௡಴ೀమ
௡ೈೌ೟೐ೝ
 for different effective mole fractions is scaled to the solubility of CO2 in water without salt 
𝑆଴.  
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Figure 36: a) Solubility of CO2 in MgCl2 solutions as a function of temperature. b) Solubility 𝑆 of CO2 in aqueous salt 
solutions normalized to the solubility of CO2 in water without salt 𝑆଴ at T=286 K and p=6 MPa. 
The effective mole fraction seems to correlate with the normalized solubility rather well. 
Though, a linear correlation would underestimate the solubility of CO2 in KCl solution and 
overestimate the one in MgCl2 solution.  
This can be explained by the fact that the effective mole fraction 𝑋 takes the charge of the ions 
into account, but not their size. As potassium (K+) and sodium (Na+) are both monovalent, but 
K+ is bigger than Na+, the electric field of sodium ions is stronger than the one of potassium 
ions. Therefore, more water molecules are attracted to the small Na+ compared to the big K+, 
leading to more water molecules in the hydration shell and less water molecules available for 
the dissolution of CO2. This causes a higher solubility of CO2 in aqueous KCl solutions 
compared to NaCl solutions with the same effective mole fraction of salt, and, accordingly, a 
greater solubility in CaCl2 solutions than in MgCl2 solutions. 
6.3. Conclusion 
In this section, the influence of different salts, acting as thermodynamic inhibitors, on the water-
rich phase before the onset of gas hydrate formation was investigated. It was shown that the 
disturbance of the hydrogen bonded network characterized by the standard reaction 
enthalpy ∆ோℎ଴ correlates directly with the effective mole fraction of salt in solution. I showed 
that the decomposition of the OH-stretching vibration into five Gaussian peaks and bisecting 
at the isosbestic point yields different absolute values of standard reaction enthalpy ∆ோℎ଴, but 
the percental diminution is approximately the same. Therefore, both methods are suitable to 
qualitatively describe the effect of thermodynamic inhibitors on the water-rich phase before the 
onset of hydrate formation. Additionally, the solubility of CO2 in the aqueous solutions 
investigated was analyzed. The diminution of the solubility could also be correlated with the 
effective mole fraction, but a parameter that considers the size of the ions would be more 
suitable for a correlation.  
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7. Hydrate formation 
In this section, the formation of hydrates is discussed. This includes an analysis of the reaction 
constant 𝑟 and of the amount of solid hydrate formed 𝑥ு. The influence of the addition of salt 
is discussed for both properties. Major parts of this section are published in the following 
publications:  
Holzammer, C.; Schicks, J. M.; Will, S.; Braeuer, A. S., Influence of Sodium Chloride on the 
Formation and Dissociation Behavior of CO2 Gas Hydrates. J. Phys. Chem. B 2017, 121 (35), 
8330-8337. 
Holzammer, C. C.; Braeuer, A. S., Raman Spectroscopic Study of the Effect of Aqueous Salt 
Solutions on the Inhibition of Carbon Dioxide Gas Hydrates. J. Phys. Chem. B 2019, 123 (10), 
2354-2361 
7.1. Methods 
As mentioned in section 5.3, the determination of the amount of solid hydrate formed 𝑥ு is 
based on the fact that the OH-stretching vibration of the hydrate gel is a superposition of the 
OH-stretching vibration from solid hydrate formed and the OH-stretching vibration from the 
remaining liquid water-rich phase. By evaluating Equation 38 for Raman shifts from 2800-
3800 cm-1, which is visualized in Figure 37 a), 𝑥୐ can be derived from the slope in Figure 37 a) 
with a linear least-square regression. For this method, I assume the ratio of the Raman cross 
sections 𝑄 to be constant for the Raman shifts evaluated. In order to characterize the quality 
of the fit, I used the coefficient of determination R². With this method, it is possible to determine 
the molar fraction of solid hydrate 𝑥ୌ = 1 − 𝑥୐ and of the included liquid water-rich dispersed 
phase 𝑥୐ in a hydrate gel as well as to investigate the influence of different inhibitors on this 
property.  
Due to the continuous acquisition of Raman spectra, the evolution of the molar fraction of solid 
hydrate formed 𝑥ு with time can be extracted, as presented in Figure 37 b). 
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Figure 37: a) Best fit of Equation 38 with the regression line for a water/CO2 system at T = 274 K and p = 6 MPa. 
b) Evolution of the molar fraction of hydrate during formation with the best fit. 
Several models for the growth of gas hydrates have been proposed in literature, considering 
different aspects of the three major correlations for hydrate growth: intrinsic growth kinetics, 
mass transfer limitation and heat transfer limitation.16 Strong agitation of the system can 
overcome mass transfer limitation.46-47 For a relatively small reactor with sufficient cooling, the 
heat transfer limitation does also not affect the growth kinetics significantly.46 Therefore, the 
gas hydrate growth can be expressed as a first order reaction. Other authors correlated the 
pressure of the system46-47 or the concentration of CO245 with the growth kinetics. As my 
experiments give direct information about the molar fraction of hydrate 𝑥ு with time 𝑡, I can 
write: 
𝑑𝑥ு
𝑑𝑡
= 𝑟 ቀ𝑥ு,௠௔௫ − 𝑥ு(𝑡)ቁ, (39) 
with the maximum molar fraction at the end of growth 𝑥ு,௠௔௫, and the reaction constant 𝑟. 
Integrating Equation 39 yields: 
𝑥ு(𝑡) = 𝑥ு,௠௔௫ − ൫𝑥ு,௠௔௫ − 𝑥ு,଴൯ exp(−𝑟𝑡). (40) 
This model is also very similar to the widely used Avrami equation49-51, for the case that the 
Avrami constant, which is an indication for the dimensionality of the hydrate growth, is one.  
7.2. Results and discussion 
Figure 38 shows example evolutions of the molar fraction of solid hydrate formed 𝑥𝐻 for 
different NaCl solutions.  
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Figure 38: Evolution of the molar fraction of solid hydrate 𝑥ு for different NaCl solutions with time. 
It can be seen that the maximum value of solid hydrate formed 𝑥ு,௠௔௫ is lessened with the 
addition of salt. This is in agreement with previous works, in which the maximum gas uptake 
decreased with increasing salt concentration43, 46 or was lower in comparison to pure water40-
42, but without significant dependence on the mass fraction of salt. 
The diminution of 𝑥ு,௠௔௫ is a direct result of the weakened hydrogen bonded network and the 
decreased solubility of CO2. As the interaction of water molecules between one another is 
disturbed by the presence of ions, it is more difficult to establish a hydrogen bonded hydrate 
cage around CO2 molecules. Additionally, less CO2 molecules are available in solution for 
hydrate formation leading to more water occlusions in the hydrate gel. 
𝑥ு,௠௔௫ is always smaller than 0.2, when, according to Figure 38, the evolution of 𝑥ு stagnates. 
Therefore, not the complete conversion of water into hydrates, but possibly self-inhibition could 
explain the stagnation. When a hydrate phase forms, the salt ions do not participate in the 
cage structure. Hence, the salinity of the remaining liquid water-rich phase rises, resulting in a 
shift of the equilibrium conditions. I calculated the shifts in equilibrium temperature induced by 
the formation of a hydrate phase. For this, I used the determined values of the maximum 
amount of hydrate formed 𝑥ு,௠௔௫ and the correlation from Hu et al.85 for the calculation of the 
hydrate equilibrium temperatures. The resulting equilibrium temperatures are visualized in 
Figure 39.  
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Figure 39: Hydrate equilibrium temperatures of NaCl solutions before and after the formation of gas hydrate and 
set temperatures of the cell. 
The highest shift in equilibrium temperature are 3 K. As the subcooling of 9-9.5 K exceeds that 
value, it is unlikely that self-inhibition is the reason for the stagnation of hydrate formation. I 
speculate that the growth phase can be divided into two phases: The first part is reaction 
limited. In addition, here, mass transfer limitations can be neglected as a lot of CO2 molecules 
are dissolved in the liquid water-rich phase and since the sample is stirred vigorously. By the 
time a hydrate phase forms and grows throughout the sample, the stirrer is blocked and stops 
to rotate. Then, the second, diffusion limited growth phase starts. CO2 has to diffuse through 
the hydrate/water slurry that is not stirred. This happens probably in time scales I did not 
examine. That is the reason why I observed the stagnation of hydrate formation after 30 min 
in my experiments. 
Figure 40 a) shows the growth constant 𝑟 fitted to Equation 40 and the maximal molar fraction 
of solid hydrate formed 𝑥ு,௠௔௫ (Figure 40 b)) for different effective mole fractions of dissolved 
salt.  
 
Figure 40: a) Growth constant 𝑟 and b) molar fraction of solid hydrate contained in the hydrate gel for different 
effective mole fractions of dissolved salt. 
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The growth constant 𝑟 shows no significant change with increasing effective mole fraction. The 
literature regarding this differs significantly. Abay et al.44 report that growth kinetics of sII gas 
hydrates are dependent on the hydrate former and not on additives. This is in accordance with 
other authors who found the growth rate to be not or only slightly influenced by the addition of 
salt.40-41 On the contrary, different works state that the growth rate is lessened by the addition 
of NaCl.45-46  
According to the hydrate growth model of Englezos et al.117, hydrate growth is described 
analogously to crystal growth and consists of the following two steps: Diffusion of the gas 
molecules to a hydrate particle, followed by an adsorption reaction in which the gas molecule 
is incorporated in the crystal. This means diffusion limitation and reaction limitation contribute 
to the growth constant 𝑟. Dissolved salts alter the diffusion coefficient of CO2 in brines.118 As I 
assume that strong agitation overcomes mass transfer limitations, changes in the diffusion 
coefficient should not affect the growth constant calculated here. Usually, the growth constant 
shows a dependence on the temperature.117, 119-121 Though, the alteration of the growth 
constant reported in literature ranges from 15 % to 60 % for a temperature variation of 2-3 K. 
As the experiments in this study were performed within a temperature range of 6 K, the value 
of 𝑟 would be expected to vary. However, as it is not sure how much 𝑟 should vary, it is also 
possible that, due to the rather large error bars, this trend is not detectable. As stated in section 
2.1.3, a factor influencing the kinetics of hydrate formation could be the alteration of the 
rearrangement of water molecules during the integration of gas molecules into the crystal 
structure. The presence of salts should not affect this, and, therefore, 𝑟 should remain the 
same for the samples investigated.  
All the presented measurements were performed in an agitated system, but without a study of 
the effect of the stirring rate on the formation kinetics. 
Figure 40 b) shows a correlation between the maximum amount of solid hydrate formed 𝑥ு,௠௔௫ 
and the effective mole fraction of salt in solution. It can be seen that 𝑥ு,௠௔௫ declines linearly 
with increasing effective mole fraction. This shows that the effective mole fraction is not only a 
good parameter for a correlation with the standard molar enthalpy of reaction, but also for 
𝑥ு,௠௔௫. 
7.3. Conclusion 
In this section, I presented a new method to determine the molar fraction of hydrate contained 
in the hydrate gel from the acquired Raman spectra of the OH-stretching vibration. The method 
was applied to investigate the influence of different salts on the formation of CO2 hydrate. A 
first order kinetic model was fit to the results to characterize the growth kinetics of CO2 gas 
hydrates. I showed that the addition of a thermodynamic inhibitor does not only change the 
equilibrium conditions of the hydrate formation, but also diminishes the amount of solid hydrate 
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formed. I attributed this effect mainly to the reduced amount of dissolved CO2 in the water-rich 
phase with increasing salinity. With the method presented here, other inhibitors, both 
thermodynamic and kinetic, can be characterized with regard to their inhibition effect, meaning 
their influence on the conversion from liquid water to hydrate.  
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8. Excess CO2 after the dissociation of gas hydrate 
This section deals with the supersaturation of the liquid water-rich phase after the dissociation 
of gas hydrates, especially in the context of the so called ‘memory effect’. The results of this 
section are published in the following publication: 
Holzammer, C.; Schicks, J. M.; Will, S.; Braeuer, A. S., Influence of Sodium Chloride on the 
Formation and Dissociation Behavior of CO2 Gas Hydrates. J. Phys. Chem. B 2017, 121 (35), 
8330-8337. 
8.1. Results and discussion 
In order to determine the Raman shift of the upper and lower band of the CO2 Fermi dyad, I 
fitted pseudo-Voigt profiles to each of the bands of the CO2 Fermi dyad. The center of the 
pseudo-Voigt profiles, the half width at half maximum, the height and the shape were fitted as 
described in section 5.2.  
Figure 41 shows the saturation 
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Figure 41 : Saturation of the recurred water phase of CO2 for different mass fractions of NaCl.  
The ூిోమ
ூ౓౗౪౛౨
-ratio that I measured during cooling (1  2 in section 5.4) at the respective 
temperature and salt concentration corresponds to the equilibrium ቀ ூిోమ
ூ౓౗౪౛౨
ቁ
∗
-ratio. With values 
around 2-3 %, the supersaturation in the recurred water phase (5  6 in section 5.4) is 
significant. It can also be seen that the supersaturation is not a function of the salinity. It stays 
at a value of about 3 % for all salinities.  
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In order to shed further light on the origin of the supersaturation of the recurred liquid water-
rich phase, I also investigated the position of the CO2 Fermi dyad during the whole 
measurement cycle. Figure 42 depicts the position of the Raman shifts of the upper and lower 
band of the Fermi dyad 𝜈௨ and 𝜈௟ of CO2 measured in the liquid water-rich phase as a function 
of temperature, representing one measurement cycle.  
 
Figure 42: Positions of the upper (𝜈𝑢) and lower (𝜈𝑙) band of the CO2 Fermi dyad during one measurement cycle. 
The shadowed areas correspond to the double standard deviation of the measurement points 
and the state numbers one to six correspond to those used in Figure 32. The values of both 
peaks remain at a constant value for the cooling process and are in good agreement with 
values reported in literature for CO2 dissolved in water.109 With hydrate formation, the lower 
band (𝜈௟) shifts from 1274 cm-1 to 1275 cm-1, whereas the upper band (𝜈௨) shifts from 1382 cm-1 
to 1381 cm-1. Keeping in mind the hydrate gel does not consist of pure hydrate, meaning that 
not all CO2 molecules are incorporated in hydrate cages, but are also dissolved in the included 
liquid water-rich phase, the measured Raman shifts from the hydrate gel cannot reach the 
Raman shifts reported for pure hydrate, but only shift towards these values. As the shift is very 
weak, it is not possible with our equipment to resolve the peaks, stemming from CO2 encaged 
in hydrate and from dissolved CO2. Therefore, the spectrum cannot be decomposed into four 
peaks, but just into two peaks. Subsequently, the shift of these peaks can be analyzed and 
gives indications on the chemical environment of CO2.  
The Raman shifts of the CO2 Fermi dyad stay constant at the beginning of heating. With 
dissociation of the hydrate phase, the Raman shifts move towards those of CO2 dissolved in 
water. After complete melting of the hydrate, the positions of the two main peaks of the CO2 
Fermi dyad are slightly higher than the Raman shifts I measured for CO2 dissolved in the liquid 
water-rich phase during the cooling period (1  2). This can be explained by the existence of 
liquid CO2-rich micro- and nanodroplets. As the amount of CO2 contained inside the 
microdroplets is small, the shift towards the position of liquid CO2 is also small. Overall, this 
finding corroborates the hypothesis that CO2 micro- and nanodroplets remain in the aqueous 
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phase after the dissociation of the hydrate phase. According to Uchida et al.75-76, the memory 
effect is caused by an excess of guest molecules in the aqueous phase, namely that MNBs 
may explain the facilitated formation of gas hydrates in a solution that has already experienced 
gas hydrate formation before. 
8.2. Conclusion 
This section provides further inside to the widely discussed phenomenon called the memory 
effect. I was able to detect an excess amount of CO2 in the water-rich phase after complete 
dissociation of the hydrate. By determining the position of the CO2 dyad, I provided evidence 
for the development of a micro- and nanodroplet emulsion from the dissociation of gas 
hydrates, which may, at least partially, explain the memory effect. 
Basically, it is possible to apply these techniques to other types of gas hydrates, if the guest 
molecule is Raman active. Though, it is possible that a Raman sensor with a higher sensitivity 
and/or a higher resolution is needed, as the solubilities of other guest molecules, like CH4 or 
C2H6, are considerably lower than the solubility of CO2. 
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9. Summary 
I presented an experimental study how Raman spectroscopy can be applied for the 
characterization of the formation and dissociation behavior on CO2 gas hydrates and the effect 
of salts as thermodynamic inhibitors on these mechanisms. Raman spectroscopy is able to 
observe the structural changes, essentially the weakening of the hydrogen bonded network, in 
the water-rich phase induced by the addition of salts, as the OH-stretching vibration is sensitive 
to the development of hydrogen bonds. I quantified these changes by determining the standard 
molar reaction enthalpy −∆ோℎ଴ between strongly and weakly hydrogen bonded water 
molecules from the temperature dependence of the equilibrium constant 𝑘. As it is 
controversially debated in literature how to access the equilibrium constant 𝑘 from the 
spectrum, I compared two methods: Decomposing the OH-stretching into five Gaussian peaks 
and bisecting the OH-stretching at the isosbestic point and. The two methods resulted in 
different absolute values of −∆ோℎ଴, nevertheless, the relative decline of −∆ோℎ଴ was the same 
for both methods. With this, I showed that using the OH-stretching vibration is not suitable for 
determining a specific value of −∆ோℎ଴, but it is applicable for the quantitative characterization 
of the change of hydrogen bonded network.  
The relative standard molar reaction enthalpy −∆ோℎ଴ (in relation to −∆ோℎ଴ without salt) also 
correlated directly with the effective mole fraction of salt in solution and with the respective 
hydrate equilibrium temperatures. This shows for the first time that the shift in equilibrium 
temperature induced by thermodynamic inhibitors is a direct result from the weakening of the 
hydrogen bonded network.  
Additionally, I investigated the influence of salts on the solubility of CO2 in water. This property 
also correlated directly with the effective mole fraction of salt. Though, a quantity that takes the 
size of the ions into account would better describe the diminution of solubility.  
Secondly, I presented a method to determine the amount of solid hydrate formed from the OH-
stretching vibration. With this technique, it is possible to trace the growth kinetics of hydrate 
formation. I determined the rate constant of hydrate formation as well as the amount of solid 
hydrate formed and investigated the influence of the addition of salt on these properties. The 
rate constant was not influenced by the addition of salt, whereas the amount of solid hydrate 
formed decreased linearly with the effective mole fraction.  
Lastly, I investigated the sample after the complete dissociation of hydrate. I was able to detect 
an excess amount of CO2 in the water-rich phase. By fitting pseudo-Voigt profiles to the Raman 
signal of CO2, I could determine a shift of the central Raman shift of the peaks after dissociation 
compared to the ones before hydrate formation, at the same temperature. This suggests that 
a part of CO2 exists in a different chemical environment after the dissociation of hydrate than 
before hydrate formation. My explanation for this is the development of a micro- and 
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nanodroplet emulsion. These results provide further evidence for the origin of the memory 
effect.  
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10. Perspective 
The correlation established in section 6.1 between the diminution of the standard molar 
reaction enthalpy and the effective mole fraction on the one hand, and the hydrate equilibrium 
temperature on the other hand, can be tested not just on pure salt solutions, but on mixed 
salts. That way, evidence that the decline of standard molar reaction enthalpy −∆ோℎ଴ solely 
depends on the effective mole fraction would be provided. Furthermore, it should be tested on 
different gas hydrate formers like CH4, in order to test if the correlation still holds for other gas 
hydrates and can be used in an universal way. Additionally, the water-rich phase can be 
analyzed with the addition of kinetic inhibitors before the onset of hydrate formation. As their 
way of action is not based on the disturbance of the hydrogen bonded network, no change in 
the OH-stretching vibration should be seen. The concentration of hydrate former in the water-
rich phase might be influenced, which can be detected by Raman spectroscopy.  
The evaluation technique for the determination of solid hydrate formed can be widely used for 
observing and characterizing the growth kinetics of gas hydrate formation. Furthermore, the 
technique is not limited to thermodynamic inhibitors, but can also be used for the investigation 
of the influence of kinetic hydrate inhibitors on the growth kinetics. As the technique is based 
on the evaluation of the OH-stretching vibration, inhibitors that show a Raman signal in that 
region (e.g. MeOH) are challenging to evaluate.  
The behavior of excess CO2 after the complete melting of gas hydrate is interesting to study. I 
was not able to investigate until which temperature the excess CO2 exists, as heating was 
accompanied by the formation of bigger bubbles. Since these stayed at the windows of the 
high-pressure cell, a reliable evaluation of the Raman signal was impossible. This problem 
could be solved by a coating of the windows, which prevents the bubbles from remaining at 
the windows. Care has to be taken, that the coating does not influence the Raman signal of 
the sample. Additionally, the long-term stability of the excess gas in solution can be 
investigated and the influence of stirring on that property.  
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Figure A 1: Intensity ratio of the CO2/water peaks during one measurement cycle for NaCl solutions with different 
concentrations [%]. 
Table A 1: Solubility values of CO2 in water used for the proportionality constant 𝑎. 
Reference Pressure / MPa Temperature / K 𝑛஼ைమ/𝑛௪௔௧௘௥ 
Measured 
intensity ratio 
𝐼஼ைమ/𝐼௪௔௧௘௥ 
[106] 10.13 298.15 0.0257 0.00945 
[106] 7.60 298.15 0.0251 0.00945 
[106] 7.60 288.15 0.0281 0.01047 
[106] 7.09 288.15 0.0279 0.01041 
[106] 6.08 288.15 0.0273 0.01045 
[107] 6.44 278.02 0.0302 0.01063 
[107] 9.87 278.02 0.0318 0.01110 
[107] 6.44 283.02 0.0287 0.01011 
[107] 9.87 283.02 0.0303 0.01049 
[107] 6.44 288.02 0.0276 0.00964 
[107] 9.87 288.02 0.0288 0.01000 
[108] 5.06 298.15 0.0220 0.00828 
[108] 5.06 313.15 0.0165 0.00638 
 
Table A 2: Sample concentrations with corresponding freezing points, set temperatures, equilibrium temperatures 
and subcooling. 
Molality / 
𝑛௜௢௡௦
𝑚௪௔௧௘௥
 
Freezing point / K Set temperature / 
K 
Equilibrium 
temperature / 
K18-21, 79  
Subcooling / K 
0.86 273.15 274.15 283.60 9.45 
1.71 271.55 272.15 281.80 9.65 
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2.57 269.95 271.15 280.20 9.05 
3.42 268.35 269.65 279.00 9.35 
0.86 266.75 268.15 277.66 9.51 
 
