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Аннотация. Классы правых и левых –производящих матриц,
играющих важную роль в описании решений вполне неопределенной
задачи Нехари, были введены Д. З. Аровым в 80-х. В настоящей ра-
боте вводятся классы обобщенных левых и правых –производящих
матриц. Для м.ф. этих классов доказаны теоремы о факторизации,
установлена связь между обобщенными –производящими матрица-
ми и обобщенными jpq–внутренними матриц-функциями, рассмотре-
ны подклассы сингулярных, регулярных и сильно-регулярных обоб-
щенных –производящих матриц.
Ключевые слова и фразы. –производящая матрица, Ганкелев
оператор, обобщенный класс Шура, факторизация Крейна–Лангера,
преобразование Потапова–Гинзбурга.
1. Введение
Понятие –производящей матрицы для единичной окружности T
было введено Д.З. Аровым в [5] в связи с рассмотрением вполне не-
определенной задачи Нехари на T (см. [1, 3, 6]), в случае прямой R
см. [6].
Напомним, что матриц-функция (м.ф.) A() =

a11() a12()
a21() a22()

,
в которой a11() и a22() блоки порядка p  p и q  q, соответствен-
но, называется –производящей матрицей класса Mr(jpq), где jpq =
Ip 0
0  Iq

, если:
(1) A() измерима на R и принимает jpq–унитарные значения для
п.в.  2 R;
(2) a22() и a11() являются граничными значениями голомор-
фных м.ф. a22() и a
#
11(), таких что a
 1
22 и (a
#
11)
 1 являются
внешними м.ф. классов Шура Spp и Sqq, соответственно;
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(3) s21 :=  a 122 a21 2 Sqp.
Как показано в [1, 3], всякое решение вполне неопределенной матри-
чной задачи Нехари представимо в виде
f() = TA[s] = (a11()s() + a12())(a21()s() + a22())
 1; (1.1)
где A 2Mr(jpq), а s() — произвольная м.ф. класса Шура Spq.
В [5] установлена связь между классом Mr(jpq) и классом U(jpq)
jpq–внутренних матриц-функций, т.е. мероморфных в C+ [ C  (p +
q) (p+ q)–матриц-функций W (), удовлетворяющих условиям
jpq  W ()jpqW () = 0 (п.в. 2 R);
jpq  W ()jpqW ()  0 ( 2 C+):
А именно, пусть A 2Mr(jpq) и пусть fb1; b2g — это один из знаменате-
лей функции f = TA[0], т.е. b1; b2 — это внутренние м.ф. классов Spp
и Sqq, соответственно, такие что b1fb2 принадлежат классу Смирно-
ва N pq+ (см. Определение на стр. 4). При выполнении этих условий
матриц-функция
W () =

b1 0
0 b2

A() (1.2)
принадлежит классу U(jpq), а пара fb1; b2g является ассоциированной
парой для W в смысле Арова (см. [6, Chapter 4.6]).
В настоящей работе вводятся классы M`(jpq) и Mr(jpq) левых и
правых обобщенных –производящих матриц ( 2 N), которые есте-
ственно возникают при описании решений проблемы Шура–Такаги
(см. [2,8,10]). Для матриц-функций данных классов приводятся опре-
деления сингулярных и регулярных м.ф. Кроме того, получены фа-
кторизационные теоремы. Установлена связь между обобщенными –
производящими матрицами классаMr(jpq) (M`(jpq)) и обобщенными
jpq–внутренними м.ф. класса Ur(jpq) (U `(jpq)) вида (1.2). Вводятся
определения сингулярных, регулярных и сильно-регулярных м.ф. из
классовMr(jpq),M`(jpq). Получено достаточное условие сильной ре-
гулярности м.ф. из классов Mr(jpq), M`(jpq).
2. Предварительные сведения
Всюду в дальнейшем 
+ обозначает либо единичный круг D =
f 2 C : jj < 1g, либо верхнюю полуплоскость C+ = f 2 C : = >
0g.
!() =

1  !; если 
+ = D;
 2i(  !); если 
+ = C+:
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Таким образом, 
+ = f! 2 C : !(!) > 0g и 
0 = f! 2 C : !(!) = 0g
является границей 
+. Для м.ф. f() определим
f#() = f(); где  =

1= : если 
+ = D;  6= 0;
 : если 
+ = C+
Обозначим через hf область голоморфности м.ф. f и пусть hf =
hf \ 
.
Пусть  2 Z+. Напомним, что эрмитово ядро K!() : 
  
 !
Cmm имеет  отрицательных квадратов, если для любого положи-
тельного целого n и любого набора !j 2 
 и uj 2 Cm (j = 1; : : : ; n)
матрица
(


K!j (!k)uj ; uk

)nj;k=1
имеет по крайней мере  отрицательных собственных значений, а при
некотором наборе !1; : : : ; !n 2 
 и u1; : : : ; un 2 Cm ровно  отрица-
тельных собственных значений (см. [7, 13]).
Определение 2.1. [13] Говорят, что мероморфная в 
+ q p м.ф.
s принадлежит обобщенному классу Шура Sqp , если ядро
s!() =
Ip   s()s(!)
!()
(2.1)
имеет  отрицательных квадратов в h+s  h+s .
В частности, класс Sqp0 совпадает с классом Шура Sqp голомор-
фных в 
+ и сжимающих q  p матриц-функций.
Как показано в [13], любая м.ф. s 2 Sqp допускает факторизацию
вида
s() = b`()
 1s`();  2 h+s ; (2.2)
где b` 2 Sqq — произведение Бляшке–Потапова степени , s` — фун-
кция класса Шура Sqp и
rank

b`() s`()

= q ( 2 
+): (2.3)
Представление (2.2) называется левой факторизацией Крейна–Лан-
гера. Аналогично, любая функция s обобщенного класса Шура Sqp
допускает правую факторизацию Крейна–Лангера
s() = sr()br()
 1 для  2 h+s ; (2.4)
где br 2 Spp — произведения Бляшке–Потапова степени , sr 2 Sqp
и
rank

br()
 sr()

= p ( 2 
+): (2.5)
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В дальнейшем нам понадобятся следующие классы матриц-функ-
ций:
Hpq1 — класс Харди голоморфных, ограниченных в 
+ pq м.ф.;
Lpq1 — класс измеримых, ограниченных п.в. м.ф. с нормой
kfk = ess sup

+
jf j;
eLpq1 =
8<:
Lpq1 (
0) если 
+ = D;
ff : (1 + jj2) 1f 2 Lpq1 (
0)g если 
+ = +:
Spqin = fs 2 Spq : s()s() = Ip п.в. на 
0g;
Spqout = fs 2 Spq : sHq2 = Hp2g; Sout = S11out ;
N pq = ff = h 1g : g 2 Hpq1 ; h 2 H1g;
N pq+ = ff = h 1g : g 2 Hpq1 (
+); h 2 Sout(
+)g;
N pqout = ff = h 1g : g 2 Spqout ; h 2 Soutg; Nout = N 11out :
Определение 2.2. [9] mm матриц-функциюW () = [wij()]2i;j=1,
мероморфную в 
+ относят к классу U(jpq) обобщенных jpq–внут-
ренних матриц-функций, если:
(i) ядро
KW! () =
jpq  W ()jpqW (!)
!()
(2.6)
имеет  отрицательных квадратов в h+W  h+W ;
(ii) jpq  W ()jpqW () = 0 п.в. на 
0.
Как известно [4, Th.6.8.], для любой м.ф. W 2 U(jpq) блок w22()
обратим для всех  2 h+W за исключением может быть  точек в 
+.
Таким образом, преобразование Потапова–Гинзбурга
S() = PG(W ) :=

w11() w12()
0 Iq
 
Ip 0
w21() w22()
 1
(2.7)
корректно определено на множестве  2 h+W , на котором w22() обра-
тима. Легко видеть, что S() принадлежит классу Smm и S() уни-
тарна п.в. на 
0 (см. [4, 9]).
Определение 2.3. [9] Говорят, что mm м.ф. W 2 U(jpq) при-
надлежит классу Ur(jpq), если
s21 :=  w 122 w21 2 Sqp : (2.8)
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Пусть W 2 Ur(jpq) и факторизация Крейна–Лангера м.ф. s21
представима в виде
s21() = b`()
 1s`() = sr()br() 1; ( 2 h+s21) (2.9)
где b` 2 Sqqin , br 2 Sppin , s`; sr 2 Sqp. Тогда, как показано в [9], м.ф.
b`s22 и s11br голоморфны в 
+ и
b`s22 2 Sqq; s11br 2 Spp: (2.10)
Определение 2.4. [9] Рассмотрим внутренне-внешние фактори-
зации матриц-функций s11br и b`s22
s11br = b1a1; b`s22 = a2b2; (2.11)
где b1 2 Sppin , b2 2 Sqqin , a1 2 Sppout , a2 2 Sqqout . Пара b1; b2 внутренних
множителей факторизации (2.11) называется правой ассоциирован-
ной парой м.ф. W 2 Ur(jpq) и записывается fb1; b2g 2 apr(W ).
Теорема 2.5. [9] Пусть W 2 Ur(jpq), fb1; b2g 2 apr(W ) и пусть
b`; s`; br; sr множители, определяемые факторизацией Крейна–Лан-
гера (2.9). Тогда W допускает факторизацию
W =

b1 0
0 b 12
 
a 1 0
0 a 12
 
br  sr
 s` b`

п.в. на 
0: (2.12)
Определение 2.6. [16] Говорят, что m  m м.ф. W 2 U(jpq)
принадлежит классу U `(jpq), если
s12 := w12w
 1
22 2 Spq : (2.13)
ПустьW 2 U `(jpq) и факторизация Крейна–Лангера м.ф. s12 име-
ет вид
s12() = `()
 1`() = r()r() 1; ( 2 h+s12): (2.14)
Тогда, как показано в [16],
`s11 2 Spp и s22r 2 Sqq: (2.15)
Определение 2.7. [16] Рассмотрим внутренне–внешние фактори-
зации м.ф. `s11 и s22r
`s11 = 11; s22r = 22; (2.16)
где 1 2 Sppin , 2 2 Sqqin , 1 2 Sppout , 2 2 Sqqout . Пара 1; 2 внутрен-
них множителей факторизаций (2.16) называется левой ассоцииро-
ванной парой м.ф. W 2 U `(jpq) и записывается f1; 2g 2 ap`(W ).
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Определение 2.8. [16] Матриц-функция U 2 U(jpq) называется
сингулярной, если U;U 1 2 Nmm+ . Класс сингулярных обобщенных
jpq–внутренних м.ф. будем обозначать U;S(jpq).
Теорема 2.9. [16] Пусть W 2 Ur(jpq) и fb1; b2g 2 apr(W ). W
является сингулярной тогда и только тогда, когда b1  const и
b2  const.
Пусть G() — мероморфная в 
+ p  q матриц–функция, допу-
скающая расширение Лорана
G() = (  0) kG k +   + (  0) 1G 1 +G0 +    (2.17)
в окрестности полюса 0 2 
+. Полюсная кратность M(G;0) опре-
деляется следующим образом (см. [13]):
M(G;0) = rankL(G;0); L(G;0) =
264G k 0... . . .
G 1 : : : G k
375 : (2.18)
Полюсная кратность м.ф.G на 
+ определяется как сумма полюсных
кратностей M(G;) по всем  из 
+, то есть
M(G;
+) =
X
2
+
M(G;): (2.19)
Нулевую кратность квадратной м.ф. F на 
+ определим как:
M(F;
+) =M(F
 1;
+):
Теорема 2.10. [12] Пусть ' 2 Sqq — конечное произведение Бляш-
ке–Потапова и  2 Sqq — такая м.ф., что det(' +  ) 6 0 в 
+,
M(';
+) <1 и
k'() 1 ()k  1 п.в. на 
0: (2.20)
Тогда M('+  ;
+) M(';
+). Если к тому же
('+  ) 1'j
0 2 eLqq1 ; (2.21)
то M('+  ;
+) =M(';
+).
Теорема 2.11. [9] Пусть s 2 Sqp допускает факторизацию Крей-
на–Лангера
s = b 1` s` = srb
 1
r : (2.22)
Тогда существует набор м.ф. c` = c`(s) 2 Hqq1 , d` = d`(s) 2 Hpq1 ,
cr = cr(s) 2 Hpp1 и dr = dr(s) 2 Hpq1 , удовлетворяющих условию
cr dr
 s` b`
 
br  d`
sr c`

=

Ip 0
0 Iq

: (2.23)
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3. Обобщенные –производящие матрицы
Определение 3.1. Пусть Mr(jpq) обозначает класс матриц-функ-
ций A() вида
A() =

a11() a12()
a21() a22()

;
удовлетворяющих условиям:
(1) М.ф. A() измерима и jpq–унитарна на 
0;
(2) pp м.ф. a11() и qq м.ф. a22() обратимы п.в. на 
0 и м.ф.
s21() =  a22() 1a21() =  a12()(a11()) 1 (3.1)
является граничным значением м.ф. s21() принадлежащей
Sqp ;
(3) a1 := (a
#
11)
 1br 2 Sppout , a2 := b`a 122 2 Sqqout , где b`, br — произве-
дения Бляшке–Потапова степени , определяемые факториза-
циями Крейна–Лангера (2.8) элемента s21.
Матриц–функции класса Mr(jpq) называются обобщенными правы-
ми –производящими матрицами.
Данные матрицы играют важную роль при описании решений
обобщенной задачи Шура–Такаги (см. [2, 8, 10]).
Определение 3.2. Пусть M`(jpq) обозначает класс матриц-функ-
ций A() вида
A() =

a11() a12()
a21() a22()

;
удовлетворяющих условиям:
(1) м.ф. A() измерима и jpq–унитарна на 
0,
(2) pp м.ф. a11() и qq м.ф. a22() обратимы п.в. на 
0 и м.ф.
s12() = a12()a22()
 1 = (a11()) 1a21() (3.2)
является граничным значением м.ф. s12() принадлежащей
Spq ;
(3) 1 := `(a
#
11)
 1 2 Sppout , 2 := a 122 r 2 Sqqout , где `, r — прои-
зведения Бляшке–Потапова степени , определяемые факто-
ризациями Крейна–Лангера (2.14) элемента s12.
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Матриц-функции класса M`(jpq) называются обобщенными левыми
–производящими матрицами.
Для формулировки следующей теоремы напомним некоторые оп-
ределения:
Определение 3.3. Упорядоченная пара fb1; b2g внутренних м.ф.
b1 2 Sppin , b2 2 Sqqin называется знаменателем м.ф. f 2 N pq, если
b1fb2 2 N pq+ . Множество знаменателей м.ф. f будем обозначать
denf .
Определение 3.4. Говорят, что p q м.ф. f  в 
  является псев-
допродолжением м.ф. f 2 N pq, если f# 2 N pq и
lim
#0
f (  i) = lim
#0
f (+ i)(= f()) п.в. на 
0:
Подкласс м.ф. f 2 N pq, допускающих псевдопродолжение м.ф. f  в

  будем обозначать pq.
Теорема 3.5. Пусть A 2  \Mr(jpq), пусть cr, dr, c` и d` такие
же как в Теореме 2.11, и пусть
f0 = ( a11d` + a12c`)a2: (3.3)
Тогда f0 допускает двойственное представление
f0 = a1(cra
#
21   dra#22): (3.4)
Если к тому же fb1; b2g 2 denf0 и
W (z) =

b1 0
0 b 12

A(z); (3.5)
то
W 2 Ur(jpq) и fb1; b2g 2 ap(W ): (3.6)
Обратно, если (3.6) выполнено, то
A(z) =

b 11 0
0 b2

W (z) 2  \Mr(jpq) и fb1; b2g 2 den(f0):
Замечание 3.6. Определение 3.1 и доказательство Теоремы 3.5 при-
ведены в [10].
Как показано в [16] существует набор матриц-функций ` 2 Hqp1 ,
r 2 Hqp1 , ` 2 Hpp1 , r 2 Hqq1 , удовлетворяющих тождеству
`  `
 r r
 
` r
` r

=

Ip 0
0 Iq

: (3.7)
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Теорема 3.7. Пусть A 2 \M`(jpq), пусть r, r, ` и ` определены
так же как в (3.7), и пусть
f `0 = 2( ra11 + ra21): (3.8)
Тогда f `0 допускает двойственное представление
f `0 = (a
#
12`   a#22`)1: (3.9)
Если в дополнение к этому f2; 1g 2 denf `0, 1 2 Sppin , 2 2 Sqqin и
W (z) = A(z)

1 0
0  12

; (3.10)
то
W 2 U `(jpq) и f1; 2g 2 ap`(W ): (3.11)
Обратно, если (3.11) выполнено, то
A(z) =W (z)

 11 0
0 2

2  \M`(jpq) и f2; 1g 2 den(f `0):
Доказательство. Пусть A 2  \M`(jpq). Рассмотрим тождество
 ra12 + ra22 =
 r r a12a22

=
 r r rr

 12 = 
 1
2 : (3.12)
Пусть f `0 определена по формуле (3.8). Следовательно, (3.8) может
быть переписано в виде
f `0 = ( ra12 + ra22) 1( ra11 + ra21): (3.13)
Тождество
 r rAjpqA#  ` `

=
 r r jpq  ` `

= 0
означает, что
( ra11 + ra21)(a#11`   a#21`) = ( ra12 + ra22)(a#12`   a#22`);
и, следовательно, f `0 допускает двойственное представление
f `0 = (a
#
12`   a#22`)(a#11`   a#21`) 1 = (a#12`   a#22`)1; (3.14)
что совпадает с (3.9).
548 Обобщенные –производящие матрицы
Пусть f2; 1g 2 den(f `0), т.е.
2f
`
02 2 Hpq1 (3.15)
и пусть S = PG(W ) — преобразование Потапова–Гинзбурга м.ф. W .
Формула (3.10) означает что
s12 = w12w
 1
22 = a12
 1
2 2a
 1
22 = a12a
 1
22 = 
 1
` `; (3.16)
s22 = w
 1
22 = (a22
 1
2 )
 1 = 2a 122 ; (3.17)
s11 = w
 
11 = w
 
11 
 1
1 
 1
1 11
= w 11 
 1
1 (a

11`   a21`)11
= w 11 (w

11`   w21`)11
= (` + s12`)11;
(3.18)
s21 = w

12w
 
11 = w

12w
 
11 
 1
1 
 1
1 11
= w12w
 
11 (w

11`   w21`)11
= (w12`   w12w 11 w21`)11
= (w12` + s22`   w22`)11
= 2(a

12`   a22`)11 + s22`11
= 2f

01 + s22`11:
(3.19)
Формулы (3.16)–(3.19) позволяют представить S(z) в виде
S(z) =

`11 + s12`11 s12
2f
`
01 + s22`11 s22

=

`11 0
2f
`
01 0

+

s12
s22
 
`11 Iq

= T (z) +

r
 1
r
22
 1
r
 
`11 Iq

= T (z) +

r
22

 1r

`11 Iq

;
(3.20)
где T (z) 2 Hmm1 . Из формул (3.20) следует, что
M(S;
+)  :
С другой стороны,
M(s21;
+) =M(r
 1
r ;
+) = ;
поэтому
M(S;
+) = :
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Таким образом, S 2 Smm и значит W 2 U `(jpq).
Обратно, пусть W 2 U `(jpq); f1; 2g 2 ap`(W ) и пусть
A(z) =W (z)

 11 0
0 2

: (3.21)
Тогда м.ф. A(z) является измеримой и jpq–унитарной.
Рассмотрим преобразование Потапова–Гинзбурга м.ф. A(z)
s12 = a12a
 1
22 = w122
 1
2 w22 = w12w22 2 Spq :
Далее, так как f1; 2g 2 ap`(W ), то
a 122 r = 
 1
2 w
 1
22 r = 2 2 Sqqout ;
`(a
#
11)
 1 = `(w11 11 )
 # = `s111 = 1 2 Sppout :
Следовательно, A 2M`(jpq).
Покажем, что f2; 1g 2 den(f `0). Это следует из тождества
2f
`
01 = 22( ra11 + ra21) 11
= 22( rw11 11 + rw21 11 )1
= 22( rw11 + rw21):
(3.22)
Принадлежность 22( rw11+rw21) 2 Hqp1 доказана в [16, (3.27)].
Следствие 3.8. Если W 2 Ur(jpq)\Ur;S(jpq), то W 2Mr(jpq). Если
W 2 U `(jpq) \ U `;S(jpq), то W 2M`(jpq).
Доказательство. Согласно Теореме 2.9, W 2 Ur(jpq) является син-
гулярной в том и только том случае, когда ее ассоциированные па-
ры постоянны. Поэтому данная матрица является обобщенной jpq–
внутренней и обобщенной -производящей м.ф. классаMr(jpq) однов-
ременно.
Лемма 3.9. Пусть A 2 Mr(jpq) \ Lmm2 и матриц-функция s21 =
 a 122 a21 допускает факторизацию Крейна-Лангера
s21() = b`()
 1s`() = sr()br() 1 ( 2 h+s21):
Тогда для любой м.ф. " 2 Spq имеем
M(b`   s`";
+) =M(br   "sr;
+) = : (3.23)
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Доказательство. В силу обобщенной теоремы Руше (Теорема 2.10)
M(b`   s`";
+) M(b`;
+) = ;
M(br   "sr;
+) M(br;
+) = :
Доказательство включения (b` s`") 1 2 eL1 содержится в Лемме 4.22
из [9]. Приведем его для полноты изложения.
Пусть u 2 Cq и kuk = 1. Тогда
k(Iq   "s21)uk  1  ks21uk 
1
2
(1  ks21uk2)
=
1
2
u(Iq   s21s21)u =
1
2
ua 122 a
 
22 u:
(3.24)
Отсюда следует, что
k(Iq   s21") 1k = k(Iq   "s21) 1k  2ka22a22k:
Из условия A 2 Lmm2 следует, что (1 s21") 1 2 eLqq1 , следовательно,
справедливо первое равенство (3.23). Доказательство второго равен-
ства в (3.23) аналогично.
Лемма 3.10. Пусть A 2M`(jpq) \ Lmm2 и матриц-функция s12 =
a12a
 1
22 допускает факторизацию Крейна–Лангера
s12() = `()
 1`() = r()r() 1 ( 2 h+s21):
Тогда для любой м.ф. " 2 Spq имеем
M(` + "`;
+) =M(r   r";
+) = : (3.25)
Доказательство. Рассмотрим матриц-функцию (см. [16, (3.17)])
fW () =  W (); if 
+ = D;
W ( ) if 
+ = C+: (3.26)
Преобразование Потапова–Гинзбурга для fW имеет вид
bS = PG(fW ) = bs11 bs12bs21 bs22

=
 es11  es21
 es12 es22

(3.27)
Тогда bs21 =  es12 =  e`e 1` =  e 1r er, значит матриц-функция fW
принадлежит Mr(jpq). По Лемме 3.9
M(e` + e`") =M(er + "er) = ;
и, следовательно,
M(` + "`) =M(r + r") = :
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4. Сингулярные, регулярные и сильно регулярные
м.ф. из классов Mr(jpq) и M`(jpq)
Пусть
TA[Spq] = fTA["] : " 2 Spqg:
Введем определения
Определение 4.1. Матриц-функция A 2Mr(jpq) называется:
(1) право-сингулярной, если TA[Spq]  Spq;
(2) лево-сингулярной, если T `A[Sqp]  Sqp;
(3) право-регулярной, если из факторизации A = A1A2, где мно-
житель A1 2 Mr(jpq) и множитель A2 2 Mr(jpq) — право-
сингулярный, следует, что A2  const;
(4) сильно право-регулярной, если найдется м.ф f 2 TA[Spq] та-
кая, что kfk1 < 1;
(5) лево-регулярной, если из факторизации A = A2A1, где мно-
житель A1 2 M`(jpq) и множитель A2 2 Mr(jpq) — лево-
сингулярный, следует, что A2  const;
(6) сильно лево-регулярной, если найдется м.ф. f 2 T `A[Spq] та-
кая, что kfk1 < 1.
Лемма 4.2. Пусть A 2Mr(jpq), и пусть s = s21 допускает факто-
ризацию Крейна–Лангера (2.9). Тогда
s 2 Sqp и ln detfIq   s`s`g 2 eL1; ln detfIp   srsrg 2 eL1 (4.1)
Обратно, если s удовлетворяет условиям (4.1), то существует мат-
риц-функция A 2 Mr(jpq), такая что s =  a 122 a21. При этом A
определена однозначно с точностью до левого диагонального jpq–уни-
тарного множителя формулой
A() =

a () 0
0 a+()
 
br  sr
 s` b`

; (4.2)
где a+ и a  — существенно единственные решения уравнения
a 1+ a
 
+ = Iq   s`s` ; a 1+ 2 Sqqout ; (4.3)
a 1  a
 
  = Iq   srsr; a #  2 Sppout : (4.4)
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Доказательство. Если A 2 Mr(jpq), то s = s21 2 Sqp . Из jpq–
унитарности м.ф. A следует
a21a

21   a22a22 =  Iq;
тогда
Iq   s21s21 = a 122 a 22 ;
так как s21 = b 1` s`, то
b`b

`   s`s` = (b`a 122 )(a 22 b`);
Iq   s`s` = a2a2;
где a2 = a 1+ = b`a
 1
22 .
Аналогично, из тождества
a11a

11   a12a12 = Ip
и равенства s21 = srb 1r , получим
Ip   (a 111 a12)(a12a 111 ) = a 111 a 11 ;
Ip   ss = a 111 a 11 ;
brbr   srsr = a1a1;
где a1 = a 11 br = a
 
  .
Таким образом, матриц-функции Iq   s`s` , Ip   srsr допускают
факторизации (4.3), (4.4) и, следовательно, (см [6, Th 3.78])
ln detfIq   s`s`g 2 eL1; ln detfIp   srsrg 2 eL1:
Обратно, если выполнены условия (4.1), то факторизационные
задачи (4.3), (4.4) разрешимы. В силу Теоремы Засухина–Крейна
(см. [15, Теорема 14]) существует a1 2 Sppout , a2 2 Sqqout , такие что
Iq   s`s` = a2a2;
Ip   srsr = a1a1:
Если факторизация Крейна–Лангера м.ф. s имеет вид
s = b 1` s` = srb
 1
r ;
то положим
a11 = a
 1
1 b

r ; a12 =  a 1 sr;
a21 =  a 12 s`; a22 = a 12 b`:
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Тогда матрица A() =

a11() a12()
a21() a22()

принадлежит классу
Mr(jpq) и допускает факторизацию
A =

a 1 0
0 a 12
 
br  sr
 s` b`

: (4.5)
Полагая a+ = a 12 , a  = a
 #
1 получим (4.2).
Лемма 4.3. Пусть A 2M`(jpq), и пусть s = s12 допускает факто-
ризацию Крейна–Лангера (2.14). Тогда
s 2 Sqp и ln detfIq   ``g 2 eL1; ln detfIp   rrg 2 eL1 (4.6)
Обратно, если s удовлетворяет условиям (4.6), то существует мат-
риц-функция A 2M`(jpq), такая что s = a12a 122 . При этом A опре-
делена однозначно с точностью до левого диагонального jpq–унитар-
ного множителя формулой
A() =

` r
` r
 
 () 0
0 +()

; (4.7)
где + и   существенно единственные решения уравнения
2

2 = 
 1
+ 
 
+ = Iq   rr ; a 1  2 Sppout ; (4.8)
11 = 
 1
  
 
  = Iq   ``; a 1+ 2 Sqqout : (4.9)
Доказательство. Пусть A =

a11 a12
a21 a22

2 M`(jpq), s = s12 2 Spq ,
тогда eA = a11 a21
a12 a22

2 Mr(jpq) (см. (3.26)), следовательно по Лем-
ме 4.2
ln detfIq   e`e` g 2 eL1 =) ln detfIq   ``g 2 eL1; (4.10)
ln detfIq   ererg 2 eL1 =) ln detfIp   rrg 2 eL1: (4.11)
Обратно, пусть выполнены условия (4.6). Тогда разрешимы факто-
ризационные задачи (4.8), (4.9) и существует матриц-функция
eA() =  e () 0
0 e+()
 " e` e`er er
#
;
Следовательно, факторизация м.ф. A будет иметь вид
A() =

` r
` r
 
 () 0
0 +()

:
554 Обобщенные –производящие матрицы
Лемма 4.4. Пусть b 2 Sqq — множитель Бляшке–Потапова сте-
пени  и s 2 Sqq, то
b  s = ebes;
где eb — множитель Бляшке–Потапова степени 0  , es 2 Nout.
Если к тому же (b  s) 1 2 eL1, то degeb = .
Доказательство. Так как b   s 2 Sqq, то данное выражение допу-
скает внутренне–внешнюю факторизацию
b  s = ebes; где eb 2 Sqqin ; es 2 Sqqout :
Согласно обобщенной Теореме Руше (Теорема 2.10)
0 =M(eb;
+) =M(b  s;
+) M(b;
+) = ;
т.е. eb – множитель Бляшке-Потапова степени 0  . Более того, если
(b  s) 1 2 eL1, то 0 = .
В дальнейшем будем использовать следующие обозначения:
s12() = a12()a
 1
22 (); s21() =  a 122 ()a21(); (4.12)
r() =

Ip  s21()
 s21() Iq

; `() =

Ip s12()
s12()
 Iq

; (4.13)
_Sconst = fA 2 Cpq : AA < Iqg:
Теорема 4.5. Пусть A 2 Mr(jpq) [M`(jpq), пусть m = p + q и
пусть м.ф. s12; s21;r;` определены по формулам (4.12) и (4.13).
Тогда следующие условия эквивалентны:
(1) A 2 Lmm1 ;
(2) ks12k < 1;
(3) ks21k < 1;
(4)  1r 2 Lmm1 ;
(5)  1` 2 Lmm1 ;
(6) kTA["]k < 1 для по крайней мере одной матрицы " 2 Spqconst;
(7) kTA["]k < 1 для любой м.ф. " 2 _Spqconst.
В дефинитном случае ( = 0) доказательство Теоремы 4.5 приве-
дено в [6, Lemma 7.11].
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Доказательство. Так как A() является jpq-унитарной почти всюду
на 
0, блоки a11(), a22() обратимы п.в. на 
0 и выполнены равен-
ства п.в. на 
0
a11()a11()
 = (Ip   s12()s12()) 1;
a22()
a22() = (Ip   s21()s21()) 1;
a22()a22()
 = (Ip   s12()s12()) 1:
(4.14)
Из равенств (4.14) следуют эквивалентности
a22 2 Lpq1 () ks12k1 < 1() a22 2 Lqq1 () ks21k1 < 1:
Более того, из условия a22 2 Lpq1 следует, что a12 2 Lqp1 и a11 2 Lpp1 ,
и, следовательно, a21 2 Lpq1 :
Таким образом, доказаны эквивалентности (1) () (2) () (3).
Более того, из формулы для дополнения Шура
`() =

Ip s12()
0 Iq
 
I   s12()s12() 0
0 Iq
 
Ip 0
s12()
 Iq

следует эквивалентность (2)() (5), а из аналогичной формулы для
r() следует эквивалентность (3) () (4). Далее, пусть " 2 Spq и
f" = TA["] и предположим, что выполнено (3). Тогда верно тождество
Iq   f" f" = a 22 b` (b`   s`") (Ip   "")(b`   s`") 1b`a 122 (4.15)
и, следовательно,
kf"k1 < 1() k"k < 1:
Таким образом (3) =) (7). Так как импликация (7) =) (6) очевидна,
остается проверить (6) =) (1).
Предположим, что выполнено (6) и A 2Mr(jpq), то есть, kf"k1 <
1 для некоторой постоянной p  q сжимающей матрицы ". Тогда,
согласно формуле (4.15), k"k < 1. Таким образом, матрица
V" =

1 "
" 1
"
(1  "")  12 0
0 (1  "")  12 :
#
является постоянной jpq-внутренней матрицей со свойством TV" [0] =
".
Положим bA = AV" и bA = ba11 ba12ba21 ba22

. Тогда
ba21 = a 12 ( s` + b`")(1  "")  12 ; ba22 = a 12 (b`   s`")(1  "")  12 ;
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bs21 =  ba 122 ba21 = (1  "") 12 (b`   s`") 1( s` + b`")(1  "")  12 :
В силу Леммы 4.4M(b` s`";
+) =  и, следовательно, справедливо
разложение
ba22 = 'outbin; bin 2 Sqqin ; 'out 2 Sqqout :
Таким образом, ba 122 = b 1in ' 1out:
Так как ka 122 kess  1 и binba 122 2 N qqout , то в силу Теоремы Смирнова [6,
Th 3.59] ba = bina 122 2 Sqqout :
Далее rank(b`   s`"; s` + b`") = q, поэтому (b`   s`") 1( s` +
b`"
) 2 Sqq , следовательно, bs21 2 Spq .
Так как M(bs21) =M(ba 122 ) = , то в силу Леммы 4.3 [9]
M(binbs21) =M(binba 122 ) = 0; т.е. bs` := binbs21 2 Sqp:
Поэтому bs21 = b 1in bs` — факторизация Крейна-Лангера. Следователь-
но, bA 2Mr(jpq). Кроме того,
TbA[0pq] = TA = f";
значит kTbA[0pq]k < 1. Тогда, учитывая импликацию (2) =) (1) для
м.ф. bA , получим bA 2 Lmm1 и, следовательно, A 2 Lmm1 ; Доказа-
тельство импликации (6) =) (1) для A 2M`(jpq) аналогично.
Следствие 4.6. Если A 2Mr(jpq) \ Lmm1 , то A 2Mr;sR(jpq).
Если A 2M`(jpq) \ Lmm1 , то A 2M`;sR(jpq).
Доказательство. Если A 2 Mr(jpq) \ Lmm1 , то по Лемме 4.5 суще-
ствует " 2 Spqconst такая, что kTA["]k < 1. Положим f = TA["]. Тогда
kfk1 < 1, значит A 2Mr;sR(jpq).
Второе утверждение следует из первого утверждения и следую-
щих эквивалентностей
A 2M`(jpq)() eA 2Mr(jpq);
A 2M`sR(jpq)() eA 2MrsR(jpq);
A 2 Lmm1 () eA 2 Lmm1 :
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