In this paper we first analyzed the inductive bias underlying the data scattered across complex free energy landscapes (FEL), and exploited it to train deep neural networks which yield reduced and clustered representation for the FEL. Our parametric method, called Information Distilling of Metastability (IDM), is end-to-end differentiable thus scalable to ultra-large dataset. IDM is also a clustering algorithm and is able to cluster the samples in the meantime of reducing the dimensions. Besides, as an unsupervised learning method, IDM differs from many existing dimensionality reduction and clustering methods in that it neither requires a cherry-picked distance metric nor the ground-true number of clusters, and that it can be used to unroll and zoom-in the hierarchical FEL with respect to different timescales. Through multiple experiments, we show that IDM can achieve physically meaningful representations which partition the FEL into well-defined metastable states hence are amenable for downstream tasks such as mechanism analysis and kinetic modeling.
Introduction
Along the development of rate theory in chemical physics, the most important insight of many dynamic systems is that there usually exists a separation of timescales [1] [2] [3] [4] , so that interesting events (inter-state transitions) take place on a much longer timescale (denoted as ts , the inverse of which defines the rate coefficient in physics) than the internal relaxation within the state ( rx ), that is, ts ≫ rx . In other words, given the separation of timescales, each state will reach a local equilibrium within a characteristic timescale rx , but transitions to other states may occur on longer timescales (called "rare events"). This observation leads to the notion of metastability 5 , and such states are termed as metastable states. A well-defined metastable state should exhibit an exponentially decayed lifetime since the escape from it is approximately a Poisson point process 3, 6 . Alternatively, from the point view of the landscape theory 7 , energetically accessible configurations take up only a small fraction of phase space for molecules like proteins. Consequently, a properly defined free-energy landscape (FEL) usually consists of heavily clustered populations, on which each cluster forms a local freeenergy minimum and corresponds to a metastable state 8 . Many molecular dynamic 4 adequately capture the information of metastability. Worse still, most nonlinear dimensionality reduction methods (e.g., Isomap, DM) involve computationally prohibitive non-parametric kernels thus cannot directly scale to ultra-large dataset. Last but not the least, it is non-trivial to partition the FEL into metastable states even based on the reduced depiction obtained by these methods, and commonly the assumption of metastability can only be checked by post-mortem analysis 15 .
On the other hand, learning informative representation has long been one of the most important goals for machine learning, and several recently developed deep models (e.g., variational auto-encoder 24 , adversarially learned inference 25 etc) have shown great potentiality for unsupervised or semi-supervised representation learning.
However, few (if any) of the state-of-art models can directly fit in the above task, since FEL inherits very different inductive biases from the data types commonly encountered in deep learning community. We now propose to unsupervisedly learn a reduced representation for FEL where different metastable states are embedded into separate clusters, without the necessity of pre-defined distance metrics or number of clusters.
Our approach is based on parametric models (e.g., artificial neural networks) hence can be trained efficiently with stochastic gradient descent (SGD) on mini-batches of ultralarge dataset. More importantly, the reduced representation is jointly learned together with clustering in one shot, differing with the common practice that to cluster one needs to first reduce the dimension in a separate manner. Our method allows deep models to capture the inductive bias introduced above and extract meaningful representations directly from high-dimensional dynamic trajectories. This is achieved by maximizing the mutual information of related samples so as to distill their shared abstract content.
Similar idea of learning a data representation from related observations is not new. An early work in this line can be traced back to Becker and Hinton 26 , where they maximized the mutual information between the input and the average of the data representations. Co-learning has also been explored in the context of clusterings, dating back to the pioneering work of Hartigan 27 . Particularly, distilling the information between related samples has already been successfully applied for image clustering and segmentation 28 . Albeit the idea of information distilling has been most exploited in image processing, IDM, on the other hand, shows that by capturing the inductive bias of FEL, complicated physical problems can also be elegantly addressed following the same line.
Methods

Information Distilling of Metastability (IDM)
Our goal is to associate with each unlabeled sample a label ( ) indicative of its identity (i.e. the probability of being in certain metastable states, or termed as "membership") without any ground truth for direction. To achieve this, consider the related problem of co-distillation 28 terminates in a multi-logit layer, to approximate the deterministic mapping described above.
We now exploit the inductive bias of FEL introduced in the previous section, yielding the information distilling of metastability (IDM), which directly clusters the high-dimensional configurations embedded on complex FEL into different metastable states. The key idea of IDM is to generate a related sample ′ from so that ′ and almost surely belong to the same state. According to the metastability assumption, this can be cheaply done by sampling ′ from the temporal proximity of (denoted as ( ; )) via dynamic simulation techniques such as molecular dynamics (MD) 30 . Note that is a hyper-parameter that defines the temporal resolution of the model, provided that motions on timescales shorter than will be regarded as internal relaxations. In this way, a good model should satisfy the requirement that ( ) = ( ′ ), which can be used as a constraint in clustering methods. However, herein we can achieve the above goal with an alternative objective function,
where we introduce a controlling hyper-parameter without loss of generality. Let ( ) denote the -th element of which corresponds to the probability of belonging to cluster , then the mutual information takes the following form,
where 〈•〉 denotes the expectation over the paired dataset {( , ′ )} , and can be unbiasedly estimated via mini-batches of samples. into the same clusters. This can be seen by considering the degenerate case where = 1 and the paired dataset becomes {( , )}: As ( ) is a deterministic function of ,
Since the conditional entropy ( ( )| ( )) = 0 , Eq. 1 reduces to max ( ( )) , where ( ( )) denotes entropy over the entire dataset { },
Consequently, the optimal tends to partition the mass of the data equally among all the clusters. Secondly, we can explicitly control the balance of clusters produced by by tuning the controlling hyper-parameter . Note that in the form of KLdivergence, Furthermore, in an entirely unsupervised setting, the number of ground-truth clusters is unknown. IDM is naturally devoid of this problem as the conditional entropy in the mutual information tends to shrink unnecessary modes in the clustering, as long as is not too high. This coercing effect will be more pronounced in combination with the regularization technique described later (Section 2.3). Therefore, IDM only requires the user to specify an upper limit on the number of output clusters. In practice the performance of IDM can be improved by setting the number of output clusters greater than the ground truth as the network becomes more expressive 28 .
IDM via deep learning
As introduced above, a simplified visualization of complex free energy landscape is often needed in order to understand the dynamic physical processes. We show here that by virtue of IDM, the reduced representation can be jointly learned together with clustering. Specifically, our objective is to find a function
where ℝ is defined as the matching space and serves as the reduced representation of the FEL. This goal is straightforwardly achieved by deliberately employing a special deep neural network architecture, Matching Network [31] [32] . The Matching Network consists of two twin networks (for uncluttered notation, we denote the parameters of both networks with a same symbol ): one is ( ) as defined above; the other is ( ) to map a certain code vector or a (pseudo-)prototype, , to the same matching space. In other words, we map the data and the prototypes both to the matching space ℝ with and , respectively. In practice, if without any a prior knowledge, we can use one-hot vectors ( Fig. 1 , and see SI Text 1.10 for more details) as the prototypes.
If available structures representing different metastable states are known, they can be directly used as prototypes, and in this case is degenerate to .
On the matching space, the symmetric similarity score, ( , ) = ( , ), between the projected sample ( ) and each projected prototype (serving as cluster centroid) the attention mechanism 34 (see more details of similarity scores in SI). For example, we can adopt the attention mechanism to calculate ( , ) (Eq. S9), then use it as the multi-logit to output the probability of being to cluster centered at ( ), with the temperature factor tuned as a hyper-parameter,
Therefore, training of and can be directly done by optimizing the objective function Eq. 2 with ( ) substituted by Eq. 5. For applications where a discrete label for samples is preferred, we can simply achieve this by "hardening" the soft clustering results, that is, labeling with that maximizes ( ).
Regularization and training
In order to stabilize the training process, we regularized our models with two additional techniques (see SI Text 1.1 and 1.2 for more details): 1) adaptive gradient clipping to avoid exploding gradient, and 2) performing auxiliary tasks inspired by multi-task learning 35 . In our work the auxiliary task is naturally set to reconstruct the high-dimensional input from the reduced matching space (Fig. 1) . Next, we describe how to prepare the training data for mini-batch optimization. The strategy we take is similar to the task sampling in meta-learning [36] [37] , curriculum learning 38 and few-shot learning 31 . Given a dataset, { } , containing samples scattered across the FEL and being randomly shuffled, for each training step, we pop the first samples from the queued { } as a seeding set { } , and perform farthest point sampling 39 (using crude distance metric, e.g. RMSD) within the entire { } to expand the seeding set up to { } with size > . Next for each ∈ { } , we perform neighbor sampling by MD simulations initialized at and collect configurations within time as ( ; ) .
Finally, we feed { } and the paired { ( ; )} into the model and perform one step of SGD with Adam 40 (see SI for more training settings). One epoch of training is done when no more samples are left queued in { } . The convergence is achieved when the training objective (Eq. 2 or Eq. S3) becomes steady and no longer changes significantly.
Results
Dimensionality reduction
We first illustrated the performance of IDM on a numerical model potential 21 (see SI for the model setups and training details), which shares many features common to real-world free-energy landscapes ( Fig. 2A, panel 1) . To fully specify the configurations while taking into account of the periodicity, we assign each sample a 6-dimensional vector =∪ = , , {cos , sin } and use it as the input to the dimensionality reduction algorithms. Figure 2A (panel 2) shows that IDM ( = 10)
clearly projects all the eight local energy minima onto the matching space and yields a clustered and well-aligned embedding. We also tested several other manifold learning algorithms including PCA, tICA and PCA for comparison (see SI Text for more details).
Note that this model potential is periodic in the ( , , ) dimensions, hence it cannot be mapped isometrically to a linear two dimensional space 21 . Although PCA and DM ( Fig. 2A ) also yield a clustered projection of the potential energy surface (while tICA fails), the organization of the resultant clusters becomes obscure to interpret. In contrast,
IDM is able to preserve most transition pathways by breaking only a few connections between basins. Indeed, IDM learns to unroll the periodical box rather than simply squashing the box onto the plane, and the resulting embedding clearly sketches the original structure or shape of the configuration space. Such feature renders IDM appealing potentiality of guiding enhanced sampling methods like umbrella sampling 41 and metadynamics 42 .
Next, we tried IDM on alanine dipeptide (Ala2; see SI for data sources and training details) to see whether it can learn a reduced but meaningful representation from raw coordinates of biomolecules. In order to retain the trans-rotational invariance, we chose all the 45 pairwise (properly normalized) distances between heavy atoms as the input vector . Figure 2B (panel 2) shows that IDM ( = 20 ps) clearly projects the highdimensional vector onto 4 distinct free-energy minima, in agreement with our knowledge that Ala2 exhibits 4 metastable conformers with respect to the two torsional angles ( , ) (Fig. 2B, panel 1) . Furthermore, IDM again maximally preserves the transition paths connecting metastable states (Fig. 2B) . Comparable result is only obtained by tICA out of other methods we tested. By virtue of the expressive power of deep neural networks, these two examples demonstrate the ability of IDM to extract useful representations from crude coordinates of the system without carefully handcrafted order parameters.
Clustering
As introduced, IDM distinguish itself from other dimensionality reduction methods in that it simultaneously clusters the data during training. IDM is a completely unsupervised algorithm subjected to least manual interference.
To interpret the clustering results, we visualized the samples drawn from the numerical model potential ( Fig. 2A) and Ala2 ( Furthermore, since we have access to the reference labels for these two wellbenchmarked systems, we can quantitatively assess the performance of different clustering approaches. Two different metrics, clustering accuracy (ACC) and normalized mutual information (NMI) (see definitions in SI), were adopted (Table 1 ).
In addition to direct clustering by IDM, we performed KMeans (setting to be the ground-true values) on the reduced embedding achieved by IDM, PCA, tICA and DM, respectively. (Fig. S2A) , which allows the analysis of the long-timescale behavior of the dynamic systems. In contrast, when different metastable states are mixed (e.g., as Fig. S1B , yielded by tICA+KMeans [18] [19] ), the lifetime distribution of the resulting clusters could violate the desired exponential decay.
As an illustrative example, we estimated a coarse master equation 10 for Ala2 based on IDM, whose propagating equation reads,
where exp( ) is a matrix exponential, and is a dimensionless transition rate matrix corresponding to a Markovian master equation, the time resolution of which is coarse-grained to be the same as IDM ( = 10 ps). Equation 6 holds when ≫ 1 under metastability assumption. The transition rate matrix is estimated by maximizing the log-likelihood objective ℒ in Eq. 7 constrained by mass conservation and detailed balance 10 via an efficient evolution-based optimization technique 43 (see SI for more details).
where the logarithm is performed element-wisely. Note that since Eq. 7 is directly fed with the soft clustering labels ( ), it is equivalent to the negative cross-entropy which is a cost-sensitive objective for training 44 : Unlike conventional MSM which usually fully discretizes (or called hard clusters) the trajectory, the likelihood function here emphasizes more on an accurate prediction of highly-identifiable configurations (those near the bottom of metastable states) rather than the ones with higher uncertainties (those located on the boundaries between metastable states). Such a cost-sensitive objective greatly reduces the side-effect of hard-clustering such as re-crossing biases encountered in MSM 45 . Figure 4 shows the extracted transition pathways and the associated rates, revealing a sharper transition of torsion (between states 1 and 3, or states 2 and 4) than the torsion (between states 1 and 2, or states 3 and 4).
Additionally, the coarse master equation for the numerical model was obtained in a similar way (see SI for more details), according to which we drew the eigenspectrum of the rate matrix ( Fig. S2B ) and extracted the main transition pathways (Fig. S2C ): As expected, the resulting rate matrix only contains statistically non-zero rates between physically adjacent states.
We also noticed that clusters obtained by IDM are generally more stable and exhibit longer lifetime compared to the commonly adopted combinatory projection-clustering method (Fig. S1 ). This effect results from the fact that IDM defines boundaries between clusters according to separation of timescales rather than a geometric cutoff as adopted in KMeans. Consequently, IDM clusters are less vulnerable to the notorious "fast recrossing" issues pronounced in the state-of-art method 16 which causes severe underestimate of the lifetime (or overestimate of transition rates). Altogether, the above analyses show that IDM can yield clusters and representations that are more amenable for downstream tasks like kinetic modeling.
Zooming-in hierarchical free-energy landscape
Many complex physical and biological processes can be described by hierarchical FEL. Specifically, the identity of metastable states and the slow inter-state transition processes depend on the timescales at which one inspects the system. Put it in another way, the representations of FEL may vary at different time resolutions. Trained upon N decreasing resolutions ( 1 ≫ 2 ≫ ⋯ ≫ ), IDM allows us to zoom-in the FEL with increasing time resolutions. By doing so, we are actually performing a top-down divisive clustering which remains challenging for any other algorithms, hence we term this approach as divisive IDM (see more details about divisive IDM in SI). Noteworthy, divisive IDM is able to extract the hierarchy of the FEL according to timescales rather than geometry-based metrics.
We performed divisive IDM on Ala2 for illustration (Fig. 5) . Three timescales were chosen for training: (1) = 200 ps, (2) = 20 ps, and (3) = 2 ps. On the longest timescale ( = 200 ps), IDM partitions all conformations into two metastable states (Fig. 5A, panel 1) , corresponding to the cis/trans-isomers of the torsional angle . This is in good agreement with previous kinetic modeling result that isomerization of is much slower than (Fig. 4) . As expected, the reduced representation obtained by IDM at this timescale only preserves two distinguishable metastable states ( (Fig. 5A, panel 3 ) and learns a reduced representation accordingly (Fig. 5B, panel 3 ). These 5 states indeed correspond to the well-known metastable conformations of Ala2, including (3-1), PPII (3-2), (3-3) and (3) (4) (5) . In summary, this example shows that divisive IDM allows us to zoom-in the FEL with increasing time resolutions and track the hierarchy of metastable states accordingly.
Unrolling folding landscape of proteins
Finally, we present an application of IDM on a fast-folding protein TrpCage, trying to reveal more molecular details of the folding mechanisms (see SI for the training details). Since the configurations of a protein are largely determined by the backbone torsional angles, we first collect all backbone torsions, {Φ , Ψ } where runs over every residue (20 residues in total), then transform them into a 76-dimensional torus vector, =∪ {cos Φ , sin Φ , cos Ψ , sin Ψ } which serves as the input vector to IDM. We chose = 32 during training and performed divisive IDM at three time resolutions: (1) = 400 ns, (2) = 40 ns and (3) = 4 ns, respectively. Models were trained upon the MD trajectories contributed by K. Lindorff-Larsen et al 46 , which contain over 500,000 samples.
On the longest timescale we chose (i.e., = 400 ns), IDM projects the FEL onto a reduced representation consisting of 2 distinguishable metastable states (Fig. 6A,   panel 1 ) and categorizes the protein conformers into 2 clusters accordingly. In order to interpret the results, for each cluster we calculated the averaged root-mean-squareddeviation (RMSD) w.r.t. the native structure and the fraction of native contacts ( -value), respectively (Table S1 ). Cluster 1-1, with high -value and low RMSD, is identified as the native state; whereas Cluster 1-2 corresponds to the denatured state. In line with intuitions, the native state forms a narrow and sharp local minimum on the IDM embedding surface, while the unfolded states spread more widely over the space (Fig. 6A, panel 1 ). This two-state picture agrees well with the observations that the folding/unfolding events of proteins can be viewed and measured as a two-state kinetic process on relatively long timescales.
An intriguing finding is that, even if we increase the time resolution up to = 4 ns, we still do not observe any further division of the native state (Figs. 6B and 6C), indicating no discernible slow relaxations within the native state. This result strongly corroborates the common belief that proteins exhibit a stable and well-defined native structure whose fluctuations (and the conformational entropy) are rather limited. In contrast, some slow relaxation processes within the denatured state can be reconsidered as inter-state transitions. Consequently, more unfolded metastable states can be identified. Specifically, at the resolution of = 40 ns, the unfolded state (Cluster 1-2) divides into two distinguishable clusters (indexed by 2-2 and 2-3, respectively; Fig. 6B ).
From the embedding surface yielded by IDM (Fig. 6B, panel 2) we find that State 2-2 is more closely connected to the native state while State 2-3 is farther away, implying that State 2-2 is likely to be located on the folding pathway (which may contain the folding bottleneck) while State 2-3 may be less relevant to folding. This hypothesis is confirmed by the IDM embedding achieved at = 4 ns (Fig. 6A, panel 3 ): Cluster 2-bottleneck where some characteristic contacts start to form (e.g., the -helix), while the latter is composed of extended random coils which represent the fully denatured states (Fig. 6C) . On the other hand, Cluster 2-3 are divided into 4 metastable states (indexed from 3-4 to 3-7; Fig. 6B ): Most of them exhibit some locally formed contacts and structural patterns absent in the native structure (Fig. 6C ), but these potentially folding traps only constitute a small fraction of the denatured conformation ensemble, as expected for a fast-folding protein. Additionally, we find it interesting that, as the time resolution increases and the metastable states assigned by IDM become devoid of slower intra-state relaxations, the boundaries between clusters become sharper on the reduced embedding surface (Fig. 6A, from panel 1 to panel 3) . Accordingly, on a lowresolution representation of FEL (as in Fig. 6A , panel 1), the inter-state kinetics can be described by a relatively low free-energy barrier and a slow diffusion term in the preexponential factor. In contrast, on a high-resolution representation (as in Fig. 6A, panel 3), the inter-state kinetics are characterized by a higher free-energy barrier but a faster diffusion term. These results echo the well-known funnel landscape theory 47 , and demonstrate that we can exploit IDM to unroll and project the funnel energy landscape of protein in a hierarchical manner. Therefore, IDM may be applied to shed more light on the mechanisms of protein folding. 
Concluding remarks
Associated Content Supplementary Information
Detailed methods, system setups, model architecture, training details and additional results with associated figures are contained in the Supplementary Information.
