Facial expression synthesis using a statistical model of appearance by Ghent, John & McDonald, John
Facial expression synthesis using a statistical model of appearance
John Ghent
Department of Computer Science
National University of Ireland Maynooth
Maynooth, Co. Kildare, Ireland
email: jghent@cs.may.ie
John McDonald
Department of Computer Science
National University of Ireland Maynooth
Maynooth, Co. Kildare, Ireland
email: johnmcd@cs.may.ie
ABSTRACT
This paper details a procedure for generating a mapping
function which maps an image of a neutral face to one de-
picting a smile. This is achieved by the computation of the
Facial Expression Shape Model (FESM) and the Facial Ex-
pression Texture Model (FETM). These are statistical mod-
els of facial expression based on anatomical analysis of
facial expression called the Facial Action Coding System
(FACS). The FEAM and the FETM allow for the generation
of a subject independent mapping function. These mod-
els provide a robust means for upholding the rules of the
FACS and are flexible enough to describe subjects that are
not present during the training phase. We use these models
in conjunction with severalArtificial Neural Networks
(ANN) to generate photo-realistic images of facial expres-
sions.
KEY WORDS
Image Processing and Analysis, Image Synthesis, Facial
Expression Shape Model (FESM), Facial Expression Tex-
ture Model (FETM)
1 Introduction
Facial expressions play a major role in how people commu-
nicate information. They serve as a window to one’s own
emotional state, they make behaviour more understandable
to others and they supplement verbal communication. A
computer that could interact with humans through facial
expression would advance human-computer interfaces and
provide a basis for communication that could be compared
to human-human interaction.
The central goal of this paper is to describe the devel-
opment of a mapping function which manipulates a neutral
image of a subject to accurately display a desired expres-
sion. The development of this mapping function involves
a comprehensive understanding of expression. In the past
facial expressions have been studied by cognitive psychol-
ogists [1, 2], social psychologists [3], neurophysiologists
[4], computer scientists [5] and cognitive scientists [6].
The model of facial expression described in this pa-
per is Ekman’s [3] Facial Action Coding System (FACS).
This method of studying facial expressions and emotions
depicted by facial expressions is based on an anatomical
analysis of facial actions. A movement of one or more
muscles of the face is known as an action unit (AU). All
expressions can be described using one, or a combination
of the AU’s described by Ekman.
We achieve expression synthesis by building a statis-
tical model of the AU’s in question from a number of sub-
jects showing that expression in a training set. The change
in shape and texture of each face in the training phase is
analysed and used to derive a mapping function, which
maps an image of their neutral face to one depicting a new
expression.
To decrease the dimensionality of the mapping the
variance in the shape and texture of each face in the training
set is analysed using Principal Component Analysis (PCA).
This approach can model a large amount of the variance
in the training set by using only a few modes of variation
or principal components. This representation of expres-
sion is known as the expression space. We use the expres-
sion space in conjunction with Feedforward Heteroasso-
ciative Memory Networks (FHMN), Linear Networks (LN)
and Radial Basis Functions (RBF) to generate subject in-
dependent mapping functions and present the results in this
paper.
2 Measuring expression
Few studies have measured how the face moves as an ex-
pression forms [7, 8, 3, 9, 10]. The central reason for this is
the fact that research focused on facial expressions is lim-
ited due to the lack of adequate techniques for measuring
the face. Knowledge of the muscles of the face allows us to
characterise exactly what is happening as an expression is
emerging. Since everyone’s face is different it is difficult to
characterise an expression any other way. For this reason a
thorough understanding of the face is required prior to de-
vising a scheme for the characterisation and measurement
of facial expression.
According to Faigin [11], of the twenty-six muscles
that move the face, only eleven are responsible for facial
expressions. These muscles are shown in Fig 1 and con-
sist of; (1) Orbicularis oculi, (2) Levator palpebrae, (3)
Levator labii superioris, (4) Zygomatic major, (5) Riso-
rius/Platysma, (6) Frontalis, (7) Orbicularis oris, (8) Corru-
gator, (9) Triangularis, (10) Depressor labii inferioris, and
(11) Mentalis. Although this description by Faigin provides
a good basis for understanding the anatomy of facial ex-
Figure 1. The eleven most influential muscles in expression
formation, (Used by permission [11]).
pressions it does not provide an insight as to which muscles
work together to create certain expressions.
The Facial Action Coding System (FACS) provides a
method for studying facial expressions and emotions de-
picted by facial expressions based on an anatomical analy-
sis of facial actions. A movement of one or more muscles
of the face is known as an action unit (AU). Sometimes it
is difficult to distinguish if a set of muscles is accountable
for a facial movement or if a single muscle is, for this rea-
son the term action unit is used. All expressions can be
described using the AU’s described by Ekman or a combi-
nation of the AU’s.
3 Computational shape and texture models
It is necessary that the shape and texture model developed
be flexible enough to capture the rules of the FACS but also
robust enough to ensure the model can only deform in ways
consistent with the training set and in doing so uphold the
rules of the FACS. A number of computational techniques
exist for building flexible shape models. Hand crafted mod-
els can be developed using circles, lines, and arcs, that can
move around relative to one another. Yuille et al. demon-
strated this technique in modelling parts of the face such
as the eyes and mouth [12]. Lipson et al. [13] and Hill
et al. [14] illustrated the usefulness of this technique by
building an elliptical model of vertebrae and by building a
handcrafted model of the heart respectively. Another useful
technique is the articulated model which is built from rigid
components connected by sliding or rotating joints. Bein-
glass and Wolfson [15], and Grimson [16] demonstrate the
effectiveness of this technique by locating an object within
an image.
The two most common techniques for representing
shapes are active contour models or snakes and the
Fourier series shapemodel. Active contour models or
snakes have been demonstrated to be very effective in this
domain [17]. These energy minimizing curves are mod-
elled as having stiffness and elasticity and are attracted to-
ward features such as lines and edges. Staib and Duncan
[18] use the Fourier series shapemodel technique effec-
tively to describe medical images and Bozma and Duncan
[19] show how this technique can be used to model organs.
The central drawback to this technique is that the Fourier
transform is only capable of representing band-limited sig-
nals. Many contours we deal with are not smooth i.e. they
contain corners and hence would require an infinite number
of Fourier terms to represent the shape.
For these reasons a statistical model based on point
distribution is used that only allows deformations observed
from the training set and accurately describes the training
set. In order to develop the Facial Expression Shape Model
(FESM) we first have to label every image with a set of
landmark points. These are located around key areas such
as the eyes, nose, mouth and eyebrows. These points are
weighted on their level of importance, depending on which
AU the statistical model is being built for.
To analyse the variance of the points that describe the
shape of the face it is necessary that the faces in the training
set are as closely aligned as possible. One way to achieve
this is to use a technique known as generalized Procrustes
alignment (GPA). This technique aligns two shapes with
respect to position, rotation and scale by minimizing the
weighted sum of the squared distances between the corre-
sponding landmark points. The alignment depends on the
weights given to each of the points, which in turn depends
on which AU is been mapped.
Principal Component Analysis (PCA, also known
as the Karhunen-Loe´ve transform) is a technique used to
lower the dimensionality of a feature space. This method
takes a set of data points and constructs a lower dimen-
sional linear subspace that best describes the variation of
these data points from their mean. We use PCA here to
analyse how the landmark points move with respect to each
other. For exact details of this process see [20, 23].
To calculate the Facial Expression Texture Model
(FETM) we use a similar process. Firstly, we warp all im-
ages to the mean shape as described by the shape model.
This is achieved using Delaunay triangulation to segment
the mean shape into 214 separate regions using the land-
mark points as control points. Each face is then converted
from colour to greyscale and each image is represented as
a vector.
Definition xkji Let k be a vector of AU’s where k =
{k0, k1, k2...km−1} and m is the number of AU’s. Then
xkji is a vector representing an image of subject i showing
AU kj .
We use PCA here again to analyse how the vectors
move with respect to each other. Before any significant
analysis can be done on the shape of the faces, the mean
must be computed. This is done using the equation below:
x =
1
Nm
N∑
i=1
m−1∑
j=0
xkji (1)
where x is the mean image vector of every subject i por-
traying every AU kj and N are the number of subjects in
the training set. The difference vector is then calculated
using
δxkji = x
kj
i − x (2)
where δxkji is the difference between x
kj
i and the mean
vector x. The covariance matrix is then calculated. In the
experiments in this paper the n x n covariance matrix is
very large, where n = 65025. For this reason the eigen-
vectors and eigenvalues are calculated from a smaller s x
s matrix derived from the data, where s = N x m. Let
D = (δxk01 · · · δxkmN ). The covariance matrix can be rep-
resented as
S =
1
s
DDT (3)
Let T be the s x s matrix
T =
1
s
DTD (4)
Let ei be the s eigenvectors of T with eigenvalues λi.
The s vectors Dei are all eigenvectors of S with eigenval-
ues λi. All remaining eigenvectors of S have zero eigen-
values. Texture parameters for xkji can be extracted and re-
constructed using a similar technique used with the FESM
[20, 23].
4 Function approximation
ANNs have proven to be successful in many practical prob-
lems. It has been shown that ANNs can recognise hand-
written characters [24], spoken words [25] and more rel-
evantly human faces [26]. In this section we address the
problem of facial expression synthesis and discuss ANNs
that can be used for this task in conjunction with the FESM
and the FETM.
A Feedforward Heteroassociative Memory Network
(FHMN) can be used to compute a mapping from x to y
[27]. This is a one-layer network that stores patterns and
is the simplest type of network we consider. The Neural
Network is trained by using the n principal components
that represent a neutral face as input and the n principal
components that represent a face depicting a specific ex-
pression as output. In this manner a mapping function is
learned which maps the shape of a neutral face to that of a
specific expression.
A Linear Network (LN) is a perceptron with a lin-
ear output instead of a hard-limiting output. This means
that their outputs can take on any value, which is needed
for function approximation, whereas the perceptron output
is limited to either 0 or 1. Like the FHMN this type of
network can only solve linearly separable problems. This
network is trained to minimise the error between the input
and output training data. This is achieved using the Least
Mean Squares (Widrow-Hoff) algorithm [27].
Radial Basis Function (RBF) networks are a form of
ANN that are closely related to what is known as distance-
weighted regression. The potential of RBF networks has
been demonstrated several times [28, 29]. In a RBF net-
work each hidden unit produces an activation determined
by a radial function (usually a Gaussian) centred at a spe-
cific position.
In RBF’s the learned hypothesis is a function of the
form
fˆ(x) = w0 +
k∑
u=1
wuGu(d(xu, x)) (5)
where Gu(d(xu, x)) is the kernel function. It is common
in practice to choose each function Gu(d(xu, x)) to be a
Gaussian function centered at the point xu.
5 Experiments and results
To create a FESM and a FETM of facial expression it
is necessary to use a database that is consistent with the
FACS description of an expression. For this reason we use
the Cohn-Kanade AU-Coded Facial Expression Database
[30]. The database includes approximately 2000 image se-
quences from over 200 subjects. All images used from the
database are AU coded by certified FACS coders. The im-
ages used during the training phase of all experiments de-
scribed in this paper have been coded as AU 6 + AU 12 +
AU 25. A short description of each is provided.
1. AU 6: Draws the skin from the temple and cheeks
towards the eye. The outer band of muscles around
the eye constricts.
2. AU 12: Pulls the corners of the lips back and upward,
creating a smile shape to the mouth.
3. AU 25: Pulls the lips apart and exposes the lips and
gums.
Forty people and eighty images from the Cohn-
Kanade AU-coded facial expression database were used.
Each image was acquired using a Panasonic WV3230
camera connected to a Panasonic S-VHS AG-7500 video
recorder. The camera was located directly in front of the
subject, and each image was digitized into 640 x 480 pixel
arrays of greyscale values.
Each face was manually labelled using 122 landmark
points and aligned with each other using Procrustes align-
ment. Following this each identity was aligned to itself us-
ing the landmark points that don’t move as the expression
forms. This feature alignment emphasizes the variance in
shape as an expression forms and reduces the complexity of
the mapping function. Fig 2 illustrates every shape aligned
to the mean shape.
PCA was performed on the data and the top 15 prin-
cipal components were used in the FESM. The top 15 prin-
cipal components describe 96.59% of the total variance
found in the training set. The mean shape was segmented
Figure 2. All shapes aligned to the mean shape
using Delaunay triangulation and each image was warped
to the mean shape using a piece-wise affine transformation.
The segmented mean shape can be seen in Fig 3.
Figure 3. Mean shape segmented using Delaunay triangu-
lation
The mean image was then calculated (Fig 4). Each
image was then represented as a single vector, subtracted
from the mean image and the FETM was generated. The
top 30 principal components of the FETM describe 95.60%
of the total variance found in the training set.
Figure 4. The mean images
A FHMN was used to generate a mapping from a neu-
tral expression to one depicting AU 6, AU 12 and AU 25.
This network was implemented on the shape and texture
separately to create two mappings. Of the 40 subjects used
to create the FESM and the FETM, 37 subjects were used
during the training of network.
This network, using the FESM produced encourag-
ing results but failed to return convincing results with the
FETM. Fig 5 illustrates the effect of passing the shape and
texture of an image through these mapping functions.
Figure 5. Expression Synthesis using a FHMN
To improve the mapping further we used a Linear Net-
work (LN) with the FESM and implemented a more so-
phisticated Radial Basis Function Network (RBFN) with
the FETM. The top 30 principal components of the FETM
were used to train the RBF. The training data consisted
of 37 subjects and 74 images. Three subjects were ex-
cluded from the training of the each network to test each
network with unseen data. The table below shows the cor-
relation coefficients between the estimated and real princi-
pal components for the FESM using a linear network and
the FETM implementing a RBF network.
Table1 Experiment1
Subject FESM LN FETM RBF
1 0.8770 0.9999
2 0.7480 1
3 0.4927 0.6017
4 0.9575 0.6771
5 0.9766 0.6208
Average 0.8104 0.7799
Subjects one and two were used with 35 other sub-
jects to train the network while subjects three, four and
five are unseen test data. The test data for the FETM has
a correlation coefficient of tavg = 0.6645 and a corre-
lation coefficient of savg = 0.8089 for the FESM. This
results in an average of aavg = 0.7367. Using a sim-
ilar technique Yangzhou and Xueyin [31] showed how a
uniform function (i.e. a function that is not person spe-
cific) achieves results of aavg = 0.51. This technique
improves on this by computing a uniform function that
achieves considerably better results. Fig 6 shows the error
of the mapping within the FETM, the histogram on the left
is the error of the mapping for all images in the training set
and the histogram on the right shows the error for all the
unseen images. Fig 7 illustrates photo-realistic synthetic
facial expression.
6 Conclusion and future work
This paper demonstrated the construction of a uniform
mapping function that maps a neutral image of a face to one
depicting a desired facial expression. This was achieved by
constructing a FESM and a FETM. Using these models,
several networks were trained which could accurately map
Figure 6. Error of the mapping
a neutral image of a face to an image of the same subject
portraying an alternative expression.
These models were based on the FACS, an anatomical
analysis of facial actions. The FACS provides us with a uni-
versal method of analyzing facial expression and allowed
for the generation of shape and texture models that were
independent of subject (age, sex, skin colour etc.). The
FESM and the FETM were build on top of this premise.
Each image was first labelled with 122 landmark
points around the outline of face, the mouth, nose, pupil,
eye and eyebrow. The images were aligned to each other
using procrustes alignment and then each identity was
aligned together using the landmark points that didn’t move
as an expression is formed. The mean shape was calculated
and a difference vector was computed which consisted of
the difference each shape had with the mean shape. PCA
was performed on the data. The top 15 principal compo-
nents of the FESM could explain 96.59% of the total vari-
ance found in the training set.
The mean image was segmented into 214 separate
regions using Delaunay triangulation. Each image was
warped to the mean shape using a piece-wise affine trans-
formation. Every image was converted to a single vector
and the difference vectors were calculated in the same man-
ner as in the FESM. PCA was performed again on the data.
The top 30 principal components of the FETM could de-
scribe 95.60% of the total variance found in the training
set.
A FHMN was used to develop mapping functions
which map an image of a neutral face to one depicting
a smile (AU 6, AU 12, AU 25). This type of network
achieved good results with the FESM but poor results with
the FETM as Fig 5 illustrates. This network over gener-
alized the mapping and hence much of the identity of a
subject was lost during the calculations. To improve the
results on both models a linear network was used with the
FESM and a more sophisticated RBF network was used
with the FETM. These networks greatly improved the re-
sults and a correlation coefficient between synthesized and
authentic images of aavg = 0.7367 was achieved. The re-
sults can be seen more clearly in Fig 7. The first two rows
of this diagram show expression synthesis on data that was
Figure 7. Real neutral, real non-neutral and synthesized
images.
used during the training phase, this diagram shows how this
technique successfully differentiates between skin colour.
The images in the last three rows are images that were not
present during the training phase. These images illustrate
how this technique can generate a synthetic expression of a
subject regardless of sex.
It is planned to use the FESM and the FETM for ex-
pression classification. This could be done using similar
neural networks to the ones detailed in this paper.
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