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Abstract
Cellular Topological Packings in Early Embryos
by
James Giammona
At very early embryonic stages, when embryos are composed of just a few cells, estab-
lishing the correct packing arrangements (contacts) between cells is essential for proper
development of the organism. As early as the 4-cell stage, the observed blastomere pack-
ings in different species are different and, in many cases, differ from the equilibrium
packings expected for simple adherent and deformable particles.
We use a novel 3D Voronoi-augnemted Langevin simulator to systematically study
how the forces between blastomeres, their division rates, orientation of cell division,
and embryonic confinement influence the final packing configurations. In the absence of
physical confinement of the embryo, we find that blastomere packings are not robust,
with multiple packing configurations simultaneously possible (degeneracy) and are very
sensitive to parameter changes. Our results indicate that the geometry of the embry-
onic confining shell determines the packing configurations at the 4-cell stage, removing
degeneracy in the possible packing configurations and overriding division rules in most
cases.
Furthermore, we use our simulator to study the robustness of the C. elegans early
vii
embryo to noise in division timing and angle. We find that there exists a range of timing
and angular noise that the embryo is fully robust to and categorize the errors outside this
regime as coming from mistimed divisions or misplaced cells. We also study how robust
the embryo is to overall shifts in the timing offset between the AB and P1 divisions and
find that even large changes can be non-lethal. Finally, we systematically investigate how
robust the embryo is to deterministic shifts in division directions from the wildtype rules
and find that the major source of lethal error is from offsets of more than 90 degrees to the
P2-EMS division axis. Overall, our results demonstrate how confinement, division timing
and division rules all contribute to ensuring robust development with confinement setting
the overall packing topology and division timings and rules specifying where individual
cells will go within that shape.
viii
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Chapter 1
Introduction
1.1 Blastomere arrangements in early development
The intricately complex pattern of morphogenesis that leads to a developed multicellular
organism begins with a single fertilized egg cell. For species where the egg’s subsequent
division is holoblastic (the entire cell divides fully in two)[19], the first few divisions and
the resulting cellular positions at the 4 to 8 cell stages are often critical for correct further
development. Cell-cell signalling occurs through surface contact between neighboring
cells and the early embryo’s cellular arrangement set the topology of contacts between
cells. This cell-cell signalling provides necessary information that leads to subsequent
cell fate determination. The fates assigned to these early cells set the body plan of the
organism determining the anterior-posterior axis , dorsal-ventral axis, left-right axis and
the stem cell progenitors of the organism’s tissues and organs[30, 47, 19]. Errors in the
arrangements of cells in the early embryo can lead to drastic developmental changes (like
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reversal of left-right handedness[70, 59]) and can often be lethal.
Figure 1.1: Generation of founder cells in the early C. elegans embryo. Anterior is
to the left, posterior to the right, dorsal is up and ventral down in this and all subsequent
figures. A: Cell lineage of the early embryo. The horizontal lines connect sister cells; the length
of the vertical lines indicates the relative cell cycle duration of each founder cell. The major
cell types produced from each founder cell are shown. B: Schematic diagram of cell positions
at different stages. The germ-line precursors (P cells) are shown outlined with green, and each
of the founder cells generated by asymmetric division are indicated with a different color. The
daughters of founder cells are named by their position; e.g., ABa is the anterior daughter of AB,
whereas ABal is the left daughter of ABa. The embryo proper is surrounded by an eggshell,
schematized by a black line. Reproduced from [30] under a CC-A license
A representative and well-studied example of the importance of early cell positioning
for proper subsequent development is the nematode worm, C. elegans, which has a highly
conserved and stereotypical pattern of cell arrangements throughout development[62].
Already after the first division of the egg, the anterior-posterior axis is established due to
an asymmetric division caused in part by different PAR polarity proteins being expressed
in the two sides of the egg[30] leading to an anterior blastomere (called AB) and a smaller
posterior blastomere (called P1). After the second round of divisions, the arrangements
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and contacts between the four cells is crucial to set the proper cell lineages during later
development.
The AB blastomere divides perpendicularly to the anterior-posterior axis and the two
daughter cells are then skewed by the confinement of the hard chitinous eggshell that
surrounds the embryo[30, 54]. The more anterior daughter is designated ABa and the
more posterior daughter is referred to as ABp. In wildtype development, only descen-
dents of the ABa blastomere produce pharyngeal muscle cells and not descendents of the
ABp blastomere[48]. However, experimentally interchanging ABa and ABp still leads to
normal development and is strong evidence that ABa and ABp are initially equivalent.
It is contact between ABp and the P1 daughter P2 that causes the change ABp’s fate
specification.
A few minutes after the AB division, P1 divides unequally along the anterior-posterior
axis into the larger EMS and smaller P2 daughter cells. The position of the EMS cell
defines the ventral side of the embryo and its contact with P2 leads EMS to asymmet-
rically divide with the larger anterior MS becoming a major muscle precursor while the
smaller posterior E cell becomes the precursor of all intestinal tissue. Already, at this
early stage, two different cell-cell signalling pathways are used to guide the fates of those
cells in contact with P2, with the Wnt pathway specifying the subsequent EMS develop-
ment and the Notch/Delta pathway changing the fate of ABp, both of which are highly
conserved throughout the animal kingdom[68, 12, 4, 30].
The fate divergence between ABa and ABp is induced by the Notch/Delta signalling
3
Figure 1.2: Diversity of 4-cell embryo arrangements A: Illustration and microscope ob-
servations of the tetrahedral mouse embryo (image from [18]), the diamond arrangement of C.
elegans (image from [17]), and the square sea urchin embryo (image from [24]). B: Six distinct
nematode species at the 4-cell stage showing many different cell packings and shell aspect ratios
(from [57]).
pathway[49]. Both ABa and ABp express the Notch transmembrane receptor, but only
P2 expresses the Delta ligand. Because of the positioning of P2 in the posterior of the
embryo, only ABp comes into contact with P2 and has its gene expression modified.
Interchanging the positions of EMS and P2 (causing both ABa and ABp to contact P2’s
Delta ligands) leads to major abnormalities while interchange of ABa and ABp leads to
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the same pattern where only one of the two AB daughters gets the signal from P2[48].
While the proper early embryo arrangement is important for any given species, there
is significant variation in the arrangement patterns between species. For example, at the
4-cell stage, mouse embryos (and many other mammals) form a tetrahedron[46, 18, 23],
echinoderms form a square[19, 37], the nematode worm C. elegans forms a diamond[30],
and other nematode species form linear arrangements as well as the previous arrange-
ments mentioned[57, 21] (see Figure 1.2). How do different species robustly control their
cellular arrangements at this early stage?
1.2 Physical interactions between cells and cell divi-
sion rules
Physical interactions between cells mainly arise from cortical tension and cell-cell adhe-
sion. Animal cells contain an active acto-myosin matrix about 50-100 nm thick below
the plasma membrane which provides much of the cell’s mechanical properties[53]. On
timescales shorter than the time for actin turnover (< 1 min), the cortex behaves as an
elastic solid[53]. The cortex also experiences myosin driven contractility which resists the
cell’s internal osmotic pressure and generates the cell’s cortical tension which can vary
from 10s to 1000s of piconewtons per micron[32, 53, 61].
Cells adhere to each other mainly through transmembrane proteins called cadherins
which anchor to the acto-myosin cortex and bind with analogous cadherins expressed on
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Figure 1.3: Cortical tension and adhesion between cells lead to contact angle A:
Embryonic zebrafish endoderm doublet (with micropipette on right). From [34]. B: Schematic
illustrating the actomyosin cortex (cyan) which generates cortical tension through myosin con-
tractility and adhesion between cell surfaces (red) mediated primarily by cadherins.
neighboring cell surfaces[6]. Adhesion usually results in a lowering of surface energy per
area or interfacial tension for the regions in contact which can be measured by observing
the junction’s contact angle or by micropipette aspiration[35]. The overall shape and
amount of contact area between cells results from an interplay between cortical tension
and cell-cell adhesion.
Cells divide and the direction of their division is specified by an interplay between
cell shape, cell polarity and other biochemical cues[41, 40, 45, 20]. The cleavage plane
is set by the orientation and position of the mitotic spindle which is usually positioned
by forces applied by microtubules extending from the centromeres. As was previously
mentioned, proper cell positioning is integral to proper development and one of the main
determinants of cell position is division plane positioning. In early holoblastic embryos,
cell divisions are volume conserving, but are sometimes asymmetric with one daughter
larger than the other.
Given that cells can exert active forces (including when dividing) and given damping
effects due to the cortex acting as a viscous fluid on timescales longer than a minute which
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lead to a characteristic time to relax stresses[53], cell clusters can be out-of-equilibrium.
Cell divisions can place cells in arrangements that are not the lowest energy equilibrium
arrangement and can even divide again before fully relaxing leading to a trajectory of non-
equilibrium configurations. To understand what cell packings are possible from division
rules, it is necessary to use non-equilibrium methods.
1.3 Equilibrium arrangements of small sphere clus-
ters
Perhaps the cellular arrangements observed in different species’ early development are
the natural equilibrium configurations for four cells and embryos are passively guided by
energetic and entropic considerations to their observed packings? The minimal energy
configurations of small clusters of hard spheres has only recently been systematically stud-
ied. In 1995, Sloane et al.[60] numerically and algorithmically searched for the tightest
packings of N (< 32) equal non-overlapping spheres that minimized the second-moment
about the cluster’s centroid. For the N=4 case, they find that the tetrahedron is the
tightest packing and propose putative optimal clusters up to N=32. Intriguingly, such
clusters were observed experimentally. Manoharan et al.[36] found that polystyrene mi-
crospheres contained in slowly evaporating toluene droplets ended up in clusters that
minimized their second-moment.
Other packings are favored for clusters of hard spheres with short-range attractions.
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In this case, the energy of a cluster is fully specified by the number of contacts between
spheres. Natalie Arkus and colleagues[2, 3] used adjacency matrices, graph isomorphism
and geometric rules to determine the minimal energy clusters for short-ranged interac-
tions. For N cells, the pattern of contacts between pairs of spheres can be represented
by an N by N symmetric matrix called an adjacency matrix A where the existence of
contact between sphere i and sphere j is denoted by setting the Aij and Aji values to
1. Graph isomorphism algorithms were used to determine if two different adjacency
matrices represented the same underlying graph of connections with permuted labels of
spheres. The subset of topologically distinct adjacency matrices were then filtered by
using geometrically motivated rules to determine if an adjacency matrix was impossible
to realize physically due to sphere intersections and rigidity constraints (cells must have
at least 3 contacts to be held rigidly in place and the cluster must have a total of at least
3n-6 total contacts).
Arkus et al.[2, 3] enumerated all topologically distinct minimal energy rigid clusters
up to N=20 and their list included all previously observed and theorized minimal second-
moment clusters plus newly described clusters. At N=4, the tetrahedron is again the only
minimal cluster, but beginning with N=6, two clusters with the same contact energy
appear. The degeneracy increases to 6 for clusters with seven spheres and 16 for clusters
with eight. Are all these clusters equally likely to appear in experiments with clusters of
hard spheres with short-ranged attraction if they all have the same energy?
Surprisingly, the clusters are not observed to form with equal frequencies. Meng et
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al.[38] placed polystyrene microspheres in a small cylindrical well filled with a solution
with much smaller polyNIPAM nanoparticles that created an effective short-ranged de-
pletion interaction between the microspheres and observed the frequency of clusters that
were present in the wells after they had reached equilibrium. In the six sphere cluster for
example, the less symmetric polytetrahedron cluster is observed 80% of the time while
the more symmetric octahedron which is only observed 5% of the time. Meng et al. ex-
plained this observation by calculating the rotational and vibrational entropy difference
between the two clusters and used this to determine the free energies of each cluster. The
observations were found to mostly match the probabilities predicted by the theoretical
free energy values. Those clusters with less symmetry had more rotational entropy and
therefore more free energy. These observations lead to the conclusion that free energy
of a cluster and not purely its energy is the right quantity to compare and predict the
occurrence of small sphere clusters.
However, for four spheres, all the above methods only found one minimal energy
cluster, the tetrahedron, and so only the tetrahedron is expected to be observed in
equilibrium. How then are early embryos creating and maintaining arrangements other
than the tetrahedron? Are these cell clusters out of equilibrium or are there extra physical
constraints that are influencing the cluster arrangement? Numerical simulation presents
a method to test these hypotheses.
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1.4 Previous models of cellular packings in early de-
velopment
Two main approaches are used to model the arrangements of cells in the early em-
bryo: non-equilibrium particle-based models which have no shape information and models
that calculate detailed equilibrium cell shapes coupled with a shape-based division plane
model. It’s important to note that particle-based approaches can model non-equilibrium
packings which have not yet relaxed to equilibrium because they explicitly model the dy-
namics of the cluster, while the shape-based model only transitions between equilibrium
states and does not simulate dynamics.
The model used by Fickentscher et al. (2013)[15] exemplifies the non-equilibrium par-
ticle approach which was used to study the early development of C. elegans. Fickentscher
et al. chose to represent the blastomeres in the early embryo as soft spheres and used
a minimal particle-based model where each cell center interacted with other cell centers
and an ellipsoid representing the external eggshell via a quadratic repulsive potential
(Fig 1.4a). The model was only used to simulate the trajectories of blastomeres between
divisions so the division times and division direction for each cell was imposed by hand.
Total cell volume was conserved among all cells and fixed to be equal to the shell vol-
ume. Cell trajectories were obtained by numerically integrating a model of overdamped
Langevin dynamics for each cell and were compared to those from real embryos obtained
by selective plane illumination microscopy (SPIM).
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Figure 1.4: Particle-based and shape-based simulations A: Illustration of the particle-
based model used by Fickentscher[15] with cell-cell (blue) and cell-shell (red) forces. (Image
from [72].) B: Figure demonstrating the particle trajectories closely follow those observed in
experiment. (Image from [15]) C: Yamamoto and Kimura adapted the model to study how
changing the shell aspect ratio affected the cell arrangements. Here pyramid, diamond, T-
shaped, and linear arrangements are found. (Image from [72]) D: Pierre et al.[45] used a
combination of a shape based model for divsision plane positioning coupled to the energy
minimizing Surface Evolver[10] to generate qualitatively similar embryos to those observed for
fish, amphibians, echinoderms, and ascidians. (Image from [45])
The trajectories of cell motion between divisions was remarkably conserved between
live embryos and were also well matched by Fickentscher et al.’s minimal model up to the
12-cell stage (Fig 1.4b). They also noted that the cells reproduced the planar diamond
arrangement observed in C. elegans embryos and even when the division directions were
modified and the particular cell trajectories diverged from those seen in wildtype, the
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overall packing stayed constant with the individual cells being switched within the dia-
mond. Fickentscher and colleagues point out that ”gross cellular arrangement is solely
determined by mechanical constraints”[15].
More recently, in 2016, Fickentscher and colleagues[16] modified their simulation to
include a volume-dependent division time inspired by the observed anti-correlation be-
tween division time and cell size in C. elegans. Along with a longer SPIM timelapse of
the embryo, the augmented simulator was now able to match the early embryo cell tra-
jectories up to the 24-cell stage (just before the onset of gastrulation). Fickentscher and
colleagues tried two perturbations to their simulation to probe the embryo’s resilience.
First, all cells were forced to be symmetrical, but kept the division times that were
predicted for their wildtype asymmetrical volume. The simulated embryo was found to
always develop normally. Then, the cells were allowed to maintain the wildtype volume
asymmetry, but the P1 derived cells were given the same timing volume-scaling rule as
the other cells (instead of having a different empirically observed constant). Now, 10%
of the simulations were observed to have an incorrect phenotype at the 24-cell stage.
The cause was proposed to be a lack of time for cells to fully relax to wildtype positions
before other cells divided again. The changed timings lessened the offset between the
P1 and AB divisions which were required in wiltype development to give cells time to
dynamically move to their expected next positions which introduced further positioning
errors when the next division occurred.
Yamamoto and Kimura[72] adapted the model from Fickentscher et al. (2013) to
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simulate the cellular packings that would occur if the aspect ratio of the eggshell were
changed (Fig 1.4c). They sought to test if the diversity in cellular packings observed
in the early embryos of different nematode species (and the robustness of the pattern
within species) was caused by differences in the shape of the eggshells which varied in
aspect ratio. Furthermore, Yamamoto and Kimura wished to simulate the effects of their
experiments genetically modifying the aspect ratio of the eggshell of C. elegans. First,
the same model with a repulsive-only force, total cell volume equal to the shell volume,
and wildtype division rules was used and the shell aspect ratio was varied. The model
was able to reproduce the observed packings at some aspect ratio, but did not match at
high aspect ratios where the model would predict a linear arrangement when T-shaped
arrangements were observed in experiments.
Based on observations of C. elegans embryos with removed shells, Yamamoto and
Kimura changed the cell-cell interaction potential from repulsive-only to an adhesive
potential leading the simulations to match the observed arrangements at various aspect
ratios. The effect of changing division rules on the observed packings was also studied.
Simulations were run with division rules other than the wildtype T-division rule that
were displayed by par2 and par3 RNAi embryos and different simulated arrangement
frequencies were observed that were qualitatively similar to those found in experiments.
At the other end of the simulation spectrum, the detailed equilibrium cell shape
approach is exemplified by the work of Pierre et al.[45] where they sought to combine
the surface energy minimizing package Surface Evolver[10] with a detailed microtubule-
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length based model for division plane positioning augmented by extra terms to account
for yolk gradients and polarity cues present in cells allowing for the iterated determination
of cell positions, shapes and the positioning of daughters after division (Fig 1.4d). Using
this framework, their simulations recapitulate the complex division patterns observed in
diverse embryos from zebrafish to amphibians, sea urchins and ascidians in wildtype and
under various experimental perturbations including deformation and centrifugation.
While the above works have strikingly shown the power of physical models to re-
capitulate early embryonic arrangements and division rules, there has not yet been a
systematic study of how various physical parameters affect the cellular packings of soft
adhesive spheres. Seeking to study these cellular packings, we have developed a com-
putationally tractable, non-equilibrium Langevin simulation with a novel method of cell
neighbor determination utilizing 3D Voronoi tessellation[52]. In the regimes of strong
adhesion and strong confinement, distance-based metrics to determine neighbors are un-
reliable necessitating our approach.
1.5 Outline of dissertation
The focus of this dissertation is the use of a novel 3D Voronoi-augmented Langevin
simulator to study the cell packings and cell arrangements that result from systematically
varying the speed of divisions, division rules, the amount of external confinement by a
shell, the strength of cell-cell and cell-shell adhesion and the aspect ratio of the confining
shell.
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1. In Chapter 2, I simulate the packings that result from changing the timing be-
tween divisions, the division rules (ordered and random) and the cell-cell adhesion
strength in unconfined and confined settings. In the unconfined case, many pack-
ings besides the tetrahedron persist for very long times due to the embryo getting
trapped in a floppy mode. By confining the cell cluster with a repulsive shell and
studying the effects of decreasing the shell volume, I find there exists a shell volume
where it is possible to override division rules and quickly relax cells to a specific
arrangement. By varying the aspect ratio of the shell from a sphere to a long el-
lipsoid, one can robustly transition from a tetrahedral arrangement to a diamond
and finally a line packing. Finally, by changing the shell from repulsive to sticky,
new packings like the square are observed. Overall, confinement gives a robust and
simple way to specify early embryo cell packings.
2. In Chapter 3, I focus on how division timing and division rules guide individual cells
into proper arrangements within a well-defined cell packing. I restrict my attention
to the early C. elegans embryo which takes on a diamond arrangement and has a
specific arrangement of cells within that diamond, and study how robust the correct
arrangement is to noise in the timing of divisions, in the angles of divisions, and to
changes in the timing offset between when AB and P1 divide. The embryo turns
out to be perfectly robust to moderate amounts of timing and angle noise and to
have two separate types of error: arrangement errors resulting mainly from division
angle noise and division sequence errors caused by timing noise. Shifts in the AB-P1
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timing offset only cause non-lethal ABa-ABp rearrangements for moderate amounts
of timing and angle noise. Finally, I systematically vary the division angles of AB
and P1 and map out the final arrangements that each pair of angles leads to.
3. In Chapter 4, I synthesize the main conclusions of Chapters 2-3 and suggest future
directions to extend the work described here.
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Chapter 2
Blastomere packings under
confinement
2.1 Introduction
During the initial stages of embryogenesis, when the number of cells (blastomeres) is very
small, the spatial arrangement of blastomeres is essential for the proper development of
the organism. This is particularly important in species, such as ascidians, nematodes,
echinoderms and mammals, whose eggs are fully divided into blastomeres (cells) at the the
initial stages upon fertilization, a process called holoblastic cleavage. In embryos of these
species, the spatial arrangements of blastomeres upon successive cell divisions are critical
because they define the neighbors of each cell and, consequently, the signals received by
each blastomere [54], thereby controlling cell type specification. In nematodes (e.g., C.
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elegans) it is well established that proper contact-mediated Notch-Delta signaling be-
tween blasotmeres [49], which depends on the proper blastomere arrangements and their
neighbor relations, is critical for the survival of the embryo. While blastomere arrange-
ments are stereotypical for a given species, they vary substantially across species [19].
This simultaneous intraspecies robustness and interspecies variation is apparent from
the early blastomere arrangements (as early as the 4-cell stage) in nematodes [57, 21],
echinoderms[19, 37], and even mammals[46, 18, 23] (Fig. 2.1A).
Figure 2.1: Schematic diagrams of early embryo modeling A: Illustrations of the most
common 4-cell embryo arrangements in the mouse (a tetrahedron), C. elegans (a diamond)
and the sea urchin (a square). Blue spheres represent blastomeres and the pink surrounding
ellipsoid represents the confining envelope (vitelline envelope, hard chitinous egg shell, or hyaline
layer) present for each embryo. B: Abstraction of cells to central points with contact size R,
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equilibrium distance 2r∗ and contact angle θ. C: Increasing the contact angle represents a
relative increase of adhesion between cells. Here are shown contact angles of 0 degrees, 46
degrees and 60 degrees. D: The radial potential between two cells has a cutoff distance at
2R, an attractive region from 2R to 2r∗ and a repulsive region within a distance of 2r∗. The
minimum of the potential is normalized to -1. E: The overlapping region interpenetrating a
neighboring cell is added back to each cell leading in an increased contact radius R′. F: A
contour diagram of the repulsive potential used for the confining shell with orange values being
greater than blue values. (Here the shell has an aspect ratio of 1.) The inset shows the radial
one-dimensional form of this potential which diverges at the shell. G: A contour diagram of
the attractive potential used for the confining shell with orange values being greater than blue
values. (Here the shell has an aspect ratio of 1.) The inset shows the radial one-dimensional
form of this potential which has a minimum at Lb− r∗ and that diverges at the shell boundary.
H: An illustration of the time τD between cell divisions. (All cells divide at the same time in
this model.) Total volume is conserved so each division decreases the cell radii proportionately.
I: 3D Voronoi tessellation starting with dodecahedra that surround a sphere of size Rn are used
in conjunction with distance to determine cell neighbors. J: Simulations following the ordered
division rule divide from 1 to 2 cells in the x direction and then from 2 to 4 in the y direction.
For the random division rule, each daughter cell divides in a random direction.
The spatial arrangement of blastomeres in early embryos, as well as their dynamics,
are ultimately controlled by their physical interactions. Cell adhesion between blas-
tomeres helps them stick together and the balance between cortical actomyosin activity
and adhesion is thought to establish the contact surface between blastomeres or, alter-
natively, the contact angle between them. If these were the only factors determining
the arrangement of blastomeres, then the problem would be equivalent to the packing
problem of a cluster of particles [64, 26], which has been studied from both mathemat-
ical [60, 2, 31, 43, 25] and physics perspectives[38, 26, 36]. In this case, the expected
cellular packing configuration (spatial blastomere arrangement) at the 4-cell stage would
be a tetrahedron. While this is indeed the observed packing configuration at the 4-cell
stage in mammals, the 4-cell stage packings in nematodes, ascidians, echinoderms, etc.,
are not tetrahedral [19]. Since the tetrahedral packing corresponds to the lowest energy
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state (equilibrium configuration) in particle packings, the observation of 4-cell stage pack-
ings that strongly differ from the tetrahedral arrangement indicates that either there are
additional forces (beyond cell-cell interactions) affecting the blastomere equilibrium con-
figuration, that the observed packings are metastable states with long relaxation times or
that the blastomere packings are actively maintained in non-equilibrium configurations.
Beyond the direct physical interactions between blastomeres, recent experiments in
C. elegans embryos have shown that physical confinement by the eggshell affects blas-
tomere arrangements [72], and several other works have highlighted the important role
of division rules (i.e., the rules that define the orientation of the blastomere division
planes) in blastomere arrangements [45]. The existence of cell divisions with controlled
spatial orientations could maintain the system out-of-equilibrium and potentially control
blastomere packings.
Previous theoretical works simulating blastomere packings have either used particle
based models or surface energy minimization in conjunction with a shape dependent
model of division plane positioning. In Fickentscher et al. (2013)[15] and Fickentscher
et al. (2016)[16], early blastomere dynamics in C. elegans were modeled using repulsive
soft spheres confined by an ellipsoidal shell. Blastomere trajectories between divisions
were found to match those observed by single plane illumination microscopy (SPIM) in
real C. elegans embryos up to the 12-cell stage and 24-cell stage when using volume-
dependent division timing and longer imaging. Yamamoto and Kimura[72] adapted the
Fickentscher et al. (2013) model to study the diverse 4-cell arrangements found between
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different species of nematodes and to model their experiments changing the aspect ratio
of C. elegans eggshells. They included differential adhesion between blastomeres and
varied the aspect ratio of the repulsive eggshell finding that the dominant blastomere
arrangement at the 4 cell stage varied depending on the aspect ratio and division rules.
However, all these particle based models mainly studied embryos where the volume of all
blastomeres was equal to the egg shell volume.
Here we sought to systematically study how the physical confinement of the early
embryo, the existence of division rules and the change in adhesion strength between blas-
tomeres control the cellular packings (blastomere arrangements) of 4-cell stage holoblastic
embryos. We focus on the 4-cell stage because the observed variability across species is
large, while being a tractable problem from a combinatorial (computational) perspective.
By simulating the dynamics of the cells in 3D, and using Voronoi tessellation to deter-
mine the neighbor relations between blastomeres (topology of cell contacts), we find that
in the absence of embryo confinement the division rules and the timing between division
play an important role in the packing configurations. However, in embryos for which
the confinement is non-negligible (as in most cases of holoblastic cleavage), the geometry
of the confining shell is the main factor in the determination of the cellular packings,
overriding division rules.
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2.2 Methods
Numerical Simulation
The 3D Langevin equations (Eq. 2.8) governing the motion of cells were solved via the
Euler-Maruyama method [28]. Simulations were run using a timestep ∆t ≡ 10−3τR, much
smaller than all relevant timescales in the system, namely τR and τD. The discretized
version of Eq. 2.8 integrated numerically reads
~ri(t+ ∆t) = ~ri(t)−
∑
j∈Ωti
∂rij U˜(rij; θ) ∆t+
√
2σ∆t ~η , (2.1)
where θ are the cell-cell potential parameters (Methods), σ is the random noise scale (set
to 5 × 10−5), ~η is a standard normal random vector with each component drawn from
N (0, 1) and Ωti is the set of cells in direct contact with cell i at time t. The elements of
the set Ωti are obtained from the Voronoi tessellation of the system at time t (Methods).
Simulations were initialized with the undivided egg (first cell) at the origin for un-
confined simulations or to have Gaussian distributed initial positions with variance b/10
around the origin for confined simulations. Simulations either ended at the timestep be-
fore cells at the 4-cell stage would divide again for non-equilibrium simulations, when 4
cells reached a tetrahedron in simulations searching for the equilibrium relaxation time,
or after 8000 τ to determine equilibrium configurations in embryos with confining shells.
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Cell-cell interaction potential
The cell-cell interaction potential has a Lennard-Jones like form, but is multiplied by
a support function that cuts it off at a given distance while keeping it continuous and
differentiable (Fig 2.1d). The cutoff distance for a given cell pair i and j is set to
Ri + Rj ≡ Rij, with Ri and Rj being the radii of cells i and j, respectively. The size of
each cell (or the radius equivalently) can be different because of the volume conservation
correction and because of cell divisions (see Methods below). The potential has an
equilibrium distance r∗i + r
∗
j ≡ r∗ij (Fig 2.1b) which is the equilibrium distance between
two cells combining the equilibrium radii of each cell. The form of the cell-cell potential
is
U(rij; r
∗
ij, Rij) =
U0
(α− β)
[
1
1 + f(rij)
]
×(r∗ij)α(β + f(r∗ij)
[
β +
r∗ij
a˜
]
)
rαij
−
(r∗ij)
β(α + f(r∗ij)
[
α +
r∗ij
a˜
]
)
rβij
 , (2.2)
where the α, β, and a are parameters characterizing the shape of the potential and the
cutoff support function, U0 is the energy scale of the potential (the potential equals -U0
at its minimum) and f(rij) ≡ e
(rij−Rij)
a . We set α = 4, β = 3, and a˜ = 0.01.
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Confining Shell
The shape of an axisymmetric ellipsoidal shell, and the associated ellipsoidal level set,
are given implicitly by
x2
a2
+
y2
b2
+
z2
b2
= c , (2.3)
where a is the length of the ellipsoid’s major axis, b is the length of its minor axis andc
is a positive constant that defines the ellipsoidal level set where c = 1 defines the shell
itself.
Since cells cannot penetrate the shell, the confining potential must diverge at the
positions where the shell is located (c = 1). Moreover, the potential must vanish when
the cell can no longer be in contact with the shell, which occurs when a cell is located
at a distance larger than R from the shell. With this in mind, we define the confining
potential of a repulsive shell Urs (Fig 2.1f) as
Urs(x, y, z;R, kshell) =
kshell
1−
√
x2
a2
+ y
2
b2
+ z
2
b2
Θ
(√
x2
a2
+
y2
b2
+
z2
b2
− (1− R
b
)
)
(2.4)
where kshell is the energy scale of the shell potential and Θ() is the Heaviside step function
that sets the function to zero when a cell is too far from the shell to be in contact. We
used a Heaviside step function instead of using a support function to cut off the potential
above cell size for mathematical convenience. We set kshell = 10 to balance the repulsion
forces between two cells and between cells and the shell when in steady state confinement.
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The force acting on cell i arising from contact with the shell is given by
~F si = −∇Urs(~ri) , (2.5)
where ~ri is the position of cell i.
In the case of a sticky shell (Fig 2.1g), we use the same shell-cell interaction potential
as the interaction potential between 2 cells, albeit with different adhesion strength. In
this case, the equilibrium distance is changed to r∗i instead of r
∗
i + r
∗
j since there is only
one cell interacting with the shell. In these conditions, the interaction potential for a
sticky shell reads
Uss(x, y, z; r
∗
i ) =
Us
(α− β)
 β(r∗i )α
(1−
√
x2
a2
+ y
2
b2
+ z
2
b2
)α
− α(r
∗
i )
β
(1−
√
x2
a2
+ y
2
b2
+ z
2
b2
)β

Θ
(√
x2
a2
+
y2
b2
+
z2
b2
− (1− R
b
)
)
(2.6)
where Us is the adhesion energy scale. The effect of the potential was examined at
adhesion energy values Us of 0.2, 0.4, 0.6, 0.8, 1, 2, 4, 6, 8, 10, 15, and 20.
Topology Inference
Because we simulated particles in a confined volume, it was necessary to move beyond
a simple distance metric to determine if two cells were neighbors. We use a 3D Voronoi
partitioning as an extra constraint in addition to distances. The package we used,
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Voro++[52], determines the 3D Voronoi polytope around each cell by starting with a
large 3D volume and then cutting it using the midplanes from the current cell to each of
its neighbors. In this work, each cell starts with a dodecahedral volume that surrounds
an inscribed sphere with the cell radius R. When a pair of cells are close enough, their
dodecahedral volumes are cut by the weighted midplane between them (adjusted from
the midpoint by their respective radii) (Fig. 2.1j). Each new cut face of the Voronoi
polytope is identified with a neighboring cell allowing all neighbors to be identified. Us-
ing a 3D Voronoi partition is critical to properly detect when cells are not in contact
even when they are within the contact distance due to blocking by neighboring cells. It
was also necessary to have the square arrangement of cells be distinguishable from the
tetrahedron since with soft spheres, both cases have all cells within the contact distances
of all others. Finally, using the 3D Voronoi to determine neighbors is critical to avoid
soft spheres unphysically always forming a tetrahedron when strongly confined.
Two cells are defined to be in contact when they are within Rij of each other and
their Voronoi polytopes share a face. An adjacency graph is created by defining each cell
as a node and adding edges between each pair of cells found to be in contact. Since we
are only interested in the overall topology of the cell arrangement and not the precise
position of each cell in the arrangement, we determine the topology of each arrangement
by checking if the adjacency graph is isomorphic to a reference adjacency graph for each
type of topology (square, diamond, tetrahedron, T-shape, line)[2, 69].
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Cell Divisions
Cell divisions occur at well defined intervals of time τD (Fig. 2.1h), with all cells dividing
simultaneously. The new daughter cells were placed a radius away from the mother cell
in a single timestep (Fig. 2.1i). In the case of random divisions, the daughter cell divides
in a random direction from the mother cell (with a check to ensure that the daughter is
not placed within a distance that would cause it to substantially overlap with an already
existing cell (< Rn) for an nth division daughter). For the case of ordered divisions, the
egg first divides in the x direction, then both daughter cells divide in the y direction.
The total cell volume is conserved so the two daughter cells each have half the volume
of the mother cell, as described in the main text.
Volume Adjustment
The overlap between blastomeres was determined by defining a sphere with radius Ri
around each cell i and then calculating its overlap volume Vo with neighboring spheres.
This overlapping volume is added to cell i, making its size larger. In particular, the
radius of cell i is modified from Ri before the correction to R
′
i after it, with 4pi(R
′
i)
3/3 =
4pi(Ri)
3/3+Vo (Fig 2.1e). This adjustment is performed once per timestep. The Voronoi
dodecahedron is also scaled to surround a sphere of radius R′i after volume correction.
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Angular Mean Squared Displacement
The angular mean squared displacement is defined as
MSD(t) = 〈(θ(t)− θ(0))2〉 , (2.7)
where θ(t) is the angle of a blastomere relative to three cells forming a triangle in the
x-y plane.
2.3 Results
Theoretical Description
In order to simulate the 3D dynamics of blastomeres, accounting for the interactions
between them, their divisions as well as embryo confinement, we use a minimal repre-
sentation and describe each blastomere (cell) as a particle. Particle-based descriptions
have previously been used to describe blastomere motion in early C. elegans embryos
and shown to properly describe cellular movements [15, 16, 72]. In this particle-based
representation, cells interact with each other through an interaction potential U(rij) that
effectively accounts for the mechanical interactions between cells (adhesion, etc. [44]),
with rij = |~ri−~rj| being the distance between two given cells located at positions ~ri and
~rj. Cell-cell adhesion is represented by an attractive range in the potential, whereas a
repulsive region ensures that cells do not interpenetrate when they become too close to
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each other (Fig. 2.1b). To account for cell size in this particle description, we include a
sharp cut-off of the potential at a distance R, which corresponds to the radius of an iso-
lated blastomere. The balance of attractive and repulsive forces between two blastomeres
occurs when they are separated by a distance 2r∗. The ratio between this equilibrium
distance between blastomeres and the blastomere size 2R corresponds to r∗/R = cos θ,
with θ being the contact angle between cells (Fig. 2.1c,d). Since the contact angle is
an easily measurable quantity that informs about the relative strength of adhesion and
cortical tension [35, 72], we use θ as control parameter instead of r∗. Moreover, although
it is not possible to enforce exact volume conservation in a particle-based description,
we perform leading order corrections upon cell contact (Fig. 2.1e; Methods); we have
checked that the volume corrections are small and we have tested that our results do not
qualitatively depend on them.
At the spatial and temporal scales of embryo development, the system is overdamped
and inertia can be safely neglected [50]. In this case, force balance (momentum conser-
vation) for a given blastomere reads
µ
d~ri
dt
=
∑
j 6=i
~F cij + ~F
s
i + ~ηi , (2.8)
where ~ri is the position of cell i in 3D, ~F
c
ij = −∇U(rij) are the forces that cells in contact
apply on each other, ~F si represents the force of a confining shell on cell i (whenever a
confining shell is present), and ~ηi is a small fluctuating force (Gaussian white noise) that
is meant to represent the force fluctuations acting on cells. Finally, the parameter µ
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corresponds to a friction coefficient that resists cell movement in an overdamped envi-
ronment and it is here assumed constant and the same for all blastomeres. To obtain
the force ~F si from the confining shell on cell i, we define the geometry of the confining
shell and set the interaction potential Ushell(x, y, z) that a cell would perceive inside the
shell (Fig. 2.1f,g; Methods). The confinement force perceived by cell i is then given by
~F si = −∇Ushell(x, y, z) (Methods).
In order to properly determine what cells are in contact and can therefore apply
forces on each other, we use Voronoi tessellation (Methods; Fig. 2.1j). Previous particle-
based simulations have use distance-based metrics to determine the neighbors of each
cell. However, distance-based metrics give erroneous results for both cell-cell contacts
and dynamics in the presence of confining shells. This is because when cells are highly
confined, the distance between next-nearest neighbors can be smaller than the interaction
potential range, thereby erroneously considering the forces of cells that are not in direct
contact. Voronoi tessellation overcomes this problem and enables proper determination
of cell-cell contact topology at each timestep of the simulation (Methods).
Since shells of many species have spherical or ellipsoidal shapes, we consider only
these cases in what follows. We approximate the shell surrounding the embryo by an
axisymmetric ellipsoid with major and minor axes a and b, respectively, with volume
Vs =
4pi
3
ab2 and aspect ratio a/b. Since blastomeres cannot penetrate the shell, we
used confining potential forms that diverge at the shell boundary (Methods; Fig. 2.1f,g).
Moreover, the confining potential vanishes for distances larger than R from the shell, as
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these are not within the reach of cells.
Beyond physical interactions among cells and with the confining shell, blastomeres in
early embryos divide at regular intervals, with a time τD between division events (Fig.
2.1h). We simulate division events (Methods) accounting for the change in volume of the
cells upon division. Since the volume of the daughter cells is half of cell volume before
division, the cell radius R changes after each division cycle to Rn = R0/2
n/3, where R0
is the radius of the initial egg (and Vc = 4piR0
3/3 is the initial egg volume) and n is
the number of divisions that have occurred (Fig. 2.1h). Finally, in order to study the
role of division rules, we control the spatial direction along which the division occurs
(perpendicular to the mitotic plane [41, 20]). While division rules are known to exist, the
specific rules and the parameters that control them are still under debate, especially for
different species [22]. As a consequence, to study the role of division rules, we consider
two limiting cases: (1) Ordered divisions, in which we impose representative division rules
at early developmental stages (division axis is perpendicular to the division axis in the
two previous divisions; for first division, only perpendicular to previous division), and (2)
Random divisions, in which there are no division rules and we randomize the direction
of cell divisions for each cell and division cycle(Fig. 2.1i).
Normalizing all lengths by the initial egg radius R0, all forces with U0/R0 and time
with the mechanical relaxation time τM , which is given by τM ≡ µR20/U0 and repre-
sents the characteristic timescale over which mechanical disturbances typically relax to
equilibrium, the relevant dimensionless parameters in the problem are θ, τD/τM , Vs/Vc,
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Us/U0, and γ where θ = cos
−1(ri∗/Ri) is the contact angle, τD/τR is the ratio of the
time between divisions to the mechanical relaxation timescale, Vs/Vc = γ(Lb/R0)
3 is the
ratio of the shell volume Vs to the total cell volume Vc, Us/U0 is the ratio of the energy
scale of the minimum of the attractive cell-shell potential and the cell-cell potential, and
γ = La/Lb is the aspect ratio of the shell.
Dimensionless Parameters
Parameter Description
θ
Contact angle: Specifies the relative
strength of adhesion between cells to
the cortical tension of each cell
τD/τM
Division time ratio: Duration of the
time between divisions relative to the
mechanical relaxation time
Vs/Vc
Volume ratio: Ratio of confining shell
volume and the total volume of cells
Us/U0
Adhesion strength ratio: Ratio of the
adhesion potential scale between a cell
and the confining shell compared to the
adhesion strength between cells
a/b
Shell aspect ratio: Ratio of ellipsoid
major axis length a to minor axis
length b
Table 2.1: Definition of the relevant dimensionless parameters in the problem.
In what follows, we simulate the stochastic movements of the multiple interacting
blastomeres using Langevin dynamics (Eq. 2.8; Methods) in different conditions .
Unconfined Cellular Packings
To understand the packing configurations at the 4-cell stage that arise from the non-
equilibrium dynamics, we first simulate the cellular dynamics upon divisions in the ab-
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sence of embryo confinement (Fig. 2.2a,c). We define the 4-cell stage packing configu-
ration as the cellular arrangement just before cells at the 4-cell stage undergo the next
division(Fig. 2.2b). At equilibrium, the minimal energy configuration of 4 blastomeres in
contact with each other is a tetrahedron, as already established both theoretically and
experimentally for clusters of four particles with attractive interactions [60, 2, 31, 38].
However, if blastomeres divide much faster than the time required for cells to undergo me-
chanical relaxation (τD  τR), cells do not have time to reach mechanical equilibrium in
between divisions and the cellular packings do not coincide with the equilibrium packing,
as expected. When divisions are fast compared to mechanical relaxation (τD/τR = 0.1;
Fig. 2.2c) and cells divide according to ordered division, either squared or diamond con-
figurations are observed, with diamond configurations being more prevalent as the cell
contact angle increases. If cells divide in random directions, other packing configurations
appear and depend on the contact angle, but both squared and tetrahedral packings
are missing. In contrast to the case where division occur fast compared to mechanical
relaxation, if blastomeres take mach longer to divide than the mechanical relaxation
time, equilibrium packings are expected because cells should have enough time to reach
mechanical equilibrium in between divisions. However, our simulations show that for
τD  τR (specifically, τD/τR = 10), the expected tetrahedral configurations are not
observed for ordered divisions (only diamond configurations are observed) and barely
observed for random divisions.
To understand why the expected tetrahedral configurations are not observed, we char-
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Figure 2.2: Unconfined Cellular Packings. A: Snapshots of a simulation following ordered
division rules and with slow divisions (τD/τM = 10) showing the egg, two cells right after
division and after reaching equilibrium and four cells right after division and right before the
next division. B: Arrangement topologies for four cells were categorized as square, diamond,
tetrahedron, T-shaped or linear. C: comparison of the frequency of cell arrangements for slow
and fast divisions (τD/τM = 0.1, 10) and divisions using ordered or random division rules. Red
lines indicate the minimal energy tetrahedral arrangement. Orange bars indicate a contact angle
of 60 degrees and blue of 45 degrees. D: A histogram of the time to reach equilibrium for 100,000
simulations. Times are scaled by 1000τM . E: Two figures showing how long embryos remain in
different arrangements before they reach the tetrahedral arrangement for ordered and random
division rules.. Histograms show the frequency of different arrangements at various relative
times normalized by the final time needed to reach equilibrium. F: A top view (with cells) and
cross section (without cells) showing the three dimensional potential caused by three cells on a
fourth cell (with potential value near -2) indicating the directions that the fourth cell can move
with no net force. G: A log-log plot of the angular mean squared displacement of a fourth cell
interacting with three held fixed in a triangle. The black line indicates a slope 1 that represents
diffusion. The red line indicates a non-linear fit of the simulated angular MSD with a slope of
1.19.
acterized the time necessary to reach the tetrahedral equilibrium configurations at the
4-cell stage (by preventing the next division round). Both for ordered and random divi-
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sions, we find that cells require times three orders of magnitude longer than τR to reach
equilibrium (Fig. 2.2d). By monitoring the time evolution of packing configurations at
the 4-cell stage as the system relaxes to equilibrium, we found that for ordered divisions
cells are always in a diamond configuration before reaching the tetrahedral configuration,
whereas for random divisions cells evolve towards the diamond configuration and stay in
that configuration until reaching the equilibrium packing (with a few clusters transiting
directly from a T-like configuration to the tetrahedral state) (Fig. 2.2e). This results
indicate that it takes a long time for the cluster to leave the diamond configuration,
suggesting that the transition between diamond and tetrahedral configurations may in-
volve the rotational diffusion of a blastomere. Indeed, the equipotential surface that a
blastomere perceives when the three other form a triangle indicates that to transit from
diamond to tetrahedral configurations, one blastomere needs to traverse a flat region of
the potential (Fig. 2.2f). The angular mean squared displacement of the movements of
such blastomere scales linearly with time (Fig. 2.2g), showing that the transition between
diamond and tetrahedral configurations occurs via rotational diffusion and explaining the
long times necessary to reach the tetrahedral state. The consequence of this floppy mode
in the dynamics of the blastomeres is that it imposes an extraordinarily long time for the
system to reach mechanical equilibrium, effectively leading to a degeneracy the the pack-
ing configurations at the 4-cell stage for normal division times, with degenerate packings
being strongly dependent of division rules and adhesion strength between blastomeres.
Such large degeneracy in the packing configurations and their strong dependency of mul-
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tiple parameters does not appear to be an adequate strategy to robustly specify cellular
packings.
Since tetrahedral packings at the 4-cell stage are observed in embryos of several
species, our results suggest that another mechanism must contribute to establishing the
observed tetrahedral packings, as otherwise cell divisions would need to be extraordinarily
slow (τD ∼ 24h) to allow blastomeres to reach equilibrium between divisions.
Cellular Packings under Spherical Confinement
Many embryos displaying tetrahedral packings at the 4-cell stage seem to have a spherical
confining shell [57, 72]. To understand the potential role of embryo confinement on
cellular packings at the 4-cell stage, we simulate the dynamics of blastomeres in the
presence of spherical confinement. We focus on long division times (τD/τR = 10) as
this was the limit in which tetrahedral packings were expected, but shown above to be
missing due to the long times associated with rotational diffusion of the blastomeres. If
the confining shell has a very large volume compared to the total volume of the cells
(Vs  Vc; Fig. 2.3a), the situation is similar to the unconstrained embryo (although the
linear arrangement is suppressed). As the volume of the confining shell is decreased,
the 4-cell stage packings start to change because cells start interacting with the shell.
Finally, when the volume of the confining shell is comparable to the volume occupied by
the cells (but larger; Vs ' 2Vc), only tetrahedral configurations are observed (Fig. 2.3c).
In this case, we find that the blastomeres robustly reach the tetrahedral packing at the
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Figure 2.3: Spherically Confined Packings. A: Frequency of arrangements for random
division rule, slow division simulations as volume ratio is decreased for embryos with spherical
repulsive confinement. The gray bar at a volume ratio of 1.52 indicates the regime where the
previous simulations were run. The colored lines include an error envelope that corresponds to
± one standard deviation assuming each datapoint came from a Poisson process (i.e. √N). B:
Histogram of times to reach the tetrahedron for a spherically confined simulation with volume
ratio of 1.52. Unlike with the unconfined case, now all 1000 simulations reach the tetrahedral
arrangement within 0.1τM .
C: Frequency of arrangements for spherically confined simulations with slow divisions
(τD/τM = 10), a repulsive confining shell with an aspect ratio of 1 and a volume ratio of
1.52. Now, 100% of the arrangements reach the tetrahedron by the end of the simulation
for both contact angles (Orange bars indicate a contact angle of 60 degrees and blue of
45 degrees).
4-cell stage regardless of their contact angle or division rules. Moreover, they reach
the tetrahedral packings within timescales smaller than τR and five orders of magnitude
faster than in the absence of confinement (Fig. 2.3b). These results indicate that the
presence of spherical confinement removes the degeneracy of cellular packings and imposes
a tetrahedral blastomere configuration at the 4-cell stage, overriding division rules.
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Cellular Packings under Ellipsoidal Confinement
While embryos of several species have spherical confining shells, other shell geometries are
observed across species. Different nematode species display elongated axisymmetric shells
of varying aspect ratios [57, 21] that can be approximated by an axisymmetric ellipsoidal
geometry. Previous works have shown that the shape of the confining shell is important
for cellular arrangements in nematodes [72]. In nematode species, the 4-cell stage packing
arrangements are critical for the survival of the embryo, as improper cell contacts lead
to fatal developmental defects [48]. To understand the role of varying ellipsoidal shell
geometries on the cellular packings across nematode species, we systematically studied the
effect of confining shell volume and aspect ratio on the blastomere packing configurations
at the 4-cell stage.
For spherical shell geometries, we found that even when the time between divisions τD
was considerably larger than the mechanical relaxation time τR, the resulting 4-cell stage
packing (τD/τR = 10; Fig. 2.3a) was not the expected equilibrium packing if the volume of
the shell was much larger than the total volume of the blastomeres (essentially, in the limit
of negligible confinement), both for ordered and random divisions. Similarly, we find that
for all simulated aspect ratios of ellipsoidal shells (a/b = 1, ..., 3; τD/τR = 10), when the
confinement is negligible (Vs/Vc  1), a strong degeneracy in packing configurations is
observed in the case of random divisions, with similar relative frequencies for the different
packing configurations, albeit with the diamond configuration always being predominant.
Essentially, if the volume of the shell is sufficiently large compared to the total volume
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Figure 2.4: Arrangements for Repulsive Confinement with Increasing Aspect Ratio.
(From right to left) Renderings on far right show respective arrangements present with a volume
ratio of 6 for simulations with random division rules and slow divisions (τD/τM = 10) for all five
aspect ratios from an aspect ratio of 1 at the top to an aspect ratio of 3 at the bottom. Colored
lines indicate the frequencies of arrangements for decreasing shell volume ratios. The colored
lines include an error envelope that corresponds to +/- one standard deviation assuming each
datapoint came from a Poisson process (i.e.
√
N). (Far left) Renderings show the arrangements
that persist at a volume ratio of 1.52 (indicated by the gray bar) after waiting 8000τM . The
relative frequency observed at the end of 200 simulations. These long-lived configurations
change with increasing aspect ratio as shown with only an aspect ratio of 2.5 having two
metastable states.
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of the blastomeres (Vs/Vc  1), the observed packings at the 4-cell stage are similar
to unconfined embryos (Figs. 2.2a and 2.4), as should be expected. As the volume of
the shell is decreased and the blastomeres start to feel the physical confinement, the
relative frequencies of 4-cell stage packings start to change, removing some degeneracy in
packing configurations, in a manner that depends on the shell aspect ratio. Similarly to
the spherical confinement case described above, when the volume of the confining shell
is comparable to the volume occupied by the cells (but larger; Vs ' 2Vc), the degeneracy
in 4-cell stage packings largely disappears and different, but unique, packings exist for
different aspect ratios.
For some shell geometries (aspect ratios) we observe that even under confinement, two
different packing geometries are possible, albeit with different relative frequencies. For
aspect ratio of 1 (spherical limit), only tetrahedral packings are obtained, as described
above and observed for nematode species with spherical shells [57, 72]. As the aspect ratio
increases the relative frequency of the tetrahedral packing diminishes and the frequency
of diamond packings increases. At aspect ratios a/b ∼ 1.5, tetrahedral configurations
are nearly fully suppressed and only diamond configurations are observed. Diamond
packings are the only observed configuration up to aspect ratios of about a/b ∼ 2.4.
Increasing the aspect ratio above this value, leads to the coexistence of diamond and linear
configurations. For aspect ratios of a/b ∼ 3 and above, the only observed configuration
is linear.
To check if the packing configurations obtained in confined embryos (Vs/Vc = 1.52;
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τD/τR = 10) correspond to the actual equilibrium packings for each specific shell geom-
etry, as was the case for the spherical shell, we simulate the dynamics of blastomeres,
preventing further cells divisions at the 4-cell stage and letting the system reach equilib-
rium. We find that for each value of the aspect ratio, the packing configurations observed
for τD/τR = 10 (with random divisions) were the actual equilibrium configurations of the
blastomeres at the same confining volume (Vs/Vc = 1.52) and aspect ratio. This indicates
that the confining shell eliminates the degeneracy in packings and selects the equilibrium
packing configurations for a given shell geometry. These results indicate that the geom-
etry of the confining shell alone can determine the 4-cell stage blastomere arrangements
regardless of the specific division rules, providing a robust mechanism to remove packing
degeneracy and select the proper cellular packing.
Cellular packings in sticky shells
So far, we have only considered shells that confined the blastomeres by generating a
repulsion force upon contact. However, in some species, the blastomeres can adhere to
the confining shell, likely affecting blastomere packing configurations. In the case of sea
urchin embryos (echinoderms), there is evidence of strong adhesion to the hyaline layer
surrounding the blastomeres [37, 1, 66] and the 4-cell stage blastomere packing configu-
rations is a square [19], a configuration never observed in the cases described above. In
the case of sea urchins, the geometry of the hyaline layer (confining shell) that surrounds
the blastomeres is not exactly spherical and changes slightly over time. However, for the
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sake of simplicity, here we consider an spherical sticky confining shell. Since echinoderms
have stereotypical division rules (dividing perpendicular to the two previous divisions
at early stages) we study the effect of shell-blastomere adhesion strength and confining
volume on the 4-cell stage packing configurations for ordered divisions (Fig. 2.1i).
Figure 2.5: Arrangements for Spherical Adhesive Confinement A: (top) Rendering of
the positions of 4 cells in the diamond arrangement within an adhesive spherical shell with a
volume ratio of 3.12 and an adhesion force ratio of 20. (bottom) Density plot of the frequency
of the diamond arrangement for various volume ratios from 1.2 to 3.12 and adhesion force ratios
from 0.2 to 20 with 5000 simulations for each parameter. B: (top) Rendering of the positions
of 4 cells in the square arrangement within an adhesive spherical shell with a volume ratio of
1.2 and an adhesion force ratio of 20. (bottom) Density plot of the frequency of the square
arrangement for various volume ratios from 1.2 to 3.12 and adhesion force ratios from 0.2 to
20 with 5000 simulations for each parameter. C: (top) Rendering of the positions of 4 cells
in the tetrahedral arrangement within an adhesive spherical shell with a volume ratio of 1.2
and an adhesion force ratio of 0.2. (bottom) Density plot of the frequency of the tetrahedral
arrangement for various volume ratios from 1.2 to 3.12 and adhesion force ratios from 0.2 to 20
with 5000 simulations for each parameter.
For large shell volume compare to the total blastomere volume (Vs/Vc  1), the
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only observed configuration with finite blastomere-shell adhesion is the diamond config-
uration, with the blastomeres adhered to the shell (Fig. 2.5a-c). When the confining
volume becomes comparable to the blastomeres volume (Vs/Vc ' 1− 1.5), the diamond
configuration is suppressed and the tetrahedral and square packing configurations coex-
ist at different frequencies depending on the relative strength of cell-cell adhesion and
cell-shell adhesion. When adhesion to the shell is very low, only tetrahedral configura-
tions are observed, as expected in the limit of negligible shell adhesion (repulsive shell).
When the adhesion to the shell dominates over cell-cell adhesion, we find that square
and tetrahedral packing configurations are observed approximately 40% and 60% of the
time, respectively.
Therefore, the existence of strong adhesion to the confining shell introduces square
packing configurations that were not observed in purely repulsive confining shells. How-
ever, the blastomere adhesion to the shell cannot be the only reason why 4-cell stage
embryos of echinoderm species are square, since there is a strong probability of tetrahe-
dral packings even in the presence of adhesion.
2.4 Discussion
Proper blastomere arrangements in early embryogenesis, and in particular their topology
of cell-cell contacts, are critical to ensure proper development. Here we presented a sys-
tematic study of the possible (non-equilibrium and equilibrium) packing configurations
(cell arrangements) both in the absence and presence of a confining shell that physi-
43
cally restricts the movements of blastomeres. We find that the shape of the confining
shell determines the blastomere packing configurations of 4-cell stage embryos, regard-
less of division rules, removing blastomere packing degeneracies that could lead to fatal
developmental defects.
In the absence of a confining shell, we find that the relaxation time to reach the equi-
librium configuration is extraordinarily long due to rotational diffusion of blastomeres.
Blastomere divisions occurring before relaxation generate a considerable degeneracy of
4-cell stage packings, which are sensitive to adhesion levels, division times and division
rules. In this scenario, a very tight control of division axis and timings would be necessary
to ensure proper embryonic packings. While it would be possible to find a set of division
rules and timing of divisions to encode virtually any blastomere packings, in this scenario
the packing configurations would be highly sensitive to noise and not very robust. In
embryos without a confining shell, or in meroblastic cleavage (zebrafish, etc.), the attach-
ment of cells to the yolk may prevent slow rotational diffusion of blastomeres. In this
case, the division rules are essential to control blastomere packing configurations [45].
Our results indicate that the presence of a confining shell removes degeneracies in the
packing configurations and robustly established a stable configuration, solely dependent
on the shape of the confining shell. For spherical shells, this leads to a unique tetrahedral
packing, as observed in mouse embryos [46, 18, 23] and nematode worms [57, 21, 72] with
spherical confinement. Our results also reproduce the observed packing configurations
in different species of nematodes with varying degrees of shell elongation [57, 72], and
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agrees well with previous models and experiments of this process [72]. We find that the
role of the confining shell is to enforce a robust 4-cell stage packing configuration that is
largely insensitive to noise in division times or division rules, as the cellular packing is
independent of these parameters and depends only on the geometry of the shell. Moreover
the presence of the shell decreases significantly the time for the blastomeres to reach the
equilibrium configuration. In this scenario, division rules would control the packings
only if blastomeres divide extraordinarily fast (< 0.1 min; τR ∼ 1 min [58]), before the
blastomere packings set by the confining shell are established. This is an unlikely scenario
because blastomeres do not divide at these rates. Essentially, the shape of the confining
shell guides the cellular packings through development, ensuring that cell-cell contacts
are made properly even in the presence of noise.
In the case of sticky confining shells, our work suggests that the robust square ar-
rangement observed in echinoderms cannot be explained solely by the strong adhesion
to a spherical shell (hyaline layer), as we the experimentally observed square blastomere
arrangement was only obtained 50% of the times in the simulations. Observations of the
hyaline layer in the early sea urchin embryo show that it closely surrounds the blastomeres
and that it plastically deforms upon divisions. The precise shape of the hyaline layer and
its temporal shape changes were not accounted for in our simulations and it is likely that
they play an important role in determining the 4-cell stage blastomere packings.
A novel feature of this work is the use of 3D Voronoi tessellation to determine the
topological blastomere arrangements (cell contact arrangement) in a particle-based de-
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scription. Previous particle-based models of the early embryo that classified arrange-
ments [72] employed distance measures to determine if two cells were in contact. We
find that for high contact angles or for cells under strong confinement, this metric is not
robust and can lead to erroneous contacts and unphysical dynamics. In the case of two
cells dividing perpendicularly into four cells (ordered divisions), observed embryos would
end up in a square configuration. For moderate contact angles, all four cells are within
the contact distance and they all, incorrectly, feel attractive forces from the other three
cells leading to quick relaxation to a tetrahedron. The 3D Voronoi tessellation allows to
properly find the cells that are in contact and account for the proper forces acting on each
cell. Using the Voronoi tesselation allows the adhesive square to persist and then to pref-
erentially relax into a diamond configuration which then takes a long time to finally relax
to a tetrahedron. In addition, using a distance metric for topology determination would
fail to distinguish between four adhesive cells in a square or four cells in a tetrahedron
whereas the 3D Voronoi tessellation separates these two distinct topologies. Therefore,
using Voroni tessellation to properly determine cell contacts is essential to determine not
only the packing configurations but also the dynamics of the blastomeres.
As in any particle-based model, our description does not account for the effect of
changes in cell shape on the resulting force between cells or contacts, which may be
relevant in some situations to accurately predict blastomere motions or the axis of cell
divisions. Previous particle-based models have shown that it is possible to properly
account for the dynamics of the blastomeres in early C. elegans embryos [16]. However,
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it is unclear if in some cases where cell shape changes are different and more complex
the particle-based models would still be accurate. In contrast to particle based models,
other descriptions simulate the cells shapes to account for geometry-dependent division
rules [45]. These descriptions rely on energy minimization (Surface Evolver [10]) to
obtain cell shapes and are therefore limited to equilibrium packings. Our work combines
the fast simulation power of particle description with Voronoi tessellation to determine
cell neighbors, which is typically more accurately done in simulations accounting for
cell shapes. We expect our description to fail if cell shapes are not compact (e.g., very
elongated cells) because in these conditions the Voronoi tessellation would not provide
a faithful representation of cell-cell contacts. Using this hybrid simulation method, we
can explore the non-equilibrium dynamics of cellular packings that cannot be captured
by equilibrium descriptions.
Our work demonstrates that physical confinement provides a powerful way of robustly
guiding the blastomeres to one particular arrangement, strongly reducing the set of pos-
sible arrangements an embryo could take and helping guide the embryo developmental
trajectory.
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Chapter 3
Robustness of the C. elegans early
embryo cellular arrangements to
noise
3.1 Introduction
During early embryonic development, the correct arrangement of cells can be critical
to proper further development because cell-cell interactions are necessary to establish
downstream cell fates [19, 49, 67, 4, 48]. In particular, in nematodes, where cell positions
and cell-cell contacts are highly stereotypical [51, 55, 14, 62], the early specification of cell
identities due to their spatial arrangements is essential for the viability of the organism.
For example, in C. elegans at the 4 cell stage (see Fig 3.1e), the fates of ABa and
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ABp (which both express GLP-1/Notch) are not fully specified until one of them makes
contact with P2 (expressing APX-1/Delta)[49, 48]. Reversal of the placements of P2 and
EMS would lead to a non-viable embryo[48]. Furthermore, embryos that do not have
the proper diamond arrangement at 4 cells will not hatch[72]. Embryos must therefore
have mechanisms to robustly guide cells into the correct arrangements against sources of
noise like division timing errors and division plane mis-specification[51, 5]. As embryos
are physical systems, cell arrangements are ultimately dictated by the forces acting on
cells in each embryo.
One major source of constraint is the envelope that surrounds the embryos of many
species and in the case of nematodes is a hard chitinous eggshell[54, 21, 57, 72]. Recent
work has shown that the geometry and volume of the eggshell puts strong constraints
on the arrangements of cells that can exist inside and that there is often only one dom-
inant arrangement topology that can exist for a specific shell aspect ratio (like the di-
amond arrangement in wildtype C. elegans)[72]. Other work has shown that removing
the eggshell can lead to incorrect arrangements in early C. elegans embryos which are
eventually lethal[17]. However, even if only the 4-cell diamond topology is possible, there
are 6 possible distributions of cell identities within the diamond topology with several
(like reversal of P1 and EMS) being lethal. How does C. elegans robustly guide early
development to the proper cell distributions and avoid the lethal ones?
In wildtype C. elegans, the timing and orientation of cell divisions are tightly con-
trolled. Although the overall timescale between embryos can change due to embryo
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Figure 3.1: Simulating the early C. elegans embryo A: Diagram of a division with no
noise, division with angular division noise θn and the possible ring of divisions from a uniformly
distributed φ angle. B: Abstraction of cells to central points with contact size R, equilibrium
distance 2r∗ and contact angle θ. C: The radial potential between two cells has a cutoff distance
at 2R, an attractive region from 2R to 2r∗ and a repulsive region within a distance of 2r∗. The
minimum of the potential is normalized to -1. D: A contour diagram of the repulsive potential
used for the confining shell with orange values being greater than blue values. (Here the shell has
an aspect ratio of 1.) The inset shows the radial one-dimensional form of this potential which
diverges at the shell. E: Schematic of the first three divisions of the wildtype C. elegans embryo.
The first division along the anterior-posterior (AP) axis leads to two unequal blastomeres named
AB and P1. AB divides first perpendicularly to the AP axis resulting in the ABa and ABp
daughter cells. P1 asymmetrically divides soon after along the AP axis resulting in the EMS
and P2 cells. Notch/Delta signalling occurs by contact between the ABp and P2 cells. The
thin gray outline represents the chitinous eggshell surrounding the embryo. The average time
between all divisions (except P1) is τD. The timing noise added to each cell is Gaussian noise
with standard deviation στD. The relative offset between the AB and P1 divisions is δ.
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variability and temperature, Bao (2008)[5] found that the variability of the relative time
differences between divisions had a standard deviation of only 7% for the first 8 divi-
sions. Richards (2013)[51] quantitatively tracked cell trajectories for the full duration of
development and also found conserved division timings and deviations between embryos
of on average about 27◦ ± 5◦ for division angles. It has been observed that increases
in variability or strong changes in timing or division orientation strongly decrease the
hatching rate[51]. However, the precise effect of such noise on proper cell arrangements
has not been systematically studied.
Here we use a 3D Voronoi-augmented Langevin simulator to study the robustness of
four cell arrangements in C. elegans to noise in timings and division angles, to changes
in the mean timings between the AB and P1 divisions, and to the deterministic varying
of the AB and P1 division angles. We find that the early embryo is completely robust
to moderate levels of timing noise and division angle noise and further subdivide lethal
errors at higher noise levels into placement errors or timing sequence errors where one
cell lineage divides much quicker than the other. We also study the effect of changing the
timing offset between AB and P1 and find that its main effect for moderate changes is to
cause a non-lethal ABa-ABp switch. Finally, we vary the division angles of AB and P1
independently and determine the final arrangement for each angular pair. We find that
due to the constraints of the egg shell, the cell arrangements at three cells neatly split at
an angle of 90 degrees and the arrangements of four cells mostly follow this pattern as well
with P1 division angles above 90◦ usually leading to a lethal configuration. Overall, our
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results demonstrate how confinement, division timing and division rules all contribute to
ensuring robust development with confinement setting the overall shape (a diamond) and
division timings and rules specifying where individual cells will go within that shape.
3.2 Methods
Numerical Simulation
The 3D Langevin equations (Eq. 3.6) governing the motion of cells were solved via the
Euler-Maruyama method [28]. Simulations were run using a timestep ∆t ≡ 10−3τR, much
smaller than all relevant timescales in the system, namely τR and τD. The discretized
version of Eq. 3.6 integrated numerically reads
~ri(t+ ∆t) = ~ri(t)−
∑
j∈Ωti
∂rij U˜(rij; θ) ∆t+
√
2σ∆t ~η , (3.1)
where θ are the cell-cell potential parameters (Methods), σ is the random noise scale (set
to 5 × 10−5), ~η is a standard normal random vector with each component drawn from
N (0, 1) and Ωti is the set of cells in direct contact with cell i at time t. The elements of
the set Ωti are obtained from the Voronoi tessellation of the system at time t (Methods).
Simulations were initialized with the undivided egg (first cell) placed in Gaussian
distributed initial positions with variance b/10 around the origin. Simulations ended the
timestep before a cell division would change the total number of cells to be above 4.
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Cell-cell interaction potential
The cell-cell interaction potential has a Lennard-Jones like form, but is multiplied by
a support function that cuts it off at a given distance while keeping it continuous and
differentiable (Fig 3.1c). The cutoff distance for a given cell pair i and j is set to Ri+Rj ≡
Rij, with Ri and Rj being the radii of cells i and j, respectively. The size of each cell (or
the radius equivalently) can be different because of the volume conservation correction
and because of cell divisions (see Methods below). The potential has an equilibrium
distance r∗i + r
∗
j ≡ r∗ij (Fig 3.1b) which is the equilibrium distance between two cells
combining the equilibrium radii of each cell. The form of the cell-cell potential is
U(rij; r
∗
ij, Rij) =
U0
(α− β)
[
1
1 + f(rij)
]
×(r∗ij)α(β + f(r∗ij)
[
β +
r∗ij
a˜
]
)
rαij
−
(r∗ij)
β(α + f(r∗ij)
[
α +
r∗ij
a˜
]
)
rβij
 , (3.2)
where the α, β, and a are parameters characterizing the shape of the potential and the
cutoff support function, U0 is the energy scale of the potential (the potential equals -U0
at its minimum) and f(rij) ≡ e
(rij−Rij)
a . We set α = 4, β = 3, and a˜ = 0.01.
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Confining Shell
The shape of an axisymmetric ellipsoidal shell, and the associated ellipsoidal level set,
are given implicitly by
x2
a2
+
y2
b2
+
z2
b2
= c , (3.3)
where a is the length of the ellipsoid’s major axis, b is the length of its minor axis andc
is a positive constant that defines the ellipsoidal level set where c = 1 defines the shell
itself.
Since cells cannot penetrate the shell, the confining potential must diverge at the
positions where the shell is located (c = 1). Moreover, the potential must vanish when
the cell can no longer be in contact with the shell, which occurs when a cell is located
at a distance larger than R from the shell. With this in mind, we define the confining
potential of a repulsive shell Urs (Fig 3.1d) as
Urs(x, y, z;R, kshell) =
kshell
1−
√
x2
a2
+ y
2
b2
+ z
2
b2
Θ
(√
x2
a2
+
y2
b2
+
z2
b2
− (1− R
b
)
)
(3.4)
where kshell is the energy scale of the shell potential and Θ() is the Heaviside step function
that sets the function to zero when a cell is too far from the shell to be in contact. We
used a Heaviside step function instead of using a support function to cut off the potential
above cell size for mathematical convenience.
We set kshell = 10 to balance the repulsion forces between two cells and between cells
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and the shell when in steady state confinement.
The force acting on cell i arising from contact with the shell is given by
~F si = −∇Urs(~ri) , (3.5)
where ~ri is the position of cell i.
Topology Inference
Because we simulated particles in a confined volume, it was necessary to move beyond
a simple distance metric to determine if two cells were neighbors. We use a 3D Voronoi
partitioning as an extra constraint in addition to distances. The package we used,
Voro++[52], determines the 3D Voronoi polytope around each cell by starting with a
large 3D volume and then cutting it using the midplanes from the current cell to each of
its neighbors. In this work, each cell starts with a dodecahedral volume that surrounds
an inscribed sphere with the cell radius R. When a pair of cells are close enough, their
dodecahedral volumes are cut by the weighted midplane between them (adjusted from
the midpoint by their respective radii) (Fig. 2.1g). Each new cut face of the Voronoi
polytope is identified with a neighboring cell allowing all neighbors to be identified. Us-
ing a 3D Voronoi partition is critical to properly detect when cells are not in contact
even when they are within the contact distance due to blocking by neighboring cells. It
was also necessary to have the square arrangement of cells be distinguishable from the
tetrahedron since with soft spheres, both cases have all cells within the contact distances
55
of all others. Finally, using the 3D Voronoi to determine neighbors is critical to avoid
soft spheres unphysically always forming a tetrahedron when strongly confined.
Two cells are defined to be in contact when they are within Rij of each other and
their Voronoi polytopes share a face. An adjacency graph is created by defining each cell
as a node and adding edges between each pair of cells found to be in contact.
Adjacency matrix timing correction
The wildtype adjacency matrix at 4 cells has ABa at node 1, ABp at node 3, EMS at
node 2 and P2 at node 4. In the simulator, cell numbering is given based on cell division
order. For wildtype, these numbers correspond with the wildtype numbering. However,
if P1 divides before AB, the numbering for ABp and P2 get reversed. We relabel these
two cells by detecting if P1 divides before AB and if so apply permutation matrices to
transform the adjacency matrix.
Error topology detection
We check whether the simulation adjacency matrix at the last timestep equals adjacency
matrices for each of the 6 possible configurations that the shell diamond constraint allow.
Cell divisions
Each cell i has a timer that decrements every timestep. For all cells except P1, the timer’s
length is τD ± the relative noise imposed. For P1, it is (1 + δ)τD plus noise. When this
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timer runs out, the cell divides according to the division rules below and each daughter
cell’s timer is reset.
When a cell division occurs, all lengths associated with cell i are scaled down by 21/3
to decrease the volume of the cell by half. A new cell is placed a distance Ri away from
the parent cell center. (except for the deterministic divisions in the last section where
the new cell was placed .5Ri away).
With no noise, the axis of division follows the wildtype T division rule. The first
division from one cell to two (AB and P1) occurs along the x-axis. The AB division
occurs along the y-axis while the P1 division again occurs along the x-axis.
Noise is added to the division axis by changing the θ angle of the division axis by an
exponentially distributed angle with a specified mean θn and with a uniformly distributed
φ angle.
For the deterministic divisions, all cell divisions were along the x axis and the division
axis θ angle was systematically adjusted while again having the φ angle be uniformly
distributed creating a cone of possible division axes. This was chosen due to the φ
symmetry of the egg shell.
Volume Adjustment
The overlap between blastomeres was determined by defining a sphere with radius Ri
around each cell i and then calculating its overlap volume Vo with neighboring spheres.
This overlapping volume is added to cell i, making its size larger. In particular, the
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radius of cell i is modified from Ri before the correction to R
′
i after it, with 4pi(R
′
i)
3/3 =
4pi(Ri)
3/3+Vo (Fig 2.1e). This adjustment is performed once per timestep. The Voronoi
dodecahedron is also scaled to surround a sphere of radius R′i after volume correction.
Spline approximation for plots
We used Mathematica’s BSplineFunction [69] to fit a non-uniform rational B-Spline sur-
face to the simulated noise data. We used a degree of 30 to smooth the variance in the
data and to extract the mean surface for generating contour plots.
Percent determination for errors
We determined the percent of errors arising from different deterministic division angles
by summing the number of simulations in each of the four quadrants of the plot and
dividing this number by the total number of simulations.
3.3 Results
Theoretical Description
To simulate the 3D dynamics of blastomeres, accounting for cell-cell interactions, cell
divisions and embryo confinement, we use a minimal representation and describe each
blastomere (cell) as a particle. Particle-based descriptions have previously been used to
describe blastomere motion in early C. elegans embryos and shown to properly describe
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cellular movements [15, 16, 72]. In this particle-based model, the mechanical interaction
between cells is represented by an interaction potential U(rij) that effectively accounts
for (adhesion, etc. [44]), where rij = |~ri − ~rj| is the distance between two given cells
located at positions ~ri and ~rj. Cell-cell adhesion is represented by an attractive range in
the potential, whereas a repulsive region ensures that cells do not interpenetrate when
they come too close to each other (Fig. 3.1b). To account for cell size in this particle
description, we include a sharp cut-off of the potential at a distance R, which corresponds
to the radius of an isolated blastomere. The balance of attractive and repulsive forces
between two blastomeres occurs when they are separated by a distance 2r∗. The ratio
between this equilibrium distance between blastomeres and the blastomere size 2R cor-
responds to r∗/R = cos θc, with θc being the contact angle between cells (Fig. 2.1c,d).
Since the contact angle is an easily measurable quantity that informs about the relative
strength of adhesion and cortical tension [35, 72], we use θc as control parameter instead
of r∗ and choose θc = 46◦ which is similar to contact angles observed in early C. elegans
embryos[72]. Moreover, although it is not possible to enforce exact volume conservation
in a particle-based description, we perform leading order corrections upon cell contact
(Fig. 2.1e; Methods); we have checked that the volume corrections are small and we have
tested that our results do not qualitatively depend on them.
At the spatial and temporal scales of embryo development, the system is overdamped
and inertia can be safely neglected [50]. Therefore, force balance (momentum conserva-
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tion) for a given blastomere reads
µ
d~ri
dt
=
∑
j 6=i
~F cij + ~F
s
i + ~ηi , (3.6)
where ~ri is the position of cell i in 3D, ~F
c
ij = −∇U(rij) are the forces that cells in
contact apply on each other, ~F si represents the force of a confining shell on cell i (when-
ever a confining shell is present), and ~ηi is a small fluctuating force (Gaussian white
noise) that represents the force fluctuations acting on each cell. Finally, the parame-
ter µ corresponds to a friction coefficient that resists cell movement in an overdamped
environment and it is here assumed constant and equal for all blastomeres. To obtain
the force ~F si from the confining shell on cell i, we define the geometry of the confining
shell and set the interaction potential Ushell(x, y, z) that a cell would perceive inside the
shell (Fig. 3.1d; Methods). The confinement force encountered by cell i is then given by
~F si = −∇Ushell(x, y, z) (Methods).
To properly determine which cells are in contact and can therefore apply forces on each
other, we use Voronoi tessellation (Methods; Fig. 2.1i). Previous particle-based simula-
tions have use distance-based metrics to determine the neighbors of each cell. However,
distance-based metrics give erroneous results for both cell-cell contacts and dynamics
in the presence of confining shells. When cells are strongly confined, the distance be-
tween next-nearest neighbors can be smaller than the interaction potential range, leading
the simulation to erroneously include the forces of cells that are not in direct contact.
Voronoi tessellation overcomes this problem and the enables proper determination of
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cell-cell contact topology at each timestep of the simulation (Methods).
We approximate the shell surrounding the C. elegans embryo by an axisymmetric
ellipsoid with major and minor axes a and b, respectively, with volume Vs =
4pi
3
ab2
and an aspect ratio a/b = 1.6 which is the mean observed aspect ratio for wildtype C.
elegans [72] and a volume ratio between the shell interior and the initial egg cell (Vs/Vc) of
1.2. Since blastomeres cannot penetrate the shell, we used confining potential forms that
diverge at the shell boundary (Methods; Fig. 3.1d). Moreover, the confining potential
vanishes for distances larger than R from the shell, as these are not within the reach of
cells.
Beyond physical interactions among cells and with the confining shell, blastomeres in
early embryos divide at regular intervals, with a time τD between division events (Fig.
3.1e). In wildtype C. elegans, the P1 cell divides after the AB cell divides. This leads
to τP1 = (1 + δ)τD where δ is the relative time difference between when the AB and P1
blastomeres divide. In wildtype embryos, δ ∼ 10%[11, 5]. To introduce noise into the
division times, each cell was given an individual division time generated by perturbing
the mean division time τD with Gaussian noise with a standard deviation σ τD where σ is
the relative amount of noise being considered (except for the P1 cell, which has a mean
of τP1 instead).
Simulated division events (Methods) correctly change the volume of daughter cells
upon division. For symmetric divisions (the only type considered here), the volume
of the daughter cells is half of cell volume before division, and so the cell radius R
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changes after each division cycle to Rn = R0/2
n/3, where R0 is the radius of the initial
egg (and Vc = 4piR0
3/3 is the initial egg volume) and n is the number of divisions
that have occurred (Fig. 2.1h). Finally, in order to study the role of division rules, we
control the spatial direction along which the division occurs (perpendicular to the mitotic
plane [41, 20]). In wildtype C. elegans, the fertilized egg divides along the anterior-
posterior (AP) axis to form the AB and P1 cells. Then the AB cell divides perpendicular
to the AP axis and finally the P1 cell divides along the AP axis following a T-shaped
division rule[72, 29, 17]. Noise was added to these divisions by perturbing the division
axis an amount θn selected from an exponential distribution with mean θn and a uniformly
random φn forming a cone around the unperturbed division axis (Fig. 3.1a).
To systematically study the deterministic effect of division rules, we also studied the
arrangements that result by varying the division axis angles of AB and P1 with no noise
present. Unlike in the wildtype case where the division rule is T-shaped, the division
axis direction for θ = 0 is defined to be along the AP axis facing the anterior for both
AB and P1 divisions. A uniformly random φ is still applied creating a division axis cone
with a cone angle of θ around the AP axis.
Normalizing all lengths by the initial egg radius R0, all forces with U0/R0 and time
with the mechanical relaxation time τM , which is given by τM ≡ µR20/U0 and represents
the characteristic timescale over which mechanical disturbances typically relax to equi-
librium, the relevant dimensionless parameters in the problem are δ, , θn with several of
the dimensionless parameters set to constants: τD/τM = 10, a/b = 1.6, Vs/Vc = 1.2, and
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θc = 46
◦.
Dimensionless Parameters
Parameter Description
δ
Relative offset between P1 and AB di-
vision times : Specifies the relative time
increase of the mean P1 division com-
pared with the AB division time
σ
Relative strength of timing noise: The
standard deviation of the Gaussian per-
turbation around the mean division
time is σ τAB/P1
θn
Mean value of division angle noise: An-
gular deviations from the wildtype di-
vision rule are chosen from an exponen-
tial distribution with a mean of θn
Table 3.1: Definition of the relevant dimensionless parameters in the problem.
In what follows, we simulate the stochastic movements of the multiple interacting
blastomeres using Langevin dynamics (Eq. 3.6; Methods) in different conditions.
Wildtype embryo robustness to timing noise and division angle
noise
At the 4 cell stage in C. elegans, the proper placement of each cell in the diamond packing
topology is necessary to ensure the correct cell-cell contacts. Since errors in the placement
of cells within the diamond topology will depend on changes to cell division timings and
division angles, we studied how increasing variability to timing and angles would lead to
lethal arrangements.
In our simulator, every cell has a unique identity that is consistent between simulations
and allows changes in cell positioning to be easily determined. Consistent labeling is
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necessary to describe, for example, a reversal of the positions of the ABa and ABp cells
from their wildtype configuration. Even though ABa is anterior to ABp in wildtype, it
is possible for ABp to end up anterior to ABa if their positions are reversed. Our labels
(ABa, ABp, P1 and EMS) indicate the identity that each blastomere would have following
wildtype division timings and division rules without noise. Furthermore, because the ABa
and ABp blastomeres are equivalent before further interaction with the P1 blastomere,
we consider the switching of the wildtype ABa and ABp to be nonlethal. However, the
simulator can still determine when an ABa-ABp reversal has occurred.
Using a wildtype-like timing offset of 10% between when AB and P1 divide and the
standard T division rule, we varied the strength of noise in the timing of divisions from
0% to 50% and noise in the angle of each cell’s division axis from no error to a mean
error of 90◦.
We find a region of zero lethal errors with timing noise below 27% and division angle
errors below a mean of 27◦ (Fig 3.2a). The naturally reported variability in C. elegans was
observed to be ∼ 7% for division timings and ∼ 27◦ for division angles [51] (although this
amount of angular noise is likely an overestimate for the very early embryo). This natural
variability occurs within this region of zero errors which matches the observation that
wildtype embryos have a 95-99% hatching rate[71, 65, 7]. Above these noise thresholds,
rates of lethal misplacements additively increase.
To investigate the root cause of these lethal errors, we subdivided these errors (Fig
3.2a) into lethal placement errors (cells ended up in a non-wildtype position and contact
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Figure 3.2: Simulations of wildtype robustness. A: Contour plot of the percentage of
lethal errors for various levels of timing noise and angular noise for an embryo with wildtype
division rules and timing offset. The lethal errors can be subdivided into placement errors
(cells in non-wildtype place in arrangement) and timing errors (one cell lineage has divided
twice before the other has divided once). Using a wildtype-like timing offset of 10% between
when AB and P1 divide and the standard T division rule, 500 simulations were run for each
parameter value varying the amount timing noise from 0-50% in increments of 2.5% and the
angle noise from 0-90 degrees in increments of 4.5 degrees. Red square denotes the observed
variability in wildtype of 7% standard deviation of relative timings and ∼ 27◦ of angular noise.
arrangement other than ABa-ABp reversal) or division timing errors (one cell had divided
twice before another could divide once). Lethal placement errors mostly depend on
increasing angular noise but are less sensitive to increasing division noise meaning that
the lethal configurations where EMS and P2 are reversed require a sizeable amount of
noise to occur. The other type of error only depends on timing noise and occurs when
either AB or P1 divide twice before the other blastomere can divide once, leading to
a generation sequence out of sync with the expected wildtype sequence. This requires
overcoming a certain threshold of timing noise that can occasionally push the cell division
time far enough away from the mean division time to cause the timing error to occur.
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Embryo robustness to timing noise and timing offset between
divisions
The relative timing offset between the AB and P1 divisions in C. elegans in wildtype em-
bryos is robust and is maintained through a wide temperature range [51]. To investigate
the effect of varying the timing offset between the AB division and P1 division from its
relative 10% difference in wild-type embryos[5, 30], we varied the relative offset δ from
-70% to 70%. To further study the interplay between the timing offset and the embryo’s
robustness to noise sources, we also varied the division timing noise from 0% to 50% with
three different levels of division angle noise: 0◦, 18◦, 54◦.
Overall, the error rate looks to be symmetric around an offset of δ = 0 with the onset
of lethal errors occuring for lower values of division noise as the timing offset increases
(Fig 3.3a). There does not seem to be a strong effect from division angle noise values
below the 27◦ zero error threshold found in Fig 3.2c, but for the division noise value of
54◦, the error rate in the low noise/low offset regime increased from 0% to 40%.
What is the effect of changing the timing offset δ if it does not lead to lethal errors? Fig
3.3b focuses on the frequency of the non-lethal ABa-ABp reversal to occur. Decreasing
the relative timing offset leads to up to a 30% frequency of ABa-ABp reversal. Increasing
the division angle noise to 18◦ leads to some non-lethal ABa-ABp reversal occurring even
for an increased timing offset. Having a much higher division angle noise value causes
many more lethal errors and decreases the occurrence of nonlethal reversals.
By focusing only on lethal errors that came from timing sequencing errors (Fig 3.3c),
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Figure 3.3: Simulations of robustness to timing noise and timing offsets. A: Plots
of percentage of lethal errors varying timing offsets and timing noise for three angular noises.
500 simulations were run per parameter and varying the offset between AB and P1 from -70%
to 70% of the average cell division time τD in 5% increments and varying the division timing
noise from 0% to 50% in 2.5% increments. The wildtype T division rule was used and the
division angle noise was held constant at 0, a mean of 18 degrees and a mean of 54 degrees.
Red square denotes the observed variability in wildtype of 7% standard deviation of relative
timings and a relative offset δ ∼ 10%. B: (top) Percentage of non-lethal AB Switching error
(bottom) Percentage of division timing errors (cells more than two divisions out of sync).
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we see that for low values of division angle noise, the only lethal errors are timing se-
quencing errors and that this pattern is not changed for high division angle noise which
means that the increased lethal errors must be cell placement errors. As was found ear-
lier, division angle noise increases placement errors and division timing noise leads to
timing sequence errors. The effect of changing the relative timing offset δ increases the
embryo’s susceptibility to timing sequence errors and decreasing the timing offset leads
to more non-lethal ABa-ABp reversals.
Embryo robustness to deterministic variation of division rules
What final arrangements do different division rules lead to in the early C. elegans em-
bryo? To determine the effect of different division rules on the resulting arrangement,
we systematically varied the angle of division for both AB and P1 with no division angle
noise, no timing noise and a wild-type timing offset of 10% between AB and P1. θ = 0◦
is defined as dividing along the AP axis towards the anterior and the angle above 0◦ leads
to the division occurring on a cone of that angle around the AP axis (since the angle φ
around the AP axis is randomly sampled). We uniformly sampled division angles for the
AB division (called θAB) from 0
◦ to 180◦ and similarly for the P1 division (denoted θP1).
In Figure 3.4, we show the probability flow of arrangements of two cells to three cell
configurations and then to the probabilities and division angles that lead to the final four
cell arrangements with the wildtype arrangement and non-lethal ABa-ABp arrangement
(in green) and the two lethal error arrangements (in red).
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Figure 3.4: Probability flow of arrangements from deterministic division rules. A
Sankey diagram showing the flow of probability for each type of arrangement to occur given a
uniform sampling of division angles for AB and P1. We independently varied the division angle
from 0-180 degrees in 9 degree increments for AB and P1 and ran 500 simulations for each
angle value. AB division is shown in second column with the division angle varied between 0◦
and 180◦. The second column shows the percentage of all simulations where the AB division
was below or above 90◦. The third column shows the two observed relaxed 3 cell states. The
fourth column shows the percentage of simulations with a P1 division below or above 90◦ and
the final column shows the percentages to observe each of the four final cell configurations with
nonlethal configurations in green lethal ones in red. (Bottom) These two figures illustrate θAB
and θP1.
Tracing the flow of observed final configurations backwards to the original two cells,
we find that the probability flow splits evenly between angles below and above 90 degrees.
Because of the shell confinement, division timing offset and the size asymmetry between
P1 and the AB daughter cells, there are only two stable triangular cell arrangements
with one coming from divisions below 90 degrees and the other form divisions above.
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The timing offset in divisions between AB and P1 allows the three cells to relax to one of
these two equilibrium configurations allowing for a diverse set of possible division angles
to be robustly driven to just two possible arrangements. After the P1 blastomere divides,
each stable three cell configuration splits into two paths for P1 divisions below and above
90 degrees.
Each final 4 cell state has a dominant contribution from a particular range of division
angles. Starting first with the wildtype final arrangement (Fig 3.4, bottom right, in
green), having the AB division less than 90 degrees leads to ABp (green) being between
ABa (blue) and P1 (yellow). We see that both dominant final arrangements coming from
this bottom half of the flow have ABp (green) in the middle and ABa (blue) towards
the shell end. ABa and ABp are reversed for the top two arrangements where the AB
division was greater than 90 degrees.
The same idea holds for the P1 division but is occasionally modified by the influence
of the shell constraint on a particular range of division angles. Again, the dominant effect
of P1 dividing below (above) 90 degrees is to place EMS (yellow) anteriorly (posteriorly).
We see that the dominant path to the 4 cell wildtype arrangement with ABp and EMS in
the center of the arrangement comes from both the AB and P1 divisions being below 90
degrees. Switching just the P1 division to be above 90 degrees usually leads to EMS and
P1 (yellow and red) reversing places. Changing just the AB division above 90 degrees
usually leads to ABa and ABp (blue and green) reversing places. And changing both
division angles above 90 degrees leads to ABa and P1 (blue and red) switching to the
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middle of the arrangement.
To understand the origin of the small streams of probability that do not follow the
dominant flows of probability, we looked at the probability for all 4 final arrangements for
each angle for both the AB and P1 divisions (Fig 3.5). This could not be deduced from
the probability flow diagram in Figure 3.4 because the position of the stream’s origin and
destination does not encode extra information about its angle other than whether it is
greater or less than 90◦.
On all four plots in Fig 3.5, we see two important patterns. Most noticeably, we see
each plot has a quadrant of high probability with steep sides perpendicular to the AB
axis and a gentle upwards slope perpendicular to the P1 axis. We also see each plot has
a faint horizontal line that goes out of the quadrant and has about a 10% difference from
the surrounding probability (lower within the quadrant and higher outside).
The smooth ramp is what leads to the largest non-dominant flows into error 1 and
error 3 configurations. Although changing the AB division angle through 90 degrees
(while in the 100% part of the quadrant) leads to a sharp transition between 100% and
0%, changing P1 through 90 degrees causes a much more gradual transition from 100% to
0% which leads to some percentage of simulations with P1 less than 90 degrees transiting
to the other state.
The horizontal line occurs right in the middle of the quadrant (e.g centered at 45
degrees for the wildtype quadrant) and represents a shift of some probability from the
dominant final arrangement to the arrangement with reversed ABa-ABp cells. This shift
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Figure 3.5: Density plots of final arrangements for specific θAB and θP1 values A:
Illustration of the cell placement error for each error type. B: Division angles were independently
varied from 0-180 degrees in 9 degree increments for AB and P1 and 500 simulations were run
for each angle value. (Top left) Density plot of the frequency of observing any non-wildtype
arrangement for each pair of θAB and θP1 values. (Top right) Density plot of the frequency
of observing a non-lethal AB switch. (Bottom left) Density plot of the frequency of observing
a lethal P1-EMS switch. (Bottom right) Density plot of the frequency of observing a lethal
double switch. Note in all four density plots the faint horizontal line. This corresponds to a
rare opposite rotation caused by a specific θP1 and φ value.
occurs when the P1 cell divides in a very specific direction (in both θ and φ) causing the
other three cells to be rotated so that the ABa-ABp positions are reversed. Because of
the random φ division angle that is still present in these simulations, this only occurs for
around 10% of the simulations in the small range of P1 division angle values. Since the
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width of this horizontal feature is small, a 10% drop within the feature causes a much
smaller total change of probability as reflected in the diagram.
3.4 Discussion
Here, we used a particle-based Langevin model to study the robustness of cell arrange-
ments in the 4-cell C. elegans embryo. First, we investigated the effect of timing and
division angle noise on embryos with wild-type division rules and timing offset. We found
that there exists a region where no cell rearrangements occur and that increasing each
type of noise additively increases the rearrangement error rate. Next, we varied the mean
timing offset and the timing noise at three values of angular noise. We find that changing
the offset between AB and P1 so that P1 divides first leads to a non-lethal rearrange-
ment of ABa and ABp for moderate amounts of timing and angular noise. Finally, we
systematically varied the division angles of AB and P1 independently and mapped out
the connection between division angles and final cell arrangements. We found that the
four final arrangements are partitioned by whether AB’s division is below or above 90
degrees and then whether P1’s division is below or above 90 degrees.
Our work suggests that embryos may use physical constraints for hierarchical error
correction (in this case using a shell, division rules and cell timings) to robustly achieve
certain precise arrangements. In the case of C. elegans, a coarse constraint on cell arrange-
ments is provided by the egg shell’s confining volume and specific aspect ratio. There is
only room for a diamond arrangement of four cells[72] which is a sizable reduction from
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the full combinatorial space of possible four cell arrangements (6 connected topologies
with 38 possible permutations). Within this one diamond topology, there are 6 distinct
ways of arranging the cells within this pattern. The proper wildtype arrangement is then
robustly selected using division rules and a timing offset between AB and P1 divisions.
Interestingly, the wildtype division rules that have AB divide perpendicular to the
AP axis (at 90 degrees for the definition used here) and the P1 division along the AP
axis would seem to not be robust to small errors in AB division direction which could
reverse ABA and ABp. It is well-known that ABa and ABp are equivalent and that
it is the contact with the Delta-expressing P2 that causes ABp’s fate to differ from
ABa’s [48, 49]. The fact that such a division rule would not be robust to small errors is
another indication that ABa-ABp misplacement is not on its own detrimental to further
development, otherwise a more robust division rule would have been selected for. On
the other hand, the wildtype rule is very robust against division angle noise in the P1
division and is as far as possible from 90 degrees (or even 45 degrees which can rarely
lead to errors).
Although previous work has mentioned the roles of the shell and division timings for
embryo robustness, their simulations have not examined this question in detail. Fick-
entscher et al (2013)[15] introduced a repulsive particle model that closely matched the
trajectories observed in SPIM imaged embryos before gastrulation. They subsequently
investigated timing rules inversely related to volume and added asymmetric divisions[16].
[72] adapted the Fickentscher model and added asymmetric adhesion to the model show-
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ing that this better matched the arrangements observed when changing the egg shell
aspect ratio.
Our work makes several assumptions including that all cell divisions are symmetric,
the egg shell is perfectly ellipsoidal, all contact angles between cells are the same, and
simplifies the cell-cell interactions to a pair potential that does not take into account
higher order effects from other neighbors. Future work could add in the effects of asym-
metric divisions and varying adhesion between different cells. Yamamoto and Kimura
(2017)[72], for example, finds that the contact angle of P2 is less than for the other 3
cells.
On the whole, our work develops a framework to investigate how early embryos ro-
bustly achieve specific cell arrangements using mechanical constraints, cell division tim-
ings and timing offsets, and division rules. It also demonstrates the utility of using 3D
Voronoi tessellation and adjacency matrices to automatically recognize what arrange-
ments are present in the hundreds of thousands of simulations needed to map the robust-
ness of parameter space which was out of reach of previous simulation frameworks that
depended only on cell center distances.
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Chapter 4
Concluding Remarks and Future
Directions
The correct packings and arrangements of cells in the early embryos of many species are
critical for subsequent development to proceed properly. The physical interactions of cells
with each other and with the shell or envelope surrounding them strongly constrain what
packings are possible and what arrangements will result from division rules and division
timings. Using a 3D Voronoi-augmented Langevin simulator, in Chapter 2, we system-
atically studied what effects varying division rules, division times, and cell-cell adhesion
had on unconfined cell packings and on how confinement could override division rules and
force only a single packing to be possible. In Chapter 3, we investigated how cells were
arranged within a well-defined cellular packing, how robust those arrangements were to
timing noise and angular noise and how division rules lead to final cell arrangements.
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Overall, we find a hierarchical method of specifying a particular cellular arrangement,
first by specifying the packing with a confining shell and then by guiding cells to particular
positions within that packing through specific division rules and division timings. For a
cluster of 4 cells, there exists, in general, 6 distinct packing topologies with 38 different
permuted arrangements of cells distributed among the packing topologies. With strong
confinement, we can collapse the 6 packing topologies to just one! If that packing is the
diamond (as for C. elegans), there are still 6 possible cell arrangements. However, two
of those arrangements are not reachable by biologically relevant division rules and the
rules necessary to reach the other four are described in Chapter 3. In this way, one can
robustly pick one particular arrangement out of 38. The broad framework described by
this work provides a set of principles to navigate the large combinatorial space present
with even a few cells.
Below, we review the main conclusions of Chapters 2 and 3 and suggest future exten-
sions.
4.1 Conclusions
The goal of Chapter 2 was to identify the ranges of physical parameters that would ro-
bustly lead to the different cellular packings observed in the early embryos of diverse
species. First, by looking at unconfined clusters, we ruled out that most of the packings
could be robustly generated by specific division rules or division timings including the
minimal energy tetrahedron. Then, by imposing a repulsive shell, and reducing the inter-
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nal shell volume, it was possible to robustly specify a single cellular packing regardless of
division rules. The packing could be tuned from the tetrahedron to the diamond to the
line by increasing the shell’s aspect ratio. Finally, the effect of a sticky shell was studied
to determine whether this could lead to a robust square arrangement like that found in
echinoderms[19], but although the square arrangement was found, it did not occur more
than 40% of the time.
Several extensions to the work in Chapter 2 can be proposed. First, a more systematic
exploration of the studied physical parameters could be conducted. Only two contact
angles were studied for the case of unconfined arrangements and only one value was used
in the subsequent work from the time to reach equilibrium to the arrangements under
confinement. When unconfined, contact angles near zero could help stabilize the square
against relaxation to the diamond by opening a hole between the four cells. Furthermore,
they may allow the T-shaped packing to persist when confined. Also, only two division
rules (ordered and random) were investigated. There are many other possible and bi-
ologically relevant division rules that could be explored and some may quickly lead to
particular packings.
Only random divisions were studied when the clusters were repulsively confined. In
the case of the strongly confined shell with an aspect ratio of 2.5, there were two arrange-
ments that persisted for very long times. Could division rules robustly specify one of the
packings over the other? Also, only five values of the aspect ratio were simulated. It
would be valuable to simulate many more aspect ratio values and determine the precise
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values where the equilibrium packing under strong confinement starts to change and the
aspect ratio ranges where several metastable packings can coexist.
Real embryo shells are not perfect ellipsoids and early cell divisions are often asym-
metric. Simulations could be compared more quantitatively to observed embryo packings
if the shells could be specified more precisely and if the relative sizes (and differential
adhesions between cells) was taken into account. One regime where properly modelling
the shell would lead to improved predictions is the case of embryos with high aspect ratio
shells[57] where the shell is better approximated as an elongated cylinder with hemispher-
ical end caps than by an elongated ellipsoid which would cause a strong central restoring
force that is not present in the real embryo. Shells are also not always best approximated
as perfectly rigid boundaries. In the case of the square sea urchin embryos, observations
indicate that cell-cell forces are sufficient to deform the hyaline layer that tightly sur-
rounds the developing embryo[66, 13]. It may be the case that at the four cell stage when
the square packing is robustly observed, the previous cell division may have deformed the
hyaline layer into an oblate spheroid (pancake) instead of the perfect sphere considered
in Chapter 2. This may account for why the square packing was not found to be robust
in our simulations, but is robustly observed during sea urchin embryogenesis.
In Chapter 3, the goal was to elucidate the robustness of the wildtype C. elegans
four cell arrangement to noise in division timing and in the angles of the division axis.
The noise values below which the embryo had no errors were found and the errors that
occurred at higher noise values were subdivided into sequence errors caused by large
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amounts of timing noise and into placement errors where cells ended up in the wrong
arrangement due to large amounts of division axis angle noise. Changing the relative
offset in division times between AB and P1 only led to the non-lethal ABa-ABp inter-
change for moderate values of timing and angle noise. Finally, the space of division rules
was mapped showing which final arrangements result from particular choices of division
angle for the AB and P1 divisions and demonstrating a robust separation between the
four arrangements.
Mapping out how division rules map to final arrangements presents a way of deducing
if early blastomeres may be initially equivalent like ABa and ABp in C. elegans. The
wildtype T division rule used by C. elegans has the AB division occur 90 degrees from
the anterior-posterior axis which according to the division rule flow diagram is exactly
between angles that would lead to ABa being anterior (< 90◦) or posterior (> 90◦).
The fact that the wildtype division rule cannot robustly specify which cell will end up
more anterior suggests that this kind of error is not relevant to development. Looking at
other embryos and whether their arrangements are robust to the wildtype division rule
may suggest which cells are developmentally equivalent even if this has not already been
experimentally verified. Conversely, if a division rule is maximally far from causing an
arrangement error (like the P1 division perfectly along the AP axis), this may suggest
that such an arrangement error would be highly detrimental to subsequent development.
For full generality in specifying division rules, one should not only specify the angle
θ from the AP axis, but also the angle φ around the axis. In Chapter 3, φ was chosen
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uniformly at random. When one of the divisions is aligned with the AP axis, any choice
of φ is degenerate due to the rotational symmetry of the shell. However, when both
divisions are not parallel with the AP axis, the relative angle between the two division
axes should be taken into account. One can imagine that the arrangements will be very
different if both AB and P1 divide at 90 degrees to the AP axis whether they are aligned
or anti-aligned. The relative angle between the division axes should be used to subdivide
what θ values lead to arrangement errors to better understand the exact mechanism
leading to an error.
The simulation used in Chapter 3 can be expanded in a number of ways. First,
the wildtype arrangement’s robustness to further sources of noise including variations in
relative adhesion strength between cells and asymmetries in division could be tested. If
such studies revealed a strong sensitivity to one of these parameters, it may indicate why
differences in adhesion or cell size occur in real embryos. Next, a model linking cell volume
to division time similar to that used by Fickentscher et al. (2016)[16] could be added
to add a coupling between asymmetric division rules and division timings. While not as
precise as shapes found via Surface Evolver in [45], semi-quantitative shape information
derived from the 3D Voronoi polytope could be used with a model of division plane
positioning to incorporate more biologically plausible division rules. These additions
would be aimed at expanding the validity of the simulator beyond the 4-cell regime.
Proper cell positioning and timing become more important for higher numbers of
cells. For clusters with four cells, there are 6 different cell topologies with 38 different
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cell identity permutations. However, strong shell constraints often lower the number of
cell topologies to just one. For higher numbers of cells, the total set of possible topologies
and cell positions explodes. Even going up by one cell to five cells leads to 21 different
topologies and 728 different cell permutations! Again, the overall shell constraint will
lower the number of topologies from 21, but for most shell shapes, it will be possible
for several topologies to be present. This means that ensuring proper cell division rules
and maintaining low noise in division angles and division timing will be necessary in
guiding the embryo to the proper topology and the cells to their proper places within the
topology. The shell constraint will be much less able to prevent or correct division angle
or timing errors for embryos with more than four cells.
4.2 Future Directions
Several future experiments are suggested by the results of Chapters 2 and 3. One of the
most striking predictions of Chapter 2 is that packings other than the tetrahedron can
persist for times much longer than the mechanical relaxation time for two cells. This
could be tested by removing the shell or external envelope of a fertilized egg, allowing it
to develop to the four cell stage and then treating it with a cell-cycle arresting compound
to prevent further divisions. Then, the time to reach the tetrahedron could be recorded.
This time could be compared to the mechanical relaxation time between two cells which
could be determined by pipette[35] or dual pipette aspiration[9].
Our predictions for the effect of decreasing confining shell volume on the observed
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cell packings could be tested by placing fertilized eggs (with their shells or envelopes
removed) into elliptically shaped wells of different volumes and recording the resulting
packings. These wells could be made of PDMS like in those used to study the effect of
cell shape on division plane positioning[40]. While it would be difficult to approximate
the full 3D ellipsoid shape, making an ellipsoidal prism would be straightforward and
could be compared to new simulations.
As mentioned above, our study of robustness indicates that certain division angles
(near 90◦) are sensitive to small amounts of angular noise which can lead to changes in cell
placement. We found that for C. elegans, the AB division was sensitive to noise, but that
the ABa and ABp cells were developmentally equivalent and their fate specification was
set by Notch/Delta signalling through contact with P1[49]. By cataloguing the wildtype
division rules of other nematode species (and other species more generally), we could
use our robustness simulation to determine if a species’ division rule was sensitive to
noise which could let us quickly identify possible developmentally equivalent blastomeres
in early development. The equivalence of these cells could then be tested by manually
manipulating the position of the cells or by investigating cell genetic expression with
single cell transcriptomics.
Finally, an apparatus for generating strong temperature gradients in C. elegans can
be used to experimentally alter the division timing offset between AB and P1[63]. The
overall timing of embryonic divisions has been found to predictably vary with temper-
ature. By subjecting parts of the embryo to different temperatures (with up to a 7◦C
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difference between the two ends of the embryo), it was possible to change the timing
difference between P1 and AB and even to reverse the division order. While none of the
embryos where P1 divided before AB hatched, they did produce ”worm-like” organisms
suggesting that proper timing was necessary for subsequent fate specification. Data from
these experiments could be quantitatively compared to the predictions in Chapter 3 by
checking the frequency of AB shifts and the frequency of other types of errors.
Several future applications and extensions of the simulator are also worth discussing.
Due to its computational tractability, the simulator described above can easily be ex-
tended to the large N limit to study the properties of active foams and models of tissues.
Investigations into the mechanical properties of tissues undergoing morphogenesis sug-
gest that some tissues are undergoing a fluid-to-solid transition, reminiscent of a jamming
or glass transition[27, 33, 56]. In Mongera et al. (2018)[42], the transition seemed to be
controlled by changes in the volume fraction intracellular spaces in the MPZ compared
with the PSM. Cell force fluctuations were also observed and increases in fluctuations
was associated with an increased number of observed T1 transitions which are one of
the main ways stresses can be relaxed in these materials. It would be useful to have
a computational platform to investigate the effects of changes in cell-cell adhesion and
the strength of cell-fluctuations on the collective material properties of the tissue as a
whole. Previous work which used a self-propelled Voronoi model like Bi et al. (2016)[8]
and Merkel and Manning (2017)[39] do not allow spaces to open between cells since the
Voronoi partition used extends through all of space. The simulator used in this work,
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however, bounds the maximum size of the Voronoi polytopes allowing for spaces to open
up in simulated tissue. Such a platform could be used to map out the phase diagram of
jamming matter subject to active fluctuations including changes in tissue volume fraction
which cannot be studied with previous Voronoi models.
To more fully predict and understand cell packings and arrangements later in embryo
development, it will be necessary to keep track of internal cell states and to have feedback
between cell states and cell physical parameters and division rules and timings. Cell-cell
signalling can lead to asymmetric divisions, repositioning of the division plane, changes
in division timing, and changes in cell-cell adhesion strength. The 3D Voronoi polytopes
give an approximate estimate of the surface area of cell-cell contacts which could be used
to incorporate biologically plausible surface-area dependent cell-cell signalling and could
be used to modulate the interaction potential between two cells as currently any amount
of contact will lead to the same force which only depends on cell center distance. Chemical
differential equations that describe stochastic gene expression due to cell signalling could
be incorporated into the simulation closing the loop between physical dynamics and
internal state dynamics. To study the next stages of embryogenesis, it will be necessary
to incorporate such iterative loops into simulation.
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