It is shown that the warped product spacetime P = M × f R and the original spacetime M share necessarily the same causality properties, the only exceptions being the properties of causal continuity and causal simplicity which present some subtleties. In this respect it is shown that the direct product spacetime P = M × R is causally simple if and only if (M, g) is causally simple, has a continuous Lorentzian distance and any two causally related events are connected by a maximizing geodesic. Similar conditions are found for the causally continuous property. Some results concerning the behavior of the Lorentzian distance are obtained.
Introduction
At the top of the causal ladder of spacetimes [11] stands the property of global hyperbolicity which implies many good properties for the Lorentzian distance function. Indeed, in a globally hyperbolic spacetime (M, g) the Lorentzian dis- All these properties are lost even in spacetimes sharing the causal property which stays immediately below global hyperbolicity in the causal ladder, i.e. causal simplicity. In particular even if d(x, z) < +∞ there can be no connecting maximizing geodesic (see figure 1 and figure 10 in [11] ).
Apparently unrelated with the previous aspects of the Lorentzian distance function in causally simple spacetimes stands the problem of finding under which conditions the product spacetime P = M × f R, endowed with the warped metric ĝ = g + f dy 2 , is causally simple. For other causal properties such as being chronological, causal, strongly causal, stably causal or global hyperbolic, it has been proved [2, Prop. 3.61,3.62,3.64, 3 .68] that they are shared by (P,ĝ) if and only if they are shared by (M, g). As we shall see, for causal simplicity this is not the case, for instance in the simple case f = 1, one has to require that (M, g) satisfies also properties (b) and (c) above.
Similar results hold whenever the R factor is replaced by an arbitrary ddimensional complete Riemannian manifold (H, h) as in [2] . It suffices to replace the absolute value || on R with the Riemannian distance on (H, h). For simplicity we shall work in the R factor case.
We refer the reader to [11] for most of the conventions used in this work. In particular, we denote with (M, g) a C r spacetime (connected, time-oriented Lorentzian manifold), r ∈ {2, . . . , ∞} of arbitrary dimension n ≥ 2 and signature (−, +, . . . , +). On M × M we define the usual product topology. By (M, g) we denote the conformal structure i.e. the class of spacetimes [(M, g)] on the same manifold M , with metrics related by a conformal rescaling as above, and the same time orientation. With g we denote the class of conformal metrics. Sometimes we write "spacetime (M, g)" although by this we mean the conformal structure.
Sometimes we use the causal relations on M × M in place of the more widespread point based relations I + (x), J + (x), E + (x) (and past versions). We recall [11] the following definition of sets on M × M I + = {(p, q) : p ≪ q}, J + = {(p, q) : p ≤ q}, E + = {(p, q) : p → q}.
Clearly, E ± = J ± \I ± . Moreover, I + is open [13, Chap. 14 Most of the vectors and curves that we shall encounter will be future directed, thus, for simplicity, we shall omit this adjective.
Continuity of the Lorentzian distance on the vanishing distance set
In this section we study the continuity of the Lorentzian distance function. We recall that the Lorentzian distance is lower semi-continuous [2, Lemma 4.4] .
Definition 2.2. The vanishing distance set is the set
This set is particularly important because the continuity of the Lorentzian distance on this set places severe constraints on the causal properties of the spacetime. By the above relations
It should be kept in mind that the above causal sets, are independent of the metric structure as they depend only on the conformal structure (M, g). On the contrary the distance function is defined only after a choice of representative has been made, i.e. it is a metric concept. Lemma 2.3. Let (M, g) be a conformal structure, then for any representative g of the conformal class g, the Lorentzian distance function d induced by g vanishes on the set d
We recall
A spacetime is past (resp. future) reflecting if it is so at any z ∈ M . It is reflecting if it is both past and future reflecting. Proof. If (M, g) were not reflecting then it would not be either past or future reflecting. We can assume the first possibility as the other case can be treated similarly. Thus there is a pair (x, z) and an event y such that
thus there is a discontinuity at (y, z), where d(y, z) = 0, a contradiction.
An immediate consequence is
Corollary 2.7. Let (M, g) be a distinguishing spacetime and let a representative (M, g) exist such that the Lorentzian distance d is continuous on the vanishing distance set I +C , then (M, g) is causally continuous.
There exist causally continuous spacetimes (M, g) with some representative (M, g) whose Lorentzian distance d is discontinuous at some point of I
+C . An example is the following.
Example 2.8. Let (M, g) be Minkowski spacetime of coordinates (t, x), g = −dt 2 + dx 2 , without the origin (0, 0), then (M, g) is causally continuous. Nevertheless, (M,g),g = Ω 2 g, Ω 2 = 1 t 2 +x 2 has a Lorentzian distanced which is discontinuous at (x, z) where x = (−1, 1), z = (1, −1). Indeed, consider the broken geodesic γ n which connects x to z n = (1 + 1 n , −1) made of a null geodesic segment from x to y n = (− 1 n , 1 n ), of the timelike segment from y n to w n = (0, 1 n ), and of the null geodesic segment from w n to z n . Clearly
whiled(x, z) = 0, henced has a discontinuity. Note that the continuity of the distance on the vanishing distance set is not a conformal invariant concept. Indeed, (M, g) in the previous example had a continuous Lorentzian distance while (M,g) had a discontinuous one.
The previous example leaves open the interesting possibility that causally continuous spacetimes (M, g) could be characterized as those distinguishing spacetimes for which a suitable representative (M, g) exists which has a Lorentizan distance d which is continuous on the vannishing set I +C . That is, it may hold the converse of corollary 2.7.
Let us study the consequences of the causal properties on the continuity of the distance function, with particular attention to the vanishing distance set. Proof. Let d(x, z) = 0 and let (x, z) be a discontinuity point for d, then there is a ǫ > 0 and a sequence (x n , z n ) → (x, z), such that d(x n , z n ) > ǫ > 0. In particular (x n , z n ) ∈ I + and (x, z) ∈Ī + \I + =İ + = E + , by causal simplicity [11, Lemma 3.67] . Let σ n be a causal curve connecting x n to z n and such that lim [2, Prop. 3 .31] there is a causal curve γ passing through x and a distinguishing subsequence σ j which converges to it. But by construction any event of γ is the limit of events y j ∈ σ j , (x j , y j ) ∈ J + , hence (x, y) ∈J + = J + and analogously (y, z) ∈ J + , thus γ must be a lightlike geodesic connecting x to z, otherwise (x, z) ∈ I + . Finally,
The contradiction concludes the proof.
Thus, if (M, g) is causally simple, any discontinuity point (x, z) for the Lorentzian distance satisfies 0 < d(x, z) < +∞. Again, the possibility that the converse of theorem 2.10 holds is left open.
3 The spacetime P = M × R and warped products
Consider the spacetime (P,g), P = M × R,g = g + dy 2 , with y coordinate on R. Denote with π : P → M the projection. The 1-form field dy is a connection [9] for the (R, +)-principal bundle P . The time orientation of (P,g) is obtained from the global timelike vector field obtained by taking the horizontal lift of the global, future directed, timelike vector field for (M, g).
It is easy to check that the projection of a timelike (resp. causal) vector on T P p , p ∈ P , is a timelike (resp. causal) vector on T M x , x = π(p). Note, however, that the projection of a lightlike vector V is timelike unless it is the horizontal lift of its projection, i.e. dy[V ] = 0, in which case the projection is lightlike too. As a consequence the projection of a causal (resp. timelike) curve is a causal (resp. timelike) curve, thus
Usually, in applications, the warped product (P,ĝ), whereĝ = g + f (x)dy 2 , and f : M → R + , is more interesting, as many interesting metrics are in fact obtained by the repeated application of warped products. Sometimes the notation P = M × f R is used although the manifold P does not depend on f .
The next theorem proves that it is not restrictive to study the relation between the causality properties for (M, g) and the direct product (P,g) as the result holds also for the warped product.
Theorem 3.1. Let P and P ′ be a conformal invariant property. Consider the following logical statements
) satisfy P, then because P is a conformal invariant property, (M, g/f ) satisfies P, and because of the assumed implication, (P, f −1 g + dy 2 ) satisfies P ′ , and again because of conformal invariance, (P, g + f dy
2 ) satisfies P ′ . (b) ⇒ (a). Let (M, g) satisfy P, then because P is a conformal invariant property, (M, f g) satisfies P, and because of the assumed implication, (P, f g+f dy 2 ) satisfies P ′ , and again because of conformal invariance, (P, g+dy 2 ) satisfies P ′ .
(c) ⇒ (d). Let (P,ĝ) satisfy P ′ , then because P ′ is a conformal invariant property, (P, f −1 g + dy 2 ) satisfies P ′ , and because of the assumed implication, (M, f −1 g) satisfies P, and again because of conformal invariance, (M, g) satisfies P.
(d) ⇒ (c). Let (P,g) satisfy P ′ , then because P ′ is a conformal invariant property, (P, f g + f dy
2 ) satisfies P ′ , and because of the assumed implication, (M, f g) satisfies P, and again because of conformal invariance, (M, g) satisfies P.
One should be careful because sometimes in order to obtain a causal property for (P,g) some non-conformal invariant property is imposed on (M, g). In this case the result can not be extended directly to the warped product case. The property of causal simplicity will present such a difficulty. Remark 3.2. As already mentioned, the previous theorem holds even if the (R, dy
2 ) factor in the warped product is replaced with an arbitrary complete Riemannian manifold (H, h). Thus in dealing with conformal invariant properties it is never restrictive to consider direct products in place of warped products.
where σ(λ) is a causal (resp. timelike) geodesic on (M, g), and |α| ≤ 1 (resp. |α| < 1).
Proof. That the projection σ is a causal (resp. timelike) geodesic follows from the direct product structure as well as the affine expression for y(λ). As σ is a causal geodesic ds/dlambda = C, a constant. Integrating l(σ) = C, and the last statement follows from the condition of causality (resp. chronology) for γ,
. The next lemma clarifies the relation between the additional coordinate and the Lorentzian distance on M × M . In our convention the inclusion ⊂ is a reflexive relation U ⊂ U .
) and in this case
Analogous past versions of these statements also hold.
Proof. If the set I + (p 0 )∩π −1 (x 1 ) is not empty there is a timelike curve connecting p 0 with x 1 's fiber. Its projection is a timelike curve that connects x 0 to x 1 thus, x 1 ∈ I + (x 0 ) or the set is empty. The right-hand side of Eq. (1) gives an empty set if x 1 / ∈ I + (x 0 ) thus there remains to consider the case x 1 ∈ I + (x 0 ). Let σ(λ), λ ∈ [0, 1] be any (C 1 ) timelike curve from x 0 to x 1 and consider for any given α ∈ [−1, 1], the curve on P
It can be easily checked to be timelike for α = (−1, 1) and lightlike for |α| = 1. Its second endpoint is (x 1 , y 0 + αl(σ)). Thus every event (x 1 , y 1 ), |y 1 − y 0 | < d(x 0 , x 1 ), can be reached by a timelike curve from p 0 , simply choose σ such that l(σ) > |y 1 − y 0 |, and the constant α so that y 0 + αl(σ) = y 1 . Finally, if γ(λ) is a timelike (resp. causal) curve from p 0 to x 1 's fiber and σ is its projection, the timelike (resp. causal) condition reads
is the Lorentzian distance on P × P ,
whenever the argument of the square root is positive, otherwise
is timelike, connects p 0 to p 1 and has length
thus, taking the lower upper bound over the space of timelike connecting curves on the base
but the right-hand side is maximized only if y(s) is an affine function of s,
where
(U open set) and
it also follows that for every sequence
. Coming back to the sequence q i , since, because of lemma 3.4, |y i − y 0 | ≤ d(x 0 , x i ), we have
and thus q stays in the set given by the right-hand side of Eq. (4). In order to prove the other inclusion, let x 1 ∈J + (x 0 ) and consider the two cases S + (x 0 , x 1 ) = 0 and S + (x 0 , x 1 ) > 0. In the former case, it is clear that the event (x 1 , y 0 ) belongs toJ
, and σ i is a causal curve connecting x 0 to x i , then its horizontal lift is a causal curve which connects p 0 to q i = (x i , y 0 ) → (x 1 , y 0 ).
In the latter case let q = (x 1 , y 1 ) with
. From the definition of S + (x 0 , x 1 ) it is not difficult to show that there is always a sequence
is causal for sufficiently large i and connects p 0 to (x i , y 1 ) whose limit is (
is lightlike and hence causal and connects p 0 to (
There is an analogous past version of lemma 3.6. Let
Here
Lemma 3.6 will be particularly important in connection with causal continuity.
Lemma 3.8. The spacetime (P,g) is chronological (resp. causal, strongly causal, stably causal, globally hyperbolic) iff (M, g) is chronological (resp. causal, strongly causal, stably causal,globally hyperbolic).
Proof. This result is proved for instance in [2, Prop. 3.61,3.62,3.64,3.68] (for the globally hyperbolic case see also [15, 5, 12] ). We give explicitly the proof for the causal case as we will use it. If (P,g) is not causal then there is a closed causal curve whose projection is a closed causal curve for (M, g). Conversely, if (M, g) admits a closed causal curve then its horizontal lift is a closed causal curve for (P,g).
Recall that a spacetime (M, g) is totally vicious if for every pair of events
Lemma 3.9. The spacetime (P,g) is non-totally vicious iff (M, g) is non-totally vicious.
Proof. It follows easily from Eq. (3).
Let us consider the distinguishing property. We need some preliminary results.
. Analogous past versions of these statements also hold.
Proof. Indeed, let σ 2 (s) be a timelike curve connecting x 2 to z and let it be parametrized with respect to proper time. For every 0 < ǫ < l(σ 2 ), σ 2 (ǫ) ∈ I + (x 1 ) thus there is a timelike curve σ 1 which connects first x 1 to σ 2 (ǫ) and then this event to z following σ 2 . Thus l(σ 1 )+ǫ ≥ l(σ 2 ), and taking the sup over the set of connecting timelike curves σ 2 , d( (x 2 , z) , and analogously in the other direction by interchanging the roles of x 1 and x 2 .
The next lemma has an analog in the strongly causal case [2, Cor. 4.28]. Proof. Since M is future distinguishing [11, Lemma 3.10] for every open set U ∋ x there is a neighborhood V ⊂ U , V ∋ x such that every timelike curve starting from x and ending at y ∈ V , is necessarily contained in V . Moreover, the same proof [11, Lemma 3.10] shows that V can be chosen globally hyperbolic when regarded as a spacetime with the induced metric. Proof. Assume (M, g) is not future distinguishing, then there are x 1 , x 2 ∈ M , x 1 = x 2 , such that I + (x 1 ) = I + (x 2 ). Defined p 1 = (x 1 , 0) and p 2 = (x 2 , 0), by lemma 3.10 and lemma 3.4, I
+ (p 1 ) = I + (p 2 ). Thus if (P,g) is future distinguishing then (M, g) is future distinguishing. Conversely, if (M, g) is future distinguishing, assume that there exist p 1 = p 2 , I
+ (p 1 ) = I + (p 2 ). It follows I + (x 1 ) = I + (x 2 ), and since (M, g) is future distinguishing x 1 = x 2 , thus p 1 and p 2 stay in the same fiber. But since (M, g) is chronological d(x 1 , x 1 ) = 0 and since p 1 = p 2 lemma 3.4 implies that there is a discontinuity in the distance d(x 1 , ·) at x 1 , in contradiction with lemma 3.11. Definition 3.13. A spacetime (M, g) will be said to be maximizing geodesically connected if for every Proof. Trivial taking into account that any geodesic γ(λ) on P projects into geodesics σ(λ) on M and satisfies dy/dλ = C = const. with respect to an affine parametrization and hence can be written γ(λ) = (σ(λ), y 0 + Cλ).
Here we used the usual notion of geodesic connectedness to be distinguished from the defined maximizing geodesic connectedness. The next result, with a different proof, has also been obtained by M. Sánchez. 
is causal and connects p 0 to p 1 . Its length is γ ds 2 and by theorem 3.5, γ is a maximizing geodesic.
Conversely, let (P,g) be maximizing geodesically connected. Let x 0 < x 1 and take p 0 = (x 0 , 0), p 1 = (x 1 , 0). The events p 0 , p 1 , are connected by the horizontal lift of any causal curve connecting x 0 to x 1 , thus p 0 < p 1 . By lemma 3.3 the maximizing geodesic connecting p 0 to p 1 reads γ(λ) = (σ(λ), 0) so that l (P ) (γ) = l(σ) and by theorem 3.5, d
(P ) (p 0 , p 1 ) = d(x 0 , x 1 ), from which it follows l(σ) = d(x 0 , x 1 ), i.e. σ is a maximizing connecting geodesic. By 'geodesically complete' we mean that there is a complete correspondence for any possible choice of completeness such as 'future timelike completeness', 'past causal completeness', 'spacelike completeness' etc.
Proof. Assume M is complete. Given a geodesic γ on P , the complete extension of the projection σ(λ) exists and y 0 and C of the decomposition in the previous proof can be found, thus the original geodesics can be extended to a complete geodesics using the same decomposition. Given σ on M , the converse is proved taking the projection of the extension of its horizontal lift (C = 0).
Causal continuity and causal simplicity
So far there has been a complete correspondence between causal properties of (M, g) and causal properties of (P,g). Only the levels of the causal ladder corresponding to causal continuity and causal simplicity were not included in the previous analysis. Recall that they are also the only levels of the causal ladder which are not preserved by causal mappings [7, 6] . Proof. Assume (P,g) is causally continuous. By lemma 3.12 (M, g) is distinguishing, thus we have only to prove that it is past reflective, the future case being similar. If (M, g) is not past reflecting there are events x, z, y, such that
and because of lemma 3.4,
As the horizontal lift of a timelike curve is a timelike curve r ∈ I − (p), but Eq. (3) gives d (P ) (r, q) = 0, thus r / ∈ I − (q) hence (P,g) is not past reflective, a contradiction.
The equality S + (x 0 , x 1 ) = S − (x 0 , x 1 ) follows from lemma 3.6 because if it were not satisfied, for instance S
by the same lemma, thus (P,g) would not be causally continuous (recall the definition of reflectivity [11, Lemma 3.42 
]).
For the converse since (M, g) is distinguishing, by lemma 3.12, (P,g) is distinguishing, and we have only to show that it is reflective. Let
, have to show that p 0 ∈J − (p 1 ) (this fact would prove past reflectivity, the proof for future reflectivity being analogous). But p 1 ∈J + (x 0 ) implies x 1 ∈J + (x 0 ), and by lemma 3.6 |y 1 − y 0 | ≤ S + (x 0 , x 1 ) and by causal continuity on the base x 0 ∈J − (x 1 ). Thus |y 0 − y 1 | ≤ S + (x 0 , x 1 ) = S − (x 0 , x 1 ), hence, again by lemma 3.6, p 0 ∈J − (p 1 ). The last statements follows because as d is continuous
. Another way to prove it is as follows. Lemma 3.12 proves that (P,g) is distinguishing; Eq. (3) proves that d (P ) is continuous and from corollary 2.7 the thesis follows.
Example 4.2. In order to construct an example of causally continuous spacetime (M, g) such that (P,g) is not causally continuous one has only to find a causally continuous spacetime (M, g) in which S + (x 0 , x 1 ) = S − (x 0 , x 1 ). To this end let M be R 2 without the origin, let (t, x) be coordinates on R 2 , and consider the
, and ω(x) = x 2 for x > 0, and ω(x) = 4x 2 for x < 0. Chosen x 0 = (−1, 1), x 1 = (1, −1), and arguing as in the example 2.8, the reader may convince him or herself that S + (x 0 , x 1 ) = S − (x 0 , x 1 ) (although a rigorous proof would require more effort).
We recall that a spacetime (M, g) is causally simple if it is causal [4] and such that for every x ∈ M , J + (x) and J − (x), are closed (or, equivalenty, if it is causal and J + ⊂ M × M is closed [11, Prop. 3 .68])
Lemma 4.3. If (P,g) is causally simple then (M, g) is causally simple. 
, that is, σ is a maximizing geodesic.
In particular the spacetime (P,g) constructed above the manifold M of figure  1 is not simple. Indeed, given a point p = (x 0 , 0) in the fiber of x 0 the point q = (x 1 , d(x 0 , x 1 )) belongs to the boundary of the causal future of p but is not causally related to it. In other words Remark 4.5. If (M, g) is causally simple (P,g) is not necessarily causally simple.
Due to lemma 4.4 it is natural to look for conditions on M that guarantee the causal simplicity of (P,g). A useful observation is Lemma 4.6. Let (M, g) be a spacetime, p 0 , p 1 ∈ P and set x 0 = π(p 0 ),
) then one of the following three possibilities holds
Moreover, if (M, g) is causally simple, only the possibility (c) holds.
Proof. Let p 0 = (x 0 , y 0 ), p 1 = (x 1 , y 1 ). There is a sequence q i = (z i , w i ) → p 1 , q i ∈ I + (p 0 ) and the projection is a sequence z i → x 1 , z i ∈ I + (x 0 ), thus x 1 ∈ I + (x 0 ). Assume that the case (a) does not hold, i.e., x 1 ∈ J + (x 0 ) and, thus, we consider the other two cases.
(b)
, and thus d(x 0 , x 1 ) = 0. There is a lightlike geodesics σ(λ) without conjugate points before x 1 that connects x 0 to x 1 and that maximizes the length. The possibility y 1 = y 0 is ruled out since otherwise the horizontal lift of σ would connect p 0 and p 1 whereas by assumption p 1 / ∈ J + (p 0 ). The timelike curves γ i that connect p 0 with q i project into timelike curves σ i which satisfy l(σ i ) > |w i − y 0 |. Thus since w i → y 1 = y 0 there is a ǫ > 0 and a natural number N such that for 
The sequence (x i , z i ) can be split into two sequences, one, case (A), for which d(x i , z i ) = +∞ and the other, case (B), for which d(x i , z i ) < +∞. These two cases can be treated separately.
Case (A). Consider the events in P , p i = (x i , 0), p = (x, 0), such that p i → p. For every i we can find a timelike curve σ i parametrized with respect to proper time such that l(σ i ) > 2d(x, z). The curve
is timelike and connects p i to q i = (z i , 2d(x, z)). Thus pi → p and q i → q = (x 1 , 2d(x 0 , x 1 )), (p i , q i ) ∈ J + and hence by causal simplicity, q ∈ J + (p), in contradiction with lemma 3.4. We conclude that because of causal simplicity of (M,g) this case is not possible.
Case (B). Consider the events in P , p i = (x i , 0), p = (x, 0), such that p i → p, and the events d(x, z) ). By causal simplicity using lemma 3.4, q i ∈ E + (p i ). Thus p i and q i are joined by a lightlike geodesic
If the natural number N does not exist then there is a subsequence denoted in the same way such that d(x i , z i ) ≥ d(x, z) + ǫ. Now there are two possibilities 2d(x, z) ), thusq ∈ J + (p) in contradiction with lemma 3.4. Hence this case is not possible.
(ii) There exist a subsequence, that we denote again in the same way, such
, then q i → q ′ and since (p i , q i ) ∈ J + , then (p, q ′ ) ∈ J + , in contradiction with lemma 3.4. Hence this case is not possible.
We conclude that the natural number N exists and that the distance function is continuous on M . Proof. That (P,g) causally simple implies (M, g) maximizing geodesically connected, causally simple and with a continuous distance function has been already shown. If (M, g) is causally simple then it is causal and hence (P,g) is causal too (lemma 3.8). We are going to show that if (M, g) is also maximizing geodesically connected and d is continuous then points p 1 ∈J + (p 0 ) − J + (p 0 ) do not exist (the past case is analogous). Otherwise, by lemma 4.6, 0 < d(x 0 , x 1 ) < +∞ where p 0 = (x 0 , y 0 ), p 1 = (x 1 , y 1 ), and by maximizing geodesic connectedness there would be a connecting timelike geodesic σ(s) that maximizes the length, l(σ) = d(x 0 , x 1 ). The curves hence q i has a limit p 1 in the compact K and in particular p 1 ∈ J + (p 0 ) thus a contradiction.
Conclusions
In this work we studied the correspondence between causal properties on (M, g) and on a warped product (P,ĝ). We showed that if only conformal properties are involved then the study can be reduced to that on the correspondence between (M, g) and a direct product (P,g). We found an almost complete correspondence between the causal properties on the two spacetimes, in particular we found a correspondence for the properties of being distinguishing or non-totally vicious for which no previous result was available. In the process a formula for the distance on (P,g) in terms of the distance on (M, g) was obtained.
For causal continuity and causal simplicity the correspondence does not hold and indeed we gave two examples which show this circumstance. Distinct, non coformal invariant, and apparently unrelated properties must be required on (M, g). The results were theorems 4.1 and 4.8 which have the desirable feature of being of the "if and only if" form.
Theorem 4.8, obtained here for a spacelike dimensional reduction geometry (the fibers π −1 (x) are spacelike), has an interesting analog in the lightlike dimensional reduction case [10] . There the role of the Lorentzian distance is replaced by a classical action functional on the base, and the upper semi-continuity of the Lorentzian distance is replaced by the lower semi-continuity of the action functional as the endpoints change.
Finally, some results on the Lorentzian distance were also obtained, see theorems 2.6, 2.10, and lemma 3.11.
