Dual hesitant fuzzy sets (DHFSs) is the refinement and extension of hesitant fuzzy sets and encompasses fuzzy sets, intuitionistic fuzzy sets, hesitant fuzzy sets, and fuzzy multisets as a special case. DHFSs have two parts, that is, the membership function and the non-membership function, in which each function is defined by two sets of some feasible values. Therefore, according to the practical demand, DHFSs are more adjustable than the existing ones and provide the information regarding different objects in much better way. The set pair analysis (SPA) illustrates unsureness in three angles, called ''identity'', ''discrepancy'' and ''contrary'', and the connection number (CN) is one of its main features. In the present article, the axiom definition of distance measure between DHFSs and CN is introduced. The distance measures are established on the basis of Hamming distance, Hausdorff distance and Euclidean distance. The previous identities and relationship between them are discussed in detail. On the basis of the geometric distance model, the settheoretic approach, and the matching functions several novel distance formulas of CN are introduced. The novel distance formulas are then applied to multiple-attribute decision making for dual hesitant fuzzy environments. Finally, to demonstrate the validity of the introduced measures, a practical example of decisionmaking is presented. The benefits of the new measures over the past measures are additionally talked about.
I. INTRODUCTION
When we use the fuzzy theory to make decision in real life, we face the fuzzy problems which cannot be only represented by certainty or uncertainty. The fuzzy sets (FS), proposed by Zadeh [1] , is an extension of the traditional thought of set theory, consist of degree of membership only. In 1975, Zadeh [2] provided the thought of type-2 fuzzy set to assimilate the unsureness of the membership function. Atanassov [3] enlarged the notion of FS to intuitionistic fuzzy sets (IFSs) in which the membership function is allowed to include as The associate editor coordinating the review of this manuscript and approving it for publication was Corrado Mencar . a degree of uncertainty. In this connection, Torra [4] , [5] extended the concept of FSs and IFSs, and defined the hesitant fuzzy sets (HFSs) in its membership degree consist of some values instead of interval-values or some possibility distribution on the feasible values. Torra [6] also improved the concept of HFSs and revised the fundamental operations, sum, difference, union, intersection, etc, for HFSs. In 1987, Yager [7] defined the fuzzy multisets (FMSs). As compared to FMSs, it is observed that the outline of HFSs is different from FMSs. It is also observed that the envelope of a HFS becomes an IFS. Xia and Xu [8] explored the relation between IFSs and HFSs and developed some aggregation techniques, the aggregation operators and some operating rules for HFSs. Liua and Wangb [9] used the concept of least common principle with hesitant fuzzy information in decision making. On the idea of fuzzy linguistic approach, Rodriguez [10] , [11] displayed the thought of hesitant fuzzy linguistic term set (HFLTS) and defined several computational operators and properties of HFLTSs for use in decision making. Liua et al. [12] established new distance and similarity measures between HFLTSs for use in decision making. On same lines Liu et al. [13] developed the distance measures to solve the decision making problems under HFLTSs. As q-rung orthopair hesitant fuzzy set (q-ROHFS) is an extension of HFS, developed by Liu et al. [14] , taking the advantage of q-ROHFS, Liu et al. [14] introduced the distance measures for application in decision making. Bonferroni [15] introduced the Bonferroni mean (BM) for real number domain. Later on, Xu et al. [16] applied BM on IFSs and developed intuitionistic fuzzy Bonferroni mean aggregation operators and discussed its properties such as, monotonicity, boundedness, and idempotency in detail. In a similar situation, Zhu et al. [17] applied BM on HFSs and proposed the summed up hesitant fuzzy Bonferroni mean operator which is help full in decision making. Later on, Zhu et al. [18] explored the geometric mean, the Choquet integral and the Bonferroni mean and then developed the hesitant fuzzy geometric BM and the hesitant fuzzy Choquet geometric Bonferroni mean. Xu et al. [19] gave the concept of the hesitant fuzzy element, furthermore, in view of the ideas of surely understood Euclidean distance, the Hamming distance, the Hausdorff metric and their generalizations, it also introduced a collection of hesitant distance formulas and talked about the properties and relation among them in detail. A class of ordered weighted distance formulas for HFSs was also studied by many researchers in detail. On the other hand, Zhu et al. [20] broadened the idea of HFSs and defined the dual hesitant fuzzy sets (DHFSs) and some basic operations on DHFSs. This set comprise of two sets, i.e., the membership and non-membership hesitancy functions. The DHFSs encloses FSs, IFSs and HFSs as a particular case. The DHFSs has an attractive trademark and favorable circumstances its very own and turns into an increasingly flexible instrument to be esteemed in multi overlap ways, corresponding to the useful requests considering considerably more data given by choice. Bai [21] developed some new cosine similarity measures for DHFSs for the selection of best choice. Wang et al. [22] displayed the distance and similarity measures for dual hesitant fuzzy domains and its application in TOPSIS. Recently, Singh [23] discussed a new method for solving the assignment problems with restrictions based on similarity measure, Later on, Singh [24] proposed distance and similarity measures based on Euclidean distance, Hamming distance and Hausdorff metric under dual hesitant fuzzy datum. . Other than this, in the ongoing decades, the basic leadership issues have earned ludicrous thought by numerous specialists and experts and they have created different methods for taking care of the issues identifying with decision making for dual hesitant fuzzy environment [25] - [28] .
The decision making issues for various fuzzy conditions have moved toward becoming logically significantly more intricate and unsure, MADM issues with dual hesitant fuzzy data have progressively earned more consideration. Be that as it may, the greater part of the methods dependent on prospect hypothesis for managing such kind of problems. Likewise, the decision making process turns out to be significantly more troublesome when various parameters are balanced and it relies upon the mental conduct of the selectors. In view of current discussion, set pair analysis (SPA) [29] deals with the uncertainties in the information in most precise way, as it is not necessary to choose a parameter or a reference point. The essential guideline for SPA is to build a capacity named as connection number (CN), that depicts the assurance and vulnerability as single united framework, thinking about three angles identity, discrepancy, and contrary degrees. Jiang et al. [30] explored the idea of SPA theory. Zhang [31] introduced the transformation techniques to transform IFNs into CNs. With the assistance of total prospect hypothesis and SPA, Hu and Yang [32] displayed a dynamic stochastic MADM approach. Kumar et al. [33] , [34] introduced TOPSIS for IFS and IVIFS environment using CN of SPA theory and then developed a decision making pattern. Considering in mind, the positive and negative ideal scheme, Xie et al. [35] constructed CNs for interval-valued fuzzy set. Garg and Kumar [36] introduced correlation coefficients for IFSs on the basis of CN of SPA. Currently, Garg and Kumar [37] developed new aggregation operators for linguistic intuitionistic fuzzy sets with the help of CN of SPA. Garg and Kumar [38] defined distance formulas under IFSs condition by using SPA. Garg and Kumar [39] studied similarity measures for IFSs based on CN of SPA and its application in decision making.
Therefore, in the light of above discussion on SPA theory, it has been concluded that SPA can deals the uncertainties of the data structure in much better way than the other existing theories. However, there is a very little research in this theory. The hole in the examination requests us to apply SPA hypothesis for the DHFSs condition, to tackle the basic decisionmaking issues. Motivated by this, the present examination outfits an idea of data measures by presenting the class of separation measures in the light of CN of the SPA to deal with dual hesitant fuzzy decision-making issues.
The remainder of the article is gathered as pursues. Segment 2 surveys the classical ideas of DHFSs and the officially existing measures with their inadequacies. Segment 3 comprise of new class of the separation estimates, for example, the Hamming, Euclidean and Hausdorff measurements under the SPA hypothesis. The principle qualities and alluring relations among them have likewise been examined in detail. To decide the legitimacy and adequacy of proposed separate measures, a basic decision-making approach has been displayed in Section 4. A point by point end is made in Section 5.
II. PRELIMINARIES
In this area, we characterize the fundamental definitions for DHFS hypothesis and the current distance formulas.
Definition 1 [20] : Let X be a set with finite terms, then DHFS, Ç on X is defined as follows: Ç = {< x, r(x), s(x) > |x ∈ X } where r(x) and s(x) are two objects with some values in [0,1], r(x) and s(x) represents the membership and non-membership degree, respectively, of x ∈ X in the set Ç, satisfying the terms:
In general, the pair ç(x) = (r(x), s(x)) represents the dual hesitant fuzzy element (DHFE) simply written as ç= (r, s), with the conditions: σ ∈ r, ρ ∈ s, σ + ∈ r + = ∪ σ ∈r max{σ }, ρ + ∈ s + = ∪ ρ∈s max{ρ}, 0 ≤ σ, ρ ≤ 1, and 0 ≤ σ + + ρ + ≤ 1. For the comparison of DHFEs, Zhu et al. [21] defined the main rules:
be any two DHFEs, the score function of d i (i = 1, 2) as S d i = ( 1 #r ) σ ∈r σ − ( 1 #s ) ρ∈s ρ, and P d i = ( 1 #r ) σ ∈r σ + ( 1 #s ) ρ∈s ρ is the accuracy function of d i (i = 1, 2), where #r and #s are the number of elements in r and s, respectively, then (i) If S d 1 > S d 2 , then, d 1 greater than d 2 , denoted as d 1 d 2 ;
(ii) If S d 1 = S d 2 , then find accuracy function (1) If P d 1 = P d 2 , then d 1 and d 2 are equal, denoted as d 1 = d 2 ;
(2) If P d 1 > P d 2 , then d 1 is greater then d 2 , denoted as
Generally, much of times, the length in membership elements and non-membership elements may not be equal in two sets, i.e., l(σ A 1 (x i )) = l(σ A 2 (x i )) and m(ρ A 1 (x i ) = m(ρ A 2 (x i )). Let l x i = max{l(σ A 1 (x i )), l(σ A 2 (x i ))} and m x i = max{l(ρ A 1 (x i )), l(ρ A 2 (x i ))} for each x i ∈ X . To ascertain the separation measure between DHFSs, we will rehash the shorter one repeatedly till length membership element and non-membership elements of both DHFSs ends up same. To increase less elements, the most ideal path is to rehash a similar esteem a few times in it. Actually, we can broaden the shorter one by rehashing any an incentive in it.To expand the shorter one, the most ideal path is to rehash a similar esteem a few times in it. Truth be told, we can expand the shorter one by rehashing any an incentive in it. The choice of this esteem really relies upon the decision-makers' hazard inclinations. Confident people envision positive results and may rehashes the most extreme estimation of the membership elements and least estimation of non-membership elements, then again cynics anticipate troublesome results and may rehashes the base of the membership degree and greatest estimation of non-membership elements esteem. Definition 3: Let ϕ(X ) be any collection of DHFSs and G, H ∈ ϕ(X ) be two DHFSs on X = {x 1 , x 2 , . . . , x n }. A distance measure is a real valued function d : ϕ(X )×ϕ(X ) → [0, 1], that fulfill these standards, for G, H ∈ ϕ(X ):
With the help of DHFSs, Pushpinder Singh [24] introduced the different types of distance formulas between two DHFSs G and H as follows:
(1) dual hesitant normalized Hamming distance:
(2) dual hesitant normalized Euclidean distance:
H (x i ) are the jth largest terms of membership and nonmembership degree of G and H , respectively.
(3) generalized dual hesitant normalized distance:
(4) dual hesitant normalized Hamming-Hausdorff distance:
dual hesitant normalized Euclidean-Hausdorff distance:
(6) generalized dual hesitant normalized Hausdorff distance:
Although, many researchers have commonly used the above distance formulas, be that as it may, these measures have some piece of slip and is delineated as pursues: 3 } be an object and consider two known DHFSs, G and H defined on X as
Consider a new pattern P = {1, 0} ∈ ϕ(X ) which will classify G and H . After using the measures in (1) and (2), we have d dnh (P, G) = d dnh (P, H ) = 0.5166 : d dne (P, G) = d dne (P, H ) = 0.1233. Hence, we came to at the outcome that these current measures can't group the pattern P with G and H .
Therefore, it is meaningless to calculate distance using these measures. Therefore, it is required to develop some other distance formulas that properly perform and give more accurate decisions.
III. THE NOVEL DISTANCE MEASURE AND CN OF SPA THEORY
In this segment, we have introduced a collection of some new distance formulas using Euclidean, Hamming, and Hausdorff metrics, which will be helpful in real scientific and engineering applications to select the best alternative under the SPA.
First of all, we present a detail description of the CN of the SPA theory.
Definition 4 [39] (Set Pair Analysis): To handle the uncertainty, Zhao [29] introduced the concept of set pair analysis (SPA), which is not same as fuzzy and probability concepts. SPA is modern and advance uncertainty concept which compiles assurance and uncertainty as compound certainuncertain object. The SPA furnishes connection degree to each element. Let E(P, Q) denotes the interrelation ship of P and Q, under the problem R and connection number (CN), then their SPA is defined as
where N is total number of terms, in which I stands for the ''identity'', C represents the ''contrary'' and let D = N − I − C be the ''discrepancy'' features of sets P and Q. If we take I N = a (identity degree), D N = b (discrepancy degree) and C N = c (contrary degree) then (1) becomes
where i ∈ [−1, 1], j and j = −1. It is obvious that a, b, c ∈ [0, 1] and a + b + c = 1. Definition 5: Let X = {x 1 , x 2 , . . . , x n } be a fixed set and
j be two CNs, then we can define the following operations
be collection of CNSs from K (X ), then we introduce these distance formulas. (i) The Hamming distance:
The normalized Hamming distance:
(iii) The Euclidean distance:
(iv) The normalized Euclidean distance:
where l x p is the total number of CNs and τ (j) represents the index of CN corresponding to each DHFE. Now, we discuss its several desirable properties as listed here.
Proposition 1: The distance formulas d k (A 1 , A 2 ), (k = 2, 4) defined above for two CNSs A 1 and A 2 fulfill these standards (P 1 ) − (P 4 ):
Proof: Let K(X) be any arbitrary collection of CNSs over X and A 1 , A 2 ∈ K (X ). When p = 1, 2, we have (P 1 ) As A 1 and A 2 are CNSs, therefore 0 ≤ a A 1 
(P 2 ) For two CNSs A 1 and A 2 , we have
and |c τ (j)
Thus, d k (A 1 , A 2 ), (k = 2, 4) are authentic distance formulas.
Example 3: We use above distance formulas d 2 and d 4 on the data of the Example 1 to recognize the best option among A 1 and A 2 . First change the given DHFSs into CNs collections with the help of Definition 5 and then (10) and (12), we have d 2 (P, A 1 ) = 0.1703, d 2 (P, A 2 ) = 0.1701, d 4 (P, A 1 ) = 0.3239, d 4 (P, A 2 ) = 0.3331. In this manner, the new distance formulas group the obscure P to A 1 .
Proposition 2: Let A 1 and A 2 be two CNs, then d 1 and d 3 fulfill these standards
Proof: It is obvious, that d 1 (A 1 , A 2 ) = nd 2 (A 1 , A 2 ) and thus from Proposition 1, we have 0 ≤ d 1 (A 1 , A 2 ) ≤ n. Further more we can obtain 0 ≤ d 3 (A 1 , A 2 ) ≤ n 1 2 . Proposition 3 For two CNSs A 1 and A 2 the formulas d 1 , d 3 and d 2 , d 4 fulfill these standards
Since, A 1 and A 2 are arbitrary CNSs and thus d 3 
is true for all CNSs. The proof of the second part is similar. Be that as it may, in numerous viable issues, there happen circumstances in which the various attributes do not have same weights ω p , such that ω p > 0 and n p=1 ω p = 1. Now, we explore a weighted distance and a normalized weighted distance for two family of CNSs A 1 and A 2 as: (i) The weighted Hamming distance:
The normalized weighted Hamming distance: VOLUME 8, 2020 (i) The weighted Euclidean distance:
(i) The normalized Euclidean distance:
where l x p is the total number of CNs and τ (j) represents the index of CN corresponding to each DHFE.
Note. The weighted distance d k (A 1 , A 2 ) (k = 6, 8) also fulfills the standards (P 1 ) − (P 4 ) as defined in Definition 6. Particularly, when ω p = 1 n , for p = 1, 2, . . . n, then d 5 (A 1 , A 2 ) and d 7 (A 1 , A 2 ) reduces to d 1 (A 1 , A 2 ) and d 2 (A 1 , A 2 ) respectively.
Proposition 4: The measures d 6 and d 2 fulfill this standard
Proof: Let A 1 and A 2 be two families of CNSs then combining d 6 and ω p ≤ 1 for all t, we have
Since, A 1 and A 2 are random CNSs and thus d 6 (A 1 , A 2 ) ≤ d 2 (A 1 , A 2 ) is accurate for all CNSs.
Proposition 5: The weighted distance formulas d k (A 1 , A 2 ), (k = 6, 8) defined above for two CNSs A 1 and A 2 ∈ K (X ) fulfill the accompanying properties (P 1 ) 0 ≤ d k (A 1 , A 2 ) ≤ 1; (A 1 , A 3 ) .
Proof:
Since ω p > 0 and n p=1 ω p = 1, at that point, obviously, we have
Thus d 6 (A 1 , A 2 ) fulfill (P 1 ). The proofs of (P 2 ) − (P 4 ) are same as to the Proposition 1. we may also have it for d 8 .
Proposition 6: Let A 1 and A 2 be two CNSs, then d 1 , d 5 and d 7 fulfill the accompanying disparities
Proof: Let A 1 and A 2 be two CNSs. Since ω p > 0, and n p=1 ω p = 1, such that ω p ≤ 1, we have
(i) As A 1 and A 2 are random, therefore, d 5 ≤ d 1 holds generally.
(ii) As 0 ≤ a A 1 (x p ) ≤ 1 and 0 ≤ a A 2 (x p ) ≤ 1 and thus
Hence in general, we have d 7 ≤ √ d 5 .
Proposition 7: For two CNSs A 1 and A 2 , the measures d 1 , d 3 and d 7 fulfill the accompanying disparities
Proof: The confirmation is straightforward and pursues from the above recommendation.
A. DISTANCE MEASURES BASED ON THE SET THEORETIC APPROACH
Hausdorff distance is a measure of resemblance between two non-empty closed and bounded sets. Let us, suppose, A 1 = [z 1 , z 2 ] and A 2 = [z 1 ,z 2 ] ∈ R where R is Euclidean domain, the Hausdorff distance in added substance set condition is given by
Now, for two CNSs A 1 and A 2 over X = {x 1 , x 2 , . . . , x n }, we introduce the Hausdorff distance formulas: (i) Hausdorff normalized Hamming distance:
(ii) Hausdorff weighted Hamming distance:
(iii) Hausdorff normalized Euclidean distance:
(iv) Hausdorff weighted Euclidean distance:
Proposition 8: The Hausdorff distance formulas d H k (A 1 , A 2 ), (k = 1, 2, 3, 4) defined above for two CNSs A 1 and A 2 ∈ K (X ) fulfill the accompanying properties
be three families of CNSs. Then for p = 1, 2, we have (P 1 ) Since A 1 and A 2 are CNSs, using definition of CNs, we have 0 ≤ |a τ (j) 1, 3) are authentic distance formulas. The distance formulas d H k (A 1 , A 2 ), (k = 2, 4) also fulfill the standards(P 1 ) − (P 4 ).
Proposition 9: Let A 1 and A 2 be collections of CNSs, the distance formulas d H 1 and d 2 fulfill the disparity d H 1 ≤ d 2 . Proof: Since for some non-negative numbers s t , t = 1, 2, . . . , n t s t ≥ max t {s t }. Now, for any two CNSs Proof: The evidence is basic and same as the proposition 9, and therefore we left it. A 2 ) . recorded in the accompanying dual hesitant fuzzy decision matrix Ç:
Step 2: Since all the attributes are benefit type attribute, therefore, there is no need to normalize the decision matrix Ç and hence we proceed further.
Step 3: Find the connection numbers of each option corresponding to each attribute using the Eq. (8) (k = 1, 2, 3, 4) what's more, their relating measure esteems are given as follows.
Step 5: In view of these results esteems, we infer that the good alluring company for the speculation reason, which group with B is O 4 , i.e.,home appliances is the best one.
Then again, in the event that we use the weight vector of the attribute J p (p = 1, 2, 3, 4) amid the examination, at that point we use the distance formulas d 5 , d 6 , d 7 , d 8 , d H 2 and d H 4 for acquiring the most reasonable company as Consequently from this investigation, it has been broke down that the appropriate company which have been recognized by known company B is O 2 and O 4 . Moreover, it very well may be confirmed effectively that these outcomes approve all the above presented propositions on the distance formulas.
C. MERITS OF PROPOSED DISTANCE FORMULAS
(i) The elements of a DHFS are distinguished by the degree of the membership and non-membership under certain condition. However, there occur many situations where DHFS and previously existing distance measures fails to depict the complete information about the situation and could not give results about optimal alternative in decision making process, as stated in Example 1,2 and 3. But alternatively, SPA theory deals the certainty and uncertainty in other way with quantitative aspect of ''identity'', ''discrepancy'' and ''contrary'' degrees of the CN and the sum of these three degrees is equal to one. Where the combination of DHFSs and SPA provides a technique of transforming dual hesitant fuzzy numbers into corresponding connection number, with no loss of dual hesitant fuzzy information.
(ii) The distance measures based on CN of SPA gives clear and transparent results than previously existing measure and distinguish between all the alternatives clearly also have simple calculations. (iii) The novel distance formulas discuss the certainty and uncertainty as one consolidated system.
V. CONCLUSION
On the basis using of Hamming, Euclidean, and Hausdorff metrics a novel class of distance formulas is defined in this article. Before this, different distance measures have been characterized by dual hesitant fuzzy set conditions, but unfortunately, it has been noted that they have some type of weaknesses. To overcome these weaknesses, the new measures have properly been utilized for the stability of sureness and uncertainty along with the ''identity'', ''discrepancy'' and ''contrary'' degrees. In this connection, a chain of distance and weighted distance formulas have been defined. At long last, an expressive example has been exhibited that communicates the current measures in dual hesitant fuzzy conditions neglects to deal with the conditions while the new characterized measures can adapt eminently such circumstances. From the examination of the investigation, it has been favored that the created work furnishes another basic technique to manage the vulnerabilities and unclearness in the information and thus gives a greatly improved approach to solve the different problems relating to decision-making. In future works, we will try to extend our distance measures to more general models like the recent Dual Extended HFSs [40] or Expanded Dual HFSs [41] , [42] . They complement the ideas of Extended HFSs with duality.
