ABSTRACT Because the bufferbloat phenomenon has significantly degraded the quality of service of interactive applications, there is pressing need for effective active queue management (AQM) strategies to be deployed at both intermediate devices and consumer edges. Existing models and AQM design methods usually lack sufficient consideration of heterogenous round-trip times, uncertain endpoint mechanisms, and time-varying network conditions. This paper proposes an innovative information compression model purely from routers' perspective by evaluating the average effect an accepted/dropped packet has on the aggregated packet arriving rate. The proposed model is independent of round-trip time heterogeneity and specific endpoint protocols. A customized parameter identification algorithm and corresponding control strategy are developed to scale the regulating sensitivity of dropping probability adaptively. Simulation results demonstrate the performance improvements of the proposed algorithm in providing a good tradeoff between reducing the latency and maximizing the goodput, especially in large delay environments.
I. INTRODUCTION
Computer network needs to serve the diverse requirements of different traffic flows simultaneously and effectively [1] . Apart from high throughput and fairness, low latency is extremely important for current Internet with the emergence of many interactive and transaction-based applications. 'Bufferbloat' [2] , [3] , a term coined to refer to the oversized buffer in a lot of network elements, has significantly degraded the quality of service (QoS) of interactive applications in the presence of concurrent TCP traffic [4] . During the past few years, much attention has been paid to offer predictably low queuing latency to endpoint users. Controlled Delay (CoDel) [3] and Proportional Integral controller Enhanced (PIE) [5] are two notable queuing-delay based active queue management (AQM) algorithms that have recently been presented as potential solutions to overcome bufferbloat on access links. They achieve satisfying performance in scenarios with normal network delay. However, they encounter performance degradation or instability as delay increases [6] .
As a (typically distributed) algorithm to allocate network resources among competing traffic sources, congestion control is full of challenges that are important but hard to handle as the network grows, i.e. heterogeneity, stability, and fairness (see [7] for details). Current congestion control mainly comprises of endpoint congestion control, queue management algorithm, scheduling algorithm, and routing algorithm for load balancing. A sound solution to network congestion cannot be achieved without the cooperation of these complementary control strategies. Among them, AQM schemes aim at reducing buffer occupancy and therefore the end-to-end delay, appearing to be the most promising approach in resolving the bufferbloat problem. An ideal AQM scheme should achieve stability, robustness, responsiveness, high throughput, low queuing latency, and fairness among flows [1] , [8] . It should also be scalable and very simple to implement. However, general fairness involves many difficult issues in finding methods with an acceptable overhead cost that can identify and isolate unresponsive flows or flows that are less responsive than TCP [9] - [11] . Further research and discussions are needed to address this issue. Therefore, this paper decouples congestion control from fairness control and focuses on the former.
The major reasons why the TCP/AQM system is hard to control are summarized as follows. (1) Endpoint congestion control mechanisms are diverse. Traffics in the Internet may comprise of short-lived flows and unresponsive flows among responsive TCP long-lived flows, and TCP flows may be a mix of various TCP variants. Different transport/ application protocols employ different congestion control policies. They react differently to congestion indications from the receiver or the network. Even for endpoints employing the same TCP protocol, totally different behaviors will be observed according to its current phase, congestion window (CWND) size, and round-trip time (RTT) . The router at a bottleneck link does not know what effect it has on the packet arriving rate when deciding to accept or drop the incoming packet. (2) RTTs of different traffic flows are heterogeneous and uncertain. This heterogeneity increases the difficulty for a router to track changing load or assess its control effect in correct timescale. The router hence suffers from the 'horizon' problem, unable to accurately determine current traffic load when RTT is large. (3) Network conditions (RTT, link capacity, traffic composition) are time-varying in practice. This requires AQM algorithms to be able to timely sense the condition changes and quickly stabilize the queuing latency to the reference value no matter whether the RTT is large or small and the load is heavy or light. Unfortunately, this requirement is not easy to fulfill. Existing models and control methods lack sufficient considerations of above uncertainties, heterogeneity, and time-variability. For one thing, it has become common practice to model a congested link only with constant capacity and fixed number of synchronized TCP sources. For another, controllers are designed assuming certain endpoint congestion control mechanisms (e.g. New Reno), traffic composition, and nominal value of RTT. A controller based on such model and method is inherently not scalable. A series of recommendations regarding AQM producers were proposed in [12] . Two of the most important are that AQM algorithms should not require tuning or reconfiguration of initial parameters and should not be dependent on specific transport or application behaviors.
In view of the above control difficulties, this paper adopts the following measures. First, since flows traversing the same router are with different endpoint rate-adjusting mechanisms, an innovative information compression model (ICM) purely from routers' perspective is constructed. It focuses only on the average effects of accepting/discarding a packet while ignoring the individual behavioral differences. Second, explicit consideration of RTT heterogeneity as suggested by [13] - [15] is taken during the derivation of ICM. Third, a customized parameter identification algorithm is designed for ICM, coincident with TCP/AQM system's characteristics. With such a model structure and parameter identification algorithm, the corresponding AQM scheme, termed ICM-AQM, achieves excellent performance independent of traffic load and the length of RTT.
The rest of this paper is organized as follows. The next section takes a brief review of TCP/AQM system's modeling history and figures out some drawbacks of existing models. Details for the derivation of ICM including a discussion about the selection of state variables are introduced in Section III. The parameter identification and corresponding control strategy are presented in Section IV. In Section V, we compare the performance of proposed method with CoDel and PIE in a variety of network environments with ICM-AQM showing enhanced robustness in large delay scenarios. Finally, Section VI concludes the work in this paper.
II. RELATED WORK
To the authors' knowledge, existing models for AQM design could be roughly divided into three categories. The first is the nonlinear fluid-based TCP dynamic models represented by [16] and its linearized variant [17] developed using poisson counter driven stochastic differential equations. Despite the many years passed since they were proposed, fluid models and their revised or simplified variants continue to serve as the core foundation in the design and analysis of major controltheoretic AQM algorithms: Ariba et al. [18] introduced a modified fluid flow model of TCP that takes into account all delays of the topology; Jacobsson et al. [19] proposed a joint link model by considering both self-clocking and the link integrator effect; Chang and Tsai [20] and Chang et al. [21] constructed a perturbed time-delay affine T-S fuzzy model to obtain a better approximation to the original nonlinear TCP network system; Abharian et al. [22] established a discrete-time form of the linearized fluid flow model and converted it into a delay-free system by introducing a state transformation; Xu and Sun [23] described the relationship between the dropping probability and increment of arrive rate in a determinate network condition; model predictive control and data-driven predictive control are adopted by Wang et al. [24] to predict future queue length. The second is the duality model proposed by Low [25] which regards source rates as primal variables, congestion measures as dual variables and congestion control as a distributed primal-dual algorithm over the Internet to maximize aggregate utility subject to capacity constraints. Since intermediate links generally are not aware of the original source rate due to the queuing processes on its path, Sojoudi et al. [26] derived a more accurate model for the behavior of network under a congestion controller, which takes the effect of buffering on output flows into account. Based on the derived model, the dual and primal-dual algorithms are studied under common pricing mechanisms. And the third could be named as stochastic models as they are all derived based on some form of random process assumptions. Altman [27] obtained a closed-form expression of TCP throughput assuming that the process of loss events is stationary ergodic. Analysis of queue size distribution and transition probabilities for the imbedded Markov chain in intermediate steps are conducted in [28] by assuming a poisson arrival process and the general type of the service time distribution. General mathematical formulations of the congestion control problem using a Markov Decision Process (MDP) framework of resource allocation could be found in [29] and [30] . VOLUME 6, 2018 Existing models discussed above are attractive in theory. However, they may encounter some limitations in practice due to the following factors. First, many of the models have been exclusively TCP-centric and only the TCP's congestion avoidance phase is modeled, which is too dependent on specific transport/application behaviors. It is necessary to revisit the 'plant' model to successfully incorporate not only TCP-based traffic (both long-lived and short-lived flows) but also UDP-based traffic with application-layer congestion control, TCP-friendly traffic (e.g., TFRC and GAIMD), as well as UDP-based unresponsive traffic [1] . Additionally, the assumption of Poisson arrival process or Markov Decision Process is not reasonable or fetched in realistic network due to the heterogeneous RTTs. Lastly, models for TCP throughput and queue dynamic are built from the perspective of source and router respectively. However, endpoint details are timevarying and unknown for the router in practice. Hence most models are meaningful for understanding the system dynamics while not suitable for regulating the dropping probability.
III. INFORMATION COMPRESSION MODEL
There are mainly two ways to obtain a system model in the realm of control theory: first principle analysis and system identification. First principle analysis refers to establishing dynamic equations for the controlled plant according to its physical/chemical laws, while system identification is the art and science of building mathematical models of dynamic systems from observed input-output data [31] . The first principle model is applicable to physical systems with determinate structures and parameters. But it may result in complicated high-order models for nonlinear systems, which is difficult to be used for controller design. The system identification method is suitable for plants with unknown constant or slow time-varying parameters, but it usually requires a priori knowledge of the system structure. This paper combines the two methods together through analysis of TCP/AQM system's working mechanism and real-time evaluation of per accepted/dropped packet's effect on the aggregated packet arriving rate. Before illustrating the ICM, we discuss about the selection of state variables (i.e., congestion indicators).
A. CONGESTION INDICATORS
Different understandings about the essence of network congestion result in different selection of congestion indicators, which directly affects the measurement accuracy of current load. AQM proposals [18] , [32] - [35] , so far have been queuebased, rate-based, load-based, packet-loss-based or a combination of these, and of which the average (usually exponential weighted moving average (EWMA)) or instantaneous samples were used as the congestion indicator. CoDel illustrated the misconception about the cause and meaning of queues adopted by traditional AQMs, and regarded the mismatch between window and pipe size as the essence of standing queue (queue that cannot dissipate). Thus, it recommended tracking the minimum sojourn time experienced by each packet as an effective way to detect the standing queue.
However, CoDel drew the conclusion without considering the sources' bandwidth probing mechanism and the effects of heterogenous RTTs and sampling interval. For example, during a certain interval, sources with small RTT may send two or three windows of data whereas sources with large RTT may only send partial window of data. Here we argue that the mismatch between bandwidth demand and pipe size during sampling interval is the essential cause of standing queue in router. Therefore, we adopt the amount of arrived data during each sampling interval and current queuing latency as congestion indicators.
B. INFORMATION COMPRESSION MODEL
Equation (1) gives the typical analytical model, e.g. the fluidflow model [16] , [22] for TCP/AQM system adopted by major control-theoretic AQM algorithms.
where W is the expected TCP congestion window size, q is the expected queue length, R is the round-trip time, C is the link capacity, N is the number of TCP sessions and p is the packet dropping probability along the path. The first equation models the additive-increase multiplicativedecrease behavior of TCP Reno while the second describes the queue dynamics at router. As can be seen, it is a system with coupled nonlinearity, time-variability, and uncertain delay. The two equations are established separately from the endpoint and router's perspective. In terms of the router's view, endpoint working mechanisms given in (1a) are usually unknown and an appropriate estimation method is needed. In addition, parameters in (1) are unknown and time-varying in practice. The usual coping approach is to design the controller based on linearized model and nominal value of RTT and N , which obviously has limitations on scalability. In this paper, a moving optimization model is built from routers' perspective to approximate the arriving rate dynamics. Its structure is obtained through analyzing the interaction between routers and endpoints with different RTT. Then instead of simplifying, we compress the model information into a few parameters, whose values will be estimated online. Major variables relevant to ICM's derivation are defined in Table 1 . The dropping probability p(k) in AQM algorithm determines the amount of data received in current interval B acp (k), as well as the amount of data arriving in certain future intervals B arr (k + m), . . . , B arr (k + n). The block diagram of the system is shown in Fig. 1 . As can be seen, the whole system comprises of two components: the source rate regulation and the router module. Further description of the router module will be illustrated in Section IV. Since the source rate regulation is invisible for router, we need to design a proper method to estimate it. The core problem for AQM modeling is to find the rolling relationship between B arr and p. For the interactions between router and vast majority of TCP protocols, an accepted packet increases B arr while a dropped packet does the opposite. Two important principles are introduced here: first, we classify the flow according to the relationship between its RTT and the sampling interval T ; second, we focus only on the average effects of accepting or discarding a packet, and ignore the individual behavioral differences (i.e., different endpoint congestion controls).
First, if T satisfies T < RTT min < RTT max , define m = RTT min /T and n = RTT max /T , where · returns a number's upward-rounded value, then the traffic flows can be classified into n − m + 1 classes according to the relationship between their RTTs and T . Flows belonging to the same class are approximately considered to be with the same RTT. For a flow belonging to class i, it takes i intervals for its updated rate to be perceived by the router, i ∈ [m, n]. Define B arr (k) B arr (k) − B arr (k − 1), thus we have
where α
denotes the average effect of each accepted/dropped byte from traffic flows of class i in the
where α p (k − m) > 0 and α n (k − m) > 0 are the compressed parameters to be identified in real time, satisfying
. Similar ideas of information compression are adopted by Wu et al. [36] and Hou and Jin [37] .
Second, if RTT min < RTT max < T , let w = T /RTT min , δ = T /w, then there exists δ ≤ RTT min < RTT max . By defining m = RTT min /δ , n = RTT max /δ , similar to the above case, we have
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Third, when RTT min < T < RTT max , it's obviously a combination of the above two cases. And the deduced model in this case is the same as (7).
Therefore we can get a general expression of the estimated source rate regulation:
As can be seen, necessary information compression is carried out during the derivation. Behavioral characteristics (like coupled nonlinearity and time variability) of the original dynamic system are compressed into system parameters. ICM focuses on the average effects per accepted/discarded byte has on the aggregated packet arriving rate. It is built from routers's perspective and preserves the system structure information. Together with the customized parameter estimation algorithm presented in Section IV-B, the deduced model approximates of TCP/AQM system's dynamics. Let D arr (k) denote queuing delay caused by the arrivals during the k th interval, i.e., D arr (k) = B arr (k)/R dep (k), then we can get a form directly related to queuing delay. Together with the queuing delay dynamics at router, the entire ICM can be expressed as follows:
, then our objective is to control D arr (k + m) in each step and drive the queuing delay D(k + 1) gently to its reference value D ref .
IV. CONTROL SCHEME
In this section, an adaptive AQM scheme based on the ICM (ICM-AQM) is presented to improve network stability, responsiveness and robustness against large delay network environments. Equation (9a) is the core of TCP/AQM system and it can be simplified to the case m = 1 by selecting a sampling interval small enough:
As is shown in Fig. 1 , a router implemented with ICM-AQM comprises of three components: the Departure Rate Estimation (DRE) module, the Parameter Estimation (PE) module, and the AQM control scheme. The following subsections describe these components in detail.
A. DEPARTURE RATE ESTIMATION
The draining rate of a buffer queue often varies due to other queues sharing the same link, or the link capacity fluctuation. Rate fluctuation is particularly common in wireless networks, where a device's access bandwidth may easily vary by two orders of magnitude [3] . Hence we directly measure the departure rate R dep , using the method given in [5] .
Algorithm 1 Departure Rate Estimation
1: Upon packet departure: 2: if qlen > dq_thershold then 3: dq_count ← dq_count + dq_pktsize 4: if dq_count > dq_threshold then 5: dq_int ← now − start 6: dq_rate ← dq_count/dq_int 7:
start ← now 9: dq_count ← 0 10:
end if 11: end if
We only measure the dequeue rate, dq_rate, when there are sufficient data in the buffer. The threshold dq_threshold is recommended to be set to 16KB with a typical packet size of around 1KB or 1.5KB [38] . This threshold would allow sufficient data to obtain an average draining rate but also fast enough to reflect sudden changes in the draining rate. To capture the bandwidth dynamic in time, the averaging parameter ε ∈ [0, 1] should be big, and 0.8 is an appropriate choice.
B. PARAMETER ESTIMATION
Instead of using common least square or projection methods, a customized identification algorithm for ICM is designed here. α p is set as a fixed value and only α n is identified in real time. The reason for setting α p as a fixed value will be described in the next sub-section. Defining e m = D arr (k − 1) − (α p − α n (k − 3)p(k − 2)) as the model error, we estimate α n as follows.
where
is the estimation of system parameter α n (k). And p c (k − 2)/(µ + p 2 c (k − 2)) represents the tracking sensitivity of model error. In other words, α n is only partially responsible for the model error with a proportion of p(k − 2)p c (k − 2)/(µ + p 2 c (k − 2)). For TCP/AQM system, the most difficult scenarios to control are large RTT cases with light traffic load. The reason for adopting (11) is to follow such a principle: the model error is tracked slowly for light load and large RTT scenarios, but swiftly for heavy load and short RTT cases. The logic behind the principle is that CWND of each TCP connection is large in light load scenarios, so discarding a packet brings greater decrease of B arr . Large RTT additionally enlarges the pipe size and makes the router suffer from 'horizon' problem. Therefore, it is necessary to trace the model error cautiously for these situations but quickly for heavy load and short RTT cases. According to the working mechanisms of TCP protocol, we know p is small in light load and large RTT scenarios, and large when the load is heavy and RTT is small. Therefore,
) is a proper proportion of model error that α n should be responsible for.
C. CONTROL SCHEME
We use the following control input index function to design the control law:
where λ is a weighting coefficient,α n (k) = α n (k − 2) and 
Substituting (10) into (12), differentiating (12) w.r.t. p(k), and letting it to be zero gives
Now we explain the reason for setting α p as a fixed value. As can be seen,α n (k)/(λ +α 2 n (k)) in (14) represents the regulating sensitivity of dropping probability. And λ is introduced to prevent excessive input changes when α n is too small. In (10), we know a given α p determines the steady state value of α n . Assuming the steady state dropping probabilities for normal working conditions vary in the range of (0.001, 0.02), if we set α p = 0.004, the corresponding range of α n will be (4, 0.2). That is to say the smaller the steady state dropping probability is, the larger the α n will be. And a larger α n means a lower regulating sensitivity, which is exactly what we expect. However, α n should also not be too large. For instance, if we make α p bigger say 0.1, the corresponding α n for steady state dropping probability of 0.002 will reach 50, resulting in a sensitivity too low to cope with the traffic changes. Although many attempts have been made, we have not found a workable solution to identify α p and α n simultaneously. As will be shown in the simulation section, setting α p with a proper fixed value achieves excellent performance, we regard it as the better choice at present.
The amount of arriving data in each interval inevitably presents some degree of oscillation even when the network has reached steady state, which is especially true in long delay environments with light load. The main causes of this oscillation are the heterogeneous RTTs and sawtooth congestion window adjustments (e.g. the well known AIMD strategy) at endpoint [39] . The oscillation amplitude is related to the network condition itself and control strategy. What an AQM scheme can do is to minimize the oscillation as much as possible. We prove that the data arrival rate D arr (k) and queuing latency D(k) converges into a narrow band if λ is greater than a certain value. Queuing latency D(k) fluctuating around its reference value within a tight band satisfies the control requirements well.
Theorem 1: The plant in (10) is controlled by (11), (13) , and (14) . There exists a λ min > 0, if λ > λ min , D(k) converges into a tight band around its reference value.
Proof: See Appendix.
V. SIMULATION
In current Internet, low latency is vital to interactive and transaction-based applications. CoDel and PIE are two queuing delay based AQM mechanisms that have recently been presented and widely discussed as solutions to overcome the bufferbloat problem on access links, hence we take them as benchmarks for comparisons. The AQM characterization guidelines [40] detail that the assessments ''are not bound to a particular evaluation tool-set''. Here we base our works on ns2 simulations, as it enables us to assess a wide range of network characteristics. And as will be shown, our conclusions are consistent with other works using ns2 as well as studies based on emulated networks using the Linux implementations of the algorithms [41] . The classical dumbbell topology shown in Fig. 2 is used in the simulation, where bdelay means the bottleneck delay and adelay is the access delay. Although this topology may not perfectly reflect actual topologies, it is commonly used to assess the performance of TCP and AQM schemes and compliant to those used in many of the related works [6] , [41] - [43] . We develop two kinds of experiments to assess our algorithm. The first one are with general scenarios purely consist of bulk FTP flows, which is developed by referring to the settings in [42] , [43] , and [6] and the recommendations in standard document [40] . Its parameters are summarized in Table 2 . The file-transfer applications always have data to send as long as their congestion window permits. The receiver's advertised window size is set sufficiently large so that TCP connections are not constrained at the destination. The delayed-ACK strategy is used at the TCP receivers and both standard TCP protocols (i.e. New Reno) and aggressive TCP protocols (i.e. CUBIC) are adopted. Scenarios representing four congestion levels, from light of 4 bulk FTP flows to heavy of 64 bulk FTP flows FIGURE 2. Network topology. are simulated. Reference [6] reported that PIE and CoDel, with their default parameters, have trouble with controlling the queuing delay and maintaining a high bottleneck utilization with large RTTs. We therefore take a comprehensive study of the three algorithms' performance when base RTT (i.e., in the absence of queuing, termed RTT base ) varies from 50 ms to 400 ms. The second set of experiments are conducted with mixed traffics, i.e., bulk FTPs coupled with small file downloads (Web users), and bulk FTPs coupled with unresponsive Constant Bit-Rate (CBR) traffics. The scenarios are developed by referring to the related works [4] , [6] and the differences from the first kind experiment are shown in Table 3 . As we can see the average data transmission rate for each flow is 1 Mbps. The mixed traffic scenarios enable us to quantify the influence small file downloads and unresponsive flows have on the long-lived responsive flows' performance. The common parameter for both experiments 
A. PERFORMANCE WITH PURELY FTP TRAFFICS
This subsection provides the numerical results of related metrics for scenarios with different base RTT and traffic load. Fig. 3 shows the statistics of queuing delay, packet loss ratio (PLR), throughput, and goodput under light load (i.e. 4 bulk FTP flows). When RTT base > 200 ms, PIE has a higher throughput (link utilization) than CoDel. But because its PLR is much higher than the other two algorithms, causing a large number of packets to be retransmitted, its goodput is instead obviously lower than the other two algorithms. The same phenomenon exists when the number of active clients equals to 8, 16, and 64. Thus for the sake of simplicity, Fig. 4 only gives the statistics of queuing delay and goodput, not the PLR or throughput.
From the results in Fig. 3 and Fig. 4 , the following conclusions can be drawn. The variances of queuing delay and goodput increase with the increase of RTT base . In general, the median goodput increases as the network becomes more congested. CoDel do act as delay limiter in light and medium traffic loads. But when the traffic load is heavy (i.e. 64 bulk FTP flows), the median and maximum queuing delay are higher than the target. Note that to improve CoDel's goodput, we here set target = 20 ms, not the default 5 ms. If the default value is adopted, some degree of goodput deterioration would be observed, as is discussed in [6] . PIE successfully keeps the median queuing delay close to the target value when RTT base < 200 ms whereas encounters obvious performance degradation both in queuing delay and goodput when RTT base = 400 ms. The reason behind this is PIE gradually loses its ability to perceive traffic load as RTT increases. It becomes difficult for PIE to find the correct dropping probability for packets. Frequent occurrences of empty queue and large queuing delay oscillations are thus observed. On the contrary, due to the real-time estimation of the average effect of accepting/discarding packets, ICM's PLR becomes more stable and effectively alleviates the horizon problem caused by large delay. Therefore, ICM achieves the desired goals of maintaining high goodput and predictably low latency.
B. PERFORMANCE WITH MIXED TRAFFICS
This subsection exams the influence small file downloads and unresponsive flows have on the long-lived responsive flows' performance. The results are shown in Fig. 5 , where the total goodput means the sum of goodput of all kinds of flows. We conducted simulations with base RTT varying from 50 ms to 400 ms, but only show the results of RTT base = 300 ms because the influence of small file downloads and non-responsive flows on delay and goodput is relatively obvious in large RTT situations. Small file downloads' influence on queuing latency and goodput can be obtained by comparing the statistical results of Case 0 and Case 1 in Fig. 5 . Because the amount of data to transmit for each small file download is limited, it is usually at the slow start phase of TCP most of its life cycle. And Fig. 6 shows the flow completion time of small file downloads in Case 1 with base RTT varying from 50 ms to 400 ms. These traffics start intermittently to compete for bandwidth with existing bulk FTP streams, which enlarges the uncertainty of average effect of accepting/discarding a packet and thus the VOLUME 6, 2018 PLR oscillations. Empty queues appear more frequently in large delay scenarios, resulting in an average total goodput reduction and a decline of median queuing delay. In view of these phenomena, it is necessary to revise/redesign TCP's congestion control mechanisms and the BBR [44] algorithm has contributed a lot in this respect.
Since discarding a CBR packet does not reduce its sending rate, introducing CBR traffics into bulk FTP flows is helpful to keep the packet arrival rate stable at bottleneck routers. From Fig. 5 we see that although the average PLRs in Case 2 may increase compared to Case 0, the average total goodput and median queuing delay does not decrease, and are close or a bit higher than the case with only bulk FTP flows when RTT base = 300ms.
VI. CONCLUSION
AQM algorithms are required to be compatible with different network traffic scenarios. In order to be independent of RTT heterogeneity and uncertain endpoint protocols, an novel information compression model for AQM design is proposed in this paper. An adaptive AQM scheme (including a customized parameter identification algorithm) based on this model is designed to deal with the time-varying network conditions. Simulation results show ICM-AQM scales well to scenarios with different RTT and traffic load without the need to tune or reconfigure initial parameters. It provides predictably low queuing latency and high goodput to endpoint users regardless of time-varying network conditions.
APPENDIX PROOF OF THE THEOREM
Note that (14) can be rewritten as:
For convenience, we define U(k) = [1, p(k)] T , then we get
then we have 
