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Abstract: We interpret certain Seiberg-like dualities of two-dimensional N=(2, 2) quiver
gauge theories with unitary groups as cluster mutations in cluster algebras, originally formu-
lated by Fomin and Zelevinsky. In particular, we show how the complexified Fayet-Iliopoulos
parameters of the gauge group factors transform under those dualities and observe that they
are in fact related to the dual cluster variables of cluster algebras. This implies that there
is an underlying cluster algebra structure in the quantum Ka¨hler moduli space of manifolds
constructed from the corresponding Ka¨hler quotients. We study the S2 partition function of
the gauge theories, showing that it is invariant under dualities/mutations, up to an overall
normalization factor whose physical origin and consequences we spell out in detail. We also
present similar dualities in N=(2, 2)∗ quiver gauge theories, which are related to dualities of
quantum integrable spin chains.
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1 Introduction
Two-dimensional quantum field theory has been proven to be a fruitful subject in physics,
playing a crucial role in key developments in statistical physics, condensed matter physics
and, of course, string theory. The physics of two-dimensional theories—in particular, those
with supersymmetry or superconformal symmetry—also is well-known to have far-reaching
implications for topics in mathematics, such as quantum cohomology, mirror symmetry and
integrable systems. In this paper, we add to the list of the many links between 2d physics
and mathematics, a relation between certain two-dimensional gauge theories with N = (2, 2)
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supersymmetry and cluster algebras. The core of the connection relies on a set of infrared
(IR) dualities, reminiscent of four-dimensional Seiberg duality [1].
Cluster algebras are intricate discrete dynamical systems based on simple algebraic re-
currences, that were originally formulated by mathematicians Fomin and Zelevinsky [2] (see
also [3–5]) to describe the coordinate rings of groups and Grassmannians.1 Since then, cluster
algebra has developed into a rich subject, finding use in a wide range of topics in mathemat-
ics and physics. In mathematics, cluster algebras have appeared in the study of Teichmu¨ller
theory [8–10], tilting theory, pre-projective and Hall algebras, Donaldson-Thomas invariants
and wall-crossing [11, 12]. They have also found applications in many topics in physics such
as Zamolodchikov periodicity in the thermodynamic Bethe ansatz and integrable Y-systems
[13], the identification of BPS spectra in gauge theories [14–18], and more recently, the study
of four-dimensional quiver gauge theories [19–21], 3d theories constructed from M5-branes
[22, 23], line operators [24, 25], and scattering amplitudes [26, 27].2
Cluster algebra puts three discrete dynamical systems under one roof. The basic objects
used in defining a cluster algebra are “seeds” (B,y,x) consisting of three sets of data. Each
seed contains a skew-symmetric n × n matrix B = bij with integer entries, which can be
thought of as the adjacency matrix of an oriented quiver diagram consisting of n nodes and
arrows connecting them. To each node of this quiver diagram, a “coefficient” yi and a “cluster
variable” xi are assigned, which in turn constitute the coefficient n-tuple y and the “cluster”
x. Given a seed, one can mutate it by a set of rules. Mutations are involutions that can be
applied to any given node: µk, the mutation at node k, acts on a given seed to produce a new
seed
(B′,y′,x′) = µk(B,y,x) . (1.1)
The precise transformation rules are spelled out in section 3.1. The mutations define a discrete
dynamical system; by repeated applications of mutations in arbitrary sequences one generates
a “tree” of new seeds. One can choose to study different dynamical subsystems of the full
cluster algebra structure, since it is possible to consistently restrict to matrix (or quiver)
mutations B′ = µk(B), coefficient dynamics (B
′,y′) = µk(B,y), or cluster algebras with
vanishing coefficients (B′,x′) = µk(B,x).
The cluster x can be thought of as a particular set of coordinates on a manifold, and
the mutations µk(B,y) : x 7→ x
′ can be interpreted as birational coordinate transformations.
The cluster algebra is then defined to be a commutative algebra generated by all possible
coordinates related to each other by such birational relations. We present precise definitions
in section 3.1.
In this paper, we show that the cluster algebra mutation rules are realized in two-
dimensional N = (2, 2) quiver gauge theories in the guise of Seiberg-like dualities. To do
so, we first study some aspects of 2d N = (2, 2) supersymmetric SQCD-like gauge theo-
1It is possible to argue (see e.g., [6]) that certain elements of cluster algebras were already known to
physicists in the form of Seiberg dualities of four-dimensional quiver gauge theories [7].
2A more extensive list of applications of cluster algebras can be found in [28].
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ries with unitary groups, which are used as building blocks of the quiver theories that we
eventually study. In particular, we study the Seiberg-like IR dualities among the SQCD-like
theories, originally proposed in [29] building on the works [30–32].3 The duality is between
a U(N) gauge theory with Nf fundamentals and Na antifundamentals, and a U(N
′) gauge
theory where
N ′ = max(Nf , Na)−N ,
with Na fundamentals, Nf antifundamentals and NfNa extra gauge singlets coupled by a cu-
bic superpotential. Both theories are deformed by a Fayet-Iliopoulos (FI) term parametrized
by ξ and the theta angle of the unitary gauge group, θ. These can be grouped into the
complexified FI parameter
t = 2πξ + iθ , (1.2)
which, under the duality, simply transforms as t → −t. The theory can also have twisted
masses for the flavor symmetries and superpotential interactions. Our prime tool of study
is the two-sphere partition function ZS2 , i.e., the Euclidean path integral of the non-twisted
theory on S2. The partition function, defined and computed in [29, 36], allows us to check
the duality and, more importantly, to determine the precise map of parameters.4 In fact,
ZS2 detects some subtle contact terms which, although irrelevant for the SQCD-like theo-
ries, become crucial in determining the precise map of parameters under dualities of more
complicated theories obtained by putting together such “building blocks.”
Indeed, in the second part of the paper we study quiver gauge theories, in which the
gauge group is a product of unitary groups U(N1) × · · · × U(Nn) and all the chiral fields
transform in the bifundamental representation of a pair of factors. We also consider more
general quiver theories in which some of the gauge groups are un-gauged, i.e., “demoted” to
flavor symmetry groups. The gauge and matter content of the theory can be represented by
the very same quiver diagrams that appear in cluster algebras. We can perform a Seiberg-like
duality on a single node, say k, of the quiver—we refer to this duality as cluster duality.
This duality precisely realizes the cluster algebra mutation µk. The flavor symmetry groups
correspond to “frozen nodes” that do not mutate. The appearance of mutations and the
cluster algebra structure in this setting should not come as a surprise: it has been known for
some time [7, 40–43] that four-dimensional Seiberg duality transforms the quiver diagram of a
quiver gauge theory as a mutation,5 and that the gauge group ranks transform as the tropical
limit of the cluster variables.6 The extent, however, to which the full cluster algebra structure
appears in two dimensions is quite intriguing and, to our knowledge, previously unnoticed.
3Such dualities have similar features with the three-dimensional dualities proposed in [33], and some ele-
ments of cluster algebras have been noticed in the latter context in [34, 35].
4More recently, the hemisphere partition function has been computed [37–39] which can also be used to
test dualities.
5This is true up to some subtleties related to the superpotential, which we discuss in the context of 2d
theories in section 3.5. Moreover, the quivers and the rank assignments admissible in four dimensions are
limited by gauge anomalies, while there are no such constraints in two dimensions.
6Similar features have been observed in three dimensions. See footnote 3.
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While it remains true that the quiver and the gauge group ranks transform according to the
mutation rules of cluster algebra, more elements turn out to be present in 2d theories.
In 2d N = (2, 2) gauge theories, the FI parameters are classically marginal and their
quantum beta functions are one-loop exact. It turns out that the beta function coefficients
βi can be identified with the cluster algebra coefficients yi. More precisely, given that yi are
elements of the tropical semifield P with
yi = u
βi , (1.3)
the transformation of yi under cluster mutations precisely reproduce the transformation of
the beta functions βi under cluster dualities.
7 Furthermore, u can be interpreted as a ratio
of renormalization scales given a certain ultraviolet (UV) construction of the quiver theories.
More impressively, the FI parameters can be related to the cluster coordinates xi, whose
behavior under mutations exhibits the most intricate structure among the data contained in
a seed. More precisely, upon defining the Ka¨hler coordinates
zi ∼ e
−ti (1.4)
up to a subtle sign explained in the main text, zi can be identified with the “dual cluster
variables”
zi =
∏
j
x
bji
j , (1.5)
whose transformation rules follow from those of xi. In fact, for quiver gauge theories that
flow to conformal fixed points in the IR (and thus all beta functions βi vanish), the Ka¨hler
coordinates zi can be identified with the “X -coordinates” of Fock and Goncharov [9]. We
will see that instanton corrections arising from vortices play a crucial role in the duality
transformation rules; in fact, the FI parameters do not transform as cluster algebra variables
in other dimensions, for instance in quiver quantum mechanics.
Finally, cluster algebra mutations can be observed in the twisted chiral sector of the quiver
gauge theory. The twisted chiral ring of the quiver theory is generated by the coefficients of
the Q-polynomials Qi(x) = det(x−σi),
8 where σi are the adjoint complex scalar operators in
the vector multiplets. We find that the “dressed” Q-polynomials Qi(x) ∼ xiQi(x) transform
under cluster dualities as cluster variables.9
Our simple observation potentially has many fascinating consequences, three of which we
elaborate on. First, the existence of a cluster algebra structure in a discrete dynamical system
automatically implies certain properties, including total positivity, the Laurent phenomenon
and the existence of a natural Poisson structure [2, 44]. We do not fully understand the
implications that these properties have on the physics of the gauge theories, but nevertheless,
they lie at our disposal.
7Precise definitions and explanation of notations regarding tropical semifields are presented in section 3.1.
8Here x is a formal variable, which is not to be confused with the cluster variables.
9We thank Davide Gaiotto for suggesting this possibility.
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Second, since two-dimensional N = (2, 2) quiver gauge theories can be used to engineer
many interesting geometries, our results imply that there is a cluster algebra structure in the
geometric moduli spaces of the manifolds they engineer. For instance, the A-twisted theories
compute the (equivariant) quantum cohomology of Ka¨hler manifolds obtained as holomorphic
sub-manifolds of Ka¨hler quotients [45–47]. The gauge theory FI parameters—or equivalently
the Ka¨hler coordinates zi—are in fact coordinates on their Ka¨hler moduli spaces, and cluster
mutations can be thought of as coordinate transformations. Our observation then implies the
existence of a cluster algebra structure in the quantum cohomology of such manifolds, some
of which are compact and Calabi-Yau (CY).
Third, since a quantum field theory has many more observables than a mere quiver,
such observables may provide additional data associated to the mathematical systems where
cluster algebras appear. For instance, in the two-dimensional gauge theory we can explicitly
compute the sphere partition function, which provides a non-trivial Ka¨hler metric on the
space of Ka¨hler coordinates zi [48]. Can partition functions of quiver gauge theories produce
useful metrics for other spaces whose coordinates exhibit cluster algebra structures, e.g.,
Teichmu¨ller space? We leave these questions to future work.
Lastly, we touch upon how cluster dualities are related to the dualities of N = (2, 2)∗
gauge theories, which are N = (4, 4) gauge theories whose supersymmetry is softly broken
to N = (2, 2) by twisted masses. A beautiful connection between N = (2, 2)∗ theories and
quantum integrable systems—the so-called Gauge/Bethe correspondence—has been discov-
ered by Nekrasov and Shatashvili [49, 50]. While N = (2, 2)∗ SQCD-like theories do not
exhibit the Seiberg-like dualities we mainly study, they have “Grassmannian dualities” which
can be interpreted as “particle-hole” dualities of the corresponding quantum spin chain. We
verify the equality of the S2 partition functions under these dualities, extend the duality to
N = (2, 2)∗ quiver gauge theories, and briefly discuss a decoupling limit in which the Grass-
mannian dualities can be related to cluster dualities. More details on this subject will appear
elsewhere.
The paper is organized as follows. In section 2, we study the Seiberg-like dualities of
U(N) SQCD-like theories. We compare the chiral and twisted chiral rings of the dual de-
scriptions, as well as their two-sphere partition functions ZS2 disclosing some peculiar contact
terms. In the process, we also study the behavior of the vortex partition functions under the
duality. In section 3, exploiting the Seiberg-like dualities as building blocks, we reveal the
full cluster algebra structure within the dualities of quiver gauge theories. For completeness,
we review cluster algebras in section 3.1, and summarize some subtle aspects related to the
superpotential that lead to the concept of “non-degenerate” quiver theories in section 3.5. In
section 4, we comment on the implications of our results on the Gromov-Witten theory of
Calabi-Yau manifolds obtained from quivers. Section 5 focuses on the dualities of N = (2, 2)∗
quiver theories: we present them, compare the sphere partition functions of dual descriptions
and discuss their relation to cluster dualities. We draw our conclusions in section 6, while
technical computations are collected in the appendices.
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Figure 1. Seiberg-like duality of SQCD-like theories in quiver notation. The circles represent unitary
gauge groups, and the Ka¨hler coordinates associated to the gauge groups are indicated above them.
The squares represent unitary flavor groups, and arrows represent chiral multiplets transforming in the
fundamental representation of the group at the tail and in the antifundamental of the group at the head.
Since all matter fields are bifundamental, the flavor symmetry is actually given by S
[
U(Nf )×U(Na)
]
.
On the left is theory A: a U(N) theory withNf fundamentals andNa antifundamentals. On the right is
theoryB: a U(N ′) theory, where N ′ = max(Nf , Na)−N , with Na fundamentals, Nf antifundamentals
and NfNa extra gauge singlets, as well as a superpotential W = q
′Mq˜′. The two theories are IR dual.
Note: During the completion of this paper, we became aware of a related work [51] which
also studies dualities of two-dimensional theories on a two-sphere.
2 Dualities of 2d SQCD-like theories
Let us begin by studying certain Seiberg-like dualities of two-dimensional N = (2, 2) super-
symmetric SQCD-like theories, i.e., of U(N) gauge theories with Nf chiral multiplets in the
fundamental representation and Na in the antifundamental, as proposed in [29] on the wave
of [31, 32, 52]. Details on the exact contents and Lagrangians of such theories can be found in
[47], although we adhere to the conventions of [29]. Note that in two dimensions, contrary to
the four-dimensional case, Nf can be taken to differ from Na, as this does not induce a gauge
anomaly. In quiver notation, the matter content is represented in figure 1 on the left: the
circle represents the U(N) gauge group, while the squares represent the unitary flavor groups.
The arrows represent bifundamental chiral multiplets (fundamental of the group at the tail,
antifundamental of the group at the head). In the case at hand, the flavor group is actually
S
[
U(Nf ) × U(Na)
]
as the remaining U(1) is gauged. We consider deforming these theories
by twisted masses (that generically break the flavor group to U(1)Nf+Na−1), a superpotential
and a complexified Fayet-Iliopoulos parameter, whose imaginary part parametrizes the topo-
logical theta-angle term. As we see in section 3, understanding these dualities is instrumental
to understanding those of general quiver theories: the cluster dualities are local operations
with respect to a node of the quiver, and most of the relevant structure is already encoded
in the dualities of theories with a single gauge group.
We denote the chiral fields of the theory under consideration, which we call “theory A,”
as qF and q˜A, where the indices lie in the domains F ∈ [Nf ] and A ∈ [Na] respectively. We
use the shorthand notation
[n] = {1, 2, . . . , n} (2.1)
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to condense our expressions. The gauge indices are left implicit unless stated otherwise. The
twisted masses for the flavor symmetry are denoted by sF and s˜A. We recall that, in a
general N = (2, 2) theory, every time there is a flavor symmetry whose conserved current sits
in a linear multiplet,10 we can introduce twisted masses. That is, we can couple the flavor
symmetry to an external vector multiplet, and give a vacuum expectation value (VEV) to the
complex adjoint scalar in that multiplet. Thus, up to flavor rotations, twisted masses take
values in the Cartan subalgebra of the flavor symmetry. Denoting the VEV of the adjoint
scalar by s, the actual mass of a chiral multiplet transforming as a weight ρ under the flavor
symmetry is m = ρ(s). Here, sF , s˜A are in fact the diagonal VEVs of the external vector
multiplet scalars, not the actual masses. In the present case, although the flavor symmetry
has maximal torus U(1)Nf+Na−1, it turns out to be convenient to use Nf + Na parameters
with an equivalence relation {sF , s˜A} ≃ {sF + s, s˜A+ s} for any s ∈ C. Such redundancy can
be fixed if desired.
When max(Nf , Na) < N , the theory has no supersymmetric vacua, irrespective of the
choice of the superpotential. This is explained in more detail in section 2.2. As a result of
supersymmetry breaking, such theories turn out to have a vanishing sphere partition function
[29, 36].
When max(Nf , Na) ≥ N , the theory is IR dual to a U(N
′) theory with N ′f fundamentals
q′F ′ , N
′
a antifundamentals q˜
′
A′ where
N ′ = max(Nf , Na)−N , N
′
f = Na , N
′
a = Nf , (2.2)
and gauge singlets MF ′A′ transforming in the bifundamental representation of the flavor
symmetry group. We use primed variables to refer to quantities of the dual theory. The
quiver diagram of this theory is depicted in figure 1 on the right. The theory also has a
superpotential
Wdual =
∑
F ′,A′
Tr
(
q′F ′MF ′A′ q˜
′
A′
)
, (2.3)
where the trace is taken to be over gauge indices. We denote this theory as “theory B.”
We can further describe the map of parameters under the duality. Since the twisted
masses are related to flavor symmetries, their map is trivial:
s′F ′ = s˜F ′ , s˜
′
A′ = sA′ . (2.4)
We define the complexified FI parameter of theory A
t = 2πξ + iθ , (2.5)
where ξ is the real FI parameter and θ ≃ θ + 2π is the topological coupling; we denote the
FI parameter of theory B by t′. It is convenient to work with the Ka¨hler coordinates
z = (−1)# outgoing arrows - # colors e−t = (−1)Nf−N e−t , (2.6)
10The conserved current of a flavor symmetry could sit in a twisted linear multiplet or in more general
multiplets, and the gauge multiplet used to gauge it changes accordingly [53, 54]. In theories where all matter
multiplets are chiral, the flavor currents sit in linear multiplets.
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and z′ = (−1)Na−N
′
e−t
′
. This is because the extra minus signs, which can be thought of as
a shift of the theta angles, make the duality look simpler. In these coordinates, the map is
given by
z′ = z−1 . (2.7)
This duality has a nice geometric origin [55–57]. To illustrate, let us first consider the
case when Na = 0. When the FI parameter ξ is large and positive,
11 the Higgs branch of
theory A is given by the Grassmannian Gr(N,Nf ): the space of complex N -planes in C
Nf . In
the IR, this theory flows to a nonlinear sigma model (NLSM) with that target space. In the
dual theory B, ξ′ becomes large in the negative direction and the theory flows to the NLSM
of the Grassmannian Gr(Nf −N,Nf ). The two NLSMs are equivalent as
Gr(N,Nf ) = Gr(Nf −N, Nf ) . (2.8)
Hence, when Na = 0, the duality can be understood as the canonical isomorphism of Grass-
mannians. Let us now consider the case when Na ≤ Nf . In theory A, each antifundamental
realizes a copy of the “tautological bundle” S,12 and the theory flows in the IR to the NLSM
of the total space S⊕Na → Gr(N,Nf ). Under the equality of Grassmannians, we also have
the equality of bundles
S → Gr(N,Nf ) = Q
∗ → Gr(Nf −N,Nf ) , (2.9)
where Q∗ is the dual of the universal quotient bundle Q defined by the short exact sequence
0→ S → ONf → Q→ 0 . (2.10)
Here, O is the trivial bundle. In the gauge theory, (ONf )Na is realized by the gauge singlets
MF ′A′ , while Na copies of the short exact sequence are encoded in the F-term equations
imposed by the superpotential Wdual.
For the rest of this section, we present various nontrivial checks of the proposed dualities.
Classically, both theories have a vector-like and an axial R-symmetry, U(1)V × U(1)A. If
Nf 6= Na, the axial R-symmetry is anomalous and broken to Z2|Nf−Na|. In sections 2.1 and
2.2, we compare the chiral and twisted chiral rings [58] of the dual theories. We in fact allow
for a generic superpotential in theory A that preserves the U(1)V symmetry, and we show
in section 2.1 what the superpotential of the dual theory B becomes in such circumstances.
The complexified FI term itself can be understood as a twisted superpotential W˜FI, linear in
the twisted chiral multiplet Σ constructed out of the vector multiplet.13
11If we take ξ large negative in theory A, the Higgs branch is empty but there are
(
Nf
N
)
quantum vacua
on the Coulomb branch [47]. The geometric analysis presented here is not valid in this case. Similarly, the
geometric analysis at large and positive ξ is valid only as long as Na ≤ Nf for non-zero Na.
12The fundamentals define N vectors vi=1,...,N in C
Nf : upon quotienting by the gauge group U(N), the
total space reduces to the space of complex N-planes. Then, each antifundamental defines the coordinates wi
of a vector ~w = wivi lying on the N-plane, thereby realizing the tautological bundle S. S is also referred to
as the “universal subbundle.”
13One could in principle consider a theory with a generic twisted superpotential that breaks U(1)A classically,
but we do not do so in this paper.
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In section 2.3, we study the Euclidean path integrals of the two theories on the two-sphere
[29, 36] and compare them. This enables us to determine the exact map of parameters between
the two theories. The analysis reveals the presence of some subtle contact terms in theory B,
which include a twisted superpotential function of the twisted mass parameters. These contact
terms do not affect correlators, and can be removed by local counterterms. Therefore, they
can be ignored in the SQCD theories we investigate in this section. Once, however, the flavor
nodes are promoted to gauge nodes—for example, by embedding the SQCD-like theories into
quivers—the contact terms become dynamical twisted superpotential terms and have physical
consequences. In fact, they are responsible for the cluster duality transformations analyzed
in section 3. Finally, the elliptic genera of theories A and B have been computed and shown
to match in [59–61].
2.1 The chiral ring
We proceed with checking that the dual theories A and B have the same chiral ring. Let
us first consider the case that theory A does not have a superpotential. In this case, all
chiral gauge-invariant operators can be expressed as (linear combinations of) products of the
mesonic operators q˜AqF . One could have tried to construct independent baryonic operators,
but since the gauge group is U(N) rather than SU(N), the basic gauge invariants are(
ǫa1...aN q˜A1a1 · · · q˜
AN
aN
)(
ǫb1...bN q
b1
F1
· · · qbNFN
)
≃ q˜[A1q[F1 · · · q˜
AN ]qFN ] (2.11)
up to a numerical coefficient, where we have made the gauge indices ai, bi explicit. These
dibaryons are proportional to products of mesons and are not independent, hence the mesonic
operators generate the chiral ring.
In theory B, the generator of the chiral ring are the mesonic operators q˜′A′q
′
F ′ , as well
as the gauge singlets MF ′A′ . The superpotential (2.3), however, imposes that the operators
q˜′A′q
′
F ′ must be trivial in the chiral ring. Therefore, the gauge singlets MF ′A′ form a complete
set of generators for the chiral ring of theory B. The map
q˜AqF =MAF (2.12)
identifies the generators in the dual theories.14
Now consider adding a generic superpotential W =W0(q˜AqF ) to theory A. This leads to
the following gauge-invariant F-term relations in the chiral ring:
0 =
∑
A
q˜AqG ∂AFW0(q˜AqF ) , 0 =
∑
F
q˜BqF ∂AFW0(q˜AqF ) . (2.13)
Theory B then has the superpotential
W ′ =W0(MAF ) +Wdual =W0(MAF ) +
∑
AF
Tr(q˜′AMAF q˜
′
F ) . (2.14)
14Notice that in four-dimensional SU(N) SQCD the chiral ring can contain quantum F-term relations which
cannot be inferred from the constituent fields and the superpotential, but are instead described by Seiberg
duality [1]. In our case, the chiral ring is essentially classical, since the theory is deformed by the FI parameter.
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The F-term relations tell us that q˜′F q
′
A = −∂AFW0(MAF ), i.e., the mesonic operator of the
dual theory is not independent of MAF . Contracting this relation with MAG or MBF and
using the F-term relations 0 =
∑
A q
′
AMAG =
∑
F MBF q˜
′
F , we exactly reproduce the relations
(2.13) under the map (2.12).
2.2 The twisted chiral ring
Let us now turn to the twisted chiral rings of the two theories. The twisted chiral ring of
theory A is generated by the gauge-invariant operators
Trσk k = 1, . . . , N (2.15)
where the complex scalar σ is the lowest component of the adjoint twisted chiral multiplet
constructed out of the vector multiplet. An alternative basis of N generators can be obtained
by diagonalizing the operator σ = diag(σ1, . . . , σN ), and then forming symmetric polynomials
in the σI ’s. A gauge invariant way to do so is to construct the “Q-polynomial”
Q(x) = det(x− σ) = xN − xN−1 Trσ + . . .+ det(−σ) , (2.16)
where x is a formal variable. This degree N monic polynomial is the generating function for
the elementary symmetric polynomials in the σI ’s that generate the ring. The ring is then
defined by the relations between these operators. A convenient way to obtain the relations is
to go on the Coulomb branch [55] by giving generic vacuum expectation values to the σI ’s,
so that the gauge group is broken to U(1)N . All chiral multiplets and off-diagonal vector
multiplets are massive and can be integrated out, leaving an effective theory for the diagonal
vector multiplets. The computation is valid as long as all σI ’s are well separated and far
from the origin, which can be achieved by turning on generic twisted masses sF , s˜A. It turns
out that there are no vacua where some of the σI ’s coincide. The generic twisted masses,
furthermore, remove the Higgs branch of the theory so that all supersymmetric vacua are on
the Coulomb branch. The effective twisted superpotential includes a linear term, which is
the bare FI term, and one-loop corrections coming from integrating out the massive fields:15
W˜eff = −
N∑
I=1
{(
tˆ+ iπ(N + 1− 2I)
)
σI +
Nf∑
F=1
(σI − sF )
[
log(σI − sF )−
iπ
2 − 1
]
−
Na∑
A=1
(σI − s˜A)
[
log(σI − s˜A) +
iπ
2 − 1
]}
. (2.17)
15Our conventions for the effective twisted superpotential, which agree with the sphere partition function
computations, are such that integrating out fields Φj of mass mj in representation Rj (including off-diagonal
vector multiplets) contributes
W˜eff = −tˆ
∑
I
σI −
∑
j
∑
ρ∈Rj
(
ρ(σ) +mj
)[
log
(
− i(ρ(σ) +mj))− 1] ,
to the twisted superpotential. Here, ρ are the weights of the representation Rj . We stress that mj is the actual
mass, related to the twisted mass parameter s by the flavor charge.
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Here, t = 2πξ + iθ is the complexified FI parameter, while tˆ = t + 2πin, where n ∈ Z has
to be chosen to minimize the potential energy
∣∣∂W˜/∂σ∣∣ [47]. The supersymmetric vacua are
solutions to the equations
∂W˜eff
∂σI
= 0 , (2.18)
supplemented by the condition that the σI ’s are all distinct for generic values of the parame-
ters, and quotiented by the Weyl group. The equations can be exponentiated and written in
the form
Nf∏
F=1
(σI − sF ) + i
Na−Nf z
Na∏
A=1
(σI − s˜A) = 0 ∀I = 1, . . . , N , (2.19)
where the Ka¨hler coordinate z = (−1)Nf−Ne−t was defined in (2.6). These equations, along
with the condition that the σI ’s are distinct, determine the
(max(Nf ,Na)
N
)
Coulomb vacua of
the theory. These vacua turn out to determine the twisted chiral ring relations, as we see
shortly. Note that when max(Nf , Na) < N , there cannot be N distinct roots of (2.19), hence
supersymmetry is broken.
An efficient way to rewrite the vacuum equations is to express them as
Nf∏
F=1
(x− sF ) + i
Na−Nf z
Na∏
A=1
(x− s˜A) = C(z)Q(x)T (x) . (2.20)
This is a polynomial equation, where x is treated as a formal variable, that should be solved
for Q(x) and for a degree N ′ = max(Nf , Na)−N monic polynomial T (x). Here,
C(z) =

1 when Nf > Na
1 + z when Nf = Na
iNa−Nf z when Nf < Na ,
(2.21)
which insures that both Q(x) and T (x) are monic. Equation (2.20) implies that Q(x) must
pick N distinct roots chosen from the max(Nf , Na) roots of the left-hand side, while the
remaining N ′ roots are taken by T (x); in particular, the eigenvalues of σ must be distinct
solutions to (2.19). When expanding (2.20) in powers of x, one gets max(Nf , Na) equations.
Starting from the highest order in x, the first N ′ equations can be linearly rearranged to
express the coefficients of T (x) in terms of those of Q(x), i.e., they fix T (x) as a function of
Q(x). Substituting these relations into the remaining N equations, one obtains N relations
among the elementary symmetric polynomials of σI ’s. These are precisely the twisted chiral
ring relations.
There is much more to the polynomial T (x) than meets the eye. Upon expressing the
twisted chiral ring relations of theory B using the dual Q-polynomial Q′(x) = det(x − σ′),
we find
Na∏
A=1
(x− s˜A) + i
Nf−Naz−1
Nf∏
F=1
(x− sF ) = C
′(z−1)Q′(x)T ′(x) , (2.22)
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where the function C ′(z−1) = iNf−Naz−1C(z), as in (2.21), is merely chosen to match the
leading coefficient in x. Now Q′(x) is a degree N ′ monic polynomial, and T ′(x) is a degree N
monic polynomial. The equations (2.20) and (2.22) are in fact equivalent, and can be merged
into
Nf∏
F=1
(x− sF ) + i
Na−Nf z
Na∏
A=1
(x− s˜A) = C(z)Q(x)Q
′(x) . (2.23)
In other words, T (x) in (2.20) can be identified with the Q-polynomial Q′(x) of the dual
theory! Then the N ′ equations that express T (x) in terms of Q(x) define the operator map
between the twisted chiral rings of the two theories. Given a vacuum characterized by a
solution Q(x), T (x) ≡ Q′(x) characterizes the same vacuum in the dual description. This has
been explained for the case when Na = 0 in [55].
2.3 The S2 partition function
Further information on the duality can be obtained by studying the two-sphere partition
function ZS2 defined in [29, 36]. Every Euclidean two-dimensional theory with N = (2, 2)
supersymmetry and a conserved vector-like R-symmetry can be placed supersymmetrically
on S2 without twisting. This can be done by treating the stress tensor and the supercurrent
as part of the R-multiplet [62–64], and turning on an external scalar that couples to a scalar
operator in that supermultiplet. This corresponds to adding certain scalar curvature couplings
to the Lagrangian, which are controlled by the R-charges of the fields. If the theory has a
Lagrangian description, one can define the path integral of the theory on S2, which becomes
a function of the parameters in the Lagrangian.
The sphere partition function of theories with vector and chiral multiplets was computed
in [29, 36] using localization techniques. In particular, it was shown that ZS2 can be written as
a finite dimensional integral. It was further shown that for SQCD-like theories—such as our
theories A and B—the sphere partition functions can be rewritten as the sum of products of
“vortex partition functions.” The latter formulation is convenient for exhibiting equalities of
partition functions under the Seiberg-like duality being studied. In fact in [29], the equality
of the partition functions for the theories A and B was proven when |Nf − Na| > 1. We
reinterpret that equality, and examine the relations between the vortex partition functions
when |Nf − Na| ≤ 1. We will soon see that this more refined study leads to interesting
physical consequences.
To preserve supersymmetry on S2, the imaginary parts of the twisted masses must be
accompanied by external magnetic flavor fluxes mF , m˜A proportional to them; it follows that
those imaginary parts are quantized. It proves convenient to define the complex parameters
ΣF+ = isF = iRe sF +
mF
2
, Σ˜A+ = is˜A = iRe s˜A +
m˜A
2
,
ΣF− = is¯F = iRe sF −
mF
2
, Σ˜A− = i¯˜sA = iRe s˜A −
m˜A
2
,
(2.24)
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using mF , m˜A ∈ Z to denote the GNO quantized [65] imaginary parts of the twisted masses.
16
The partition function is analytic in ΣF±, Σ˜A±, if we treat these parameters as independent.
Moreover, we recall that the flavor symmetry is S
[
U(Nf )× U(Na)
]
, since the diagonal U(1)
is gauged, and a shift of the masses along the diagonal U(1) can be reabsorbed by a shift of
Trσ and the dynamical magnetic flux.
The partition function also depends on the complexified FI parameter t, that we express
through z, and more generally on the full twisted superpotential W˜. Finally, the sphere
partition function depends on the choice of R-charges for the chiral multiplets, which we
denote rF and r˜A.
17 We first present our calculation for the case of vanishing R-charges, and
explain how to incorporate them afterwards.
The S2 partition function [29, 36] takes the form of a sum over diagonal quantized mag-
netic fluxes mI on the sphere, and an integral over the Cartan subalgebra σI of the gauge
group.18 It is convenient, in accordance with the notation in (2.24), to define the combinations
σI± = iσI ±
mI
2
. (2.25)
We also introduce the differences
ΣIJ± = σI± − σJ± , Σ
I
A± = σI± − Σ˜A± , Σ
I
F± = σI± − ΣF± ,
ΣF1F2± = ΣF1± − ΣF2± , Σ
F
A± = ΣF± − Σ˜A± , Σ
A1
A2±
= Σ˜A1± − Σ˜A2± ,
(2.26)
to condense our notation. Notice that we do not distinguish the various objects using tildes,
but rather by their indices: we use I, J,K for the gauge indices, F to label fundamentals
and A to label antifundamentals. The S2 partition function of a U(N) gauge theory with Nf
fundamentals and Na antifundamentals can then be conveniently written as
Z
Nf ,Na
U(N)
(
ΣF±, Σ˜A±; z
)
=
1
N !
∑
mI∈ZN
∫ N∏
I=1
[
dσI
2π
(
eiπ(Nf−1)z
)σI+ (e−iπ(Nf−1)z¯)σI−]
×
N∏
I<J
(
− ΣIJ+Σ
I
J−
)
·
N∏
I=1
Nf∏
F=1
Γ(−ΣIF+)
Γ(1 + ΣIF−)
Na∏
A=1
Γ(ΣIA+)
Γ(1− ΣIA−)
, (2.27)
where the holomorphic identification between the Ka¨hler coordinate z and the FI parameter
t = 2πξ + iθ is on the sheet
z = eiπ(Nf−N) e−t . (2.28)
16Here and in the following, masses are expressed in units of the inverse sphere radius.
17In general, to obtain the partition function of an IR fixed point we should use the superconformal R-charges
at that point. If not unambiguously fixed by the superpotential, they can be found using c-extremization
[66, 67].
18In the integral expression for the sphere partition function we use the integration variable σI , which should
actually be identified with the real part of the complex field σI of section 2.2. Hopefully, the context in which
the symbol σI is used makes clear what it indicates.
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The integrand in (2.27) contains an extra factor (−1)(N−1)
∑
mI with respect to [29], which has
been motivated in [39, 68].19 The factors on the second line come from one-loop determinants
of the fields around the Coulomb branch saddle point configurations: the first factor comes
from the vector multiplet, while the others come from the chiral multiplets.
Charge conjugation acts on the parameters of the theory as:
Nf ↔ Na , ΣF ↔ −Σ˜A , t ↔ −t , z ↔ e
iπ(Nf−Na)z−1 . (2.29)
It is easy to check that ZS2 is invariant under this action. For most of the rest of this section
we assume that Nf ≥ Na for the U(N) theory A—if this is not the case, one can simply apply
charge conjugation to both sides of the duality. When Nf > Na, or Nf = Na and ξ > 0,
the integral in (2.27) can be computed by closing the contours in the lower half-planes and
picking up residues. Taking into account the sum over mI , the poles are situated at
σI+ = ΣFI+ + nI+ , σI− = ΣFI− + nI− (2.30)
and are parametrized by FI ∈ [Nf ] and non-negative integers nI± ∈ Z≥0. As explained in
[29, 36], this integral can be written in the form
Z
Nf ,Na
U(N)
(
ΣF±, Σ˜A±; z
)
=
∑
~F∈C(N,Nf )
Z
~F
0 Z
~F
+ Z
~F
− , (2.31)
where C(N,Nf ) are ordered N -tuples of distinct integers in the range [Nf ], i.e.,
1 ≤ F1 < F2 < . . . < FN ≤ Nf . (2.32)
This expression has a natural interpretation as coming from Higgs branch localization of the
path integral on the sphere. The contributing BPS configurations are characterized by N out
of the Nf fundamental chiral multiplets being non-vanishing, and ~F labels such sectors. In
each of them, the scalars σI in the twisted chiral multiplets are fixed to equal and cancel the
twisted masses sFI , so that the N fundamentals can be non-vanishing. In each sector, there is
a “Higgs” configuration where the fundamentals are constant, as well as other configurations
with vortices at one pole and antivortices at the other pole of the sphere.20 Then, Z
~F
0 is the
classical and one-loop contribution to the partition function, while Z
~F
+ and Z
~F
− are the vortex
and antivortex contributions, respectively.
We denote the complement of ~F with respect to [Nf ] as ~F
c, such that
{F cI′} = [Nf ] \ {FI} . (2.33)
We use primed letters I ′, J ′, . . . ∈ [Nf−N ] to label the gauge indices of the U(N
′) = U(Nf−N)
dual theory. Clearly, ~F c ∈ C(N ′, Nf ). Then Z
~F
0 is given by
Z
~F
0 =
N∏
I=1
(
eiπ(Nf−N)z
)ΣFI+(e−iπ(Nf−N)z¯)ΣFI− N ′∏
I′=1
Γ
(
− ΣFIF c
I′
+
)
Γ
(
1 + ΣFIF c
I′
−
) Na∏
A=1
Γ
(
ΣFIA+
)
Γ
(
1− ΣFIA−
) , (2.34)
19In any case, the presence or absence of this extra sign factor does not modify the findings in this paper.
20See [69] for a similar analysis in three-dimensional theories.
while the vortex partition functions can be written as
Z
~F
+ = Z
~F
v
(
ΣF+, Σ˜A+; (−1)
Nf−Nz
)
, Z
~F
− = Z
~F
v
(
ΣF−, Σ˜A−; (−1)
Na−N z¯
)
, (2.35)
in terms of the function
Z
~F
v
(
ΣF , Σ˜A; q
)
=
∑
n≥0
qn
∑
|(nI)|=n
N∏
I=1
∏Na
A=1
(
ΣFIA
)
nI∏N
J=1
(
−ΣFIFJ − nI
)
nJ
∏N ′
J ′=1
(
−ΣFIF c
J′
− nI
)
nI
. (2.36)
Here, (nI) are N -tuples of non-negative integers, we have defined the norm
∣∣(nI)∣∣ =∑I nI ,
while (a)n = Γ(a+ n)/Γ(a) is the Pochhammer symbol.
We claim that the vortex partition function Z
~F
v
(
ΣF , Σ˜A; q
)
satisfies the following relation:
Z
~F
v
(
ΣF , Σ˜A; q
)
= Z
~F c
v
(
1
2 − ΣF , −
1
2 − Σ˜A; (−1)
Naq
)
×

1 if Nf ≥ Na + 2
exp
(
(−1)Nf−N+1q
)
if Nf = Na + 1(
1 + (−1)Nf−Nq
)∑
A Σ˜A−
∑
F ΣF+Nf−N
if Nf = Na .
(2.37)
Since ~F c ∈ C(N ′, Nf ), Z
~F c
v is the vortex partition function of a U(N
′) theory with Nf
fundamentals and Na antifundamentals. The identity for the case Nf ≥ Na+2 was proven in
[29], using an integral representation [70] for the coefficients of the vortex partition function.
For each n ≥ 0, the coefficient of qn in (2.36) can be expressed as a contour integral:
∑
|(nI )|=n
∏
I
∏
A
(
ΣFIA
)
nI∏
J
(
−ΣFIFJ − nI
)
nJ
∏
J ′
(
−ΣFIF c
J′
− nI
)
nI
=
(−1)n
n!
∫
C
n∏
α=1
dϕα
2πi
∏
A(ϕα − Σ˜A)∏
I(ϕα − ΣFI )
∏
I′(ΣF cI′ − ϕα − 1)
·
n∏
α<β
(ϕα − ϕβ)
2
(ϕα − ϕβ)2 − 1
. (2.38)
The contour C is defined to encircle the codimension-n poles such that for a partition (nI) of
n into N non-negative parts,
{ϕα} =
N⋃
I=1
{
ΣFI , ΣFI + 1, . . . , ΣFI + nI − 1
}
. (2.39)
A practical way of describing this contour is the following. Assume that all ΣF satisfy
0 < ReΣF < 1 . (2.40)
The contour can then be taken to be the product C =
∏n
α=1 Cα, where Cα is a contour in the
ϕα-plane winding counterclockwise along the boundary of the half-disk of infinite radius that
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lies inside the half-plane Reϕα ≥ 0, and with diameter along the imaginary axis. When the
integrand has no poles at infinity, each Cα can be “flipped over” to become the boundary of the
infinite half-disk lying inside Reϕα ≤ 0. Then the integral becomes precisely the coefficient
of the vortex partition function Z
~F c
v
(
1
2 − ΣF , −
1
2 − Σ˜A; (−1)
Naq
)
. For Nf ≥ Na + 2 indeed
there are no poles at infinity, therefore
∑
|(nI )|=n
∏
I
∏
A
(
ΣFIA
)
nI∏
J
(
−ΣFIFJ − nI
)
nJ
∏
J ′
(
−ΣFIF c
J′
− nI
)
nI
for Nf ≥ Na + 2
= (−1)nNa
∑
|(nI′ )|=n
∏
I′
∏
A
(
1−Σ
F c
I′
A
)
nI′∏
J ′
(
Σ
F c
I′
F c
J′
− nI′
)
nJ′
∏
J
(
Σ
F c
I′
FJ
− nI′
)
nI′
.
(2.41)
Recall that we use the indices I, J ∈ [N ] as gauge indices of theory A, while the primed
indices I ′, J ′ ∈ [N ′] are gauge indices of theory B. In particular, (nI′) on the right-hand side
are N ′-tuples of non-negative integers.
When |Nf − Na| ≤ 1, however, there are “poles at infinity,” and the relation between
the coefficients of the two vortex partition functions becomes more complicated. One way
to determine it is to properly account for the behavior of the integrand at infinity. Another
method is to start with the equalities for Nf = Na+2, and “decouple” one or two fundamental
fields by taking their twisted masses to infinity. We take the latter approach to prove the
equalities (2.37) in appendices A and B.
The classical and one-loop piece (2.34) of the partition function satisfies the identity
Z
~F
0
(
ΣF , Σ˜A; z
)
= |z|−N
′
∏
F
(
eiπN
′
z
)ΣF+(e−iπN ′ z¯)ΣF− · ∏
A
(−1)N
′(Σ˜A+−Σ˜A−)
×
∏
F,A
Γ
(
ΣFA+
)
Γ
(
1−ΣFA−
) · Z ~F c0 (12 − ΣF , −12 − Σ˜A; eiπ(Nf−Na)z) . (2.42)
Here, Z
~F c
0 represents the classical and one-loop piece for a U(N
′) theory withNf fundamentals
and Na antifundamentals, while the first factor on the second line is the one-loop determinant
of the extra gauge singlets. The factors relating the two Z0 functions are independent of the
vortex sector ~F .
The relations (2.37) and (2.42) imply a relation between the S2 partition functions of a
U(N) theory with Nf , Na flavors and a U(N
′) theory with Nf , Na flavors and NfNa extra
singlets. It is convenient to describe the latter theory in terms of charge conjugate fields,
applying the map (2.29). We then find the following relation:
Z
Nf ,Na
U(N)
(
ΣF±, Σ˜A±; z
)
= G |z|−N
′
∏
F
(
eiπN
′
z
)ΣF+(e−iπN ′ z¯)ΣF− · ∏
A
(−1)N
′(Σ˜A+−Σ˜A−)
×
∏
F,A
Γ
(
ΣFA+
)
Γ
(
1− ΣFA−
) · ZNa,NfU(N ′) (Σ˜A± + 12 , ΣF± − 12 ; z−1) , (2.43)
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where G is the following function:
G =

1 if Nf ≥ Na + 2
e−2i Im z if Nf = Na + 1
(1 + z)
∑
A Σ˜A+−
∑
F ΣF++Nf−N (1 + z¯)
∑
A Σ˜A−−
∑
F ΣF−+Nf−N if Nf = Na .
(2.44)
The second line of (2.43) is the partition function of a U(N ′) theory with Na, Nf flavors as
well as NfNa extra singlets, which is the content of theory B. To understand the physical
implications of the first line, it is convenient to split it into its absolute value and its phase.
We can thus write the relation in the compact form:
Z
Nf ,Na
U(N)
(
ΣF±, Σ˜A±; z
)
= fimp fctc
∏
F,A
Γ
(
ΣFA+
)
Γ
(
1− ΣFA−
) · ZNa,NfU(N ′) (Σ˜A±+12 , ΣF±−12 ; z−1) . (2.45)
This equation, in fact, holds for the case Na > Nf as well, as can be checked upon charge
conjugation. For general Nf and Na, the dual rank is N
′ = max(Nf , Na) − N as we have
already stated. We thereby reproduce the maps (2.2) of the duality between A and B.
The function fimp is real positive:
fimp = |z|
−N ′ ×
{
|1 + z|2(Nf−N) if Nf = Na
1 otherwise .
(2.46)
This factor comes from a local counterterm—called the “improvement Lagrangian” in [71]—of
theory B. This counterterm vanishes in the limit where the radius of the sphere is taken to
infinity, and hence is not present on flat space. In general, the improvement Lagrangian is
constructed out of a linear multiplet J , and implements an improvement transformation of
the R-multiplet of the theory such that the R-symmetry current is mixed with the conserved
current in J . A way of constructing J is to take J = Ω + Ω for a twisted chiral multiplet
Ω. In our case, Ω is a holomorphic function of z (or t), which is a background multiplet.
The resulting counterterm is then given precisely by log fimp—it is given by a function of
the parameters of the theory with no dynamical fields involved. It is also independent of
the twisted mass parameters of the theory, that can be promoted to dynamical fields when
SQCD-like theories are embedded in quiver theories. For this reason, we can safely ignore
fimp for the purposes of this paper.
When Nf 6= Na, fimp can be absorbed by shifting the R-multiplet of the theory by a
linear multiplet constructed from the gauge current. This means that the factor fimp can
be absorbed by a shift of the R-charges of the fields of the theory by a multiple of the
gauge charge. Meanwhile, when Nf = Na, the irrelevance of the factor fimp has a geometric
interpretation. It has been noticed in [48] (see also [72, 73]) that the S2 partition function
produces the Ka¨hler potential on the Ka¨hler moduli space of the underlying Calabi-Yau
manifold, whenever the gauge theory flows in the IR to a NLSM:
ZS2(z, z¯) = e
−KKa¨hler(z,z¯) . (2.47)
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The Ka¨hler moduli z, z¯ of the Calabi-Yau are controlled by the Ka¨hler coordinates z, z¯ in the
gauge theory. Multiplication of ZS2 by the real positive function fimp(z) then implements a
Ka¨hler transformation of the Ka¨hler potential, which does not affect the metric.
The function fctc in (2.45) is a pure phase, given by
fctc =
∏
F
[
eiπN
′
z
]ΣF+[e−iπN ′ z¯]ΣF−∏
A
[
eiπN
′]Σ˜A+[e−iπN ′]Σ˜A− Nf ≥ Na + 2∏
F
[
eiπN
′
z
]ΣF+[e−iπN ′ z¯]ΣF−∏
A
[
eiπN
′]Σ˜A+[e−iπN ′]Σ˜A− e−2i Im z Nf = Na + 1∏
F
[eiπN ′z
1 + z
]ΣF+[e−iπN ′ z¯
1 + z¯
]ΣF−∏
A
[
eiπN
′
(1 + z)
]Σ˜A+[
e−iπN
′
(1 + z¯)
]Σ˜A−
Nf = Na∏
F
[
eiπN
′]ΣF+[e−iπN ′]ΣF−∏
A
[
eiπ(Nf−N)z
]Σ˜A+[e−iπ(Nf−N)z¯]Σ˜A− e2i Im z−1 Nf = Na − 1∏
F
[
eiπN
′]ΣF+[e−iπN ′]ΣF−∏
A
[
eiπ(Nf−N)z
]Σ˜A+[e−iπ(Nf−N)z¯]Σ˜A− Nf ≤ Na − 2 .
(2.48)
The cases Nf ≤ Na can be obtained from the cases Nf ≥ Na by charge conjugation. This
factor also comes from a contact term of theoryB, which does not vanish in the flat space limit:
it, in fact, comes from a twisted superpotential that is a function of the background twisted
chiral multiplets z (or t), sF and s˜A.
21 In the SQCD-like theory we can ignore the function
fctc as it cancels out when computing expectation values of operators.
22 Once, however,
we gauge the flavor symmetries to construct more complicated theories—e.g., quiver gauge
theories—the background fields sF , s˜A become dynamical fields on the same footing as σI ,
and the full partition function becomes an integral/sum over ΣF±, Σ˜A± on the same footing
as σI± in (2.27). Contact terms involving sF , s˜A then become standard twisted superpotential
terms. The theory would also have FI terms tf , ta for the newly gauged symmetries, which
appear in the partition function as terms(
eiπ(Nf−1) e−tf
)ΣF+(e−iπ(Nf−1) e−t¯f )ΣF−(eiπ(Na−1) e−ta)Σ˜A+(e−iπ(Na−1) e−t¯a)Σ˜A− .
Comparison with (2.48) reveals that fctc can be physically interpreted as a nontrivial shift of
the neighboring FI terms tf , ta by a function of t after the duality. This is the origin of the
cluster algebra structure within quiver gauge theories, which is the subject of section 3. By
expanding at small z, i.e., in the large volume limit where t → ∞, we see that in the case
Nf = Na the shift involves instanton corrections.
We note that when Nf = Na ± 1, fctc also gives rise to a twisted superpotential term
linear in z±1. This term does not involve dynamical fields, even after gauging the flavor
symmetries. It does, however, play a role in the construction of the twisted chiral operator
map, as we see in section 2.3.1.
21See [29, 36] or the more general analysis in [71].
22Although fctc does not affect the computation of correlators, it can be detected in the operator map
between theory A and B if we define the operators through functional derivatives of the partition function.
We see this in section 2.3.1.
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Let us finally explain the shift of the twisted masses inside Z
Na,Nf
U(N ′) in (2.45): it is due to
the map of R-charges of chiral fields in the dual theories. The R-charges of chiral multiplets
affect the Lagrangian on S2; therefore, ZS2 depends on rF , r˜A as well. The R-charges are
incorporated in the integral localization formula (2.27) by making the replacements
ΣF± → ΣF± +
rF
2
, Σ˜A± → Σ˜A± −
r˜A
2
. (2.49)
Hence all equations from (2.27) to (2.44) are still valid with general R-charges. Making the
R-charge dependence explicit, we arrive at
Z
Nf ,Na
U(N)
(
ΣF±, Σ˜A±, rF , r˜A; z
)
=
= f
(r)
imp fctc
∏
F,A
Γ
(
ΣFA+ +
rF+r˜A
2
)
Γ
(
1− ΣFA− −
rF+r˜A
2
) · ZNa,NfU(N ′) (Σ˜A±, ΣF±, 1− r˜A, 1− rF ; z−1) . (2.50)
Here fctc is exactly the same as in (2.48), while f
(r)
imp is a deformation of fimp with dependence
on the R-charges. Hence the map of parameters between theory A and B is still given as in
(2.2), (2.4), and (2.7), while the map of R-charges is given by
r′F ′ = 1− r˜F ′ , r˜
′
A′ = 1− rA′ . (2.51)
From the gauge-singlet factor in (2.50), we can deduce that the gauge singlet MFA has R-
charge rF + r˜A, consistent with the chiral ring map (2.12). Moreover, the R-charges of the
quarks in theory B are such that the superpotential term Wdual =
∑
F ′,A′ Tr
(
q′F ′MF ′A′ q˜
′
A′
)
in (2.3) has R-charge 2, consistent with its presence in theory B.
2.3.1 The operator map
We can check the presence of the contact terms implied by fctc in (2.45) against the twisted
chiral operator map between theory A and B encoded in (2.23). Expanding equation (2.23)
and comparing the coefficient of the term xmax(Nf ,Na)−1, we obtain the following linear relation
between the operators with lower dimension:
Trσ = −Trσ′ +

∑
F sF Nf ≥ Na + 2∑
F sF + iµ z(µ) Nf = Na + 1
1
1+z
∑
F sF +
z
1+z
∑
A s˜A Nf = Na∑
A s˜A + iµ z(µ)
−1 Nf = Na − 1∑
A s˜A Nf ≤ Na − 2 .
(2.52)
For the cases Nf = Na ± 1, we have reinstated the correct dimensions using the cutoff scale
µ, at which the Ka¨hler coordinate z(µ) is defined.
We can alternatively extract the relation between Trσ and Trσ′ from the equality of
partition functions (2.23). We can compute expectation values of twisted chiral operators in-
serted at the north pole of the sphere with localization by inserting their expectation value on
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the BPS configurations in the integral formula (2.27). For Trσ and Trσ′ this is implemented
efficiently by taking a derivative:
〈Tr σ〉 = −i
∂ logZ
Nf ,Na
U(N)
∂ log z
, 〈Trσ′〉 = −i
∂ logZ
Na,Nf
U(N ′)
∂ log z′
, (2.53)
where the expectation values are on S2. To compare with the flat space analysis, we should
be careful to reinstate the correct dimensions using powers of the sphere radius r, and take
the flat space limit r → ∞. We should also recall that the complexified FI parameter runs
according to the one-loop exact beta function β = Na − Nf , therefore in the non-conformal
cases it must be defined at some scale. The couplings at different scales are related by
z(µ1)
µβ1
=
z(µ2)
µβ2
. (2.54)
While the FI term in (2.52) is defined at some generic scale µ, it is naturally defined at the
scale 1/r on the sphere. Taking these subtleties into account, the equality (2.45) implies
〈Trσ〉 = −〈Trσ′〉+

∑
F sF +
[
iN ′
2r
]
Nf ≥ Na + 2∑
F sF +
i
rz
(
1
r
)
+
[
iN ′
2r
]
Nf = Na + 1
1
1+z
∑
F sF +
z
1+z
∑
A s˜A +
[
1−z
1+z
iN ′
2r
]
Nf = Na∑
A s˜A +
i
rz
(
1
r
)−1
+
[
iN ′
2r
]
Nf = Na − 1∑
A s˜A +
[
iN ′
2r
]
Nf ≤ Na − 2 .
(2.55)
The terms in brackets come from fimp, and depend on how we mix the R-symmetry with
the gauge symmetry; in any case, we see that they vanish in the r → ∞ limit. All other
correction terms come from fctc and survive in the flat space limit, including the FI terms
due to the relation (2.54). We hence get a perfect matching between (2.52) and (2.55) in the
flat space limit.
3 Dualities of quiver gauge theories and cluster algebras
The dualities of N = (2, 2) SQCD-like theories can be directly applied to more complicated
theories obtained by gauging (part of) the flavor symmetry. We can construct theories with
more chiral and vector multiplets, in which the SQCD-like theory appears as a small “block.”
Upon (partially) gauging the flavor symmetry, the twisted mass parameters sF , s˜A get iden-
tified with the twisted chiral multiplets of some other gauge groups, which have their own FI
interactions and so on.
An interesting class of theories is given by quiver gauge theories, described in section 3.2:
they are gauge theories whose gauge/matter content is represented by a quiver diagram, which
Seiberg-like dualities can act locally on. The main result of this section is the observation that
these dualities precisely reproduce all elements of the cluster algebra structure introduced by
Fomin and Zelevinsky, which we briefly summarize in section 3.1. As we comment later on,
this observation has potentially far-reaching consequences.
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3.1 Review of cluster algebras
For completeness, we present a brief review of the basic definitions and facts about cluster
algebras and mutations, following [5]. More information can be found in the original papers
[2–5] and other mathematical accounts [28, 74].
A cluster algebra A of rank n is a commutative ring with a unit and no zero divisors,
defined as a subalgebra of an ambient field F of rational functions in n variables. The cluster
algebra comes equipped with a distinguished set of generators called cluster variables; this set
is given by the (non-disjoint) union of a distinguished collection of overlapping algebraically
independent n-subsets of F , called clusters. The clusters are related to each other by special
birational transformations: for each cluster x and every cluster variable x ∈ x, there is another
cluster x′ obtained from x by replacing x with a new cluster variable x′ determined by an
exchange relation of the form
xx′ = p+M+ + p−M− ,
whereM± are two monomials without common divisors in the (n−1) variables x\{x}, while
p± are coefficients valued in a semifield P. Each exchange relation involves two different kinds
of data: an exchange matrix B encoding the non-negative exponents in M±, and the two
coefficients p±. Furthermore, any two clusters can be obtained from each other by a sequence
of exchanges of this kind.
In order to define a cluster algebra A, we first need to introduce its ground ring. The
ground ring is constructed from a semifield (P, · ,⊕), i.e., an abelian multiplicative group
endowed with an auxiliary addition ⊕, which is commutative, associative and distributive,
but not with a subtraction. The ground ring is taken to be the group ring ZP.23
In this paper, we only consider tropical semifields. A tropical semifield P is an abelian
group (with respect to multiplication) that is freely generated by a finite set of labels (or
formal variables) u1, . . . , uJ of size J :
P =
{∏J
j=1
u
aj
j
∣∣∣ aj ∈ Z} . (3.1)
Multiplication and the auxiliary addition ⊕ are defined to act on the elements as:∏
j
u
aj
j ·
∏
j
u
bj
j =
∏
j
u
aj+bj
j ,
∏
j
u
aj
j ⊕
∏
j
u
bj
j =
∏
j
u
max(aj ,bj)
j . (3.2)
The group ring ZP is then the ring of Laurent polynomials in the variables uj. Notice that
1⊕ 1 = 1, so for J = 0 the tropical semifield is trivial, i.e., it is a semifield with one element.
23Given a ring R and a group G, the group ring RG consists of the formal sums∑
y∈G
cy y with cy ∈ R .
If R is a field, the group ring can be further thought of as a vector space over R whose basis consists of the
elements of G. A semifield P, as a multiplicative group, is automatically torsion-free ([2] sec. 5), hence its
group ring ZP has no zero divisors.
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In the next section, we see that the semifield with J = 1 is relevant for studying the dualities
of two-dimensional theories—the single label u is identified with a ratio of renormalization
scales in the field theory.
To define the core of the cluster algebra A, we need to define the exchange matrix and
the coefficients for every possible exchange relation: in fact, they are determined in a very
peculiar fashion. One starts by defining a seed (B,y,x). The element B = bij is an n×n skew-
symmetric integer matrix.24 The matrix bij can be represented by a directed quiver diagram
B with n nodes, where bij counts, with sign, the number of arrows from node i to node j (i.e.,
in the notation of (3.5), [bij ]+ is the number of arrows i → j). Such a quiver diagram does
not have any 1-cycles (an arrow that starts and ends at the same node) or oriented 2-cycles
(a pair of arrows with opposite orientation connecting a given pair of nodes): we refer to
quivers satisfying these conditions as cluster quivers throughout this paper. The coefficient
n-tuple y = (y1, . . . , yn) consists of coefficients yi ∈ P, while the cluster x = (x1, . . . , xn) is
an n-tuple of cluster variables, each attached to the respective i-th node of the quiver.
Given a seed (B,y,x), for each node k we define a mutation µk which maps the seed to
a new seed
(B′,y′,x′) = µk(B,y,x) . (3.3)
The mutation µk acts in the following way on the elements of the seed:
b′ij =
{
−bij if i = k or j = k
bij + sign(bik) [bikbkj]+ otherwise
y′i =
{
y−1k if i = k
yi y
[bki]+
k (yk ⊕ 1)
−bki otherwise
x′i =

1
xk
(
yk
yk ⊕ 1
∏
j x
[bjk]+
j +
1
yk ⊕ 1
∏
j x
[−bjk]+
j
)
if i = k
xi otherwise .
(3.4)
Here we have defined
[x]+ = max(x, 0) , sign(x) =
{
0 if x = 0
x/|x| otherwise .
(3.5)
The mutation of the cluster x in (3.4) precisely implements an exchange relation xk → x
′
k,
while all other (n− 1) variables are left invariant. Therefore, the exchange matrix B and the
coefficient n-tuple y determine the n possible exchange relations that involve x. On the other
hand, µk also transforms B and y, and (B
′,y′) in turn determine the n possible exchange
relations that involve x′, and so on. This gives rise to a convoluted dynamical system, and
24This is not the most general type of cluster algebra. For example, the constraint that the matrix bij should
be skew-symmetric can be relaxed: one could have taken it to be skew-symmetrizable [2].
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the full set of all possible exchange relations is determined by any one of the seeds. Notice
that the mutations µk are involutions.
Finally, we define X as the union of the clusters in all the seeds that can be generated
by mutations from an “initial seed” (B0,y0,x0). Denoting the cluster variables of the initial
seed as x0 = (x1, · · · , xn), the ambient field F of the cluster algebra is taken to be the field
of rational functions of (x1, · · · , xn) with coefficients in QP, i.e., F = QP(x1, . . . , xn). The
cluster algebra A is the ZP-subalgebra of the ambient field F generated by all cluster variables
in X :
A(B,y,x) = ZP[X ] . (3.6)
We note that we could have used any one of the seeds obtained by mutating the initial seed
to obtain an isomorphic definition of the cluster algebra, hence the notation A = A(B,y,x).
The matrix mutation of B in (3.4) can be realized graphically in the quiver representation.
Upon acting with µk, B
′ is obtained from B through the following three steps:
Step 1) For each “path” (a sequence of two arrows) i→ k → j passing through k, add an
arrow i→ j.
Step 2) Invert the direction of all arrows that start or end at k.
Step 3) If, as a result of the manipulations of step one, two nodes i and j are connected
by arrows in both directions, remove pairs of opposite arrows until the remaining
arrows (if any) point in a unique direction.
This procedure does not generate any 1-cycles or 2-cycles, thus a cluster quiver is mapped to
a cluster quiver.
The action of µk in (3.4) has an interesting hierarchical structure, which enables one
to focus on how a subset of the data constituting the seeds transform under mutations,
without worrying about the behavior of the other components. For instance, the action of
the mutations on quivers does not depend on the coefficients or the clusters. Hence, the quiver
(or matrix) mutation B′ = µk(B) can be examined on its own. Also, the mutation rules of
quivers and coefficients do not depend on the cluster variables, i.e., the so-called coefficient
dynamics (B′,y′) = µk(B,y) can be studied independently. Another interesting restriction
is to set all the coefficients of a seed to be trivial, i.e., yi = 1; then the coefficients remain
trivial in all other seeds and the cluster algebra structure reduces to (B′,x′) = µk(B,x).
We have now introduced all the elements of cluster algebra we need. For the rest of the
section, we show that the Seiberg-like dualities of two-dimensional gauge theories based on
cluster quivers elegantly realize those elements. Cluster algebras exhibit many interesting
properties, such as total positivity, the Laurent phenomenon and the existence of a natural
Poisson structure. Their relevance for two-dimensional physics certainly deserves further
study.
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3.2 Dualities of quiver gauge theories
Let us consider two-dimensional N = (2, 2) gauge theories whose gauge group and matter
content is based on a quiver diagram. We consider diagrams whose nodes are either circles
or squares. Let m be the number of circles, and n the total number of nodes.25 The gauge
group is a product of unitary factors
U(N1)× · · · × U(Nm) ,
each associated to a circular node of the diagram, while the flavor group includes
S
[
U(Nm+1)× · · · × U(Nn)
]
,
where each factor is associated to a square node. The “missing” U(1) factor in the flavor
group is gauged.26 For each arrow from node i to node j, there is a chiral multiplet in the
bifundamental representation, which transforms as a fundamental of the node at the tail and
an antifundamental of the node at the head. Notice that, from the point of view of the gauge
group, these multiplets are either bifundamentals, (anti)fundamentals or singlets. We restrict
our attention to theories whose quivers are cluster quivers, which are free of 1- and 2-cycles:
they are represented by an n × n skew-symmetric matrix B = bij such that [bij ]+ is the
number of arrows pointing from i to j.
The field theory attaches additional data to the nodes of the quiver diagram. First, each
node i ∈ [n] is assigned a non-negative integer Ni representing the rank of the corresponding
group. Each gauge node also has an associated complexified FI parameter
ti = 2πξi + iθi , (3.7)
which is more conveniently expressed through the Ka¨hler coordinate
zi = e
iπ(Nf (i)−Ni) e−ti . (3.8)
Here, Nf (i) and Na(i) are the total number of fundamentals and antifundamentals with
respect to the i-th node, and are given by
Nf (i) =
∑
j
[bij]+Nj , Na(i) =
∑
j
Nj [bji]+ . (3.9)
25In the mathematical literature, given a cluster algebra of rank m with coefficients in the tropical semifield
in J variables PJ , one can introduce an extended m× (m+ J) exchange matrix B˜ which includes both B and
y, in such a way that the extended matrix transforms as in the first line of (3.4). In other words, one can
represent the coefficients by the number of arrows connecting the m “gauge” nodes to J extra “flavor” nodes
(as mutations cannot be taken on these nodes), or vice versa. Unfortunately, this description loses track of the
arrows between flavor nodes, so we do not follow this route. We rather connect the field theory to a cluster
algebra of rank n with coefficients in PJ=1, allowing mutations only at the gauge nodes.
26If there are no flavor nodes, then the diagonal U(1) of the gauge group is decoupled and free. Moreover,
the flavor group can be much larger: each independent loop brings an extra U(1) factor, and arrows with
multiplicity |bij | bring an SU
(|bij |) factor, unless they are broken by superpotential interactions. The super-
potential interactions, as we explain further in section 3.4, are also encoded in the R-charge assignments of
the chiral fields.
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a1
a2 ag
MNg...
N
Nf
N
N1 N2
Figure 2. Gauging the flavor symmetry. We promote a U(N1)× · · · ×U(Ng) subgroup of the U(Nf )
flavor symmetry to be a gauge symmetry, in such a way that U(Ni) has embedding index ai, with∑
i aiNi+M = Nf . This leaves an unbroken U(M) flavor symmetry, as well as a
∏
i SU(ai) symmetry,
the latter of which is not represented by any node. These additional flavor symmetries can be broken
by superpotential terms. The resulting quiver has ai arrows pointing to U(Ni), and one arrow pointing
to U(M).
To make the notation more homogeneous, one can choose to introduce “flavor FI parameters”
for the flavor nodes as well: these parameters do not have physical significance on flat space
since they do not involve dynamical fields, but are useful for keeping track of the contact terms
necessary to match the S2 partition functions. In two dimensions, FI terms are classically
marginal, but quantum mechanically they can have logarithmic running with the dynamical
generation of a scale; with N = (2, 2) supersymmetry, the beta function is one-loop exact
and is given by
βi = Na(i)−Nf (i) = −
∑
j
bijNj . (3.10)
Let us now apply the Seiberg-like duality of section 2 to the k-th gauge node in the
quiver—the duality, obviously, cannot be applied to a flavor node. We can think of the
full quiver as constructed by taking blocks of U(Nk) gauge groups with Nf (k) fundamentals
and Na(k) antifundamentals, and identifying part or all of the flavor symmetries as gauge
symmetries of other gauge groups of the theory. This process is depicted in figure 2. Let us
consider, for concreteness, a gauge node with Nf fundamentals: we can embed U(N1)×· · · ×
U(Ng)×U(M) into U(Nf ) in such a way that the embedding index of U(Ni) into U(Nf ) is ai
and that of U(M) is 1, as long as M +
∑
i aiNi = Nf .
27 When we gauge U(N1), . . . , U(Ng),
the original arrow pointing to U(Nf ) breaks into ai arrows pointing to U(Ni) for each i, and
one arrow pointing to the flavor node U(M). The gauge fields U(Ni) will in general also be
coupled to other chiral multiplets, therefore the nodes will be connected to the rest of the
quiver. An example of this process is given in figure 4.
27If a representation r of G decomposes into ⊕iri of H under the embedding H ⊂ G of Lie algebras, the
Dynkin embedding index
IH →֒G =
∑
i T (ri)
T (r)
(3.11)
is independent of r. Here, T (r) is the quadratic Casimir, normalized such that T (n) = 1 for the fundamental
representation n of su(n).
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Based on what we already know about the dualities of SQCD-like theories, we can infer
the action of the duality applied to the U(Nk) node of the quiver theory. The action on the
quiver diagram can be described in the following way. Let us, as in section 2, refer to the
theories before and after the duality as theories A and B, respectively. Recalling the action
of the duality on the SQCD-like theory depicted in figure 1, we see that it realizes the first
and second steps of the quiver mutation rule summarized at the end of section 3.1. The fields
MAF , the singlets with respect to U(Nk) appearing in theory B, are the arrows added in step
1). The fact that fundamentals and antifundamentals of U(Nk) get exchanged corresponds to
step 2). What is missing in the SQCD-like example is step 3). Let us consider the case when
an oriented 2-cycle is generated in theory B upon the addition of the fields MAF : we denote
the two chiral multiplets forming the 2-cycle as X1 and X2, where X2 is the newly added
field. Suppose that in theory B there is a quadratic superpotential term Wcycle = X1X2:
then the fields X1,2 are massive and can be integrated out. In other words, they disappear
in pair at low energies. This mechanism would realize step 3). Going back to theory A, this
implies that there must have been a 3-cycle X1-q˜-q involving some quarks of the U(Nk) node,
and a cubic superpotential Wcycle = X1q˜q: only then is the quadratic term X1X2 present in
theory B, as the operators q˜q and X2 are identified under the map (2.12).
For the rest of this section, we only consider theories for which this is always the case: we
assume that the theories under consideration have a quiver and a superpotential such that,
whenever the application of the Seiberg-like duality to a node generates oriented 2-cycles
in the quiver, there are enough quadratic superpotential terms to make all fields involved
massive. With this assumption, we always integrate such pairs out when defining the duality
map. In fact, we assume something stronger: that this is the case for all possible sequences
of dualities. This is a very nontrivial assumption, which we come back to in section 3.5.
We denote theories with this property as non-degenerate quiver theories. Moreover, since
the dualities considered here involve one more step than the Seiberg-like dualities of section
2—namely the integrating out of massive pairs of chiral multiplets—we sometimes choose to
refer to them as cluster dualities.
Hence, under the assumption of non-degeneracy, the transformation of the quiver diagram
under duality at U(Nk) is the same as the matrix mutation µk of bij described by the first
equation in (3.4). In particular, a cluster quiver is mapped to a cluster quiver.
Let us now examine how the ranks of the gauge groups transform. From equation (2.2),
we see that only the rank of the dualized node U(Nk) changes, therefore:
N ′i =
max
(∑
j [bkj]+Nj ,
∑
j Nj [bjk]+
)
−Nk if i = k
Ni otherwise .
(3.12)
We can represent the ranks by elements of the tropical semifield P in a single variable u
(introduced in (3.1), with J = 1) by attaching a variable ni = u
Ni to the i-th node of the
quiver diagram. Then, the transformation rules for the ranks can be elegantly written in P
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|β1| |β2| 
β1<0 β2>0
N1
1UV
N2 ......
... ...
Figure 3. The “UV completion” of a non-conformal quiver where we extend the theory by a U(1)
flavor node. The twisted mass with respect to this flavor symmetry sets the UV renormalization scale
u. The new node is connected to the i-th node by |βi| arrows, in the direction such that the extended
quiver is conformal.
as
n
′
i =
n
−1
k
(∏
j n
[bjk]+
j ⊕
∏
j n
[−bjk]+
j
)
if i = k
ni otherwise .
(3.13)
We can similarly introduce elements yi ∈ P associated to the beta functions of the nodes:
yi = u
βi = uNa(i)−Nf (i) =
∏
j
n
bji
j . (3.14)
We can identify yi with the cluster algebra coefficients, as it is a simple exercise to show that
they transform according to the rules given by the second equation of (3.4).
We say that a quiver gauge theory is “conformal” if the FI beta functions βi of all gauge
nodes vanish, i.e., βi = 0.
28 In this case, yi = 1 for all gauge nodes i. The transformation of
y implies that conformal quivers are mapped to conformal quivers under the dualities, as it
should.
Finally, let us study the transformation of the complexified FI parameters—or, equiva-
lently, of the Ka¨hler coordinates zi—under cluster dualities. We already know from section 2
that dualization at the node U(Nk) maps its Ka¨hler coordinate from zk to z
−1
k . The contact
terms represented by the function fctc in (2.48) are responsible for the transformation of the
Ka¨hler coordinates of the neighboring nodes. Let us first consider this map in the case of
conformal quivers. From (2.48) or, more precisely, from the analysis that we present at the
end of this section, we deduce the map
z′i =
{
z−1k if i = k
zi z
[bki]+
k (zk + 1)
−bki otherwise .
(3.15)
These are precisely the transformation rules for the X -coordinates of Fock and Goncharov
[9, 10].
28The gauge theory is not conformal because the gauge coupling is dimensionful. The condition βi = 0,
however, implies that the theory flows to a nontrivial fixed point in the IR. In this case, the FI parameters are
marginal couplings that can be thought of as coordinates on the conformal manifold of the IR theory.
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In the non-conformal case, the complexified FI parameters run logarithmically along the
RG flow, and must be defined at some scale µ. An alternative way to define the theory is
to embed the non-conformal quiver B into a conformal UV quiver BUV. The UV quiver is
constructed by adding an extra U(1)UV flavor node, as shown in figure 3, and |βi| arrows
connecting the node U(Ni) to the node U(1)UV for each i in such a way that the extended
quiver is conformal. The original gauge theory can be recovered by turning on a large twisted
mass s0 for the U(1)UV flavor symmetry, and scaling the UV parameters z
UV
i appropriately.
The identification of parameters is
zUVi = u
βi zi(µ) , (3.16)
where u = −is0/µ is the ratio of the UV and IR scales.
29 The IR limit T ′IR of the UV theory
T ′UV dual to a given theory TUV, is itself the dual to the IR limit TIR of TUV. In other words,
the diagram
TUV
cluster dual
−−−−−−−→ T ′UV
IR limit
y yIR limit
TIR
cluster dual
−−−−−−−→ T ′IR
(3.17)
commutes. Hence, upon identifying
yi = u
βi = zUVi /zi(µ) , (3.18)
we find an interpretation for the base u of the tropical semifield P as the ratio of the UV
and IR scales. Since the UV theory is conformal by construction, its Ka¨hler coordinates zUVi
transform as in (3.15). Thus, from zi(µ) = y
−1
i z
UV
i and the transformation laws (3.4) and
(3.15), we obtain the transformation of the Ka¨hler coordinates in the general case:
z′i =

z−1k if i = k
zi z
[bki]+
k
(
yk
yk ⊕ 1
zk +
1
yk ⊕ 1
)−bki
otherwise .
(3.19)
While objects with this transformation law do not appear directly in the work of Fomin and
Zelevinsky, they follow from the transformation of the cluster coordinates xi in (3.4) if we
define
zi =
∏
j
x
bji
j . (3.20)
The variables zi are sometimes referred to as “dual cluster variables.”
The physical content of the formal expression (3.19) is not immediately apparent. Recall,
however, that its derivation still involves the UV construction with finite UV scale. The
29Our conventions are adapted to the S2 partition function, which can be used to derive the precise maps
under scale matching. We present the details of the computation with all relative signs in appendix C.
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original quiver theory is obtained in the IR limit of this construction, that is, when u→∞.
The transformation (3.19) then reduces to
z′i =

z−1k if i = k
zi z
[−bki]+
k if i 6= k when βk > 0
zi z
[bki]+
k (zk + 1)
−bki if i 6= k when βk = 0
zi z
[bki]+
k if i 6= k when βk < 0 .
(3.21)
In fact, taking the limit u→∞ in (3.19) is the same as selecting only those terms in z′i whose
coefficient is 1 = u0 ∈ P. Now, (3.21) is precisely the transformation law that follows from
the contact terms represented by fctc in (2.48), derived from the S
2 partition function.
For the rest of this section, we check that the duality map (3.21) agrees with the S2
partition function of the whole quiver theory. This is a direct consequence of our analysis of
the SQCD-like theories in section 2. To do so, let us consider the S2 partition function of a
quiver gauge theory characterized by the data (B,N, z), where B is a quiver, N is an n-tuple
of ranks and z is an m-tuple of Ka¨hler coordinates:
ZS2(B,N, z) =
n∏
i=1
[
Ni∏
Ii=1
∑
mi,Ii
∈Z
∫
dσi,Ii
2π
(
eiπ(Nf (i)−1)zi
)σi,Ii+(e−iπ(Nf (i)−1)z¯i)σi,Ii−
]
×
n∏
i=1
[
Ni∏
Ii<Ji
(
−ΣIiJi+Σ
Ii
Ji−
)] n∏
i<j
[ |bij |∏
αij=1
∏
Ii,Jj
Γ
(
1
2r
ij
αij − sign(bij)Σ
Ii
Jj+
)
Γ
(
1− 12r
ij
αij + sign(bij)Σ
Ii
Jj−
)] . (3.22)
Here, σIi± are the complex Coulomb branch parameters of the gauge group U(Ni) as defined
in (2.25), where the indices Ii, Ji run over [Ni]. We have used the notation Σ
Ii
Jj±
to denote
the differences between Coulomb branch parameters:
ΣIiJj± = σi,Ii± − σj,Jj± . (3.23)
The indices αij label the bifundamental matter between node i and j (the multiple arrows),
and rijαij are their R-charges. For notational simplicity we have assumed that all nodes of the
quiver are gauge nodes, although the following analysis is valid for theories with flavor nodes
as well. If a node i is a flavor node, we can simply remove the summation over fluxes and the
integration over the Coulomb branch,
∑
m
∫
dσ
2π , upon which the complex Coulomb branch
parameters become components of the complex twisted masses of the flavor symmetries. The
corresponding FI parameters then become formal parameters that keep track of the contact
terms: we can simply choose to set t = 0, although t will then take some other values in dual
descriptions, as described in section 2.3 for SQCD-like theories.
Now let us examine the duality at the node k. It is simple to observe that the inte-
grand in (3.22) can be factorized into a product of two factors Gk and G
c
k, where Gk depends
on the parameters σk,Ik± of the k-th node, while G
c
k does not. One can first perform the
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Figure 4. Local picture of cluster duality. From the point of view of the dualized node U(N), the
Coulomb branch parameters of adjacent nodes play the role of twisted masses. The duality properties of
ZS2 can be inferred by: 1) isolating the terms of the partition function participating in the duality and
treating the Coulomb branch parameters as twisted masses (upper arrow); 2) dualizing (right arrow);
3) regrouping the twisted masses into Coulomb parameters of neighboring gauge groups (lower arrow).
In this example all embedding indices are 1.
integral/summation of Gk over
∏
Ik
∑
mk,Ik
∫
dσk,Ik—we call this integral Zk—and then in-
tegrate/sum GckZk over the remaining parameters. In fact, Zk is the partition function of
a U(Nk) theory with Nf (k) fundamentals and Na(k) antifundamentals, and we can readily
apply the identity (2.45). The Coulomb branch parameters of the adjacent gauge nodes to
k should be plugged into the formula (2.45) as twisted masses, as (a subgroup of) the flavor
symmetry has been gauged; notice that if the gauging is performed with an embedding index
I > 1, then I twisted masses should be set equal to the same Coulomb branch parameter.
Eventually, the various dual flavors and singlets can be recognized as bifundamentals of the
dual theory, as exemplified in figure 4. The function fimp in (2.45) does not depend on inte-
grated/summed parameters and can be pulled out of the integral/sum; the same is not true
for fctc.
The duality at the partition function level encapsulates the map for the quiver and the
ranks of the nodes stated before. In particular, this procedure reproduces the steps 1) and 2)
in the mutation of the quiver B, as well as the transformation of ranks. It is less obvious how
step 3) arises at the level of the partition function. Under the assumption of non-degeneracy,
every 2-cycle generated on the B-side is accompanied by a quadratic superpotential term.
This constrains the two chiral multiplets involved, X1,2, which have opposite gauge and flavor
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charges, to have R-charges that sum up to 2. It follows that the product of their one-loop
determinants is simply a flux-dependent sign:
∏
Ii,Jj
Γ
(
ΣIiJj+ +
r
2
)
Γ
(
1− ΣIiJj− −
r
2
) · ∏
Ii,Jj
Γ
(
1− ΣIiJj+ −
r
2)
Γ
(
ΣIiJj− +
r
2
) = (−1)Nj ∑Ii mIi−Ni∑Jj mJj , (3.24)
which is a consequence of gamma function identities and the fact that mIi = ΣIi+ − ΣIi− is
integral. The only trace of their existence is a shift of the theta angles of the gauge groups i
and j by Njπ and Niπ, respectively.
The map of the Ka¨hler coordinates can be read off from the partition function from the
factors that are exponentiated by the Coulomb branch parameters. These factors involve
crucial contributions from fctc. For the dualized node we clearly have z
′
k = z
−1
k from (2.45).
The map (3.21) for i 6= k can be derived from the following expressions:
eiπ(Nf (j)
′−1)z′j
eiπ(Nf (j)−1)zj
=

(
eiπN
′
kzk
)[bkj ]+(eiπN ′k)−[−bkj ]+ ∏
i 6=k
eiπNiaij Nf > Na[eiπN ′kzk
1 + zk
][bkj ]+[
eiπN
′
k(1 + zk)
]−[−bkj ]+ ∏
i 6=k
eiπNiaij Nf = Na(
eiπN
′
k
)[bkj ]+(eiπ(Nf (k)−Nk)zk)−[−bkj ]+ ∏
i 6=k
eiπNiaij Nf < Na .
(3.25)
The first two terms on the right-hand side of these equations come from fctc; see equation
(2.48). The last terms come from integrating out pairs of massive fields with quadratic
superpotential couplings, and aij denotes the number of “annihilated” 2-cycles between the
nodes i and j. By isolating the zk dependence on the right-hand side of this equation, one
obtains the map (3.21) up to shifts of the theta angles by multiples of π. The cancellation of
these shifts can be shown by using some non-trivial relations among the variables involved,
which we work out in appendix D.
3.3 The twisted chiral ring
The operator map of the twisted chiral ring under cluster dualities can be deduced from the
operator map studied in section 2.2. This is described efficiently using the Q-polynomial
introduced in that section. In a quiver theory, we have a Q-polynomial for each gauge group:
Qi(x) = det(x− σi) , (3.26)
where σi is the lowest component of the adjoint twisted chiral multiplet of U(Ni). Consider
the cluster duality with respect to node k, and denote the Q-polynomials of the dual theory
as Q′i(x) = det(x− σ
′
i). Similarly, we define Q-polynomials for the flavor nodes:
Qf (x) =
Nf∏
F=1
(x− sf,F ) , (3.27)
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where sf,F are the twisted masses lying in the Cartan subalgebra of the U(Nf ) flavor sym-
metry. Note that while the coefficients of the gauge Q-polynomials are operators, those of
the flavor nodes are constant parameters.
Since the duality does not modify the twisted chiral operators of nodes other than k,
Q′i(x) = Qi(x) for i 6= k . (3.28)
Meanwhile, upon repeating the argument of section 2.2, the map for Qk can be derived from
the twisted chiral ring relation∏
j
Qj(x)
[bkj ]+ + iNa(k)−Nf (k)zk
∏
j
Qj(x)
[−bkj ]+ = Ck(zk)Qk(x)Q
′
k(x) , (3.29)
which is the same as (2.20). The function Cj(z) is defined as
Cj(z) =

1 when Nf (j) > Na(j)
1 + z when Nf (j) = Na(j)
iNa(j)−Nf (j)z when Nf (j) < Na(j) .
(3.30)
We can rewrite the operator map as
Q′k(x) =
iNa(k)−Nf (k)zk
∏
j Qj(x)
[bjk ]+ +
∏
j Qj(x)
[−bjk ]+
Ck(zk)Qk(x)
, (3.31)
which resembles a cluster algebra exchange relation. In fact, we can make the connection
more precise. Assuming that there exist cluster variables xi such that zi =
∏
j x
bji
j , we find
that they transform as30
x′i =

x−1k
∏
j x
[bjk ]+
j if i = k and βk > 0
x−1k
(∏
j x
[bjk]+
j +
∏
j x
[−bjk]+
j
)
if i = k and βk = 0
x−1k
∏
j x
[−bjk ]+
j if i = k and βk < 0
xi if i 6= k .
(3.32)
under cluster dualities. These rules can be derived by taking the u→∞ limit of the standard
transformation of cluster variables in (3.4). One can verify that
x′k = i
Nf (k)−N
′
k−Nk Ck(zk)x
−1
k
∏
j
x
[−bjk ]+
j (3.33)
where Nf (k)−N
′
k −Nk = −[βk]+. We now define the “dressed Q-polynomials”:
Qj(x) = i
Nkxj Qj(x) . (3.34)
30If the exchange matrix bij is invertible, clearly xi =
∏
j z
b
−1
ji
j . The matrix, however, in general is not
invertible: e.g., when the number of nodes is odd, the exchange matrix is never invertible. When this is the
case, one can introduce one or more auxiliary flavor nodes suitably connected to the quiver, with rank zero
but with an FI term: these extra nodes can be used to make bij effectively invertible.
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The auxiliary variable x should not be confused with the cluster variables xi. The relation
(3.31) can then be written as
Q′k(x) =
∏
j Qj(x)
[bjk ]+ +
∏
j Qj(x)
[−bjk]+
Qk(x)
. (3.35)
For i 6= k, Qi(x) remains invariant, therefore
Q′i(x) =
Qk(x)−1
(∏
j Qj(x)
[bjk ]+ +
∏
j Qj(x)
[−bjk]+
)
if i = k
Qi(x) otherwise .
(3.36)
This is exactly the transformation law of cluster variables with trivial coefficients. While the
operator relations are nicely summarized by (3.31), some work must be done to recover the
actual map of operators implied in this equation. As in the case of SQCD-like theories, the
map between the operators of theories A and B can be obtained by expanding the equation
(3.29) in the variable x and comparing the coefficients.
The coefficients of the Q-polynomials generate the twisted chiral ring, but are subjected
to the relations (3.29). Let us rewrite them as
Gi(B,N, z;Q) ≡
∏
j
Qj(x)
[bij ]+ + iNa(i)−Nf (i)zi
∏
j
Qj(x)
[−bij ]+ = Ci(zi)Qi(x)Ti(x) ,
(3.37)
where Q = (Qi) denotes the array of Q-polynomials. These equations are to be solved for
monic polynomials Qi(x) of degree Ni and Ti(x) of degree max
(
Nf (i), Na(i)
)
−Ni, where i
runs over the gauge nodes. Unfortunately, in general this is not the whole set of relations
that define the twisted chiral ring. Meanwhile, in the dual theory B the Q-polynomials Q′i(x)
satisfy
Gi(B
′,N′, z′;Q′) = C ′i(z
′
i)Q
′
i(x)T
′
i (x) . (3.38)
It is natural to expect that the twisted chiral rings of theories A and B are equivalent under
(3.31); while we do not have a proof, we present some evidence.
A solution V = (Qi) to the equations (3.37), i.e., an array of polynomials, represents a
Coulomb branch configuration σi that is a critical point of the effective twisted superpotential
W˜eff. Such a configuration can be safely interpreted as a Coulomb branch vacuum of the
theory if all chiral multiplets and off-diagonal vector multiplets are massive around it [47],
because then the approximation used to derive the vacuum is self-consistent. Therefore, V is
surely a vacuum if all Qi(x) have non-degenerate roots and all pairs Qi(x), Qj(x) at adjacent
nodes (bij 6= 0) do not have any common roots. We call such solutions, strong solutions. On
the other hand, if any one of the conditions is not met, a more refined analysis is necessary
to determine whether such solutions represent true vacua of the theory: we call these weak
solutions.
We show that every strong solution V to the equations (3.37) of theory A are mapped to
solutions
V ′ = µk(V ) ≡
(
µk(Qi)
)
(3.39)
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to the equations (3.38) of theory B under (3.31). By construction, V ′ solves (3.38) at node
k. Also, since Gi remain unaltered for nodes i that are not adjacent to k, V
′ solves (3.38) for
all i such that bik = 0.
It remains to show that V ′ solves (3.38) for i adjacent to k. For i 6= k, the polyno-
mial Qi remains invariant under duality and hence is non-degenerate. Then, the equation
(3.38) at node i is equivalent to the condition that every root of Q′i(x) is also a root of
Gi(B
′,N′, z′;V ′), i.e., we need to show that given an α such that Q′i(α) = Qi(α) = 0, it
implies Gi(B
′,N′, z′;V ′)
∣∣
x=α
= 0. The equation (3.37) on the A side already implies that
Gi(B,N, z;V )
∣∣
x=α
= 0 . (3.40)
It is useful to define the rational functions
Zj(x) = i
Na(j)−Nf (j)zj
∏
l
Ql(x)
blj =
∏
l
Ql(x)
blj . (3.41)
From the last identity, we see that they transform precisely as the conformal Ka¨hler coor-
dinates zj do under cluster dualities, due to the transformation rules (3.36) of the dressed
Q-polynomials. Let us assume that bik > 0. There are two cases we need to consider:
1) When Qj(α) 6= 0 for all bjk < 0, the rational function Zk(x) has a zero at x = α, i.e.,
Zk(α) = 0 . (3.42)
Also, since
Gi(B,N, z;V )
∣∣
x=α
=
∏
j
Qj(α)
[−bji]+
(
1 + Zi(α)
)
= 0 , (3.43)
and since Qj(α) 6= 0 for all nodes j adjacent to i because V is a strong solution, it follows
that
Zi(α) = −1 . (3.44)
Upon dualizing, it is simple to verify that
Gi(B
′,N′, z′;V ′) =
∏
j 6=k
Qj(x)
[−b′ji]+
(
1 + Zi(x)
(
1 + Zk(x)
)bik) . (3.45)
Equations (3.42) and (3.44) hence imply
Gi(B
′,N′, z′;V ′)
∣∣
x=α
= 0 , (3.46)
as desired.
2) When there exists a node j with bjk < 0 such that Qj(α) = 0, we find that
Gk(B,N, z;V )
∣∣
x=α
= 0 . (3.47)
Since we have assumed that V is a strong solution, i and j are not adjacent. Meanwhile,
the vacuum equation at node k implies that
Ck(zk)Qk(α)Q
′
k(α) = Gk(B,N, z;V )
∣∣
x=α
= 0 . (3.48)
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Since we have assumed that V is a strong solution, Qk(α) 6= 0: hence, Q
′
k(α) = 0. In
the dual theory B, b′ik = −bik < 0, while b
′
ij = bij + sign(bik)[bikbkj]+ = bikbkj > 0.
Therefore, it follows that
Gi(B
′,N′, z′;V ′)
∣∣
x=α
= Q′k(α)
b′
ki
∏
l 6=k
Ql(α)
[b′
li
]+ +Qj(α)
−b′ji
∏
l 6=j
Ql(α)
[−b′
li
]+ = 0 , (3.49)
as desired.
An analogous procedure shows that V ′ solves the equations at nodes i with bik < 0.
Some comments are in order. First, in case 2) presented above, a strong solution V of
A is mapped to a weak solution V ′ of B. Second, the assumption of a solution being strong
plays a crucial role in the proof. In fact, it is possible to construct examples where the map
(3.36) of a weak solution does not produce a solution of B. A better understanding of weak
solutions, hopefully, would lead to a proof of the equivalence of twisted chiral rings of cluster
dual theories.31
3.4 Superpotentials and single-trace chiral operators
The map of superpotential terms under the dualities of quiver gauge theories is a straight-
forward generalization of the one for SQCD-like theories, presented in section 2.1. Let us
consider taking the cluster dual of a quiver theory at the k-th gauge node. We denote the
bifundamental fields connecting two nodes i→ j as qijα with α ∈
[
[bij ]+
]
. Let us assume that
the superpotential of theory A, i.e., the theory before dualization, is given by
W =W0
(
qikα q
kj
β , Xk
)
+W1(Xk) , (3.50)
where we have made use of the fact that qikα and q
kj
β can only appear in the U(Nk)-invariant
combinations qikα q
kj
β . We have denoted the set of all other fields, uncharged under node k, as
Xk.
In theory B, the combinations of fields qikα q
kj
β are substituted with the bifundamentals
M ijαβ , with (α, β) ∈
[
[bik]+
]
×
[
[bkj]+
]
, which are singlets of U(Nk). Also, the dual quarks q
′ki
α
and q′jkβ are added to the theory. The superpotential is then given by
Ŵ ′ =
∑
α,β
Tr
(
M ijαβ q
′jk
β q
′ki
α
)
+W0
(
M ijαβ , Xk
)
+W1(Xk) . (3.51)
31Let us give an example of what might happen. Consider U(N) SQCD with Nf = N + 1, Na = 1 and
tune s˜1 = s1. The equation in theory A is (x − s1)
(∏N
F=2(x − sF ) − iNz
)
= Q(x)Q′(x), with degQ = N ,
degQ′ = 1. There is a strong solution where Q(x) is not divisible by (x− s1) and N weak solutions where it
is. In fact, the weak solutions are not Coulomb branch vacua, but nevertheless represent vacua: they include
a non-compact Higgs branch direction, and are non-normalizable. In the dual theory, the strong solution is
mapped to a weak solution Q′(x) = (x − s1): this is, in fact, a massive vacuum on the Higgs branch, thanks
to the superpotential Wdual. The weak solutions of A are mapped to solutions of B which are strong for what
concerns the gauge node; there is, however, a single gauge singlet in each of these vacua that represents a
non-compact flat direction. We would like to thank Kentaro Hori for helping us understand this example.
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We have put a hat on this superpotential, obtained by the prescription in (2.14), to emphasize
that we need to take a further step to complete the duality in the case of non-degenerate
quiver theories: we need to integrate out bifundamentals that have a quadratic coupling in
the superpotential—this is step 3) described at the end of section 3.1. Whenever a term
M ijγ q
ji
γ′ ∈ W0
(
M ijαβ , Xk
)
is present in the superpotential, we solve the constraints
∂Ŵ ′
∂M ijγ
=
∂Ŵ ′
∂qjiγ′
= 0 , (3.52)
and replace M ijγ and q
ji
γ′ in Ŵ
′ accordingly to obtain the superpotential W ′ of theory B.
This procedure is well-defined for superpotentials with single-trace as well as multi-trace
terms. Note, however, that this map preserves the single-tracedness of the superpotential,
i.e., if we start with a single-trace superpotential W , the procedure generates a single-trace
superpotential W ′ of the dual theory.
The transformation rule for the superpotential is consistent with the sphere partition
function, paralleling the discussion of section 2.3. The partition function does not depend
on the chiral ring deformations—i.e., on the coefficients in the superpotential—but it does
depend on the R-charges of chiral multiplets. Denoting by rijα the R-charge of q
ij
α , (2.50)
implies that the R-charges of q′jkβ and q
′ki
α are (1− r
kj
β ) and (1− r
ik
α ) respectively, while M
ij
αβ
have R-charges rikα + r
kj
β (up to mixing with the gauge charges). This is consistent with
identifying the fields M ijαβ with the mesonic operators q
ik
α q
kj
β , as well as with the presence of
the superpotential terms Tr(M ijαβq
′jk
β q
′ki
α ) which have R-charge 2. Moreover, we have seen that
the procedure of integrating out pairs of massive chiral fields with quadratic superpotential
terms is consistent with the partition function, as the one-loop determinants of such fields in
the Coulomb branch integral cancel out up to a shift of theta angles.
We conclude by summarizing some results of [43] with regard to the mapping of the single-
trace chiral ring under dualities. This has been discussed in the mathematics literature, from
the point of view of the path algebra and the Jacobian algebra of quiver diagrams with
potentials, in [43, 75]. A result of [43] is that the “deformation spaces” of two quivers with
potentials are isomorphic under cluster mutations (Proposition 6.9). The cluster mutation
rules of quivers and potentials are given precisely by the dualities we have described (Definition
5.5). The deformation space (Definition 5.7) is defined as the space of directed loops in
the quiver modulo constraints obtained from the potential, endowed with some algebraic
structure. This is precisely the single-trace chiral ring: it consists of all single-trace chiral
operators Tr
(
qi1i2α1 q
i2i3
α2 · · · q
ini1
αn
)
, which can be thought of as directed loops in the quiver,
subject to the set of constraints ∂W/∂qijα = 0. The result of [43] is restrictive in the sense
that only single-trace operators—which are neutral under flavor charges—are allowed to be
present in the potential. It would be interesting to see if their result can be extended to more
general potentials and operators.
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3.5 Non-degenerate quiver theories
Let us come back to the question whether a given quiver gauge theory with a superpotential
is such that all 2-cycles that are generated for any arbitrary chain of Seiberg-like dualities are
cancelled—in other words, whether every dual theory obtained by successive applications of
Seiberg-like dualities has enough quadratic terms in the superpotential that, after integrating
out the chiral multiplets involved, no oriented 2-cycles are left. It is relatively easy to write
down the condition for which this happens after a single Seiberg-like duality, as it turns out
to be a condition on the cubic terms in the superpotential. It is, however, quite nontrivial to
make sure that this happens indefinitely, i.e., after an arbitrary sequence of cluster dualities.
Following the mathematics literature, we call a quiver gauge theory with a superpotential
non-degenerate if it has the property described above, and we call an R-symmetry preserv-
ing superpotential that does the job a non-degenerate graded potential. We also say that
a quiver diagram is non-degenerate when the corresponding quiver gauge theory admits a
non-degenerate graded potential.
Non-degeneracy is a crucial property, if we wish to make contact between Seiberg-like
dualities of 2d quiver gauge theories and cluster algebras. This is because, if the multiplets
forming a 2-cycle cannot be integrated out in some duality frame, cluster duality is not
applicable to that particular dual theory, as the quiver diagram is not of cluster type. If we
proceed to perform a Seiberg-like duality on this theory with respect to one of the two nodes
along the 2-cycle, the quiver obtained develops a 1-cycle on the other node: an adjoint chiral
multiplet. We cannot apply a further Seiberg-like duality on the node with a 1-cycle, since
such a duality is not defined in this case (although a duality of a different nature might exist).
Thus the mathematics of cluster algebras have limited applicability for degenerate theories.
It is possible to construct examples of degenerate quivers, i.e., quivers that do not ad-
mit any non-degenerate graded potentials (see e.g., remark 4.41 in [76]), and therefore non-
degeneracy is a nontrivial condition.32 Unfortunately, it is an open problem to classify non-
degenerate quivers and non-degenerate theories. There are, however, many classes of quivers
which are known to admit non-degenerate superpotentials, a list of which can be found in [76].
For instance, all acyclic quivers with vanishing superpotential are non-degenerate; then, all
quivers that can be made acyclic by mutations are non-degenerate, and their non-degenerate
superpotential can be constructed via cluster dualities.
An intriguing entry in the list is the class of quivers that are dual to ideal triangulations
of surfaces with marked points [77, 78]. Such quivers and their mutations have frequently
appeared in the study of class S theories [15, 16, 79], which are a class of four-dimensional
N = 2 theories obtained by wrapping M5-branes on punctured Riemann surfaces [80] (see
also [79, 81]). It would be interesting to understand whether there is a connection between
the two-dimensional gauge theories associated to these quivers and the corresponding four-
32While there is no obstruction to applying mutations indefinitely to a degenerate quiver from the point of
view of cluster algebra, the cluster algebra structure obtained in this way cannot be reproduced by a 2d gauge
theory.
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Figure 5. Cluster mutations on the quiver diagram for the Gulliksen-Neg˚ard Calabi-Yau threefold.
The numbers next to the arrows denote the multiplicity. Figure (a) is the GLSM model proposed in
[52], while the other ones are obtained via mutation on the left (µ1) or the right (µ2) node.
dimensional theories.
4 Some geometric implications
The dualities of two-dimensional N = (2, 2) quiver gauge theories, possibly with superpoten-
tials, have some interesting geometric implications. This is because the gauge theory can flow
in the IR to a non-linear sigma model (NLSM) on a subvariety of a Ka¨hler quotient manifold.
The complexified FI terms, or equivalently the Ka¨hler coordinates zi, are coordinates on the
“extended Ka¨hler moduli space” of the manifold. In the case when the IR theory is conformal,
the moduli space extends to include those of manifolds related by flops or other transitions,
which are different large volume limits of the same conformal field theory. The cluster algebra
mutations give rise to different gauged linear sigma model (GLSM) descriptions of the same
geometry, as well as to special birational changes of coordinates on the Ka¨hler moduli space.
As hinted above, the theories that flow to a fixed point in the IR are particularly in-
teresting: in this case, the IR geometry is a (possibly non-compact) CY manifold, and the
Ka¨hler coordinates parametrize its Ka¨hler moduli space. The sphere partition function ZS2
can be used to compute the quantum corrected metric on this moduli space [48, 73]—in fact,
it produces the Ka¨hler potential of the Zamolodchikov metric in the CFT. Our result implies
that this metric is the same in all different GLSM descriptions as long as we transform the
coordinates according to cluster algebra mutation rules.33
33In the non-conformal case, the mutation of a node with |Nf −Na| = 1 leads to a correction of the Ka¨hler
potential that should be taken into account.
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The cluster algebra structure of the Ka¨hler moduli space implies many interesting prop-
erties. For instance, it implies that there is a natural (possibly degenerate) Poisson structure
[44] on the moduli space, defined by
{zi, zj} = zizjbij , (4.1)
which can be extended to Laurent polynomials by the Leibniz rule and to analytic functions
by continuity. It follows that
{f, g} =
∑
k,l
∂f
∂zk
∂g
∂zl
zkzlbkl , {log zi, log zj} = bij . (4.2)
This equation implies that log zi can be interpreted as a set of “canonical coordinates,”
although bij can be degenerate. This Poisson structure is compatible with the cluster algebra
structure, in the sense that the Poisson bracket is invariant under mutation of bij and zi
(3.4)-(3.19): {z′i(z), z
′
j(z)}bkl = z
′
iz
′
jb
′
ij . Therefore, mutations can be thought of as canonical
transformations.
There are other properties of the Ka¨hler moduli space following from cluster algebra,
which we do not know how to take full advantage of. One is total positivity: there is a
canonical way of restricting the coordinates zi to R>0, in the sense that performing the
restriction in any frame would yield the same submanifold of the moduli space, as is apparent
from (3.15). From the field theory point of view, this means that there is a canonical choice
of theta angles.
One could be worried that the CY geometries that arise from quiver gauge theories with
R-symmetric superpotentials might be uninteresting. For example, one can wonder whether
there are compact Calabi-Yau manifolds in the list. The answer is yes: an illustrative example
is the Gulliksen-Neg˚ard Calabi-Yau threefold [82], which is studied from the GLSM point of
view in [48, 52]. This CY threefold can be engineered by a U(1) × U(2) gauge theory whose
matter content consists of eight fundamentals of U(1), four fundamentals of U(2) and four
bifundamentals, coupled by a cubic superpotential. The Hodge numbers (h1,1, h2,1) = (2, 34)
imply that there are two Ka¨hler parameters z1,2 identified with the Ka¨hler coordinates in
the GLSM. The quiver is depicted in figure 5 (a). We thus learn that the Ka¨hler moduli
space of this CY has a cluster algebra structure. In fact, in this example, we obtain infinitely
many distinct GLSM dual descriptions by successive applications of cluster dualities. We have
depicted some of these GLSMs in figure 5, and listed their Ka¨hler coordinates as functions of
the original ones in table 1: after a few mutations, they soon become quite intricate.
The cluster algebra structure has also interesting implications for the topology of the
moduli space of certain Calabi-Yau manifolds. A cluster algebra is said to be of finite mutation
type if there is a finite number of exchange matrices in all seeds: only a finite number of quiver
diagrams appear upon applying arbitrary sequences of mutations. Then mutations define an
automorphism of Cm (where m is the number of gauge nodes), since certain sequences of
mutations map a quiver diagram to itself, with a non-trivial transformation of the cluster
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mutations Ka¨hler Coordinates
(a) · z1 z2
(b) µ1 z
−1
1 z2(1 + z1)
4
(c) µ2µ1 z
−1
1
(
1 + z2(1 + z1)
4
)4
z−12 (1 + z1)
−4
(d) µ1µ2µ1 z1
(
1 + z2(1 + z1)
4
)−4
z−12 (1 + z1)
−4
(
1 + z−11
(
1 + z2(1 + z1)
4
)4)4
Table 1. Map of Ka¨hler coordinates of the Gulliksen-Neg˚ard CY threefold under cluster dualities.
variables and Ka¨hler coordinates zi: then the actual moduli space of Ka¨hler parameters of
the field theory is the quotient of Cm by the automorphism group, and the group defines a
tessellation of Cm. For example, quiver diagrams constructed from ideal triangulations of
Riemann surfaces with punctures are of this nature. It would be interesting to see if this
structure has any physical consequence, for the phase structure and singular points of the
moduli space, and so on.
Finally, let us suggest an application of quantum field theory to the theory of cluster
algebras. As described in section 2, if a gauge node in a quiver has more colors than flavors,
i.e., if
max
(
Nf (i), Na(i)
)
< Ni
for some gauge node i, then the theory breaks supersymmetry. An attempt to apply the
cluster mutation µi would generate a node with negative rank. Then, given a quiver with
ranks which can be represented by elements ni ∈ P transforming as in (3.13) under mutations,
it is an interesting combinatorial problem to determine whether the supersymmetry of the
theory is broken in this way, i.e., whether there is a duality frame where some node has
negative rank. “Supersymmetry breaking” as defined above is a mutation-invariant property,
that, to our knowledge, has not been defined or utilized in the mathematical literature. We
note that a necessary condition for the defined supersymmetry breaking is that
ZS2 = 0 .
This is a mutation invariant condition! We thus see that the sphere partition function provides
a useful handle on the mathematical problem of discerning whether a quiver with given ranks
can develop any negative rank nodes upon mutations.
5 N = (2, 2)∗ dualities
We conclude by discussing some dualities, similar to the Seiberg-like (or cluster) dualities we
considered so far, of N = (2, 2)∗ quiver gauge theories. In the case of quivers with a single
gauge node, these dualities have been analyzed by Nekrasov and Shatashvili [49, 50] in the
context of the “Gauge/Bethe correspondence,” and were called “Grassmannian dualities”; in
fact, the avatars of such dualities are also known in the integrable systems literature [83, 84].
Here, we discuss how these dualities are extended to general quivers, as well as the map of
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N NfN Nf
Figure 6. Left: diagram representing an N = (4, 4) quiver gauge theory. Notice that lines are unori-
ented since they represent hypermultiplets. Right: quiver diagram of the same theory, thought of as an
N = (2, 2) theory. Each gauge node has an adjoint chiral field, while bifundamental hypermultiplets
break into pairs of chiral multiplets.
parameters and the equality of S2 partition functions under the dualities.34 We stress that the
N = (2, 2)∗ dualities are not special cases of the Seiberg-like dualities of section 2, although
geometrically they are tightly related. In particular, the latter can be embedded into the
former in some limit, as we explain later on. A more thorough analysis of this relation will
appear elsewhere.
The N = (2, 2)∗ theories can be obtained from N = (4, 4) gauge theories by softly
breaking the supersymmetry by turning on a twisted mass for a particular R-symmetry of
the theory. So let us first present some relevant facts about quiver gauge theories with
N = (4, 4) supersymmetry and gauge group U(N1) × · · · × U(Nm). The matter content
is organized into bifundamental hypermultiplets of the gauge and flavor factors, and can
be represented by a diagram with gauge (circles) and flavor (squares) nodes connected by
unoriented lines, as in figure 6 on the left. Letting n be the total number of gauge and
flavor nodes, we can introduce an n × n symmetric matrix C = cij whose non-negative
entries are the number of bifundamental hypermultiplets between node i and j. We set
the diagonal entries of C to vanish. The N = (4, 4) vector multiplet decomposes into an
N = (2, 2) vector multiplet and an adjoint chiral multiplet, which we denote Φi, for each node
i; a hypermultiplet charged under the nodes i and j decomposes into two chiral multiplets
qij and qji in conjugate representations. The corresponding quiver diagram is depicted in
figure 6 on the right. For each gauge node i, the terms
∑
αTr
(
qαji Φi q
α
ij
)
are added to the
superpotential, where α parametrizes all the hypermultiplets charged under U(Ni). Since no
other superpotential is allowed by N = (4, 4) supersymmetry (with the exception of complex
mass terms), the diagram completely specifies the theory.
These theories have a global U(1)Φ symmetry, part of the R-symmetry, under which the
adjoint scalars Φi have charge −1 while the bifundamental chiral multiplets have charge
1
2 .
The N = (2, 2)∗ theories are obtained by turning on a complex twisted mass sΦ associated
to this symmetry, thereby breaking (4, 4) to (2, 2) supersymmetry. We can introduce the
parameters
v+ = isΦ , v− = is¯Φ , (5.1)
34We mention that some dualities between certain quivers have been considered in [85]. They can be
understood as examples of the Seiberg-like dualities of section 2.
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ζNf - N NfN Nf
ζ-1
Figure 7. The basic N = (2, 2)∗ duality between a pair of single-node gauge theories with Nf flavors.
The Ka¨hler coordinates ζi are indicated.
which are useful in expressing the sphere partition function and the twisted chiral ring rela-
tions.
The N = (2, 2)∗ theories enjoy dualities defined with respect to a gauge node k. They
leave the (quiver) diagram and the U(1)Φ charges invariant, while modifying the gauge group
ranks simply as
N ′i =
{∑
j ckjNj −Nk if i = k
Ni otherwise .
(5.2)
The exponentiated FI terms, that we denote by
ζi = e
−ti , (5.3)
to avoid confusion with the parameters zi (which include suitable signs), are mapped according
to the rules:
ζ ′i =
{
ζ−1k if i = k
ζi
∏
j ζ
cij
j otherwise .
(5.4)
In the case of a single gauge node, the basic N = (2, 2)∗ duality is depicted in figure 7. Notice
that these dualities do not have a direct interpretation in cluster algebra.
In the case of the single-node theory in figure 6 and 7, i.e. N = (4, 4) or N = (2, 2)∗
SQCD, the duality has a simple geometric interpretation. At low energies the GLSM flows35
to the NLSM of T ∗Gr(N,Nf ), the total space of the cotangent bundle to the Grassmannian,
possibly deformed by equivariant parameters for the global symmetry U(1)Φ×SU(Nf ). The
duality simply expresses the identity of spaces T ∗Gr(N,Nf ) = T
∗Gr(Nf − N,Nf ). The
N = (2, 2)∗ dualities also have an interpretation in terms of integrable systems [49, 50], and
the map of twisted chiral ring operators can be obtained from there [84].
Let us consider the duality for N = (2, 2)∗ SQCD as in figure 7. We denote the Nf
complexified twisted mass parameters associated to the flavors as sF and then introduce ΣF±
as in (2.24), possibly shifted by ΣF± → ΣF± +
rF
2 according to the R-charges rF of the
fundamentals. We also redefine
v+ = iRe sΦ +
mΦ
2
+
rΦ
2
− 1 , v− = iRe sΦ −
mΦ
2
+
rΦ
2
− 1 (5.5)
35More precisely, N = (4, 4) SQCD leads to two different CFTs [86], one on the Higgs branch which is the
hyper-Ka¨hler NLSM we are talking about here, and one on the Coulomb branch.
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where mΦ is the quantized magnetic flux associated to U(1)Φ equal to the imaginary part of
the twisted mass, and rΦ is the R-charge of Φ. Notice that, with respect to the notation of
section 2.3, ΣΦ± ≡ 1 + v±. When the theory flows to a fixed point, v± = 0 corresponds to
the Higgs branch CFT while v± = −1 corresponds to the Coulomb branch CFT. The sphere
partition function is computed by the integral:
Z
(4,4)
U(N)
(ΣF±, v±; ζ) =
1
N !
∑
mI∈ZN
∫ N∏
I=1
dσI
2π
(
eiπ(N−1)ζ
)σI+(e−iπ(N−1)ζ¯)σI− · ∏
I<J
(
−ΣIJ+Σ
I
J−
)
×
∏
I,J
Γ
(
1− ΣIJ+ + v+
)
Γ
(
ΣIJ− − v−
) · ∏
I,F
Γ
(
−ΣIF+ −
v+
2
)
Γ
(
ΣIF+ −
v+
2
)
Γ
(
1 + ΣIF− +
v−
2
)
Γ
(
1− ΣIF− +
v−
2
) . (5.6)
We have assigned appropriate R-charges to the fields compatible with the superpotential; dif-
ferent R-charge assignments simply correspond to improvement transformations. The integral
is invariant under the charge-conjugation map:
Z
(4,4)
U(N)(ΣF±, v±; ζ) = Z
(4,4)
U(N)(−ΣF±, v±; ζ
−1) . (5.7)
The integral can be written in terms of vortex partition functions:
Z
(4,4)
U(N)(ΣF±, v±; ζ) =
∑
~F∈C(N,Nf )
Z
~F
0 Z
~F
+ Z
~F
− . (5.8)
Just as in the N = (2, 2) case, the vector ~F ∈ C(N,Nf ) labels vortex sectors; Z
~F
0 encodes
the contribution of the classical and one-loop piece to the partition function in a given sector:
Z
~F
0 = (−1)
N(N+1)
2
mΦ ζ
∑
I
ΣFI+−
N
2
v+
ζ¯
∑
I
ΣFI−−
N
2
v− ∏
I,I′
Γ
(
−ΣFIF c
I′
+
)
Γ
(
ΣFIF c
I′
+ − v+
)
Γ
(
1 + ΣFIF c
I′
−
)
Γ
(
1− ΣFIF c
I′
− + v−
) .
(5.9)
Then Z
~F
± are the vortex partition functions:
Z
~F
+ = Z
~F
(
ΣF+, v+; ζ
)
, Z
~F
− = Z
~F
(
ΣF−, v−; ζ¯
)
, (5.10)
with [29]
Z
~F
(
ΣF , v; ζ
)
=
∑
n≥0
ζn
∑
|(nI )|=n
∏
I
∏
J
(
ΣFIFJ − v + nI − nJ
)
nJ
∏
J ′
(
ΣFIF c
J′
− v
)
nI∏
J
(
−ΣFIFJ − nI
)
nJ
∏
J ′
(
−ΣFIF c
J′
− nI
)
nI
, (5.11)
where (nI) are N -tuples of non-negative integers.
Notice the special cases:
Z
~F (ΣF , 0; ζ) = 1 , Z
~F (ΣF ,−1; ζ) =
(
1− (−1)Nf ζ
)−N
. (5.12)
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For v± = 0 (Higgs branch CFT) the vortex partition function is trivial, as there are no
instanton corrections, while
Z
~F
0 (ΣF±, 0; ζ) = ζ
∑
I
ΣFI+
ζ¯
∑
I
ΣFI−
∏
I,I′
(−1)mFI−mFI′(
−ΣFIF c
I′
+Σ
FI
F c
I′
−
) . (5.13)
For v± = −1 we find that
Z
~F
0 (ΣF±,−1; ζ) = ζ
∑
I
ΣFI++
N
2
ζ¯
∑
I
ΣFI−+
N
2
∏
I,I′
(−1)mFI−mFI′ , (5.14)
while the vortex partition function is independent of the masses.36
It turns out that the N = (2, 2)∗ vortex partition function satisfies the following identity:
Z
~F (ΣF , v; ζ) =
(
1− (−1)Nf ζ
)(2N−Nf )v
Z
~F c(−ΣF , v; ζ) , (5.15)
motivated below.37 The one-loop piece satisfies
Z
~F
0
(
ΣF±, v±; ζ
)
= (−1)
(2N−Nf )(Nf+1)
2
mΦ ζ
∑
F ΣF++
1
2
(Nf−2N)v+ ζ¯
∑
F ΣF−+
1
2
(Nf−2N)v−
×Z
~F c
0
(
−ΣF±, v±; ζ
)
, (5.16)
which follows from the definition (5.9). Exploiting the charge conjugation map, we arrive at
the following identity of partition functions:
Z
(4,4)
U(N)(ΣF±, v±; ζ) =
= (−1)
(2N−Nf )(Nf+1)
2
mΦ
(
1− (−1)Nf ζ
)(2N−Nf )v+ (
1− (−1)Nf ζ¯
)(2N−Nf )v−
× ζ
∑
F
ΣF++
1
2
(Nf−2N)v+
ζ¯
∑
F
ΣF−+
1
2
(Nf−2N)v−
Z
(4,4)
U(Nf−N)
(ΣF±, v±; ζ
−1) . (5.17)
This equality confirms the duality between the U(N) and U(Nf − N) theories; moreover,
it detects the contact terms responsible for the map of FI parameters of neighboring nodes.
Keeping only the factors that have a dependence on the twisted masses associated to the
flavor symmetry, we can write
Z
(4,4)
U(N)
(
ΣF± , v±; ζ) ≃ ζ
∑
F
ΣF+
ζ¯
∑
F
ΣF−
Z
(4,4)
U(Nf−N)
(
ΣF±, v±; ζ
−1
)
. (5.18)
As in the N = (2, 2) case, this relation can be used to derive the duality maps of general
N = (2, 2)∗ quiver theories.
Although we do not have a full analytic proof of the vortex partition function identity
(5.15), we have verified it up to high order for a range of values of Nf and N . Before we
36Notice that the original integral expression for the sphere partition function is ill-defined in this case, and
for U(1) formally gives Γ(0)δ
(
log(−1)Nf ζ)δ( log(−1)Nf ζ¯).
37This identity has also been noticed in [38].
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explain how this relation is motivated, we note that it should be possible to prove it by taking
a similar strategy as in the N = (2, 2) case. The coefficient of ζn in (5.11) can be given an
integral representation:
(−1)n
n!
∫
C
n∏
α=1
dϕα
2πi
∏
I
(
−ϕα +ΣFI − v − 1
) ∏
I′
(
ϕα − ΣF c
I′
− v
)∏
I
(
ϕα − ΣFI
) ∏
I′
(
−ϕα +ΣF c
I′
− 1
)
×
n∏
α<β
(ϕα − ϕβ)
2
(ϕα − ϕβ)2 − 1
·
n∏
α≤β
(ϕα − ϕβ)
2 − v2
(ϕα − ϕβ)2 − (v + 1)2
.
The contour is taken to encircle the poles of the integrand situated at (ϕα) that satisfy
{ϕα} =
N⋃
I=1
{
ΣFI , ΣFI + 1, . . . , ΣFI + nI − 1
}
(5.19)
for some non-negative (nI) such that
∑
I nI = n. A convenient way to construct such a
contour is to prescribe 0 < ReΣFI < 1 and 1 + Re v < 0, and then take C to be a product of
contours winding counterclockwise along the imaginary axis and closed in the right half-plane
for each of the ϕα. Any other range of parameters is obtained by analytic continuation. By
“flipping” this contour in Cn one gets a contour that encircles the poles at (ϕα) with
{ϕα} =
Nf−N⋃
I′=1
{
ΣF c
I′
− 1, ΣF c
I′
− 2, . . . , ΣF c
I′
− n′I′
}
(5.20)
for non-negative (n′I′) such that
∑
I′ n
′
I′ = n; the generating function for these coefficients is
in fact given by Z
~F c(−ΣF , v; ζ). One, however, also gets contributions from poles at infinity,
which should be properly accounted for in order to relate Z
~F (ΣF , v; ζ) to Z
~F c(−ΣF , v; ζ).
To get the full relation,38 we can exploit the operator map between the twisted chiral
rings of the dual theories. The twisted chiral ring of the original theory can be derived in the
usual way by evaluating the effective twisted superpotential on the Coulomb branch, leading
to the vacuum equations:
P
(
x− iv2
)
Q
(
x+ iv
)
+ q P
(
x+ iv2
)
Q
(
x− iv
)
= (1 + q)Q(x)T (x) , (5.21)
where
P (x) =
Nf∏
F=1
(x−sF ) , Q(x) = det(x−σ) , q = (−1)
Nf ζ , deg T (x) = Nf . (5.22)
The equation has to be solved for Q(x) and a monic polynomial T (x) of degree Nf . It can
be proven with elementary methods [83] that, given a Q(x) that solves the equation above,
there exists a unique monic polynomial Q′(x) of degree Nf −N such that
P (x) =
1
1− q
[
Q
(
x+ iv2
)
Q′
(
x− iv2
)
− q Q
(
x− iv2
)
Q′
(
x+ iv2
)]
. (5.23)
38Another piece of information comes from the case N = Nf = 1, which can be easily resummed:
Z(ΣF , v; ζ) = (1 + ζ)v. This suggests the form of the general relation.
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The converse is also true: given Q(x) and Q′(x) that solve this equation, Q(x) solves (5.21)
with
T (x) =
1
1− q2
[
Q
(
x+ iv
)
Q′
(
x− iv
)
− q2Q
(
x− iv
)
Q′
(
x+ iv
)]
. (5.24)
Therefore, we see that (5.21) and (5.23) are in fact equivalent equations. On the other hand,
since Q′(x) solves the twisted chiral ring equation of the dual theory with the same T (x), we
can identify Q′(x) = det(x− σ′) as the Q-polynomial of the dual theory, while T ′(x) = T (x)
remains invariant. Then, the equation (5.23) gives the operator map between the twisted
chiral rings of the dual theories. In particular, the coefficient of xNf−1 yields the relation
between the trace operators:
Trσ = −Trσ′ +
∑
F
sF −
iv
2
(Nf − 2N)
1 + (−1)Nf ζ
1 − (−1)Nf ζ
. (5.25)
Now, we can compute expectation values on the sphere with localization following section
2.3.1. For linear operators, we have seen that the twisted chiral ring relations (including the
operator map) have analogs on the sphere.39 Therefore, recalling that ζ ′ = ζ−1, we infer the
following relations:
∂ logZ
(4,4)
U(N)
∂ log ζ
=
∑
F
ΣF+ +
v+
2
(Nf − 2N)
1 + (−1)Nf ζ
1 − (−1)Nf ζ
−
∂ logZ
(4,4)
U(Nf−N)
∂ log ζ
∂ logZ
(4,4)
U(N)
∂ log ζ¯
=
∑
F
ΣF− +
v−
2
(Nf − 2N)
1 + (−1)Nf ζ¯
1 − (−1)Nf ζ¯
−
∂ logZ
(4,4)
U(Nf−N)
∂ log ζ¯
.
(5.26)
By integrating these equations, we can reproduce all the ζ-dependent factors in (5.17), which
suggests the relation (5.15).
We conclude this section with an observation relating the N = (2, 2)∗ theories to the
N = (2, 2) theories we have studied for most of the paper. The N = (2, 2)∗ dualities do not
give rise to a cluster algebra structure. One can, however, consider a “decoupling limit” in
which an N = (2, 2)∗ quiver theory flows to an N = (2, 2) quiver theory. The decoupling
limit consists of taking the adjoint mass sΦ to be very large, and at the same time scaling the
other flavor twisted masses in such a way that one of the two chirals in each hypermultiplet
remains light. The UV FI parameters should also be scaled appropriately, if we want to keep
the IR couplings finite. In the limit, the Coulomb branch vacua of the dual theory split
into groups: roughly, some vacua remain around the origin while others “fly” to infinity. To
each well-separated group of vacua, one can associate an effective IR description, which is an
N = (2, 2) quiver gauge theory.
As a simple example, we can consider an N = (2, 2)∗ U(N) theory with Nf +Na flavors
where Nf ≥ Na ≥ N , which we call theory A. To take the decoupling limit, we consider a
39For higher order operators this is not the case: this is because all operators have to be inserted at the
same point—the pole of S2—and contact terms with interesting physical meaning appear.
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U(N) U(Nf+Na-N)Nf Na Nf Na
U(N)Nf Na
U(Nf-N)
Nf Na
U(Na)
U(Nf-N)
Nf Na
U(Nf-N)
U(-)
Nf Na
U(Nf-N)
(1)
(2)
(3)
(4)
(5)
(N,0)A (Nf-N,Na)B
(a) (b)
(c) (d)
-1 -1
+1 +1 +1 +1
Figure 8. Various dualities of quiver theories. In (a) we consider the (N, 0)A vacuum sector of the
N = (2, 2)∗ U(N) theory. This is dual to the (Nf − N,Na)B sector of the dual U(Nf + Na − N)
theory (b). The effective theory of (a) in the large sd limit is the N = (2, 2) theory (c) with gauge
group U(N). The dotted lines denote fields that become very massive, and hence are integrated out.
Meanwhile, the effective theory in the decoupling limit of the dual theory is the U(Nf −N)× U(Na)
theory (d). The theories (c) and (d) are related by a series of cluster dualities (4), (5) and (6).
U(1)d subgroup of the flavor symmetry characterized by the charges depicted on the quiver
diagram in figure 8 (a), and assign a large twisted mass parameter sd to it—this breaks the
flavor symmetry as SU(Nf + Na) → S
[
U(Nf ) × U(Na)
]
. Let us denote the flavor masses
associated to the flavor groups as sF and s˜A. We also scale the FI parameter as ζ = s
Na−Nf
d z
keeping z fixed. The theory has
(Nf+Na
N
)
distinct vacua on the Coulomb branch. In the
sd → ∞ limit,
(Nf
N
)
of them remain around the origin (the σI are of order sF , s˜A) while the
other ones fly to infinity along with sd. We call the vacua that stay around the origin, (N, 0)A
vacua. The effective theory describing the (N, 0)A vacua is the N = (2, 2) quiver theory in
figure 1 (arrow (2) in figure 8), with Ka¨hler coordinate z.
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On the other hand, theory A is dual to theory B in figure 8 (b) by the N = (2, 2)∗
duality of arrow (1): theory B is a U(Nf + Na − N) gauge theory with Nf + Na flavors
and ζ ′ = ζ−1. In the decoupling limit, theory B also experiences a separation of vacua into
groups: the duality, though, maps the (N, 0)A vacua of theory A to vacua in theory B where
σ′ has Nf −N eigenvalues of order sd and Na of order sF , s˜A—we call them (Nf −N,Na)B
vacua. The effective theory for them is an N = (2, 2) U(Nf − N) × U(Na) quiver theory
whose diagram is in (d). It turns out that the two low energy theories are related by a chain
of cluster dualities: arrows (4)-(5)-(6) in figure 8.
6 Future directions
In this paper, we have studied certain dualities of two-dimensional N = (2, 2) supersymmetric
quiver gauge theories, and have shown that they realize all elements of cluster algebras: the
quiver diagram transforms according to quiver mutations, the FI beta functions transform
as the coefficients, the exponentiated complexified FI terms transform as the dual cluster
variables, and the dressed Q-polynomials transform as cluster variables. To arrive at this
result, we have analyzed the sphere partition functions ZS2 of the theories, and have proven
that they exactly coincide when the parameters are transformed correctly.
Since 2d N = (2, 2) theories turn out to be related to various branches of mathematics,
one can then claim the existence of a cluster algebra structure in other contexts. We have
commented in section 4 that GLSMs can flow in the IR to NLSMs of compact or non-compact
Calabi-Yau manifolds: this implies that the extended Ka¨hler moduli spaces of such manifolds
that arise from non-degenerate quiver gauge theories have a cluster algebra structure and a
mutation-invariant quantum metric. It would be interesting to understand if such a structure
can be directly derived from the corresponding Picard-Fuchs equations in a mirror model.
Another interesting problem is to see if the N = (2, 2) quiver gauge theories have any
direct connection to quantum integrable systems such as spin chains [49, 50]. If so, our
results would then imply the existence of a cluster algebra structure in those integrable
systems. The spin chains associated to the N = (2, 2)∗ gauge theories presented in [49, 50]
are explicitly known. We have shown that the S2 partition functions of those theories are
indeed invariant under the “Grassmannian” or “particle-hole” duality (and its generalizations
to quiver theories) presented in [49, 50]. It would then be interesting to find the quantum
integrable systems corresponding to the N = (2, 2) quiver gauge theories. As mentioned in
section 5, one can at least embed the N = (2, 2) theories into N = (2, 2)∗ theories as special
decoupling limits, and the web of dualities turns out to be self-consistent in such a limit (more
details will appear elsewhere). It remains to see what are, if any, the integrable systems that
arise in the decoupling limit.
Finally, an interesting direction to explore would be to “uplift” the two-dimensional
N = (2, 2) quiver gauge theories to three-dimensional N = 2 theories, possibly on a circle.
Such theories may well be related to a q-deformed version of cluster algebra. In fact, the
Seiberg-like dualities considered in this paper have a direct three-dimensional analog proposed
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in [33] and explored in [34, 35], with an interesting M-theory realization [87, 88]. We leave
this matter for the future.
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A Vortex partition function equalities for |Nf −Na| ≤ 1
In this appendix, we derive the vortex partition function relations (2.37) for Nf = Na+1 and
Nf = Na. The relations for Nf ≥ Na + 2 have been derived in [29] by the method described
in section 2.3. The cases Nf − Na = 1 or 0 can be derived from the case Nf = Na + 2 by
considering a limit where one or two of the fundamental twisted masses become very large.
Consider first the equation (2.41) for Nf = Na + 2:
∑
|(nI )|=n
∏
I
∏
A
(
ΣFIA
)
nI∏
J
(
−ΣFIFJ − nI
)
nJ
∏
J ′
(
−ΣFIF c
J′
− nI
)
nI
=
= (−1)nNa
∑
|(nI′ )|=n
∏
I′
∏
A
(
1− Σ
F c
I′
A
)
nI′∏
J ′
(
Σ
F c
I′
F c
J′
− nI′
)
nJ′
∏
J
(
Σ
F c
I′
FJ
− nI′
)
nI′
.
Let us denote
x = ΣF cNf−N
= ΣF cNa−N+2 , (A.1)
and restrict the indices I ′, J ′ to take values in [Na−N +1] as opposed to [Na−N +2]. This
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relation can then be written as
∑
|(nI )|=n
∏
I
∏
A
(
ΣFIA
)
nI∏
J
(
−ΣFIFJ − nI
)
nJ
∏
J ′
(
−ΣFIF c
J′
− nI
)
nI
·
∏
I
1(
x− ΣFI − nI
)
nI
=
= (−1)nNa
∑
|(nI′)|+p=n
∏
I′
∏
A
(
ΣAF c
I′
+ 1
)
nI′∏
J ′
(
Σ
F c
I′
F c
J′
− nI′
)
nJ′
∏
J
(
Σ
F c
I′
FJ
− nI′
)
nI′
×
(−1)p
∏
A
(
− x+ Σ˜A + 1
)
p
p!
∏
J ′
[(
x−ΣF c
J′
− p
)
nJ′
(
−x+ΣF c
J′
− nJ ′
)
p
]∏
J
(
x− ΣFJ − p
)
p
,
(A.2)
where the summation on the right-hand side is over the (Na − N + 1)-tuples (nI′) and the
non-negative integer p. Since the left- and right-hand sides of this equation are both rational
functions of x, we can expand them as a Laurent series in y = x−1. Since∏
I
1
(x− ΣFI − nI)nI
= yn +O(yn+1) (A.3)
and
(−1)p
∏
A
(
−x+ Σ˜A + 1
)
p
p!
∏
J ′
[(
x− ΣF c
J′
− p
)
nJ′
(
−x+ΣF c
J′
− nJ ′
)
p
]∏
J
(
x− ΣFj − p
)
p
=
(−1)−pN
p!
yn +O(yn+1) ,
(A.4)
we obtain the relation
∑
|(nI )|=n
∏
I
∏
A
(
ΣFIA
)
nI∏
J
(
−ΣFIFJ − nI
)
nJ
∏
J ′
(
−ΣFIF c
J′
− nI
)
nI
=
=
n∑
p=0
(−1)p(N+Na)+(n−p)Na
p!
∑
|(nI′ )|=n−p
∏
I′
∏
A
(
ΣAF c
I′
+ 1
)
nI′∏
J ′
(
Σ
F c
I′
F c
J′
− nI′
)
nJ′
∏
J
(
Σ
F c
I′
FJ
− nI′
)
nI′
, (A.5)
by taking the coefficient of yn in the Laurent expansion of (A.2). This implies the relation
(2.37) for Nf = Na + 1. We have extracted the leading order behavior of (2.41) in the limit
that one of the twisted masses x becomes very large, i.e., in a decoupling limit of the theory
with Nf = Na + 2.
Starting from equation (A.5), we can pursue a similar strategy and get the vortex partition
function equality for Nf = Na. As before, we denote
x = ΣF cNa−N+1 , (A.6)
and restrict the indices I ′, J ′ to take values in [Na −N ]. Without loss of generality, we can
further assume that F cNa−N+1 = Na +1, so that the index F enumerating fundamental fields
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takes values in [Na]. Equation (A.5) can then be written as
∑
|(nI)|=n
∏
I
∏
A
(
ΣFIA
)
nI∏
J
(
−ΣFIFJ − nI
)
nJ
∏
J ′
(
−ΣFIF c
J′
− nI
)
nI
·
∏
I
1(
x− ΣFI − nI
)
nI
=
=
∑
|(nI′)|+m=n
(−1)(n−m)Na
∏
I′
∏
A
(
ΣAF c
I′
+ 1
)
nI′∏
J ′
(
Σ
F c
I′
F c
J′
− nI′
)
nJ′
∏
J
(
Σ
F c
I′
FJ
− nI′
)
nI′
×
(−1)m(Na−N)
m!
m∑
q=0
(−1)q
(
m
q
)∏
J ′
x− ΣF c
J′
+ nJ ′ − q(
x−ΣF c
J′
)
nJ′+1
∏
A
(
−x+ Σ˜A + 1
)
q∏
F
(
−x+ΣF + 1
)
q
,
(A.7)
where we have used the relation
1 +
m− l
a
=
(a+ 1)m (−a+ 1)l
(a− l)m (−a−m)l
for m, l ∈ Z . (A.8)
Taking the Laurent expansion with respect to y = x−1, the left-hand side of (A.7) is given by
LHS(A.7) =
∑
|(nI )|=n
∏
I
∏
A
(
ΣFIA
)
nI∏
J
(
−ΣFIFJ − nI
)
nJ
∏
J ′
(
−ΣFIF c
J′
− nI
)
nI
yn +O(yn+1) . (A.9)
The right-hand side is more involved. Defining
Qm
(
y, TJ ′ , Σ˜A,ΣF
)
=
m∑
q=0
(−1)q
(
m
q
)∏
J ′
(
1 + (TJ ′ − q)y
)
×
Na∏
A=1
q∏
k=1
(
1− (Σ˜A + k)y
) Nf∏
F=1
m∏
k=q+1
(
1− (ΣF + k)y
)
, (A.10)
we find that the third line of (A.7) is given by
3rd line of (A.7) =
(−1)m(Na−N)
m!
yn−mQm
(
y,−ΣF c
J′
+ nJ ′, Σ˜A,ΣF
)∏
J ′
∏nJ′
k=0
(
1− (ΣF c
J′
− k)y
) ∏
F
∏m
k=1
(
1− (ΣF + k)y
) .
(A.11)
We show in appendix B that
Qm
(
y, TJ ′ , Σ˜A,ΣF
)
=
(∑
A Σ˜A −
∑
F ΣF +N
′
)
!(∑
A Σ˜A −
∑
F ΣF +N
′ −m
)
!
ym +O(ym+1) , (A.12)
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where N ′ = Na −N . From (A.7), (A.9), (A.11) and (A.12) we arrive at the equality:∑
|(nI)|=n
∏
I
∏
A
(
ΣFIA
)
nI∏
J
(
−ΣFIFJ − nI
)
nJ
∏
J ′
(
−ΣFIF c
J′
− nI
)
nI
=
=
∑
|(nI′ )|+m=n
(−1)m(Na−N)
(∑
A Σ˜A −
∑
F ΣF +Na −N
m
)
× (−1)(n−m)Na
∏
I′
∏
A
(
ΣAF c
I′
+ 1
)
nI′∏
J ′
(
Σ
F c
I′
F c
J′
− nI′
)
nJ′
∏
J
(
Σ
F c
I′
FJ
− nI′
)
nI′
.
(A.13)
This implies the relation (2.37) for Nf = Na.
B Some useful identities
In this appendix we prove that the polynomial Qm
(
y, TJ ′ , Σ˜A,ΣF
)
defined in (A.10) with
Nf = Na satisfies (A.12):
Qm
(
y, TJ ′ , Σ˜A,ΣF
)
=
(Sa − Sf +N
′)!
(Sa − Sf +N ′ −m)!
ym +O(ym+1) , (B.1)
where we have defined Sf =
∑Nf
F=1ΣF and Sa =
∑Na
A=1 Σ˜A. We present a brute force proof
of this identity, consisting mainly of rearrangements of sums and basic identities involving
binomial coefficients. In particular we extensively use the following identities:∑
∑
imi=n
∏
i
(
ai
mi
)
=
(∑
i ai
n
)
,
(
m
q
)(
q
r
)
=
(
m
r
)(
m− r
q − r
)
. (B.2)
To prove (B.1) in full generality, it is useful to prove the identities for simpler values of
the arguments. Let us denote Qm with empty (TJ ′) as
Qm
(
y, Σ˜A,ΣF
)
=
m∑
q=0
(−1)q
(
m
q
)∏
A
q∏
k=1
(
1− (Σ˜A + k)y
) ∏
F
m∏
k=q+1
(
1− (ΣF + k)y
)
, (B.3)
and Qm with all TJ ′ = 0 as Qm
(
y, 0N
′
, σ˜A,ΣF
)
. We first prove the following
Proposition B.1. The y-expansion of Qm(y, Σ˜A,ΣF ) is given by
Qm
(
y, Σ˜A,ΣF
)
=
(Sa − Sf )!
(Sa − Sf −m)!
ym +O(ym+1) . (B.4)
Proof. We proceed by induction on m. Equation (B.4) can be checked explicitly for m =
0, 1. Let us now assume that (B.4) holds for m ≤ M − 1. Using the symmetric functions
ep(x1, . . . , xk) defined as
k∏
i=1
(1 + xit) =
k∑
p=0
ep(x1, . . . , xk) t
p , (B.5)
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we can express the coefficients of Qm(y, Σ˜A,ΣF ) =
∑mNa
r=0 Cm,r(Σ˜A,ΣF )(−y)
r as
Cm,r(Σ˜A,ΣF ) =
∑
|~t|+|~r|=r
m∏
i=1
iri
(
Na − ti
ri
)
·
m∑
q=0
(−1)q
(
m
q
) q∏
j=1
etj (Σ˜A)
m∏
l=q+1
etl(ΣF ) . (B.6)
Here ti and ri are m-tuples of non-negative integers, and we use the notation |~s| =
∑m
i=1 si
for m-tuples ~s. For m ≤M − 1, the assumption that (B.4) holds true implies
Cm,r(Σ˜A,ΣF ) = 0 for r < m , Cm,m(Σ˜A,ΣF ) = (−1)
m (Sa − Sf )!
(Sa − Sf −m)!
. (B.7)
We can observe from the definition (B.3) that
QM (y, Σ˜A,ΣF ) = QM−1(y, Σ˜A,ΣF )
∏
F
(
1− (ΣF +M)y
)
−QM−1(y, Σ˜A + 1,ΣF + 1)
∏
A
(
1− (Σ˜A + 1)y
)
= (−1)M CM,M (Σ˜A,ΣF ) y
M +O(yM+1) ,
(B.8)
due to the inductive assumption. It hence follows that CM,r = 0 for r < M . The inductive
assumption further implies that
CM,M (Σ˜A,ΣF ) = (−1)
M
(
Sa − Sf − (M − 1)Na
) (Sa − Sf )!
(Sa − Sf −M + 1)!
+ ∆C , (B.9)
where we have defined ∆C = CM−1,M (Σ˜A,ΣF )−CM−1,M(Σ˜A+1,ΣF +1). Using the relation
ep
(
x1 + 1, . . . , xk + 1
)
=
∑p
r=0
(k−p+r
k−p
)
ep−r(x1, . . . , xk), we can write
∆C = −
∑
|~t|+|~r|=M
[
M−1∏
i=1
iri
(
Na − ti
ri
)] ∑
0≤r′i≤ti
|~r ′|≥1
M−1∏
i=1
(
Na − ti + r
′
i
Na − ti
)
×
M−1∑
q=0
(−1)q
(
M − 1
q
) q∏
i=1
eti−r′i(Σ˜A)
M−1∏
i=q+1
eti−r′i(ΣF ) , (B.10)
where ti, ri and r
′
i are (M − 1)-tuples of non-negative integers. After the change of variables
R = |~r ′|, t′i = ti − r
′
i, this equation can be re-written as
∆C = −
M∑
R=1
∑
|~t′|+|~r|=M−R
[
M−1∏
i=1
iri
] ∑
|~r ′|=R
[
M−1∏
i=1
(
Na − t
′
i − r
′
i
ri
)(
Na − t
′
i
Na − t′i − r
′
i
)]
×
M−1∑
q=0
(−1)q
(
M − 1
q
) q∏
i=1
et′i(Σ˜A)
M−1∏
i=q+1
et′i(ΣF ) . (B.11)
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A simple computation shows that∑
|~r ′|=R
M−1∏
i=1
(
Na − t
′
i − r
′
i
ri
)(
Na − t
′
i
Na − t′i − r
′
i
)
=
(
(M − 1)Na −M +R
R
)M−1∏
i=1
(
Na − t
′
i
ri
)
.
(B.12)
Hence equation (B.11) becomes
∆C = −
M∑
R=1
(
(M − 1)Na −M +R
R
) ∑
|~t′|+|~r|=M−R
M−1∏
i=1
iri
(
Na − t
′
i
ri
)
×
M−1∑
q=0
(−1)q
(
M − 1
q
) q∏
i=1
et′i(Σ˜A)
M−1∏
i=q+1
et′i(ΣF )
= −
M∑
R=1
(
(M − 1)Na −M +R
R
)
CM−1,M−R(Σ˜A,ΣF )
= −(−1)M−1(M − 1)(Na − 1)
(Sa − Sf )!
(Sa − Sf −M + 1)!
,
(B.13)
by the inductive assumption. Plugging this expression into equation (B.9), we find that
CM,M (Σ˜A,ΣF ) = (−1)
M (Sa − Sf )!
(Sa − Sf −M)!
, (B.14)
which concludes our proof.
The y-expansion of Qm(y, TJ ′ , Σ˜A,ΣF ) with non-empty TJ ′ then follow as corollaries.
Corollary B.2. The y-expansion of Qm
(
y, 0N
′
, Σ˜A,ΣF
)
is given by
Qm
(
y, 0N
′
, Σ˜A,ΣF
)
=
(Sa − Sf +N
′)!
(Sa − Sf +N ′ −m)!
ym +O(ym+1) . (B.15)
Proof. Let us first note that for integer s, qs =
∑s
r=0 fr,s
(q
r
)
for some combinatorial factors
fr,s independent of q. In particular, fs,s = s!. Using this fact, we see that(
m
q
)
(1− qy)N
′
=
N ′∑
s=0
(
N ′
s
)(
m
q
)
qs(−y)s =
N ′∑
s=0
s∑
r=0
(
N ′
s
)(
m
r
)(
m− r
q − r
)
fr,s (−y)
s . (B.16)
Then Qm
(
y, 0N
′
, Σ˜A,ΣF
)
can be written as
Qm(y, 0
N ′ , Σ˜A,ΣF ) =
N ′∑
s=0
s∑
r=0
(
N ′
s
)(
m
r
)
fr,s y
s(−1)s
∏
A
r∏
k=1
(
1− (Σ˜A + k)y
)
×
m−r∑
q′=0
(−1)q
′+r
(
m− r
q′
)∏
A
q′∏
k=1
(
1− (Σ˜A + r + k)y
)∏
F
m−r∏
k=q′+1
(
1− (Σ˜A + r + k)y
)
=
N ′∑
s=0
s∑
r=0
(
N ′
s
)(
m
r
)
fr,sy
s(−1)r+s
∏
A
r∏
k=1
(
1− (Σ˜A + k)y
)
· Qm−r
(
y, Σ˜A + r,ΣF + r
)
.
(B.17)
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The variable q′ of this equation is related to the variable q of the defining equation (A.10) by
q′ = q − r. Applying proposition B.1 to Qm−r(y, Σ˜A + r,ΣF + r), it follows that
Qm
(
y, 0N
′
, Σ˜A,ΣF
)
=
N ′∑
s=0
s∑
r=0
(
N ′
s
)(
m
r
)
(Sa − Sf )!
(Sa − Sf −m+ r)!
fr,s(−1)
r+sym+s−r +O(ym+1)
=
N ′∑
s=0
(
N ′
s
)(
m
s
)
(Sa − Sf )! s!
(Sa − Sf −m+ s)!
ym +O(ym+1)
=
(Sa − Sf +N
′)!
(Sa − Sf +N ′ −m)!
ym +O(ym+1) , (B.18)
where we have used the fact that fs,s = s! in going from the first to the second line.
Corollary B.3. The y-expansion of Qm
(
y, TJ ′ , Σ˜A,ΣF
)
is given by equation (B.1).
Proof. From the relation
∏N ′
J ′=1
(
1 + (TJ ′ − p)y
)
=
∑N ′
s=0 es(TJ ′) y
s (1 − py)N
′−s, it follows
that
Qm
(
y, TJ ′ , Σ˜A,ΣF
)
=
N ′∑
s=0
ys es(TJ ′)Qm
(
y, 0N
′−s, Σ˜A,ΣF
)
=
N ′∑
s=0
es(TJ ′)
(Sa − Sf +N
′ − s)!
(Sa − Sf +N ′ − s−m)!
ym+s +O(ym+1)
=
(Sa − Sf +N
′)!
(Sa − Sf +N ′ −m)!
ym +O(ym+1) ,
(B.19)
since e0(TJ ′) = 1 for any N
′-tuple TJ ′ .
C Conformal embedding of non-conformal theories
We showed in section 3.2 that a quiver theory whose nodes are not all conformal can be
thought of as the IR limit of a conformal UV theory. The latter can be constructed by adding
a flavor node U(1)UV and bifundamental matter charged under this node and the gauge nodes
to offset the non-conformality of each gauge group. Taking the twisted mass s0 associated to
the flavor node to infinity, and scaling the UV couplings appropriately, one recovers the IR
theory. We introduce the parameter u:
µu = −is0 = −s0+ , µ u¯ = is¯0 = s0− , (C.1)
where µ is the renormalization scale at which the IR couplings are defined. We want to show
that the sphere partition function behaves consistently with the scale matching formula
zUVi = u
βizi(µ) , (C.2)
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where zUVi and zi(µ) are the Ka¨hler parameters of the UV and IR theory respectively, µ = 1/r
is fixed by the radius r of the sphere, and βi = Na(i) −Nf (i) is the FI beta function for the
i-th node in the IR theory.
We do not need to deal with the full quiver to check (C.2): since we integrate out
some (anti)fundamentals separately at each node, we can simply consider a single-node U(N)
theory with flavors. Let us first consider the case with Nf fundamentals and Na(< Nf )
antifundamentals in the IR theory. The UV theory has NUVf = N
UV
a = Nf flavors. The
additional antifundamental matter has charge 1 with respect to the U(1)UV flavor node. The
partition function of the UV theory is then given by the following Coulomb branch integral:
ZUVU(N)
(
ΣF±, Σ˜A±, u; z
UV
)
=
1
N !
∑
mI∈ZN
∫ N∏
I=1
dσI
2π
(
eiπ(N
UV
f −1)zUV
)σI+(e−iπ(NUVf −1)z¯UV)σI−
×
N∏
I<J
(
−ΣIJ+Σ
I
J−
)
×
N∏
I=1
Nf∏
F=1
Γ(−ΣIF+)
Γ(1 + ΣIF−)
Na∏
A=1
Γ(ΣIA+)
Γ(1− ΣIA−)
[
Γ(σI+ − s0+)
Γ(1− σI− + s0−)
]−β
, (C.3)
where β = (Na − Nf ). Note that, as usual, all masses are expressed in units of 1/r. Using
the asymptotic expansion of Γ(z) for large z,40 we have
Γ(x− s0+)
Γ(1− y + s0−)
=
Γ(x+ u)
Γ(1− y + u¯)
=
(u
e
)u ( u¯
e
)−u¯
ux−1/2 u¯y−1/2
(
1 +O
(
|u|−1
))
(C.4)
for fixed x and y when s0—or more precisely, the real part of s0—is large. Hence, in the limit
of large s0, Z
UV
U(N) can be written as
ZUVU(N)
/(
e−u+u¯uu−1/2u¯−u¯−1/2
)−βN
=
=
1
N !
∑
mI∈ZN
∫ N∏
I=1
dσI
2π
(
eiπ(N
UV
f −1)zUVu−β
)σI+(e−iπ(NUVf −1)z¯UVu¯−β)σI−
×
∏
I<J
(
−ΣIJ+Σ
I
J−
)
×
∏
I
∏
F
Γ(−ΣIF+)
Γ(1 + ΣIF−)
∏
A
Γ(ΣIA+)
Γ(1− ΣIA−)
+ O
(
|u|−1
)
. (C.5)
The leading term on the right-hand side is the partition function of a theory with Nf funda-
mentals and Na antifundamentals. The relative factor on the left-hand side does not depend
on any of the twisted masses of the IR theory and can be neglected.41 We can thus write:
ZUVU(N)
(
ΣF±, Σ˜A±, u; z
UV
)
∼= Z
Nf ,Na
U(N)
(
ΣF±, Σ˜A±; z
UVu−β
)
+O
(
|u|−1
)
, (C.6)
40From Stirling’s approximation, valid for |z| → ∞ and | arg z| < π − ǫ, we get:
Γ(z) =
√
2π
z
(
z
e
)z(
1 +O(z−1)) ⇒ Γ(a+ z) = √2π e−zza+z− 12 (1 +O(z−1)) .
41If the RG flow were between two fixed points, this relative factor would contain information about the
difference of the two central charges.
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hence the identification z = u−βzUV.
One might be concerned that applying the limit (C.4) to the integral (C.3) is not justified,
since σI± are values that are summed/integrated over and can become arbitrarily large, so
let us clarify this point. For Nf > Na we have β < 0, therefore if we send u→∞ with z(µ)
fixed, we let zUV → 0 and t → +∞. We can then close the integrals in (C.3) in the lower
complex half-planes, and pick the residues at the poles of the gamma functions related to the
fundamentals. Since poles are located at σI± = ΣFI+nI±, whose positions are independent of
s0, taking the large s0 limit in this formulation is legitimate. In the limit, the vortex partition
functions of the UV theory (in the Nf vacua) asymptote to those of the IR theory.
All the statements go through in the case Na > Nf . In this case we add fundamentals to
obtain the UV theory (i.e., NUVf = N
UV
a = Na) and its partition function is given by
ZUVU(N)
(
ΣF±, Σ˜A±, u; z
UV
)
=
1
N !
∑
mI∈ZN
∫ N∏
I=1
dσI
2π
(
eiπ(N
UV
f −1)zUV
)σI+(e−iπ(NUVf −1)z¯UV)σI−
×
∏
I<J
(
−ΣIJ+Σ
I
J−
)∏
I
∏
F
Γ(−ΣIF+)
Γ(1 + ΣIF−)
∏
A
Γ(ΣIA+)
Γ(1− ΣIA−)
[
Γ(−σI+ − u)
Γ(1 + σI− − u¯)
]β
. (C.7)
The ratio of gamma functions involving u now has the large |u| limit
Γ(−x− u)
Γ(1 + y − u¯)
=
(
eiπu
e
)−u(
e−iπu¯
e
)u¯
(eiπu)−x−1/2 (e−iπu¯)−y−1/2
(
1 +O
(
|u|−1
))
(C.8)
for fixed x and y. Noticing that eiπ(N
UV
f −β+1) = eiπ(Nf−1), one finally arrives at the same
relation as in (C.6). To justify the limit in this case, we notice that β > 0 therefore zUV →∞
and t → −∞ as u → ∞. Then, the Coulomb branch integrals can be closed in the upper
half-planes, and is reduced to a sum over the residues at the poles from the antifundamentals.
As in the case when Nf > Na, the position of these poles do not depend on s0; the large s0
limit can be taken at the level of vortex partition functions.
D Cancellation of theta-angle shifts
We show that the extra phases in equation (3.25) from “annihilations” cancel out. In other
words, upon rewriting (3.25) as
z′j =

eiπϕj zjz
[bkj ]+
k if Nf > Na
eiπϕj zj
( zk
1 + zk
)[bkj ]+
(1 + zk)
−[−bkj ]+ if Nf = Na
eiπϕj zjz
−[−bkj ]+
k if Nf < Na
(D.1)
for j 6= k, we show that ϕj ≡ 0 mod 2. Throughout this section we use the symbol “≡” to
denote equivalence modulo 2. The following lemma turns out to be useful:
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bik bkj bij b
′
ij aij [b
′
ij]+ [bij ]+ [bik]+[bkj]+ [b
′
ij]++[bij]++[bik]+[bkj ]+
+ + + + 0 bij+bikbkj bij bikbkj 2bij + 2bikbkj
+ + − + bij bij+bikbkj 0 bikbkj bij + 2bikbkj
+ + − − bikbkj 0 0 bikbkj bikbkj
+ − ± ± 0 [bij]+ [bij ]+ 0 2[bij ]+
− + ± ± 0 [bij]+ [bij ]+ 0 2[bij ]+
− − + + bikbkj bij−bikbkj bij 0 2bij − bikbkj
− − + − bij 0 bij 0 bij
− − − − 0 0 0 0 0
Table 2. The value of aij and other functions of the adjacency matrix for all possible combinations
of signs of bik, bkj , bij and b
′
ij . Note that aij is reported modulo 2.
Lemma D.1. Let us consider a mutation of a quiver with respect to node k, and denote the
number of annihilations that occur between nodes i and j upon mutation as aij = aji. Then
aij ≡ [b
′
ij ]+ + [bij ]+ + [bik]+[bkj]+ . (D.2)
Proof. Recall that b′ij = bij + sign(bik)[bikbkj]+. The number of annihilations is zero if the
two summands have the same sign, and equals the minimum of their absolute values if they
have opposite sign, namely:
aij =
[
− sign(bijbik)
]
+
min
(
|bij |, [bikbkj]+
)
. (D.3)
The values of aij modulo 2 are given in table 2, depending on the signs of bik, bkj, bij and
b′ij . By explicit comparison with the values of the right-hand side of (D.2), also tabulated in
table 2, we find that equation (D.2) is true.
Proposition D.2. The phases ϕj in equation (D.1) satisfy ϕj ≡ 0.
Proof. When Nf ≥ Na:
ϕj ≡
(
Nk −Nf (k)
)
[bkj]+ +
(
Nk −Nf (k)
)
[−bkj]+ +Nf (j)
′ +Nf (j) +
∑
i (6=k)
Niaij . (D.4)
Using the identities
Nf (j) = Nk[bjk]+ +
∑
i (6=k)
Ni[bji]+ , Nf (k) =
∑
i (6=k)
Ni[bki]+ ,
Nf (j)
′ =
(
Nf (k)−Nk
)
[−bjk]+ +
∑
i (6=k)
Ni[b
′
ji]+ ,
(D.5)
we find that
ϕj ≡
∑
i (6=k)
Ni
(
[b′ji]+ + [bji]+ + [bjk]+[bki]+
)
+
∑
i (6=k)
Niaij ≡ 0 , (D.6)
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where we have used [bkj]+ − [−bkj]+ = bkj and lemma D.1.
When Nf < Na:
ϕj ≡
(
Nk −Na(k)
)
[bkj ]+ +
(
Nk −Nf (k)
)
[−bkj ]+ +Nf (j)
′ +Nf (j) +
∑
i 6=k
Niaij , (D.7)
and by a similar reasoning, we conclude ϕj ≡ 0.
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