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ABSTRACT
Uma questa˜o muito importante no desenvolvimento de um
sistema de visa˜o computacional e´ a escolha da plataforma
computacional a ser utilizada. Existem va´rias alternati-
vas baseadas em diferentes tecnologias, como os tradicional-
mente utilizados processadores de propo´sito geral, processa-
dores de sinais digitais e os dispositivos reconfigura´veis. A
utilizac¸a˜o de FPGA, onde os algoritmos sa˜o implementados
em hardware, apresenta uma se´rie de vantagens em func¸a˜o
do desempenho. Pore´m, os algoritmos devem ser implemen-
tados em linguagens espec´ıficas, o que dificulta a reutilizac¸a˜o
de bibliotecas e co´digo legado implementado em outras pla-
taformas. No presente trabalho e´ apresentado o estudo e
validac¸a˜o de uma arquitetura que emprega mu´ltiplos pro-
cessadores NIOS sintetizados em FPGA no processamento
de imagens digitais. Os resultados demonstram a viabilidade
da utilizac¸a˜o de uma abordagem empregando mu´ltiplos pro-
cessadores NIOS para os casos onde a implementac¸a˜o dos
algoritmos diretamente em hardware na˜o seja adequada.
ABSTRACT
A very important issue in the development of a computer
vision system is the choice of which computing platform to
use. There are several alternatives based on different tech-
nologies, such as the commonly used general-purpose pro-
cessors, digital signal processors, and FPGA. The use of
FPGA, where algorithms are implemented in hardware, has
several performance advantages. However, the algorithms
must be re-implemented in specific languages and using dif-
ferent concepts and resources, making it difficult to reuse
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libraries and legacy code traditionally implemented on other
platforms. This paper presents the study and validation of
an architecture that employs multiple Soft Processors on
FPGA for digital image processing. The results demons-
trate the feasibility of using this approach for cases where
the implementation of algorithms directly in hardware is not
adequate or feasible.
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•Computing methodologies→ Image processing; •Hard-
ware → Reconfigurable logic and FPGAs;
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1. INTRODUÇÃO
Na indu´stria de transformac¸a˜o, e´ essencial detectar os de-
feitos nos esta´gios iniciais do processo. Na produc¸a˜o de te-
cidos, por exemplo, uma se´rie de defeitos podem surgir nos
processos de fiac¸a˜o e tecelagem [13]. No corte de ta´buas de
madeira, defeitos como furos, trincas e no´s sa˜o frequentes
[12]. Na indu´stria de envase ou de enlatados, defeitos nos
ro´tulos, lacres ou mesmo a presenc¸a de contaminantes po-
dem ocorrer [11]. A detecc¸a˜o pre´via deste tipo de defeito
permite a atuac¸a˜o direta na linha de produc¸a˜o, evitando
que um material defeituoso seja repassado aos processos de
maior valor agregado, reduzindo assim os refugos e aumen-
tando o rendimento.
A demanda por inspec¸a˜o de qualidade em 100% dos pro-
dutos manufaturados tem exigido a automatizac¸a˜o de eta-
pas de inspec¸a˜o em processos de produc¸a˜o nas diferentes
indu´strias. Uma ferramenta muito utilizada na inspec¸a˜o de
produtos e´ a visa˜o computacional, que emprega imagens e
algoritmos de processamento de imagens digitais na ana´lise
de caracter´ısticas dos produtos a fim de detectar defeitos de
forma automatizada [10] [14]. Pore´m, inspec¸o˜es cada vez
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mais complexas, com requisitos de tempo e de sincronizac¸a˜o
cada vez maiores, tornam a implementac¸a˜o destes sistemas
um desafio tecnolo´gico, e exigem que tanto os componentes
de software como de hardware sejam criteriosamente seleci-
onados e adaptados.
No desenvolvimento de um sistema de inspec¸a˜o que atenda
aos requisitos descritos, uma questa˜o muito importante e´ a
escolha da plataforma computacional a ser utilizada. Exis-
tem va´rias alternativas baseadas em diferentes tecnologias,
como os tradicionalmente utilizados processadores de propo´-
sito geral (GPP - General Purpose Processor), processadores
de sinais digitais (DSP - Digital Signal Processor) e os dispo-
sitivos reconfigura´veis (FPGA – Field Programmable Gate
Arrays).
Processadores de propo´sito geral empregados em compu-
tadores convencionais teˆm sido utilizados na implementac¸a˜o
de diversos sistemas de visa˜o. Pore´m, na˜o sa˜o soluc¸o˜es bem
dimensionadas visto que o software associado ao sistema de
inspec¸a˜o executa sobre um sistema operacional de propo´-
sito geral que traz consigo uma se´rie de servic¸os e processos
na˜o utilizados para tal tipo de aplicac¸a˜o. Por sua vez, a
tecnologia FPGA permite implementar sistemas dedicados
muito bem dimensionados, onde apenas o fluxo de processa-
mento relacionado ao processamento de imagens e controle
sa˜o executados. Adicionalmente, tais plataformas sa˜o par-
ticularmente interessantes no desenvolvimento de sistemas
no contexto da Indu´stria 4.0 devido aos diversos recursos e
interfaces dispon´ıveis, que permitem atender aos requisitos
de alta conectividade entre dispositivos e sistemas.
Entretanto, a implementac¸a˜o em FPGA e´ consideravel-
mente mais especializada e custosa visto que todo o co´-
digo legado, documentac¸a˜o e bibliotecas de sistemas de vi-
sa˜o computacional existentes para plataformas convencio-
nais na˜o podem ser diretamente utilizados. Uma alternativa
para utilizar-se de todos os recursos legados de outras pla-
taformas e´ a sintetizac¸a˜o de processadores NIOS sobre a
malha FPGA. Tal recurso permite combinar blocos de pro-
cessamento totalmente implementados em FPGA com ro-
tinas implementadas em linguagens convencionais, como C
ou C++. Esta abordagem torna-se ainda mais interessante
devido ao fato de que e´ poss´ıvel sintetizar mu´ltiplos proces-
sadores em um mesmo projeto.
Apesar de que o emprego de recurso de paralelismo para
aplicac¸o˜es de processamento de imagens na˜o seja novidade,
a grande maioria dos trabalhos encontrados apresenta so-
luc¸o˜es utilizando processadores de propo´sito geral, GPU ou
FPGA [7]. Na˜o foram encontrados trabalhos na literatura
que proponham uma arquitetura baseada em FPGA que se
utilize de mu´ltiplos processadores NIOS.
No presente trabalho propo˜e-se o estudo e validac¸a˜o de
uma arquitetura que empregue mu´ltiplos processadores NIOS
sintetizados em FPGA no processamento de imagens digi-
tais. Na Sec¸a˜o 2 e´ apresentado o fluxo ba´sico de proces-
samento de um sistema de processamento de imagens de
propo´sito geral. Na Sec¸a˜o 3 sa˜o apresentados conceitos fun-
damentais sobre a tecnologia FPGA e o processador NIOS.
Na Sec¸a˜o 4 e´ apresentada a arquitetura proposta para o es-
tudo pretendido. Na Sec¸a˜o 5 sa˜o apresentados os resultados
experimentais. Na Sec¸a˜o 6 sa˜o discutidas as concluso˜es e
perspectivas para trabalhos futuros.
2. FLUXODEPROCESSAMENTOBÁSICO
DEUMSISTEMADEPROCESSAMENTO
DE IMAGENS PARA INSPEÇÃO AUTO-
MATIZADA
Na Figura 1 e´ apresentado o fluxo ba´sico de um sistema
de processamento de imagens para inspec¸a˜o automatizada.
Tal sequeˆncia de etapas pode ser generalizado para diferen-
tes aplicac¸o˜es, onde apenas as te´cnicas de processamento de
imagens empregadas em cada etapa variam.
Figure 1: Fluxo de processamento de para sistemas
de inspec¸a˜o automatizada baseado em imagens
No fluxo de processamento exemplificado, quanto uma
dada pec¸a a ser inspecionada e´ apresentada ao sistema, e´ re-
alizada a aquisic¸a˜o de uma imagem. Em seguida, realiza-se
um processamento denominado segmentac¸a˜o, onde o obje-
tivo e´ separar os pixels pertencentes aos objetos de interesse
dos objetos pertencentes ao fundo.
Na sequeˆncia, realizam-se a detecc¸a˜o e descric¸a˜o dos agru-
pamentos de pixels resultantes da segmentac¸a˜o. Os agrupa-
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mentos de pontos que representam os objetos sa˜o enta˜o clas-
sificados em func¸a˜o dos requisitos do domı´nio de aplicac¸a˜o, e
sinais de descarte ou rotinas de registro sa˜o executados com
base nos resultados obtidos.
3. A TECNOLOGIA FPGA, O PROCESSA-
DORNIOSE SUASAPLICAÇÕESNOPRO-
CESSAMENTODE IMAGENS DIGITAIS
FPGA e´ um dispositivo que possui componentes lo´gicos
reconfigura´veis, como portas lo´gicas, somadores e blocos de
memo´ria. Estes elementos podem ser interconectados a fim
de formar circuitos para uma dada aplicac¸a˜o, isto permite
prototipagem ra´pida de circuitos digitais complexos, redu-
zindo custo e tempo de desenvolvimento. E´ altamente fle-
x´ıvel, em contraste com os circuitos integrados de aplica-
c¸a˜o espec´ıfica (ASICs - Application Specific Integrated Cir-
cuits), devido a` sua programabilidade e infra-estrutura [15]
[6]. Uma tendeˆncia tem sido incluir outros dispositivos digi-
tais e analo´gicos especializados no chip para permitir proje-
tos de sistema-em-um-chip (SoC - System-on-a-chip), como
processadores de sinais digitais (DSP), nu´cleos de processa-
dor, gerenciadores de clock, e memo´ria [9].
Os dispositivos FPGA teˆm se mostrado bastante atrativos
para aplicac¸o˜es que exijam processamento em tempo real,
baixo consumo de energia e tamanho reduzidos. O desen-
volvimento em tais dispositivos e´ poss´ıvel atrave´s da utiliza-
c¸a˜o de diferentes kits dispon´ıveis no mercado. Na Figura 2
e´ apresentado o kit de desenvolvimento DE1-SoC da Intel.
Tais kits trazem de maneira integrada ao dispositivo FPGA
uma se´rie de perife´ricos, memo´rias e interfaces de comuni-
cac¸a˜o. Ale´m dos kits de desenvolvimento, tambe´m esta˜o
dispon´ıveis diferentes acesso´rios opcionais, como a caˆmera
D8M apresentada na mesma imagem, e que pode ser utili-
zada no desenvolvimento de projetos de visa˜o computacional
e processamento de imagens.
Figure 2: Placa de desenvolvimento DE1-SoC e caˆ-
mera D8M
FPGAs representam tecnologia de computac¸a˜o reconfigu-
ra´vel, que e´ de certa forma muito adequada para algoritmos
de processamento de imagens. Especificamente para apli-
cac¸o˜es envolvendo processamento de imagens, sucesso tem
sido alcanc¸ado na implementac¸a˜o de algoritmos espec´ıficos
como filtragem [2], extrac¸a˜o de caracter´ısticas [4], segmenta-
c¸a˜o e localizac¸a˜o de objetos [8]. Os algoritmos implementa-
dos nestes sistemas utilizam em muitos casos a abordagem
de processamento de dados atrave´s da te´cnica de pipeline,
onde os algoritmos sa˜o convertidos para implementac¸o˜es de
hardware atrave´s de linguagens espec´ıficas como Verilog ou
VHDL, e onde o fluxo de pixels e´ propagado atrave´s de di-
ferentes elementos de computac¸a˜o [5]. Nessa abordagem,
pode-se efetuar computac¸o˜es de forma paralela, obtendo re-
sultados as vezes virtualmente “instantaˆneos”, mas, a imple-
mentac¸a˜o destes algoritmos e´ lenta e custosa, por ser uma
arquitetura completamente diferente.
Entretanto, diversos algoritmos de visa˜o computacional,
como e´ o caso da segmentac¸a˜o de objetos baseado no cresci-
mento de regio˜es, na˜o obedecem a estrutura pre´-determinada
e sequencial de acesso e processamento dos pixels conveni-
ente para tal abordagem de implementac¸a˜o. Para estes ca-
sos, desta forma, o uso de GPPs pode ser mais conveniente.
Na direc¸a˜o de se utilizar das vantagens de cada uma das ar-
quiteturas, foi introduzido a possibilidade da implementac¸a˜o
de processadores via componentes lo´gicos no FPGA.
Recentemente, com o crescimento das capacidades dos
FPGA’s, tornou-se poss´ıvel a sintetizac¸a˜o de microprocessa-
dores ou Soft Processors. Soft Processors sa˜o microproces-
sadores que podem ser completamente implementados utili-
zando os diferentes dispositivos semicondutores contendo lo´-
gica programa´vel encontrados nos FPGA’s. Atrave´s de tais
microprocessadores pode-se reaproveitar o legado de algo-
ritmos e ferramentas desenvolvidos para processadores tra-
dicionais. Fabricantes como a Xilinx e a Altera (Intel) tem
inserido no mercado diversas plataformas utilizando esta so-
luc¸a˜o [8] [3].
O processador NIOS II da Altera e´ um processador RISC
(Reduced Instruction Set Computer) com uma arquitetura
Harvard, onde ha´ a possibilidade de uma ma´quina digital ar-
mazenar seus programas no mesmo espac¸o de memo´ria que
os dados, podendo assim manipular tais programas [1]. Mui-
tos paraˆmetros arquitetoˆnicos podem ser personalizados em
seu tempo de design. O usua´rio pode decidir entre sua ver-
sa˜o “f” (Fast), que, em troca de custar mais recursos lo´gicos
do dispositivo, possui performance melhor ou “e” (Economy)
que atua em sentido oposto. Pode-se ale´m disso configurar
va´rios paraˆmetros internos do processador como caches de
instruc¸o˜es e dados, interfaces de depurac¸a˜o e acelerac¸o˜es de
hardware para certas instruc¸o˜es.
4. METODOLOGIA UTILIZADA
No contexto do presente trabalho pretendeu-se realizar
uma avaliac¸a˜o da utilizac¸a˜o de uma arquitetura com mu´l-
tiplos processadores NIOS na implementac¸a˜o de algoritmos
de processamento de imagens digitais. Para isso, foi cri-
ado um projeto de hardware e software espec´ıfico para este
fim implementado sobre o kit de desenvolvimento DE2-115
da Intel. Os detalhes de tal projeto sa˜o apresentados na
sequeˆncia.
4.1 Arquitetura Proposta
Para avaliar e comparar a performance de algoritmos de
processamento de imagens quando paralelizados em proces-
sadores NIOS sobre um dispositivo FPGA, foram criadas
3 arquiteturas distintas. Para o propo´sito deste trabalho,
foram elaboradas verso˜es com 1, 2 e 4 processadores. A Fi-
gura 3 apresenta um diagrama funcional das arquiteturas
propostas da perspectiva global.
Todas as arquiteturas utilizam um layout semelhante, as-
sim como memo´ria e perife´ricos, de forma a possibilitar a
comparac¸a˜o e os ganhos reais de performance obtidos a par-
tir da paralelizac¸a˜o. Cada processador NIOS e´ encapsulado
em um subsistema pro´prio, o que facilita a criac¸a˜o de designs
com mu´ltiplos processadores por permitir a repetic¸a˜o fa´cil
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Figure 3: Diagrama das arquiteturas propostas
de um elemento. Um diagrama funcional do mesmo pode
ser visto na Figura 4.
Figure 4: Subsistema do processador
Cada mo´dulo possui os seguintes componentes, com suas
respectivas func¸o˜es:
• RAM/ROM: uma regia˜o de memo´ria pro´pria utilizada para
conter stack+heap de cada CPU ale´m de todas a se-
c¸o˜es do bina´rio a ser executado como .text, .rodata,
.bss, etc.;
• Timer: um temporizador utilizado para medidas de
tempo;
• JTAG UART: uma interface de comunicac¸a˜o para depu-
rac¸a˜o e transmissa˜o de dados em geral;
• GPIO: portas programa´veis de entrada e sa´ıda utiliza-
das para indicac¸a˜o visual do uso do mutex mem e tam-
be´m para func¸o˜es de controle no processador 0, que
sera˜o explicadas posteriormente;
• Avalon bridge: Uma ponte avalon que intermedia o
acesso a hardware externo ao subsistema atual;
• Clock in: uma entrada de sinal de clock, vinda do
n´ıvel superior.
Como mesmo para imagens relativamente pequenas (640
X 480 pixels, escala de cinza, 8 bits de resoluc¸a˜o) a memo´-
ria dispon´ıvel para cada CPU e´ insuficiente para carregar
toda sua regia˜o de trabalho de uma vez, foi utilizado uma
das interfaces de memo´ria dispon´ıveis no kit de desenvolvi-
mento, uma SDRAM (Sincronous Dinamic Random Access
Memory) de 64 Mbytes, para armazenar a imagem sendo
processada. De forma a mediar o acesso a esta interface,
ale´m de evitar problemas de concorreˆncia em geral, foram
utilizados dispositivos de exclusa˜o mu´tua (Mutex - Mutual
Exclusion device), um dispositivo que permite acesso mu-
tualmente excludente de um recurso, instanciados em hard-
ware.
4.2 Descrição Geral da Implementação
De forma a distribuir o processamento entre as unidades,
a imagem a ser processada foi dividida em regio˜es conforme
a arquitetura avaliada, como pode ser visto na Figura 5.
De forma a atuar como regia˜o de trabalho, cada processa-
dor possui um uma matriz quadrada, alocada estaticamente,
de lado aproximadamente floor(sqrt(m)), levando em con-
siderac¸a˜o espac¸o para stack+heap e sendo m o total de me-
mo´ria dispon´ıvel para um dada unidade de processamento.
Segundo o algoritmo geral adotado, cada processador car-
rega um bloco ou co´pia de uma parte da imagem contida na
SDRAM para seu espac¸o de trabalho local, processa o bloco
ponto a ponto e por fim o escreve de volta na memo´ria prin-
cipal. O funcionamento geral de tal algoritmo e´ ilustrado na
Figura 6.
Como a interface de memo´ria principal e´ compartilhada,
idealmente ela e´ acessada por um processador enquanto os
outros esta˜o trabalhando na imagem. Para sincronizar os
processadores, foi utilizado um Mutex (mutex sync) para
sincronizar o in´ıcio e fim do processamento da imagem e
um para mediar o acesso a SDRAM (mutex mem). Cada
vez que um processador deseja acessar a memo´ria principal,
deve primeiro obter o respectivo Mutex. Quando ha´ conflitos
no acesso a` memo´ria, sempre apenas um processador obte´m
acesso e o outro fica bloqueado esperando a liberac¸a˜o do
recurso desejado.
O processador “0” possui co´digo e perife´ricos um pouco
diferentes, principalmente o in´ıcio e fim do algoritmo uti-
lizado e algumas entradas de IO adicionais para boto˜es e
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Figure 5: Separac¸a˜o das regio˜es de trabalho dos processadores
chaves utilizadas para controlar o programa, de forma que
atua como “mestre”, garantindo a sincronizac¸a˜o dos proces-
sadores e preenchendo a imagem sendo processada.
5. RESULTADOS E DISCUSSÕES
Para validar a arquitetura proposta na execuc¸a˜o de algo-
ritmos de processamento de imagens digitais foi implemen-
tado o me´todo de limiarizac¸a˜o global. Tal me´todo ou te´c-
nica e´ muito empregado na etapa de segmentac¸a˜o existente
no fluxo de processamento apresentado na Figura 1, sendo
utilizado para separar os pixels correspondendo aos objetos
de interesse dos pixels correspondentes ao plano de fundo.
Na Figura 7 e´ apresentado um exemplo de aplicac¸a˜o de tal
me´todo em um sistema de inspec¸a˜o de rebites. Nesse caso, a
etapa de segmentac¸a˜o tem como objetivo identificar os agru-
pamentos de pontos resultantes de componentes da tampa
diferentes do fundo, dentre os quais encontra-se o rebite a
ser inspecionado.
Na Figura 7(a) e´ apresentada a imagem original. Na Fi-
gura 7(b) e´ apresentado o histograma de intensidades da
imagem, onde e´ poss´ıvel observar picos em torno de inten-
sidades associadas ao fundo da tampa e aos outros compo-
nentes presentes na mesma. Desta forma, podemos selecio-
nar convenientemente um valor de intensidade T que atuara´
como limiar, separando tais elementos da imagem. A ima-
gem binarizada g(x,y) apresentada na Figura 7(c) e´ resul-
tante da segmentac¸a˜o da imagem original f(x,y) para um
dado valor limiar T. Tal imagem pode ser obtida por:
g(x, y) = {255, sef(x, y) >= T ; 0} (1)
Tal algoritmo foi implementado seguindo a arquitetura e
o projeto descritos na Sec¸a˜o 4 utilizando a linguagem C. De
forma a evidenciar o ganho devido a paralelizac¸a˜o, pois o al-
goritmo de limiarizac¸a˜o global e´ bastante simples e ra´pido,
foi introduzido um tempo de processamento artificial em
cada ponto da imagem no valor de 1s, simulando uma ope-
rac¸a˜o mais complexa. Isto e´ utilizado para demonstrar que
algoritmos que demandem mais processamento para cada
ponto, como os que fazem uso de nu´cleos de convoluc¸a˜o, se
beneficiara˜o da paralelizac¸a˜o.
O principal paraˆmetro avaliado foi o tempo de execuc¸a˜o
do algoritmo em cada uma das arquiteturas, que se utili-
zam de um diferente nu´mero de processadores. Na Figura
8 e´ apresentado o tempo de processamento que cada uma
das arquiteturas consumiu para processar uma imagem de
tamanho 640 X 480.
Como pode-se observar, ha´ uma relac¸a˜o positiva entre a
performance do algoritmo e o nu´mero de processadores, ofe-
recendo para o cena´rio avaliado um ganho de performance
Figure 6: Fluxograma do algoritmo utilizado
pro´ximo a t/n, sendo n o nu´mero de processadores e t o
tempo de execuc¸a˜o para 1 processador. O dispositivo FPGA
permite a utilizac¸a˜o de ainda mais processadores. Sabe-se,
pore´m, observando a Lei de Amdahl, que a raza˜o do ganho
ao utilizarmos mais processadores decai, com grandes ga-
nhos de performance de 1 para 2 e de 2 para 4, mas obtendo
ganhos decrescentes com a adic¸a˜o de mais unidades.
Na Figura 9 e´ apresentado o uso da malha FPGA para
cada arquitetura avaliada em percentagem dos componentes
lo´gicos utilizados e numa escala absoluta.
E´ poss´ıvel observar que, para o FPGA utilizado, teorica-
mente e´ poss´ıvel criar arquiteturas com ate´ 20 processadores.
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Figure 7: Exemplo de processamento de limiarizac¸a˜o
global
Figure 8: Tempos de processamento
Figure 9: Uso da malha do FPGA em relac¸a˜o ao
nu´mero de processadores
Pore´m, esta utilizac¸a˜o em geral na˜o e´ linear, ale´m de que nos
casos com muitos processadores comec¸a-se a verificar proble-
mas de fragmentac¸a˜o de memo´ria. Isto adve´m do fato que
a memo´ria do dispositivo e´ dividida em blocos unita´rios de
9000 bits, ou seja, cada bloco de memo´ria alocada no n´ıvel
arquitetural utiliza somente blocos inteiros.
Ale´m disso, quanto maior a utilizac¸a˜o da malha do FPGA
em geral maior o tempo de compilac¸a˜o, como ilustrado na
Figura 5.
A avaliac¸a˜o do tempo de compilac¸a˜o foi feita utilizando o
Quartus 16, com compilac¸a˜o paralela habilitada utilizando
Tempo de compilac¸a˜o em func¸a˜o do nu´mero de
processadores
todos nu´cleos do processador, na sua versa˜o para Linux
Ubuntu Debian 18.04.2 LTS em um computador com as ca-
racter´ısticas apresentadas na Tabela 1.
Table 1: Especificac¸o˜es do computador de desenvol-
vimento
Componente Descric¸a˜o
Modelo Comercial Lenovo ThinkCentre M900
Memo´ria 8GiB DDR4 2133MHz
Processador
Intel (R) Core (TM) i5-6500
CPU @ 3.20GHz
6. CONCLUSÕES
No presente trabalho foi apresentada a avaliac¸a˜o de uma
arquitetura de mu´ltiplos processadores sintetizados em um
dispositivo FPGA. Sobre esta arquitetura foi realizada a va-
lidac¸a˜o referente a` execuc¸a˜o de algoritmos de processamento
de imagens digitais.
Os resultados mostram que e´ poss´ıvel, diferente de outros
trabalhos encontrados na literatura onde os algoritmos sa˜o
implementados diretamente na malha FPGA atrave´s de lin-
guagens como Verilog, utilizar-se de implementac¸o˜es tradici-
onais legadas fazendo-se uso de Soft Processors. Ainda, fica
comprovado que a perda de performance associada a esta
abordagem quando comparada a` abordagem cla´ssica pode
ser reduzida ao se utilizar de mu´ltiplos processadores.
Como trabalhos futuros pretende-se avaliar uma arquite-
tura que contemple todo o fluxo de um sistema de proces-
samento de imagens, como o apresentado na Figura 1, onde
cada processador seja responsa´vel por uma das etapas pre-
sentes. Tambe´m existe a possibilidade de uma implementa-
c¸a˜o h´ıbrida, que utilize alguns elementos do FPGA, como
execuc¸a˜o de certas instruc¸o˜es de forma paralela e lo´gicas
customizadas, mas ainda aproveitando as implementac¸o˜es e
co´digos de legado ja´ existentes.
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