Abstract-This paper presents a non-intrusive system that gives the illusion of a 3D immersive and interactive environment with 2D projectors. The user does not need to wear glasses, nor to watch a (limited) screen. The virtual world is all around him, drawn on the floor. As the user is himself immersed in the virtual world, there is no need for a proxy like an avatar; he can move inside the virtual environment freely. Moreover, the I-see-3D system allows a user to manipulate virtual objects with his own body, making interactions with the virtual world very intuitive. Giving the illusion of 3D requires to render images in such a way that the deformation of the image projected on the floor is taken into account, as well as the position of the user's "eye" in its virtual world. The resulting projection is neither perspective nor orthographic. Nevertheless, we describe how this can be implemented with the standard OpenGL pipeline, without any shader. Our experiments demonstrate that our system is effective in giving the illusion of 3D. Videos showing the results obtained with our I-see-3D system are available on our website http://www.ulg.ac.be/telecom/projector.
I. INTRODUCTION
Giving the illusion of 3D perception has been a concern for thousands of years. Examples of trompe-l'oeils dating back to the roman times have been discovered at Pompeii. Putting aside stereoscopic vision, perspective and lighting (reflections, shadows, etc) are the main cues from which we can infer the 3D structure of the observed scene (depth, thickness, occlusions, etc). Motion is another important cue. Both the motion of the elements in the scene and the motion of the person observing the scene allow him to better understand the 3D structure. Knowledge is also of great importance for 3D perception. The recognition of familiar elements with a known 3D structure or a known typical size immediately provides a lot of information about the 3D structure of the scene (the perceived size of the elements is for example related to the distance).
In this work, we propose a system, named I-see-3D, that gives the illusion of 3D perception with monocular depth cues such as perspective effects, lighting effects, and motion (see Figure 1 ). Binocular cues such as stereoscopic vision are not considered in the present form of I-see-3D. Figure 1: Our system, named I-see-3D, gives the illusion of a 3D immersive environment with 2D projectors. The virtual world is projected on the floor all around the user. The user can move inside the virtual environment and images are rendered in such a way that the deformation of the image projected on the floor is taken into account, as well as the position of the user's "eye" in its virtual world. More information about our experiments is provided in Section VI. See our website for videos: http://www.ulg.ac.be/telecom/projector.
Giving the illusion of 3D makes the interactions between men and machines more natural and friendly. Also, and more importantly, 3D opens new prospects. Today, the illusion of 3D has become commonplace, for example with 3D movies. With autostereoscopic television screens, it even became possible to see in 3D without glasses. However, it is possible to improve the 3D sensation by following the viewpoint of a user: as a result, users will be immersed in the 3D virtual scene and interact with their virtual environment.
Intuitive interactions imply that the user does not have the feeling to interact through a machine (he should not need to press keys on a keyboard or to hold a controller). The user can control his environment with natural interactions of his body. The recent developments of 3D sensors (range laser scanners, time of flight cameras, kinect sensors [1] , . . . ) and algorithms to analyze and interpret 3D streams automatically (see [2] and [3] for examples) allow to detect the movements of a user precisely and in real time with a computer.
In many existing systems, users interact with a virtual environment through a virtual avatar (a proxy). It is a virtual character placed in the virtual scene, which is controlled by user inputs through some kind of electronic devices. The virtual scene is shown on a screen in front of the user. Therefore, the user is not immersed in the scene. The virtual 3D world is not all around him, and he cannot walk freely in that world (only his avatar can do it).
In this work, we consider the immersion of the user and adapt the scene to the user's viewpoint. The user does not need to watch a television screen, a tablet computer, or a smartphone. We propose to project all the elements of the virtual scene (virtual characters and objects) with low-cost 2D projectors. In this paper, we focus on the particular case of the projection on a 2D flat floor (z = 0). The scale of the virtual elements has to be compatible with their real world dimensions, otherwise the user would have the feeling to be a giant or a dwarf. The projected image is computed in such a way that the user does not see the virtual world distorted even while moving freely in the room. The sensors placed in the scene are used to determine the position of the user's head, and the images are rendered accordingly. Therefore, our platform is only capable to handle one user at a time. Optionally, multiple projectors may be used to cover a larger area, or to avoid occlusions due to the user and real objects. Note that because of the ambient light, users expect their shadows to darken the scene, but not completely. This illusion can be obtained with several projectors with overlapping projection areas.
The projected images depend on the projector intrinsic (opening angle, aspect ratio, . . . ) and extrinsic (position, orientation) parameters, as well as on the head location (but not on its orientation since we do not consider stereoscopic vision). Trompe-l'oeils are well-known examples of static images giving the illusion of 3D, but for only one particular viewpoint (see Figure 2) . We proceed likewise, but dynamically. In addition, the locations of the real lights are provided to the system to simulate shadows originating from those light sources, and therefore to get coherent shadows for real and virtual objects.
The dependence against the head location was named headcoupled perspective (HCP) by previous authors. A review of the literature about HCP is given in [4] . The CAVE, developed in the early nineties by Cruz-Neira et al. [5] , [6] , is an immersive cube-shaped room in which HCP images are shown on the Figure 2 : To highlight the potential of our I-see-3D system, here are some pictures of the work of street artist Julian Beever. We have taken them from his homepage http://www. julianbeever.net. Note that these drawings are painted on the 2D flat floor. The perspective effects given to the drawings and the correct point of view give the illusion of 3D. This is exactly what we obtain dynamically with one or more projectors ! The illusion from the right viewpoint is depicted on the upper row, and the perception from a wrong viewpoint is depicted on the bottom row.
walls, floor, and ceiling. Major differences exist between CAVE and this work; they are highlighted throughout this paper. The popular demonstrations of Lee [7] 1 and Franconne [4] 2 were subordinated to a screen (television, iPhone, iPad, . . . ). A fundamental difference with those works (including the CAVE) is that we should not display what would been seen with a virtual camera placed at the head of the user. The image sent to the projector must consider deformations that exists between what the user should see and what we project. In the work of Cruz-Neira et al., tuning manually the optics of the projective system is required to obtain rectangular images on the sides of the cube. With the manual tuning operations, the intrinsic and extrinsic parameters of the projectors did not need to be taken into account, and only the size of the cube had to be known.
Alternative techniques include immersive 3D glasses and 3D hologram projectors. The first one is less user-friendly than our system, and the second is much more expensive.
Our I-see-3D system has many applications. The most straightforward examples are that of 3D immersive games and natural interactions between men and machines. It could also be used for training purposes by simulating real situations. There is also potential applications in the medical field. For example, the behavior of patients with neurological diseases could be observed by a neurologist in conditions similar to what the patient encounters in his everyday life. The need for an immersive system without head-mounted display has also been encountered for dynamic balance training [8] . Our I-see-3D system can also be used for rehabilitation. For example, 1 . http://www.youtube.com/watch?v=Jd3-eiid-Uw, * and http://johnnylee.net/projects/wii/ 2. http://www.youtube.com/watch?v=7saRtCUgbNI a rehabilitation system based on virtual reality is proposed in [9] but it requires the user to sit down.
The outline of this paper is as follows. Section II explains how the position of the user's head can be robustly estimated in real-time with several types of sensors. In order to avoid unpleasant high frequency image oscillations, great care is given to the minimization of the variance of the estimated head position. Section III explains how we can project something at a precise position on the floor. Note that the function that maps 3D world coordinates to pixel coordinates (i.e. the projection) results from the combination of a perspective projection associated with the projector and another perspective projection corresponding to the observer. The mathematical formula of such a projection is derived in Section IV. The implementation of the whole 3D rendering process in the standard OpenGL pipeline is discussed in Section V. In particular, we explain how the projection can be implemented without any vertex shader. Our experiments and observations are described in VI. Finally, Section VII concludes the paper.
II. ESTIMATING THE POSITION OF THE USER'S HEAD
There are several ways to estimate the 3D position of the head. The related work is briefly described in Section II-A. In this work, we have selected non-intrusive sensors that provide geometric information (in other words, sensors that are insensitive to colors and textures) and that behave perfectly in difficult lighting conditions and in total darkness (this is important in a context in which projectors are used): range laser scanners and range cameras. We explain in Sections II-B and II-C how one can estimate the head position with these two kinds of sensors respectively. Section II-D focuses on a framework to fuse the information brought by multiple and heterogeneous sensors. This framework is also responsible for minimizing the variance of the estimated head position.
A. Related work
The head localization may be carried out in several ways. On the one hand, there are intrusive systems that require the tracked person to wear sensors or markers (e.g. positioning systems). On the other hand, there exists non intrusive systems, usually based on cameras.
A survey about Indoor Positioning Systems (IPS) has been carried out by Gu et al. [10] . An IPS is a system that can determine continuously and, in real time, the position (2D or 3D) of someone or something in a physical space [10] . IPSs can use various technologies like IR, Ultra-sound, RF including RFID, WLAN, Bluetooth and UWB, magnetism, visionbased, and even audible-sound. Whatever the technology used, IPSs rely on higher level information such as received signal strength (RSS), time of arrival (TOA), or angle of arrival (AOA). Then a multiangulation or multilateration technique is used to compute a 2D or 3D location.
We now detail some example of IPSs. The Active Badge System uses IR signal to locate users inside a bulding. It provides the room wherein the user is (coarse 2D information). The Active Bat System uses ultrasonic signal and triangulation to provide the 3D location of users. The CRICKET system [11] uses TOA method of ultrasonic signals combined to RF synchronization to compute distances of the user to fixed locations. The location of a user is computed with a trilateration technique. RADAR [12] positioning system from Microsoft research group is a 2D indoor position tracking system, which uses the existing WLAN technology. RADAR system is based on RSS and signal-to-noise ratio with trilateration. Ubisense is a real-time positioning system based on UWB technology. It takes advantages of both differential TOA and AOA techniques combined to a triangulation algorithm to locate users in 3D.
The drawback of such systems is that users have to wear some kind of active badges, and the physical space has to be heavily modified (e.g. cables, beacons, etc) to achieve good localization performances. Accuracy can reach 1 cm for the best systems and is about 10 cm for the others. Moreover, a line of sight visibility is preferable to achieve the best performances. Some systems only provide room level accuracy. The cost of such system is generally high.
Another very ingenious system, although inconvenient, was proposed by Rimminen et al. [13] . In their system, the user wears a hat. Three retractable dog leashes are attached to the hat and the walls. Multiple turns potentiometers measures the length of each leash. The head location is calculated by trilateration. It has to be noted that this system is used as a ground truth to validate their main system based on a near field imaging floor sensor.
With color cameras, one could use pose recovery methods, face detectors, or body part detectors. The well known face detector of Viola and Jones [14] is fast enough to be implemented in many modern digital cameras. Chakraborty et al. [15] proposed a head detector based on the histograms of oriented gradients. Lee et al. [16] define a set of contour fragments that can be used to detect heads from various viewpoints. Mori et al. [17] store a set of samples with manually annotated joint locations, and infer the joint locations on a new image using shape context matching. Haritaoglu et al. [18] showed how it is possible to design a very fast body part detector using the contour of a binary silhouette based on heuristics. The robustness of many methods may be improved by applying a motion detection (such as the state-of-the-art method named ViBe [19] ) in a pre-processing step.
With range cameras, Shotton et al. [3] , [20] proposed a fast algorithm to achieve pose recovery. Zhu et al. [21] designed a head-torso detector. Plagemann et al. [22] proposed a system to localize and identify body parts. Li et al. [23] described a method to detect endpoint body parts. Range cameras have the advantage to be insensitive to lighting conditions and to be non-intrusive. However, their range is limited to a few meters, which is too restrictive for our application. Therefore, we have chosen to use, simultaneously, several range cameras and a set of range laser scanners. These ones can be think as a single row of a range camera, but with a higher range and reliability. Range cameras and range laser scanners are, from our point of view, complementary.
B. Estimation with range laser scanners
With range laser scanners, the head location might be estimated from the horizontal position of the user in the scene, given his height. The horizontal position can be estimated using a localization map [24] or a cloud of points [25] .
The locations and the orientations of the range laser scanners are obtained by the calibration procedure described in [25] . A background subtraction (i.e. a motion detection) is applied to the clouds of points seen by each sensor. The remaining points are put together in another cloud after alignment. The position (x u , y u ) of the user in the scene may be estimated from this cloud. The center is computed in such a way that outliers and other persons do not harm the estimate. Let h be the height of the user. The estimated coordinates of the head are:
The scale factor in the last equation reflects the ratio between the body height and the height of the eyes, from anthropometric data. The method based on range laser scanners gives 2D information since the height of the head is fixed. Moreover this always assumes that the head is above the feet.
C. Estimation with range cameras
Since the method based on range laser scanners has intrinsic limitations and knowing the real position of the head is mandatory to produce realistic scenes, we need to get real 3D information. We decided to use Kinects with the OpenNI framework and the NITE middleware to retrieve the 3D position of the head. The maximum range of the Kinects is more limited than the lasers and the working range of the pose recovery algorithm is even more restricted. Thus, to obtain an appropriate coverage of the scene, several Kinects have to be used.
Information from Kinects is 3D and valuable, especially for the height, but unavailable from time to time due to the unreliable underlying pose recovery algorithm. Moreover, the information variance is higher than for the lasers, but with a higher acquisition rate. On the contrary, information from lasers is more stable with a smaller variance, but with a lower acquisition rate and in 2D only.
D. Sensor fusion
Since we have multiple sources of information, and that these sources have different rates and variances, a natural choice to merge all the information is the Kalman filter [26] . Our sensor fusion strategy is schematically depicted in Figure 3 . To apply the Kalman filter to our head tracker, we need to model the movement of the head. The head movement is difficult to model since it can be subject to high acceleration in any direction while being steady or in continuous movement. For this reason, we chose to model this behavior with a continuous white noise acceleration (CWNA) model [27] , as used by Rimminen in [13] , but generalized to 3D instead of 2D. In this model, the expected velocity of the target is constant, while the acceleration is assumed to be a zero-mean Gaussian white noise process. The complete equations, transition model, process noise covariance matrix may be found in [27] , [13] .
For the measurement matrices, we have two kinds of sensors. With the lasers, we can only observe x u and y u , while we can observe x h , y h and z h with the kinects. The speeds are never observed, but nevertheless estimated by the Kalman filter. The noise covariance matrices for the sensors have to be chosen accordingly to their precision. Moreover, a bias in the measures between the lasers and kinects has to be taken into account by increasing the covariance matrix associated to the biased sensor. This avoids additional variance in the estimated state, due to disagreement in the different measures from sensors.
Our system is currently limited to a single user since the projected image has to be rendered according to the tracked user's viewpoint. However, in practice, there is no way to ensure that only one person is present in the scene. The localization procedures from lasers and kinects naturally provide multiple locations for the different users in the scene. In particular, it is important in our application that the viewpoint does not change erratically. For this reason, we have to robustly track a single user while being insensitive to other users and noisy observations (outliers). However, it is a well known fact that the Kalman filter is sensitive to outliers. We have therefore implemented a validation gate for the observations. We compute the likelihood that a new measure belongs to the tracked person, taking into account the covariance matrices of the current state and of the sensor corresponding to the measure. To achieve this, we compute the Mahalanobis distance [28] between a new measure and the current state. A first threshold on this distance allow the rejection of the outliers. A minimum distance strategy between the measures allow to keep tracking the current user, while rejecting other ones.
III. CALIBRATING THE PROJECTORS
Calibrating the projectors means determining all the parameters needed to know exactly where the projected points are. The calibration procedure is based on the range laser scanners. Since the head position is expressed in the coordinate system associated with the sensors, we have to calibrate the projectors according to the same coordinate system.
A. The optical model
We assume that the projectors follow the pinhole model, which is commonly used to model cameras. Indeed, a projector is just a camera with inverted light rays. We need to know which pixel should be turned on in order to illuminate a given point on the floor, i.e. to know where the point will be projected with respect to its position on the projector's image plane. It can be proved that there are an infinity of places (on a vertical half circle) where a projector can be placed to obtain similar projections if the opening angle can be set up accordingly. The under-determination comes from the fact that the pattern is projected on a 2D world (the floor). But, neither the opening angle nor the exact position of the projector's optical center are needed to obtain a correct projection. In other words, there is no need to decompose the projection matrix into the matrices of intrinsic and extrinsic parameters. The pinhole model can be expressed as 
where (u, v) are the coordinates of a pixel in the projector's image plane, and (x, y, z) are the coordinates of a corresponding 3D point. It is the equation of the light ray passing through the optical center and the pixel (u, v). As the projected points lie on the floor (z = 0), the three elements of the third column of the matrix M are undetermined. Therefore, we arbitrarily decide that m 1,3 = m 2,3 = m 3,3 = 0. Moreover, even if the matrix M is defined up to a scale factor, its sign is chosen in such a way that s > 0 for all visible points. In fact, by convention, s is positive for all points in front of the projector's optical center, and s is negative for all points behind it.
B. Determining the 8 degrees of freedom
The matrix M is defined up to a scale factor. It has therefore 8 degrees of freedom. To determine their values (i.e. to calibrate the projector), we need a set of n ≥ 4 correspondences between real world points and pixels. We denote (x i , y i , z i ) the coordinates of the ith point and (u i , v i ) the coordinates of the ith pixel. With some algebraic manipulations, the pinhole model can be rewritten as G i H = 0 ∀i ∈ 1, 2, . . . n where
T . If the pairs of points (x i , y i , z i ) and pixels (u i , v i ) were noise-free, the matrix M could be determined by solving the system GH = 0 where
But, as the observations (x i , y i , z i ) and (u i , v i ) are noisy, there is no exact solution to this linear system. Such systems are usually solved in the least squares sense, minimizing GH 2 under the constraint H 2 = 1 (where · 2 denotes the L 2 norm). This can be done numerically with a singular value decomposition of the matrix G. Note however that this optimization procedure minimizes the projection error in the image plane. To minimize the error in the 3D world, this calibration procedure is followed by a nonlinear optimization.
C. Obtaining n pairs of points and pixels
Now that is clear that a projector can be calibrated if a set of correspondences between real world points and pixels is known, let us explain how one can obtain them. Of course, there is not only one method to achieve this, and the method described hereinafter is one possibility among others.
A first possibility for obtaining these correspondences is to place light sensors at known positions on the floor and to adopt the method proposed by Lee [29] , [30] . This is however inconvenient because (i) it requires supplementary electronic devices and, (ii) there is no straightforward means of localizing the light sensors in the 3D world (i.e. to obtain their 3D coordinates). Instead, we propose to rely on the set of range laser scanners.
In [25] , a method has been proposed to estimate the position of the center of a cylinder placed in a scene with range laser scanners thanks to a new circle fitting method that assumes a known diameter. The procedure runs as follows. The projector projects a few points one after the other with known coordinates in the image plane (at least 4). An operator align the cylinder with the projected points. Then, the coordinates of its center (which are the coordinates of the projected point) are estimated from the measures taken by the range laser scanners.
IV. 3D RENDERING Let us denote (x, y, z) the coordinate of a 3D virtual point, (x f , y f , z f ) the coordinates of a real point lying on the floor, and (x h , y h , z h ) the position of the user's head (see Figure 4) . The basics of 3D rendering is to be able to determine which pixel of the projector should be drawn in order to give the illusion that there is a 3D point in the scene at coordinates (x, y, z). We assume that 0 ≤ z < z h . The projector should illuminate the point (x f , y f , z f ) on the floor (therefore, with z f = 0) if there is nothing between the points (x, y, z) and (x h , y h , z h ). As the light travels along straight lines in the air, (x f , y f , z f ), (x, y, z) and (x h , y h , z h ) are three collinear points. Considering two similar triangles (see Figure 4) , we have immediately
which can be rewritten as a linear system in homogeneous coordinates     3D point (x, y, z) .
Note that there may be several 3D virtual points corresponding to the same pixel (u, v). The color given to the pixel is the color of the 3D point that has the highest value of z. Indeed, this point occludes the other ones from the user's viewpoint.
V. IMPLEMENTATION WITH OPENGL
We have used OpenGL to let the GPU compute the image to project. In OpenGL, a screen pixel is represented by 3D coordinates (u, v, w)
u denotes the horizontal coordinate in the image plane, v the vertical one, and w represents the "depth" of the pixel. Its role is to determine which objects are occluded by the others. With our convention (see Figure 4) , the color of the pixel (u, v) is the color of the 3D point projected with the highest value of w. Therefore, OpenGL is configured with glDepthFunc(GL_GREATER) (note that this is not OpenGL's default behavior) and the command glClearDepth (0.0 f ) that sets the depth or the farthest element (i.e. the floor) is run for each frame.
A. The final projection matrix and the clipping planes
In the rendering pipeline, there are two clipping planes, and only the objects (or part of them) that are between these two are rendered. These two clipping planes correspond to w = 0 and w = 1. Ideally, one would want to place the lowest clipping plane at the floor level and the highest one at the head's height, i.e. w = z/z h . Indeed, it is important to avoid rendering objects higher than the head, otherwise the user might see, in front of him, some virtual objects that are expected to be behind him. Unfortunately, it turns out that is it impossible to obtain both w = z/z h and Equation 9
without a vertex shader. This is due to the perspective division that also affects the depth coordinate in the standard OpenGL pipeline (the homogeneous screen coordinates are obtained by multiplying the 3D homogeneous coordinates by a 4 × 4 matrix). As an alternative to the use of shaders, we assume that there is no virtual object higher than the user's head (i.e. the upper clipping plane is unnecessary) and we ensure that w ∈ [0, 1] for all 3D points (x, y, z) such that (x f , y f , z f ) is in the illumination cone of the digital projector (i.e. the upper clipping plane has no effect). Therefore we propose the following projection
The projection matrix is the product of a first matrix depending only on the parameters of the projector, and a second matrix depending only on the head location. Such a 4 × 4 projection matrix can be specified in the standard pipeline. As announced,
) and s > 0 (see Section III-A), we have
max (z) can be easily retrieved from the geometry of the virtual scene. Note that s depends linearly on x f and y f , and that the area covered by the projector on the floor is always a convex polygon. Therefore, s takes its minimal value at one corner of the covered area. There is a convenient way to calculate min (s) with Equation 4 , given that the coordinates of the four projected corners can be easily retrieved from the matrix M using the function gluUnProject of the library glut.
B. Shadows
In order to enhance the illusion of 3D, we have implemented an algorithm to render shadows. For our preliminary experiments, we have selected Carmack's reverse. For each element in the virtual scene, we compute the polygonal envelope of the area that is inaccessible to the light. Those are named shadow volumes. Our implementation renders shadows using the stencil buffer with the strategy depth fail.
VI. EXPERIMENTS
To assess our head-coupled system, we have created a simple virtual scene composed of a coffee table with three teapots on top of it. The user can interact with the teapots: their color changes when they are touched by the user's hands. The size of our virtual scene is at a realistic scale. The user can freely walk or crouch in the scene, all around the table. Thanks to our outliers filtering strategy, other persons may be in the scene without disturbing our 3D immersive system. This means that our I-see-3D system can be used in real applications without any restriction, and in particular that it is not limited to a single person even if only one of them will have the illusion of 3D. A few videos demonstrating the results obtained with our system are available on our website http://www.ulg.ac.be/telecom/projector.
We observed that the rendering of shadows greatly improves the illusion of 3D. The virtual light sources used to compute the shadows and the specular reflections were placed approximately at the position of the real light sources (including windows, lamps, and projectors). Indeed, if the light sources were placed randomly, the user would observe a conflict between the shadows in the scene and the real light sources he can see. Moreover, it makes the shadows of real objects, such as the user's shadow itself, better integrated in the virtual scene. The specular reflections from the projectors also seem more natural when the virtual light sources are placed at the projectors position. In contrast, in the CAVE system, the images were rear projected to avoid shadows casted by the user. This may be confusing for the user who expects to see its own shadow when the virtual light is behind him.
Our aim is to optimize the user experience. When he is static, it is preferable to minimize the variance of the head position estimation. Note that a small constant bias affecting the head position does not harm the illusion of 3D. However, when the user is walking, minimizing the variance is still important, but the biases caused by a time delay are unacceptable. Unfortunately, in order to reduce the small and rapid oscillations due to the imprecisions on the position of the head, the use of filters inevitably induces a delay between the predicted position of the head and its real position. Therefore, a compromise has to be made between latency and smoothness.
In practice, we need to constantly anticipate the forthcoming position of the head because the sensors do not provide measures at an infinite frequency, and because rendering and displaying an image is not instantaneous. We have combined two different mechanisms to achieve this prediction. First, we take all the time delays into account. Second, we have selected a motion model that is capable to produce smoothly varying predictions. With the CWNA model, the Kalman filter estimates the velocity even if it is not directly measured, and consequently provides smooth predictions. In practice, the CWNA model combined with a prediction mechanism compensating the rendering delay is adequate for a user moving at a constant velocity. However, when the user's velocity changes rapidly, he observes scene oscillations due to an overshoot in the head position estimation. It is particularly noticeable when the user stops abruptly: the filter will predict the position of the head using the previously observed movement and the system will behave as if the user slowed down before going back to the position where he actually stopped. However, even if our system has small shortcomings, our experiments demonstrate that it is effective in giving the illusion of 3D.
It should be noted that the range laser scanners and the kinects are complementary. The kinects are the sole source of information that provides the height of the head. This knowledge is important, in particular when the user crouches. However, it is difficult to cover a large spatial zone with kinects because of the limited range in which the pose recovery method is able to provide a reliable estimation. Moreover, there is no way to ensure that the pose recovery method will succeed even if the user is at an optimal distance from the kinect. Therefore, it turns out that the range laser scanners are mandatory in our system, even if the information provided by them is partial.
It must also be noticed that the 3D perception is better when viewing the scene with a single eye or at large distance. Indeed, the monocular depth clues which are replicated with our system conflicts with the binocular depth clues (such as stereopsis). This is especially true at smaller distance where the stereoscopic effect is more important.
VII. CONCLUSIONS
In this paper, we have presented the I-see-3D system that gives the illusion of 3D to a single user. A virtual scene is projected all around him on the floor. The projected image is such that the perspective is consistent with the viewpoint of the user (head coupled perspective). The user can walk freely in the virtual world and interact with it. Unlike what is commonly encountered in 3D games, an avatar is not needed any more. This pushes back the limits of interactivity.
Our system has been designed with the primary goal of allowing the user to move freely within a virtual environment of large size. Multiple projectors can be used to cover the whole area. This is made possible by a precise calibration of projectors (see Section III). In contrast, the CAVE system was conceived to obtain a wide field of view and stereoscopic vision. Even if that system allows the user to walk and to adapt the images to his viewpoint, the displacements are strongly constrained due to the small size of the cube. The walls limit the space in which the user is free to move, and a lot of space is wasted outside the cube because of the optics. Our system does not have such a limitation.
A real-time and noise-free estimation of the head position is the cornerstone for a correct projection. Multiple sensors may be used in order to recover the head position. In our system, we have adopted a set of range laser scanners and a few kinects. These sensors behave perfectly in total darkness. The information provided by those sensors are fused in a Kalman filter with the CWNA model [13] (i.e. a uniform linear motion). The filter has been optimized in order to minimize the variance of its output while keeping the bias (delay) in an acceptable range.
Even if the projection is neither an orthographic nor a perspective projection (this is another huge difference with the CAVE system), we have demonstrated that it can be implemented easily with the standard pipeline of OpenGL. As the images are rendered directly in the projector's image plane, the method is accurate to the pixel and does not require additional intermediate textures.
Our experiments clearly demonstrate that I-see-3D is effective in giving the illusion of 3D when lighting is carefully simulated. The user does not need to wear glasses, headmounted displays, sensors or markers (either active or passive). Therefore, our system is non-intrusive.
