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FROM PAINLEVÉ TO ZAKHAROV-SHABAT AND BEYOND:
FREDHOLM DETERMINANTS AND INTEGRO-DIFFERENTIAL
HIERARCHIES
ALEXANDRE KRAJENBRINK
Abstract. As Fredholm determinants are more and more frequent in the context of stochastic
integrability, we unveil the existence of a common framework in many integrable systems where
they appear. This consists in a quasi-universal hierarchy of equations, partly unifying an integro-
differential generalization of the Painlevé II hierarchy, the finite-time solutions of the Kardar-Parisi-
Zhang equation, multi-critical fermions at finite temperature and a notable solution to the Zakharov-
Shabat system associated to the largest real eigenvalue in the real Ginibre ensemble. As a byproduct,
we obtain the explicit unique solution to the inverse scattering transform of the Zakharov-Shabat
system in terms of a Fredholm determinant.
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1. Introduction
One ambition of statistical mechanics consists in finding the universal underlying properties of
physical systems. The ideal territories to achieve that are the so-called integrable systems which
exhibit an extensive amount of conservation laws and where exact solutions are occasionally avail-
able therefore allowing to probe the exact physics of the problem [1]. Although advanced and
poweful techniques such as the inverse scattering transform [2] and the Bethe ansatz [3] have been
developed, some territories still remain uncharted. Among the various intriguing existing mod-
els, the determinantal point processes have attracted a growing attention during the last decades.
In a nutshell, determinantal processes [4] are the landmark of exclusion models [5] and they are
sometimes referred to in the physics literature as Fermionic processes due to the Pauli exclusion
principle. Mathematically, such particle models represent sets of random points so that every cor-
relation function is given by the determinant of a certain kernel.
Remarkably, determinantal processes have been connected to a vast variety of fields both in
mathematics and physics. In mathematics, they have been related to random matrix theory where
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the random eigenvalues form a determinantal process [6, 7, 8], to combinatorics [9], to Painlevé tran-
scendents which are solutions to nonlinear differential equations [10, 11, 12], to integrable systems
through the notion of τ function as defined by Jimbo, Miwa and Ueno [13], to the Dyson Brownian
motion [14], to Riemann-Hilbert problems [15, 16], to inverse scattering problems [17, 18] and many
more. In physics, determinantal processes are intrinsically entangled with many theories such as free
fermionic theory [19, 20, 21, 22], quantum gravity [23, 24, 25, 26, 27], directed polymers [28, 29] and
growth models [30, 31], the Kardar-Parisi-Zhang equation [32, 33, 34, 35, 36, 37] and universality
class [38], soliton theory [39] for nonlinear wave models such as the Kadomtsev-Petviashvili [40] and
the Korteweg-de Vries [41] equations. More recently, an interest around determinantal processes
has also grown in the field of statistics and machine learning [42] in particular for sampling purposes.
For all the problems where determinantal processes did arise, an important number of results
were obtained for particular purposes related to combinatorics, functional analysis, integrability,
probability or exact solvability of models. Nonetheless, it occurs that a few results have remained
in the field where they were introduced. It is therefore natural to propose to gather and expand
them to unveil more general frameworks in the hope to shed some new light on old or unresolved
problems. This is the direction we undertake in this work where our ambition is to reveal that
analogous results were obtained in seemingly unrelated situations: inverse scattering problems, the
resolution of stochastic and deterministic nonlinear differential equations, random matrix theory
and non-interacting systems in quantum mechanics. Our endeavor will be focused on a precise
quantity: the Fredholm determinant arising in determinantal point processes.
Outline. In Section 2, we establish a common framework for Fredholm determinants generally
related to the largest eigenvalue of random matrices or the rightmost fermion in a non-interacting
system. This framework allows to generalize the classical analysis of Tracy-Widom and Brézin-
Hikami interpreting notable Fredholm determinants as the τ function of non-linear systems and to
introduce a quasi-universal hierarchy of functions. Our analysis unveils the existence of an infinite
amount of conserved quantities in these systems highlighting their integrable structure. We also
clarify some common results on matrix models relating their unitary, orthogonal and symplectic
versions.
In Section 3, we explore a more general structure of Fredholm determinants appearing in the
study of linear statistics of random matrices, inhomogeneous full-counting statistics of free fermions
and also finite-time solutions to the Kardar-Parisi-Zhang equation. Inspired by the work of Amir-
Corwin-Quastel on an integro-differential generalization of the Painlevé II equation, we extend our
framework to relate these inhomogeneous Fredholm determinants to integro-differential hierarchies
and systems and show that they exhibit a richer structure of conserved quantities.
In Section 4, we apply our results to multi-critical fermions at finite temperature. This setting
leads to a natural extension of the Painlevé II hierarchy whose definition and properties are recalled
in Appendix C. Our extended hierarchy is integro-differential and can be thus interpreted as non-
local. The first member of the hierarchy was obtained by Amir, Corwin and Quastel, we explicitly
compute its second member. Our construction naturally unveils some properties of the classical
Painlevé II hierarchy.
In Section 5, we review and extend the recent results relating the distribution of the largest
real eigenvalue of the real Ginibre ensemble and the Riemann-Hilbert problem associated to the
celebrated Zakharov-Shabat system. In particular, we explicitly solve the Hilbert boundary value
problem in terms of the hierarchy of functions established in Section 2 and show a one to one
correspondence between a family of Fredholm determinants and the explicit unique solution of the
Zakharov-Shabat system.
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In Appendix B, we present an overview of explicit examples where the Fredholm determinants
occur and fit the framework of this work. It includes the linear statistics of Gaussian unitary,
orthogonal and symplectic ensembles, the eigenvalue statistics of the elliptic Ginibre ensembles and
finally a few exact solutions of the Kardar-Parisi-Zhang equation.
Acknowledgments. AK thanks P. Le Doussal and G. Barraquand for enlightening discussions
and ongoing collaborations and acknowledges support from ERC under Consolidator grant number
771536 (NEMO). AK thanks T. Gautié for carefully providing feedback and very useful comments
on the manuscript.
2. Fredholm determinants and counting statistics
We consider the operators Ks : L2(R+) → L2(R+) and As : L2(R+) → L2(R+) depending on a
real parameter s such that their kernels are related as
As(x, y) = A(x+ y + s)
Ks(x, y) =
∫ +∞
0
dr A(x+ r + s)A(y + r + s)
(2.1)
for some real-valued function A infinitely differentiable and vanishing exponentially fast towards
+∞. More concisely, we will write Ks = A2s and we notice that both operators are self-adjoint by
construction. The core object on which we will focus is the following Fredholm determinant
Det(I −Ks)L2(R+) (2.2)
which can be represented by the following series
Det(I −Ks)L2(R+) = 1 +
∞∑
n=1
(−1)n
n!
n∏
i=1
∫
R+
dxiDet
[
K(xi, xj)
]n
i,j=1 . (2.3)
A rigorous construction of these determinants and their relation to a determinantal point process
with kernel K can be found in [7, 43]. We call these types of Fredholm determinants unitary-like
determinants and further impose an orthogonality condition on the function A∫
R
drA(s+ r)A(r + s′) = δ(s− s′) (2.4)
which can be interpreted as As being its own inverse when considered on R, additionally it en-
sures that As is a Hilbert-Schmidt operator. As we will see, this will ensure that the operator
Ks uniquely defines the determinantal point process with correlation function %`(x1, . . . , x`) =
Det[Ks(xi, xj)]`i,j=1 for any ` > 1. Indeed, the work of Soshnikov, Ref. [4, Theorem 3], asserts that
a Hermitian locally trace-class operator Ks uniquely defines a determinantal point process if and
only if it is positive definite and bounded from above by the identity operator.
(1) By construction Ks is Hermitian (since A is real) and locally trace-class (since we chose A
continuous).
(2) By the Cauchy-Binet-Andreief formula [44, 45], for any ` ∈ N,
Det[Ks(xi, xj)]`i,j=1 =
1
`!
∫
R⊗`+
∏`
j=1
duj
(
Det[A(xi + uk + s)]`i,j=1
)2
> 0 (2.5)
proving its positivity.
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(3) To obtain that Ks is bounded by above by the identity, we show that Ks satisfies the
reproducing property on R, i.e. Ks = K2s . For any x1, x2, s ∈ R, we have∫
R
dyKs(x1, y)Ks(y, x2)
=
∫
R
dy
∫
R+
dr1
∫
R+
dr2A(x1 + r1 + s)A(r1 + y + s)A(y + r2 + s)A(r2 + x2 + s)
=
∫
R+
dr1
∫
R+
dr2A(x1 + r1 + s)δ(r1 − r2)A(r2 + x2 + s)
= Ks(x1, x2)
(2.6)
implying that Ks 6 1.
For what follows, we will need the following invertibility result for Ks.
Result 2.1 (Existence of the resolvent of Ks). The operator I −Ks is invertible on L2(R+).
Proof. To obtain this, we will proceed by apagogy supposing there exists a non-zero f on R+ such that
Ksf = f . From the decomposition of Ks in terms of As and the orthogonality property of A, we have for
all real positive x∫
R+
dy Ks(x, y)f(y) = f(x)−
∫
R−
dz
∫
R+
dy A(x+ z + s)A(z + y + s)f(y) (2.7)
Since Ksf = f , it yields that the last term is equal to 0. Multiplying this term by f(x) and integrating over
x ∈ R+, we obtain the L2-norm of R− 3 u 7→ (Asf)(u) is equal to 0. We thus obtain for all u < 0∫
R+
dxA(u+ s+ x)f(x) = 0 (2.8)
As from the standard arguments, e.g. [46, Proof of Lemma 2.1] or [9, Proof of Lemma 6.15], assuming A to
have analytic properties, Eq. (2.8) should also hold for u > 0 and therefore we have f = 0: the contradic-
tion. 
We will also need the following extension to operators we call thinned operators. These operators
appear in the context of random matrix theory when considering thinned ensembles where all
eigenvalues are independently removed with a probability 1 − γ ∈ [0, 1] and also in the context
of quantum mechanics when evaluating the entanglement entropy in a free fermionic theory, see
Refs. [47, 48, 49].
Result 2.2 (Generalization to thinned operators). All above results hold upon replacing Ks by
γKs with γ ∈ [0, 1]. In particular I − γKs is invertible on L2(R+) for all γ ∈ [0, 1]. This implies
that As is bounded by above by the identity and that I ± √γAs are invertible on L2(R+) since
I − γKs = (I −√γAs)(I +√γAs).
The structure of the kernel As provides a few calculation rules that we will extensively use
throughout this work. For all x, y, s ∈ R, since As(x, y) = A(x+ y + s), we have
(∂x − ∂y)As(x, y) = 0. (2.9)
Defining the differential operator D on L2(R+) and its transpose Dᵀ, this relation is shorthanded
as DA = ADᵀ. Assuming all functions vanish sufficiently fast at +∞, the integration by part on
R+ reads Dᵀ = −D − |δ〉 〈δ| where |δ〉 〈δ| is the projector to zero. Applied to the operator As, it
yields the following rule
DAs +AsD = −As |δ〉 〈δ| . (2.10)
A second rule coming from the structures of Ks and As is that the derivative of Ks with respect
to s yields a rank-one operator
∂sKs = −As |δ〉 〈δ|As. (2.11)
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Our main result for the family of Fredholm determinants of Eq. (2.2) is the existence of a
hierarchy of scalar-valued functions.
Definition 2.3 (Conjugated functions). For any s in R and p in N, we define the scalar-valued
functions
qp = 〈δ| A
(p)
s
I −Ks |δ〉 , up = 〈δ|As
I
I −KsA
(p)
s |δ〉 , (2.12)
where A(p)s stands for the p-th derivative of As with respect to s with the convention A(0)s = As.
The definitions imply the following boundary conditions
qp ∼ A(p)(s), up ∼
∫
R+
dr A(p)(r + s)A(r + s), s→ +∞. (2.13)
since the kernel Ks decays exponentially fast for large s and thus the resolvent is at first order
the identity. Besides, the maps s 7→ {qp, up}p∈N are smooth due to the analyticity property of the
resolvent and the differentiability of A.
In terms of explicit integrals, Eqs. (2.12) are written asqp =
∫
R+ dy A
(p)(s+ y)(I −Ks)−1(y, 0)
up =
∫∫
R2+
dy dz A(s+ y)(I −Ks)−1(y, z)A(p)(z + s) (2.14)
These functions have appeared multiple times already in the literature, but in very specific context,
see e.g. Refs. [10, 50, 21]. The question of the asymptotics of these functions for large negative
s is in general complicated and unsolved for many problems. As we will see subsequently, the set
{qp, up}p∈N forms a hierarchy.
Our first important result is the relation between the Fredholm determinant (2.2) and the first
members of the hierarchy (2.12) which we call the τ -representation of the Fredholm determinant.
Result 2.4 (τ -representation of the Fredholm determinant). The following derivatives of the log-
arithm of the Fredholm determinant hold
∂s log Det(I −Ks) = u0, ∂2s log Det(I −Ks) = −q20. (2.15)
Proof. Using the identity for the derivative of the logarithm of a Determinant and the cyclicity of the trace
∂s log Det(I −Ks) = −Tr( I
I −Ks ∂sKs)
= Tr( I
I −KsAs |δ〉 〈δ|As)
= 〈δ|As I
I −KsAs |δ〉
= u0
(2.16)
We defer the proof of the second identity for the next result. 
Remark 2.5. The above Result 2.4 has an additional interpretation in terms of a Poisson point
process. From the asymptotics of the kernel Ks, we have upon integration
Det(I −Ks) = exp
(
−
∫ +∞
s
u0(t)dt
)
. (2.17)
For a determinantal point process with kernel Ks, the left hand side represents the emptiness prob-
ability of the interval [s,+∞) or equivalently the probability that the right-most point lies to the
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left of s. Hence, denoting xDPP,max the right-most point of the determinantal process we have
P(xDPP,max 6 s) = Det(I −Ks).
Now consider a Poisson point process on R with density u0(t). Since the random points are
drawn independently, the distribution of the right-most point denoted xPois,max is given by, see e.g.
Ref. [51, Example 2.5], P(xPoi,max 6 s) = exp
(
− ∫+∞s u0(t)dt). Hence we obtain the equality
between the extremal laws
P(xPoi,max 6 s) = P(xDPP,max 6 s). (2.18)
The two processes are nonetheless not equal since thinning the Poisson process with a probability
1−γ ∈ [0, 1] induces the change u0 → γu0 and thinning the determinantal process induces a different
change
u0 = 〈δ| Ks
I −Ks |δ〉 → 〈δ|
γKs
I − γKs |δ〉 6= γu0. (2.19)
The second main result is the differential relation between the members of the hierarchy {qp, up}p∈N.
Result 2.6 (Hierarchy of equations). For all p in N, the following infinite recursion holds
q′p = qp+1 − q0up, u′p = −q0qp. (2.20)
The prime ′ stands for the derivative with respect to s.
Proof. The first identity is readily obtained by differentiating the product of two kernels and using the
identity of the derivative of the resolvent ∂s(I −Ks)−1 = (I −Ks)−1∂sKs(I −Ks)−1.
q′p = 〈δ|
A
(p+1)
s
I −Ks |δ〉 − 〈δ|A
(p)
s
I
I −KsAs |δ〉 〈δ|As
I
I −Ks |δ〉
= qp+1 − q0up
(2.21)
The second identity is obtained by first using a single element decomposition
u′p =
1
2 〈δ| ∂s
( I
I −As −
I
I +As
)
A(p)s |δ〉+ 〈δ|
I
I −KsDA
(p)
s |δ〉 . (2.22)
Differentiating with respect to s and using the Ferrari-Spohn formula for both As and −As, see Lemma A.1,
we get
u′p = −〈δ|
As
I −Ks |δ〉 〈δ|
A
(p)
s
I −Ks |δ〉
= −q0qp
(2.23)

This hierarchy can be viewed as a generalization of the one in Ref. [52, Eq. (109) arXiv version].
The structure of the hierarchy additionally implies the existence of an infinite number of quadratic
conserved quantities given as follows.
Result 2.7 (Flow invariance). For all n in N, the following quadratic quantity is invariant within
the hierarchy
In = u2n+1 + 12
2n∑
k=0
(−1)k+1[uku2n−k − qkq2n−k] = 0 (2.24)
Proof. We differentiate the identity and obtain a telescopic equation equating to zero. Integrating and
using that up, qp vanish at +∞, we obtain the flow invariance.
I ′n = −q0q2n+1 −
1
2
2n∑
k=0
(−1)k+1[qkq2n−k+1 + qk+1q2n−k]
= 0
(2.25)
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For n = 0, this result in case of the Tracy-Widom distribution and its extensions already appeared
in e.g. [10, 30]. For general n, this is again a generalization of the result of Ref. [52, Eq. (114)
arXiv version].
2.1. Fredholm determinants extended with a rank-one perturbation. The reason we named
Fredholm determinants of the type (2.2) unitary-like is because they usually arise in problems re-
lated to Hermitian random matrices enjoying a unitary symmetry. Among the additional ensembles
of interest in random matrix theory and affiliated problems are orthogonal and symplectic ensem-
bles where the structure of the corresponding Fredholm determinants are closely related to their
unitary counterpart. In this Section, we will introduce three counterparts of the unitary determi-
nants: the orthogonal, orthogonal-thinned and symplectic ones and show that they also exhibit a
τ -representation in terms of the hierarchy constructed.
2.1.1. Determinantal representation. Just before introducing the three types of determinants, we
will require two further results. The first one is the matrix determinant lemma which enables to
calculate the Fredholm determinant of a given kernel with a rank-one perturbation and the second
one a result from Ferrari and Spohn [53].
Lemma 2.8 (Matrix determinant lemma). Given a kernel Ks perturbed by a rank-one operator
|f〉 〈g| of kernel (x, y) 7→ f(x)g(y), we have
Det(I −Ks − |f〉 〈g|) = Det(I −Ks)
(
1− 〈f | I
I −Ks |g〉
)
(2.26)
The integral representation of the inner product reads
〈f | I
I −Ks |g〉 =
∫
R2+
dxdy f(x)(I −Ks)−1(x, y)g(y) (2.27)
The extension where the kernel Ks is perturbed by a sum of rank-one operators is given in the
Appendix in Lemma A.2.
Anticipating the particular form of the inner products that will appear for the orthogonal and
symplectic determinants, the following result will allow us further simplifications in the Fredholm
determinants.
Lemma 2.9 (Ferrari-Spohn, [53]). The following identity holds
b = 〈1| 1
I +As
|δ〉 = Det(I −As)Det(I +As) . (2.28)
A proof for this identity uses the exact same arguments as Refs. [53, Eq. (19)] and [46, Eq. (6.8)],
the only required arguments are that the operator As has a kernel of the type As(x, y) = As(x+ y)
and the function A has a sufficient decay at +∞. By symmetry, the second equality also holds upon
replacing As → −As. The integral representation of (2.28) reads
b =
∫ +∞
0
dx (I +As)−1(x, 0). (2.29)
The three types of determinants which are interest are the following. We will report some of the
standard calculation of each of the cases.
Definition 2.10 (Orthogonal-like determinant). The orthogonal-like determinant is a Fredholm
determinant of an operator with kernel
K(ortho)s (x, y) = Ks(x, y) +A(s+ x)
(
1−
∫ +∞
0
dr A(s+ r + y)
)
(2.30)
7
In terms of bra-ket notations, the Fredholm determinants is expressed and simplified as
Det(I −Ks−As |δ〉 〈1| (I −As))
= Det(I −Ks)
(
1− 〈1| I −As
I −KsAs |δ〉
)
= Det(I −Ks) 〈1| I
I +As
|δ〉
= Det(I −As)2
(2.31)
This type of orthogonal-like determinant has appeared for instance in Refs. [46, 53, 54].
Definition 2.11 (Symplectic-like determinant). The symplectic-like determinant is a Fredholm
determinant of an operator with kernel
K(sympl)s (x, y) = Ks(x, y)−
1
2A(s+ x)
∫ +∞
0
dr A(s+ r + y) (2.32)
In terms of bra-ket notations, the Fredholm determinants is expressed and simplified as
Det(I −Ks+12As |δ〉 〈1|As)
= Det(I −Ks)
(
1 + 12 〈1|
Ks
I −Ks |δ〉
)
= 14Det(I −Ks)
(
2 + 〈1| I
I +As
|δ〉+ 〈1| I
I −As |δ〉
)
= 14
(
Det(I +As) + Det(I −As)
)2
(2.33)
This type of symplectic-like determinant has appeared for instance in Refs. [55, 37].
Definition 2.12 (Orthogonal-thinned-like determinant). The orthogonal-thinned-like determinant
is a Fredholm determinant of an operator with kernel
K(ortho−thinned)s (x, y) = Ks(x, y) +A(s+ x)
(√
α−
∫ +∞
0
dr A(s+ r + y)
)
(2.34)
for some constant α. In terms of bra-ket notations, the Fredholm determinants is expressed and
simplified as
Det(I−Ks −As |δ〉 〈1| (
√
α I −As))
= Det(I −Ks)
(
1− 〈1|
√
α I −As
I −Ks As |δ〉
)
= Det(I −Ks)
(√α+ 1
2 〈1|
I
I +As
|δ〉 −
√
α− 1
2 〈1|
I
I −As |δ〉
)
=
√
α+ 1
2 Det(I −As)
2 −
√
α− 1
2 Det(I +As)
2
(2.35)
This type of orthogonal-thinned-like determinant has appeared for instance in Refs. [56, 57, 46].
The connexion with the thinned ensembles of random matrix theory comes upon the replacement of
the operator As by its thinned version
√
γAs for γ ∈ [0, 1] and the identification α = γ. Since our
identity is more general, we choose to keep the free parameter α.
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2.1.2. Pfaffian representation. For completeness, we additionally present in this Section a repre-
sentation of the symplectic and orthogonal determinants as Pfaffians of 2×2 matrix-valued kernels.
One of the motivation lies about the generalization of the determinantal point processes to Pfaffian
point processes whose correlation functions are expressed in terms of a Pfaffian of a correlation
kernel K, i.e. for all k, %k(x1, . . . , xk) = Pf
[
K(xi, xj)
]k
i,j=1. We recall the definition of the Pfaffian
of an anti-symmetric matrix A of size 2N × 2N
Pf(A) =
√
Det(A) =
∑
σ∈S2N
σ(2p−1)<σ(2p)
sign(σ)
N∏
p=1
Aσ(2p−1),σ(2p) (2.36)
Here our focus will be in the case where the kernel K is not scalar valued but rather 2× 2 matrix-
valued, and we represent K with 2× 2 blocks as follows
K(x, y) =
(
K11(x, y) K12(x, y)
K21(x, y) K22(x, y)
)
. (2.37)
For such a kernel to be anti-symmetric, we shall also require, K11(x, y) = −K11(y, x), K22(x, y) =
−K22(y, x), K21(x, y) = −K12(y, x). With this definition, the correlation function %k(x1, . . . , xk) =
Pf
[
K(xi, xj)
]k
i,j=1 is well defined since the Pfaffian is evaluated for the k × k matrix containing
anti-symmetric 2× 2 blocks so that the overall 2k × 2k matrix is antisymmetric.
The direct generalization of the Fredholm determinant studied in this work is the Fredholm
Pfaffian. For a kernel K, defining the matrix kernel J(r, r′) =
( 0 1
−1 0
)
1r=r′ , the Fredholm
Pfaffian of K stands for the following series
Pf [J −K]L2(Ω) = 1 +
∞∑
ns=1
(−1)ns
ns!
ns∏
p=1
∫
Ω
drp Pf[K(ri, rj)]nsi,j=1. (2.38)
The relation between a Pfaffian and a Determinant extends to their Fredholm counterpart as
Pf[J −K]2 = Det(I + JK) (2.39)
see Ref. [58, Lemma 8.1]. For the further properties of Fredholm Pfaffians we refer the reader to
[58, Section 8], as well as e.g. [29, Section 2.2], [59, Appendix B] and [60, Appendix G].
As in standard in the random matrix literature, see [11, 61, 62], we express the symplectic and
orthogonal determinants as Fredholm Pfaffians and defer for readibility the standard derivation of
these identities to Appendix A.
Result 2.13 (Symplectic-like Pfaffian). Defining the antisymmetric operator B(sympl) defined in
terms of the kernel of Def. 2.11 such that
B(sympl) = 12D
−1K(sympl)s =
1
2D
−1Ks +
1
4As |1〉 〈1|As (2.40)
then we have the equality between the Fredholm determinant of scalar-valued kernel and the Fredholm
Pfaffian of matrix-valued kernel (we omit the subscript for readability)
Det(I −K(sympl)s ) = Pf
J − [ B −BDᵀ−DB DBDᵀ
]2 (2.41)
Another representation in terms of a Fredholm Pfaffian involving a δ′ operator is additionally
available in Proposition A.3.
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Result 2.14 (Orthogonal-like Pfaffian). Defining the antisymmetric operator B(ortho) defined in
terms of the kernel of Def. 2.10 such that
B(ortho) = D−1Ks +
1
2As |1〉 〈1|As +
1
2
(
|1〉 〈1|As −As |1〉 〈1|
)
(2.42)
then we have the equality between the Fredholm determinant of scalar-valued kernel and the Fredholm
Pfaffian of matrix-valued kernel (we omit the subscript for readability)
Det(I −K(ortho)s ) = Pf
J − [B − ε −BDᵀ−DB DBDᵀ
]2 (2.43)
where ε is an antisymmetric operator with kernel
ε(x, y) = ε(x− y) = 12sgn(x− y) = Θ(x− y)−
1
2 (2.44)
so that Dε = I is the identity, ε |δ〉0 = 12 |1〉 and ε |δ〉∞ = −12 |1〉.
2.1.3. τ -representation. Having introduced the determinantal and Pfaffian representations of the
three families of determinants, we now relate them to the first members of the hierarchy of function.
To do so, we first establish that the inner product (2.28) admits a representation in terms of q0.
Result 2.15 (τ -representation of b). The following differential and integral representations of b,
defined in Eq. (2.28), in terms of the first function of the hierarchy q0 hold
b′ = q0b, b = e−
∫ +∞
s
dr q0(r) (2.45)
where the prime stands for the derivative with respect to s.
Proof. The differential equation is a direct consequence of the Ferrari-Spohn derivative formula A.1 using
the operator identity D |1〉 = 0. The constant of integration is fixed by comparing asymptotics for large
positive s using the exponential decay of A towards +∞. 
Equipped with the representation of the inner product in terms of q0, we obtain the τ -representation
of the three families of determinants as follows.
Result 2.16 (τ -representations of the perturbed kernels). The following Fredholm determinants
admit a τ -representation.
• Orthogonal-like determinant
Det(I −Ks−As |δ〉 〈1| (I −As))
= exp
(
−
∫ +∞
s
dr [(r − s)q0(r)2 + q0(r)]
) (2.46)
• Symplectic-like determinant
Det(I −Ks+12As |δ〉 〈1|As)
= exp
(
−
∫ +∞
s
dr (r − s)q0(r)2
)
cosh
(1
2
∫ +∞
s
dr q0(r)
)2 (2.47)
• Orthogonal-thinned-like determinant
Det(I −Ks −As |δ〉 〈1| (
√
α I −As))
= exp
(
−
∫ +∞
s
dr (r − s)q0(r)2
)(
cosh
( ∫ +∞
s
dr q0(r)
)
−√α sinh
( ∫ +∞
s
dr q0(r)
)) (2.48)
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In the language of random matrix theory, orthogonal, unitary and symplectic determinants
correspond to problems with Dyson index β = 1, 2, 4. Recently, a random matrix problem related
to the Tracy-Widom distribution with Dyson index β = 6 was also brought in connexion with the
functions u0 and q0 involved in this work in the case where the function A is the standard Airy
function, see Refs. [63, 64]. It would be interesting to see if a rank-one or a rank-two perturbation
of the Fredholm determinant of the Airy kernel could verify the same identities.
2.2. Model-dependent equation. All the above manipulations appear so far universal, hence
the natural question is to what extent the explicit expression of the function A contributes to the
problem. Recalling the hierarchy of equationsq′p = qp+1 − q0up,u′p = −q0qp, (2.49)
we observe that the differential relations increase the index in the hierarchy by an increment of
one for qp, therefore at this stage, it is not possible to find a differential equation closing on the
functions {qp, up}. Hence, we require at least another relation of the type
qN = f(q0, . . . , qN−1;u0, . . . , uN−1) (2.50)
for some N in order to have a differential equation of order N on the function q0 or u0. We call this
equation the model-dependent equation and we will come back to it in Section 4 on the particular
example of the Painlevé II hierarchy after having extended our current framework.
Traditionally, the literature has been mostly focused towards finding closed equations for the
function q0, as in the celebrated Painlevé II case related to the Airy kernel [10]. In the context of
the Kardar-Parisi-Zhang equation, a number of work has drawn the attention to differential relations
on u0 and their connexion with the Kadomtsev–Petviashvili and Korteweg–de Vries equations, see
Refs. [65, 66, 67, 37].
3. Inhomogeneous Fredholm determinants and general linear statistics
The framework we have introduced so far can be extended to an inhomogeneous Fredholm de-
terminant. To introduce the extension, let us briefly come back to the problem of linear statistics
in random matrix theory or free fermionic theory.
An important property of determinantal point processes which we have not used so far is that
any linear statistics of these points can be expressed as a Fredholm determinant. Indeed, for
any function σ supported on R and the determinantal point process {ai} defined uniquely by the
correlation kernel Ks, we have
E
 ∞∏
i=1
(1− σ(ai))
 = Det (I − σKs)L2(R) (3.1)
The first part of this paper can be seen as a the particular case where σ was a projector onto R+.
Remark 3.1. Averages such as the one in the left hand side of Eq. (3.1) often appear in the context
of linear statistics. Quite generally, linear statistics problems consist in calculating the probability
distribution of sums of the type L = ∑i φ(ai), see Refs. [68, 69, 70, 71, 72, 73, 74]. Evaluating the
generating function of L amounts to averaging over products such as the one in the left hand side
of Eq. (3.1).
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Remark 3.2. In the language of free fermionic theories, the left hand side of Eq. (3.1) corresponds
to an inhomogeneous full counting statistics or equivalently a quantum average of the observable
(1− σ(a`)) where a` is the position of the `-th fermion.
In what follows, we will choose σ to be increasing, smooth except at a finite number of points at
which it has bounded jumps and with the following asymptotics
lim
t→−∞σ(t) = 0, limt→+∞σ(t) = γ ∈ (0, 1], exponentially fast. (3.2)
Usually in the literature, the value γ = 1 is only considered for the asymptotics, but here we
also allow 0 < γ 6 1 as in [72] so that our results also apply to study multiplicative statistics of
thinned ensembles where eigenvalues are independently removed with probability 1−γ. Decreasing
γ reduces the amount of repulsion between the eigenvalues, hence this parameter allows to study
precise crossovers between correlated and uncorrelated statistics.
By Sylvester’s identity, there are two equivalent representations of the Fredholm determinant
(3.1).
Result 3.3 (Two representations for the Fredholm determinant). We lift the operator As to
L2(R) → L2(R+) and denote its adjoint Aᵀs . Define the two operators K1 : L2(R) → L2(R)
and K2 : L2(R+)→ L2(R+) such that
K1 = σAsAᵀs ,
K2 = AᵀsσAs.
(3.3)
Then we have
Det(I −K1)L2(R) = Det(I −K2)L2(R+). (3.4)
As before, since the operator As has a kernel with an additive structure, there are a few calcu-
lation rules which we will use in the remaining.
• For K1
∂sK1 = −σAs |δ〉 〈δ|Aᵀs ,
(∂x + ∂y)K1 = ∂sK1 + σ′AsAᵀs .
(3.5)
• For K2
∂sK2 = −Aᵀsσ′As,
(∂x + ∂y)K2 = ∂sK2.
(3.6)
Having defined the inhomogeneous extended framework, we introduce the new sequence of functions
{qp, up} as follows.
Definition 3.4 (Generalization of the conjugated functions). In the inhomogeneous setting, for
any s in R and p in N, we define the vector and matrix-valued functions
qp = A(p)s
I
I −K2 |δ〉 , up = A
(p)
s
I
I −K2A
ᵀ
s . (3.7)
where A(p)s stands for the p-th derivative of As with the convention A(0)s = As. The functions {qp}
are here interpreted as being column-like and {up} matrix-like. As noted by Bothner in [75], the
map s 7→ qp is smooth in light of its definition and the analyticity properties of the resolvent. Note
that the definitions imply the following boundary conditions
qp(t) ∼ A(p)(s+ t), up(t, t′) ∼
∫
R+
dr A(p)(t+ r + s)A(r + t′ + s) (3.8)
as s→ +∞ for fixed t, t′ ∈ R.
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In terms of explicit integrals, Eqs. (3.7) are written as follows. Let t, t′ ∈ R,qp(t) =
∫
R+ dy A
(p)(t+ s+ y)(I −K2)−1(y, 0)
up(t, t′) =
∫∫
R2+
dy dz A(s+ t+ y)(I −K2)−1(y, z)A(p)(z + t′ + s) (3.9)
To match the results of the Section 2, we should choose σ to be the projector on R+, so σ′ is
the projector onto 0, σ′ = |δ〉 〈δ|. As we show next, this forces the variables t, t′ in Eqs. (3.9) to
collapse to 0 yielding back the definition of Eqs. (2.14).
As in the homogeneous case, we present a τ -representation of the Fredholm determinants. We
will manipulate both operators K1 and K2 so to provide multiple equivalent representations and
we will assume in the following that the resolvents of K1 and K2 exist, i.e. I −K1 and I −K2 are
invertible. This can be proved similarly as Result 2.1 and this was done on a particular case in
Ref. [75, Proposition 9.6].
Result 3.5 (τ -representation of the inhomogeneous Fredholm determinants). The following deriva-
tives of the logarithm of the Fredholm determinants hold
• Using K1, the first derivative reads
∂s log Det(I −K1) = 〈δ| K2
I −K2 |δ〉 . (3.10)
Introducing the canonical inner product on L2(R) for two functions a, b and a measure σ′,
(aᵀσ′b) =
∫
R dv a(v)σ′(v)b(v), the second derivative yields in terms of the function q0
∂2s log Det(I −K1) = −(qᵀ0 σ′q0), (3.11)
the notation qᵀ0 stands for the transpose of the vector-like function q0.
• Using K2, the first derivative reads in terms of the function u0
∂s log Det(I −K2) = Tr(σ′u0). (3.12)
The second derivative is also given by Eq. (3.11).
From the expression of the traces and the inner products, it is now clear that taking σ′ to be the
projector to zero imposes {qp, up} to become scalar quantities
Proof.
(1) Proof of (3.10). Using the standard identity for the derivative of the logarithm of a determinant,
the calculation rule related to K1 (3.5) and the cyclicity of the trace, we have
∂s log Det(I −K1) = −Tr( I
I −K1 ∂sK1)
= 〈δ|Aᵀs
I
I −K1σAs |δ〉
= 〈δ| K2
I −K2 |δ〉 .
(3.13)
The third line connecting to the kernel K2 is obtained by a series expansion term by term of the
second line.
(2) Proof of (3.11). From the formula ∂s(I −K2)−1 = (I −K2)−1∂sK2(I −K2)−1 and the derivative
rule of K2 (3.6), we obtain the second derivative as
∂2s log Det(I −K1) = −〈δ|
I
I −K2A
ᵀ
sσ
′As
I
I −K2 |δ〉 (3.14)
Recognizing the appearance of the function q0 = As II−K2 |δ〉, we obtain that
∂2s log Det(I −K1) = −(qᵀ0 σ′q0). (3.15)
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(3) Proof of (3.12). From the standard identity for the derivative of the logarithm of a determinant and
the calculation rule related to K2 (3.6) we obtain
∂s log Det(I −K2) = Tr( I
I −K2A
ᵀ
sσ
′As)
= Tr(σ′u0)
(3.16)
where from the first to the second line we recognized the appearance of the matrix-like function u0.
(4) Proof of consistency (3.12) = (3.10). By Sylvester’s identity, these two expressions should be
equivalent, which we verify. From (3.12), we start by an integration by part on the product Aᵀsσ′As
Tr( I
I −K2A
ᵀ
sσ
′As) = −Tr( I
I −K2DA
ᵀ
sσAs)− Tr(
I
I −K2A
ᵀ
sσDAs)
= −Tr( I
I −K2DA
ᵀ
sσAs) + Tr(D
I
I −K2A
ᵀ
sσAs) + 〈δ|
K2
I −K2 |δ〉
(3.17)
From the first line to the second line, we proceeded to an integration by part on the product
DAs(I −K2)−1 and used the cyclicity of the trace. Finally, by cyclicity the first two terms cancel,
yielding only the third one which is exactly (3.10).

Bearing in mind the extended relation between the Fredholm determinant and the functions
q0, u0, we present the integro-differential relations between the members of the inhomogeneous
hierarchy.
Result 3.6 (Integro-differential hierarchy of equations). For all positive integer p, the following
infinite recursion holds
q′p = qp+1 − upσ′q0, u′p = −qpqᵀ0 . (3.18)
The prime ’ stands for the derivative with respect to s.
One observation related to this integro-differential hierarchy is that the recursion on qp now
becomes integral due to the presence of σ′ while the one on up stays multiplicative. Furthermore,
the derivative u′p is a rank-one operator for all p as seen from the vector-like structure of qp.
Proof. Starting from qp, the first identity is obtained by differentiating the product of the two kernels and
using the standard derivation formula for the resolvent.
q′p = A(p+1)s
I
I −K2 |δ〉 −A
(p)
s
I
I −K2A
ᵀ
sσ
′As
I
I −K2 |δ〉
= qp+1 − upσ′q0
(3.19)
The second identity related to up is more technical in this setting, since we do not have a generalisation of
the Ferrari-Spohn derivative formula (A.1). We proceed by differentiating the product of the three kernels,
use the calculation rule (3.6), proceed to various integration by parts on R+ with the operator notation
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Dᵀ = −D − |δ〉 〈δ| and use the commutation rule [D, (I −K2)−1] = (I −K2)−1[D,K2](I −K2)−1.
u′p = DA(p)s
I
I −K2A
ᵀ
s +A(p)s
I
I −K2DA
ᵀ
s +A(p)s
I
I −K2 (DK2 +K2D
ᵀ) I
I −K2A
ᵀ
s
= −A(p)s D
I
I −K2A
ᵀ
s −A(p)s |δ〉 〈δ|
I
I −K2A
ᵀ
s +A(p)s
I
I −K2DA
ᵀ
s +A(p)s
I
I −K2 (DK2 +K2D
ᵀ) I
I −K2A
ᵀ
s
= A(p)s
I
I −K2 (K2D −DK2 +DK2 +K2D
ᵀ) I
I −K2A
ᵀ
s −A(p)s |δ〉 〈δ|
I
I −K2A
ᵀ
s
= −A(p)s
K2
I −K2 |δ〉 〈δ|
I
I −K2A
ᵀ
s −A(p)s |δ〉 〈δ|
I
I −K2A
ᵀ
s
= −A(p)s
I
I −K2 |δ〉 〈δ|
I
I −K2A
ᵀ
s
= −qpqᵀ0
(3.20)

The hierarchy here again enjoys the existence of quadratic conserved quantities exhibiting here a
much richer structure than the homogeneous counterpart since {qp, up} are not scalars but column
and matrix-like.
Result 3.7 (Symmetric and anti-symmetric conserved quantities). For all n in N, the following
quadratic quantities are invariant within the hierarchy
In = u2n+1 + uᵀ2n+1 +
2n∑
k=0
(−1)k+1[u2n−kσ′uᵀk − q2n−kqᵀk] = 0 (3.21)
and
Jn = u2n − uᵀ2n +
2n−1∑
k=0
(−1)k+1[u2n−kσ′uᵀk − q2n−kqᵀk] = 0 (3.22)
The sign ᵀ is meant as transpose. Note that the second equation is trivial in the inhomogeneous
case σ′ = |δ〉 〈δ| since all quantities become scalar and hence the left hand side (3.22) is zero by
parity of the summand.
Proof. The proof is exactly the same as in the homogeneous case. Differentiating with respect to s we
obtain
I ′n = −q2n+1qᵀ0 − q0qᵀ2n+1 −
2n∑
k=0
(−1)k+1[q2n−k+1qᵀk + q2n−kqᵀk+1]
= 0
(3.23)
and
J ′n = −q2nqᵀ0 + q0qᵀ2n −
2n−1∑
k=0
(−1)k+1[q2n−kqᵀk + q2n−1−kqᵀk+1]
= 0
(3.24)
All quantities vanish as s→ +∞, yielding no constant contribution upon integration. 
One could gather both conserved quantities onto a single equation introducing (−1)n+1 term in
front of uᵀn but we find it more instructive to exhibit the symmetric or anti-symmetric nature of
the matrix like quantities. For n = 0, this result already appeared in the context of the finite-time
solution to the Kardar-Parisi-Zhang equation with droplet initial condition in Ref. [35] and more
recently in [75]. Its extension to arbitrary integer n is new.
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The discussion around the model-dependent equation stays valid in the inhomogeneous case since
the ladder structure p→ p+ 1 is the same. To further understand how the constructed framework
can be used practically, we will work in the following Section 4 on a specific example where we
provide the model-dependent closure equation.
4. Application to multi-critical fermions at finite temperature and the Painlevé
II hierarchy
4.1. The closure relation. We now turn to an application of this work related to multi-critical
fermions at finite-temperature in the physics community and the inhomogeneous Painlevé II hier-
archy in the mathematics community. From now on, we will specify a function A which we denote
Ai2n+1, a higher-order Airy function, for n in N, satisfying the differential equation on R
Ai(2n)2n+1(x) = xAi2n+1(x). (4.1)
In physics, these functions have appeared in multiple contexts, in random matrix models with
external sources [50], in lattice fermionic models long-range interactions and flat bands [22], in
multi-critical fermionic models [21]. We refer the reader to Ref. [21] for further physics insights on
the problem. In mathematics, these functions appear in the Painlevé II hierarchy, see Appendix C,
in the context of the steepest descent method where the saddle point enjoys a degeneracy and in
the universality of limit shapes [76]. Additional mathematical details on these functions, including
their asymptotics, can be found in Refs. [21, 77].
Coming back to our framework, the claim is that the differential relation (4.1) defines all the
physics and the properties of the model and from it, we now show how to obtain the following
closure, model-dependent, equation. We recall that we are interested in the Fredholm determinant
Det(I − σKs) and the following quantities
As(x, y) = Ai2n+1(x+ y + s)
K2(x, y) =
∫
R
dr σ(r) Ai2n+1(x+ s+ r)Ai2n+1(y + s+ r)
qp = A(p)s
I
I −K2 |δ〉
up = A(p)s
I
I −K2A
ᵀ
s
(4.2)
The traditional choice of σ to study multi-critical fermions at finite temperature [21] is the so-called
Fermi factor defined in terms of the inverse temperature β as
σ(r) = 11 + e−βr . (4.3)
At zero temperature, i.e. β = +∞, the Fermi factor boils down to the indicator function on R+,
σ(r) = Θ(r). For the remainder of this Section, we will remain as general as possible with respect
to the function σ without imposing its explicit definition. In this setting, our first main result is
the following.
Result 4.1 (Closure relation for multi-critical fermions at finite temperature). For all integer
n, the following identity for the function q2n related to the inhomogeneous Fredholm determinant
defined from Ai2n+1 holds
q2n = (s+X)q0 −
n−1∑
`=0
(
uᵀ2n−1−2`σ
′q2` − uᵀ2n−2−2`σ′q2`+1
)
(4.4)
where X is the operator "multiplication by the left variable", i.e. for all t ∈ R, (Xq0)(t) = t q0(t).
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For the choice σ′ = |δ〉 〈δ|, or equivalently the fermions at zero temperature, Eq. (4.4) yield back
the results of [52, Eq. (110)].
Proof. Starting from the integral definition of q2n (3.9), for all t in R
q2n(t) =
∫
R+
dyAi(2n)2n+1(t+ s+ y)(I −K2)−1(y, 0)
=
∫
R+
dy (t+ s+ y)Ai2n+1(t+ s+ y)(I −K2)−1(y, 0)
(4.5)
One separates the parenthesis in the integrand by the y-dependent and independent part and recognizes the
operator (s+X)q0 in the contribution (t+s)
∫
R+ dyAi2n+1(t+s+y)(I−K2)−1(y, 0). One needs to treat the
remainder
∫
R+ dy yAi2n+1(t+ s+ y)(I −K2)−1(y, 0) and the standard trick is to interpret y(I −K2)−1(y, 0)
as the commutator [X, (I −K2)−1]. Hence, so far we have obtained that
q2n = (s+X)q0 +As[X,
I
I −K2 ] |δ〉
= (s+X)q0 +As
I
I −K2 [X,K2]
I
I −K2 |δ〉
(4.6)
where we used the standard action of a commutator on the resolvent from the first to the second line.
Our task is now to understand how to treat the commutator [X,K2]. A consequence of the differential
equation for Ai2n+1 is the following identity for the kernel K2. For all x, y in R+
(x− y)K2(x, y) = (∂2nx − ∂2ny )K2(x, y). (4.7)
Using the combinatorial equality for any integer n and commuting quantities a, b,
a2n − b2n = (a− b)( n−1∑
`=0
a2n−2−2`b2`
)
(a+ b), (4.8)
replacing ∂x by the operator D and ∂y by Dᵀ and finally recalling the rule for K2 (3.6), DK2 + K2Dᵀ =
−Aᵀsσ′As, the commutator reads
[X,K2] = −
n−1∑
`=0
(
(A(2n−1−2`)s )ᵀσ′A(2`)s − (A(2n−2−2`)s )ᵀσ′A(2`+1)s
)
(4.9)
Hence the remainder can now be expressed in terms of the functions {qp, up} as
As
I
I −K2 [X,K2]
I
I −K2 |δ〉 = −
n−1∑
`=0
(
uᵀ2n−1−2`σ
′q2` − uᵀ2n−2−2`σ′q2`+1
)
(4.10)
providing the rest of the model-dependent closure relation. 
Remark 4.2. One could wonder why we imposed an even number of derivatives in (4.1). A crucial
step in our calculation was the factorization of an−bn by a+b which is possible only for even integers,
hence the restriction. The case of odd derivatives is nonetheless also of interest since the Gaussian
function A′ = −xA appears in the context of the real Ginibre ensemble of random matrices and the
Zakharov-Shabat system, see Appendix B, and the Pearcey function A(3) = xA appears in random
matrix theory with external sources [78]. We leave these for a future work.
In the remainder of this Section, we will investigate the precise integro-differential equations
verified by q0 for n = 1, 2 and discuss to some extent the outlook and perspectives of our results.
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4.2. The case n = 1: the integro-differential Painlevé II equation. For n = 1, i.e. A = Ai
the standard Airy function, using the closure relation (4.4), the first equations of the hierarchy
(3.7) and the first conservation laws (3.21), (3.22), Amir, Corwin and Quastel obtained an integro-
differential equation closed on q0 for any function σ.
Theorem 4.3 (First member of the integro-differential hierarchy [35, Proposition 5.2]). The func-
tion q0 built from the Fredholm determinant with the Airy kernel and a measure σ verifies the
integro-differential Painlevé II equation
q′′0 = (s+ t)q0 + 2q0(q
ᵀ
0σ
′q0) (4.11)
subject to the boundary condition q0(t) ∼ Ai(s+ t) as s→ +∞ for fixed t ∈ R. The prime ′ stands
for the derivative with respect to s.
When σ is the projector onto R+ or equivalently when σ′ = |δ〉 〈δ| is a Dirac mass onto 0, the
integro-differential equation (4.11) boils down to the Painlevé II equation
q′′0 = sq0 + 2q30 (4.12)
which is the standard result of Tracy and Widom [10]. The result of Amir, Corwin and Quastel
was recently revisited by Bothner in [75] by the means of Riemann-Hilbert methods. Note that it
is still an open question to relate the integro-differential equation (4.11) to the results of Quastel
and Remenik [65] and Le Doussal [66]. We hope this article and the forthcoming work of Cafasso
and Claeys [67] will help bridge this gap.
4.3. The case n = 2: the integro-differential generalization of the second member of
the Painlevé II hierarchy. To the best of our knowledge, the case of general n > 1 was only
investigated in Refs. [21, 77] for the choice σ to be taken equal to a projector onto R+ or equivalently
for the fermions at zero temperature and the successive equations verified by q0 were found to be
the ones of the Painlevé II hierarchy, see Appendix C. We extend this work to an arbitrary choice of
σ or equivalently to fermions at non-zero temperature and obtain for n = 2 an integro-differential
extension of the second member of the hierarchy as follows.
Result 4.4 (Second member of the integro-differential hierarchy). The function q0 built from the
Fredholm determinant with the kernel arising from the function Ai5 and a measure σ verifies the
integro-differential extension of the second equation of the Painlevé II hierarchy
q′′′′0 =(s+ t)q0 + 8q′0(q
ᵀ
0σ
′q′0) + 6q0(q
ᵀ
0σ
′q′′0)− 6q0(qᵀ0σ′q0)2 + 2q0((q′0)ᵀσ′q′0) + 4q′′0(qᵀ0σ′q0) (4.13)
subject to the boundary condition q0(t) ∼ Ai5(s+ t) as s→ +∞ for fixed t ∈ R. The prime ′ stands
for the derivative with respect to s.
The derivation of this equation is mostly technical and cumbersome. It solely involves the hier-
archy of equations (3.18), the conservation laws (3.21), (3.22) and the closure relation (4.4). We
describe the ad-hoc procedure to obtain (4.13) as follows
Procedure.
(1) Differentiate q0 four times;
(2) Replace the value of q4 by the closure relation;
(3) Use the flow invariance for u3 + uᵀ3 ;
(4) Use the flow invariance for u2 − uᵀ2 ;
(5) Replace q2 by q′1 + u1σ′q0;
(6) Use the symmetry of the inner-product (vᵀu1v) = 12 (vᵀ[u1+u
ᵀ
1 ]v) and the flow invariance for u1+u
ᵀ
1 ;
(7) Replace q1 by q′0 + u0σ′q0;
(8) Use that u0 = uᵀ0 ;
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(9) Use the symmetry of the various inner-products (vᵀw) = (wᵀv).

When σ is the projector onto R+ or equivalently when σ′ = |δ〉 〈δ| is a Dirac mass onto 0 or when
we consider the fermions at zero temperature, the integro-differential equation (4.13) reduces to
the second equation of the Painlevé II hierarchy, see [52] and Appendix C.
q′′′′0 = sq0 + 10q0(q′0)2 + 10q20q′′0 − 6q50 (4.14)
By construction, we have shown the existence of the solution the integro-differential equation (4.13)
with the prescribed boundary condition.
We now provide a few interpretation, comments and outlooks on our construction and results.
(1) Assuming the whole Painlevé II hierarchy can be continued to its integro-differential coun-
terpart through our framework (with a closed integro-differential equation on q0), we notice
an important structure in the equations. Since q0 is vector-like, to obtain equations such as
(4.11) and (4.13) with a vector-like structure, only odd powers of q0 can arise. One power
of q0 to retain the vector-like structure and even powers of q0 involved in the inner products
(qᵀ0σ′q0) with arbitrary derivatives taken on the q0’s. This remark extends to the usual
Painlevé II hierarchy (seen as a special case σ′ → |δ〉 〈δ|) and provides an interpretation to
why only odd powers of q0 appear.
(2) Furthermore, a few other cyclic permutations of the q0 and its derivatives in (4.13) could
have led to (4.14) upon the choice σ′ → |δ〉 〈δ|. It would interesting to know if the precise
coefficients in (4.13) have a combinatorial interpretation and whether they are related to
integrability or solvability.
(3) It would be of reasonable importance to obtain a more systematic way to derive in our
framework the integro-differential equations of the Painlevé II hierarchy than the procedure
"by hand". This point was already raised in [21] and we leave this open.
(4) At first glance, it might look surprising to relate integro-differential equations to Fredholm
determinants with an inhomogeneous measure σ (also interpreted as an inhomogeneous
counting statistics in a fermionic theory). In light of integrable models in physics, this
is not unfamiliar since for instance the homogeneous Heisenberg spin model maps to the
attractive nonlinear Schrödinger equation and the inhomogeneous Heisenberg model maps
to an integro-differential version of the nonlinear Schrödinger equation, see Ref. [79].
(5) Since some of the problems considered within this work are also amenable by Riemann-
Hilbert methods, see [77, 75], it would interesting to see how integro-differential manipula-
tions would emerge in that framework more systematically.
(6) There is an additional duality in the context of multi-critical fermions that we have not
explored in this Section. We have seen that investigating the Fredholm determinants
Det(I − σAsAs) and Det(I − AsσAs) is strictly equivalent on a mathematical basis. The
first determinant has the physical interpretation of a linear statistics for a determinantal
process with the kernel A2s while the second has the interpretation of a counting statistics
for a determinantal process with kernel AsσAs. It is then natural to extend the linear sta-
tistics problem to the determinantal process with kernel AsσAs, hence studying a Fredholm
determinant of the type Det(I − µAsσAs) for two different measures µ, σ. We expect this
type of kernel to also generate a hierarchy of functions {qp, up} and we leave this question
for a future work.
Remark 4.5. Let us provide a final remark on the Painlevé II hierarchy. In the same spirit as
Ref. [77], we can obtain a slight generalization of the above closure relation (4.4). Let A verify the
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following differential relation for n ∈ N, τ1, . . . , τn−1 ∈ R and x ∈ R,
∂2nx A(x) +
n−1∑
k=1
τk∂
2k
x A(x) = xA(x). (4.15)
Defining τn = 1, the combinatorial identity replacing (4.8) is in this case
n∑
k=1
τk(a2k − b2k) = (a− b)
[ n∑
k=1
τk
k−1∑
`=0
a2k−2−2`b2`
]
(a+ b) (4.16)
and the closure relation replacing (4.4) reads
q2n +
n−1∑
k=1
τkq2k = Xq0 −
n∑
k=1
τk
k−1∑
`=0
(
uᵀ2k−1−2`σ
′q2` − uᵀ2k−2−2`σ′q2`+1
)
. (4.17)
We expect that a closed differential equation on q0 will also exist and all above conclusions will
remain valid.
5. Application to the exact solution of the Zakharov-Shabat system
In this Section, we propose to study the Zakharov-Shabat system [80, 81] and unveil a connexion
with the family of Fredholm determinants considered in this work. To that aim, we first introduce
the results of [46] and we will expand them to reveal a one to one correspondence between the
Fredholm determinant (2.2) and the exact solution to the Zakharov-Shabat system.
5.1. The Zakharov-Shabat system and the largest real eigenvalue of the real Ginibre
ensemble. The beginning of this Section follows closely the presentation and the results of Ref. [46]
upon the choice of conventions closer to the one used for the Gaussian ensembles in Appendix B.1
and the elliptic ensembles in Appendix B.2. Consider a matrix M of size N × N belonging to
the real Ginibre ensemble, that is the entries of M are independent and identically distributed
according to a Gaussian probability distribution f˜(Mij) ∝ e−
N
2 M
2
ij , so that the distribution of the
matrix M is given by
f(M) =
N∏
i,j=1
f˜(Mij) ∝ e−N2 Tr(MMᵀ). (5.1)
Then, in our system of notations, we have the following result from Rider, Sinclair and from
Poplavskyi, Tribe and Zaboronski relating the cumulative distribution of the largest real eigenvalue
of the real Ginibre ensemble to a Fredholm determinant with a scalar-valued kernel.
Theorem 5.1 (Rider, Sinclair [82], 2014; Poplavskyi, Tribe, Zaboronski [83], 2017). Denoting
{zj(M)}Nj=1 the complex eigenvalues of M , we have for s in R
lim
N→∞
P
(
maxj:zj∈R zj(M)− 1
N−1/2
6 s
)
=
√
Det
(
I −Ks −As |δ〉 〈1| (I −As)
)
L2(R+)
, (5.2)
where Ks : L2(R+)→ L2(R+) is the operator with kernel
Ks(x, y) =
1
pi
∫ ∞
0
e−(x+u+s)
2
e−(y+u+s)
2 du. (5.3)
and, defining the Gaussian A(x) = 1√
pi
e−x2, As : L2(R+) → L2(R+) is the operator with kernel
As(x, y) = A(s+ x+ y). In particular, we have that Ks = A2s.
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So to include this problem into our framework, let us mention that although the operator As
does not have the orthogonality relation∫
R
drAs(x, r)As(r, y) =
1√
2pi
e−
(x−y)2
2 6= δ(x− y) (5.4)
it was shown in Ref. [46, Lemma 2.1] that Ks is bounded from above by the identity and that
I − γKs is invertible on L2(R+) for all γ ∈ [0, 1]. This ensures that the construction of the
functions {qp, up}p∈N is well-posed and thus all the results are valid. Hence our framework allows
to define for γ ∈ [0, 1]
q0(s) =
√
γ 〈δ| As
I − γKs |δ〉 , so that q0(s)
2 = − d
2
ds2 log Det[I − γKs]. (5.5)
Baik and Bothner have extended the Fredholm determinant (5.2) to an orthogonal thinned-like
version
F (s, γ) =
√
Det
(
I − γKs − γAs |δ〉 〈1| (I −As)
)
L2(R+)
(5.6)
and have proved the following relation between F (s, γ) and a distinguished solution to the Zakharov-
Shabat system
Theorem 5.2 (Baik, Bothner [46], 2020). For any (s, γ) ∈ R× [0, 1],(
F (s; γ)
)2
= exp
[
− 14
∫ ∞
s
(x− s)
∣∣∣∣∣y
(
x
2 ; γ
)∣∣∣∣∣
2
dx
]{
coshµ(s; γ)−√γ sinhµ(s; γ)
}
, (5.7)
using the abbreviation
µ(s; γ) := − i2
∫ ∞
s
y
(
x
2 ; γ
)
dx,
and where y = y(x; γ) : R × [0, 1] → iR equals y(x; γ) := 2iX121 (x, γ) in terms of the matrix
coefficient X1(x, γ) in condition (3) of Riemann-Hilbert problem (RHP) 5.3 below.
Before reviewing the RHP considered in Theorem 5.2, let us state that their result matches ours
as follows: for all real s we have q0(s) = 12iy
(
s
2 ; γ
)
and the determinant (5.6) is orthogonal-thinned-
like as defined in (2.48). This confirms easily that the following asymptotics holds y(s; γ) =s→+∞
2i
√
γ
pie
−4s2 . Now that the connexion between the two results is established, let us recall the defini-
tion of the corresponding RHP and then let mention the mapping to the Zakharov-Shabat system.
Definition 5.3 (Riemann-Hilbert problem). For any (x, γ) ∈ R×[0, 1], determine X(z) = X(z;x, γ) ∈
C2×2 such that
(1) X(z) is analytic for z ∈ C\R and has a continuous extension on the closed upper and lower
half-planes.
(2) The limiting values X±(z) = lim↓0 X(z ± i), z ∈ R satisfy the jump condition
X+(z) = X−(z)
[
1− |r(z)|2 −r¯(z)e−2ixz
r(z)e2ixz 1
]
, z ∈ R with r(z) = r(z; γ) = −i√γ e− 14 z2 . (5.8)
(3) As z →∞, we require the normalization
X(z) = I+ X1z−1 + X2z−2 +O
(
z−3
)
; Xi = Xi(x, γ) =
[
Xjki (x, γ)
]2
j,k=1
. (5.9)
It was then shown in [46] that this RHP is then translated easily in the language of the Zakharov-
Shabat system as follows.
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Corollary 5.4 (Relation to the Zakharov-Shabat system. Baik, Bothner [46], 2020). The quantity
Ψ(z) := X(z)e−ixzσ3 , z ∈ C \ R; σ3 =
[
1 0
0 −1
]
(5.10)
solves a RHP with an x-independent jump on R, thus ∂Ψ∂x Ψ−1 is an entire function. In fact, using
condition (3) in RHP 5.3 and Liouville’s theorem, Ψ verifies
∂Ψ
∂x
=
−izσ3 +
[
0 y
y¯ 0
]Ψ (5.11)
This is the celebrated first order system, known as Zakharov-System system [80, 81]. Hence, the
quantity (5.7) depends on a distinguished solution y(x; γ) of the inverse scattering transform for
the Zakharov-Shabat system (5.11) subject to the reflection coefficient r(z; γ) = −i√γ e− 14 z2.
From the work of Baik and Bothner, Ref. [46, Eq. (3.25)], we further have the direct identificationq0 = X121 ( s2 , γ)u0 = iX111 ( s2 , γ) =⇒ X1(
s
2 , γ) =
[
−iu0 q0
q0 iu0
]
(5.12)
In order to go beyond the first order of the Laurent expansion (5.9), we study the differential
relation verified by the solution to the Riemann-Hilbert problem. From the definition (5.10) and
the Zakharov-Shabat system (5.11), the matrix X obeys the differential equation
∂X
∂x
= iz[X, σ3] + 2i
[
0 q0
−q0 0
]
X (5.13)
where [·, ·] is the standard commutator. A direct induction shows that our hierarchy {qp, up} (2.12)
is directly related to the general coefficients of the Laurent expansion (5.9) where we denote the
coefficient of order z−p by Xp.
Result 5.5 (Explicit Laurent series for the RHP 5.3). For all p in N, the expression of the p+1-th
coefficient of the Laurent series is
Xp+1(
s
2 , γ) =
[
(−i)p+1up ipqp
(−i)pqp ip+1up
]
(5.14)
Proof. The proof results from the expansion of (5.13) in powers of 1/z around infinity so that the recursion
is given by
∂Xp
∂x
= i[Xp+1, σ3] + 2i
[
0 q0
−q0 0
]
Xp (5.15)
Initiating the recursion from the identification (5.12) and using the hierarchy of equation (2.20){
q′p = qp+1 − q0up,
u′p = −q0qp,
(5.16)
with the change x→ s/2 leads directly to the result. 
The Laurent series is therefore given formally as
X(z) = I+
∞∑
`=1
1
z`
[
(−i)`u`−1 i`−1q`−1
(−i)`−1q`−1 i`u`−1
]
(5.17)
Recalling the definitions of {qp, up} from Eq. (2.12)
qp = 〈δ| A
(p)
s
I −Ks |δ〉 , up = 〈δ|As
I
I −KsA
(p)
s |δ〉 , (5.18)
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we recast formally X(z) as
X(z) = I+ 〈δ|
∞∑
`=1
D`−1
z`
[
(−i)`As i`−1
(−i)`−1 i`As
]
As
I −Ks |δ〉 (5.19)
where we recall that D is the derivative operator. It is tempting to sum the geometric series
in (5.19). We now formally do so and show that it provides the explicit unique solution to the
Riemann-Hilbert problem 5.3.
Result 5.6 (Explicit solution to the Riemann-Hilbert problem in the complex plane). The Hilbert
Boundary Value Problem 5.3 admits the following solution for z ∈ C with the identification x = s/2
X(z) = I+ 〈δ|
− 1D−izAs iD+iz
− iD−iz − 1D+izAs
 As
I −Ks |δ〉 (5.20)
where D is the derivative operator and the formal notation 1/(D± iz) is meant as the resolvent of
the derivative operator.
Before showing that our solution verifies the jump condition (5.8) and has the right analytic
properties, we shall look at an interesting feature of X which is its value at z = 0. Using that
integral relation 〈δ|D−1 = −〈1| and the τ -representation of the function b defined in (2.28) and
(2.45), we obtain
X(0) = I+ 〈1|
[
As −i
i As
]
As
I −Ks |δ〉
= 〈1|
[
1 −iAs
iAs 1
]
I
I −Ks |δ〉
=
[
cosh(− ∫∞s q0) i sinh(− ∫∞s q0)
−i sinh(− ∫∞s q0) cosh(− ∫∞s q0)
] (5.21)
Note that X(0) verifies the first order Taylor expansion of (5.13), i.e. ∂sX(0) = i
[
0 q0
−q0 0
]
X(0).
The resolvent of the derivative operator can be explicitly obtained and hence this allows us to
simplify the expression of X. Indeed, for any sufficiently smooth functions f, g, we have for z ∈ C
• for =(z) > 0,
∂xf + izf = g ⇔ f(x) = −
∫ +∞
0
dt g(x+ t)eizt (5.22)
• for =(z) < 0,
∂xf + izf = g ⇔ f(x) =
∫
R
g(x+ t)eizt −
∫ +∞
0
dt g(x+ t)eizt (5.23)
Since we constrain the boundary by 〈δ| in Eq. (5.20), we denote the resolvent of the derivative
operator as follows:
• for =(z) > 0 from (5.22)
〈δ| I
D + izAs = −〈1| e
izXAs (5.24)
where X is the operator "multiplication by the left variable".
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• for =(z) < 0 from (5.23)
〈δ| I
D + izAs =
( ∫
R
du eizuA(u)
)
〈1| e−iz(s+X) − 〈1| eizXAs (5.25)
The reason for the first term of the right-hand side is that the kernel of As has an additive
structure As(x, y) = A(x+ y + s) and hence
∫
R duAs(u, y)eizu = (
∫
R du eizuA(u))e−i(s+y).
Equipped with the evaluation of the resolvent of the derivative operator and using the value of
the inner product 〈1| e±izX |δ〉 = 1, we deduce the following representation for X.
• For =(z) > 0
X(z) = 〈1|
[
e−izX −ieizXAs
ie−izXAs eizX
]
I
I −Ks |δ〉
−
( ∫
R
du e−izuA(u)
)
〈1| eiz(s+X)
[
As 0
i 0
]
I
I −Ks |δ〉
(5.26)
• For =(z) < 0,
X(z) = 〈1|
[
e−izX −ieizXAs
ie−izXAs eizX
]
I
I −Ks |δ〉
−
( ∫
R
du eizuA(u)
)
〈1| e−iz(s+X)
[
0 −i
0 As
]
I
I −Ks |δ〉
(5.27)
Since As is Hilbert-Schmidt and using the analyticity properties of the resolvent of Ks, it is clear
from (5.26) and (5.27) that X(z) is analytic for z ∈ C \ R and has a continuous extension on the
closed upper and lower half-planes. Hence the first condition of the Riemann-Hilbert problem 5.3
is verified. We will now show that the jump condition is as well obeyed by our solution. Quite
surprisingly, the reflection coefficient is easily related to the function A as follows.
Definition 5.7 (Reflection coefficient). We define the reflection coefficient as
r(z) = −i
∫
R
du e−izuA(u) (5.28)
If A(u) =
√
γ
pie
−u2 then r(z) = −i√γe− 14 z2, matching the definition of the reflection coefficient of
the Zakharov-Shabat system related to the largest real eigenvalue of the real Ginibre ensemble [46].
Result 5.8 (Jump condition). The matrix X of Result 5.6 verifies the jump condition (5.8).
Proof. The final step is the evaluation of the values X±(z) = lim↓0 X(z ± i), z ∈ R from Eqs. (5.27),
(5.26) and the definition of the reflection coefficient.
• For =(z) > 0
X+(z) = 〈1|

[
e−izX −ieizXAs
ie−izXAs eizX
]
− ir(z)eiz(X+s)
[
As 0
i 0
] II −Ks |δ〉 (5.29)
• for =(z) < 0
X−(z) = 〈1|

[
e−izX −ieizXAs
ie−izXAs eizX
]
+ ir¯(z)e−iz(X+s)
[
0 −i
0 As
] II −Ks |δ〉 (5.30)
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The matrices inside the braces verify the required jump identity[
e−izX − ir(z)eiz(X+s)As −ieizXAs
ie−izXAs + r(z)eiz(X+s) eizX
]
=[
e−izX −ieizXAs + r¯(z)e−iz(X+s)
ie−izXAs eizX + ir¯(z)e−iz(X+s)As
][
1− |r(z)|2 −r¯(z)e−isz
r(z)eisz 1
] (5.31)

Since the Riemann-Hilbert problem 5.3 is uniquely solvable, see Ref. [75], we have therefore found its
explicit solution. Quite interestingly, none of our manipulations depended on the precise expression
of the function A, hence we have obtained a more general solution to the inverse scattering transform
for the Zakharov-Shabat system. We have unveiled the precise relation between the quasi-universal
hierarchy (2.20) and the Riemann-Hilbert problem.
5.2. Explicit solution to the inverse scattering transform for the Zakharov-Shabat sys-
tem. Our above manipulations yield a new explicit solution to the Zakharov-Shabat system for a
family of reflection coefficients. Let A a real-valued function, γ in [0, 1] and s in R such that the
integral operator As : L2(R+)→ L2(R+) with kernel As(x, y) = √γA(s+x+ y) is Hilbert-Schmidt
and the operator Ks = A2s is bounded by above by the identity. Consider the Riemann-Hilbert
problem as follows
Definition 5.9. For any s ∈ R, determine X(z) = X(z; s) ∈ C2×2 such that
(1) X(z) is analytic for z ∈ C\R and has a continuous extension on the closed upper and lower
half-planes.
(2) The limiting values X±(z) = lim↓0 X(z ± i), z ∈ R satisfy the jump condition
X+(z) = X−(z)
[
1− |r(z)|2 −r¯(z)e−isz
r(z)eisz 1
]
, z ∈ R with r(z) = −i
∫
R
dt e−iztA(t). (5.32)
(3) As z →∞, we require the normalization
X(z) = I+ X1z−1 + X2z−2 +O
(
z−3
)
; Xi = Xi(x, γ) =
[
Xjki (x, γ)
]2
j,k=1
. (5.33)
This Riemann-Hilbert problem is related to the Zakharov-Shabat system as
∂X
∂s
= iz2 [X, σ3] + i
[
0 q0
−q0 0
]
X (5.34)
We recast the above manipulations into a proposition providing the correspondence between the
initial Fredholm determinant (2.2) and the Riemann-Hilbert problem associated to the Zakharov-
Shabat system (5.34).
Proposition 5.10. The Fredholm determinant Det(I−A2s) solves the Riemann-Hilbert problem as-
sociated to the Zakharov-Shabat in the sense that it generates the hierarchy of functions {qp, up}p∈N
providing the successive coefficients of the Laurent series as
Xp+1 =
[
(−i)p+1up ipqp
(−i)pqp ip+1up
]
(5.35)
and the explicit solution in terms of the operators As, Ks = A2s and the resolvent of the derivative
operator as
X(z) = I+ 〈δ|
− 1D−izAs iD+iz
− iD−iz − 1D+izAs
 As
I −Ks |δ〉 . (5.36)
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The main interpretation of Proposition 5.10 is the one-to-one correspondence between the deter-
minantal point process with kernel Ks and the Riemann-Hilbert problem of the Zakharov-Shabat
system subject to the reflection coefficient which is the Fourier transform of the function A. The
existence and uniqueness of both point process and solution to the Riemann-Hilbert problem seem
therefore entangled. This leads us to formulate a very natural conjecture regarding the equivalence
of the uniqueness condition in the two settings.
Conjecture 5.11 (One uniqueness to rule them all). The Riemann-Hilbert problem associated to
the Zakharov-Shabat system with reflection coefficient r(z) = −i ∫R du eizuA(u) is uniquely solvable
if and only if the determinantal point process with kernel Ks = A2s is uniquely defined.
Along with these results, we develop a few remarks on our solution. The first one being about
the fact that the inverse of X verifies a system extremely close to the Zakharov-Shabat, indeed
∂X−1
∂s
= iz2 [X
−1, σ3]− iX−1
[
0 q0
−q0 0
]
(5.37)
The second remark is the relation between the conservation laws expressed in Result. 2.7 and
the Riemann-Hilbert problem 5.9. From Eq. (5.34), it follows that the following trace is equal to
zero for any z ∈ C and s ∈ R
Tr
(
X−1∂X
∂s
)
= 0 (5.38)
Since we have the identity ∂sDet(X) = Det(X)Tr
(
X−1 ∂X∂s
)
, it follows that the determinant of X
is independent of s. As we now show, all conserved quantities derive from this observation. Since
Eq. (5.38) is true for any z, we can as well expand it as a Laurent series in z. To this aim, we require
the exact expression of the matrix X−1 which is obtainable by a simple 2× 2 matrix inversion as
Det(X)×X−1 = I+
∞∑
p=1
X˜−1p z−p, X˜−1p+1 =
[
ip+1up −ipqp
−(−i)pqp (−i)p+1up
]
(5.39)
Hence, the p-th coefficient of the Laurent series of (5.38) is equal to zero leading to the identity
∂sTr(Xp) = −
p−1∑
`=1
Tr
(
X˜−1` ∂sXp−`
)
(5.40)
Computing explicitly the matrix products and traces in Eq. (5.40), we obtain for odd p the trivial
identity 0 = 0 and for even p = 2n+ 2 we have
u′2n+1 = −
2n∑
k=0
(−1)k+1
[
uku
′
2n−k − qkq′2n−k
]
(5.41)
which is exactly the flow invariance obtained in Result 2.7 upon integration. hence we have inter-
preted the flow invariants in the language of the Riemann-Hilbert problem.
We now raise a few questions and outlooks on our construction and result.
(1) Since the Fredholm determinant Det(I − A2s) is numerically tractable by Bornemann’s
method, see [84], it provides a good indication as for the existence of an efficient numerical
scheme for the Zakharov-Shabat system.
(2) We have seen in this work that determinants of the type Det(I − σKs) are related to
integro-differential systems. It would be interesting to determine the generalization of the
Zakharov-Shabat system taking for solution the Fredholm determinant constructed from a
function A and a measure σ.
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(3) The whole construction of this work has constrained the function A to be real-valued, there-
fore we have not solved the Riemann-Hilbert problem for an arbitrary reflection coefficient
whose Fourier transform is not real-valued. A promising direction to investigate more gen-
eral reflection coefficients would be through Fredholm determinants built from a complex-
valued function A and a kernel K = A¯sAs. The Fredholm determinant Det(I − A¯sAs)
would then generate a hierarchy with complex functions {qp, up}.
(4) The Zakharov-Shabat system is naturally related to the nonlinear Schrödinger equation
[81]. Indeed, introducing the differential equation i∂ty = −∂2ssy+ 12 |y|2y, we can solve it by
replacing the reflection coefficient in the Riemann-Hilbert problem 5.9 as follows
r(z)→ r(z)eitz2 (5.42)
so that the solution to the nonlinear Schrödinger equation - defocusing since the potential
is repulsive in this case - is given by y(s, t) = 2iX121 . Heuristically and conjecturally, it
is tempting to define the Fredholm determinant Det(I − A¯s,tAs,t) with a time-dependent
function At given as
r(z)eitz2 = −i
∫
R
du e−izuAt(u). (5.43)
From the Fredholm determinant of kernel A¯s,tAs,t, we expect to construct the first function
of the hierarchy q0 = 〈δ|As,t(I−Ks,t)−1 |δ〉 so that the solution at time t reads y(s, t) = 2iq0
or y(s, t) = 2iq¯0. Under mild conditions on the initial condition of the nonlinear Schrödinger
equation, the mapping y(s, t = 0) 7→ r(z), also called the direct scattering transform [85], is
bijective. Hence, we can conjecture the following bijective procedure to solve the problem
y(s, t = 0)→ r(z)→ As,t → y(s, t). (5.44)
Finally, since the focusing nonlinear Schrödinger equation is related to the Heisenberg spin
chain model by the Hasimoto transform [86], it suggests that the Heisenberg chain can also
be solved exactly through Fredholm determinants. We leave these fascinating questions for
a future work.
(5) The above remark would provide a simple time and space dependence for the function As,t.
Such dependence has also been observed in the exact solutions to the Kardar-Parisi-Zhang
equation for a few cases, see Appendix B, upon the replacement of the time exponentials
eitz
2 → eitz3 . This might hint to the presence of a Zakharov-Shabat-like system in the
framework of the KPZ equation and would then suggest a path to investigate whether its
solution is always determinantal.
6. Outlook and conclusion
We have been interested throughout this work in presenting a framework gathering various prob-
lems that appeared at first disconnected: an integro-differential generalization of the Painlevé II
hierarchy, some finite-time solutions to the Kardar-Parisi-Zhang equation, multi-critical fermions
at finite temperature and the statistics of the largest real eigenvalue of the real Ginibre ensemble
leading to a determinantal solution to the Zakharov-Shabat system.
The common ground was to identify a structure in the Fredholm determinants arising in these
problems and to generalize a number of results that were previously obtained in the literature on an
ad-hoc basis. Our main finding was a quasi-universal Hamiltonian system of equations for a hierar-
chy of functions and an infinite number of conserved quantities. We have shown in our setting that
considering an inhomogeneous problem could be translated into integro-differential equations. We
have presented for the first time a generalization of the second member of the Painlevé II hierarchy
in terms of an integro-differential equation exactly solvable. Furthermore, we have extended the
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assertion that a notable Riemann-Hilbert problem related to the Zakharov-Shabat system could
be solved in terms of Fredholm determinants. The natural sequel of that is the investigation of
whether the solutions of the nonlinear Schrödinger equation can be obtained by Fredholm deter-
minants explicitly.
Our work opens a few questions such as finding back some more features such as the quadratic
invariant quantities and the hierarchy of column and matrix-like functions in the inhomogeneous
Fredholm determinant setting by the means of the Riemann-Hilbert analysis, we believe that the
construction of [75] manipulating operator-valued Riemann-Hilbert problems would be the right
starting point. Finally, the Fredholm determinants encountered in this work generally appear in
the study of probabilistic systems [74] and also in the context of quantum correlation in fermionic
systems [87]. It would be interesting to obtain universal growth or large-deviation estimates directly
from the infinite recursion and the conserved quantities unveiled. We leave all above questions open
for further work.
Appendix A. Additional lemma and Pfaffian manipulations
We first recall in this Appendix two useful lemma related to the differenciation of the resolvent
of an operator with a kernel enjoying an additive structure and to the extension of the matrix
determinant lemma in the case of a low-rank perturbation of a kernel. We additionally prove the
Pfaffian manipulations of Results 2.13 and 2.14.
Lemma A.1 (Ferrari-Spohn derivative formula, [53, Lemma 3]). Let As be an operator with a
kernel with an additive structure, i.e. As(x, y) = A(x+ y + s), then the following holds
∂s
I
I +As
= As
I −KsD +
As
I −Ks |δ〉 〈δ|
I
I +As
(A.1)
where D is the derivative operator.
Lemma A.2 (Extended matrix determinant lemma). Given a kernel Ks perturbed by a sum of m
rank-one operators |fi〉 〈gi| of kernel (x, y) 7→ fi(x)gi(y) for i = 1, . . . ,m, we have
Det(I −Ks −
m∑
i=1
|fi〉 〈gi|) = Det(I −Ks)Det
[
δij − 〈fi| I
I −Ks |gj〉
]m
i,j=1
(A.2)
where δij is the Kronecker’s delta.
We turn to the proofs of Results 2.13 and 2.14 to relate the symplectic/orthogonal determinants
to their Pfaffian counterpart. The proofs are mostly technical so we detail the few central points
before entering the core of the computation and we refer to Ref. [11] for their first appearance in
the literature.
Starting from the Fredholm Pfaffian represenration, the first main idea is to use a factorization
identity of the type
Pf(J −K) = Pf(J −A(1)A(2)) (A.3)
Using that for a skew-symmetric kernel K, Pf[J −K]2 = Det[I + JK], where the scalar kernel I is
the identity kernel, this gives
Pf(J −K)2 = Det(I + JA(1)A(2)) (A.4)
Following [88], using Sylvester’s identity Det(I+AB) = Det(I+BA) for arbitrary Hilbert-Schmidt
operators A and B. They may act between different spaces as long as the products make sense.
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In the present context Det(I + AB) is the Fredholm determinant of a matrix-valued kernel whilst
Det(I +BA) is a Fredholm determinant of scalar-valued kernel. Hence we obtain
Pf(J −K)2 = Det(I +A(2)JA(1)) (A.5)
Further manipulations on the scalar kernel will be necessary to conclude. Let us now start with
the symplectic case.
Proof of the symplectic determinant Pfaffian relation, Result 2.13. We define the anti-
symmetric operator B(sympl) : L2(R+)→ L2(R+) depending on the operators As and Ks as
B(sympl) = D−1Ks +
1
2As |1〉 〈1|As. (A.6)
The kernel of the operator vanishes exponentially for both variables at +∞, hence all integration by parts
will only the values at 0. For readability purpose, we will subsequently omit the subscript "sympl" for the
operator. The first steps of the computation which lead in the factorization read
Pf
(
J −
[
B −BDᵀ
−DB DBDᵀ
])2
= Pf
(
J −
[
1 0
0 D
] [
B −BDᵀ
−B BDᵀ
])2
= Det
(
I +
[
B −BDᵀ
−B BDᵀ
]
J
[
1 0
0 D
])
= Det
(
I +
[
BDᵀ BD
−BDᵀ −BD
])
(A.7)
Summing the first line to the second one and subtracting the second column to the first one, we obtain
= Det
(
I +
[
BDᵀ BD
−BDᵀ −BD
])
= Det
(
I +
[
B(Dᵀ −D) BD
0 0
])
= Det
(
I +B(Dᵀ −D))
= Det
(
I + 2BDᵀ +B |δ〉 〈δ|)
= Det (I − 2DB) [1 + 〈δ| I
I + 2BDᵀB |δ〉
]
(A.8)
From the first line to the second line, we used a block determinant identity to reduce the matrix kernel into
a scalar one. From the second to the third line, we used the integration by parts identity Dᵀ +D = − |δ〉 〈δ|
valid since the kernel vanishes towards +∞. From the third line to the fourth one we used the matrix
determinant lemma 2.8 allowing to evaluate rank-one operator contributions in a Fredholm determinant and
transposed the operator BDᵀ in the remaining Fredholm determinant using Bᵀ = −B. We will now show
that the last term is equal to zero
Q ≡ 2 〈δ| I
I + 2BDᵀB |δ〉 = 0 (A.9)
This was already proved in Ref. [89, Appendix B] and we recall the computation for completeness. The
main arguments are the antisymmetry of B, the integration by parts identity Dᵀ = −D − |δ〉 〈δ| and the
commutation relation (I+BDᵀ)−1B = B(I+DᵀB)−1. Taking the adjoint of the operator (I+2BDᵀ)−1(2B),
we have
Q = −〈δ| 2B I
I − 2DB |δ〉 = −〈δ| 2B
I
I + 2DᵀB + 2 |δ〉 〈δ|B |δ〉 (A.10)
Using the Sherman-Morrison identity as the last term in the inverse is a rank-one operator, we obtain
Q = −2 〈δ|B I
I + 2DᵀB |δ〉+ 4
〈δ|B (I + 2DᵀB)−1 |δ〉 〈δ|B (I + 2DᵀB)−1 k |δ〉
1 + 2 〈δ|B (I + 2DᵀB)−1 |δ〉
= −Q+ Q
2
1 +Q
(A.11)
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which implies Q = 0 or Q = −2. Since the amplitude of B can be increased continuously from 0 to any value,
by continuity, the solution is Q = 0. We finally define K(sympl) = 2DB(sympl) to conclude the derivation.

We now turn to the orthogonal case.
Proof of the orthogonal determinant Pfaffian relation, Result 2.14. We define the anti-
symmetric operator B(ortho) : L2(R+)→ L2(R+) depending on the operators As and Ks as
B(ortho) = D−1Ks +
1
2As |1〉 〈1|As +
1
2
( |1〉 〈1|As −As |1〉 〈1| ) (A.12)
The operator of this kernel does not vanish towards +∞ and therefore all integration by parts will have to
include the contribution at 0. To this aim, we introduce for this proof the two notations |δ0〉 as the projector
to 0 and |δ∞〉 as the projector to +∞ so that
D +Dᵀ = |δ∞〉 〈δ∞| − |δ0〉 〈δ0| (A.13)
We also omit the subscript "ortho" in the subsequent computations. As for the symplectic case, the first
steps of the derivation read
Pf
(
J −
[
B − ε −ABᵀ
−DB DBDᵀ
])2
= Pf
(
J −
[
1 0
0 D
] [
B − ε −BDᵀ
−B BDᵀ
])2
= Det
(
I +
[
B − ε −BDᵀ
−B BDᵀ
]
J
[
1 0
0 D
])
= Det
(
I +
[
BDᵀ BD − εD
−BDᵀ −BD
])
(A.14)
Summing the second line to the first one and subtracting the first column to the second one, we obtain
Det
(
I +
[
BDᵀ BD − εD
−BDᵀ −BD
])
= Det
(
I +
[
0 −εD
−BDᵀ B(Dᵀ −D)
])
= Det
(
I −BD +BDᵀ(I − εD))
= Det
(
I −DB +Dᵀ(I − εD)B)
(A.15)
To go from the first line one with a matrix-valued kernel to the second line with a scalar kernel, we used
a block determinant formula, to go from the second line to the third one we used Sylverster’s identity to
commute the position of B. Recalling that the operator ε is the sign operator verifying
Dε = I, ε |δ0〉 = 12 |1〉 , ε |δ∞〉 = −
1
2 |1〉 , (A.16)
the integration by parts on ε (which does not vanish at +∞) reads
εD = −εDᵀ − ε[ |δ0〉 〈δ0| − |δ∞〉 〈δ∞| ]
= I − 12ε |1〉
[ 〈δ0|+ 〈δ∞| ]
= I − 12ε |1〉
[
2 〈δ∞| − 〈1|D
] (A.17)
where we have used from the second line to the third one that 〈1|D = 〈δ∞| − 〈δ0|. Hence we have
Det
(
I −DB +Dᵀ(I − εD)B) = Det(I −DB + 12Dᵀ |1〉 [2 〈δ∞| − 〈1|D]B
)
(A.18)
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Let’s have a look at the contribution of the second part of the projector. By the determinant lemma, it reads
〈1|DB I
I −DBD
ᵀ |1〉 = −〈1|Dᵀ |1〉+ 〈1| I
I −DBD
ᵀ |1〉 (A.19)
Since the inner product 〈1|Dᵀ |1〉 is equal to 0, we simplify Eq. (A.18) by modifying the projector and further
calculate the action of 〈δ∞| on B as
〈δ∞|B = 12 〈1|As, B |δ∞〉 = −
1
2As |1〉 (A.20)
to obtain
Det
(
I −DB + 12D
ᵀ |1〉 [2 〈δ∞| − 〈1|D]B) = Det(I −DB − 12Dᵀ |1〉 〈1| (I −As)
)
= Det
(
I −A2s −
1
2(I −As)D
ᵀ |1〉 〈1| (I −As)
) (A.21)
From the first to the second line, we replaced the exact expression of B(ortho) as a function of As. We now
investigate the projector once again through the matrix determinant lemma
Det
(
I −A2s −
1
2(I −As)D
ᵀ |1〉 〈1| (I −As)
)
= Det
(
I −A2s
)(
1− 12 〈1|
I −As
I +As
Dᵀ |1〉
)
= Det
(
I −A2s
)(
1 + 〈1| As
I +As
Dᵀ |1〉
)
= Det
(
I −A2s
)(
1− 〈1| As
I +As
|δ0〉
)
= Det (I −As) Det
(
I +As − |δ0〉 〈1|As
)
= Det
(
I −Ks −As |δ0〉 〈1| (I −As)
)
(A.22)
To go from the second to the third line, we used thatDᵀ |1〉 = − |δ0〉 since As vanishes at +∞. From the third
line to the fourth one, we separated Det(I−A2s) into Det(I+As)Det(I−As) and used the Sherman-Morrison
lemma to reinject the projector in the determinant. We finally define K(ortho) = Ks +As |δ0〉 〈1| (I −As) to
conclude the derivation.

For completeness, we recall another proposition which states the equivalence between a Fredholm
Pfaffian of symplectic type with another one involving the δ′ operator.
Proposition A.3 (Matrix kernel equivalence, [29, Proposition 5.2]). Let B : R2 → Skew2(R) be a
kernel of the form
B(x, y) =
(
B(x, y) −∂yB(x, y)
−∂xB(x, y) ∂x∂yB(x, y)
)
,
where B is smooth, antisymmetric, and B satisfies the following decay hypotheses: there exist
constants c > 0 and a > b > 0 such that
|B(x, y)| < ce−ax−ay, |∂yB(x, y)| < ce−ax+by, |∂x∂yB(x, y)| < cebx+by.
Let C be the kernel
C(x, y) =
(
B(x, y) −2∂yB(x, y)
−2∂xB(x, y) 4∂x∂yB(x, y) + δ′(x, y)
)
.
where δ′ is a distribution on R2 such that∫∫
f(x, y)δ′(x, y)dxdy =
∫ (
∂yf(x, y)− ∂xf(x, y)
)∣∣∣∣
y=x
dx, (A.23)
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for smooth and compactly supported test functions f . Then for any s ∈ R,
Pf[J −B]L2(s,+∞) = Pf[J −C]L2(s,+∞). (A.24)
Appendix B. Overview of the existing kernels in the literature
We recall in this Section a few examples of situations where Fredholm determinants of the struc-
ture of (2.2) and (3.1) appear in the literature. We will be specifically inspired by the literature of
random matrix theory and of exact solutions to the Kardar-Parisi-Zhang equation in 1+1 dimen-
sions.
B.1. Largest eigenvalue of Gaussian random matrices. Our first focus is directed towards
the Gaussian β ensemble (GβE) of random matrices [6]. To this aim, we consider a matrix of size
N×N such that its eigenvalues are real, labeled {λi}, with a joint probability distribution function
(JPDF) of the form (up to a normalization constant)
P [{λi}] ∝ exp
β ∑
16i<j6N
log |λi − λj | − βN4
N∑
i=1
λ2i
 . (B.1)
The Gaussian weight in Eq. (B.1) is the reason for the name of the Gaussian ensemble. The log-
arithmic contribution of the JPDF also takes the form of a Vandermonde factor ∏i<j∣∣λi − λj∣∣β,
indicating a strong correlation between the eigenvalues. With these conventions, in the large N
limit the empirical measure ΛN (λ) := N−1
∑N
i=1 δλi(λ) converges to the celebrated Wigner semi-
circle distribution [6] with density Λsc(λ) = 12pi
√
4− λ21{|λ|<2}.
Historically, matrix representations for the GβE were obtained solely for β = 1, 2, 4 and are
referred to as the orthogonal (GOE), unitary (GUE) and symplectic (GSE) ensembles (due to a
conjugacy symmetry of the matrix leaving the spectrum invariant) [6]. For completeness, let us
describe the construction of a GOE matrix. Denote M the N × N real symmetric matrix whose
entries above the diagonal are independent random Gaussian variables with mean zero and variance
E
[
M2ij
]
= 1 + δij
N
. (B.2)
Then the probability measure of M is given, up to normalization, by
P (M) ∝ exp
(
− N4 TrM
2
)
(B.3)
and the JPDF of its eigenvalues is given up to normalization by Eq. (B.1).
Due to the presence of the β factor, the JPDF (B.1) can be seen as the Gibbs measure of a
Coulomb gas (CG) with logarithmic repulsion between the eigenvalues, which, at large N , are de-
scribed by a continuous density. In addition, this JPDF is the stationary measure of the β Dyson
Brownian motion [14] which represents particles {λi} driven by a Brownian motion and interacting
with a logarithmic potential log
∣∣λi − λj∣∣. In addition, in the case of β = 2, if we see the eigenvalues
{λi} as the positions of identical non-interacting fermionic particles as in Ref. [19, 20], then the
JPDF can be represented as the square modulus of the related N -body fermionic wave function,
i.e. the quantum probability.
A particular feature of the random eigenvalues is their behavior around the edge of the spectrum
located at λ = 2 for large N . Near the edge, the fluctuations of the eigenvalues are stronger than
in the bulk of the spectrum and a non-trivial behavior is found in a window of width ∼ N−2/3
around the edge. In that window for large N , the scaled eigenvalues ai ≡ N2/3(λi − 2) define the
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Figure 1. Tracy-Widom distributions for the GOE, β = 1 (blue line), the GUE,
β = 2 (green line) and the GSE, β = 4 (red line). The plots were performed on
Mathematica with the dedicated Tracy-Widom distribution function.
Airyβ point process which describes the few largest eigenvalues of a large GβE matrix.
In the case of β = 2, the Airy2 point process has the special structure of a determinantal point
process. It is an infinite random point configuration a = (a1 > a2 > · · · ) on R. Its mean density
%(a) (seen as the average of the empirical density of a) is equal to %(a) = KAi(a, a) with the
Airy kernel KAi. More generally, the k-th correlation function %k(x1, . . . , xk) for all k > 1 takes a
determinantal form
%k(x1, . . . , xk) = Det[KAi(xi, xk)]ki,j=1. (B.4)
For β = 1, 2, 4, the cumulative distribution of the largest Airy point a1 is the celebrated Tracy-
Widom (TW) distribution [10, 11, 88]. Equivalently, denoting λmax the largest eigenvalue of a GβE
matrix, we have
lim
N→+∞
P
(λmax − 2
N−2/3
6 s
)
= P(a1 6 s) := Fβ(s) (B.5)
The Tracy-Widom distributions for β = 1, 2, 4 are intrinsically related to Fredholm determinants
of the Airy kernel. Indeed, for s in R, let Ais be the Airy integral operator constructed from the
kernel Ais(x, y) = Ai(x + y + s) and KAi,s the shifted Airy operator with kernel KAi,s(x, y) =∫+∞
0 drAi(x + r + s)Ai(y + r + s) where Ai is the standard Airy function. The Tracy-Widom
distributions for β = 1, 2, 4 admit the representations
• F2(s) = Det(I −KAi,s)
• F1(s) =
√
Det(I −KForr) = Det(I −Ais)
• F4(s) =
√
Det(I −KGLD) = 12
(
Det(I −Ais) + Det(I + Ais)
)
All operators are considered on L2(R+) and the intermediate kernels KForr and KGLD are given by
KForr(x, y) = KAi(x+ s, y + s)−Ai(x+ s)
(
1−
∫ +∞
0
dλAi(s+ y + λ)
)
,
KGLD(x, y) = KAi(s+ x, s+ y)− 12Ai(s+ x)
∫ +∞
0
dλAi(s+ y + λ).
(B.6)
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The kernel KForr was shown by Forrester in Ref. [61] to be related to the GOE Tracy-Widom
distribution function F1(s), the kernel Ais was proved to be related to F1(s) by Ferrari and Spohn
in Ref. [53] and the kernel KGLD was shown by Gueudré and Le Doussal in Ref. [55] to be related to
the GSE Tracy-Widom distribution function F4(s). The kernelsKForr andKGLD are the orthogonal
and symplectic-like kernels introduced in 2.1 as a rank-one perturbation of the Airy kernel.
Remark B.1. Here F4(s) is the cumulative distribution function of the GSE-TW distribution, as
defined in [90]. Another convention, which we denote F˜4 with F4(s) = F˜4( s√2), is given in [11, 53].
Even though the Tracy-Widom distributions are expressed through Fredholm determinants of
integral operators, there exist very efficient numerical schemes to compute them due to Bornemann,
see Refs. [84, 91].
B.2. Correlation functions of the elliptic Ginibre ensembles. This Appendix is inspired
from the presentation of Elliptic ensembles of Refs. [92, 93]. The elliptic Ginibre ensembles, denoted
similarly to the Gaussian ensembles, GinOE, GinUE and GinSE are a family of random matrices of
size N ×N , depending on a parameter τ ∈ [0, 1), defined by the probability measure for a matrix
M , up to normalization
P (M) ∝ exp
(
−N γβ1− τ2 Tr(MM
† − τ2 (M
2 +M †2))
)
(B.7)
The parameters read γβ=2 = 1 and γβ=1,4 = 12 . As an example of concrete realization of this
ensemble for β = 2, the complex case, take two independent GUE matrices H1 and H2 such that
Mβ=2 =
√
1 + τ
2 H1 + i
√
1− τ
2 H2 (B.8)
the probability distribution reads
P (M) ∝ exp
(
− γβN1 + τ Tr(H
2
1 )−
γβN
1− τ Tr(H
2
2 )
)
(B.9)
we observe that
• for τ = 0, the distribution factorizes between the Hermitian and anti-Hermitian part and
there is no particular symmetry: this is the usual Ginibre ensemble;
• for τ → 1, the distribution converges to the one of the usual Gaussian β ensemble and the
eigenvalues become all real.
In the large N limit, the empirical measure of the eigenvalues {zj}j=1,...,N converges to a general-
ization of the Wigner semi-circle called the elliptic law. The limited density is a uniform measure
Λell(z) =
1
pi(1− τ2)1z∈ell (B.10)
within the ellipse of half-axes of length (1 + τ) and (1− τ) represented in Fig. 2.
Focusing on β = 2, it is known that the random eigenvalues form a determinantal form process
[92, 93]. In the large N limit, taking the cross-over parameter for the almost Hermitian regime
σ = N1/6
√
1− τ , the eigenvalues fluctuate close to the real axis and scale as
z = (1 + τ) + x+ iy
N2/3
(B.11)
The cross-over kernel of the determinantal point process yields in this regime (with z = x+ iy)
K(z1, z2) =
1
σ
√
pi
e−
y21+y
2
2
2σ2 +
σ6
6 +
σ2(z1+z¯2)
2
∫
R+
dr eσ2rAi(z1 + r +
σ4
4 )Ai(z¯2 + r +
σ4
4 ) (B.12)
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Figure 2. Representation of the elliptic law. The density of eigenvalues in the
complex plane is uniform within the ellipse of half-axes of length 1 + τ and 1 − τ
interpolating between the circular law of the Ginibre ensemble and the semi-circular
law of the Gaussian ensemble.
In the Hermitian limit σ → 0, we have K(z1, z2) →
√
δ(y1)δ(y2)KAi(x1, x2). This kernel has
the same multiplicative structure as in (2.1) and closely resembles (??) upon the projection onto
y1, y2 = 0.
B.3. Solutions at all times to the Kardar-Parisi-Zhang equation. Another situation where
the Fredholm determinants of interest appear is the study of the exact solutions to the Kardar-
Parisi-Zhang (KPZ) equation in 1+1 dimensions [94]. Consider the KPZ equation on the real line
for the height field h(x, t)
∂th = ∂2xxh+ (∂xh)2 +
√
2η(x, t) (B.13)
where η(x, t) is a space-time white noise with correlator E[η(x, t)η(x′, t′)] = δ(x−x′)δ(t−t′), we will
focus on two particular initial geometries called the droplet and the Brownian initial conditions.
More specifically we will discuss the generating function of the exponential of the KPZ height which
exhibits a Fredholm determinant representation for the aforementioned geometries.
B.3.1. Droplet initial condition. The droplet initial condition is defined as
h(x, t = 0) = −w|x|+ log(w/2), w  1 (B.14)
and we will be interested in the moment generating function of the exponential shifted height
H(t) = h(0, t) + t12 . (B.15)
The solution of the KPZ equation for the droplet initial condition was found originally by several
groups and was presented in Refs. [32, 35, 36, 33] . The moment generating function is given in
terms of a Fredholm determinant with the Airy kernel and the so-called Fermi factor measure.
EKPZ
[
exp
(
−zeH(t)
)]
= Det(I − σz,tKAi)L2(R) . (B.16)
where the expectation value is taken over the white noise of the KPZ equation, KAi is the Airy
kernel, KAi(u, u′) =
∫∞
0 dr Ai(r + u)Ai(r + u′), and the weight of the Airy kernel σz,t is the Fermi
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Figure 3. Two-sided Brownian motion with drift w as the initial condition to the
Kardar-Parisi-Zhang equation.
factor expressed as
σz,t(u) =
z
z + e−t1/3u
(B.17)
Defining z = e−st1/3 allows to fit the determinant (B.16) in our framework. At late time, the
Fermi factor becomes a projector: σz,t(u) →t→+∞ Θ(u − s), the double exponential becomes an
indicator function e−eλ(·) →λ→+∞ 1(· 6 0) and hence the cumulative distribution of the shifted
height H(t) = h(0, t) + t12 converges to the Tracy-Widom distribution for β = 2.
lim
t→+∞P
(H(t)
t1/3
6 s
)
= F2(s) (B.18)
B.3.2. Brownian initial condition. Another initial condition that has been solved is the Brownian
one, sometimes also called the stationary interface in the case of zero drift. Mathematically, it is
described by a two-sided Brownian interface pinned at x = 0
h(x, t = 0) = −w|x|+B(x) (B.19)
where B(x) is a standard two-sided Brownian motion. We represent this initial condition in Fig. 3.
In addition to averaging over realizations of the white noise of the KPZ equation, one has to
average over all possible initial Brownian interfaces to obtain the moment generating function of
the KPZ height. Imamura and Sasamoto [95] and Borodin, Corwin, Ferrari, Veto [96] derived
the exact explicit representations for the generating function in terms of a Fredholm determinant
and an additional random variable χ independent of h(x, t), with probability density p(χ)dχ =
e−2wχ−e−χ/Γ(2w)dχ.
EKPZ,B
[
exp
(
−zeχ+h(0,t)+ t12
)]
= Det(I − σz,tKAi,Γ)L2(R) . (B.20)
where σz,t is the Fermi factor previously introduced in Eq. (B.17) and KAi,Γ is the deformed Airy
kernel which expression is
KAi,Γ(u, u′) =
∫ +∞
0
drAiΓΓ(r + u, t−
1
3 , w, w)AiΓΓ(r + u′, t−
1
3 , w, w) , (B.21)
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where the deformed Airy function is equal to
AiΓΓ(a, b, c, d) :=
∫
R+i
dη
2pi exp
(
i
η3
3 + iaη
) Γ(ibη + d)
Γ(−ibη + c) . (B.22)
where Γ is the Gamma function and  ∈ [0,<(d/b)) due to the pole of the Γ function.
Appendix C. The Painlevé II hierarchy
We present in this Appendix a short review of the Painlevé II hierarchy. We will follow the
conventions of Ref. [97, Eqs. (1.31-1.32)] which were also the ones of [52, 77]. The Painlevé II
hierarchy is a sequence of ordinary non-linear differential equations obtained recursively upon the
action of the Lenard operators {Lk} as( d
ds + 2q
)
Ln[q′ − q2] +
( d
ds + 2q
) n−1∑
k=1
τkLk[q′ − q2] = sq. (C.1)
The operators Lk are defined recursively as
d
dsLj+1f =
( d3
ds3 + 4f
d
ds + 2f
′)Ljf, (C.2)
with the initial condition and the constraints
L0f = 12 , Lj1 = 0, j > 1. (C.3)
In particular, we get for the first operators L1f = f , L2f = f ′′+ 3f2 and the first equations of the
hierarchy read
q′′ = 2q3 + sq
q′′′′ = 10q(q′)2 + 10q2q′′ − 6q5 − τ1(q′′ − 2q3) + sq
(C.4)
The work of Refs. [52, 77], generalizing the results of Hastings-McLeod [98] and Ablowitz-Segur
[99], showed that the n-th member of the hierarchy can be solved for real s by a real-valued
function without pole upon a particular choice of asymptotic condition. Let A be the solution of
the differential equation
∂2nx A(x) +
n−1∑
k=1
τk∂
2k
x A(x) = xA(x). (C.5)
where all parameters are real-valued. Imposing the asymptotic condition q(s) ∼
s→+∞
√
γA(s), with
γ ∈ [0, 1], the solution of the n-th member of the hierarchy reads with our notations
q(s) = 〈δ|
√
γAs
I − γKs |δ〉 =
1
2 〈δ|
I
I −√γAs −
I
I +√γAs |δ〉 . (C.6)
Furthermore, as a byproduct, let us notice that these solutions of the hierarchy are numerically
tractable as long as computing the function A is. The reason for that is the identity
q(s) =
√
− d
2
ds2 log Det[I − γKs] (C.7)
and the fact that the Fredholm determinant is itself computable by Bornemann’s method condi-
tioned on an easy numerical evaluation of Ks [84, 91].
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