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Abstract—Controller synthesis techniques for continuous sys-
tems with respect to temporal logic specifications typically use
a finite-state symbolic abstraction of the system model. Con-
structing this abstraction for the entire system is computationally
expensive, and does not exploit natural decompositions of many
systems into interacting components. We describe a methodology
for compositional symbolic abstraction to help scale controller
synthesis for temporal logic to larger systems.
We introduce disturbance bisimulation, which strengthens the
standard approximate alternating bisimulation relation used in
control. It extends naturally to systems which are composed
of weakly interconnected sub-components, possibly connected in
feedback, and models the coupling signals as disturbances. We
show how networks of incrementally input-to-state stable, non-
linear, continuous-time control systems can be abstracted compo-
sitionally, so that all local abstractions are simultaneously distur-
bance bisimilar to their continuous counterparts. Furthermore,
our construction ensures that the final composed abstraction is
disturbance bisimilar to the original system. Finally, we discuss
how we get a compositional abstraction-based controller synthesis
methodology for networks of such systems against local temporal
specifications as a by-product of our construction.
I. INTRODUCTION
Symbolic models for continuous dynamical systems enable
automata-theoretic techniques for controller design for ω-
regular specifications to be applied to continuous systems.
In this methodology, one starts with a continuous dynamical
system and an approximation factor ε, and constructs a finite-
state abstraction whose trajectories are guaranteed to be within
a distance of ε to the original system and vice versa [1],
[2], [3], [4]. The approximation is usually formalized using ε-
approximate alternating bisimulation relations, which have the
property that a controller synthesized for the abstraction can be
automatically refined into a controller for the original system.
Under the assumption of incremental input-to-state stability,
one can algorithmically construct a finite-state discrete system
which is ε-approximately alternatingly bisimilar to the original
continuous system, for each ε > 0. Since one can also algo-
rithmically synthesize controllers for ω-regular properties for
discrete systems [5], [6], this provides an automatic controller
synthesis technique for continuous systems.
The computational bottleneck of this approach is the expen-
sive abstraction step (typically exponential in the dimension of
the state space) which limits its applicability to real systems.
The usual construction of finite-state abstractions is not com-
positional in the following sense. Abstracting an individual
component discretizes its state space. As components in a
network usually treat state trajectories of neighboring compo-
nents as disturbance inputs, discretizing the state space of one
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component also discretizes (parts of) the disturbance space
of its neighboring components. This gives rise to a further
mismatch between the disturbance signals of a component
and its abstraction (as the former is continuous while the
latter is piecewise constant), which is not under the control
of the component (as required by alternating bisimulation
relations). Further, the mismatch is bounded by an abstraction
parameter only at sampling time instances, leaving inter-
sample behaviors unconstrained.
To address this problem, we introduce disturbance bisimula-
tions, which strengthen the standard ε-approximate alternating
bisimulation relation. Given two (possibly continuous time)
metric systems, the existence of a disturbance bisimulation
relation ensures that the state trajectories of both of the
systems stay ε-close given arbitrary disturbance trajectories
whose mismatch is bounded by ε˜ at sampling instances. For
a network of weakly interconnected, incrementally stable,
nonlinear, continuous-time control systems, we show how
abstractions can be constructed compositionally so that all
local abstractions are simultaneously disturbance bisimilar to
their continuous counterparts. Our result involves providing a
growth bound condition for weakly coupled dynamics which
allows bounding the error between disturbance trajectories
during inter-sampling periods. We show that the composition
of the abstractions is disturbance bisimilar to the composition
of the original components, i.e., disturbance bisimulation nat-
urally extends from related components to networks formed
from those components. Thus, our technique allows the use
of standard control synthesis algorithms compositionally for
each component, to control for local temporal specifications.
We demonstrate the effectiveness of our theory by an example
consisting of 200 components and a total of 400 state variables.
Conceptually, the closest related papers are [7], [8], [9].
Tazaki et al. [7] present a compositional approach for finite
state abstractions of a network of discrete-time control sys-
tems. Their interconnection-compatible approximate bisimula-
tion is weaker than our disturbance bisimulation, as the choice
of local control inputs is allowed to depend on disturbance
signals. In contrast to our work, this prevents the straightfor-
ward use of their relation for decentralized abstraction-based
controller synthesis. Rungger et al. [8] present a compositional
approach to construct approximate abstractions which perform
a model order reduction from one continuous system to
another continuous system with fewer state variables. Zamani
et al. [9] present an approach similar to ours to solve a
continuous compositional abstraction synthesis problem using
ideas from dissipativity theory; their joint storage functions use
the same quantifier alternation as our notion of disturbance
bisimulation. Pola et al. [10], [11] propose a compositional
abstraction technique for a network of discrete-time control
systems. Their method abstracts all sub-systems that form
2a strongly connected component in the network together,
resulting in a feedback-free acyclic graph to be considered
during compositional abstraction. Compared to our work,
most results on abstraction based controller synthesis only
give guarantees on the closeness of trajectories at sampling
instances or discuss only the abstraction of discrete time
systems. Notable exceptions are [12] and [13], where the
robustness-margins introduced in [12] have a similar effect
as the growth bound introduced in our work.
II. SYSTEM MODELS
Notation R, R>0, R≥0, and Z denote the set of real, positive
real, nonnegative real numbers, and integers, respectively.
Given a vector x ∈ Rn, we denote by xi the i–th element
of x and by ‖ x ‖ the infinity norm of x.
Control Systems A control system Σ = (X,U,W,U ,W, f)
consists of a state space X , an input space U , a disturbance
space W , a set of input signals U , a set of disturbance
signals W , and a continuous state transition function f :
X × U ×W → X . We assume X = Rn, U = Rm and
W = Rp to be normed Euclidean spaces. Given a, b ∈ R
with a < b, we assume that U and W consist of mea-
surable essentially bounded functions µ : (a, b) → U and
ν : (a, b) → W , respectively, and f satisfies the following
Lipschitz assumption: there exists a constant L ≥ 0 s.t.
‖ f(x, u, w) − f(y, u, w) ‖ ≤ L‖ x − y ‖ for all x, y ∈ X ,
u ∈ U , and w ∈W .
A trajectory ξ : (a, b) → Rn associated with the control
system Σ and signals µ ∈ U and ν ∈ W is an absolutely
continuous curve satisfying
ξ˙(t) = f(ξ(t), µ(t), ν(t)) (1)
for almost all t ∈ (a, b). Although we defined trajectories,
inputs, and disturbances over open intervals, we talk about
trajectories ξ : [0, τ ] → X , inputs µ : [0, τ ] → U , and distur-
bances ν : [0, τ ] → W for τ ∈ R>0, with the understanding
that these are restrictions to [0, τ ] of the corresponding signals.
We denote by ξxµν(·) the solution of differential equation (1)
with initial condition x and with input and disturbance signals
µ and ν, respectively. This solution is unique as f is Lipschitz
continuous. Thus ξxµν(t) is the state reached by the trajectory
ξ starting from x with input and disturbance signals µ and ν.
Input-to-State Lyapunov Functions A continuous function
γ : R≥0 → R≥0 is said to belong to class K∞ if it is strictly
increasing, γ(0) = 0, and γ(r)→∞ as r →∞.
Given a control system Σ, a smooth function V : X ×X →
R is said to be a δ-ISS Lyapunov function for Σ if there exist
λ ∈ R>0 and K∞ functions α, α, σu, and σd s.t. for any
x, x′ ∈ X , u, u′ ∈ U , and w,w′ ∈W , the following holds:
α(‖ x− x′ ‖) ≤ V (x, x′) ≤ α(‖ x− x′ ‖) and (2)
∂V
∂x
f(x, u, w) +
∂V
∂x′
f(x′, u′, w′) ≤
− λV (x, x′) + σu(‖ u− u′ ‖) + σd(‖w − w′ ‖). (3)
In this case we say that the control system Σ admits a
Lyapunov function V , witnessed by λ, α, α, σu, and σd.
Existence of δ-ISS Lyapunov functions is tightly connected
with the control system Σ being incrementally globally input-
to-state stable (δ-ISS) [1], [14]. It can be shown that under
mild assumptions on control systems the existence of a δ-ISS
Lyapunov function implies δ-ISS stability [14].
We further restrict the class of δ-ISS Lyapunov functions
by requiring the following property. We assume there exists a
K∞ function γ s.t. for any x, x′, x′′ ∈ Rn it holds that
V (x′, x)− V (x′′, x) ≤ γ(‖ x′ − x′′ ‖). (4)
Note that this is a very mild assumption which is satis-
fied by most δ-ISS Lyapunov functions in practice (e.g.,
all polynomial functions). In fact, if the state space X is
restricted to a compact subset of Rn, with Z ⊆ Rn denoting
its convex hull, one can always choose γ(r) = γ0r with
γ0 := supz∈Z,x∈X
∥∥∂V
∂z (z, x)
∥∥, which is the case in many
real applications.
Discrete-Time Metric Systems Given a control system Σ =
(X,U,W,U ,W, f), and a time-sampling parameter τ ∈ R>0,
the discrete-time metric system induced by Σ and τ is given by
the tuple S = (X,U,W,U ,W, δ) where U is a set of constant
inputs of duration τ taking values in U , i.e.,
U = {µ : [0, τ ]→ U | ∀t1, t2 ∈ [0, τ ] . µ(t1) = µ(t2)}, (5)
W is a set of continuous disturbance trajectories of duration τ
taking values in W , i.e., W = {ν : [0, τ ]→W}, and δ : X ×
U ×W → X is a transition function s.t. δ(x, µ, ν) = ξxµν(τ).
We define d(x, x′) := ‖ x− x′ ‖ and denote the unique value
of µ ∈ U over [0, τ ] by uµ ∈ U .
III. NETWORKS OF SYSTEMS
Notation A network of systems (S,G, I) consists of a set
S = {S1, . . . , SN} of N systems, a directed graph G over
the set of vertices I = {1, 2, . . . , N} and a binary irreflexive
connectivity relation I ⊆ I × I , where each vertex i ∈ I is
labeled with the system Si. For any I ′ ⊆ I , we write I ′ :=
(I ′ × I ′) ∩ I for the restriction of I to I ′ and denote by
G′ the sub-graph of G over I ′. For i ∈ I , define NI(i) :=
{j | (j, i) ∈ I} and extend this notion to subsets of indices
I ′ ⊆ I as NI(I ′) = {j | ∃i ∈ I ′.j ∈ NI\I′(i)}. Intuitively,
for a vertex i of G, the set of incoming (resp. outgoing) edges
provides inputs to (resp. outputs from) a component Si, and
NI(i) is the set of neighboring components from which the
incoming edges originate.
Control Systems Fix I , and let Σi = (Xi, Ui,Wi,Ui,Wi, fi),
for i ∈ I , be a control system. We say that {Σi}i∈I is
compatible for composition w.r.t. G and I, if for each i ∈ I , we
have Wi =
∏
j∈NI(i)Xj , i.e., the disturbance input space of
Σi is the same as the Cartesian product of the state spaces
of all the neighbors in NI(i).1 For any subset I ′ ⊆ I ,
we divide the set of disturbances Wi for any i ∈ I ′ into
the sets of coupling and external disturbances, defined by
W ci =
∏
j∈NI′ (i)Xj and W
e
i =
∏
j∈NI\I′ (i)Xj , respectively.
1By slightly abusing notation we write wi =
∏
j∈NI(i) {xj} for
xj ∈ Xj and wi ∈ Wi as a short form for the single element of the set∏
j∈NI(i) {xj}. We extend this notation to all sets with a single element.
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w.r.t. G and I and a subset I ′ ⊆ I of systems, we define the re-
spective sub-network by ({Σi}i∈I′ ,G′, I ′) and its composition
as the control system JΣiKi∈I′ = (X,U,W,U ,W, f) where
X =
∏
i∈I′ Xi, U =
∏
i∈I′ Ui, and W =
∏
j∈NI(I′)Xj .
Furthermore, U and W are defined as the sets of func-
tions µ : R≥0 → U and ν : R≥0 → W , such
that the projection µi of µ on to Ui (written µi =
µ|Ui ) belongs to Ui, and the projection νei of ν on to
W ei belongs to Wei . The composed transition function is
then defined as f(
∏
i∈I′ {xi},
∏
i∈I′ {ui},
∏
i∈I′ {wei }) =∏
i∈I′ {fi(xi, ui, wci × wei )}, where wci =
∏
j∈NI′ (i) {xj}. If
I ′ = I , then Σ is undisturbed, modeled by W := {0}. It is
easy to see that JΣiKi∈I′ is again a control system.
Intuitively, the composition JΣiKi∈I′ gives the joint dy-
namics of the network ({Σi}i∈I′ ,G′, I ′). When we pick a
subset of systems I ′ ⊂ I , the incoming edges from NI(I ′)
become external disturbances for the composed subsystem.
Observe that composition is associative and commutative: we
can first compose different disjoint sets of subsystems before
composing the resulting systems together.
Discrete-Time Metric Systems If {Σi}i∈I are compat-
ible w.r.t. G and I, the set {Si}i∈I′ with Si =
(Xi, Ui,Wi,U i,Wi, δi) of their induced discrete-time metric
systems is also compatible in the same sense. Given I ′ ⊆ I ,
the respective sub-network is defined by ({S}i∈I′ ,G′, I ′) and
its composition is defined by JSiKi∈I′ = (X,U,W,U ,W, δ)
where X , U , U , W and W are defined as before, s.t.
U|Ui = U i and W|Wi = Wi. The composed transition
function is defined as δ(x, µ, ν) =
∏
i∈I′{δi(xi, µi, νci × νei )}
where x =
∏
i∈I′ {xi}, µ =
∏
i∈I′ {µi}, ν =
∏
i∈I′ {νei },
and νci =
∏
j∈NI′ (i) {ξj} with ξj being the continuous time
evolution of xj .
For j ∈ NI(i), we combine the metrics dj on Xj to the
vector-valued metric e : Wi×Wi → R|NI(i)|≥0 on Wi s.t. for any
wi =
∏
j∈NI(i) {xj} ∈Wi and w′i =
∏
j∈NI(i) {x′j} ∈Wi,
e(wi, w
′
i) :=
∏
j∈NI(i){dj(xj , x′j)}. (6)
Intuitively, e(wi, w′i) is a vector with dimension |NI(i)|,
where the j-th entry measures the mismatch of the re-
spective state vector of the j-th neighbor of i. We equip
the composed state space X with the metric d(x, x′) =
‖ ∏j∈I′ {dj(xj , x′j)} ‖ and extend the metric e to the set W
by substituting NI(i) by NI(I ′) in (6). It follows immediately
from this construction that the composed system JSiKi∈I′ is
again a metric system with metric d.
IV. COMPOSITIONAL ABSTRACTION
In the (monolithic) abstraction-based controller synthesis
framework, a discrete-time metric system S is abstracted to a
finite state metric system Sˆ s.t. a binary relation holds between
the state spaces of the two, and this relation ensures that a
controller synthesized for Sˆ can be refined to a controller for
S. This section extends this framework to networks of control
systems.
A. Network of Abstract Metric Systems
Given a network of control systems, we first adapt the
construction of abstractions in terms of discrete-time, finite
state metric systems from [2] and [15] to the network case.
This requires some additional notation to discretize the state,
input, and disturbance spaces of Σ.
For any A ⊆ Rn and η ∈ Rn>0, we define
[A]η := {(a1, . . . , an) ∈ A | ai = 2kηi, k ∈ Z, i = 1, . . . , n}.
For x ∈ Rn and vector λ ∈ Rn>0, let Bλ(x) =
{x′ ∈ Rn | ‖ xi − x′i ‖ ≤ λi} denote the closed rectangle cen-
tered at x. Note that for any λ ≥ η (element-wise), the
collection of sets Bλ(q) with q ∈ [Rn]η is a covering of Rn,
that is, Rn ⊆ ∪{Bλ(q) | q ∈ [Rn]η}.
Definition 1. The network of abstract metric systems
({Sˆi}i∈I ,G, I) induced by a network of control systems
({Σi}i∈I ,G, I), w.r.t. a sampling time τ , and discretiza-
tion parameters {ηi}i∈I and {ωi}i∈I , is defined s.t. Sˆi =
(Xˆi, Uˆi, Wˆi, Uˆi, Wˆi, δˆi) with Xˆi = [Xi]ηi , Uˆi = [Ui]ωi
and Wˆi =
∏
j∈NI(i) Xˆj . The sets Uˆi and Wˆi consist of
constant trajectories of duration τ taking values in Uˆi and
Wˆi, respectively, defined analogously to (5). The transition
function δˆ : Xˆ × Uˆ × Wˆ → Xˆ is defined s.t.
δˆi(xˆ, µˆ, νˆ) = lex max{xˆ′ ∈ Xˆi | ‖ ξi,xˆµˆνˆ(τ)− xˆ′ ‖ ≤ ηi},
where lex max gives the maximum w.r.t. the lexicographic
order. Note that Xˆi ⊂ Xi and Wˆi ⊂ W i, so the sets Xˆi
and Wˆi are equipped with the metrics d and e, respectively.
Given the above definition, it is easy to see that {Sˆi}i∈I
are compatible w.r.t. G and I in the same sense as {Σi}i∈I
are, hence the network ({Sˆi}i∈I ,G, I) is well defined. We
furthermore observe that the composed abstract system JSˆiKi∈I
can be defined in analogy to JSiKi∈I . In particular, the
composed state space Xˆ =
∏
i∈I′ Xˆi is equipped with the
metric d(x, x′) = ‖ ∏j∈I′ {dj(xj , x′j)} ‖ and the composed
disturbance set Wˆ =
∏
i∈I′ Wˆi is equipped with the metric e
defined via (6) when substituting NI(i) by NI(I ′). It follows
immediately that the composed system JSˆiKi∈I′ is again a
metric system with metric d.
Remark 1. As we have defined control systems Σ w.r.t. the
Euclidean spaces X = Rn, U = Rm and W = Rp, the
abstract metric systems Sˆi only become finite (and therefore a
symbolic abstraction of the control system Σi) if we restrict its
construction to compact subsets X ′ ⊂ X and U ′ ⊂ U of the
state and input spaces, s.t. X ′ and U ′ are finite unions of hyper-
rectangles with radius η and ω, respectively. In the control
system networks we consider, such a restriction also implies
that the disturbance space W becomes compact. However,
when synthesizing controllers for the abstract metric system, it
needs to be ensured that the closed loop dynamics do not leave
the selected compact state set X ′. This can be done (a) by
adding a sink state in Si and Sˆi during the abstraction process
s.t. whenever a trajectory of Σi leaves X ′, Si and Sˆi go to the
sink state and loop forever, and (b) by ensuring all trajectories
always remain within X ′ as an additional safety constraint
during synthesis. We also need to replace the metric d with
4the following pseudometric to account for those changes:
d(x, y) =
‖ x− y ‖, x, y ∈ X
′
M, x ∈ X ′ ∧ y ∈ X\X ′ or vice versa
0, x, y ∈ X\X ′,
with a constant M ≥ supx,y∈X′ ‖ x − y ‖. We will illustrate
this approach in the example presented in Sec. VI.
B. Disturbance Bisimulation
Given a network of control systems each abstracted compo-
sitionally, the binary relation established between states of Si
and Sˆi needs to be preserved under all possible disturbance tra-
jectories coming from neighboring components. Consider for
example the network of metric systems {Si}i∈{1,2} and their
abstractions {Sˆi}i∈{1,2} depicted in Fig. 1. The disturbance
signal (the continuous time signal νˆ2 of wˆ2 = xˆ1) applied
to Sˆ2 is the piecewise constant state trajectory ξˆ1 of Sˆ1 and
the disturbance signal (the continuous time signal ν2 of w2)
applied to S2 is the continuous state trajectory ξ1 of S1. As
S1 and Sˆ1 are related, we know that at sampling instances,
the signals ν2 and νˆ2 are ε1-close. We can use this knowledge
about the mismatch of disturbance trajectories to establish a
binary relation, called disturbance bisimulation.
Definition 2. Let S be a discrete time system and Sˆ an
abstract metric system. For ε ∈ R≥0 and ε˜ ∈ Rr≥0, the strict2
binary relation R ⊆ X×Xˆ is a disturbance bisimulation with
parameters (ε, ε˜) iff for each (x, xˆ) ∈ R:
(a) d(x, xˆ) ≤ ε;
(b) for every µ ∈ U there exists a µˆ ∈ Uˆ such that for all
ν ∈ W and νˆ ∈ Wˆ with e(ν(0), νˆ(0)) ≤ ε˜, we have that
(δ(x, µ, ν), δˆ(xˆ, µˆ, νˆ)) ∈ R; and
(c) for every µˆ ∈ Uˆ there exists a µ ∈ U such that for all
ν ∈ W and νˆ ∈ Wˆ with e(ν(0), νˆ(0)) ≤ ε˜, we have that
(δ(x, µ, ν), δˆ(xˆ, µˆ, νˆ)) ∈ R.
The systems S and Sˆ are said to be disturbance bisimilar with
parameters (ε, ε˜) if there exists a disturbance bisimulation
relation between S and Sˆ with parameters (ε, ε˜).
As our first main result we show in the following theorem
that disturbance bisimulation naturally extends from related
components in a network to subsystems composed from them,
which is also illustrated for a simple network in Fig. 1.
Theorem 1. Let ({Si}i∈I ,G, I) and ({Sˆi}i∈I ,G, I) be net-
works of metric systems, s.t. for all i ∈ I , the relation Rεiε˜i is
a disturbance bisimulation between Si and Sˆi with parameters
(εi, ε˜i). If for all i ∈ I
ε˜i ≥
∏
j∈NI(i) {εj} (7)
then for any given I ′ ⊆ I , the relation
Rεε˜ ={([xT1 . . . xT|I′|]T , [xˆT1 . . . xˆT|I′|]T ) ∈ XI′ × XˆI′ |
(xi, xˆi) ∈ Rεiε˜i ,∀i ∈ I ′)} (8)
is a disturbance bisimulation between JSiKi∈I′ and JSˆiKi∈I′
with parameters ε = ‖ ∏i∈I′ {εi}‖ and ε˜ = ∏j∈NI(I′) {εj}.
2A relation R ⊆ X × Xˆ is strict if for each x ∈ X there is a x′ ∈ Xˆ
such that (x, x′) ∈ R and vice versa.
Proof. We prove all three parts of Def. 2 separately.
(a) We pick a related tuple of trajectories (x, xˆ) ∈ Rεε˜
with x = [xT1 . . . x
T
|I′|]
T and xˆ = [xˆT1 . . . xˆ
T
|I′|]
T . Then
(8) implies for all i, (xi, xˆi) ∈ Rεiε˜i , which in turn
gives di(xi, xˆi) ≤ εi. This immediately gives d(x, xˆ) =
‖ ∏j∈I′ {dj(xj , xˆj)} ‖ ≤ ‖ ∏i∈I′ {εi} ‖ = ε.
(b) We pick the same related state tuple (x, xˆ) ∈ Rεε˜ .
Note that the choice of (x, xˆ) automatically fixes the
initial point of the coupling disturbances for the indi-
vidual subsystems νci (0) and νˆ
c
i (0) for i ∈ I ′ s.t.
νci (0) =
∏
j∈NI′ (i){xj} and νˆci (0) =
∏
j∈NI′ (i){xˆj}. As
(xj , xˆj) ∈ Rεj ε˜j we have d(xj , xˆj) ≤ εj . Using the def-
inition of e in (6) we therefore have e(νci (0), νˆ
c
i (0)) ≤∏
j∈NI′ (i) {εj}. Now pick µ = [µ1 . . . µ|I′|]T ∈ Uτ ,
and ν ∈ Wτ , νˆ ∈ Wˆτ s.t. e(ν(0), νˆ(0)) ≤ ε˜ =∏
j∈NI(I′) {εj}. Recall from the definition of the com-
posed metric systems that ν =
∏
i∈I′ {νei }. With this,
it follows that e(νei (0), νˆ
e
i (0)) ≤
∏
j∈NI\I′ (i) {εj}. Hence
e(νi(0), νˆi(0)) = e
([
νci (0) ν
e
i (0)
]T
,
[
νˆci (0) νˆ
e
i (0)
]T) ≤∏
j∈NI(i) {εj}. Using (7) we therefore have e(νi(0), νˆi(0)) ≤
ε˜i. With these local disturbance vectors and the fact
that Si and Sˆi are approximately disturbance bisimilar
w.r.t. (εi, ε˜i) it follows immediately from Def. 2 (b) that
for any local control input µi there exits µˆi such that
(δτ,i(xi, µi, νi), δˆτ,i(xˆi, µˆi, νˆi)) ∈ Rεiε˜i for i ∈ I ′. Then by
(8), it follows that (δτ (x, µ, ν), δˆτ (xˆ, µˆ, νˆ)) ∈ Rεε˜ .
(c) The other direction can be shown based on the same
reasoning as for part (b) and is therefore omitted.
Remark 2. Disturbance bisimulation is stronger than alternat-
ing ε-approximate bisimulation [1, Def. 9.5]. Given the prelim-
inaries of Thm. 1, each disturbance bisimulation relation Rεiε˜i
is also an alternating ε-approximate bisimulation between Si
and Sˆi. To see this, recall that Xˆj = [Xj ]ηj , so for any xj
there is xˆj s.t. ‖ xj − xˆj ‖ ≤ ηj ≤ εj and vice versa. Also,
Wi =
∏
j∈NI(i)Xj , Wˆi =
∏
j∈NI(i) Xˆj and (6)-(7) implies
that for any wi ∈Wi there exists wˆi ∈ Wˆi (and vice versa) s.t.
e(wi, wˆi) =
∏
j∈NI(i) {‖ xj − xˆj ‖} ≤
∏
j∈NI(i) {εj} = ε˜i.
However, the reverse implication is not true in general.
C. Simultaneous Abstraction
To obtain a sound compositional abstraction method, it
remains to show that the discretization parameters τ , {ηi}i∈I ,
and {ωi}i∈I can be chosen so that there exists a set of param-
eters {εi, ε˜i}i∈I satisfying (7) and Si and Sˆi are disturbance
bisimilar with parameters (εi, ε˜i) for all i ∈ I .
As Wi and Wˆi collect the state trajectories of neighboring
systems and their abstractions, respectively, we see that for
any two signals νi ∈ Wi and νˆi ∈ Wˆi with e(νi(0), νˆi(0)) ≤
ε˜i, the distance between νˆi (constant signal) and νi (time-
varying signal) potentially grows in the inter-sampling period.
To ensure that Si and Sˆi are disturbance bisimilar, we have
to make sure that the effect of this mismatch on the distance
of the trajectories in both systems is small. This is obviously
true if the effect of the disturbance on the dynamics of the
underlying control system is small. This is formalized by the
following assumption.
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Fig. 1. Illustration of the compositional abstraction of a simple network of metric systems using disturbance bisimulation, as formalized in Thm. 1.
Assumption 1. [Growth Bound] Let ({Σi}i∈I ,G, I) be a net-
work of control systems, s.t. each Σi admits a δ-ISS Lyapunov
function Vi. There exist constants {ψi ∈ R>0 | i ∈ I} s.t.
‖ ∏i∈NI(j) {fi(xi, ui, wi)} ‖ ≤ ψj (9)
holds for all j ∈ I , and all xi ∈ Xi, ui ∈ Ui, wi ∈Wi.
If Assump. 1 holds, we call the network ({Σi}i∈I ,G, I)
weakly interconnected. Given the equality
dνi(t)
dt =
∏
j∈NI(i)
{
dxj(t)
dt
}
=
∏
j∈NI(i) {fj(xj , uj , wj)},
it is easy to see that Assump. 1 implies that the mismatch
between νi ∈ Wi and νˆi ∈ Wˆi is bounded, i.e., ‖ νˆi(t) −
νi(t) ‖ − ‖ νˆi(0) − νi(0) ‖ ≤ ψi · t, and therefore, for all
t ∈ [0, τ ], we have
σd,i (‖ νˆi(t)− νi(t) ‖) ≤ σd,i (‖ ε˜i ‖+ ψi · τ) . (10)
This observation will be used to prove our second main
result which shows that Si and Sˆi are disturbance bisimilar
under Assump. 1 and additional constraints on the involved
discretization parameters.
Theorem 2. Let ({Σi}i∈I ,G, I) be a weakly interconnected
network of control systems s.t. each Σi admits a δ-ISS
Lyapunov function Vi satisfying (4). Let ({Si}i∈I ,G, I) and
({Sˆi}i∈I ,G, I) be the induced networks of discrete-time and
abstract metric systems, respectively.
If all local quantization parameters {εi}i∈I , {ε˜i}i∈I ,
{ωi}i∈I and {ηi}i∈I simultaneously fulfill (7), ηi > 0 and
ηi ≤ min
{
γ−1i
(
λ−1i (1− e−λiτ ) [λiαi(εi)− σu,i(ωi)
−σd,i(‖ ε˜i ‖+ ψi · τ)]) , (αi)−1 ◦ αi(εi)
}
, (11)
then the relations
Rεiε˜i =
{
(xi, xˆi) ∈ Xi × Xˆi | Vi(xi, xˆi) ≤ αi(εi)
}
(12)
are disturbance bisimulation relations with parameters (εi, ε˜i)
between Si and Sˆi simultaneously for all i ∈ I .
Before giving the proof of Thm. 2, we remark that for
a given ψi we can select the time sampling parameter τ
sufficiently small so that (11) is satisfied. More precisely, if
λiαi(εi) > σu,i(ωi) + σd,i(‖ ε˜i ‖) we can select τ s.t.
τ <
1
ψi
σ−1d,i [λiαi(εi)− σu,i(ωi)]−
1
ψi
‖ ε˜i ‖
which guarantees the existence of ηi > 0 satisfying (11).
Proof. (of Theorem 2) Note that (11), (2) imply ηi ≤
(αi)
−1 ◦ αi(εi) ≤ (αi)−1(αi(εi)) = εi giving ηi ≤ εi,
hence Rεiε˜i is strict.
(a) By (12), (xi, xˆi) ∈ Rεiε˜i implies Vi(xi, xˆi) ≤ αi(εi).
Using (2) this implies αi(‖xi − xˆi ‖) ≤ αi(εi) and it follows
from αi being a K∞-function that d(xi, xˆi) = ‖xi−xˆi ‖ ≤ εi.
(b) Given a pair (xi, xˆi) ∈ Rεiε˜i , for any µi ∈ U i, observe
that there exists a µˆi ∈ Uˆi s.t. ‖ uµi − uµˆi ‖ ≤ ωi holds. We
pick νi ∈ Wi and νˆi ∈ Wˆi s.t. e(νi(0), νˆi(0)) ≤ ε˜i holds. By
applying transitions x′i ∈ δ(xi, µi, νi) and zi ∈ δˆ(xˆi, µˆi, νˆi)
we observe that there exists xˆ′i ∈ Xˆi s.t. ‖ xˆ′i − zi ‖ ≤ ηi and
hence xˆ′i ∈ δˆ(xˆi, µˆi, νˆi). Now consider derivation3 (17) (p. 8
(top left)) which uses (10) obtained from Assump. 1. Hence
by Eqn. (12), (x′i, xˆ
′
i) ∈ Rεε˜ .
(c) the other direction can be shown based on the same
reasoning as for part (b) and is therefore omitted.
Given this result on simultaneous approximation we still
need to answer when (7) and (11) can be fulfilled simultane-
ously in a network of control systems satisfying Assump. 1.
This brings us to our third main result.
Theorem 3. Let ({Σi}i∈I ,G, I) be a weakly interconnected
network of control systems, s.t. each Σi admits a δ-ISS
Lyapunov function Vi, witnessed by λi, αi, αi, σu,i, and σd,i.
Let I ′ ⊆ I . Suppose that for all i ∈ I ′ there exist K∞ functions
ϑi and constants ci,α ∈ R>0 and ci,σ ∈ R>0 s.t.
1) ∀r ∈ R≥0, αi (r/max {1, |NI′(i)|}) ≥ ci,αϑi(r), and
2) ∀r ∈ R≥0, NI′(i) 6= ∅ ⇒ σd,i(r) ≤ ci,σϑi(r)
and there exists s ∈ R|I′|>0 s.t.
(−A+B)s < 0 (13)
holds, where A ∈ RN×N is a diagonal matrix with A(i, i) =
λi · ci,α and B ∈ RN×N is s.t. B(i, j) = ci,σ if j ∈ NI′(i)
and B(i, j) = 0 otherwise.4 Then there exists a time sampling
parameter τ and sets of local quantization parameters {εi}i∈I ,
{ε˜i}i∈I , {ωi}i∈I , and {ηi}i∈I s.t. (7) and (11) can be satisfied
simultaneously.
Proof. Let s = [ϑi(ε′1) . . . ϑi(ε
′
|I′|)]
T be a satisfying assign-
ment of (13) for some {ε′i}i∈I′ . First, for all i s.t. NI′(i) 6= ∅,
3We omit the index i in (17) for ease of reading.
4Notice that I is irreflexive, so B(i, i) = 0 for all i.
6consider the following derivation:
(−A+B)s < 0⇒ (A−B)s > 0
⇒ λici,αϑi(ε′i)−
∑
j∈NI′ (i) cj,σϑj(ε
′
j) > 0
⇒ λiαi(ε′i/|NI′(i)|)−
∑
j∈NI′ (i) σd,j(ε
′
j) > 0
⇒ λiαi(ε′i/|NI′(i)|)− σd,j
(∑
j∈NI′ (i)(ε
′
j/|NI′(i)|)
)
> 0.
Then by picking εi = ε′i/|NI′(i)|, one can ensure that
λiαi(εi)− σd,j (‖ ε˜i ‖) > 0 (14)
holds for all i with NI′(i) 6= ∅. On the other hand, (14) holds
as well for any i with NI′(i) = ∅ with the choice εi = ε′i and
ε˜i = 0. As a consequence of (14) together with the continuity
assumption on functions σu,i and σd,i, one can find suitable
ηi, τ, ωi ∈ R>0 which satisfy (11).
Thm. 3 gives a generalized version of small-gain like con-
ditions (see [16, p. 217]) for the existence of a solution of the
simultaneous approximation problem. If (13) is unsatisfiable
for all s, then there exists i ∈ N s.t. the i-th row of B
dominates the i-th row of A. Intuitively this means that there
exists at least one system in the network which is too sensitive
to its disturbances. In other words, the system’s own dynamics
are too weak to counteract its disturbances.
Remark 3. The conditions in Thm. 3 can be simplified signif-
icantly if the dynamics of the control systems Σi satisfy some
additional properties: (a) If for all i, σd,i satisfies the triangular
inequality, then Condition (1) in Thm. 3 can be replaced by
the weaker condition ∀r ∈ R≥0, αi (r) ≥ ci,αϑi(r). (b) If
the control systems {Σi}i∈I′ are linear then αi and σd,i are
constants, one can replace ci,α and ci,σ by the constants αi
and σd,i respectively, and use the linear function ϑi(r) = r.
Remark 4. Note that (13) holds if λmax(A−1B) < 1 [17,
Lemma 3.1], where λmax(·) is the maximum eigenvalue. For
a two system network where both systems are connected to
each other s.t. a cycle is formed, the eigenvalues of the matrix
A−1B are given by ±
√
c1,σc2,σ
λ1λ2c1,αc2,α
. Then by setting ci,σ =
di, λi = li and ci,α = 1 for i ∈ {1, 2}, we obtain the inequality
d1d2
l1l2
< 1 as a sufficient condition for (13), which is relatable
to the condition presented in [18, Thm. 2] and [8].
Note that the small gain conditions presented in [8], [17] are
incomparable to the one presented in our paper, because their
small gain conditions appear due to interconnection of ISS
Lyapunov functions (which happen to be the simulation func-
tions used in [8]), whereas our small gain condition appears
due to interconnection of disturbance bisimulation relations
Rεiε˜i which are different from ISS Lyapunov functions.
V. DECENTRALIZED CONTROL
We briefly sketch how our approach leads to a decentralized
controller synthesis method by applying existing abstraction-
based controller synthesis algorithms locally to each compo-
nent of a network.
Let ({Σi}i∈I ,G, I) be a weakly interconnected network
of control systems, and ({Si}i∈I ,G, I) and ({Sˆi}i∈I ,G, I)
the induced networks of discrete-time and abstract metric
systems, respectively, s.t. for all i ∈ I the systems Si and
Sˆi are related via the disturbance bisimulation relation Rεiε˜i
in (12). 5 Consider a set of specifications {ϕi}i∈I s.t. ϕi
is a subset of the desired continuous trajectories. Given this
set, each local controller can be designed in three steps.
First, the specification ϕi is abstracted to its discrete-time and
abstract counterparts ϕi and ϕˆi. Second, a control function
fˆ ci is synthesized for the abstract metric system Sˆi w.r.t.
the specification ϕˆi forming the abstract closed-loop metric
system Sˆci whose trajectories are guaranteed to be contained
in ϕˆi. Third, the closed loop system Sˆci is refined to a discrete-
time closed loop system S
c
i . S
c
i can be interpreted as a
controller for Σi by assuming that both systems run in parallel
and at sampling instances one of the constant input signals of
duration τ which is currently enabled in S
c
i is fed to Σi. We
discuss all steps separately.
Step 2 Given the finite state metric system Sˆi and the
abstract specification ϕˆi, abstract controller synthesis amounts
to computing a function fˆ ci which restricts the available inputs
in every state of Sˆi s.t. the traces generated by Sˆi under this
restriction are in ϕˆi for all possible disturbance signals. As
any finite state metric system can be equivalently interpreted
as a finite automaton, such controllers can be synthesized
by well established techniques from reactive synthesis [5],
[6], whenever ϕˆi is an ω-regular language. The automaton
resulting from Sˆi restricted by fˆ ci is denoted by Sˆ
c
i and models
the abstract closed loop system.
Step 3 Recalling from Rem. 2 that Rεiε˜i is an alternating
ε-approximate bisimulation relation between Si and Sˆi we
can refine Sˆci by defining the time-sampled closed-loop as the
product S
c
i = Si ×Rεiε˜i Sˆci analogous to [1, Def. 11.9].
Step 1 This step ensures that the soundness of step 2 induces
a sound closed loop w.r.t. the continuous dynamics of Σi.
First, the intersampling behavior needs to be taken into account
when constructing ϕi from ϕi. This is done by assuming that
the vector field fi of Σi is bounded, i.e., there exists a constant
χi > 0 s.t. ‖ fi(xi, ui, wi) ‖ ≤ χi holds for any xi ∈ Xi,
ui ∈ Ui, and wi ∈ Wi.6 Given χ > χi and a trajectory ξ of
Si we define the set of trajectories χ-close to ξ by
[ξ]χ = { ξ′ | ∀t ∈ R, n = bt/τ + 1/2c .
||ξ′(t)− ξ(nτ)|| ≤ χ|t− nτ |} , (15)
where b·c is the floor function (largest integer not greater
than its argument). With this we define ϕi = {ξ | [ξ]χ ⊆ ϕi}.
The abstract specification ϕˆi is then given by all abstract
trajectories ξˆ whose ε-envelope is in ϕi, as e.g., in [19], [4].
Soundness As disturbance bisimulations ensure that trajecto-
ries of Si and Sˆi always stay εi-close, the definition of ϕˆi
from ϕi implies that S
c
i indeed only generates trajectories in
ϕi. Given the assumption of a bounded vector field fi, the
5By slightly abusing notation, we assume in this section that Sˆ was
constructed over compact sets X′ ⊂ X and U ′ ⊂ U as discussed in Rem. 1
and is therefore a finite metric system.
6If fi is bounded in this sense, Assump. 1 always holds; ψ in Assump. 1
can always be calculated from a given χ and the maximum derivative of σd
on the compact interval [0, ‖ ε˜ ‖].
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Fig. 2. Network of control systems for N = 3.
construction of ϕi from ϕi furthermore ensures that controlling
Σi via S
c
i only generates continuous trajectories within ϕi.
As control only restricts the behavior of components, distur-
bances stay bounded by ε˜i if a component is replaced by the
closed-loop system synthesized w.r.t. ϕi. Hence, the resulting
network is guaranteed to satisfy ϕ = Πi∈Iϕi due to the prop-
erties of disturbance bisimulations. Interestingly, this implies
that networks for which local disturbance bisimulations and
local abstraction-based controllers exist, strongly satisfy an
assume-guarantee contract where the assumption contains all
possible disturbance trajectories and the guarantee is given by
ϕi (see [20, Thm.2]).
VI. EXAMPLE
Consider the interconnected linear time invariant systems
Σ1,i :
[
x˙1,i
x˙2,i
]
=
[−1 1
−1 −1
] [
x1,i
x2,i
]
+
[
0 0 0
1 0.1 0.1
] u1x2,i−1
x4,i

Σ2,i :
[
x˙3,i
x˙4,i
]
=
[−1 1
−1 −1
] [
x3,i
x4,i
]
+
[
0 0
1 0.3
] [
u2
x2,i
]
where i ∈ [1, N ] and x2,i−1 = 0 for i = 1. The system is
made up of N identical smaller networks in cascade, where
each smaller network consists of Σ1,i and Σ2,i connected in
feedback. An instance of the network consisting of N = 3
such pairs is depicted in Fig. (2).
Suppose the compact state and input spaces of Σ1,i and
Σ2,i considered for the construction of abstract metric sys-
tems are given by X ′1,i = [−3.2, 3.2] × [−3.2, 3.2], X ′2,i =
[−4.2, 4.2] × [−4.2, 4.2], U ′1,i = [−5, 5], and U ′2,i = [−7, 7]
respectively. Each system in the network has reachability and
safety specifications given in LTL as7
ϕ1,i = ♦R1,i ∧B1,i and ϕ2,i = ♦R2,i ∧B2,i, (16)
where R1,i={[x1,i x2,i]T∈X ′1,i | (x1,i − 1.5)2 + x22,i ≤ 1.64}
and R2,i = {[x3,i x4,i]T ∈ X ′2,i | (x3,i + 1.5)2 + x24,i ≤ 1.4}
are ellipsoidal sets of target states, and B1 = X ′1,i \ O
and B2 = X ′2,i \ O are sets of safe states where
O = [−0.3,−0.2] × [−0.8, 0.8] is an obstacle. As a
prerequisite for controller synthesis, both Σ1,i and Σ2,i admit
δ-ISS Lyapunov functions, and we present them together with
their associated parameters in Table I. Given this setup we
discuss two different cases.
N=3 Using the parameters given in Table I it can be verified
that for A, B defined as in Thm. 3, we have λmax(A−1B) =
0.4606 < 1. Then by Remark 4, (13) holds for N = 3. Using
7Recall that ♦ and  denote “eventually” (reachability) and “always”
(safety) operators of linear temporal logic, respectively.
τ = 0.1, ω1 = ω2 = 0.1, ε1 = ε2 = 0.7, and the Lyapunov
functions in Table I, (11) evaluates to 0 < η1,i < 0.0236 and
0 < η2,i < 0.0228. Then by Thm. 2, the abstractions Sˆj,i
are disturbance bisimilar with parameters (εj , ε˜j) to Sj,i for
j ∈ {1, 2}. As stated in Remark 1, we add sink states ssink ,1
and ssink ,2 in the abstractions S1,i and S2,i which represent
the regions R2 \ X ′1,i and R2 \ X ′2,i respectively. Whenever
Σj,i leaves the region X ′j,i, the abstraction Sj,i goes to the
sink state and stays there forever.
Due to the similarity of the subsystems and their spec-
ifications, we only need to solve two synthesis problems;
we synthesize control functions fˆ c1 and fˆ
c
2 for Sˆ1,i and Sˆ2,i
w.r.t. the specifications ϕˆ1,i∧¬ssink ,1 and ϕˆ2,i∧¬ssink ,2,
respectively, for some i ∈ [1, N ]. In this particular case, ϕˆj,i is
the LTL specification in (16) over the εj-deflation of the target
and the εj-inflation of the safe sets. Refining these abstract
controllers as discussed in Sec. V results in a network of closed
loop systems whose simultaneously generated trajectories are
depicted in Fig. 3(a). The simulation was stopped after each
of the systems has fulfilled its reachability objective at least
once. Fig. 3(a) shows that all local closed loops robustly satisfy
their objectives. The abstraction and synthesis algorithms were
implemented using the framework provided by SCOTS [21]
with suitable modifications and was run on an Intel 2.5 GHz i5
processor. For Sˆ1,i and Sˆ2,i local abstractions took 85.4 and
520.4 seconds, respectively, while local controller synthesis
took 21.3 and 64.9 seconds, respectively.
N=100 Now we increase the size of the system to N = 100,
with a total number of 400 state variables. The resultant
continuous trajectories of the network of closed loop systems
are depicted in Fig. 3(b). For clarity of presentation every tra-
jectory was stopped when it first met its reachability objective.
Each subsystem fulfills its specification. Note that N can be
increased to any arbitrarily large value without affecting the
sound behavior of the local controllers for each subsystem.
VII. CONCLUSION
We have presented an extension of the abstraction-based
controller synthesis framework to networks of control systems.
Our approach uses disturbance bisimulation and our results
(i) relate continuous time systems to their discrete abstractions,
(ii) naturally extend from related components to networks
formed from those components, and (iii) allow for decentral-
ized abstraction-based controller synthesis. We have applied
our framework to networks of weakly interconnected, incre-
mentally stable, nonlinear, continuous-time control systems.
Our technical results involve providing conditions for weakly
coupled dynamics which allow bounding the error between the
disturbance trajectories during the inter-sampling periods.
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