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1. Введение
При внедрении в университете рейтинга деятельности профессорско-препо-
давательского состава и структурных подразделений университета, возникает 
задача эффективного анализа данных в процессе аккумулирования сведений об 
их деятельности по утверждённым Учёным советом университета критериям. В 
данном процессе ставится центральная задача в разработке формальных методов 
оценки работы по показателям критериев рейтингования (ПКР).
Заранее предусматривается, что при утверждении каждого критерия для него 
определены показатели и шкала, по которым будет оцениваться работа экспер-
тами. На этапе подготовки исходных данных, создается матрица расстояний 
между ПКР. Входными данными являются множество показателей, определя-
ющие критерии и свойства этих показателей. При математической обработке 
в них выявляются эмпирические закономерности, которые для эффективного 
использования при обработке, представляются в виде так называемой стандар-
тной информации или, по-другому, в виде прямоугольной таблицы «объект-
свойство» размерностью M × N, разделенной еще на К таблиц. Строки таблицы 
«объект-свойство» соответствуют анализируемым показателям, определяющим 
критерий, столбцы – значениям, отображающим свойства этих показателей, а 
каждая таблица объединяет в пределах себя показатели одного класса.
2. Начальный этап
Будем считать, что исходные данные, получены в результате анализа поданной 
информации, заданы в натуральном пространстве. Это означает, что компонен-
ты описаний показателей (т.е. признаки таблицы «объект-свойство») в общем 
случае имеют различный физический смысл, измерены в различных шкалах 
и вообще могут быть несопоставимы между собой по диапазонам значений. 
Иными словами, натуральное пространство признаков существенно неоднород-
но, и непосредственно не допускает введения на нем метрики для формальной 
оценки степени сходства или различия сравниваемых показателей. Поэтому 
натуральную таблицы «объект-свойство» подвергнем нормировке, в результате 
чего приведем ее к стандартному виду, при котором математическое ожидание и 
дисперсия значений каждого признака в стандартной таблицe «объект-свойство» 
равны нулю или единице.
Для оценки с помощью ЭВМ сходства или различия показателей, представлен-
ных в таблицы «объект-свойство», введем формальную меру сходства (различия), 
в терминах которой ЭВМ будет сравнивать показатели между собой. Введение 
такой меры в современных методах обработки эмпирических данных опирается 
на гипотезу компактности. В общем случае гипотеза компактности постулирует 
возможность разбиения большого числа показателей на небольшое число сильно 
различающихся «подмножеств», внутри которых показатели «похожи» в том или 
ином, но объективно существующем отношении.
Описание показателей будем рассматривать как векторы в N-мерном про-
странстве признаков ЕN. Рассмотрим гипотезу компактности, которая утверждает, 
что задача обнаружения и обработки эмпирических данных, как задача обна-
ружения в них эмпирических закономерностей, должна обладать следующими 
двумя принципиальными свойствами:
– должна иметь решение таблицы «объект-свойство»;
– компактности выражаются в том, что точки, отображающиеся в ЕN одного 
класса, расположены в ЕN ближе друг к другу, чем к точкам, отображающимся 
в ЕNобъект исследования другого класса.
Гипотеза компактности в изложенной геометрической постановке позволяет 
нам в наиболее естественной форме ввести меру различия объект исследования, 
как расстояние между точками (векторами), отображающими сравниваемые 
объект исследования в пространстве признаков ЕN [1].При этом в одних и тех 
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же терминах удается сформулировать 
как понятие расстояние D(x1, x2) между 
показателями x̅ 1 и x̅ 2, заданными их 
описаниями, так и понятие расстояния 
от показателя до класса показателей Q:
 D(x, Q) = inf{D(x̅ , y̅  )∀y ∈ Q}, (1)
D(Q1, Q2) = 
= inf{D(x̅ 1, x̅ 2)∀x1 ∈ Q1, x2 ∈ Q2}, (2)
Поскольку все признаки показате-
лей выражены в слабых качественных 
шкалах, в частности шкалах наимено-
ваний и порядка, для сравнения пока-
зателей будем использовать расстояние 
Хемминга:






D x x x x
N =
∑  (3)
в котором различие показателей выра-
жается числом несовпадений свойств 
сравниваемых объектов. Так как в 
случае качественных шкал признаки 
бинарные, т. е. их значения принимают 
только два уровня типа «Да» и «Нет» 
(1 или 0), расстояние Хемминга Dh рав-
но единице для показателей, описание 
одной из которых является отрицанием 
описания другой, т. е. когда все свойс-
тва сравниваемых показателей взаимно 
противоположны. D = 0 для объектов, 
где все свойства совпадают, из числа 
включенных в описание.
Размеры таблицы «объект-свойс-
тво» могут достигать величин в десят-
ки и сотни признаков. Поэтому главной 
задачей прикладного анализа эмпири-
ческих данных является задача сжатия 
содержащейся в таблицe «объект-
свойство» информации эмпирических 
закономерностей. Чем больше массив 
исходных данных удается представить 
в виде существенно меньшего, тем с 
большей вероятностью можно гово-
рить о том, что выявлена некоторая 
закономерность. Сжатие содержа-
щейся в таблицe «объект-свойство» 
информации может достигаться тремя 
основными способами:
• путем группировки объекта в 
классы, близкие в некотором отно-
шении;
• путем группировки признаков в 
сильно связанные агрегаты;
• путем группировки признаков 
в такие агрегаты, которые присущи 
объектам только данного конкретного 
класса и не присущи объектам других 
классов.
При этом первые два способа 
считаются основными, а третий, 
комбинированный, поскольку любая 
таблицы «объект-свойство» допускает 
только две интерпретации: либо как 
распределение признаков в М-мер-
ном пространстве объектов, либо как 
распределение объектa исследования 
в N-мерном пространстве признаков. 
В нашей работе будем интерпретиро-
вать таблицы «объект-свойство», как 
распределение признаков в М-мерном 
пространстве объектов.
Для этого будем использовать 
матрицу расстояний М × М, где М – 
число показателей в исходной таблицы 
«объект-свойство». Ее элементами 
будут выступать расстояния от каждого 
показателя, вычисленные по исходной 
таблице «объект-свойство» при помо-
щи уже описанной формулы Хемминга 
Dh(xi, xj) i, j = {1, 2, …, M}.
Задача агрегирования элементов 
произвольной природы занимает одно 
из центральных мест в прикладном 
анализе эмпирических данных.
3. Агрегирования показателей
Решением задачи агрегирования 
показателей является такое разбиение 
множеств показателей на непересека-
ющиеся подмножества (блоки, агре-
гаты, классы), в которых содержатся 
только сходные, близкие друг другу 
в некотором объективно существую-
щем отношении показатели. Если под 
элементами будем понимать признаки 
показателей, то в данной задаче в ка-
честве исходных данных используется 
корреляционная матрица, а в качестве 
решения будет выступать перечень 
агрегатов, т. е. перечень групп, силь-
но коррелирующих друг с другом 
признаков. Поскольку в нашей задаче 
под элементами понимаются сами 
показатели, то в задаче агрегирования 
в качестве исходных данных исполь-
зуется матрица близостей, а в качестве 
решения выступает перечень классов, 
т. е. перечень групп показателей, при-
мыкающих друг к другу в пространс-
тве признаков [2].
В математической постановке за-
дача агрегирования формируется как 
задача диагонализации матрицы свя-
зей, под которой понимается матрица 
близостей.
Содержательно диагонализация 
матрицы связей означает такую пере-
становку ее строк и столбцов, чтобы 
в результате вдоль главной диагонали 
матрицы связей образовывались блоки – 
квадратные подматрицы, в которых 
значения (уровни) связей между эле-
ментами были бы по возможности 
наибольшими, а вне этих блоков – на-
именьшими.
Решение задачи диагонализации 
матрицы связей базируется на двух 
основных подходах: эвристическом и 
вариационном.
Эвристический подход, в рамках 
которого точная, в математическом 
смысле, постановка задачи отсутству-
ет, формирует методы агрегирования 
по аналогии и на основе человеческих 
представлений о процедуре и качестве 
разбиения элементов на блоки.
При вариационном подходе в ме-
тоде решения задачи агрегирования 
сохраняется только второй аспект 
эвристического подхода: задается 
(выбирается) некоторый функционал 
качества разбиения элементов на 
блоки, причем такой, чтобы лучшему, 
в интуитивном понимании, варианту 
агрегирования элементов соответст- 
вовало бы экстремальное значение 
функционала качества. Тогда задача 
диагонализации матрицы связей сво-
дится к задаче формирования (констру-
ирования) такой процедуры последова-
тельной перегруппировки элементов 
в блоках, в результате работы которой 
достигается экстремум функционала 
качества, поэтому вариационный под-
ход определяется непосредственно как 
оптимизационный.
Поскольку вариационный подход в 
отличие от эвристического позволяет 
найти глобальный минимум, то именно 
его будем применять в задаче агреги-
рования показателей.
Агрегирование показателей осу-
ществляется при помощи оптими-
зационного алгоритма «краб» [3]. 
Этот алгоритм предназначен для 
агрегирования элементов, заданных 
матрицей расстояний между ними и 
является результатом формализации 
некоторых человеческих представле-
ний о качестве разбиения элементов 
исходного множества. Его работа 
состоит из двух этапов. На первом 
этапе осуществляется объединение 
элементов друг с другом. Для этого 
строится кратчайший незамкнутый 
путь или минимальное остовое дерево, 
представляющее собой взвешенный 
граф без петель, вершинами которого 
являются агрегированные элементы, а 
ребра проведены между ближайшими 
относительно друг друга элементами. 
В результате кратчайший незамкнутый 
путь соединяет все элементы исходно-
го множества, и при этом сумма длин, 
входящих в кратчайший незамкнутый 
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путь ребер, минимальна. Построением 
кратчайшeго незамкнутoго пути закан-
чивается первый этап работы нашего 
алгоритма.
На втором этапе работы алгоритм 
последовательно разрезает ребра крат-
чайшего незамкнутого пути, начиная 
с самого большого, и вычисляет для 
каждого разрезания значение функ-
ционала качества, получаемого при 
данном разрезании разбиения элемен-
тов исходного множества. Процесс 
разрезания прекращается, и алгоритм 
завершает работу, когда значение фун-
кционала качества, пройдя максимум, 
снова начнет уменьшаться.
Первое предпочтение формализует-
ся при помощи оценки средней длины 
внутренних ребер подмножества, 
что образует величину общeй меры 
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где rig –  длина i-го ребра в g-м под-
множестве,
 Mg –  число элементов, агрегируе-
мых в g-ом подмножестве.
Второе предпочтение формализует-
ся при помощи оценки средней длины 
ребер, соединяющих подмножество в 
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где dg –  длина ребра в кратчайшeм неза-
мкнутoм пути между g-м и (g-1) 
подмножествами. При этом, чем 
больше расстояниe между подмно-
жествами, тем больше D.
Третье предпочтение формали-
зуется при помощи оценки среднего 















где rmin –  наименьшее из примыкающих к 
dg ребер g-го и (g-1)-го подмно-
жеств.
Четвертое предпочтение формали-
зуется при помощи оценки равномер-
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которое изменяется в диапазоне от 
нуля до единицы.
Качество разбиения элементов на 
подмножества в алгоритме оценивается 
функционалом вида L = Ln(DH / GR), 
при помощи которого формализу-
ются человеческие представления о 
качестве разбиения и агрегирования 
элементов.
В итоге была проведена оптимиза-
ция показателей, воздействующих на 
критерий. Теперь нам необходимо оп-
ределить степень воздействия каждого 
показателя на критерии. Учитывая, что 
постановка задачи связана с большой 
неопределенностью, необходимо при-
бегнуть к методу экспертных оценок.
4. Экспертиза
Выбор методики экспертизы вы-
текает из самой задачи. Количество 





( ) ,Z p VK E=
 (8)
где Z(p) – аргумент интервала вероятности,
 V – коэффициент вариации,
 Е – относительная ошибка выбора.
Из выражения (8) следует, что ко-
личество экспертов – K должно быть 
тем больше, чем согласованность их 
мнений (больше коэффициент вари-
ации и выше требования к точности 
оценок (меньше ошибок)), а также, 
чем больше вероятность Р, с которой 
гарантируется выполнение. Поэтому 
в практике экспертного опроса коли-
чество экспертов зависит от конкрет-
ных условий. Обработку полученных 
результатов целесообразно провести 
в три этапа.
Первый этап связан с ранжиро-
ванием экспертов, т.е. с выявлением 
степени доверия к высказываемым ими 
мнениям. На втором этапе с учетом 
весовых коэффициентов экспертов 
оценивается значимость той или иной 
характеристики. На третьем выявляет-
ся вопрос о степени согласованности 
мнений экспертной группы. Если 
мнения экспертов не согласованы, то 
предлагается увеличить количество 
экспертов.
На первом этапе производится 
ранжирование экспертов по степени 
авторитетности их суждений. Необхо-
димо провести расчет весовых коэф-
фициентов на основе квалификации, а 
также их специализации и знакомства 
с проблемами. Названные степени 
воздействия показателей на критерий 
выражаются коэффициентами, кото-
рые в виде некоторой функциональной 
зависимости определяют искомый 
коэффициент эксперта. Упомянутую 
зависимость будем строить в виде 
мультипликативной либо аддитивной 
взвеси:
 , 1, ,Эi ki ci зiK K K K i n= ⋅ ⋅ =  (9)
где KЭi –  весовой коэффициент i-го экс-
перта,
 Kki – коэффициент его квалификации,
 Kci – коэффициент его специализации,
 Kзi –  коэффициент его знакомства с 
проблемой,
 n –  число экспертов.
Первый из коэффициентов опреде-
ляется по формальному признаку, два 
оставшихся путем самооценки.
Для облегчения работы экспертов 
предлагается оценивать степень воз-
действия показателей на критерий в 
виде рангового ряда, где меньшему 
числу соответствует большая степень 
влияния [5]. После введения ранговых 
весов происходит их обработка – по-
лучение обратных величин исходным 
ранговым коэффициентам
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где Kзij –  ранговый коэффициент знакомст-
ва i-го эксперта степени воздейс-
твия показателей на критерий,
 n – число экспертов,
 m –  количество показателей на кри-
терий.
Далее коэффициенты подвергаются 
операции нормирования с целью пре-














взвешивания нарушает условие норми-
рования коэффициентов, что требует 
вторичную нормализацию. Причем, в 
отличие от предыдущих шагов, норми-
рование необходимо выполнить не по 













где KДзij –  нормированный коэффициент 
i-го эксперта по j-ой показателю,
 Kзij – денормированный коэффициент. 
Только после этого окажется воз-
можным сравнивать одноименные 
оценки различных экспертов. В итоге, 
получаем так называемые дифферен-




Статистика и математические методы в экономике
Задача второго этапа состоит в 
определении весовых коэффици-
ентов показателей, показывающих 
их «важность». Причем в отличие 
от задачи ранжирования экспертов, 
интерес представляют лишь интег-
ральные коэффициенты, по которым 
можно судить о степени внимания 
к тем или иным показателям. Этот 
факт является главным в определе-
нии схемы обработки экспертных 
данных, которую условно можно 
представить в виде совокупности 
следующих шагов:
– приведение ранговых оценок к 
нормированным коэффициентам;




– получение интегральных норми-
рованных оценок.
Первый шаг выполняется по тем же 
правилам, что и обработка коэффици-
ентов знакомства экспертов. Сначала 
находятся преобразованные коэф-
фициенты и далее они подвергаются 
операции нормирования по столбцам.
Второй шаг:
 , { }, 1, ,Дoij Hij ЭijK K K i n j m= ⋅ ∈ =  (13)
где Koij –  взвешенный весовой коэффици-
ент j-го объекта полученный на 
основе i-го эксперта,
 KДЭij –  дифференциальный весовой ко-
эффициент j-го эксперта по i-ой 
подсистеме.
Третий шаг связан с дифферен-
цированием взглядов экспертов на 
важность ранжированных объектов с 
учетом их компетенции. Нормировка 





































На третьем этапе проверяется со-
гласованность мнений экспертов при 
помощи дисперсий, коэффициентов 
вариации. Для этого полученные 
оценки необходимо рассматривать как 
выборку случайных величин. Оценку 
степени согласования экспертов целе-
сообразно выполнить по результатам 
определения возможной степени 
воздействия показателей на критерий. 
Уровень согласованности считается 
высоким, если v ≤ 0,33.
Найдем вариант с наибольшим зна-
чением результата, т.е. целью выбора 
является maxei. Таким образом, выбор 
оптимального варианта производится 
с помощью критерия
 0 0 0 0{ | max },i i i iiE E E E e e∈ ∧ =  (16)
Чтобы прийти к однозначному 
и по возможности наиболее выгод-
нoму варианту, введем оценочные 
(целевые) функции (16). При этом 
матрица решений ||eij|| сводится к 
одному столбцу. Каждому варианту 
Ei приписывается, таким образом, 
некоторый результат ei2, характеризу-
ющий, в частности, все последствия 
этого решения. Процедуру выбора 
представляем по аналогии с приме-
нением критерия (14). Наилучший 
результат ei2 имеет вид:
 2max max(min max ),i ij ijji i je e e= +  (17)
Для формирования результата бу-
дем исходить из требований выбора 
(14).
Возникает необходимость приме-
нения минимаксного критерия Вальда:
 2max max(min ),i ijji ie e=  (18)
при
 2max ,MM iiZ e=  (19)
и
 2 min ,i ijje e=  (20) 
справедливо соотношение:
 0 0 0 0{ | maxmin },i i i ijjiE E E E e e= ∈ ∧ =  (21)
где Zmm –  одиночная функция минимак-
сного критерия. 
Правило выбора решения в соот-
ветствии с минимаксным критериeм 
интерпретируется следующим обра-
зом:
Матрица решений ||eij|| дополняется 
еще одним столбцом из наименьших 
результатов eij каждой строки. Далее 
выбираются те варианты Ei2, в строках 
которых стоят наибольшие значения ei2 
этого столбца.
5. Заключение
Благодаря данной методике мы 
провели оптимизацию показателей, 
выявили из них основные, что позво-
лит оперировать уже этими данными 
как знаниями. Представленный фор-
мальный метод оценки ПКР позволит 
в дальнейшем принимать решение по 
оценке уже самих критериев. Реше-
ние проблемы оценки ПКР сведено к 
классической задаче выбора и приня-
тия решения. Показанную математи-
ческую модель, можно реализовать 
в виде программного алгоритма, 
который позволит связать между со-
бой количественные характеристики 
показателей критериев, измеренныe 
в различных шкалах, с интуитивным 
представлением о них.
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