Abstract-Sparsely distributed sensors or sparse arrays can be associated with high positional accuracy and capability for large area surveillance. This paper shows, both through simulations and with real measurement data, that sparse sensor systems can be used to accomplish high-performance underwater surveillance. The paper focuses on measurement setups with several passive single hydrophones placed hundreds of meters apart in a water depth of dozen of meters. By such a setup, a sound source is more likely to move inside the array, and thus near-field processing can be considered. The sensor pairs will also be located in different directions in relation to the sound source. These two prerequisites give the possibilities to high spatial resolution. Images of the coherent sound activity for different sensor pairs are formed, and every sensor pair map is summarized into a resulting map. In this way, an arbitrary number of sound sources of a target can be resolved. Good correlation results are shown even when the sound sources are at the same distance as the baseline of the sensor pairs. This is achieved by Doppler compensating for target movement and also by whitening of the cross spectra. The analyses of the measurements also show that baseline-dependent bandwidth can improve the results. In this paper, it is indicated from experimental data that two propeller sound sources could be resolved, and in another measurement setup, the engine could be separated from the propellers.
I. INTRODUCTION
A N increased interest in systems of sparsely distributed sensors or sparse arrays for surveillance has been seen in recent years. This is due to better computational capabilities and also the use of the global positioning system (GPS) that has given new opportunities to synchronize between different groups of sensors.
With sensor pairs in different directions and at different ranges, passive systems provide an opportunity to detect, classify, and even identify a target's speed and direction without being revealed to the target.
There have been many publications in the field of passive multistatic radar in recent years [1] . In radar applications, the large sparse array will add the capability to detect and measure localization with very high accuracy. In many ways, this can lead to a paradigm shift. One example is in the case of tracking and antiair missile guidance [2] . In underwater acoustics, the increased processing capabilities have led to large sparse arrays that can observe all targets in the near-field of the array just by backprojecting the measurement data. Backprojection of data is commonly used for far-field applications in matched-field processing and time reversal acoustics. Within these techniques models of the environment are used. For near-field applications, as in this paper, the advantage is that no models of the environment have to be considered since the travel path is much shorter and thereby less complicated. Backprojection with one assumed speed of sound of the whole volume can be used.
Within a sparse array, the sound source is also registered from different angles. With sensor pairs in different directions and at different ranges, images of several sound sources can be formed. No assumptions about the number of sound sources, their location (near-or far-field), the size of the sound source, or complicated environmental models have to be taken into account. The only parameters that need to be found are the speed and direction.
There are, however, very few publications on underwater sparse arrays in the field of passive acoustical applications, and even fewer papers concerning passive imaging of moving continuous sources in the near-field. In the field of passive acoustical applications, sparse arrays have been used for localization of transients in different applications. For seismology applications, a multistatic system localized and imaged transients in [3] . In [4] , clicks from sperm whales were localized by five arrays consisting of five sensors each spread several kilometers apart in the water and situated at a depth of up to one kilometer.
To the best of our knowledge, no paper concerning imaging of broadband moving sound sources has been published. In [5] , however, imaging of an underground nonmoving source with transients in a frequency range of 5-50 Hz, using only two line arrays, was discussed. Furthermore, in [6] , simulated broadband nonmoving continuous sound sources were imaged, and a comparison of results from four different methods was given. An image was defined as a comparison between predicted and measured time lags projected into a map consisting of the horizontal plane around the array. Results from the paper indicated that the time-of-arrival difference (TOAD) method, which is similar to the solution presented in this paper, gave the best results for high signal-to-noise ratios (SNRs).
0364-9059/$26.00 © 2011 IEEE In applications of sparse arrays with many hydrophones, [7] is the most similar publication in comparison to the work presented in this paper. In [7] , moving broadband targets were localized by 16 hydrophones in a sparse array. The paper focused mainly on localization and used a time-of-arrival method for single targets. No generating of images was done. The advantage of imaging instead of time-of-arrival methods is that no assumptions about the number of sound sources or their location have to be considered.
Thus, to our knowledge, no publications concerning imaging of broadband moving sound sources exist.
In this paper, a method for imaging moving continuous broadband sound sources within a scattered sensor array is demonstrated. The image is defined as backprojected pairwise coherence over an area in the water volume, where different sensor pairs record different sides of the sound sources.
By using filtered and weighted correlation results from all sensor pairs, the image quality of the sound source can be improved significantly. In this paper, we use an integration time such that the synthetic aperture formed by the target's motion is small. However, thanks to the large amount of sensors and the measuring speed and direction, the 3-D speed and direction can be found with the help of the overdetermined equation system. In this way, it could be possible to increase the integration time by increasing the compensation for the range walk or range bending (Doppler changes) in the signals. This is associated with passive synthetic aperture sonar, and a larger resolution in all dimensions could be found. The higher resolution for each sensor leads to higher resolution and better quality in the final image. This image can be used as an instrument for detection, localization, classification, and identification.
By placing sensors over the entire surveillance area, the system gets closer to the target under observation, and complicated propagation condition effects, typical for those in shallow waters, lessen. The disadvantage of this is that the received signals then become more dissimilar to each other and thereby the coherence is decreased.
In a previous work [8] , real measurements from three different baselines were used. Despite a decreased coherence due to a larger separation distance, smaller positioning errors for the larger baselines (30 m), when compared to the small one (0.5 m), were found. It should be noted that this was the case even though no compensation for the Doppler shifts between the sensors connected to the large baselines was made. Also, the broadside case was used where the highest Doppler shifts occur. If an end-fire case had been used instead, even larger position errors for the smaller baselines would have been found.
The propagation characteristics in underwater acoustics are complicated and associated with multipath, reverberation, and changing sound speed throughout the water volume [9] . This will in turn also decrease the coherence. By using the generalized cross-correlation function (GCC) [10] weighted by the phase alignment transform (PHAT) [10] , all frequencies are given the same influence, and the coherence can thus be increased.
In sparse arrays, the same sound source is measured from different directions through different paths. This leads to a suppression of the multipath effects.
In sparse arrays, the hydrophone measured signals for the whole system can contain different sounds from the same target. The vessel sound is different depending on which direction it travels in. With the help of a sparse array, all sources may be detected and imaged.
If the sound source is moving, the signals also get compressed or spread in time due to Doppler. For normal linear arrays, the Doppler shift is essentially identical all over the aperture. In sparse arrays, however, this is not the case, and as the integration time increases, the Doppler has to be compensated in each sensor correlation. By compensating for Doppler, the coherence is improved and more sensor pairs can then contribute to the image.
In this paper, we have used target speed as determined by the help of a GPS instead of estimated from measurement data. The main focus of this paper is on the evaluation of the method and therefore no Doppler estimation is considered.
With high SNR of the signals, Doppler can directly be estimated from the data, and this is also one of the advantages of a spatially large sensor system. Another advantage of the system is that Doppler also discriminates against sound sources that travel at other speeds than that of the target.
II. SIGNAL MODEL

Let
be the signal emitted from a target sound source. The received signal at hydrophone at measurement time can then be modeled as (1) where is the propagation time from target to hydrophone , is the signal compression or widening connected to the movement of the sound source, and is uncorrelated noise. The projected velocity to each sensor and its connected Doppler will, in a sparse array, be very different, resulting in separate compression ratios for each sensor.
In a scattered array, the sensors have different positions, and a target will therefore likely maneuver inside the lattice of the array. This means that the array elements may cover up to 360 of the target. In the scattered array, different sensor pairs will be situated in different directions in relation to the sound source. The opening angle for the sensor pair with the baseline (distance between sensors) in comparison to the sound source is defined as shown in Fig. 1 .
In a passive system with a sparsed array, large values of the angle will limit the coherence in the sound field between the two measurement points. This is not considered in (1) but is discussed in Section IV-E, where different bandwidths are chosen to suit the opening angle of each sensor pair.
A. Doppler Effects
If a sound source is moving to or from a sensor, it causes the received signal to become either decompressed or compressed in time. This means that the frequency shifts as a sound moves away from a sensor, and there will be a decrease in frequency. If the sound source moves closer, there will be an increase in frequency. In a scattered sensor system, this can be used to estimate the velocity and moving direction. For setups with only large baselines and signals of low SNR, blind hypotheses have to be tested until detection can be made. However, with high SNR of the signals, Doppler can directly be estimated from the data, and this is also one of the great advantages of a spatially large sensor system. It is also necessary to compensate for the Doppler effect when correlating different sensor pairs to increase the peak-to-noise ratio.
In [7] , Doppler is found using the ambiguity function and is valid when acceleration is negligible. To show how the ambiguity function can be used to find the Doppler, and thereby the direction and speed, Fig. 2 plots the result of this function from our own data set. A clear maximum is seen for a Doppler correction of 0.015% of compared with at the pairwise delay 3.42 s. The ideal values given from simulation of the same setup are nearly identical ( 0.015%, 3.5 s). The work in this paper focuses on an imaging process, so pre-known speed is therefore used in the process. The following preprocessing is performed to transform all the sensor signals to zero Doppler: (2) where is considered to be uncorrelated noise and is the transfer function to get back to zero Doppler. If no compensation for Doppler is done, it results in a decreased coherence. As increases, the coherence between two sensors decreases. This was illustrated in [8] , where the magnitude squared coherence, without Doppler compensation, is shown for different sizes of baselines and thereby for different Doppler. Another potential of a sparse large array, where large Doppler can be found, is that Doppler discriminates against sound sources with other speeds than that of the target.
III. MEASUREMENT DATA
A. Measurement Setup
In this paper, we present and analyze results from two different measurement campaigns with two different measurement setups and three different measurements. The measurement setups and target properties are given in Tables I and II For the two first measurements, 1A and 1B, the same target is used. However, the target-to-sensor distance is generally bigger than the baseline in 1A, while in 1B, the baseline is bigger than the distance. In measurement 1A, the target is far away from the coastline, while in 1B, the coastline is 150 m on the opposite side of the target in comparison to the sensor network. In measurements 1A and 1B, the target is moving with a speed of 2.5 m/s, while in measurement 2, the target is not moving. According to Tables I and II, the target in measurement 2 is very small in comparison to the target in measurement 1. Note that the bottom condition with rocks in setup 1 gives stronger bottom reflection than in setup 2 where the bottom is covered with mud, as is shown in Table I . During the experiment, the positions Table I and target properties are given in Table II. of sensors and targets were measured with a differential global positioning system (DGPS) which gives a deviation of 0.5-5 m.
B. Target Sound
Frequency spectra of the received signals in setup 1 are shown in Figs. 5 and 6, and in Fig. 7 , only an estimate of the frequency spectrum of one sensor is shown for setup 2, because the sensor signals were not satisfactorily calibrated in this experiment. However, this absolute calibration error is not important for the final result, since PHAT weighting of the GCC will normalize all frequencies resulting in an amplitude equal to one in the frequency plane. The frequency spectra in Figs. 5 and 6 are from the same target and therefore the spectra are similar. They decay in both setups as the frequency increases. However, Table I and target properties are given in Table II. there is a broad peak at 10 kHz for measurement 1A in comparison to 1B. A reasonable explanation for the peak in 1A could be that the stern of the target is sensed by several sensors and in this way the noise from the cavitation of the two propellers is registered.
In spectra for measurement 1B, there is an indication that tonal components (higher levels in 1-9 kHz) are registered from the target. This can also can be confirmed by the sound files. In measurement 1B, the engine sound could clearly be heard, while in measurement 1A, the engine could not be heard. The maximum bandwidth of 12 kHz will be used for both setups, and the effective bandwidth is analyzed in Section IV-E.
IV. IMAGING
The sensors and targets are placed in 3-D space. In this paper, for the sake of convenience, the images are processed for one depth (surface), which results in a 2-D image. This is also consistent with the two surface vessels used as targets in the measurements. An image is defined as the pairwise coherence projected over the area of interest.
A. Cross Correlation
In this work, we use the GCC function between two sensor signals and , where
and is the cross spectra and is a weighting function. If the broadband signal contains dominant frequency components, as in Figs. 5-7, this can cause spatial aliasing. A weighting function is used to manipulate the importance of the different frequencies. The PHAT-weighting function [10] takes away effects from dominant tones by weighting all frequencies equally. for the PHAT weighting is given by (4) As described in Section IV-E, the coherence depends on the bandwidth used, and to compensate for that, a filter function is used. The total overall weight is then defined as (5) In some measurements, the peak of the GCC function is negative. Negative dips near a peak could, for example, be caused by a sound source that is beneath the surface. By using the envelope of , the negative peaks are turned positive, and a broader peak of is given. This is favorable for low-resolution images and is also more robust against sensor position errors, as described in Section IV-D. We call this noncoherent processing, and it is defined as (6) where is the Hilbert transform of and is implemented as in [11] .
B. Image Discretization
The area where an image is formed is divided into volumes in which the cross-correlation sample is backprojected. The time delay in each correlation is given by (7) where is the speed of sound, and and are the sensor positions. In (7), we have approximated the sound speed as constant for all positions within the volume. This is a good approximation for our three measurements as shown in Section IV-C. However, in a general case, positions calculated from the time delay have to consider different sound speeds in different areas of the water volume. This is especially true for areas at a greater distance from the sensors.
The cubic image or map is formed as (8) where is the number of the sensor pair.
The sampling in time of the signal gives the discretization in the spatial domain. The indexation of the different discretizations is given from each sensor pair bandwidth given in Section IV-E.
Between two sensors, the time delay is associated with a hyperboloid of possible target positions in three dimensions (when is projected into the spatial domain). In Fig. 8 , a 2-D example of the spatial domain is shown. Based on the Nyqvist criteria, the maximum 2-D discretization , for the global coordinate system was formed in [12] . In Fig. 9 , the 2-D projection of a hyperboloid (given from a certain ) to a plane given by a sensor-dependent coordinate and dark red is . Fig. 9 . Discretization for a sensor pair (yellow dots) is connected to a hyperbola in the coordinate system with the origin of the coordinates in the middle between the two sensors. Coordinate system is the global coordinate system for all sensors with its origin at an arbitrary point which can be different from the local coordinate systems. system and at height is shown. The sensor-dependent coordinate system has a unit vector in the direction of the baseline, and is given to be orthogonal to and . We have then assumed that the global -direction is orthogonal to the baseline, which is approximately the case for our measurement setup. However, this is easily changed for any setup, though the equations will be a little bit more complicated. These equations will give us an approximate estimate of the discretization in the global coordinate system as shown in Fig. 9 and given by (9) (10) where is the distance between the two discretized hyperbolas at the point . is the rotation angle between the coordinate system and . The rotation angle is the angle between and .
is the unity vector of . As a consequence of (9) and (10), the sampling distance decreases as the target-to-sensor distance increases in comparison to the baseline. This relation can be used to save computational load but is not investigated in this paper.
C. Sound Propagation
The cross correlation is transformed into positions through the sound speed. Therefore, the true sound speed is very important. During the experiment, the true sound speed was measured for different depths. In measurement 1, the measured sound-speed profile showed almost constant speed of sound with depth, 1421 m/s. However, in measurement 2, a more complicated sound-speed profile was found (Fig. 10) .
In this case, the decreasing sound speed with depth causes the sound rays to bend downwards toward the bottom [9] . To calculate the effect of the sound propagation, a ray tracing model [13] was used according to (11) where is the sound speed, is the depth of the sound source, and is the initial angle of ray from the sound source ( is perpendicular to ). In the calculations, we used a model of based on 11 nonequidistant cubic splines. Propagation delays calculated from the model with bending rays were compared with straight rays calculated by a sound speed of 1485 m/s for measurement setup 2. The differences in measurement 2 were only a number of centimeters as shown in Table III . Since the estimate of the sensor position has lower accuracy than the difference presented in Table III , the soundspeed profile was not taken into account. A fixed sound speed of 1485 m/s is therefore used in measurement 2.
Multipath is not considered to be a problem within the sensor network. Each sensor pair registers a different multipath and those will average out in the image, unlike the true sound source that will add coherently from the contributions of each sensor pair. 
D. Sensor Position Accuracy
The systems described in this paper give high resolution and accuracy. In the near-field, even 3-D resolution can be found. However, near-field processing is sensitive to errors of the sensor positions.
Since each sensor pair map is projected on top of each other, it is important that each peak from in the map intersects with the others at the correct positions. Otherwise, the cross correlations will not add together coherently. This is very important since the peak in the cross-correlation function is close to the sinc function if a boxcar filter is used. Negative dips will contribute destructively in the image.
If the positions of the sensors are incorrect, this will cause a situation where the target will be unfocused and smeared, as described in Fig. 11 . This will lead to a decreased detection capability and loss in image quality.
In this case, noncoherent processing as described in Section IV-A can be used to eliminate some of these effects caused by small sensor displacement. If permitted by the sound substance, another solution is to use a lower bandwidth. However, this will lead to reduced performance.
A certain error in the sensor position will cause a cross-correlation pulse (a certain time delay in a sensor pair) and its corresponding hyperbola in space to move within the same size as the error of the sensor position. From Fig. 8 , we can also see that hyperbolas given from maximum time delays in a sensor pair (end fire of a sensor pair in relation to sound source) correspond to a wider area and will be drawn by a fatter line than hyperbolas drawn for zero delay (broadside sensor pairs). From this, it can also be concluded that broadside sensor pairs are more sensitive to sensor position errors. The height resolution is also better for TABLE IV  SETUP 1A, CALCULATED FROM (13) end-fire sensor pairs which is important since the sound source point is focused at the right depth only. This gives the system better resolution in the near-field, but it then demands that the sensor positions be known more precisely. This leads to the conclusion that errors in the sensor positions are more likely to give unfocused images in the near-field than in the far-field.
E. Sensor Pair Bandwidth
Since all possible combinations of sensor pairs are used, it is important to choose a bandwidth that suits the baseline of the sensor pair.
Despite the fact that the target has a certain bandwidth, there is also a geometric-dependent effective bandwidth. It is especially important to choose a proper bandwidth to improve the coherence since we use GCC-PHAT which weights all frequencies, within the sensors bandwidth, equally.
To get the geometric effective bandwidth, we assume that a sound source has an extension . At wavelength , the sound source will have a main lobe width approximately given by . This is a known relation in wave physics, and it is valid in the far-field of the sound source and when is larger than . If the two sensors with a separation are in the main lobe of the sound source, the minimum wavelength has to be (12) where is the distance between the sensors and the target. If we assume that is approximately the same for all sensor pairs, the maximum frequency for pair is given by (13) where is the smallest sensor pair baseline and is the maximum frequency used in the analysis. In this equation, no assumptions about the position or size of the sound source have to be considered to find a suitable bandwidth. In setup 1A, the distance from the sensor pairs to the target is approximately the same. Thus, (13) is chosen for this case. In Table IV , the bandwidth for each sensor pair is shown.
In Fig. 12 , the quality of using Table IV is plotted to be compared to different fixed bandwidths (the same for all sensor pairs). The quality of , is measured as where is the maximum value of and is the standard deviation of . In measurements 1B and 2, the opening angles are extreme, and the approximation is not valid. For these measurements, a fixed (the same for all sensor pair) bandwidth is used instead. In Figs. 13 and 14 , results from different fixed bandwidths are shown. From the figures, it is concluded that the bandwidth 4 kHz in setup 1B gives higher quality for the sensor pairs generally, and for setup 2, 12 kHz is generally better.
V. MODEL AND METHOD IN APPLICATION
This section demonstrates the application of the proposed method by using data from the three measurements. The section is divided into four parts, where the first part describes how the image processing is conducted, and the three following parts show the results for each measurement. 
A. Image Processing
In this paper, we present the results in six different processing steps to show the effects from the proposed algorithms. The processing steps illustrate the performance of the algorithms for the measurement setups in the shallow waters. Measurement data for one moment in time are used and compared to simulations.
Step 1) Overview: A large unfocused image of the experimental area is shown for low frequencies up to 4 kHz with no Doppler adjustment. This image is used to show that there no spatial aliasing in the area. Noncoherent filtering that is associated with a wider correlation peak is used as described in Section IV-A.
Step 2) Zoom: In this step, a zoomed image of the target is shown. A larger bandwidth is used in comparison to
Step 1, since the volume elements are smaller. Noncoherent processing is used, and no Doppler adjustment is performed. Step 3) Doppler: This image is Doppler adjusted with the pregiven Doppler, calculated from the GPS onboard the ship. More sensor pairs can then contribute to the image, and the image becomes more focused. Step 4) Coherent processing: In this step, both coherent processing and Doppler adjustment is used in the processing. Coherent processing gives a higher resolution in the image of the sound sources, if the sensors are placed at the preassumed positions. It also increases the SNR.
Step 5) Baseline-dependent bandwidth: For this image, the sensor pair-dependent bandwidths as described in Section IV-E are used to get better correlation results. This step is done for setup 1A only. 
B. Results From Setup 1A
For setup 1A, the target is passing at a distance 100 m from the sensors. The course of the target is such that it is facing some sensor pairs with its stern. As seen in Fig. 12 , the cross correlation is clearly separated from the surrounding noise. The target can be detected in all different steps suggested in Section V-A. Even the two propellers at the target, spaced 4 m apart, can be separated in Step 5, which is seen in Fig. 16(f) . This figure also agrees with the simulated image in Fig. 16(g) .
Step 1) Overview: A rough estimate of the target position can clearly be seen in the overview map in Fig. 15 (a).
Step 2) Zoom: Fig. 15(d) is zoomed in, according to the darker area in Fig. 15(a) . The image is blurry due to the incorrect Doppler.
Step 3) Doppler: In this step, Doppler compensation is done, and by comparing Fig. 15(d) and (g), it is confirmed that adjustment of Doppler in the sensor signals gives a more focused image.
Step 4) Coherent processing: Coherent processing gives higher resolution. The sound source in setup 1A can be seen with higher accuracy in Fig. 16(b) than if only Doppler adjustment is used as in Fig. 16 (c).
Step 5) Baseline-dependent bandwidth: By applying the baseline-dependent bandwidth, the target's two sound sources can be separated, as seen in Fig. 16(f) . This clearly indicates that sparse arrays can separate targets in the range direction using mainly low frequencies. This is consistent with the higher correlation peaks as shown in Section IV-E.
Step 6) Comparison with simulation: In Fig. 16(g) , a simulation of setup 1A with two moving sound sources is shown. Processing is conducted as in Fig. 16(f) . The simulation image is similar to the image in Fig. 16(f) . The possibility of imaging the two sound sources is thereby verified by simulation.
C. Results From Setup 1B
The target is the same as in setup 1A. In this case, however, the target is in another position very close and is observed from the side. The two propellers, spaced 4 m apart, can be assumed to be seen as one larger sound source. The envelope in Fig. 16(b) gives the best result. This probably arises from nonaccurate sensor positions, which also is indicated in the overview image (the most distinct hyperbolas are crossed in several points). Another interpretation is that this setup is more complicated than the others, with a decreasing depth behind the vessel resulting in a coastline of stones 200 m from the vessel.
By noncoherent processing, two sound sources at the target can be seen in the image. In this setup, 1B in comparison to the others 1A and 1C, the sound from the engine can be detected by the human ear in the recorded sound files from the most closely placed sensors. Therefore, we think it is very likely that the target's engine and the propeller sound are resolved in the image. This is also indicated in the spectrum (Fig. 7 ) of this measurement, since tones of low frequencies are higher in this measurement than in the spectra of measurement 1A.
Step 1) Overview: In Fig. 15(b) , we can clearly see that a rough position estimate of the target is harder to get for this setup in comparison to setup 1A. This may be due to uncompensated Doppler, inaccurate sensor positions, or the effect of several sound sources causing several intersection points.
Step 2) Zoom: In Fig. 15(e) , the map is zoomed in according to the GPS. In this case, little coherent sound is seen, but still no Doppler or bandwidth adjustment is done. A diffuse image of the target is seen in Fig. 15 (e).
Step 3) Doppler: Adjustment of Doppler in the sensor signals gives a much more focused image of the target in Fig. 15 (h). Two crossing points are shown which may be caused by inaccurate positioning of the sensors. However, a more reasonable explanation is that the two strong points or energy levels in the map could be an indication that the engine as well as the propellers can be imaged and resolved. As mentioned in Section III-B, the engine is clearly heard in the closest sensor signals for this setup.
Step 4) Coherent processing: By using coherent processing, a more accurate image of the sound source can be found, if the sensor positions are known exactly. This is not the case for this setup, and the processing is very sensitive to small errors in the sensor positions. Lower frequencies create a broader peak in the cross-correlation function, and destructive effects from the errors of the sensor positions as described in Section IV-B in the map are seen in this image [ Fig. 16(d) ]. The noncoherent processing is therefore crucial for this measurement setup.
Step 5) Baseline-dependent bandwidth: Since the opening angle is very large in this case, no baseline-dependent filtering is done for this setup.
Step 6) Comparison with simulation: In Fig. 16(h) , simulation of two point-like sound sources is shown. Noncoherent processing is conducted as in Fig. 16(b) . The choice of noncoherent processing is due to the position error of the sensors. The simulation image Fig. 16(h) is very similar to the measurement in Fig. 16(b) . This indicates that two sound sources are resolved in the target.
D. Results From Setup 2
Step 1) Overview: For this measurement, a focused target is already seen in Fig. 15(c) , since the target is nonmoving and small.
Step 2) Zoom: In Fig. 15(d) , the map is zoomed in and the bandwidth used is 12 kHz. One sound source is clearly seen. It is, however, a bit smeared most likely due to the noncoherent processing.
Step 3) Doppler: This step is not evaluated since the target is not moving.
Step 4) Coherent processing: With coherent processing, a much more focused point is seen in Fig. 16(e) . The sound source is now displayed in a slightly different place. The difference may arise from the differences in the noncoherent and coherent signal processing. Yet it is shown that good accuracy of the sensor positions is necessary for near-field targets. In one measurement, the target was closer than the size of the sensor baselines. Positions near the sensors are much more sensitive to sensor position errors. By using a noncoherent approach, these effects can be lessened, and an image of the sound source can still be found.
The results from the measurement setups showed that the target could be imaged by the proposed method in setup 1A, where a larger target is located at a distance comparable to the size of the sensor baselines. The two propellers at the target could be resolved in the image with high focus and resolution. In setup 1A, coherent processing was found to give the best result.
The noncoherent processing was necessary for the near-field setup 1B. The cause is that the larger target passed very close to some sensors, mainly end-fire pairs and many of these sensor baselines were much bigger than sensor-to-target distance. For this setup, it was found that one of the propellers and the engine of the target could be resolved.
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