Abstract-The two-user Multiple Access Channel (MAC) with cooperative encoders and Channel State Information (CSI) is considered where two different scenarios are investigated: A twouser MAC with common message (MACCM) and a two-user MAC with conferencing encoders (MACCE). For both situations, the two cases where the CSI is known to the encoders either noncausally or causally are studied. Achievable rate regions are established for both discrete memoryless channels and Gaussian channels with additive interference. The achievable rate regions derived for the Gaussian models with additive interference known non-causally to the encoders are shown to coincide with the capacity region of the same channel with no interference. Therefore, the capacity region for such channels is established.
I. INTRODUCTION
HE Multiple Access Channel (MAC) is a communication system in which a number of transmitters send information to a receiver. In a MAC, the transmitters may also cooperate with each other by exchanging information. The MAC with correlated sources was first investigated in [1] wherein the capacity region of the discrete two-user MAC with cooperative encoders via common information was established. In fact, it was shown that the superposition encoding technique achieves the capacity region. The two-user Gaussian MAC with common message (MACCM) was studied in [2] (also see [3] for recent developments). In another scenario, the transmitters exchange information via conferencing. The two-user MAC with conferencing encoders (MACCE) was first introduced by Willems [4] . In this system, two transmitters are connected by communication links of finite capacity, allowing the encoders to communicate over noise-free bit pipes of the given capacity. The capacity region of the discrete two-user MACCE was determined in [4] , and the Gaussian model was studied in [5] .
Channels with Channel State Information (CSI) available at the transmitter were studied initially by Shannon [6] , where he characterized the capacity of a single-user channel with CSI causally known to the transmitter. The capacity of the singleuser channel with CSI in which the transmitter has access to the CSI non-causally was determined in [7] . In 1983 [8] , Costa considered the Gaussian counterpart of the single-user channel with non-causal CSI, i.e. a Gaussian channel with additive interference noise which is known non-causally to the transmitter. Costa showed that for this system coined "writing on dirty paper", the capacity is the same as when there is no interference, i.e., the additive interference known non-causally to the transmitter has no penalty on the capacity. The multiuser channels with causal and non-causal CSI were also studied in several papers [9] [10] [11] [12] ; specially, the two-user MAC with causal and non-causal CSI was studied in [9, 12] . Recently, the two-user MAC with CSI and with partially cooperating encoders where cooperation is utilized to generate empirical state coordination between the encoders as well as to share information about the private messages of the users, has been studied in [13] . Also, the Gaussian MACCE with two independent additive interferences has been studied [14] wherein the author has established the capacity region to within a constant gap. Costa's result for dirty paper channel was also generalized to some multiuser systems; specifically, the same result was established for the two-user MAC [15, 16] , for the broadcast channel and the relay channel [16] , for the relay broadcast channel [17] and for the two-user MACCE [5] .
In this paper, we investigate the two-user MAC with cooperative encoders and with CSI. Two different situations are considered: A two-user MACCM and a two-user MACCE. For both situations, we study the two cases where the CSI is known to the encoders either non-causally or causally. The decoder is assumed to have no access to the CSI. It should be noted that unlike [13] , in our model for the MACCE with CSI both encoders have access to the same CSI (perfect CSI). Hence, cooperation is only utilized to share information about the private messages of the users and indeed for this purpose a conferencing is held between the two encoders before the transmission begins. We establish achievable rate regions for the discrete memoryless channels and the Gaussian channels with additive interference modeled as the channel state.
Furthermore, we show that the achievable rate regions derived for the Gaussian models with additive interference known non-causally to both transmitters coincide with the capacity region of the underlying channel with no interference, therefore yielding the capacity region for these important cases. Our capacity results for the Gaussian MAC with cooperative encoders and with additive interference known non-causally to both encoders, generalize the previous known results for the two-user multiple access Costa's type channel, i.e. the two-user MAC without common message [14, 15] , the two-user MACCE [5] , and the-two-user MAC with degraded message sets [18] .
The rest of the paper is organized as follows: Channel models and definitions are given in Section II. The main results are stated in Section III, where the two-user MACCM with CSI is studied in Section III-A, and the two-user MACCE with CSI is studied in Section III-B. Finally, the paper is concluded in Section IV.
II. CHANNEL MODELS AND DEFINITIONS
In this paper, the following notations are used: Random variables (r.v.) are denoted by capital letters (e.g. ) and lower case letters are used to show their realization (e.g. In this paper, we study the two-user MAC with cooperative encoders and with CSI where two different cases are considered:
A) The two-user MACCM with CSI: In this network scenario each encoder sends a private message over the channel and both encoders cooperate to transmit a common message. Fig. 1 illustrates the channel. Encoding and decoding: For the two-user MACCM with CSI in Fig.1 . :
which estimates the messages , , as: , , . The rate of the code is the triple , , . The average error probability of decoding is given by:
, ,
A triple of non-negative numbers , , is said to be achievable for the two-user MACCM with CSI if for every 0 and for all sufficiently large, there exists a lengthcode , , such that . The capacity region of the channel is the closure of all achievable rates.
We also investigate the two-user Gaussian MACCM in the presence of additive interference known non-causally or causally to the transmitters. The channel is defined as follows: is Additive White Gaussian Noise (AWGN) with zero mean and variance , which is independent of . Encoding and decoding for the Gaussian channel in (2) is defined similar to the discrete channel model. Also, an average power constraint is imposed on the codewords of each encoder, and the encoder is subject to an average power constraint , i.e.,
B) The two-user MACCE with CSI: In this network scenario, two private messages are transmitted over the channel by two cooperative encoders which have been connected to each other by links of finite capacities and . Each encoder cooperates with the other encoder by holding a conference before the transmission begins. Fig. 2 illustrates the channel.
Encoding and decoding:
For the two-user MACCE with CSI in Fig. 2, a length- ; the decoder function . for both causal and noncausal CSI is defined as the MACCM. The rate of the code is the pair , . The definitions of the error probability of the code and also the capacity region for the two-user MACCE with CSI are similar to the MACCM and are omitted. The two-user Gaussian MACCE with additive interference is also defined by (2) with the power constraints (3), where the encoding/decoding and the conferencing schemes for this channel are defined in the same way as the discrete model which are omitted.
In the next section, we state our main results for the channel models defined here.
III. MAIN RESULTS

III-A) The two-user MACCM with CSI:
In this section, we state and prove our main results for the two-user MACCM with CSI. We first consider the discrete memoryless channel, and then we will consider the Gaussian model.
In the following, we establish achievable rate regions for the discrete channels with non-causal and causal CSI:
Theorem 1 (Discrete MACCM): Consider the two-user discrete memoryless MACCM with CSI:
I) For the case where the CSI is known non-causally to both transmitters, the following rate region is achievable: , , , where . , 1,2, is an arbitrary deterministic function.
II)
For the case where the CSI is known causally to both transmitters, the following rate region is achievable: , , , where . , 1,2, is an arbitrary deterministic function.
Proof of Theorem 1:
Part I) Refer to [20] .
Part II) The expression of the achievable rate region given by (6) for the channel with causal CSI can be interpreted as a special case of Part I, where , , are independent of . Indeed, for coding with causal CSI since , , are independent of , the encoding scheme does not include binning. At each transmitter, the common message and the private message are encoded in a superposition fashion, such that the common message is encoded using a codeword constructed based on and served as the cloud center, and the private message is encoded using a codeword constructed based on | | , 1,2, and served as the satellite. The transmitter , 1,2, then sends , , over the channel. A jointly typical decoding scheme is also used at the receiver. ■ Now, we deal with the Gaussian MACCM defined by (2) . It is worth noting that the Gaussian channels with additive interference known non-causally to the transmitters, is usually called the "dirty paper channels" [8] . In the next theorem, we prove that the capacity region of the dirty paper MACCM is the same as the clean MACCM wherein the interference (known noise) does not exist. In many situations the transmitters have access to the interference sequence causally. These channels sometimes are called "dirty tape channels" [21] . The capacity of the single-user dirty tape channel is still an open problem; however, achievable rates were established for this channel in [21] and [22] . Recently, in [23] achievable rate regions were established for the multiuser dirty tape channels. In the following, we use the same approach as in [23] and obtain an achievable rate region for the two-user dirty tape MACCM.
Note that, we proved the rate regions given in (4) and (6) for the discrete channel model with non-causal and casual CSI, respectively; however, one can exploit these results to obtain achievable rate regions for the Gaussian setting in (2). Thus, we have the following theorem: Theorem 2 (Gaussian MACCM): Consider the two-user Gaussian MACCM with additive interference (2) . Denote log 1 , and 1 .
I)
For the case where the additive interference is known non-causally to both transmitters the capacity region is the same as the capacity when there is no interference and is given by: 0 , , 
Remarks:
1. By setting 0 and 0 in the rate region given by (8) , we obtain the capacity region of the two-user Gaussian MAC with degraded message sets and with additive interference known non-causally to both transmitters [18] . 2. By setting 0 and 1 in the rate region given by (8), we obtain the capacity region of the two-user Gaussian MAC without common message with additive interference known non-causally to both transmitters [14] , [15] .
Proof of Theorem 2:
Part I) To prove Part I, we exploit the achievable rate region (4). Let , , be three independent Gaussian distributed r.v.'s with zero mean and unit variance. Also, assume that , , are independent of the Gaussian interference . Let 0,1 , 1,2, be two arbitrary real numbers. Define the r.v.'s , , , , as follows: 
11
Proof of Lemma 1: Refer to [20] . Now by substituting the r.v.'s. , , , , as defined in (10) in the rate region (4), and using the equalities (11), we obtain the achievability of (8) . Furthermore, the rate region of (8) is the capacity region when there is no interference [3, 18] ; hence it is also an upper bound on the capacity. In fact, the rate region (8) is the capacity when the CSI, i.e., the additive interference , is also known at the receiver.
Part II) To obtain the achievability of (9), we make use of Part II of Theorem 1 and also the approach of [23] . Let , , be three independent Gaussian distributed r.v.'s with zero mean and unit variance. Also, assume that , , are independent of the Gaussian interference . Let also 0,1 and , , 1,2, be arbitrary real numbers.
Define the r.v.'s , as follows:
12 By substituting the r.v.'s , , , , in the rate region (6), we obtain the achievability of (9) . In fact to achieve the rate region (9) the encoder , 1,2, expends a part of its power, i.e., , for partly cleaning the interference from the channel and uses the rest of it, i.e., , to transmit its private message and also the common message. This completes the proof. ■
III-B) The two-user MACCE with CSI:
Now consider the two-user MACCE with CSI. We first establish achievable rate regions for the discrete memoryless channels with non-causal and causal CSI and then extend the results to the Gaussian channels with additive interference.
Theorem 3 (Discrete MACCE): Consider the two-user discrete memoryless MACCM with CSI:
I) For the case where the CSI is known non-causally to both transmitters, the following rate region is achievable: 
Proof of Theorem 3:
Part I) To prove the achievability of (13) (5) . Now, the achievability of the rate region (13) for the channel with conferencing encoders is readily obtained from (15) by considering , and , . Part II) Similar to Part I the achievability of (14) is obtained using the Willems' approach [4] to transform the channel with conferencing encoders to a channel with common message, where the consequence of Part II of Theorem 1 is also applied. The details will be omitted. ■ Now, consider the two-user Gaussian MACCE (2) . As mentioned before, in [5] the capacity region of this channel for the case in which the interference is known non-causally to both transmitters was established, where it was shown that the known interference could be canceled without any rate penalty. In the following, we present an alternative proof for this result where we directly apply the result of Part I of Theorem 3 and utilize a similar approach to the derivation of Part I of Theorem 2. We also establish an achievable rate region for the situation in which the transmitters have access to the interference causally.
Theorem 4 (Gaussian MACCE):
Consider the two-user Gaussian MACCE with additive interference (2) . Denote log 1 , and 1 .
I)
For the case where the additive interference is known non-causally to both transmitters, the capacity region is the same as the capacity when there is no interference and is given by:
II) For the case where the additive interference is known causally to both transmitters the following rate region is achievable:
where .
Proof of Theorem 4:
Part I) The direct part is derived by substituting the r.v.'s , , , , defined by (10) in the rate region given by (13) . Note that the mutual information functions and the joint p.d.f. of the r.v.'s appeared in the rate region (13) are exactly the same as the rate region (4). Therefore, the consequence of Lemma 1 can be directly applied here. For the converse part it should be noted that the rate region of (16) is the capacity region when there is no interference [5] ; hence, it is also an upper bound for the capacity. In fact, the rate region (16) is the capacity when the receiver is also informed of the CSI, i.e., the additive interference . Part II) The achievability of (17) is obtained using the achievable rate region (14) derived for the channel with causal CSI, where the distribution of the r.v.'s is chosen as in Part II of Theorem 2. ■ In Fig. 3 
IV. CONCLUSION
This paper investigates the two-user MAC with cooperative encoders and CSI from an information theoretic point of view, where two different situations are considered: A two-user MACCM and A two-user MACCE. For both situations, the two cases where the CSI is known to the encoders either noncausally or causally are studied. Achievable rate regions are established for the discrete memoryless channels and also the Gaussian channels with additive interference. The achievable rate regions derived for the Gaussian models with additive interference known non-causally to the encoders are shown to coincide with the capacity region of the same channel with no interference, therefore yielding the capacity region for these important cases. The extension of the results to the channels with partial CSI at the encoders would be an interesting next step.
