In this paper, we discuss rotation number on the invariant curve of a one parameter family of outer billiard tables. Given a convex polygon η, we can construct an outer billiard table T by cutting out a fixed area A from the interior of η. T is piece-wise hyperbolic and the polygon η is an invariant curve of T under the billiard map φ. We will show that, if β ∈ η is a periodic point under φ with rational rotation number τ = p q
Introduction
In mid 1990s, Gutkin and Knill [5] considered a one parameter family of inner billiard tables which have an equilateral triangle as a common caustic (The billiard tables can be constructed geometrically by the string construction, where the length l of the string is the parameter). The family of circle homeomorphisms obtained by restricting the billiard map to the canonical invariant circles gives a family of associated rotation numbers with parameter l. They proved that the rotation number τ (l), as a function of l, is a devil's staircase function. This means that, in this one parameter family of tables, there does not exist one consisting solely of periodic points. For a concise introductory treatment of rotation numbers, I refer the readers to [7] . However, this phenomenon is not universal. In 1988, Innami [6] already gave descriptions of a family of smooth inner billiard tables that consist only of 3-periodic points. In 2006, Baryshnikov and Zharnitsky [1] also studied inner billiard with full one parameter family of periodic orbits. They showed that there exist billiard tables which consist only of periodic points but have no elliptic boundaries.
In this article we study a related problem on outer billiard systems. Introductory treatments on outer billiards can be found in [2, 4, 8] .
Let D be an outer billiard table and C an invariant curve of the outer billiard map φ. Let x be a point on C and y its image φ(x). It is known that the area bounded by the segment xy and the invariant curve C is constant for all x ∈ C. In other words, D can be recovered from C as an envelope of segments of constant area ( see [8] for more details ). Now we construct the outer billiard tables by cutting a fixed area from a convex polygon. It is known that the area construction results in a piecewise hyperbolic table, which has the original polygon as its invariant curve.
For a simple example we start with the square P 1 P 2 P 3 P 4 as shown in Figure 1 . We label the vertices and sides as the figure suggests. The resulted table is a symmetric piecewise hyperbolic "square". In 2006, Genin [3] studied precisely this one parameter family of tables, and showed that the orbits inside the square invariant curve have chaotic behaviours. Figure 1 Recall that given a circular homeomorphism f :
It is known that F is unique up to adding integer constants. The rotation number τ of the map f is defined as:
The following facts about rotation number are due to Poincaré. [7] [Fact 1] Let f : S 1 → S 1 and F : R → R be as above , then the limit defined above exists for all x ∈ R.
[Fact 2] Let f : X → X be a homeomorphism, where X is homeomorphic to a circle by h :
In particular, the rotation number is independent of the choice of the starting point. The area construction from an arbitrary convex polygon η gives a self-map φ a : η → η, which in turn yields a circular homeomorphism f a : S 1 → S 1 . In the rest of the article we will not distinguish f a from φ a . Denote its associated rotation number by τ (a), as a function of area (a = 2A, where A is the area cut off). Our main result is that τ (a) as a function of a is a devil's staircase function.
It is known that the rotation number τ is increasing at points a when τ (a) is irrational and is constant at points a if τ (a) is rational, as long as not all points are periodic under outer billiard map φ a (in which case, the circular map is conjugate to a rotation) [7] . Therefore, it suffices to prove that no n th iteration (φ a ) n is identity on the polygonal invariant curve.
Main Theorem
Consider a generic convex polygon η = P 1 P 2 ...P n . Vertices and sides of the polygon are labelled as in Figure 2 . We follow the area construction to obtain a table for which η is an invariant curve. Let τ (A) = p q ∈ Q and let O = β 0 β 1 ...β q be a corresponding q-periodic orbit, where β q = β 0 . We know that τ −1 ( Our goal is to prove that no q th iteration φ We shall prove the theorem in the remaining part of this section. First we assume O does not contain any vertex of η. We will need to be slightly more careful if there are some P j ∈ O but most arguments still apply.
Consider the area cutting line l i defined as the line containing segment β i β i+1 . Since η is convex, l i intersects η at exactly two points, β i and β i+1 . Let the sides containing β i and β i+1 be l i1 and l i2 respectively. Further assume that l i1 and l i2 are not parallel, so they intersect at some point Q i , which clearly does not lie on l i . l i divides the plane R 2 into two open half planes. Let A i be the part of interior of η that is cut off from the area construction. It is important that we always cut area less than half of the area enclosed by η, so S(A i ) = A < Note that the definition of P i1 and P i2 varies for different l i , so the sub-index i is necessary to distinguish the division for each line l i . Since Q i / ∈ l i , then either Q i ∈ P i1 or Q i ∈ P i2 . We say that the line l i is good if
We say σ(l i ) = σ(β i β i+1 ) = 0 if the two sides that l i intersects are parallel. Figure 4 illustrates the definitions. 
Proof. l i intersects with two sides β i Q i and β i+1 Q i , where Q i is the intersection of the two sides as defined above. As Figure 5 illustrates, Q i ∈ P i2 . Since the area cut off is strictly less than a half, we know that β i+2 ∈ P i2 , and the area A i+1 cut off from the line l i+1 is also in part P i2 . Thus A i+1 ⊂ P i2 . The new intersection Q i+1 , if exists, necessarily lies on β i+1 Q i . Thus we know σ(l i+1 ) = 1 if and only if Q i+1 lies on the right hand side of β i+1 , i.e., Q i+1 ∈ P i2 ; σ(l i+1 ) = −1 if and only if Q i+1 ∈ P i1 ; and if Q i+1 does not exist, then σ(l i+1 ) = 0.
Assume for contradiction that σ(l i+1 ) = 1. First assume σ(l i+1 ) = −1, so Q i+1 ∈ P i1 . Since η is convex, by elementary geometry we know that η is contained in the triangular wedge ∠Q i+1 Q i β i and ∠Q i Q i+1 β i+2 . So η ∈ Q i+1 Q i Q where Q in the intersection of Q i β i and Q i+1 β i+2 , as illustrated in Figure 5 . Figure 5 This is a contradiction since η contains points that lie on the left hand side of β i on the extension of Q i β i . So σ(l i+1 ) = −1. If σ(l i+1 ) = 0, then we get a similar contradiction based on geometric argument.
The proof of the second part of the lemma uses a similar argument, going in the opposite direction from l i .
Back to our q-periodic orbit O = β 0 β 1 ...β q on η. As illustrated in Figure 6 , we define a sequence of lengths a 1 , b 1 , a 2 , b 2 , ..., a l , b l as the following: we start from the point β 0 , find the smallest index i 1 , 0 ≤ i 1 ≤ q, such that β i1 and β i1+1 are not on parallel sides. Define a 1 to be the length from β i1 to the vertex to its right (here by right I mean the adjacent vertex in counterclockwise orientation), i.e., if β i1 is on side s, s ∈ {1, 2, ..., n}, then a 1 is the length between β i and P s+1 (whenever the subscripts exceed n, we reduce mod n). Define b 1 to be the length between β i1+1 and the vertex to its left, so if β i1+1 is on side s , then b 1 = β i1+1 P s . Now if we extend sides s and s , they necessarily intersect at some point Q i1 . Let the length Q i1 P s+1 be d 1 and the length Q i1 P s be d 1 . Note that P s+1 , P s , Q i could coincide, in which case
Next, we start from the point β i1+1 and repeat the process above to define a 2 , b 2 , ..., a l , b l . We also define the intersections Q i1 , Q i2 , ..., Q i l and lengths
There exists a constant c k such that a k+1 + b k = c k regardless of whether l i k is good or not.
Proof. We prove the special case when k = 1. Denote the area of a polygon ξ by S(ξ). As Figure 6 indicate below, if l i1 = β i1 β i1+1 is good, then
Thus the product (
is a constant. The proof of the case when l i1 is bad is similar, as shown in Figure 6 . We know that if σ(β i1 β i1+1 ) = ±1, then b 1 + a 2 = P s P s +1 = constant. If σ(β i1 β i1+1 ) = 0, the last assertion still holds with a different constant. This is direct from the definitions of a i and b i .
If σ(β i k β i k +1 ) = 1, we set c k to be c 0 ; otherwise we set c k to be c 0 . Therefore, the first part of lemma 2.
, where the sign in the equation depends on the sign of σ(β i k β i k +1 ).
Figure 6
We skip all the points that map to a parallel side in the definitions above, so we are only concerned with are those l i such that σ(l i ) = 0. We define a continuous deformation of the orbit O = β 0 β 1 ...β q by moving β 0 with constant unit velocity. So each a i (t) is a continuous function of t. Lemma 2.3 guarantees thatȧ k+1 = −ḃ k . The reason of defining such deformation will become clear.
Following the discussion above we prove the following lemma:
. Differentiate both sides and replace −ḃ k witḣ a k+1 we getȧ
, we obtain the desired result.
Argument for the case when σ(β i k β i k +1 ) = −1 is identical. In this caseȧ
Lemma 2.4 also tells us that, if we move a 1 forward, all a i move forward, i.e., ifȧ 1 > 0, theṅ a i > 0 ∀i = {1, 2, ...q}. Similarly, ifȧ 1 < 0, then allȧ i < 0.
We already know that if σ(β i k β i k +1 ) = −1, then σ(β i k +1 β i k +2 ) = 1. Next lemma gives a stronger statement based on the results above.
Lemma 2.5.
Assume σ(β i k β i k +1 ) = −1 for some k. Let the orbit admit a deformation to the forward direction,
The equality holds if and only if β i k +2 is on the same side of η as β i k .
Proof. We know that σ(β i k β i k +1 ) = −1 and σ(β i k +1 β i k +2 ) = 1, as shown in the Figure 7 . From our definition,
, the side β i k +2 intersects the side s = P s P s +1 at some point Q i k+1 . Since this intersection is "good", i.e., σ(β i k +1 β i k +2 ) = 1, we know that the point Q i k+1 lies on the P i k 2 side of β i k +1 (to the right hand side of β i k +1 in Figure 7) . From our definitions, we know that
Since η is convex, Q i k+1 has to lie between points Q i k and β i k +1 , which are both on the line
, where the equality holds if and only if Q i k coincides with Q i k+1 , i.e., β i k and β i k +2 are on the same sides of η.
We know that, for any i,ȧ i > 0, soȧ
From the discussion above, it is clear that the equality holds precisely when β i k +2 is on the same side of η as β i k .
Now we are ready to prove the main result, namely that η does not contain a non-empty open interval on which all points are q-periodic.
Proof of Theorem 2.1.
Retain our definitions of a 1 , b 1 , a 2 , b 2 , ..., a l , b l , the corresponding points β i1 , β i2 , ..., β i l , the intersections Q i1 , Q i2 , ..., Q i l and lengths
The existence of a neighbourhood of β 0 where φ q is identity implies that the deformation velocitẏ a l =ȧ 1 at a 1 (0). The latter statement implieṡ
There are two possible cases.
(1). Assume for all β i k β i k +1 , k = 1, 2, ..., l, σ(β i k β i k+1 ) = 1. Then by lemma 2.4,
where c 1 , c 2 , ..., c l are constants. This implies
where c is a constant. Taking logarithm we get
and since d k is fixed, this implies
This is a contradiction since we know that all the numerators in the sum are greater than 0 or less than 0 simultaneously, while each denominator is always greater than 0. So (1) is not possible. (2) . There is some k such that σ(β i k β i k +1 ) = −1.
In this case,ȧ
where c is a constant. Therefore,
Without loss of generality, assume i k = 0, i.e., σ(β 0 β 1 ) = −1 where β 0 is the starting point for the q-periodic orbit. We know σ(β 1 β 2 ) = σ(β q−1 β 0 ) = 1 from lemma 2.2 and 2.3. Now consider the ordered collection of segments
Lemma 2.2 and 2.3 tell us that whenever we have σ(
Thus we can pair up such segments β i k β i k +1 and β i k +1 β i k +2 , since the segments before and after β i k β i k +1 have positive signs, and the last segment in the collection, which is necessarily β q−1 β 0 , also has positive sign. For each pair β i k β i k +1 and β i k +1 β i k +2 , we know thatȧ
The segments that are not paired in the collection S necessarily have positive signs, so the terms related to those segments are the positive terms in the sum
If not all segments in S are paired up as above, then
and this leads to contradiction. Now assume all segments are paired up, so l is even and the signs of the segments in S alternate
and the equality holds if and only if all β i k and β i k +2 = β i k+2 are on the same side of η. This leads to the conclusion that β i1 , β i3 , β i5 , ..., β i l−1 are all on the same side as β i1 . Furthermore, since the area we cut off from η is strictly less than a half of the total area, the points β i1 , β i3 , β i5 , ..., β i l−1 are ordered as listed on the line with no points coinciding with the other. This suggests that β i l+1 does not coincide with β i1 , which is clearly a contradiction. So the theorem is proved.
In the proof of theorem 2.1 we assumed that O does not contain any corner of η. Now we finish the proof of the main theorem by showing that the result holds when O does contain corners. We can argue by contradiction. Assume that O touches some corners p k1 , ..., p km of η and the q th iteration of the billiard map is locally identity. Without loss of generality, let β 0 = p k1 , so there is an open neighbourhood J 0 of β 0 such that the q th iteration map is identity. Since the orbit has finite period q, there exists some β 0 ∈ J 0 such that β 0 also leads a q-periodic orbit O (since β 0 ∈ J 0 ) and the new orbit O does not contain corners. (We just need to perturb the orbit slightly). This contradicts theorem 2.1 that we just proved. This finishes the proof of our main theorem stated in the beginning of the article.
Therefore, by the discussion in part 1 and the main theorem , we obtain: Theorem 2.6. The rotation number of the circular homeomorphism induced from the area construction of any convex polygon is always a devil's staircase function of the area parameter.
We then have an interesting corollary, compared to results by Innami [6] and Baryshnikov / Zharnitsky [1] . Corollary 2.7. A circular map induced from area construction of any convex polygon cannot consist solely of periodic points. That is to say, considering a convex polygonal invariant curve and a piecewise hyperbolic table resulted from the area construction, the convex polygonal invariant curve contains non-periodic points under the corresponding outer billiard map.
Remark 2.8. Finally we remark that, for our result to hold, the area used in the area construction need not to be fixed. We could consider a generalized map defined on sides of polygons (locally). We still use the area construction, but instead of cutting off area A, we cut off areas A 1 , A 2 , ..., A q each time in our construction to define a sequence of q + 1 points γ 0 , ..., γ q where γ 0 = γ q . We call this orbit a fake periodic orbit. Then locally we can define "billiard map" on a small interval around γ 0 , by the area construction of cutting area A i to obtain γ i . Then the methods we use to prove the main theorem still apply and we conclude that the q th iteration of the"billiard map " in this case cannot be identity on the interval. Now we present several numerically generated graphs of the devil's staircase functions. Figure 8 shows the simplest case, where the polygon is a square. Consider the following setup: given an ordered collection of lines l 1 , l 2 , ..., l n , not necessarily distinct, in Euclidian plane R 2 , define a series of functions f k : l k → l k+1 , k = 1, ..., n, with n + 1 set to be 1. Each function is given by the associated area construction map between two consecutive lines l k , l k+1 . This map is essentially a map from RP 1 → RP 1 , sending ∞ ∈ l k to the intersection l k ∩ l k+1 = I k of the two lines, and I k ∈ l k to ∞ ∈ l k+1 .
We ask the following questions: does there exist such a collection of ordered lines with the defined maps f 1 , ..., f n such that f n • f n−1 • ... • f 1 = identity? Is the convex property of the polygon η essential for theorem 2.1 to hold? We ask for the most broad generalization possible.
The answer to the first question is yes, here we present two simple examples that satisfy the requirements.
Figure 12
First consider a collection of three ordered lines l 1 , l 2 , l 3 that are not concurrent, as shown in Figure 12 . η 1 , η 2 , η 3 are the three intersections of the three lines respectively, M 1 ∈ l 1 , M 2 ∈ l 2 , and M 3 ∈ l 3 . Let M 1 η 2 = η 2 η 3 , M 3 η 2 = η 2 η 1 while M 2 is the midpoint of η 1 η 2 . We define three maps f 1 , f 2 , f 3 from area construction on consecutive lines by cutting the whole area of the enclosed triangle η 1 η 2 η 3 . Proposition 3.1. For the collection of l 1 , l 2 , l 3 and maps f 1 , f 2 , f 3 defined above, f 3 • f 2 • f 1 : l 1 → l 1 is identity.
Proof. We give each of the three lines Euclidean coordinates. It does not matter where we set the origins to be. We claim each map f i is a Möbius transformation on the coordinates of the lines. The area construction guarantees that M i η i+2 · M i+1 η i+2 = constant. Thus M i+1 η i+2 = constant/M i η i+2 , which is indeed a Möbius transformation when we use the defined coordinates. The composition f 3 • f 2 • f 1 is therefore also a Möbius transformation, so we only need to prove that it fixes three distinct points to show it is identity.
First consider ∞ ∈ l 1 . We have f 1 (∞) = η 3 , f 2 (η 3 ) = η 2 by cutting the area of the triangle, and f 3 (η 2 ) = ∞ ∈ l 1 .
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