We consider the problem of determining the monic integer transfinite diameter
Introduction
Let I ⊂ R be a closed interval of length less than 4 and M n [x] be the set of monic polynomials of degree n with integer coefficients. We define the monic integer transfinite diameter t M (I) of I to be the quantity 
Here, p n I = sup x∈I |p n (x)| is the supremum norm of the polynomial p n (x). The problem of determining the monic integer transfinite diameter was first tackled by Borwein, Pinner and Pritsker in [3] . Their techniques were further developed by Hare and Smyth in [4] . The problem is intimately connected to the problem of determining t Z (I), the integer transfinite diameter, where the condition that the polynomials be monic is removed. Interestingly, removing this condition makes the problem much harder, as no exact values of t Z (I) are known, but t M (I) can be computed explicitly in some cases.
The following lemma is an essential tool in doing so:
be an irreducible polynomial with a d > 1 and all roots in the closed interval I ⊂ R of finite length. Further, assume that p n (x) ∈ M n [x]. Then
The proof of this essentially classical result can be found in [3] or [4] and will be omitted here.
As a consequence, a
, so that polynomials q(x) as in the lemma are used to determine lower bounds on t M (I). As a consequence, they are called obstruction polynomials for t M (I) with obstruction a
. Since all obstructions give a lower bound, it is of interest to find the supremum
Here the supremum is taken over all polynomials with integer coefficients and all roots in the interval I.
If the supremum is attained, m(I) is called the maximal obstruction for I. Suppose now we have an interval I with maximal obstruction m(I) and find a p n (x) ∈ M n with p n I = m(I)
n . In this case, m(I) ≥ t M (I) ≥ m(I), so that we have determined an exact value for t M (I). Such p n (x), if it exists, is said to attain the maximal obstruction. Some examples of this situation are as follows:
2 is the maximal obstruction by q(x) = 2x − 1. At the same time,
1 n is the maximal obstruction by q(x) = nx − 1. At the same time,
These are just some examples to illustrate the technique. A more complete list of known values of t M (I) can be found in [3] and [4] .
It was shown in [4] that the maximal obstruction is not always attained by some p n (x) and explicit conditions for when it cannot be attained were given. The authors conjecture, however, that t M (I) = m(I) for all I. That this is not the case is a consequence of the continuity of a particular function, proved in section 2.
Continuity of
In [4] , the authors consider intervals of the form
n and equality holds in a neighbourhood to the right of 1 n (see Theorem 9.1 in [4] ). Much more interesting is the behaviour of the function
to the left of 1 n , n > 1. Hare and Smyth suspected the function to have a discontinuity at x = 1 n , which would agree with their conjecture that m(I) = t M (I).
To answer this question, one has to look back at the classical paper [2] of Borwein and Erdélyi in the theory of the (non-monic) transfinite diameter. In this paper, the authors define the function t Z (x) in the equivalent way and state that this function is continuous, though without the details of the proof. We will now provide the details for t M (x).
Let T n (x) be the n th Chebyshev polynomial on [−1, 1], defined by
This can be rewritten as
From this it immediately follows that
We will also need Chebyshev's inequality from [1] :
We can then prove:
. Then, for every δ > 0, there exists k b,δ , not depending on n, such that
with lim δ→0 k b,δ = 0 for fixed b.
Note that
This clearly implies
. Using inequality (4) above, we see that
The result now follows by letting k b,δ = 2
Using this inequality, we also get that, for b, δ > 0 fixed,
Note that also lim δ→0 k b−δ,δ = 0. We can now use this to prove
and δ 2 is such that
The argument splits into two cases:
proving continuity for x > 0.
As mentioned before, Borwein and Erdélyi stated this result for the nonmonic transfinite diameter. In fact, if
one can define t A (x) in the equivalent way and the prove continuity of this function for x ≥ 0 as in Theorem 1. The continuity gives some answers to conjectures made by Hare and Smyth in [4] : It turns out that t M (x) is indeed constant on a large interval to the right of 1 n+1 , n ∈ N. We define for n > 1 ∈ N,
For n = 1, this quantity is not finite, as t M (I) = 1 for |I| ≥ 4 (see [3] 
Proof. The first inequality follows from the polynomial
This polynomial was first used in [4] and shown to satisfy the following: The authors used this to show that P n [0,
To show that this is indeed less than (
, first note that the sequence
is increasing and tends to e −1 . As it is increasing, we clearly have
Further, note that for all n,
Thus taking (10) and (11) together, we have, for n > 2,
Rearranging now gives the desired result. For the upper bound, one has to look directly at (6). Suppose we have some
Thus, using (6), we get
. Using the explicit expression for k 1 n−1 −δn,δn obtained in the proof of lemma 3, we see that then δ n ≥ δ min (n) = 1 4n 3 −8n 2 +5n−1 , thus obtaining
Using the computational methods outlined in Section 3, we get improved lower bounds for n = 3, . . . 8 (see Table 1 Note that the first two polynomials already appeared in [4] . While the second polynomial was taken directly from the article, the first, due to Kevin Hare, is replacing the polynomial quoted in the article, which did not attain the maximal obstruction on the interval. As n gets larger, computations become increasingly difficult, as the difference 
As can easily be seen from (6),
n+1 is a larger lower bound, we get the result.
Another open conjecture, this one taken from [3] , is the following: 
Computationally, the authors verified the conjecture for denominators up to 21 and it was proved for an infinite family of such intervals in [4] . It is perhaps worth noting that continuity of t M (x) cannot be used to find a counterexample to this conjecture, as the following argument shows:
Let n > 1 ∈ N. We will show that we cannot find a Farey Interval of the form [ 
As can easily be derived from the proof of Lemma 3,
If we wanted to use this to derive a counterexample to the Farey Interval Conjecture, we would need 
we can write this as
From this it follows that 1+qk < 2n+1, so that, using (12) again, 1+qk = 2n. Now, as q > n, it is clear that k = 1 for this to hold.
In the case k = 1, one can show that the Farey interval is then of the form [
The result for the remaining Farey intervals is obtained by using the transformations x → m ± x, m ∈ Z.
Computational Methods
In order to improve the lower bounds for b max (n) attained in Theorem 2, we need to turn to computational methods to attempt to find a monic polynomial P (x) ∈ Z[x] attaining the maximal obstruction. Computational methods are split into two parts:
1. Using a modification of the LLL algorithm to find factors f i (x) of P (x).
2. Using Linear Programming methods first used in [2] in connection with the integer transfinite diameter with additional equality constraints obtained in [4] to determine the exponents α i .
We will briefly discuss the implementations of both parts of the algorithm.
1. LLL is an algorithm that, given a basis b for a lattice Λ, produces a "small" basis for Λ with respect to a given inner product ·, · . In their modification of the LLL algorithm for monic polynomials introduced in [3] , the authors used the Lattice Z n [x] with the basis b = (1, x, x 2 , · · · x n ) and the inner product
. The additional factor a n b n is used to discourage non-monic factors from appearing, and the algorithm usually produces only one monic basis element of degree n.
In practice, we used the following recursive algorithm to identify factors (c) Sieve the list by using the condition that if f i (x) | P (x), then the resultant has to satisfy |Res(f i , q)| = 1 (see [4] ).
x k ) and re-run the LLL-Algorithm with this basis, adding new factors to l.
(e) Repeat steps (a)-(d) until no more new factors are found, at which point we return l.
2. To determine the exponents α i of f i (x), 1 ≤ i ≤ N , we use a technique first used by Borwein and Erdélyi in [2] . Given a list of factors l = {f i (x)}, one attempts to minimise m subject to
over a finite set X ⊂ I. Here, g(x) is a function such that
The use of this function is theoretically not necessary, but is useful when doing computations, as avoids having to deal with exact values at points where the polynomial does not need to attain the maximal obstruction.
The first two constraints in (13) are taken from [2] with a slight modification to the first, while the third is unique to the monic case and taken from [4] . This is also where we get the final set of constraints:
Let β s be a root of q(x) and definef Then we get the additional conditions, derived in [4] :
Again, we use a recursive algorithm for determining the exponents. Given a set of points X k , we use (13) and (14) to determine the optimal exponents {α
2 , . . . , α
N } attaining the minimum value m k . Then, we construct the normalised "polynomial"
and add its extrema to X k to obtain X k+1 . Starting with a small set of values X 1 ⊂ I, we repeat this procedure until we get K ∈ N such that |m K − m K−1 | < ǫ for required precision ǫ > 0.
Finally, we compute the supremum norm of P K (x) ≈ e mK on the interval and verify that P K I = |a d | − 1 d . One can attempt to find rational approximations of smaller denominator to the exponents, always checking that the obstruction is still attained. The attaining polynomial P (x) is then found by clearing denominators in the exponents of P K (x).
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