Uniqueness of iris patterns among individuals has resulted in the ubiquity of iris recognition systems in virtual and physical spaces, at high security facilities around the globe. Traditional methods of acquiring iris patterns in commercial systems scan the iris when an individual is at a predetermined location in front of the scanner. Most state-of-the-art techniques for unconstrained iris acquisition in literature use expensive custom equipment and are composed of a multicamera setup, which is bulky, expensive, and requires calibration. This paper investigates a method of unconstrained iris acquisition and recognition using a single commercial off-the-shelf (COTS) pan-tilt-zoom (PTZ) camera, that is compact and that reduces the cost of the final system, compared to other proposed hierarchical multicomponent systems. We employ state-of-the-art techniques for face detection and a robust eye detection scheme using active shape models for accurate landmark localization. Additionally, our system alleviates the need for any calibration stage prior to its use. We present results using a database of iris images captured using our system, while operating in an unconstrained acquisition mode at 1.5 m standoff, yielding an iris diameter in the 150−200 pixels range.
Introduction
Biometrics is a fast-emerging field that is used in association with security provisions in many establishments around the globe. A good biometric is one that does not change with time (stability); it is unique for each individual (distinctiveness); it has features that are not restricted to a certain class of people (availability); it is easily acquirable (accessible); it should not pose any inconvenience to the individual whose biometrics are being acquired (acceptability and unobtrusiveness factor). Of the various biometrics that have been studied, the iris pattern has gained a lot of popularity in recent years. The iris is actually the sphincter muscle within the sclera (the white region of the eye) that controls the contraction and dilation of the pupil depending on the amount of light that is incident on the eye. Additionally, depending on the amount of melanin content in the iris, it varies in color from person to person. The iris pattern is unique to an individual, and, as a result, this method has reported very high identification and verification accuracies in literature [1] [2] [3] [4] . In addition to the popular Daugman style approaches, other methods build on the method proposed by Wildes in [5] to develop an alternate scheme for iris segmentation, feature extraction, and matching. Additionally, matching based on partial iris patterns has been investigated in [6, 7] .
In most security systems that are based on iris patterns, a major concern is the acquisition of pristine quality iris patterns (i.e., accessibility of the iris pattern). This often requires significant cooperation from the individual whose eye is being imaged. The usual constraints include positioning the subject at a predefined location, at a predefined distance from the camera, providing sufficient near-IR illumination for acquisition while maintaining prescribed eye-safety limits [8, 9] . One example of a widely used commercial device is the LG IrisAccess4000 [10] . This device uses voice prompts to direct the user to the optimal position so that the system can acquire an in-focus iris image. The need for fine adjustment of user position arises from the limited capture volume of the system. The capture volume is defined as the volume of space in front of the image acquisition system within which the user has to be present to acquire iris patterns of 2 EURASIP Journal on Advances in Signal Processing acceptable in-focus quality. Once the iris of the user is within the acceptable capture volume, the user typically remains in that position with limited motion until the system acquires a good quality image. In general, with these systems, this positioning process can seem significant for some users and may be unintuitive for relatively new users. This can result in failure to acquire (FTA) results.
Other systems have been proposed that involve less cooperation from the users. One good example is the Iris-Onthe-Move system (IOM) that was proposed and developed by Sarnoff Corporation [11] . Iris patterns are captured while users walk through a portal that has near-IR illuminators within the side panels. The system has a throughput of an average of 20 persons/min at a walking rate of around 1 meter/second. The subject stand-off required by the system is 3 meters. The stand-off distance is the distance between the front of the lens and the subject. This acquisition system is a fixed focus system with a reported depth of field, based on the iris match scores, of 5 cm−10 cm [11] . It should be noted here that in the context of iris acquisition and recognition, the depth of field is defined as the depth of the capture volume within which an iris image of acceptable quality may be acquired. The quality should suffice for successful operation of the iris-matching algorithm of the system. Compared to traditional desktop/wall mount systems (such as Panasonic, LG, and others), this has an advantage of an increased standoff distance and reduced level of cooperation effort needed by the subject. However, the issues of limited and fixed capture volume remains. Iris image acquisition fails if a user's iris is not acquired through this small capture volume. Also, this work suggests a modular approach to increase the height of the capture volume. Multiple cameras are stacked one above the other so that the iris can be captured irrespective of the height of the user. This, however, increases the cost of the system. Both the LG system and the IOM are shown in Figure 1 .
Another category of acquisition systems involves a pan-tilt-zoom camera setup, which has a "dynamic" capture volume. A pan-tilt-zoom system can alleviate the need for a fixed capture volume in order to get pristine iris pattern images. By introducing 3 new degrees of freedom on the side of the acquirer (i.e., panning, tilting, and zooming), these systems give greater freedom of position and motion to the subject. Early attempts at such a setup are reported by Oki IrisPass-M [12] , Sensar R1 [13] , recent development from Wheeler et al. [14] , and the Mitsubishi Corporation [15] . All of these systems are based on the use of two cameras-a scene camera having a wide angle lens to detect the eye in the scene and the second camera having a high magnification lens, specifically aimed to capture the iris pattern on each eye. The former three systems use a biocular setup for the scene camera. The set of stereo images thus obtained may be used to recover the 3D world position of the user. Using this information, the pan and tilt required is estimated. The focus of the second camera can be estimated using the depth information. The approach used by [15] is similar except they estimate the position of the user in 3D space using the disparity between facial features. This naturally involves a calibration stage in which one has to learn the relation between facial features and position in space.
Another system that uses multiple cameras is the Retica Eagle Eye system [16] . It uses a scene camera, a face camera, and two iris cameras, which account for its large form factor. The capture volume of this setup is larger compared to the systems described so far, yielding a 3 × 2 × 3 m capture volume with increased stand-off (average of 5 m). Yoon et al. [17] use a light stripe projection to detect the presence of users and to estimate the distance from the camera. A system to perform recognition at a stand-off of 2 meters has been introduced by AOptix [18] . This is designed to determine depth information from a capture 2D image, which helps it to set the focus at the user's position. Also, it reports a capture volume with a depth of 1 meter, enabling it to enroll and verify users whose heights are between 0.9 meters and 1.9 meters. The system uses adaptive optics that employ a multistage, real-time closed loop control system, in order to find the subject within the capture volume zone.
All of these systems involve custom-made components to capture iris patterns of required quality. Also, most of them depend on the presence of a wide angle "scene" camera to perform the initial face detection before handing off to an "eye" camera to perform iris acquisition. As mentioned, the scene camera is typically equipped with a wide angle lens with a small value of focal length, while the eye camera will have a telephoto lens for achieving high magnification. The system described in this paper has a twofold aim. It aims to decrease the amount of cooperation required from the individual who is being identified in an access control type scenario by using a PTZ-based system. It may be used for access to high security areas within a building. Also, we propose to do this using a single camera (i.e., the functions of the scene and the eye cameras in the previous works will now be performed by a single camera through the utilization of the in-built zoom lens and autofocusing mechanism). More importantly, we built this system using Commercial OffThe-Shelf (COTS) equipment, so there are no custom made components in our system, which significantly reduces the cost compared to other systems and allows for rapid building and reproduction.
The remainder of the paper has four sections. Section 2 describes our system hardware architecture and the various components that are used to build it. Section 3 gives an overview of the various algorithms that are used for face detection, iris acquisition, and iris matching. Section 4 presents the results of using this system over a database of images that was acquired using the PTZ camera under varying lighting conditions and positions of the subject. We conclude this paper in Section 5.
System Hardware Architecture
This section details the architecture of our proposed system and the devices used therein. We discuss the specifications needed of the proposed PTZ camera setup and the additional COTS optics required. Figure 1: Two commercial state of the art iris acquisition and recognition systems (a) The LG IrisAccess4000 which uses voice prompts to direct the user to the optimal position so that an in-focus iris image may be acquired. (b) is the Iris-On-the-Move system developed by Sarnoff Corporation which captures iris images with an increased stand-off of 3 meters. In both (a) and (b), the reader will note that the capture volume is fixed, that is, the user is expected to be in a fixed location for iris acquisition. Pan-Tilt-Zoom (PTZ) camera manufactured by Axis Communications. Details about the camera are available on the specification sheet [19] . The interesting specifications needed for our application include the following: a network PTZ camera built around a 1/4-inch ExView HAD progressive scan CCD. It is capable of 35X optical zoom with a pan capability of 360
• and a tilt capability of 180
• . Both pan and tilt motions have adjustable speeds ranging from 0.05
• to 450 • /second. A built-in switchable IR cutoff filter varies the light sensitivity depending on the ambient light. Typically, in low light conditions, this filter is automatically removed, increasing the sensitivity of the CCD to 0.008 lux (i.e., monochrome night mode as opposed to 0.05 lux in day light mode). We operate the camera in the night mode since we want to image the scene in the near infrared wavelengths. This is because, as the melanin content in the eye increases, the iris absorbs more and more energy in the visible spectrum. The near infra-red spectrum preserves most of the information in the iris pattern, and this is what we record using the camera for further analysis [20] . Additionally, scene reflections from the environment (typically observed by the naked eye in the visible domain) are no longer visibly present.
The camera (see Figure 2 ) captures up to 30 frames a second and the frames are encoded in motion JPEG stream format. Application Programming Interfaces (APIs) for controlling the motion of the camera are freely available [21] . If the device is installed at the exterior of a building then the in-built Electronic Image Stabilizer (EIS) reduces the vibration caused by traffic or wind, and thus yields sharper images which are of importance for maintaining spatial frequency content for matching. The 128X Wide Dynamic Range (WDR) of the camera allows us to capture detailed images in complex lighting conditions. It is able to perform automatic backlight compensation, which adjusts the dynamic range of the camera, allowing it to capture very detailed images even when the illumination is not sufficient. To some extent, this reduces the illumination requirements that must be imposed on our proposed system. The camera is equipped with an autofocusing mechanism, enabling the lens to achieve focus at every zoom level. The autofocusing mechanism that is used in this device uses a contrast measurement technique for focusing. This is the traditional autofocus approach used in most digital image acquisition devices that use the same sensor for focusing 4 EURASIP Journal on Advances in Signal Processing and image acquisition (i.e., when no mechanical shutter is present for image acquisition and there is no range finding capability). As the image comes into focus, the spatial frequency content of the image increases, particularly at higher bands. Many algorithms exist to perform contrast analysis: some are frequency-based, and some are more computationally simplistic using postprocessing of adjacent pixels to compute some figure of contrast measure.
Magnification.
In order to get irises that are suitable for recognition purposes, the iris images must have at least 150 pixels across their diameter [22] . We know that a typical human iris has a diameter of around 12 mm [23] . Given this data, a useful analysis would be to determine the focal length of the lens required, in order to capture iris images with this resolution and the stand-off distance from the camera.
The Axis 233D network dome camera has a minimum focal length of 3.4 mm (wide) and a maximum focal length of 119 mm (telephoto). In this work, once the position of the eye has been detected on the user's face, the system zooms into the frame keeping the eye at the center-the focal length of the lens is increased to 119 mm before the iris image is captured so as to get maximum magnification. The focusing mechanism ensures that the eye is in focus during image capture. With this in mind, the following analysis determines what the maximum stand-off distance of the subject can be so that iris images of required resolution are obtained.
The Axis 233D uses an ExView HAD sensor, which has a pixel side of 6.45 μm. If an iris image has to have a resolution of at least 150 pixels, then the diameter of the iris image on the sensor is given by v = 150 × 6.45 μm = 0.9675 mm.
(
If we consider an average person, the iris diameter u = 12 mm [23] , the magnification is given by
The magnification of a lens system with effective focal length f , for an object at a distance of D in front of the lens is given by the standard relation [24] 
In our work, the iris images are captured using a lens focal length of 119 mm, that is, f = 119 mm. So,
Hence, in the system that is setup, the maximum allowable subject stand-off distance is approximately 1.6 meters if the required iris resolution is at least 150 pixels across the iris.
Close Up Lens for Magnification.
From the specifications of the Axis 233D camera, we see that when the lens is at its telephoto end (i.e., maximum focal length or full zoom), the lens is designed specifically to focus only on objects that are at a distance of more than a meter away. For any user who is at a stand-off distance of less than this, the iris image will be out of focus. This limits the depth of the capture volume because we want the users to have an option of standing at distances of less than a meter from the camera lens. The reader can compare this effect to a person who has the vision defect hypermetropia, or longsightedness. In this case, too, the lens in the eye cannot focus on objects closer to it than a certain distance. The solution to this problem is reading glasses, which actually uses converging lens that helps to bring the object back into focus on to the retina. Using a similar approach, we overcame this limitation in our system and allowed the users to stand closer (if needed), by fixing a secondary converging lens to the front of the primary lens of the PTZ camera. This effect is illustrated in Figures 3(b) and 3(c).
The design question then is the focal length of the secondary lens to be used. In photography, such secondary lenses are called closeup lenses [24] . Commonly available closeup lenses start from a power specification of +1 dioptre, the unit of power of a lens and is equal to the inverse of the focal length in meters. So, a 1 dioptre lens has a focal length of one meter. The greater the dioptre rating, the greater the converging power of the lens. While selecting a secondary lens for our application, we need to make sure that, apart from bringing closer objects into focus, the lens combination of primary and secondary has no adverse effect on the final magnification of the system. For combination of lenses that are attached to each other, as in our case, the effective focal length is determined from [24] 
where f 1 is the focal length of the primary lens (119 mm in our case) and f 2 is the focal length of the secondary converging lens. Hence, the effect of adding the secondary lens is that of decreasing the effective focal length. But if the effective focal length decreases, as we can see from (3), the magnification will decrease. So, we need to fit a secondary lens so that there is minimal effect on magnification, and we still get the required iris resolution during acquisition. This translates to using a lens with higher value of f 2 , from (5)-and, hence, a lower dioptre value. As mentioned previously, common photographic close up lenses start from 1 dioptre; thus, we choose this lens as our secondary lens. The effect on magnification can be analyzed by looking at (5) again. On adding the aforementioned secondary lens, the effective focal length is determined to be
Backtracking through the analysis performed in (1), (2), and (3), we get the image size to be v = 0.8572 mm when the object is at a stand-off distance of 1.6 meters. This corresponds to around 132 pixels across the iris, which is not a significant change from the original 150 pixel requirement EURASIP Journal on Advances in Signal Processing as our verification experiment shows (Section 4). Also, since the secondary lens consists of only a single optical element, we should not expect a significant degradation of the net modulation transfer function (MTF) of the system. Next consider the camera's lens system alone without the secondary lens attached and consider the case when the autofocus mechanism has positioned itself to focus objects at the minimum stand-off distance of 1 meter. The converging power of the lens at this setting is given by the inverse of the focal distance (i.e., it is equal to (1/1 meter) = 1 dioptre). If we now add a secondary lens of 1 dioptre to this system, the net converging power is the sum of both powers, 2 dioptres. Hence, the minimum focus distance at this setting (with the secondary lens) of the autofocus mechanism of the camera The number to the right of the respective resolution indicates the depth of the capture volume in each case. 0.5 meters is the theoretical minimum focusing distance as determined in Section 2.1. We see that for minimum iris resolutions of 200, 150 and 100 pixels, the respective capture volume depths are 0.5 meters, 0.9 meters, and 1.6 meters. These results are based on analysis done using (1), (2), and (3).
is the inverse of this total power (i.e., 1/(2 dioptres) = 0.5 meters). Examples of such secondary lenses can be seen in [25] . We have used the Tiffen 1 dioptre 52 mm lens shown in the same website.
Capture Volume.
As mentioned previously, we note that the depth of field of an iris acquisition system is depth of the capture volume within which iris images of required resolution for recognition can be captured. This fact, coupled with the presence of an autofocusing mechanism in the camera, means that we practically get a depth of field limited by only the iris pixel resolution required. Other works in unconstrained iris acquisition, including commercial products, use a fixed focal length "iris camera" [10, 11, 16, 17] , where the focal length of the telephoto lens used to acquire the eye images is fixed, and the only degree of freedom is in image focus parameter (i.e., they have no zoom capability). As a result, the iris capture volume is at a fixed distance from the camera and has a fixed depth of field. In our work, the presence of the combination of the autofocusing mechanism, along with the pan and tilt capability, allows us to achieve a large torus-shaped capture volume. Hence, as mentioned, the depth of capture volume is limited only by the iris resolution required (see Figure 4 below) for iris matching (i.e., the focus parameter is no longer a constraint as in traditional iris scanners). Figure 4 shows the maximum stand-off distance achievable if we can work with iris pixel resolutions as low as 100 pixels and look at higher resolutions of 150 pixels and 200 pixels across the iris diameter. The distances are calculated as before using (1), (2) , and (3). For instance, if we require 200 pixels across the iris for a recognition system, then the maximum stand-off distance of the user is 1 meter in front of the camera and the minimum stand-off distance is 0.5 m, which is the minimum focusing distance as explained in Section 2.1.
Illumination.
If the near-infrared (NIR) content in the ambient light is not sufficient at the location where the image is captured, a desk lamp with a standard 100 W bulb may be used while acquiring the images to increase ambient illumination. Specific near-IR LED-based illumination sources can be used, but they must be certified to conform to eye-safety standards [8, 9] . To ensure complete safety, we use ambient illumination or a table lamp with a standard 100 W bulb in our lab experiments. Our face and eye detection algorithms perform better if the face is not saturated with light. Hence, the lamp is directed at an angle to the user of the system (approximately 30
• with a line joining the lamp to the center of the subject's face), to ensure there is enough illumination to acquire a good quality iris. At the same time, this off-angle illumination ensures that the face is not saturated with light.
Additionally, the camera is fitted with a near-IR filter, which blocks most of the visible light and passes only the near-IR component of the incident light. It is seen that as the melanin content in the human iris increases, much of the visible light component that is incident on the iris is absorbed. However, the near-IR wavelengths are reflected, carrying the reflected iris pattern information [20] . This is what is captured on the CCD sensor of the camera when we use the IR pass filter. We experimented with various filters [26] . The filters are manufactured using custom made precision ISO2002 German glass. The graph below ( Figure 5 ) shows the amount of visible light transmittance that is achievable using the various filters of this type.
On experimenting with various filters, we found that the use of the 715 nm and the 780 nm wavelength filters in the proposed system achieved sufficient quality acquisition images, exposing most of the iris pattern needed for feature extraction. The choice of the 715 nm filter performed the best, yielding the most iris-matching results in our experiments. Figure 6 compares the eye image of a user with and without a near IR filter attached to the camera. Figure 7 illustrates the entire setup of the system.
Process Flow.
This section describes the entire process of iris acquisition using the axis 233D PTZ camera. The camera is positioned at the required location with sufficient ambient near-IR illumination. For this, there should be ambient sunlight within the room. If this is not the case, a desk lamp with a standard 100 W bulb can be used, as mentioned in the previous section. When a person approaches it, the camera tracks the face until the person stops moving. The face tracking is performed using real time face detection at every input The graph shows the various IR filters available, out of which X-Nite715, X-Nite780, XNite830, and X-Nite1000 were tested for use with the proposed system. It was found that the acquired images were suitable for iris matching when using the X-Nite715 filter. The source of the graph is www.maxmax.com. frame, and our algorithm used for this task is described in Section 3. The camera zooms into the face, so that the active shape model may be accurately fit. The position of the eye can be very accurately obtained from the Active Shape Model (ASM) fitting (see Section 3 for details), which uses multiple facial landmarks around the eye region. Furthermore, the ASM can provide a pose estimate to tell when the user is looking toward the camera. Using the Cartesian coordinates of the eye boundary from the ASM model, we calculate the coordinates of the center of the eye and direct the camera to make this point the center of the acquisition frame. The camera provides built-in functions in order to perform this action. Once this is done, the camera zooms into the frame keeping the eye center as the approximate center of the frame. Figure 8 illustrates the entire process of iris acquisition. From our experiments, we noted that once the user is still, the entire process takes an average of 5 seconds to complete on a standard desktop machine.
A key point to note is that we do not require any calibration of the camera before starting the system. Other stereo camera systems, such as those proposed in [12] [13] [14] , require a calibration stage that will estimate the 3D worldcoordinate system of the face to predict the pan-tilt angles necessary to center on the iris and use the estimated depth to obtain the required focus on the iris region.
In our system, the face detection and eye detection method alleviates the need for calibration. We estimate the pan-tilt angles based purely on the outputs from the face and eye detector. Additionally, the contrast-based focusing mechanism of the camera (Section 2.1) does not require any knowledge of the distance of the individual from the camera alleviating the need for 3D depth estimation. Figure 9 shows different subjects and their irises acquired automatically using our proposed system.
Real-Time Iris Acquisition and Recognition
This section briefly outlines the various algorithms that are used in this system, specifically, the algorithms used for face detection, eye detection, and iris matching.
Real Time Face Detection.
The detection of faces in the frame of the camera is done using the face detection method proposed by Viola and Jones [27] . This method is extremely efficient and has been shown to give good detection accuracy at high frame rates. The algorithm involves three phasesfeature extraction, classification using boosting, and multiscale detection. Here, we present a brief overview of the algorithm. Feature extraction for face detection uses a large set of Haar-wavelet-like rectangular features, and an image representation called integral image is used to allow for a fast way to compute the equivalent inner products of these feature sets with the image using only lookup operations. A few examples of possible features selected in the cascade are shown in Figure 10 .
The intuition behind the use of these features lies in the fact that faces offer more or less similar topographical distributions of shades. These features can thus indicate the presence (or absence) of certain characteristics in the image, such as multiresolution edges (i.e., to detect the eye region or mouth region). The value of a two-rectangle shows the difference between the sums of pixels within two rectangular regions. The regions have the same size and shape and are horizontally or vertically adjacent. A three-rectangle feature computes the sum within two outside rectangles subtracted from the sum in a center rectangle. A four-rectangle feature computes the difference between diagonal pairs of rectangles. The different rectangle features are shown in Figure 10 . A rich feature set allows for a more robust face detector to be learned by the Adaboost algorithm.
Each feature can be considered to be a "weak" binary classifier of a face. The final detector combines the output of each of these features and decides whether the given image has a face or not. The original supervised learning algorithm used by Viola and Jones is AdaBoost. Adaboost takes a number of these "weak" classifiers and obtains a final strong decision rule that is a weighted and signed combination of the weak ones. We can obtain a "weak" classifier h(x) from a feature by assigning it a threshold θ that is determined during the training phase. If the value of this feature is above/below the threshold value, then it is predicted that the image is or is not a face. Adaboost takes a weighted vote of the decisions of several of these features and outputs the final decision of whether or not the image is a face. This is given as Adaboost maintains a weight distribution over all training samples. The way Adaboost combines features is by analyzing them one feature at a time and finding which feature best separates the data. The data samples correctly classified are down weighted, while the wrongly classified samples are up weighted, and the whole process is reiterated. The error at any given iteration is given by the sum of the weights of the misclassified samples. The α t represents how confident the tth weak classifier is and is given by
where, ε t is the classification error when using the tth weak classifier. If D t (i) is the weight assigned to the ith sample after the previous iteration, then ε t is given by
I() is the identifier function such that,
y i is the true value of the ith sample, while h t (x i )is the predicted output of this sample, by the weak classifier h t () [28] . We use the implementation of this algorithm that is provided here [29] for our work. 
Eye Detection Using Active-Shape Models.
For the purpose of eye detection, we rely on a method that parameterizes an input face based solely on the shape of the face. The advantage of this approach is that the eye detection is now free of any effects arising out of facial texture difference, ambient light variations, and so forth. As mentioned previously, we use active-shape models (ASM), which automatically detect landmark points that define the shape of any statistically modeled object-in our case, the human face. Here, we briefly describe the formation of an ASM model and how an ASM model is fitted on any previously unseen image. For a more detailed treatment of this approach, the reader is directed to [30] [31] [32] . Specifically, we used the latest robust ASM developed by [30] . Figure 11 shows the ASM points that are fit using [30] . In order to build a statistical facial model, a training set that has images with manually annotated landmarks is used ( Figure 11 (2) Generalized Procustes Analysis [34] is used to align the various shapes (represented by x) with each other.
(3) Following this, principal component analysis (PCA) is computed on these shapes. Eigenvectors that correspond to 97% of the variations are stored. We keep a record of the mean shape, x (i.e., the mean of all the x) because this serves as the initial shape when we try to fit the ASM on a previously unseen face.
(4) During the training phase, we need to "profile" the individual keypoints in order to generate statistical models of the gray level intensity regions around each landmark. This will aid the ASM fitting on a previously unseen face. Profiling is used to build a subspace of variations of these intensities across all keypoints, in all the training images. A 1D profile of a keypoint is constructed by sampling the grey level intensities of points that lie alonglines normal to the shape boundary at that point (each line comprises 17 pixels)-see Figure 12 . The normalized gradient of gray level intensities is stored as a vector. The mean of such vectors for each keypoint across all training images is called the mean profile vector (g) and the covariance matrix of all such vectors is denoted by S g . The mean profile vector and covariancematrix are computed for each keypoint at four differentlevels in an image pyramid (with each image in the pyramidhalf the size of the image at the previous level). Similarly, 2D profiles can be constructed for each keypoint by sampling the image gradient in a square region around each landmark. The pixels used for both 1D and 2D profiles are shown for a few keypoints in Figure 12 .
Next, we consider what happens when we need to fit an ASM on a new face, that is, one that was not present during the training phase.
(1) The mean face x is scaled, rotated, and translated to best fit the output of the face detection stage. As mentioned previously, this mean shape model serves as the initial shape model. It has to be deformed to obtain the final shape model associated with the input face.
(2) Profiling is performed in the same manner as during the training phase. Multilevel profiles are constructed around each keypoint from a coarse to a fine level (see Figure 13 ). Large adjustments to keypoint locations are made at the coarsest level and smaller adjustments are made at the finest level. The best location for a landmark is determined by constructing profiles of neighboring patches around candidate points [30] . The candidate point that bears a profile most similar to the mean profile for that keypoint (the latter being calculated during the training phase, as mentioned before) will be chosen as the new location for the landmark. The similarity measure used in this case is the Mahalanobis distance (D). If the candidate profile is given by g and the corresponding mean profile is given by g then, D is given by
This process is repeated until the best location for each keypoint is located. Let this new shape for the given face be represented by the vector x L . This can be given by the relation
where x is the mean shape estimated during the training phase, P is the eigenvector matrix from the ASM shapes determined during the training phase, and b is a vector of projection coefficients that needs to be calculated. This stage is necessary to make sure that the obtained shape is a legal shape modeled by the PCA face subspace [30] . This is done by iteratively minimizing the mean squared error x L − T(x + Pb) 2 during the testing phase. T is a similarity transform that minimizes the distance between x L and the shape given by x + Pb. Details about the determination of b and T can be found in [31] . The keypoints are shifted at a particular pyramid level till no significant change in position is observed between two successive iterations (indicated by a lower value of the distance measure). Following this, the landmarks are scaled and used as the initial positions for the next level of the pyramid. (12)) restriction of the shape to a legal shape [30] . (c) shows the final ASM fit on the detected face.
The process is continued until there is convergence at the highest (finest) level of the pyramid. At this stage, we get the final keypoint locations. The process is illustrated in Figure 12 . Figure 13 shows the ASM shape corresponding to two users of the system. Once the ASM model has been fit for the new face, the eye position can be read off from the keypoints around the eye (see Figure 11 ). More precisely, we calculate the center of the right eye as represented by the ASM keypoints by determining the average location. The camera is instructed to keep this point as the center of the frame and then zoom into the frame. This ensures that the eye is at the center of the frame when the magnified image is captured.
Iris Recognition.
In order to evaluate the usefulness of the acquired iris images for open set identification, we use a variation of Daugman's approach to iris matching, as described by Kerekes et al. [35] . We acquire iris images from 12 subjects at distances varying from 0.5 m to 1.5 m from the front of the lens. The iris patterns in these eye images are segmented before running the iris verification algorithm. Given a person's iris, the iris system segments and Figure 14: Active shape model fitting for two users of the system. The position of the eye can be read off from the keypoint locations around the eye (see Figure 13 ). The center of the eye is taken as the center of mass of these keypoints.
encodes an iris template (iris code), which is then matched to a set of iris code templates in a stored database. Open set identification is performed in our experiments. First, the user is associated with a class in our database to which he/she is most similar (as indicated by the similarity in iris codes); we then verify whether the person actually belongs to that class. A receiver operating characteristic (ROC) curve is plotted to visualize how robust this verification is in our proposed system ( Figure 21 ).
Segmentation.
Any iris identification algorithm must be preceded by a stage that segments the iris pattern from the acquired eye image. This stage consists of clearly delineating the pupillary boundary and the limbic boundary. Once these boundaries are identified, the iris pattern can be isolated by cropping out the region between these boundaries. In order to correctly identify both these boundaries, the segmentation algorithm used in this work has the following stages as described in [36] .
(1) Specular Reflection Removal. Often the main hurdle to accurate iris segmentation is the presence of specularities within the iris region. These specularities are due to the reflection of the illumination source. This stage of segmentation aims to remove these specularities using pixel information from areas bordering it. A specularity is identified by a simple intensity thresholding operation, owing to its high intensity value compared to the rest of the eye image. For our system, an empirical value for threshold was fixed at 90% of the maximum intensity. Geometrical constraints are also imposed at this stage so that only high intensities closer to the center of the image are detected. This is shown in Figure 15(b) . These regions are filled with pixel information from the neighboring pixels, so they look like an iris region. Due to the off-angle alignment of the illumination source in our system setup (Section 2.3), a valid assumption here is that the specularity is usually seen within the iris region. The whole image is smoothed using a median filter to remove any noise. A median filter is better suited for this application, compared to an averaging filter, since the specular reflection that we have to remove now takes on a salt and pepper appearance (Figure 15 ). Another advantage of using a median filter instead of a global averaging filter is that the former preserves the gradient at the limbic and pupillary boundary better than the latter. This is used in the following subsection. Figures 15(c) and 15(d) depicts this process.
(2) Determination of Pupillary and Limbic Boundaries.
Because the pupil is the darkest regions in the resulting image (Figure 15(d) ), it can be localized by intensity thresholding. However, thresholding alone can result in several candidate regions like eyebrows and eyelashes. To eliminate these false candidate regions we analyze the geometric properties of the connected component as suggested in [36] . A possible geometric property that we have explored is an approximate height and width of the pupil region. These are empirically set to constant values. Once this is done, we calculate the center of mass of the detected region, to identify the center of the pupil. (The reader should note here that this is not the same as the center of eye determined in Section 2.4 because the latter is a rough estimate provided to the pan-tilt mechanism for it to zoom into the eye region of the frame.) The pupillary radius is simply the distance from this center to the furthest point in the detected region.
Similarly, the limbic boundary can be determined from Figure 15 (d), using the determined pupil center as a starting point. This is done by drawing radiating lines from the pupil center. The sclera appears much brighter than the iris region and, hence, the limbic boundary is the point along these lines where the gradient is maximized. We can locate the iris center by finding the intersection of perpendicular bisectors of lines joining all pairs of these points [36] . Once the center is determined, the radius is calculated as the average distance from the center to all these points. Intensity thresholding and geometric constraints help to localize the pupil in (d) following which we identify the pupillary and limbic boundaries as described in Section 3.3.1(2). Figure 16 shows the segmentation results on a few eye images acquired using our PTZ system.
At the end of this sub-section, the reader should note that the median filtered result as depicted in Figure 15(d) is only for the segmentation stage. As mentioned before, the use of the median filter preserves most of the gradient information with regards to the pupillary and limbic boundaries versus using an averaging filter. Once we have determined the centers of the pupil and the iris, as well as the corresponding radii, this information is used to segment the iris from the original image, resulting in the final segmented iris pattern.
Recognition Based on Iris Pattern.
Once the boundaries of the pupil and the iris pattern are determined, the next step is to use the segmented iris pattern for identification of the user. We fit a polar coordinate system to the iris region and the image obtained by unwrapping this polarcoordinate system, is referred to as the iris plane [35, 37] .
The feature extraction method used is described in [37] . An iris code is generated by projecting the iris plane onto a set of complex valued 2D Gabor functions. Each Gabor function G i (x) is given by
The unrotated Gabor function G 0 (x) is given by
σ xi , σ yi , f i , and θ i are the parameters for the ith Gabor function and R θ is a 2D rotation matrix of angle θ which is given by
The rotated values of coordinates x and y may be obtained by multiplying the vector x = [x y] by R θ . Examples of Gabor functions with different parameters are shown in Figure 17 . The iris bit code c(x) is then generated for each iris image f , as follows:
. . . Figure 16 : Results of applying the segmentation described in Section 3.3.1 on eye images acquired using our setup. The pupillary boundary is depicted by the red circle while the limbic boundary is depicted by the green circle. The iris pattern is isolated by simply cropping out the region between these two boundaries.
The bit code uses two bits per pixel of the Gabor response, one bit each for the real part of the response and the imaginary part of the response at each position. A match score between any template iris image code c t (x) and a query iris image code c q (x) is computed by simply counting the number of matching bits at corresponding locations. The template image is the iris pattern against which the verification is performed and the query image is that pattern which has to be verified as belonging to the class represented by the template. Hence, the match score m(d) at a relative shift d between template and query is given by
S t is the support of the template iris code and hence |S t | is the size of the template. The white pixels in Figure 18 (b) indicate the number of pixels that were considered a match when the iris plane in Figure 18 (a) was matched with a subject from the same class. A problem to be considered during iris matching of query irises from the same test subject is that the iris plane may undergo local nonlinear deformations due to the contraction and dilation of the pupil during acquisition, as a result of varying lighting conditions. Even though we normalize the radius of the iris to a fixed length, this linear normalization does not fix the nonlinear deformations as the iris sphincter muscles move angularly as well as radially. This nonlinear deformation is represented as a coarse vector field as in [35] .
The template iris code is divided into K regions. When a query image from the same class is compared to this template image, it is assumed that each of these K regions within the template will be closely matched to a neighboring region in the query image. In order to determine the possible alignments of the regions, match scores are computed for shifts of 10 pixels in both the vertical and horizontal direction at each region. So, for each region i a 21 × 21 match score matrix m i (x) is computed. There will be K such match score matrices.
Additionally, for each pixel x of the iris plane, an occlusion metric π(x) is computed that measures the likelihood that the pixel belongs to the eyelid rather than the iris pattern. This metric is computed from four local statistics as in [35] , namely (1) the mean intensity values within a neighborhood around the pixel, (2) the standard deviation of these intensity values, (3) the percentage of pixels whose intensity is greater than one standard deviation above the mean for the centers of the upper and lower eyelids, and (4) shortest Euclidean distance to the centers of the upper and lower eyelid. A Fisher linear discriminant [38] is then used to generate a single scalar quantity π(x) from the set of four statistics at each pixel. Finally, an overall occlusion metric π i is computed for each region i as the mean of all π(x) in that region.
If a certain segment in the image has a particular deformation or occlusion state, neighboring segments are more likely to have similar states rather than different ones. As in [35] , we use a graphical model to represent this 
Once we know these conditional likelihoods, the score for each subregion i is given by
where m i (d) corresponds to the pixel shift represented in d.
The final score M from all the K sub-regions is computed as follows:
where the weights β i correspond to belief of nonocclusion in the region i, that is,
Operating Curves (ROCs) generated using such match scores are shown in the next section.
Results
This section shows the results of the face detector and the ASM-based eye detector, along with the captured image of the eye/iris. The iris is obtained from this acquired image and is used as the query image for a database of irises that have been collected. The database on which the system was tested has 12 people, with 7 images from each. The images were taken at distances ranging from 0.6 m to 1.5 m with the people in different postures (standing versus sitting) in front of the camera. The average acquisition time for the iris, once the face was detected, is measured to be 5 seconds.
Face and Eye Detection.
The camera turns towards the face of the user wherever he/she may be in the frame, due to the face detection module of our system. In the case of multiple faces, it picks the face that is more dominant in the frame. Once the user limits their motion for about 5 frames, the camera zooms into the frame such that the face occupies roughly 200 pixels across the frame. (This is because the active-shape model fitting requires that the face occupy a significant portion of the frame). Following this, the ASM model is fit on the face in the frame, and the center of the eye is determined, as described in Section 2. The acquisition process is depicted in Figure 19 . The ASM fitting is not always robust along the boundary of the face. This is seen in the figure on the right in Figure 19 . This is not the case however with the ASM fitting around the eye, as can be seen in both cases in Figure 19 ; the key points are always localized properly. Various eye images acquired using this method are shown in Figure 20 , along with their segmentation results, and discussed in Section 3.3.1.
Open Set Identification.
As described in Section 3.3.2, the metric used to measure the similarity between two iris bit codes is the number of matching bits at corresponding locations. It was shown how the match score Mis computed from a given template iris code c t (x) and query iris code c q (x). (See (17), (18), and (19).) Clearly, 0 ≤ M ≤ 1, with M = 1 for a perfect match.
In this work, we perform open set identification. In other words, the user is first associated with a class with which the user's iris code matches best. Following this, a verification experiment is performed to verify whether the user actually belongs to this class or if the user is an imposter. To perform the verification experiments, we first enrolled the 12 users manually, using the same PTZ camera used in the verification stage. Once this was done, the camera was setup to perform iris acquisition as and when users approached the system (as described in Section 2.4). All the irises acquired, along with class information, were recorded before starting the verification experiment.
A user is said to be verified as belonging to a particular class, only when M is below a set threshold. In realworld applications, there can be both false positives and true positives, depending on the value of this threshold. A Receiver Operating Curve (ROC) can be plotted by varying the value of this threshold and noting how many false positives and true positives occur across the database. The ROC in Figure 21 shows the verification rate (VR) versus the false accept rate (FAR). The vertical axis of this plot represents the true accept rate (i.e., the rate of correctly verifying a person), and the horizontal axis represents the false accept rate (i.e., the rate of erroneously verifying a person as being someone else). We see that we get a VR of 95% (79 out of 84 images) when the FAR is 1% (1 image out of 84). In other words, 95% of the people in the database were correctly identified, while only 1% were falsely identified. Table 1 helps to visualize this graph in terms of the actual numbers of irises that were correctly identified versus those that were incorrectly identified. Each row in this table is a point on the graph in Figure 21 , that is, for a particular value of threshold. The threshold value increases from row 1 to 5 in the table. Table 2 compares the relevant features of our system compared with other state of the art systems mentioned in the introduction.
We see from Table 2 that the proposed system achieves a greater capture volume than other systems that were mentioned in the introduction. We do this using the pantilt functionality of the system. Additionally, there is no upper limit for the capture volumes; this depends entirely Table 1 : Useful values for visualization of result depicted in Figure 21 . The first column indicates the number of true positives for increasing values of thresholds in the iris similarity metric. The second column indicates the number of false positives for the same.
Number of true accepts
Number of false accepts 79  1  80  5  81  10  83  15  84  22 on the iris pixel resolution required by the iris verification algorithm. We required a minimum resolution of 100 pixels using [35] , and, hence, the limit for our experiments is 2.1 meters, as depicted in Figure 4 . At this maximum stand-off, the illumination provided by a standard 100 W bulb suffices, in order to acquire the required iris images. This decreases the illumination requirement of our system as compared to the rest of the systems shown. An additional point to note is that all the other systems have a large form factor requiring more than two cameras and additional hardware. This is another area where our system improves on other systems because it uses only a standard security COTS PTZ camera along with COTS filters and lenses. (See Figure 2(b) .) This significantly reduces the cost of the final system. Our system is also plug and play, requiring no calibration before use. For all other systems, a multicamera approach is advocated. The purpose of this is to use stereo vision to estimate depth. This depth information is then used to zoom (if required) to the iris and to perform autofocus.
Conclusion
This paper describes an unconstrained medium stand-off range iris acquisition and recognition system built using a commercial off-the-shelf (COTS) PTZ camera, which can be used for access to high-security areas within buildings.
Other possible scenarios for use of this system include border patrol and immigration. The device may also be used as a desktop security system for workstations. The novelty in this approach over other published literature is No the use of a single COTS camera (a monocular system) with relevant algorithms that can handle both face capture and iris capture and can provide the proposed large dynamic capture volume for unconstrained acquisition at about 1.5 m stand-off. Almost all state-of-the-art research in reduced constrained iris acquisition use two cameras for this purpose [14] [15] [16] [17] ). The long-range Iris On-the-Move (IOM) system uses only one camera for both face and iris capture. However, the drawback in this system is the limited capture volume (5 cm−10 cm [11] ) and associated large form factor and cost as compared to our system, which is of the form of a simple PTZ surveillance camera. Our work has blended many state-of-the-art techniques for face detection and facial shape modeling for the purpose of accurate eye detection and iris pattern feature extraction. Face detection helps to localize the position of the user in the frame and to track the user's movements before applying the ASM for facial landmark localization (useful for pose estimation). The tracking output controls the pantilt mechanism of the camera. Once the user is detected, the camera automatically zooms in to capture the face and fit the ASM model (which works optimally when the user restricts motion). The ASM model helps to localize the position of the eye in the frame. The lens then zooms into its telephoto end, keeping this eye position at the center of the frame.
Initial experimental setup of 12 test subjects with 7 eye images per subject, show that we are able to consistently acquire eye images with 200 pixels across the iris on an average. This is a significant achievement because most standard algorithms require greater than 100 pixels diameter for useful feature extraction and matching. In addition to the use of only the iris information that is captured, the system can be modified for multibiometric recognition applications since the face and periocular regions are being captured during the process of acquiring the iris.
