This paper presents both a review of some recent results from our group and experimental groups, and some new theoretical results all of which are helping to form a more physically rigorous picture of the process of enzymatic catalysis. A common classical picture of enzymatic catalysis is the transition state tight binding model. Schwartz and Schramm (Nat. Chem. Biol. 2009, 5, 551-558.) have recently argued from both theoretical and experimental results that this picture is incorrect. We now investigate what the nature of barriers might be in enzymatic reactions, and what this viewpoint might imply for tunneling in a hydrogen transfer enzyme. For lactate dehydrogenase we conclude that the enzymes role in catalysis is at least partially to hunt through configuration space for those configurations that minimize chemical free energy barriers. Those configurations do not seem to be stable basins on the free energy surface, and in fact the overall free energy barrier to reaction may well largely be due to this stochastic hunt-both probabilistically and energetically. We suggest further computations to test this hypothesis.
INTRODUCTION
Enzymes manage to accomplish extraordinary chemical catalysis while maintaining exquisite preference for specific substrates and sensitivity to biological environment. The way in which enzymes perform such complex, and in some cases seemingly opposed goals remains a topic for heated debate after many decades of study. One of the earliest, and still most influential theories of enzymatic action is that of transition state binding. That is that the enzyme binds most strongly to the transition state as the reactants proceed to products, and this binding somehow releases energy to lower the free energy barrier to reaction. [1] There is even seeming experimental evidence for the correctness of this concept. Transition state geometries can be inferred from Kinetic isotope effect experiments. [2] This idea is closely coupled to that of electrostatic stabilization of transition states. [3] From these geometries one may construct quantum mechanical models of the transition state, [4] and from these models infer properties such as electrostatic potential at the van der Waals surface of the transition state. [5] Chemical intuition can then be employed to mimic these quantum mechanical properties, and these stable analogs of the transition state are some of the strongest enzymatic inhibitors in existence. [6] This would seem to provide strong, if circumstantial, support for the transition state binding hypothesis. There is, however, almost equally strong experimental evidence that the concept is wrong.
Catalytic antibodies are designer enzymes [7] which recognize a cognate ligand, much the same way the immune system designs antibodies to recognize invading threats. If binding to the transition state were the determining characteristic of enzymatic action, then an enzyme designed in this fashion to bind strongly to the transition state should be a superb catalyst. Though not for lack of effort, such designer enzymes have been fairly disappointing, achieving catalytic enhancements 10-15 orders of magnitude lower than that achieved by enzymes. It thus becomes clear that an important element designed into an enzyme by nature is missing in these artificial enzymes. Recent calculations have further demonstrated that there can be no tight binding. Transition path sampling [8, 9] with committor distribution analysis [10, 11] has shown for both lactate dehydrogenase (LDH) and for purine nucleoside phosphorylase (PNP) that residence time within the transition state region is extremely short-from one to 10 femtoseconds, clearly allowing no time for strong binding (or equilibration.)
We have thus determined the way in which an enzyme does not catalyze chemical reactions. The purpose of this paper is to begin to suggest a new view of the way in which it does. We will present some recent calculations which have appeared but which were not fully understood at the time for their deeper implications. Some of these calculations show that protein motion on a very fast timescale-picoseconds-are central to (www.interscience.wiley.com) DOI 10.1002/poc.1688 the chemical mechanism in both LDH and PNP. In other previously published work, [12] we demonstrated that protein conformations that create donor/acceptor (substrate/cofactor) distances which are small enough for such rapid 'promoting vibrations' to be effective are quite rare. We will now finally present another piece of this puzzle to show that slow conformational rearrangements to stable potential basins in which donor/acceptor distances are small are transformations to high free energy states. This would imply that the free energy barrier in the case at hand is NOT a potential barrier, or at least not in total. We here suggest that for at least one hydrogen transfer enzyme, LDH, the overall free energy barrier to reaction might be largely a probabilistic one, not a potential energy barrier. Thus, the role of the enzyme is changed from previous views. Originally the enzyme was thought to lower free energy barriers. In our previous published work we [13] suggested that the role of the enzyme may be to make barriers thinner, and thus maximize tunneling. We now suggest that the dominant role of the enzyme may be to perform directed stochastic searches through conformation space that minimizes a barrier, and apparent free energies measured for reaction may largely be diagnostic of this probability distribution.
What this new concept implies regarding tunneling will then be addressed. Finally, we will conclude with further suggestions of calculations that will formalize the more speculative hypothesis raised in this paper.
TIMESCALES AND THE REACTION COORDINATE IN THE VICINITY OF THE CHEMICAL BARRIER
One principal reason the study of enzymatic catalysis is so complex is the wide range of timescales important in the process. Without belaboring the point, we refer without further comment to Fig. 1 . This range of timescales is due to the complexity of the enzyme structure, and along with the difficulty highlighted by Fig. 1 , comes major philosophical questions as to the evolutionary design of enzymes. There seem to us to be three essential questions related to this issue of complexity: First, why are enzymes so large. Nature seems to rarely waste amino acids and ATP to join them, so the large size of the protein matrix of most enzymes would lead one to assume necessity for such a complex architecture. In some cases multimeric architecture can be ascribed to the need for physical stability in extreme environments, but even mesophiles seem to be quite large. The second question is why when there are many millions of primary sequences found in nature, there are only a relatively small number of basic fold designs (on the order of hundreds-many orders of magnitude less than the variability in sequence space.) The third and final question is simply why artificial enzyme design has been such a failure. As mentioned in the introduction, artificial enzymes are at least 6 and often 16 orders of magnitude less proficient than naturally occurring enzymes. If one takes catalytic antibodies as an example, clear recognition of the transition state is not the sole design principle at work in the creation of highly efficient biological catalysts.
A hint in our understanding of what this missing design principle may be, and a potential answer as well to the first two questions listed above came in our elucidation of the reaction coordinate of the hydride and proton transfer reaction catalyzed by lactate dehydrogenase. Using Transition Path Sampling we gathered a large ensemble of reactive trajectories for the chemical reaction in this enzyme. [14] These trajectories were then analyzed by committor distribution analysis to find a true chemical reaction coordinate. In addition to the chemical motions of a hydride and a proton in this reaction, there is a compression through the active site along with a subsequent relaxation on the distal side of the binding pocket. This is shown graphically for a monomer of human heart LDH in Fig. 2 . The need to create a protein architecture that allows energy to be channeled along what is not an obvious path (i.e. not along a particular helix for example) is an entirely reasonable explanation Figure 1 . A graphical representation of the range of timescales on which functionally important events occur in enzymatic catalysis. This figure is available in color online at www.interscience.wiley.com/ journal/poc Figure 2 . The 'promoting vibration in human heart lactate dehydrogenase that was found to be an integral component of the reaction coordinate for chemistry.
for the complexity of the enzyme. The corresponding lack of such a design principle in artificial enzymes, for example catalytic antibodies, could well explain why even with superb recognition of the transition state, there is still poor catalytic proficiency.
Calculations, as demonstrated in Fig. 3 , have shown that the moment of transfer of the hydride comes at exactly the point of maximal compression of the promoting vibration. [15] We note that interestingly this is not always true of reaction in the enzyme from the thermophile Bacillus stearothermophillus, when dynamics are probed at mesophillic temperatures. This is another example of a lack of dynamic perfection when enzymes are asked to perform at temperatures other than that for which they were 'designed' by evolution. That certainly has been noted by other groups. [16] This effect demonstrates the subtle detail in dynamics involved in the reactions of the respective enzymes. It is also worth noting that over the entire ensemble of calculations, committor distributions show that residence time in the transition state region is on the order of a femtosecond-far too short for any equilibrium. One example is shown in Fig. 4 . This feature has been suggested by Schwartz and Schramm [17] to be a possibly general description of enzymatically catalyzed reactions.
One may rightfully ask if the short residence time in the transition state region is a characteristic only of hydrogen transfer reactions. Because of their chemical simplicity, the phenomena may not be universal. While such a claim is difficult to make, we can examine a very different reaction-that catalyzed by purine nucleoside phosphorylase. The chemistry is shown in Fig. 5 . In fact similar application of transition path sampling shows that while this reaction is far more complex, residence time in the transition state region is quite short-on the order of 10 femtoseconds. A standard committor from our computations is shown in Fig. 6 . While residence time is still quite short, the structure of the committor distribution makes it apparent that the chemistry is far more complex than that found in lactate dehydrogenase. Analysis of the reactive trajectories gathered in the transition path ensemble reveals that the chemistry is due not to the attacking nucleophile, but rather, the glycosidic bond is first broken through the aid of a promoting vibration in the protein. This promoting vibration in the protein polarizes this bond to form a good leaving group. After the scission of this bond, further protein motion moves the ribosyl group down to the rigidly held phosphate group. This finally allows the formation of the ribose 1 phosphate product. Thus protein motions is Figure 3 . Hydride transfer from donor to cofactor comes at exactly the moment that the protein achieve maximal compression of the active site across the promoting vibration. This result is from the Bacillus LDH enzyme in a case in which hydride and proton transfer is almost simultaneous, and in turn synchronized with the promoting vibration. Figure 4 . The committor distributions along a single reactive trajectory from the transition path ensemble for the reaction catalyzed by lactate dehydrogenase. The committor is calculated at each point along a trajectory by initiating new trajectories with momenta drawn from a Boltzmann distribution. The point of exactly equicommittor probability 0.5 is defined as a transition state, and is a member of the stochastic separatrix Figure 5 . The chemical reaction catalyzed by purine nucleoside phosphorylase. If this were solution phase chemistry, one would suppose that this is an SN2 reaction with phosphate the attacking nucleophile. Our results show that the enzymatic reaction proceeds by a completely difference chemical mechanism central to reaction, there is not time for equilibrium in the transition state region, and the mechanism of chemistry is completely distinct from the expected organic solution phase SN2 reaction. The reaction is in no way dependent on the motion of the nucleophile, but rather on the motion of the protein which in two steps first polarizes the glycosidic bond to allow facile leaving group formation, and in a second step rotates the ribosyl group down towards a firmly locked phosphate.
The question we must now address is given the extremely short time of barrier passage, and the fact that the promoting vibrations which allow the passage are on the order of picoseconds, why does the enzyme take milliseconds to turnover. It is often the case that the enzyme is limited by product release, but it is also surely the case that the chemical reaction is not in general complete in picoseconds, with the enzyme simply waiting so many more orders of magnitude of time to release the already formed product. Thus the issue is not why is the enzyme so fast, but rather, why is it so slow. Understanding this mystery will begin to elucidate the nature of the barrier to reaction in enzymatic catalysis.
CONFORMATIONAL FLUCTUATIONS AND CATALYSIS
It has certainly been known for many years that fluctuations in protein conformation on time scales far slower than picoseconds affects protein function. This idea was pioneered by Frauenfelder in his studies of hemeprotein ligand binding. [18] More recently groups such as Hammes Schiffer's [19] and Brooks' [20] using partially phenomenological models have been able to reproduce some rate constants of enzymatically catalyzed reactions. The question is how these slower motions relate to promoting vibrations, and eventually to catalysis.
The most useful picture of protein motion is obtained through a hierarchical model of the potential energy surface. In this picture, proteins have rapid conformational fluctuations in 'basins.' [21, 22] Transformations between basins which involve greater potential barriers are concomitantly less frequent. One may imagine higher level groupings of basins into superbasins, etc. A schematic view of this model is shown in Fig. 7 . Here, A, B, and C are individual basins with rapid internal transformations between local internal minima. Transformations between the basins are significantly slower activated events. The hierarchical nature of this view is shown schematically by the right panel in Fig. 7 . These ideas are of value in a purely pedagogical sense, but do little to explain the function of enzymes until one can find such conformational fluctuations on a real surface. The actual potential energy surface of a folded protein is expected to be highly complex, and it is also expected that not all conformations are directly relevant to catalysis. What is needed then is a 'reporter,' or in the words of transition path sampling, an order parameter which allows identification of those conformations central to catalysis.
In the case of LDH, we know that the promoting vibration, part of the reaction coordinate will not be effective unless the donor and acceptor, the NAD þ cofactor and the substrate, are close enough together that the small amplitude promoting vibration Figure 6 . An example of a committor distribution for the reaction catalyzed by PNP. While the reaction is far more complex, residence in the transition state region is still quite short, not allowing for the formation of any equilibrium with the transition state. In addition, the mechanism is not that of the corresponding organic solution phase reaction, but again critically involves a promoting vibration in the protein matrix of the enzyme Figure 7 . A hierarchical view of conformational fluctuations in a protein.
The left panel shows a hypothetical idealized one-dimensional potential energy surface, while the right emphasizes the groupings of conformations in a hierarchy can be effective. A simple MD search of the surface will not yield transformations between basins, and so we began our hunt for conformational basins using Monte Carlo searches of the structure. We showed some years ago that conformations that resulted in close donor acceptor distances were quite rare. [12] To perform a more systematic examination of these conformational fluctuations, we are currently employing Langevin dynamics to search for potential minima via quench of the structures after a certain time. We accelerate the search by constraining donor acceptor to be relatively short. During the quench process we allow full minimization. Again, many conformations show relaxation away from a close donor acceptor distance. A small minority of conformations retain the close donor acceptor distance. In order to understand the dynamics we interrogate the minimum potential energy path between two such conformations. A representative sample is given in Fig. 8 . This is accomplished using the string method of van den Eijnden and E. [23, 24] While there is a significant roughness in the complex potential energy surface, clearly the two potential basins exist at about À0.75 and 0.75 in RMSD units. The potential barrier between them is quite high-about 80 kcal/mol in one direction and 50 in the other. That having been said, the physically relevant quantity is the free energy for the transformation. This is the quantity that will determine the rate of conformational fluctuation between the two states. Calculation of the free energy is not trivial, and a 'reaction coordinate is not obvious. We perform the calculation in two separate steps. First, using the structures found along the minimum potential (the so-called zero temperature string), we locate the free energy minimum path using a finite temperature string. To insure convergence of the free energy value, we then apply WHAM sampling to the average structure at each node in the free energy string. The resulting free energy plot for the transformation between the two configurations shown in Fig. 8 is given in Fig. 9 .
At first glance, this result is strikingly odd; the free energy minimum is actually between the two potential minima. We have repeated this for the other small donor acceptor distance conformations we have located, and in all cases similar results are obtained in our preliminary calculations. Recall that the small donor acceptor distance conformations are very rare; then this free energy is an indication of the difficulty of achieving this conformation.
THE NATURE OF THE FREE ENERGY BARRIER TO CATALYSIS
The overall rate of the chemical reaction catalyzed by an enzyme is determined by the overall free energy of catalysis. This is not a physical statement it is a definitional one. The free energy is defined as that number which when multiplied by the inverse temperature b and then exponentiated yields the experimental rate. This number has been both measured [25] and predicted theoretically. [26] The result for LDH is always about 20 kcal/mol. Figure 9 shows that to go from the free energy minimum to the structure that will allow the promoting vibration to be effective requires between 10 and 20 kcal per mol. This is in no way a definitive statement regarding the nature of catalysis, but it is a striking result. Taken at face value, it would seem to indicate that the vast majority of free energy needed for the catalytic reaction in the enzyme is that needed to hunt through configuration space to locate one of the reactive conformations. Does this imply that there is no enthalpic barrier (potential energy) to reaction at all? No-it simply means that from these relatively crude calculations, a lot of what the enzyme does is search for very low energy barriers. At that point, the promoting vibration is enough to carry the reaction to completion in what may well be essentially a barrierless process. The compression of a promoting vibration will both lower and thin barriers. This is a vastly different picture of catalysis than any standard view. It also has deep implications for the possibility of tunneling in an enzyme such as LDH. It must be stated that no one has ever claimed tunneling for LDH, but the striking similarity in both chemistry and structure of this enzyme to alcohol dehydrogenase suggests that analogy is at least not a wasted effort. It should also be understood that this picture in no way negates the importance of effects such as electrostatic stabilization-in reactions in which a transition state develops significant charge, then those structures that have the most charge stabilization will have the lowest barriers.
We also note that more recent versions of transition state theory are far more similar to this view than they are different. One may point to an interesting study from Gao and co-workers. [27] One of the great mysteries of tunneling in ADH is why there is no significant primary kinetic isotope effect. In the past we have Figure 8 . The minimum potential energy path between two conformations of small donor acceptor distance Figure 9 . The free energy map corresponding to the conformational transformation shown in Fig. 8 argued that tunneling may be present, but the known mathematical effect of the promoting vibration can mask the primary KIE. [28] This fact remains true. The presence of the promoting vibration, however, does not prove the existence of tunneling; it simply rationalizes why if tunneling is present there is no major sign of it in the primary KIE. An alternative explanation could be that there simply is very little tunneling. The function of the enzyme is not to maximize tunneling, but to limit the search through configuration space to efficiently find those in which both tunneling and activated barrier passage are maximized. The free energy is employed in this picture not for barrier passage, but rather for barrier elimination.
It is important to note that there are undoubtedly cases where there is a true chemical barrier to surmount. An example may be found in cases where there is a large primary kinetic isotope effect which seems clearly diagnostic of deep barrier tunneling. [16] This paper as a part of a 'symposium in print' has presented what is undoubtedly a radical view of enzymatic catalysis. Far more effort is needed before this view can be accepted as correct, even in a limited case of a single enzyme. First, more configurations which achieve small transfer distances must be located. The free energy of transformation between these conformations must be computed. Finally, and critically, using appropriate QM/MM techniques, the chemical barriers to reaction must be computed as a function along these conformational rearrangements. Experimental confirmation of this picture is a bit more complex. The best tools available would seem to be a combination of mutagenesis and crosslinking to prevent the conformational shifts we have discussed, or make them energetically more costly. The prediction would then be that rates should fall in exponential relation to the shift in conformational free energy.
