Abstract. Let R be an integral domain that is finitely generated over a field k. Let D : R ! R be a derivation over k. Our aim is to compute Ker D.
Introduction
Let R be an integral domain that is finitely generated over a field k. Let D : R ! R be a derivation over k. The subject of this paper is to compute the kernel Ker D in positive characteristic.
When the characteristic of k is zero, several techniques to compute the derivation kernel are known. Essen gave one of such techniques in the case that D is locally nilpotent and that Ker D is finitely generated over k ( [6] , [7, Corollary 1.3.23] ). The technique is based on the exponential of the derivation. Note that in characteristic 0, some derivation kernels are not finitely generated (counter-examples to Hilbert's Fourteenth Problem), even if the derivations are locally nilpotent (see [4] , [8] , [9] , [14] , [15] ). Essen's algorithm does not work for these derivations.
In this paper we give an algorithm to compute the derivation kernel in the positive characteristic case, inspired by Essen's algorithm. And using our algorithm, we can compute the kernel for any derivation, without assuming the nilpotency of the derivations. The key points of our algorithm are that we regard the derivation kernel as a k½R p -module, where k½R p is a sub k-domain of R generated by fx p j x A Rg and that we compute the generators of the kernel as the k½R p -module using the truncated version of the exponential of the der-ivation (Definition 2.2). In section 2, we calculate generators for the kernel of D in case there exists an element s A R satisfying DðsÞ ¼ 1 (we call such an s as a slice of D) and D p ¼ 0 (Theorem 2.3 (1)). And we describe our algorithm in Theorem 2.3 (2) and section 3. We exhibit our calculation techniques by concrete examples in section 4 and give a complete list of the kernels of monomial derivations in two variables in characteristic 2 and 3 (Appendix A).
Another idea to compute the derivation kernel is to consider a derivation D : R ! R as a k½R p -module homomorphism, and to compute the kernel by ''linear algebra'' as a k½R p -module homomorphism (actually this is pointed out by the referee). Experiments show that the linear algebra method is faster than our method, but our method gives a filtration for Ker D H R, which should reflect more informations of the derivation.
In fact, our algorithm is related with G a -actions. One of the aims of Essen's algorithm is to compute the invariant ring of G a -action on an a‰ne variety in case the ring is finitely generated ( [6] ). In zero characteristic case, G a -actions correspond to locally nilpotent derivations, and the invariant rings correspond to the derivation kernels. In positive characteristic case, as we will see in section 5, G a -action on an a‰ne variety is related to a locally finite iterative higher derivation, and we can also calculate the invariant ring mimicking Essen's algorithm (Proposition 5.7).
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Notation and Convention.
Throughout this paper, k denotes a field, p its characteristic. Unless otherwise stated, we assume that p > 0. When R is a commutative k-domain, QðRÞ is the quotient field of R and k½R p is a sub k-domain of R generated by fx p A R j x A Rg. A map D : R ! R (resp. R ! QðRÞ) is said to be a k-derivation of R (resp. k-derivation of R with values in QðRÞ) if D satisfies Dð f þ gÞ ¼ Dð f Þ þ DðgÞ and Dð fgÞ ¼ Dð f Þg þ fDðgÞ for f ; g A R, and DðaÞ ¼ 0 for a A k. The set of all k-derivations of R (resp. with values QðRÞ) is denoted by Der k R (resp. Der k ðR; QðRÞÞ). 
Kernels of derivations in positive characteristic
Throughout this section, R is a finitely generated commutative k-domain. Let D be a k-derivation of R. We denote by Ker D the kernel of D, which is the set f f A R j Dð f Þ ¼ 0g. When the characteristic p > 0, note that we have
In this section, we claim that we have an algorithm to calculate the kernel of a k-derivation D of a finitely generated k-domain when k is of positive characteristic p, and calculate generators for the kernel of D in case that D has a slice and D p ¼ 0. Our algorithm is inspired by Essen's algorithm in the zero characteristic case. Proposition 2.1 (Essen [6] , [7, Corollary 1.3 .23]). Let k be a field of characteristic zero, R :¼ k½x 1 ; . . . ; x n a finitely generated k-domain and D A Der k R a locally nilpotent derivation.
(1) When D has a slice s A R, we define a map j Às : R ! R by
Then j Às is a k-algebra homomorphism and the image of j Às is equal to Ker D. In particular Ker D ¼ k½j Às ðx 1 Þ; . . . ; j Às ðx n Þ. (2) When Ker D is a finitely generated k-algebra, without assuming the existence of a slice, taking any t A R with DðtÞ ¼ u 0 0, the derivation Remark 2.3.1. Unlike the zero characteristic case, the derivation kernel is always a finitely generated k-algebra, because it is a sub k½R p -module of R. This fact is essentially due to Nowicki-Nagata [13, Proposition 4.1].
In the rest of this section we prove (1) of Theorem 2.3. And we give an algorithm (2) in the next section. Proof. Easy calculation. r
We also have the equality Ker D ¼ P 0ai 1 ;...; i n <p k½R p E Às Dðx
n Þ, since R is a finitely generated k½R p -module generated by the elements
We can show the last statement using the same proof. r
Algorithm
The goal of this section is to give the algorithm explicitly, claimed in Theorem 2.3 (2) .
. . . ; x n , and we assume that the characteristic of k is p > 0. We do not assume that D has a slice or that D p ¼ 0. In this section, we give an algorithm to calculate the kernel of D using Theorem 2.3 (1).
There exists
There exists l a n such that D lþ1 ¼ 0.
Proof. Since Ker D contains k½R p , the field extension degree ½QðRÞ : QðKer DÞ is p n with some n a n. On the other hand, we have
We take the integer l such that D l 0 0 and D lþ1 ¼ 0. We calculate the kernels Ker D l ; Ker D lÀ1 ; . . . ; and Ker D, inductively.
When
whose generators are known by the induction hypothesis.
then we have
Proof. (2) . (End of the construction of the algorithm, hence the proof of Theorem 2.3 (2).) Remark 3.4. This algorithm can be implemented by the software ''Singular'' ( [11] ). Remark 3.5. ''Linear algebraic'' approach expresses the derivation homomorphism as a k½R p -matrix, and computes its kernel by the Groebner basis for modules.
r À fðm r ÞÞÞ, which can be computed by the module intersection algorithm, and can be implemented by ''Singular''. Experiment shows that this approach is faster, at least for small examples as in the next section.
Examples
We calculate the kernels of several derivations using the techniques in the previous section. 
for some monomials a 1 ; . . . ; a n A k½X 1 ; . . . ; X n with coe‰cient 1. Example 4.6 is an example of a k-derivation of a finitely generated kdomain which is not a polynomial ring.
Let us calculate Ker D. Note that D has a slice x. We know
In the right hand side, we have aða À 1Þx E Àx Dð1Þ ¼ 1;
E Àx DðxÞ ¼ 0;
When a 1 b 1 0, by the calculations above, we find that Ker D is generated by the following elements as a k½x 3 ; y 3 -module:
Notice the following relations:
In the other cases, we can calculate similarly, and the results are as follows:
.
. when a 1 1 and b 1 2;
We remark that when a 1 0 and b 1 2 or when a 1 1 and b 1 2, we see . So we see that Ker D is the intersection of k½x; y and the k½x 2 ; y 2 -module generated by 1, for some a; b; g A k½x 2 ; y 2 , and
for some c 0 ; c 1 ; c 2 ; c 3 A k½x 2 ; y 2 . We get 
Therefore we deduce that Ker D is a k½x 2 ; y 2 -module generated by 1 and 
of a polynomial ring k½x 1 ; x 2 ; x 3 ; x 4 . Before considering the positive characteristic case, we calculate the kernel of D when char k ¼ 0, using [6] , [7, Corollary 1.3 .23] or Proposition 2.1.
The derivation D has a slice x 1 . For the map j Àx 1 in Proposition 2.1 (1), we have
Hence we obtain -module generated by 1, To compare with the characteristic zero case, we have the following calculations;
3 has a slice x 3 . So we see that Ker D 3 is a k½x 4 -module generated by fx
and so on. Going on to Ker D, we see
and so on. So we have that Ker D is a k½x 4 -module generated by
hence we deduce that
To compare with the characteristic zero case, we have the following calculations;
, a k-derivation of the polynomial ring k½x 1 ; x 2 ; x 3 .
We calculate the Ker D for p ¼ 2; 3.
(i) We assume that p ¼ 2. We set
Then we have
In addition, we set
a k-derivation of k½x 1 ; x 2 ; x 3 . Then we get
so we see that Ker D -module generated by 1, x 2 , x 3 and x 2 x 3 .
We have We see that E Àx 3 D 1 ð1Þ ¼ 1 and
(ii) We assume that p ¼ 3. We consider, as in the case p ¼ 2,
Then we have D We have
We consider D, the k-derivation of the polynomial ring k½x; s; t; u; v,
When char k ¼ 0, this D is an example of a k-derivation whose kernel is not a finitely generated k-algebra (Daigle and
]).
Set
Then we have D
qu . In addition, we set
We see that D 
Furthermore, we have
and so on. We obtain that Ker D 1 is a k½x 2 ; s 2 ; t 2 ; u 2 ; v 2 -module generated by 
Hence we deduce that Ker D ¼ k½x 2 ; y 2 .
On higher derivations
The spirit of the Essen formula (Proposition 2.1) can be translated into positive characteristic, more straightforward, if we use the higher derivations. This section is a fruit of the referee's comment for the first draft of this paper.
Throughout this section, R is a finitely generated commutative k-domain. [12, 1.2] ). The locally finite higher derivation D on R leads to a map s : R ! R½t given by sðaÞ ¼ P ib0 D i ðaÞt i , where t is an indeterminate. By the conditions in Definition 5.1, the map s is a ring homomorphism. Moreover, when D is iterative, the map s induces a G a -action on an a‰ne algebraic variety Spec R, which is an algebraic group action of the additive group G a of the field k.
By this correspondence, giving a locally finite iterative higher derivation D is equivalent to giving a G a -action on Spec R. Definition 5.5. Let D be a locally finite higher derivation of R and a A R. We define a homomorphism E a D : R ! R by
Remark 5.5.1. In the following, we will use only E Às D with a slice s, as in section 2. Proposition 5.6. The homomorphism E a D in Definition 5.5 is a ring homomorphism.
Proof. Follows immediately from Definition 5.1, and left to the reader. r Proposition 5.7. We assume p > 0. Let D be a locally finite iterative higher derivation of R. We assume that D has a slice s A R. Then Ker D is the image of E Às D. In particular, when R ¼ k½a 1 ; . . . ; a n , we have
Remark 5.7.1. When we handle the kernel of a derivation or of a higher derivation in the zero characteristic case, we can extend the proposition by mechanically making a slice. But, for a higher derivation in the positive characteristic case, it is di‰cult to extend the proposition, because we cannot make a slice easily. 
Conversely, we assume that f ¼ E Às DðgÞ A Im E Às D, for some g A R. By 
