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En este trabajo se prueba la existencia de soluciones positivas de un problema semilineal. Para 
esto, se prueban algunos estimativos a priori empleando la desigualdad de Hardy-Sobolev y 
un result ado de regularidad de H. Brezis. Posteriormente se obtienen soluciones no triviales 
empleanda la tean'a de grada de Leray-Schauder. Finalmente, mediante la aplicacion del Prin­
cipia del Maximo, se prueba que una desigualdad variacianal tiene salucion pasitiva la cual es 
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Introducci6n 
El prop6sito de este trabajo es desarrollar en detalle los resultados sobre soluciones positivas del 
trabajo [Q] y donde el result ado final es la existencia de soluciones, en HJ (.0), de un problema 
semilineal 
-flu = J( '11,) en .0 
'11, = 0 en an (1)
{ 
'11, > 0 en n. 
Aquf .0 es un dominio regular de clase Goo en jRN, N ?: 3 y J : jR+ - lR es una funci6n continua 
que satisface las condiciones: 
(AI) J cruza el primer valor propio Al del operador -fl en HJ(n), es decir: 
lim sup J(t) < Al < liminf J(t) 
t .....O+ t t .....oo t 
(A2) IJ(t)1 :s; G(l + IW'), donde Ct < ~:!.:i 
(A3) J ?: -A con A > 0 suficientemente pequerlO. 
El problema (1) ha sido, en los liltimos decenios, objeto de un gran mlmero de publicaciones. 
Al respecto se pueden consultar los trabajos [L] y [D] que resumen los resultados obtenidos 
hasta alrededor de 1980. 
La existencia de soluciones para el problema (1) depende en forma significativa de las hipotesis 
sobre J. Se han analizado mucho los cas os donde J(O) > 0 y J(O) 0, e imponiendo condiciones 
sobre J(t) para t - 0+ Y t - +00 como en (Al). Ademas condiciones de crecimiento similares 
a (A2) y condiciones de regularidad como J localmente Lipschitz. En nuestro caso tenemos 
vi 
solamente f continua y (A3) permite valores negativos de f. Por la condici6n 
\ 1" f f (t)"1 < Imm -­
t-oo t 
se dice que el problema es asint6ticamente lineal. 
Se considera Ia desigualdad variacional, para u E J(+: 
(-L\u - f(11,), v - 11,) ~ 0, \Iv E J(+ (2) 
asociada al problema (1). Aquf J(+ { u E H6(Q); 11, ~ o} es el cono de las funciones no 
negativas en HlJ (Q) y (., .) es la dualidad entre H- 1 (Q) y HlJ (Q). Probaremos que (2) tiene 
una solucion no trivial positiva. Para obtener este resultado, consideramos en un primer paso, 
soluciones 11, E J(+ de la desigualdad variacional 
(-L\u - f(u) - s<D,v - u) ~ 0, \Iv E J(+, (3) 
donde <I> es la funci6n propia (positiva) asoeiada al valor propio Al de -L\ en HJ (Q). Se 
prueban, bajo las condiciones (AI), (A2) y f aeotada inferiormente, que existe R > 0 tal que 
los estimativos a priori 1I11,llHl < R y IlulluXl < R para eualquier soIuci6n de (3) can s > O. o ­
Para obtener estos resultados es crucial la desigualdad de Hardy-Sobolev yun resultado de 
regularidad para solueiones de desigualdades variaeionales deb ida a H. Brezis. 
En un segundo paso, se prueba el siguiente resultado: 
Teorema Sea f E C(R+,R) que satisface (AI), (A2) y tal que f es acotado inferiormente, 
entonces la desigualdad variacional (2) tiene soluci6n no trivial, 
Para Ia prueba de este teorema, se apliea el grado de Leray-Sehauder para operadores compactos 
a un problema de punta fijo asociado a (2). 
En un tercer paso se prueba 
Teorema Sea E E C(li~+,R+) que cumple las condiciones (AI) y (A2) reemplazando f pOl' 
E. Entonces existe A = A(E,Q) > 0 tal que, para todo f E C(R+,[-A,+OOj) que satisface 
vii 
f :::; E, lim inf lJfl > AI, el pmblema semilineal (1) tiene so lucian en HJ (5.1) n C1,v (0) para 
t..-+oo 
cierio v E (0,1). 
El trabajo consta de dos capftulos. El Capitulo 1 resume, con referencias, una variedad de 
resultados que se usaran posteriormente. El CapItulo 2 contiene las pruebas de los lomas y 




Para comodidad del lector resumimos en este capitulo algunos resultados sobre espacios de 

Sobolev y Ecuaciones Diferenciales Parciales elipticas de segundo orden asi como algllnas nota­

dones y definiciones que se usaran en el desarrollo del Capitulo 2. 





1.1 NOTACIONES Y DEFINICIONES B.A.SICAS 
Por n denotaremos un abierto no vacio en RN, N ;::::: 3. 
Decimos que el abierto D es una regi6n regular de clase Ok, 1 :::; k :::; 00, si n es acotado y para 
todo Xo E 8n existe una vecindad U de Xo Y una fund6n ¢ : U -; R de clase Ok tales que 
\1¢(x) i= 0, para todo x E U Y 
8DnU={XEU;¢(x) O},DnU {XE U;¢(:r:) <O}. 
n se dice un dominio regular de clase Ok, si ademas n es conexo. 
Nota 1.1.1 Pam muchos prop6sitos es mas conveniente una definicion (equivalente) de region 
regular via mapas locales (de clase Ok). Pam ella se puede consultar [Bl}. Dicho de otm 
manem, D es una regi6n 1'egular de clase Ok (1 :::; k :::; (0) en RN si es una variedad de clase 
Ok y dimensi6n Neon bOT'de 8n. 
El concepto de vecindad tubular es un recurso util para much os prop6sitos. Discutimos breve­
mente esta noci6n (sin demostraciones) y algunas consecuencias que utilizaremos en este trabajo. 
Sea D una regi6n regular de clase Ok (2:::; k :::; (0) con frontera r := 8n. Sobre r existe un 




donde ¢ es una de las funciones que determinan localmente a f. Claramente v E Ck - 1 (f, SN-l). 

Sea x !----> d(x) := d(x, r), x E ]RN, la funci6n distancia a la frontera de 0 y para c > 0, 

Se:(r) = {x E R 7V ;d(;z;) < c} que llamamos una c-vecindad de f. 

Sea S;(r) = Sc(r) nO y st(r) = Sc(f) n (]RN~O). 

Se sabe que :z;!----> d(x) := d(x, r), x E ]RN, satisface una condici6n de Lipschitz 

pero no es diferenciable en RN como 10 muestran simples ejemplos. 
Definimos una distancia con signo: UNIVERSIDAD NACIONALOE COLOMnI,\ 
DEPTO. DE BIBLICTEC'AS 
{
r}(::c) := 
d(x), si x E St(f) U f 
-d(:z;), si ::c E S;(f) U f 
BlI3LlOTECA "EFE" GOI\:EZ 
Claramente 1}(:r) °para x E r. 
Se puede probar, usando el teorema de la funci6n implicit a, el teorema de la fund6n inversa y 
un argumento de compacidad, el siguiente resultado: 
Teorema 1.1.1 (Vecindad Tubular de r) Sea 0 C lftN, N 2: 2, una regi6n regular de clase 
Ck (2 ::; Ii; ::; 00). Entonces e:riste c > 0 can la8 pmpiedades: 
\Ix E SE:(r) existe e:1XIctamente 'un punta x E r y e:z;actamente un punto t E R, tales que 
ItI= Ix - xl = d(x) y se ticne 
:r x + tv(x) con itl < c. (1.1 ) 
Ademas, .'Ii x tiene la forma (1.1), entonces 
x E Sc(r) y Iti d(x) Ix ­
2 
Mas aun, la aplicacion definida por (1.t) 
II: Sc(f) --t r x (-10, c) 
:r t------+ II (x) (p(:r) ,7}(X)) = (x, t) 
1es un difeomorfismo de clase ak - del abierto Sc(f) sobre r x (-10, c), una variedad (de clase 
Ck ) y dimension N en JRN+1. La aplicacion p : x t------+ X p(x) se llama proyeccion de x sobre 
r y la aplicacion 7} : x t------+ t = 7}(x) es la distancia, con signo, de x a r, y asi d(x) 
pam x E Sc(r). Las funciones p Y 7}, las componentes de II, son por 10 tanto funciones de clase 
Ck- 1 en Se(f). 
Para una prueba del teorema, as! como una aplicaci6n importante, se puede consultar [Pl. Can 
respecto a la funcion 7} se puede pro bar aun mas: 
Teorema 1.1.2 Si nyc > 0 son tales como en el Teorema 1. 1.1, entonces 
\1r}(x) = v (p (x)), "Ix E Se(f). 
En particular, se sigue con eso que 1\117 (x)1 1 sabre Se(f) y 7} E Ok para 2 S k :; 00. 
Observaci6n: Por la aplicacion II, es decir, x --t II (x) = (x, t), x E Se(r), se han introducido 
(nuevas) coordenadas glob ales sobre Se(r). Para nuestros propositos estamos interesados en el 
conjunto (r) U r c n. Para puntas de este conjunto, la coordenada t cumple < t SO. 
Como r} E Ok Y 7} (x) = t, para ItI < € se sigue que, 
r -t := {x E S;(f) u r; 7/(X) = t}, - £ < t S 0, 
es una familia de variedades (N - 1 )-dimensionales de c1ase Ok contenidas en Claramente 

ro = r. Se puede probar que r.5 (can 15 0 < 15 < c) es la frontera de la subregiOn n8 c n, 

definida por nO' := {x En; d(:1;) > 6}, 0 < 15 < c. 

Saquemos algunas conc1usiones de las discusiones anteriores: 

(A) 	Si n es una region de c1ase Ok con 2 S k 00, entonces los puntos de r: an cumplen 
la propiedad de bola interior uniforrne, es decir, existe un "5 > 0 tal que para todo x' E r 
3 
se tiene 
r n Bx (x) = {x'} , 
donde B-J (x') es una bola euclidea cerrada de radio J y centro en xED contenida en 
D u {x}. Esto se sigue de los resultados anteriores tomando 0 < (5 < ~, x = X - Jv (x), 
donde x = x' 
Es claro tambien del Teorema 1.1.1 que para (5 y todo xED con d (:x;) :s J corresponde 
un punto mas cercano y E r, d (x) = Ix - y I, con la propiedad de que la bola abierta con 
radio J y centro en z y + r I~=~I esta contenida en D. Basta tomar, para :c el punto 
x = p (x) Y T -J, 0 < J < ~. Esta propiedad se llamani en la Seccion 1.2 la propiedad 
de bola interior uniforme fuerte de D. 
(B) 	8i D es un dominio regular de clase C k con 2 :S k :S 00, es decir, es una region regular 
conexa, entonces, para 0 < 6 < c el abierto Do = {x E D; d( x) > J} c D tambien es un 
dominio regular de clase Ck . Para probar esto basta mostrar que existe una retracciou 
de D sobre Do, doude D es un conexo. Para eso consideramos la aplicacion r : D -> Do 
definida para 3; E D por 
p (x) + l (17 (x)) v (p (x)) , si x E D \ Do 
r(x) 	= { 
x, si :x; E Do 
y doude l : [-6, 0] -> R, es la funcion constante t -> l (t) = Claramente T result a 
continua y as! es una retracci6n de D sobre Do. Por 10 tanto no es couexo. Ahora como 
no es reunion de una sucesi6n mon6tona creciente de conjuntos, Ds con 6 < s < c result a 
que no es conexo. 
(C) En [LM], Teorema 11.3, se prueba la siguiente version de la desigualdad de Hardy-Sobolev: 
Teorema 1.1.3 Sea n una region de clase Coo y puna juncion de clase Coo en D, positiva en 
n, p(x) = 0 pam ;z; E aD y del rnisrno orden de d(:r, aD), es decir, tal que x1!.:ti d&~~n) T i- 0 
o 
si Xo E aD. Entonces, ia apl'icaci6n 1), -> ~ es continua de Hfi (n) en L2 CD), es decir, existe 
4 
una constante C > 0 tal que 
(Las definiciones de Hd (!:1) y Coo (!:1) se encuentran a continuaci6n de est a observacion). 
Indiquemos brevemente como se puede obtener la desigualdad en el teorema anterior reem­
plazando la funcion p por la fundon x --+ d(x, a!:1) = d(x) para!:1 de clase Coo. En S; (r) u r 
se tiene T1 (x) = -d (;r;). Con eso, la distancia d es de clase Coo en el abierto S; (r) = 
{x E OJ 0 < d(x) < E:} C !:1 y sus derivadas parciales, de todos los ordenes, tienen extensi6n 
continua a r. Se construye una fundon c : !:1 --+ ]R, c E Coo (!:1) , de la siguiente manera: sea 
0: : [0, diam(!:1)] --+ JR., a E Coo ([0, diam (!:1)]), tal que 
t, 0 < t < ~ 
a (t) = ­
{ diam (!:1), ~E: < t :S diam (!:1) 
y tal que 0: (t) 2: t, ~ < t < ~c. Es claro que se puede construir a. Se define c (x) := a (d (;r;)) 
Y can eso c E Coo (!:1) y c restringido a !:1 \!:1} coincide can d. Como 0 < ~ :S d (;x:) :S dia,m (!:1) 
para x E n~, existe k > 1 tal que c(x):s kd(x), x E !:1. Con eso se sigue que el Teorema 1.1.3 
es valida can p = d. 
En el Capftulo 2 supondremos, par simplicidad, que !:1 es un dominio regular de clase Coo 
(dominio suave). Definamos alIora algunos espacios de funciones que utilizaremos 
Sea !:1 C ]RN un abierto no vacfo y D(!:1) := C;;o(!:1) el espacio de las funciones infinitamente 
diferendables de soporte compacto en !:1. En 10 siguiente a = (0'1, ... ,aN) con ai 2: 0 entero se 
N 
dice un multi fndice, 10'1 := L ai, Y 
i=] 
Consideramos para mEN y 1 :S p :S 00 los espacios de Sobolev 
1l E LP(!:1); Va, 10'1 :S m, 3go< E LP(!:1) tal que } 
W"',p(n) = { 




Se escribe DOiu := 00' EI espacio T-Vm,p := W n1,p (0) con la norma 
IIUllwm,p 

es un espacio de Banach. Para p = 2 se escribe, Hm(o) = VV n1,2(n) , Tf/, E N. Hn1(n) dotado 
con e1 producto escalar 
(u, v)wn = L (DOiu, DO:v)p 
O:SIOiI:Sm 
es un espacio de Hilbert. 

Para nuestros propositos bustarD, considerar solo los espacios con 'Ttl, = 2, p 2: 1, vV2,p(n), y 

HI (0) := W 1,2 (0), m = 1, p = 2. 

Se define Hrt (n) c H7n (n) como 1a clausura de C~ (0) en Hrn (0), mEN, y su dual 

topo10gico, para m = 1, se designa par H-l (n). 

La expresion Ilvullu) es una norma en W~'P (0), equivalente a la norma 111Lllw1,p' Sobre Hd (n) 

1a expresion I vuvv es un producto escalar que induce 1a norma IIVullL2 equiva1ente a 1a norma 

Si Coo (0) es e1 espado de 1a..::; funciones continuus infinitamente diferenciab1es en n, entonces 

designamos por Ceo (n) al espado de las funciones continuas en n, infinitamente diferenciables 

en n y tal que todas sus derivadus parciales se extienden en forma continua a n. 

Fina1mente definamos para 0 < v ::; 1: 

c(n). {Iu(x)-U(Y)I. }}u E H, sup I
x-Y
IV' x, YEn, x =I- Y < ex) ,{ 
e1 espado de las funciones Holcler-continuas con exponente v sobre n, clotado con 1a norma 
lu(x) - u(Y)1 }IIUlleoy = 1111,111,''') + sup { Ix ylV ; 2':, yEn, x =I- y , 
y adernas, I)ara TfL 1, 
6 
dotado con la norma 
Hesulta que CO,I/ ($1) y C1,1/ (0) son espacios de Banach. 

En e1 Capitulo 2, para la prueba del Lema 2.1.1 y del Teorema 2.2.2, se empleani 1a siguiente 

descomposici6n para una funcion fEe (R+ , R): 

donde, 
f+ = max(f,O) y f- max( - f, 0), 
de esta forma, 
If I f + 2f- (1.2) 
A continuacion se presentan, en la Seccion 1.2, algunos resultados chisicos del Amilisis Funcional 
y de las Ecuaciolles Diferenciales Parciales, y en la Secci6n 1.3 algunos resultados adicionales 
que senin empleados en el Capitulo 2 para el problema planteado en la Introduccion. 
1.2 RESULTADOS CLAsICOS 
Teorema 1.2.1 (Poincare con Constante Optima) Sea $1 C ]RN un abierto acotado. En­
tonces 
donde Al > 0 es el rnenor valor propio del operador -.6. en HJ. 
Prueba. [MZ], Proposicion 8, p~ig. 242. • 
Teorema 1.2.2 (Desigualdad de Harnack) Sean $1 C RN un abierto conexo y Ken 1m 
compacto. Entonces existe un C > 0 tal que pam toda funci6n arm6nica u en $1 con u 2:: 0 se 
cumple 
7 
Prueba. [DLJ, Proposicion 12, pag, 252, • 
Teorema 1.2.3 (Formulas de Valor Medio Para Funciones Armonicas) Si u E C2 (O) 
es armonica, es decir 6u = 0 en 0, y Na(N) denota el area superficial de la esfera unitaria 
8B(O, 1) en RN entonces: 
1 /' 1 /'u(x) = T ( T) N-I uds = (1\f)!If udy para cada B(x, r) c 0 
J\ a tv r. a J r" , 
8B(x,r) B(x,r) 
Prueba. [El, Teorema 2, pag, 25. • 
Definicion 1.2.1 Sea L el operador diferencial de segundo orden 
Lu:= 
donde los coeficientes a,ij, bi , c son continuos y acotados y aij aji para 1 ::; i, j ::; N en 
el abierto 0 C RN, Decimos que el operador L es uniformemente eliptico en 0 si existe una 
N 2 
constante e> 0 tal que L aij (:r)~i~j 2: 0 I~I para to do x E 0 Y todo ~ E RN. 
. i,j=1 
Prueba. [El, Teorema 3, pag, 301. • 
Teorema 1.2.4 (Regularidad de la Solucion Deb-il) Sea 0 C RN abierto acotado de clase 
C2• Supongamos qtte: 
b) u E HJ (0) es soluci6n debil del problema eliptico 
Lu f en 0 
'U 0 en 00. 
Entonces 
8 
con una constante C> 0 que solo depende de 0 y de los coeficientes de L. 
Nota 1.2.1 Si u E HJ(D) es la unica solucion debil del problema, entonces el estimativo qlleria 
simplificado asf: 
Prueba. [EJ, Teorema 4, pag. 317 .• 
Teorema 1.2.5 Si 0 c jRN es 1m abierto acotado de clase C1, entonces existe una limca 
soluci6n clasica, u E C2 (D) n C (5.1), de 
-Llu = 0 en 0 
u 9 en aD, 
para todo 9 E C (aD). En realidad u E Coo (D) n C (D) y si 0 es de clase Coo set'iene 
It E Coo (D). 
Prueba. [DL], Corolario 2, pag. 340. • 
Consideremos ahora el operador Len la forma no divergente 
N N 
Lu := - "'" aiju .. + "'" biu . + eu (1.3)L-t X."XJ L-t X t 
i,j=l i=l 
ijdonde los coeficientes a , bi , c son continuos y acotados en el abierto 0 C IPlN. Ademas, supong­
N 
amos que L es uniformemente elfptico en 0, es decir que existe e > 0 tal que L: (Lij (;I;)c'iC,j 2: 
i,j=l 
e1c'12 para todo xED y todo f, E . Supongamos que la matriz a [a~jl es simHrica. 
Observemos que si los coeficientes aij son funciones C 1 (D) entonces un operador L dado en la 
forma de la Definicion 1.2.1 se puede escribir en forma no divergente y viceversa. 
Definicion 1.2.2 Si u E C2 (D) entonces se dice que u es una subsoluci6n de L en 0 si Lu :s: 0 
en 0 y una supersoluci6n 7J, de L en 0 si Lu 2: 0 en D. En el caso L lma subsoluei6n 





Teorema 1.2.6 (Principia del Maximo (Minima) Debil para c 
abierto no vacio y acotado, L el opemdor l£nifor'memenie eliptico (1.3) con c o enn y 
u E C 2(n) nC(n). Entonces 
a) 	 Si Ll£ < 0 enn entonces ma:xl£ = maxu. (Principio del Maximo).- n an 

En particular, si 1£ ::; 0 en 8.0, entonces u ::; 0 en n. 

b) 	 Si Lu > 0 enn entonces min u min u. (Princ'ipio dellvlinimo).- n an 

En particuZa,r, si u 2: 0 en 8n, entonces 1£ 2: 0 en n. 

Nota 1.2.2 Si se tiene en a} L1£ ::; 0 enn y 1£ 2: 0 en 8.0 (respectivamente en b) L1£ 2: 0 en 
.0 yu ::; 0 en 8n} entonces el Teorema 1.2.6 sig1£e valida para c(x) 2: 0 en n. 
Prueha. [E], Teorema 1, pag. 327. • 
La denominaci6n "debil" en el teorema anterior se refiere a que u toma un maximo (respec­
tivamente minimo) en la frontera de .0 pero no se excluye que pueda torn arlo en n. 
Complementarnos e1 resultado anterior con 
Teorema 1.2.7 (Principia del Maximo (Minima) Fuerte para c == 0) sean C JRN nn 
abierto y conexo, .0 no necesarimnente acotado, y u E C 2 (n) n C(n) tal que 1J, no es constante. 
a) 	 Si L11, ::; 0 en .0 entonces u no p1£ede alcanzar S1L ma:rimo absol1£to en el interior de .0 
(Principio del M(lximo Puerte). 
b) 8i L11, 2: 0 en .0 entonces u no pnede alcanzar su minimo absol1£to en el interior de .0 
(Principio del jiiinimo Pnerte). 
Prueba. [GT], [P\V].• 
Corolario 1.2.8 Sean .0 c JRN csun dominio acotado, L el opemdor el£ptico (1.3) can c(:.c) 2: 0 
enn Y U E C 2(n) n C(n) no constanie. Si Lu 2: 0 en .0 y u 2: 0 en 8.0 entonces u > 0 en n. 
Definicion 1.2.3 Decimos f]1tC el cor~innto .0 satisface la condicion de bolaintedor 1J,niforme 
si existe un T > 0 tal £]1Le pam todo punta :r E 8.0 existe una bola abierta de radio l' dentm de .0 
cnya clausum tOGa la frontem. den 8610 en x. Usando la notacion d(x) = dist(x, 8.0), 1; E .0, 
10 
se dice que el conjunto 0 satisJace la condicion de bola interior nniJorrne en el sentido Juerte, si 
para alg11n r > 0, y todo punto x E 0 con d(:r) ~ r corresponde un punto mas cercano y E a~, 
d(x) = Ix - yl, con la propiedad de que La bola abier'ta con nulio r y centm en z = y + TI~!;~:r) 
estacontenida en O. 
Nota 1.2.3 Se puede probar, si 0 es una region regular de clase Ck ,2 ~ h; ~ 00, entonces 
o tiene La propiedad de bola interior uniJo1'me en el sentido Juertc, Esto cs 1ma consecl1encia 
inmediata de la existencia de una vecindad tubular para tales regiones (ver observaci6n (A) que 
sigue a Teorerna 1.1.2). 
Teorema 1.2.9 Sean 0 C RN un dominio acotado que satisJace la condici6n de bola inte'rior 
1miJorme en el sentido Juerte, L el operador 1wiJormemente eliptico de (1,3) con c(:c) = 0 cn 
o y u E C2(0) n C(O) que satisJace 
L11, ;:: 0 Y u > 0 en 0, 
Entonces existe 'una constante 0 > 0 tal que 
u{x) ;:::: rSd(x) en 0 
donde d(x) dist(:r, a~). 
Prueba. Se deduce de nn resultado mas general en [Ba] y que se debe a [W]. • 
1.3 RESULTADOS ADICIONALES 
Para operadores de superposici6n (operadores de Nemietzky) se tiene el siguiente result ado que 
es un caso particular de un teorema de Vainberg, [V], [K], y que basta para nuestros propositos: 
Teorema 1.3.1 Sea 0 C JRN un abierto acotado y sea J tal que: 
a) J E C(fl x R,JR), y 
b) Existen constantes r, s ;:::: 1 y aI, a2 ;:::: 0 tales que IJ(x, <;)1 ~ al +a2Iel~ para todo x E fl, 
11 
Entonces la aplicacion y(:1:) --+ f(x, y(x)), :1: E 0, y E LT(O), pertenece a C(Lr(o), £8(0)). 
Prueba. [RJ, Proposici6n B.1, pag. 89. • 
Como ya se mencion6, de la desigualdad de Poincare, se sigue que en H6(O), 
(u, v) If& := .lvn· '\lv, para u, v E HMO), 
n 
define un producto interno en HJ(O), y 1111,11 2 := (u, v) H& es una norma equivalente en HJ(O). 
Teorema 1.3.2 Sea 0 C JH;.N un abierto acotado, N > 2 y f E C (0 x JH;., JH;.) con If(x, ~)I ::; 
a I~IP + b, donde a, b son constantes y 1 ::; p < . Entonces el operad01' T : HJ(O) --+ HJ(O) 
dado par (Tu, y) HI J f(x, u)ydx, n, y E H6(O) esta bien definido y es compacto.
o n 
Prueba. Veamos primero que para toda 1.L E Hd(O) el funcional y ~ J f(x, u)y es continuo 
n 
en HJ(O), can 10 cual, por el teorema de representacion de Riesz-Frechet en HJ(O) ([B1] 
Teorema V.5), existe Tn E H6(O) tal que 
(Tu, y) H& := .l f(x, u)y, Vy E HJ(O). 
n 
Can eso, U --+ Tu estarfa' bien definido. Veamos entonces qU(~ y ~ J f(x, u}y es continuo en 
n 
HJ(O). Sea u E H6(O). Ahora bien, p < ~"!:~ .;::} p + 1 < . Sea p + 1 < 81 ::; Jr:!1' 
Empleando el Corolario IX.14, pag. 168 de [B1], u E L81 (0). Usando el Teorema 1.3.1 con 
r = S1 Y 8 = ~, f(x, u) E £8(0). Pero 8 = ~ > 8;':1 =: '('1, COIl 10 cua1 f(x, n) E LTl(O). 
Como r1 es e1 exponente conjugado de 'r = 81 se aplica Ia desigua1dad de Holder y se sigue, 
usando el encaje continuo H(5 (0) CUI (0), 
.l f(x, u)y ::; Ilf(x, u)IIIIl Ilyll£'1 ::; C IIJ(x, u)IILTl IlyIIH&(n)' 
n 
Veamos ahara que T es compacto. Recordemos que T es compacta si lleva conjuntos acotados 
en conjuntos relativamente compactos. Para probar esto, en nuestro caso, basta mostrar que 
T lleva sucesiones debilmente convergentes en sucesiones fuertemente convergentes. Sea pOI' 
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10 tanto {udkEN una sucesi6n debilmente convergente en HJ(O), ttk ---'- u E HJ(O). Por e1 
Teorema de Rellich-Kondrachov ([Bl] Teorema IX.16, pug. 169) HJ(O) c (0) para todo 
81 E [1, J:!.2) (con inyecci6n compacta), entonces {udkEN converge fuertemente en Ul (0) ) 
Uk -7 U E £81 (0). Tomemos 81 E (p + 1, ,~N2) Y sea 1'1 tal que ..1.. + ..1. 1, es decir, 
1v - T] 	 81 
1 1 81 - 1 81 
= 1 - - = -- {::} 1'1 = 
1'1 81 81 81 1 
Ahara, par dualidad, ([Bl], Corolado 1.4 y Teorema de Riesz-Frechet). 
sup (TUk - Tu, rp) J-lJ(rl) 
1'P11ui\ (0) ==1 
= sup /. [f(x, Uk) 	 f(:r;, u)] rpdx, 
11'PII H i\(0)=1 h 
y aplicando Ia desigualdad de Holder, 
1 1 
[1If(X, Uk) - Itx, u)1 'PI dx 	 < (f If(x, Uk) f(x, U)I") "(f I'PI") " 
= Ilf(x, Uk) f(x, u)IIu'1(D) IlrpIIUl(rl)' 
Nuevamente, por el Teorema de Rellich-Kondrachov IlrpIILS1(0) ::; c IlrpllJ-lJ(rl)' luego: 
./I[f(;r;, Uk) - f(:r;, u)] rpl dx ::; C IlrplluJeD) Ilf(:r, Uk) - f(x, u) IIFl(O)' 
o 
De esta forma: 
sup [C IlrpllHJerl) Ilf(x, Uk) - f(:r, u)II U 1(D)]
11'PII H6 (0)=1 
C Ilf(x, Uk) - f(x, u)IILrl(D) . 
. §.l.Ahora, empleando el Teorcma 1.3.1, con l' 81, es deClr, s = P {:::=:;> s §.l., se ti ene p 
que 1jJ(x) -t f(x,1jJ(x)) E C(U1(0), P (0)). Luego, f(·) 7tk) -7 f(', u) en P (0). Como 
~ 
'('1 = < §.l., entonces L P (0) C LT1(0) y as! f(·,11,I.,} -t f(', u) en £T1 (0), es decir, 
p 
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Ilf(x, Uk) - f(x, 1/,) IIFI(n) -+ O. Por 10 tanto, IITuk TuIIHJ(n) -+ 0, es decir TUk -+ Tn 
en HJ(O). Luego T es compacto. _ 
Nota 1.3.1 Pam N > 2 se tiene qll.e < ~::::~, con lo clLal el teorema anter'tor es 1J(ilido 
para 1 ~ P < Y se sigue por' el Corolario IX.14, pag. 168 de [Ell y el Teo Terna 1.3.1 pam 
u E HJ (0), feu) E U (0) pam aIg11n s 2: 2. 
En HJ(O) consideramos el cono J(+ := {u E HJ(O); u 2: O}. Designemos por (".) la dualidad 
entre H~l(O) y HJ(O). Para.f E LP(O), p 2: 2, decimos que 11 E g+ tal que 
(-1::.11 f, v - 11) 2: 0, \Iv E ](+ (1.4) 
es solucion en ](+ de la desigualdad variacional (1.4). 

Se tiene el importante resultado de regularidad para tales desigualdades variacionales: 

Teorema 1.3.3 Sean 0 C ]RN nn abierto acotado de frontem suave, f E LP(O), p 2: 2, Y 
u E J(+ 8oluci6n de la desigualdad (-I::.u f, v - u) 2: 0, pam toda v E ](+. Entonce8 existe 
un 1i.nico 'It E J(+ n W 2,p (0) soluci6n de Ia desigualdad {1.4J y se tiene IIUllw2,1Y ~ C IlfIILP' 
Prueba. [B2], Teorema 1.1, pag. 7 (con I]! = 0). _ 
Otro resultado de regularidad irnportante es: 
Teorema 1.3.4 (Agrnon, Douglis, Nirenberg) Sea 0 de clase con ao acotada y f E 
LP(O) , 1 < p < 00, Y u E HMO) una soluci6n debil de 
-I::.u f(·7;) , en 0 
u 0, en a~, 
Prueba. [1\1Zl, Teorema 3, pag. 230. ­
Proposici6n 1.3.5 (Desigualdad de Hardy-Sobolev en L2(0)) Sea 0 C ]RN una region 
regular- £Ie clase Coo y d(x) := d(:c, a~), x E O. Entonces existe C > 0 tal que 
14 
r 
Nota 1.3.2 Esta desigualdad es caso partic1Liar de la desigualdad 
que se cita en [Bl], pag. 194, induso con Ia hip6tesis de regularidad de clase C 1 en 0 . 
Para el caso p 2, que s6lo interesa aqui, se da como referencia [L1Y~, Teoremall.3.pa.g. 59 
que tiene la hipotesis 0 region regular de clase COCJ, y no se aplica dir'ectamente a Ia fWLci6n 
distancia d ya que esta no es de clase COCJ(O) y asi no .satisface la hipotesis del Teorema 11.3. 
El teorema en [L1Y~ se puede usar- junto con la existencia de una vecindad tubular, con 0 suave, 
para probar ia Proposicion 1.3.5 {vel' ob.servaci6n {C} a continuacion del Teorema 1.1.2}. 
Con la P.roposicion 1.3.5 podemos probar ~B'lL Lerna 2,2}, el 8'iguiente lerna 
Lema 1.3.6 Sea 0 C jRN llna r-egion que satisface las hipotesis de la Proposicion 1.3.5 y 
v E H6(O) con 0 ::; T ::; 1 Y N 2:: 3, entonces: 
1 1 1- T 
donde - = - ­ -­
q 2 N 
Prueba. Consideremos primero e1 caso T = O. Por e1 Coro1ario IX.14, pag. 168 de [B1] y 
la desigua1dad de Poincare 
y se sigue e1 Lerna. 
Para el caso T = 1 {:;> q 2, el result ado se sigue de la Proposicion 1.3.5. Sea ahora, para 
o< T < 1. Se tiene J E L2 por Proposicion 1.3.5 y v E par e1 teorema de encaje. Sea 
r := ~ entonces ~ = I~r E U (0). Como v E 2N se sigue que !vI 1 - T E LN-2. Definamos 
s := l~T y definamos 
1 lIT - = - + = ­ + (1­




-"----'- <_ 1. 
N 
Podemos aplicar la desigllaldad de Holder generalizada, ([Bl], Nota 2, pag. 57), de donde se 
sigue que 




ESTIMATIVOS A PRIORI Y SOLUCIONES 
POSITIVAS 
En este Capitulo, que consta de dos secciones 0 C JRN es un dominio suave. Se considera en 
HJ (D) el conn 1(+ definido por 1(+ {u E HJ (D); u 2:: o} Y ("'J denotani la dualidad entre 
H- 1(D) y HJ(D). 
Ell la Seccion 2.1 se prueban estimativos a priori para las soluciones u E 1(+ de la desigualdad 
variadonal 
(-.6.u - f(u) - s(T), V - u) 2:: 0, \Iv E 1(+, 
donde s 2:: 0 y <T> es la fundon propia positiva de -.6. en Hd (D) correspondiente al menor valor 
propio ).1 > O. 
Con estos estimativos se prueba, en la Seccion 2.2, el resultado principal de este trabajo: el 
problema semi lineal 
j
_.6.U = felt) en 0 
1t = 0 en aD 
11> 0 en D. 
tiene una soIucion. 

Por simplicidad (para no distinguir casos) consideraremos el caso N > 3. Los resultados se 

pueden probar tambien para N = 2. 

En las pruebas de los siguientes resultados denotaremos por C y 1( diversas constantes positivas 






2.1 	 ESTIMATIVOS A PRIORI PARA LAS SOLUCIONES DE 
UNA DESIGUALDAD VARIACIONAL 
Lema 2.1.1 Sea f E C(JR+, JR) que satisface: 
(AI) f cruza el primer valor propio Al del opemdor -L1 en HJ(O); es decir: 
lim sup f(t) < Al < liminf f(t) 
t->O+ t t->oo t 
(A2) If(t)l:$ C(1 + Itla), donde a < ~:i 
Existe A> 0 tal que f .2: - A. 
Entonces existe 1ma constante R = RU,O) > 0 tal que para toda s .2: 0 y pam toda solucion 
11, E 1(+ de la desig11,aldad: 
(-L1u -	 f(u) - siI>, v - u) 2:: 0, \Iv E 1(+ (2.1) 
se tienen los estirnativos a priori 
Nota 2.1.1 Si definimos j3 := ~:i entonces es claro q1LC de (A2) se sigue liminf ft~) = O. 
t->oo 
Prueba. La prueba se desarrollani en dos partes: 
i) En primer Iugar veamos que lIuIIHJ(o) = IIVullL2 < R: 
Sean s .2: 0 y u una solucion de (2.1). Tomando v u + iI> E 1(+ en (2.1) se obtiene: 
(-L1u-f(u) siI>,iI».2:0 
es decir: 
./ Vu· ViI> -./ f(u)iI> - s./ iI>2 2:: 0, 
n n n 
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de don de se obtiene, integrando por partes, 
I u( -~iD) I f(lI}I> - s I (I>2 ;:::: O. 
!1 !1 !1 
Como 
I UAI iD = Al I uiD, 
!1 !1 
obtenemos 
All uiD -I f(u)1l> 
!1 !1 
es decir, 
2All u1l> ;:::: I f(1L)iD + s I iD . (2.2) 
!1!1 !1 
Ahora, de la condicion (AI), se tiene que liminf > AI, 10 que equivale a que para todo 
t->oo 




y con eso 
If(u)iD > (AI + E) IwI> - IiD.GE 
!1 !1!1 
De esta forma, de la desigualdad (2.2) se tiene que 
2All uiD ;:::: If(u)iD + s IiD ;:::: (AI + E) IuiD - Gt: I iD + s I (2.3) 
!1!1 !1 !1!1!1 
¢:> E Iu<1> G I iD + s I <1>2 ::; 0 (2.4) 
!1 !1 !1 
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· G ./ (J) S ./ (J)2
{::} j 11,<1> :::; --"n~-E-:..:.n-­
n 
Como Ge 2: 0 puede tomarse arbitrariamente grande, entonces ./11,(J) :::; G1 con G1 > O. 
n 
Con eso, de la primera parte de la desigualdad (2.3): ./ f(11,)<1> :::; G2 con G2 > 0 Y , de la 
n 
desigualdad (2.4), teniendo en cuenta que c./ 11,(J) 2: 0, resulta S :::; G3 con G3 > O. 
n 
De esta forma, existe G = GU,O) > 0 tal que para cualquier l/, E J(+, solucion de la 
desigualdad variacional (2.1), se tienen los estimativos a priori, 
'/1i(J):::; G, ./f(11,)(J):::; G, 0:::; s:::; G. 
n n 
8i tomamos ahara v = 2u y 11 °en la desigualdad (2.1), obtenemos 
10 que irnplica, 
es decir, 
yean (2.5) 
(-~u - f( 11,) - 8(J), 'it) 2: 0 y (-~11 - f( 11) - s<1>, u) :::; 0, 
(-~11, - f( 11) - 8<1>, u) = 0, 
./vu.vu 
n 
./ f(u)u - s./ (J)u 
n n 
{::} IIvulli2 ./ f(11,)u + 8./ q>u, 
n n 
IIvulli2 :::; ./ f(u)u + G. 
n 
0, 




Claramente, ~ + *= 1. Aplieando la desigualdad de Holder, se obtiene 
Como 
./ f(u)u:s ./ f(u)u :s./ If(u)1 u, 
n n n 
se sigue 
./ f(u)u:s [./ If(u)1 <[>] 1 [./ If(~~;~11~~1)-I)]1-1 
n f2 n 
De (1.2) se tiene que 
o:S ./ If(u)1 <[> = ./ f(u)<[> + 2./ f-(u)<[> 
n n n 
y de (A3)' se sigue 0 :S f- < A, luego, can (2,5), se sigue 0 :S ./ If(u)1 <[> :S C y asf 
n 
j' [j' If (u) Iu
1/(1. -I) ]1_1 
f(u)u:s C /(1 ) 
. ,<PI -I 
n n I 
I 
..~ 
Ahara, usando el estimativo If(t)1 :S Et/3 + C, t ;::: 0, el eual se sigue de (A2) can E > 0 
arbitrariamente pequeno Y C€ > 0, se obtiene: 





. U2f3 . Uf3 
[ ] 
1/f3 [ ]1/f3 
C,I-O i i!n~ + c, i <]>'~ 
C l-ill~112 C 111L IIE <I>i/2 L2{3 + E <In L{3' 
Por 10 tanto, 
./ f(u)u :S CEl-ill v, 11:2,6 + Ct";~ t{3 . 
n 








1 1 N+I 
N 
N -1 
2(N + 1) 
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Ahora, como -Ll<I> = )'l<I> 2: 0 y <I> > 0 en 0, por e1 Teorema 1.2.9, se concluye que existe 
C> 0, tal que <I> 2: Cd en 0 y con eso *:S C~. Luego II 11£213 :S C IlvullL2, y as! 







2~P - 3, + 2 
= 
T N 2(2 -,) 
Es decir, r = ~~~ = -,,-"-,,-'--- Como N> 2, entonces ~( = 
3 6-3 3
2' < 1 {::} -2-' < 1 {::} 3~( ­ 2' < 1 {::} 





2 ' < 3" yasl: 
(2.8) 
Ll1ogo II Ilv3:S C II IILT:S C IIV1tllL2 y con i :S C~, se desprende, 
(2.9) 

De (2.7), (2.8) y (2.9) se obtiene, 
.l f(u)u:s CE l -')' Ilvl1,lll2 + Cc Ilvu ll L2, 
n 
Y COIl 	(2.6): 
os decir 
Sea g(x) := (1 - CE l -1') ;1;2 - CEx C, para x 2': O. La gn'\.,fica de ]I = g(x) corresponde 
a una parabola que se "abre II bacia arriba cuando E: > 0 es suficientemente pequeno. De 
esta forma, considerando la condici6n g(x) :S 0 se concluye que existe J( > 0 tal que 
x :S J( y asi, existe R > 0 tal que ilvullL2 < R. 
ii) 	 Ahora veamos que lIullv)O < R: 
Sea g(u) feu) + s<D en el Teorema 1.3.3. Entonces empleando la condici6n (A2) se 
cumple, si g(n) E LP COIl P 2': 2: 
(2.10) 
con /3 ~!i (ver Nota 2.1.1). 

La prueba se hara mediante un proceso iterativo conocido en publicaciones en ingles como 





Sea q := . Entonces se tiene que Hl(n) c L'l(n) (ver [B1l Corolario IX.14, pag. 

168). Sea 0:1 := p q/ /3, entonces como feu) E LP (0.) para cierto p = 0:1 2': 2 se sigue de 
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Si N < 2a1 (10 eual es cierto uniealllente para N 3 y N = 4), se eoncluye que 

W 2 ,0<1 (0) c DX)(O) (ver [Bl] Carolaria IX,15, pag. 169 eon m= 2), es decir, Ilullux) :::; 

K IIUllw2,al :::; C. 





Par el Coralaria IX.15 de [B1] se sigue que W 2Pl(0) c (0). Sea a2 := ~, 





Si N < 2a2, entonces, nuevalllente par el corolario IX.15 de [Bl] se concluye que VV2,02(0) C 

LOO(O), es decir, IlulIL= :::; K Ilullw2,Q2 :::; C. 





Se regresa al paso 2 arglllllentando can a2 Y can a3 ~1 l'
N -20:2 7J como se llZ0 can a1 Y a2 
respectivalllente. 
. d fi' d NO<k~l 1 d I ( bSe sigue as! un proceso iteratIvo, e men a ak := N -20ik~l.B en ca a paso~. De e 

lllencionarse que la expresi6n para ak s610 tendni sentido lllientras ak-l < lr). 

Resta entollces probar que existe mEN tal que 2am > N, para todo N > 4: 

Prilllero veamos que ak-1 < ak mientras ak-1 < If (claramente a2 esta definido pues 

0:1 < ~ para N > 4): 

Sea k=2. 1';{ > a1 > 2 puesto que N -1 > 2 {:} N 2 N > N 2 - N - 2 {:} 0 > - 2
N+1 
;r asf 2 < '" - 2N N -1 < ~ 
J , u.1 - N-2 N+1 N- 20 I 
NSupongamos ahara que 0:k-1 < O;k < 2' entonces: 
De esta forma, se ha probado inductivarnente que 0:k-l < O;k rnientras O;k-l < 
' .' 2 N , - .J:!.!!.L.A 1 =I ~. En efecto:(emas, S1 < 0:k < 2' entonces 0:k+1 ­ N- 2Ci k 
NO;k N-l N 
N 2ak N + 1 2 
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¢:} N 40:1,; + 1 = 0 
N+1 N 
¢:} 0:1.0 -2- > 2 
COllsideremos ahora la fllnci6n h(:E) := - :c con 2 :; x < If la cual representa 
la diferencia entre entre 0:1.0+1 Y 0:1.0. 
(2N+2)x2 -2Nx . N 
h(:r) = ( )( ) con 2 < x <N - 2x N + 1 - 2 
(N - 2x)(N + 1)[4(N + l):r - 2N]- [2(N + 1)x2 2N.1:][-2(N + 1)]
h' (x) 
(N 2x)2(N + 1)2 
1
,(,.) _ 2(N - 2:r)(N + 1)(2Nx + 2:r N) + 4.1:(N:r + :/: 2N)(N + 1) 
~ .1. - ()2( )2N - 2x N + 1 
h'(:r) = 2(N - 2x)[2x + N(2x - 1)] + 4x[x + N(x - 2)J N 
(N _ 2;r;)2(N + 1) > 0, para todo x E (2, 2) 
Ademas h(2) = (N~i)t~~4) > 0 para todo N > 4 
Es decir, la diferencia 0:1,;+1 O:k es positiva y creciente a medida que k aumenta. 
Supongamos razonando pOl' e1 absurdo, que no existe mEN tal que 20:Tn > N,entonces 
20:1.0 < N para todo I.; E N y asi h(O:k) siempre estti definido. 
Sea CN = h(2) > 0, entonces h(O:k) O:k+1 - O:k ::.::: C'V para todo kEN. 
k-l k-1 
Como 0:1.0-0:1 = I: (O:j+l-O:j) ::.::: I: CN = (k l)CN' entollces 20:k > N en contradicci6n 
j=1 j=1 
de la hip6tesis. 

POl' 10 tanto, existe k E Pr, k::.::: 2 tal que O:k > If. 

Como 0:1 > If para N = 3 y N = 4 se signe que para todo N ::.::: 3 existe kEN, tal que 

0:1.0 > If y para ese kEN se tiene que 1t E w2,ak C L=, es decir Ilullv"" :; J( IlullW2,a2 :; R 
• 
EI siguiente Lema, da un estimativo inferior a priori para las soluciones no triviales de la 
desigualdad variacional. 
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Lema 2.1.2 Sea E E C(JR+, JR+) que satisface: 
(BI) E cmza el primer valor PropiO.Al del opemdor -Ll en HMO); es decir: 
. E(t) . . E(t)
hmsnp-- <.AI < hmmf-­
t---->O+ t t->oo t 
(B2) E(t)::; 1(1(1 + IW'), donde ex < 
Entonces existe una constanie r r(E,O) > °tal que pam todn f E C(l~+, JR) que satisface 
f ::; E y pam toda solucion u E J(+ no t7'ivial de: 
(-Llu - f(u), v - n) :2: 0, V'll E J(+ (2.11) 
se tiene q1le 
Prueba. Supongamos, razonando par el absurdo que Vr > 0, existe u E J(+, soludon no 
trivial de (2.11) can IIvnllp ::; T. Sin perdida de generalidad podemos suponer que ex > 1. Sea 
u E J(+ una solncion no trivial de (2.11) can f ::; E. Entonees, haciendo v 2u y v = °en la 
desigualdad (2.11): 
(-Llu-f(u),u) :2:0y (-Llu-f(u),u) ::;0. 
Par 10 tanto 
(-Llu f(u),u) 0, 
10 eual signifiea 
(-Llu,u) - (J(U),1t) = 0 
{:} ./ V11' VU - ./ f(u)'U = 0 
o 0 
{:} Ilvulli2 ./ f(n)u. (2.12) 
o 
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Ahora, de (B1), dado °< E. < AI, existe to tal que E(t) ::; (AI E.)t para todo t ::; to, Y como 
J(t) :; E(t) entonces, 
2./ J(u)u::; (Al - E.) ./ 11,2::; (Ai - E) ./ u , (2.13) 
{n:::;to} {u:::;to} n 
y de (B2) dado que J(t) ::; E(t): 
+1./ J(u)u::; ./ ](1(1 + v,CX)n = ./ ](1 (ncx + 11,)::; ./ ](2 ( ucx+1 + 1). (2.14) 
{u>to} {1<>to} {u>to} {u>to} 
Reemplazando (2.13) y (2.14) en (2.12) se obtiene: 
IIvulih = ./ J(u)u = ./ J(u)u + ./ J(v,)u::; (AI E.) ./11,2 + ./ ](2(11,°:+1 + 1). 
n {u:::;to} {u>to} n {u>to} 
Es decir, 
IIvuWi2 ::; (AI E.) ./ u 2 + ./ ](2 UCX +1 +](2 ./ 1 (2.15) 
n {u>to} {v,>to} 
y con Teorema 1.2.1 5e obtiene 
Ilvulliz ::; IIvulli2 ;1 IIvull~2 + .l ](2 Ucx+l +](2 ./ 1 
{u>to} {1L>tO} 
Uo+1{::} ;1 II vulliz::; .l ](2 +](2 ./ 1 (2.16) 
{1<>to} {1<>to} 
Como IIvu lli2 > 0, entonces, de (2.16) es claro que med {1L > to} > 0. Del Lema 1.3.6 can 





POI' 10 tanto: 
1UCY+ 
CY 
./ J{2 :::;'/ J{2U +l = J(21IuII2t:l :::; J{ II Vul12t 1 :::; 3~1 IIVuI17J2 • (2.18) 
{u>to} !1 
En 1a ultima desigualdad, si J{ :::; 3~1' el resultado se sigue con IIVuiiL 2 :::; G1 , donde 0 < G1 < 1, 
Y si J( > :}~l' el resultado se sigue con IIVullL2 :::; Gl , donde 0 < G1 = (3I{'\1) (;"
1 
< l. 
Ahora estimemos e1 ultimo termino en (2.16). 
Sean 1 := 11,2, 9 := 1, p := a~l, if:= ~~!. Claramente, r, + ~ 1. Entonces, aplicando la 
desigualdad de Holder sobre Sl, se tiene: 
med(Sl) (2.19) 
Aquf no se puede dar" = " ya que 1L es solucion no trivial y U E HJ (Sl) con 10 cual, 1a relacion 
2CIU = c21, para casi todo x E Sl, Cl, C2 =f. 0 no es posible. 
POl' 10 tanto, se sigue la desigualdad estricta en la anterior desigualdad. Si med {u :::; to} = 0 se 
sigue en consecuencia 
2 
Q +1.l 11,2 < [l U ] oH med {u > to} (2.20) 
{u>to} " 
POI' otro lado si med {u :::; to} > 0 la desigualdad de Holder, aplicada sobre el conjunto {u > to}, 
da inicialmente 
med {1L > to} 




1 = l t6:::; ./ u 
{u>to} {u>to} 
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y (2.17), la desigualdad (2.20) implica 
tfi I 1 < C211Vulli2 rned {tt > to} ~~~ (2.21) 
{u>to} 
y se sigue como estimativo para el ultimo termino en (2.16) 
Empleando esta ultima desigualdad y el mismo argumento con el que se obtuvo (2.18) se tiene 
que existe C22: 0 tal que para cualquier solucion no trivial u con IIVullL2 ~ C2, 
(2.22) 

De esta forma, ues tal qne II,Vull£2 ~ min {Cr, C2}. De las desigualdades (2.16), (2.18) y (2.22) 
se obtiene 
1 2 " 2 " 2 
E: Al IIVuljp < 3~1 IIVull L 2 + 3~1 IIVull L2 
B Ilvulli2 < 0, 
10 cual es absurdo. De esta forma, se sigue que existe 0> 0 tal que IIVull£2 > C. 
Supongamos ahora, razonando nuevamente por el absurdo, que 1111,llu'" ~ to. Entonces u(::c) ~ to 
para casi todo x E n y de esta forma, el conjtll1to {x; u(:1:) > to} tiene medida cera, 10 cnal es 
absurdo por (2.16). Se sigue entonces que IlulluXl > to. 
Tomando T = min(C, to) se sigue el resultado. _ 
i, 
,! 
2.2 EXISTENCIA DE SOLUCIONES POSITIVAS 
En esta secci6n probaremos la existencia de soluciones positivas de la desigualdad variacional y 
del problema semilineal. El siguiente teorema garantiza la existencia de una solncion no trivial, 
u E [(+, de la desigualdacl variacional 
(-~u - f(tt), 11 - u) 2: 0, para tocla 11 E [(+. 
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Teorema 2.2.1 Sea f E C(R+, R) que satisface: 
(AI) f cruza el primer valor propio )'1 del opemdor -6. en H6(D); es decir: 
. f(t) . . f(t)
hmsup -- < Al < hmmf --; 
t-.o+ t t-->oo t 
(A2) If(t)l::.:; C(l + Itla), donde a < ~~i 
(A3)' Existe). > 0 tal que f 2: -A. 
Entonces, pam U E J{+, la desigualdad 
(-6.u - f(u), v - u) 2: 0, 'iv E J{+ (2.23) 
tiene una soluci6n no trivial. 
Prueba. Sea H el espacio de Hilbert HJ(D) con el producto escalar (u , v) HJ := ./ 'V'u· 'V'v 
n 
y sea P la proyecci6n de H en J(+. Pesta bien definida puesto que J{+ es convexo y cerrado. 
En efecto, sean Ul, U2 E Y t E [0,1], entonces tUI +(1- t)1L2 E H pues H es espacio vectorial 
y como t 2: 0 Y 1 t 2: 0 entonces tUI + (1- t)U2 2: 0 y por 10 tanto t11'1 + (1- t)V'2 E J(+. Con 
esto J(+ resulta convexo. Veamos ahora que J(+ es cerrado: sea {un}neN una sucesi6n en J(+ 
que converge au E H, luego {un}nEN converge a u en L2. Par 10 tanto existe una subsucesi6n 
{unkhEN tal que unk{x) -+ 1L{X) para casi todo xED. Como 1Lnk (x) 2: 0 para casi todo xED 
pues unk E J{+, se sigue U(l:) 2: 0 para casi todo xED. Luego 11, E J(+. 
A continnaci6n completamos la demostraci6n 
Paso 1: 
Sea F : H -+ H definido por (F(u), v) HJ .- ./ f(Pu)v, v E HJ(D). Entonces la desigualdad 
n 
(2.23) es equivalente a 
1L E H: 1L PF(u) = 0 (2.24) 
En efecto, supongamos que es cierta (2.24): 





empleando la propiedad de caracterizaci6n de las Proyecciones sobre convexos cerrados (ver 
[Bl] Teorema V.2, pag. 79), 
(F(u) - PF(u),v - PF(u))HJ ::; 0, Vv E K+ 
¢:} (F('u), v - P F(u)) HJ (PF(u), v - PF(u)) lId ::; 0 
¢:} / f(Pu)(v - PF(u)) -/ \l(PF(u)) . \l(v - PF(u)) ::; 0 
n n 
10 que significa 
(f(Pu), v PF(u)) + (/).(PF(u)), v PF(u))::; 0 
¢:} (/).(PF(u)) + f(Pu),v - PF(u)) ::; O. 
Es dedr, 
(-/)'(PF(u)) f(Pu),v PF(u)) 2: O. (2.25) 
Por hip6tesis 
1L PF(u) = 0 ¢:} PF(lt) = u 
y asi, de (2.25), se desprende, 
('-/).u - f(u), v - u) 2: 0, Vv E K+. 
Supongamos ahora que, para u E K+, es cierta 
(-/).u f(11,),v - 1/,) 2: 0, Vv E K+. 
Entonces: 
(/).u + f(u), v - n) ::; 0 
¢:} (f(u), v - n) + (/).11" v u)::; 0, 
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10 que significa 
(F(11,), V-v,) HJ - .I \711,' \7(v - H) :::; 0 
It 
¢:} (F(11,), v - 11,) HJ - (u, v - 1L) HJ :::; 0 
¢:} (F(u) u,v U)Hl < 0, Vv E o -
Asi, u es la proyeccion de F(u) en J(+ (ver [BI] Teorema V.2, pag. 79),10 que significa 
'U = PF(v,) ¢:} 11, - PF(~L) = O. (2.26) 
Paso 2: 
En el paso anterior se ha reducido el problema a encontrar una solucion u E ](+ no trivial de la 
ecuacion (2.26). Por Teorema el 1.3.2 sabemos que el operador F : H -* H es compacto y con 
eso tambien P F. Aplicaremos el grado topologico de Leray-Schauder para resolver Ia ecnacion 
(2.26). Podemos suponer, como en el Lema 2.1 que Q > 1 en (A2). Para las propiedades 
basicas y existellcia del grado de Leray-Schauder para perturbaciones compactasde la identidad 
se puede consultar [MZ]. 
Sean Br := {1£ E H; 1I11,IIH :::; TO} clonde T es Ia constante en el Lema 2.1.2 y H(t,11,) Ia homotopfa 
definida por H(t,11,) := 11, tPF(11,) con t E [0,1] y n E H. Por el Lema 2.1.2 se sabe que 
para toda soludon no trivia11l de la desigualdad (2.23), es decir, para II E H, 1), =1= 0, tal que 
'IL - PF(11,) 0 se tiene que Iluli H > T. Asi, por la propiedad de invarianza bajo Homotopfas, 
deg(J - P F, B r , 0) = deg(1) Bn 0), 
ahora, como 0 E Brl cleg(I) Brl 0) = 1; luego 
cleg(I P F, B r , 0) = 1. 
Es decir, 11, P F(1L) 0 tiene soludon en Br pero esta es la trivial. Consideramos ahora la 
familia {FsL;::o dada par (Fs(u,), v) HJ := .I [f(P11,) + 8~TJl v, s 2': 0, donde P denota la proyeccion 
It 
sobre y <T> es la funcion propia positiva de -.6. en H6(n) correspondiente a AI. Claramente 
32 
F.9 = F +Gs donde Gs : H ~ H es el operador definido por (Gs (~t), v) HJ := ./ sq>v. La imagen 
n 
de B1 bajo el operador Gs es un conjunto unitario, el cual es compacto. De esta forma Fs , 

s 2:: 0, es compacto. 

Por la forma en que esta definido Fs , se tiene que, para u E K+, la desigualdad 

(-.0.11, f(11,) s<P,v u)2::0,VvEK+ 
es equivalente a la ecuaci6n 
para ver esto se procede de forma analog a a como se hizo con la equivalencia entre la desigua1dad 
(2.23) Y la ecuaci6n (2.24). 
Ahora, por e1 Lema 2.1.1, existe nna constante positiva R tal que, para todo s 2:: °y para toda 
u E H, que cumpla 7J., - P F., (11) = 0, se tiene que IluliH < R, y s ::; R. Por 10 tanto, si s > R, 
101 ecu01ci6n 1i - P Fs(l1) = °no bene soluciones y con eso, 
deg(I ­ PFs,BR,O) = o. 
Ahara, eOllsiderando 101 homotopfa ii(t, 'It) := {J, - P FtCu) COll t E [O,.s] y aplicando 1a prapiedad 
de invarianza bajo homotopias, se tiene que 
deg(I - P F, Bn, 0) = deg(I - PFs, Bn, 0) = n. 
, 
:! 
Sin perdida de generalidad, puede suponerse que R > r. 
aditividad del grado, 
Se tiene entonces, por la propiedad de 
deg(I ­ PF,BR,O) = deg(I ­ PF,BR \ Br,O) + deg(I ­ PF,B1"O) 
deg(I ­ P F, BR \ Br, 0) = deg(I ­ P F, BR, 0) - deg(I ­
0-1=-1. 
PF, B1', 0) 
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Por 10 tanto, existen soluciones de u - PF(u) = 0 tales que r < IluliH < R y que con eso 
resultan ser no triviales. _ 
Probamos ahora Ia existencia de una solucion positiva de Ia desigualdad variacional que finaI­
mente resultani ser soludon del problema semilineal 
-.6.u = f (u) en 0 
u 0 en aD 
( 
u> 0 en D. 




(Bl) E cruza el jwimer' valor pTOpio '\1 del opemdor -.6. en HJCn); es decir: 

· E(t) \ 1" f E(t)1Imsup -- < Al < Hnm -­
t-->O+ t t-->oo t 
(B2) E(t) S; C(l + Itla), rlonde a < 

Entonces existe ,\ = '\(E, D) > 0 tal que, pam todo f E C(]R+, [-'\, +00]) q7Le satisface 

fS; (2.27) . 
I~ 
y 
lim inf f (t ) > ,\1 (2.28) 
t-->oo t 
el pmblema semilineal 
-.6.u f( u) en 0 
11 = 0 en aD 
( 
1L> 0 en 0, 





Prueba. Sea f E C(lR+, [-A, +00]) que satisface (2.27) y (2.28) Y u E 1(+ una soludon no 
trivial de 
(-~u - feu), v - u) 2:: 0, \Iv E 1(+ (2.29) 
(cuya existencia esta garantizada por el Teorema 2.2.1). Probaremos primero que u E C1,v (5.1) 





Del Lerna 2.1.1 se sabe que 11. E £CX! (5.1). Por 10 tanto 71, E U (5.1) para 1 ::; S < 00. Existe p > N 

tal que a = ~ {::} pO' = s para algun 1 ::; s < 00. Ademas, empleando la propiedad (B2), 

Luego f (71,) E LP. Como R > Ilullv") > r > 0, mediante un argumento geometrico, teniendo en 
cuenta la desigualdad anterior y e1 Teorema 1.3.3, obtenemos 
con p > N. Por esto, del Corolario IX.15, pag. 169 de [B1] (con rn = 2) se deduce que 
W 2,p(n) c Cl,v(n) para algun 0 < // < 1 yean (2.30) el estimativo 
IJullel,,, ::; C Ilullto<) . (2.31) \ 
;~ 
Para 10 siguiente se tamara p tal que a ::; , donde v 1 J~ 
Observar que U E HlJ (5.1) n C1,v (5.1) Y pOl' tanto u :=: 0 en an. Teniendo en cuenta esto, sea 
Xo Ental que 1( := u(xo) max u(x). De acuerdo can el Lerna 2.1.2, es claro que 1( 2:: r > 0 
xEI1 
para cualquier solucion no trivial. 
1 
Probaremos primero que para c C1(- 1'1-1 (can C > 0 adecuado) se tiene 
Be(xo):= {x E JR.N; 1::1: - xol < c} en 
(2.32)
{ U(X) 2:: if, \Ix E Be(xo). 
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En efecto, sea Xl EO tal que !xo-xil = min{lxo-xl;u(x)= Ii} y as! U(X1) = ~. De 
U E Cl,v (0), se sigue que u E C1(0) y as!, para g( t) = u(xo + t(Xl ­ xa)), 0 ::; t ::; 1, se obtiene 
9 E C1 [0,1] y g'(t) = vu(xa + t(Xl - xo)) . (Xl - xo). Por 10 tanto 





{::> U(:1:I) - 1t(XO) = vu(xo + t(Xl - Xo)) . (Xl 
.0 
Se signe, con vu(xo) = 0, 
[( 
- = 
2 lu(xt) 7~(xo)l::; tllVu(xa + t(Xl - xo)) . (Xl - xo)! dt./0 
< r 
l 
Ivu(xo + t(XI - 2;a))llx1 - :1:01 dt = t1,vu(xo + t(XI
.fa .fo 
= t Ivu(xa + t(~l ­ xO)~v- vu(xo) ItV IXI xal v+1 lit./0 tv Xl - Xa 
< t 1i1lllc1,l/ tl/ IXI - :1:al1+v dt ::; C t tV IXI - xall/+ l [(alit
.fa .fa 
donde en la ultima desigualdad se ha aplicado (2.:n). 
Se sigue 
1-0­
{::> IXI Xo I 2:: C[( 1+11 • 
Ahora, como J( 2:: 'r > 0, entollcesentonces 
y de (2.33) obtenemos 
con 10 cual 
xo)dt. 
Ii'" 
UNIVERSIDAD N~IONAL DE COL01I:!!'1~ 
.- SLUt', Mt~))t:1-tili 
nl1111'O. DE BIBLIOTECA~ 
IJIHLlOTECA "EFE" GOMEZ 
(2.33) 
J . y para todo x E {x; Ix - xol :s:; l:c1 xol} se veri fica u(:1;) ;::: I~. Se sigue entonces (2.32). 
Observe que 1L E C (rt) y as! (u) es continua y acotada sobre rt. Con eso j-(u) E Loo c 
LP (rt), 1 :s:; p :s:; 00. Consideremos el problema 
{ .6.z = j-(u) en rt z = 0 en art 
el eual tiene so1uci6n (mica debil por el Teorema 3, pkig. 28 de [E]. Como j-(u) E LP(rt) para 
1 < p < 00 podemos aplicar el Teorema 1.3.4 y se sigue z E vV2,P(rt) para I < p < 00 Y 
Il z ilW2 ,1' :s:; C II,r (11,)IIL1" 1 < p < 00. 
Con eso obtenemos, para I < p < 00 
(2.34) 
y para p > Neon el Corolario IX.15 de [BI] se tiene que Z E CI,I') (rt) y 
(2.35) 

Del Principio del Minimo para Soluciones Debiles (ver [BI1, Proposici6n IX.29) 5e obtiene 




Sea w := 1l + z. Se sigue, en el sentido debil, 
-.6.w -.6.11 - .6.z 
= -.6.11 + (u) 
= -.6.1l + f+(u) - f('u) , 
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es decir, para toda <p E (0), <p ;::: 0, 
(2.37) 
De (2.29) se obtiene 
(-.6.u f(u),<p) + (-.6.1L f(u),-1L);::: 0, V<p E C:'(O), <p;::: 0. (2.38) 
Tomando v 2u y v = a en la desigualdad (2.29) se sigue 
(-.6.u f(u),u) 0, (2.39) 
ii 
y de (2.38) y (2.39), 
(-.6.u f (u) ,<p) ;::: 0, V<p E C;:O (0) , <p ;::: o. 
Como (1+ (lL), <p) ;::: 0, entonces, de (2.37) obtenemos 
(2.40) 
(-.6.w, <PI ;::: 0, V<p E C;:O (0) ,<p ~ a 
y por densidad 
Por 10 tanto w es supersoluci6n debil (0 superarm6nica) en O. Claramente w ;::: 0 en 0, w ~ u. 
Probaremos a continuaci6n que w > 0 en O. Como 0 es un abierto regular, existe 5 = 5 (0) > 0 
tal que 0" := {x E 0; d(x, DO) > 5} es no vacio. Ademas, claramente 0" es abierto. 
Como ao posee una vecindad tubular podemos elegir 5 > a tan pequeno que a~" esta contenido 
en esa vecindad. Se tiene asf que 0" es tambien una region regular de clase Coo. Como 0 es 
conexo y 0" es una retraecion de n, 08 es tambiEll1 conexo (ver observaci6n (B) a eontinuaci6n 
del Teorema 1.1.2). Ademas, es claro que si B8 es una bola eentrada en x E n, entonces 
aB8(X) nO" i= 0 para todo x E o. 
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Sea Yo E 8Bo(xo) n no fijo. Entonces, pOl' el Teorema 1.2.5, el problema 
-b..Uy = 0 en Bo(Yo) 
(2.41 )
{ uy = 'W en 8Bo(Yo) 
tiene soludon unica chisica. En particular u y es funcion armonica, no negativa, no trivial y 
'W (xo) ~ u (xo) = J( > O. Como w es superarmonica en n, -b..10 ~ 0 en el sentido debil en 
B6(YO). De esta forma, 
-b..(w - uy) ~ 0 en Bs(yo) 
(2.42)
{ w - 'Uy 0 en 8Bo(yo). 
Entonces, pOl' el Principio del Maximo para supersoluciones debiles (vel' [FJ, Teorema 2.11 0 
[Ba] Teorema 1.3.1), w - u y ~ 0 y asf 10 ~ tty en Bo(yo). 
Ahora, pOI' la propiedad de valor medio de funciones armonicas (Teorema 1.2.3), w ~ u en n y 
de (2.32) se obtiene 
'uy(yo) = C .l uy = C .l w ~ C .l n ~ C .l n 
[)B~(yo) aB~(yo) cJB~(yo) [)B~(Yo)nB.(x() 
' I( J( 




donde la ultima desigualdad se puede obtener usando J( ~ r > 0, c = CJ(- N-l, Y el hecho 
de que medN - 1(8Bs(yo) n Br::(:r:o)) es mayor 0 igual que el area de una region plana dentro de 
BE (xo) cuya medida (N - I)-dimensional no de pende de yo. 
<, 
I 




A continuacion se eUge un recubrimiento finito U Bo/5 (Yi) de no con Yi E no. Como no 
i=l 
es conexo, tal recubrimiento puede elegirse de tal forma que B8/ 5(Yi) n B6/ 5(Yi+1) =I- 0, i = 
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1, ... , (m - 1). Sin perdida de generalidad, supongamos que Yo E BS/5(Yl)' Observar que 
BO/5(Yo) C B 30/5(X) para todo x E B S/5(yI). Aplicando la desigualdad de Harnack en el 
compacta U B3S / 5 (x) C Bs (yo) C Os ala funcion lly, en virtud de (2.43) se tiene 
xEBs/ 5 (yI) 
w(x) ~ C ./ w ~ C ./ w ~ C, Vx E BS/ 5 (Yl). 
\ 
I 
! A continuacion, teniendo en cuenta que Bo/5(Yi) C B30/5(X) para todo x E B3ij /5(Yi+l), iI 1, ... , (m-1), se tiene, repitiendo este argumento 'In veces, que es posible encontrar una constante 
Co > 0 que no depende ni de U ni de f tal que w ~ Co en Do. 
Sea U o la solndon chisica del problema 
-b..Uij = 0 en 0\ f2s 
w, = 0 en an 
( 
U o Co en aDij 
La existenda y unicidad de esta soludon estan garantizadas por el Teorema 1.2.5. Observe 
que el dato sobre la frontera de 0 \ Dij es continuo y 0 \ Os es una region de clase CDO. Par 
el Corolario 1.2.8 Uij (x) > 0, Vx E 0 \ Os. Ahara, empleando el principio del Maximo Fuerte 
(Teorema 1.2.7) y el Teorema 1.2.9, se sigue que existe C > 0 tal que 
Us(x) ~ Cd(x, aD), Vx E 0 \ fh 
Ademas, par el Principio del Maximo Debil para soluciones clasicas 





max Us = Co 
8(11\110) 
~ Co en 0 8 
40 
(2.44) 




se tiene w ~ Co en 80,0' Argumentando como se hizo can U y y w en Bo(Yo) se obti£me w ~ 7Lo 
en 0, \ no. POl' 10 anterior, con (2.44) y (2.46) se sigue que 
w ~ Cd(x, 80,), 'r:/x E 0, \ no. (2.47) 
Ahora veamos que tomando A suficientemente pequeno en (2.36), es decir, en IlzIIC1(IT) ::; CA, 
se sigue que 11, 10 - Z > 0 en n. En efecto, (2.36) es equivalente a decir 
Ilzllu'o ::; CA y Ilvzllu'" ::; CA, C> O. 
Primero, observemos que tomando A suficientemente pequeno en Ilzllv">O ::; CA y teniendo en 
ctlenta que w > Co > 0 en no entonces u = 10 - Z > 0 en no. Basta entonces probar 
que 0 ::; z{x) < Cd (:r, 80,) para x en 0, \ no con 6 suficientemente pequeno. EI Teorema 
1.1.1 garantiza una vecindad tubular alrededor de 80,. Aplicamos el Teorema 1.1.2: como 
d (x) = -T] (:C) , se sigue v d (:c) = - VT] (x) = -v (x) donde x p (:x:) es la proyeccion de ;x: sobre 
r. Aplicando el Teorema de Valor Medio, can punta de desarrollo en se sigue, par simple 
c,ilculo que existe 0 < e< 1 tal que para IlvzllLoo suficientemente pequeno, 
z (x) - Cd (x) t [vz (x + e(:c - x)) . v (x) + CJ < 0, 
donde -to < -6 ::; t < 0 es tal que tv (x) = x x (observar que tanto z como d se anulall 
sabre r). Par 10 tanto, hemos probado 0 ::; z(x) < Cd (x, Do') para x en 0, \ no y con (2.47), 
1J, = w - z > 0 en 0, \ no. 
Por 10 anterior, si IlzllLoo y IlvzllLoo son sufici{mtemente pequenos, se tiene que efectivamente 
11, > 0 en n. Hemos probado &<;f, que tada solucion no trivial de la desigualdad variacianal es 
positiva en n. 
Ademas sabemas, de (2.40) que para v. se cumple 
(-6u f (n) ,tp) ~ 0, 'r:/tp E Cr:' (0,), tp ~ o. (2.48) 
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Probemos ahora que en realidad se tiene 
(-~u f (v,) ,'P) 0, V'P E Crgo (n) , (2.49) 
con 10 cnal, por densidad, se sigue (-~u f (u), v) 0, Vv Hd (0), y asf -~u = f (u) en 0 
en el sentido debil (0 distribucional). Para eso, veamos primero que 
(2.50) 
de 10 cnal se desprende, COIl (2.48), que 
(-~u f (u), 'P) 0, V'P E C~ (0), 'P::; °0 bien 'P 2 0. (2.51) 
En efecto, sea 'P E c,:,:, COIl 'P ::; 0, k := sopO'rte ('P) y a := max { I'P (x) I ; x E k} que podemos 
suponer mayor que cero. Entonces, como u > °en n, es claro que existe t > °tal que 
u > -t'P en soporte ('P) y asf tambi/3n en O. Se sigue v := u + t'P > °en n, v °en an, y 
v E 1<+ C Hd (0) (Observe que u E c1 (0)). 
De la desigualdad variacional, se sigue con v: 
y se obtiene (2.51). 

Finalmente probamos que de (2.51) se sigue (2.49): en efecto, sea 'P E c,:,:, (0) arbitrario. 

Tenemos la descomposici6n 'P = 'P- en parte positiva y parte negativa, 'P+ 2 0, < 

0. Regularizamos 'P+ y 'P-, con una sncesi6n de nucleos regularizadores, por convoluci6n. 
'P-, uniformemente en 0 
(observe que 'P y 'l'P tienell soporte compacto y con eso tambiEm 'P+ y ). Por 10 tanto (ver 
[B1l Capitulo IV), 
'Pn := Q;n - Pn --+ 'P, 'l'Pn --+ 'l'P uniformemente en O. 
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Con eso, de (2.51) y 'Vu, .f (u) E UXJ (0) se desprende 
0= (-b.u - f (u), ipn) = ./ ('Vu'Vipn - f (u) ipn) -> ./ ('Vu'Vip - f (u) ip). 
n n 
Se sigue 
./ 'Vu'Vip - ./ f (u) ip = 0, vip E (0) 
n n 
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