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ABSTRACT
Detectors sensitive to thermal and reflected infrared radiation are widely used
for night-vision, communications, thermography, and object tracking among other
military, industrial, and commercial applications. System requirements for the next
generation of ultra-high-performance infrared detectors call for increased functionality
such as large formats (> 4K HD) with wide field-of-view, multispectral sensitivity,
and on-chip processing. Due to the low yield of infrared material processing, the
development of these next-generation technologies has become prohibitively costly
and time consuming.
In this work, it will be shown that physics-based numerical models can be ap-
plied to predictively simulate infrared detector arrays of current technological inter-
est. The models can be used to a priori estimate detector characteristics, intelligently
design detector architectures, and assist in the analysis and interpretation of existing
systems. This dissertation develops a multi-scale simulation model which evaluates
the physics of infrared systems from the atomic (material properties and electronic
structure) to systems level (modulation transfer function, dense array effects). The
vi
framework is used to determine the electronic structure of several infrared materials,
optimize the design of a two-color back-to-back HgCdTe photodiode, investigate a
predicted failure mechanism for next-generation arrays, and predict the systems-level
measurables of a number of detector architectures.
vii
Contents
1 Introduction 1
1.1 Motivation and Focus . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Principles of Infrared Sensing . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Characterization and Parameterization of Detectors . . . . . . . . . . 7
1.3.1 Dark Current and Signal Levels . . . . . . . . . . . . . . . . . 7
1.3.2 Collection Efficiency . . . . . . . . . . . . . . . . . . . . . . . 11
1.3.3 Image Quality . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2 Numerical Methods 16
2.1 The Finite-Difference Time-Domain Method . . . . . . . . . . . . . . 16
2.1.1 Classical Electromagnetics . . . . . . . . . . . . . . . . . . . . 16
2.1.2 Yee’s Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.3 Numerical Dispersion and Stability . . . . . . . . . . . . . . . 26
2.1.4 Sources and Boundary Conditions . . . . . . . . . . . . . . . . 31
2.2 The Finite Element Method Applied To Semiconductor Devices . . . 35
2.2.1 The Drift-Diffusion Model . . . . . . . . . . . . . . . . . . . . 35
2.2.2 The Finite Element Method . . . . . . . . . . . . . . . . . . . 40
2.3 The Empirical Pseudopotential Method . . . . . . . . . . . . . . . . . 43
3 Fundamental Material Properties for Electronic
Transport 49
3.1 Calculation of the Bulk Electronic Structure of Infrared Materials . . 50
3.2 HgCdTe Material Model for Device-Level Simulations . . . . . . . . . 58
3.2.1 Energy Levels . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
viii
3.2.2 Electronic Transport Properties . . . . . . . . . . . . . . . . . 61
3.2.3 Carrier Generation and Recombination . . . . . . . . . . . . . 64
4 Simulation of Two-Color Detector Arrays 69
4.1 Device Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2 Electrical Characterization . . . . . . . . . . . . . . . . . . . . . . . . 73
4.3 Quantum Efficiency in Reduced-Pitch Detector Designs . . . . . . . . 77
4.4 Evaluating Spatial Crosstalk . . . . . . . . . . . . . . . . . . . . . . . 82
5 A Failure Mode in Dense Infrared Detector Arrays 88
5.1 Dense Array Architecture . . . . . . . . . . . . . . . . . . . . . . . . 90
5.2 Lateral Diffusion Currents in Dense Arrays . . . . . . . . . . . . . . . 92
5.2.1 Homogeneously Biased Arrays . . . . . . . . . . . . . . . . . . 92
5.2.2 Anomalously Biased Arrays . . . . . . . . . . . . . . . . . . . 94
5.3 Parametric Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6 Simulation of the Modulation Transfer Function in Infrared Detector
Arrays 106
6.1 Simulation Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.2 Validity and Quantification . . . . . . . . . . . . . . . . . . . . . . . 110
6.3 Results for Single- and Two-Color Detector Arrays . . . . . . . . . . 113
6.3.1 Crosstalk Mitigation Techniques . . . . . . . . . . . . . . . . . 116
7 MTF Consequences of Planar Dense Array Detector Geometries 121
7.1 Asymmetric Current Collection . . . . . . . . . . . . . . . . . . . . . 123
7.2 Simulating Multi-Dimensional Modulation Transfer Functions . . . . 129
7.3 Effects of Asymmetric Collection on Array Modulation Transfer Function130
8 Conclusions 136
8.1 Summary of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 136
ix
A The Computational Electronics Cluster 141
References 144
Curriculum Vitae 154
x
List of Tables
3.1 Model potential parameters and form factors for the binary compounds
considered here. Model parameters are listed for the cation (anion). . 54
3.2 Calculated electronic structure parameters for several binary compounds
at 300 K along with experimental values in parentheses. Energies are
in eV and effective masses are in multiples of the electron rest mass.
Experimental values are quoted to their published precision. . . . . . 55
A.1 Comp-el cluster storage node specifications. . . . . . . . . . . . . . . 141
A.2 Comp-el cluster compute node specifications. Horizontal separators
denote machines in separate physical units. . . . . . . . . . . . . . . . 142
xi
List of Figures
1·1 Representative transmittance of infrared radiation through a vertical
column of air at Mauna Kea Observatory, the NASA Infrared Telescope
Facility, showing near- to long-wavelength IR bands. Data courtesy of
Gemini Observatory (Lord, 1992). . . . . . . . . . . . . . . . . . . . . 4
1·2 Planck’s law illustrated for several blackbody temperatures character-
istic of infrared targets. . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1·3 A photon incident on an IR detector (a) is absorbed, producing pairs of
free charge carriers. When separated by a p−n junction, for example,
a measurable photocurrent is produced (b) which modifies the current-
voltage relationship of the detector (c). . . . . . . . . . . . . . . . . . 6
1·4 Schematic representation of generation processes occuring within semi-
conductor devices. Optical absorption of a photon can excite an elec-
tron from (a) a valence state, (b) a trap state, and (c) a conduction
state to a higher conducting state. Thermal energy within the mate-
rial can also cause carrier generation radiatively (d), via a multi-carrier
Auger interaction (e), through quantum mechanical tunneling (f), and
assisted through a trap state (g). . . . . . . . . . . . . . . . . . . . . 8
1·5 Schematic representation of modulation depth for several sinusoidal
radiance profiles shown across a three pixel array. Solid lines show
actual radiance values and dashed lines show the spatially averaged
radiance detected as pixel signal. As the spatial frequency of the input
radiance approaches the reciprocal of the pixel size, all modulation
depth is lost (Boreman, 2001). . . . . . . . . . . . . . . . . . . . . . . 15
xii
2·1 Interfaces between two materials with normal vectors nˆ. Boundary
conditions are derived by applying line integrals to the contour C in
(a) and surface integrals to the surface S in (b). . . . . . . . . . . . . 19
2·2 Several cells of a three-dimensional spatial mesh showing the staggered
placement of electric and magnetic field vectors in the Yee algorithm.
Each electric field component is surrounded by four circulating mag-
netic field components, and vice versa. . . . . . . . . . . . . . . . . . 23
2·3 Discretization of time and one spatial dimension in the Yee scheme
showing the one half step separation between electric and magnetic
field components. Open {closed} symbols represent nodes at which
the magnetic {electric} field vectors are calculated while i and q index
the space and time dimensions, respectively. . . . . . . . . . . . . . . 23
2·4 Different zones of the TF/SF formalism. The simulation boundary
should minimize reflections of scattered waves. . . . . . . . . . . . . . 32
2·5 Example discretization of the simulation domain for the finite element
method in two dimensions. . . . . . . . . . . . . . . . . . . . . . . . . 41
2·6 Comparison of real (solid) and pseudo (dashed) wavefunctions. Solid
circles are the positions of atomic cores. . . . . . . . . . . . . . . . . . 46
2·7 Potentials in real space. The attractive core potential and repulsive
ionic potential results in a smooth, net weak pseudopotential (solid). 47
3·1 Indium (black) and arsenic (red) atomic pseudopotentials in InAs. . . 53
3·2 Indium (black) and antimony (red) atomic pseudopotentials in InSb. . 53
3·3 Gallium (black) and arsenic (red) atomic pseudopotentials in GaAs. . 53
3·4 Indium (black) and phosphorous (red) atomic pseudopotentials in InP. 53
3·5 Mercury (black) and tellurium (red) atomic pseudopotentials in HgTe. 53
3·6 Cadmium (black) and tellurium (red) atomic pseudopotentials in CdTe. 53
xiii
3·7 Electronic band structure of InAs (red - ab initio). . . . . . . . . . . . 56
3·8 Electronic band structure of InSb. . . . . . . . . . . . . . . . . . . . . 56
3·9 Electronic band structure of GaAs. . . . . . . . . . . . . . . . . . . . 56
3·10 Electronic band structure of InP. . . . . . . . . . . . . . . . . . . . . 56
3·11 Electronic band structure of HgTe. . . . . . . . . . . . . . . . . . . . 56
3·12 Electronic band structure of CdTe. . . . . . . . . . . . . . . . . . . . 56
3·13 Calculated InAsSb direct band gap bowing (open symbols) as a func-
tion of antimony composition compared to several analytical models. 58
3·14 Calculated InGaAs direct band gap bowing (open symbols) as a func-
tion of indium composition compared to an analytical model. . . . . . 58
3·15 Fundamental band gap energy at the Γ symmetry point for SWIR to
LWIR HgCdTe at temperatures between 70 and 210 K. . . . . . . . . 59
3·16 Electron affinity for SWIR to LWIR HgCdTe at temperatures between
70 and 210 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3·17 Effective mass of electrons in SWIR to LWIR HgCdTe at temperatures
between 70 and 210 K. Values are listed as factors of the electron rest
mass. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3·18 Logarithm of the mobility of electrons in SWIR to LWIR HgCdTe at
temperatures between 70 and 210 K. . . . . . . . . . . . . . . . . . . 63
3·19 Logarithm of the intrinsic carrier concentration of SWIR to LWIR
HgCdTe at temperatures between 70 and 210 K. . . . . . . . . . . . . 65
3·20 Radiative recombination coefficient for SWIR to LWIR HgCdTe at
temperatures between 70 and 210 K. . . . . . . . . . . . . . . . . . . 66
3·21 Logarithm of the Auger recombination coefficient for electrons in SWIR
to LWIR HgCdTe at temperatures between 70 and 210 K under the
assumption of an overlap |F1F2| = 0.2. . . . . . . . . . . . . . . . . . 68
xiv
4·1 Schematic representing the geometry of a single pixel element. . . . . 71
4·2 Cadmium molar fraction and the resulting energy band profile of the
dual MWIR/LWIR detector in the active direction. Radiation is inci-
dent at z = 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4·3 Simulated current density for a 10 µm × 10 µm two-color detector un-
der MWIR, LWIR and dark illumination conditions at T = 77 K. Ex-
perimental data of a similar detector under dark conditions are shown
for comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4·4 Dynamic resistance-area product as a function of voltage for simulated
(10 µm × 10 µm pixel) and experimental devices under dark conditions. 76
4·5 Simulated QE of 20, 15, and 10 µm pitch two-color detector pixels
when back-illuminated with MWIR and LWIR radiation (φ = 1× 1017
cm−2s−1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4·6 Spatial profile of optically generated carriers when uniformly illumi-
nated with MWIR through LWIR radiation (φ = 1 × 1017 cm−2s−1).
The planar MWIR absorber causes spatially uniform carrier genera-
tion, whereas the distribution of LWIR generated carriers is strongly
dependent on wavelength and is caused by self-interference. . . . . . . 79
4·7 Transmission of LWIR radiation (λ = 9.75µm, φ = 1× 1017 cm−3s−1)
through a detector having 10 µm × 10 µm pixels as a function of the
angle of the mesa sidewalls and the area of the mesa contact. The
lowest transmission and therefore the highest QE is achieved when
both the sidewall angle and contact area are maximized. . . . . . . . 81
4·8 Crosstalk as a function of wavelength for beams with different spot
sizes. The total crosstalk in the LWIR band is several orders of mag-
nitude smaller than in the MWIR band. . . . . . . . . . . . . . . . . 84
xv
4·9 Results of a simulated spot scan for a two-color 3 × 3 array of 10 µm
× 10 µm pixels for both the MWIR (λ = 3.5 µm, dashed) and LWIR
(λ = 6.5 µm, solid) bands. Optical broadening (black) is obtained
following the FDTD simulation while optical and diffusion broadening
(red) results are taken from the solution of the FEM problem. . . . . 85
4·10 Electric field profile when a Gaussian beam (λ = 6.5 µm, ω = 4.0 µm)
is incident on a detector between two pixels. The angled sidewall of
the mesa causes the radiation to split between the pixels, giving rise
to optical crosstalk. (Arbitrary units). . . . . . . . . . . . . . . . . . 87
5·1 Three dimensional representation of the dense DLPH detector array
showing the 19 implanted p-type regions arranged in a hexagonal array.
The shaded area is the y = 0 µm reference plane. . . . . . . . . . . . 90
5·2 Cross-sectional schematic of one pixel of the detector array in the y =
0 µm plane. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5·3 Minority hole density centered around x = 0 µm in the y = 0 µm plane
(see reference plane in Figure 5·1). The highly populated regions near
x = 0,±15 µm are the anode diffusions. A 60 mV reverse bias is
applied to each anode. . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5·4 Minority hole densities along three lines perpendicular to the growth
direction in the y = 0 µm plane (see reference plane in Figure 5·1 with
z = 5.5, 5.0, 4.5 µm) for a 15 µm pitch MWIR detector at 140 K.The
dashed horizontal line shows the equilibrium hole concentration and
the dashed vertical lines show the boundaries of the center pixel. . . . 94
xvi
5·5 Minority hole density centered around x = 0 µm in the y = 0 µm plane
(see reference plane in Figure 5·1) when the center diode is debiased.
The highly populated regions near x = 0,±15 µm are the anode diffu-
sions. A 60 mV reverse bias is applied to the anodes at x = ±15 µm
while the anode at x = 0 µm is at its open-circuit voltage (≈ −37 mV
relative to the grounded absorber region). . . . . . . . . . . . . . . . 95
5·6 Minority hole densities along three lines perpendicular to the growth
direction in the y = 0 µm plane (see reference plane in Figure 5·1 with
z = 5.5, 5.0, 4.5 µm) for a 15 µm pitch MWIR detector at 140 K when
the center diode is debiased. The dashed horizontal line shows the
equilibrium hole concentration and the dashed vertical lines show the
boundaries of the center pixel. . . . . . . . . . . . . . . . . . . . . . . 96
5·7 Minority hole populations in the absorbing region in the immediate
vicinity of a reverse biased anode. The vertical lines denote the bound-
aries of the 6.0 µm diameter diffused anode centered at x = 15 µm.
Solid lines show the carrier profiles with all contacts at a 60 mV re-
verse bias. Dashed lines show how the carrier densities are modified
when a neighboring contact (centered at x = 0 µm) is debiased to its
open-circuit voltage. . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5·8 Currents through different pixels as a function of the bias across the
center diode of the array (top panel: linear scale, bottom panel: loga-
rithmic scale). All other anodes are held at a constant −60 mV. . . . 99
xvii
5·9 Percent changes in pixel currents as a function of the bias across the
center diode. Values are relative to the currents observed when all
diodes are at the same bias. The dashed vertical line denotes the
open-circuit voltage of the center pixel. Note that the black curve is a
percent decrease while the other curves are percent increases. . . . . . 100
5·10 Average increase of the dark current in the six nearest neighboring
pixels when one array junction is allowed to float at its open-circuit
voltage as a function of the center-to-center diode spacing and the epi-
taxial thickness of the absorber. The absorbing layer has a Cadmium
composition x = 0.222 for responsivity in the LWIR and simulations
are performed at 140 K. Values are percent changes referenced to the
value when all pixels are evenly biased at -60 mV. . . . . . . . . . . . 102
5·11 Average increase of the dark current in the six nearest neighboring
pixels when one array junction is allowed to float at its open-circuit
voltage as a function of the center-to-center diode spacing and the epi-
taxial thickness of the absorber. The absorbing layer has a Cadmium
composition x = 0.289 for responsivity in the MWIR and simulations
are performed at 140 K. Values are percent changes referenced to the
value when all pixels are evenly biased at -60 mV. . . . . . . . . . . . 103
5·12 Average increase of the dark current in the six nearest neighboring
pixels when one array junction is allowed to float at its open-circuit
voltage as a function of the epitaxial thickness of the absorber and the
operating temperature. The absorbing layer has a Cadmium composi-
tion x = 0.458 for responsivity in the SWIR and a 15 µm array pitch
is used. Values are percent changes referenced to the value when all
pixels are evenly biased at -60 mV. . . . . . . . . . . . . . . . . . . . 104
xviii
6·1 SS profile of a single-color mesa detector with 16.0 µm pitch for several
wavelengths of illumination. The Gaussian beam radius is equal to
the wavelength in all cases. The boundaries of the pixel for which
photocurrent is measured are at ±8.0 µm. Current is shown in Amps. 108
6·2 Simulated detector footprint MTFs for several beam radii (open sym-
bols) show excellent agreement with the analytical solution (solid line)
of (6.5). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6·3 MTF area difference (shaded region) for a two-color detector under
3.5 µm wavelength illumination. . . . . . . . . . . . . . . . . . . . . . 112
6·4 Simulated MTFtotal for the single-color detector under 4.0, 5.0, and
6.0 µm radiation (dot, dot-dash, dash). The detector shows near-ideal
performance (compare to solid). . . . . . . . . . . . . . . . . . . . . . 114
6·5 Simulated MTFtotal in both bands of the two-color detector architec-
ture for several wavelengths of radiation. The LWIR detector band
shows near-ideal performance while the MWIR band MTF is severely
degraded. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6·6 Total MTF of the MWIR (left) and LWIR (right) bands of the two-
color detector architecture. The contributing MTF components follow-
ing deconvolution are also shown. In both cases, the optical crosstalk
contribution is negligibly small and therefore not shown. . . . . . . . 116
6·7 Modified two-color detector schematic showing the location of the photon-
trapping structure (blue dashed line). . . . . . . . . . . . . . . . . . . 117
6·8 Total MTF of the two-color detector MWIR band with backside PT pil-
lars of various heights. As the height of the PT structure increases, the
non-delineated thickness of the MWIR absorber across which photo-
carriers can diffuse is decreased, resulting in an improved MTF. . . . 118
xix
6·9 Total MTF of the two-color detector MWIR band with a linearly de-
creasing cadmium concentration across tht thickness of the absorber.
The quasi-electric field introduced causes carriers to drift towards the
collecting junction, reducing MTFD and improving the total MTF. . 119
6·10 Calculated MTFAD for the MWIR band when PT pillars (top axis)
and composition gradients (bottom axis) are introduced. While both
methods reduce MTFAD indicating an improved MTF, the composi-
tional grading is more immediately effective. . . . . . . . . . . . . . . 120
7·1 Cut-away schematic representation of the DLPH detector architecture
used here. Idealized abrupt p-type collection regions are diffused into
a bulk n-type absorber through a wider-gap cap layer. Square cross-
section diffusions are shown but equilateral triangles and hexagons are
also considered. Diffusions are shown arranged in a square lattice. . . 122
7·2 Magnitude of the electric field in the depletion region along a cut taken
through the corner (a) and center (b) of a square diffusion. Higher peak
fields are achieved in the directions through the corners of the diffusion.124
7·3 Dark current density profile 300 nm below the cap layer resulting from
a 100 mV reverse bias applied to a hexagonal doped region in a DLPH
detector. The edge of the diffused doping region is shown by the bold
dashed line. The dark current bunches through the corners of the
diffusion and falls off more slowly in the directions from the center of
the diffusion to its corners. . . . . . . . . . . . . . . . . . . . . . . . . 125
xx
7·4 First quadrant of the spot-scan profile of an FPA having circular (dashed)
and square (solid) p-type diffusions placed on a square grid with 10 µm
pitch. Along the directions through the corner of the square diffusion
(x = y), the spot-scan profile is narrower in the array with the square
diffusion compared to that with the circular diffusion. . . . . . . . . . 126
7·5 First quadrant of the spot-scan profile of an FPA having circular (dashed)
and square (solid) p-type diffusions placed on a square grid with 10 µm
pitch where the square diffusion has been rotated 45◦ relative to the
pixel. The direction in which the square diffusion has a narrower spot-
scan has rotated with the diffusion, indicating that the collection ef-
ficiency has a directionality related to the position of the diffusions
corners. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
7·6 First quadrant of the spot-scan profile of an array in which circular
(dashed) and hexagonal (solid) p-type diffusions are placed in a hexag-
onal lattice having a 10 µm center-to-center spacing. . . . . . . . . . 128
7·7 MTF of arrays having square (dashed) and circular (solid) p-type dif-
fusions arranged in a square lattice calculated along the x = 0 (black)
and x = y (red) directions. . . . . . . . . . . . . . . . . . . . . . . . . 131
7·8 Variation of a square pixel array’s MTF evaluated at 0.05 cycles/µm
with the angle at which it is calculated. θ is measured from the positive
x-axis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
7·9 MTF of arrays having hexagonal (dashed) and circular (solid) p-type
diffusions arranged in a hexagonal lattice calculated along the x = 0
(black) and x = y
√
3 (red) directions. . . . . . . . . . . . . . . . . . . 133
xxi
7·10 MTF for square pixel arrays with triangular (black), square (red), and
hexagonal (blue) p-type diffusions evaluated at 0.05 cycles per micron.
Data is plotted against the rotation of the diffusion relative to the
pixel. Φ = 0 corresponds to the case when both the diffusion and the
pixel have an edge normal to the positive x-axis. The maximum value
of Φ depends on the rotational symmetry of the diffusion. The dashed
black line shows the MTF resulting from a circular diffusion for reference.134
A·1 Comp-el cluster topology. . . . . . . . . . . . . . . . . . . . . . . . . 143
xxii
LIST OF ABBREVIATIONS
BLIP . . . . . . . . . . . . . background limited performance
DFT . . . . . . . . . . . . . density functional theory
DLPH . . . . . . . . . . . . . double-layer planar heterostructure
EPM . . . . . . . . . . . . . empirical pseudopotential model
EQE . . . . . . . . . . . . . external quantum efficiency
FDTD . . . . . . . . . . . . . finite-difference time domain
FEM . . . . . . . . . . . . . finite element method
FOM . . . . . . . . . . . . . figure(s) of merit
FPA . . . . . . . . . . . . . focal plane array
G-R . . . . . . . . . . . . . generation-recombination
HgCdTe . . . . . . . . . . . . . mercury cadmium telluride
HPC . . . . . . . . . . . . . high performance computing
InAs/InAsSb . . . . . . . . . . . . . InAs-InAsSb superlattice
IQE . . . . . . . . . . . . . internal quantum efficiency
IR . . . . . . . . . . . . . infrared
LWIR . . . . . . . . . . . . . long-wavelength infrared
MTF . . . . . . . . . . . . . modulation transfer function
MTFAD . . . . . . . . . . . . . modulation transfer function area difference
MWIR . . . . . . . . . . . . . mid-wavelength infrared
NE∆T . . . . . . . . . . . . . noise equivalent temperature difference
NEP . . . . . . . . . . . . . noise equivalent power
NFEM . . . . . . . . . . . . . nearly-free electron model
OTF . . . . . . . . . . . . . optical transfer function
PSF . . . . . . . . . . . . . point spread function
PT . . . . . . . . . . . . . photon trapping
QE . . . . . . . . . . . . . quantum efficiency
ROIC . . . . . . . . . . . . . read-out integrated circuit
RTA . . . . . . . . . . . . . relaxation time approximation
RVS . . . . . . . . . . . . . Raytheon Vision Systems
SNR . . . . . . . . . . . . . signal-to-noise ratio
SRH . . . . . . . . . . . . . Shockley-Read-Hall
SWAP . . . . . . . . . . . . . size, weight, and power
SWIR . . . . . . . . . . . . . short-wavelength infrared
VCA . . . . . . . . . . . . . virtual crystal approximation
VLWIR . . . . . . . . . . . . . very-long-wavelength infrared
xxiii
1Chapter 1
INTRODUCTION
1.1 Motivation and Focus
Infrared detectors capable of sensing the peak thermal generation emitted by objects
at Earth-like temperatures have become ubiquitous in night vision, object tracking,
communications, meteorology, and thermography over the past half century. His-
torically, most research into infrared detecting systems was motivated by military
and astronomy needs (imaging for surveillance, sighting, and munitions) but many
early technologies have been transitioned into consumer, industrial, and scientific
applications (Norton, 1999). However, modern systems and those currently under
development have sensitivity and resolution requirements far beyond those of earlier
technologies. Like any semiconductor device, there is also the pervasive motivation for
reducing size, weight, and power (SWAP) consumption to enable more efficient, re-
mote, and embedded applications. Furthermore, new systems are expected to have in-
creased functionality, like multi-spectral sensitivity or on-chip processing. In contrast
with scanning (first-generation) and staring arrays (second-generation), these newer
technologies have come to be known as third-generation systems (Rogalski, 2003b).
The design, fabrication, packaging, and testing of third-generation infrared de-
tector arrays is prohibitively costly and time-consuming compared to other semicon-
ductor systems. For example, the average cost of electronic grade silicon over the
past two decades is under 2 USD/in2 (Maly, 1994) while cadmium zinc telluride sub-
strates (a common substrate for mercury cadmium telluride growth) can cost over
1000 USD/in2. Moreover, the throughput and yield of infrared device processing is
2considerably lower than in silicon, further driving up costs. To compensate for these
expenses, computational modeling of devices and materials has become a way to op-
timize designs and predict performance parameters without fabricating costly test
structures or devices. The main requirements of these simulations is that they re-
produce the actual characteristics of the structure under consideration; they must be
predictive models, not overly idealized. Fortunately, modern computational resources
and methods are capable of dealing with the necessary physical mechanisms which
determine the performance of infrared materials and detectors.
There has also been considerable effort devoted towards the development of new
material systems which offer electronic properties superior to conventional narrow-
gap semiconductors. For example, the indium arsenide - indium arsenide antimonide
superlattice (InAs/InAsSb) material system forms a type-II interface where infrared
absorption can occur between InAs conduction band state and InAsSb heavy hole
states (Smith and Mailhiot, 1987). The energy of these transitions can be tuned by
varying the amount of coherent strain between the two materials, allowing longer cut-
off wavelengths to be reached (Mailhiot and Smith, 1989). Being intrinsically limited
(in contrast to multiple quantum well devices), detectors made from these strained
layer superlattices should offer better high temperature performance, leading to a de-
crease in the SWAP of necessary support systems. While these new technologies are
promising, theoretically limited performance has yet to be demonstrated. Significant
obstacles in material growth and fabrication must be addressed before the full po-
tential of superlattice devices can be realized (Rogalski, 2003a). Accomplishing this
will require a better understanding of the fundamental physical mechanisms limiting
present device designs.
The focus of this work is on applying computational methods to the study of third-
generation infrared detector architectures and material systems. Particular focus is
3placed on HgCdTe devices, as they have become the workhorse of the cooled infrared
community and are the basis for comparison of other competing technologies. The
remainder of this chapter outlines the basics of infrared sensing. Chapter 2 introduces
the computational methods used in this work and shows how they are applied to the
analysis of infrared detection systems. In chapter 3, the HgCdTe material model
is presented and results on the calculation of the electronic structure of alternative
infrared sensitive materials are reported. A device model for two-color MW/LW de-
tector arrays is shown in chapter 4 including the results of current-voltage, quantum
efficiency, and crosstalk simulations. A dark current failure mode related to the mech-
anisms predicted to occur in next-generation detectors is then analyzed in chapter
5. Chapters 6 and 7 then discuss the method of simulating the modulation transfer
function of a focal plane array and show results applicable to dense arrays. The thesis
is then concluded in chapter 8.
1.2 Principles of Infrared Sensing
The infrared (IR) spectral region lies between the visible and millimeter radio spec-
tra, with wavelengths from 0.8 µm up to hundreds of microns (these definitions are
colloquial, not based on some physical law). Absorption by the Earth’s atmosphere,
mainly due to CO2, CH4, H2O, and O3, further subdivides the IR spectrum into
several regions of high transmittance as shown in Figure 1·1. Devices are typically
designed for operation in these windows: short-wave IR (SWIR) with wavelengths
less than 3 µm, mid-wave IR (MWIR) with wavelengths between 3 and 6 µm, long-
wave IR (LWIR) with wavelengths between 6 and 12 µm, and the very-long-wave
IR (VLWIR) having wavelengths out to 20 µm. Radiation beyond these windows is
considered to be in the far infrared.
The motivation for sensing in the IR spectrum can be seen by examining the
4Figure 1·1: Representative transmittance of infrared radiation
through a vertical column of air at Mauna Kea Observatory, the NASA
Infrared Telescope Facility, showing near- to long-wavelength IR bands.
Data courtesy of Gemini Observatory (Lord, 1992).
consequences of Planck’s radiation law for blackbodies (Planck, 1959). As shown in
Figure 1·2 the radiance of a source is exponentially proportional to its temperature; a
small increase in temperature causes a relatively large increase in the emitted power.
This implies that a warm object can be differentiated from its background simply
by examining the IR radiance of a scene. Furthermore, Figure 1·2 shows that as the
temperature of a source increases, the peak wavelength of its radiance decreases. One
can then determine the temperature of an emitting object based on the relative power
observed in several windows of the IR spectrum. Finally, IR radiation can penetrate
many media which are opaque to visible light such as fabrics and fog/haze which can
be useful for specific imaging applications.
The function of an IR detector is to convert the power radiated by a source to
a more readily measurable signal. Two main classes of IR detectors have developed
which are differentiated by the means in which radiation is converted (Vincent, 1990).
In thermal detectors, IR radiation heats an element which causes a measurable param-
eter such as resistivity (bolometers), volume (Golay cells), or voltage (thermopiles) to
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Figure 1·2: Planck’s law illustrated for several blackbody tempera-
tures characteristic of infrared targets.
change its value. For example, common thermometers were used by William Herschel
during his (accidental) discovery of infrared radiation beyond the visible spectrum
(Barr, 1961). Conversely, photon detectors, also referred to as quantum detectors,
respond to incident radiation on an electronic level. In general, photon detectors
have higher sensitivity and faster response times than thermal detectors because they
need not heat the entire atomic structure of the detector. While recent years have
seen increased demand for low-cost thermal detectors integrated into, for example,
smartphones, most high-performace detector systems rely on photon detection and
will thus be the major focus of this research.
Semiconducting detectors absorb IR photons across an energy gap; the energy
of the photon, which is inversely proportional to its wavelength, is absorbed by the
material and promotes an electron in its valence state to a higher energy conduct-
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Figure 1·3: A photon incident on an IR detector (a) is absorbed,
producing pairs of free charge carriers. When separated by a p − n
junction, for example, a measurable photocurrent is produced (b) which
modifies the current-voltage relationship of the detector (c).
ing state. Once in this state, the charge carriers (the conduction electron and the
positively charged hole left behind in the unoccupied valence state) are subject to
the physical mechanisms which will be described in further detail in Section 2.2. To
produce an observable signal in a photovoltaic device, the electron must be spatially
separated from its valence hole prior to their recombination. A variety of device ar-
chitectures have been devised which accomplish this through the use of, for example,
a p− n junction, metal-semiconductor interface, or unipolar barrier. The presence of
optically excited electron-hole pairs modifies the current-voltage relationship of the
device, which can be modified by an external read-out integrated circuit (ROIC).
Intensity information about a scene is inferred by comparing a detectors output to
its “dark” response.
71.3 Characterization and Parameterization of Detectors
There are many ways to characterize the performance of an IR detector and the most
appropriate measures depend on the intended application of the detector when de-
ployed. For example, the linearity of an avalanche photodetector is irrelevant when
being used in Geiger mode to sense the presence of a warm object (“there” or “not
there”) under low-light level conditions (Vincent, 1990). Similarly, the high frequency
response of horizon-scanning passive staring arrays is of little importance, but be-
comes critical for detectors used in actively illuminated range-gated imaging. As
discussed previously, a key feature of the modeling performed in this work is that it
must be capable of reproducing the performance parameters of the detectors under
study. For this reason, we concentrate on several broadly used measurements which
can be compared with experimental values. Together, these figures of merit (FOM)
describe how well a detector (or an array of detectors) converts IR radiance into an
electrical signal, how well that signal represents the scene being imaged, and under
what conditions the detector will be able to operate.
1.3.1 Dark Current and Signal Levels
A critical FOM for IR detectors is the current produced in the absence of any IR signal,
known as the dark current. This sets the noise floor for the detector as any amount
of photocurrent lower than the dark current will be washed out and imperceptible.
Dark current is the result of the thermal generation of charge carriers competing with
optical generation (Rogalski, 2012). In high quality material, dark current is mainly
due to the intrinsic radiative and Auger generation/recombination mechanisms within
the quasi-neutral narrow-bandgap absorber while in poorer quality material, extrinsic
mechanisms (Shockley-Read-Hall, trap-assisted tunneling) occurring within depleted
regions tends to dominate the dark current. Figure 1·4 schematically shows these
8Figure 1·4: Schematic representation of generation processes occur-
ing within semiconductor devices. Optical absorption of a photon can
excite an electron from (a) a valence state, (b) a trap state, and (c) a
conduction state to a higher conducting state. Thermal energy within
the material can also cause carrier generation radiatively (d), via a
multi-carrier Auger interaction (e), through quantum mechanical tun-
neling (f), and assisted through a trap state (g).
processes.
Intrinsic optical absorption occurs for photons with energy levels higher than
the semiconductors bandgap. The photons energy is imparted to an electron in the
valence state which is excited to a higher conducting state, leaving behind a positively
charged hole in the valence band. Extrinsic absorption is a similar process, but occurs
from an impurity state within the materials intrinsic bandgap and can thus occur for
photons with smaller energies. The impurity states can be the result of intentional
doping or unintentional material defects. Certain classes of infrared devices, such as
blocked-impurity-band detectors, rely on extrinsic absorption as the primary method
for excitation (Stetson et al., 1986). Finally, free carrier absorption can occur within
the conduction band, promoting conducting electrons to higher energy states.
Thermal generation processes, the origin of dark current, can occur in a number of
ways. Thermal energy can radiatively promote electrons from the valence to conduc-
9tion band, similar to the intrinsic absorption process. Thermally excited holes lower
(energetically) in the valence band can relax and impart their energy to a valence
electron which can promote it to a conducting state. This is a multi-carrier process
known as Auger generation, or impact ionization, and requires highly excited carriers
to occur. The radiative and Auger processes are the dominant dark current gener-
ation mechanisms in high quality IR detectors since they are based on fundamental
material properties. Ideal IR detectors will be limited by one of these mechanisms.
Extrinsic generation properties, those assisted by impurity states, can have a sig-
nificant impact on device performance however. For example, Shockley-Read-Hall
generation of carriers within charge depleted semiconductor regions (Figure 1·4 (f))
causes abnormally high reverse bias dark currents in devices having high dislocation
densities. The presence of a mid-gap trap state allows carriers to be promoted to the
conduction band in multiple low energy excitations rather than a single high energy
process. Since the probability of a transition is exponentially dependent on the en-
ergy barrier, several low energy transitions will occur more efficiently than a single
large transition (Sze, 1985). Quantum mechanical tunneling of valence electrons into
the conduction band through the band gap can also occur at moderately high reverse
biases.
Dark current can be reduced by limiting the volume of the narrow-gap absorbing
material, improving the quality of material to remove unwanted extrinsic processes,
operating at lower temperature, or devising novel device architectures and operational
principles (Rogalski, 2002). The goal of IR detector development over the past several
decades has been to decrease the dark current in next-generation designs so that
detectors can be operated with a higher sensitivity or at higher temperatures for
reduced SWAP consumption.
There are a number of FOM which can be used to evaluate and compare dark
10
current performance. For the purposes of comparing simulated results to experimental
data, it can be sufficient to directly compare the output currents of the devices if the
detector sizes, architectures, etc. are nearly identical. A convenient FOM is the noise
equivalent power (NEP)
NEP =
noise
responsivity
(1.1)
where the responsivity describes the amount of signal output per input power in
units of Amps per Watt. The current responsivity for a photon detector is equal to
(Rogalski, 2012)
Ri = λη
hc
qg (1.2)
where λ is the wavelength of input photons, η is the quantum efficiency, h is Planck’s
constant, c is the speed of light, q is the elementary charge, and g is the photoelectric
current gain. The NEP therefore is given in units of power (Watts) and describes the
amount of input radiant power that would be required to produce a signal-to-noise
(SNR) ratio of one. The NEP allows one to determine the lowest signal intensity that
would be able to be detected by a device.
A more directly applicable FOM for imaging and thermography applications is
the noise-equivalent temperature difference (NE∆T) which describes the noise of an
image as a minimum resolvable temperature. Experimentally, the NE∆T is measured
by imaging a blackbody spot target in front of a background of known temperature.
The difference between the target and background temperatures, normalized to the
SNR of the detector system gives the NE∆T (Daniels, 2006).
NE∆T =
Ttarget − Tbackground
SNR
(1.3)
While the NEP and NE∆T are useful for determining the ultimate sensitivity of a
detector, they have the undesirable feature that detectors of different sizes will have
different values and thus cannot be directly compared without specifying the active
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area. The normalized detectivity (D*), defined as
D∗ =
√
A
NEP
(1.4)
where A is the detector’s area, can instead be used to directly compare multiple
detector architectures (Jones, 1959).
The detectivity can also be used to gauge a detector system’s ideality. The sensi-
tivity of an ideal detector would be limited not by some property of the detector itself,
but by the contrast between an object and its background in the scene being imaged
(Kinch, 2000). This situation is known as background limited performance (BLIP).
The detectivity of a detector operating under BLIP conditions (the ideal performance
limit with a QE of 1) can is given by
D∗BLIP =
λ
hc
√
η
ΦB
(1.5)
where ΦB is the background flux of the scene. For a comparison of the detectivity of
a number of detector systems and how they relate to ideal BLIP detectivity, refer to
Rogalski’s review (Rogalski, 2012).
1.3.2 Collection Efficiency
Under many strategic, tactical, and commercial applications, IR photons are scarce.
As discussed previously, the trade-off between low SWAP and thermal generation
processes set the noise floor in most detection systems. It is thus critical that any
scene radiance arriving be absorbed, collected and appear as signal. Collectively, the
probability that an arriving photon is converted into an electrical signal is described
by the quantum efficiency (QE) of the detector. For a given incident flux and a
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measured photocurrent, the QE can be calculated as (Norton, 2002)
QE = η =
λ(Jtotal − Jdark)
qhcI
=
(Jtotal − Jdark)
qφ
(1.6)
where Jtotal and Jdark are the total (illuminated) and dark current densities of the
detector, q is the elementary charge, h is Planck’s constant, c is the speed of light,
I is the IR intensity, and φ is the flux of IR photons. One can define both internal
(IQE) and external (EQE) quantum efficiencies. In the former, one considers only loss
mechanisms intrinsic to the detector; scene photons are considered to be converted to
free charge carriers with unit probability. In the latter, non-idealities such as optical
losses at material interfaces and photonic conversion rates are also accounted for.
Unless explicitly noted, this work will refer to EQEs.
The two main limiting factors for quantum efficiency in any photonic sensor are op-
tical losses and recombination of charge carrier prior to collection. Incoming photons
can be lost optically prior to their conversion due to reflections off material inter-
faces or because of penetration through the width of the absorber. Reflection losses
can be minimized through the proper implementation of an anti-reflection coating,
whether via conventional multi-layer coatings or by more advanced techniques, such
as the use of photon-trapping structures (D’Souza et al., 2011). Penetration losses
are minimized by selecting an active length longer than several times the material’s
absorption length since the absorbance is exponentially related to the path length.
The injection of charge carriers, in this case via optical excitation, breaks the
thermal equilibrium of the semiconductor and creates excess carrier populations. En-
ergetics drive the system back towards equilibrium and cause the photo-generated
electron-hole pairs to recombine. Recombination can occur by a number of mech-
anisms, most of which are simply the inverse of the generation processes depicted
schematically in Figure 1·4. For typical IR detector material systems, the most rele-
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vant mechanisms are direct (radiative), Auger, and occasionally Shockley-Read-Hall
(SRH) recombination processes. Under a number of critical assumptions which will
be discussed in more detail in chapter 2, the time evolution of the non-equilibrium
carrier populations can be described by exponential decays towards their equilibrium
values with a characteristic lifetime, τ . Photo-generated electrons and holes must
be collected by some mechanism prior to their recombination for them to appear as
signal. Carriers which recombine before collection contribute to loss of quantum effi-
ciency. Collection occurs by spatially separating an electron from its hole, typically
by some energetic barrier or electric field. For example, photodiodes rely on excess
carriers diffusing to a depleted region in which an electric field separates positive and
negative carriers. To maintain charge neutrality, an external circuit must compensate
and provide an electron to the positively charged region and a hole to the negatively
region. The action of the external circuit can be interpreted as the signal of the
detector.
One way to quantify the recombination occurring within a semiconductor device
is through the diffusion length of minority carriers. The diffusion length refers to the
mean length that an excited carrier will travel via a thermally driven random walk
prior to its recombination. The diffusion length for a minority carrier is given by
L =
√
Dτ (1.7)
where D is the material’s diffusion constant as defined by the Einstein relation
D =
kT
q
µ (1.8)
where k is the Boltzmann constant, T is the temperature, and q is the elementary
charge (Streetman and Banerjee, 2006). The result applies independently for either
carrier type. For infrared detector arrays, it is typically assumed that photo-generated
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carriers absorbed within a diffusion length of a collecting region will contribute to
photo-signal. The diffusion length is thus a material quality FOM and also sets
constraints on array geometries.
The QE of photon detectors varies considerably with wavelength primarily because
of the rapid change in a semiconductors absorption coefficient as the photon energy
falls below the bandgap energy. The depth at which carriers are generated also effects
the QE at longer wavelengths since carriers will be generated closer to the junction
(for back-illuminated detectors). The variation of QE with wavelength is known as
the spectral QE and is an oft-cited FOM.
1.3.3 Image Quality
The previously discussed metrics and FOMs apply to single-element detectors and
pixels within focal plane arrays (FPAs). When considering imaging systems, one
must also develop a metric for describing the quality of the image. The modulation
transfer function (MTF) describes the response of an optical system to sinusoids of
different spatial frequencies and is commonly used to evince the resolving capabili-
ties of detector arrays (Boreman, 2001). The MTF is defined as the magnitude of
the optical transfer function, the Fourier transform of an optical system’s impulse
response.
The importance of understanding the MTF of an imaging system is best explained
schematically as in Figure 1·5. When an optical signal is incident on a detector array,
the radiance profile is averaged over the area of each pixel element. For situations in
which the sampling frequency (the reciprocal of the pixel pitch) is large in compar-
ison to the frequency of input radiance, the spatially averaged signal is an accurate
representation of the true signal. As the sampling and radiance spatial frequencies
become comparable, the spatial averaging of intensities causes the contrast between
peaks and troughs in the signal to cancel. The result is a lowered modulation depth,
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Figure 1·5: Schematic representation of modulation depth for several
sinusoidal radiance profiles shown across a three pixel array. Solid
lines show actual radiance values and dashed lines show the spatially
averaged radiance detected as pixel signal. As the spatial frequency
of the input radiance approaches the reciprocal of the pixel size, all
modulation depth is lost (Boreman, 2001).
and in the final image, there would be a loss of contrast in highly varying patterns,
i.e. textures.
As discussed, the physical size of detector pixels plays an important part in deter-
mining the MTF. However, physical phenomena such as carrier diffusion and optical
scattering within the detector array also contribute to the total MTF of the system.
Treating the detector as a linear system, the total detector MTF is determined as the
product of the individual contributions and it is thus important to accurately capture
their effects (Gaskill, 1978).
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Chapter 2
NUMERICAL METHODS
Together, classical electrodynamics and Shockley diode theory are powerful tools
for understanding the operation and performance of semiconductor optoelectronic
devices. However, exact analytic solutions exist only for simple systems, typically
with reduced dimensionality. Numerical integration and approximation techniques
are therefore useful for extending the applicability of these techniques to more realistic
systems.
In this chapter, the three numerical methods used throughout the rest of this
work are presented. Section 2.1 introduces the finite-difference time-domain (FDTD)
method for the solution of Maxwell’s equations in solid-state media. The algorithm,
the underlying physics, and numerical dispersion are discussed. Section 2.2 derives
the drift-diffusion model of electronic transport in semiconductors then shows how
the finite element method (FEM) can be applied for solving complex devices. Finally,
the empirical pseudopotential method (EPM) which is used to determine the funda-
mental properties of the infrared sensitive material systems investigated in this work
is introduced in 2.3.
2.1 The Finite-Difference Time-Domain Method
2.1.1 Classical Electromagnetics
Classical electromagnetic phenomena are governed by a set of coupled partial differ-
ential equations known as Maxwell’s Equations, after James Clerk Maxwell who first
drew together the mathematical framework in his On Physical Lines Of Force (1861).
The most fundamental conclusion of this work is the prediction of electromagnetic
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waves, later confirmed by the experiments of Heinrich Hertz. The justification of
Maxwell’s equations is given by the vast amount of experimental evidence for their
validity over the entire range of the electromagnetic spectrum and has led to equally
diverse applications such as gamma radiation (≈ 1018 Hz) for medical therapy and
geo-prospecting (≈ 1 Hz).
Maxwell’s equations are based on four experimentally established facts: Faraday’s
law which states that a time-varying magnetic field induces an electric field; Ampere’s
law which states that a wire carrying an electric current creates a magnetic field and
that the two exert force on one another; Coulomb’s law which describes the force
between two electrically charged bodies; and the conservation of electric charge. In
their differential form, they are written
∇× ~E = − ~M − ∂
~B
∂t
(2.1)
∇× ~H = ~J + ∂
~D
∂t
(2.2)
∇ · ~D = ρ (2.3)
∇ · ~B = 0 (2.4)
where the following are defined
~E : Electric field (V/m)
~M : Magnetic current density (V/m2)
~B : Magnetic flux density (Wb/m2)
~H : Magnetic field (A/m)
~J : Electric current density (A/m2)
~D : Electric flux density (C/m2)
ρ : Charge density(C/m3)
The electric and magnetic field intensities can be related to their corresponding
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flux densities through the use of the constitutive relations
~D =  ~E (2.5)
~H =
1
µ
~B (2.6)
where  and µ are material properties known as the electric permittivity (F/m) and
the magnetic permeability (H/m), respectively. For simple media these properties are
real constants, implying that the material is linear, homogeneous, time-invariant, and
isotropic. However,  and µ may take on forms that are dependent on the magnitudes
of ~E and ~B (non-linear), the orientations of ~E and ~B (anisotropic), on frequency
(dispersive), on spatial coordinates (inhomogeneous), or on time (time-variant).
Lossy media can be characterized as having complex  (or µ) such that  = ′ +
j′′ where the sign convention is determined by the choice of the sign in the time
dependence of a propagating wave (ejωt in this case). While they determine the
behavior of macroscopic field quantities,  and µ are based on the microscopic behavior
of the material in response to the fields and proper modeling and definition of these
quantities is critical for generating accurate, realistic solutions. A third constitutive
relation describes the conduction current introduced in a material under the effects of
an electric field. In most materials, the current density is proportional to the electric
field
~J = σ ~E (2.7)
where σ is the electric conductivity (S/m) and is related to how efficiently the electric
field moves free charge through the material. An equivalent equation can be written
for magnetic losses
~M = σ∗ ~H (2.8)
where likewise, σ∗ is an equivalent magnetic conductivity (Ω/m)
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Figure 2·1: Interfaces between two materials with normal vectors
nˆ. Boundary conditions are derived by applying line integrals to the
contour C in (a) and surface integrals to the surface S in (b).
Written in their differential form, Maxwell’s equations describe the propagation
of electromagnetic fields through a medium, however cannot be applied to the discon-
tinuous fields that may occur at the interface between multiple media. Using instead
the integral equations, one can derive the boundary conditions that can be used to
link field solutions across several media. By applying Faraday’s law to the contour C
shown in Figure 2·1 (a), one can show that the tangential component of the electric
field is continuous across any interface
nˆ×
[
~E1 − ~E2
]
= 0. (2.9)
Ampere’s law can be used to show that the tangential magnetic field component is
likewise continuous except where surface currents may exist at the interface
nˆ×
[
~H1 − ~H2
]
= ~Js. (2.10)
To determine the conditions on the normal components of the fields, one applies
Gauss’s law to the surface of a cylinder spanning the interface, the normal dimension
of which tends to zero as shown in Figure 2·1 (b). One finds that the normal com-
ponent of the electric flux density is continuous across the interface, except where
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surface charge may be present
nˆ ·
[
~D1 − ~D2
]
= ρs. (2.11)
A similar conclusion can be reached for the magnetic flux density, however since there
is no magnetic equivalent to the electric charge in reality, the magnetic flux density
can be assumed to always be continuous
nˆ ·
[
~B1 − ~B2
]
= 0. (2.12)
The four boundary conditions give by (2.9) - (2.12) are not independent; usually
when two are satisfied, the other two are as well. This is fortuitous since it allows one
to solve electromagnetic problems without specifying the surface charge or current,
which is typically unknown. However, once the fields are known, (2.10) and (2.10)
provide a way to calculate induced surface current and charge densities.
The wave-like nature of solutions to Maxwell’s equations becomes immediately
apparent if one considers a source-free medium such that ρ = ~J = 0. If the material
parameters are not a function of time, one can use the constitutive relations to rewrite
(2.1) and (2.2)
∇× ~H = ∂
~E
∂t
(2.13)
∇× ~E = −µ∂
~H
∂t
. (2.14)
Taking the curl of (2.14) and substituting from (2.13),
∇×∇× ~E = −µ ∂
∂t
(
∇× ~H
)
= −µ∂
2 ~E
∂t2
(2.15)
which can be further reduced through the use of the vector identity ∇ × ∇ × ~A =
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∇
(
∇ · ~A
)
−∇2 ~A where ∇2 is the vector Laplacian, the result of which is
∇2 ~E − µ∂
2 ~E
∂t2
= 0, (2.16)
the simplest form of the wave equation.
2.1.2 Yee’s Algorithm
The central goal of the FDTD method is the transformation of Maxwell’s equations
from a calculus problem into an algebraic one. The continuous domain is discretized
and the partial differential equations are replaced by finite difference approximations
which are easily computed numerically.
The first step in the discretization of the partial differential equations is the re-
placement of the partial derivatives themselves. Consider an arbitrary function f
evaluated around x0 with an offset of ±∆x/2. These functions can be expanded in
Taylor series
f
(
x0 +
∆x
2
)
= f(x0) +
∆x
2
∂f
∂x
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+
1
2!
(
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∣∣∣∣
x0
+ · · ·
(2.17)
f
(
x0 − ∆x
2
)
= f(x0)− ∆x
2
∂f
∂x
∣∣∣∣
x0
+
1
2!
(
∆x
2
)2
∂2f
∂x2
∣∣∣∣
x0
− 1
3!
(
∆x
2
)3
∂3f
∂x3
∣∣∣∣
x0
+ · · ·
(2.18)
Subtraction of (2.18) from (2.17) eliminates the even order partial derivatives of f
and dividing by the discretization produces
f
(
x0 +
∆x
2
)− f (x0 − ∆x2 )
∆x
=
∂f
∂x
∣∣∣∣
x0
+
1
3!
(
∆x
2
)2
∂3f
∂x3
∣∣∣∣
x0
+ · · · . (2.19)
Therefore, the derivative of an arbitrary function at x0 can be approximated as a
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central difference of the underlying function at two neighboring points x0 ±∆x/2
∂f
∂x
∣∣∣∣
x0
=
f
(
x0 +
∆x
2
)− f (x0 − ∆x2 )
∆x
+O (∆x2) (2.20)
where the error in the approximation is on the order of the square of the discretization
length, as shown. The error can be reduced by constructing higher order finite differ-
ences, but this requires the sampling of more points, increasing the size of the finite
difference stencil. This can lead to complexities during implementation related to the
premature sampling of simulation or material boundaries and in general it is more
advantageous to simply reduce the size of the discretization should computational
resources allow it.
In 1966, Kane Yee developed a finite difference approximation algorithm for the
time-dependent Maxwell’s curl system of equations. The key quality of Yee’s method
is that it solves for both the electric and magnetic fields using a coupled system, rather
than solving for one field alone using a wave equation. A consequence of this formalism
is a more robust method which models both electric and magnetic behavior naturally,
allowing for a greater range of applications. The spatial discretization employed in
what became known as the FDTD method is illustrated in Figure 2·2. The ~E and ~H
are located in three dimensional space such that they are offset by a half-discretization
length in each direction, resulting in each ~E component being surrounded by four
circulating ~H components, and vice versa. This leads the analogy of space being
filled by a chain of interlinked Faraday and Ampere’s law contours. Such a simple
connection to the underlying physics of the problem results in several extremely useful
attributes of the Yee space lattice: first, the continuity of tangential ~E and ~H field
components are implicitly maintained across interfaces between different materials,
provided that the interface is parallel to the discretized lattice. Second, the two Gauss’
law relations are enforced implicitly and consequently, the Yee mesh is divergence-free
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Figure 2·2: Several cells of a three-dimensional spatial mesh showing
the staggered placement of electric and magnetic field vectors in the
Yee algorithm. Each electric field component is surrounded by four
circulating magnetic field components, and vice versa.
x
t
Δx
Δt
H(i,q-½) H(i+1,q-½)
H(i,q+½) H(i+1,q+½)
E(i-½,q) E(i+½,q) E(i+1½,q)
E(i-½,q+1) E(i+½,q+1) E(i+1½,q+1)
Figure 2·3: Discretization of time and one spatial dimension in the
Yee scheme showing the one half step separation between electric and
magnetic field components. Open {closed} symbols represent nodes at
which the magnetic {electric} field vectors are calculated while i and q
index the space and time dimensions, respectively.
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(this fact can be proved by showing that the time derivative of the total electric flux
over the surface of a Yee cell
∂
∂t
∮
~D ·~s = 0, see (Taflove and Hagness, 2005) Section
3.6.9).
Similarly to the spatial discretization, the calculation of the electric and magnetic
fields are separated by one half step in time as well, as shown in Figure 2·3. The result
is a ‘leap-frogging’ procedure where all the ~E computations are performed and stored
in memory for a specific time point using previously stored ~H values. The ~H values
are then updated using the ~E data just computed. The benefit of this approach is
that it is fully explicit, and while it may require considerable amounts of computer
memory, no matrix inversion or simultaneous equation solutions are necessary.
The above discretization schemes can now be applied to the Maxwell curl equa-
tions. Starting from (2.1) and (2.2), we can substitute ~J = ~Jsource + σ ~E and ~M =
~Msource+σ
∗ ~H to allow for source terms in a linear, isotropic, nondispersive, and lossy
material:
∂ ~H
∂t
= − 1
µ
∇× ~E − 1
µ
(
~Msource + σ
∗ ~H
)
(2.21)
∂ ~E
∂t
= −1

∇× ~H − 1

(
~Jsource + σ ~E
)
. (2.22)
The six coupled equations of the FDTD method are obtained by writing out the
vector components of the curl operators in Cartesian coordinates
∂Ex
∂t
=
1

[
∂Hz
∂y
− ∂Hy
∂z
− (Jsource,x + σEx)
]
(2.23)
∂Ey
∂t
=
1

[
∂Hx
∂z
− ∂Hz
∂x
− (Jsource,y + σEy)
]
(2.24)
∂Ez
∂t
=
1

[
∂Hy
∂x
− ∂Hx
∂y
− (Jsource,z + σEz)
]
(2.25)
∂Hx
∂t
=
1
µ
[
∂Ey
∂z
− ∂Ez
∂y
− (Msource,x + σ∗Hx)
]
(2.26)
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∂Hy
∂t
=
1
µ
[
∂Ez
∂x
− ∂Ex
∂z
− (Msource,y + σ∗Hy)
]
(2.27)
∂Hz
∂t
=
1
µ
[
∂Ex
∂y
− ∂Ey
∂x
− (Msource,z + σ∗Hz)
]
. (2.28)
Applying the central difference approximation of partial derivatives, (2.20), to these
equations is relatively straightforward. For the x-component of the electric field
Ex|n+1/2i,j+1/2,k+1/2 − Ex|n−1/2i,j+1/2,k+1/2
∆t
=
1
i,j+1/2,k+1/2
×

Hz |
n
i,j+1,k+1/2−Hz |
n
i,j,k+1/2
∆y
− Hy |
n
i,j+1/2,k+1−Hy |
n
i,j+1/2,k
∆z
− Jsourcex |ni,j+1/2,k+1/2
−σi,j+1/2,k+1/2 Ex|ni,j+1/2,k+1/2


(2.29)
where the notation from (Taflove and Hagness, 2005) has been adopted in which
n, i, j, and k index time, and the x, y, z-coordinates respectively. Notice that the
last term of this equation depends on the value of Ex at time n, which is unknown as
only times prior to n−1/2 have been calculated and stored in memory. An estimation
can be made for time n by assuming that Ex|n is the arithmetic average of Ex|n+1/2
and Ex|n−1/2. Performing this substitution and grouping like terms yields an explicit
time-stepping equation for Ex
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Ex|n+1/2i,j+1/2,k+1/2 =

 1−
σi,j+1/2,k+1/2∆t
2i,j+1/2,k+1/2
1 +
σi,j+1/2,k+1/2∆t
2i,j+1/2,k+1/2

 Ex|n−1/2i,j+1/2,k+1/2
+


∆t
i,j+1/2,k+1/2
1 +
σi,j+1/2,k+1/2
2i,j+1/2,k+1/2

·


Hz |
n
i,j+1,k+1/2−Hz |
n
i,j,k+1/2
∆y
− Hy |
n
i,j+1/2,k+1−Hy |
n
i,j+1/2,k
∆z
− Jsource,x|ni,j+1/2,k+1/2

 . (2.30)
This equation is known as an update equation for Ex as it determines future values
from previously calculated data which is stored in memory. Similar equations can
be written for the rest of the field components given by Equations (2.24) through
(2.28) and by recursively applying the update equations, solutions can be propagated
through the domain of the simulation. As previously stated, the nature of the update
equations removes the need for finding the solutions of simultaneous equations, very
beneficial computationally.
2.1.3 Numerical Dispersion and Stability
While the FDTD algorithm is a powerful tool for the simulation of electromagnetic
systems, in the final analysis one must keep in mind the limitations of the method.
There are two general caveats which must be accounted for in the FDTD method:
numerical dispersion and the stability of solutions. The first causes non-physical
accumulation of delay or phase and can lead to pulse broadening or ringing, imprecise
cancellation of scattered waves or anisotropy. The latter can result in the spurious
unbounded increase of solutions as time-stepping is performed.
The origin and impact of numerical dispersion is most easily demonstrated in two
dimensions, but the analysis procedure is simple to extend to higher dimensions. The
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dispersion relation will be derived for a TMz mode but is valid for any two-dimensional
TM or TE solution. In two dimensions and under the assumption of zero magnetic
or electric loss, equations (2.23) through (2.28) simplify to the system:
∂Hx
∂t
= − 1
µ
∂Ez
∂y
(2.31)
∂Hy
∂t
=
1
µ
∂Ez
∂x
(2.32)
∂Ez
∂t
=
1

(
∂Hy
∂x
− ∂Hx
∂y
)
. (2.33)
Following the same procedure as outlined in Section 2.1.2, the finite-difference
equations for the TMz case can be found
Hx|n+1/2i,j+1/2 − Hx|n−1/2i,j+1/2
∆t
= − 1
µi,j+1/2
(
Ez|ni,j+1 − Ez|ni,j
∆y
)
(2.34)
Hy|n+1/2i+1/2,j − Hy|n−1/2i+1/2,j
∆t
=
1
µi+1/2,j
(
Ez|ni+1,j − Ez|ni,j
∆x
)
(2.35)
Ez|n+1i,j − Ez|ni,j
∆t
=
1
i,j
(
Hy|n+1/2i+1/2,j − Hy|n+1/2i−1/2,j
∆x
−
Hx|n+1/2i,j+1/2 − Hx|n+1/2i,j−1/2
∆y
)
. (2.36)
The numerical dispersion can be determined by inserting a monochromatic plane-wave
ansatz into the above equations. For example, the trial solution for the longitudinal
electric field Ez|nI,J = Ez0ej(ωn∆t−k˜xI∆x−k˜yJ∆y) where k˜x and k˜y are the x- and y-
components of the numerical wavevector and ω is the plane-wave angular frequency.
Following substitution of the assumed form of the solution and combining (2.34)
through (2.36), one obtains
[
1
c∆t
sin
(
ω∆t
2
)]2
=
[
1
∆x
sin
(
k˜x∆x
2
)]2
+
[
1
∆y
sin
(
k˜y∆y
2
)]2
(2.37)
where c = 1/
√
µ is the speed of light in the modeled medium. The extension to a
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third dimension is obvious; adding the z-dependent term to the right hand side of the
equation, one obtains
[
1
c∆t
sin
(
ω∆t
2
)]2
=
[
1
∆x
sin
(
k˜x∆x
2
)]2
+
[
1
∆y
sin
(
k˜y∆y
2
)]2
+
[
1
∆z
sin
(
k˜z∆y
2
)]2
.
(2.38)
An interesting conclusion can be demonstrated by expanding the sine terms of the
above expression in Taylor series.
[
1
c∆t
(
ω∆t
2
− ω
3∆t3
12
+ · · ·
)]
=
[
1
∆x
(
k˜x∆x
2
− k˜
3
x∆x
3
12
+ · · ·
)]
+
[
1
∆y
(
k˜y∆y
2
− k˜
3
y∆y
3
12
+ · · ·
)]
+
[
1
∆z
(
k˜z∆z
2
− k˜
3
z∆z
3
12
+ · · ·
)]
(2.39)
In the limit of small ∆{x, y, z, t}, terms involving orders of ∆{x, y, z, t} higher than
1 can be dropped. Then, applying l’Hoˆpital’s rule, (2.39) reduces to
(ω
c
)2
= k2x + k
2
y + k
2
z (2.40)
for ∆x,∆y,∆z,∆t→ 0. This is the ideal dispersion relation for a plane wave propa-
gating in three dimensions in a homogeneous and lossless medium. This is an impor-
tant conclusion because it suggests that the non-physical dispersion introduced to the
system by the FDTD discretization can be reduced to an arbitrarily small level by
using a sufficiently dense FDTD grid. It can also be shown that the numerical disper-
sion given by (2.38) will reduce to the ideal case for special cases of three dimensional
simulations in which a plane-wave propagates along a diagonal of a cubic lattice. In
this geometry, ideal dispersion is observed if the spatial and temporal discretizations
satisfy S = c∆t/∆x = c∆t/∆y = c∆t/∆z = 1/
√
3. While this is of little practical
value (the limitation to purely diagonal propagation renders scattering or diffraction
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problems impossible), it is interesting that the Yee algorithm is able to exactly solve
a three dimensional wave equation.
The relationship between the speed of light and the spatial and temporal dis-
cretizations is referred to as the Courant factor (S), given by S ≡ c∆t/∆x. As shown
above, the choice of ∆x, y, z and ∆t can affect the propagation characteristics and
error of a numerical wave. It can also be shown that ∆t must be bounded to eliminate
the possibility of spurious unbounded growth during the time-stepping process. To
show the origin numerical instability in the FDTD method, one inserts a sinusoidal
traveling wave solution into the numerical dispersion equation, (2.38), allowing for
a complex valued frequency. Following the notation of (Taflove and Hagness, 2005),
the dispersion relation can be solved for the complex frequency, ω˜
ω˜ =
2
∆t
sin−1(ξ) (2.41)
where
ξ = c∆t
√√√√ 1
∆x2
sin2
(
k˜x∆x
2
)
+
1
∆y2
sin2
(
k˜y∆y
2
)
+
1
∆z2
sin2
(
k˜z∆z
2
)
. (2.42)
Clearly, ξ is bound between zero and an upper limit, which will be referred to as
Ξ, for purely real numerical wavevectors.
0 ≤ ξ ≤ c∆t
√
1
∆x2
+
1
∆y2
+
1
∆z2
≡ Ξ (2.43)
This upper bound is reached when each sin2 term in (2.42) reaches 1. If ξ falls in
the range 0 ≤ ξ ≤ 1, then both sin−1(ξ) and ω˜ are purely real, solutions will be
stable, and propagating waves will have constant amplitudes in time. However, Ξ
can obviously exceed 1 depending on the choice of ∆t. This yields a complex valued
sin−1(ξ) and therefore complex ω˜ for discretization increments in the unstable range
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1 ≤ ξ ≤ Ξ.
The consequences of operating the FDTD method in the unstable range can
be shown by solving for ω˜ after application of the complex-valued sin−1(ξ) =
−j ln
(
jξ +
√
1− ξ2
)
(Churchill et al., 1976). Substitution into (2.41) and simpli-
fication yields
ω˜ =
pi
∆t
− 2j
∆t
ln
(
ξ +
√
ξ2 − 1
)
(2.44)
where the real and imaginary parts of ω˜ have been separated. When inserted into
an FDTD sinusoidal traveling wave, the imaginary frequency component will result
in a multiplicative factor greater than one on the field components during the time-
stepping procedure. This causes the numerical wave to be amplified by
(
ξ +
√
ξ2 − 1
)2
each time step, producing runaway growth of solutions. This is the origin of numerical
instability.
It has been shown that the FDTD method can produce unstable or inaccurate
solutions as a consequence of the discretization schemes used. Fortunately, the mit-
igation of these issues is simply a matter of correct mesh design. As was shown,
numerical dispersion can be reduced to an arbitrarily small level by reducing the
spatial discretization size. In practice, the spatial mesh is typically set such that
there are ≈ 20 simulation nodes per wavelength of radiation. This results in > 99.9%
accuracy for practical Courant numbers. At the cost of reduced accuracy, one can
increase the mesh spacing to ease the computational requirements of a simulation,
but it should be kept in mind that the error increases as the square of the mesh
spacing when second-order finite differences are used. Then, once a spatial mesh has
been determined, a time step is chosen such that ξ in (2.42) will remain in its stable
range.
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2.1.4 Sources and Boundary Conditions
Having shown the Yee algorithm for discretizing Maxwell’s equations and the numer-
ical consequences of doing so which manifest themselves in the accuracy and stability
of solutions, it is necessary to describe the methods for driving the electromagnetic
simulations. The sources which can be incorporated into FDTD simulations fall into
two broad categories: internal sources which are driven within the simulation domain
and external sources which are assumed to be outside of the simulation space. In
the context of electromagnetic simulations of photodetectors, only external sources
are relevant as they allow one to find a system’s response to a remote stimulus. The
problem, however, is that in a numerical simulation any source must be connected
to grid cells which means, by definition, that they are internal. Despite this fact,
physically accurate methods have been devised to make sources appear external.
The most popular method for the implementation of external plane-wave sources
in FDTD modeling is the total-field/scattered-field (TF/SF) formulation. This tech-
nique allows the modeling of long-duration, pulsed or sinusoidal illuminations for
arbitrary propagation directions. The basis of the TF/SF formalism is the linearity
of Maxwell’s equations and assumes that the total physical electric and magnetic
fields can be decomposed into the sum of an incident field and a scattered field.
~Etotal = ~Eincident + ~Escattered and ~Htotal = ~Hincident + ~Hscattered (2.45)
~Eincident and ~Hincident are assumed to be known as they are the field components that
would exist in vacuum, in the absence of the scattering structures which are being
investigated. The interaction of this incident wave and the modeled structure is then
captured in ~Escattered and ~Hscattered. Clearly, the Yee algorithm as previously shown
can be applied to any combination of these components with equal validity.
The simulation domain is split into two regions as shown in Figure 2·4. Region 1
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Structure of Interest
Region 1:
Total Fields
Region 2:
Scattered Fields
Simulation Boundary
Connecting 
Boundary 
and Source
Figure 2·4: Different zones of the TF/SF formalism. The simulation
boundary should minimize reflections of scattered waves.
contains the structure of interest and assumes that total field values are stored. On
the other hand, Region 2, which surrounds the first, contains only the scattered field
values. The two regions are separated by a non-physical surface which, according to
(2.45), would then generate the incident fields. The edges of the simulation domain,
surrounding Region 2, truncate the simulation space and act as either absorbing or
periodic boundary conditions. The Yee algorithm is then applied to the field values
in each region separately.
The use of the FDTD algorithm is straightforward in Regions 1 and 2 where field
components are determined in terms of only total or scattered values. However, care
must be taken when evaluating nodes on the border between the two computational
regions since the numerical stencil of the spatial derivatives would include one point
from either region. For example, consider the evaluation of (2.30) for a field compo-
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nent located just inside Region 2, on the TF/SF border:
Ex|n+1/2i,j+1/2,k+1/2 =
a Ex|n−1/2i,j+1/2,k+1/2 + b


total︷ ︸︸ ︷
Hz|ni,j+1,k+1/2−
scattered︷ ︸︸ ︷
Hz|ni,j,k+1/2
∆y
−
total︷ ︸︸ ︷
Hy|ni,j+1/2,k+1−
scattered︷ ︸︸ ︷
Hy|ni,j+1/2,k
∆z

 .
(2.46)
where non-essential leading coefficients have been grouped. Obviously, this expression
is incorrect since the spatial derivatives use a mix of total and scattered values. How-
ever, this situation is easily remedied by using the linearity of Maxwell’s equations,
(2.45), and subtracting the spurious incident field component that had been mistak-
enly introduced. Conveniently, this procedure can be applied to the necessary nodes
after all grid points have been computed during one time step. This means that a
TF/SF source can be introduced to an already-implemented FDTD code without the
modification of the time-stepping algorithm.
Having shown how to excite an FDTD simulation using a TF/SF source, it is nec-
essary to develop absorbing boundary conditions which can be used to terminate the
simulation space without creating spurious numerical reflections. Absorbing bound-
ary conditions (ABCs) are meant to estimate the field components just outside the
FDTD grid and in doing so, emulate an infinite space. The two most popular classes
of ABCs rely on either one-way wave equations to cancel incoming radiation, or on
surrounding the FDTD domain with an absorbing pseudo-material. While the for-
mer method is useful under certain circumstances, there are a number of drawbacks.
Typically, the reflection coefficients resulting from the one-way wave equation bound-
aries depend heavily on the incident angle and are therefore less efficient in scattering
problems which may involve grazing angles. Secondly, these methods require knowl-
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edge of past field values near the boundary which are not saved in memory as part
of the FDTD algorithm. Thus, this type of ABC vastly increases the computational
requirements of a simulation, especially for large systems.
The limitations of wave equation boundary conditions motivate the use of an al-
ternative solution. A widely adapted approach is the modification of the outer cells of
the FDTD domain to become artificially lossy. The layers are designed so that enough
of the outgoing wave is absorbed such that reflections from the actual boundary are
acceptably low. Additionally, reflections can occur at the boundary of the actual and
artificially lossy media but are suppressed by impedance-matching the two, leading
to the name perfectly matched layers (PMLs). The PML formulation depends on
splitting the electric and magnetic field components and selectively applying different
conductivities in different directions. For example, the Ez component of a TE wave
would be split into an Ez,x and Ez,y satisfying the following:

∂Ez,x
∂t
+ σxEz,x =
∂Hy
∂x
(2.47)

∂Ez,y
∂t
+ σyEz,y = −∂Hx
∂y
(2.48)
Ez,x + Ez,y = Ez (2.49)
Separating the fields and conductivities allows one to selectively attenuate waves in
one direction, an obviously useful property when one considers a wave impinging on a
FDTD boundary at an oblique angle. It should be noted that the Ez,x, Ez,y, etc. fields
are not physical quantities when separated and are just for the purpose of building
the split-field formulation. However, once these fields are recombined using (2.49),
they become physically meaningful again.
The non-physical conductivities are typically graded smoothly from zero at the
PML boundary to some maximum value at the outside of the simulation space. Do-
ing so allows stronger attenuation of incoming waves while reducing the error related
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to the electric and magnetic fields experiencing the lossy media at slightly different
locations (recall that ~E and ~H are offset by one half step on the FDTD grid). Com-
monly, the conductivity is polynomially graded, having a profile defined by (in the
x-direction)
σx(x) =
(x
d
)m
σx,max (2.50)
where d is the PML thickness which is typically about 10 FDTD cells. The maximum
conductivity, σx,max is given by
σx,max = −(m+ 1)ln[R(0
◦)]
2ηd
(2.51)
where R(0◦) is the desired reflectance at normal incidence (typically ≈ 10−6) and η is
the impedance of the embedding medium. For most applications, m ≈ 3 is sufficient.
An effective PML design balances theoretical reflection error with the error arising
from the discretization. Examining (2.51), one would like to choose σx,max as small
as possible to minimize the discretization error associated with waves reflecting off of
the interior/PML boundary. However, if this quantity is too small, incoming waves
will not be attenuated by the lossy PML layers and will be reflected by the outer
edge of the FDTD domain. Hence, it is desirable to find an optimal choice for σx,max
which balances reflection from the outer boundary and discretization error.
2.2 The Finite Element Method Applied To Semiconductor Devices
2.2.1 The Drift-Diffusion Model
The dynamics of non-equilibrium carriers in semiconductor devices is described by
the Boltzmann transport equation which, via detailed balance, relates the flux of
particles in a system to the forces present.
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∂f
∂t
=
(
∂f
∂t
)
external
+
(
∂f
∂t
)
diffusion
+
(
∂f
∂t
)
collisions
(2.52)
= −
~F
~
· ~∇vf − ~v · ~∇xf − f − f0
τ
(2.53)
where f is the non-equilibrium distribution function describing the probability of
finding a particle at position ~x with momentum ~k at time t. Implicit in the final term
in the above equation is the relaxation time approximation (RTA) which assumes
that the action of inter-particle collisions relaxes f to the equilibrium distribution f0
in a characteristic time τ . The RTA transforms the Boltzmann transport equation
into a differential equation which is mathematically tractable. Exact solutions can
be found by simulating the flights of carriers subject to the physics of the system.
This can be highly demanding from a computational point of view, however. There
are many situations in which the behavior of semiconductor devices can be described
adequately by simpler methods. A common method is the use of the drift-diffusion
equations which replace the non-equilibrium distribution function by the mean of the
distribution.
The drift-diffusion equations are derived from the first two moments of the Boltz-
mann transport equation under the RTA. Following the derivation of (Brennan, 1999),
multiplying (2.53) by a moment generating function Θ and integrating over k-space
one obtains
∫
Θ
∂f
∂t
d3k = −
∫
Θ
(
~F
~
· ~∇vf
)
d3k −
∫
Θ(~v · ~∇xf)d3k −
∫
Θ
f − f0
τ
d3k. (2.54)
The time derivative can be taken out of the integrand of the left term of (2.54).
The first and second terms on the right of (2.54) are expanded with the vector identity
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~g · ~∇h = ~∇·(h~g)−h~∇·~g. Under the assumption that the relaxation time τ is isotropic,
it can be removed from the integrand of the final term in (2.54). Applying the above
simplifications and noting that since f is a distribution, the integral
∫
Θfd3k averages
Θ over k-space, (2.54) can be rewritten in terms of only averages of the moment
generating function
∂
∂t
Θ =
1
~
(
Θ∇k · F + F · ∇kΘ
)
+∇x ·Θv −∇x ·Θv − Θ−Θ0
τ
(2.55)
The carrier continuity equations can be obtained by solving (2.55) with Θ =
1. Under this condition, the averages of Θ over f become simply integrals of the
distribution function. This is equivalent to just counting the number of particles in
the distribution and can therefore be replaced by the population n. Replacing the
forces with the gradients of the potential energy, it can be shown that the second
and fourth terms of (2.55) will cancel. Furthermore, with constant Θ, the third term
clearly disappears. Thus, the carrier continuity equation is obtained:
∂n
∂t
= ~∇x · (n~v)− n− n0
τ
(2.56)
Under the assumption that there are no internal sources of particles such that n = n0
and by recasting the particle population as a charge carrier concentration multiplied
by the charge q, the standard current continuity equation emerges.
The drift-diffusion equations are obtained by returning to (2.55) and replacing the
moment generating function with Θ = ~v. As before, the first term is simplified by
noting that the integral of the distribution function returns the number of particles;
the first term reduces to ∂
∂t
(nv¯). The second term of (2.55) can be shown to disappear
for this moment since when expanded into an integral, it is equal to a surface integral
at infinity. Since f must be finite by definition, the surface integral is forced to
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vanish. The second and fourth terms again cancel when recasting them in terms of
gradients of the potential energy. Rewriting the remaining terms with the previously
used vector identities and expanding the averages into integrals over the distribution
function, one is left with
∂nv¯
∂t
= −1
~
∫
f(~∇xE · ~∇k)~vd3k −
∫
~∇x · (f~v~v)d3k +
∫
f(~v · ~∇x)~vd3k − nv¯
τ
. (2.57)
If one can assume that the temperature is constant throughout the system and
that the energy of the particles can be related to their momentum through an effective
mass, the third term can be reduced to 2
3
1
m
E∇xn. The same assumptions allow one
to rewrite the second term as − ~nF ext/m. Furthermore, the force is just the product
of the electron charge and the field. Therefore, collecting all the terms
∂nv¯
∂t
+
kBT
m
~∇xn+ q
~Fn
m
= −nv¯
τ
. (2.58)
Multiplying through by −qτ one obtains
τ
∂(−qnv¯)
∂t
− qτ
m
kBT ~∇xn− qτ
m
q ~Fn = qnv¯. (2.59)
Recognizing that qnv is the current density one can make the assumption that
the first term will be vanishingly small since the lifetime is small in comparison to
any current transients. With the variables
µn =
qτ
m
(2.60)
Dn = µn
kBT
q
(2.61)
Jn = −qnv¯ (2.62)
being the mobility, diffusivity, and current density respectively, the standard form of
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the drift-diffusion equations is left
~Jn = qµnn~F + qDn~∇xn. (2.63)
The subscript n denotes this form is valid for electrons but a similar form exists
for holes with the only difference being that holes flow in the opposite directions of
electrons. This description of carrier dynamics is known as the drift-diffusion equation
because it relates the flow of current to two physical mechanisms: the movement of
charge under the presence of an external electric field (drift) and the movement of
charge due to its own self-repulsion (diffusion).
The final piece of the drift-diffusion model is the Poisson equation relating the
system’s free and fixed charge to the electrostatic potential created by its displacement
−~∇2xψ =
q

(ND − n+ p−NA). (2.64)
Here, the electrostatic potential is ψ while ND and NA represent the concentration
of positively and negatively charged donor and acceptor atoms, respectively. This
charge is assumed to remained fixed while the free charge given by the electron and
hole concentrations, n and p, is free to evolve based on the dynamics of the drift-
diffusion equations.
As in any physical model, it is important to understand the assumptions made
in derivation and their consequences. First, implicit in the BTE was the description
of particles well-defined positions and momenta simultaneously. This immediately
shows that electrons and holes are being treated classically as this is a direct viola-
tion of the Uncertainty Principle. Furthermore, the RTA has made the assumption
that scattering events are independent of external fields, occur instantaneously, and
have a frequency which can be described by a mean free time between events. In
the derivation of the drift-diffusion equations, it was further assumed that the energy
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dispersion of carriers can be described by parabolic energy bands with an isotropic
effective mass. The distribution of carriers in energy space was also reduced to an
average energy which was re-expressed in terms of a lattice temperature. This tem-
perature was assumed to be constant throughout the system. The derivative of the
current densities with respect to time was also neglected with the argument that aver-
age collision times are very small in comparison to the time evolution of macroscopic
currents. Thus, time-dependent conductivity phenomena such as velocity overshoot
are neglected. The net effect of the above assumptions results in the drift-diffusion
only being valid for describing devices which are operating near their equilibrium
conditions. Fortunately, this turns out to be a very wide range of devices. How-
ever, caution should generally be used for devices containing high electric fields as
inter-collisional field effects or realistic energy distributions may become critical for
describing device performance. Additionally, high-speed transients should be treated
with care since devices with short transit times will not be modeled accurately.
2.2.2 The Finite Element Method
The finite-element method (FEM) is one way to implement a discretization of the
drift-diffusion equations. Unlike with finite difference methods where a solution is
propagated continuously over a simulation domain, the finite element method breaks
the domain into smaller elements over which a solution can be described as elementary
functions. The full solution is then simply a piecewise sum of the elemental solutions.
Both conceptually and in implementation, finite element solutions are more complex.
However, it is in general simpler to treat highly irregular geometries and conservation
laws are implicitly satisfied due to the greater flexibility in defining the shape functions
and mesh. The finite element method is also better suited to deal with highly non-
linear behavior in the solution variables.
The solution domain is divided into a number of finite elements as shown in Figure
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Figure 2·5: Example discretization of the simulation domain for the
finite element method in two dimensions.
2·5. Typically, the elements are the simplest geometric objects in the appropriate
dimension leading to triangular (tetrahedral) elements in two (three) dimensions.
The FEM produces approximations ψ˜j, n˜j , p˜j to the exact solutions of the potential
and carrier concentrations within each element j. The approximate solutions are
determined so that outside of each respective element, the contribution to the total
solution is zero. The total solution is then given as the sum of each partial solution
over all the elements (Snowden, 1986):
ψ =
N∑
j=1
ψ˜j (2.65)
n =
N∑
j=1
n˜j (2.66)
p =
N∑
j=1
p˜j (2.67)
The approximate elemental solutions ψ˜j, n˜j, p˜j are expanded in terms of shape
functions θi(xj, yj). The shape functions are simple, usually linear, and defined so
that they are zero for all nodes except the one around which they are centered, where
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their value is unity. Commonly, the form
θi(x, y) = (ai + bix+ ciy)/2A (2.68)
is used. A is the area of the element while a, b, and c are constants determined by the
constraints on θi discussed above (Barnes and Lomax, 1977). For each (triangular)
element, the trial solution can be written as a weighted sum of the shape functions
ψ˜j =
3∑
i=1
θi(x, y)ψi. (2.69)
The approximate solutions are then substituted into the Poisson equation (2.64)
3∑
i=1
ψi~∇2xθi +
(ND − n+ p−NA)

= R (2.70)
where R is the residual, the error in the approximation. The goal of the method is then
to minimize the residual. The Galerkin method can be used to formulate a set of non-
linear differential equations which can then be solved iteratively using the Newton-
Raphson technique or linearized and then solved iteratively (Snowden, 1989). The
Galerkin method requires multiplying (2.70) by the shape functions and integrating
over the volume of each element then applying the divergence theorem
∫
Ω
3∑
i=1
[
−ψi∇xθi · ∇xθj + θi (ND − n+ p−NA)

]
ds+
∫
∂Ω
ψiθi∇xθj · nˆdl = 0. (2.71)
(2.71) is a simultaneous equation for the three unknown nodal potentials ψi. Given
boundary conditions, it can be computed algebraically. Note that the nodal values
will appear in multiple elements. The total solution is determined by relating all
nodes algebraically in a process known as assembly. After assembly, the boundary
conditions on the device domain can easily be propagated to individual elements,
allowing calculation of the nodal unknowns.
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The boundary conditions for the drift diffusion equations fall into two broad cat-
egories: conducting and insulating. On conducting boundaries, for example at the
point of contact of electrodes, the potential and carrier populations are set to con-
stant, known values (Dirichlet condition). Physically, this assumption states that
the potential is set by that in the electrode which also provides an infinite source
or sink for carriers. On insulating boundaries, the Neumann condition is applied.
In general, the gradients of the three variables normal to the boundary are set to
zero, although this value can be modified to model physical effects such as surface
recombination. The interpretation of this boundary condition is that on insulating
surfaces, the derivatives of the populations are forced to vanish such that there will
be no current ejected into the surrounding medium.
(2.71) is also coupled through the charge density to the carrier continuity equa-
tions. The most straight-forward method of solving the coupled system is through
iterations in which the earlier solutions of two variables are used to update the solu-
tion of the third. To determine initial values for the first three iterations, it is assumed
that the carrier populations take on their equilibrium values set by the device’s doping
concentration. This is used to find a first approximation of the electrostatic potential
which is then in turn used to update the carrier concentrations. Iterations continue
until the trial-to-trial variation in all three variables is below some small threshold.
2.3 The Empirical Pseudopotential Method
The methods presented in the past several sections have focused on predicting the
measurable performance of semiconductor devices based on evaluations of their mi-
croscopic physics. The techniques shown require descriptions of the detecting ma-
terial’s properties (e.g. carrier mobilities, recombination lifetimes, effective masses,
band gaps). In their most distilled form, these parameters are descriptions of how
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ground state and excited electrons interact with an atomic crystal lattice under certain
conditions, for example, in the presence of an electric field or under optical excita-
tion. These electronic properties of a material can be found using quantum mechanics
and accounting for the Coulomb interactions between electrons and the nuclei of the
crystal. However, in practice it is clearly impossible to obtain exact solutions of the
general equations governing the interaction of a system of 1023 particles. Physically
significant and useful results are found by adopting simpler models. It is the goal of
these methods to determine the electronic dispersion, or energy bands, En(k), which
is the first step in studying the charge transport properties of materials.
The total wavefunction of a solid is a function of its electrons and nuclei. The Born-
Oppenheimer approximation allows for the decoupling of the core and electron parts
(Martin, 2004). Furthermore, in the interest of calculating the electronic structure
of a material, the vibrations of the nuclear cores can be ignored. The resulting
Hamiltonian describing the solid has the form
H =
∑
i
p2i
2m
+
1
2
∑
i 6=j
e2
|~rj − ~ri| +
∑
n,i
Vn(~ri − ~Rn) (2.72)
where i, j increment over the system’s electrons and n over the cores. The terms
in (2.72) describe the electrons’ kinetic energy, the electron-electron Coulomb inter-
actions, and the electron-core Coulomb interactions respectively (Slater, 1965). The
many-body problem can be further reduced by assuming each electron moves in an
average effective potential created by all the other electrons in the system (Hartree
mean-field approximation). The resulting wavefunctions are therefore products of
one-electron wavefunctions and Hamiltonians are sums of one-electron Hamiltonians
H =
∑
i
Hi where Hi =
p2i
2m
+ V (~r). (2.73)
The potential V (~r) contains the averaged electron-electron and -core interactions.
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The problem of finding En(k) has been reduced to finding a suitable form for V (~r)
and solving an eigenvalue problem (Shro¨dinger’s equation) where the eigenvectors are
the electronic wavefunctions and the energy bands are the eigenvalues.
The first observation that can be made about the crystal potential V (~r) is that it
must possess the same translational symmetry as the atomic lattice; V (~r) = V (~r′+ ~R)
where ~R is a lattice vector. It is under this boundary condition that one can apply
Bloch’s theorem which states that the one-electron Schro¨dinger equation
[
p2
2m
+ V (~r)
]
Ψ(~r) = EΨ(~r) (2.74)
has solutions
Ψ(~k, ~r) =
1√
NΩ
ei
~k·~ru(~r + ~Rn). (2.75)
Thus, the electron wavefunction is a plane wave modified by a periodic envelope
having the same symmetry as the crystal lattice. The objective is therefore to solve
(2.74) for the u(~r).
To determine the electronic structure, one must choose an appropriate set of basis
functions with which to diagonalize the Hamiltonian. Here, the nearly-free-electron-
model (NFEM) is used in which the electronic states are considered are considered
to be a superposition of planewaves. Using planewaves of the form ei
~G·~r = ei
~G·(~r+~R)
clearly satisfies the requirements of Bloch’s theorem, allowing the expansion of (2.75)
Ψ(~k, ~r) =
1√
NΩ
ei
~k·~r
∑
~Gi
a( ~Gi)e
i ~G·~r. (2.76)
Use of the NFEM wavefunctions in the Schro¨dinger equation results in the secular
equation 
 ~2
2m
| ~Gj + ~k|2 +
∑
~Gi
V ( ~Gi − ~Gj)

 a( ~Gj) = Ena( ~Gj) (2.77)
where V ( ~Gi− ~Gj) is the Fourier transform of the potential. It is important to realize
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Figure 2·6: Comparison of real (solid) and pseudo (dashed) wavefunc-
tions. Solid circles are the positions of atomic cores.
the consequences of the planewave expansion, however. In general, the electronic
wavefunctions will be smooth in the interstitial region between atomic cores and
complex near the cores as shown in Figure 2·6. As the basis for the expansion of
the wavefunctions was a set of smooth functions, it will be difficult to reproduce the
complexity of the core region without using a large number of planewaves. It is crucial
then to find an alternative expression of the potential which, while maintaining the
accuracy of results, allows better convergence in the core with a smaller number of
planewaves (Szasz, 1985).
A guideline for constructing such a potential was given by Phillips and Kleinman
(Phillips and Kleinman, 1959). A full derivation is beyond the scope of this work,
but it was shown that a repulsive potential which keeps valence electrons out of
the atomic core, when added to the attractive core potential, results in a net weak
pseudopotential as shown in Figure 2·7. The pseudopotential can then be treated
using the NFEM to solve the Schro¨dinger equation.
The crystal potential is constructed by placing the pseudopotential at each lattice
site. In reciprocal space, the crystal potential takes on the form
V (~q) = Vα(q)S(~q) (2.78)
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Figure 2·7: Potentials in real space. The attractive core potential and
repulsive ionic potential results in a smooth, net weak pseudopotential
(solid).
where S(~q) is the structure factor and Vα(q) are pseudopotential form factors. In the
context of zinc-blende semiconductors, the form factor is split into symmetric and
anti-symmetric components (Cohen and Chelikowsky, 1985)
Vsym =
1
2
(Va(q) + Vb(q)) (2.79)
Vanti =
1
2
(Va(q)− Vb(q)) (2.80)
where the a and b subscripts refer to the different atomic species at the lattice
sites. Obviously diamond semiconductors can be treated identically but with the
anti-symmetric contribution set to zero for all q. Fortuitously, the structure factor
is only non-zero at a few allowed reciprocal lattice vectors. Furthermore, since the
pseudopotentials decay rapidly as a consequence of the Phillips-Kleinman cancellation
theorem, the infinite set of q can be truncated to q2 ≤ 11. As a result, the crystal po-
tential can be constructed, and electronic band structures can be computed, with only
eight empirical form factors: Vsym(q) at q
2 = 0, 3, 8, 11 and Vanti(q) at q
2 = 0, 3, 4, 11.
There are several ways one can determine the required form factors. In this work,
the empirical pseudopotential method (EPM) is used in which the Vα(~q) are directly
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fit to data available from photoemission and reflectivity studies.
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Chapter 3
FUNDAMENTAL MATERIAL PROPERTIES FOR ELECTRONIC
TRANSPORT
An investigation into the operation of a semiconductor device requires an under-
standing and description of the underlying material system. The macroscopically
measurable characteristics of a detector array are fundamentally related to the quan-
tum mechanical interactions occurring between electrons and their surroundings in a
crystalline solid.
In developing models to describe the properties of the material, there are two
general approaches. First, one can rigorously build a description of the material’s
properties which adheres to the physics of the system. This approach is clearly
valuable in that it is predictive in nature; one can generate information about hy-
pothetical systems which are difficult, costly, dangerous, or otherwise prohibitive to
realize. The alternative approach is experimentally informed. Certain qualities of
a material system are measured and these results are used to extrapolate within a
model framework. The benefit of this approach is that it tends to more closely repli-
cate “real-life” systems since omnipresent non-idealities are captured naturally in the
measurement process but are difficult to incorporate into ab initio models.
In this chapter, electronic properties for a number of infrared materials are studied
with the empirical pseudopotential method which is a mixture of the two approaches
described above. In this case, the physics of the system suggests functional forms
which are then optimized based on experimental input. The resulting electronic
structures have then been used to determine carrier transport parameters. The lat-
ter half of the chapter describes the device-level material model which will be used
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throughout the remainder of this work.
3.1 Calculation of the Bulk Electronic Structure of Infrared Materials
The simulation of semiconductor optoelectronic devices requires a description of
physics of the material of which the device is made. Here, the EPM as described
in section 2.3 is used to calculate the bulk electronic structure of the infrared materi-
als relevant for third generation infrared photon detectors. The atomic form factors
are fit to published data from reflectivity and photoemission studies. Form factors
have been derived for many materials and serve as a reasonable starting point for
optimization (Chelikowsky and Cohen, 1976). An electronic structure is evaluated
using the form factor derived pseudopotentials. The calculated structure is then
compared to a set of known data, typically the bandgaps and anisotropic effective
masses at the Γ, L, and X symmetry points. The form factors are then slightly
changed and the resulting variation is observed in the electronic structure. The pro-
cess repeats iteratively until a sufficiently accurate fit to the accepted experimental
values is achieved. The optimization is performed using a direct search complex al-
gorithm (Nelder and Mead, 1965) which minimizes a functional of variables (energy
levels, effective masses) subject to constraints (limits on the form factors). The pseu-
dopotentials are forced to be local, that is the effective atomic potential has only a
radial dependence with no angular variation. While it is more difficult to accurately
reproduce experimentally observed properties without the use of a non-local correc-
tion, doing so can improve the “portability” of the derived pseudopotentials so that
they can be used in other methods. The spin-orbit interaction is incorporated us-
ing the methods of Weisz (Weisz, 1966) and Bloom (Bloom and Bergstresser, 1968).
The spin-orbit coupling contributions from the anion and cation are calibrated so
that their ratio is the same as those for the free atoms (Herman et al., 1963).
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In principle, the discrete values of Vα, the atomic form factors, at each recipro-
cal lattice point can be used directly. However, it is in many cases convenient to
have an analytical expression for Vα(q) so that the crystal potential can be calcu-
lated for arbitrary ~q. For example, in axially strained material, the movement of
the atomic sites away from their equilibrium positions modifies the reciprocal lattice
vectors at which the structure factor is non-zero. Thus, one must have some way
of calculating the form factors for new ~q. In this work, the atomic form factors are
expressed as piece-wise asymmetric exponentials having seven adjustable parameters
each (Penna et al., 2009):
VL(q) =


−V0 + (Vmax + V0){1−D[1− exp[−(pl(q2max − q2))el ]]} : q2 ≤ q2max
Vmax exp[−(pr(q2 − q2max))er ] : q2 ≥ q2max
(3.1)
where
D =
1
1− exp[−(plq2max)el ]
. (3.2)
The EPM has been used to determine the electronic structure of InAs, InSb, InP,
GaAs, HgTe, CdTe, and some of their ternary alloys. Model potentials of the type
given by equations (3.1) and (3.2) are fitted to published band parameters using
an iterative optimization algorithm. Highest priority is given during optimization to
closely matching the direct band energies and effective masses at the Γ valley as these
are the quantities most important for determining the low energy transport in infrared
detectors. The optimization routine is generally able to match these quantities within
1% of their experimentally accepted values with less than 5% deviation in the values
of higher lying energy valleys. The first guess for atomic potentials was determined
by fitting (3.1) to published form factors for InAs (Chelikowsky and Cohen, 1976)
then allowing the potential to be modified during optimization. The resulting atomic
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potentials were then used as first guesses for compounds having the same anions
or cations. Table 3.1 lists the final potential model parameters determined through
the optimization routine. The resulting atomic potentials are shown in Figures 3·1
through 3·6. One should note that the pseudopotentials for identical ions in different
compounds will not necessarily be identical since the nature of the ion’s bonding and
its surrounding electronic environment is inherently different.
Listed in Table 3.2 are band structure parameters calculated using the EPM along
with the data used to optimize the potentials. Energies are listed in eV and are calcu-
lated as the eigenvalues of the NFEM secular equation (2.77). The effective masses are
approximated by fitting a parabolic dispersion to the bandstructure extrema around
the high-symmetry points. The energy position of the extrema is given by the zero-th
order (in momentum) coefficient and the effective mass is inversely proportional to
the second order coefficient.
The energy bands in reciprocal space are shown in Figures 3·7 through 3·12. Fig-
ure 3·7 also shows a comparison to an ab initio calculation (courtesy of Dr. Masahiko
Matsubara) using density functional theory (DFT). A Hyde-Scuseria-Ernzerhof hy-
brid functional with 25% Hartree-Fock mixing was used to describe the exchange-
correlation in this calculation. The best agreement is observed around the Γ symme-
try point at energies comparable to the direct band gap. Generally, the EPM predicts
higher effective masses than the ab initio calculation, although little optimization was
done on it. Indirect energies are more accurately described using the EPM in this case
(see Table 3.2), likely due to the well-known energy gap problem in DFT calculations.
The agreement diverges at energies far from the fundamental gap, but could likely be
better predicted if more optimization was performed on the indirect gaps.
Having determined atomic potentials for binary semiconductors, the virtual crys-
tal approximation (VCA) to find the electronic band structure of a ternary compound
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Figure 3·1: Indium (black) and ar-
senic (red) atomic pseudopotentials in
InAs.
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Figure 3·2: Indium (black) and anti-
mony (red) atomic pseudopotentials in
InSb.
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Figure 3·3: Gallium (black) and ar-
senic (red) atomic pseudopotentials in
GaAs.
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Figure 3·4: Indium (black) and phos-
phorous (red) atomic pseudopotentials
in InP.
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Figure 3·5: Mercury (black) and tel-
lurium (red) atomic pseudopotentials in
HgTe.
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Figure 3·6: Cadmium (black) and tel-
lurium (red) atomic pseudopotentials in
CdTe.
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Table 3.1: Model potential parameters and form factors for the binary compounds considered here. Model
parameters are listed for the cation (anion).
Parameter InAs InSb GaAs InP HgTe CdTe
V0 0.4515 (0.5817) 0.2233 (0.9800) 0.4160 (0.6417) 0.1911 (0.7272) 0.3469 (0.5653) 0.3673 (0.5653)
Vmax 0.0270 (0.0304) 0.0507 (0.0310) 0.0788 (0.0562) 0.0030 (0.0604) 0.0508 (0.0500) 0.1699 (0.0549)
q2max 9.0672 (6.5065) 12.044 (5.8255) 11.569 (7.7041) 11.182 (8.3764) 17.240 (14.024) 10.979 (14.024)
pl 0.0366 (0.2212) 0.0011 (0.1383) 0.0086 (0.1187) 0.0731 (0.0102) 0.0501 (0.0597) 0.0792 (0.0597)
el 2.3790 (1.5117) 1.3001 (1.7677) 1.8274 (1.6408) 2.2060 (1.5882) 3.2106 (2.4540) 1.3142 (2.4540)
pr 0.3164 (0.3061) 0.2414 (0.1123) 0.3822 (0.2958) 0.2400 (0.2535) 0.2998 (0.1963) 0.1399 (0.1963)
er 2.8656 (1.9277) 2.2572 (2.2351) 2.6090 (1.4663) 2.2388 (1.1074) 2.1525 (1.0002) 2.4987 (1.0024)
µ 0.0115 0.0258 0.0131 0.0237 0.0224 0.011
Vsym(q
2 = 3) -0.24892 -0.23041 -0.26625 -0.22043 -0.1949 -0.2308
Vsym(q
2 = 8) 0.02416 0.00707 0.03618 0.02079 0.0328 0.0045
Vsym(q
2 = 11) 0.01297 0.03112 0.04993 0.01749 0.0299 0.1699
Vanti(q
2 = 3) 0.08781 0.09223 0.06167 0.11059 0.3371 0.3372
Vanti(q
2 = 4) 0.06172 0.01462 0.03594 0.06867 0.0581 0.0433
Vanti(q
2 = 11) 0.00817 0.00812 0.02726 0.01447 0.0356 0.0346
a0 6.058 6.479 5.642 5.8697 6.450 6.48
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Table 3.2: Calculated electronic structure parameters for several binary compounds at 300 K along with
experimental values in parentheses. Energies are in eV and effective masses are in multiples of the electron
rest mass. Experimental values are quoted to their published precision.
Parameter InAs InSb GaAs InP HgTe CdTe
Γv7 − Γv8 -0.391 (-0.38)a -0.824 (-0.81)a -0.346 (-0.34)h -0.133 (-0.108)d -0.898 (-0.94)m -0.902 (-0.89)d
Γc6 − Γv8 0.356 (0.36)b 0.175 (0.18)b 1.415 (1.42)i 1.346 (1.34)j -0.291 (-0.31)n 1.605 (1.59)d
Γc7 − Γv8 4.431 (4.39)c 3.432 (3.39)c 3.667 (4.2)c 4.703 (4.64)d 4.759 (5.10)n 5.197 (5.36)d
Γc8 − Γv8 4.538 (4.58)c 3.731 (3.78)c 4.204 (4.35)c 4.857 (4.92)d 5.056 (5.06)n 5.94 (5.69)d
Xc6 − Γv8 2.289 (2.28)d 1.602 (1.63)d 1.904 (1.9)d 1.919 (1.94)d 2.502 (2.51)n 3.539 (3.48)d
Lc6 − Γv8 1.540 (1.53)d 1.045 (1.00)d 1.707 (1.71)d 2.206 (2.19)d 1.434 (1.31)n 2.528 (2.82)d
me 0.031 (0.023)
e 0.018 (0.012)g 0.075 (0.067)e 0.087 (0.079)k 0.039 (0.031)n 0.128 (0.147)n
mΓ→Xhh 0.552 (0.35)
e 0.508 (0.24)g 0.385 (0.45)e 0.540 (0.48)k 0.933 (0.948)n 1.315 (1.255)n
mΓ→Khh 0.998 (0.57)
e 0.899 (0.45)g 0.733 (0.57)e 1.016 (0.61)k 2.022 (1.429)n 2.565 (1.659)n
mΓ→Lhh 1.347 (0.85)
e 1.190 (0.53)g 0.985 (0.92)e 1.361 (1.13)k 1.559 (1.271)n 2.092 (1.545)n
mΓ→Xlh 0.038 (0.028)
f 0.020 (0.015)g 0.098 (0.068)f 0.123 (0.14)f 0.050 (0.069)n 0.166 (0.187)n
mΓ→Klh 0.037 (0.028)
f 0.019 (0.014)g 0.087 (0.087)f 0.112 (0.14)f 0.050 (0.069)n 0.157 (0.180)n
mΓ→Llh 0.036 (0.028)
f 0.019 (0.014)g 0.084 (0.079)f 0.109 (0.14)f 0.050 (0.069)n 0.159 (0.183)n
mΓ→Xso 0.144 (0.14)
a 0.208 (0.10)a 0.154 (0.133)h 0.221 (0.21)f 0.174 (0.182)n 0.508 (0.280)n
mΓ→Kso 0.144 (0.14)
a 0.208 (0.10)a 0.154 (0.17)h 0.220 (0.21)f 0.174 (0.182)n 0.508 (0.280)n
mΓ→Lso 0.143 (0.14)
a 0.208 (0.10)a 0.154 (0.144)h 0.220 (0.21)f 0.174 (0.183)n 0.508 (0.280)n
a - (Pidgeon et al., 1967) b - (Lacroix et al., 1996) using the temperature dependence from (Fang et al., 1990)
c - (Zucca and Shen, 1970) d - (Chelikowsky and Cohen, 1976) e - (Nakwaski, 1995) f - (Boykin, 1997)
g - (Pidgeon and Brown, 1966) h - (Reine et al., 1970) i - (Panish and Casey, 2003) j - (Turner et al., 1964)
k - (Berolo et al., 1973) l - (Chadi et al., 1972) m - (Fleszar and Hanke, 2005)
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Figure 3·7: Electronic band struc-
ture of InAs (red - ab initio).
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Figure 3·8: Electronic band struc-
ture of InSb.
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Figure 3·9: Electronic band struc-
ture of GaAs.
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Figure 3·10: Electronic band struc-
ture of InP.
     
−2
0
2
4
6
8
En
er
gy
 [e
V]
L Γ X U,K Γ
Figure 3·11: Electronic band struc-
ture of HgTe.
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Figure 3·12: Electronic band struc-
ture of CdTe.
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having a varying composition of the two binaries. In the VCA, one assumes that the
atomic potential of the ternary alloy can be constructed from a linear combination of
the two binaries with the mixing ratio depending on the alloy composition. However,
the VCA generally tends to underestimate the bowing of the main energy gap when
compared to experimental results (Lee et al., 1990). In reality, disorder within the
alloy leads to a nonlinear relationship between the fundamental energy gap and the
alloy composition (Vechten and Bergstresser, 1970). The effect of the disorder can be
lumped into an adjustable parameter p, leading to a new expression for the ternary
symmetric and antisymmetric form factors
V ABC = V AB + (1− x)V BC − p[x(1− x)]1/2(V BC − V AC) (3.3)
where the superscripts AB and AC refer to the two binary compounds in the ternary
ABC (Berolo et al., 1973). Using the new pseudopotentials, one can then construct
the electronic structure for a ternary alloy using a single fitting parameter p. One
must additionally account for the change in the atomic volume (Ω in the NFEM) that
comes about due to the variation in the lattice constant across the compositions of the
alloy. Vegard’s law can typically be used to linearly interpolate the lattice constant
between the two binary compounds. A notable exception to this rule though is InAsSb
which requires a third order bowing factor to accurately reproduce experimentally
determined lattice constants (Woolley and Warner, 1964).
The above procedure has been used to determine the electronic structures of
InAsSb and InGaAs ternary alloys. For InAsSb, the disorder parameter was de-
termined to be p = 2.166 by fitting the bandgap bowing to several experimentally
derived analytical expressions (Rogalski, 1994, Madelung, 2004). A third order ex-
pression, a0 = 6.479+ 6.058(1− x) + βax(1− x) + γax2(1− x) was used to determine
the lattice constant of the ternary alloy where βa = −0.1272 A˚. The fundamental
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Figure 3·13: Calculated InAsSb di-
rect band gap bowing (open symbols)
as a function of antimony composition
compared to several analytical models.
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Figure 3·14: Calculated InGaAs di-
rect band gap bowing (open symbols)
as a function of indium composition
compared to an analytical model.
energy gap as a function of antimony in InAsSb is shown in Figure 3·13. Likewise,
Figure 3·14 shows the results for calculations on the InGaAs material system. Here
the energy gap bowing parameter was found to be 0.454 eV in comparison to 0.43 as
found in literature (Goetz et al., 1983). A disorder parameter p = 0.57 was used for
this material.
Using the above described model, it is possible to determine the electronic struc-
ture for arbitrarily composed ternary materials from the constituting pseudopoten-
tials. The electronic structures determined here have been used in Green’s Function
calculations of the Auger and radiative recombination rates (Wen et al., 2015). These
rates can then be used either directly in, for example, a Monte Carlo simulation of
electron dynamics or in device-level simulations via simplified models.
3.2 HgCdTe Material Model for Device-Level Simulations
A significant challenge in the field of computational physics is bridging the scales over
which different phenomena occur. For example, as shown in the previous section,
the quantum mechanical interaction of electrons with a crystal lattice determine the
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Figure 3·15: Fundamental band gap energy at the Γ symmetry point
for SWIR to LWIR HgCdTe at temperatures between 70 and 210 K.
electronic transport properties of a given material. However, in the context of device-
level calculations, it is impractical (if not impossible) to account for all physical
mechanisms with any rigor. Simplified models such as the drift-diffusion description
of carrier dynamics are instead developed which can provide meaningful insight into
systems which meet a set of applicability criteria. For the HgCdTe FPAs studied
throughout the remainder of this work, a temperature- and composition-dependent
material model derived from a number of theoretical and experimental works is used.
This section describes the analytic models used and their variation with temperature
and Cadmium fraction.
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3.2.1 Energy Levels
The band gap energy of HgCdTe is frequently reported in both material and device
publications, although the temperature and composition ranges given are usually
fairly limited. Hansen et. al. collected data from a number of experimental studies
and derived an empirical expression for the band gap energy of HgCdTe across the full
composition range and for temperatures between 4 and 300 K (Hansen et al., 1990).
This expression was then further refined after results of multi-photon magnetoabsorp-
tion (Seiler et al., 1990) leading to the following equation for the band gap energy:
Eg(x, T ) = −0.302 + 1.93x+ 5.35(1− 2x)(10−4)
[−1822 + T 3
255.2 + T 2
]
− 0.810x2 + 0.832x3
(3.4)
with Eg in eV and T in K. Figure 3·15 shows the variation of the bandgap as a
function of temperature and Cadmium fraction between 77 and 200 K. The bandgap
is well-behaved in temperature even to cryogenic levels, but below 40 K becomes
highly non-linear.
The electron affinity, χ, is the energy required to remove a conduction band elec-
tron from a material and is given by the difference between the vacuum and conduction
band energies measured in eV. The affinity plays an important part in determining
the energy band lineup at heterointerfaces as all energies are placed relative to the
constant vacuum level. Here, the equation suggested in (Wenus et al., 2001) is used
to describe the electron affinity in terms of the bandgap. This is equivalent to the
assumption that any variation in the affinity with temperature and composition is
absorbed into the width of the fundamental gap. The resulting values for SWIR
through LWIR HgCdTe are shown in Figure 3·16.
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Figure 3·16: Electron affinity for SWIR to LWIR HgCdTe at temper-
atures between 70 and 210 K.
χ = 4.23− 0.813(Eg − 0.083) (3.5)
3.2.2 Electronic Transport Properties
As shown in Section 3.1, the effective mass of carriers in a semiconductor describes
how well electrons in a solid respond to forces en masse and is related to the curvature
of the electronic band structure. For most devices operating near equilibrium con-
ditions (those for which drift-diffusion is applicable), the dispersion of the electronic
bands can be fitted by a parabola near high-symmetry points. The coefficient of this
parabolic dispersion is the effective mass, m∗ and is given as a factor of electron rest
mass.
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Figure 3·17: Effective mass of electrons in SWIR to LWIR HgCdTe
at temperatures between 70 and 210 K. Values are listed as factors of
the electron rest mass.
HgCdTe is fairly unique in that the effective mass of electrons is an order of
magnitude smaller than that of holes. Figure 3·17 shows the variation of the electron
effective mass with Cadmium fraction and temperature. In our simulations, the
electron effective mass is calculated as a function of the bandgap (Weiler, 1981)
m∗e
me
= −0.6 + 19
Eg
(
0.667 + Eg
1 + Eg
)
(3.6)
while the hole effective mass is assumed to be constant m∗h = 0.55me.
The mobility of a charge carrier in a semiconductor characterizes how quickly it can
move when under the effect of an electric field. In its most simple form, the mobility is
the linear coefficient relating the magnitude of the applied electric field to the average
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Figure 3·18: Logarithm of the mobility of electrons in SWIR to LWIR
HgCdTe at temperatures between 70 and 210 K.
drift velocity of an ensemble of carriers. Here, the model of (Rosbeck et al., 1982) is
used
µe =
9× 108b
T 2a
(3.7)
where the coefficients a = 0.20.6/x0.6 and b = 0.27.5/x7.5 account for the variation
across compositions. The mobility varies several orders of magnitude over the com-
positions and temperatures relevant to infrared detector arrays. The logarithm of the
electron mobility in HgCdTe is shown in Figure 3·18. In this work, the hole mobility
is calculated through the electron mobility as µh = µe(46.7x
2.992).
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3.2.3 Carrier Generation and Recombination
Generation and recombination processes in semiconductor devices depend on the
separation between the local carrier concentrations and their equilibrium values. In
an extrinsic semiconductor, the equilibrium values of minority carriers are determined
by the doping level and the intrinsic carrier concentration, ni. This quantity describes
the amount of carriers available for conduction processes in each band at thermal
equilibrium. In the HgCdTe material model used throughout the remainder of the
work, the analytical model provided in (Lowney et al., 1992) is used to calculate the
intrinsic carrier concentration
ni0 = 5.243−3.573x−4.740×10−4T +1.260×10−2xT −5.771x2+4.241×10−6 (3.8)
with
ni = ni0 × 1014E3/4g T 3/2exp
(
− Eg
2kBT
)
. (3.9)
The functional form of (3.9) is that of parabolic bands while deviation from this
model is absorbed into the prefactor (3.8) which is derived by least-squares fitting
of magnetoabsorption data. Figure 3·19 shows the logarithm of the intrinsic carrier
concentration across a range of temperatures for SWIR to LWIR HgCdTe.
Three generation/recombination mechanisms are considered in this material model:
radiative, Auger, and Shockley-Read-Hall (see Figure 1·4). As the electronic prop-
erties of HgCdTe vary widely across compositions and operational temperatures, the
dominant recombination mechanism is application-specific. While Auger and radia-
tive recombination are intrinsic (fundamental) processes, the SRHmechanism is defect
mediated and is thus a strong function of material quality.
The rate of direct radiative recombination, measured in inverse seconds, is related
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Figure 3·19: Logarithm of the intrinsic carrier concentration of SWIR
to LWIR HgCdTe at temperatures between 70 and 210 K.
through the radiative coefficient GR to the injection level
Rrad = GR(np− n2i ) (3.10)
where n, p, and ni are the electron, hole, and intrinsic concentrations in cm
−3. The
radiative coefficientGR is calculated by a combination of Lopes and Blakemore models
(Lopes et al., 1993, Blakemore, 2002) using the following expression
GR = 5.8× 10−131/2∞
(
me
m∗e +m
∗
h
)3/2(
1 +
me
m∗e
+
me
m∗h
)
×
(
300
T
)3/2 [
E2g + 3kBTEg + 3.75k
2
BT
2
] (3.11)
where ∞ is the high-frequency dielectric constant, me, m
∗
e, and m
∗
h, are the electron
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Figure 3·20: Radiative recombination coefficient for SWIR to LWIR
HgCdTe at temperatures between 70 and 210 K.
rest, electron effective, and hole effective masses and kB is the Boltzmann constant.
The high-frequency dielectric constant is given by the analytic formula ∞ = 15.2 −
13.7x + 6.4x2 (Rogalski and Piotrowski, 1988). Figure 3·20 shows GR evaluated for
a range of compositions and temperatures. Note that the radiative coefficient is the
same for electrons and holes.
The Auger process is a three carrier process in which the energy conservation
for the generation (recombination) of an electron-hole pair is satisfied by emission
(absorption) in another free carrier. Thus, the rate for Auger processes contains a
second order dependence on one of the carrier species
RAug = (Cnn+ Cpp)(np− n2i ) (3.12)
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where Cn and Cp are the electron and hole Auger coefficients.
Following (Lopes et al., 1993, Blakemore, 2002), the electron Auger coefficient is
computed as
Cn =
(
m∗e
me
)
|F1F2|
2n2i (3.8× 10−18)2∞
(
1 + m
∗
e
m∗h
)1/2 (
1 + 2m
∗
e
m∗h
)
×
(
Eg
kBT
)−3/2
exp

−
(
1 + 2m
∗
e
m∗h
)
1 + m
∗
e
m∗h
Eg
kBT


(3.13)
where |F1F2| is the overlap of the Bloch functions. The overlap integral has been
reported to range between 0.1 and 0.3; in this work, a constant |F1F2| = 0.2 is assumed
although wavefunctions calculated using a Green’s function approach suggest a value
closer to 0.17 (Wen et al., 2015). Figure 3·21 shows the logarithm of the electron
Auger coefficient in HgCdTe as a function of composition and temperature. The hole
Auger coefficient is analytically related to the electron coefficient by
Cp = Cn

 1− 3EgkBT
6
(
1− 5Eg
4kBT
)

 (3.14)
and is not plotted here.
As mentioned previously, SRH generation/recombination is an extrinsic process
mediated through a local defect state within the electronic band gap. At steady state,
the SRH rate is calculated by
RSRH =
np− n2i
τn(n− nd) + τp(p− pd) (3.15)
where nd and pd describe the occupation of trap states and are given by
pd = niexp
(
Ei − Et
kBT
)
(3.16)
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Figure 3·21: Logarithm of the Auger recombination coefficient for
electrons in SWIR to LWIR HgCdTe at temperatures between 70 and
210 K under the assumption of an overlap |F1F2| = 0.2.
and
nd = niexp
(
Et − Ei
kBT
)
(3.17)
To maintain applicability to a wide range of devices, rather than assign an energy
level based on a specific known defect type, the energy level of the trap states is
assumed to lie at the intrinsic Fermi energy which results in the largest total recom-
bination rate. Furthermore, in the rest of this work the SRH lifetimes τp and τn are
both assumed to be equal to 10 µs unless explicitly stated otherwise. Since the rates
are strong functions of the suspected material quality, these lifetimes can be modified
to attempt to fit available experimental data.
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Chapter 4
SIMULATION OF TWO-COLOR DETECTOR ARRAYS
In many situations, it is technologically advantageous to detect and differentiate mul-
tiple spectral bands using a single detector architecture. These “two-color” (or multi-
color) detectors enable several capabilities unavailable in more conventional devices.
First, by correlating the received signal from multiple spectral bands, one can estimate
an objects absolute temperature without knowledge of its emissivity, an important
capability for tactical and astronomical applications (Gunapala et al., 2000). IR radi-
ation also has different transmission characteristics in different spectral bands; multi-
spectral sensors capable of simultaneous detection can be used with image fusing
software to benefit from, e.g., the range of LWIR detection but the haze penetra-
tion of SWIR detection (Dutta, 2014). Finally, multi-color sensing allows for easier
demarcation of an object from its background (Norton, 2002).
Two methods have been developed for dual-color sensing. Simultaneous detectors
typically contain multiple electrical contacts per array pixel element and are grounded
through a common substrate on which the detector is epitaxially grown. Photosignal
is extracted directly from one of the contacts, while the second contact, common to
the two spectral bands, provides the sum of the two photocurrents (Reine, 2001). This
architecture provides the benefit of real-time two-color imaging, however the geome-
try of the pixel reduces the optical fill factor and as a result, the maximum achievable
QE (Rogalski, 2002). The challenges involved with fabricating arrays having multiple
contacts per unit cell further limit the development of simultaneous detectors. Al-
ternatively, sequential bias-selectable detectors employ a single electrical contact per
pixel and use an applied bias to select between two junctions with different spectral
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responses. Under operating conditions in which the integration time of both bands
is significantly smaller than the frame time (high flux conditions), read-out circuitry
which rapidly alternates between the two bias voltages makes the performance of
these detectors similar to simultaneous detectors. As such, sequential detectors have
emerged as the favored two-color technology.
The time and expense required to fabricate two-color detectors is exacerbated by
the fact that material must be optimized for high-sensitivity detection in multiple
spectral bands. Three-dimensional modeling enables the evaluation of geometrical
considerations which are increasingly relevant for small-pitch detectors and allows
for optimization of designs without the need for multiple costly test fabrications.
Here, the results of research into design optimization for a bias-selectable two-color
HgCdTe infrared detector array is reported. Dark and illuminated electrical charac-
terization was performed, spectral QE was evaluated and the origins of both spec-
tral and spatial crosstalk was investigated. This work was performed in collabora-
tion with Raytheon Vision Systems (RVS), Goleta, CA who provided experimentally
measured electrical data for model verification. Results were originally reported in
(Pinkie and Bellotti, 2013).
4.1 Device Design
To enable a comparison between simulated results and experimental data, a two-color
detector similar to theN -P+-n FPAs created at RVS is considered (Smith et al., 2004,
Radford et al., 2005, Smith et al., 2006, Wehner et al., 2012). Simulations were per-
formed on both single pixels as well as 3 × 3 pixel arrays. A representative two-
dimensional schematic of the geometry considered can be seen in Figure 4·1. A
pixel is composed of an 8.5-µm-thick Hg0.705Cd0.295Te n-type absorbing layer followed
by 2.5 µm of p-type Hg0.685Cd0.315Te. This is topped with a 3.0-µm-thick n-type
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Figure 4·1: Schematic representing the geometry of a single pixel
element.
Hg0.777Cd0.223Te absorbing layer. Pixels are delineated with an 8.0-µm-deep triangu-
lar trench which is typically 5.0 µm wide at the top of the mesa. In this work, we
examine the effects of varying the aspect ratio of the etch on the optical response of
the detector. A 100 nm layer of gold placed on the top of each pixel mesa acts as
a metalization layer and simulates the electrical contact. A cathode ring surrounds
the perimeter of the array to provide common ground for all the pixels through the
MWIR absorber. This technique has been previously shown to correctly replicate the
electrical behavior of experimental devices which are grounded through a substrate
(D’Orsogna et al., 2008).
Radiation is normally incident on the Hg0.705Cd0.295Te layer. With an approximate
cutoff wavelength λco = 5.5 µm, this layer acts as a filter, passing LWIR radiation to
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Figure 4·2: Cadmium molar fraction and the resulting energy band
profile of the dual MWIR/LWIR detector in the active direction. Ra-
diation is incident at z = 0.
the upper absorber while absorbing MWIR wavelengths. The n-type absorber layers
are lightly doped with donors to ND = 1 × 1015 cm−3. The choice of the acceptor
concentration in the P+ layer in part determines the carrier injection efficiencies across
the layer, which can lead to spurious out-of-band signals. This spectral crosstalk has
been found to be minimized in this model using acceptor concentrations larger than
NA = 1 × 1018 cm−3. The energy band profile in the active direction resulting from
this geometry can be seen in Figure 4·2.
In this study, we fix the temperature of all simulations at 77 K. Material parame-
ters such as the electronic band gaps, carrier mobilities, and recombination lifetimes
are fully temperature and composition dependent. For detail on the material models
used in these simulations, refer to section 3.2. All surfaces and doping profiles are
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assumed to be abrupt and free of defects. While these devices are typically grown on
silicon or CdZnTe substrates, this model instead assumes that the FPA is surrounded
by only vacuum. Excess current contributions from a substrate are simulated by
decreasing the SRH recombination lifetime near the surface of incidence. For com-
parison with experimental data, the SRH lifetime is decreased by a greater magnitude
when comparing to lattice mismatched silicon substrates. In the upper layers of the
device, the SRH lifetime is set to a constant value of τSRH = 10µs, a conservative
assumption given that this is a strong function of material quality.
4.2 Electrical Characterization
Numerical evaluation of electrical characteristics can be useful to both determine the
validity of a simulation model as well as reveal the physical mechanisms responsible
for the behavior of a device. Here, we present the results of simulations aimed at
determining the current density versus voltage traits of the previously described two-
color detectors. Characterization is performed by sweeping the voltage applied to the
contact on the top of the mesa and performing the FEM analysis at each discrete
voltage point. The results are then numerically differentiated to find the differential
resistance of the device.
The electrical characteristics of the two-color N−P+−n detector closely resemble
those of two independent photodiodes connected back-to-back in series. Using the
ideal Shockley diode equation, one can derive an analytical expression for the diffu-
sion current behavior in such a model. The simulated J(V ) characteristics, shown in
Figure 4·3 for T = 77 K, agree well with these analytical solutions. The numerical
model presented here, however, includes generation-recombination (G-R) current con-
tributions which are impossible to incorporate into a closed-form analytical solution.
As is expected for devices of this nature, when a negative voltage is applied to
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Figure 4·3: Simulated current density for a 10 µm × 10 µm two-color
detector under MWIR, LWIR and dark illumination conditions at T =
77 K. Experimental data of a similar detector under dark conditions
are shown for comparison.
the contact on the top of the pixel with respect to the grounded substrate the LWIR
and MWIR junctions are placed in forward and reverse bias, respectively. The dark
current is limited by the saturation current of the MWIR junction. Under this regime,
photocurrent is observed in the external circuit when holes generated in the MWIR
absorber diffuse to the edge of the reverse-biased junction where they are swept across
by drift. Any LWIR photocurrent collected is several orders of magnitude lower than
the observed MWIR photocurrent and has a negligible effect on the total output. As
the applied voltage is increased and becomes positive, the current rises exponentially
as the MWIR junction becomes forward-biased. At higher positive voltages, the total
current through the device is limited by the saturation current of the LWIR junction.
The device is operated under this condition for the collection of LWIR photocurrent.
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Figure 4·3 also shows for comparison the measured behavior of a similar device
created by RVS. The simulated characteristics provide an excellent match for positive
voltages but underestimate the measured data by nearly an order of magnitude for
negative applied voltages. The discrepancy between measured and simulated MWIR
saturation current can be explained in several ways: firstly, even small changes to the
cadmium composition of the MWIR absorber can have a significant impact on the
bandgap of the material. Furthermore, it is difficult to maintain a constant compo-
sition profile across the 8.0 µm epitaxial growth of the MWIR absorber. Together,
this uncertainty in the composition of the MWIR absorber could imply that the
experimental devices have a smaller energy gap (and therefore higher saturation dif-
fusion current) than what is modeled. Moreover, the measured dark current increases
exponentially with increasing negative voltages, consistent with trap-assisted tunnel-
ing dominated performance whereas the dark current of the simulated devices show
more diffusion-like characteristics. Finally, the MWIR junction is grown on a lattice-
mismatched silicon substrate. Epitaxial growth on mismatched substrates tends to
lead to the formation of threading dislocations in order to reduce mechanical stress in
the material. These dislocations act as recombination centers, which would support
the theory that there is significant G-R current observed in the MWIR saturation
current.
The dynamic resistance of the simulated arrays was calculated by numerically dif-
ferentiating the dark J(V ) characteristics previously shown. The dynamic resistance
is a more sensitive figure of merit and enables a better understanding of the current
mechanisms which contribute to the total current and how that behavior evolves as
a function of bias. The dynamic resistance-area product, a common FOM, is plotted
in Figure 4·4 for the 10 µm ×10 µm detector under dark conditions. Experimentally
measured dynamic resistance of the RVS detector is shown for comparison.
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Figure 4·4: Dynamic resistance-area product as a function of voltage
for simulated (10 µm × 10 µm pixel) and experimental devices under
dark conditions.
The trends in the experimental data are reflected well in the simulated results,
although there is some discrepancy in the magnitude of the resistances, especially at
strong biases. The exponential drop in the dynamic resistance at small positive biases
is well predicted, as is the magnitude of the resistance minimum, a characteristic
typical of this class of detector. The slight difference in the voltage at which this
minimum occurs is due to the discrepancy in the negative-bias saturation currents of
the experimental and simulated detectors, as shown in Figure 4·3.
For stronger applied biases, both positive and negative, a decrease can be seen
in the dynamic resistance of the experimental detector as the magnitude of the bias
increases. This behavior is typically due to current cause by defect-assisted direct or
tunneling recombination mechanisms within the depletion regions of the device. Our
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simulation model does not account for trap-assisted tunneling, which could contribute
to the difference between simulated and measured data.
4.3 Quantum Efficiency in Reduced-Pitch Detector Designs
It has been shown previously (Keasler and Bellotti, 2011) that optical cavity effects
can be observed in FPAs when the pixel pitch approaches the wavelength of the inci-
dent radiation. To determine the effects of reduced pixel size on the carrier generation
rates and quantum efficiency, simulations were performed for various wavelengths of
illumination. Figure 4·5 shows the simulated QE for detectors with 10 µm, 15 µm,
and 20 µm pitches. While the FDTD simulations account for reflections off the sur-
face of incidence, in the interest of illustrating optical resonance within the mesa,
such effects have been factored out here by reducing the incident photon flux by the
reflected flux during the calculation of the QE. In this study, the angle of the mesa
sidewall is held constant regardless of the pitch, being 75.3◦ with respect to the plane
normal to the direction of illumination. This angle corresponds to an 8.0-µm-deep
truncated triangular etch which is 0.8 µm and 7.0 µm wide at the bottom and top of
the mesa, respectively. The effects of variable trench angle are considered later.
It can be seen that, in the MWIR band, varying the pixel size has no effect on the
QE. This can be explained by the fact that MWIR radiation experiences only a planar
absorber and therefore diffraction effects are not present, regardless of the pixel size.
Furthermore, for the flux level used in this set of simulations, the photocurrent far
outweighs the dark current and thus any change in the dark current contribution to
the total current as a result of changing the pitch is negligible in comparison.
In the LWIR band, sharp turn-on and low spectral crosstalk are observed with
no dependence on the size of the pixel. The QE of 20 µm × 20 µm pixels decreases
relatively smoothly as the wavelength is increased. However, as the pitch of the
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Figure 4·5: Simulated QE of 20, 15, and 10 µm pitch two-color de-
tector pixels when back-illuminated with MWIR and LWIR radiation
(φ = 1× 1017 cm−2s−1).
detector is decreased and becomes comparable to the wavelength of radiation, reso-
nance peaks in the QE are observed. This effect is most apparent for wavelengths
λ > 9.0 µm incident on 10 µm × 10 µm pixels, as shown by the dotted blue line in
Figure 4·5. The peaking occurs due to the nonplanar geometry of the LWIR absorber
caused by the angle of the delineating etch. LWIR radiation incident on the sidewalls
of the absorber is either transmitted and lost or is redirected towards the center of
the detector. Radiation reflected into the center self-interferes, causing the electric
field within the LWIR absorber to vary spatially, resulting in highly nonhomogeneous
optical generation. These nodes move in and out of the absorber layer as the wave-
length of the radiation is varied since the interference patterns are highly dependent
on wavelength. This behavior can be observed qualitatively in the optical generation
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Figure 4·6: Spatial profile of optically generated carriers when uni-
formly illuminated with MWIR through LWIR radiation (φ = 1× 1017
cm−2s−1). The planar MWIR absorber causes spatially uniform car-
rier generation, whereas the distribution of LWIR generated carriers is
strongly dependent on wavelength and is caused by self-interference.
profiles for the LWIR wavelengths in Figure 4·6. The interference patterns are not
observed for MWIR wavelengths with this detector architecture due to the planar
nature of the MWIR absorber.
A further trend that can be observed from the LWIR curves in Figure 4·5 is that
as the pitch of the detector is decreased, the maximum quantum efficiency decreases.
Specifically, as the pixel size is lowered from 20 µm to 10 µm square, the peak QE
drops from 91.2% to 82.7%. This reduction is accompanied by an 8% increase in
the transmission of radiation through the detector, suggesting that the decreased
efficiency is due to losses through the mesa sidewalls. This contrasts with the effect
one would expect when using ray-tracing to solve the spatial electric field profile. The
75.3◦ angle between the direction normal to the surface of the mesa sidewall and the
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direction of radiation is much larger than the critical angle in Hg0.777Cd0.223Te:
θc = arcsin
(
n2
n1
)
= arcsin
(
1.00
3.62577
)
= 16.01◦ (4.1)
and therefore one would observe total internal reflection if ray-tracing were a valid
method. A key assumption of the ray tracing method, however, is that feature size
is much larger than the wavelength of illumination. This supposition is invalid in
this case, especially when considering the 10 µm × 10 µm pixels. The decrease in
peak quantum efficiency in the smaller pixels can then be explained as due to reduced
optical confinement and therefore increased electric field leakage through the mesa
sidewalls.
It has been shown that the LWIR band QE of two-color MWIR/LWIR detectors
is sensitive to the wavelength of radiation because of optical effects introduced by
the nonplanar geometry of the LWIR absorber which become significant at reduced
pixel sizes. The presence of a non-negligible electric field outside detector volume
is proof that the QE of the detector is in part limited by transmission losses. It
is of interest to determine the design which maximizes the QE in this band. Any
radiation transmitted through the device cannot contribute to the optical generation
of carriers and it is therefore of interest to determine the geometry which minimizes
LWIR transmission.
To study the effects of the absorber geometry on transmission, we use the FDTD
method to simulate the electromagnetic response of a single pixel with periodic bound-
ary conditions while varying the aspect ratio of the etch and the size of the mesa
contact. Figure 4·7 shows the results of these simulations where we have defined the
size of the mesa contact as a percentage of the total area on the top of the mesa and
the sidewall angle with respect to the plane normal to the direction of radiation. The
lowest transmission, and therefore highest QE, is achieved when a relatively large
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Figure 4·7: Transmission of LWIR radiation (λ = 9.75µm, φ = 1×1017
cm−3s−1) through a detector having 10 µm × 10 µm pixels as a function
of the angle of the mesa sidewalls and the area of the mesa contact. The
lowest transmission and therefore the highest QE is achieved when both
the sidewall angle and contact area are maximized.
contact is placed on a mesa with steep sidewalls.
Transmission of LWIR radiation can be kept below 2% by covering at least 60%
of the mesa surface with a reflective metallic contact while ensuring that the angle
fo the sidewall remain larger than 65◦. For the 8 µm etch depth studied here, this
corresponds to a trench nearly 8 µm wide at the top surface of the mesa. If either
geometrical parameter becomes too low, the transmission begins to increase, effec-
tively limiting the maximum QE of the detector. An exception to this generalization
occurs when the angle of the mesa sidewalls is between 62◦ and 70◦. In this regime,
the transmission is largely insensitive to the surface area of the contact. This could
be fortuitous should processing constraints limit the metalization of mesa surfaces.
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4.4 Evaluating Spatial Crosstalk
An important FOM for FPAs is the spatial crosstalk, that is, the amount of pho-
tocurrent produced in a pixel by an optical signal originating on a neighboring pixel.
In particular, one can define two types of spatial crosstalk in a detector: optical
crosstalk and diffusion crosstalk. Optical crosstalk occurs when the geometry of a
detector causes an optical signal incident on one pixel to be reflected or diffracted
into a neighboring pixel where it is then absorbed. The absorption event causes the
generation of a carrier pair in the wrong pixel, resulting in a spurious crosstalk signal.
On the other hand, diffusion crosstalk occurs when photo-generated carriers diffuse
laterally from one pixel to another prior to being collected. The simulation model
used here is uniquely capable of examining both forms of crosstalk, whereas using
other models it is difficult to decouple the two, if they are considered at all.
To study spatial crosstalk it is necessary to illuminate only a small portion of the
simulated array, as would be done in a physical experiment. We first explored the use
of truncated plane waves to uniformly illuminate a single pixel in an array. However,
this method was abandoned when it was discovered that self-diffraction effects which
are difficult to quantify produced nonphysical results. Instead, the center pixel of
a 3 × 3 array is illuminated with a Gaussian beam. While the Gaussian beam has
an infinite extent, the spot size of the beam is chosen such that the majority of
the beam’s power is delivered to the pixel over which it is centered. For moderate
spot sizes, when the Gaussian beam is centered over a pixel, the optical signal in
neighboring pixels due to the spatial extent of the beam is more than three orders of
magnitude smaller than the signal in the illuminated pixel and can be ignored. To
minimize self-diffraction, the beam’s wavelength is limited to a maximum of twice the
beam radius, ω, defined as the radial distance at which the beam intensity drops to
I(ω) = Imax/e. Here, both MWIR and LWIR wavelengths are considered using three
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different beam radii: 3.0 µm, 4.0 µm, and 5.0 µm.
Mathematically, the crosstalk in the ith pixel is defined as the ratio of the photo-
signal in that pixel to the total photosignal in the array:
TotalCrosstalk =
Jphoto,i∑
n Jphoto,n
(4.2)
where the sum is taken over all the pixels in the array. Traditionally, the crosstalk
is normalized to the amount of signal in the center pixel instead of the entire array’s
signal, but an alternative definition has been used to facilitate comparison between
the total crosstalk and the crosstalk due to optical phenomena given by
OpticalCrosstalk =
∫∫∫
Vi
GoptdV∫∫∫
R3
GoptdV
(4.3)
where Gopt is the optical generation rate and Vi is the optical carrier generation rate
and Vi is the volume of the pixel in question.
The results of crosstalk simulations on 3× 3 arrays of 10-µm-pitch MWIR/LWIR
two-color detectors are shown in Figure 4·8. In the MWIR band, the total crosstalk
is 11% for nearest-neighbor pixels and 6% of next-nearest-neighbor pixels, regardless
of the beam radius. The relatively high crosstalk in this band is dominated by lateral
diffusion of carriers into nearby pixels. This mechanism can be mitigated with the
inclusion of a gradient in the Cd composition of the absorbing layer, giving rise to
a built-in quasi-electric field which sweeps towards the junction. We have simulated
arrays incorporating graded absorbers in other works (D’Orsogna et al., 2008).
In the LWIR band, the total crosstalk is dramatically decreased to around 0.25%
in nearest-neighbor pixels and less than 0.02% in next-nearest-neighbor pixels. The
reduction in crosstalk is due to the delineating etch which spatially isolates the LWIR
absorbing layers of adjacent pixels. This fact ensures that virtually no LWIR gen-
erated carriers can diffuse laterally and contribute to total crosstalk. The minimal
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Figure 4·8: Crosstalk as a function of wavelength for beams with
different spot sizes. The total crosstalk in the LWIR band is several
orders of magnitude smaller than in the MWIR band.
crosstalk in this band is dominated instead by optical effects. Because of the angled
mesa sidewalls, radiation is reflected and diffracted from its original path and can be
redirected into neighboring pixels. The absorption of such a photon creates carriers
that are collected as crosstalk.
Often, crosstalk is tested experimentally by sweeping an optical beam across an
array of pixels and measuring the signal detected as a function of the beam’s position.
One is able to simulate the results of such an experiment by illuminating an FPA with
a Gaussian beam, as previously discussed, and stepping the beam’s position across
the array, performing the FDTD/FEM analysis at each increment. We are able to
evaluate the optical and total crosstalk following the FDTD and FEM simulations,
respectively. By observing the differences between these two quantities, one is able
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Figure 4·9: Results of a simulated spot scan for a two-color 3 × 3
array of 10 µm × 10 µm pixels for both the MWIR (λ = 3.5 µm,
dashed) and LWIR (λ = 6.5 µm, solid) bands. Optical broadening
(black) is obtained following the FDTD simulation while optical and
diffusion broadening (red) results are taken from the solution of the
FEM problem.
to evince the amount of crosstalk due to lateral diffusion of carriers.
Figure 4·9 shows the results of such a procedure performed on a 3 × 3 array of
10-µm-wide pixels. Both MWIR (λ = 3.5 µm) and LWIR (λ = 6.5 µm) radiation
was simulated while maintaining a constant beam radius of ω = 4.0 µm to enable
a comparison of the crosstalk in both of the device’s operational bands. The beam
was positioned over the middle of a neighboring (edge) pixel, then swept through the
center pixel of the FPA along the x-axis in 1.0 µm increments until it reached the
midpoint of the edge pixel on the opposite side of the array. Figure 4·9 plots the
resulting optical (4.3) and total (4.2) crosstalk for each spectral band.
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In a perfectly idealized detector exhibiting no crosstalk mechanisms, a spot scan
simulation would result in a step function which increases from zero to unity as the
beam enters the pixel of interest then drops back to zero when the illumination is
moved away. This is contrasted, however by the results shown in Figure 4·9. In the
MWIR band, the optical response curve reaches unity when the beam is positioned
over the center pixel, x = 0, indicating that there is negligible crosstalk due to optical
effects within the pixel. This is to be expected, as the majority of MWIR absorption
occurs near the surface of incidence prior to any diffraction or reflections. As the
beam is moved away from the middle of the pixel, the signal in the center pixel
decreases because the spatial extent of the beam causes some optical generation in
the surrounding pixels. When the lateral diffusion of carriers is factored in, however,
the crosstalk increases dramatically, as is evidenced by the broadening of the MWIR
optical + diffusion crosstalk curve. Even with the beam positioned directly over
it, the center pixel collects only 36% of the total array photosignal, suggesting that
the dominant crosstalk mechanism is lateral diffusion of carriers when this type of
detector is operated in the MWIR band. The 11% signal detected in the center pixel
when the beam is centered over an edge pixel (x = ±10 µm) corresponds well with
the previously 11% nearest-neighbor crosstalk.
The spot scan results are starkly different in the LWIR spectral band. The LWIR
optical response curve is below unity when the beam is centered over the middle pixel
of 3×3 array, denoting some optical losses to the surrounding pixels and transmission
through the device. Figure 4·10 qualitatively shows the origin of this optical crosstalk.
Radiation incident on the detector between two pixels is split by the angle of the
delineating etch. Furthermore, some optical crosstalk is produced in reduced pitch
pixels due to a portion of the electric field being leaked through the mesa sidewall
and entering adjacent pixels. Despite the delineation of the pixels causing a small
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Figure 4·10: Electric field profile when a Gaussian beam (λ = 6.5 µm,
ω = 4.0 µm) is incident on a detector between two pixels. The angled
sidewall of the mesa causes the radiation to split between the pixels,
giving rise to optical crosstalk. (Arbitrary units).
amount of optical crosstalk, it is beneficial to employ this architecture since the etch
prohibits lateral diffusion of carriers and results in the negligible diffusion broadening
in this spectral band. Thus, even with the optical phenomena, the total crosstalk in
the LWIR band is much lower than in the MWIR band, since the magnitude of the
LWIR optical crosstalk is small compared with the crosstalk induced by the lateral
diffusion of carriers in the MWIR band.
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Chapter 5
A FAILURE MODE IN DENSE INFRARED DETECTOR ARRAYS
While still an infantile technology compared to Silicon-based systems, HgCdTe (and
other infrared detection paradigms) have matured to the point where detector sizes
are approaching the single wavelength scale. In this scenario, one must determine how
small can the detector be made while still providing value in terms of performance.
The main trade-offs in this scenario are resolution and signal-to-noise ratio; if detec-
tors can be made arbitrarily small, one can achieve excellent resolution, but a detector
too small to collect a reasonable amount of photons provides no imaging benefit. Of-
ten times, a relevant FOM is the detection/identification range which has been shown
to depend both on the optical blur (proportional to Fλ where F is the optical system
F-number) and on the detector size (Fiete, 1999, Holst, 2007). To balance resolution
and signal-to-noise ratio, the suggested minimum detector size occurs when the sys-
tem becomes limited by the size of the optical blur (diffraction limited) rather than
the size of the detector element. For an F/1 optical system, this yields a 2 µm pitch for
the MWIR and 5 µm in the LWIR (Holst and Driggers, 2012, Driggers et al., 2012).
There are significant technological challenges in designing an FPA with an element-
to-element spacing of 2 µm. Traditionally, detector arrays are bonded to silicon
ROICs through flip-chip hybridization. Electrical connectivity is achieved through
cold-welding of Indium bumps deposited on the surface of both die. State-of-the-art
processes struggle to routinely achieve low-resistance processes over large format ar-
rays on pitches smaller than 20 µm. Furthermore, the complex mesa, via, microlenses,
and antireflective structures in many detector architectures require highly anisotropic
etches. Neither chemical nor physical etching processes are able to create the re-
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quired structures without significantly impacting the detector fill-factor on pitches
smaller than 10 µm. To address these issues, the double-layer planar heterostructure
(DLPH) architecture is commonly used in aggressively scaled arrays. In this design,
the narrow-gap infrared absorbing layer is not delineated between neighboring pixels,
a problem which is compounded by the fact that the diffusion length of minority
carriers in this layer is considerably larger than the pitch. Under these conditions
the detector array characteristics are not defined by the minority carrier diffusion
length, but rather by the ratio of the diffusion length to the pixel pitch. These “dense
arrays” have been shown to exhibit a number of unique behaviors: minority carrier
suppression (Trezza et al., 2011, Grimbergen, 1976), negative differential resistance
(Wichman et al., 2014), and asymmetric collection of current (Pinkie et al., 2015).
These effects are observed for detector architectures in which the absorbing layer is
shared between adjacent diodes leading to pixel-to-pixel coupling. While the previ-
ously mentioned beneficial effects arise as a consequence of coupling, there has been
little work in understanding how errors in single detectors affect their surroundings
in a dense array environment.
In this chapter, the three dimensional simulation model is used to investigate a
failure mode in dense HgCdTe DLPH arrays. A mechanism is demonstrated which
leads to a net increase in the total array dark current when one pixel in the FPA
becomes debiased. It is shown that the increase in the dark current is due to mod-
ification of the Dirichlet condition imposed on the minority carrier distributions at
the boundaries of the pixel. The magnitude of the described effect is investigated
as a function of the potential across the anomalously biased detector. A parametric
analysis is then performed to show the trends in this effect for varying operating
temperatures, spectra, and detector designs.
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Figure 5·1: Three dimensional representation of the dense DLPH
detector array showing the 19 implanted p-type regions arranged in a
hexagonal array. The shaded area is the y = 0 µm reference plane.
5.1 Dense Array Architecture
The lateral dark diffusion currents in dense arrays will be investigated in the context
of a p-on-n DLPH HgCdTe infrared detector. As shown in Figure 5·1, the simulated
array consists of nineteen pixel diodes in a hexagonal array; a center pixel is sur-
rounded by a ring of nearest-neighboring pixels and an outer ring isolates the center
seven diodes from the boundary of the simulation domain. The pixel diodes are ar-
ranged with center-to-center spacings varied throughout this work between 10 and
20 µm. The bias applied to each p-type anode is independently controlled, but the
diodes are coupled to their neighbors through the narrow gap absorbing layer as will
be shown in later sections.
Figure 5·2 shows a schematic cross-section of the DLPH architecture. The narrow
band-gap absorbing layer is composed of HgCdTe and doped with an active donor
concentration ND = 5 × 1014 cm−3 consistent with typically achievable background
doping levels. The Cadmium content of the absorbing layer is a varied parame-
ter taking on values x = 0.222, 0.289, or 0.458, corresponding to 77 Kelvin cut-off
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Figure 5·2: Cross-sectional schematic of one pixel of the detector array
in the y = 0 µm plane.
wavelengths λco = 10.5, 5.5, and 2.5 µm respectively. The epitaxial thickness of
the absorbing layer is varied between 2 and 10 µm. A 300 nm cap layer is grown
on top of the absorbing layer with the same level of n-type doping. The cap layer
has a Cadmium concentration 5% higher than that in the absorbing layer, creating
a small energetic barrier at the heterointerface. P -type diffusions are modeled as
cylindrical volumes doped with an active acceptor level NA = 2 × 1017 cm−3. The
doping is assumed to vary abruptly from p- to n-type at the edges of the diffused
region. Throughout this chapter, the diameter of the diffused regions is 6.0 µm and
the doping penetrates through the cap ∆z = 100 nm into the absorbing layer. The
anodes are biased through 4.0 µm diameter contacts and are referred to relative to
the common grounded absorber.
The dark current characteristics of SWIR, MWIR, and LWIR detectors operating
between 77 and 210 K are investigated. The material model described in Section
3.2 is used to determine the transport parameters for the various operating condi-
tions. The coupled carrier continuity and Poisson equations are solved with Newton
iterations as implemented in the commercially available Synopsys TCAD (Synopsys,
Inc. Mountain View, CA). Meshes typically contain between 0.5 and 1.5× 106 nodes
requiring roughly three hours of computation per voltage point on 3.0 GHz Xeon
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servers using 20 parallel threads.
As previously discussed, this chapter focuses on devices satisfying the dense array
condition in which active volume minority carrier diffusion lengths are larger than half
the inter-diode spacing. It is important to point out that the diffusion length is not
explicitly set; rather the recombination rates determine the carrier dynamics. Since
the diffusion length depends on the carrier lifetime which in turn depends on the local
excess carrier populations it is not possible to define a single diffusion length valid
for a given operating condition. However, by examining the minority carrier profiles
within the absorber region, it has been verified that for the devices used during the
parametric analysis, the dense array condition is satisfied.
5.2 Lateral Diffusion Currents in Dense Arrays
5.2.1 Homogeneously Biased Arrays
Consider a MWIR sensitive array (absorber Cadmium composition x = 0.289) with
an epitaxial absorber thickness of 6.0 µm and a center-to-center diode spacing of
15.0 µm. The minority carrier profile in the absorbing layer below three pixels of such
a device is shown in Figure 5·3. The three anode diffusions centered at x = 0,±15 µm
are each reverse biased with −60 mV applied to their top contacts relative to the
grounded absorber layer. As expected, the reverse bias causes minority holes to be
extracted from the n-type absorber layer in the immediate vicinity of the depletion
region that forms around every p-type diffusion. This perturbs the minority carrier
populations from their equilibrium levels. As the radial distance from the depletion
region increases, the carrier concentrations exponentially return to their equilibrium
values in the characteristic diffusion length. However, in a dense array such as this,
the populations are unable to completely return to their equilibrium levels since there
is another reverse biased junction also extracting minority carriers less than a diffusion
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Figure 5·3: Minority hole density centered around x = 0 µm in the y =
0 µm plane (see reference plane in Figure 5·1). The highly populated
regions near x = 0,±15 µm are the anode diffusions. A 60 mV reverse
bias is applied to each anode.
length away. The consequence of this effect is that in any given epitaxial plane in an
evenly biased array, the minority carrier populations reach a maximum value at the
lateral boundaries of the pixel (Wichman et al., 2014, Wichman et al., 2015).
This effect can be observed more quantitatively by examining the carrier profiles
along the x-axis (which intersects five p-type anodes in the y = 0 µm plane) for sev-
eral different epitaxial positions as shown in Figure 5·4. The horizontal line shows
the equilibrium minority hole concentration for the given operating conditions. The
6.0 µm diameter p-type diffusions are centered at x = 0,±15,±30 µm. As previously
explained, the minority carriers in the absorbing layer are suppressed in the volume
below these diffusions, hence the local minima at x = 0,±15,±30 µm. The concentra-
tions at the minima depend on the epitaxial distance from the junction; populations
are the lowest immediately around the edge of the depletion region. The populations
then rise to local maxima at the edges of the pixel denoted for the center diode by
the dashed vertical lines. The value of the minority carrier density on these planes
can be thought of as a Dirichlet boundary condition for the neighboring diode; the
requirement that the carrier populations be continuous implies that there is a level
of interaction between neighboring pixels. Note that ideally, the profiles should be
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Figure 5·4: Minority hole densities along three lines perpendicular
to the growth direction in the y = 0 µm plane (see reference plane in
Figure 5·1 with z = 5.5, 5.0, 4.5 µm) for a 15 µm pitch MWIR detec-
tor at 140 K. The dashed horizontal line shows the equilibrium hole
concentration and the dashed vertical lines show the boundaries of the
center pixel.
identical for each pixel in the array; the larger carrier populations at the edges of the
domain are artifacts of the simulation boundary.
5.2.2 Anomalously Biased Arrays
Now consider the implications of reducing the magnitude of the reverse bias applied
to one of the pixels in the array. This could happen by a number of hypothetical
scenarios: mechanical separation of the contact from the detector, voltage division
by a resistive contact, a dead ROIC cell, etc.
Figure 5·5 shows the minority carrier densities for the same detector shown in
Figure 5·3 but where the anode centered at x = 0 µm has been allowed to electrically
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Figure 5·5: Minority hole density centered around x = 0 µm in the
y = 0 µm plane (see reference plane in Figure 5·1) when the center
diode is debiased. The highly populated regions near x = 0,±15 µm
are the anode diffusions. A 60 mV reverse bias is applied to the anodes
at x = ±15 µm while the anode at x = 0 µm is at its open-circuit
voltage (≈ −37 mV relative to the grounded absorber region).
float. The elimination of the reverse bias causes fewer minority holes to be extracted
from the absorbing layer. Consequently, holes flood the radial volume within a diffu-
sion length of the depletion region relative to the case where all contacts were biased
evenly. This is further illustrated in Figure 5·6 which shows the carrier profiles at
three epitaxial positions along the x-axis. Here, one can see that in the volume around
the debiased junction the minority carrier concentration increases an order of mag-
nitude above that of the correctly biased junctions. Note that the smoothness of the
curve taken immediately below the cap layer is broken because the depletion region
begins to penetrate the z = 5.5 µm plane.
The increase of the minority carrier populations around the affected (x = 0 µm)
junction is not surprising; on either side of a p-n junction, minority carriers are
suppressed below their equilibrium values proportional to the negative exponential
of the applied bias. It is more interesting to consider the effect that the debiasing
will have on the neighboring diodes in the array. For this purpose, Figure 5·7 shows
a magnified view of the carrier profiles given in Figures 5·4 and 5·6 centered around
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Figure 5·6: Minority hole densities along three lines perpendicular
to the growth direction in the y = 0 µm plane (see reference plane in
Figure 5·1 with z = 5.5, 5.0, 4.5 µm) for a 15 µm pitch MWIR detector
at 140 K when the center diode is debiased. The dashed horizontal line
shows the equilibrium hole concentration and the dashed vertical lines
show the boundaries of the center pixel.
a neighboring pixel at x = 15 µm. The positions of the dashed vertical lines show
the boundaries of the 6.0 µm diameter diffusion p region. The debiased junction is
located at x = 0 µm and the left boundary of the figure is the boundary between the
observed and anomalous pixels. The solid lines show the carrier populations resulting
from having a −60 mV bias applied evenly to all anodes in the array. The dashed lines
show how the carrier densities are modified when the bias on the anode at x = 0 µm
floats at its open-circuit voltage.
Recall that minority carrier diffusion current is proportional to the spatial deriva-
tive of the carrier density. In the context of this device, the lateral diffusion current
observable in the external circuit which originates from the n-type absorber is given
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Figure 5·7: Minority hole populations in the absorbing region in the
immediate vicinity of a reverse biased anode. The vertical lines denote
the boundaries of the 6.0 µm diameter diffused anode centered at x =
15 µm. Solid lines show the carrier profiles with all contacts at a 60 mV
reverse bias. Dashed lines show how the carrier densities are modified
when a neighboring contact (centered at x = 0 µm) is debiased to its
open-circuit voltage.
by the gradient of the carrier concentration at the edge of the depletion region.
Jp = −qDp dpn
dx
∣∣∣∣
xdepletion
(5.1)
Referring back to Figure 5·7, one can consider the edge of the depletion region to
be approximately at x = 12 µm where the anode diffusion ends. At this position, it is
immediately apparent that the gradient of the carrier densities is larger in the debiased
array. Thus, one can expect to observe larger dark currents in the pixels surrounding
a debiased junction when arranged in a dense array. This is a simple consequence of
breaking the symmetry of the minority carrier concentrations at the pixel boundaries;
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since the carrier populations on the boundary return closer to their equilibrium value
in the direction of a debiased pixel, the lateral diffusion current from that direction
will naturally be higher. It is important to point out that in a hexagonal array this
effect will occur in each of the six pixels surrounding the debiased detector. Also
notice that on the opposite edge of the neighboring pixel (far right of Figure 5·7) the
carrier densities are essentially identical in the evenly and anomalously biased arrays.
This implies that the increase of the dark current is limited to the nearest neighboring
pixels and does not extend to more remote junctions.
The currents of an anomalously biased pixel diode and its neighbors will change as
a function of the potential across the anomalous junction. Figure 5·8 shows currents
through the center, nearest neighboring, and next-nearest neighboring pixels in a
hexagonal array as a function of the voltage applied to the center junction. The
bias across all other junctions is held constant at −60 mV. The currents of {next-}
nearest-neighboring pixels are given as the average value of the {12} 6 pixels which
are the same radial distance from the anomalously biased junction. The top panel
shows the currents on a linear scale while the right panel shows the absolute value
of the currents on a logarithmic scale. At −60 mV on the horizontal axis, all diodes
in the array are set to the same bias. As the bias delivered to the center pixel is
decreased, the dark current through that pixel falls. The center pixel dark current
changes sign after passing through the open-circuit voltage, approximately −37 mV
in this case. Concurrently, the current through each of the six neighboring pixels
is slowly increasing while the next-nearest neighboring pixel currents are virtually
unchanged. The dashed line shows the sum of the center and six surrounding pixel
currents and is monotonically increasing. This is, regardless of the bias across the
center pixel, the total current in the neighboring pixels rises by a greater amount
than the dark current in the affected pixel falls, leading to a net increase in the
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Figure 5·8: Currents through different pixels as a function of the bias
across the center diode of the array (top panel: linear scale, bottom
panel: logarithmic scale). All other anodes are held at a constant −60
mV.
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Figure 5·9: Percent changes in pixel currents as a function of the bias
across the center diode. Values are relative to the currents observed
when all diodes are at the same bias. The dashed vertical line denotes
the open-circuit voltage of the center pixel. Note that the black curve
is a percent decrease while the other curves are percent increases.
array dark current. It is important to point out that the dark current is not simply
being “shifted” from one pixel to its surroundings, but rather the total current is
increasing due to the perturbation to the minority carrier density profiles. For biases
near the right of the figure, the total current rapidly increases as the anomalously
biased junction is effectively supplying current to its neighbors.
Figure 5·9 instead shows the current through each type of pixel (center, nearest
neighbor) as a percent change relative to its value when the array is homogeneously
biased. Note that the center pixel current (black) is a percent reduction while the
other currents are percent increases. For this array configuration, the increase in the
total array current (center + neighbors) is 7% when the center pixel is allowed to float
to its open-circuit voltage as shown by the dashed vertical line. If the center pixel
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voltage decreases further towards its short-circuit value, the total current through the
pixels of interest increases to more than double its evenly biased value.
5.3 Parametric Analysis
Having shown the existence of a mechanism by which dark current increases as the
reverse bias on an adjacent pixel is modified, the trends of how this effect varies
with detector design and operating conditions will be established. In particular, the
effect of the detector pitch, epitaxial absorber thickness, absorber Cadmium composi-
tion, and operating temperature on the magnitude of the change in the dark current
through the array will be investigated. For this analysis, the voltage dependence
shown in Figures 5·8 and 5·9 is removed by assuming that the open-circuit voltage is
the most likely anomalous biasing condition. Thus, for the remainder of this chapter,
all pixels are biased to −60 mV with the exception of the center anode which is left
to float.
Figure 5·10 shows the variation of the dark current increase as a function of the
detector pitch and the epitaxial thickness of the absorber for a LWIR detector at 140
K. It can be seen that the effect is essentially insensitive to the pitch (for the range
considered here). It should be pointed out that this study is limited to a maximum of
20 µm pitch as the memory requirements for the simulation of larger arrays exceeds
the capabilities of our systems. We conjecture that for pitches exceeding twice the
diffusion length the increase in the neighboring pixel current should vanish. On the
other hand, the relative change in the current increases from ≈ 22% to ≈ 29% as
the thickness of the absorber layer is decreased from 10 to 2 µm. The reason for the
strong dependence on thickness is because the mechanism described in the previous
section affects only the lateral diffusion currents. Thus, the most noticeable change
in the current occurs when the lateral current is a large (if not dominant) source of
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Figure 5·10: Average increase of the dark current in the six nearest
neighboring pixels when one array junction is allowed to float at its
open-circuit voltage as a function of the center-to-center diode spac-
ing and the epitaxial thickness of the absorber. The absorbing layer
has a Cadmium composition x = 0.222 for responsivity in the LWIR
and simulations are performed at 140 K. Values are percent changes
referenced to the value when all pixels are evenly biased at -60 mV.
the total current. In devices with thicker absorbers, the majority of dark current will
be diffusion current in the epitaxial direction and therefore, the change in the current
caused by the described effect will not be as noticeable. While an absorber thickness
of 2 µm is not a practical design for a LWIR detector, we include the results here to
facilitate comparison with other spectral bands.
Comparing the previous results to those shown in Figure 5·11 for a MWIR detector
at 140 K, one can see that the general trends of the neighboring dark current increase
are the same for both spectral bands. However, the magnitude of the effect for
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Figure 5·11: Average increase of the dark current in the six nearest
neighboring pixels when one array junction is allowed to float at its
open-circuit voltage as a function of the center-to-center diode spac-
ing and the epitaxial thickness of the absorber. The absorbing layer
has a Cadmium composition x = 0.289 for responsivity in the MWIR
and simulations are performed at 140 K. Values are percent changes
referenced to the value when all pixels are evenly biased at -60 mV.
any given pitch or thickness is smaller when the bandgap of the absorbing layer is
larger (note the difference in the limits of the z-axis between the two figures). This
is consistent with the earlier observation that the effect should be most noticeable
when the lateral diffusion contribution to the total pixel current is the highest. For
a given temperature, the diffusion current is smaller for larger bandgaps. Thus, as a
percentage change of the total current, the increase to the lateral diffusion current is
smaller in MWIR than LWIR.
Finally, Figure 5·12 reports the variation of the neighboring pixel current increase
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Figure 5·12: Average increase of the dark current in the six near-
est neighboring pixels when one array junction is allowed to float at
its open-circuit voltage as a function of the epitaxial thickness of the
absorber and the operating temperature. The absorbing layer has a
Cadmium composition x = 0.458 for responsivity in the SWIR and a
15 µm array pitch is used. Values are percent changes referenced to the
value when all pixels are evenly biased at -60 mV.
as a function of the operating temperature and absorbing layer thickness for an x =
0.458 SWIR detector. For all absorber thicknesses, increasing the temperature from
77 to 210 K raises the increase of the average neighbor pixel current by roughly 6%.
For low temperatures with large absorber thicknesses, the increase in the neighboring
pixel dark current is not large enough to offset the elimination of center pixel current.
Therefore, there will not be a net increase in the total dark current under these
conditions. Decreasing the absorber thickness or further reducing the potential across
the center pixel can increase the dense array effect such that there will again be a net
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increase in dark current. There is a large jump in the magnitude of the effect when
the absorber thickness is reduced from 6 to 2 µm. This is technologically relevant as
most SWIR detectors are designed with absorber thicknesses between 1.5 and 3.0 µm.
For high operating temperature SWIR devices, the dark current effect described here
should be considered when diagnosing arrays with anomalous operation.
This parametric analysis has been performed under the assumption that the cen-
ter pixel was biased at its open-circuit voltage. As shown in Figures 5·8 and 5·9,
the magnitude of the dark current increase through the neighboring pixels increases
exponentially as the potential across the center pixel drops. Thus, if one considers
performing the same analysis under short-circuit conditions, the same trends should
apply but the strength of the effect would be higher. However, this is only applicable
if the profiles of the minority carriers in the absorbing layer are not perturbed. If the
short-circuit current path passes through the absorbing region between pixels, the
analysis performed here will likely be inapplicable.
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Chapter 6
SIMULATION OF THE MODULATION TRANSFER FUNCTION IN
INFRARED DETECTOR ARRAYS
As previously described in Section 1.3.3, knowledge of the MTF is essential in the
analysis of an optical or electro-optical system. Because it describes the response
of the system to sinusoids of varying spatial frequency, the MTF can be used to
evince the resolving capabilities of a detector array. Measuring the MTF of physically
realized devices, while requiring high precision and tight calibration, is essentially a
solved problem and is performed routinely during device testing (Vincent, 1990). A
significant amount of effort has also been devoted towards developing MTF models
for detector arrays which can be applied to predict system performance prior to
realization (Stevens, 1992, Cheung, 1981, Levy et al., 1987). However, these models
start from the assumption of an idealized detector pixel, then add corrections for the
various physical mechanisms which modify the original MTF. They provide reasonable
and useful information for the detector systems for which they were developed, but
are not generally portable to other device architectures. Furthermore, the corrections
become inaccurate for the small pitch, wavelength-sized detectors of recent interest.
To address the deficiencies in available models, a new physics-based approach
to MTF modeling has been developed based on the simulation platform previously
shown. The model has been validated with known analytic solutions for simplified
cases and has been applied to two-color, mesa, double-layer planar heterostructure
(DLPH), and photon-trapping devices. An FOM was introduced to quantify differ-
ences among variations in detector designs. The results of these studies were originally
reported in (Pinkie et al., 2013, Pinkie and Bellotti, 2014).
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6.1 Simulation Method
There are a multitude of techniques for measuring the MTF: line-spread sampling
methods, using an illuminated knife-edge source to find the edge-spread function,
imaging noise-like targets with known frequency content, and bar target measure-
ments (Holst, 2001). Many approaches, including the one leveraged in this work, are
based on the same principal; the MTF can be calculated from the Fourier transform
of the point spread function (PSF)
MTF (ξ) = |F {PSF (x)} | (6.1)
where ξ is the spatial frequency in the x direction and F denotes the Fourier transform
(Gaskill, 1978). In the context of device simulations, it is neither convenient nor
physically accurate to assume an ideal point source illumination. Instead, a Gaussian
profile for a normally incident beam is chosen, and a series of simulations is performed
in which the position of the beam is swept across the surface of the array, evaluating
the optical generation and resulting photocurrent at each point. The photocurrent as
a function of the center position of the beam is known as the spotscan (SS) profile,
an example of which is shown in Figure 6·1 for a 16.0 µm pitch single-color mesa
detector.
The total MTF of the system is given by the Fourier transform of the SS profile
and can be deconvolved in the frequency domain
MTFtotal(ξ) = |F{SS(x)}| =MTFdetector ×MTFGB (6.2)
where MTFGB refers to the contribution to the total transfer function originating
from the spatial profile of the Gaussian beam. The isolation of the detector MTF in
this calculation has taken advantage of the cascade properties of transfer functions
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Figure 6·1: SS profile of a single-color mesa detector with 16.0 µm
pitch for several wavelengths of illumination. The Gaussian beam ra-
dius is equal to the wavelength in all cases. The boundaries of the pixel
for which photocurrent is measured are at ±8.0 µm. Current is shown
in Amps.
and is commonly used to examine lens and detector systems. The choice of a spatially
Gaussian beam allows one to calculate MTFGB analytically as
MTFGB(ξ) = F
{
exp
(−x2
r2
)}
= exp(−pi2ξ2r2) (6.3)
where r is the radius at which the intensity falls to e−1 times its maximum. The
notation has been adopted from (Ma and Mittra, 2007) where we have left off leading
terms as, by definition, the MTF is normalized to its value at zero frequency.
The detector MTF can be further decomposed into contributions from different
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physical processes
MTFtotal(ξ) =MTFFP ×MTFD ×MTFOC ×MTFGB (6.4)
where MTFFP , MTFD, and MTFOC are the MTF contributions from the footprint
of the detector, diffusion of carriers, and optical crosstalk, respectively. The size
and shape of detector pixels set a fundamental limit on the resolution of an array
since a scene’s radiance is spatially averaged over each element. In general, the MTF
contribution from this element can be computed numerically as the Fourier transform
of an aperture function in the shape of the detector element. However, for the square
pixels with pitch p that are used in this work, there exists the analytical solution
MTFFP (ξ) = sinc(ξp) =
sin(ξp)
ξp
(6.5)
To determine the form of MTFOC , a new SS profile, SSEM(x), is required and
is obtained from only the FDTD solution of the detector array’s electromagnetics.
SSEM is defined as the optical generation rate integrated over the volume of the
pixel of interest divided by the total volumetric optical generation in the array, as a
function of the center position of the illuminating beam. Since this SS is evaluated
prior to the FEM solutions, it does not contain the effects of carrier diffusion and
is therefore equivalent to the assumption that carriers are collected by the pixel in
which they are generated with 100% efficiency. The diffusion contribution in (6.4) is
then irrelevant and one can solve for the optical crosstalk to the system MTF
MTFOC(ξ) =
F{SSEM(x)}
MTFFP ×MTFGB . (6.6)
Combining (6.4) and (6.6), one can solve for the diffusion conftribution to the total
MTF
MTFD(ξ) =
∣∣∣∣ F{SS(x)}F{SSEM(x)}
∣∣∣∣ . (6.7)
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While this form is convenient in the context of our simulations, measuring the
optical generation profile in a physically realized detector with sufficient spatial res-
olution to determine SSEM is non-trivial. Fortunately, the simulations shown here
suggest that at least for the detectors under consideration, the contribution from
optical crosstalk is negligibly small. Under this assumption, (6.7) can be rewritten as
MTFD(ξ) =
|F{SS(x)}|exp(pi2ξ2r2)
sinc(ξp)
. (6.8)
It is important to point out that implicit in the definition of the MTF and its
cascade property is the assumption that the system is linear and shift-invariant. In
most modern imaging systems, there is a local shift variance that causes the appear-
ance of the image to depend on the position of the object relative to the sensor grid.
The effect is typically mitigated during laboratory testing by aligning the imaging
system with the source so as to provide maximum response. In our simulations, this
calibration comes implicitly, as the position of the beam center relative to the detec-
tor array is an input. As in (Park et al., 1984) an additional term can be included
during the MTF deconvolution by averaging over an ensemble of point-source inputs
to rigorously preserve the definition of the transfer function. This correction is not
typically performed by authors publishing results on infrared detecting arrays though.
To enable comparison with available experimental results, the correction will be ig-
nored. Although the results lose their mathematical rigor, they still carry physically
significant information.
6.2 Validity and Quantification
The validity of the previously described simulation method can be demonstrated by
calculating the MTF of a single detector element rather than an array. The usual
simulation methodology is used, but the detector pixel is isolated by vacuum rather
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Figure 6·2: Simulated detector footprint MTFs for several beam radii
(open symbols) show excellent agreement with the analytical solution
(solid line) of (6.5).
than being part of a larger array. The Gaussian beam is centered and then swept off
the edge of the pixel until the majority of the beam’s power is no longer incident on the
detector. Without neighboring pixels, the diffusion and optical crosstalk contributions
of the MTF are no longer relevant, and the total MTF is determined only by the sizes
of the detector and the illuminating beam.
This test is performed on a detector with a 10.0 µm pitch using a Gaussian beam
with wavelength λ = 2.5 µm, peak photon flux φpeak = 1 × 1017 cm−2s−1, and beam
radius r = 3.5, 4.0 and 4.5 µm. The results of this analysis are shown in Figure
6·2. The MTF contributions due to the finite size of the Gaussian beam, MTFGB,
are plotted as the dashed, dash-dot, and dash-dot-dot lines for r = 3.5, 4.0 and
4.5 µm respectively. By dividing out these components from the simulated results,
the detector footprint MTF (open symbols) is obtained. Excellent agreement is shown
between the simulated data and the analytically expected results.
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Figure 6·3: MTF area difference (shaded region) for a two-color de-
tector under 3.5 µm wavelength illumination.
MTFs are typically displayed as a function of spatial frequencies along a certain
axis. In this form, one can easily compare multiple systems qualitatively, but it is
often necessary to have a more concrete quantitative way to discern between several
designs. To do so, the MTF area difference (MTFAD) can be introduced as a figure
of merit. The MTFAD is defined as the integrated area between the ideal MTF curve
and the curve of the detector being considered. The ideal curve is simply MTFFP
since it typically determines the fundamental limitation on array resolution.
MTFAD =
1∫
0
MTFFPdξ −
1∫
0
MTFdetectordξ (6.9)
Only technologically relevant spatial frequencies between zero and ξ = 1/p will
be considered since MTFFP has a zero at this upper frequency. Frequencies are
normalized to the pixel pitch to facilitate comparison between different detector ar-
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chitectures. Defined as such, the MTFAD will always be a positive unitless quantity
as a consequence of (6.9). Clearly, in the limit of ideal performance the MTFAD
tends to zero and an effective device architecture should minimize this quantity. The
MTFAD for a simulated two-color detector operating in the MWIR band is shown
graphically as the shaded area in Figure 6·3.
6.3 Results for Single- and Two-Color Detector Arrays
The previously described simulation techniques have been used to study single- and
two-color detector arrays and estimate their MTF properties. Figure 6·4 shows
the MTF dependence on wavelength for a single-color LWIR photodiode. The
device model is based on the back-illuminated detectors developed at Selex ES
(Hipwood et al., 2007, Abbott et al., 2010, Baker et al., 2012) which is sensitive to
wavelengths between λ = 3.5 µm and 9.75 µm on a 12 µm pitch. The spatial fre-
quencies in the figure have been normalized to the pixel size to facilitate comparison
between other detector architectures later.
For the wavelengths shown, the MTF curves are very near the ideal case given
by the solid line. A small wavelength dependence can be seen; the MTF slightly de-
creases as the wavelength of radiation is increased. There are two competing effects
which cause the variation with wavelength seen in Figure 6·4. First, different Gaus-
sian beam sizes are used at different wavelenghts to reduce the divergence within the
context of the FDTD simulations. Secondly, at longer wavelength, radiation pene-
trates deeper into the absorbing material causing carriers to be generated closer to
the collecting junction. However, since the absorber thickness in this architecture
is small compared to the minority carrier diffusion length, the difference in MTF
among several wavelengths is not appreciable. In fact, when the contribution from
the Gaussian beam, MTFGB is removed, the differences among the three wavelengths
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Figure 6·4: Simulated MTFtotal for the single-color detector under
4.0, 5.0, and 6.0 µm radiation (dot, dot-dash, dash). The detector
shows near-ideal performance (compare to solid).
are negligible further indicating near-ideal performance.
Similar results are observed for wavelengths falling in the LWIR band of the two-
detector described in Chapter 4. The results of MTF simulations on this device
architecture are shown in Figure 6·5. Again, the variations in the MTF as the wave-
length is changed are small and due mostly to varying beam size. However, the MTF
is starkly different for radiation in the MWIR detection band where the MTF is
severely degraded across all spatial frequencies. The MTFAD is ≈ 0.24 compared to
the 0.045 of the more ideal LWIR band. Furthermore, the MTF for 4.0 µm radiation
is noticeably higher than that of 3.0 µm radiation (MTFAD = 0.239 and 0.221,
respectively). In this case, the wavelength dependence is due to the difference in
average photon penetration depth, as previously explained which is more significant
in the thicker MWIR absorber.
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Figure 6·5: Simulated MTFtotal in both bands of the two-color detec-
tor architecture for several wavelengths of radiation. The LWIR detec-
tor band shows near-ideal performance while the MWIR band MTF is
severely degraded.
To determine the cause of degradation in the MWIR band of the two-color de-
tector, one can take advantage of the cascade property of the MTF to examine the
subcomponents ofMTFtotal. Using (6.4) through (6.7), the total MTFs of both bands
are deconvolved. The results of the deconvolution are shown in Figure 6·6.
For the LWIR band (Figure 6·6, right), the total MTF is dominated by the spatial
averaging performed over the footprint of the detector area, the ideal case. The beam
and diffusion contributions are well aboveMTFFP and do not appreciably contribute
to the total. The decrease in MTFD for high spatial frequencies is likely spurious
and due to the division by MTFFP which approaches zero as ξ approaches 1/p.
The deconvolved MTFs for the two-color architecture MWIR band (Figure 6·6,
left) show that the overall detector performance is limited by the lateral diffusion of
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Figure 6·6: Total MTF of the MWIR (left) and LWIR (right) bands
of the two-color detector architecture. The contributing MTF compo-
nents following deconvolution are also shown. In both cases, the optical
crosstalk contribution is negligibly small and therefore not shown.
charge carriers since MTFD is the lowest of the contributions. The difference in the
dominating mechanism between the two bands explains the results of Figure 6·5. The
difference between the two bands is consistent with the geometrical differences in the
architecture; the LWIR absorber is completely separated from neighboring pixels by
the mesa etch. This is not the case in the MWIR absorber. In fact, as shown in the
schematic in Figure 4·1, one can see that for a photo-hole absorbed at the incident
surface, there are 6.0 µm of material over which it is free to diffuse laterally and
contribute to crosstalk. In essence, carrier diffusion results in a larger effective pixel
size, limiting overall performance.
The optical crosstalk contribution to the total MTF has also been computed for
the two cases shown in Figure 6·6. However, in both cases the magnitude of the
contribution is negligibly small and is thus left off the figure for clarity.
6.3.1 Crosstalk Mitigation Techniques
Clearly, carrier diffusion and the resulting crosstalk can have a large effect on the
overall performance of a detector system. It is therefore desirable to determine the
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Figure 6·7: Modified two-color detector schematic showing the loca-
tion of the photon-trapping structure (blue dashed line).
effectiveness of several crosstalk mitigation techniques in the context of preserving
system MTF.
The first diffusion limiting technique we consider is a form of absorber delineation
which decreases crosstalk by removing the material through which carriers would
move from one pixel to the next. The presence of a photon-trapping (PT) structure
on the surface of incidence not only decreases the reflection of radiation, but also
decreases the crosstalk (Schuster and Bellotti, 2012). To determine the impact of this
technique on the detector MTF, we fix the absorber width and mesa etch dimensions
as shown in Figure 6·7. We then introduce the PT structure to the MWIR surface
by selectively removing a portion of the absorber. Due to the location of the pillars
relative to the edges of the pixels, this process reduces the non-delineated thickness
of the absorber by the height of the pillar structure.
The MTFs of detectors with PT structures of varying height are shown in Figure
6·8. The ideal detector MTF is shown as the solid line for comparison along with the
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Figure 6·8: Total MTF of the two-color detector MWIR band with
backside PT pillars of various heights. As the height of the PT structure
increases, the non-delineated thickness of the MWIR absorber across
which photo-carriers can diffuse is decreased, resulting in an improved
MTF.
MTF of the unmodified two-color detector. Clearly, as the height of the PT structure
increases, the MTF improves. However, even with 5.0 µm tall pillars, the MTF is still
below that of the LWIR band. Ideal MTF behavior would only be achieved through
total delineation of the absorber which is not possible using the PT approach and
would likely lead to mechanical instability.
An alternative method of decreasing diffusion crosstalk is to grade the cadmium
concentration (x) across the absorber thickness. This leads the bandgap to narrow
as a function of depth. The change in energy gap manifests itself in the valence
band, creating a quasi-electric field for the minority carriers. This introduces a drift
component to the dynamics of the photo-holes which is directed along the active
direction in addition to their diffusion. The result is more efficient collection of
119
Spatial Frequency × Pitch (10 µm)
M
o
d
u
la
ti
o
n
 T
ra
n
s
fe
r 
F
u
n
c
ti
o
n
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Ideal
∆x = 0.10
∆x = 0.08
∆x = 0.06
∆x = 0.04
∆x = 0.02
Constant Composition
Increasing ∆x
Figure 6·9: Total MTF of the two-color detector MWIR band with a
linearly decreasing cadmium concentration across tht thickness of the
absorber. The quasi-electric field introduced causes carriers to drift
towards the collecting junction, reducing MTFD and improving the
total MTF.
carriers, decreased crosstalk, and therefore improved MTF. Figure 6·9 shows the
MTF increase over the original detector architecture (dashed line) by introducing
several composition changes in the MWIR band. The ∆x shown are applied in a
linear decrease across the 8.5 µm thick absorber. Even for a small ∆x = 0.02, more
than half of the lost MTF is recovered across the range of spatial frequencies. Near-
ideal performance is achieved for larger composition gradients. While this method is
clearly effective in improving the MTF, the absorption characteristics of the detector
will also be changed, and effect which must be considered at the beginning of the
design process.
To quantify the benefit of these two approaches, the MTFAD as a function of
pillar height and ∆x is shown in Figure 6·10. Recall, for comparison, that the more
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Figure 6·10: Calculated MTFAD for the MWIR band when PT pil-
lars (top axis) and composition gradients (bottom axis) are introduced.
While both methods reduce MTFAD indicating an improved MTF, the
compositional grading is more immediately effective.
ideal LWIR band had MTFAD = 0.045. For the detectors with PT structures
we see that even for the largest pillars, the MWIR band is unable to reach that
level of performance. Furthermore, the effect of the pillars on the MTF is marginal
until they are at least several microns tall. This is contrasted by the results for the
compositionally graded detectors where an immediate decrease is seen in MTFAD.
In fact, for ∆x > 0.04, performance is better than that which any PT structured
detector achieves. For large ∆x, the MTFAD is comparable in the MWIR and LWIR
bands, indicating negligible crosstalk.
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Chapter 7
MTF CONSEQUENCES OF PLANAR DENSE ARRAY DETECTOR
GEOMETRIES
SWAP reduction has driven a trend of reducing detector pixel pitch to cre-
ate physically smaller, higher resolution, and lower noise FPAs (Kinch, 2014).
Current HgCdTe processing technologies enable the fabrication of detectors with
sizes on the order of 10 µm to 15 µm (Brenie`re et al., 2014, Reibel et al., 2014,
Castelein et al., 2014, Breiter et al., 2014). Arrays with even smaller 5 µm pitches
(Kinch, 2001, Armstrong et al., 2014) are under development and have been manu-
factured as part of the DARPA Aware Lambda Scale effort (Dhar and Dat, 2012).
On these dimensions, the interaction length of carriers is longer than the array’s
pixel spacing, leading to effects not typically captured by simplified models of the
detector physics. Devices which fit this characterization are termed “dense” arrays
(Trezza et al., 2011, Grimbergen, 1976, Wichman et al., 2014). Furthermore, diffu-
sion crosstalk due to the collection of carriers away from where they are generated
can degrade the resolution of the array, limiting the benefits of pitch reduction.
A popular device architecture for the implementation of reduced-pitch IR detec-
tors is the DLPH (Coussement et al., 2014, Bommena et al., 2014). In this structure,
pixels are formed by selectively implanting or diffusing a collection region into a bulk
absorber. Since pixels are not delineated with a mesa etch, it is possible to form
arrays on a tighter pitch. However, with a continuous absorbing layer shared among
pixels, lateral carrier diffusion can be problematic to the detector’s MTF. Moreover,
depending on the shape of the diffused region, the lateral collection properties can
be modified in a non-uniform way. In this chapter, the previously detailed simula-
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Figure 7·1: Cut-away schematic representation of the DLPH detector
architecture used here. Idealized abrupt p-type collection regions are
diffused into a bulk n-type absorber through a wider-gap cap layer.
Square cross-section diffusions are shown but equilateral triangles and
hexagons are also considered. Diffusions are shown arranged in a square
lattice.
tion techniques are used to evaluate the characteristics of DLPH arrays. An electric
field bunching mechanism is introduced and it is shown that this mechanism causes
asymmetric collection of photo and dark carriers.
Figure 7·1 shows a cut-away schematic representation of the DLPH detector array
architecture used. Specifically, HgCdTe detectors are simulated, although the results
can be extended to other material systems in which DLPH devices are fabricated
such as InGaAs/InP. Radiation propagating in the positive z direction is normally
incident on a bulk n-type HgCdTe absorber with constant cadmium fraction x =
0.295, donor concentration ND = 5 × 1014 cm−3, and thickness tabs = 4.0 µm. The
absorber is topped with a tcap = 300 nm thick cap layer having a slightly wider gap,
x = 0.365, and the same donor concentration. A p-type collection region doped with
NA = 5 × 1014 cm−3 acceptors penetrates ∆z = 100 nm through the cap layer and
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into the absorber. The “diffused” p-type regions are modeled as idealized, abrupt
junctions in all directions. The diffusions are arranged in either a square (as shown
in Figure 7·1) or hexagonal array with a center-to-center spacing P = 10 µm.
Diffusions having circular, triangular, square, and hexagonal cross-sections in the
x-y plane have been simulated to determine how imaging characteristics vary with
the diffusion shape. While larger diffusions are able to collect photocarriers from
larger volumes, there also exists an intrinsic trade-off in performance since the larger
depletion region can lead to more generation and higher dark current. To focus on
only junction shape rather than area, the side length W of the diffusions is always
such that the diffusion can be inscribed in a 2.0 µm radius circle.
Each p-type is biased with a small ohmic contact at a uniform reverse bias VR =
100 mV. The absorbing region is remotely grounded at the edges of the array. These
devices are typically grown on a CdZnTe or Si substrate which is not modeled here.
We instead assume ideal Neumann boundary conditions on all surfaces of the device.
7.1 Asymmetric Current Collection
The MTF of a semiconductor detector array is determined by how reliably photocar-
riers are collected within the pixel in which they are generated and by how small those
pixels are when projected into object space. Any mechanism which causes more or
less efficient collection of carriers along a given direction will change the MTF accord-
ingly. Here, a mechanism is introduced by which photocarrier collection is enhanced
by the electric field profile in the depletion region of a DLPH detector. The direc-
tionality of the enhancement is shown to manifest itself in the spot-scan profiles of
the devices and therefore in the MTF.
Figure 7·2 shows the magnitude of the electric field in the depletion region of a
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Figure 7·2: Magnitude of the electric field in the depletion region
along a cut taken through the corner (a) and center (b) of a square
diffusion. Higher peak fields are achieved in the directions through the
corners of the diffusion.
planar p-on-n photodiode with a cubic p-doped region for two cross-sections through
the device: through an edge of the doped region (Figure 7·2a, x = 0 plane) and
through a corner of the doped region (Figure 7·2b, x = y plane). The cross-section
of the p-doped region in the x − y plane (perpendicular to the active direction) is
a square with 2.83 µm side lengths. Qualitatively, it can be seen that there is a
higher field concentration along the diagonal of the doped region. This result is to
be expected as a consequence of the Poisson equation; the electric field is highest
where the divergence of the charge density gradient is the largest. This occurs at
the geometric extrema of the simplified doping regions that are considered here. The
concentration of electric fields through the corners of doped regions is a well-known
phenomenon (Grove et al., 1967) in a number of other semiconductor devices such as
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Figure 7·3: Dark current density profile 300 nm below the cap layer
resulting from a 100 mV reverse bias applied to a hexagonal doped
region in a DLPH detector. The edge of the diffused doping region is
shown by the bold dashed line. The dark current bunches through the
corners of the diffusion and falls off more slowly in the directions from
the center of the diffusion to its corners.
avalanche photodiodes where much work has been focused at homogenizing the field
profiles (Webb and McIntyre, 1984, Liu et al., 1993).
In these DLPH detectors, a consequence of the electric field concentrating at the
corners of the depletion region is an increased collection of current in the direction
from the center of the p-doped region to that area of the device. This leads to more
effective collection of photocarriers along that direction. Figure 7·3 qualitatively
shows the asymmetric collection of dark current in a detector array with a hexagonal
cross-section p-doped region. The hexagonal doping region is shown as the bold
dashed line and is sized such that it can be circumscribed in a 3 µm circle. Near
the diffusion, the current density is in large part radially symmetric about the center
of the pixel. However, as the distance from the center of the diffusion increases, the
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Figure 7·4: First quadrant of the spot-scan profile of an FPA having
circular (dashed) and square (solid) p-type diffusions placed on a square
grid with 10 µm pitch. Along the directions through the corner of the
square diffusion (x = y), the spot-scan profile is narrower in the array
with the square diffusion compared to that with the circular diffusion.
current density falls off, but decays faster in the directions through the edges of the
diffused region; the current bunches through the corners of the diffused doping region
where the electric field is highest.
The dark current collection has been shown to be asymmetric, with a shape de-
pending on the doping diffusion. It can be shown that the collection of photocarriers
follows the same trends as the dark current by examining two-dimensional spot-scan
profiles for these arrays. Figure 7·4 shows the spot-scan profile of a 10 µm pitch
detector array with both circular and square p-type diffusions placed on a square
lattice. The size of the square diffusion is such that it can be inscribed in the 2 µm
radius circular diffusion.
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Figure 7·5: First quadrant of the spot-scan profile of an FPA having
circular (dashed) and square (solid) p-type diffusions placed on a square
grid with 10 µm pitch where the square diffusion has been rotated 45◦
relative to the pixel. The direction in which the square diffusion has a
narrower spot-scan has rotated with the diffusion, indicating that the
collection efficiency has a directionality related to the position of the
diffusions corners.
When comparing spot-scans, the image quality of a detector is related to the width
of the decay of the profile around the boundary of the pixel. In this case, it can be
seen that the circular diffusion has a narrower spot-scan along the x- and y-axis, but
is broader than that of the square diffusion along the diagonal of the array. It is
asserted that this is due to the more efficient collection of photocarriers through the
corner of the square diffusion. The electric field bunching mechanism which caused
more dark current to be collected through the corners also extends to photocurrent.
To confirm that the differences in the photoresponse spot-scan profiles are due to
the location of the corners of the square diffusion, the spot-scan profile of an array
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Figure 7·6: First quadrant of the spot-scan profile of an array in which
circular (dashed) and hexagonal (solid) p-type diffusions are placed in
a hexagonal lattice having a 10 µm center-to-center spacing.
with the square diffusion rotated 45◦ with respect to the pixel has also been calculated.
The results are shown in Figure 7·5, again with the circular diffusion spot-scan shown
as the dashed line for reference. As seen, when the diffusion is rotated so that the
corners are along the two axes, the narrower area of the spot-scan profile rotates
along this direction as well. Notice that, as in Figure 7·4, in the directions away from
the diffusion corners the spot-scan profile of the circular diffusion is narrower than
that of the square, indicating that there is a trade-off between the two directions.
Any increase in the MTF along the corners of a diffusion will have a corresponding
decrease in another direction.
The above analysis has also been performed on simulated FPAs in which the
shape of the p-type diffusion is hexagonal. Since the angle of the corners of the
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hexagonal diffusion is shallower than that of the square diffusion, one expects that the
magnitude of the field and current bunching phenomena should be smaller as would
be its effect on the spot-scan profile and MTF. The results of a spot-scan simulation
on a hexagonal arrangement of hexagonal and circular diffusions is shown in Figure
7·6. Compared to the results of the square diffusions presented earlier, it is far more
difficult to qualitatively determine the effect of the current bunching on imaging
properties as the circular and hexagonal diffusion spot-scans are nearly identical in
all directions. This is consistent with the assessment that the current bunching effects
fall off with increasing rotational symmetry in the shape of the diffusion. The fact
that the magnitude of the effect is lower causes much of the hexagonal symmetry to
be lost in the profile of the spot scan.
7.2 Simulating Multi-Dimensional Modulation Transfer Functions
Although spot-can profiles provide meaningful means to qualitatively compare the
performance of several device architectures, it is difficult to draw quantitative con-
clusions from this information alone. Instead, one can calculate a two-dimensional
MTF in order to compare how the detectors preserve the spatial frequency content
of a scene. The methods described here are the two-dimensional extensions of those
outlined in Section 6.1.
Under the assumptions of linearity and shift-invariance, the spatial frequency
content of an imaged formed by the detector array is related to that in the object
through the definition of an optical transfer function (OTF) (Gaskill, 1978)
F{Iimage(xi, yi)} = OTF(ξ, η)F{Iobject(xo, yo)} (7.1)
where F denotes the Fourier transform and (ξ, η) are the spatial frequencies in the
(x, y) directions. The spot-scan profile (the image) is constructed by periodically
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stepping the location of a Gaussian beam across the back surface of the array. In
direct space, the object intensity is then the convolution of the Gaussian beam shape
with a two-dimensional Shah function. Using the convolution property of the Fourier
transform and the known analytic transforms of Gaussian and Shah functions, (7.1)
can be rewritten
OTF(ξ, η) =
F{SS(x, y)}
III(ξ, η)exp[−pi2r2(ξ2 + η2)] (7.2)
where SS(x, y) is the spot-scan profile of the detector array under consideration.
The presence of the Shah function in (7.2) limits the definition of the OTF to a
number of discrete points corresponding to the spatial frequencies at which the spot-
scan function was sampled. In practice, this term is typically dropped to enable the
definition of a continuous function as it does not change the magnitudes of the OTF
at carrying frequencies provided that the spot-scan was performed on a dense enough
spacing relative to the size of the detector pixel. The MTF is then simply the norm
of the OTF.
MTF(ξ, η) =
∣∣∣∣ F{SS(x, y)}exp[−pi2r2(ξ2 + η2)]
∣∣∣∣ (7.3)
Under this definition, the term in the denominator can be considered as a correc-
tion of the spot-scan profile for the spatial frequencies attenuated by the Gaussian
beam. The Fourier transform is performed numerically in post-processing software.
7.3 Effects of Asymmetric Collection on Array Modulation Transfer Func-
tion
To quantify the spot-scan results, we have calculated the MTF for a number of the
array geometries shown previously. Two-dimensional MTFs have been calculated,
but to simplify figures and discussion, one-dimensional quantities are shown along
given directions.
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Figure 7·7: MTF of arrays having square (dashed) and circular (solid)
p-type diffusions arranged in a square lattice calculated along the x = 0
(black) and x = y (red) directions.
Figure 7·7 shows the MTF for square and circular diffusions arranged in a square
lattice (calculated from the spot-scan profiles shown in Figure 7·4). Solid lines refer
to the MTF resulting from the circular diffusions while the dashed lines are for arrays
with square diffusions. The MTF is shown along two directions: through the edge
of the square diffusion (x = 0, black lines) and along the diagonal of the square
diffusion (x = y, red lines). Obviously, the MTF is higher along the axis of the array
since the pixel width is smaller in that direction; the spatial averaging is performed
over a smaller area and thus higher spatial frequencies can be efficiently imaged.
Comparing the square and circular diffusions, it can be seen that along the axis, the
array with circular diffusions images all spatial frequency content more effectively,
becoming most noticeable at high spatial frequencies. This is consistent with what
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Figure 7·8: Variation of a square pixel array’s MTF evaluated at 0.05
cycles/µm with the angle at which it is calculated. θ is measured from
the positive x-axis.
was observed in the spot-scan profiles.
Figure 7·8 shows how the MTF varies with the angle along which it is evaluated,
given that θ is the positive angle from the x-axis. The two cases shown in the pre-
vious figure correspond to 0◦ and 45◦. To simplify the discussion, only the values at
0.05 cycles/µm. As discussed, along the axes of the array, the circular diffusion has a
higher modulation transfer function but this decays as one moves off axis due to the
larger width over which spatial averaging of the radiance pattern is performed. When
a square diffusion is used, the asymmetrically higher current collection along the off-
axis directions —corresponding to where the corners of the diffusion are —partially
offsets the usual drop in the MTF due to the pixel’s spatial averaging. By intelligently
arranging diffusions of certain shapes, one could engineer an array with a more uni-
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Figure 7·9: MTF of arrays having hexagonal (dashed) and circular
(solid) p-type diffusions arranged in a hexagonal lattice calculated along
the x = 0 (black) and x = y
√
3 (red) directions.
form spatial frequency response without changing the shape or spacing of pixels. For
the specific diffusion shapes considered here, the effect of field and current bunching
on the MTF is marginal, but one can imagine more exotic diffusion shapes (highly
angled irregular polygons, fractal shapes) which could create a stronger effect.
The MTF of arrays with diffusions arranged in a hexagonal lattice has also been
investigated. Due to the larger amount of rotational symmetry in the hexagonal
lattice, the difference between on- and off-axis results is smaller than in the case of
the square lattice. Figure 7·9 shows the results of these simulations. The on-axis
MTF is higher for the array with circular diffusions than for the square diffusions,
although the difference between the two is not as great as when square diffusions
were considered. As explained previously, this is because the shallower corners of the
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Figure 7·10: MTF for square pixel arrays with triangular (black),
square (red), and hexagonal (blue) p-type diffusions evaluated at 0.05
cycles per micron. Data is plotted against the rotation of the diffusion
relative to the pixel. Φ = 0 corresponds to the case when both the
diffusion and the pixel have an edge normal to the positive x-axis. The
maximum value of Φ depends on the rotational symmetry of the diffu-
sion. The dashed black line shows the MTF resulting from a circular
diffusion for reference.
hexagonal diffusions do not cause the electric fields and currents to bunch as much
as in the square diffusion. In fact, when comparing the off-axis MTFs, the hexagonal
and circular diffusion arrays are essentially identical.
It has been shown that the placement of a p-type diffusion can alter the MTF
along certain directions in DLPH detectors. This effect can be used to change a
detector’s imaging characteristics for a given pixel shape and pitch. As a demonstra-
tion, consider a square array of detector pixels with a constant 10 µm pitch. The
MTF has been simulated for this type of array with (equilateral) triangular, square,
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and hexagonal diffusions. The size fo the three diffusions are all such that they can
be inscribed in a 2 µm radius circle. To begin, the diffusions are arranged relative
to the pixel such that an edge of the diffusion is normal to the positive x-axis. The
diffusion is then rotated by a positive angle Φ and the MTF is evaluated again in
the x direction. The results of these simulations are shown in Figure 7·10 where the
MTF evaluated at 0.05 cycles/µm is plotted against the rotation of the diffusion. For
reference, the MTF resulting from a circular diffusion with 2 µm radius has also been
included. For all diffusion shapes, the minimum MTF along the given direction is
encountered for Φ = 0. As the corners of the diffusions are rotated into the angle
at which the MTF is evaluated, its value increases. Furthermore, the amount by
which the MTF increases with Φ is greatest for the diffusions with smaller amounts
of rotational symmetry and therefore sharper corners. The maximum MTF occurs
when the diffusions’ corners are aligned with pixel edges. These results are consistent
with the corner field and current bunching explanation.
It is important to point out that although these results show that one can improve
the MTF several percent along a principal axis of the array by shaping the p-type
diffusion, there will always be an associated decrease in the MTF in another direction
where collection through diffusion corners is not occurring. Because of this, it is most
practical to use diffusions which have the same shape as the pixel so that a diffusion
corner can be aligned with every pixel edge, maximizing the benefits of the corner
current bunching in all directions.
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Chapter 8
CONCLUSIONS
8.1 Summary of the thesis
In this thesis, it has been shown that numerical simulation tools can be used to predict
the performance of and design infrared focal plane array detectors. Starting from a
fundamental description of the electronic processes in an infrared material, a detector
model can be built and numerical tests can be performed which deliver systems-level
measurables comparable to those obtained in realized devices. While the bulk of
the device simulations performed were done with the HgCdTe material system, the
tools shown are material agnostic and can be applied to other types of optoelectronic
systems given an appropriate material description such as that in Chapter 3. The
simulation methodology developed throughout this work was applied to investigate
the physics of a number of devices and to perform intelligent design of detectors.
The multi-scale simulation heirarchy consists of numerical methods describing de-
tector physics from the quantum to systems level. The empirical pseudopotential
method was used to calculate the electronic structure of binary materials with fun-
damental energy gaps in the infrared by self-consistently finding pseudopotentials
resulting in electronic dispersions that match experimental data. Atomic pseudopo-
tentials were modeled as seven parameter asymmetric exponential functions and were
determined for the binary constinuents of InGaAs, InAsSb, and HgCdTe. Basic
semiconductor parameters such as the energy gaps and carrier effective masses were
calculated and compared to experimentally observed results. The virtual crystal ap-
proximation was then applied to find the electronic structure of the ternary alloys
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resulting from linear combinations of the binary pseudopotentials. The calculated
electronic structures can be used to, for example, find the carrier recombination
rates in infrared materials, perform full-band Monte Carlo studies of devices, etc.
An analytical material model describing the properties of HgCdTe as a function of
Cd composition and temperature was developed and used in device-level simulations
throughout the remainder of the work.
The numerical methods used in the technical portion of this work were derived in
detail. The empirical pseudopotential method was introduced and it was shown how
the many-electron Schro¨dinger equation can be reduced to a single-electron equation
without losing its validity. The finite-difference time domain method, used to calcu-
late the steady-state response of a detector architecture in the presence of an optical
excitation was derived starting from Maxwell’s equations. The arithmetic update
equations which result from replacing derivatives by central differences were shown.
The Yee algorithm for time-stepping solutions through the domain was described, it
was shown how electromagnetic sources can be included in the formalism, and disper-
sion and error was discussed. The drift-diffusion equations were derived starting from
the Boltzmann transport equation and using the method of moments. It was then
shown how the finite element method can be used to apply a drift-diffusion formal-
ism to evaluate the performance of a detector focal plane array. The assumptions of
the finite element method were discussed and properties of the shape functions were
shown. Challenges in building and interpolating between structured and unstructured
meshes were discussed.
Applying the discussed numerical techniques to two-color mesa etched back-to-
back photodiodes, correlation between experimentally and theoretically obtained data
was shown in terms of current-voltage characteristics and dynamic impedances. The
model was also used to investigate the dependence of spatial and spectral crosstalk
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on the geometric design of the mesa etch and the doping concentration it the p-type
floating base layer. The results of electromagnetic simulations showed that quantum
efficiency falls for aggressively scaled pixels since the loss in fill factor from the mesa
etch becomes greater on smaller pitches. Optical simulations also showed that Fabry-
Perot resonances in the detector mesa cause generation hot-spots to appear as a the
wavelength of excitation is changed. The end result of this phenomenon is peaking
in the quantum efficiency near the cutoff wavelength. Systematic investigation of
detector geometries led to design rules for this detector architecture; it was shown that
optimum detector performance is achieved when the mesa sidewall angle is maximized
and the metallic contact on the surface of the mesa covers 80% of its area.
Investigation into dense DLPH detector geometries uncovered a failure mode re-
sulting in increased array dark current when one pixel becomes debiased relative to its
neighbors. It was shown that this effect is a consequence of the interaction of neigh-
boring pixels through the profile of minority carriers in the narrow gap quasi-neutral
absorber. As the reverse bias is lowered under the affected pixel, the minority carrier
populations return closer to their equilibrium values and since the lateral diffusion
current is proportional to the derivative of the carrier densities, the resulting dark
currents are increased. Looking at a variety of detector designs at different operating
conditions, it was shown that this effect is most important when the lateral diffusion
current is a large portion of the total dark current: namely, in SWIR devices with
epitaxially narrow absorbers at high operating temperatures. The device and ma-
terial models have also been applied to the analysis of a number of other detector
architectures which, for the sake of brevity, have been excluded from work. Although
presented here in the context of a failure mode, we have also developed detector ar-
chitectures which harness this effect to reduce the dark current and allow for higher
temperature operation (non-cryogenic) with similar performance.
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A simulation framework was presented which allows for the calculation of a detec-
tor array’s modulation transfer function. As it is commonly used in the development
of optical systems, knowledge of the modulation transfer function prior to array fab-
rication is valuable to systems engineers for predicting and optimizing total system
performance before project testing phases. Since the framework includes a full elec-
tromagnetic simulation of detector response, this tool will remain applicable for future
technological generations in which array geometries enter the sub-wavelength regime.
It was shown how optical and electrical contributions to the modulation transfer func-
tion can be separated by comparing the results at different stages of simulation. This
type of analysis will be useful for the diagnosis and optimization of future detector de-
signs. The simulation methodology has been used to investigate crosstalk mitigation
strategies in a number of third-generation detector architectures. Namely, the effect
of graded-bandgap absorbers and photon-trapping structures on decreasing diffusion
crosstalk and increasing the total modulation transfer function were investigated. A
quantification technique for comparing results among different detector architectures
was also developed.
The previously described modulation transfer function simulation technique was
applied to dense DLPH detector arrays to show that as a result of the pixel geometry,
there is an asymmetric collection of photocurrent which presents itself in an improved
modulation transfer function along certain array directions. Due to the higher elec-
tric field through the corners of p-type implants (a direct consequence of the Poisson
equation), photo- and dark current tends to be collected there more efficiently. When
detector scales are small enough (comparable to the diffusion length of minority car-
riers), this can have an effect on the overall imaging ability of the array. While of a
marginal magnitude in current technologies, this effect could be harnessed to improve
the resolving power of future detector designs.
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This work has shown that computational methods can be used to investigate the
physics of and design infrared detector arrays on length scales from the quantum
to systems level. Although there are significant challenges in scaling the bridges
between different length scales (ie quantum to continuum models), results can be
obtained which agree well with experimentally observed data. The effort required
to develop such models is justifiable as typical design and fabrication processes for
infrared systems are much costlier and more time-consuming than those of, for ex-
ample, silicon due to the relative immaturity of the technologies. The computational
tools described in this work can therefore be used to inform the design process of
infrared devices, increasing the speed of development while decreasing overall costs.
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Appendix A
THE COMPUTATIONAL ELECTRONICS CLUSTER
The work described in this work has been carried out using the high-performance com-
puting (HPC) cluster of the Boston University Computational Electronics research
group. The “Comp-el” cluster is a hybrid shared/distributed memory HPC group
with a total of over 800 conventional cores, 5500 CUDA cores, 6 TB of random-access
memory, and 30 TB of storage. Figure A·1 shows the topology of the compuational
cluster. Machine specifications are listed in Tables A.1 and A.2 for storage and com-
pute nodes, respectively.
Table A.1: Comp-el cluster storage node specifications.
Node Storage Virtualization Filesystem Mount Point
ebnfsv 7.0 TB RAID 5 EXT4 /mnt/home/
ebnphofsv 23.0 TB RAID 5 XFS /mnt/phohome/
compel-f1 3.2 TB RAID 0 EXT4 hosted locally only
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Table A.2: Comp-el cluster compute node specifications. Horizontal
separators denote machines in separate physical units.
Node Cores (Vendor) Frequency (GHz) RAM (GB)
ldn1 24 AMD 2.2 128
ldn2 24 AMD 2.2 32
ldn3 24 AMD 2.2 32
ldn4 24 AMD 2.2 64
ldn5 4 AMD 3.0 64
ldn6 4 AMD 1.0 16
ebna1 8 AMD 2.0 16
ebn1 24 AMD 2.2 64
ebn2 24 AMD 2.2 64
ebn3 24 AMD 2.2 64
ebn4 24 AMD 2.2 64
ebn5 12 AMD 2.6 32
ebn6 12 AMD 2.6 32
ebn7 4 AMD 1.6 16
ebn8 8 AMD 2.4 32
ebn9 64 AMD 2.5 256
ebn10 32 AMD 2.6 256
ebn11 32 AMD 3.0 512
ebn12 32 AMD 3.0 512
ebn13 48 AMD 2.6 256
ebnpho1 32 AMD 3.2 512
ebnpho2 32 AMD 3.2 512
ebnpho3 20 INT 3.0 256
ebnpho4 20 INT 3.0 256
ebnpho5 20 INT 3.0 256
ebnpho6 64 AMD 2.8 256
ebnpho7 64 AMD 2.8 256
ebnpho8 64 AMD 2.8 256
ebnpho9 5760 CUDA 3.0 256
ebnpho10 24 INT 2.6 256
ebnpho11 24 INT 2.6 256
ebnpho12 20 INT 2.4 256
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Figure A·1: Comp-el cluster topology.
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