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SUMMARY 
The e x i s t i n g methods of s o l v i n g n o n - l i n e a r r e g r e s s i o n p r o b l e m s 
a r e p r e s e n t e d and d i s c u s s e d . T h e s e i n c l u d e the l i n e a r i z a t i o n , 
s t e e p e s t d e s c e n t , and M a r q u a r t ' s compromise m e t h o d s . A new method 
f o r f i n d i n g the minimum of a sum of s q u a r e s f u n c t i o n u s e d i n n o n - l i n e a r 
r e g r e s s i o n p r o b l e m s i s d e s c r i b e d and compared t o t h e compromise method 
of D. W. M a r q u a r t . 
The new method i s c a l l e d t h e M o d i f i e d S e q u e n t i a l S i m p l e x a l g o r i t h m 
and illustrates t h e advantage of not requiring t h e calculation of 
d e r i v a t i v e s w h i l e b e i n g e x t r e m e l y e a s y to p r o g r a m . The m a j o r m o d i f i ­
c a t i o n i n c l u d e d i n t h i s a l g o r i t h m i s the a t t e m p t e d o p t i m i z a t i o n of 
the s t e p l e n g t h a t e a c h i t e r a t i o n . 
A l t h o u g h t h e M o d i f i e d S e q u e n t i a l S i m p l e x A l g o r i t h m i s s i m p l e r 
and p e r f o r m s f e w e r c a l c u l a t i o n s p e r i t e r a t i o n , i t c o n v e r g e d o n l y 
s l i g h t l y s l o w e r t h a n M a r q u a r t ' s compromise method a s i l l u s t r a t e d by 
a c o m p a r i s o n on a UNIVAC 1108 c o m p u t e r . The r e s u l t s p r o v e t h e 
f e a s i b i l i t y o f t h e method and i l l u s t r a t e some p o s s i b l e m o d i f i c a t i o n . 
CHAPTER I 
INTRODUCTION 
Statement of the Problem 
A response Y is supposed dependent on the levels of K quantitative 
T 
factors or variables X = Lx̂ , X̂ , X̂ J which are capable of accurate 
measure and possibly control. For the uth combination of factor levels 
(u = 1, 2, . . ., m), then 
Y = 0 (X- j X , . . ., X_ ) + e (1) 
u lu 2u Ku u 
where e is the error associated with this uth combination and measure-u 
ment. The problem is to fit a non-linear model to represent 0 over all 
possible combinations of the factor levels that are of interest. To 
find this representation, one uses the m combinations or observations 
(u = 1, 2, . . ., m) consisting of K+l terms each, say 
Y j X, , X„ , . . ., X_ • 
u lu 2u Ku 
_ T _ 
Given a mathematical model, of the form Y - f (X, 9_) where S_ -
B_, • • W j are the parameters in the model, we wish to use the 2 P 
observed data to find a vector 9_ which will bring f (X, 9_) as close to 
0(X) as possible. That is, we wish to fit the model 
Y = f(X , B) + e , u = 1, 2, . . m. (2) u —u — u 
2 
LEAST SQUARES CRITERIA 
AS STATED IN THE PREVIOUS SECTION, THE PROBLEM IS TO FIT 
THE MODEL 
Y = F (X, 9_) + E (3) 
ALMOST THE ONLY CRITERION USED TODAY IS LEAST SQUARES. THAT IS, THE 
SMALLER THE SUM OF THE SQUARES OF THE DIFFERENCE (Y - F(X , 9)) FOR 
U ~~U ~ 
U S 1, 2, . . M THE TRUER OR CLOSER THE MODEL FITS THE DATA. THIS 
IS BASED ON THE ASSUMPTION THAT THE DATA REPRESENTS THE TRUE FUNCTION 
0 WITHIN ACCEPTABLE MEASUREMENT ERROR. 
BY MINIMIZING THE ERROR SUM OF SQUARES FUNCTION 
M 9 F(9) =E [Y - F (X , D r (4) U -L U "11 
OVER ALL POSSIBLE 6, ONE OBTAINS THE BEST MODEL FIT. IF WE ASSUME THE 
NORMALITY AND INDEPENDENCE OF ERRORS, THEN E_ - N(0, I_ A ) WHERE 
- T = ( 6 1 ' e 2 ' ' ' ( 5 ) 
£ IS A VECTOR OF ZEROS AND I IS A UNIT MATRIX, BOTH OF APPROPRIATE 
SIZES. IT THEN FOLLOWS THAT THE LEAST SQUARES ESTIMATE OF 9 (SAY 9_*) 
IS ALSO THE MAXIMUM LIKELIHOOD ESTIMATE OF 9. THIS IS BECAUSE THE 
LIKELIHOOD FUNCTION IS 
M i , a 2 ) = (2 a 2 ) W 2 e - F ( 9 > / 2 ° 2 (6) 
2 2 SO THAT IF A IS KNOWN, MAXIMIZING H(9_, A ) IS EQUIVALENT TO MINIMIZING 
F(9) WITH RESPECT TO 9_. 
3 
Scope and P u r p o s e o f T h e s i s 
The p r o b l e m of f i n d i n g t h e p a r a m e t e r s o f a p h y s i c a l t h e o r y o r 
mode l f r o m e x p e r i m e n t a l r e s u l t s i s f r e q u e n t l y r e d u c e d to f i n d i n g t h e 
minimum of an e r r o r sum of s q u a r e s of a n o n - l i n e a r f u n c t i o n . I f 
d e r i v a t i v e s a r e a v a i l a b l e , t h e n t h e r e a r e h i g h l y e f f i c i e n t and s i m p l e 
ways d e s c r i b e d i n C h a p t e r I I o f t h i s t h e s i s w h i c h may be u s e d . The 
M a r q u a r t Compromise a l g o r i t h m i s p r o b a b l y t h e most w i d e l y u s e d p r o c e d u r e . 
H o w e v e r , i n many c a s e s i t i s i m p o s s i b l e ( o r n e a r l y s o ) t o c a l c u l a t e 
g r a d i e n t s , and f o r t h o s e p r o b l e m s a l g o r i t h m s b a s e d on t h e s e q u e n t i a l 
s i m p l e x p r o c e d u r e a r e of g r e a t u s e a s t h e y r e q u i r e no d e r i v a t i v e s . 
The p u r p o s e o f t h i s t h e s i s i s to p r o v i d e a l i s t i n g and d e s c r i p t i o n of 
t h e m a j o r methods o f n o n - l i n e a r r e g r e s s i o n a n a l y s i s i n c l u d i n g a 
s e q u e n t i a l s i m p l e x a l g o r i t h m d e v e l o p e d f o r t h i s t h e s i s c a l l e d t h e 
M o d i f i e d S e q u e n t i a l S i m p l e x A l g o r i t h m , w h i c h a t t e m p t s to o p t i m i z e 
t h e s t e p l e n g t h a t e a c h i t e r a t i o n . A l s o p r e s e n t e d i s a c o m p a r i s o n 
o v e r a s e r i e s o f p r o b l e m s o f t h e M o d i f i e d S e q u e n t i a l S i m p l e x A l g o r i t h m 




THE LITERATURE CONCERNED WITH NON-LINEAR REGRESSION CONTAINS 
SEVERAL ALGORITHMS FOR THE SOLUTION OF THE PROBLEMS ENCOUNTERED. THIS 
CHAPTER IS A SURVEY OF THOSE EXISTING METHODS. 
LINEARIZATION 
THE LINEARIZATION ALGORITHM INVOLVES THE REPEATED LINEAR APPROXI-
MIZATION OF CERTAIN NON-LINEAR FUNCTIONS FOR ITS SOLUTION. AS SHOWN IN 
THE DISCUSSION OF LEAST SQUARES IN CHAPTER I, ONE WISHES TO FIND A 
T _ 
VECTOR 6 " L^, 6„ s • . - B JI THAT MINIMIZES THE ERROR SUM OF SQUARES — 1 2 P 
FUNCTION: 
M 
F(9) = Z ^ = 1 (Y u - FQ^, «) T (1) 
USING THE NOTATION 
M 9 M 9 
AND ALSO 
6 
G 1 (9.) = G, (I) (3) 
69. U I 
6 2 
G ; J <I) = I E - ^ R sp> (4) 
FOR THE FIRST AND SECOND DERIVATIVES OF THE M DIFFERENT FUNCTIONS 
INVOLVED IN THE SUM OF SQUARES FUNCTION, THE METHOD BECOMES MORE 
EASILY UNDERSTANDABLE. 
EACH ITERATION OF THE ALGORITHM REQUIRES AN APPROXIMATION §_' 
TO THE TRUE MINIMIZING VECTOR. THIS VECTOR APPROXIMATION IS NOT 
LIKELY TO GIVE THE TRUE MINIMUM VALUE FOR THE SUM OF SQUARES FUNCTION, 
BUT THE TRUE MINIMUM WILL'BE GIVEN BY SOME VECTOR 9_' + E_. BY DIFFER­
ENTIATING (1) ONE OBTAINS 
M 
£ u = 1 g^Ci.' + £ ) * gu(L' + £) = 0. I = 1, 2, . . ., P (5) 
THE NEXT STEP IN THE ALGORITHM IS TO APPROXIMATE 
M 
^ U = 1 (£.' + 1 ) * gu (§_' + £) (6) 
BY THE FIRST TWO TERMS OF THE TAYLOR SERIES IN e_ ABOUT 9_', GIVING 
M P 
£=^(1') • gu(l') + LJN(G;j(y_,)Gu(e_I) + ^ (2 . ' ) • )e.]=o (7) 
A FURTHER APPROXIMATION MUST NOW BE MADE. THE DEVELOPMENT OF THIS 
ALGORITHM DEPENDS ON THE TERM 
g^ ( i ' ) « gu(§_') (8) 
BEING SMALL ENOUGH TO IGNORE. SOME DISCUSSION OF THIS WILL BE MADE 
LATER IN THIS SECTION. THE ITERATION MAY NOW BE COMPLETED BY CALCU­
LATING THE CORRECTION TO 9_' BY SOLVING FOR e_ IN 
P M . N 
6 
A check is then made to see if the new vector 9_' + e_ satisfies whatever 
termination criterion is in use and the algorithm terminates or begins 
another iteration. 
A deviation from this basic method has been suggested by 
Powell (Powell, 1965) in which no derivatives are required and which 
he claims had convergence comparable to the algorithm just described. 
In the above method, convergence hinges on the size of the second 
derivative term (8). This term is of order e_ if (6_1) is zero at the 
minimum sum of squares, and disappears if (y_) is linear in all the 
variables. For any other case the convergence of the procedure is 
linear. Powell's method requires, in addition to an initial estimate 
of the minimum vector, p linearly independent directions in the space 
of the variables together with estimates of the derivatives of the g 
° °u 
along with the directions. The algorithm then proceeds to find an e_ 
using the estimated derivatives and a \ to minimize F(81 + A.e ) . The 
m — — 
approximation of the minimum vector 9_ is then replaced by 9_' + A.̂ e 
and the next iteration may be begun. 
H. 0. Hartley has presented a method (Hartley, 1961) which 
modifies the basic linearization method to guarantee convergence. He 
makes two conditions or assumptions to guarantee convergence. The 
first assumption is that for any non-trivial set of u^(l, 2, . . ., p) 
2 with 2-u. > 0, I 
m p - 1 9 
for all 9_' in a bounded convex set S of the parameter space 9^, 8 , . . 
8 . The second assumption is the one which Hartley uses to guarantee 
7 
convergence. He denotes 
F = lim inf F (9) (11) 
where is the complement to S, then he assumes it possible to find 
a vector 9/ in the interior of S such that 
F(e_') < F (12) 
The algorithm then proceeds in the familiar manner of computing 
corrections to the elements of the starting vector by replacing the 
function described above with a Taylor expansion and solving for a 
correction vector e_. 
The linearization techniques have two major shortcomings. 
First, they require the existence of both first and second deriva­
tives, and secondly there are many non-linear regression equations 
which just cannot be adequately approximated by the first two Taylor 
series terms. For these reasons, linearization procedures often 
converge extremely slowly. 
Steepest Descent 
The steepest descent or gradient method is a widely applicable 
algorithm for certain classes of problems not handled easily by faster 
algorithms. Among these problems are those for which constraints on 
the variables exist, those for which there are so many variables that 
more complicated methods exceed the computer storage, and those for 
which the computed values are subject to error making derivative 
values of the second order questionable. Standard steepest descent 
8 
methods do n o t r e q u i r e t h e a l g o r i t h m t o compute o r a p p r o x i m a t e 
s e c o n d d e r i v a t i v e s and do not r e q u i r e the l o c a t i o n o f an optimum 
a l o n g a l i n e . T h e s e a r e v a r i o u s m o d i f i c a t i o n s t o the b a s i c a l g o r i t h m 
o f t e n employed to o b t a i n f a s t e r c o n v e r g e n c e . S e v e r a l o f t h e s e m o d i ­
f i c a t i o n s w i l l be d i s c u s s e d l a t e r i n t h i s s e c t i o n . 
The r a t i o n a l e f o r the s t e e p e s t d e s c e n t a l g o r i t h m i s t h a t i f 
moves a r e a l w a y s made i n the d i r e c t i o n the f u n c t i o n i s d e c r e a s i n g 
most r a p i d l y , and the s t e p s t a k e n a r e s m a l l e n o u g h , t h e n the v a l u e 
o f t h e f u n c t i o n w i l l a l w a y s d e c r e a s e . E v e n t u a l l y the minimum w i l l be 
r e a c h e d and the a l g o r i t h m must s t o p . At some g i v e n s t a r t i n g p o i n t 
t h e d i r e c t i o n o f the most r a p i d d e c r e a s e i n f u n c t i o n v a l u e 6 i s 
c a l c u l a t e d and t h e a l g o r i t h m t a k e s a s t e p o f p r e d e t e r m i n e d l e n g t h 
i n t h a t d i r e c t i o n . The v a l u e o f t h e sum of s q u a r e s f u n c t i o n i s 
c a l c u l a t e d t o i n s u r e i t h a s been d e c r e a s e d and a new g r a d i e n t 
d i r e c t i o n i s f o u n d . A s t e p i s made i n t h e new d i r e c t i o n and t h e 
i t e r a t i o n s c o n t i n u e u n t i l some t e r m i n a t i o n c r i t e r i o n h a s b e e n 
s a t i s f i e d . 
T h i s v e r y s t r a i g h t f o r w a r d p r o c e d u r e h a s b e e n c h a n g e d and m o d i ­
f i e d many t i m e s by v a r i o u s a u t h o r s i n an a t tempt to o b t a i n f a s t e r 
c o n v e r g e n c e . Ramsay (Ramsay , 1 9 7 0 ) d e s c r i b e s a s l i g h t c h a n g e i n t h e 
b a s i c a l g o r i t h m w h i c h he c a l l s t h e g r a d i e n t p a t h m e t h o d . I n the 
l i m i t , a s t h e s i z e o f t h e s t e p s i n t h e a l g o r i t h m g e t s m a l l e r , t h e 
s t e e p e s t d e s c e n t p a t h i s d e f i n e d b e g i n n i n g a t some p o i n t i n t h e 
p a r a m e t e r s p a c e and p a s s i n g t h r o u g h t h e minimum. L e t some i n i t i a l 
p o i n t be £ and d e f i n e t h e g r a d i e n t o f some a r b i t r a r y p o i n t on t h e 
p a t h , X , t o be s ( X ) . The a r c l e n g t h a l o n g t h e p a t h f r o m £ to X i s 
9 
c a l l e d r . The p o i n t X c a n now be d e f i n e d a s a f u n c t i o n of a r c l e n g t h : 
X = y ( r ) ( 1 3 ) 
The t a n g e n t of the p a t h y ' ( r ) l i e s a l o n g t h e g r a d i e n t v e c t o r and c a n 
be c a l c u l a t e d by 
s ( y ) 
y ' ( r ) = — 
II s ( y ) II 
and t h e p r o b l e m r e d u c e s to a s e t of s i m u l t a n e o u s d i f f e r e n t i a l e q u a t i o n s . 
The e q u a t i o n f o r t h e t a n g e n t ( 1 4 ) i s a c c u r a t e b e c a u s e t h e t a n g e n t of a 
p a t h d e f i n e d a s a f u n c t i o n of a r c l e n g t h h a s u n i t l e n g t h . 
F l e t c h e r and P o w e l l ( F l e t c h e r and P o w e l l , 1 9 6 3 ) f o u n d i t c o n v e n i e n t 
t o g r o u p a l g o r i t h m s i n t o two c l a s s e s a c c o r d i n g to w h e t h e r t h e g r a d i e n t 
v e c t o r i s d e f i n e d a n a l y t i c a l l y a t e a c h p o i n t o r must be e s t i m a t e d f r o m 
the d i f f e r e n c e s o f v a l u e s o f t h e f u n c t i o n . They d e s c r i b e a method w i t h 
r a p i d c o n v e r g e n c e due t o t h e u s e o f an a p p r o x i m a t e d m a t r i x o f s e c o n d 
d e r i v a t i v e s . P o w e l l ' s a l g o r i t h m ( P o w e l l , 1 9 6 5 ) , a l t h o u g h s l i g h t l y 
d i f f e r e n t , a l s o u s e s t h e m a t r i x of a p p r o x i m a t e d d e r i v a t i v e s , a s does 
the method o f F l e t c h e r and R e e v e s ( F l e t c h e r and R e e v e s , 1 9 6 4 ) . 
P o w e l l ( P o w e l l , 1 9 6 2 ) d i s c u s s e s a method w i t h s e c o n d - o r d e r 
c o n v e r g e n c e w h i c h does n o t u s e a m a t r i x of s e c o n d d e r i v a t i v e s . He 
d e f i n e s s e c o n d - o r d e r c o n v e r g e n c e a s a p r o p e r t y o f an a l g o r i t h m s u c h 
t h a t i f and o n l y when g ( X ) i n e q u a t i o n 15 e q u a l s f ( X ) t h e n t h e method 
g o e s f r o m some a r b i t r a r y v a l u e t o t h e minimum v e c t o r i n one c y c l e . 
Tha t i s , w i t h the f u n c t i o n b e i n g f ( X ) , t h e number of i n d e p e n d e n t 
v a r i a b l e s b e i n g n , and t h e minimum v e c t o r b e i n g e_, t h e n g ( X ) i s d e f i n e d 
10 
a s 
g © - £ ( £ ) + % ZT = 1 L ( X . - E . ) ( X - E ) 5 3 ^ 5 - f ( E ) ( 1 5 ) 
i j 
The a l g o r i t h m t h a t P o w e l l d e s c r i b e s h i n g e s on a c o r o l l a r y o f the 
theorem t h a t b e c a u s e g ( X ) i s q u a d r a t i c i n t h e i n d e p e n d e n t v a r i a b l e s 
any l i n e w h i c h p a s s e s t h r o u g h E. i n t e r s e c t s t h e members of a f a m i l y 
o f c o n t o u r s f ( X ) = c a t e q u a l a n g l e s . The c o r o l l a r y s t a t e s t h a t i f 
t h e n o r m a l t o t h e c o n t o u r f (X ) = f (t_) a t some p o i n t t_ i s p a r a l l e l t o 
t h e n o r m a l t o the c o n t o u r f ( X ) = f ( t _ ' ) a t some p o i n t t / , t h e n t h e 
l i n e w h i c h j o i n s t_ and ^t1 p a s s e s t h r o u g h .E. 
P o w e l l ' s a l g o r i t h m p r o c e e d s f r o m an i n i t i a l e s t i m a t e of t h e 
minimum v e c t o r t o a p o i n t E a l o n g a l i n e w h i c h i s n o r m a l t o t h e 
c o n t o u r f (X ) = f (T_) and p a s s e s t h r o u g h T_. The p o i n t E i s f o u n d 
where the d e r i v a t i v e of f ( X ) w i t h r e s p e c t t o t h e d i s t a n c e a l o n g 
t h e l i n e i s z e r o . Then the method f i n d s t h e s t a t i o n a r y v a l u e o f 
f ( X ) i n the ( n - 1 ) d i m e n t i o n a l h y p e r p l a n e w h i c h c o n t a i n s E. and some 
p o i n t 6_ i n t h e h y p e r p l a n e i s p e r p e n d i c u l a r to t h e l i n e j o i n i n g E. 
to T_. T h e n , s i n c e the n o r m a l t o f ( X ) = f a t 6_ i s p a r a l l e l to 
t h e n o r m a l a t T, we now h a v e a l i n e on w h i c h t h e new e s t i m a t e d 
minimum e x i s t s w h e r e d e r i v a t i v e o f f ( X ) w i t h r e s p e c t t o t h e d i s t a n c e 
a l o n g t h e l i n e i s z e r o . 
At p o i n t s away f r o m the minimum t h i s method i s c l o s e t o t h e 
b a s i c method o f s t e e p e s t d e s c e n t . H o w e v e r , t h i s method w i l l c o n v e r g e 
much f a s t e r n e a r t h e minimum. 
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Marquart's Compromise Procedure 
The two previously discussed approaches to non-linear 
estimation have served as the basis of most algorithms for non-linear 
regression. In this section, Marquart's compromise algorithm will 
be discussed, following the presentation by Marquart (Marquart, 1963). 
The method of linearization and the method of steepest descent often 
encounter difficulty and fail to converge. The steepest descent 
method usually failsbecause of its extremely slow convergence after 
the first few iterations and the linearization method usually fails 
because of divergence of successive iterations. 
In minimizing the sum of squares function 
m 
F(9_) = £ u = 1 ( Y u - fu(B) r (16) 
the iterative procedure begins with an estimate of the minimum vector 
9* and passes through a series of other estimates successively. 
Calling these estimates 9^, 6 ,̂ • • ., ^ , • . . and so on, we will 
call the elements of the ith vector 9 ! = |_9., . , 9 n. , • . .,9 .J. 
J -J lj 2 j 5 pj 
The steepest descent algorithm discussed in the previous 
section moves from 9_ j in a direction of negative gradient at 9_ j . 
Call that vector direction 5_ g. Its components are 6F(9_) 6F(9J 6F(0.) 
i g = ( " , " , . . - ) (17) 
6U, 6B n 69 1 2 p 
where all the derivatives are evaluated at 9_ j . 
To make notation compatible with the Marquart procedure, 
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equation (9) must be rewritten as 
where 
6 = (P! P . ) ' 1 P! (Y - f . ) (18) 
m 
l j = ^ j = 1 ^ (§.') ; i = 1 , 2, . . n (19) 
and 
L x = I (20) 
The linearization method moves from 9_ j in a direction 
determined by equation (18). Marquart's compromise procedure is a 
method that in some sense will interpolate between the 6 of the 
steepest descent method and the iLĵ of the linearization method. In 
both the steepest descent method and linearization the choice of the 
correction vector was made before a decision on the step size. In 
the algorithm forming the basis of Marquart's compromise procedure 
the direction and step size are determined simultaneously. 
The theoretical basis for the algorithm is contained in 
three theorems, the first two of which are due to D. D. Morrison. 
The proofs of the theorems are contained in the original paper by 
Marquart (Marquart, 1963). 
Theorem 1 
Let X > 0 be arbitrary and let 0_q satisfy the equation 
(P! P. + X I) 6 = Pi (Y - f . ) (21) - J ~ J - -o - j j 
then 6 minimizes with respect to 9 —o — 
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SS.(9_) =L _N (Y - F (9.) - L . _ - (9. - 9..)ri ) 2 (22) J ̂ ~ U~L U U —J 1~1 1 1 J 111 




/I 2 (23) 
WHERE II 6 11 IS A SPECIFIED RADIUS. IT SHOULD BE NOTED THAT SS.(9) -O J -
DEFINES A SUM OF SQUARES FUNCTION INVOLVING THE LINEAR EXPANSION 
APPROXIMATING THE NON-LINEAR MODEL AT 9_ RATHER THAN THE TRUE NON­
LINEAR MODEL. ALSO NOTE THAT ( \ &Q\\ DENOTES THE LENGTH OF 6̂ , 
I. E., IF 5' = (6 + 6 + . . . + 6 ) THEN /|T> 11 2 = 0,2 + 0 2 + 
O 1 Z P O 1 2 
. . . + 6 2 . 
P 
THEOREM 2 
LET S_Q0O DENOTE THE SOLUTION OF EQUATION (20) FOR A GIVEN 
VALUE OF X. THEN II (̂ ) I I IS A CONTINUOUS, DECREASING FUNCTION 
OF A. SUCH THAT, AS \ ^ O O , |L 6 (X) II 2 -* 0. 
3 —TO 
THEOREM 3 
LET V DENOTE THE ANGLE BETWEEN 6 AND 6 . THEN Y IS A CONTINUOUS 
G 
MONOTONE DECREASING FUNCTION OF X SUCH THAT AS H OO, Y 0. SINCE 
6 IS INDEPENDENT OF X, IT FOLLOWS THAT 6 (X) ROTATES TOWARD 6 AS 
_ G -G 
X OO . 
IF ONE OBSERVES THAT AT X = 0, EQUATION (21) REDUCES TO 
P! P. 6 = P|(Y - F.) (24) -J "J - o ~ 3 J 
SO THAT 6 (0) IS EQUAL TO 6 . THUS 6 IS, AS MENTIONED BEFORE, AN ~~O ~jL o 
INTERPOLATION BETWEEN 6 (WHEN X = 0) AND 6 (WHEN X - CO). 
-jL -G 
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MARQUART DEFINES A SCALE OF MEASUREMENT FOR THE COORDINATES 
OF THE PARAMETER SPACE. SINCE IS CHANGED IF THE SCALES OF THE 
COORDINATES ARE CHANGED UNEQUALLY, MARQUART USES SCALES IN UNITS 
OF THE QUANTITIES 
c2.. = ( £ _ - (6FU(6)/6G.) 2)^ (25) 11 U~L 1 
THIS CONVERSION CAUSES THE P.1 P. MATRIX TO BE RESCALED INTO A MATRIX 
WHICH HAS ONES ON THE DIAGONAL AND NUMBERS WHOSE MODULUS IS LESS THAN 
ONE AS THE OFF-DIAGONAL ELEMENTS. BY DEFINING 
N OFU(G_) S - , . 
ONE CAN EVALUATE A SCALED MATRIX A. AND A SCALED VECTOR G. 
CJ 
J P Q (C J CJ j* 
PP QQ 
L P J (Y - F (E..) ) 
_ / N _ / \ _ U~L 1U U U 1 
*J - ( G L R G 2 J . • • G P J ) - <G±J> - J % 
"2 
(28) 
AFTER RESCALING THE UNITS THE NEW CORRECTION VECTOR 6**. IS OBTAINED BY 
EVALUATING 
JL*X - A."1 (29) 
IF AJ IS SINGULAR WE MUST SOLVE 
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± i % = h (30) 
Now, to o b t a i n 6_ . , the o r i g i n a l c o r r e c t i o n v e c t o r one must e v a l u a t e 
( l n ) ± = ( i i j ) i / ( c i . ) 2 3 i = 1 , 2 , . . p , ( 3 1 ) 
w h e r e ( 6 , . ) . d e n o t e s the i t h e l e m e n t o f 6 . . . The m a j o r e l e m e n t s f o r 
i m p l e m e n t a t i o n o f t h e a l g o r i t h m have now b e e n a s s e m b l e d . At t h e j t h 
i t e r a t i o n when 9_ j becomes a v a i l a b l e ( o r i s d e s i g n a t e d a s on t h e f i r s t 
i t e r a t i o n ) , i t i s n e c e s s a r y t o s o l v e t h e e q u a t i o n 
( A . + X. I ) 6 * = £ . ( 3 2 ) 
f o r 
6 * = ( 6 * . , 6 * . , . . . , 6 * . ) ' 
- J l j 2 j ' PJ 
and e v a l u a t e 
6 . . = 6 * . / ( c . . ) ^ ( 3 3 ) i j i j n 
f o r i = l , 2 , . . . , p t o o b t a i n 0_ j . A new v e c t o r i s now d e f i n e d by 
9 . ... = 9 . + 0 . ( 3 4 ) 
T h i s v e c t o r must g i v e a sum of s q u a r e s F(9_ _ ^ ) l o w e r t h a n t h e p r e v i o u s 
sum o f s q u a r e s F(9_ j ) . A v a l u e o f A.̂  must be c h o s e n b e f o r e s o l v i n g 
e q u a t i o n ( 3 2 ) t h a t w i l l i n s u r e t h a t 
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I f a v a l u e o f X^ l a r g e enough c a n n o t be o b t a i n e d , t h e n must be 
a minimum and 9. i s the l e a s t s q u a r e s s o l u t i o n v e c t o r . 
- J 
A v a l u e f o r i s needed t h a t w i l l s a t i s f y e q u a t i o n ( 3 5 ) and 
w i l l p r o d u c e r a p i d c o n v e r g e n c e o f t h e a l g o r i t h m t o the l e a s t s q u a r e s 
s o l u t i o n f o r 9_. The l i n e a r i z e d f u n c t i o n w i l l a d e q u a t e l y r e p r e s e n t 
t h e n o n - l i n e a r f u n c t i o n o n l y o v e r a s m a l l n e i g h b o r h o o d . To p r o d u c e 
r a p i d c o n v e r g e n c e , w h e n e v e r c o n d i t i o n s a r e s u c h t h a t l i n e a r i z a t i o n 
w o u l d work w e l l by i t s e l f , a s m a l l v a l u e o f K. s h o u l d be c h o s e n . The 
J J 
most i m p o r t a n t c a s e of t h i s i s when 9_ i s c l o s e t o t h e minimum a s i n 
t h e l a t e r i t e r a t i o n s o f t h e a l g o r i t h m . 
M a r q u a r t s u g g e s t a s t r a t e g y f o r c h o o s i n g ( M a r q u a r t , 1 9 6 3 ) 
w h i c h seems h i g h l y a p p r o p r i a t e . I t i s a s f o l l o w s : c h o o s e an a r b i t r a r y 
number v > 1 . L e t X . - d e n o t e the v a l u e of f r o m t h e p r e v i o u s i t e r a t i o n . 
J - l 
I n i t i a l l y l e t X = 0 . 0 1 . Compute F ( X . _ ) and F ( X . n / v ) o r j - l J - l 
i . I f F ( X . , / v ) < F ( X . . ) , l e t X , = X. - / v . 
j - l j - l j j - l 
i i . I f F ( X . n / v ) > F ( X . ) , and F U . - ) < F ( X . ) , l e t X . = X . n . 
J - l J J - l ~ J J J - l 
i i i . I f F ( X ^ _ 1 / v ) >
 f ( ^ j ) J a n d F ^ j - i ^ > F ^ j ) > i n c r e a s e by 
s u c c e s s i v e m u l t i p l i c a t i o n by v u n t i l f o r some s m a l l e s t 
w 
v a l u e w, F ( X . ) . L e t X . .. - X . - • v . 
J J - l J - l 
M o d i f i c a t i o n s to M a r q u a r t ' s Compromise 
The M a r q u a r t Compromise A l g o r i t h m does n o t l e n d i t s e l f w e l l to 
c o n s t r a i n e d p r o b l e m s . To overcome t h i s s h o r t c o m i n g , a p a p e r p u b l i s h e d 
i n 1971 ( S m i t h and Shanno , 1 9 7 1 ) p r e s e n t s a m o d i f i c a t i o n w h i c h u s e s 
a s l i g h t l y d i f f e r e n t g r a d i e n t f o r m ( c a l l e d a Newton-Raphson v e c t o r ) 
to a l l o w h a n d l i n g o f c o n s t r a i n e d p r o b l e m s . Smi th and Shanno a l s o 
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DESIGNED THEIR ALGORITHM TO CONDUCT AN ANALYTIC SEARCH FOR A LOCALLY 
OPTIMUM VALUE OF THE COMBINING PARAMETER X WHICH THEY INDICATE HAS 
GIVEN EXCELLENT RESULTS. 
ANOTHER MODIFICATION TO THE ORIGINAL ALGORITHM WAS SUGGESTED 
BY MARQUART HIMSELF (MARQUART, 1970). THE METHOD IS NEW IN THAT IT 
USES THE GENERALIZED INVERSE AS A NUMERICAL ANALYSIS TOOL IN 
OBTAINING THE LEAST SQUARES ESTIMATES FOR THE PARAMETERS. THE 
MODIFIED ALGORITHM HAS MUCH THE SAME PROPERTIES AS THE ONE BASED 
ON ORDINARY INVERSES OF (A + X I ) . BOTH METHODS INTERPOLATE BETWEEN 
THE LINEARIZATION METHOD AND THE STEEPEST DESCENT METHOD. THE NEW 
ALGORITHM USES THE SCALED MATRIX A. AND THE SCALED VECTOR G. AS 
DEFINED IN (27) AND (28). THE SCALED EQUATION 
A, 1, " * , (3» 
IS THEN CONSTRUCTED. LET THE DIAGONALIZED MATRIX BE DENOTED D WITH 
ORDERED ELEMENTS > • • • > K , AND THE EIGENVECTOR MATRIX THAT 
TRANSFORMS A INTO D BE DENOTED J3. THUS, 
S 1 A S = D (32) 
WHERE _S' _S = I_, AND 
A" 1 = S D _ 1 S' (33) 
IF A IS OF RANK R, THEN THE LAST (P-R) ELEMENTS OF J) ARE ZEROS IF A 
IS SINGULAR. S_ CAN BE PARTITIONED AS FOLLOWS: 
S = (S : S ) (34) — —R —P-R 
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w h e r e S i s Lp x r j and S i s Lp x ( p - r ) J . The m a t r i x D c a n be 
—r ^ p - r ~ 
p a r t i t i o n e d a l s o so t h a t the g e n e r a l i z e d i n v e r s e becomes 
-1 -1 1 
A = S D S ( 3 6 ) 
T h i s i n v e r s e i s t h e n u s e d t o compute t h e g r a d i e n t and the i t e r a t i o n 
c o n t i n u e s e x a c t l y a s i n t h e o r i g i n a l a l g o r i t h m . 
The g e n e r a l i z e d i n v e r s e m o d i f i c a t i o n i s p r o b a b l y s u p e r i o r t o 
t h e o r i g i n a l a l g o r i t h m f o r i l l - c o n d i t i o n e d p r o b l e m s b e c a u s e o f t h e 
r e d u c t i o n i n v a r i a n c e a c h i e v e d by t h e s m a l l amount of b i a s i n t h e 
g e n e r a l i z e d i n v e r s e . M a r q u a r t p r e s e n t s s e v e r a l t h e o r e m s to i l l u s t r a t e 
t h i s i n h i s a r t i c l e ( M a r q u a r t , 1 9 7 0 ) and he a l s o a d d s t h a t t h i s 
p r o c e d u r e i s e q u i v a l e n t t o t h e o r i g i n a l a l g o r i t h m when i s e q u a l 
t o D. 
19 
CHAPTER I I I 
A NEW ALGORITHM FOR NON-LINEAR REGRESSION 
Deve lopment 
The d e v e l o p m e n t o f t h e c u r r e n t v e r s i o n o f t h e S e q u e n t i a l 
S i m p l e x A l g o r i t h m i s e a s i l y t r a c e d . I n 1 9 7 5 , G . E . P . Box s u g g e s t e d 
a p r o c e d u r e f o r t h e o p t i m i z a t i o n and c o n t r o l o f f u l l - s c a l e c h e m i c a l 
p r o c e s s e s c a l l e d " E v o l u t i o n a r y O p e r a t i o n . " ( B o x , 1 9 5 7 ) ? S i n c e t h e n 
s e v e r a l o f t h e b a s i c c o n c e p t s o f Box h a v e b e e n m o d i f i e d t o f o r m a 
p o w e r f u l a l g o r i t h m f o r s o l v i n g n o n - l i n e a r r e g r e s s i o n p r o b l e m s , and 
i n d e e d many o t h e r o p t i m i z a t i o n p r o b l e m s , w i t h o u t c a l c u l a t i n g d e r i v a ­
t i v e s . S i n c e i t was f i r s t i n t r o d u c e d i n 1 9 5 7 , the te rm " E v o l u t i o n a r y 
O p e r a t i o n " h a s b e e n more w i d e l y i n t e r p r e t e d t h a n Box d e s c r i b e d . I n 
t h i s d i s c u s s i o n the t e r m w i l l be h e l d i n i t s o r i g i n a l r e s t r i c t e d 
s e n s e — m a t h e m a t i c a l o p t i m i z a t i o n . Much of the d e v e l o p m e n t of t h e 
p r e s e n t method s tems o r i g i n a l l y f r o m a c o n s i d e r a t i o n of how 
E v o l u t i o n a r y O p e r a t i o n m i g h t be made a u t o m a t i c — a p o s s i b i l i t y 
s u g g e s t e d by Box i n h i s a r t i c l e i n 1 9 5 7 . 
The n e x t m a j o r s t e p i n t h e d e v e l o p m e n t of the a l g o r i t h m was 
t a k e n by W. S p e n d l e y , G . R. H e x t , and F . R. H imswor th ( S p e n d l e y e t a l . , 
1 9 6 2 ) i n t h e i r p r e s e n t a t i o n o f an a r t i c l e d e s c r i b i n g a b a s i c 
s e q u e n t i a l s i m p l e x o p t i m i z a t i o n p r o c e d u r e . T h e i r a r t i c l e was 
c o n c e r n e d to a l a r g e e x t e n t w i t h the d e v e l o p m e n t of a s e q u e n t i a l 
s i m p l e x method f o r a u t o m a t i c p r o c e s s i n g by a d i g i t a l c o m p u t e r - -
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s p e c i f i c a l l y the p r o b l e m s o f when to move and where to move a f t e r 
the s i m p l e x was f o r m e d . The d e c i s i o n r u l e p r o p o s e d was to move a t 
e v e r y o p p o r t u n i t y , t h a t i s , a t e v e r y i t e r a t i o n . S i n c e S p e n d l e y 
e t a l . w e r e d e a l i n g w i t h f u l l - s c a l e p r o c e s s e s a c t u a l l y i n o p e r a t i o n , 
e a c h i t e r a t i o n i n t r o d u c e d a more r e c e n t o b s e r v a t i o n . T h i s r e d u c e d 
the e r r o r s c a u s e d by measurement d r i f t and c h a n g e s i n t h e p r o c e s s 
and t h u s was a l o g i c a l d e c i s i o n r u l e . 
The q u e s t i o n of "where to move" was a l s o i n f l u e n c e d by t h e 
i d e a of f r e q u e n t c h a n g e s i n t h e s i m p l e x . A m a j o r a t t r a c t i o n of t h e 
s i m p l e x d e s i g n i s t h a t by a d d i n g one a d d i t i o n a l p o i n t and d e l e t i n g 
an o l d p o i n t , an e n t i r e l y new s i m p l e x i s o b t a i n e d i n t h e h y p e r p l a n e 
c o n t a i n i n g any f a c e o f the o r i g i n a l s i m p l e x . A l s o , the d i r e c t i o n 
of s t e e p e s t d e s c e n t e s t i m a t e d f r o m t h e o b s e r v a t i o n s a t t h e v e r t i c e s 
of a r e g u l a r s i m p l e x w i l l be a l o n g a l i n e drawn t h r o u g h t h e c e n t e r 
of t h e s i m p l e x ou t t h r o u g h t h a t f a c e w h i c h i s " o p p o s i t e t o " ( d o e s 
n o t c o n t a i n ) t h e p o i n t o f h i g h e s t v a l u e . B e c a u s e o f t h i s , S p e n d l e y , 
H e x t , and H i m s w o r t h d e c i d e d t h a t t h e answer t o the "where to move" 
q u e s t i o n was i n t o t h e a d j a c e n t s i m p l e x w h i c h i s o b t a i n e d by d i s c a r d i n g 
the p o i n t o f h i g h e s t v a l u e and a d d i n g i t s m i r r o r image i n t h e h y p e r p l a n e 
of t h e r e m a i n i n g p o i n t s . 
The a r t i c l e s t a t e s f o u r m a j o r a d v a n t a g e s o f s u c h a method . 
They a r e : 
1. The c o m p u t a t i o n i s e x t r e m e l y s i m p l e . At e a c h i t e r a t i o n , 
o n l y one a d d i t i o n a l p o i n t must b e f o u n d and i t s v a l u e 
c a l c u l a t e d . 
2. The d i r e c t i o n of a d v a n c e i s dependent s o l e l y on t h e 
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r a n k i n g of r e s p o n s e s and n o t on t h e i r v a l u e s . T h u s , t h e 
s y s t e m c a n be u s e d i n c a s e s where a n u m e r i c a l v a l u e 
c a n n o t b e a b s o l u t e l y d e t e r m i n e d , b u t c a n be d e t e r m i n e d 
i n r e l a t i o n t o t h e o t h e r r e s p o n s e s . 
3 . No a s s u m p t i o n s of the c u r v a t u r e of the r e s p o n s e s u r f a c e 
o u t s i d e the i m m e d i a t e s i m p l e x i s made. 
4 . To add a d d i t i o n a l f a c t o r s , one p o i n t added f o r e a c h 
f a c t o r i s a l l t h a t i s r e q u i r e d . T h u s , i f a f a c t o r 
p r e v i o u s l y h e l d c o n s t a n t was now made v a r i a b l e , o n l y 
one p o i n t must b e added to a K d i m e n s i o n a l s i m p l e x to 
make i t one i n ( K + l ) d i m e n s i o n s . 
The i d e a o f " r e g u l a r i t y " o f t h e s i m p l e x i n the g e o m e t r i c a l 
s e n s e was deemed i m p o r t a n t by S p e n d l e y , H e x t , and H i m s w o r t h . They 
p r o p o s e d t h a t r e g u l a r i t y b e p r e s e r v e d by c h o o s i n g the s c a l e s of the 
s e p a r a t e f a c t o r s s o t h a t a u n i t c h a n g e i n one f a c t o r i s o f e q u a l 
i n t e r e s t w i t h a u n i t c h a n g e i n a n o t h e r f a c t o r . T h i s r e g u l a r i t y 
was f u r t h e r o b t a i n e d by u s i n g t h e p r o c e d u r e d e s c r i b e d above f o r 
a l l new p o i n t s w h i c h w e r e i n t r o d u c e d i n t o t h e s i m p l e x . 
T h i s r i g i d r e q u i r e m e n t s e r v e d to s l o w the method c o n s i d e r a b l y 
and f r e q u e n t l y c a u s e d p o o r r e s u l t s f o r c o m p l i c a t e d s u r f a c e s . The 
r e g u l a r i t y r e q u i r e m e n t and many o t h e r d e t a i l s o f the method w e r e 
c h a n g e d i n a s u b s e q u e n t m o d i f i c a t i o n by J . A . N e l d e r and R. Mead 
( N e l d e r and Mead , 1 9 6 5 ) . The p r o c e d u r e d e s c r i b e d by N e l d e r and 
Mead a l l o w s f o r c h a n g e s i n t h e shape and s i z e o f t h e s i m p l e x s o t h a t 
i t a d a p t s i t s e l f to t h e l o c a l l a n d s c a p e , e l o n g a t i n g down l o n g 
i n c l i n e d p l a n e s and c o n t r a c t i n g i n c o m p l e x a r e a s , e s p e c i a l l y i n 
22 
the neighborhood of the minimum. 
An algorithm based on a modification of the Nelder and Mead 
method is presented in the following section. A Fortran II computer 
program for this algorithm is given in Appendix I. 
The Method 
General Description 
The basic experimental design employed is a simplex in G 
dimensions, where G is the number of parameters or factors to be 
determined. A simplex may be defined by a (G+l) X G matrix M, say 
where 
M = 
0 0 0...0 
p q q-•-q 
q p q-•-q 
q q q---p 
P = L (I/GVT")( (G=l) + VG+T ) 
Q = L(l/G VI) ( ̂ G+l - 1) 
(1) 
(2) 
and L is the length desired for the sides of the original simplex. 
Once the scales have been determined and the origin defined, this 
matrix can be used as a convenient starting simplex. Its rows give 
the G coordinates of each of the (G+l) vertices of the simplex. 
A simplex is an orthogonal first-order experimental design 
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which requires the minimum, number of experimental points in any 
number of dimensions; that is, it requires only one more experi­
mental point than the number of variables under consideration. 
Therefore, for the G variables, there are 
N = G+l (3) 
design points (rows in the M matrix). The regular simplex has the 
N vertices so situated in the design space that the cosine of the 
angle formed by any two vertices and the center of the simplex is 
equal to -l/G. In two dimensions the regular simplex is an 
equilateral triangle, in three, a tetrahedron, and so on. 
The responses are determined at each of the vertices. That 
is, for each set of coordinates in the design matrix, the value of 
the objective function is calculated. These values are then compared 
and the highest determined. The procedure then eliminates that set 
of coordinates (that vertex) from the simplex and calculates a new 
set of coordinates which mirror the one just eliminated in the 
hyperplane containing the other vertices of the simplex. The 
coordinates of this new vertex are calculated by the following 
method: 
Call the current simplex matrix M. . Let the rows of M. be 
denoted by R. for i = 1, 2, . . ., G+l. Let the maximum error sum 
of squares response occur at R^. Call the centroid of the remaining 
points C. calculated by 
C = l/G (Rx + ̂  + . . . R ^ + R ^ + . . . + R G + 1 ) (4) 
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Then the coordinates of the new vertex R* are given by 
R* = C + X (C - R^) (5) 
Where X is the step length computed for this reflection. If A. = 1 
then the new vertex is the mirror image of the one just removed from 
the simplex and is the vertex which would be chosen by the algorithm 
developed by Nelder and Mead (Nelder and Mead, 1965). However, the 
modified sequential simplex attempts to compute an optimal step 
length for each reflection. Define the error or differences g (y_) by 
where 9_ is the vector of parameter estimates given by an vertex of 
the simplex. Each g (*L) is a non-linear function of the parameter 
9_. However, by assuming that the g (§.) a r e linear in the unknown 
parameter, one can estimate the optimal step length in the direction 
d_ = C. - R^, which is the direction indicated by the simplex. Therefore, 
equation (5) can be rewritten as 
u 
gu(y_) = (Y 1 - f (X^, e_), u = 1, 2, . . • s m (6) 
R* = c + X d (7) 
The error sum of squares at this new vertex is 
F(R*) = F(c + Xd) (8) 
and since C. and d̂  are both known, it can be written as 
F(R*) = F (A) (9) 
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At the minimum of F(A.) it is necessary that 
m a = o ( 1 0 ) 
OA. 
It follows from the above that 
m 
(A) = F(c + Xd) = L gu(c + Xd) Z (11) 
and 
x-nfw m 6g (c + Xd_) ^ = 2 L „ g (c + Xd) ^ (12) OA u 1 u w A OA. 
From the assumption that each gu(c. + Xd_) is linear, it is seen that 
gu(c + Xd) = gu(c) + gu(Xd) = gu(c) + X(gu(c) - g u(R h) ) (13) 
Therefore 
g (c + Ad) = g (c) + X h (c, R, ) (14) 
U — — U ~ U "Tl 
where 
V c , V • ^ ( o - g u c y (is) 
and 
6g (c + Xd) 
- g u (c) - g u ( V =h u(c, % ) (16) 6X 
Substituting (15) and (16) and (12) yields 
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m 
2 L U = 1 (gu(c) + X hu(c, R h) ) hu(c, R h) (17) 
Therefore 
m m 
2 L g u (c ) h (£, V - - 2 X L h u (c , R h)^ (18) 
and 
_m ~ h = 1 g (c) h (c, R, ) 
X = . u-1 *u - u - ^h 
m ? 
Lu=l h u ( ^ V 
would be the optimal step length. Since it is known that the assumption 
of linearity in the unknown parameters is false, it is necessary to 
set a lower and upper bound for the step length. It is convenient 
to choose 6, the expansion coefficient, as the upper bound and a, 
the reflection coefficient as the lower bound. Therefore the step 
length used would be 
A = min ( 6, max (\, a) ) (20) 
The algorithm must then insure that this simplex is in fact 
"better" than the old simplex in terms of getting closer to the 
minimum sum of squares. Since there are only two points not common 
to both, this check is merely a matter of comparing the responses 
at the two points. 
If the new response is indeed lower than the old one and is 
also lower than the response at any other vertex, the algorithm then 
seeks to speed up the process by taking a larger step in that same 
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direction. This action is called an expansion, and if the simplex 
was regular before the move, the expansion destroys that regularity. 
The design is still a simplex, but it no longer has all sides equal. 
If the response at the expanded point is lower than the 
mirrored (reflected) point then the expanded point is used as the 
new vertex of the simplex, if not the reflected point is used. 
Instances when the expanded point will not be lower occur when 
the response surface is complex and the reflected point is in a 
valley but the expanded point has been placed on the side where 
the response is higher. 
If the reflected response is not lower than the highest sum 
of squares response of the old simplex then the algorithm takes a 
point half way between the centroid of the simplex and the reflected 
point. This step is called a contraction and is used to combat very 
complex surfaces and to insure proper termination of the algorithm. 
The termination criterion and procedure will be discussed later. 
If the response at the contracted point is lower than the 
highest response of the old simplex, then the contracted point is 
used as the new point in the simplex replacing the vertex of the old 
simplex with the highest response. If the contracted point is not 
lower, then the algorithm forms a new simplex with only one point 
in common with the old one — that vertex with the lowest sum of 
squares response of all the vertices. This new simplex has sides 
one half the length of the old simplex. It is formed in this way 
to insure that progress is always made toward the lowest response. 
Also, a smaller simplex will have a better chance of progression 
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in situations which indicate a complex response surface or that 
the minimum has been reached. In either case, the smaller simplex 
will improve the chances of convergence. 
Notation 
The procedure may be better explained by the following 
notation: 
R^, i = 1, 2, • • ., G + 1, are the G + l vertices of the 
original simplex. 
F. is the sum of squares function value at R. . 
h is the suffix such that F. = max(F.) i = 1, 2, . . . G + l 
h l 
5 is the suffix such that F = min (F.) i = l , 2, . . ., G + l 
o 1 
R is the centroid of the vertices where i t h. 
[R. R.J is the distance from R. to R. 
1 J 1 J 
X is the estimated step length. 
Oi is the reflection coefficient. 
|3 is the contraction coefficient. 
6 is the expansion coefficient. 
At each iteration there are three possible steps--reflection, 
expansion and contraction. The reflection of R^ is denoted by R* and 
its coordinates are defined by 
R* = (1 + X) R - X R H (21) 
where A. is positive and b > X > o i . Usually ot is given a value of one. 
Thus, [R* Rj = X LR^ RJ. If F* is between F h and F , then the 
algorithm replaces R^ with R* the new simplex is formed, and a new 
iteration started. 
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If F* < F , i. e., if the reflection has produced a new 
minimum, we seek to improve this by expanding R* to R** by 
R** = 6R* + (1 - 6)R (22) 
By this, 6 is the ratio of the expansion distance to the reflection 
distance, i. e., the ratio of |_R**RJ to LR*Rj. If F** < F* then 
R^ is replaced by R** and a new iteration is begun. If F** > F*, 
then R* is the new vertex and the algorithm continues with a new 
iteration. This is called a failed expansion and will be discussed 
later. 
If F* is larger than all the F^, i f h, then we wish to 
contract. We define F, as the smallest of F* and the old F, and 
h h 
change R^ accordingly. We form a new point R** such that 
R** = 0 R^ + (1 - P) R (23) 
3 is the ratio of |_R** Rj to l_R̂  and lies between 0 and 1. This 
step contracts the simplex. R^ is now replaced by R** unless F** > F^. 
In this case all points are replaced except R . The points are replaced 
by points defined by the relation 
\ = h ( \ + R g) for i t S (24) 
This procedure shrinks the entire simplex in the direction of the 
lowest point. 
Maximum Age of Vertices 
Another advantage of this size adjustment procedure occurs when 
some complexity of the response surface causes the simplex to oscillate 
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about some vertex or vertices. This may be easily detected because 
the computer program keeps a record of the number of iteration each 
vertex has been included in the simplex. This record is called the 
age of the vertex. When the age of any vertex exceeds a set limit, 
the algorithm uses the previously described shrinking procedure to 
eliminate the problem. The ages of the vertices are checked at each 
iteration. 
The determination of the maximum age a vertex can achieve in 
normal progression was the subject of a study by Spendley, Hext and 
Himsworth (Spendley, et al., 1965). Their calculations led them to 
present a fitted equation which approximates the maximum age a 
vertex can attain for any number of parameters. That equation is: 
max age = 1.65 G + 0.05 G 2 (25) 
where G is the number of parameters and G + l the number of vertices. 
This equation is only applicable where the simplex size is small when 
compared to any complex features of the response surface because it 
approximates the maximum number of iterations a vertex can remain 
unchanged before the simplex moves in the same direction it moved 
from before, This is not to imply it has oscillated back to a previous 
simplex; it means it has taken a step in the opposite direction of a 
recent step. This estimated maximum proved entirely sufficient in all 
problems encountered. For the problems presented here it was simplified 
to 
max age = 2 G - 1 (26) 
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which fits perfectly for G = 2, 3, . . ., 7. 
Termination Criterion 
The termination criterion used by the Modified Sequential 
Simplex Algorithm is one advanced by Nelder and Mead in their simplex 
development (Nelder and Mead, 1965). At each iteration, the algorithm 
compares the standard error of the values of the sum of squares formula 
at the vertices given by 
with some given value. If this error is below that value, the method 
stops. This criterion depends on two concepts--that the simplex will 
not become too small in relation to the curvature of the response 
surface before it reaches the minimum and that the simplex will shrink 
around the minimum. The first concept is insured by choosing an 
initial size of the simplex that is appropriate for the curvature of 
the response surface in the current problem and the second by the 




F - L . _ T JL- . 1~1 1 F,/(G + 1) 
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CHAPTER IV 
PROBLEMS AND RESULTS 
Sample Problems 
Problem A 
Source: (Hartley, 1961) 
The six responses in this problem represent the yields of 
wheat corresponding to six rates of application of fertilizer, 
which, on a coded scale, are given the values X ^ = - 5 , - 3 , - 1 , 
1, 3, 5. The model here is the exponential law of diminishing 
returns: 
Y = f(X; L, B, K) = L + B (1) 
In this model there is only one input variable, X, but three parameters; 
namely, 0^ = L, the asmpto tic yield for large rates of fertilizer 
application, 9^ = K, the exponential rate of response decrease and 
9^ = 0, defining the midpoint response (at X = 0) by L + p. 
Problem B 
Source: Lettau, H. H. and Davidson, B., Exploring the Atmosphere's 
First Mile, vol. 1, Pergamon,Press, 1957, p. 332-336. 
Under adiabatic conditions, the wind speed Y is given by the 
non-linear model 
Y = 9 1 log(92 X + 9 3) + e (2) 
where X = nominal height of anemometer (cm). Estimate 8 , 8 , and 
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9^ from the following data. 
Problem C 
Source: Hunter, W. G. and Atkinson, A. C., "Planning Experiments for 
Fundamental Process Characterization," University of Wisconsin 
Technical Report No. 59, December, 1965. 
A certain chemical reaction can be described by the non-linear 
model 
Y = exp (- e i ^ exp L- Q ^ l / ^ " 1/620)] ) + e (3) 
where 9^ and 9^ are the parameters to be estimated, Y is the fraction 
of original material remaining^ X, is the reaction time in minutes, 
and X^ is the temperature in degrees Kelvin. The data for this 
problem follows in Table 3. 
Problem D 
Source: Box, G. E. P., and Hunter, W. G. "Sequential Design of 
Experiments for Non-linear Models," I.B.M. Scientific 
Computing Symposium in Statistics, 1965, pp. 113-137. 
A certain chemical reaction can be described by the non-linear 
model 
Y = 9 1 9 3 2^/(1 + 9 1 X± + 9 2 X 2) + e (4) 
where Y is the reaction rate, X^ and X^ are partial pressures of 
reactants and product respectively, 9^ and 9^ are absorbtion equilibrium 
constants for reactant and product, and 9^ is the effective reaction 
rate constant. The data for problem D is shown in Table 4. 
Problem E 
Source: Marquart, D. W., I. B. M. Share Program No. 1428, 1963. 
This is called the Overlapping Gaussian Problem. The model is 
Table 3. Data for Problem C 
X. 
120 600 .904 
60 600 .951 
60 612 .883 
120 612 .780 
30 631 .786 
45 631 .697 
15 639 .887 
90 639 .288 
25 639 .708 
60 639 .436 
30 639 .660 
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Table 4. Data for Problem D 
X2 
1.0 1.0 .124 
2.0 1.0 .205 
1.0 2.0 .071 
2.0 2.0 .127 
0.1 0.0 .158 
3.0 0.0 .549 
0.2 0.0 .251 
0.3 0.0 .311 
3.0 0.8 .294 
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x - e 2 N2 x - e 5n2 -] , -) J + e Y = Q1 exp [ - %( e 3 r ] + 9 4 exp [ - %( 8 6 
The six parameters are estimated from the data in Table 5. 
Comparison Criterion 
The basis of comparison between Marquart's Compromise Algorithm 
and the Modified Sequential Simplex Algorithm is the amount of time a 
UNIVAC 1108 computer used to process the problem in the FORTRAN IV 
computing language. Marquart's Compromise Algorithm is available as 
an IBM SHARE Library Program No. 309401 NLIN 2, and the Modified 
Sequential Simplex Algorithm was written for this thesis. 
A widely used criterion is the number of function evaluations 
necessary for solution, but this was not applicable in this case due 
to basic differences in the methods. Marquart's Compromise procedure 
uses relatively few function evaluations; yet, it must evaluate deriva­
tives at each iteration. The Modified Sequential Simplex, on the other 
hand, evaluates no derivatives but depends solely on the determinations 
of the function for its method of progress. 
five problems with 2, 3, and 6 parameters to estimate. As the results 
will depend on the initial starting point selected, each problem was 
solved using at least three different starting points and the results 
averaged. The starting values used for these problems are presented 
in Table 9 in Appendix II. The final values for the parameters are 
Results 
The performances of the two methods have been studied using 





























also listed in Appendix II in Table 10. 
The sequential Simplex Method is also dependent on the size 
of the original simplex and upon the choice of the reflection, 
contraction and expansion coefficients. For the results given here, 
the Modified Sequential Simplex Algorithm was utilized with three 
combinations of a, |3, and 0 and with two different sizes of the 
original simplex. The data presented in Table 6 is the average of 
this detailed data. The detailed data is presented in a table in 
Appendix II. 
From the data in Table 6, the algorithm by Marquart solved 
on the average all problems except C faster than the Modified 
Sequential Simplex Algorithm. Although no statistical tests were 
run to determine if the differences in solution times were significant, 
it appears that they are. No explanation has been found for the 
apparent success of the sequential simplex method in problem C; 
however, it is often the case that a particular method works well 
on certain isolated problems or classes of problems. 
Care must be exercised to insure that for comparison purposes 
the advantage of one method over the other is not guaranteed by the 
choice of starting points. For example, if one is comparing the 
steepest descent and the linearization methods and all points are 
chosen near the true minimum, then the linearization method clearly 
has an advantage. The same care must be exercised in choosing the 
problems used for comparison and for the same reason--to insure equal 
advantage for each method. 
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Table 6. Solution Time (Milliseconds) 
Data is in Milliseconds 
Problem 
Marquart's Method Sequential Simplex 
A 1018 1365 
B 1457 1521 
C 2661 2349 
D 2103 2395 
E 3120 3833 
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CHAPTER V 
CONCLUSIONS AND RECOMMENDATIONS 
Conclusions 
A new method for finding the minimum of a sum of squares 
function used in non-linear regression problems has been described 
and compared to the method devised by D. W. Marquart. The new 
method is called the Modified Sequential Simplex Algorithm. It has 
the advantages of not requiring the calculation of derivatives 
and also of being extremely easy to program due to its simplicity. 
The Modified Sequential Simplex Algorithm has been shown 
to be only slightly slower than Marquart's Compromise Method, in 
general cases, and was even faster in some special problems. It is 
possible to provide for faster convergence than that of Marquart's 
method by the correct choice of simplex orientation, starting point, 
and step size, but these results are only special cases and can not 
be expected in general. 
This method can be modified to include constrained optimiza­
tion problems or any minimization problem, even if it is not a sum 
of squares. This is also true of most of the methods discussed 
in this thesis. The FORTRAN IV program, presented as an appendix 
to this thesis, may also be easily modified for these problems. 
The parameter estimates obtained by the Modified Sequential 
Simplex method compare favorably with Marquart's procedure in terms 
of accuracy. They can be. computed to any desired degree of numerical 
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accuracy. This is achieved by forcing the simplex to shrink tighter 
around the point on the response surface with the lowest sum of 
squares. 
The Modified Sequential Simplex Algorithm also allows simple 
conversion from problem to problem, and all that must be changed 
is the representation of the function. To convert Marquart's 
algorithm, however, three FORTRAN subroutines must be rewritten 
each time the problem changes. 
From the results of the problems investigated for this thesis, 
it is concluded that, if the first derivatives and second derivatives 
exist and are calculable, Marquart's Compromise Method is slightly 
superior to the Modified Sequential Simplex Method for most problems. 
However, it is felt that some improvement has been made over the 
algorithm presented by Nelder and Mead. There exist many other 
modifications which potentially could increase the speed of the 
algorithm. 
Recommendations 
This investigation only illustrates the feasibility of the 
Modified Sequential Simplex Method. It is recommended that the 
algorithm be further tested and possible modifications made and 
evaluated to obtain more efficient computation times. The loss of 
simplicity in the method can be offset by the increased speed with 
which it might operate, and therefore, even very complex modifications 
should be evaluated. 
The assumption that the differences Y - f(X , 9_) are linear 
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in the parameters should be reconsidered for its possible modification 
to an assumption that they are more complex functions of 9_, e. g. 
quadratic. This modification could possibly increase the speed of 
the algorithm significantly and should be evaluated. The choices 
of a, 0 and 6 should also be studied with a larger group of problems 
to obtain a rational method for their selection. 
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APPENDIX I 
**** THESIS *** MAIN PROGRAM *** 
DATE: 05 18 71 TIME: 174218 
C SEQUENTIAL SIMPLEX NONLINEAR REGRESSION ANALYSIS 
C M = NO. OF DATA POINTS 
C LSIZE = NO. OF VARIABLES 
C INDV = NO. OF INDEPENDENT VARIABLES IN MODEL 
C X(I,J) = DESIGN MATRIX 
C B(I) = COEFFICIENTS IN THE OBJECTIVE FUNCTION 
C MAX = MAXIMUM NUMBER OF ITERATIONS ALLOWED 
C SIDELN = SIDELENGTH OF THE INITIAL SIMPLEX 
C IAGE(I) = AGE OF SIMPLEX VERTEX 
C VALUE(I) = OBJECTIVE FUNCTION VALUE 
C OBJFUN = SUBROUTINE WHICH CALCULATES SUM OF SQUARES 
C FUN = FUNCTION WHICH SUPPLIES OBJECTIVE FUNCTION 
C ALPHA = REFLECTION 
C BETA = EXPANTION 
C GAMMA = CONTRACTION 
DIMENSION R(20) 
DIMENSION X(20,20), XNEW(20,20), IAGE(20), VALUE(20),SUM(20) 





C READ IN FIRST COORDINATES AND FORM INITIAL SIMPLEX 
READ95,5000)M, INDV,LSIZE,MAX,SIDELN,ALPHA,BETA,GAMMA,EPSLON 
5000 FORMAT(4I4,5F10.0) 
READ (5,5001) (B (I),1=1,LSIZE) 
5001 FORMAT(10F8.0) 




LL=INDV + 1 
DO 30 1=1,M 
30 READ(5,5002) (DATA(I,J),J=l,LL) 
5002 FORMAT (5F8.0) 
1001 DO 1 1=1,N 
1 IAGE(I)=0 




DO 4 1=2,N 




DO 7 1=1,N 




107 DO 8 1=1,N 
DO 8 J=1,LSIZE 
8 XNEW(I,J)=X(I,J) 
ITER=ITER+1 
DO 9 1=1,N 
9 WRITE(6,6000)ITER,I,VALUE(I),(X(I,J),J=1,LSIZE) 
6000 FORMAT(lH,2l4,2X,E15.7,2X,10Fl0.4) 
DO 90 i=l j N 
90 IAGE(I)=IAGE(I)+1 
CALL CHECK(IAGE,LK) 
IF(LK.EQ.O)GO TO 919 
DO 918 I=1,LSIZE 
918 B(I)=X(1,I) 
WRITE (6,819) 
819 FORMAT ( ' LAGE EXCEEDED ') 
GO TO 1001 
919 CONTINUE 
IF(ITER.GT.MAX)GO TO 1000 
L=0 
CALL TERM(L,EPSLON) 
IF(L.EQ.l)GO TO 2000 
C 




DO 10 1=2,N 









DO 11 1=2,N 





C FIND CENTROID-DROP LARGEST VERTEX 
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C 
DO 13 1=1,LSIZE 
SUM(I)=0.0 
DO 12 J=1,N 





C DETERMINE STEP LENGTH 
C 
CALL STEP(XLAMDA) 





C IS REFLECTED POINT A NEW MIN OR MAX 4 
C 
IF(SS.LT.SMALL)GO TO 17 
INDC=0 
DO 15 1=1,N 
IF(I.EQ.INDEXL)GO TO 15 
IF(SS.GE.VALUE(I))GO TO 15 
INDC=1 
15 CONTINUE 
IF(INDC.EQ.0)GO TO 21 
C 
C IF WE GET HERE THE NEW VERTEX IN NEITHER MIN OR MAX 
C 
18 VALUE(INDEXL)=SS 
DO 16 1=1,LSIZE 
16 X(INDEXL,I)=B(I) 
IAGE (INDEXL)=0 
GO TO 707 
C 
C IF REFLECTION PRODUCES NEW MIN 
C 
17 CONTINUE 
DO 19 1=1,LSIZE 
19 R(I)=SUM (I)+BETA*(SUM(I)-XNEW(INDEXL,I)) 
CALL 0BJFUN(SS1,R) 
IF (SS1.GT.VALUE(INDEXS))GO TO 18 
VALUE(INDEXL)=SS1 




6060 FORMAT ( 1 ********EXPANSION****** ') 
GO TO 707 
C REFLECTED POINT IS A NEW MAX 
C 
21 IF(SS.GT.VALUE(INDEXL))GO TO 23 
DO 22 I=1,LSIZE 
22 XNEW(INDEXL,I)=B(I) 
IAGE (INDEXL)=0 
23 DO 24 I=1,LSIZE 
24 B (I )=SUM (I )+GAMMA* (SUM (I) -XNEW (INDEXL, I) ) 
CALL OBJFUN(SS,B) 
WRITE(6,6061) 
6061 FORMAT( ' ***** CONTRACTION** **') 
IF(SS.LE.LARGE)GO TO 18 
C 
C IF WE GET HERE WE HAVE A FAILED CONTRACTION 
C 
WRITE (6,9508) 
9508 FORMAT ( ' **** FAILED CONTRACTION 1 ) 
DO 26 1=1,N 
IAGE (I)=0 
IF(I.EQ.INDEXS)GO TO 26 
DO 25 J=1,LSIZE 
25 X (I,J)=(X(I,J)+X(INDEX,J))/2.0 
26 CONTINUE 
DO 28 1=1,N 





GO TO 707 
1000 BEST=VALUE(1) 
INDEXB=1 
DO 908 1=2,N 




WRITE (6,6001) (X(INDEXB,I) ,I=1,LSIZE) 
6001 FORMAT(1H, 'MAX ITERATIONS EXCEEDED',/,10F10.4) 
2000 STOP 
END 
- - - T H E E N D - - -
THESIS ** OBJFUN SUBROUTINE 
DATE: 051271 TIME: 115203 
SUBROUTINE OBJFUN(SS,B) 









9507 FORMAT( ' SS = ',F10.4) 
RETURN 
END 
- - - T H E E N D - - -
THESIS ** FUNCTION FUNSUB (FUN) 





C PLACE MODLE HERE IN TERMS OF B(I) AND DATA(I,J) 




- - - T H E E N D - - -
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THESIS ** CHECK SUBROUTINE 
DATE: 051271 TIME: 115930 
SUBROUTINE CHECK(IAGE,LK) 
COMMON/BLOK2/VALUE,N,M. 
DIMENSION VALUE (20) 
DIMENSION IAGE (20) 
LAGE=N*3 
LK=0 
DO 10 1=1, N 
IF(IAGE(I).LT.LAGE)GO TO 10 
LK=1 
10 CONTINUE 
9500 FORMAT( ' CHECK CALLED LK = ',14) 
RETURN 
END 




Table 7. Average Problem Solution Times for Simplex. 
Problem Starting Simplex # (a, Milliseconds 
(1, %, 2) 1373 
1 (1, 1/3, 3) 1368 
(li 4) 1302 
A (1, %, 2) 1587 
2 (1, 1/3, 3) 1289 
(1, %, 4) 1359 
(1, fc, 2) 1773 
1 (1, 1/3, 3) 1691 
(1, %, 4) 1638 B (1, 2) 1410 
2 (1, 1/3, 3) 1607 
(1, %, 4) 1013 
(1, h, 2) 2043 1 (1, 1/3, 3) 2989 
(1, %, 4) 1918 C (1, h, 2) 2738 2 (1, 1/3, 3) 2141 
(1, h, 4) 2265 
(1, %, 2) 2841 
1 (1, 1/3, 3) 2046 
(1, 4) 2983 
D (1, %, 2) 2012 
2 (1, 1/3, 3) 2289 
(1, %, 4) 2162 
(1, 2) 3139 
1 (1, 1/3, 3) 2977 
(1, %, 4) 2652 E (1, k, 2) 4683 
2 (1, 1/3, 3) 4921 
(1. 4) 4745 
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Table 8. Solution Times for Marquart's Method in Milliseconds. 


















Table 9. Starting Points. 
Starting 
Points A 
K=-.16 e =130.6 e = .004 e = 2.9 b =0.7 
B=-180 6^= 2.12 8^=29,000 8^=12.2 b^=0.9 




K=-.18 9 =141.0 8 = .001 9 = 3.1 b =1.0 
B=-156 8*= 2.00 8^=26,000 8^=11.8 b^=0.7 
L= 590 8^=-35.6 1 Q l = .76 b^=0.09 
b^=1.0 
6 
K=-.17 8 =126.3 8 =.003 8 = 4.9 b =0.8 
B=-201 9̂ = 2.35 9^=29,500 9^=13.1 bj=1.2 
L=570 8z=-33.7 Q \ = .58 b^=0.2 




Table 10. Final Parameter Values. 
Problem Marquart Simplex 
K = - .1994 K = - .1993 
A B = - 157.061 B = - 157.063 
L = 523.350 L = 523.351 
er 115.224 9 =115.222 
B V 2.310 e2= 2.309 V -22.022 93=-22.024 
n 
er .00376 e1= .00375 
V 27,539 6 2= 27,537 
er 3.576 9 1= 3.571 
D V 12.773 92=12.776 V 0.637 9 3= 0.639 
b i : = 1.14077 b 1 = 1.14078 
b2 1 = 1.0199 b 2 = 1.0197 
E b3 : = 0.214 b 3 = 0.215 
\ = 0.4013 b, = 0.411 
b 5 
= 1.4909 b 5 = 1.4907 
b6 = .2606 b , = .2603 6 
57 
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