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Introduction
Morphing air vehicles are currently of interest to many researchers due to recent advances in smart materials and intelligent systems. The capability of an aircraft to extend its mission scope by adapting to varying flight parameters is beneficial. 1 The Texas Institute for Intelligent Bio-Nano Materials and Structures for Aerospace Vehicles is investigating the use of structures and intelligent systems with nano-scale technology to achieve autonomous, shapecontrollable structures for aircraft and space systems. 2 Shape Memory Alloys (SMA's) have been studied in depth in order to understand their unique properties.
SMA's exhibit a Shape Memory Effect in which the material can fully recover from a plastically deformed state by the addition of heat. The phase transformation that occurs in the alloy's crystalline structure results from the alternation of austenite and martensite states. During the weaker martensite phase, the SMA can be plastically deformed, or trained to take a specific shape. After the application of a higher temperature when the stronger austenite phase is reached, the material returns to its initial, undeformed shape. 3 Electricity can be used to induce a cycle of heating, cooling, and deformation in order to execute a dynamic task. 4 In addition to their high recovery stress and tolerance to high strain, the unique properties exhibited by Shape Memory Alloys have been resulted in their use as actuators. A composite smart rotorcraft blade with embedded SMA wire actuators was discussed in paper by Song, Kelly, and Agrawal. 5 Interest in morphing technology has evolved from aviation towards space systems. Spacecraft antennas are a specific target in this area. At this time, spacecraft require that the issue of non-uniform ground station frequencies be resolved. Currently multiple antennas must be mounted on the spacecraft, but this is an expensive solution, due in part to the weight of the systems. Once a "fixed" antenna is positioned, the radiation pattern cannot be modified, which is an obstacle that must be overcome. 6 Another alternative to accommodate various ground station signals is the establishment of a reconfigurable constellation of antennas. However, this is also costly and complex to achieve, and interference between units is a concern. 7 A single antenna capable of altering its shape and achieving optimal concavity without external input would result in significant compatibility between receivers and transmitters. The viability of this concept can be demonstrated by modeling an antenna embedded with Shape Memory Alloys that teaches itself how to reconfigure to the optimal geometry through Adaptive-Reinforcement Learning Control. In a 1998 paper, de Weck, Miller, and Hansman discussed the advantages of an SMA-adaptive antenna for the shifting demands of satellite communications. 6 SMA actuators are of greater benefit than piezoelectric actuators in the shape control of space antenna reflectors due to their ability to generate larger deformations and capacity to react at low voltage levels. However, SMA's possess inherently nonlinear dynamics, posing a challenge in controller design. [5] [6] The scope of this research includes a demonstration of the feasibility of a reconfigurable antenna design that utilizes SMA actuators and Reinforcement Learning to achieve an optimal shape without external supervision.
Initially, a literature search was performed to gather information regarding existing investigations into American Institute of Aeronautics and Astronautics 3 reconfigurable antennas. An original Reinforcement Learning algorithm was generated in MatLab, and the module was then implemented in a simple finite element model of a parabolic antenna element.
The approach to a reconfigurable antenna design presented in this paper includes a finite element antenna model which employs Q-Learning and an -greedy method to ensure sufficient information is acquired by the Reinforcement Learning module. The use of Reinforcement Learning in the simulation is a technique not pursued in previous research; it has the potential to resolve the difficulty in control design.
This paper is organized as follows. First, the antenna structural model is discussed. The simulated SMA dynamics are then presented. Reinforcement Learning concepts are introduced next, and these aspects are combined to present a numerical example.
Morphing Antenna Simulation Antenna Element Model
A parabolic, or reflector, antenna was modeled by a single element for simplicity. The structural model consists of a flat, circular plate with its edges fixed (i.e., clamped). The thin plate is subjected to a uniformly distributed load ( Fig. 1) , which represents forces exerted on the element as a result of SMA wires embedded in the material.
While one square element could be expanded to an entire mesh consisting of multiple elements, the single, circular modeling method was chosen for its relatively straightforward structural expressions.
Using Classical Plate Theory (i.e., the Kirchoff hypothesis is satisfied), the analytical expression for the deflection, or vertical displacement, of points as a function of radial location along the disc is given in Eq. (1). 8 Note that maximum deflection occurs at the center of the plate, where r = 0. 
Physical dimensions of the antenna element were chosen such that the thin plate assumption was satisfied (the plate thickness is within 2% to 20% of the overall diameter). 9 These values are given in Table 1 . Additional material properties were chosen to simulate a flexible material ( Table 2 ). The Young's Modulus is higher than that of rubber (E = 0.01 GPa) and some polymers (0.1 GPa), while it is lower than metals and other polymers (E = 13 GPa and 10 GPa, respectively). 10 Poisson's ratio was chosen to be between that of rubber ( = 0.5) and metal ( ~ 0.3).
Shape Memory Alloy Dynamical Model
To identify the magnitude of the force applied by the SMA wires, the deflection of the center of the plate must be known. A second-order, linear, ordinary differential equation was used to simulate SMA dynamics (2). To ensure no oscillations occurred, values of the natural frequency and damping coefficient were chosen to create an overdamped system: = 1 and n = 2 rad/s. 
For a specified voltage applied to the system, a fourth-order Runge Kutta method was used to solve for the vertical position of the center of the plate. Equation (1) was manipulated to discover what force was required to achieve that deflection. In this manner, the vertical deflections of various locations along the antenna element were known, allowing a three-dimensional figure to be generated, which is shown in Fig. 2 . The z-axis represents vertical deflection of the antenna surface. 
Reinforcement Learning
Reinforcement Learning is a branch of Artificial Intelligence in which the system learns to recognize situations and appropriately adapt to achieve a goal without external supervision. 11 This technique is suited for situations in which little or nothing is known about how to achieve the desired outcome. The agent is responsible for learning based on its encounters with various environmental, or external, conditions. Possible conditions for the agent itself are called states, and the agent is capable of pursuing certain actions to change its state. The control policy is a mapping of states to actions; this mapping is used by the agent to select the best action while at a particular state. It is the ultimate goal of the agent to learn the optimal control policy. The desirability of a certain behavior is determined by rewards, which are used to update the control policy. 4 Knowledge is based on the agent's experience and interaction with the environment, and the learning is cumulative and life-long. 11 The agent is not told which actions to take, as it must independently discover which actions yield the most long-term rewards. The agent observes the consequences of actions as they are taken and it uses this data to anticipate future outcomes of various state-action pairs. The probability that a particular stateaction pair is the best choice, regardless of the goal, is dictated by the Q-Matrix. Each row of the Q-Matrix represents a state, while each column represents an action. A Q-learning algorithm (3) was employed in this research. The control policy is denoted by Q, which is a function of the state s and action a. Rewards are represented by r, and the prime notation indicates the anticipated environmental condition for the k+1 th time step. 
The discount factor, , dictates how much weight is to be given to long-term, rather than immediate, rewards.
The rate of learning parameter, , is related to the number of times a specific state is encountered. This results in the identification of the out-of-bounds states in such a way that regardless of the goal, the agent will not venture out-of-bounds, having similar in-bounds probabilities to choose from instead.
With any Reinforcement Learning method, the agent experiences an exploration-exploitation dilemma. As more knowledge is acquired, the agent is more apt to continue pursuing actions that previously yielded a positive reward for a particular state -it will not branch out to discover whether an alternate action may in fact be more desirable. To combat this, an -greedy method was used in which the agent explores (1 -) % of the time. Proper selection of the exploration value is required to have an efficient learning process. Multiple scenarios were run with varying exploration values, and it was discovered that 0.1 < < 0.2, produced the most practical results. Therefore, all situations used = 0.1; the agent explored 10% of the time. This was achieved as follows: during each episode, a random number between 0 and 1 was generated; for numbers greater than 0.9, a random action was performed instead of the best action dictated by the Q-Matrix.
As can be seen from Fig. 5 , the numerical values within the Q-Matrix represent the probability that a particular state-action pair will be the best choice, regardless of the goal. For example, if the agent is currently at State 1, the consequences of moving either up or left mean the agent will not pursue those actions. If more episodes with random goals were performed, the Q-Matrix would reflect an equivalent inclination to move right or down, despite an arbitrary goal.
To improve efficiency, a cost function may be instituted as incentive to execute fewer actions before reaching the goal state. However, this example did not utilize such a function.
Antenna Model with Incorporation of Reinforcement Learning
Instead of relying on user input to change the shape of the antenna model, the Reinforcement Learning module was slightly modified to allow the antenna element to learn independently. The agent is capable of learning the consequences of particular voltage applications (the actions) in order to achieve the desired state. As an analog to 
Results of Numerical Example
The structural and dynamical aspects of the antenna element model were combined with the Reinforcement Learning module to demonstrate the model's ability to learn independently. Just as before, the agent initially starts with a zero control policy, and upon 500 episodes with the same goal state, its policy has gained enough knowledge that random goals may be introduced to improve its strategy. Successive executions within a session of one particular goal show that the agent is improving its efficiency; the agent applies fewer actions to achieve the desired result. The relative uniformity of values in the Q-Matrix shown in Fig. 6 indicates the Reinforcement Learning algorithm accomplishes its objective well.
Conclusions and Future Research
It would be beneficial for spacecraft antenna to be more versatile in the future, so as to reduce the cost and weight associated with the current means to accommodate various transmission frequencies. Shape Memory Alloys are capable of serving as actuators, and through the application of Reinforcement Learning, an intelligent space antenna would be able to repeatedly conform to varied optimal shapes without external input.
This research successfully demonstrated that a spacecraft antenna is capable of independently learning how to reconfigure its concavity to reach an optimal shape with the use of Reinforcement Learning. Through the use of SMA actuators, such an antenna is indeed feasible.
Several extensions of this preliminary research are possible. An additional opposing SMA wire setup needs to be included to increase efficiency. As different voltages are applied, the SMA wires heat up and expand rather quickly, but more time must elapse during the cooling, or retraction, process. Revisions to the dynamics model should implement actual SMA dynamics, including the effects of hysteresis, where the heating and cooling transformations are not similar. In addition, the model should be enhanced to represent an antenna comprised of an array of smaller square-shaped elements working in tandem to achieve different concavities. Realistic spacecraft antenna requirements should also be incorporated. Long-term objectives include exploring the impact of antenna shape reconfiguration on orbital dynamics and re-orientation maneuvers. 
