Abstract. We use the Hölder inequality for mixed exponents to prove some optimal variants of the generalized Hardy-Littlewood inequality for m-linear forms on ℓp spaces with mixed exponents. Our results extend recent results of Araujo et al.
Introduction
Several extensions and generalizations of the famous Hölder's inequality have appeared along the time. One of these extensions is the Hölder inequality for mixed L p spaces. This inequality seems to have been proved for the first time in 1961, by A. Benedek and R. Panzone [6] , although its roots seem to go back to the work of W.A.J. Luxemburg [11] . Very recently, this inequality was rediscovered in Functional Analysis in a somewhat simplified form of an interpolative result (see [2, 3] ). In this note we obtain an application of this Hölder inequality to the Hardy-Littlewood inequality for multilinear forms.
From now on, K = R or C and i = (i 1 , . . . , i m ) ∈ N m is a multi-index. For scalar matrices
, k = 1, . . . , N , we consider the coordinate product
.
The Hölder inequality for mixed sums is stated as follows (see also [1, Theorem 2.49]):
Theorem 1 (Hölder's inequality for mixed ℓ p spaces). ( [11, 6] ) Let r j , q j (k) ∈ (0, +∞], for j = 1, . . . , m, k = 1, . . . , N , be such that 1 r j = 1 q j (1) + · · · + 1 q j (N ) , j ∈ {1, 2, . . . , m} and let a (k) = a . . .
As usual, for a positive integer N we define ℓ N ∞ = K N endowed with the supremum norm ; by e j we denote the canonical vectors which entries are 1 at j-th position and 0 otherwise. We define X p := ℓ p , for 1 ≤ p < ∞, and X ∞ := c 0 . For p := (p 1 , . . . , p m ) ∈ [1, +∞] m let
We present a brief chronology of well known results concerning the "Hardy-Littlewood" inequality.
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Theorem (Bohnenblust-Hille inequality ( [7] , 1931)). There exists a (optimal) constant C K m,∞ ≥ 1 such that, for every continuous m-linear form T :
|T (e i1 , . . . , e im )|
Moreover, the exponent 2m m+1 is optimal.
Theorem (Hardy-Littlewood [10] and Praciano-Pereira [13] (1934 and 1981) ). Let
Moreover, the exponent
Theorem (Hardy-Littlewood [10] and Dimant-Sevilla-Peris [9] (1934 and 2013)). Let
The Hardy Littlewood inequality for m-linear forms on ℓ p spaces with mixed exponents and 
In this paper we are mainly interested in what happens with (1.4) (and consequently with (1.1), (1.2) and (1.3)) when 1
From the statement of Theorem 2 it is obvious that the constants involved will gain a dependence on n when smaller exponents are considered. We are mainly concerned in calculating the exact dependence on n depending on the new exponents. In [4] a similar problem is considered having the "classical" Hardy-Littlewood inequality (when all exponents are the same). The main result of [4] is the following:
|T (e i1 , . . . , e im )| Remark 1. Theorem 3 recovers the famous Bohnenblust-Hille inequality (see [7] ) when r = 2m m+1 and p = +∞. When r = 2mp mp+p−2m and p ≥ 2m it is recovered the Hardy-Littlewood / Praciano-Pereira inequality (see [10, 13] ). For r = p p−m and m < p < 2m we get the Hardy-Littlewood / Dimant-SevillaPeris inequality (see [10, 9] ).
Remark 2. It is worth noting that item (a) of the previous result holds for a more general situation: since Hölder's inequality is still valid for exponents between 0 and 1, we may have r ∈ (0, 1); also, following the lines of [4] , we may consider a version with different values of p. More precisely, theorem 3 item (a) may be read as follows: let m ≥ 2 be a positive integer and
|T (e j1 , . . . , e jm )| 
where the exponent s is given by:
(2) If
Note that when p 1 = · · · = p m = 2m in (1) and (2), the sets M HL < = M 2 < coincide and so do both exponents s.
The paper is organized as follows. In Section 2 we prove Theorem 4 and leave some open problems to the interested reader. In Sections 3 and 4 we present a more general approach which provides slightly more general results than certain parts of Theorem 4.
The proof of Theorem 4
Let us recall a generalization of the Kahane-Salem-Zygmund inequality (see [2, 12] ) that will be crucial to prove the optimality of the exponents:
m and let us define
0 , otherwise.
Then there exist an universal constant C m (depending only on m) and a m-linear map A :
< is non-empty. For the sake of clarity we shall assume that M 2 < := {1, . . . , k}. From Remark 2 for r = 2, we have
Using Hölder's inequality for mixed sums (Theorem 1) and the classical inclusion for ℓ p spaces we have
T (e i1 , . . . , e im )
Now we prove the optimality. Let us consider the k-linear form
Let us define the m-linear form B m : ℓ
Let us suppose the result holds for some exponent t > 0. Then, . . .
Since p j ≥ 2 for all j = 1, . . . , k we have
Thus, we obtain a lower bound for the exponent t that fulfills the result:
. . , m}, this lower bound coincides with the exponent we obtained before:
and, therefore, we gain the optimality for the exponent in this situation. 
Case
|T (e i1 , . . . , e im )| rm r m−1 rm
The optimality of the case M HL < = {1, . . . , m}, which has exponent
follows by the same argument of the previous item (a): a standard use of the m-linear form from the Kahane-Salem-Zygmund inequality. When M HL < = ∅, we have s = 0. Thus the optimality of the result is obvious since it is immediate that the inequality (1.5) does not hold if n s is replaced by n t with t < 0.
Remark 3.
Maybe the lack of optimality in the above results is a lack of (to the best to the author's knowledge) a Kahane-Salem-Zygmund type inequality for this context. The optimality or not of the estimates of the previous propositions are, in our opinion, interesting open problems. In the next section, we will give a different approach to the case
in Theorem 4(2), and get an inequality similar to (1.5) with optimal exponents s.
Getting optimality
We have seen in the previous section that in the case 
, 2 such that s j ≥ r j for all j = 1, . . . , m and
Proof. Note that since
We divide the proof in two cases:
First case. Suppose that r j0 ≤ 1 − Otherwise, we have
. Set N := {j ∈ {1, . . . , m} : r j < 2}. So, r j = 2 for all j / ∈ N . If we replace every r j , j ∈ N , by 2 then
By an Intermediate Value argument, there exists δ j0 > 0 such that
Hence, we take the s j 's as follows:
As we have anticipated, the following theorem complements part (2) of Theorem 4:
Theorem 5. Let m ≥ 2 be an integer. If 
for all m-linear forms T : ℓ n p1 × · · · × ℓ n pm → K and all positive integers n. Moreover, the exponent max
is precisely Theorem 2. Let us suppose that
and let s 1 , . . . , s m be as in Lemma 1. Let x 1 , . . . , x m be such that
Using again Hölder's inequality for mixed ℓ p spaces (Theorem 1) and the generalized Hardy-Littlewood inequality (Theorem 2) we have
The optimality is proved as in the previous sections, using the Kahane-Salem-Zygmund inequality. But there is still room to apply both results whenever 
and this inequality is equivalent to being s 5 ≤ s 4 .
Approach for
The paper [5] fully describes several inequalities involving operators on ℓ p spaces, some of which are useful for our purpose in this paper. For all positive integers m, k = 1, . . . , m, let us define
The following is one of the main results from [5] : 
holds, then t i ≥ s i whenever some property P i is satisfied, for all i ∈ {2, . . . , m}. 
holds, then t i ≥ s i whenever the property P i is satisfied, for all i ∈ {2, . . . , m}.
Then property (a) implies property (b).
We have an optimal result when 1 < p m ≤ 2 and p 1 , . . . , p m−1 > 2: 
Moreover, the exponent max , 0 is optimal and, for each k = 1, . . . , m − 1, the exponent
, 0 is optimal if r j ≥ δ pj ,...,pm m−j+1 for k + 1 ≤ j ≤ m.
Proof. Firstly, notice that when r k ≥ δ p k ,...,pm m−k+1 for all k = 1, . . . , m we have precisely Theorem 6. Therefore, we may suppose that there is some exponent r j < δ pj ,...,pm m−j+1 and, for the sake of clarity, we may consider that this happens for all exponents. Let x 1 , . . . , x m > 0 be such that
By Hölder's inequality and Theorem 6, we have
|T (e i1 , . . . , e im )| To obtain the optimality, we will proceed by induction on m. Initially we prove the case m = 2. Let us suppose that there exist t 1 , t 2 > 0 that fulfils
|U (e i , e j )| holds for all n 1 , n 2 and all bounded bilinear forms U : ℓ p1 × ℓ p2 → K, then considering n 1 = n 2 = n, we get Thus, making n → +∞ we conclude the argument for m = 2:
