We propose a simple and efficient way to calculate trivariate normal probabilities. The algorithm is based on a formula for the partial derivative of the trivariate probability with respect to a correlation coefficient.
Introduction
The trivariate normal distribution is defined by a correlation matrix R, The trivariate probability L3(hx,h2,h3; pX2, pX3, p23) (or L3(h ; R)) is [6] :
L3(hx, h2, h3; px2, pX3, p23) The bivariate and univariate normal distributions are defined by [3, 6] : 
Lx(h) = Pr(X>h).
recent works on the multivariate normal integral that can be used to calculate the trivariate integral are [4, 9, 10] . In this paper we present a very efficient and accurate integration method specific to the trivariate normal integral.
On the determinant of R
The determinant of R is (5) \R\ = 1 -Pn -Pn -P¡3 + 2px2px3p23.
A correlation matrix must be positive semidefinite, which translates into -1 < Pij < 1 ) and \R\ > 0. It can be easily shown that \R\ < 1. One cannot have a correlation matrix for which \R\ < 0, and therefore we do not need to worry about calculations involving "illegal" matrices for which \R\ < 0.
Another issue concerning the determinant of R is whether it is possible that certain values of the p 's yield a positive determinant but smaller values yield a negative \R\. This issue is important because if we integrate from one value of p to another we must make sure that the path of integration passes through points for which \R\ > 0. Intuitively, it seems that if we have a "legal" correlation matrix, then a correlation matrix with smaller p 's must also be legal. This is not necessarily true. A similar result can also be shown: if all the three p 's are reduced proportionally, then \R\ increases. Simply, a reduction by a factor of \ß can be applied three times, once for each possible pair of p 's, and the result is that each p is reduced by a factor of t.
Calculation of the trivariate probability
There are a few specific cases where L3 can be expressed in formulas using Lx and L2. They are summarized in Table 1 . where Z2 is the density function of L2 :
exp(-^ÖP) (7) Z2(x,y;p)
We suggest two ways to apply (6) . The first one is <q\ t tu-in r/t.nu/Vn dL3(h;tpx2,tpX3, tp23) Ât
Another approach is based on the second row in Table 1 : Since (9) and (10) are smoother for small p 's, we suggest resorting the variables such that p23 is the largest (in absolute value), and using (10) for integrating on the other two p 's. It is interesting to note that integrating one p at a time, as suggested in [8] , may lead to a negative \R\ as explained before Theorem 1. The integration can be done by Simpson's rule [1], or preferably by the Gauss quadrature formula based on Legendre polynomials [1]. Expression (10) is definitely superior to (9).
Orthant probabilities
As a result of (6)- (9), the orthant probabilities can be calculated explicitly. 
Computational experience
A FORTRAN program was written on an XT-compatible with math coprocessor. We used the Gaussian quadrature based on Legendre polynomials with only five points [1]. This quadrature method was proven to be very effective in calculating bivariate probabilities and requires very little computational effort [5] . Using a A^-point quadrature formula requires the calculation of one bivariate integral, K exponents and K + 1 normal (univariate) probabilities. For K = 5, the program requires about 0.03 seconds on the XT-compatible.
Problems with h, for i = 1, 2, 3 in [-3, 3] and the p¡j 's in [-pmax, Pmax] were randomly generated using uniform distributions. If the determinant |i?| is negative, the problem is discarded and a new one generated. The errors in the five-point quadrature formula were obtained by comparing with results calculated with a larger K and double-precision arithmetic. We also compared with the results obtained by the program in [4] . We encountered a very interesting phenomenon. For /?max < 0.5, the error never exceeded 10~7. For larger /'max (even for /?max = 0.9) the error was limited by 10~7 in almost all cases but the error has reached 10-5 in very few cases. We believe that the error is more dependent on \R\ than it is on large /?'s. So, we experimented with Pmax = 1 (i.e., generating any possible p) but allowed only problems where the determinant \R\ is greater than a given cutoff point between zero and one. For each cutoff experiment, 1000 feasible problems were generated. It was found that when the cutoff was 0.3 or higher, then the error was less than 10~7 for all 1000 problems. (Calculations were done in single-precision arithmetic.) For smaller cutoffs the errors were reasonable and are summarized in Table 2 . In conclusion, we presented a very efficient way to calculate trivariate probabilities. If the determinant \R\ is greater than 0.15, the error in the calculation is less than 10~7. For smaller determinants (which means that the variables are close to being linearly dependent) the five-point Gaussian quadrature formula may give a higher error. If a better accuracy is sought, the quadrature can be done with more points, or Simpson's formula can be applied. 
