The introductory econometrics course I took in my last year as an undergraduate at the University of Pennsylvania, in the spring 1982 semester, was jointly taught by two econometricians from Wharton Econometrics Forecasting Associates (WEFA), the econometrics forecasting firm founded by Nobel laureate Lawrence Klein. At the time the U.S. economy was in the midst of the 1981-1982 recession and one of our instructors told us that, prior to the onset of that recession, the main WEFA model was forecasting that a recession would not occur in the near future. However, since the analysts producing the forecasts had strong priors that a recession was imminent, they effectively overrode the model and forced it to forecast that a recession would soon take place. This was my introduction to the forecast modeling strategy known as "intercept correction" and I initially thought that this corrective procedure was an ad-hoc device used to cover up and mask poor model performance.
A short while later, in graduate school, I learned about the Lucas (1976) critique and felt that this argument supplied intellectual rigor for the skepticism I had developed towards the practice of intercept correction. In their important and stimulating new book, Forecasting Non-Stationary Economic Time Series, though, Michael Clements and David Hendry provide a strong theoretical foundation for the use of intercept corrections, as well as other common forecasting practices such as differenced and double-differenced predictors, when forecasting economic time series data; the authors delineate important classes of cases in which these tools have certain optimality properties. Their analysis builds upon an earlier companion volume, Clements and Hendry (1998) , where the authors present a theory of forecasting economic time series which can be transformed to stationarity by differencing and cointegration in an environment of no structural breaks. The crucial extension they make in their new book is that the framework is generalized to allow for structural breaks, a form of non-stationarity that an increasingly large body of evidence suggests is a property exhibited by many economic time series; see, for example, Stock and Watson (1996) .
The cornerstone of this extension is based upon a taxonomy of forecast errors and a systematic 2 characterization of forecast failure. The key result of this investigation is the finding that shifts in deterministic factors in the out-of-sample forecast period are the principal source of forecast failure. While the effects of such deterministic shifts can be exacerbated by other potential causes of forecast failure, such as misspecification of the stochastic components of the model, estimation uncertainty, and lack of model parsimony, conditional upon obtaining a reasonable in-sample fit to the data these other factors appear to be generally incapable of inducing significant forecast failure in the absence of improper treatment of the model's deterministic components.
The authors then turn their attention to procedures which can help robustify forecasts against structural breaks. First, they show that in the presence of structural breaks, use of differenced and double-differenced predictors as well as intercept correction can induce smaller forecast bias, especially for short-horizon forecasts; bias reduction through such means does come at a cost of increased forecast error variance.
Clements and Hendry emphasize throughout the text, however, that while such approaches can indeed lead to more accurate forecasts, one should not necessarily choose the robustified model for policy analysis. Second, they discuss the intriguing concept of "co-breaking." If deterministic shifts in a system of equations can be removed by taking linear combinations of the system variables, the variables are said to cobreak. There are strong links between the notion of co-breaking and cointegration, and co-breaking may be found to occur in practice as often as cointegration. While Clements and Hendry provide a comprehensive theoretical characterization of co-breaking, there is to date no system approach analogous to Johansen's (1988) for multivariate cointegration. Empirical work on co-breaking, then, must be done with singleequation analysis, and entails a search for a specification that yields, for example, constant model parameters and removal of forecast failure.
Third, two classes of regime-switching time series models, the Markov switching model of Hamilton (1989) and the threshold model of Tong (1983) , are considered as mechanisms for modeling structural change of the recurrent type; a situation in which there is regular switching between two or more regimes.
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Each of these models has received a good deal of attention in the empirical literature on business cycle asymmetry and often are found to provide superior in-sample fits to macroeconomic time series data. Nevertheless, the authors report that using standard measures of forecast accuracy, these regime-switching models do not tend to strongly dominate linear autoregressive alternatives in out-of-sample forecasting. This is so even though the authors ensure, by using estimated regime-switching models as data generating processes, that the simulated out-of-sample periods employed are sufficiently "nonlinear." While this linear versus nonlinear out-of-sample forecasting study is interesting in its own right, I do not think it fits in all that strongly with the book's overall emphasis on structural break non-stationarity. Few people who have applied such models argue that the recurrent switching between contractionary and expansionary phases across the business cycle represents a sequence of structural breaks in the sense Clements and Hendry generically have in mind. To better capture the ability of regime-switching models to forecast in the presence of structural breaks, it would have been useful for the authors to have included in their experimental design data generating processes such as the estimated regime-switching model of Garcia and Perron (1996) , which was used to identify three shifts in the mean of the ex-ante U.S. real interest rate over the 1961-1986 sample period.
While the primary subject of this book is the forecasting of economic time series subject to structural change, many of the results presented have deep implications for empirical econometric research in general.
For example, if, as the authors' analysis suggests, structural breaks are the dominant cause of forecast failure in economics, then forecast failure does not imply that the existing class of congruent models needs to be dismissed. Rather, Clements and Hendry argue forcefully that forecast failure is a sign of structural breaks and, in a progressive research strategy, provides an opportunity to learn from past mistakes.
This important book belongs in the library of anyone interested in the field of forecasting. Its farreaching analysis, delivered with an excellent balance of rigorous theoretical results, well-designed Monte Carlo simulations, and applications to real-world economic time series data, deserves serious attention from 4 academics concerned with issues of forecasting and professional forecasters. I am quite sure that I do not stand alone in both predicting that its influence on the science and art of economic forecasting will be high and congratulating the authors on their timely and fundamental contribution.
