Erkennung artikulatorischer Ereignisse mit neuronalen Netzen by Kolano, Guido & Krone, Gabriele
Gefiirdert yom erbmobil itbmb+f 
Bundasministarium fiir 
Bildung. Wissanschaft. 
Forschung und Technologia 
Erkennung artikulatorischer 








Erkennung artikulatorischer Ereignisse mit neuronalen Netzen 
1 Einleit ung 
1m Rahmen von Verbmobil wurden artikulatorische Ereignisse von Julie Carson-
Berndsen (Bielefeld) und Kai Hlibener (Hamburg) untersucht [1, 2]. Neben diesen 
Arbeiten fanden auch in Ulm bei der Arbeitsgruppe von Prof. Palm (Abteilung flir 
Neuroinformatik) Untersuchungen liber die Eignung von Ereignissen als Parameter-
satz flir die Beschreibung des Sprachsignals statt. 1m Gegensatz zu den Arbeiten in 
Hamburg wurde sprecherunabhangig gearbeitet und es wurden keine statistischen 
Klassifikatoren zur Ereignisdetektion verwendet, sondern ein Ansatz mit neuronalen 
Netzen gewahlt. 
2 Artikulatorische Ereignisse 
Auf dem Gebiet der Spracherkennung gibt es als erste Vorverarbeitungsstufe im 
wesentlichen spektrale Merkmale (Spektren, Cepstren, . .. ), um ein Sprachsignal zu 
beschreiben. Der nachste Verarbeitungsschritt fiihrt meist schon zu Lauten (Pho-
nen) oder Lautklassen, aus denen dann die Worte zusammengesetzt werden. In 
diesem Schema sind die artikulatorischen Ereignisse (im folgenden nur "Ereignisse" 
genannt) zwischen den spektralen Merkmalen und den Lauten einzuordnen. 
In den Experimenten wurden 25 Ereignisse verwendet, die auch III Hamburg 
verwendet worden sind. Dabei handelt es sich um: 
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Leider steht kein auf Ereignisebene manuel! gelabeltes Material in ausreichender 
Menge zu Verfiigung, um damit einen neuronalen Erkenner trainieren zu konnen . 
Am IKP in Bonn (Prof. Hess) wurden zwar im Rahmen des ASL-Projektes Sprach-
daten auf Ereignisebene gelabelt, jedoch ist deren Umfang zu gering . Um einen er-
sten Zugang zu den artikulatorischen Ereignissen zu haben , wurde auf eine Tabelle 
von Kai Hiibener zuriickgegriffen, die eine Umwandlung von Phonen in Ereignis-
se enthalt. 1m Sinne des Ereignisschemas ist dies nicht ideal, denn die Umsetzung 
von Phonlabeln auf Ereignislabel 1st dadurch statisch, die Dynamik der Ereignis-
se wah rend der Dauer eines Phons kann nicht beriicksichtigt werden. Mit dieser 
Umsetzung von Phonen in Ereignisse kann ein moglicher Vorteil , namJich die Aus-
nutzung der Dynamik auf Ereignisebene fiir die Phonerkennung, nicht ausgenutzt 
werden. 
3 Ereignisvektoren als Merkmalvektoren 
3.1 Idee 
Eine mogliche Anwendung der artikulatorischen Ereignisse in der Spracherkennung 
ist die Verwendung des erzeugten Ereignisvektors als neuen Merkmalvektor. Ins-
besondere bei Spracherkennungsmethoden, die den zeitlichen Verlauf der Sprache 
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beriicksichtigen, ist es denkbar, daB sich durch die zusatzlicheDynamik in den Er-
eignissen bessere Ergebnisse erzielen lassen, da sich insbesondere die Lautiibergange 
mit den Ereignissen bessel' beschreiben lassen. Gerade die Lautubergange sind fUr 
das (menschliche) Sprachverstehen von Bedeutung. Bei den an del' Uni Ulm einge-
setzten Verfahren zur Untersuchung del' Lautel'kennung wil'd del' zeitliche VerI auf 
eines Sprachsignals abel' nul' insofern bel'iicksichtigt, als daB die Eingabevektoren 
aus mehreren Zeitscheiben zusammengesetzt werden und so einen groBeren Zeit-
raum umfassen. Dennoch wurde untersucht, wie sich Vektoren aus Ereignissen als 
Merkmalsatz zur Phonerkennung eignen. 
3.2 Experimente 
Um die Frage nach del' Eignung von Ereignissen zu untersuchen, wurden zuerst 
mit einem neuronalen Netz aus konventionellen spektralen Merkmalvektoren (Spek-
trum, Cepstrum und PLP-Koeffizienten 1 [3]) Ereignisvektoren trainiert. Die dabei 
gewonnenen Ereignisvektoren wurden dann mit einem zweiten neuronalen Netz auf 
die Phone abgebildet. VergIichen wurden diese Ergebnisse dann mit del' direkten 
Abbildung del' Merkmalvektoren auf die Phone, wobei die dabei verwendeten Netze 
die gleiche Komplexitat hatten wie die beiden Einzelnetze beim anderen Verfahren 
(Abbildung auf die Ereignisse und weitere Abbildung auf die Laute) zusammen. 
Erhofft wurde, daB sich durch die zweistufige Abbildung im ersten Fail die Toleranz 
des Systems erhoht. 
Da keine echt ereignisgelabelten Daten zur VerfUgung standen, wurden mittels 
einer Ubersetzungstabeile von K.Hiibener die vorhandenen Phonlabel in Kombi-
nationen aus 25 Ereignislabeln umgesetzt. Dabei geht allerdings die zusatzliche 
Dynamik in den Ereignissen (gegenuber den Phonen) verloren. Mit den Lautlabeln 
wurden dann Sprachdaten aus dem Phondat-Korpus ereignisgelabelt (insgesamt 16 
Sprecher, die "von Hand" auf Phonebene gelabelt worden waren). Ein Teil diesel' 
Daten (von 8 Sprechern) wurde zum Training des Ereignisklassifikators eingesetzt, 
wobei sich fUr die Tests noch folgende Kombinationsmoglichkeiten ergaben: 
• gleiche Sprecher, gleiche AuBerungen (Trainingsdaten) 
• gleiche Sprecher, andere AuBerungen (TesLl) 
• andere Sprecher, gleiche AuBerungen (TesL2) 
• andere Sprecher, andere AuBerungen (TesL3) 
Bei unseren Experimenten handelte es sich also urn sprecherunabhangige Ex-
perimente. Es wurde bei den Tests del' Datensatz TesL3 verwendet, nachdem sich 
gezeigt hat, daB die anderen beiden Testdatensatze nur unwesentlich bessere Er-
gebnisse bei den Tests zeigten. Die Kombinationsmoglichkeiten von verschiedenen 
Sprechern und AuBerungen sowie die verfUgbare Rechenleistung des SNNS [5] auf 
einer Workstation schrankten die GroBe del' Trainings- und Testdatensatze ein. 
Die fUr die Ereignisklassifikation verwendeten Netze hatten aIle eine Schicht ver-
deckter Neuronen, so daB sich bei den verschiedenen Merkmalen folgende Netzarchi-
tekturen ergaben (Zahl der verschiedenen Hidden-Neuronen in eckigen Klammern): 
I Perceptual Linear Predictive Coding - an das menschliche Gehor angepaBtes LPC-Verfahren 
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1. Cepstrum (80 Koeffizienten) als Merkmalvektor (1 Zeitscheibe): 
(80 - [15, 30] - 25) 
2. Fourierspektrum (160 Koeffizienten) als Merkmalvektor (1 Zeitscheibe) : 
(160 - 30 - 25) 
3. PLP-Koeffizienten mit Nullstellen als Merkmalvektor (1 Zeitscheibe): 
(7 - 12 - 25) 
4. PLP-Koeffizienten mit Nullstellen als Merkmalvektor (3 Zeitscheiben) : 
(21 - [8, 12, 24] - 25) 
5. PLP-Koeffizienten mit Nullstellen als Merkmalvektor (5 Zeitscheiben): 
(35 - [8, 12, 36] - 25) 
Fiir die Klassifikation von Phonen aus den Ereignissen wurde jeweils ein Netz 
der GroBe (25 - 12 - 44) trainiert, da in erster Linie die Abbildung auf die Ereig-
nisse variiert und untersucht werden sollte. Es ist nicht von vornherein klar, wie 
gut die verschiedenen Netze die einzelnen Ereignisse klassifizieren, deshalb wurde 
das Netz zur Phonklassifikation jedesmal neu auf den Ergebnissen des jeweiligen 
Ereignisklassifikators (mit dem Trainingsdatensatz) trainiert. 
Das konkurrierende Verfahren war das Training eines komplexeren Einzelnetzes, 
das die gleiche Zahl von Verbindungen und eine entsprechende Topologie hat, statt 
der zwei getrennten Netze. Die Einzelnetze haben also die Architektur (x - y - 25 -
12 - 44). x und y entsprechen dabei den Werten der Ereignisklassifikatoren . 
3.3 Ergebnisse 
3.3.1 Phonerkennung 
Beschrankt man sich auf Featurevektoren mit einer Zeitscheibe (Netztypen 1,2 und 
3), ergeben sich auf Phonebene keine signifikanten Unterschiede zwischen einem di-
rekten Training und einer Vorklassifikation auf die Ereignisse mit anschlieBender 
Phonklassifikation. Dabei war es bei unseren Experimenten auch unerheblich, wel-
che Merkmale sich in den Eingangsvektoren befanden. Ein 7-dimensionaler PLP-
Vektor war ahnlich effektiv wie ein 80-dimensionaler Vektor aus Cepstralkoeffizien-
ten oder das Ergebnis einer diskreten Fouriertransformation mit 160 Koeffizienten. 
Die Streuung der Phonerkennungsraten (es wurden mehrere Netze pro Architektur 
mit verschiedenen Initialisierungen trainiert) ist bei den Netzen, die mit Fourier-
oder Cepstralkoeffizienten trainiert worden sind, groBer, was auf nicht geniigend 
Trainingsmaterial zuriickzufiihren ist - diese Netze sind mit so wenig Trainingsda-
ten nicht optimal trainierbar. 
Die Experimente haben gezeigt, daB die Vorparametrisierung des Sprachsignals 
auf Ereignisebene weder Vor- noch Nachteile hat, was die Phonerkennungsrate an-
geht (Tabelle 1). 
Dies ist nicht iiberraschend, denn die Komplexitat der neuronalen Netze war in 
beiden Fallen gleich und der mogliche Vorteil der Ereignisse, ihre Beschreibung dy-
namischer Eigenschaften, wird bei der Ereignislabelung iiber die Phonlabelung nicht 
ausgeniitzt. Moglicherweise kann sich aber durch eine echte Ereignislabelung (nicht 
mehr an den Phonlabeln orientiert) ein Vorteil fUr die Phonerkennung ergeben. Da-
zu miissen aber sowohl bei der Ereigniserkennung als auch bei der anschlieBenden 
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Phon falscher nicht 
Alarm detektiert 
direkt kombi direkt kombi 
0.0 0.0 0.0 0.0 
6: 0.0 0.1 0.7 0.7 
@ 0.0 0.1 0.9 0.9 
e: 0.0 0.0 0.0 0.0 
E 0.5 6.2 1.4 0.9 
9: 0.0 0.0 0.8 0.8 
I: 0.0 0.0 0.0 0.0 
I 8.2 1.2 2.0 3.8 
Y 0.1 0.0 0.8 0.8 
0: 0.0 0.0 0.0 0.0 
0 0.0 1.1 2.6 2.4 
u: 0.0 0.0 0.0 0.0 
U 12.2 5.9 1.0 1.5 
a 0.7 4.5 7.8 3.8 
e:6 0.0 0.0 0.3 0.3 
i:6 0.0 0.0 0.0 0.0 
16 0.0 0.0 0.5 0.5 
y:6 0.0 0.0 0.0 0.0 
Y6 0.0 0.0 0.0 0.0 
0:6 0.0 0.0 0.0 0.0 
06 6.9 4.0 0.9 1.0 
a:6 0.0 0.0 2.4 2.4 
sil 0.0 0.0 0.3 0.3 
k 6.7 4.6 4.7 6.6 
g 0.6 0.6 3.7 3.7 
N 0.0 0.0 l.1 l.1 
P 0.0 0.0 0.5 0.5 
b l.0 3.0 0.4 0.4 
m 0.0 0.0 0.9 0.9 
R 0.5 0.9 4.5 4.2 
J 0.0 0.0 0.8 0.8 
v 0.0 0.0 0.1 0.1 
x 0.0 0.0 0.8 0.8 
S 1.1 0.9 1.3 1.5 
C 1.2 0.2 0.3 0.4 
f 0.9 0.8 l.9 1.6 
h 1.8 2.8 2.6 2.3 
t 0.1 0.0 0.6 0.6 
d 5.5 7.8 2.3 2.2 
n 0.0 0.0 0.8 0.8 
I 5.3 6.5 3.6 2.9 
z 0.0 0.0 1.1 l.1 
s 0.4 0.5 0.4 0.4 
U6 2.5 2.8 l.3 1.3 
Tabelle 1: Vergleich von Fehlerraten der Phonerkennung (bezogen auf aile Merk-
malvektoren) bei Net zen gleicher Komplexitat (1 Zeitscheibe, 7 - 12 - 25 - 12 - 44): 
Training PLP+Nulistelien -t Phone (direkt) bzw. Training PLP+Nulistelien -t Er-
eignisse -t Phone (kombi) 5 
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Phonerkennung die dynamisehen Eigensehaften berueksiehtigt werden (z.B. dureh 
die Verwendung mehrerer Zeitseheiben oder dureh rekurrente neuronale Netze) . 
Sowohl bei diesen Experimenten als aueh bei vorherigen Experimenten mit Clu-
steranalyse ergaben sieh fUr die versehiedenen Spektraldarstellungen des Spraehsi-
gnals iihnliehe Ergebnisse in Bezug auf die Leistungsfiihigkeit, sodaB im folgenden 
nur noeh Experimente mit PLP-Koeffizienten einsehliel3lieh der Zahl der Nullstellen 
im Frame als Parameter durehgefUhrt wurden. 
3.3.2 Ereigniserkennung 
1m niichsten Schritt wurde untersueht, wie gut sich die Ereignisse an sieh erken-
nen lassen (immer gemessen an den aus den Phonlabeln gewonnenen Labeln). Dazu 
wurden jetzt nur noch die PLP-Koeffizienten + Nullstellen benutzt, aber die Zahl 
der Zeitscheiben (1, 3, 5) und der Hidden-Neuronen (8, 12, 24, 36) war variabel. 
1m allgemeinen wurden wieder verschiedene Initialisierungen verwendet, die an-
gegeben Zahlen entspreehen den Mittelwerten der Netze. LiiBt man die Zahl der 
Hidden-Neuronen konstant und erhoht nur die Zahl der Zeitscheiben (und damit 
der Eingangsneuronen), ergeben sieh bis auf eine Ausnahme keine systematisehen 
Anderungen der Ereigniserkennungsraten. Die Ausnahme, bei der sieh die Erken-
nungsrate systematisch verbessert, ist die Erkennung der Okklusionspause (op), 
deren Erkennungsrate von ca. 5% auf rund 25% steigt, wenn man funf Zeitscheiben 
statt einer verwendet (Tabelle 2). Bei fiinf Zeitseheiben ist eine bessere Abgrenzung 
zur Pause moglich . 
An den Fehlerraten "nieht detektiert" liiBt sieh ablesen, daB die Erkennung von 
Ereignissen nieht sehr zuverliissig ist. Inwieweif dies mit der fehlenden eehten Er-
eignislabelung zusammenhiingt, liiBt sieh schwer absehiitzen, aber viele Ereignisse 
treten in den Phonen, denen sie zugeordnet sind, sieherlieh nur kurz auf und soIl ten 
aueh nieht dem ganzen Phon zugeordnet werden . Der Vergleieh mit den Ergebnissen 
von K.Hubener in [2] zeigt, daB bei den meisten Ereignissen iihnliehe Fehlerraten 
auftreten, woraus man schlieBen kann, daB die Erkennung der versehiedenen Ereig-
nisse untersehiedliche Sehwierigkeitsgrade hat. 
Die Erkennung der Ereignisse verbessert sieh nicht, wenn man die Zahl der 
Hidden-Neuronen erhoht. In diesem Fall seheint eher eine Zunahme des Fehlers 
"nieht detektiert" aufzutreten, aber das liiBt sieh aus den Ergebnissen nieht eindeu-
tig ableiten. 
3.4 Ereignisvektoren als Merkmalvektoren - SchluBbetrach-
tung 
Sollen Ereignisvektoren als zusiitzliehe Merkmale fiir die Phonerkennung eingesetzt 
werden, darf man nieht, wie hier untersueht, die Ereignislabelung starr aus der Phon-
labelung ableiten. In diesem Fall entsteht zwar keine Versehleehterung der Phoner-
kennung, aber man erzielt auch keine Verbesserung. Sinnvoller wiire der Ansatz, die 
Ereignislabel unabhangig von den Phonlabeln zu gewinnen und auf die dynamisehe 
Folge erkannter Ereignisse (das Ereignisgitter) einen Phonerkenner aufzusetzen, der 
auch den zeitliehen Verlauf der Ereignisse berucksichtigt. Soleh ein Vorgehen ist aber 
erst moglieh, wenn es eeht ereignisgelabelte Spraehdaten in groBerem Umfang gibt. 
Beim Bayerisehen Archiv fUr Sprachsignale (BAS) ist ein Korpus AD angekundigt, 
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Ereignis falseher nieht Korrektheit der 
Alarm detektiert Entseheidung 
1 ZS 5 ZS Hub 1 ZS 5 ZS Hub 1 ZS 5 ZS Hub 
ap 6.2 8.2 6.7 61.5 51.1 54.5 81.2 82.0 85.1 
fr 2.7 4.0 4.7 32.0 26.9 34.6 92.8 92.5 90.7 
gh 2.9 3.6 3.6 28 .8 22.9 22.6 93.8 93.9 94 .3 
gl 0.0 0.0 0.0 100 100 100 99.3 99.3 99.5 
la 0.0 0.0 0.3 100 100 94.8 98.9 98.9 98.3 
Ib 0.8 2.1 0.4 88.3 85.1 89 .2 87.4 86.7 91.1 
na 4.7 4.9 1.6 32.3 29.4 62.4 91.6 91.8 92.0 
op 0.9 2.5 0.2 95.9 74.3 99.6 81.3 83.6 90.8 
pa 11.5 8.2 7.0 15.2 12.5 13.3 87.7 90 .9 90.6 
pi l.1 1.3 1.4 53 .8 51,1 42.8 97.8 97.7 97.5 
po 0.0 0.0 0.3 100 94 .3 37.0 99 .2 99.2 99.5 
sh 5.9 6.4 7 .5 11.5 10.4 14.1 91.1 91.5 89.6 
tv 1.0 l.1 l.1 82.5 80.4 80 .9 94.4 94.4 97.1 
uv 0.0 0.0 0.0 100 100 100 99.5 99.5 99.1 
va 4.0 4.4 2.7 39.2 33.8 35.1 92.3 93.3 95.1 
vd 5.3 6.5 4.0 27.9 22.9 22.3 90.8 90.7 93 .6 
ve 0.5 1.1 0.8 94.1 92 .8 77.9 92.0 91.6 95 .1 
vg 3.1 2.6 3.8 82.7 84 .7 55.6 87.1 87.3 92.4 
vh 2.1 3.4 2.6 62.0 51.5 32.5 91.4 91.4 95.4 
vm 0.4 1.9 5.0 95.6 82.3 59.8 90 .6 90.5 90.3 
vo 5.7 5.6 9.6 20 .9 10.1 14.5 89.6 90.2 89.2 
vr 1.9 2.1 2.1 60 .0 60.0 50.5 92.0 91.9 94.1 
vt 4.0 4.2 3.8 43.3 39.3 33.3 92.5 92.6 93 .5 
vu 5.5 6.1 8.9 39.8 35.4 25.9 87.5 88.0 88 .2 
vz 5.6 6.3 9.0 67.3 60 .3 48 .7 84.5 84.9 85.7 
Tabelle 2: Fehlerraten bzw. Erkennungsraten bei der Ereigniserkennung (in Prozent) 
bei den (sprecherunabhiingigen) Netzen (7 - 12 - 25) (1 ZS) und (35 - 12 - 25) (5 ZS) 
im Vergleich zum (sprech erabhiingigen) Erkenner (Hub) von K.Hubener [2} 
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der artikulatorische Daten enthalt . Mit dessen Erscheinen konnten die erforderlichen 
Daten (wenn auch nicht genau in der hier verwendeten Form) zur Verfugung stehen. 
Ein Versuch, auf einem anderen Weg zu ereignisgelabelten Daten zu gelangen, wird 
im nachsten Kapitel beschrieben. 
4 "Bootstrapping" zur Ereignislabelung 
4.1 Idee 
Inspiriert durch eine Arbeit von Elman und Zipser [4], bei del' gezeigt wurde, daB sich 
in den Hidden-Schichten eines neuronalen Netzes einzelne Neuronen auf bestimmte 
Eingabemerkmale spezialisieren konnen, wurde versucht, ein ahnliches Verfahren 
zur Ereignislabelung anzuwenden. Elman trainierte ein neuronales Netz mit Kom-
binationen von Konsonanten und Vokalen auf die identische Abbildung. Er stellte 
dabei fest , daB bestimmte Neuronen del' Hidden-Schicht auf das Auftreten bestimm-
tel' Vokale oder Konsonanten reagieren konnen . Die identische Abbildung bietet sich 
an, da sie keinerlei Labelung del' Daten erfordert und somit die Menge an Trainings-
daten nahezu unbeschrankt ist. Die Aktivitiiten der einzelnen Neuronen stell ten sich 
bei Elman von selbst ein, er hatte keine zielgerichtete Initialisierung des Netzes vor-
genommen. So war es nicht von vornherein absehbar, daB einzelne Neuronen der 
Hiddenschicht auf bestimmte Eigenschaften des Signals reagieren wiirden. 
4.2 Experimente 
1m Gegensatz zu Elman war bei uns beabsichtigt, gezielt Ereignisse auf die Hidden-
Schicht abzubilden und auf diese Art und Weise zu priifen, ob sich einzelne Ereignis-
se als "natiirliche" Merkmale aus dem Sprachsignal stabilisieren . Dazu ware es sehr 
aufwendig, die sich ausbildende Hidden-Schicht im Nachhinein auf Ubereinstim-
mungen mit einzelnen Ereignissen zu untersuchen. Deshalb wurden die neuronalen 
Netze geeignet initialisiert, urn die Grundrichtung der Hidden-Schicht vorzugeben. 
Zur Initialisierung der Netze wurden jeweils zwei Teilnetze trainiert: das erste Teil-
netz sollte die Abbildung von (spektralen) Merkmalvektoren auf Ereignisse leisten 
und das zweite Teilnetz die dazu inverse Abbildung - von den Ereignissen zu den 
Merkmalvektoren. Halt man sich VOl' Augen, daB die Ereignisse im Idealfall biniire 
Vektoren sind, die Merkmalvektoren dagegen reell, ist nicht zu erwarten, daB die Ab-
bildung von den Ereignissen auf die Merkmale befriedigende Ergebnisse liefert . Es 
ist nicht moglich, fur die Gewichtsmatrix del' Umkehrabbildung einfach die inver-
berte Gewichtsmatrix del' Ereignisabbildung 2 zu verwenden , denn die Neuronen 
haben eine nichtlineare Ubertragungsfunktion. Wie schon erwahnt , war nicht die 
Leistungsfiihigkeit der Abbildungen der Teilnetze das Ziel des Trainings , sondern 
die grobe Initialisierung del' Teilnetze. Nach der Initialisierung wurden die Teilnetze 
an den Ereignisschichten aneinandergefiigt und das entstandene Netz mit weiterem 
Sprachmaterial auf die identische Abbildung trainiert . N ach AbschluB dieses Raupt-
trainings wurde das N etz an der Ereignisschicht wieder aufgetrennt und das neue 
Teilnetz auf seine Abbildungsqualitiit beziiglich der vortrainierten Ereignisse ge-
testet. Dabei wurde untersucht, ob sich die Abbildungsqualitat fiir die einzelnen 
Ereignisse verbessert oder verschlechtert hat. 
2falls die Gewichtsrnatrix iiberhaupt invertierbar ist 
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Als Merkmalsatze wurden Vektoren aus 8 Zeitscheiben mit jeweils 6 PLP-Ko-
effizienten und der Zahl der Nullstellen im Frame gewahlt. Die Merkmalvektoren 
beginnen immer an einem Phonanfang und umfassen durch ihre Lange das ganze 
Phon. Das erlaubt es, in die Ereignisabbildung die Dynamik des Zeitsignals einftie-
Ben zu lassen, denn es ist jetzt nicht mehr notwendig, das Auftreten eines Ereignisses 
an einer bestimmte Stelle innerhalb des Phons zu labeln, sondern es wird jetzt nur 
das Auftreten innerhalb eines Phons an sich angezeigt. Bei gleichen Phonlabel soll-
te auch die zeitliche Struktur innerhalb des Phons ahnlich sein, sodaB die Bereiche 
mit ahnlicher Ereignisstruktur einander entsprechen. Auf diese Weise kann man das 
Problem der fehlenden Ereignislabelung etwas entscharfen. 
Flir die Experimente wurden die Zahl der Hidden-Neuronen variiert und folgende 
NetzgroBen gewahlt: 
• (56 - 25 - 56), aufgeteilt in (56 - 25) und (25 - 56) (ohne Hidden-Schicht in 
den Teilnetzen) 
• (56 - 12 - 25 - 12 - 56), aufgeteilt in (56 - 12 - 25) und (25 - 12 - 56) 
• (56 - 25 - 25 - 25 - 56), aufgeteilt in (56 - 25 - 25) und (25 - 25 - 56) 
Nachdem die Teilnetze zu einem groBen Netz zusammengefligt worden waren, 
wurden sie mit verschiedenen absteigenden Lernratenfolgen nachtrainiert . Die Fol-
gen begannen bei den Lernraten 0.4, 0.1 und 0.02 und endeten jeweils bei einer 
Lernrate von 0.01. Je haher die Lernrate ist, desto geringer ist der EinftuB des 
Vortrainings auf die Abbildungseigenschaften der Ereignisschicht. 
4.3 Interpretationsprobleme 
Eine erste Auswertung der Ergebnisse zeigte, daB sich die mittlere Aktivitat in 
der Ereignisschicht nach dem Haupttraining (AT) deutlich hoher war als nach der 
Initialisierung (AI) . Dies flihrt zu Problemen bei der Erkennung des Auftretens der 
Ereignisse, da dies bisher liber eine universelle Schwelle von So = 0.5 entschieden 
worden war. Durch eine hohere mittlere Aktivitat in der Ereignisschicht ergibt sich 
jetzt eine entsprechend hahere Auftretenswahrscheinlichkeit flir die Ereignisse. Flir 
die Lasung dieses Problems boten sich zwei Wege an: 
1. Die universelle Schwelle wird entsprechend der neuen mittleren Aktivitat an-
gehoben : Sneu = So . 47· 
2. Es wird fUr jedes einzelne Ereignis j eine neue, jetzt aber individuelle Schwelle 
sLu bestimmt. Die individuellen Schwellen erfordern einen hoheren Rechen-
aufwand, haben aber den Vorteil, daB man jedes Ereignis flir sich optimieren 
kann. 
4.4 Ergebnisse 
Bedingt durch die Tatsache, daB hier pro auftretendem Phon nur ein Merkmalvektor 
generiert wird, steht fUr das Training nicht sehr viel Sprachmaterial zur Verfligung. 
Das spiegelt sich auch in den Erkennungsraten der Ereignisse wieder, denn selten 
9 
Jerbmobil Report 185 
auftretende Ereignisse werden deutlich schlechter erkannt als haufige Ereignisse. Re-
lativ gut abgebildet werden nach dem Vortraining die Ereignisse "sh" (stimmhaft), 
"vo" (vokalisch) und "vu". Aile anderen Ereignisse wurden mangelhaft abgebildet. 
Es zeigte sich auch, daB bei den groBen Teilnetzen ( (56 - 25 - 25) und (25 - 25 - 56) ) 
die Abbildungsleistungen durch die (zu) hohe Zahl von Parametern unbefriedigend 
war. Die Qualitat der Umkehrabbildungen war nach dem Vortraining sehr schlecht, 
durch die hohe Komplexitat der Aufgabe und die geringe Menge an Trainingsma-
terial konvergierten die Netze auch sehr schlecht wahrend des Trainings. 
Wie schon erwahnt, stieg durch das Nachtrainieren die Aktivitat in der Ereig-
nisschicht stark an. Ratte man die SchweJ\e fUr das Auftreten eines Ereignisses auf 
ihrem alten Wert belassen, so waren samtliche Erkennungsraten zufallig geworden. 
Der Grund fiir das Ansteigen der Aktivitat liegt in der schlechten Leistung der Um-
kehrabbildungen, denn dadurch werden die beim N achtrainieren auftretenden Fehler 
in der Gesamtabbildung auch in die Ereignisschicht zuriickpropagiert, wodurch sich 
die Repriisentationen in allen Schichten andern. 
Urn den Effekt der Aktivitatssteigerung in der Ereignisschicht zu kompensieren, 
wurde eine individuelle Schwelle fiir jedes Ereignis so bestimmt, daB die neue Auf-
tretenshiiufigkeit (fiir den Trainingsdatensatz) wieder der Raufigkeit, die durch die 
Label vorgegeben ist, entsprach. Die Auswertung der Ergebnisse wurde mit einem 
Testdatensatz durchgefUhrt, bei dem sich sowohl die Sprecher als auch die AuBe-
rungen yom Trainingsdatensatz unterschieden (6 Sprecher und 2 Sprecherinnen -t 
TesL3). 
Sind beim N achtrainieren die Lernraten und die Zahl der Iterationen klein, blie-
ben die Abbildungen der Ereignisse auf der Ereignisschicht erkennbar. Mit wach-
sender maximaler Lernrate bzw. mit dem Ansteigen der Zahl von Iterationen wird 
aber die Bindung eines Neurons an ein bestimmtes einzelnes Ereignis (soweit sie je 
bestand) immer weiter aufgeweicht, bis sie schliel3lich nicht mehr erkennbar ist. 
Die einzige Verbesserung bei der Ereigniserkennung, die bei diesem Verfahren be-
obachtbar war, trat bei dem Ereginis "gl" (glottal) auf. Sowohl der Fehler "falscher 
Alarm" als auch der Fehler "nicht detektiert" sank, wenn man die Zahl der Itera-
tionen beim Nachtraining klein hielt. Mit steigender Zahl von Iterationen nahmen 
beide Fehler wieder zu. Bei den anderen Ereignissen war teilweise ein Absinken eines 
Fehlers zu beobachten, gleichzeitig nahm aber der andere Fehler entsprechend zu, 
so daB sich dieser Effekt als eine Verschiebung der Schwelle fiir die verschiedenen 
Datensatze interpretieren laBt und nicht zu einer besseren Erkennung fiihrt. 
4.5 "Bootstrapping" zur Ereignislabelung - SchluBbetrach-
tung 
Es ist mit unserem Verfahren nicht gelungen, die Erkennung der Ereignisse zu ver-
bessern. Dies liegt zum einen sicherlich an der Komplexitat der Abbildung der 
Ereignisse auf die Merkmalvektoren (hier: 8 Zeitscheiben mit 6 PLP-Koeffizienten 
+ N ullstellen), die fUr die identische Abbildung als Initialisierung notwendig ist (die 
relativ hohe Zahl von Zeitscheiben ist auf der anderen Seite notwendig, urn inner-
halb eines Phons die Dynamik der Ereignisse erfassen zu konnen). Es ist aber auch 
moglich, daB die zuvor definierten Ereignisse keine natiirlichen Eigenschaften des 
Sprachmaterials sind bzw. nicht mit den hier verwendeten Merkmalen charakteri-
siert werden konnen . Dann ist auch zu verstehen, daB slch die Ereignisse nicht in 
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del' vortrainierten Schicht stabilisieren. 
Unter Umstanden ist auch del' eingeschlagene Weg eine Sackgasse, denn in neu-
ronalen Netzen wird die Information verteilt repriisentiert, wobei sich dann die Neu-
ronen del' Hidden-Schichten nicht mehr unbedingt auf ein (von auBen vorgegebenes) 
Merkmal (z .B. Ereignis) spezialisieren. 
In weiteren Versuchen soUte noch untel'sucht werden, ob sich mit den Ereignis-
schichten, die sich nach dem Haupttraining ergeben haben, bessere Ergebnisse bei 
del' Phonerkennung ergeben bzw. ob eine Clusteranalyse eine bessere Interpretation 
del' Ergebnisse erlaubt . 
5 Zusammenfassung 
Motiviert durch die Arbeiten K.Hiibeners an artikulatorischen Ereignissen wurde 
an del' Abteilung fUr Neuroinformatik del' Universitat Ulm versucht, die artiku-
latorischen Ereignisse zur Vel'besserung del' sprecherunabhangigen Phonerkennung 
heranzuziehen. Zentrale Idee fUr die Verwendung von Ereignissen als Merkmale ist 
die Tatsache, daB Ereignisse andere zeitliche Grenzen haben als Phone odeI' noch 
hahere Einheiten . Wie bekannt, sind nicht die stationaren Teile eines Sprachsignals 
fUr das Verstandnis von graBter Bedeutung, sondern vielmehl' die instational'en Be-
reiche del' Ubergange zwischen verschiedenen (stationaren) Bereichen des Sprachsi-
gnals. Mit del' Auflasung del' Phongl'enzen durch die Ereignisse und del' maglichen 
differenziel'tere Beschreibung des Sprachsignals (gegeniiber den Phonen) soli ten sich 
durch die Verwendung von Ereignissen Vorteile ergeben. 
Das Problem bei der Verwendung von Ereignissen ist jedoch, daB so gut wie 
kein echt ereignisgelabeltes Sprachmaterial zur Verfiigung steht. Die Expel'imente 
wurden deshalb mit pseudo-el'eignisgelabelten Daten durchgefUhl't, bei denen die 
El'eignislabelung mit Hilfe einer von K.Hiibenel' zur Vel'fUgung gestellten Tabelle 
aus del' Phonlabelung gewonnen worden ist. Verloren geht dabei abel' del' theore-
tische Hauptvorteil del' Ereignisse, die zeitliche Entwicklung innerhalb eines Phons 
zu modelJieren, da die El'eignislabel jeweils fUr die Dauer eines Phons als konstant 
angesehen werden. Ungeachtet del' dadurch erzwungenen Einschrankungen bei del' 
Interpretation der Experimente k6nnen die Ereignisse dennoch als weiterel' Merk-
malsatz angesehen werden. Unter diesem Gesichtspunkt wurden zwei Serien von 
Experimenten durchgefiihrt : 
In einer el'sten Phase wurden die Ereignisse als Merkmalsatz interpl'etiert und 
versucht , durch eine zweistufige Abbildung (l.Stufe: PLP-Koeffizienten --+ Ereignis-
se, 2. Stufe: Ereignisse --+ Phone) die Phonerkennung zu verbessern. 1m Vergleich 
zu einer herk6mmlichen Phonerkennung mittels neuron aIel' Netze (feed forward) 
gleicher Komplexitat ergaben sich durch die Verwendung del' Ereignisse wedel' Vor-
noch Nachteile bzgl. der Erkennungsraten. 
In del' zweiten Phase wurde versucht, mittels eines an Elman angelehnten Boot-
strapping-Verfahrens mit Hilfe del' identischen Abbildung eine verbesserte Ereig-
nislabelung zu erzielen. Dabei soU ten sich Ereignisse, die "natLirliche" Merkmale 
des Sprachsignals sind, nach einer Initialisierung selbstandig in del' Hidden-Schicht 
eines neuronalen Netzes stabilisieren. Bei den Experimenten zeigte sich jedoch, daB 
sich kein Ereignis in Form einer Aktivitat eines einzelnen Neurons in der Hidden-
Schicht stabilisieren konnte. Problematisch erwies sich, daB das zur Initialisierung 
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notwendige Teilnetz fiir die Abbildung von Ereignissen auf PLP-Merkmalvektoren 
nur sehr schlecht trainierbar ist. 
Unsere Ergebnisse besagen nicht, daB das Konzept der Ereignisse nicht weiter 
verfolgt werden sollte. Vielmehr belegen sie die Schwierigkeiten, die die Umset-
zung des Konzepts ist eine Anwendung mit sich bringen. Schon fUr den Menschen 
ist es nicht einfach, gesprochene Sprache reproduzierbar und eindeutig auf Ereig-
nisebene zu kennzeichnen . Hinzu kommt, daB die Ereignisse nicht als akustische 
MerkmaJe definiert worden sind sondern den Artikulationsvorgang beschreiben und 
somit nicht zwangslaufig immer eine lokale akustische Entsprechung haben mussen. 
Manche Laute lassen sich auf verschiedene Arten bilden, sodaB die Zuordnung del' 
Ereignisse zum Sprachsignal nicht eindeutig ist. Halt man sich dies vor Augen, 
kann man von einer Maschine, die auf den menschlichen Erfahrungen aufbaut, kei-
ne Wunder erwarten. Neben soleh grundsatzlichen Problemen ist es zur Zeit auch 
noch unklar, welehe Methoden und Sprachparametrisierungen del' Aufgabe optimal 
angepaBt sind. 
Bei unseren Experimenten haben sich die artikulatorischen Ereignisse als schwie-
riges Terrain erwiesen, sowohl was ihre Erkennung als auch ihre Anwendung betrifft. 
Ein Hauptgrund dafiir ist sicherlich das Fehlen groBer Sprachdatensatze, die auf Er-
eignisebene gelabelt sind und deren Ereignislabelung nicht starr an die Phonlabe-
lung gebunden ist. Sollte ein solcher Datensatz zur Verfiigung stehen, wurde es sich 
lohnen zu untersuchen, ob die darin enthaltene zusatzliche Dynamik sich fiir die 
Spracherkennung sinnvoll nutzen laBt. Mit dem Erscheinen des vom Bayerischen 
Archiv fUr Sprachsignale (BAS) angekundigten Korpus AD mit artikulatorischen 
Daten konnte dies bald der Fall sein . 
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