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 Assessment of blood vessels in retinal images is an important factor for many 
medical disorders. The changes in the retinal vessels due to the pathologies 
can be easily identified by segmenting the retinal vessels. Segmentation of 
retinal vessels is done to identify the early diagnosis of the disease like 
glaucoma, diabetic retinopathy, macular degeneration, hypertensive 
retinopathy and arteriosclerosis. In this paper, we propose an automatic blood 
vessel segmentation method. The proposed algorithm starts with the 
extraction of blood vessel centerline pixels. The final segmentation is 
obtained using an iterative region growing method that merges the binary 
images resulting from centerline detection part with the image resulting from 
fuzzy vessel segmentation part. In this proposed algorithm, the blood vessel 
is enhanced using modified morphological operations and the salt and pepper 
noises are removed from retinal images using Adaptive Fuzzy Switching 
Median filter. This method is applied on two publicly available databases, the 
DRIVE and the STARE and the experimental results obtained by using green 
channel images have been presented and compared with recently published 
methods. The results demonstrate that our algorithm is very effective method 
to detect retinal blood vessels. 
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The diagnosis of the fundus image is widely used in many medical diagnoses. Image segmentation 
[1] in the fundus image is the important factor for identifying the retinal pathology. The analysis of the 
human retina helps the ophthalmologists to identify the retinal disease. The disease such as the diabetes, 
hypertension and arteriosclerosis affect the retina and cause the changes in the retinal blood vessels [2]. The 
changes in the blood vessel and the retinal pathology can be identified by first segmenting the retinal vessels 
and by proper analysis of the retinal blood vessels.  
Automatic segmentation of retinal vessels is important for early diagnosis of eye diseases like 
diabetic retinopathy [3]. There are various segmentation methods for segmenting the retinal vessels in the 
fundus image which segments the retinal vessels using two dimensional matched filters and piecewise 
threshold probing [4, 5]. There are other segmentation processes which include segmentation of retinal 
vessels using the Mumford-Shah model and Gabor wavelet filter [6]. Extraction of retinal blood vessels is 
done using Weiner filter and the Morphological operations like open and close operation [7]. This paper 
focuses on segmentation of the retinal vessels to identify the changes in the retinal vessel which occurs due to 
retinal pathologies like diabetic retinopathy [8]. Vessel segmentation is done using Max-Tree to represent the 
image and the branches filtering approach to segment the image [9]. Mathematical morphology is mostly 
used for analyze the shape of the image. The two main processes which involve are dilation and erosion. The 
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algorithms of open and close are based on these processes. These algorithms are combined to detect the edges 
and identifying the specific shapes in the image and also for the background removal [10]. Retinal vessel 
segmentation is done to classify the pixel as the vessel and non-vessel using morphological thresholding. The 
retinal blood vessel is extracted by first smoothing the image and enhanced by applying the fuzzy c-means 




This paper proposes a novel algorithm for retinal blood vessels segmentation. The fundus image 
used in this research is obtained from two publicly available databases, the DRIVE database [12] and the 
STARE database [13]. The segmentation of the retinal blood vessel should be automatic and accurate for the 
diagnosis of the retinal disease. The proposed algorithm and respective details will be explained here. 
 
2.1. Overview of The Proposed Algorithm 






Figure 1. Retinal vessel segmentation functional diagram for the proposed algorithm 
 
 
The algorithm consists four main parts: 1) preprocessing which includes noise elimination, 
background normalization and thin vessel enhancement using green channel of the retinal color images 2) 
processing which includes two phases, vessel centerline detection and Fuzzy vessel segmentation, and 3) 
Combining two results obtained from previous steps to finally extract the complete pixels belonging to the 
retinal vessels. 
 
2.2. Image Preprocessing 
 
2.2.1. RGB to Green Channel Conversion  
The color fundus image is converted to green channel image to make the segmentation process more 
easily and to decrease the computational time. The green channel image provides the maximum contrast 
between the image and the background, because the retinal blood vessel information in the green channel 
image is more clear [14, 15]. 
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2.2.2. Noise Elimination using Noise Adaptive Fuzzy Switching Median filter (NAFSM) 
NAFSM filter is a recursive double-stage filter, where initially it will detect the salt-and-pepper 
noise intensities before identifying the locations of possible noise pixels. When a “noise pixel” is detected, it 
is subjected to the next filtering stage. When a pixel is identified as “noise-free,” it will be retained and the 
filtering action is spared to avoid changing any fine details that are contained in the original image. 
 
2.2.2.1. Detection Stage 
NAFSM filter will use the noisy image histogram to estimate the two salt-and-pepper noise 
intensities [16]. The local maximum, which is the first peak encountered when traversing the image 
histogram in a particular direction, is used [17]. Therefore, the NAFSM filter will search for two local 
maximums, ܮ௦௔௟௧=255 and ܮ௣௘௣௣௘௥=0, describing the two salt and pepper noise. When both local maximums 
are found, the search will be stoped immediately. A binary noise mask N(i,j) will be created to show the 




Where X(i,j) is the pixel at location (i,j) with intensity X. N(i,j)=1 represent “noise-free pixels’’ to 
be safed from the noisy image while N(i,j)=0 represents “noise pixels” subjected to the next filtering stage.  
 
2.2.2.2. Filtering Stage 
After the binary noise mask N(i,j) is created, “noise pixels” will be replaced by an estimated 
correction term [18]. NAFSM filter uses a square filtering window ଶܹ௦ାଵ(i,j) with odd (2s+1)ൈ(2s+1) 




Then, the number of “noise-free pixels”,ܩଶ௦ାଵሺ݅, ݆ሻ in the filtering window ଶܹ௦ାଵ(i,j)  is counted 




If the current filtering window ଶܹ௦ାଵ(i,j) does not have a minimum number of one “noise-free 
pixel” (ܩଶ௦ାଵሺ݅, ݆ሻ ൏ 1ሻ, then the filtering window will be expanded by one pixel at each of its four sides 
(i.e.s+1) [18]. This procedure is repeated until the condition of ܩଶ௦ାଵሺ݅, ݆ሻ ൒ 1 is occured. For each 
detected “noise pixel”, the size of the filtering window is initialized to 3ൈ3, i.e., s=1 [18]. These “noise-free 




This criterion of choosing only “noise-free pixels” is used to avoid selecting a “noise pixel” as the 
median pixel. However, the number of “noise-free pixels” for selecting the median pixel is also important 
because a large number of “noise-free pixel” samples will consume higher computing time and also yield an 
unsuitable median term for restoration [18]. Since the detection of “noise pixels” is based on the detected 
salt-and-pepper noise intensities ܮ௦௔௟௧ and ܮ௣௘௥௣௣௘௥, noise-free pixels may be falsely identified as “noise 
pixels” at image uniform regions having same intensities as intensities ܮ௦௔௟௧ or ܮ௣௘௥௣௣௘௥. Therefore, the 
filtering window will be expanded continuously and the selected median pixel may be inaccurate to be used 
as a correction term. Considering this possibility, the search for “noise-free pixels” is stoped when the 
filtering window has reached a size of 7ൈ7 (or s=3) and no “noise-free pixel” is detected, i.e., ܩ଻ሺ݅, ݆ሻ=0. In 
this case, the first four pixels in the 3ൈ3 filtering window defined by Equation 5 will be used to compute the 
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Figure 2. Fuzzy set adapted by the NAFSM filter 
 
 
The first four pixels chosen, which made up the upper-left diagonal of the 3ൈ3 filtering window, can 
be justified by the recursive nature of the NAFSM filter. As a result from the recursive behavior, any “noise 
pixels” in the upper-left diagonal of the 3ൈ3 filtering window would have been restored and updated with 
“noise-free pixels” during earlier processing. Therefore, using the maximum four “noise-free pixels” in the 
upper-left diagonal will yield a more accurate median pixel instead of considering all eight connected 
neighboring pixels.  
After the median pixel M(i,j) is found, the local information in a 3ൈ3 window is extracted by first 




Then, the local information is defined as the maximum absolute luminance difference in the 3ൈ3 




As part of the filtering mechanism in the NAFSM filter, fuzzy reasoning is applied to the extracted 
local information D(i,j) [18]. The fuzzy set adopted is shown in Fig.2 and defined by the fuzzy membership 




where the local information D(i,j) is used as the fuzzy input variable, and the two predefined 
thresholds ଵܶ and ଶܶ are set to 10 and 30, respectively, for optimal performance [17, 18]. 
Finally, the correction term to restore a detected “noise pixel” is a linear combination between the processing 




where the fuzzy membership value F(i,j) leads a weight on whether more of pixel X(i,j) or M(i,j) is 
to be used. 
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2.2.3. Background Enhancement 
 
2.2.3.1. Modified Top-hat Transform 
The classical top-hat transform is defined as the difference between an image and its opened 
version. A problem associated with this classical implementation is the sensitivity to noise, as a consequence 
of the fact that pixel values in an opened image are always less than or equal to the original ones; in such 
conditions, the different image retains all small intensity fluctuations that can be found in the data. To 
overcome this problem, a modification was adapted from [19], by considering two new steps in the top-hat 
definition: a closing precedes the opening result which is followed by a comparison, using a minimum 
operator, to get an image equal to the original one everywhere except for peaks and ridges. Equation (11) 
represents this modified top-hat transform, where I is the image to be processed, while Sc and So stand for 
the structuring elements for closing(•) and opening (ࣉ) operators, respectively[20]. 
 
 TopHat= I – min (I• Sc) ࣉ So ; I) (11)  
 
The closing operation is considered to generate a smooth version of the original data, where the 
details smaller than the structuring element are replaced by higher nearby intensities. The opened image 
essentially maintains the pixel values, while eliminating more intense image regions with sizes smaller than 
the structuring element size. The final result of the subtraction is an enhanced image that mostly retains the 
original image regions with size smaller than the structuring element which show significant local intensity 
variations. 
Here we propose the modified Top-hat transform to produce the background normalized image. 
Figure 3(b) presents the background normalized image obtained with the modified top-hat operator. Since 
thin vessels are very small structures and usually have low local contrast, their segmentation is a hard task. 
Therefore, it is necessary to deepen the contrast of these images to provide a better transform representation 
for subsequent image analysis steps. CLAHE technique is adopted to perform the contrast enhancement. This 
technique enhances the contrast adaptively across the image by limiting the maximum slope in the 





a                                     b                                   c 
 
Figure 3. a) Original green channel b) Background normalized image c) Vessel enhanced image 
 
 
2.3. Image Processing 
 
2.3.1. Detection of Vessel Centerline 
When a first-order derivative filter is applied orthogonally to the main orientation of the vessel, 
derivative values with opposite signs are created on the two vessel hillsides. This idea is shown in Figure 4(a) 
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Figure 4. Ideal vessel profile with expected derivative signs on opposite hillsides. (b) Combinations of 
derivative signs and average derivative values that calculate the occurrence of a candidate centerline point: + 
means a positive derivative value;—means a negative value; 0 means a zero value; ൈ is a do not care 
condition; ADV is the mean value of the derivative magnitudes obtained for the same set of four pixels were 
the specific combination of signs occurred. 
 
 
As retinal vessels exist in any direction, we need to select a set of directional filters whose responses 
can be combined to cover the whole range of possible orientations. The particular kernels used in this work 
are first-order derivative filters, with common responses to horizontal (0), vertical (90), and diagonal 
(45,135) directions. These filters are used for the computation of the local image gradient in a specific 
direction.  
Herein, the proposed filters used for detecting centerline candidate pixels and the result of applying 










Figure 6. The candidate centerline pixels by applying the proposed filters: 
a) vertical b) horizontal c) 135 d) 45. 
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Each one of the four directional images resulting from the proposed filters is searched for specific 
combinations of signs on the expected direction of the vessel cross section [20]; Since real vessels do not 
have the ideal profile presented in Figure 4(a), a set of four combinations represented in Figure 4(b) that can 
find a vessel are used. In this figure, plus and minus signs show the positive and negative derivative 
responses, respectively, 0 means a null output, and ൈ shows a do not care condition for the sign of the 
derivative. Moreover, in conditions 2 and 3, the average value of the derivative magnitudes (ADV) for the 
intensity profile is calculated. It must be positive for condition 2, and negative for condition 3. The final 
centerline candidate is simply the pixel with the maximum intensity in the background normalized image 
[20]. This fact is obtained in a new image by applying the sum of the highest positive response with the 
absolute value of the most negative response.  
Upto here, we could achieve vessel centerlines in retinal images. This method can fully extract the 
vessel centers, but not the actual width of the vessels.  
 
2.3.2. Fuzzy Segmentation 
With the aim of achieving a complete segmentation, retinal vessels need to be filled starting from 
the detected centerlines. For this purpose, we propose a fuzzy approach which uses fuzzy C-means clustering 
technique to generate representation of the retinal vascular network with actual width of the vessels. We 
apply the fuzzy C-means clustering to the vessel enhanced image obtained from preprocessing step. 
 
2.3.2.1. Fuzzy C-means (FCM) 
In pattern recognition a clustering method known as Fuzzy C-Means (FCM) is widely used. FCM 
based segmentation is fuzzy pixel classification [22]. FCM allows data points or pixels to belong to multiple 
classes with varying degree of membership function between 0 to 1. FCM possesses precious advantage of 
grading linguistic variables to fit for appropriate analysis in discrete domain on pro-rata basis. FCM 
computes cluster centers by minimizing the dissimilarity function using an iterative approach. By updating 
the cluster centers and the membership grades for each unique pixel, FCM shifts the cluster centers to the 
"true" location within set of pixels. To accommodate the introduction of fuzzy partitioning, the membership 
matrix (U) =[uij] is randomly initialized according to Equation 12, where uij being the degree of membership 








uij is between 0 and 1. ci is the center of cluster i. dij is the Euclidian distance between ݅௧௛ center 
(ci) and ݆௧௛ data point. m є [1,∞] is a weighting exponent. To reach a minimum of dissimilarity function there 




  (15) 
 
Algorithm of FCM is described as below: 
Step 1. The membership matrix (U) that has constraints in Eqn 12 is randomly initialized. 
Step 2. Centers (ci) are calculated by using Eqn 14. 
Step 3. Dissimilarity between centers and data points using Eqn 13 is computed. Stop if its improvement over 
previous iteration is below a threshold. 
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Step 4. A new U using Eqn 15 is computed. Go to Step 2 [22]. 





Figure 7. Image resulted from fuzzy segmentation step 
 
 
Notic that the thin vessels in the fuzzy segmented image are not detected. Therefore, we combine 
the resulted images from two processing phases, vessel centerline detection and Fuzzy vessel segmentation to 
achieve a complete vessel segmentation. 
 
2.4. Region Growing 
The final image with the segmented vessels is obtained by iteratively combining the centerline 
images with the image that resulted from the fuzzy segmentation part. Vessel centerline pixels are used as 
primary points for a region growing algorithm, which fill these points by aggregating the pixels in the fuzzy 
segmentation image. Final result of the vessel filling part is illustrated in Figure 8. 
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Figure 8. a) Combination of the centerline image with the fuzzy segmented image b) The fuzzy segmented 
image c) The segmented image using region growing algorithm 
 
 
At the end, the final segmented image is achieved by adding the four images obtained from the 
region growing step. Some examples of the segmented images from DRIVE and STARE databases are 
shown in Figure 9 and Figure 10 respectively. 
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Figure 10. Two examples of segmented images from STARE database 
 
 
The evaluation results are given as the pixel-wise sensitivity, specificity, and accuracy of all the 
segmentation in comparison with ground truth, where sensitivity is a normalized measure of true positives, 
specificity measures the proportion of true negatives, and accuracy represents the proportion of the total 
number of correctly classified pixels relative to the total number of pixels. In the following equations, true 
positive (TP) is a number of blood vessels correctly detected, false positive (FP) is a number of non-blood 
vessels which are detected wrongly as blood vessels, false negative (FN) is a number of blood vessels that are 









Table 1 and 2 compares evaluation results of proposed method with the listed approaches on the 
DRIVE and STARE databases, respectively. Comparisons based on DRIVE database indicate that our 
proposed method has the highest accuracy, sensitivity and specificity compared to [24]. In addition, it has the 
highest accuracy and sensitivity compared to [23], [25], [27], [28] and [29]. Moreover, it has the highest 
accuracy and specificity in comparison with [26].  
Comparing the methods on the STARE database illustrate that our proposed method has the highest 
accuracy, sensitivity and specificity compared to [30], [31] and [5]. In addition, it has the highest accuracy 
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Table 1. Average percentage of proposed method on DRIVE database 
method accuracy sensitivity specificity 
First proposed method 95.13 72.52 97.33 
Baisheng Dai [23] 94.60 70.91 98.06 
Espona [24] 93.16 66.34 96.82 
Al-Diri [25] 92.58 67.16 _ 
Vlachos [26] 92.85 74.68 95.51 
Fraz [27] 94.30 71.52 97.68 
Al-Diri [28] 92.58 67.16 _ 
Soares [29] 93.16 66.34 96.82 
 
 
Table 2. Average percentage of proposed method on STARE database 
method accuracy sensitivity specificity 
First proposed method 95.37 77.66 96.80 
Fraz [30] 94.42 73.11 96.80 
Zana [31] 93.77 69.71 - 
Hoover [5] 92.62 67.51 95.67 




We proposed a retinal blood vessel segmentation method in this paper. This technique is based on 
vessel centerline detection and fuzzy segmentation. Our proposed vessel extraction technique has consistent 
performance in both normal and abnormal images. To validate the proposed method we used images 
provided from two public databases, DRIVE and STARE databases. We could achieve the greatest 
specificity, accuracy and sensitivity, 95.13, 72.52 and 97.33 for the DRIVE database and 95.37, 77.66 and 
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