Abstract
Introduction
Competitive location problems were introduced by H.Hotelling [1] , who studied the Nash equilibrium problem of two sellers on a linear market. S.L.Hakimi [2] considered the Stackelberg equilibrium problem on a network, that is, two companies "leader" and "follower" establish their facilities on nodes in order to capture as much buying power as possible. He showed that the problem is NP-hard. Z.Drezner [3] studied the same type of a competitive model in the plane.
Various models has been proposed in this field [4] , considering how demands are allocated, how is the customer's preference in facilities. Most commonly used assumption is that customers choose one facility among a number of them according to the distance from them.
This paper considers a non-cooperative location game by two players in the plane. The leader company X locates its store in the market first, and then the follower company Y locates its store in the same market, after knowing the decision of X. Each company concentrates on increasing as much profit as possible. So, X must determine its optimal location by considering that the competitor locate its facility selfishly afterward. Our problem is to find the optimal location for the follower and for the leader. We formulate these problems as a medianoid problem and a * corresponding author: osumi@ba.kobegakuin.ac.jp centroid problem respectively. J.L.Redondo et al. [5] proposed an evolutionary algorithm to solve medianoid problem and centroid problem in the plane. They assume each demand point splits its buying power among the facilities proportionally to the attraction it feels for them. B.Biesinger et al. [6] proposed an evolutionary algorithms, which is hybrid of genetic algorithm and tabu search, to solve the same type of problems in the graph. They assume each customer splits their buying power among the facilities inversely proportionally to their distance to the facilities.
There are some kind of facilities such as fast food restaurants, convenience stores, coffee chain stores, which customers visit only when they feel they are near. We assumes customers do not utilize a facilities at all if it is located too far from them. We use fuzzy set [7] to represent the concept of nearness, which is determined by actual distance between a facility and a customer. Due to this assumption this competitive model becomes a nonzero-sum game, so reducing the competitor's market share does not always result in increasing its own market share.
We introduce a new concept of distance: side-trip distance from a customer to a facility. Large number of people in urban area or residential district usually go out as commuters, i.e., they routinely utilize the nearest station and buy something on their way. They must go to the station whether they like it or not, so if the store is located on their shortest path to the station, the distance to the store is regarded as zero. Substantial distance should be measured how much they take a side trip.
Our Model
Demand points are distributed discretely in the plane R 2 . Facilities are supposed to be established at any point in the plane.
We use the following notations.
facilities of the leader and the follower, respectively
Customers at p i utilize the nearest round-trip point, so we define Voronoi domain of s j as follows.
where
Using (1), the nearest round-trip point from p i is defined by
We define side-trip distance from p i to x as follows.
The shape of the set of points at the same distance from p i becomes octagon when p = 1, ellipse when p = 2. We use p = 2 for the original problem, but later assume p = 1 for the test problem to get the strict solutions for X and Y.
We define the concept of nearness from p i to x as the membership function µÑ 
. (6) Note that when µÑ
. Therefore leader's total gain from all demand points is defined by
The follower's total gain G y (x, y) can be defined in the same way. We define the rent at x as follows.
c j ≥ c 0 > 0, r j > 0 are coefficients of rent within V (s j ). This means that the rent is proportional to the total amount of w i of p i ∈ V (s j ), and it decreases linearly to c 0 according to the distance from the nearest round-trip point s j measured by d p , not std p . Using (7) and (8), the profit function of the leader x is defined by
The profit function of the follower F y (x, y) can be defined in the same way. Now we formulate the competitive aspect. The follower Y's best response against the leader X is defined by
So the set of the best response of Y against X is
(x * , y * ) is in Stackelberg equilibrium when it satisfies
Our problems are:
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These problems are called medianoid problem and centroid problem respectively. Centroid problem is more difficult than medianoid problem, since the leader must consider that the follower locates its facility selfishly afterward.
Note that x * does not guarantee the profit F x (x * , y * ) for the leader, since the follower may adopt some irrational strategy. F x (x * , y * ) is the value when the follow locate the facility at exactly the optimal location for itself.
The basic method of finding the strict solution of these problems are based on enumeration method: enumerating the candidate solutions which exist on the boundary of overlapping domains consist of the contours of µÑ i (·). As will be shown in section 4.1, this enumeration method requires O(n 2 ) for solving the medianoid problem and O(n 4 ) for the centroid problem. On the other hand our method proposed in the next section solves both problems in O(n).
Applying Genetic Algorithms
A genetic algorithm [8] is a heuristic search method that is inspired by natural evolution, such as inheritance, mutation, selection, and crossover. It does not require the calculation of the overlapping domains of µÑ i (·) but requires genetic coding for the location of x and y.
Genetic Coding
Phenotype, the location of a facility is coded to genotype, a pair of coordinate value. We use a pair of 16-bit unsigned integers for value of x-y coordinate, which has 65536×65536 resolution. When determining the location of a facility by one meter, this resolution is dense enough in urban area, since most cities are within 65km×65km.
Each individual has a gene consists of two chromosome for x-y coordinate, which is copied to the descendant under the influence of crossover and mutation. We use Gray coding to code the coordinate to the chromosome.
Population does not change throughout all generations in out algorithm.
Fitness and Selection
We use roulette rule for the selection: the probability of an individual q k being selected for mating is in proportion
where f is the fitness function and P is the population size. We use F y (x, q) with given x as the fitness function in medianoid problem. Since the value of F y (x, q) is nonnegative and smaller than ∑ w i , we need not use scaling function for the roulette rule.
Fitness and selection in the centroid problem are defined in the same way, provided that the fitness value f (q) = F x (q, y * ) is not fixed until y * is determined. We also adopt the elite strategy, which preserves the best fittest individual in each generation. Under the original elite strategy, elite individual always copy itself without any influences from crossover and mutation. This strategy is known as an efficient technique, but we adopt more mildly elite strategy: elite individual always be selected for mating, but may be changed by crossover and mutation in the same rate of others. From the result of numerical experiment of our former research [9] , mild elite strategy has averagely faster and better convergence than the original one.
Crossover and Mutation
Crossover occurs at a certain rate in copying chromosome. We adopt one-point crossover on each chromosome independently, i.e., x-y coordinate are independently metamorphosed.
Mutation occurs at a certain rate, too. This is independent from crossover, so both of them can occur to the same chromosome. We adopt one-bit mutation.
Implementation
It is not correct to code location x and y into one individual, since centroid problem is not the problem determining x, y simultaneously. Y makes decision after knowing where X locate its store, and X's profit is not fixed until Y locate its store. In other words, centroid problem has an feature of recursion.
So we prepare an extra stack to implement the recursive call of Genetic Algorithm. This enables us to deal with multi-stage sequential games up to the memory limit.
We also add codes for listing y * , since y * with given x generally becomes a set of location, i.e., the case of F y (x, y 1 ) = F y (x, y 2 ) with different y 1 and y 2 may occur.
The pseudo-code of parallel recursive GA is as follows. In the pseudo-code, MAX GENERATION is given as the execution parameter. MAX LEVEL means the number of turns of sequential game, i.e., 2 in this Stackelberg game. Parallel processing becomes critical in the recursive call, so it should be executed only in the bottom level. But it does not degrade the performance, since the bottom level is executed most always.
We use gcc library drand48() as a random number generator. This function has period 2 48 (approx. 280 trillion), which is sufficient in this case, since it is called 2 times for generating one individual (x-y coordinate) at the first generation, for each generation 2 times the number of population for selection (choose 2 parents for one child), 1 time for crossover judging, 2 times for determining crossover points, 1 time for judging mutation, 1 time for determining mutation point. Therefore it is called at most 2P+7GP, where P is the size of population and G is the number of generation, to solve medianid problem. In the case of centroid problem, it requires (2P+7GP) 2 times call. In the later experiment we perform 30 times experiment with P=50, G=200 so the number of calls becomes 147 billion times, still smaller than 2 48 .
Numerical Experiment
Our experimental environment is as follows.
Processor Intel Core-i7 4770K (4 cores 
Performance Evaluation
In order to evaluate the performance of our approximate algorithms on a test problem, we simplify the model as follows.
In this case, µÑ i (·) has 0-1 contours and the boundary becomes all the same size regular tetragon, which edges are parallel to the lines 45
• or −45
• degrees from x axis. This simplification enables us to implement the program ENUM for strict solutions, in which we use the plane sweep method proposed by Imai [10] . This method is useful for enumerating the candidate solutions, which are on the boundary of overlapping domains of µÑ i (·) = 1. The number of overlapping domains is proportional to n 2 , since when n-th tetragon is added, new 2(n − 1) domains appear. So the computational complexity to solve the medianoid problme is O(n 2 ), because it requires only linear search on the enumerated domains for the maximum value. Solving centorid problem requires to solve medianoid problem recursively so it takes
We generate 50 demand points randomly and find strict solutions for both of the problems. Figure 1 , 2 shows the convergence of F y (x, y * ) in medianoid problem and F x (x * , y * ) in centroid problem respectively, which are normalized by the strict solution. P, C, M stand for the population, crossover rate, mutation rate respectively. We vary parameters P=10, 50 and C=M=0.02, 0.2. These graphs represent the average of 30 times experiments. They shows that we can get average 95% of strict solution with P=50, C=0.2, M=0.2, and after 100th generation, the speed of improvement is slow. Table 1 shows the execution time to solve the centroid problem. Domain means the number of overlapping domains of µÑ i (·) = 1. ENUM, RGA and PRGA represent enumeration method for the strict solution, recursive GA with single processing, recursive GA with parallel processing respectively. Parameters for RGA and PRGA are P=50, G=100. Table 1 shows PRGA becomes faster than ENUM when the number of demand point is over 200-250. In addition, we can accelerate PRGA by reducing the parameter G, in exchange of a few percentage decrease of profit.
Approximating the execution time of enumeration method with n 4 by least square fit, it becomes 4.86966 × 10 −8 n 4 . So the estimated ENUM execution time with 1000, 2000, 3000 demand points becomes 13.5 hous, 9 days, 45 days respectively. On the other hand PRGA will calculate the approximate solution in 9 minutes, 11 minutes, 13 minutes respectively. 
Applying PRGA to the original problem
From the result of the test experiment, we adopt parameters P=50, C=0.2, M=0.2 for the original problem. At first, we apply PRGA to a very simple problem with 2 demand points and 2 round-trip points for the comparison of strict solutions and PRGA solutions. The locations and parameters are as follows. view of result in this paper. Weigh w i ∈ (0, 1] are also generated randomly. We stop the alternation of generation at G=50, where more than 90 percent of strict solution is expected. Figure 4 shows the convergence of F y (x, y * ) in medianoid problem with m=1 in the case where x is located at infinity. The strict solution is unknown, so the vertical axis is the raw value of F y (x, y * ). Figure 5 shows the behavior of F x (x * , y * ) in centroid problem with m=1. The reason why F x (x * , y * ) does not converge smoothly is explained later. Figure 6 shows the location of 50 demand points generated in this experiment and the contours of µÑ The weak point of this algorithm is indicated in Figure 5 . In the case of m=1, the solution does not converge smoothly. This is because when the number of round-trip point is one, contours of µÑ i (·) converge on the neighbor of the round-trip point. So both of the optimal location for X and for Y also converge around the round-trip point. Furthermore, near the round-trip point there are many domains at almost same value for Y, although a slight dif- Shigehiro OSUMI International Journal of Japan Association for Management Systems ference of location of Y makes large influence to existing X. This sensitivity cannot be avoid by any approximate algorithm. However, such a case is the worst case. Parallel recursive GA is fast and efficient enough in the case of multi round-trip points, which is more realistic in urban area.
In spite of this weak point, Figure 5 indicates that the solution can obtain more than 80 percent of maximum potential profit.
Summary
This paper proposd the recursive Genetic Algorithms with parallel processing to find the approximate solutions for the Stackelberg location game. We formulated medianoid problem and centroid problem for the follower and for the leader respectively.
We applied the algorithm to the test problem to evaluate the performance and to determine the appropriate parameters. The computational experiments indicate that our algorithm solves centroid problem within a practical time even if there exists thousands demand points.
We applied the algorithm to the original problems with one round-trip point and with four round-trip points. Comparing with enumerating method, our parallel recursive GA is thousands times faster with thousands demand points, and provide average more than 90 percent of strict optimal solution. But in the special case, i.e., there exist only one round-trip point, the solution of centroid problem does not converge smoothly. Still in such a worst case the solution is expected to obtain more than 80 percent of maximum profit.
Our further research will be focused on improving the algorithm to work more appropriately even in the worst case. 
