Event-based vision emerges as an alternative to conventional full-frame image processing. In event-based systems there is a vision sensor which delivers visual events asynchronously, typically illumination level changes. The asynchronous nature of these sensors makes it difficult to process the corresponding data stream. It might be possible to have few events to process if there are minor changes in the scene, or conversely, to have an untreatable explosion of events if the whole scene is changing quickly. A Selective Change-Driven (SCD) sensing system is a special event-based sensor which only delivers, in a synchronous manner and ordered by the magnitude of its change, those pixels that have changed most since the last time they have been read-out. To prove this concept, a processing architecture for high-speed motion analysis, based on the processing of the SCD pixel stream has been developed and implemented into a Field Programmable Gate-Array (FPGA). The system measures average distances using a laser line projected into moving objects. The acquisition, processing and delivery of distance takes less than 2 µs. To obtain a similar result using a conventional frame-based camera it would be required a device working at more than 500 Kfps, which is not practical in embedded and limited-resource systems. The implemented system is small enough to be mounted on an autonomous platform.
INTRODUCTION
The representation of a scene at a time t as a still image is the most common source of data to extract visual information from.Typical artificial video systems are based on the sequential acquisition and processing of full-frame images. All the pixels in the image are acquired and processed, without taking into account how many changes there have been in the scene. This fact makes it difficult to reduce the control loop delay in real-time applications. Instead, nature does not follow this approach. Biological vision systems do not follow the policy of capturing and sending sequences of full frame images at a fixed rate. Living beings evolved in a completely different manner. Particularly, vision in biological systems is based on different kinds of photoreceptors, which asynchronously respond to light stimuli and send information to upper levels of cognitive systems (Gollisch and Meister, 2008) . Following these ideas, engineers have tried to mimic the results of millions of years of evolution to solve many problems, especially in the field of sensing (Vincent, 2009) .
A Selective Change-Driven (SCD) vision sensor only delivers, ordered by the magnitude of their change, the pixels that have changed most since their last read-out. Pixels where there is not any illumination level change are not sent. Consequently, an SCD sensor only delivers non-redundant information and no time or energy is wasted sending already sent information. Moreover, since this information is ordered and delivered synchronously according to the absolute magnitude of its change, the most significant changes will be processed first. This pixel priority policy, based on the magnitude of illumination change, can be relevant for some real-time applications which must be accomplished with time restrictions, because often it is impossible to process all the events delivered by the sensor. We think that this policy could be useful since greater image changes would be more relevant in any task most of the times.
ually, without any data request, and fire themselves according to their illumination level change. Eventbased sensors can be classified accordingly to the way the light is transformed into an electrical signal: light integration-based sensors are based on a capacitor that stores a charge, which is proportional to illumination intensity and integration time. In this way, sensors designed with integration photoreceptors are less noisy and offer a good image quality. Instead, these sensors are not very fast, because the integration time degrades the fast event-driven response speed. On the contrary, continuous conversion-based sensors provide a faster response to image changes. Instead, they are noisier than the integration-based sensors.
The first SCD sensor, had a 32x32 resolution, based on an integration photoreceptor, which gave a time resolution of 500 µs (Zuccarello et al., 2010b) . Instead, the current SCD sensor takes advantage of a continuous conversion cell, allowing higher working speeds. Moreover, this last developed SCD sensor has a resolution of 64x64 (Pardo et al., 2015) . This sensor, as any event-driven sensor, takes advantage of data reduction, but on the contrary than most event-based sensors, the SCD sensor has a synchronous interface which delivers information when the processing system requests it. Additionally, the feature of readingout events ordered by the magnitude of their change, allows the implementation of systems that can just work with some of the scene changes (the most relevant ones). This computing-oriented interface makes the SCD sensor a good candidate to be easily integrated into an embedded processing system. Difficulties arise when trying to implement eventbased vision processing on computers. Computers are sequential in nature, while human brain is a huge parallel system with roughly 100 billion neurons (Herculano-Houzel, 2009 ). The key of the human brain performance is based on the massive quantity of connections and on its ability to parallel functioning. This allows it to deal with the explosion of events in the visual cortex, which produces a fast moving object. Computer's sequential nature can be overcome with parallel architectures, but the achieved throughput is not near to the performance achieved in living-beings vision systems. Trying to mimic neurobiological structures, present in the nervous system, neuromorphic systems (van Schaik et al., 2015) (Liu et al., 2015) appear as implementations in VLSI circuits of sensors and neural systems. The architecture of these systems is based on neurobiology, being AER a particular case of a neuromorphic approach (Serrano-Gotarredona et al., 2006) .
There have already been some examples of neuromorphic systems implemented in full-custom chips.
In (Camunas-Mesa et al., 2012) a convolution module with 64x64 pixels is presented. It was designed to allow many of them to be assembled to build modular and hierarchical Convolutional Neural Networks (ConvNets). In the same way, some other neuromorphic systems use FPGAs as processing elements. For instance, a fully digital implementation of a spiking convolutional event-driven core implemented in FPGAs has been presented (Yousefzadeh et al., 2015) . This system uses a Dynamic Vision Sensor (DVS), an FPGA and two USB AER mini boards that send AER spikes through a USB connection to a computer. Similarly, in (Camunas-Mesa et al., 2014) a neuromorphic system is implemented mixing the DVS eventdriven sensor chip together with event-driven convolution module arrays implemented in this case on FPGAs. Experimental results in this paper are the implementation of Gabor filters and 3D stereo reconstruction systems.
AER-based processing systems show good speed performance, reducing the control loop delay for some tasks, achieving a minimum delay. Some of these systems are complex systems with many resources, which means that it could be difficult to use them in embedded or limited resource systems, due to power or space limitations. In our view, living beings neural system should not be mimicked as a goal itself. The final goal should be to have working systems to accomplish specific tasks. The asynchronous nature of AER sensors may difficult the subsequent computing stages, since there can be a non-balanced rate of events over time. Frequently, the processing system would have to deal with too many events, which can be impossible to process in real-time. In this paper, we show that in resource-limited systems, such as autonomous robots, etc, event-based systems may have a traditional synchronous interface. A neuromorphic approach could need a more resource-heavy and less feasible system. The approach presented in this paper is a small portable event-based high-speed motion detection system.
HIGH-SPEED SCD SYSTEM
SCD vision can be used as a object-distance detection system for an autonomous moving system. The system should be able to detect objects moving at very high-speeds with very few resources. The same thing would be much more difficult to achieve using a traditional frame-based vision system. In our system, a stream of changes is necessary, so there must be relative movement between the camera and the object. The autonomous vehicle, with the SCD system, must be moving with respect to the object, or the obstacle should move with respect to the vehicle. If there is relative movement the object can be detected, which is the interesting case since there could be a collision. In the case that there is not relative movement between the vehicle and the obstacle, would the object not be detected, but it does not matter since there is no chance of collision. The system idea can be seen in Figure 1 where the camera-laser system is approaching to an object. Slow speed movements achievable with an autonomous vehicle will not prove the SCD advantages, since this detection could be achieved with a conventional camera. In order to find out the system limits, instead of a slow moving system, we have tested the system with a high-speed rotating tool, which is one of the fastest mechanical devices available. Figure 1 shows the system based on active laser triangulation. The detection system could be mounted on a moving vehicle, as an autonomous robot. A laser projects a line in front of the camera. The laser line is then captured by the SCD camera, placed at a known distance from the laser. The position of the laser in the sensor image gives the distance between the camera and the surface, as it will be explained in section 3.1. The laser image in the sensor plane will change when the vehicle moves and the distance between the camera and the laser projection varies. Each distance gives a different x column in the sensor plane.
SCD camera
We have decided to compute the average distance of the surface profile, so our architecture will compute the average distance between the camera and the projected laser. A different column value is obtained for each row. If the the line is projected onto an irregular surface, the line image would give a different column for each different distance, providing a depth map.It would be possible to implement a combinatorially look-up table to calculate each pixel distance, because there are only 64 columns and each column position is bi-univocally related to a distance, but for this first prototype we decided to compute the average distance.
Laser Triangulation Subsystem
The system uses Active Triangulation for distance measurement. In (Khoshelham and Elberink, 2012) and in can be seen some configurations, with different features, which depend on the pursued goal; accuracy, range, etc. In the case of our SCD distance detection system, extreme accuracy or range is not required, since this is a first hardware demonstrator which tries to validate the SCD approach. Figure 2 shows a simplified pin-hole representation of triangle equivalences shown in these papers. The basic principle of the method consists of projecting a laser line onto the surface to be measured. Subsequently, the image is captured in the sensor plane. It is mostly certain that the laser line will fall on one column or two, while moving between columns, because the laser line is narrow, as well as the pixel size. It must be noted that the sensor has only 64 columns. It is possible to construct the following equation from figure 2:
where h is the distance value between the lasercamera system and the surface being measured and d is the known laser-camera gap. The angle θ can be obtained as a function of its displacement in the image plane (in pixels). Moreover, if a linear model is followed for the angle θ, it can be expressed as:
In equation (2) x is the distance in pixels from the computed pixel to the image centre (pixel column), ω is a parameter which gives the radians per pixel ratio, and φ is a parameter for alignment error compensation. Both parameters must be measured after a calibration process. Consequently, equation (1) can be expressed as:
The parameter x is the pixel column value, and it is obtained from the sensor data stream. The system range is adjusted by parameters ω and φ. A higher polynomial fitting, instead of the linear adjustment performed, would give more accurate values for the angle θ. As a disadvantage, this higher precision would give a higher hardware complexity that could require a bigger FPGA. Moreover, this higher polynomial fitting could produce a higher delay. After the calibration process, it has been achieved a coefficient of determination R 2 of 0.9984 with the linear adjustment, so the linear fitting has been accepted as good enough and no further improvement in this aspect has been considered.
SCD Sensor and Camera
The latest SCD sensor has a resolution of 64×64 pixels and it has been designed based on a conversion cell (Pardo et al., 2015) . There was a previous 32×32 SCD sensor based on an integration cell (Zuccarello et al., 2010a) that already showed its utility in resource-limited systems (Pardo et al., 2011) , although it was based on an integration cell.
The present version of the sensor has an array of 64×64 pixels. Each pixel stores its last illumination level sent and compares it with the present illumination level. Because there is a Winner-Take-All (WTA) circuit, each pixel can detect whether it has experienced the largest change in illumination since the last time it was read-out. The WTA has two stages: the first one consists of an analog WTA that selects the set of pixels that have changed the most. This set usually has just one single pixel, but in the case of several potential winners, the second stage digitally selects one of them.
As already mentioned, this sensor is a continuous conversion-based sensor, so it has a photodiode which transforms incident light into current in each cell. There is a Sample & Hold Circuit which stores the last read-out value in a capacitor. All pixels, through the WTA circuit, compare the difference between their last read-out values and the present incident light. Because there are 4,096 competitors, it is possible to have more than one pixel signalled as a winner. All these pixels enter in a second stage competition to select just a single winner. A logic block allows only one of the columns of the possible winners. Another arbitration circuit decides a single row winner, giving a final winner pixel. This winner will not be sent out until the sensor receives an external clock signal, latching this signal the column and row values. This is the key feature which permits to adjust the event bandwidth to the system computation capabilities. As a collateral feature, the sensor is able to work as a conventional camera. The sensor has an input signal which selects whether the camera works following the SCD function or whether it works as a conventional camera. In the latter, the pixel address must be supplied in order to obtain the corresponding illumination value. Exactly as if it was a random access memory.
The sensor always works as the slave of a processing unit which it communicates to in a synchronous way. That is an advantage compared to other eventbased sensors, since this interface is simpler. A SAM4S Xplained pro microboard has been employed to implement the SCD camera. The camera offers a USB interface, that can be used to connect the camera to a computer, and digitalises the analog illumination level value obtained by the sensor. In our case, the sensor control has been implemented in the FPGA and the illumination value has not been used, so both camera functions have not been employed. Nevertheless, the camera has been kept in the system to generate the 9 polarization analog values that the camera needs. Additionally, the camera also adapts the voltage levels between the sensor (1.8 volts) and the FPGA (3.3 volts). Similar to some AER systems, only the event address, and not the illumination level, has been taken into account in the algorithm. This fact speed-ups the system since there is no conversion time for the illumination level.
The sensor always work as a slave of the control implemented in the FPGA, sending the pixel that has changed the most based on an external request.
FPGA Computation Pipeline
The FPGA architecture does not use the illumination level supplied by the camera. Just the event coordinates (x, y) are taken into account. It is assumed that most of the pixels delivered by the sensor will be those illuminated by the laser line. The distance h of the point where the laser is being projected can be obtained from Equation 3. This distance depends on x, the column position of the laser line in the sensor. It has been assumed that there is an almost constant distance where the laser line is projected. Certainly, each different value of x will give a different value of h. If the surface is flat, regular and it is perpendicular to the movement, all the sensor rows will have the same column. In a real scenario, there will be different values for the columns corresponding to the 64 rows. To solve this, and as a first approximation, our system computes the average column value, or x, as an average object distance.
The computation architecture implemented in the FPGA can be seen in greater detail in (Boluda et al., 2016) . The first architecture module is a column of 64 registers, one for each row. Each new event is marked with its (x, y) coordinates. Then the y-th row updates its column value x. Each register in the registers column stores the laser position in the image for the corresponding row. To compute the average column, all column registers are added with a tree of carry-lookahead adders. The maximum result of the addition of 64 registers of 6 bits fits in a 12-bit register. Then the average value is computed by dividing the sum by 64, something that is easily done just by moving the decimal point 6 bits to the left. An additional bit has been added to the left with a zero value. This has been done to guarantee that the result is interpreted as positive in the next stage. This operations gives the average column x as a fixed-point number.
Afterwards, the average column value must be converted from fixed-point representation to IEEE 754 floating-point representation. This is done because the mathematical operations, which appear in Equation (3), have been implemented with the Altera Library of Parameterized Modules (LPM), since the FPGA employed is from Altera. These modules use this floating-point representation. The sequence of modules that implement the distance computation can be inferred from equation 3, all of them are done by hardware. Initially, the θ angle is calculated by first multiplying x by ω and then adding the φ parameter. Next, the cosine and sine of this angle are computed in two parallel pipelines. It is necessary to add a one cycle delay in the cosine path because the cosine calculus is one cycle shorter than the sinus. Eventually, the division of both magnitudes is performed, being this result finally multiplied by d.
The system has a latency of 64 cycles and it has been successfully compiled obtaining a clock frequency of nearly 100 MHz. Nevertheless, and because it has been used the 50 MHz system clock generated by the FPGA board, this frequency is far above than required. Taking into account the latency pipeline and the system clock, it is possible to compute the system latency which is roughly 1.3 µs. Once the first distance has been computed, the system can give a new result each clock cycle, that is, each 20 ns. Six clock cycles are needed to request each new event because a fixed protocol activating some control signals must be followed. This protocol is also implemented in the FPGA. These six cycles at 20 ns are not the system bottleneck either. The system main constrain is the process to choose one winner, which takes less than 1 µs. Consequently, it is clear that the bottleneck of the system is not the computation pipeline, but the event stream rate.
This system over performs any other previous system using an SCD sensor. The real-time distance computation, fully made by hardware, takes advantage of the sensor resolution time. This high-speed real-time distance computation of moving objects could be used in many applications. For instance, in autonomous navigation the computed distance could be used to sense environment changes. In our case, we just see the computed distance in a display. This has been useful to calibrate the system and to see if the system worked at low-speed. Nevertheless, this display is not useful if the measured object is moving at high speed. To prove the correctness of the computed data in high-speed experiments, the system stores distance data in an SRAM memory, external to the FPGA but located in the same FPGA board. This feature of storing distance data in the SRAM can be bypassed if those data are not going to be used later.
The FPGA board used for the experiment has been the Altera DE2 board. This board contains a Cyclone II FPGA device, that has 33,216 Logic Elements, 483,840 RAM bits and 35 embedded multipliers. From these resources, they are used 16,064 Logic Elements (48 %), 4,608 memory bits (1 %) and 100 % of embedded multipliers, which can be used as 9 bit multipliers being 70 units in this way of use. The FPGA synthesis showed that the maximum system clock could be 97 MHz although it is used an internal clock at 50 MHz.
EXPERIMENTS
An event-based sensor must prove its performance with high-speed requirements, so the system has been designed for high-speed distance measurement. Nevertheless, it is interesting to perform some low-speed experiments in order to calibrate the sensor, characterize it, etc. Figure 3 shows the system, with the FPGA board in the base and the camera plus the laser in the top, forming a 90 o angle. The system is in the top of a moving platform that, in the case of the figure, moves towards a wall. In the calibration process the linear adjustment parameters ω and φ, shown in equation 2, have been computed. Afterwards, some low-speed experiments have been performed. Figure 4 shows the expected behaviour with the moving platform approaching to a wall at a speed of roughly 25 cm/s, and receiving pixels at a very low speed from the sensor (a new event each 329 µs), there is a root mean square error of 3 mm. This error is mainly due to the first values that are not in the main tendency, as can be seen in the figure. Without these initial values the error drops to 2 mm.
More experiments were done as part of system calibration, and more just to check whether the system was working properly. Figure 5 shows the inverse experiment of moving the platform away from the wall. Again, the system shows a root mean square error of 2 mm when the system moves at roughly 20 cm/s. Figure 6 shows the approaching to a wall experiment, but with a 9 cm high box stuck on the wall. Initially, the laser was fixed over the box very close to the edge of the box. When the system is 30 cm from the box, and with a slight angular movement, the laser is then over the background wall. The box height can be appreciated clearly in the figure, as well as the constant approaching speed towards the wall-box set. 
High-speed Experiments
These previous low-speed experiments have been performed just to check if the system works properly. The most interesting system feature must be shown reacting as quick as events are produced. This a very important feature in an event-based vision system. With this almost instant response, the delay loop control can be reduced to its minimum. This is possible because only pixels that have changed are acquired and processed, in this case measuring distances at high speed. Moreover, the system has the additional advantage of offering a constant event rate controlled by the processing system, with very few resources and with a quite simple interface. To test this high-speed distance measurement it has been used a rotating tool. The datasheet of the tool reports a theoretical maximum speed of 33,000 RPM with no load. It is assumed that the speed will be lower with load. The experimental setup can be seen at figure 7. There is a small thin plastic stick fixed to the rotating tool and the laser beam is lighting perpendicularly the side of the stick. If the stick is fully vertical, then the laser illuminates the maximum surface of the stick, being detected the object at its minimum distance. Contrarily, if the stick is totally horizontal, it offers the minimum surface to the laser beam being mostly the background which contributes to the object distance. In this last case the system gives the maximum distance. Figure 7 shows the stick stopped mounted on the tool. In this case the laser beam is mostly over the stick edge but also it is a little bit in the background. Experimental results with the tool rotating can be seen at figure 8. There is a new average distance (in millimetres) computed each 1.7 µs. From the figure it can be inferred a rotating speed of 21,000 rpm. It must be noted that the experiment will show two identical half-cycles. This is because the system, during a complete stick revolution, will give two points of minimal distance, when each edge of the stick is fully vertical; and 2 points of maximum distance when the stick is fully horizontal. With these high rotation speeds, some uncontrolled vibrations appear which makes it difficult for the laser to point to the side of the stick. In this experiment, the periodicity of the movement can be perfectly detected. An equivalent experiment with a conventional camera would have required a new frame each 1.7 µs, which means a working speed of more than 588 Kfps, being this unfeasible in an embedded system or a mobile platform. 
CONCLUSIONS
This paper shows an FPGA-based SCD architecture. SCD sensing, as a particular case of event-based sensing, achieves a great information reduction because it is based on sending just the pixels that have changed most since the last read-out. Moreover, an SCD sensor sends these events ordered by the magnitude of its change. The proposed distance computation architecture, based on laser triangulation, can achieve a temporal resolution of 1.7 µs, which is much better than the offered by most traditional frame-based systems. To achieve the same temporal resolution with a conventional camera it would be necessary a working rate of more than 500 Kfps. Our proposal achieves this temporal resolution with very few components. A traditional frame-based system working at this frame rate would need much more hardware to acquire, store and process such big data flow, which is not possible for an embedded system. Some experiments have been computed at low speed and at high speed. In this last case, in order to plot the measured distances, data are being stored in a SRAM. Thus, in order to avoid contention, a sequential process of acquiring, computing and storing data has been implemented, which delays the theoretical throughput of the system to 1.7 µs. Without this requirement of storing data, the system might work at the nominal temporal resolution of 120 ns, which is in the order of the minimum event delay provided by the SCD sensor.
Finally, besides being the system able of working at such high speeds, the system is small, portable, with a synchronous control and is oriented to limited resources systems, as autonomous robotics.
