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Abstract – Understanding what types of phenomena lead to discontinuous phase transitions in
the connectivity of random networks is an outstanding challenge. Here we show that a simple
stochastic model of graph evolution leads to a discontinuous percolation transition and we derive
the underlying mechanism responsible: growth by overtaking. Starting from a collection of n
isolated nodes, potential edges chosen uniformly at random from the complete graph are examined
one at a time while a cap, k, on the maximum allowed component size is enforced. Edges whose
addition would exceed k can be simply rejected provided the accepted fraction of edges never
becomes smaller than a function which decreases with k as g(k) = 1/2 + (2k)−β . We show that
if β < 1 it is always possible to reject a sampled edge and the growth in the largest component
is dominated by an overtaking mechanism leading to a discontinuous transition. If β > 1, once
k ≥ n1/β , there are situations when a sampled edge must be accepted leading to direct growth
dominated by stochastic fluctuations and a “weakly” discontinuous transition. We also show that
the distribution of component sizes and the evolution of component sizes are distinct from those
previously observed and show no finite size effects for the range of β studied.
Introduction. – Percolation is a theoretical under-
pinning for analyzing properties of networks, including
epidemic thresholds, vulnerability, and robustness [1–
6], with large-scale connectivity typically emerging in a
smooth and continuous transition. A prototypical process
begins from a collection of n isolated nodes with edges
connecting pairs of nodes sequentially chosen uniformly
at random and added to the graph [7]. A set of nodes
connected by paths following edges is called a component,
and the percolation phase transition corresponds to the
first moment that there exists a component of size propor-
tional to n (i.e., a “giant component”). A “fixed choice”
variant of the simple process has gained much attention
in recent years [8], where instead of a single edge, at each
discrete time step a fixed number of randomly selected
candidate edges are examined together, but only the edge
that maximizes or minimizes a pre-set criteria is added to
the graph. The resulting percolation transition can be ex-
tremely abrupt, with a large discontinuous jump in con-
nectivity observed in systems with sizes larger than any
real-world network (e.g., tens of billions of nodes). Yet
in the n → ∞ limit any fixed choice graph evolution rule
leads to a continuous transition [9–12] (which may actu-
ally be followed by a discontinuous jump arbitrarily close
to the transition point [13]). Several models that lead to
truly discontinuous percolation transitions are now known,
e.g. [14–21], yet the underlying mechanisms are not fully
understood. There are many investigations underway to
isolate essential ingredients that lead to a discontinuous
transition such as cooperative phenomena [22], hierarchi-
cal structures [21], correlated percolation [23], and algo-
rithms that explicitly suppress types of growth [24].
Here we show that a simple stochastic graph evolution
process, that examines only one edge at a time, leads to
a discontinuous transition and we analytically derive the
simple underlying mechanism for this process: growth by
overtaking. The size of the largest component changes not
by direct growth, but instead when two smaller compo-
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Table 1: The BFW algorithm. At each step u, the selected
edge eu is examined via this algorithm, where u denotes the
total number of edges sampled, A the set of accepted edges
(initially A = ∅), and t = |A| the number of accepted edges.
Set l = maximum size component in A ∪ {eu}
if (l ≤ k) {
A← A ∪ {eu}
u← u+ 1. (Get next edge.)}
else if (t/u ≥ g(k)) {u← u+ 1. (Get next edge.)}
else { k ← k + 1. Then repeat this block.}
nents merge together and become the new largest. Over-
taking is a natural growth mechanism observed in a range
of systems from industrial firms [25] to ecosystems [26,27],
where two smaller entities choose to cooperate (or merge)
to gain competitive advantage over a previously larger en-
tity. For the simple model studied here, we show that
there is a control parameter (denoted β) that when small
enough only allows significant growth by overtaking and
leads to a discontinuous transition. But once the parame-
ter is large enough, substantial direct growth of the giant
component is allowed leading to a continuous transition.
We also show that the distribution of component sizes is
distinct from any previously observed. Likewise, the time
evolution of the components sizes is novel. Also novel are
the lack of finite size effects for the range of β studied.
Model. – The basic model we analyze was originally
introduced by Bohman, Frieze and Wormald (BFW) [28]
and predates [8]. The BFW process is initialized with
a collection of n isolated nodes and a cap on the max-
imum allowed component size set to k = 2. Edges are
then sampled one at a time, uniformly at random from
the complete graph and either added to the graph or re-
jected following the algorithm in Table 1. If an edge would
lead to formation of a component of size less than or equal
to k it is accepted (and we move on to sample a new edge).
Otherwise, check if the fraction of accepted edges remains
greater than or equal to a function g(k) = 1/2+ (2k)−1/2.
If so, the edge is simply rejected (and we move on to a
new edge). If not, the cap is augmented to k + 1 and
we iterate the algorithm again. In other words, in this
final case, k is augmented by one repeatedly until either
k has increased sufficiently to accept the edge or g(k) has
decreased sufficiently that the edge can be rejected.
Here we modify the original BFW function above such
that g(k) = 1/2 + (2k)−β , for β ≥ 0.5, to analyze how
the parameter β, which controls the rate of convergence
of g(k) to its asymptotic limiting value of 1/2, affects the
nature of the transition. Letting Ci denote the fraction of
nodes in the ith largest component, we show both analyt-
ically and via numerical investigation that for β < 1 any
significant growth in C1 is dominated by an overtaking
mechanism where smaller components merge together to
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Fig. 1: Evolution of C1 and C2 versus edge density, t/n, for
n = 106. (a) For β = 1/2, two giant components emerge simul-
taneously. Inset is the behavior in the critical region showing
growth via the overtaking process when what was C1 becomes
C2. (b) A typical realization for β = 2.0. Inset shows direct
growth, that C1 and C2 merge together, and what was C3 be-
comes the new C2.
become the new largest component, leading to a discon-
tinuous transition. In contrast, if β > 1 significant direct
growth of C1 is allowed and the process is dominated by
stochastic fluctuations, leading to a “weakly” discontinu-
ous transition that is likely continuous as n → ∞. The
typical evolution of C1 and C2 for β = 0.5 and β = 2.0 are
shown in Figs. 1(a) and (b). (The simultaneous emergence
of multiple stable giant components was shown in [15], but
the underlying mechanism leading to the discontinuous
transition, our current focus, was not identified.)
Methods and Results. – We numerically measure
C1, C2, and C3 throughout the evolution for various β ∈
[0.5,∞], for a large ensemble of realizations and range of
system sizes n. For each realization we define the criti-
cal point as the single edge tc whose addition causes the
largest change in the value of C1, with this largest change
denoted by ∆C1max. As shown in Fig. 2(a), for β = 0.5,
∆C1max is independent of system size n and discontinuous.
The same holds for ∆C2max, the largest jump in C2. Yet,
for β = 2.0, ∆C1max ≈ 0.285n
−0.0068. With this scaling a
system of size 1066 would have ∆C1max ∼ 0.1. Following
Ref. [29] we label this “weakly” discontinuous, to describe
the extremely slow decrease of jump size with n.
As discussed in [29], whenever a single edge is added to
the evolving graph, C1 may increase due to one of three
mechanisms: (1) Direct growth, when the largest com-
ponent merges with a smaller one; (2) Doubling, when
two components both of fractional size C1 merge (this is
the largest increase possible); (3) Overtaking, when two
smaller components merge together to become the new
largest. In [29] it is proven that if direct growth is strictly
prohibited up to the step when only two components re-
main in the system, then a strongly discontinuous tran-
sition ensues. We next show via analytic arguments that
for our modified BFW process, if β < 1 then through-
out the subcritical regime direct growth only occurs when
p-2
Deriving an underlying mechanism for discontinuous percolation
104 106 108107105
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0.22
0.24
0.26
0.28
n
 
 
∆ C1
max
∼ n−0.0068
(a)
∆ C1
max
(β=0.5)
∆ C2
max
(β=0.5)
∆ C1
max
(β=2.0)
104 106 108105 107
101
102
103
104
n
T(
n)
T(n)∼ n0.1912
 
 
T(n)∼ n0.5136
β=0.5 (b)
k<n2/3
k>n2/3
104 106 108
0.9
1
1.1
1.2
1.3
1.4
1.5
n
S(
n)
 
 
S(n)∼ n0.0012
S(n)∼ n0.0032
104 106 108105 107
10−1
100
101
102
103
104
105
106
107
n
S(
n)
 
 
S(n)∼ n0.0011
S(n)∼ n0.9904
β=2.0
(c)
104 106 108
3
4
5
6
7
n
T(
n)
 
 
T(n)∼ n0.0006
T(n)∼ n0.0083
k<n1/3
n1/3<k<n1/2
k>n1/2
Fig. 2: Slow convergence leads to a strongly discontinuous transition and growth by overtaking. (a) For β = 0.5, ∆C1max and
∆C2max are independent of n and both largest components emerge in strongly discontinuous phase transitions. For β = 2.0,
∆C1max ≈ 0.285n
−0.0068 , showing a weakly discontinuous phase transition. (b) For β = 0.5, main plot is T (n) the number of
times C1 undergoes direct growth versus n, with the two regimes separated by k = n
1/(β+1). (Inset) S(n), the average size
of component that merges with C1 during direct growth, is essentially a constant, S(n) ≈ 1.1 (i.e., an isolated node), in both
regimes. (c) For β = 2.0, main plot is S(n), showing three regimes. For k < n1/(β+1) we observe S(n) ≈ 1. The intermediate
regime is noisy. Then once k > n1/β , random edges must be accepted at times and S(n) ∼ n0.9904 (C1 merges with other
essentially macroscopic components). (Inset) T (n) is essentially constant: T (n) ≈ 5. All data points are the average over 30 to
100 independent realizations (based on system size), with error bars smaller than the symbols unless otherwise indicated.
the largest component merges with an essentially isolated
node and all significant growth is due to overtaking. In
contrast, if β > 1 then the initial evolution is the same,
but once C1 ∼ n
1/β, large direct growth of C1 dominates.
(Unlike [29], which requires overtaking until only two com-
ponents remain, here the discontinuous transition occurs
when there are still an infinite number of components in
the limit of number of nodes n→∞.)
Using the notation of [28], let t denote the number of
accepted edges and u the total number of sampled edges.
Thus for any k (the maximum allowed component size),
the fraction of accepted edges t/u ≥ g(k). If t/u is suf-
ficiently large an edge leading to C1n > k can be simply
rejected. In contrast, if t/u = g(k) and the next edge
sampled, denoted eu+1, would lead to C1n > k that edge
cannot be simply rejected since t/(u + 1) < g(k). One of
two situations must happen, either: (i) k increases until
the edge eu+1 is accommodated, or (ii) g(k) decreases suf-
ficiently that t/(u + 1) ≥ g(k) and eu+1 is rejected. To
determine which situation happens first, we need to de-
termine the order of the smallest augmentation of k that
makes t/(u+ 1) > g(k). For β ≥ 0.5 the smallest fraction
of accepted edges for any k is
t
u
= g(k) =
1
2
+
(
1
2k
)β
. (1)
Rearranging Eq. 1 and differentiating by k yields
du
dk
=
β
2β [1/2 + (1/2k)
β
]2
t
kβ+1
(2)
At some point in the subcritical evolution, t ∼ O(n). (To
build a component of size O(n) requires at least O(n)
edges.) For the BFW model with β = 0.5 it has been
established rigorously that by the end of stage k = 25,
t/n → 0.841 as n → ∞ [28]. We establish via numeri-
cal simulation that t/n > 0.82 by the end stage k = 25
for the full range 0.5 < β < 10. Plugging t ∼ O(n) into
Eq. 2, once k ∼ nγ (with γ < 1 for the subcritical region)
then du/dk ∼ n1−γβ−γ. Thus an increase in k of order
O(nγβ+γ−1) is sufficient to ensure t/(u + 1) ≥ g(k) and
that edge eu+1 can be rejected. But there are different
behaviors for β > 1 and β < 1.
For β > 1 there are three regimes. (i) For γ ≤ 1/(β+1)
then γβ + γ − 1 ≤ 0 so the necessary O(nγβ+γ−1) in-
crease in k requires only k → k + 1. (ii) Then once
1/(β + 1) < γ < 1/β, an increase in k of O(nγβ+γ−1) <
k ∼ C1n is required. (iii) However, once γ > 1/β, then
O(nγβ+γ−1) > C1n. Here the required increase in k is
greater than C1n, allowing C1 to even double in size,
and edge eu+1 must be accepted. So, once in the regime
C1n ∼ n
1/β every time t/u = g(k) the next edge, eu+1,
must be accepted. In this situation, the probability two
components are merged becomes, as in Erdo˝s-Re´nyi [7],
proportional to the product of their sizes.
For β ∈ [0.5, 1) there are only two regimes. (i) Here
again if γ < 1/(β+1) then k → k+1 allows edge eu+1 to
be rejected. (ii) This regime extends until γ ≥ 1/(β + 1),
when γβ+ γ − 1 ≥ 0, but now we use the less strict prop-
erty that γβ + γ − 1 ≤ β and thus nβγ+γ−1 ≤ nβ < k.
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Fig. 3: (a) The analogous plot to Fig. 2(c), but with β =
3: once k > n1/β , the largest component merges with other
macroscopic components (S(n) ∼ n1.0102). (b) Bounding the
critical window from above and below to estimate tc. For each
β value the lower line shows the largest value of t for which
C1 < n
1/2, and the upper line the smallest value of t for which
C1 > 0.5n for β = 0.5 and C1 > 0.55n for β = 2, yielding
tc ≈ 0.976n for β = 0.5 and tc ≈ 0.951 for β = 2.
So throughout the evolution a sub-linear increase in k of
at most nβ allows edge eu+1 to be rejected. The slow in-
crease results in multiple components of size similar to C1
throughout the evolution. In particular, once C1n = δn
with δ ≪ 1, there exist many components of size O(n).
Order them as C1n ≥ C2n... ≥ Cln. Assuming “ > ”
strictly holds (i.e., choosing only one component of each
size in the case of degenerate sized components), there
will be components Cl, Cl−1 such that Cl + Cl−1 > C1.
(If instead Cl + Cl−1 ≤ C1, the two smaller components
would merge together very quickly as the probability of
randomly sampling an edge that connects them at any
step u is Cl(u)Cl−1(u), of size O(1), and the edge would
be accepted since Cl+Cl−1 ≤ C1 ≤ k/n.) Due to the slow
increase in k, which is in increments of at most O(nβ),
there will be a point when C1n < (Cl + Cl−1)n < k <
(Cl + Cl−2)n, allowing for growth by overtaking, when
Cl and Cl−1 merge to become the new C1, what was C1
becomes C2, and what was Cl−2 becomes Cl−1. The over-
taking mechanism allows several large components to grow
to the same order in size which is a necessary condition to
generate a strongly discontinuous percolation transition.
We explicitly observe this overtaking process for β = 0.5
as shown inset in Fig. 1(a).
We confirm these predictions via numerical simulations
using two choices, β = 1/2 and β = 2.0. Let S(n) denote
the average size of the component Ci which connects to
C1 via direct growth for a system of size n, and let T (n)
denote the number of times direct growth occurs. Fig-
ure 2(b) is for β = 1/2 where our analysis predicts two
regimes separated by k = n1/(β+1) = n2/3. As shown
in the inset, throughout both regimes S(n) ≈ 1.1 is es-
sentially a positive constant. But T (n) (the main figure)
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Fig. 4: (a-d) Distribution in values of C1 and C2 at tc obtained
over 100 independent realizations for n = 106. (tc is defined as
the single edge whose addition causes the biggest increase in
C1.) (a) C1 for β = 0.5. (b) C2 for β = 0.5. (c) C1 for β = 2.0.
(d) C2 for β = 2.0. Inset to (c) shows average size of C1 and
C2 at tc over 100 realizations for different β.
shows a distinct regime change. At first T (n) ∼ n0.19.
Then in the regime starting with k = n2/3 up to and in-
cluding tc we see a much more rapid increase, T (n) ∼
n0.51. So we see direct growth occurring more frequently
in the second regime, but the direct growth continues to
be due to merging with an essentially isolated node.
Figure 2(c) is for β = 2, where our analysis predicts
three regimes. Up until k = n1/(β+1) = n1/3 the behavior
is the same as for β = 0.5 as expected since ∆k = 1
is enough for an edge to be rejected and we see S(n) ≈
1.1. Then in the second regime of n1/3 < k < n1/2, S(n)
is larger and has large fluctuations. Finally in the third
regime starting from k = n1/β = n1/2 up until edge tc,
we see C1 grow in large bursts, with S(n) ∼ n
0.99, so C1
merges with other essentially macroscopic components. As
shown inset, T (n) is essentially independent of regimes,
with T (n) ≈ 5 in the first regime and in the third, with
T (n) ≤ 1 but fluctuating in the second (not shown). The
analogous three regimes and behaviors for β = 3 are shown
in Fig. 3(a). Here, once k = n1/β = n1/3, we see C1 grow
directly in large bursts with S(n) ∼ n1.01.
For β = 2.0, due to linear increase permitted in k once
k > n1/2 and hence acceptance of random edges, we ob-
serve large fluctuations in the size of the giant components
at tc. For β = 0.5, due to the slow sub-linear increase in k,
the sizes of the components evolve in a predictable man-
ner. Figure 4 shows these behaviors, with (a) showing C1
and (b) C2 observed at tc over 100 independent realiza-
tions for β = 0.5 and (c) and (d) the equivalent for β = 2.
Note for β = 0.5, tc ≈ 0.976n and for β = 2.0, tc ≈ 0.951n,
as shown in Fig. 3(b).
A scaling analysis of the general BFWmodel illuminates
other unique features. With β = 2.0, BFW exhibits crit-
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Fig. 5: No evident scaling behaviors for β = 0.5 whereas quantities for β = 2.0 exhibit critical scaling. (a) C1 and C2 versus
tc− t. For β = 2.0 both C1, C2 ∼ (tc− t)
−1.17, yet β = 0.5 shows no obvious scaling. Inset is the local slope estimate for C1. (b)
Distribution of component density n(s) (number of components of size s divided by n) at different points in the evolution for
β = 0.5. Inset is n(s) at t/n = 0.96 for various n, showing no finite size effects in the location of the right hump. (c) Evolution
of n(s) for β = 2.0, with n(s) ∼ s−2.1 at tc. Inset is n(s) at t/n = 0.93 for various n, again showing no finite size effects.
ical scaling distinct from Erdo˝s-Re´nyi (ER) [7] and with
no finite size effects. While for β = 0.5 the model does not
exhibit either critical scaling or finite size effects. We first
examine C1 and C2 near tc, as shown in Fig. 5(a). For
β = 2 we find C1, C2 ∼ (tc− t)
−η with η = 1.17, the same
scaling of C2 as for the Product Rule (PR), a fixed choice
rule studied in [8], [30, 31]. We also consider standard fi-
nite size scaling C1 = n
−γ/νF
[
(t− tc)n
1/ν
]
and perform
a data collapse to determine 1/ν = 0.49 ± 0.02 for BFW
with β = 2. Note, for ER, 1/ν = 1/3. For BFW with
β = 0.5, C1, and C2 show no obvious scaling behavior.
More importantly we study the component size density
n(s) (the number of components of size s divided by n).
We measure the distribution of n(s) at different points
in the evolution up to the critical point. For β = 2.0,
Fig. 5(c), the behavior is similar to that for PR and other
edge competition models with fixed choice, where at the
critical point there is clear scaling behavior, n(s) ∼ s−τ
with τ = 2.1 (the same τ as for PR; τ = 2.5 for ER). Yet,
as shown in Fig. 5(b), the evolution for β = 0.5 does not
show any scaling. There is a pronounced right-hump which
forms early in the evolution, then moves rightward due
to overtaking until there are only two large components
remaining at tc. Inset to Figs. 5(b) and (c), respectively,
are n(s) at t = 0.96 and t = 0.93 for many different values
of n. The peak of the right-hump is independent of n.
The BFW model with either β = 0.5 or 2 shows no finite
size effects, unlike ER and PR. First, for PR the location of
the peak moves rightward with n, as shown in [12] where a
finite size scaling function for PR is established. Second,
Fig. 6(a) shows the fraction of edges added at the first
time that C1n = 25 (denoted by
t
n (C1n = 25)) versus n
for BFW, ER and PR. For BFW this value is independent
of system size and converges to a positive constant for both
β = 0.5 and 2.0, whereas it decreases to 0 asymptotically
for ER and PR, with tn (C1n = 25) ∼ n
−τ , τ = 0.070 and
0.015 respectively. Finally, rather than measuring t/n for
fixed C1n, we can measure the value of C1n at the time
when t/n attains a specified value. Figure 6(b) shows that
for BFW with both β = 0.5 and 2.0, C1n is a positive
constant for t/n = 0.9. Whereas for ER and PR then
C1n ∼ n
θ with θ = 0.175, 0.062 respectively, measured in
the subcritical regime for each model respectively (t/n =
0.4 for ER, and t/n = 0.8 for PR.)
Summary. – In summary, we have derived the un-
derlying mechanism that leads to the discontinuous per-
colation transition of the BFW model. This mechanism
of growth by overtaking is a common mechanism observed
in economic and ecological systems [25–27]. We have pre-
viously shown that by varying the asymptotic fraction of
accepted edges, we can control the number of resulting
giant components [15]. In particular we studied a BFW
model with an acceptance function g(k) = α+(2k)−1/2 (in
the discontinuous regime since β = 1/2) and showed that
α controls the number of resulting giants. These giant
components are stable and persist throughout the super-
critical evolution: Once in the supercritical regime, there
are always sufficient edges internal to components sampled
that whenever an edge connecting two giant components is
sampled it can be rejected. The same simple analysis holds
for the most general BFW model, with g(k) = α+(2k)−β.
From a practical perspective, we now have an algorithm
for generating a specified number of stable giant compo-
nents in either a discontinuous or continuous percolation
transition. From a theoretical perspective, we now have
an analytic understanding of the growth mechanism un-
derlying the BFW model, which leads to a discontinuous
percolation transition and to multiple stable giant com-
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Fig. 6: Lack of finite size effects for BFW with β = 0.5 and
β = 2.0. (a) Fraction of added edges, t/n, once C1n = k = 25,
versus system size n, for ER, PR, and BFW with β = 0.5 and
β = 2.0. (b) Size of largest component (C1n) versus system
size n at the time when a specified fraction of edges have been
added for ER, PR, and BFW with β = 0.5 and β = 2.0.
ponents. Note, growth by overtaking is one mechanism
that gives rise to discontinuous percolation, there are also
other mechanisms such as cooperation [22].
The mathematical analysis herein strongly suggests the
existence of a tricritical point at β = 1, yet we cannot
currently access this regime numerically. Due to the finite
system size, for β ∈ [0.7, 1.0] we occasionally see signifi-
cant direct growth of the largest component in simulations.
The rate of direct growth decreases with system size, but
our current systems of size 107 are to small to allow a
quantitative study. This is an outstanding challenge.
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