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Abstract
In this paper we consider the following differential equation on a measure chain T
u(t) + f (u(σ (t))) = 0, t ∈ [a, b] ∩ T,
satisfying right focal boundary value conditions
u(a) = 0 = u(σ(b)).
An existence result is obtained by using a fixed point theorem due to Krasnoselskii and Zabreiko. Our conditions
imposed on f are very easy to verify and our result is even new for the special cases of differential equations and
difference equations, as well as in the general time scale setting.
© 2004 Elsevier Ltd. All rights reserved.
MSC: 34B15; 39A10
Keywords: Measure chain; Positive solution; Fixed point theorem
1. Introduction
Since Hilger’s initial paper [1] unifying continuous and discrete calculus, attention is being given to
differential equations on measure chains (time scales). To facilitate this, the calculus on measure chains
has been developed by Agarwal and Bohner [2], Aulbach and Hilger [3], and Erbe and Hilger [4].
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Recently, Erbe and Peterson [5] considered the following boundary value problem on a measure chain
−x(t) = f (t, x(σ (t))), t ∈ [a, b] (1.1)
αx(a) − βx(a) = 0 and γ (σ (b)) + δx(σ (b)) = 0, (1.2)
where α, β, γ, δ ≥ 0 and γβ + αδ + αγ (σ (b)− a) > 0. By using a fixed point theorem in a cone due to
Krasnoselskii [6,7], they proved that the boundary value problem (1.1) and (1.2) has a positive solution
when f is superlinear or sublinear.
In 2001, Agarwal and O’Regan [8] discussed the following boundary value problem on a measure
chain
u(t) + f (t, u(σ (t))) = 0, t ∈ [a, b] (1.3)
u(a) = 0 = u(σ (b)), (1.4)
and established the existence results of one or two positive solutions by using the nonlinear alternative of
Leray–Schauder type [9] and Krasnoselskii’s fixed point theorem in a cone [6,7].
In this paper, motivated by [5,8], we consider the right focal boundary value problem on a measure
chain T
u(t) + f (u(σ (t))) = 0, t ∈ [a, b] ∩ T, (1.5)
u(a) = 0 = u(σ (b)). (1.6)
A new existence result for (1.5) and (1.6) is obtained by using a fixed point theorem, which is due to
Krasnoselskii and Zabreiko [10]. Our conditions imposed on f are very easy to verify and our result is
even new for the special cases of differential equations and difference equations, as well as in the general
time scale setting.
The rest of the paper is organized as follows. In Section 2, we present some definitions and notation
which are common to the recent literature. We also provide some background results and state a fixed
point theorem which is crucial to our proof. Criteria for the existence to the boundary value problem (1.5)
and (1.6) are established in Section 3.
2. Preliminaries
In this section, we present some background material with regard to measure chains. In addition to
Hilger’s [1] unifying work on measure chain calculus, the papers by Agarwal and Bohner [2], Aulbach
and Hilger [3], and Kaymakcalan et al. [11] provide good references to this material. Yet, our sources for
the background material are the two papers by Erbe and Peterson [5,12].
Throughout, let T be a nonempty closed subset of R and have the subspace topology inherited from
the Euclidean topology on R. Suppose that a, b ∈ T with a < b and that a > infT and σ (b) < supT if
the measure chain T is bounded.
Definition 2.1. For t < supT, define the forward jump operator σ : T → T by
σ (t) = inf{τ ∈ T : τ > t}
and for t > infT, define the backward jump operator ρ : T → T by
ρ(t) = sup{τ ∈ T : τ < t}
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for all t ∈ T. Higher-order jumps are defined inductively by
σ j (t) = σ (σ j−1(t)) and ρ j (t) = ρ(ρ j−1(t)),
j ≥ 2. If σ (t) > t, t ∈ T, we say t is right scattered. If ρ(t) < t, t ∈ T, we say t is left scattered. If
σ (t) = t, t ∈ T, we say t is right dense. If ρ(t) = t, t ∈ T, we say t is left dense.
Definition 2.2. If r, s ∈ T ∪ {−∞,+∞}, r < s, then an open interval (r, s) in T is defined by
(r, s) = {t ∈ T : r < t < s}.
Other types of intervals are defined similarly.
Definition 2.3. Assume that x : T → R and fix t ∈ T (if t = supT, we assume t is not left scattered).
Then x is called differential at t ∈ T if there exists a θ ∈ R such that for any given 
 > 0, there is an
open neighborhood U of t such that
|x(σ (t)) − x(s) − θ |σ (t) − s|| ≤ 
|σ (t) − s|, s ∈ U.
In this case, θ is called the delta derivative of x at t ∈ T and we denote it by θ = x(t). The second
delta derivative of x(t) is defined by x(t) = (x)(t). If F(t) = f (t), then define the integral by∫ t
a
f (s)s = F(t) − F(a).
Next, we state the following well-known fixed point theorem [10], which is crucial to our proof.
Lemma 2.1. Let X be a Banach space and F : X −→ X be completely continuous. If there exists a
bounded and linear operator A : X −→ X such that 1 is not a eigenvalue of A and
lim
‖u‖−→∞
‖F(u) − A(u)‖
‖u‖ = 0
then F has a fixed point in X.
3. Existence result
To obtain a solution of the boundary value problem (1.5) and (1.6), we require a mapping whose kernel
G(t, s) is the Green’s function for
−u(t) = 0, t ∈ [a, b],
satisfying (1.6). Further, it is known [8] that
G(t, s) =
{
t − a, t ≤ s,
σ (s) − a, σ (s) ≤ t.
It is easy to see that G(t, s) is non-negative on [a, σ 2(b)] × [a, σ (b)].
We now state our main result.
Theorem 3.1. Assume that f : R → R is continuous and lims→∞ f (s)s = m. If
|m| < d =
[
sup
t∈[a,σ 2(b)]
∫ σ(b)
a
G(t, s)s
]−1
,
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then the boundary value problem (1.5) and (1.6) has a solution u∗, and u∗ 
= 0 when f (0) 
= 0.
Proof. Let the Banach space X = C[a, σ 2(b)] be endowed with the norm
‖u‖ = sup
t∈[a,σ 2(b)]
|u(t)|.
Define integral operator F : X −→ X by
(Fu)(t) =
∫ σ(b)
a
G(t, s) f (u(σ (s)))s, t ∈ [a, σ 2(b)],
then it is well known that F is completely continuous and that solutions of the boundary value problem
(1.5) and (1.6) are fixed points of the operator F and conversely.
In order to apply Lemma 2.1 to establish the existence result of the boundary value problem (1.5) and
(1.6), we consider the following boundary value problem
u(t) + mu(σ (t)) = 0, t ∈ [a, b] ∩ T, (3.1)
u(a) = 0 = u(σ (b)). (3.2)
Define A : X → X by
(Au)(t) = m
∫ σ(b)
a
G(t, s)u(σ (s))s, t ∈ [a, σ 2(b)],
then it is easy to see that A is a completely continuous (so bounded) linear operator and that solutions of
the boundary value problem (3.1) and (3.2) are fixed points of the operator A and conversely.
First, we claim that 1 is not a eigenvalue of A.
In fact, if m = 0, then it is obvious that the boundary value problem (3.1) and (3.2) has no nontrivial
solution.
If m 
= 0 and the boundary value problem (3.1) and (3.2) has a nontrivial solution u, then ‖u‖ > 0,
and so
‖u‖ = ‖Au‖ = sup
t∈[a,σ 2(b)]
∣∣∣∣m
∫ σ(b)
a
G(t, s)u(σ (s))s
∣∣∣∣
= |m| sup
t∈[a,σ 2(b)]
∣∣∣∣
∫ σ(b)
a
G(t, s)u(σ (s))s
∣∣∣∣ ≤ |m| sup
t∈[a,σ 2(b)]
∫ σ(b)
a
G(t, s)|u(σ (s))|s
≤ |m|‖u‖ sup
t∈[a,σ 2(b)]
∫ σ(b)
a
G(t, s)s < d‖u‖1
d
= ‖u‖,
which is impossible. So, 1 is not a eigenvalue of A.
Next, we can prove that
lim‖u‖→∞
‖F(u) − A(u)‖
‖u‖ = 0.
In fact, for any ε > 0, since lims→∞ f (s)s = m, there must exist a number M1 > 0 such that
| f (s) − ms| < ε|s|, |s| > M1. (3.3)
Let
M = max
|s|≤M1
| f (s)|,
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and choose L > M1 such that
M + |m|M1
L
< ε.
Then for any u ∈ X and ‖u‖ > L ,
(i) when s ∈ [a, σ (b)] and |u(σ (s))| ≤ M1, we have
| f (u(σ (s))) − mu(σ (s))| ≤ | f (u(σ (s)))| + |m||u(σ (s))|
≤ M + |m|M1 < εL < ε‖u‖; (3.4)
(ii) when s ∈ [a, σ (b)] and |u(σ (s))| > M1, from (3.3), we know that
| f (u(σ (s))) − mu(σ (s))| < ε|u(σ (s))| ≤ ε‖u‖. (3.5)
So, we can conclude form (3.4) and (3.5) that
| f (u(σ (s))) − mu(σ (s))| ≤ ε‖u‖,∀s ∈ [a, σ (b)]. (3.6)
From (3.6), we have
‖F(u) − A(u)‖ = sup
t∈[a,σ 2(b)]
∣∣∣∣
∫ σ(b)
a
G(t, s)[ f (u(σ (s))) − mu(σ (s))]s
∣∣∣∣
≤ sup
t∈[a,σ 2(b)]
∫ σ(b)
a
G(t, s)| f (u(σ (s))) − mu(σ (s))|s
≤ ε‖u‖ sup
t∈[a,σ 2(b)]
∫ σ(b)
a
G(t, s)s = ε
d
‖u‖.
i.e.,
lim‖u‖−→∞
‖F(u) − A(u)‖
‖u‖ = 0.
Then, it follows from Lemma 2.1 that F has a fixed point u∗ ∈ X , i.e., u∗ is a solution of the boundary
value problem (1.5) and (1.6). Further, we can assert that u∗ is nontrivial when f (0) 
= 0. In fact, if
f (0) 
= 0, then
(0) + f (0) = f (0) 
= 0,
i.e., 0 is not a solution of the boundary value problem (1.5) and (1.6). 
Corollary 3.1. Assume that f : [0,+∞) → [0,+∞) is continuous and
lim
s−→+∞
f (s)
s
= 0.
then the boundary value problem (1.5) and (1.6) has a non-negative solution.
Proof. Let
f ∗(s) =
{ f (s), s ≥ 0,
f (−s), s < 0,
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then f ∗ : R → [0,+∞) is continuous and from lims→+∞ f (s)s = 0, we know that
lim
s→∞
f ∗(s)
s
= 0.
Consider the following boundary value problem
u(t) + f ∗(u(σ (t))) = 0, t ∈ [a, b] ∩ T, (3.7)
u(a) = 0 = u(σ (b)). (3.8)
It follows from Theorem 3.1 that the boundary value problem (3.7) and (3.8) has a solution u∗, i.e.,
(u∗)(t) + f ∗(u∗(σ (t))) = 0, t ∈ [a, b] ∩ T, (3.9)
u∗(a) = 0 = (u∗)(σ (b)). (3.10)
From (u∗)(t) = − f ∗(u∗(σ (t))) ≤ 0, we know that u∗(t) is concave down on [a, σ 2(b)] and
(u∗)(t) is nonincreasing. Since (u∗)(σ (b)) = 0, so (u∗)(t) ≥ 0 on [a, σ (b)]. This implies u∗(t)
is nondecreasing on [a, σ 2(b)]. Again, since u∗(a) = 0, we have u∗(t) ≥ 0 on [a, σ 2(b)]. Consequently,
from the definition of f ∗ and (3.9), we have
(u∗)(t) + f (u∗(σ (t))) = 0, t ∈ [a, b] ∩ T. (3.11)
It follows from (3.10) and (3.11) that u∗ is a non-negative solution of the boundary value problem (1.5)
and (1.6). 
Remark 3.1. We only require in Corollary 3.1 that lims→+∞ f (s)s = 0. So, f may not be sublinear, of
course, [5] cannot guarantee that the boundary value problem (1.5) and (1.6) has a solution.
Example 3.1. Let T = R, a = 0 and b = 1, then the boundary value problem (1.5) and (1.6) reduces
to
u′′(t) + f (u(t)) = 0, t ∈ (0, 1), (3.12)
u(0) = 0 = u′(1), (3.13)
which has been studied extensively over several decades. By Theorem 3.1, it is easy to see that if
f : R → R is continuous and∣∣∣∣ lims→∞ f (s)s
∣∣∣∣ < 2, (3.14)
then the boundary value problem (3.12) and (3.13) has a solution. Since a simple calculation shows that
d = 2. However, the results of [5] cannot be applied to the boundary value problem (3.12) and
(3.13) since f may not be sublinear here.
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