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A B S T R A C T
Nowadays, digitization is transforming the way businesses work. Re-
cently, Artificial Intelligence (AI) techniques became an essential part
of the automation of business processes: In addition to cost advan-
tages, these techniques offer fast processing times and higher cus-
tomer satisfaction rates, thus ultimately increasing sales. One of the
intelligent approaches for accelerating digital transformation in com-
panies is the Robotic Process Automation (RPA). A RPA-system is a
software tool that robotizes routine and time-consuming responsibil-
ities such as email assessment, various calculations, or creation of
documents and reports (Mohanty and Vyas, 2018). Its main objective
is to organize a smart workflow and therethrough to assist employees
by offering them more scope for cognitively demanding and engag-
ing work.
Intelligent Process Automation (IPA) offers all these advantages as
well; however, it goes beyond the RPA by adding AI components
such as Machine- and Deep Learning techniques to conventional au-
tomation solutions. Previously, IPA approaches were primarily em-
ployed within the computer vision domain. However, in recent times,
Natural Language Processing (NLP) became one of the potential appli-
cations for IPA as well due to its ability to understand and interpret
human language. Usually, NLP methods are used to analyze large
amounts of unstructured textual data and to respond to various in-
quiries. However, one of the central applications of NLP within the IPA
domain – are conversational interfaces (e.g., chatbots, virtual agents)
that are used to enable human-to-machine communication. Nowa-
days, conversational agents gain enormous demand due to their abil-
ity to support a large number of users simultaneously while com-
municating in a natural language. The implementation of a conver-
sational agent comprises multiple stages and involves diverse types
of NLP sub-tasks, starting with natural language understanding (e.g.,
intent recognition, named entity extraction) and going towards dia-
logue management (i.e., determining the next possible bots action)
and response generation. Typical dialogue system for IPA purposes
undertakes straightforward customer support requests (e.g., FAQs),
allowing human workers to focus on more complicated inquiries.
In this thesis, we are addressing two potential Intelligent Process
Automation (IPA) applications and employing statistical Natural Lan-
guage Processing (NLP) methods for their implementation.
The first block of this thesis (Chapter 2 – Chapter 4) deals with
the development of a conversational agent for IPA purposes within the
e-learning domain. As already mentioned, chatbots are one of the
central applications for the IPA domain since they can effectively per-
form time-consuming tasks while communicating in a natural lan-
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guage. Within this thesis, we realized the IPA conversational bot
that takes care of routine and time-consuming tasks regularly per-
formed by human tutors of an online mathematical course. This
bot is deployed in a real-world setting within the OMB+ mathemat-
ical platform. Conducting experiments for this part, we observed
two possibilities to build the conversational agent in industrial set-
tings – first, with purely rule-based methods, considering the miss-
ing training data and individual aspects of the target domain (i.e.,
e-learning). Second, we re-implemented two of the main system com-
ponents (i.e., Natural Language Understanding (NLU) and Dialogue
Manager (DM) units) using the current state-of-the-art deep-learning
architecture (i.e., Bidirectional Encoder Representations from Trans-
formers (BERT)) and investigated their performance and potential use
as a part of a hybrid model (i.e., containing both rule-based and ma-
chine learning methods).
The second part of the thesis (Chapter 5 – Chapter 6) considers an
IPA subproblem within the predictive analytics domain and addresses
the task of scientific trend forecasting. Predictive analytics forecasts
future outcomes based on historical and current data. Therefore, us-
ing the benefits of advanced analytics models, an organization can,
for instance, reliably determine trends and emerging topics and then
manipulate it while making significant business decisions (i.e., invest-
ments). In this work, we dealt with the trend detection task – specif-
ically, we addressed the lack of publicly available benchmarks for
evaluating trend detection algorithms. We assembled the benchmark
for the detection of both scientific trends and downtrends (i.e., topics
that become less frequent overtime). To the best of our knowledge,
the task of downtrend detection has not been addressed before. The
resulting benchmark is based on a collection of more than one mil-
lion documents, which is among the largest that has been used for
trend detection before, and therefore, offers a realistic setting for the
development of trend detection algorithms.
IV
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Z U S A M M E N FA S S U N G
Robotergesteuerte Prozessautomatisierung (RPA) ist eine Art von Soft-
ware-Bots, die manuelle menschliche Tätigkeiten wie die Eingabe
von Daten in das System, die Anmeldung in Benutzerkonten oder
die Ausführung einfacher, aber sich wiederholender Arbeitsabläufe
nachahmt (Mohanty and Vyas, 2018). Einer der Hauptvorteile und
gleichzeitig Nachteil der RPA-bots ist jedoch deren Fähigkeit, die ge-
stellte Aufgabe punktgenau zu erfüllen. Einerseits ist ein solches Sys-
tem in der Lage, die Aufgabe akkurat, sorgfältig und schnell auszu-
führen. Andererseits ist es sehr anfällig für Veränderungen in definier-
ten Szenarien. Da der RPA-Bot für eine bestimmte Aufgabe konzipiert
ist, ist es oft nicht möglich, ihn an andere Domänen oder sogar für
einfache Änderungen in einem Arbeitsablauf anzupassen (Mohanty
and Vyas, 2018). Diese Unfähigkeit, sich an veränderte Bedingungen
anzupassen, führte zu einem weiteren Verbesserungsbereich für RPA-
bots – den Intelligenten Prozessautomatisierungssystemen (IPA).
IPA-Bots kombinieren RPA mit Künstlicher Intelligenz (AI) und kön-
nen komplexe und kognitiv anspruchsvollere Aufgaben erfüllen, die
u.A. Schlussfolgerungen und natürliches Sprachverständnis erfordern.
Diese Systeme übernehmen zeitaufwändige und routinemäßige Auf-
gaben, ermöglichen somit einen intelligenten Arbeitsablauf und be-
freien Fachkräfte für die Durchführung komplizierterer Aufgaben.
Bisher wurden die IPA-Techniken hauptsächlich im Bereich der Bild-
verarbeitung eingesetzt. In der letzten Zeit wurde die natürliche
Sprachverarbeitung (NLP) jedoch auch zu einem der potenziellen An-
wendungen für IPA, und zwar aufgrund von der Fähigkeit, die mensch-
liche Sprache zu interpretieren. NLP-Methoden werden eingesetzt,
um große Mengen an Textdaten zu analysieren und auf verschiedene
Anfragen zu reagieren. Auch wenn die verfügbaren Daten unstruk-
turiert sind oder kein vordefiniertes Format haben (z.B. E-Mails), oder
wenn die in einem variablen Format vorliegen (z.B. Rechnungen, ju-
ristische Dokumente), dann werden ebenfalls die NLP Techniken an-
gewendet, um die relevanten Informationen zu extrahieren, die dann
zur Lösung verschiedener Probleme verwendet werden können.
NLP im Rahmen von IPA beschränkt sich jedoch nicht auf die Extrak-
tion relevanter Daten aus Textdokumenten. Eine der zentralen An-
wendungen von IPA sind Konversationsagenten, die zur Interaktion
zwischen Mensch und Maschine eingesetzt werden. Konversations-
agenten erfahren enorme Nachfrage, da sie in der Lage sind, eine
große Anzahl von Benutzern gleichzeitig zu unterstützen, und dabei
in einer natürlichen Sprache kommunizieren. Die Implementierung
eines Chatsystems umfasst verschiedene Arten von NLP-Teilaufgaben,
beginnend mit dem Verständnis der natürlichen Sprache (z.B. Ab-
sichtserkennung, Extraktion von Entitäten) über das Dialogmanage-
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ment (z.B. Festlegung der nächstmöglichen Bot-Aktion) bis hin zur
Response-Generierung. Ein typisches Dialogsystem für IPA-Zwecke
übernimmt in der Regel unkomplizierte Kundendienstanfragen (z.B.
Beantwortung von FAQs), so dass sich die Mitarbeiter auf komplexere
Anfragen konzentrieren können.
Diese Dissertation umfasst zwei Bereiche, die durch das breitere
Thema vereint sind, nämlich die Intelligente Prozessautomatisierung
(IPA) unter Verwendung statistischer Methoden der natürlichen Sprach-
verarbeitung (NLP).
Der erste Block dieser Arbeit (Kapitel 2 – Kapitel 4) befasst sich
mit der Impementierung eines Konversationsagenten für IPA-Zwecke
innerhalb der E-Learning-Domäne. Wie bereits erwähnt, sind Chat-
bots eine der zentralen Anwendungen für die IPA-Domäne, da sie
zeitaufwändige Aufgaben in einer natürlichen Sprache effektiv aus-
führen können. Der IPA-Kommunikationsbot, der in dieser Arbeit
realisiert wurde, kümmert sich ebenfalls um routinemäßige und zeit-
aufwändige Aufgaben, die sonst von Tutoren in einem Online-Mathe-
matikkurs in deutscher Sprache durchgeführt werden. Dieser Bot
ist in der täglichen Anwendung innerhalb der mathematischen Platt-
form OMB+ eingesetzt. Bei der Durchführung von Experimenten be-
obachteten wir zwei Möglichkeiten, den Konversationsagenten im in-
dustriellen Umfeld zu entwickeln – zunächst mit rein regelbasierten
Methoden, unter Bedingungen der fehlenden Trainingsdaten und be-
sonderer Aspekte der Zieldomäne (d.h. E-Learning). Zweitens haben
wir zwei der Hauptsystemkomponenten (Sprachverständnismodul,
Dialog-Manager) mit dem derzeit fortschrittlichsten Deep Learning
Algorithmus reimplementiert und die Performanz dieser Komponen-
ten untersucht.
Der zweite Teil der Doktorarbeit (Kapitel 5 – Kapitel 6) betrachtet
ein IPA-Problem innerhalb des Vorhersageanalytik-Bereichs. Vorher-
sageanalytik zielt darauf ab, Prognosen über zukünftige Ergebnisse
auf der Grundlage von historischen und aktuellen Daten zu erstellen.
Daher kann ein Unternehmen mit Hilfe der Vorhersagesysteme z.B.
die Trends oder neu entstehende Themen zuverlässig bestimmen und
diese Informationen dann bei wichtigen Geschäftsentscheidungen (z.B.
Investitionen) einsetzen. In diesem Teil der Arbeit beschäftigen wir
uns mit dem Teilproblem der Trendprognose – insbesondere mit dem
Fehlen öffentlich zugänglicher Benchmarks für die Evaluierung von
Trenderkennungsalgorithmen. Wir haben den Benchmark zusammen-
gestellt und veröffentlicht, um sowohl Trends als auch Abwärtstrends
zu erkennen. Nach unserem besten Wissen ist die Aufgabe der Ab-
wärtstrenderkennung bisher nicht adressiert worden. Der resultie-
rende Benchmark basiert auf einer Sammlung von mehr als einer
Million Dokumente, der zu den größten gehört, die bisher für die
Trenderkennung verwendet wurden, und somit einen realistischen
Rahmen für die Entwicklung von Trenddetektionsalgorithmen bietet.
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1
I N T R O D U C T I O N
Robotic Process Automation (RPA) is a type of software bots that im-
itates manual human activities like entering data into a system, log-
ging into accounts, or executing simple but repetitive workflows (Mo-
hanty and Vyas, 2018). In other words, RPA-systems allow business
applications to work without human involvement by replicating hu-
man worker activities. A further benefit of RPA-bots is that they are
much cheaper compared to the employment of a human worker, and
they are also able to work around-the-clock. Overall advantages of
software bots are hugely appealing and include cost savings, accuracy
and compliance while executing processes, improved responsiveness
(i.e., bots are faster than human workers), and finally, such bots are
usually agile and multi-skilled (Ivancˇic´, Vugec, and Vukšic´, 2019).
However, one of the main benefits and at the same time – draw-
backs of the RPA-systems, is their ability to precisely fulfill the as-
signed task. On the one hand, the bot can carry out the task accu-
rately and diligently. On the other hand, it is highly susceptible to
changes in defined scenarios. Being designed for a particular task,
the RPA-bot is often not adaptable to other domains or even simple
changes in a workflow (Mohanty and Vyas, 2018). This inability to
adapt to changing conditions gave rise to a further area of improve-
ment for RPA-bots – Intelligent Process Automation (IPA) systems.
IPA-bots combine Robotic Process Automation (RPA) with Artificial
Intelligence (AI) and thus can perform complex and more cognitively
demanding tasks that require reasoning and language understand-
ing. Hence, IPA-bots went beyond automating simple “click tasks” (as
in RPA) and can accomplish jobs more intelligently – employing ma-
chine learning algorithms and advanced analytics. Such IPA-systems
undertake time-consuming and routine tasks, and thus enable smart
workflows and free up skilled workers to accomplish higher-value
activities.
Previously, IPA techniques were primarily employed within the com-
puter vision domain. Starting with the automation of simple display
click-tasks and going towards sophisticated self-driving cars with
their ability to interpret a stream of situational data obtained from
sensors and cameras. However, in recent times, Natural Language
Processing (NLP) became one of the potential applications for IPA as
well due to its ability to understand and interpret human language.
NLP methods are used to analyze large amounts of textual data and
to respond to various inquiries. Furthermore, if the available data
is unstructured and does not have any predefined format (i.e., cus-
tomer emails), or if it is available in a variable format (i.e., invoices,
1
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2 introduction
legal documents), then the Natural Language Processing (NLP) tech-
niques are applied to extract the multiple relevant information. This
data then can be utilized to solve distinct problems (i.e., natural lan-
guage understanding, predictive analytics) (Mohanty and Vyas, 2018).
For instance, in the case of predictive analytics, such a bot would
make forecasts about the future using current and historical data and
therethrough assist with sales or investments.
However, NLP in the context of Intelligent Process Automation (IPA)
is not limited to the extraction of relevant data and insights from tex-
tual documents. One of the central applications of NLP within the IPA
domain – are conversational interfaces (e.g., chatbots) that are used to
enable human-to-machine interaction. This type of software is com-
monly used for customer support or within recommendation- and
booking systems. Conversational agents gain enormous demand due
to their ability to simultaneously support a large number of users
while communicating in a natural language. In a conventional chat-
bot system, a user provides input in a natural language, the bot then
processes this query to extract potentially useful information and re-
sponds with a relevant reply. This process comprises multiple stages
and involves different types of NLP subtasks, starting with Natural
Language Understanding (NLU) (e.g., intent recognition, named en-
tity extraction) and going towards dialogue management (i.e., deter-
mining the next possible bots action, considering the dialogue his-
tory) and response generation (e.g., converting the semantic repre-
sentation of next bots action to a natural language utterance). Typical
dialogue system for Intelligent Process Automation (IPA) purposes
usually undertakes shallow customer support requests (e.g., answer-
ing of FAQs), allowing human workers to focus on more sophisticated
inquiries.
Natural Language Processing (NLP) techniques may also be used
indirectly for IPA purposes. There are attempts to automatically iden-
tify and classify tasks extracted from textual process descriptions as
manual, user, or automated. The goal of such an NLP application
is to reduce the effort required to identify suitable candidates for fur-
ther robotic process automation (Friedrich, Mendling, and Puhlmann,
2011; Leopold, Aa, and Reijers, 2018).
Intelligent Process Automation (IPA) is an emerging technology and
evolves mainly due to the recognized potential benefit of combining
Robotic Process Automation (RPA) and Artificial Intelligence (AI) tech-
niques to solve industrial problems (Ivancˇic´, Vugec, and Vukšic´, 2019;
Mohanty and Vyas, 2018). Industries are typically interested in be-
ing responsive to customers and markets (Mohanty and Vyas, 2018).
Thus, most customer support applications need to be real-time active
and highly robust to achieve higher client satisfaction rates. The man-
ual accomplishment of such tasks is often time-consuming, expensive
and error-prone. Furthermore, due to the massive amounts of textual
data available for analysis, it seems not to be feasible to process this
data entirely by human means.
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1.1 outline
This thesis covers two topics united by the broader theme, which is
Intelligent Process Automation (IPA) utilizing statistical Natural Lan-
guage Processing (NLP) methods.
the first block of the thesis (Chapter 2 – Chapter 4) addresses
the challenge of implementing a conversational agent for Intelli-
gent Process Automation (IPA) purposes within the e-learning
field. As mentioned above, chatbots are one of the central ap-
plications of the IPA domain, since they can effectively perform
time-consuming tasks requiring natural language understand-
ing, allowing human workers to concentrate on more valuable
tasks. The IPA conversational bot that was realized within this
thesis takes care of routine and time-consuming tasks performed
by human tutors within an online mathematical course. This
bot is deployed in a real-world setting and interact with stu-
dents within the OMB+ mathematical platform. Conducting ex-
periments, we observed two possibilities to build the conversa-
tional agent in industrial settings – first, with purely rule-based
methods, considering the missing training data and individual
aspects of the target domain (i.e., e-learning). Second, we re-
implemented two of the main system components (i.e., Natu-
ral Language Understanding (NLU) and Dialogue Manager (DM)
units) using the current state-of-the-art deep-learning algorithm
(i.e., Bidirectional Encoder Representations from Transformers
(BERT)) and investigated their performance and potential use as
a part of a hybrid model (i.e., containing both rule-based and
machine learning methods).
the second block of the thesis (Chapter 5 – Chapter 6) con-
siders an Intelligent Process Automation (IPA) problem within
the predictive analytics domain and addresses the task of scien-
tific trend detection. Predictive analytics makes forecasts about
future outcomes based on historical and current data. Hence,
organizations can benefit through the advanced analytics mod-
els by detecting trends and their behaviors, and then employ-
ing this information while making crucial business decisions
(i.e., investments). In this work, we deal with the subproblem
of trend detection task – specifically, we address the lack of
publicly available benchmarks for the evaluation of trend de-
tection algorithms. Therefore, we assembled the benchmark for
both trends and downtrends (i.e., topics that become less frequent
overtime) detection. To the best of our knowledge, the task of
downtrend detection has not been well addressed before. Fur-
thermore, the resulting benchmark is based on a collection of
more than one million documents, which is among the largest
that has been used for trend detection before and therefore of-
fers a realistic setting for developing trend detection algorithms.
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All main chapters contain their specific introduction, contribution list,
related work section, and summary.
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E - L E A R N I N G C O N V E R S AT I O N A L A S S I S TA N T
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2
F O U N D AT I O N S
In this block, we address the challenge of designing and implement-
ing a conversational assistant for Intelligent Process Automation (IPA)
purposes within the e-learning domain. The system aims to support
human tutors of the Online Mathematik Brückenkurs (OMB+) plat-
form during the tutoring round by undertaking routine and time-
consuming responsibilities. Specifically, the system intelligently auto-
mates the process of information accumulation and validation, that
precede every conversation. Therethrough, the IPA-bot frees up tutors
and allows them to concentrate on more complicated and cognitively
demanding tasks.
In this chapter, we introduce the fundamental concepts required by
the topic of the first part of the thesis. We begin with the foundations
to conversational assistants in Section 2.2, where we present the taxon-
omy of existing dialogue systems in Section 2.2.1, give an overview of
the conventional dialogue architecture in Section 2.2.2, with its most
essential components, and describe the existing approaches for build-
ing a conversational agent in Section 2.2.3. We finally introduce the
target domain for our experiments in Section 2.3.
2.1 introduction
Conversational Assistants - a type of software that interacts with peo-
ple via written or spoken natural language, have become widely pop-
ularized in recent times. Today’s conversational assistants support a
broad range of everyday skills, including, but not limited to, creating
a reminder, answering factoid questions, and controlling smart home
devices.
Initially, the notion of artificial companion capable of conversing
in a natural language was anticipated by Alan Turing in 1949 (Tur-
ing, 1949). Still, the first significant step in this direction was done
in 1966 with the appearance of Weizenbaums system ELIZA (Weizen-
baum, 1966). Its successor was the A.L.I.C.E. (Artificial Linguistic
Internet Computer Entity) – a natural language processing dialogue
system that conversed with a human by applying heuristical pattern
matching rules. Despite being remarkably popular and technologi-
cally advanced for their days, both systems were unable to pass the
Turing test (Alan, 1950). Following a long silent period, the next
wave of growth of intelligent agents was caused by the advances in
Natural Language Processing (NLP). This was enabled by access to
low-cost memory, higher processing speed, vast amounts of available
7
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data, and sophisticated machine learning algorithms. Hence, one of
the most notable leaps in the history of conversational agents began
in the year 2011 with intelligent personal assistants. In that time Ap-
ples Siri, followed by Microsofts Cortana and Amazons Alexa in 2014,
and then Google Assistant in 2016, came to the scene. The main focus
of these agents was not to mimic humans, as in ELIZA or A.L.I.C.E,
but to assist a human by answering simple factoid questions and set-
ting notification tasks across a broad range of content. Another type
of conversational agent, called Task-oriented Dialogue System (ToDS),
became a focus of industries in the year 2016. For the most part, these
bots aimed to support customer service (Cui et al., 2017) and respond
to Frequently Asked Questions (Liao et al., 2018). Their conversa-
tional style provided more depth than those of personal assistants,
but a narrower range, since they were patterned for task solving and
not for open-domain discussions.
One of the central advantages of conversational agents and the rea-
son why they are attracting considerable interest is their ability to
give attention to several users simultaneously while supporting nat-
ural language communication. Due to this, conversational assistants
gain momentum in numerous kinds of practical support applications
(i.e., customer support), where a high number of users are involved at
the same time. Classical engagement of human assistants is very cost-
efficient, and such support is usually not full-time accessible. There-
fore, to automate human assistance is desirable but also an ambi-
tious task. Due to the lack of solid Natural Language Understand-
ing (NLU), advancing beyond primary tasks is still challenging (Luger
and Sellen, 2016), and even the most prosperous dialogue systems
often fail to meet user’s expectations (Jain et al., 2018). Significant
challenges involved in the design and implementation of a conversa-
tional agent varying from domain engineering to Natural Language
Understanding (NLU), and designing of an adaptive domain-specific
conversational flow. The quintessential problems and "how-to" ques-
tions while building conversational assistants include:
• How to deal with variability and flexibility of language?
• How to get high-quality in-domain data?
• How to build meaningful representations?
• How to integrate commonsense and domain knowledge?
• How to build a robust system?
Besides that, current Natural Language Processing (NLP) and Ar-
tificial Intelligence (AI) techniques have weaknesses when applied to
domain-specific task-oriented problems, especially if underlying data
comes from an industrial source. As machine learning techniques
heavily rely on structured and cleaned training data to deliver consis-
tent performance, typically noisy real-world data without access to
additional knowledge databases negatively impacts the classification
accuracy.
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Despite that, conversational agents could be successfully employed
to solve less cognitive but still highly relevant tasks. In this case, a
dialogue agent could be operated as a part of the Intelligent Process
Automation (IPA) system, where it takes care of straightforward but
routine and time-consuming functions performed in a natural lan-
guage while allowing a human worker to focus on more cognitive
demanding processes.
2.2 conversational assistants
Development and design of a particular dialogue system usually vary
by its objectives, among the most fundamental are:
• Purpose: Should it be an open-ended dialogue system (e.g.,
chit-chat), task-oriented system (e.g., customer support) or a
personal assistant (e.g., Google Assistant)?;
• Skills: What kind of behavior should a system demonstrate?
• Data: Which data is required to develop (resp. train) specific
blocks and how could it be assembled and curated?
• Deployment: Will the final system be integrated into a partic-
ular software platform? What are the challenges in choosing
suitable tools? How will the deployment happen?
• Implementation: Should it be a rule-based, information-retrieval,
machine-learning, or a hybrid system?
In the following chapter, we will take a look at the most common
taxonomies of dialogue systems, and different design and implemen-
tation strategies.
2.2.1 Taxonomy
According to the goals, conversational agents could be classified into
two main categories: task-oriented systems (e.g., for customer support),
and social bots (e.g., for chit-chat purposes). Furthermore, systems
also vary regarding their implementation characteristics. Below we
provide a detailed overview of the most common variations.
task-oriented dialogue systems are famous for their ability
to lead a dialogue with the ultimate goal of solving a user’s problem
(see Figure 1). A customer support agent or a flight/restaurant book-
ing system exemplify this class of conversational assistants. Such
systems are more meaningful and useful as those with an entirely so-
cial goal; however, they usually affect more complications during the
implementation stage. Since Task-oriented Dialogue System (ToDS) re-
quire a precise understanding of the user’s intent (i.e., goal), the Natu-
ral Language Understanding (NLU) segment must perform flawlessly.
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Besides that, if applied in an industrial setting, ToDS are usually built
modular, which means they mostly rely on handcrafted rules and pre-
defined templates, and are restricted in their abilities. Personal assis-
tants (i.e., Google Assistant) are members of the task-oriented family
as well. Though, compared to standard agents, they involve more so-
cial conversation and could be used for entertainment purposes (e.g.,
“Ok Google, tell me a joke!”). The latter is typically not available in
conventional task-oriented systems.
social bots and chit-chat systems in contrast, regularly do
not hold any specific goal and are designed for small-talk and enter-
tainment conversations (see Figure 1). Those agents are usually end-
to-end trainable and highly data-driven, which means they require
large amounts of training data. However, due to entirely learnable
training, such systems often produce inappropriate responses, mak-
ing them extremely unreliable for practical applications. Alike chit-
chat systems, social bots are rich in social conversation; however, they
possess an ability to solve uncomplicated user requests and conduct
a more meaningful dialogue (Fang et al., 2018). Those requests are
not the same, as in task-oriented systems and are mostly pointed to
answer simple factoid questions.
Figure 1: Taxonomy of dialogue systems according to the measure of their
task accomplishment and social contribution. Figure originates
from Fang et al., 2018.
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The aforementioned system types could be decomposed farther ac-
cording to the implementation characteristics:
open domain & closed domain : A Task-oriented Dialogue Sys-
tem (ToDS) is typically built within a closed domain setting. The
space of potential inputs and outputs is restricted since the sys-
tem attempts to achieve a specific goal. Customer support or
shopping assistants are cases of closed domain problems (Wen
et al., 2016). These systems do not need to be able to talk about
off-site topics, but they have to fulfill their particular tasks as
efficiently as possible.
Whereas, chit-chat systems do not assume a well-defined goal
or intention and thus, could be built within an open domain.
This means the conversation can progress in any direction and
without any or minimal functional purpose (Serban et al., 2016).
However, the infinite number of various topics and the fact that
a certain amount of commonsense is required to create reason-
able responses makes an open-domain setting a hard problem.
content-driven & user-centric : Social bots and chit-chat sys-
tems are typically utilizing a content-driven dialogue manner.
That means that their responses are based on the large and dy-
namic content derived from the daily web mining and knowl-
edge graphs. This approach builds a dialogue based on trendy
content from diverse sources, and thus, it is an ideal way for
social bots to catch users’ attention and bring a user into the
dialogue.
User-centric approaches, in turn, assume precise language un-
derstanding to detect the sentiment of users’ statements. Ac-
cording to the sentiment, the dialogue manager learns users’
personalities, handles rapid topic changes, and tracks engage-
ment. In this case, the dialogue builds on specific user interests.
long & short conversations Models with a short conversation
style attempt to create a single response to a single input (e.g.,
weather forecast). In the case with a long conversation, a system
has to go through multiple turns and to keep track of what has
been said before (i.e., dialogue history). The longer the conver-
sation, the more challenging it is to train a system. Customer
support conversations are typically long conversational threads
with multiple questions.
response generation One of the essential elements of a dialogue
system is a response generation. This could be either done in a
retrieval-based manner or by using generative models (i.e., Natural
Language Generation (NLG)).
The former usually utilizes predefined responses and heuristics
to select a relevant response based on the input and context. The
heuristic could be a rule-based expression match (i.e., Regular
Expressions (RegEx)) or an ensemble of machine learning clas-
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sifiers (e.g., entity extraction, prediction of next action). Such
systems do not generate any original text; instead, they select a
response from a fixed set of predefined candidates. These mod-
els are usually used in an industrial setting, where the system
must show high robustness, performance and interpretability
of the outcomes.
The latter, in contrast, do not rely on predefined replies. Since
such models are typically based on (deep-) machine learning
techniques, they attempt to generate new responses from scratch.
This is, however, a complicated task, and is mostly used for
vanilla chit-chat systems or in a research domain, where the
structured training data is available.
2.2.2 Conventional Architecture
In this and the following subsection, we review the pipeline and meth-
ods for Task-oriented Dialogue System (ToDS). Such agents are typi-
cally composed of several components (Figure 2) addressing diverse
tasks required to facilitate a natural language dialogue (Williams,
Raux, and Henderson, 2016).
Figure 2: Example of a conventional dialogue architecture with its main
components in the bounding box: Language Understanding (NLU),
Dialogue Manager (DM), Response Generation (NLG). Figure origi-
nates from NAACL 2018 Tutorial, Su et al., 2018.
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A conventional dialogue architecture implements this with the fol-
lowing components:
natural language understanding unit has the following ob-
jectives: it parses the user input, classifies the domain (i.e., cus-
tomer support, restaurant booking; not required for a single
domain systems) and intent (i.e., find-flight, book-taxi), and ex-
tracts entities (i.e., Italian food, Berlin).
Generally, NLU unit maps every user utterance into semantic
frames, that are predefined according to different scenarios. Ta-
ble 1 illustrates an example of sentence representation, where
the departure-location (Berlin) and the arrival-location (Munich)
are specified as slot values, and the domain (airline travel) and
intent (find-flight) are specified as well. Typically, there are two
kinds of possible representations. The first one is the utterance
category, represented in the form of the user’s intent. The sec-
ond could be the word-level information extraction in the form
of Named Entity Recognition (NER) or Slot Filling tasks.
Sentence Find flight from Berlin to Munich today
Slots/Concepts O O O B-dept O B-arr B-date
Named Entity O O O B-city O B-city O
Intent Find_Flight
Domain Airline Travel
Table 1: An illustrative example of a sentence representation1.
A dialog act classification sub-module, also known as intent clas-
sification, is dedicated to detecting the primary user’s goal at
every dialogue state. It labels each user’s utterance with one
of the predefined intents. Deep neural networks can be directly
applied to this conventional classification problem (Khanpour,
Guntakandla, and Nielsen, 2016; Lee and Dernoncourt, 2016).
Slot filling is another sub-module for language understanding.
Unlike intent detection (i.e., classification problem), slot filling
is defined as a sequence labeling problem, where words in the
sequence are labeled with semantic tags. The input is a se-
quence of words, and the output is a sequence of slots, one
for every word. Variations of Recurrent Neural Network (RNN)
architectures (LSTM, BiLSTM) (Deoras et al., 2015) and (attention-
based) encoder-decoder architectures (Kurata et al., 2016) have
been employed for this task.
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dialogue manager unit is subdivided into two components –
first, is a Dialogue State Tracker (DST), that holds the conver-
sational state, and second, is a Policy Learning (PL), that defines
the systems next action.
Dialogue State Tracker (DST) is the core component to guarantee
a robust dialogue flow since it manages the user’s intent at ev-
ery turn. The conventional methods, which are broadly applied
in commercial implementations, often adopt handcrafted rules
to pick the most probable candidate (Goddeau et al., 1996; Wang
and Lemon, 2013) among the predefined. Though, a variety of
statistical approaches have emerged since the Dialogue State
Tracking Challenge (DSTC)2 was arranged by Jason D. Williams
in year 2013. Among the deep-learning based approaches is
the Belief Tracker proposed by Henderson, Thomson, and Young
(2013). It employs a sliding window to produce a sequence of
probability distributions over an arbitrary number of possible
values (Chen et al., 2017). In the work of Mrkšic´ et al. (2016) au-
thors introduced a Neural Belief Tracker to identify the slot-value
pairs. The system used the user intents preceding the user in-
put, the user utterance itself, and a candidate slot-value pair
which it needs to decide about, as the input. Then the system
iterated overall candidate slot-value pairs to determine which
ones have just been expressed by the user (Chen et al., 2017).
Finally, Vodolán, Kadlec, and Kleindienst proposed a Hybrid Di-
alog State Tracker, that achieved the state-of-the-art performance
for DSTC2 shared task. Their model used a separate-learned de-
coder coupled with a rule-based system.
Based on the state representation from the Dialogue State Tracker
(DST), the PL unit generates the next system action, that is then
decoded by the Natural Language Generation (NLG) module.
Usually, a rule-based agent is used to initialize the system (Yan
et al., 2017) and then, supervised learning is applied to the
actions generated by these rules. Alternatively, the dialogue
policy can be trained end-to-end with reinforcement learning
to manage the system making policies toward the final perfor-
mance (Cuayáhuitl, Keizer, and Lemon, 2015).
natural language generation unit transforms the next action
into a natural language response. Conventional approaches to
Natural Language Generation (NLG) typically adopt a template-
based style, where a set of rules is defined to map every next
action to a predefined natural language response. Such ap-
proaches are simple, generally error-free and easy to control;
however, their implementation is time-consuming, and the style
is repetitive and hardly scalable.
Among the deep learning techniques is the work by Wen et
al. (2015), that introduced neural network-based approaches to
NLG with an LSTM-based structure. Later, Zhou and Huang
2Currently: Dialog System Technology Challenge
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(2016) adopted this model along with the question informa-
tion, semantic slot values, and dialogue act types to generate
more precise answers. Finally, Wu, Socher, and Xiong (2019)
proposed Global to Local Memory Pointer Networks (GLMP) – an
architecture that incorporates knowledge bases directly into a
learning framework (due to the Memory Networks component)
and is able to re-use information from the user input (due to
the Pointer Networks component).
In particular cases, dialogue flow can include speech recognition
and speech synthesis units (if managing a spoken natural language
system) and connection to third-party APIs to request information
stored in external databases (e.g., weather forecast) (as depicted in
Figure 2).
2.2.3 Existing Approaches
As stated above, a conventional task-oriented dialogue system is im-
plemented in a pipeline manner. That means that once the system
receives a user query, it interprets it and acts according to the dia-
logue state and the corresponding policy. Additionally, based on un-
derstanding, it may access the knowledge base to find the demanded
information there. Finally, a system transforms a system’s next ac-
tion (and if given, an extracted information) into its surface form as a
natural language response (Monostori et al., 1996).
Individual components (i.e., Natural Language Understanding (NLU),
Dialogue Manager (DM), Natural Language Generation (NLG)) of a
particular conversational system could be implemented using differ-
ent approaches, starting with entirely rule- and template-based meth-
ods, and going towards hybrid approaches (using learnable components
along with handcrafted units) and end-to-end trainable machine learn-
ing methods.
rule-based approaches : Though many of the latest research
approaches handle Natural Language Understanding (NLU) and Nat-
ural Language Generation (NLG) units by using statistical Natural
Language Processing (NLP) models (Bocklisch et al., 2017; Burtsev
et al., 2018; Honnibal and Montani, 2017), most of the industrially
deployed dialogue systems still utilise handcrafted features and rules
for the state tracking, action prediction, intent recognition, and slot
filling tasks (Chen et al., 2017; Ultes et al., 2017). So, most of the
PyDial3 framework modules offer rule-based implementations using
Regular Expressions (RegEx), rule-based dialogue trackers (Hender-
son, Thomson, and Williams, 2014), and handcrafted policies. Also,
in order to map the next action to text, Ultes et al. (2017) suggest rules
along with a template-based response generation.
3PyDial Framework: http://www.camdial.org/pydial/
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The rule-based approach ensures robustness and stable performance
that is crucial for industrial systems that communicate with a large
number of users simultaneously. However, it is highly expensive and
time-consuming to deploy a real dialogue system built in that man-
ner. The major disadvantage is that the usage of handcrafted systems
is restricted to a specific domain, and possible adaptation requires
extensive manual engineering.
end-to-end learning approaches : Due to the recent advance
of end-to-end neural generative models (Collobert et al., 2011), many
efforts have been made to build an end-to-end trainable architecture
for conversational agents. Rather than using the traditional pipeline
(see Figure 2), the end-to-end model is conceived as a single module
(Chen et al., 2017).
Wen et al. (2016), followed by Bordes, Boureau, and Weston (2016)
were among the pioneers who adapted an end-to-end trainable ap-
proach for conversational systems. Their approach was, to treat dia-
logue learning as the problem of learning a mapping from dialogue
histories to system responses, and to apply an encoder-decoder model
(Sutskever, Vinyals, and Le, 2014) to train the entire system. The pro-
posed model still had its significant limitations (Glasmachers, 2017),
such as missing policies to learn a dialogue flow and the inability to
incorporate additional knowledge that is especially crucial for train-
ing a task-oriented agent. To overcome the first problem, Dhingra
et al. (2016) introduced an end-to-end reinforcement learning approach
that jointly trains dialogue state tracker and policy learning units.
The second weakness was addressed by Eric and Manning (2017),
who augmented existing recurrent network architectures with a dif-
ferentiable attention-based key-value retrieval mechanism over the
entries of a knowledge base. This approach was inspired by Key-
Value Memory Networks (Miller et al., 2016). Later on, Wu, Socher,
and Xiong (2019) proposed Global to Local Memory Pointer Networks
(GLMP) where the authors incorporated knowledge bases directly
into a learning framework. In their model, a global memory encoder
and a local memory decoder are employed to share external knowl-
edge. The encoder encodes dialogue history, modifies global con-
textual representation, and generates a global memory pointer. The
decoder first produces a sketch response with empty slots. Next, it
transfers the global memory pointer to filter the external knowledge
for relevant information and then instantiates the slots via the local
memory pointers.
Despite having better adaptability compared to any rule-based sys-
tem and being simpler to train, end-to-end approaches remain unattain-
able for commercial conversational agents, that operating on real-
world data. A well and carefully constructed task-oriented dialogue
system in an observed domain using handcrafted rules (in NLU and
DST units), and predefined responses for NLG, still outperforms the
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end-to-end systems due to its robustness (Glasmachers, 2017; Wu,
Socher, and Xiong, 2019).
hybrid approaches : Though end-to-end learning is an attrac-
tive solution for conversational systems, current techniques are data-
intensive and require large amounts of dialogues to learn simple be-
haviors. To overcome this barrier, Williams, Asadi, and Zweig (2017)
introduce Hybrid Code Networks (HCNs), which is an ensemble of
retrieval and trainable units. System utilizes an Recurrent Neural
Network (RNN) for Natural Language Understanding (NLU) block,
domain-specific knowledge that are encoded as software (i.e., API
calls), and custom action templates used for Natural Language Gen-
eration (NLG) unit. Compared to existing end-to-end methods, the
authors report that their approach considerably reduces the amount
of data required for training (Williams, Asadi, and Zweig, 2017). Ac-
cording to the authors, HCNs achieve state-of-the-art performance on
the bAbI dialog dataset (Bordes, Boureau, and Weston, 2016) and out-
perform two commercial customer dialogue systems4.
Along with this work, Wen et al. (2016) propose a neural network-
based model that is end-to-end trainable but still modularly con-
nected. In their work, authors treat dialogue as a sequence to se-
quence mapping problem (Sutskever, Vinyals, and Le, 2014) aug-
mented with the dialogue history and the current database search
outcome (Wen et al., 2016). The authors explain the learning process
as follows: At every turn, the system takes a user input represented
as a sequence of tokens and converts it into two internal represen-
tations: a distributed representation of the intent and a probability
distribution over slot-value pairs called the belief state (Young et al.,
2013). The database operator then picks the most probable values in
the belief state to form the search result. At the same time, the intent
representation and the belief state are transformed and combined by
a Policy Learning (PL) unit to form a single vector representing the
next system action. This system action is then used to generate a
sketch response token by the token. The final system response is
composed by substituting the actual values of the database entries
into the sketch sentence structure (Wen et al., 2016).
Hybrid models appear to replace the established rule- and template-
based approaches currently utilized in an industrial setting. The per-
formance of the most Natural Language Understanding (NLU) com-
ponents (i.e., Named Entity Recognition (NER), domain and intent
classification) is reasonably high to apply them for the development
of commercial conversational agents. Whereas the Natural Language
Generation (NLG) unit could still be realized as a template-based so-
lution by employing predefined response candidates and predicting
the next system action, employing deep learning systems.
4Internal Microsoft Research datasets in customer support and troubleshooting
domains were employed for training and evaluation.
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2.3 target domain & task definition
MUMIE5 is an open-source e-learning platform for studying and teach-
ing mathematics and computer science. Online Mathematik Brück-
enkurs (OMB+) is one of the projects powered by MUMIE. Specifically,
Online Mathematik Brückenkurs (OMB+)6 is a German online learning
platform that assists students who are preparing for an engineering
or computer science study at a university.
The course’s central purpose is to assist students in reviving their
mathematical skills so that they can follow the upcoming university
courses. This online course is thematically segmented into 13 parts
and includes free mathematical classes with theoretical and practi-
cal content. Every chapter begins with an overview of its sections
and consists of explanatory texts with built-in videos, examples, and
quick checks of understanding. Furthermore, various examination
modes to practice the content (i.e., training, exercises) and to check
the understanding of the theory (i.e., quiz) are available. Besides
that, OMB+ provides a possibility to get assistance from a human tu-
tor. Usually, the students and tutors interact via a chat interface in
written form. The language of communication is German.
The current dilemma of the OMB+ platform is that the number of
students grows significantly every year, but it is challenging to find
qualified tutors – and it is expensive to hire more human tutors. This
results in a longer waiting period for students until their problems
can be considered and processed. In general, all student questions
can be grouped into three main categories: Organizational questions
(i.e., course certificate), contextual questions (i.e., content, theorem) and
mathematical questions (exercises, solutions). To assist a student with
a mathematical question, a tutor has to know the following regular
information: What kind of topic (or subtopic) a student has a problem
with. At which examination mode (quiz, chapter level training or exer-
cise, section level training or exercise, or final examination) a student
is working right now. And finally, the exact question number and exact
problem formulation. This means that a tutor has to ask the same on-
boarding questions every time a new conversation starts. This is, how-
ever, very time-consuming and could be successfully solved within an
Intelligent Process Automation (IPA) system.
The work presented in Chapter 3 and Chapter 4 was enabled by the
collaboration with MUMIE and Online Mathematik Brückenkurs (OMB+)
team, and addresses the abovementioned problem. Within Chapter 3,
we implemented an Intelligent Process Automation (IPA) dialogue sys-
tem with rule- and retrieval-based algorithms that interacts with stu-
dents and performs the onboarding. This system is multipurpose:
on the one hand, it eases the assistance process for human tutors by
reducing repetitive and time-consuming activities and, therefore, al-
lows workers to focus on more challenging tasks. Second, interacting
5Mumie: https://www.mumie.net
6https://www.ombplus.de/
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with students, it augments the resources with structured and labeled
training data. The latter, in turn, allowed us to re-train specific sys-
tem components utilizing machine and deep learning methods. We
describe this procedure in Chapter 4.
We report that the earlier collected human-to-human data from the
OMB+ platform could not be used for training a machine learning sys-
tem since it is highly unstructured and contains no direct question-
answer matching, which is crucial for trainable conversational algo-
rithms. We analyzed these conversations to get insight from them
that we used to define the dialogue flow.
We also do not consider the automatization of mathematical ques-
tions in this work since this task would require not only precise
language understanding and extensive commonsense knowledge but
also the accurate perception of mathematical notations. The tutor-
ing process at OMB+ differentiates a lot from the standard tutoring
methods. Here, instructors attempt to navigate students by giving
hints and tips instead of providing an out-of-the-box solution. Exist-
ing human-to-human dialogues revealed that such kind of task could
be even challenging for human tutors, since it is not always directly
perceptible, what precisely the student does not understand or has
difficulties with. Furthermore, dialogues containing mathematical ex-
planations could last for a long time, and the topic (i.e., intent and
final goal) can shift multiple times during the conversation.
To our knowledge, this task would not be feasible to sufficiently
solve with current machine learning algorithms, especially consider-
ing the missing training data. A rule-based system would not be
the right solution for this purpose as well due to a large number of
complex rules which would need to be defined. Thus, in this work,
we focus on the automatization of less cognitively demanding tasks,
which are still relevant and must be solved in the first instance to ease
the tutoring process for instructors.
2.4 summary
Conversational agents are a highly demanding solution for indus-
tries, due to their potential ability to support a large number of users
multi-threaded while performing a flawless natural language conver-
sation. Many messenger platforms are created, and custom chatbots
in various constellations emerge daily. Unfortunately, most of the
current conversational agents are often disappointing to use due to
the lack of substantial natural language understanding and reason-
ing. Furthermore, Natural Language Processing (NLP) and Artificial
Intelligence (AI) techniques have limitations when applied to domain-
specific and task-oriented problems, especially if no structured train-
ing data is available.
Despite that, conversational agents could be successfully applied to
solve less cognitive but still highly relevant tasks – that is, within the
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Intelligent Process Automation (IPA) domain. Such IPA-bots would
undertake tedious and time-consuming responsibilities to free up the
knowledge worker for more complex and intricate tasks. IPA-bots
could be seen as a member of goal-oriented dialogue family and are,
for the most part, performed either in a rule-based manner or through
hybrid models when it comes to a real-world setting.
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M U LT I P U R P O S E I PA V I A C O N V E R S AT I O N A L
A S S I S TA N T
This chapter partially covers work already published at in-
ternational peer-reviewed conferences. The relevant pub-
lication is Moiseeva et al., 2020. The research described
in this chapter was carried out in its entirety by the au-
thor of this thesis. The other authors of the publication
acted as advisers. At the time of writing this thesis, the
system described in this work was deployed at the Online
Mathematik Brückenkurs (OMB+) platform.
As we outlined in the introduction, Intelligent Process Automa-
tion (IPA) is an emerging technology with the primary goal of assist-
ing the knowledge worker by taking care of repetitive, routine and
low-cognitive tasks. Conversational assistants that interact with users
in a natural language are a potential application for the IPA domain.
Such smart virtual agents can support the user by responding to var-
ious inquiries and performing routine tasks carried out in a natural
language (i.e., customer support).
In this work, we tackle the challenge of implementing an IPA con-
versational agent in a real-world industrial context and conditions of
missing training data. Our system has two meaningful benefits: First,
it decreases monotonous and time-consuming tasks and, hence, lets
workers concentrate on more intellectual processes. Second, interact-
ing with users, it augments the resources with structured and labeled
training data. The latter, in turn, can be used to retrain a system
utilizing machine and deep learning methods.
3.1 introduction
Conversational dialogue systems can give attention to several users
simultaneously while supporting natural communication. They are
thus, exceptionally needed for practical assistance applications where
a high number of users are involved at the same time. Regularly, di-
alogue agents require a lot of natural language understanding and
commonsense knowledge to hold a conversation reasonably and in-
telligently. Therefore, nowadays, it is still challenging to substitute
human assistance with an intelligent agent completely. However, a
dialogue system could be successfully employed as a part of the In-
telligent Process Automation (IPA) application. In this case, it would
take care of simple, but routine and time-consuming tasks performed
21
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in a natural language while allowing a human worker to focus on
more cognitive demanding processes.
Recent research in the dialogue generation domain is conducted by
employing Artificial Intelligence (AI) techniques like machine- and
deep learning (Lowe et al., 2017; Wen et al., 2016). However, those
methods require high-quality data for training that is often not di-
rectly available for domain-specific and industrial problems. Even
though companies gather and store vast volumes of data, it is of-
ten low-quality with regards to machine learning approaches (Daniel,
2015). Especially if it concerns dialogue data, which has to be prop-
erly structured as well annotated. Whereas, if trained on artificially
created datasets (which is often the case in the research setting), the
systems can solve only specific problems and are hardly adaptable
to other domains. Hence, despite the popularity of deep learning
end-to-end models, one still needs to rely on traditional pipelines in
practical dialogue engineering, mainly while introducing a new do-
main.
3.1.1 Outline and Contributions
This work addresses the challenge of implementing a dialogue system
for IPA purposes within the practical e-learning domain under condi-
tions of missing training data. The chapter is structured as follows:
In Section 3.2, we introduce our method and describe the design of
the rule-based dialogue architecture with its main components, such
as Natural Language Understanding (NLU), Dialogue Manager (DM),
and Natural Language Generation (NLG) units. In Section 3.3, we
present the results of our dual-focused evaluation, and Section 3.4 de-
scribes the format of collected structured data. Finally, we conclude
in Section 3.5.
Our contributions within this work are as follows:
• We implemented a robust conversational system for IPA pur-
poses within a practical e-learning domain and under the con-
ditions of missing training (i.e., dialogue) data.
• The system has two main objectives:
– First, it reduces repetitive and time-consuming activities
and allows workers of the e-learning platform to focus
solely on mathematical inquiries;
– Second, by interacting with users, it augments the resources
with structured and partially labeled training data for fur-
ther implementation of trainable dialogue components;
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3.2 model
The central purpose of the introduced system is to interact with stu-
dents at the beginning of every chat conversation and gather informa-
tion on the topic (and sub-topic), examination mode and level, question
number and exact problem formulation. Such onboarding process saves
time for human tutors and allows them to handle mathematical ques-
tions solely. Furthermore, the system is realized in a way such that it
accumulates labeled and structured dialogues in the background.
Figure 4 displays the intact conversation flow. After the system
accepts user input, it analyzes it at different levels and extracts infor-
mation, if such is provided. If some of the information required for
tutoring, is missing, the system asks the student to provide it. When
all the information points are collected, they are automatically vali-
dated and forwarded to a human tutor. The latter can then directly
proceed with the assistance process. In the following, we explain the
key components of the system.
3.2.1 OMB+ Design
Figure 3 illustrates the internal structure and design of the OMB+ plat-
form. It has topics and sub-topics, as well as four various examination
modes. Each topic (Figure 3, tag 1) correspond to a chapter level and al-
ways has sub-topics (Figure 3, tag 2), that correspond to a section level.
Examination modes training and exercise are ambiguous, because they
correspond to either a chapter (Figure 3, tag 3) or a section (Figure 3,
tag 5) level, and it is important to differentiate between them, since
they contain different types of content. The mode final examination
(Figure 3, tag 4) always corresponds to a chapter level, whereas quiz
(Figure 3, tag 5) can belong only to a section level. According to the
design of the OMB+ platform, there are several ways of how a possible
dialogue flow can proceed.
3.2.2 Preprocessing
In a natural language conversation, one may respond in various forms,
making the extraction of data from user-generated text challenging
due to potential misspellings or confusable spellings (i.e., Aufgabe 1.a,
Aufgabe 1 (a)). Hence, to facilitate a substantial recognition of intents
and extraction of entities, we normalize (e.g., correct misspellings,
detect synonyms) and preprocess every user input before moving for-
ward to the Natural Language Understanding (NLU) module.
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Figure 3: OMB+ Online Learning Platform, where 1 is the Topic (corre-
sponds to a chapter level), 2 is a Sub-Topic (corresponds to a section
level), 3 is chapter level examination mode, 4 is the Final Exam-
ination Mode (available only for chapter level), 5 are the Examina-
tion Modes: Exercise, Training (available at section levels) and Quiz
(available only at section level), and 6 is the OMB+ Chat.
We perform both linguistic and domain-specific preprocessing, which
include the following steps:
• lowercasing and stemming of words in the input query;
• removal of stop words and punctuation;
• all mentions of X in mathematical formulations are removed to
avoid confusion with roman number 10 (“X”);
• in a combination of the type: word “Kapitel/Aufgabe” + digit
written as a word (i.e “eins”, “zweites”, etc), word is replaced
with a digit (“Kapitel eins” → “Kapitel 1”; “im fünften Kapitel” →
“im Kapitel 5”), roman numbers are replaced with a digit as well
(“Kapitel IV”→ “Kapitel 4”).
• detected ambiguities are normalized (e.g., “Trainingsaufgabe”→
“Training”);
• recognized misspellings resp. type errors are corrected (e.g.,
“Difeernzialrechnung”→ “Differentialrechnung”)
• permalinks are parsed and analyzed. From each permalink it is
possible to extract topic, examination mode and question num-
ber;
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3.2.3 Natural Language Understanding
We implement the Natural Language Understanding (NLU) unit uti-
lizing handcrafted rules, Regular Expressions (RegEx) and Elasctic-
search1 API.
intent classification : According to the design of the OMB+
platform, all student questions can be classified into three cate-
gories: organizational questions (i.e., course certificate), contextual
questions (i.e., content, theorem) and mathematical questions (exer-
cises, solutions). To classify the input query by its intent (i.e., cat-
egory), we employ weighted key-word information in the form
of handcrafted rules. We assume that specific words are explic-
itly associated with a corresponding intent (e.g., theorem or root
denote the mathematical question, feedback or certificate denote
organizational inquire). If no intent could be ordered, then it
is assumed that the NLU unit was not capable of understand-
ing, and the intent is unknown. In this case, the virtual agent
requests the user to provide an intent manually by picking one
from the mentioned three options. The queries from organiza-
tional and theoretical categories are directly handed over to a
human tutor, while mathematical questions are analyzed by the
automated agent for further information extraction.
entity extraction : On the next step, the system retrieves the en-
tities from a user message. We specify five following prerequi-
site entities, which have to be collected before the dialogue can
be handed over to a human tutor: topic, sub-topic, examina-
tion mode and level, and question number. This part is imple-
mented using ElasticSearch (ES) and RegEx. To facilitate the use
of ES, we indexed the OMB+ web-page to an internal database.
Besides indexing the titles of topics and sub-topics, we also pro-
vided supplementary information on possible synonyms and
writing styles. We additionally filed OMB+ permalinks, which
direct to the site pages. To query the resulting database, we em-
ploy the internal Elasticsearch multi match function and set the
minimum should match parameter to 20%. This parameter spec-
ifies the number of terms that must match for a document to
be considered relevant. Besides that, we adopted fuzziness with
the maximum edit distance set to 2 characters. The fuzzy query
uses similarity based on Levenshtein edit distance (Levenshtein,
1966). Finally, the system produces a ranked list of potential
matching entries found in the database within the predefined
relevance threshold (we set it to θ=1.5). We then pick the most
probable entry as the right one and select the corresponding
entity from the user input.
Overall, the Natural Language Understanding (NLU) module re-
ceives the user input as a preprocessed text and examines it across all
1https://www.elastic.co/products/elasticsearch
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predefined RegEx statements and for a match in the ElasticSearch (ES)
database. We use ES to retrieve entities for the topic, sub-topic, and
examination mode, whereas RegEx is used to extract the information
on a question number. Every time the entity is extracted, it is filled in
the Informational Dictionary (ID). The ID has the following six slots
to be filled in: topic, sub-topic, examination level, examination mode,
question number, and exact problem formulation (this information is
requested on further steps).
3.2.4 Dialogue Manager
A conventional Dialogue Manager (DM) consists of two interacting
components. The first component is the Dialogue State Tracker (DST)
that maintains a representation of the current conversational state,
and the second is the Policy Learning (PL) that defines the next system
action (i.e., response).
In our model, every agent’s next action is determined by the state
of the previously obtained information accumulated in the Informa-
tional Dictionary (ID). For instance, if the system recognizes that the
student works on the final examination, it also knows (defined by hand-
coded logic in the predefined rules) that there is no necessity to ask
for sub-topic because the final examination always corresponds to a
chapter level (due to the layout of OMB+ platform). If the system rec-
ognizes that the user struggles in solving quiz, it has to ask for both
the corresponding topic and sub-topic because the quiz always relates
to a section level.
To discover all of the potential conversational flows, we implement
Mutually Exclusive Rules (MER), which indicate that two events e1
and e2 are mutually exclusive or disjoint since they cannot both oc-
cur at the same time (i.e., the intersection of these events is empty:
P(A ∩ B) = 0). Additionally, we defined transition and mapping rules.
Hence, only particular entities can co-occur, while others must be
excluded from the specific rule combination. Assume, a topic t =
Geometry. According to MER, this topic can co-occur with one of the
pertaining sub-topics defined at the OMB+ (i.e., s = Angel). Thus, the
level of the examination would be l = Section (but l 6= Chapter),
because the student already reported a sub-section, he or she is work-
ing on. In this specific case, the examination mode could either be
e ∈ [Training,Exercise,Quiz], but not e = Final_Examination.
This is because, e = Final_Examination can co-occur only with a
topic (chapter-level), but not with a sub-topic (section-level). The ques-
tion number q could be arbitrary and has to co-occur with every other
combination.
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This allows the formal solution to be found. Assume a list of all
theoretically possible dialogue states: S = [topic, sub-topic, training,
exercise, chapter level, section level, quiz, final examination, question
number] and for each element sn in S is true that:
sn =
{
1, if information is given;
0, otherwise
(1)
This gives all general (resp. possible) dialogue states without ref-
erence to the design of the OMB+ platform. However, to make the
dialogue states fully suitable for the OMB+, from the general states,
we select only those, which are valid. To define the validness of the
state, we specify the following five MER’s:
R1: Topic
¬ T T
Table 2: Rule 1 – Admissible topic configurations.
Rule (R1) in Table 2 denotes admissible configurations for topic and
means that the topic could be either given (T ) or not (¬T ).
R2: Examination Mode
¬ TR ¬ E ¬ Q ¬ FE
TR ¬ E ¬ Q ¬ FE
¬ TR E ¬ Q ¬ FE
¬ TR ¬ E Q ¬ FE
¬ TR ¬ E ¬ Q FE
Table 3: Rule 2 – Admissible examination mode configurations.
Rule (R2) in Table 3 denotes that either no information on the ex-
amination mode is given, or examination mode is Training (TR) or
Exercise (E) or Quiz (Q) or Final Examination (FE), but not more than
one mode at the same time.
R3: Level
¬ CL ¬ SL
CL ¬ SL
¬ CL SL
Table 4: Rule 3 – Admissible level configurations.
Rule (R3) in Table 4 indicates that either no level information is
provided, or the level corresponds to chapter level (CL) or to section
level (SL), but not to both at the same time.
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R4: Examination & Level
¬ TR ¬ E ¬ SL ¬ CL
TR ¬ E SL ¬ CL
TR ¬ E ¬ SL CL
TR ¬ E ¬ SL ¬ CL
¬ TR E SL ¬ CL
¬ TR E ¬ SL CL
¬ TR E ¬ SL ¬ CL
Table 5: Rule 4 – Admissible examination mode (only for Training and Exer-
cise) and corresponding level configurations.
Rule (R4) in Table 5 means that Training (TR) and Exercise (E) ex-
amination modes can either belong to chapter level (CL) or to section
level (SL), but not to both at the same time.
R5: Topic & Sub-Topic




Table 6: Rule 5 – Admissible topic and corresponding sub-topic configura-
tions.
Rule (R5) in Table 6 symbolizes that we could be either given only
a topic (T ) or the combination of topic and sub-topic (ST ) at the same
time, or only sub-topic, or no information on this point at all.
We then define a valid dialogue state, as a dialogue state that meets
all requirements of the abovementioned rules:
∀s(State(s)∧ R1−5(s))→ Valid(s) (2)
Once we have the valid states for dialogues, we perform a mapping
from each valid dialogue state to the next possible systems action. For
that, we first define five transition rules. The order of transition rules
is important.
T1 := ¬T, (3)
means that no topic (T ) is found in the ID (i.e., could not be ex-
tracted from user input).
T2 := ¬EM, (4)
indicates that no examination mode (EM) is found in the ID.
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T3 := EM, where EM ∈ [TR,E], (5)
denotes that the extracted examination mode (EM) is either Train-
ing (TR) or Exercise (E).
T4 :=

T ¬ST TR SL,
T ¬ST E SL,
T ¬ST Q
(6)
means that no sub-topic (ST ) is provided by a user, but ID either al-
ready contains the combination of topic (T ), training (TR) and section
level (SL), or the combination of topic, exercise (E) and section level,
or the combination of topic and quiz (Q).
T5 := ¬QNR, (7)
indicates that no question number (QNR) was provided by a stu-
dent (or could not be successfully extracted).




Ask for Examination Mode,
Ask for Level,
Ask for Sub-Topic,
Ask for Question Nr.
(8)
Following the transition rules, we map each valid dialogue state to
the possible next action am in A:
∃a∀s(Valid(s)∧ T1(s))→ a(s, T), (9)
in the case where we do not have any topic provided, the next
action is to ask for the topic (T ).
∃a∀s(Valid(s)∧ T2(s))→ a(s, EM), (10)
if no examination mode is provided by a user (or it could not be
successfully extracted from the user query), the next action is defined
as ask for examination mode (EM).
∃a∀s(Valid(s)∧ T3(s))→ a(s, L), (11)
in case where we know the examination mode EM ∈ [Training,
Exercise], we have to ask about the level (i.e., training at chapter level
or training at section level), thus the next action is ask for level (L).
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∃a∀s(Valid(s)∧ T4(s))→ a(s, ST), (12)
if no sub-topic is provided, but the examination mode EM ∈ [Train-
ing, Exercise] at section level, the next action is defined as ask for sub-
topic (ST ).
∃a∀s(Valid(s)∧ T5(s))→ a(s, QNR), (13)
if no question number is provided by a user, then the next action is
ask for question number (QNR).
Following this scheme, we generate 56 state transitions, which spec-
ify the next system actions. Being on a new conversation state, we
compare the extracted (or updated) data in the Informational Dictio-
nary (ID) with the valid dialogue states and select the mapped action
as the next system’s action.
flexibility of dst : The DST transitions outlined above are meant
to maintain the current configuration of the OMB+ learning platform.
Still, further MERs could be effortlessly generated to create new tran-
sitions. Examining this, we performed tests with the previous de-
sign of the platform, where all the topics, except for the first one,
had sub-topics. Whereas the first topic contained both sub-topics and
sub-sub-topics. We could produce the missing transitions with the de-
scribed approach. The number of permissible transitions, in this case,
increased from 56 to 117.
3.2.5 Meta Policy
Since the proposed system is expected to operate in a real-world set-
ting, we had to develop additional policies that manage the dialogue
flow and verify the system’s accuracy. We explain these policies be-
low.
completeness of informational dictionary : The model au-
tomatically verifies the completeness of the Informational Dic-
tionary (ID), which is determined by the number of essential
slots filled in the informational dictionary. There are 6 discrete
cases when the ID is deemed to be complete. For example, if
a user works on a final examination mode, the agent does not
has to request a sub-topic or examination level. Hence, the ID
has to be filled only with data for a topic, examination type,
and question number. Whereas, if the user works on training
mode, the system has to collect information about the topic, sub-
topic, examination level, examination mode, and the question
number. Once the ID is intact, it is provided to the verification
step. Otherwise, the agent proceeds according to the next ac-
tion. The system extracts the information in each dialogue state,
and therefore if the user gives updated information on any sub-
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ject later in the dialogue history, the corresponding slot will be
updated in the ID.
Below are examples of two final cases (out of six), where Infor-





exam mode = Final Examination,
level = None,
question nr. 6= None
(14)
Table 7: Case 1 – Any topic, examination mode is final examination, exami-






exam mode ∈ [Training, Exercise],
level = Section,
question nr. 6= None
(15)
Table 8: Case 2: Any topic, any related sub-topic, examination mode is ei-
ther training or exercise, examination level is section, any question
number.
verification step : After the system has collected all the essential
data (i.e., ID is complete), it continues to the final verification step.
Here, the obtained data is presented to the current student in
the dialogue session. The student is asked to review the exactness
of the data, and if any entries are faulty, to correct them. The
Informational Dictionary (ID) is, where necessary, updated with
the user-provided data. This procedure repeats until the user
confirms the correctness of the compiled data.
fallback policy : In the cases where the system fails to retrieve
information from a student’s query, it re-asks a user and at-
tempts to retrieve information from a follow-up response. The
maximum number of re-ask trials is a parameter and set to three
times (r = 3). If the system is still incapable of extracting in-
formation, the user input is considered as the ground truth and
filled to the appropriate slot in ID. An exception to this rule
applies where the user has to specify the intent manually. After
three unclassified trials, a dialogues session is directly handed
over to a human tutor.
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human request : In every dialogue state, a user can shift to a hu-
man tutor. For this, a user can enter the “human” (or “Mensch”
in German language) key-word. Therefore, every user message
is investigated for the presence of this key-word.
3.2.6 Response Generation
The semantic representation of the systems next action is transformed
into a natural language utterance. Hence, each possible action is
mapped to precisely one response that is predefined in the template.
Some of the responses are fixed (i.e., “Welches Kapitel bearbeitest du
gerade?”) 2. Others have placeholders for custom values. In the latter
case, the utterance can be formulated dependent on the Informational
Dictionary (ID).
Assume predefined response: “Deine Angaben waren wie folgt: a)
Kapitel: {K}, b) Abschnitt: {A}, c) Aufgabentyp: {M}, d) Aufgabe: {Q}, e)
Ebene: {E}. Habe ich dich richtig verstanden? Bitte antworte mit Ja oder
Nein.”3 The slots [K,A,M,Q,E] are the placeholders for the informa-
tion, stored in the ID. During the conversation, the system selects the
template according to the next action and fills the slots with extracted
values if required. After the extracted information is filled in the cor-
responding placeholders in the utterance, the final response could be
as follows : “Deine Angaben waren wie folgt: a) Kapitel: I Elementares
Rechnen, b) Abschnitt: Rechenregel für Potenzen, c) Aufgabentyp: Quiz, d)
Aufgabe: 1(a), e) Ebene: Abschnitt. Habe ich dich richtig verstanden? Bitte
antworte mit Ja oder Nein.”4
Below we demonstrate five sample dialogues in original German
language with variable flows:
• short dialogue, where certain information is already provided
in the first student’s input
• organizational question case
• contextual question case
• example with the manual intent classification.
• example with fallback and human policies
• long flow with entry correction on the final verification phase
2Translates to: “Which chapter are you currently working on?”
3Translates to: “Your details were as follows: a) Chapter, b) Section, c) Examina-
tion Mode, d) Question Number, e) Level. Did I understand you correctly? Please
answer yes or no."
4Translates to: “Your details were as follows: a) Elementary Calculus, b) Power
Laws, c) Quiz, d) Question 1 (a), e) Section Level. Did I understand you correctly?
Please answer yes or no."
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Student: Hallo, ich habe Schwierigkeiten beim Kapitel I Elementares Rech-
nen, mit der Übungsaufgabe 1 a
Next-Action: [Ask for a Level: Chapter or Section]
Bot: Geht es um eine Aufgabe auf Kapitel-Ebene (z.B um eine Trainingsauf-
gabe im Kapitel “Geometrie”) oder um eine Aufgabe auf der Ebene eines
Abschnitts in einem Kapitel (z.B. um eine Aufgabe zum Abschnitt “Winkel”




Bot: Deine Angaben waren wie folgt:




Habe ich dich richtig verstanden? Bitte antworte mit Ja oder Nein.
Student: yep
Next-Action: [Human Hand-Over]
Bot: Vielen Dank, unsere menschlichen Kollegen melden sich gleich bei dir!
Table 9: Showcase 1: Short flow, most of the information was extracted from
the initial user input. In bold are the extracted entities.
Student: Hallo, ich habe eine Frage bzgl. eines Zertifikates und zwar, wie
kann ich es austellen lassen?
Next-Action: [Organisational Question]
Bot: Es scheint sich wohl um eine organisatorische Frage zu handeln! Bitte
fasse deine Frage in einem kurzen Text zusammen, damit ich sie an meinen
menschlichen Kollegen weiterleiten kann!
Student: Wie bekomme ich ein Zertifikat?
Next-Action: [Human Hand-Over]
Bot: Vielen Dank, unsere menschlichen Kollegen melden sich gleich bei dir!
Table 10: Showcase 2: Organisational Question. Underlined are the key-
words which point on the organisational intent.
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Student: hallo
Next-Action: [UNK]
Bot: Hast du eine Frage zu einer Aufgabe (MATH), zu einem Text im Kurs
(TEXT) oder eine organisatorische Frage (ORG)?
Student: ma
Next-Action: [UNK]
Bot: Hast du eine Frage zu einer Aufgabe (MATH), zu einem Text im Kurs
(TEXT) oder eine organisatorische Frage (ORG)?
Student: math
Next-Action: [Ask for Topic]
Bot: Welches Kapitel bearbeitest du gerade?
Student: Lineare Gleichungssysteme
Next-Action: [Ask for Examination Mode]




Bot: Vielen Dank, unsere menschlichen Kollegen melden sich gleich bei dir!
Table 11: Showcase 3: Manual intent classification, Fallback and Human Re-
quest policies (in bold type).
Student: Halli-Hallo, könnte mir bitte jemand die Regel 7.2 (vertikale streck-
ung und stauchung des graphen) erklären? Danke im Voraus!
Next-Action: [Contextual Question]
Bot: Es scheint sich wohl um eine inhaltliche Frage zu handeln! Bitte fasse
deine Frage in einem kurzen Text zusammen, damit ich sie an meinen men-
schlichen Kollegen weiterleiten kann!
Student: Ich habe Schwierigkeiten beim Verstehen der Regel 7.2. Was ist
genau die vertikale Streckung des Graphen?
Next-Action: [Human Hand-Over]
Bot: Vielen Dank, unsere menschlichen Kollegen melden sich gleich bei dir!
Table 12: Showcase 4: Contextual Question. Underlined are the key-words
which point on the contextual intent.
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Student: Hallo, ich kann beim Kapitel 1 nicht weiterkommen, Trainingsauf-
gabe 1 (a)
Next-Action: [Ask for Level]
Bot: Geht es um eine Aufgabe auf Kapitel-Ebene (z.B um eine Trainingsauf-
gabe im Kapitel Geometrie) oder um eine Aufgabe auf der Ebene eines Ab-
schnitts in einem Kapitel (z.B. um eine Aufgabe zum Abschnitt Winkel im
Kapitel Geometrie)? Antworte bitte mit KAP für Kapitel und SEK für Ab-
schnitt.
Student: ich glaube es ist eine Sektion
Next-Action: [Ask for Sub-Topic]
Bot: Wie heißt der Abschnitt in dem sich die Aufgabe befindet, auf die sich
deine Frage bezieht?
Student: ich bearbeite rechenregeln und potenzen
Next-Action: [Final Statement]
Bot: Deine Angaben waren wie folgt:
a) Kapitel: I Elementares Rechnen,
b) Abschnitt: Rechenregel für Potenzen,
c) Aufgabentyp: Quiz,
d) Aufgabe: 1 (a),
e) Ebene: Abschnitt.
Habe ich dich richtig verstanden? Bitte antworte mit Ja oder Nein.
Student: nope
Next-Action: [Ask_For]
Bot: Welche der folgenden Punkten habe ich falsch erkannt? Schreibe bitte
welche der folgenden Punkte es sind: a, b, c, d, e?
Student: c
State-Transition: [Correct-Fields]
Bot: Gib bitte die korrekte Information für c) ein:
Student: Training
State-Transition: [Final Statement]
Bot: Deine Angaben waren wie folgt:
a) Kapitel: I Elementares Rechnen,
b) Abschnitt: Rechenregel für Potenzen,
c) Aufgabentyp: Training,
d) Aufgabe: 1 (a),
e) Ebene: Abschnitt.
Habe ich dich richtig verstanden? Bitte antworte mit Ja oder Nein.
Student: yes
State-Transition: [Human Hand-Over]
Bot: Vielen Dank, unsere menschlichen Kollegen melden sich gleich bei dir!
Table 13: Showcase 5: Long Flow. Correction of entries. In bold type are the
extracted entities.
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Figure 4: Dialogue Flow. Abbreviations: UNK - unknown; ID - informa-
tional dictionary; RegEx - regular expressions.
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3.3 evaluation
In order to get the feedback on the quality, functionality, and use-
fulness of the proposed model, we evaluated it in two steps: first,
with an automated method (Section 3.3.1) utilizing 130 manually an-
notated conversations, to verify the robustness of the system. Second,
with the help of human tutors (Section 3.3.2) from OMB+, to exam-
ine the user experience. We describe the details as well as the most
common errors below.
3.3.1 Automated Evaluation
To manage an automated evaluation, we manually assembled a dataset
with 130 conversational flows. We predefined viable initial user ques-
tions, user answers, as well as gold system responses. These flows
cover most frequent dialogues that we previously observed in human-
to-human dialogue data. We examined our system by implementing
a self-chatting evaluation bot. The evaluation cycle is as follows:
• The system accepts the first question from a predefined dia-
logue via an API request, preprocesses, and analyzes it to de-
termine the intent and extract entities.
• Then it estimates the appropriate next action and responds ac-
cordingly.
• This response is then compared to the systems gold answer:
If the predicted result is correct, then the system receives the
next predefined user input from the templated dialogue and re-
sponds again, as defined above. This procedure proceeds until
the dialogue terminates (i.e., ID is complete). Otherwise, the
system reports an unsuccessful case number.
The system successfully passed this evaluation for all 130 cases.
3.3.2 Human Evaluation & Error Analysis
To evaluate the system on irregular cases, we carried out experiments
with human tutors from the OMB+ platform. The tutors are experi-
enced regarding rare or complex issues, ambiguous responses, mis-
spellings, and other infrequent but still relevant problems, which oc-
cur during a natural language dialogue. In the following, we review
some common errors and describe additional observations.
misspellings and confusable spelling frequently befall in the
user-generated text. Since we attempt to let the conversation
remain natural to provide better user experience, we do not
instruct students for formal writing. Therefore, we have to ac-
count for various writing issues. One of the prevalent problems
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are misspellings. German words are commonly long and can
be complex, and because users often type quickly, it can lead to
the wrong order of characters within a given word. To tackle
this challenge, we utilized fuzzy match within ES. Though, the
maximum allowed edit distance in ElasticSearch (ES) is set to 2
characters, which means, that all the misspellings beyond this
threshold could not be correctly identified by ES (e.g., Differenzial-
rechnung vs Differnetialrechnung). Another representative exam-
ple would be the formulation of the section or question num-
ber. The equivalent information can be communicated in sev-
eral discrete ways, which has to be considered by RegEx unit
(e.g., Aufgabe 5 a, Aufgabe V a, Aufgabe 5 (a)). A similar prob-
lem occurs with confusable spelling (i.e.: Differenzialrechnung vs
Differenzialgleichung).
We analyzed the cases stated above and improved our model
by adding some of the most common misspellings to the Elas-
ticSearch (ES) database or handling them with RegEx during the
preprocessing step.
elasticsearch threshold : We observed both cases where the
system failed to extract information, although the user provided
it and examples where ES extracted information not mentioned
in a user query. According to our understanding, these errors
occur due to the relevancy scoring algorithm of ElasticSearch (ES),
where a document’s score is a combination of textual similarity
and other metadata based scores. Our examination revealed
that ES mostly fails to extract the information if the user mes-
sage is rather short (e.g., about 5 tokens). To overcome this diffi-
culty, we coupled the current input ut with the dialogue history
(h = ut,··· ,t−2). That eliminated the problem and improved the
retrieval quality.
To solve the opposite problem where ES extracts false infor-
mation (or information that was not mentioned in a query)
was more challenging. We learned that the problem comes
from short words or sub-words (i.e., suffix, prefix), which ES
locates in a database and considers them credible enough. The
ES documentation suggests getting rid of stop words to elim-
inate this behavior. However, this did not improve the search.
Also, fine-tuning of ES parameters such as the relevance threshold,
prefix length5 and minimum should match6 parameter did not re-
sult in notable improvements. To cope with this problem, we
implemented a verification step, where a user can edit the erro-
neously retrieved data.
5The amount of fuzzified characters. This parameter helps to decrease the num-
ber of terms which must be reviewed.
6Indicates a number of terms that must match for a document to be considered
relevant.
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3.4 structured dialogue acquisition
As we stated, the implemented system not only supports the human
tutor by assisting students but also collects structured and labeled
training data in the background. In a trial run of the rule-based sys-
tem, we accumulated a toy-dataset with dialogues. The assembled
dataset includes the following:
• Plain dialogues with unique dialogue-indexes;
• Plain ID information collected for the whole conversation;
• Pairs of questions (i.e., user requests) and responses (i.e., bot
replies) with the unique dialogue- and turn-indexes;
• Triples in the form of (Question, Next Action, Response). Informa-
tion on the next system’s action could be employed to train a
DM unit with (deep-) machine learning algorithms;
• On every conversational state, we keep the entities, that the sys-
tem was able to extract, along with their position in the utter-
ance. This information could be used to train a custom domain-
specific NER model.
3.5 summary
In this work, we realized a conversational agent for IPA purposes
that addresses two problems: First, it decreases repetitive and time-
consuming activities, which allows workers of the e-learning plat-
form to focus solely on mathematical and hence cognitively demand-
ing questions. Second, by interacting with users, it augments the
resources with structured and labeled training data. The latter can
be utilized for further implementation of learnable dialogue compo-
nents.
The realization of such a system was connected with multiple chal-
lenges. Among others were missing structured conversational data,
ambiguous or erroneous user-generated text, and the necessity to
deal with existing corporate tools and their design.
The proposed conversational agent enabled us to accumulate struc-
tured, labeled data without any special efforts from the human (i.e.,
tutors) side (e.g., manual annotation and post-processing of existing
data, change of the conversational structure within the tutoring pro-
cess). Once we collected structured dialogues, we were able to re-
train particular segments of the system with deep learning methods
and achieved consistent performance for both of the proposed tasks.
We report the re-implemented elements in Chapter 4.
At the time of writing this thesis, the system described in this work
was deployed at the OMB+ platform.
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3.6 future work
Possible extensions of our work are:
• In this work, we implemented a rule-based dialogue model
from scratch and adjusted it for the specific domain (i.e., e-
learning). The core of the model – is a dialogue manager that
determines the current state of the conversation and the possi-
ble next action. Rule-based systems are generally considered
to be hardly adaptable to new domains; however, our dialogue
manager proved to be flexible to slight modifications in a work-
flow. One of the possible directions of future work would be,
thus, the investigation of the general adaptability of the dialogue
manager core to other scenarios and domains (e.g., different
course).
• A further possible extension would we the introduction of dif-
ferent languages. The current model is implemented for the Ger-
man language, but the OMB+ platform provides this course also
in English and Chinese. Therefore, it would be interesting to
investigate whether it is possible to adjust the existing system
to other languages without drastic changes in the model?
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D E E P L E A R N I N G R E - I M P L E M E N TAT I O N O F U N I T S
This chapter partially covers work already published at in-
ternational peer-reviewed conferences. The relevant pub-
lication is Moiseeva et al., 2020. The research described in
this chapter was carried out in its entirety by the author
of this thesis. The other authors of the publication acted
as advisors.
In this chapter, we address the challenge of re-implementation of
two central components of our IPA dialogue system described in Chap-
ter 3, by employing deep learning techniques. Since the data for the
training was collected in a (short) trial-run of the rule-based system,
it is not sufficient to train a neural network from scratch. Therefore,
we utilize Transfer Learning (TL) methods and employ the previously
pre-trained Bidirectional Encoder Representations from Transform-
ers (BERT) model that we fine-tune for two of our custom tasks.
4.1 introduction
Data mining and machine learning technologies have gained notable
advancement in many research fields, including but not limited to
computer vision, robotics, advanced analytics, and computational lin-
guistics (Pan and Yang, 2009; Trautmann et al., 2019; Werner et al.,
2015). Besides that, in recent years, deep neural networks with their
ability to accurately map from inputs to outputs (i.e., labels, images,
sentences) while analyzing patterns in data, became a potential solu-
tion for many industrial automatization tasks (e.g., fake news detec-
tion, sentiment analysis).
Nevertheless, conventional supervised models still have limitations
when applied to real-world data and industrial tasks. The first chal-
lenge here is a training phase since a robust model requires an im-
mense amount of structured and labeled data. Still, there are just a
few cases where such data is publicly available (e.g., research datasets),
but for most of the tasks, domains and languages, the data has to
be gathered over a long time. The second hurdle is that if trained
on existing data from a distinct domain, a supervised model cannot
generalize to conditions that are different from those faced in the
training dataset. Most of the machine learning methods perform cor-
rectly only under a general assumption: the training and test data
are mapped to the same feature space and the same distribution (Pan
and Yang, 2009). When the distribution changes, most statistical mod-
els need to be retrained from scratch using newly obtained training
41
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samples. It is especially crucial if applying such approaches to real-
world data that is usually very noisy and contains a large number
of scenarios. In this case, a model would be ill-trained to make deci-
sions about novel patterns. Furthermore, for most of the real-world
applications, it is expensive or even not feasible at all to recollect the
required training data to retrain the model. Hence, the possibility to
transfer the knowledge obtained during the training on existing data
to the new unseen domain is one of the possible solutions for indus-
trial problems. Such a technique is called Transfer Learning (TL), and
it allows dealing with the abovementioned scenarios by leveraging
existing labeled data of some related tasks or domains.
4.1.1 Outline and Contributions
This work addresses the challenge of re-implementing two out of
three central components in our rule-based IPA conversational assis-
tant with deep learning methods. As we discussed in Chapter 2, hy-
brid dialogue models (i.e., consisting of both rule-based and trainable
components) appear to replace the established rule- and template-
based methods, which are, to the most part, employed in the in-
dustrial setting. To investigate this assumption and examine current
state-of-the-art deep learning techniques, we conducted experiments
on our custom domain-specific data. Since the available data were
collected in a trial-run and the obtained dataset was relatively small
to train a conventional machine learning model from scratch, we uti-
lized the Transfer Learning (TL) approach, and fine-tuned the existing
pre-trained model for our target domain.
For the experiments, we defined two tasks:
• First, we considered the NER problem in a custom domain set-
ting. We defined a sequence labeling task and employed a Bidirec-
tional Encoder Representations from Transformers (BERT) (De-
vlin et al., 2018) as one of the transfer learning methods widely
utilized in the NLP area. We applied the model on our dataset
and fine-tuned it for seven (7) domain-specific (i.e., e-learning)
entities.
• Second, we examined the effectiveness of transfer learning for
the dialogue manager core. The DM is one of the fundamental
parts of the conversational agent and requires compelling learn-
ing techniques to hold the conversation intelligently. For that
experiment, we defined a classification task and applied the BERT
model to predict the systems next action for every given user
input in a conversation. We then computed the macro F1-score
for 14 possible classes (i.e., actions) and an average dialogue
accuracy.
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The main characteristics of both settings are:
• the set of named entities and labels (i.e., actions) between source
and target domain is different;
• for both settings we utilized the BERT model in German and
multilingual versions with additional parameters;
• the dataset used to train the target model is small and consists
of highly domain-specific labels. The latter is often appearing
in industrial scenarios.
We finally verified that the selected method performed reasonably
well on both tasks: We reached the performance of 0.93 macro F1
points for Named Entity Recognition (NER) and 0.75 macro F1 points
for the Next Action Prediction (NAP) task. Therefore, we conclude
that both NER and NAP components could be employed to substitute
or extend the existing rule-based modules.
4.2 related work
As discussed in the previous section, the main benefit of Transfer
Learning (TL) is that it allows the domains and tasks used during
training and testing phases to be different. Initial steps in the for-
mulation of transfer learning were made after NeurIPS-951 workshop
that was focused on the demand for lifelong machine-learning meth-
ods that preserve and reuse previously learned knowledge (Chen et
al., 2018). Research on transfer learning has attracted more and more
attention since then, especially in the computer vision domain and,
in particular, for image recognition tasks (Donahue et al., 2014; Sharif
Razavian et al., 2014).
Recent studies have shown that TL can also be successfully applied
within the Natural Language Processing (NLP) domain, especially on
semantically equivalent tasks (Dai et al., 2019; Devlin et al., 2018;
Mou et al., 2016). Several research works were carried out specifically
on the Named Entity Recognition (NER) task and explored the capa-
bilities of transfer learning when applied to different named entity
categories (i.e., different output spaces). For instance, Qu et al. (2016)
pre-trained a linear-chain Conditional Random Fields (CRF) on a large
amount of labeled data in the source domain. Then, they introduced
a two linear layer neural network that learns the difference between
the source and target label distributions. Finally, the authors initial-
ized another CRF with parameters learned in linear layers, to predict
the labels of the target domain. Kim et al. (2015) conducted experi-
ments with transferring features and model parameters between re-
lated domains, where the label classes are different but may have a
semantic similarity. Their primary approach was to construct label
embeddings to automatically map the source and target label classes
to improve the transfer (Chen et al., 2018).
1Conference on Neural Information Processing Systems. Formerly NIPS.
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However, there are also models trained in a manner such that they
could be applied to multiple NLP tasks simultaneously. Among such
architectures are ULMFit (Howard and Ruder, 2018), BERT (Devlin et
al., 2018), GPT2 (Radford et al., 2019) and TransformerXL (Dai et al.,
2019) – powerful models that were recently proposed for transfer
learning within the NLP domain. These architectures are called lan-
guage models since they attempt to learn language structure from large
textual collections in an unsupervised manner, and then predict the
next word in a sequence based on previously observed context words.
The Bidirectional Encoder Representations from Transformers (BERT)
(Devlin et al., 2018) model is one of the most popular architecture
among the abovementioned, and it is also one of the first that showed
a close to human-level performance on the General Language Un-
derstanding Evaluation (GLUE) benchmark2 (Wang et al., 2018), that
includes tasks on sentiment analysis, question answering, semantic
similarity, and language inference. The architecture of BERT consists
of stacked transformer blocks that are pre-trained on a large corpus
consisting of 800M words from modern English books (i.e., BooksCor-
pus by Zhu et al.), and 2, 500M words of text from pre-processed (i.e.,
without markup) English Wikipedia articles. Overall, BERT advanced
the state-of-the-art performance for eleven (11) NLP tasks. We describe
this approach in detail in the subsequent section.
4.3 bert : bidirectional encoder representations from
transformers
Bidirectional Encoder Representations from Transformers (BERT) ar-
chitecture is divided into two steps: pre-training and fine-tuning. The
pre-training step was enabled through two following tasks:
• Masked Language Model – the idea behind this approach is to
train a deep bidirectional representation that is different from
conventional language models, which are either trained left-to-
right or right-to-left. To train a bidirectional model, the authors
mask out a certain number of tokens in a sequence. The model
is then asked to predict the original words for masked tokens. It
is essential that in contrast to denoising auto-encoders (Vincent
et al., 2008), the model does not need to reconstruct the entire
input; instead, it attempts to predict the masked words. Since
the model does not know which words exactly it will be asked
about, it learns a representation for every token in a sequence
(Devlin et al., 2018).
• Next Sentence Prediction – aims to capture relationships be-
tween two sentences A and B. In order to train the model, the
authors pre-trained a binarized next sentence prediction task,
where pairs of sequences were labeled according to the criteria:
A and B either follow each other directly in the corpus (label
2https://gluebenchmark.com
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IsNext) or are both taken from random places (label NotNext).
The model is then asked to predict whether the former or the
latter is the case. The authors demonstrated that pre-training
towards this task is extremely useful for both question answering
and natural language inference tasks (Devlin et al., 2018).
Furthermore, BERT uses WordPiece tokenization for embeddings
(Wu et al., 2016), which segments words into subword-level tokens.
This approach allows the model to make additional inferences based
on word structure (i.e., -ing ending denotes similar grammatical cat-
egories).
The fine-tuning step follows the pre-training process. For that, the
BERT model is initialized with parameters obtained during the pre-
training step, and a task-specific fully-connected layer is used after
transformer blocks, which maps the general representations to cus-
tom labels (employing softmax operation).
self-attention : The key operation of BERT architecture is the
self-attention, which is a sequence-to-sequence operation with conven-
tional encoder-decoder structure (Vaswani et al., 2017). The encoder
maps an input sequence (x1, x2 . . . , xn) to a sequence of continuous
representations z = (z1, z2, . . . , zn). Given z, the decoder then gener-
ates an output sequence (y1,y2, . . . ,ym) of symbols one element at
a time (Vaswani et al., 2017). To produce output vector yi the self





where j is an index over the entire sequence and the weights sum
to one (1) over all j. The weight wij is derived from a dot product
function over xi and xj (Bloem, 2019; Vaswani et al., 2017):
w ′ij = x
T
i xj (17)
The dot product returns a value between negative and positive in-
finity, and a softmax maps these values to [0, 1] to ensure that they






A self-attention is not the only operation in transformers, but is the
essential one, since it propagates information between vectors. Other
operations in the transformer are applied to every vector in the input
sequence without interactions between vectors (Bloem, 2019; Vaswani
et al., 2017).
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4.4 data & descriptive statistics
The benchmark that we accumulated through the trial-run includes
300 structured and partially labeled dialogues with the average length
of dialogue being six (6) utterances. All the conversations were held
in the German language. Detailed general statistics can be found in
Table 14.
Value
Max. Len. Dialogue (in utterances) 15
Avg. Len. Dialogue (in utterances) 6
Max. Len. Utterance (in tokens) 100
Avg. Len. Utterance (in tokens) 9
# Overall Unique Action Labels 13
# Overall Unique Entity Labels 7
Train – # Dialogues (# Utterances) 200 (1161)
Eval – # Dialogues (# Utterances) 50 (279)
Test – # Dialogues (# Utterances) 50 (300)
Table 14: General statistics for conversational dataset.
The dataset covers 14 unique next actions and seven (7) unique
named entities. Detailed information on next actions and entities can
be found in Table 15 and Table 16. Below we listed possible actions
with the corresponding explanation and predefined mapped state-
ments:
unk – requests to define the intent of the question: mathematical,
organizational or contextual. (i.e., fallback policy in case if the
automated intent recognition unit fails.) → “Hast du eine Frage
zu einer Aufgabe (MATH), zu einem Text im Kurs (TEXT) oder eine
organisatorische Frage (ORG)?”
org – handovers discussion to a human tutor in case of organiza-
tional question. → “Es scheint sich wohl um eine organisatorische
Frage zu handeln! Bitte fasse deine Frage in einem kurzen Text zusam-
men, damit ich sie an meinen menschlichen Kollegen weiterleiten kann”
text – handovers discussion to a human tutor in case of contextual
question. → “Es scheint sich wohl um eine inhaltliche Frage zu
handeln! Bitte fasse deine Frage in einem kurzen Text zusammen,
damit ich sie an meinen menschlichen Kollegen weiterleiten kann.”
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topic – requests information on the topic. → “Welches Kapitel bear-
beitest du gerade? Antworte bitte mit der Kapitelnummer z.B. IA, IB, II,
... oder mit dem Kapitelnamen z.B. Geometrie.”
examination – requests information about the examination mode.→
“Bearbeitest du eine Übungsaufgabe, eine Trainingsaufgabe, einen Quiz
oder eine Schlussprüfung?”
subtopic – requests information about the subtopic in case of quiz
or section-level training/exercise modes. → “Wie heißt der Ab-
schnitt in dem sich die Aufgabe befindet, auf die sich deine Frage
bezieht?”
level – requests information about the level of examination mode:
chapter or section? → “Geht es um eine Aufgabe auf Kapitel-Ebene
(z.B um eine Trainingsaufgabe im Kapitel Geometrie) oder um eine
Aufgabe auf der Ebene eines Abschnitts in einem Kapitel (z.B. um
eine Aufgabe zum Abschnitt Winkel im Kapitel Geometrie)? Antworte
bitte mit KAP für Kapitel und SEK für Abschnitt.”
question number – requests information about the question num-
ber. → “Welche Aufgabe bearbeitest du gerade? Wenn du z.B. bei
Teilaufgabe c in der zweiten Trainingsaufgabe (oder der zweiten Übungs-
aufgabe) bist, antworte mit 2c. Bearbeitest du gerade einen Quiz oder
eine Schlussprüfung, gib bitte nur die Teilaufgabe an.”
final request – considers the Informational Dictionary (ID) to be
complete and initiates the verification step. → “Deine Angaben
waren wie folgt . . . . Habe ich dich richtig verstanden? Bitte antworte
mit Ja oder Nein”
verify request – requests the student to verify the assembled in-
formation. → “Welche der folgenden Punkte habe ich falsch erkannt?
Schreibe bitte welche der folgenden Punkte es sind: [a, b, c, ...]3 ... ”
correct request – requests the student to provide a correct infor-
mation, if there is an error in the assembled data. → “Gib bitte
die korrekte Information für [a]4, ein:”
exact question – requests the student to provide the detailed ex-
planation of the problem. → “Bitte fasse deine Frage in einem
kurzen Text zusammen, damit ich sie an meinen menschlichen Kolle-
gen weiterleiten kann.”
human handover – finalizes the conversation. → “Vielen Dank,
unsere menschlichen Kollegen melden sich gleich bei dir!”
3Variables that depend on the state of Informational Dictionary (ID).
4Variable that was selected as erroneous and needs to be corrected.
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Action Counts Action Counts
Final Request 321 Unk. 80
Human Handover 300 Subtopic 55
Exact Question 286 Correct Request 40
Question Number 176 Verify Request 34
Examination 175 Org. 17
Topic 137 Text. 13
Level 130
Table 15: Detailed statistics on possible systems actions. Columns Counts









Table 16: Detailed statistics on possible named entities. Column Counts de-
note the number of occurrences of each entity in the entire dataset.
4.5 named entity recognition
We defined a sequence labeling task to extract custom entities from
user input. We considered seven (7) viable entities (see Table 16) to
be recognized by the model: topic, subtopic, examination mode and level,
question number, intent, as well as the entity other for remaining words
in the utterance. Since the data collected from the rule-based sys-
tem already includes information on the entities, we able to train a
domain-specific NER unit. However, since the original user-input was
informal, the same information could be provided in different writ-
ing styles. That means that a single entity could have different surface
forms (e.g., synonyms, writing styles). Therefore, entities that we ex-
tracted from the rule-based system were transformed into a universal
standard (e.g., official chapter names). To consider all of the variable
entity forms while post-labeling the original dataset, we determined
generic entity names (e.g., chapter, question nr.) and mapped vari-
ations of entities from the user input (e.g., Chapter = [Elementary
Calculus, Chapter I, ...]) to them. The overall dataset consists of 300
labeled dialogues, where 200 (with 1161 utterances) were employed
for training, and 100 for evaluation and test sets (50 dialogues with
ca. 300 utterances for each set respectively).
[ September 4, 2020 at 10:17 – classicthesis ]
4.6 next action prediction 49
4.5.1 Model Settings
We conducted experiments with German and multilingual BERT im-
plementations5. The capitalization of words is significant for the Ger-
man language; therefore, we run the experiments on the capitalized
data while preserving the original punctuation. We employed the avail-
able base model for both multilingual and German BERT implemen-
tations in the cased version. We initiated the learning rate for both
models to 1e − 4, and the maximum length of the tokenized input
was set to 128 tokens. We conducted the experiments multiple times
with different seeds for a maximum of 50 epochs, with the training
batch size set to 32. We utilized AdamW as the optimizer and applied
early stopping if the performance did not improve significantly after
5 epochs.
4.6 next action prediction
We defined a classification problem, where we aim to predict the sys-
tem’s next action according to the given user input. We assumed 14
custom actions (see Table 15) that we considered being our classes.
While collecting the toy dataset, every input was automatically la-
beled by the rule-based system with the corresponding next action
and the dialogue-id. Thus, no additional post-labeling was required
on this step.
We investigated two settings for this task:
• Default Setting: Utilizing a user input and the corresponding
class (i.e., next action) without any supplementary context. By
default, we conduct all of our experiments in this setting.
• Extended Setting: Employing a user input, corresponding next
action, and previous systems action as a source of supplementary
context. For this setting, we experimented with the best per-
forming model from the default setting.
The overall dataset consists of 300 labeled dialogues, where 200
(with 1161 utterances) were employed for training, and 100 for evalu-
ation and test sets (50 dialogues with ca. 300 utterances for each set
respectively).
4.6.1 Model Settings
For the NAP task, we carried out experiments with German and multi-
lingual BERT implementations as well. We examined the performance
of both capitalized and lower-cased inputs as well as plain and prepro-
cessed data. For the multilingual BERT, we used the base model in
both cased and uncased modifications. For the German BERT, we
5https://github.com/huggingface/transformers
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utilized the base model in the cased modification only6. For both
models, we initiated the learning rate to 4e − 5, and the maximum
length of the tokenized input was set to 128 tokens. We conducted
the experiments multiple times with different seeds for a maximum
of 300 epochs with the training batch size set to 32. We utilized AdamW
as the optimizer and applied early stopping if the performance did
not improve significantly after 15 epochs.
4.7 evaluation and results
To evaluate the models, we computed word-level macro F1 score for
the Named Entity Recognition (NER) task and utterance-level macro F1
score for the Next Action Prediction (NAP) task. The word-level F1
is estimated as the average of the F1 scores per class, each computed
from all words in the evaluation and test sets. The outcomes for the
NER task are represented in Table 17. For utterance-level F1, a single
class label (i.e., next action) is taken for the whole utterance. The
results for the NAP task are shown in Table 18.
We additionally computed average dialogue accuracy for the best per-
forming NAP models. This score indicates how well the predicted
next actions compose the conversational flow. The average dialogue
accuracy was estimated for 50 conversations in the evaluation and
test sets, respectively. The results are displayed in Table 19.
The obtained results for the NER task revealed that German BERT
performed significantly better than the multilingual BERT model. The
performance of the custom NER unit is at 0.93 macro F1 points for all
possible named entities (see Table 17). In contrast, for the NAP task,
the multilingual BERT model obtained better performance than the
German BERT model. The best performing method in the default set-
ting gained a macro F1 of 0.677 points for 14 possible classes, whereas
the model in the extended setting performed better – its best macro
F1 score is 0.752 for the equal number of classes (see Table 18).
Regarding the dialogue accuracy, the extended system fine-tuned
with multilingual BERT obtained better outcomes as the default one
(see Table 19). The overall conclusion for the NAP is that the capi-
talized setting increased the performance of the model, whereas the
inclusion of punctuation has not influenced the results.
6Uncased pre-trained modification of model was not available.
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Task Model Cased Punct. F1
Eval Test
NER GER X X 0.971 0.930
NER Mult X X 0.926 0.905
Table 17: Word-level F1 for the Named Entity Recognition (NER) task. In
bold: best performance for evaluation and test sets.
Task Model Cased Punct. Extended F1
Eval Test
NAP GER X × × 0.711 0.673
NAP GER X X × 0.701 0.606
NAP Mult X X × 0.688 0.625
NAP Mult X × × 0.769 0.677
NAP Mult X × X 0.810 0.752
NAP Mult × X × 0.664 0.596
NAP Mult × × × 0.742 0.502
Table 18: Utterance-level F1 for the Next Action Prediction (NAP) task. Un-
derlined: best performance for evaluation and test sets for default
setting (without previous action context). In bold: best perfor-




NAP default 0.765 0.724
NAP extended 0.813 0.801
Table 19: Average dialogue accuracy computed for the Next Action Predic-
tion (NAP) task for best preforming models. In bold: best perfor-
mance for evaluation and test sets.
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4.8 error analysis :
We then investigated the cases, where models failed to predict the
correct action or labeled the named entity span erroneously. Below
we outline the most common errors:
next action prediction : One of the prevalent flaws in the de-
fault model was the mismatch between two consecutive actions
– the action question number and subtopic. That is due to the
position of these actions in the conversational flow. The occur-
rence of both actions in the dialogue is not strict and largely
depends on the previous action. To explain this, we illustrate
the following possible conversational scenarios:
• The system can either directly proceed with the request for
the question number if the examination mode is the final
examination.
• If the examination mode is training or exercise, the system
has to ask about the level first (i.e., chapter or section).
• If it is a chapter-level, the system can again directly pro-
ceed with the request for the question number.
• In the case of section-level, the system has to ask about
the subsection first (if this information was not provided
before).
The examination of the extended model showed that the induction
of supplementary context (i.e., previous action) improved the
performance of the system by about 60%.
named entity recognition : The cases where the system failed
cover mismatches between the labels chapter and other, and
the labels question number and other. This failure arose due
to the imperfectly labeled span of a multi-word named entity
(e.g., “Elementary Calculus: Proportionality, Percentage”). The first
or last words in the named entity were excluded from the span
and erroneously labeled with the other label.
4.9 summary
In this chapter, we re-implemented two of three fundamental units
of our IPA conversational agent – Named Entity Recognition (NER)
and Dialogue Manager (DM) – using the methods of Transfer Learn-
ing (TL), specifically, the Bidirectional Encoder Representations from
Transformers (BERT) model.
We believe that the obtained results are reasonably high, consider-
ing a comparatively little amount of training data we employed to
fine-tune the models. Therefore, we conclude that both NAP and NER
segments could be used to replace or extend the existing rule-based
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modules. Rule-based components, as well as ElasticSearch (ES), are
limited in their capacities and not flexible to novel patterns. Whereas
the trainable units generalize better, and could possibly decrease the
amount of inaccurate predictions in case of accidental dialogue be-
havior. Furthermore, to increase the overall robustness, rule-based
and trainable components could be used synchronously: when one
system fails (e.g., ElasticSearch (ES) module can not extract an entity),
the conversation continues on the prediction obtained from the other
model.
4.10 future work
There are possible directions for future work:
• At the time of writing of this thesis, both units were trained and
investigated on its own – that means, without being incorpo-
rated into the initial IPA conversational system. Thus, one of the
potential directions of future work would be the embodiment
of these units into the original system, and the examination of
possible failure cases. Furthermore, the resulting hybrid sys-
tem could then imply the constraint of additional meta policies
to prevent an unexpected systems behavior.
• Further investigation could be towards the multi-language mo-
dality for the re-implemented units. Since the Online Mathe-
matik Brückenkurs (OMB+) platform also supports English and
Chinese, it would be interesting to examine whether the sim-
ple translation from target language (i.e., English, Chinese) to
source language (i.e., German) would be sufficient to employ
already-assembled dataset and pre-trained units. Presumably,
it should be achievable in the case of the Next Action Predic-
tion (NAP) unit but could lead to a noticeable performance drop
for the Named Entity Recognition (NER) task, since there could
be a considerable gap between translated and original entities
spans.
• Last but not least, one of the further extensions for the IPA
would be the eventual applicability for more cognitively de-
manding tasks. For instance, it is of interest to extend the model
for more complex domains like handling of mathematical ques-
tions. Would it be possible to automate the human assistance at
least by less complicated mathematical inquiries, or is it still un-
achievable with currently existing NLP techniques and machine
learning methods?
[ September 4, 2020 at 10:17 – classicthesis ]
[ September 4, 2020 at 10:17 – classicthesis ]
Part II
C L U S T E R I N G - B A S E D T R E N D A N A LY Z E R
[ September 4, 2020 at 10:17 – classicthesis ]
[ September 4, 2020 at 10:17 – classicthesis ]
5
F O U N D AT I O N S
As discussed in Chapter 1, predictive analytics is one of the poten-
tial Intelligent Process Automation (IPA) tasks due to its capability
to forecast future events by using current and historical data and
therethrough assist knowledge workers with, for instance, sales or in-
vestments. Modern machine learning algorithms allow an intelligent
and fast analysis of large amounts of data. However, the evaluation
of such algorithms and models remains one of the grave problems
in this domain. This is mostly due to the lack of publicly available
benchmarks for the evaluation of topic modeling and trend detection
algorithms. Hence, in this part of the thesis, we are addressing this
challenge and assembling the benchmark for detecting both trends
and downtrends (i.e., topics that become less frequent overtime). To
the best of our knowledge, the task of downtrend detection has not
been well addressed before.
In this chapter, we introduce the concepts required by the second
part of the thesis. We begin with the enlightenment to the topic mod-
eling task and define the emerging trend in Section 5.1. Next, we
examine the related work, existing approaches to topic modeling and
trend detection, and their limitations in Section 5.2. In Chapter 6,
we introduce our TRENDNERT benchmark for trend and downtrend
detection and describe the method we employed for its assembly.
5.1 motivation and challenges
Science changes and evolves rapidly: novel research areas emerge,
while others fade away. Keeping pace with these changes is challeng-
ing. Therefore, recognizing and forecasting emerging research trends is
of significant importance for researchers, academic publishers, as well
as for funding agencies, stakeholders, and innovation companies.
Previously, the task of trend detection was mostly solved by do-
main experts who used specialized and cumbersome tools to inves-
tigate the data to get useful insights from it (e.g., through data visu-
alization or statistics). However, manual analysis of large amounts
of data could be time-consuming, and hiring domain experts is very
costly. Furthermore, the overall increase of research data (i.e., Google
Scholar, PubMed, DBLP) in the past decade makes the approach
based on human domain experts less and less scalable. In contrast,
automated approaches become a more desirable solution for the task
of emerging trend identification (Kontostathis et al., 2004; Salatino,
2015). Due to a large number of electronic documents appearing on
63
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the web daily, several machine learning techniques were developed to
find patterns of word occurrences in those documents using hierarchi-
cal probabilistic models. These approaches are called – topic models,
and they allow the analysis of extensive textual collections and valu-
able insights from them. The main advantage of topic models is their
ability to discover hidden patterns of word-use and connecting docu-
ments containing similar patterns. In other words, the idea of a topic
model is that documents are a mixture of topics, where a topic is de-
fined as a probability distribution over words (Alghamdi and Alfalqi,
2015).
Topics have a property of being able to evolve; thus, modeling top-
ics without considering time may confuse the precise topic identifi-
cation. Whereas modeling topics by considering time is called topic
evolution modeling, and it can reveal important hidden information
in the document collection, allowing recognizing topics with the ap-
pearance of time. This approach also provides the ability to check the
evolution of topics during a given time window and examine whether
a given topic is gaining interest and popularity over time (i.e., becom-
ing an emerging trend) or if its development is stable. Considering the
latter approach, we turn to the task of emerging trend identification.
How is an emerging trend defined? An emerging trend is a topic
that is gaining interest and utility over time, and it has two attributes:
novelty and growth (Small, Boyack, and Klavans, 2014; Tu and Seng,
2012). Rotolo, Hicks, and Martin (2015) explain the correlations of
these two attributes in the following way: Up to the point of the
emergence, a research topic is specified by a high level of novelty. At
that time, it does not attract any considerable attention from the sci-
entific community, and due to the limited impact, its growth is nearly
flat. After some turning points (i.e., the appearance of significant sci-
entific publications), the research topic starts to grow faster and may
become a trend if the growth is fast; however, the level of a novelty
decreases continuously once the emergence becomes clear. Then, at
the final phase, the topic becomes well-established while its novelty
levels out (He and Chen, 2018).
To detect trends in textual data, one employs computational anal-
ysis techniques and Natural Language Processing (NLP). In the sub-
sequent section, we give an overview of the existing approaches for
topic modeling and trend detection.
5.2 detection of emerging research trends
The task of trend detection is closely associated with the topic mod-
eling task since, in the first instance, it detects the latent topics in the
substantial collection of data. It secondarily employs techniques to
investigate the evolution of the topic and whether it has the potential
to become a trend.
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Topic modeling has an extensive history of applications in the scien-
tific domain, including but not limited to studies of temporal trends
(Griffiths and Steyvers, 2004; Wang and McCallum, 2006) and investi-
gation of the impact prediction (Yogatama et al., 2011). Below we give
a general overview of the most significant methods used in this do-
main, explain their importance and, if any, the potential limitations.
5.2.1 Methods for Topic Modeling
In order to extract a topic from textual documents (i.e., research pa-
pers, blog posts), the precise definition of the model for topic repre-
sentation is crucial.
latent semantic analysis or formerly called Latent Semantic
Indexing is one of the fundamental methods in the topic model-
ing domain, proposed by Deerwester et al. in 1990. Its primary
goal is to generate vector-based representations for documents
and terms and then employ these representations to compute
the similarity between documents (resp. terms) in order to se-
lect the most related ones. In this regard, Latent Semantic Anal-
ysis (LSA) takes a matrix of documents and terms and then de-
composes it into a separate document-topic matrix and a topic-
term matrix. Before turning to the central task of finding latent
topics that capture the relationships among the words and docu-
ments, it also performs dimensionality reduction utilizing trun-
cated Singular Value Decomposition. This technique is usually
applied to reduce the sparseness, noisiness, and redundancy
across dimensions in the document-topic matrix. Finally, using
the resulting document and term vectors, one applies measures
such as cosine similarity to evaluate the similarity of different
documents, words, or queries.
One of the extensions to traditional LSA is probabilistic Latent
Semantic Analysis (pLSA), that was introduced by Hofmann in
1999 to fix several shortcomings. The foremost advantage of
the follow-up method was that it could successfully automate
document indexing, which in turn improved the LSA in a prob-
abilistic sense by using a generative model (Alghamdi and Al-
falqi, 2015). Furthermore, the pLSA can differentiate between
diverse contexts of word usage without utilizing dictionaries
or a thesaurus. That affects better polysemy disambiguation
and discloses typical similarities by grouping words that share
a similar context. Among the works that employ pLSA, is the
approach proposed by Gohr et al. (2009), where authors apply
pLSA in a window that slides across the stream of documents, to
analyze the evolution of topics. Also, Mei et al. (2008) uses the
pLSA in order to create a network of topics.
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latent dirichlet allocation was developed by Blei, Ng, and
Jordan (2003) to overcome the limitations of both LSA and pLSA
models. Nowadays, Latent Dirichlet Allocation (LDA) is ex-
pected to be one of the most utilized and robust probabilistic
topic models. The fundamental concept of LDA is the assump-
tion that every document is represented as a mixture of topics,
where each topic is a discrete probability distribution that de-
fines the probability of each word to appear in a given topic.
These topic probabilities provide a compressed representation
of a document. In other words, LDA models all of d documents
in the collection, as a mixture over n latent topics, where each
of the topics describes a multinomial distribution over awword
in the vocabulary (Alghamdi and Alfalqi, 2015).
LDA fixes such weaknesses of the pLSA, like the incapacity to
assign a probability to previously unseen documents (because
pLSA learns the topic mixtures only for documents seen in the
training phase), and the overfitting problem (i.e., the number of
parameters in pLSA increases linearly with the size of the corpus)
(Salatino, 2015).
An extension of the conventional LDA is the hierarchical LDA
(Griffiths et al., 2004) where topics are grouped in hierarchies.
Each node in the hierarchy is associated with a topic, and a topic
is a distribution across words. Another comparable approach is
the Relational Topic Model (Chang and Blei, 2010), which is a
mixture of a topic model and a network model for groups of
linked documents. The attribute of every document is its text
(i.e., discrete observations taken from a fixed vocabulary), and
the links between documents are hyperlinks or citations.
LDA is a prevalent method for discovering topics (Blei and Laf-
ferty, 2006; Bolelli, Ertekin, and Giles, 2009; Bolelli et al., 2009;
Hall, Jurafsky, and Manning, 2008; Wang and Blei, 2011; Wang
and McCallum, 2006). However, it was explored, that to train
and fine-tune a stable LDA model could be very challenging and
time-consuming (Agrawal, Fu, and Menzies, 2018).
correlated topic model : One of the main drawbacks of the LDA
is its incapability of capturing dependencies among the topics
(Alghamdi and Alfalqi, 2015; He et al., 2017). Therefore, Blei
and Lafferty (2007) proposed the Correlated Topic Model as an
extension of the LDA approach. In this model, the authors re-
placed the Dirichlet distribution with a logistic-normal distribu-
tion that models pairwise topic correlations with the Gaussian
covariance matrix (He et al., 2017).
However, one of the shortcomings of this model is the compu-
tational cost. The number of parameters in the covariance ma-
trix increases quadratic to the number of topics, and parameter
estimation for the full-rank matrix can be inaccurate in high-
dimensional space (He et al., 2017). Therefore, He et al. (2017)
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proposed their method to overcome this problem. The authors
introduced the model, which learns dense topic embeddings
and captures topic correlations through the similarity between
the topic vectors. According to He et al., their method allows
efficient inference in the low-dimensional embedding space and
significantly reduces previous cubic or quadratic time complex-
ity to linear concerning the topic number.
5.2.2 Topic Evolution of Scientific Publications
Although the topic modeling task is essential, it has a significant off-
spring task, namely the modeling of topic evolution. Methods able to
identify topics within the context of time are highly applicable in the
scientific domain. They allow understanding of the topic lineage and
reveal how research on one topic influences another. Generally, these
methods could be classified according to the primary sources of in-
formation they employ: text, citations or key phrases.
text-based : Extensive textual collections have dynamic co-occurre-
nces of word patterns that change over time. Thus, models that
track topics evolution over time should consider both word co-
occurrence patterns and the timestamps Blei and Lafferty, 2006.
In 2006 Wang and McCallum proposed a Non-Markov Continu-
ous Time model for the detection of topical trends in the col-
lection of NeurIPS publications (the overall timestamp of 17
years was considered). The authors made the following as-
sumption: If the pattern of the word co-occurrence exists for
a short time, then the system creates a narrow-time-distribution
topic. Whereas, for the long-term patterns system generated a
broad- time-distribution topic. The principal objective of this ap-
proach is that it models topic evolution without discretizing the
time, i.e., the state at time t + t1 is independent of the state at
time t (Wang and McCallum, 2006).
Another work done by Blei and Lafferty (2006) proposed the Dy-
namic Topic Models. The authors assumed that the collection
of documents is organized based on certain time spans, and the
documents belonging to every time span are represented with
a K-component model. Thereby, the topics are associated with
time span t and emerge from topics corresponding to span time
t− 1. One of the main differences of this model compared to
other existing approaches is that it utilizes Gaussian distribu-
tion for the topic parameters instead of the conventional Dirich-
let distribution, and therefore, can capture the evolution over
various time spans.
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citation-based analysis, is the second popular direction that is
considered to be effective for trend identification He et al., 2009;
Le, Ho, and Nakamori, 2005; Shibata, Kajikawa, and Takeda,
2009; Shibata et al., 2008; Small, 2006. This method assumes that
citations in their various forms (i.e., bibliographic citations, co-
citation networks, citation graphs) indicate the meaningful rela-
tionship between topics, and uses citations to model the topic
evolution in the scientific domain. Nie and Sun (2017) utilize
this approach along with the Latent Dirichlet Allocation (LDA)
and k-means clustering to identify research trends. The authors
first use LDA to extract features and determine the optimal num-
ber of topics. Then, they use k-means to obtain thematic clus-
ters, and finally, they compute citation functions to identify the
changes of clusters over time.
Though the citation-based approach’s main drawback is that a
consistent collection of publications associated with a specific
research topic is required for these techniques to detect the clus-
ter and novelty of the particular topic He and Chen, 2018. Fur-
thermore, there are also many trend detection scenarios (e.g.,
research news articles or research blog posts) in which citations
are not readily available. That makes this approach not applica-
ble to this kind of data.
keyphrase-based : Another standard solution is based on the use
of keyphrase information extracted from research papers. In this
case, every keyword is representative of a single research topic.
Systems like Saffron (Monaghan et al., 2010) as well as Saffron-
based models use this approach. Saffron is a research toolkit
that provides algorithms for keyphrase extraction, entity link-
ing and taxonomy extraction. Asooja et al. (2016) utilize Saffron
to extract the keywords from LREC proceedings, and then pro-
posed trend forecast based on regression models as an extension
to Saffron.
However, this method raises many questions, including the fol-
lowing: how to deal with the noisiness of keywords (i.e., not
relevant keywords) and how to handle keywords that have their
hierarchies (i.e., sub-areas)? Other drawbacks of this approach
include the ambiguity of keywords (i.e., “Java” as an island and
“Java” as a programming language) or necessity to deal with
synonyms, which could be treated as different topics.
5.3 summary
An emerging trend detection algorithm aims to recognize topics that
were earlier inappreciable but now gaining the importance and in-
terest within the specific domain. Knowledge of emerging trends is
especially essential for stakeholders, researchers, academic publish-
ers, and funding organizations. Assume a business analyst in the
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biotech company who is interested in the analysis of technical arti-
cles for recent trends that could potentially impact the companies
investments. A manual review of all the available information in a
specific domain would be extremely time-consuming or even not fea-
sible. However, this process could be solved through Intelligent Pro-
cess Automation (IPA) algorithms. Such software would assist human
experts who are tasked with identifying emerging trends through au-
tomatic analysis of extensive textual collections and visualization of
occurrences and tendencies of a given topic.
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B E N C H M A R K F O R S C I E N T I F I C T R E N D D E T E C T I O N
This chapter covers work already published at interna-
tional peer-reviewed conferences. The relevant publica-
tion is Moiseeva and Schütze, 2020. The research described
in this chapter was carried out in its entirety by the author
of the thesis. The other author of the publication acted as
an advisor.
Computational analysis and modeling of the evolution of trends
is a significant area of research because of its socio-economic impact.
However, no large publicly available benchmark for trend detection
currently exists, making a comparative evaluation of methods impos-
sible. We remedy this situation by publishing the benchmark TREND-
NERT, consisting of a set of gold trends (resp. downtrends) and doc-
ument labels that is available as an unlimited download, and a large
underlying document collection that can also be obtained for free. We
propose Mean Average Precision (MAP) as an evaluation measure for
trend detection and apply this measure in an investigation of several
baselines.
6.1 motivation
What is an emerging research topic and how is it defined in the litera-
ture? At the time of emergence, a research topic often does not attract
much recognition from the scientific society and is exemplified by just
a few publications. He and Chen (2018) associate the appearance of
a trend to some triggering event, e.g., the publication of an article in
a high-impact journal. Later the research topic starts to grow faster
and becomes a trend (He and Chen, 2018).
We adopt this as our key representation of trend in this paper: a
trend is a research topic with a strongly increasing number of publi-
cations in a particular time interval. In opposite to trends, there are
also downtrends, which refer to the topics that move lower in their
demand or growth as they evolve. Therefore, we define a downtrend
as the converse to a trend: a downtrend is a research topic that has a
strongly decreasing number of publications in a particular time inter-
val. Downtrends can be as important to detect as trends, e.g., for a
funding agency planning its budget.
To detect both types of topics (i.e., trends and downtrends) in
textual data, one employs computational analysis techniques and NLP.
These methods enable the analysis of extensive textual collections
and gain valuable insights into topical trendiness and evolution over
71
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time. Despite the overall importance of trend analysis, there is, to our
knowledge, no large publicly available benchmark for trend detection.
This makes a comparative evaluation of methods and algorithms im-
possible. Most of the previous work has used proprietary or moder-
ate datasets, or evaluation measures were not directly bound to the
objectives of trend detection (Gollapalli and Li, 2015).
We remedy this situation by publishing the benchmark TREND-
NERT1. The benchmark consists of the following:
1. A set of gold trends compiled based on an extensive analysis of
the meta-literature;
2. A set of labeled documents (based on more than one million
scientific publications), where each document is assigned to a
trend, a downtrend or the class of flat topics, and supported by
the topic-title;
3. An evaluation script to compute Mean Average Precision (MAP),
as the measure for the accuracy of trend detection;
We make the benchmark available as unlimited downloads2. The
underlying research corpus can be obtained for free from Semantic
Scholar3 (Ammar et al., 2018).
6.1.1 Outline and Contributions
In this work, we address the challenge of the benchmark creation
for (down)trend detection. This chapter is structured as follows: Sec-
tion 6.2 introduces our model for corpus creation and its fundamen-
tal components. In Section 6.3, we present the crowdsourcing proce-
dure for the benchmark labeling. Section 6.5 outlines the proposed
baseline for trend detection, our experimental setup, and outcomes.
Finally, we illustrate the details on the distributed benchmark in Sec-
tion 6.6 and conclude in Section 6.7.
Our contributions within this work are as follows:
• TRENDNERT is the first publicly available benchmark for (down)-
trend detection.
• TRENDNERT is based on a collection of more than one million
documents. It is among the largest that has been used for trend
detection and therefore offers a realistic setting for developing
trend detection algorithms.
• TRENDNERT addresses the task of detecting both trends and
downtrends. To the best of our knowledge, the task of down-
trend detection has not been addressed before.
1The name is a concatenation of trend and its ananym dnert. Because it supports
the evaluation of both trends and downtrends.
2https://doi.org/10.17605/OSF.IO/DHZCT
3https://api.semanticscholar.org/corpus/
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6.2 corpus creation
In this section, we explain the methodology we used to create the
TRENDNERT benchmark.
6.2.1 Underlying Data
We employ a corpus provided by Semantic Scholar.4 It includes more
than one million papers published mostly between 2000 and 2015
in about 5000 computer science journals and conference proceedings.
Every record in the collection consists of a title, key phrases, abstract,
full text, and metadata.
6.2.2 Stratification
The distribution of documents over time in the entire original dataset
is skewed (see Figure 11). We discovered that clustering the entire col-
lection as well as a random sample produces corrupt results because
more weight is given to later years than to earlier years. Therefore,
we first generated a stratified sample of the original document collec-
tion. To this end, we randomly pick 10, 000 documents for each year
between 2000 and 2016 for an overall sample size of 160, 000.
Figure 11: Overall distribution of papers in the entire dataset. Years 1975 to
2016.
4https://www.semanticscholar.org/
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6.2.3 Document representations & Clustering
As we mentioned, this work’s primary focus was the creation of a
benchmark, not the development of new algorithms or models for
trend detection. Therefore, for our experiments, we have selected an
algorithm based on k-means clustering as a simple baseline method
for trend detection.
In conventional document clustering, documents are usually repre-
sented as bag-of-words (BOW) feature vectors (Manning, Raghavan,
and Schütze, 2008). Those, however, have a major weakness: they
neglect the semantics of words (Le and Mikolov, 2014). Still, the re-
cent work in representation learning domain and particularly doc2vec
– the method proposed by Le and Mikolov (2014) – can provide rep-
resentations to document clustering that overcome this weakness.
The doc2vec5 algorithm is inspired by techniques for learning word
vectors (Mikolov et al., 2013) and is capable of capturing semantic reg-
ularities in textual collections. This is an unsupervised approach for
learning continuous distributed vector representations for text (i.e.,
paragraphs, documents). This approach maps documents into a vec-
tor space such that semantically related documents are assigned sim-
ilar vector representations (e.g., an article about “genomics” is closer
to an article about “gene expression” than to an article about “fuzzy
sets”). Formally, each paragraph is mapped to the individual vector,
represented by a column in matrix D, and every word is also mapped
to the individual vector, represented by a column in matrix W. The
paragraph vector and word vectors are concatenated to predict the
next word in a context (Le and Mikolov, 2014). Other work has al-
ready successfully employed this type of document representations
for topic modeling, combining them with both Latent Dirichlet Allo-
cation (LDA) and clustering approaches (Curiskis et al., 2019; Dieng,
Ruiz, and Blei, 2019; Moody, 2016; Xie and Xing, 2013).
In our work, we run doc2vec on the stratified sample of 160, 000
papers and represent each document as a length-normalized vector
(i.e., document embedding). These vectors are then clustered into
k = 1000 clusters using the scikit-learn6 implementation of k-means
(MacQueen, 1967) with default parameters. The combination of doc-
ument representations with a clustering algorithm is conceptually
simple and interpretable. Also, the comprehensive comparative eval-
uation of topic modeling methods utilizing document embeddings
performed by Curiskis et al. (2019) showed that doc2vec feature repre-
sentations with k-means clustering outperform several other methods7
on three evaluation measures (Normalized Mutual Information, Ad-
justed Mutual Information, and Adjusted Rand Index).
5We use the implementation provided by Gensim: https://radimrehurek.com/
gensim/models/doc2vec.html
6https://scikit-learn.org/stable/
7hierarchical clustering, k-medoids, NMF and LDA
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We run 10 trials of stratification and clustering, resulting in 10 dif-
ferent clusterings. We do this to protect against the variability of
clustering and because we do not want to rely on a single clustering
for proposing (down)trends for the benchmark.
6.2.4 Trend & Downtrend Estimation
Recalling our definitions of trend and downtrend: A trend (resp. down-
trend) is defined as a research topic that has a strongly increasing
(resp. decreasing) number of publications in a particular time inter-
val.
Linear trend estimation is a widely used technique in predictive
(time-series) analysis that proves statements about tendencies in the
data, by correlating the measurements to the times at which they oc-
curred (Hess, Iyer, and Malm, 2001). Considering the definition of
trend (resp. downtrend) and the main concept of linear trend esti-
mation models, we utilize the linear regression to identify trend and
downtrend candidates in resulting clustering sets.
Specifically, we count the number of documents per year for a clus-
ter and then estimate the parameters of the best fitting line (i.e., slope).
Clusters are then ranked according to the resulting slope and the
n = 150 clusters with the largest (resp. smallest) slope are selected
as trend (resp. downtrend) candidates. Thus, our definition of a single-
clustering (down)trend candidate is a cluster with extreme ascending
or descending slope. Figure 12 and Figure 13 give two examples of
(down)trend candidates.
6.2.5 (Down)trend Candidates Validation
As detailed in Section 6.2.3, we run ten series of clustering, result-
ing in ten discrete clustering sets. We then estimated the (down)trend
candidates according to the procedure described in Section 6.2.4. Con-
sequently, for each of the ten clustering sets, we obtained 150 trend
and 150 downtrend candidates.
Nonetheless, for the benchmark, among all the (down)trend can-
didates across the ten clustering sets, we want to sort out only those
that are consistent overall sets. To obtain consistent (down)trend candi-
dates, we apply a Jaccard coefficient metric, that is used for measuring
the similarity and diversity of sample sets. We define an equivalence
relation ∼R: two candidates (i.e., clusters) are equivalent if their Jac-
card coefficient is > τ∼, where τ∼ = 0.5. Following this notion, we
compute the equivalence of (down)trend candidates across the ten
sets.
Finally, we define an equivalence class as an equivalence class trend
candidate (resp. equivalence class downtrend candidate) if it contains trend
(resp. downtrends) candidates in at least half of the clusterings. This
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Figure 12: A trend candidate (positive slope); Topic: Sentiment and Emotion
Analysis (using Social Media Channels)
Figure 13: A downtrend candidate (negative slope); Topic: XML
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procedure gave us in total 110 equivalence class trend candidates and
107 equivalence class downtrend candidates that we then annotate
for our benchmark.8
6.3 benchmark annotation
To annotate the equivalence class (down)trend candidates obtained
from our model we used the Figure-Eight9 platform. It provides an
integrated quality-control mechanism and a training phase before the
actual annotation (Kolhatkar, Zinsmeister, and Hirst, 2013), which
minimizes the rate of poorly qualified annotators.
We design our annotation task as follows: A worker is shown a
description of a particular (down)trend candidate along with the list of
possible (down)trend tags. Descriptions are mixed and presented in
random order. The temporal presentation order of candidates is also
arbitrary. The worker is asked to pick from the list with (down)trend
tags an item that matches the cluster (resp. candidate) best. Even
if there are several items that are a possible match, the worker must
choose only one. If there is no matching item, the worker can select
the option other. Three different workers evaluated each cluster, and
the final label is the majority label. If there is no majority label, we
present the cluster repeatedly to the workers until there is a majority.
The descriptors of candidates are collected through the following
procedure:
• First, we review the documents assigned to a candidate cluster.
• Then we extract keywords and titles of the papers attributed to
the cluster. Semantic Scholar provides keywords and titles as a
part of the metadata.
• Finally, we compute the top 15 most frequent keywords and
randomly select 15 titles. These keywords and titles are the
descriptor of the cluster candidate presented to crowd-workers.
We create the (down)trend tags based on keywords, titles, and meta-
data, such as publication venue. The cluster candidates were manu-
ally labeled by graduate employees (i.e., domain experts in the com-
puter science domain) considering the abovementioned items.
6.3.1 Inter-annotator Agreement
To ensure the quality of obtained annotations, we computed the Inter
Annotator Agreement (IAA) - a measure of how well two (or more)
8Note that the overall number of 217 refers to the number of the (down)trend
candidates and not to the number of documents. Each candidate contains hundreds
of documents.
9Formerly called CrowdFlower.
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annotators can make the same decision for a particular category. To
do that, we used the following metrics:
krippendorff’s α is a reliability coefficient developed to measure
the agreement among observers or measuring instruments draw-
ing distinctions among typically unstructured phenomena, or
assign computable values to them (Krippendorff, 2011). We
choose Krippendorff’s α as an inter-annotator agreement mea-
sure because it – unlike other specialized coefficients – is a gen-
eralization of several reliability criteria and applies to situations
like ours where we have more than two annotators, and a given
annotator only labels a subset of the data (i.e., we have to deal
with missing values).
Krippendorff (2011) has proposed several metric variations each
of which is associated with a specific set of weights. We use
Krippendorff’s α, considering any number of observers and miss-
ing data. In this case, Krippendorff’s α for the overall number
of 217 annotated documents is α = 0.798. According to Landis
and Koch (1977), this value corresponds to a substantial level of
agreement.
figure-eight agreement rate : Figure-Eight10 provides an agree-
ment score c for each annotated unit u, which is based on
the majority vote of the trusted workers. The score has been
proven to perform well compared to the classic metrics (Kol-
hatkar, Zinsmeister, and Hirst, 2013). We computed the average
C for the 217 annotated documents. C is 0.799.
Since both Krippendorff’s α and internal Figure Eight IAA are rather
high, we consider the obtained annotations for the benchmark to be
of good quality.
6.3.2 Gold Trends
We compiled a list of computer science trends for the years 2016
based on the analysis of the twelve survey publications (Ankerholz,
2016; Augustin, 2016; Brooks, 2016; Frot, 2016; Harriet, 2015; IEEE
Computer Society, 2016; Markov, 2015; Meyerson and Mariette, 2016;
Nessma, 2015; Reese, 2015; Rivera, 2016; Zaino, 2016). For this year
we identified a total of 31 trends; see Table 20.
Since there is a variation as to the name of a specific trend, we
created a unique name for each of them. Out of the 31 trends, 28
(90, 3%) are instantiated as trends by our model that we confirmed
in the crowdsourcing procedure11. We searched for the three missing
trends using a variety of techniques (i.e., inspection of non-trends/
downtrends; random browsing of documents not assigned to trend
10Former CrowdFlower platform.
11The author verified this based on her judgment of equivalence of one of the 31
gold trend names in the literature with one of the trend tags.
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candidates; and keyword searches). Two of the missing trends do
not seem to occur in the collection at all: “Human Augmentation” and
“Food and Water Technology”. The third missing trend, “Cryptocurrency
and Cryptography”, does occur in the collection, but the occurrence
rate is very small (ca. 0.01%). We do not consider these three trends
in the rest of the paper.
Computer Science Trend Computer Science Trend
Autonomous Agents and Systems Natural Language Processing
Autonomous Vehicles Open Source
Big Data Analytics Privacy
Bioinformatics and (Bio) Neuroscience Quantum Computing
Biometrics and Personal Identification Recommender Systems and Social Networks
Cloud Computing and Software as a Service Reinforcement Learning
Cryptocurrency and Cryptography∗ Renewable Energy
Cyber Security Robotics
E-business Semantic Web
Food and Water Technology∗ Sentiment and Emotion Analysis
Game-based Learning Smart Cities
Games and (Virtual) Augmented Reality Supply Chains and RFIDs
Human Augmentation∗ Technology for Climate Change
Machine/Deep Learning Transportation and Energy
Medical Advances and DNA Computing Wearables
Mobile Computing
Table 20: 31 areas identified as computer science trends for year 2016 in the
media. 28 of these trends are instantiated by our model as well,
and thus covered in our benchmark. Topics marked with asterisk
(∗) were not found in our underlying data collection.
In summary, based on our analysis of meta-literature, we identified
28 gold trends that also occur in our collection. We will use them as
the gold standard that trend detection algorithms should aim to discover.
6.4 evaluation measure for trend detection
Whether something is a trend is a graded concept. For this reason,
we adopt an evaluation measure based on a ranking of candidates,
specifically Mean Average Precision (MAP). The score denotes the
average of the precision values of ranks of correctly identified and
non-redundant trends.
We approach trend detection as computing a ranked list of sets of
documents, where each set is a trend candidate. We refer to docu-
ments as trendy, downtrendy and flat depending on which class they
are assigned to in our benchmark. We consider a trend candidate
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c as a correct recognition of gold trend t if it satisfies the following
requirements:
• c is trendy;
• t is the largest trend in c;
• |t∩ c|/|c| > ρ, where ρ is a coverage parameter;
• t was not earlier recognized in the list.
These criteria give us a true positive (i.e., recognition of a gold trend)
or false positive (otherwise) for every position of the ranked list, and
a precision score for each trend. Precision for a trend that was not
observed is 0. We then compute MAP; see Table 21 for an example.
Gold Trends Gold Downtrends
Cloud Computing Compilers
Bioinformatics Petri Nets
Sentiment Analysis Fuzzy Sets
Privacy Routing Protocols
Trend Candidate |t∩ c|/|c| tp/fp P
c1 Cloud Computing 0.60 tp 1.00
c2 Privacy 0.20 fp 0.50
c3 Cloud Computing 0.70 fp 0.33
c4 Bioinformatics 0.55 tp 0.50
c5 Sentiment Analysis 0.95 tp 0.60
c6 Sentiment Analysis 0.59 fp 0.50
c7 Bioinformatics 0.41 fp 0.43
c8 Compilers 0.60 fp 0.38
c9 Petri Nets 0.80 fp 0.33
c10 Privacy 0.33 fp 0.30
Table 21: Example of proposed MAP evaluation (with ρ = 0.5): MAP is the
average of the precision values: 1.0 (Cloud Computing), 0.5 (Bioin-
formatics), 0.6 (Sentiment Analysis), and 0.0 (Privacy), i.e., MAP =
2.1/4 = 0.525. True positive: tp, False positive: fp, Precision: P.
6.5 trend detection baselines
In this section, we investigate the impact of four different configura-
tion choices on the performance of trend detection by way of ablation.
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6.5.1 Configurations
abstracts vs . full texts : The underlying data collection contains
both abstracts and full texts12. Our initial expectation was that
the full text of a document comprises more information than
the abstract, and it should be a more reliable basis for trend de-
tection. This is one of the configurations we test in the ablation.
We employ our proposed method on full text (solely document
texts without abstracts) and abstract (only abstract texts) collec-
tion separately and observe the results.
stratification : Due to the uneven distribution of documents over
the years, the last years (with increased volume of publications)
may get too much impact on results compared to earlier years.
To investigate this, we conduct an ablation experiment where
we compare: (i) randomly sampled 160k documents from the
entire collection and (ii) stratified sampling. In stratified sam-
pling, we select 10k documents for each of the years 2000 – 2015,
resulting in a sampled collection of 160k.
length Lt of interval : Clusters are ranked by trendiness, and the
resulting ranked list is evaluated. To measure the trendiness or
growth of topics over time we fit a line to an interval {(i,ni}|i0 6
i < i0 + Lt} by linear regression, where Lt is the length of the
interval, i is one of the 16 years (2000, . . . , 2015) and ni is the
number of documents that were assigned to cluster c in that
year. As a simple default baseline, we apply the regression to a
half of an entire interval, i.e., Lt = 8. There are nine such inter-
vals in our 16-year period. As the final measure of growth for
the cluster, we take the maximal of the nine individual slopes.
To determine how much this configuration choice affects our re-
sults, we also test a linear regression over the entire time span,
i.e., Lt = 16. In this case, there is a single interval.
clustering method : We consider Gaussian Mixture Models (GMM)
and k-means. We use GMM with spherical type of covariance,
where each component has the same variance. For both, we
proceed as described in Section 6.2.3.
6.5.2 Experimental Setup and Results
We conducted experiments on the Semantic Scholar corpus and eval-
uated a ranked list of trend candidates against the benchmark con-
sidering the configurations mentioned above. We adopted Mean Av-
erage Precision (MAP) as the principal evaluation measure. As a sec-
ondary evaluation measure, we computed recall at 50 (R@50), which
estimates the percentage of gold trends found in the list of 50 highest-
ranked trend candidates. We found that the configuration (0) in Ta-
12Semantic Scholar provided the underlying dataset at the beginning of our work
in 2016.
[ September 4, 2020 at 10:17 – classicthesis ]
82 benchmark for scientific trend detection
ble 22 works best. We then conducted ablation experiments to dis-
cover the importance of the configuration choices.
(0) (1) (2) (3) (4)
document part A F A A A
stratification yes yes no yes yes
Lt 8 8 8 16 8
clustering GMMsph GMMsph GMMsph GMMsph kµ
MAP .36 (.03) .07 (.19) .30 (.03) .32 (.04) .34 (.21)
R@50 avg .50 (.012) .25 (.018) .50 (.016) .46 (.018) .53(.014)
R@50 max .61 .37 .53 .61 .61
Table 22: Ablation results. Standard deviations are in parentheses. GMM
clustering performed with the spherical (sph.) type of covariance.
K-means clustering is denoted as kµ in the ablation table.
comparing (0) and (1), 13 we observed that abstracts (A) are a
more reliable representation for our trend detection baseline
than full texts (F). The possible explanation for that observa-
tion is that an abstract is a summary of a scientific paper that
covers only the central points and is semantically very concise
and rich. In opposite, the full text contains numerous parts that
are secondary (i.e., future work, related work) and, thus, may
skew the document’s overall meaning.
comparing (0) and (2), we recognized that stratification (yes) im-
proves results compared to the setting with non-stratified (no),
randomly sampled data. We would expect the effect of stratifi-
cation to be even more substantial for collections in which the
distribution of documents over time is more skewed than in our.
comparing (0) and (3), the length of the interval is a vital config-
uration choice. As we assumed, the 16 year interval is rather
long, and 8 year interval could be a better choice, primarily if
one aims to find short-term trends.
comparing (0) and (4), we recognized that topics we obtain from
k-means have a similar nature to those from GMM. However,
GMM that take variance and covariance into account and esti-
mate a soft assignment, still perform slightly better.
6.6 benchmark description
Below we report the contents of the TRENDNERT benchmark14.
1. Two records containing information on documents. One file
with the documents assigned to (down)trends, and the other
file with documents assigned to flat topics;
13Numbers (0), (1), (2), (3), (4) are the configuration choices in the ablation table.
14https://doi.org/10.17605/OSF.IO/DHZCT
[ September 4, 2020 at 10:17 – classicthesis ]
6.7 summary 83
2. A script to produce document hash codes;
3. A file to map every hash code to internal IDs in the benchmark;
4. A script to compute MAP (default setting is ρ = .25);
5. README.md a file with guidance notes;
Every document in the benchmark contains the following informa-
tion:
• Paper ID: internal ID of documents assigned to each document
in the original Semantic Scholar collection;
• Cluster ID: unique ID of meta-cluster where the document was
observed;
• Label/Tag: Name of the gold (down)trend assigned by crowd-
workers (e.g., Cyber Security, Fuzzy Sets and Systems);
• Type of (down)trend candidate: trend (T ), downtrend (D) or flat
topic (F);
• Hash ID15 of each paper from the original Semantic Scholar
collection;
6.7 summary
Emerging trend detection is a promising task for Intelligent Process
Automation (IPA) that allows companies and funding agencies to au-
tomatically analyze extensive textual collections in order to detect
emerging fields and forecast the future employing machine learning
algorithms. Thus, the availability of publicly available benchmarks
for trend detection is of significant importance, as only thereby can
one evaluate the performance and robustness of the techniques em-
ployed.
Within this work, we release TRENDNERT – the first publicly available
benchmark for (down)trend detection, that offers a realistic setting for
developing trend detection algorithms. TRENDNERT also supports
downtrend detection – a significant problem that was not addressed
before. We also present several experimental findings on trend detec-
tion. First, stratification improves trend detection if the distribution of
documents is skewed over time. Third, abstract-based trend detection
performs better than full text if straightforward models are used.
6.8 future work
There are possible directions for future work:
• The presented approach to estimate the trendiness of the topic
by means of linear regression is straightforward and can be
15MD5-hash of: First Author + Title + Year
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replaced by more sophisticated versions like Kendall’s τ cor-
relation coefficient or the Least Squares Regression Smoother
(LOESS) (Cleveland, 1979).
• It also would be challenging to replace the k-means clustering al-
gorithm, that we adopted within this work, with the LDA model
while retaining the document representations as it was done
in Dieng, Ruiz, and Blei, 2019. The case to investigate would
be then, whether the topic modeling outperforms the simple
clustering algorithm in this particular setting? And would the
resulting system benefit from the topic modeling algorithm?
• Furthermore, it would be of interest to conduct more research
on the following: What kind of document representation can
make effective use of the information in full texts? Recently
proposed contextualised word embeddings could be a possible
direction for these experiments.
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D I S C U S S I O N A N D F U T U R E W O R K
As we observed in the two parts of this thesis, Intelligent Process Au-
tomation (IPA) is a challenging research area due to its multifaceted-
ness and appliance in a real-world scenario. Its main objective is to
automatize time-consuming and routine tasks and free up the knowl-
edge worker for more cognitively demanding tasks. However, this
task addresses many difficulties, such as a lack of resources for both
training and evaluation of algorithms, as well as an insufficient per-
formance of machine learning techniques when applied to real-world
data and practical problems. In this thesis, we investigated two IPA
applications within the Natural Language Processing (NLP) domain
– conversational agents and predictive analytics – as well as addressed
some of the most common issues.
• In the first part of the thesis, we have addressed the challenge of
implementing a robust conversational system for IPA purposes
within the practical e-learning domain, considering the condi-
tions of missing training data. The primary purpose of the re-
sulting system is to perform the onboarding process between
the tutors and students. This onboarding reduces repetitive
and time-consuming activities while allowing tutors to focus
on solely mathematical questions, which is the core task with
the most impact on students. Besides that, by interacting with
users, the system augments the resources with structured and
labeled training data that we used to implement learnable dia-
logue components.
The realization of such a system was associated with several
challenges. Among others were missing structured data and
ambiguous user-generated content that requires a precise lan-
guage understanding. Also, the system that simultaneously
communicates with a large number of users has to maintain
additional meta policies such as fallback and check-up policies
to hold the conversation intelligently.
• Moreover, we have shown the rule-based dialogue system’s po-
tential extension using transfer learning. We utilized a small
dataset of structured dialogues obtained in a trial-run of the
rule-based system and applied the current state-of-the-art Bidi-
rectional Encoder Representations from Transformers (BERT) ar-
chitecture to solve the domain-specific tasks. Specifically, we
retrained two of three components in the conversational system
– Named Entity Recognition (NER) and Dialogue Manager (DM)
(i.e., NAP task) – and confirmed the applicability of such algo-
85
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rithms in a real-world, low-resource scenario by showing the
reasonably high performance of resulting models.
• Last but not least, in the second part of the thesis, we addressed
the issue of missing publicly available benchmarks for the eval-
uation of machine learning algorithms for the trend detection
task. To the best of our knowledge, we released the first open
benchmark for this purpose, which offers a realistic setting for
developing trend detection algorithms. Besides that, this bench-
mark supports downtrend detection – a significant problem
that was not sufficiently addressed before. We additionally pro-
posed the evaluation measure and presented several experimen-
tal findings on trend detection.
The ultimate objective of Intelligent Process Automation (IPA) should
be a creation of robust algorithms in low-resource and domain-specific
conditions. This is still a challenging task; however, some of the the
experiments presented in this thesis revealed that this goal could be
potentially achieved by means of Transfer Learning (TL) techniques.
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