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A condition is proved for the spectrum of nonlinear Schrodinger equations 
linearised at a standing wave to have a positive eigenvalue. The standing waves 
considered are radially symmetric ones in higher space dimensions. The instability 
result is applied to show that if there are multiple asymptotically positive, non- 
degenerate waves with a fixed number of zeroes then there is an unstable one. The 
techniques used are dynamical systems arguments and involve a shooting argument 
in the space of Lagrangian planes. 0 1988 Academic Press, Inc. 
1. INTR00ucT10~ 
Consider the following nonlinear Schrodinger equation 
iu,=du+f(lul)u, (1.1) 
where i=fi, x=(x,, . . . . x,) E R” and d = XI= r a2/ax?. The nonlinearity 
f: R -+ R will be assumed to be C”. I shall restrict attention to solutions of 
(1.1) that are radially symmetric in space, i.e., depend only on r = 1x1; these 
then satisfy 
iu, = u,, + ~ur+f(lul)u. 
A standing wave is a solution of (1.2) (or more generally (1.1)) of the 
form 
u(r, t) = e%(r), 
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then u(r) satisfies 
n-l 
v,r+ --uv,+f(lOl)O+pu=O. r 
I shall be interested in conditions under which a given standing wave is 
unstable as a solution to (1.2). Stability here means that nearby initial data 
lead to solutions that stay nearby. I shall, however, prove a theorem whose 
conclusion should more properly be called linearised instability. In other 
words, I shall give conditions under which the linearisation of (1.1) at the 
wave in question has an eigenvalue with positive real part. With hypotheses 
on the nonlinear term f( lul), the Cauchy problem for (1.1) can be solved 
(see Ginibre and Velo [S], Strauss [19]) and this framework is then 
appropriate for concluding nonlinear instability. For instance, this could be 
achieved by an application of Theorem 2 from Henry et al. [12]. This 
paper will not address that issue further as the goal is to understand 
relations between the structure of the standing wave and the presence of 
unstable eigenvalues in the linearisation. Note that the instability found is 
an eigenvalue of positive real part and consequently the wave is not even 
orbitally stable. 
The equation (1.2) can be written in modulated form; replace u(r, t) by 
e%(r, t), and it then becomes 
iu, = u,, + gur+f(lul)u+Bu. 
A standing wave of frequency /? is a time independent solution of (1.4). 
Now rewrite (1.4) in real and imaginary parts, with u = p + iq, 
n-l 
PI = 4rr + 7 9r +&m-a 4 + 84 
n-l 
4t= -Pm-- --y PI -A/Fa P - PP. 
(1.5) 
Suppose now we have a given standing wave u = u(r). Linearise (1.5) at 
u(r) to obtain 
n-l 
Pt=qr,+- r 4r+f(bl)q+Pq 
n-l 
4r= -Pm- ~P,-f(lul)P-f’(lul)lul P-BP. 
(1.6) 
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Rewrite (1.6) in matrix form 
(1.7) 
where 
n-l 
L+P=Pw+- r P,+f~l~oP+f’~l~l~l~lP+BP (1.8) 
n-l 
L_q=q,,+- r 4r+f(I4)4+84. (1.9) 
I shall consider L, and L- as operators on 
H;(R”)= {u~H’(R”):u=u(lxl)} 
consisting of radially symmetric functions in the Sobolev space H’. The 
operator 
N=( -“L, k) (1.10) 
is then an operator on H,‘(R”) x Hi(R”). 
It is the spectrum of N that measures the stability or instability of the 
standing wave relative to (1.4). The interesting question is how the spec- 
trum of N related to the spectra of the operators L, and L- . The spectra 
of these two operators are easily understood as they are second order 
ordinary differential operators and hence Sturm-Liouville theory can be 
applied. 
I shall make the following hypotheses on b and f and the wave U(T) so 
that L, can be analyzed: 
HYPOTHESES. (1) B < 0, 
(2) f(O) = 0, 
(3) the standing wave u = ~(1x1) is C* and decays exponentially as 
1x1 -+ co. 
It then follows easily by Sturm-Liouville theory that the essential spectrum 
a,(L, ) c {A < 0} and there are only finitely many eigenvalues in (A > O}. 
Since L, and L_ are self-adjoint we know that their spectra lie entirely 
in R. 
DEFINITIONS. (1) P = number of eigenvalues of L + in A > 0. 
(2) Q = number of eigenvalues of L ~ in A > 0. 
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We can now state the main theorem of this paper which holds under the 
above hypotheses. 
THEOREM 1. Zf P - Q > 1 then N has an eigenvalue I > 0. 
There have been a number of instability results for nonlinear 
Schrlidinger type equations. Glassey [9] gave a certain critical value on 
a power nonlinearity above which the equation has solutions that blow 
up in finite time. Berestycki-Cazenave [a], Berestycki-Lions [4], and 
Shatah-Strauss [ 173 then proved instability results which showed that this 
blowup could happen from initial data that lie arbitrarily close to certain 
standing waves, thus proving the instability of these waves. Grillakis [ 111 
has also proved an instability result closely related to that of this paper. 
Stability results for the ground state (absolute minimum) have been 
obtained by Cazenave-Lions [6] and Weinstein [20]. The theorem above 
is quite independent of these results and seems to be describing a different 
mechanism of instability. 
The theorem does not rely on any existence proof of standing waves; 
it says that if a wave with this property is found then it is unstable. There 
is a reasonably long history of existence theorems. Berger [S], 
Berestycki-Lions [3], and Strauss [18] all use variational methods to 
obtain infinitely many standing waves under various hypotheses. In [13], 
Jones-Kiipper used a dynamical system approach to obtain standing waves 
for any prescribed number of zeroes. Grillakis [lo] has obtained the same 
result by a degree-theoretic approach. The most interesting open question 
is whether the solutions with zeroes are stable or not. This has not been 
solved but the theorem does entail that if there are a number of solutions 
for a fixed number of zeroes then some of them are unstable. A standing 
wave u = U(T) is said to be asymptotically positive if U(T) >O for r 
sufficiently large. It is nondegenerate if 0 is not an eigenvalue of L, (this is 
the usual Morse-theoretic sense of nondegeneracy). 
THEOREM 2. Zf for a given m, all the asymptotically positive standing 
waves of (1.2) with m zeroes are nondegenerate and there are at least two of 
them then there is one which is linearly unstable. 
A case of multiple solutions has been constructed by Jones et al. [ 163 
and this is sketched in Jones [14]. 
As a lemma (Lemma 6.2) for the proof of Theorem 2, it is shown that for 
any nondegenerate standing wave: P - Q 2 1. This suggests that P - Q = 1 
holds when there is a unique asymptotically positive standing wave for a 
fixed number of zeroes and the discrepancy between P and Q at these other 
waves measures the multiplicity of such waves. 
The analogous theorem in the one space variable case has been proved 
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in Jones [15]. This paper can be thought of as a generalisation of that 
result to the radially symmetric case in higher space dimensions. This is 
significantly more complicated because the boundary conditions are dif- 
ferent, the term involving (n - 1)/r has to be dealt with, and the asymptotic 
behavior for large eigenvalues is harder. 
The basic idea in the proof is to systematically study the ordinary 
differential equations that arise by looking for eigenfunctions. The phase 
space of these equations is compactified and the existence of an eigenvalue 
is translated into the nontrivial intersection of two manifolds. This 
reformulation of the problem is covered in Section 2. 
Since the eigenvalue equations are linear they can be studied on a 
Grassmannian manifold and the eigenvalue condition becomes a statement 
about the behavior of certain trajectories in this Grassmannian. 
The special structure of the equations leads to the existence of an 
invariant submanifold consisting of Lagrangian planes. The space of 
Lagrangian planes has a nontrivial fundamental group and thus winding 
can be measured in this space; this is the Maslov index. This index is then 
used to force the existence of positive real eigenvalues by a shooting 
argument. 
The structure of the space of Lagrangian planes is described in detail in 
Jones [l5] and I shall not repeat it here. In Section 3, I shall mention 
some of the central features that I need and in Section 4 formulate the 
shooting argument. In Section 5, I shall complete the proof of Theorem 1 
and prove Theorem 2 in Section 6. This last proof depends heavily on the 
work in Jones-Kiipper [ 131. 
2. FORMULATION OF PROBLEM 
Consider the eigenvalue equation for N 
which is written out as 
L-q=ip 
L,p= -Iq 
(2.2) 
or 
p”+- “, l P’+f(l4)P+fl(l4hl P+PP= -iq 
(2.1) 
q” + gq~+f(iul)q+bq=~P. 
(2.3) 
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With 
g(r)=f(lul)+f’(lul)lul +B 
Nr)=f(IuI)+/% 
Eq. (2.3) can be written as the first order system 
PI= Y 
q’ = w 
y’= y-1 -yY-dr)P-l.q 
w’= - n-l -w-h(r)q+Ap. 
r 
It is convenient to modify (2.5) by setting s= -4: 
P’ = Y 
s’= -w 
y’= y-1 rY-&)P+Js 
(2.4) 
(2.5) 
(2.6) 
n-l w’= -- r w+h(r)s+Ap. 
The theorem will be proved by finding solutions of (2.6) with I >O that 
satisfy 
y(r) -k, r, w(r) - k,r 
for some k,, k2 as r -+ 0, and 
(p(r), s(r), y(r), w(r)) -+ (0, (2% 0) 
(2.7) 
exponentially as r + +co. It is then a simple matter to check that 
(p(lxl), -s(lxl)) is a solution of (2.4) in H: x H,’ with 1 >O and hence 
A> 0 is an eigenvalue of N. 
Equation (2.6) is nonautonomous, and it will be convenient to introduce 
r as an independent variable and append the equation r’ = 1. Now change r 
in its role as a dependent variable according to 
r 
p=-. 
r+l 
40 
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p’= Y 
s’= --)$I 
y’= -(n-l)(l-P)y-g’(p)p+~s 
P 
w’= -(n-l)(l-P)y+h’(p)s+~p 
P 
p’= (1 -d2, 
(2.8) 
where 
i 
dPl(l -P)) 
g’(P)= p 
if O<p<l 
if p=l 
and h’(p) is defined similarly. Sincefis smooth and u(r) + 0 as r + +co, 
the same argument as used in Jones-Kiipper [13] shows that g’ and h’ 
are C’. 
Multiplying (2.8) by p, leads to a nonsingular system 
P’ = PY 
s’= -pw 
y’= -(n-l)(l-P)Y-PgC(P)P+~Ps 
w’= -(n-1)(1-p) w+ph’(p)s+lpp 
p’=p(l -p)? 
(2.9) 
This amounts to a change of independent variable (call this new variable 
G), then 
o=r+lnr 
and ’ = d/do in (2.9). Any solution to (2.9) hot lying in p = 0 or p = 1 leads 
to a solution of the original problem by transforming the variables back 
and setting the initial condition correctly. 
The planes p = 0 and p = 1 are invariant and each is relevant to the 
respective boundary conditions that must be satisfied. In p = 0, the plane 
y = w = 0 (call it C) is a plane of critical points. This plane is stable and 
each point (p,,, sO, 0,O) has a two-dimensional stable manifold determined 
by p = po, s = sO. At each point c0 E C, there is a local center-unstable 
manifold, Wi&(c,), which will be three-dimensional. Recall that center- 
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unstable manifolds may not be unique, however I claim that this is unique 
in the sense of the following lemma. 
LEMMA 2.1. For each c,, E C, there is a neighborhood V, such that if 
u E V, and u . a E VO (u . a = solution to (2.19) with initial data v) for all a < 0 
then 
VEWCU~V lot 0. 
ProoJ Let V, be the neighborhood of co determined by the following 
inequalities 
o<p<E 
7 y +w <E 
p,-d<p+ap<po+6 
Call the set where p = E the front, where Jw = E the top, and where 
the associated equalities for the next two hold the sides. The vector field of 
(2.9) then points in on the front and out on the top. I claim that it also 
points in on the sides (this is the key point as this covers the center 
directions). The normal to any piece of the sides is either (LO, 0, 0, a) or 
(0, LO, 0, a). Taking the inner product of the first with (2.9) gives 
w+w(l -P)*=PCY+a(l -P)*l~ 
and if I choose 
the vector field points out. The other side is similar. 
Let u E V, n W;b”,. An easy estimate shows that u E W$ can be chosen so 
that 
from some k, B > 0 and all a < 0, so long as D . a, U. a E Vo. This is obtained 
by projecting onto the stable direction. It is obvious then that either u. a or 
U. a must leave Vo. Furthermore the one that leaves must do so through 
the top. The parameters E and 6 in the definition of V, can be chosen so 
that W;$ does not intersect the top. Therefore the one that leaves was not 
in W;ic and so it was u . a; it is thus impossible that tr. a E Vo, for all a c 0. 
Set WK(C)=U,,c Wi&( Co). This is the three-dimensional unstable 
manifold for the full plane C. By Lemma 2.1, this is a manifold and further- 
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more consists of the union of all the one-dimensional unstable manifolds of 
cO, as c0 varies over C. 
If u = (p, s, y, W, p) E wl”,,(c,,) for some co E C, then (y(a), w(a)) + (0,O) 
as (T + -co. Transforming back into functions of r, y(r) and w(r) both tend 
to zero like r. Thus the boundary condition at B + -cc (r = 0) is satisfied 
by points in W;$. It is also easy to check that if (y(a), w(uj) + (0,O) as 
0 + -cc then the solution lies in WY& for c large enough negative. 
Therefore u/“” = lJc a o W:&(c) .(T supplies all the orbits that satisfy the 
boundary condition at r = 0. 
For the other boundary condition, consider p = 1. The point Q = 
(0, 0, 0, 0, 1) is a critical point. Linearising (2.9) at Q, one obtains two 
stable directions, two unstable directions, and one center direction. Form 
the center-stable manifold W;&(Q). In a similar vein to the above 
argument, but much more simply, it can be shown that all orbits which, 
when transformed back to functions of r, satisfy the boundary condition at 
r -+ +co must end up on W;&(Q). 
Set w”= UoGo W:&(Q). g. I can now restate the eigenvalue condition in 
terms of W”(Q) and W”(C), I shall drop the C and Q. 
LEMMA 2.2. Zf W” n W” # (0) x (0, 1) then A is an eigendue. 
3. THE SPACE OF LAGRANGIAN PLANES 
Firstly consider W” n {p = p. > for some p. where 0 < p0 < 1. This is a 
slice of the center-unstable manifold described in the previous section, 
which is the set of initial conditions whose associated solutions satisfy the 
boundary condition at r = 0. 
LEMMA 3.1. w”n {P=P~L f or any 0 <p. < 1, is a two-dimensional 
subspace of R4. 
Proof: By the linearity of the first four equations of (2.9), equivalently 
the linearity of (2.6), and the fact that the boundary condition defining W” 
is invariant under addition and scalar multiplication, it follows that 
W” n {p = pO} is a subspace. Since W” is three-dimensional and 
(0, 0, 0, 0, 1) is an unstable eigenvector, W” n {p = po) is two-dimensional 
for 0 < p0 6 1. But p’ > 0 if p # 0 and so W” always has a tangent vector in 
the p-direction. It follows that W” n {p = po} is always two-dimensional. 
Next set p = p(a) to be the solution of p’ = p( 1 - p)2 in the natural way, 
namely set p = r/(r + 1) and then solve r in terms of B by inverting 
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0 = r + In r. This is achieved by setting ~(a,) = r&r0 + 1) where 
o,=r,+lnr,. Let 
ma)= W”“n {P=Pw), 
then I,$(& (r) is a two-dimensional subspace parametrized by 0 E R. 
The space of two-dimensional planes in R4 is the Grassmannian G2,4, 
which is a real four-dimensional manifold. For each 1, cr the set @(A, (T) 
determines a point in G2,4, call this d(1, 0). It follows that 4(n, 0) is a con- 
tinuous curve in G2,4 and (g(n, c), p(o)) is such a curve in G2,4 x [0, 11. In 
fact the flow on R4 x [O, 1 ] induces a flow on G2,4 x [0, 1 ] (see Jones [ 151 
for details of this construction). The curve (4(1, c), p(o)) is then a trajec- 
tory of this flow. The curve #(A, 0) actually lives in a special submanifold of 
G 2.4. 
DEFINITION. A two-dimensional subspace @ of R4 is Lagrangian if for 
all P, Q E @, (P, JQ) = 0 where 
J= O z ( ) -z 0 ’ 
and ( , ) is the usual inner product on R4. 
LEMMA 3.2. For each 1~ [0, co), A(2) x [0, l] is an invariant sub- 
manifold qf the j7ow on G2,4 x [0, 11. Furthermore q5(1, a) E A(2), for all 
1~ [0, co) and crER. 
Proof: Recalling that P = (p, S, y, w) and using Eq. (2.6), it is easily 
computed that 
(P, JQ)‘= -q (P, JQ, (3.1) 
if P = P(r) and Q = Q(r) are solutions of (2.6). It follows that the condition 
(P, JQ) = 0 is invariant. This carries through to Eq. (2.9) and hence 
n(2) x [0, l] is an invariant manifold in the flow inherited from (2.9) on 
‘32.4 x CO, 1 I. 
The set IV” n (p = 0} is the plane of critical points given by the con- 
dition y = w = 0 and this is Lagrangian. W” n {p > 0 > is the unstable 
manifold of this plane in G,,, x [0, 11; since it is one-dimensional in this 
manifold and this point considered in n(2) x [0, l] has an unstable 
direction, it must lie in /1(2) x [0, 11. Thus &A, C) E n(2). 
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It is shown in Jones [lS] that ,4(2)z S(2), the space of symmetric, 
unitary 2 x 2 matrices. These matrices can each be written in the form 
RT, 
where RE SO(2). This leads to a view of the structure of S(2) as a fiber 
bundle over S’ with fiber S’. The clutching function is the antipodal map 
on S2 (see Jones [15]). The projection 71: S(2) + S’ is given by 
SE S(2) H det S= ei(e1+e2) (see also Arnol’d [l], Conley [7]). 
This view of n(2) leads to a natural characterisation of the covering 
space C(2) z S2 x R. Moreover the flow on /1(2) x [0, l] lifts to a flow on 
C(2) x IY, 1 I* 
Let R be the plane y = w = 0 in R4. I shall use the notation that the plane 
associated to a point 4 E G2,4 is denoted @. Set 
9R = (4 E A(2): @ intersects R nontrivially}. 
Further let 6R be the lift of gR to C(2), (A will always denote this lifting). It 
is shown in Jones [lS] that C(2)\gR has infinitely many components. 
There is a rather satisfying picture that can be given of this set. If C(2) is 
viewed as D x R, where D is a two-dimensional disk with a boundary 
identified to a point, then &R can be viewed as a sequence of cones in 
D x R (see Fig. 1). 
I shall use a system of local coordinates on .4(2). If @ is a plane in R4 
that does not intersect he imaginary plane p = s = 0, then it is the graph of 
a linear transformation A: R2 + R*, 
If the plane is Lagrangian then A is symmetric and vice versa. The Cayley 
transform applied to A gives the mapping of these matrices to S(2): 
A-+S 
(see Arnol’d [ 11). 
s=Z+iA 
I-iA 
FIG. 1. d, is a sequence of cones in D x R. 
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We now have IV” represented as a curve in the space of Lagrangian 
planes: n(2), together with some idea as to the structure of n(2). I shall 
reformulate the condition for the existence of an eigenvalue in terms of this 
projective characterisation of w”“. 
The manifold W"n (0 <p c l} is given by a curve ($(A, G), p(a)) in 
n(2) x [0, 11. Lemma (2.2) says that if $(A, a) intersects IV” nontrivially 
then 1 is an eigenvalue. On the projective level this can be realised by 
saying that $(A, a) tends to the set of subspaces that intersect W”n{p= l} 
(nontrivially) as f~ -+ co. 
DEFINITION. Let Al(n)= W”n {p= l}; 
9$(n) = (4 E n(2): 0 (subspace associated to 4) has 
@nMW9% 
In the following, o denotes the o-limit set. 
LEMMA 3.3. If o(+(A, CT,,), p(ao)) n T&(A) x {l} # 4 then 1 is an eigen- 
value. 
Proof As in Jones [15], Lemma 2.4. 
4. THE SHWTING ARGUMENT 
The difference between the one space dimensional case as covered in 
Jones [15] and the present context now begins to become significant. I 
shall need one more scaling in order to classify the behaviour as il + co. 
Considering again the original equations (2.3) and introducing the scaled 
variable t = A”‘r , I obtain 
and (2.3 ) becomes 
(4.1) 
These equations can be massaged in exactly the same way as the equations 
of (2.3) were. Set p = t/(t + 1) and use p as a new independent variable, 
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also multiplying by p, the system becomes, renaming the independent 
variable 0, 
p’=pu 
s’= -pw 
Y’=(n-l)(p-l)y-;~‘(p)pP+ps 
I d 
=z (4.2) 
where now 
g”(P) = 1 
dPl(l”2(1 - PII) if p<l 
B if p=l 
and similarly for h”(p). Equation (5.2) is written with a great abuse of 
notation but it is merely a scaled version of (2.9). Hence all the lemmas 
that render eigenvalues can also be used in reference to (4.2). In particular 
W”n {P=Pw is a two-dimensional subspace and determines a curve 
$(A, (r) in n(2). The definition of $&(A) is identical and Lemma 3.3 holds. 
From here I shall assume that (2.4) is replaced by (4.2) if 1~ (1, co). 
Note that the systems agree at A= 1 and consequently the flows are still 
continuous in 1 E [0, co). I shall abbreviate this new system as 
P’=mp)P 
p’ = p( 1 - p)? 
(4.3) 
The crucial feature is that this new equation has a valid limiting 
configuration as il -P co. In fact letting A. + cc leads to the system 
P’=PY 
s’= -pw 
y’=(n-l)(p-l)y+ps 
w’=(n-l)(p-l)w+pp 
p’ = p( 1 - p)‘. 
(4.4) 
I shall abbreviate (4.4) as 
P’ = A( co, p) P 
p’=p(l-p)Z. 
(4.5) 
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As usual (4.5) determines a flow on /1(2)x [0, l] and the curve of 
subspaces IV” n {p = p(o)} is denoted $(a~, 0). The key property of this 
limiting system is contained in the following lemma. 
LEMMA 4.1. For all GER, tj(co,o) lies in the set Y= {SES(~): 
det S= l}. 
Proof The first step is to show that Y is invariant under the flow on 
,4(2) (S S(2)). Consider the local coordinates on /1(2) described in 
Section 3, namely symmetric matrices A with 
Computing an equation for A, using (4.4), gives 
(;)‘=Af)+Ac) 
and 
OP P ( )O p o s +(a-l)(p--1) (L)=qi)+A(i “,)(z)* 
The matrix A then satisfies 
A’=(n-l)(p-l)A-A(: -“,)A+(: i). 
If I set 
A= 
equations for a, b, and c read 
a’=(n-l)(p-l)a-p(a2-b2) 
b’=(n-l)(p-l)b-pb(b-c)+p 
c’=(n-l)(p-l)c-p(b2-c’). 
Adding the equations for a and c, I obtain 
(a+c)‘=(n-l)(p-l)(a+c)-p(a2-c2) 
(4.6) 
(4.7) 
(4.8) 
505/71/l-4 
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and so it follows that CI + c =0 is invariant. Since the closure of an 
invariant set is invariant, the closure of the set where a+ c=O in A(2) is 
invariant. I claim that this is the set Y. It suffices to show that the image of 
this local patch under the Cayley transform is Y intersected with the local 
patch. The Cayley transform gives 
S=I+iA 
I-iA 
and det S = 1 if and only if 
det(Z+ iA) = det(Z- iA), 
but 
A= 
and so 
det(Z+ iA) = 1 - ac + b2 + i(a + c) 
det(Z- iA) = 1 - ac + b2 - i(a + c). 
These are equal if and only if a+c= -(a+~) or a+c=O. 
The limit #(co, 0) as cr + -cc is the plane R given by A = 0 which 
obviously lies in Y, and by the same argument used to show that $(A, a) 
lies in ,4(2), I conclude that $(co, a) lies in Y, for all d E R. 
This lemma states that I/( co, G) lies in the set Y. I shall actually need to 
know the exact location of lim,, oD ($(co, a), p(a)) in A(2) x {l}. The 
behavior in A(2) x {l} is very simple and obtained by setting p = 1 in (4.4) 
(or more appropriately (4.6)). Equation (4.4) becomes 
p’= Y 
s’ = w 
y’=s 
wI=p. 
(4.9) 
This is easily seen to be hyperbolic with two-dimensional stable and two- 
dimensional unstable subspaces. Let U denote the unstable subspace and S 
the stable subspace. In local coordinates S and U are given by the matrices 
A,= 
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I claim that $(co, a) tends to this unstable subspace as cr + co. This 
means, in particular, that there is no eigenvalue for large I > 0 as all 
vectors in $(A, a) will be forced to blow up as 0 + co. 
LEMMA 4.2. @(co, a) + U as TV + co. 
Proof: I claim that the invariant set Y is a copy of S2. This holds 
because the projection 71: S(2) + S’ is given by the determinant Y = z- ‘( 1). 
The local coordinates as matrices are now of the form 
and so determined by (a, b) E R*. The relevant S* is obtained from R* by 
adding the point at infinity. To see this, consider how det A + co. One 
computes 
det A = -(a* + b*) 
and 
A-1 =1A, 
a* + b* 
but then the only possible limit with det A + 00 is A -’ + 0. This is then the 
point at infinity. 
Back in the coordinates (a, b) the vector field on the equator (b = 0) is 
computed from (4.7) as 
b’=p 
and thus the northern hemisphere Nc S* is positively invariant. It follows 
that $( co, cr) E N for all Vo E R. It must tend to an invariant set in the p = 1 
flow and the only one in N is A,; note that A, lives in the southern 
hemisphere. This proves the lemma. 
Lemmas 4.1 and 4.2 contain the appropriate information about the 
extreme case 1= co. To put this into a shooting argument in C(2), I shall 
need to study how Z&(A) sits in C(2). Recall that for each 1, Al(J) is the 
stable subspace in p = 1 and 9r(A) is the set of subspaces that intersect it 
nontrivially. The notation [0, co] will now include the point I = co. 
LEMMA 4.3. C* = C(2) x [0, oo]\Ui. [+,, (&(A), A) has infinitely many 
components. Moreover for all &E [0, CQ] the components of C* n {A= A,} 
agree with those of C(2)\&,(&). 
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ProoJ: For each ;1 E [0, co], transform R4 so that the stable subspace in 
p = 1, i.e., IV” n {p = 1 } becomes the plane y = w = 0. This can be done 
continuously in A with a transformation that is unitary on C2 z R4. By the 
homogeneous pace structure of n(2) (namely 17(2)/O(2), see Arnol’d [l], 
Jones [15]) this is a translation, continuous in 1. Thus for each 1, g,(n) is 
mapped to gR and when lifted to C* is mapped to 
C(2) x co, aJ l\~R x co, a 1. 
This set has infinitely many components as commented in Section 3 (see 
Jones [15]). The second part of the lemma then easily follows. 
Recall that RE n(2) denotes the plane y = w =O. From the way it is 
determined, 
lim $(A, 6) = R 
0’ -00 
for all 2 E [0, co]. Set K, = component of C* n (A = 0} containing R and 
K, = component of C* A { 1= co } containing R. The shooting argument is 
then the content of the following lemma. 
LEMMA 4.4. Zf o($(O, a,,), ~(a,,)) n C(2)\cl(K,) # 0 then there exists 
an eigenvalue il > 0. 
Proof. Consider the system (4.5) with 1 appended as an extra depen- 
dent variable: 
P’ = A(A, p) P 
P’=Pu-P)* 
2’ = 0. 
(4.10) 
The equation (4.9) then induces a flow on n(2) x [0, l] x [0, co 1, and 
hence by lifting on C(2) x [0, 1 ] x [0, co]. 
Now consider the curve L consisting of 
where A E [0, co]. The o-limit set of L must be connected. It follows from 
Lemmas 4.1 and 4.2 that o($(ao, co), p(oO, W))E K,. From Lemma 4.3 if 
the hypothesis of the theorem holds there would have to exist a AE (0, co), 
using the fact that $i(n) is a repeller in p = 1, with 
w($(A Q), ~(ad A) n gl@) x (11 x {A> Z 0, 
but then by Lemma 3.3, 1 is an eigenvalue. 
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The next section is devoted to proving the hypothesis of Lemma 4.4 
under the assumption that P - Q > 1. 
5. COMPLETION OF PROOF OF THEOREM 1 
It remains to verify the hypothesis of Lemma 4.4 under the assumption 
P - Q > 1. This only involves considering the eigenvalue flow when 1= 0: 
P’ = A(0, p) P 
p’=p(l -p)2. 
(5.1) 
By the same argument as given in Jones [13], the induced flow on 
A(2) x [0, l] leaves a torus TcA(2) invariant. In the representation of 
A(2) as S(2) (=set of 2 x 2 symmetric unitary matrices), the torus is the set 
of diagonal matrices 
e WI 0 
( > 0 ei02 ’ 
In other words we can take R E SO(2) as R = I. Since R: S(2) --f S’ is given 
by S H det S, the lift of T, in C(2), namely p can be identified as the plane 
(6,) 0,) E R2 with the identification 
(0,) 0,) - (0, + 2kn, O2 - 2kn), 
for any integer k. 
The particular solution I.&O, a) in C(2) thus determines a curve of 
matrices in f. In the following 
e i& 0 
( > 0 eie2 
refers to this particular curve of matrices. 
In order to identify the flow on these angles 8, and 8, return to the 
original equations (2.3) with I = 0, namely 
n-1 
p”+- r P’+&)P=o (5.2) 
n-l 
q”+- r q’+h(r)q=O. (5.3) 
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Since (5.2) and (5.3) are both second order linear equations, each of 
them induces an equation on angles (this is the Priifer transformation), 
[I = arctan(p’/p) 
l2 = arctan(q’lq), 
where p =p(r) and q = q(r) are solutions of (5.2) and (5.3), respectively. 
The function arctan is determined by requiring that ii and cz are 
continuous functions of r. We can choose the solutions p(r), q(r) so that 
p’(0) = 0, q’(0) = 0 then ii and c2 satisfy 
iI = 0 
L(O) = 0. 
I claim that under this identification of angles the following relationship 
can be made to the diagonal matrices. 
LEMMA 5.1. 8, = 25, and t$ = -21,. 
ProojY The two-dimensional subspace of points satisfying the boundary 
condition at r = 0 (0 + -cc ) is denoted by Y(O, a). From the definitions of 
[, and cz, this is spanned by the vectors 
(LO, tan i,, 0) 
and 
(0, LO, -tan M. 
Note that the minus sign enters because s = --w. The subspace Y(0, a) thus 
has the representing matrix 
A= 
tan c1 0 
0 > -tan [I * 
Applying the Cayley transform, I obtain the corresponding matrix in S(2), 
which is 
0 
1 - i tan c2 
1 + i tan c2 
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Since 
1 +itan[, 
l-itan[, 
=cos25,+isin25,, 
we see that Or = 2[,. Similarly &= -26,. 
I must consider the possible asymptotic behavior of cl(r) and c*(r). The 
asymptotic systems as r + +co of (5.2) and (5.3) are 
p”+&=O 
q” + j?q = 0. 
(5.4) 
(5.5) 
The eigenvalues of both (5.4) and (5.5) are 
kJ-8 
and the unstable and stable subspaces are lines in the plane with slopes of 
+J-p, respectively. The possible asymptotic values of c,(r) and c2(r) are 
then 
arctan( - fi) = Arctan( - fl) + mn 
arctan = Arctan + kn 
(stable) 
(unstable). 
where Arctan is the principal branch of arctan and k, m are integers. In the 
following set 
y = Arctan(,/-B). 
Checking back to (2.3) and (5.3) it is easily seen that u(r) satisfies the 
equation (5.3) and hence c2(r) must tend to the stable value, 
for some m E Z. The possibilities for [i(r) are greater, depending on 
whether or not the wave is degenerate (in the sense of Morse theory). 
I separate these into two cases: 
Case 1. cl(r)+ -y+kn as r+oo 
Case 2. cl(r)+y+kn as r+co; 
in either case k is some integer. The numbers k and m are related to P 
and Q. 
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LEMMA 5.2. With the above notation, in either case, 
m= -Q 
k= -P. 
ProoJ: This follows from standard Sturm-Liouville theory. 
As mentioned above, the lift of the torus T, namely f, to C(2) is the 
plane under the identification, with ((3,) 6,) E R*, 
(O,, 0,) - (0, + 2kq t12 - 2kn). 
By applying Lemma 4.1 to the two different cases: 
Case 1. 
Case 2. 
8,+2y+2kx 
8, + 2y - 2mrc. 
These are the equivalent to: 
Case 1. 
8, + -2y+2(k-m)z 
02 + 2% 
Case 2. 
e2 --* 2~. 
In Fig. 2, a fundamental strip that determines F is drawn. The com- 
ponent of C* in g = 0 which contains the plane y = w = 0 is denoted K0 in 
Section 4. The plane y = w = 0 becomes the origin (0,O) E R2 and K0 is the 
shaded region in Fig. 2. In Fig. 3 the full set that is identified to K,, is 
shaded. 
In both cases above I have normalised (e,, 0,) so that e2 + 2~. In 
Case 1, the only possible asymptotic values of (0,) 0,) that lie in cl(&) are 
the three points marked A,, A,, and A 3 ; these correspond to values of 
k-m that are -1, 0, +l. If P-Q>1 then k-m>1 and these do not 
hold. 
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FIG. 2. K,, is the shaded region. 
FIG. 3. The shaded region is identified to K,,. 
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In Case 2, the possible asymptotic values of (e,, 0,) that lie in cl(&) are 
the two points marked; again these correspond to k -m = 0, - 1 and so to 
P - Q = (k-m) = 0, + 1. Again this is ruled out if P - Q > 1. 
It follows that if P- Q > 1, the hypotheses of Lemma 4.4 are satisfied 
and the theorem is proved. 
6. PROOF OF TI-EOREM 2. 
The numbers P and Q are defined in the Introduction. In the previous 
section these were related (Lemma 5.2) to the respective asymptotics of the 
angular variables 5, and 12. It is also true that P and Q can be related to 
the number of zeroes of any specified solution of (5.2) and (X3), respec- 
tively. Recalling the form of h(r) given in (2.4) we see that (5.3) is actually 
satisfied by the wave solution itself u = u(r). 
LEMMA 6.1. Q = number of zerues of u(r) on [0, co). 
Proof: The function lz(r)= arctan(q’/q) and q(r) is chosen to satisfy 
(5.3) and q’(O) =O. Since u(r) satisfies (5.3) and u’(O)=O, q(r)=u(r). It is 
then easy to check that the value n given in (5.6) is exactly the number of 
zeroes of u(r), r 15 [0, co). 
The number P is somewhat more difficult to determine since it is related 
to the zeroes of a solution of (5.3) which is the equation of variations of the 
standing wave equation. An important lower bound can however be 
established for P. 
LEMMA 6.2. If the wave is nondegenerate then P 2 Q + 1. 
Proof Firstly observe that there is a simple relationship between the 
number of zeroes of au/t% on [0, co) (call this R) and the number of zeroes 
of u(r), which is Q by Lemma 6.1. This can be stated as R= Q + 1. 
Consider the system that u(r) satisfies, 
(6.1) 
and note that the vector field points to the right if v > 0 and left if v < 0. It 
follows easily that between any two zeroes of a@ there is exactly one zero 
of u(r). Suppose that between two zeroes of u(r) there was more than one 
zero of au/&, then a simple consideration of the phase portrait of (6.1) 
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shows that the trajectory could not reach the axis u=O after the second 
u = 0, which is a contradiction. 
Since both u(r) and - &/ar are positive as r --t + co and au/& = 0 at 
r=O, it follows that R=Q+ 1. 
The lemma will now follow from showing that P> R. P is defined as the 
number of eigenvalues in A> 0 of L, . From Lemma 5.2, P = -k where R 
is determined by the asymptotics of the angular variable c,(r) related to 
equation (5.2). I shall compare this with the equation that au/i% satisfies, 
namely 
w”+qw’f{g(r)-T}w=O ‘=-$. (6.2) 
The equation (6.2) is obtained by differentiating the standing wave 
equation, 
urr+- n-1 24,+f(lul)u+~u=0, r 
and it is therefore satisfied by au/&, which also satisfies the boundary 
condition au/i% = 0 at r = 0. 
Set q = arctan(w’/w), the angular variable for (6.2). With w = -&/dr, I 
can normalise rl so that q = a/2 at r = 0. I now claim that cl < q for all r, 
recalling that these angles are chosen to be continuous functions of r. It is 
clearly true at r = 0 and a calculation shows that if 5, = n, 
Checking (c, -,)“’ shows that even if rl= 7c/2 + kq for some k E Z, cl - q 
cannot become positive. 
Now q(O)= n/2 and it is easy to see that q(r) --f -y+jlr as (6.2) 
approaches Eq. (5.4) as r + +cc and the usual argument applies, using the 
fact that w(r) + 0 as r + +cc. It follows that R = 1 - j. If the wave is non- 
degenerate then [l(r)+y+kn as r--r +a~ and since [i<q, k<j. But 
k= -P and so 
and 
-P<l-R 
PaR 
since P and R are integers. 
Remark. If the wave is degenerate P-Q > 1 is also true but this 
requires a harder estimate on the angular equations. 
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In the paper [ 131 we developed a framework for proving the existence of 
standing waves, i.e., solutions of (1.3) which are bounded and tend to 0 as 
r -+ +co. To show the existence of standing waves with P - Q > 1 under 
the hypotheses of Theorem 2, I shall need to use some of this geometrical 
machinery. 
The standing wave equation for U= u(r) can be written as a system 
appending r as a dependent variable, 
u’ = v 
v’= -((n- l)/r)v--f((uI)u-/3Bu ’ d 
=z (6.4) 
rr= 1. 
We set p = r/(r + 1) and use p instead of r as the extra dependent variable. 
Equation (6.4) then becomes 
u’ = v 
v’= -((n-l)(l-p)/p)v-f(lul)u-/.?u ’ d 
=z (6.5) 
p’ = 1 - p2. 
Now change the independent variable so that the equation is multiplied 
through by p. Call the new variable S: 
u’=pu 
v’=(n-l)(p-l)v-pf(lul)u-pbu 
d ‘=- 
ds (6.6) 
p’=p(l -py. 
The system (6.6) is studied extensively in [ 131. It is shown there (Sec- 
tion 2) that a standing wave corresponds to a trajectory of (6.6) connecting 
one of the initial points (a, 0,O) for some a # 0 and (0, 0, 1). Moreover the 
number of zeroes is related to the amount of oscillation the trajectory 
makes around the invariant axis u = v = 0. This can also be expressed as an 
intersection between the center-unstable manifold of the line 
{(a, 0,O): UE R}, call this w”“, and the center-stable manifold (WC”) of 
(0, 0, 1). 
Let U = U(s) = (U(S), v(s), p(s)) be a trajectory of (6.6) that renders a 
standing wave. I shall define two winding numbers associated with U. Note 
that v(s) + 0 as s + --cc and assume that u(O) =u>O; symmetric 
definitions apply to the case a < 0. 
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The set Wsn (p=p(s)} is a curve in the plane. Let G, c w” n 
{p =p(s)} be that portion of the curve connecting (0, 0, p(s)) to 
(U(S), D(S), p(s)). Further let G, be given by a parametrisation #S(r), 
ZE [0, 11, such that 
4,(O) = (09 03 P(S)) 
d,(l) = (4sL u(s), P(S))* 
At each point on G, place a nonzero tangent vector (vi(t), V*(T)). If 
the wave is nondegenerate, W” crosses W” transversely at U(S) and 
consequently as s + -cc the angle 
W) = arctan 
can be chosen so that 6,( 1) -+ 42 as s + -co. This amounts to saying that 
W” adopts a vertical configuration near U= U(S) as s + -cc (i.e., p + 0). 
For an asymptotically positive standing wave, the tangent vector to G, at 
(0, 0, p(s)) must lie in the fourth quadrant. This is because, as a function of 
S, this tangent vector satisfies the standing wave equation linearised at 
(0,O) and a check on the vector field shows that quadrant IV is negatively 
invariant for this equation, since the tangent vector to G, for s 9 1 lies in 
this quadrant; it lies there for all S. 
If s 4 -1 we can choose 8, so that 
(a) es(l)=7d2 
(b) 0,(O) = -6 + krr, 
with 6 > 0 and kE 2. The number k then measures the winding that G, 
makes for p = p(s) near p = 0. 
DEFINITION. The winding number W,(U), where U= U(s) is a trajec- 
tory corresponding to a standing wave, is 
where k is determined in (b) above. 
To define the second winding number of U= U(s), start by choosing a 
tangent vector to W” n {p = pO) at U(0) = (uO, u,,, pO); call this rrO. Let 
B(S) be the tangent vector obtained by applying the tangent flow of (6.6) to 
(x0, 0). This renders a tangent vector to W” n {p = p(s)} at U= U(s). 
Moreover when the independent variable s is transformed back to r, 
n(r) = ‘IL(s(T)) satisfies the equation of variations of the standing wave 
equation, which is (5.2) written as a system. Let II(S) = (rr(s), <Js)) and set 
W) = arctan(Wtl 1, 
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where the arctan function is chosen to be continuous and e(s) + n/2 as 
s + -co. Again this is possible since the solution is assumed to be non- 
degenerate. Since z(s) is tangent to W”, it follows that 
I)(S) -+ -y + mn (6.7) 
for some mEZ. 
DEFINITION. W,(U) = m, where m is determined by (6.7). 
I lirstly prove that these two winding numbers are actually the same. 
LEMMA 6.3. W,(U) = W,(U). 
Proof: For each s0 E ( - co, + co), construct a closed curve in R2\ { 0} 
by piecing together three curves: 
(c) 6(p), PE [p(s& l] is a curve lying entirely in quadrant IV with 
4&)) = 4,(O) and d(1) = lim,+ +m dsYl4s)l. 
Call the resulting curve C. 
C is a closed curve in R2\{0} and therefore determines an element [C] 
of rc i( R2 \ { 0 > ), the fundamental group of the punctured plane. I claim that 
[C]=O. 
The tangent flow can be applied to the curve C in the obvious way, 
being careful to apply the flow in case (b) before normalising by dividing 
by lx(s)\; call the new curve C,. In this application of the flow projected 
onto the space of tangent vectors in which C lives, R*\(O) is invariant and 
thus this is a homotopy on R*\(O). Since G, will lie in a small 
neighbourhood of 0 and in quadrant IV if s is very large, the class 
[C,] = 0. It therefore follows that [C] = 0. Since the curve in part (c) stays 
entirely in quadrant IV, the winding for the curves of (a) and (b) must 
cancel and I conclude that k = m or W,(U) = W,(U). 
LEMMA 6.4. W,(U) = -(P + 1). 
ProoJ: Both W,(U) and P are determined by solutions of the equation 
of variations (5.2). P is determined by taking the angle 0 at r = 0 (s -+ -co) 
and W,(U) by $ + 742 as s + -co. By the linear independence of solutions 
to second order equations these must rotate equally. For nondegenerate 
waves 
C,(r)-+r +h 
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FIG. 4. Intersections of WC” and W’ in {p = pO}. 
as described before Lemma 5.2 and 
t)(r) + -y + m71 
from (6.7). It follows that m = k - 1 = -P - 1, from Lemma 5.2, and this 
lemma follows. 
It remains to prove that if there are two nondegenerate, asymptotically 
positive standing waves with the same Q value then there is a third 
asymptotically positive standing wave at that Q value which is either 
degenerate or has P - Q > 1. From Lemma 6.2 it suffices to prove that the 
wave has a different P value from the two I started with (since they can be 
assumed to have P = Q + 1). From Lemmas 6.3 and 6.4, in fact it suffices to 
show that there is a third wave with the same Q value and different W,(U). 
The two solutions I start with can be assumed to have the same W,(U) 
value as they have the same P value. Consider IV” n {p = p,,} for p0 close 
to 0. These two solutions are transverse intersections of this curve with 
IV” n {p = p. } (see Fig. 4), where they are denoted U, , Uz. Since 
WUd= KU% w-n {P=P~) must cross IV” n {p = po} in the same 
direction. But then it is clear that there must be another intersection of 
these two curves which is either not transverse or has the opposite direc- 
tion. This one is then either degenerate or has a different W,(U), as desired. 
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