Abstract-The power saving mechanism (PSM) was proposed by IEEE 802.11 for ad hoc networks in order to help prolong battery longevity for mobile nodes. A closer look at this mechanism enables us to see some room for further improvements of its performance especially for dense networks. According to the PSM, each station must announce its traffic before it can send it. Thus, PSM can require a large announcement period (the ATIM window) when there are many defined traffic flows so that all the stations can transmit their announcement frames.
I. INTRODUCTION
Wireless networking has witnessed an explosion of interest from consumers in recent years for its applications in mobile communications. In wireless mobile networking energy efficiency is of paramount importance, due to the limited battery life of mobile terminals. Two different operational modes are defined in IEEE 802.11 [1] : the infrastructure mode, in which a specific central entity manages communications between stations, and the ad hoc mode where spontaneous mobile nodes communicate with each other over multiple wireless hops [1] .
In ad hoc networks, data is sent when both source and destination mobile nodes are within each other's transmission ranges or when relay nodes are used to ensure multi-hop data forwarding. Hence, every mobile node (MN) offers the role of a router for the other nodes during multi-hop communications crossing its transmission boundary. As such, MNs' power conservation is crucial to the survival of the whole network and to the efficiency of carrying out data transmission operations [11] [15] . This issue can become more serious in long-lasting applications, such as distribution of voice or video streams. Hence, the interest in providing power efficient communication protocols has been ever present for the ad hoc networking environment [4] .
In particular some researchers proposed a score of energy efficient MAC protocols in ad hoc networks [2] [5] [3] [8] . These protocols are based on the concept of turning off nodes that are not involved in some scheduled communication, in a predefined period of time, for the sake of reducing energy consumption. When a node turns off it's radio transceiver it is said in a Sleep or a Doze state. This is an inactive state where the node can neither send nor receive any signal, thus, inducing little energy consumption.
The IEEE 802.11 Distributed Coordination Function (DCF) standard [1] (today's dominating WLAN technology) incorporates a power saving mechanism (PSM) that uses Awake and Doze states. In 802.11 PSM, time is divided into specific periods called BeaconIntervals and each node tries to synchronize with its neighbours to ensure that all nodes wake up at the same time. Any node can announce its pending data information during a sub period, called the ATIM window, using the ATIM (Announcement Traffic Indication Map) frames. During the period following ATIM window (we shall call this period as Beyond-ATIM window), nodes that have exchanged ATIM or ATIM-ACK frames in the ATIM window period must remain Awake and perform data communication based on Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) mechanism. All remaining nodes go to the Doze state.
According to PSM, each traffic source must send its own announcement messages (ATIM); thus, there will be as many ATIM frames sent as traffic flows. This behavior can degrade the performances of this mechanism, especially for a highly loaded network, since a considerable part of the network capacity will be wasted to carry out data frame announcements.
To solve such a problem for the PSM, two cases are possible. The first consists in increasing the ATIM window period so that all ATIM frames will be sent. However, this increase will be on the detriment of the data frames transmission time, thus reducing throughput. A second solution consists in decreasing the number of exchanged ATIM frames during the ATIM window; thus decreasing its span without blocking any traffic. This is the option we chose in this work, and we propose two topology aware power saving mechanisms, namely: the Broadcast Topology Aware-PSM (BTA-PSM) and the Unicast Topology Aware-PSM (UTA-PSM). The main contribution of these two protocols is the fact that they use the announcement information exchanged between nodes during the ATIM window period to reduce the number of transmitted announcement frames. Both the BTA-PSM and UTA-PSM force some nodes to abandon their ATIM transmissions if they can infer, from previous ATIM announcements, the assurance that the ATIM destination is active anyway.
The rest of the paper is organized as follows. In section II, we present an overview of the PSM in the IEEE 802.11 for the ad hoc networks. Section III is devoted to present some critics of the PSM. The BTA-PSM and UTA-PSM protocols are introduced in section IV together with some comparative study. Section V presents our simulation based performance evaluation of the new protocols and their comparison to PSM. Concluding remarks are given in section VI.
II. THE IEEE 802.11 POWER SAVING MECHANISM (PSM)
PSM is based on a synchronous Sleep scheduling policy, in which wireless nodes are able to alternate between an active and a Sleep mode. However operations like waking up at the same time or listening to a common channel need the synchronization of network nodes. The synchronization in an ad hoc network is established by exchanging specific frames called Beacon according to a Timing Synchronization Function (TSF) [1] .
At every BeaconInterval, each node must either send one Beacon or receive at least one Beacon. TSF uses timestamped Beacon transmitted to synchronize clocks among nodes. This function is especially applicable to wireless LANs when there is only a direct link between any pair of nodes.
For our proposed mechanisms, we suppose that the network synchronization is already assured by applying TSF. PSM attempts to conserve energy on idle nodes by powering off their wireless interfaces for specific periods of time. As a result each node in the network may be in one of three states: Awake, Doze or off depending on the state in which its wireless interface is. In the Awake state the interface consumes energy differently depending on its transmit, receive or idle state. In the Doze state it consumes very little, and in the off state it consumes no energy. According to the PSM, each station has to announce its buffered data frames by sending a Unicast ATIM frame. Upon reception of an ATIM frame, a station replies by an ATIM-ACK. The transmission is performed using the CSMA/CA. In the ATIM window, only synchronization and announcement messages are transmitted. After the ATIM window has passed, any station that has received or transmitted an ATIM message remains on during the current period and attempts to send its announced data frames before the next BeaconInterval.
Any node that hasn't received or sent an ATIM frame can enter the Doze state at the end of the ATIM window until the next BeaconInterval. Fig. 1 illustrates a typical data transfer in a three nodes ad hoc network. Station A sends an ATIM to station B which responds by sending an ATIM-ACK during the same period. Both stations A and B must remain Awake for the whole BeaconInterval. Station C can switch to Sleep (Doze) mode at the end of the ATIM window since it hasn't sent or received any ATIM frame.
III. CRITICS OF THE PSM AND RELATED WORKS
According to the frame announcement scheme of the PSM, there will be ATIM and ATIM-ACK frames sent as much as there are traffic flows in the network, during the ATIM window. Thus, in the ad hoc network depicted in Fig. 2 , that has 10 traffic sources, there will be 10 ATIM sent (and 10 ATIMACKs) during an ATIM window.
Consequently, in a dense network, with many stations having traffic to send, a large announcement period (the ATIM window) is needed to accommodate all the traffic generated by sending ATIM frames and receiving their ATIM-ACKs. However, for a given BeaconInterval period, increasing the ATIM window period will consume part of the leftover data transmission portion. In an overloaded network, this will degrade its throughput and increase transmission delays.
However, in a network such as the one depicted in Fig. 2 , if node S sends an ATIM destined to node D, nodes n0, n1, n4, n5, and n6 can also hear this ATIM and conclude that S will be active for the current beyond-ATIM window period once it receives the ATIM-ACK. Consequently, neighbors of S can use this information and abstain from sending their ATIM to S (in case they have traffic to send to it) since S will be Awake anyway. This can reduce the number of exchanged ATIMs and ATIM-ACKs during the ATIM window and will lead to a potential significant shortening of this announcement period.
The BTA-PSM and UTA-PSM proposed in this paper exploit this improvement potentiality to provide additional efficiency for the original PSM while not introducing any additional traffic.
Besides, in the literature other improvements of the PSM were proposed. In [3] , the authors presented the Dynamic Power Saving Mechanism (DPSM) as an improvement to PSM that allows a node to dynamically and locally choose a suitable size for its own ATIM window. In particular, they showed that the ATIM window depends on both the traffic load and the number of nodes in the network. However, The procedure of dynamically choosing the ATIM window size works perfectly only in a fully connected network (i.e., just one cell) and fails to be efficient for multi-hop networks.
In [17] and then in [18] the authors presented the Improved PSM (IPSM) while stipulating that the ATIM window ends when the channel is idle for a specified amount of time. However, IPSM only works in single-hop networks since it relies on the fact that a node and all its neighborhood have the same consistent view of the channel activity. Some nodes (all the nodes of the network in some frequently observed cases) can increase their ATIM window period to its maximum for invalid reasons, such as, the channel doesn't go idle due to other's data transmissions or simply because of interferences.
The authors of [19] proposed the use of carrier sensing to dynamically adjust the size of the advertisement windows. The Dynamic Carrier Sense-ATIM (DCS-ATIM) allows nodes to have different values of the ATIM window depending on the amount of traffic that needs to be advertised in the current window.
Carrier sensing is used as an energy efficient method to let neighbors know if a node intends to advertise any packets in the upcoming window. Carrier sensing is also used as a mechanism for nodes to keep track of whether their neighbors have already stopped listening for advertisements and possibly returned to Sleep.
The authors show that DCS-ATIM can significantly reduce the energy consumption of 802.11 PSM with a slight increase in latency. The authors stipulated to the contrary of IPSM that DCS-ATIM stays efficient even in multi-hop networks. In [16] it was proved that DCS-PSM is only effective when the traffic load is extremely light. For other traffic conditions (even very moderate) the DCS-PSM delivers worse than PSM due to the time it takes for carrier sensing.
IV. DESCRIPTION OF THE BTA-PSM AND UTA-PSM PROTOCOLS
In this section we give brief highlights of the proposed protocols and a comparative study of their respective contribution.
A. The Broadcast Topology Aware Power Saving Mechanism (BTA-PSM)
Like the PSM, time is divided into slots called BeaconIntervals. At the beginning of each BeaconInterval, a subperiod δ is reserved to the exchange of synchronization frames (Beacon) and announcement messages (see Fig. 3 ). At the start of each period δ, each node, having some buffered data frames, must announce its traffic by sending a Broadcast announcement message called ATIM-B. This message must contain the address of the node to which the traffic is destined. This information is used to inform the destination that it has traffic to receive and thus must stay Awake during the current This table is updated only when a node hears an ATIM-B frame during the period δ. In this case, a new entry is added to the ANT for the ATIM-B source node. At the start of each BeaconInterval, the ANTs of all nodes are initialized to empty. BTA-PSM is a source based mechanism and the creation and update of the ANT are executed at the reception of an ATIM-B frame. The ATIM-B's source is considered as an Awake neighbor during the current period. When a station has some data traffic to transmit to a destination node, it has to check first whether that node belongs to its ANT. In that case, the traffic source refrains from sending its own ATIM-B since the destination node is guaranteed to stay Awake. Otherwise, it must send an ATIM-B with the address of the destination node.
Each station hearing an ATIM-B frame must update its ANT with the ATIM-B's source node. Then, it must check if the ATIM-B frame contains its own address. In that case, it should remain Awake at the end of the δ period to receive its destined traffic. Otherwise, three cases arise:
• The node receiving the ATIM-B has data traffic to transmit to the ATIM-B's source, thus, it can use this information and abstain from sending its announcement frame.
• The node has no traffic to send to the ATIM-B's source, but it has traffic to another destination node. In this case, it must send an ATIM-B indicating its traffic to the destination node.
• The node has no traffic to send to any destination and then it switches to the Doze state at the end of δ. Compared to the PSM, the BTA-PSM reduces the number of exchanged announcement frames using two fundamental properties:
• Unlike PSM, the announcement frames relative to the BTA-PSM shouldn't be acknowledged since they are Broadcast messages. This leads to a thrift in the number of announcement messages in favor of BTA-PSM.
• Another advantage of the BTA-PSM is depicted in the following case: if a station S hears an ATIM-B frame sent by some node D to which S has traffic to transmit, S abstains from sending its ATIM-B to D since D will be Awake anyway. By reducing the number of exchanged announcement frames, the BTA-PSM allows the use of a smaller announce-ment period (δ) and offers a potential increase of the channel goodput.
B. The Unicast Topology Aware Power Saving Mechanism (UTA-PSM)
In UTA-PSM, as in PSM, the announcement of the traffic is carried out during the ATIM window period using Unicast ATIM frames which must be acknowledged during the same period. If a station hears an announcement frame (ATIM or ATIM-ACK) sent by another station to which it has traffic to transmit, it must abstain from sending its own ATIM to that station. UTA-PSM is a source and destination based mechanism. As such, the creation and update of the ANT follow the reception of an ATIM or ATIM-ACK frame. The sources of the ATIM and ATIM-ACK will be considered as Awake neighbors for the current BeaconInterval (since an ATIM frame contains both the source and the destination stations' identities but the ATIM-ACK contains only the address of the ATIM-ACK receiving station's [1] ).
For this reason, we have modified the ATIM-ACK's frame by adding the ATIM-ACK source address. This modification allows nodes to be aware of the state of all their neighbor stations' states (Doze or Awake). However, being Awake results from the transmission of an ATIM or ATIM-ACK frame which are both exploitable. As soon as the update of the ANT is finished, the station receiving the ATIM or ATIM-ACK frame must check if it's targeted by this announcement frame (ATIM or ATIM-ACK).
If the received ATIM or ATIM-ACK frame is addressed to the current node, it must reply by an ATIM-ACK if the received frame is an ATIM and remain Awake during the current period. Otherwise, three cases arise:
• The station has no traffic to send to the ATIM's source (respectively to the ATIM-ACK's source); however, it has some traffic to transmit to another destination. Thus, the station must send an ATIM frame to indicate to that node that it has traffic destined to it, in order to force it to stay Awake.
• The station has some traffic to transmit to the ATIM's source (resp. to the ATIM-ACK's source). The station must then remain Awake without sending any ATIM frame to that node as it will stay Awake for the reminder of the BeaconInterval.
• The station has no traffic to send to any station. Thus it switches to the Doze state at the end of the ATIM window period. The UTA-PSM reduces also the number of exchanged announcement frames in comparison to PSM. With regards to the BTA-PSM, its contribution resides in the extent of the topological information's range it manages. In fact, using the BTA-PSM, only the ATIM-B source's neighbors can profit from the information about the source's Awake state. However, for the UTA-PSM, not only the ATIM source's neighbors obtain the information concerning its Awake state, but also the neighbors of the ATIM-ACK source's become aware of its Awake state. The neighbors shared by the ATIM's source 
C. Comparative study between BTA-PSM, UTA-PSM and PSM wih regards to particular topologies
In order to position our proposed protocols, we will compare them to the PSM standard. We consider two different topologies as bases for comparison. Each one of these architectures illustrates the advantages of either of the two mechanisms. The first topology aims at proving the contribution of the BTA-PSM mechanism by considering only the traffic destined to other traffic sources.
In such a case, both BTA-PSM and UTA-PSM have the same behavior with regards to frame announcement exchange. The advantage of UTA-PSM, consisting of treating information in the destination's side, isn't taken into consideration through the topology presented in Fig. 4(a) . We consider traffic from S to D. We add traffics from n6, n5, n4 and n0 towards S. If S sends first its announcement frame (ATIM or ATIM-B), nodes having traffic to send to S will abstain from sending their announcement messages when using BTA-PSM or UTA-PSM.
Since the two mechanisms have the same behavior, what makes the difference between BTA-PSM and UTA-PSM, in such a topology, is the type of the exchanged announcement frames. In fact, BTA-PSM has the advantage of using Broadcast announcement frames which doesn't need to be Acknowledged. As for UTA-PSM, the nodes use Unicast ATIM frames that need to be Acknowledged. To illustrate the usefulness of UTA-PSM, we consider the topology of Fig.  4(b) , in which only the traffic flows destined to node D are defined. In this case, the UTA-PSM allows the reduction of the number of exchanged announcement frames. However, the BTA-PSM demands the sending of all traffic announcements and then it behaves similar to PSM except for the fact that there is no need for sending ATIM-ACKs.
One might argue that the presented topologies are chosen to suit both BTA-PSM and UTA-PSM. However, we can assert that the topologies used for illustration are typical for network architectures where some nodes are selected to assure packet forwarding. Such nodes may be clusterheads in clustered network topologies or nodes belonging to a dominating set [20] or an MPR set such as in the OLSR routing protocols [21] .
The next section includes a simulation based comparative performance evaluation of the BTA-PSM, UTA-PSM and PSM.
V. SENSITIVITY ANALYSIS
We have implemented BTA-PSM and UTA-PSM in the JSim simulator [12] , [13] , that includes an implementation of the PSM for ad hoc networks, as well. Four metrics are used to evaluate the proposed schemes:
• Number of delivered data frames: represents the total number of data frames delivered to a chosen destination station representing the throughput at this station.
• Mean sojourn time: represents the average time a data frame spent in the network from its generation at the source station till its delivery to its destination.
• Power consumption: representing the total energy consumed by all stations during the simulation time.
• Power consumed per delivered data frame: represents the total energy consumed divided by the number of delivered data frames.
A. Simulation Setup
The simulation time was set to 500 seconds. We have used CBR traffic models with different data rates, a fixed data frame size of 512 bytes and a wireless channel bit rate of 2 Mbps. We adopt a BeaconInterval of 0.1 seconds which is the value specified for PSM in [1] . We assume an initial energy equal to 1000 Watt per station.
The energy consumption model used throughout the simulations is defined as follows:
• Energy consumption rate in transmit state equals 0.660 Watt per second.
• Energy consumption rate in receive state equals 0.395 Watt per second.
• Energy consumption rate in idle state equals 0.296 Watt per second.
• Energy consumption rate in Doze state is equals to 0.0 Watt per second. As indicated above, the performance of either BTA-PSM, UTA-PSM or PSM depends on the selected topology. The first network topology, presented by Fig. 5(a) , illustrates the contribution of BTA-PSM as a source based mechanism using Broadcast Announcement frames. This topology is in conformity with the model presented et the preceding section (Fig. 4(a) ). For this scenario, we consider a network composed of 6 nodes. We define 4 CBR traffic sources from n0, n1 and n2. All these traffics are destined to n3 and have a fixed load of 20 pkt/sec. We distinguished a specific traffic from n3 to n4 to which we vary the load. ATIM window (respectively δ) is fixed to 0.008 seconds. Fig. 5 (b) presents a topology defining only traffics intended for a destined node of a basic traffic flow which supports the activation of UTA-PSM according to the model of Fig. 4(b) . Compared to the preceding scenario, this one defines traffic flows from n0, n1, n5 and n6 to n4. We kept all the other parameters fixed. Finally, the third topology, depicted by Fig.  6 , introduces a random topology allowing the comparison of all studied mechanisms independently of the topology. In this case, our network is made of 14 stations and the traffic flows are defined from n6, n9, n10, n11, n12 and n13 to n4 and from n0, n1, n2, n5, n7 and n8 to n3 with a fixed load of 20 pkt/sec.
B. Simulation Results
The first simulations results forour setting corresponding to topology 1 or 2 revealed that BTA-PSM, UTA-PSM and PSM generate the exactly the same throughput (Figures omitted for simplicity and brevity). This is due to the fact that the announcement period (ATIM window or δ) was sufficient for the transmission of all the announcement frames. Thus all the generated data frames will be delivered to destination for the three mechanisms.
In this scenario, we wanted to see how power conservative our new mechanisms are. Considering topology 1, we clearly see that BTA-PSM gurantees the best energy conservation (Fig. 7) . Indeed, in this case, the energy consumed for data transmission (during the Beyond-ATIM window period) is the same for all the mechanisms. However, the power consumed during the announcement period varies from one mechanism to another.
For our network example, it is easy to see that at most 2 ATIM-B frames should be sent during δ under the BTA-PSM strategy. Even when using UTA-PSM, at most 2 ATIM frames will be transmitted but with their ATIM-ACK which increases the energy consumed by UTA-PSM. under the BTA-PSM strategy. Even when using UTA-PSM, at most 2 ATIM frames will be transmitted but with their ATIM-ACK which increases the energy consumed by UTA-PSM.
In fact, in topology 1, if n3 is the first to send its announcement frame (ATIM-B or (ATIM and ATIM-ACK)), there is no need that the other traffic sources send their announcement frames, otherwise, two announcement frames (with their potential ATIM-ACK) are sent. However, when using PSM, for the same topology, exactly 4 ATIM frames and their corresponding ATIM-ACK frames must be exchanged each ATIM window. While the three mechanisms ensure the same throughput with different power consumptions, we can see in Fig. 8 , that with regards to topology 1, the power consumed per delivered data frame relative to BTA-PSM is the lowest whereas the one corresponding to the PSM is the highest.
On the other hand, we can notice that the UTA-PSM guarantees better energy conservation than the BTA-PSM and consequently a better power consumption per delivered data frames (see Fig. 9 and Fig. 10 ) when considering topology 2.
Actually, the main advantage of our protocols is the possibility of reducing the announcement period in order to increase the throughput and decrease delays. Thus, in the following experiments, we have varied the value of the announcement period (ATIM window or δ) for the network represented in Fig.  5(a) (topology 1) ,and we have fixed the traffic load between n3 and n4 to 200 pkt/sec. Fig. 11 depicts the throughput as a function of the ATIM window size. We notice that the BTA-PSM outperforms both UTA-PSM and PSM for all the values of ATIM window size (i.e., δ). We observe also that the BTA-PSM reaches its maximum throughput for a smaller value of the announcement period than the two other mechanisms. We conclude that the BTA-PSM can deliver much more traffic than both PSM and UTA-PSM for very small values of the announcement period.
The next plot of Fig. 12 confirms the results of Fig. 11 by showing how the BTA-PSM outperforms the PSM and UTA-PSM in terms of power conservation. In addition, we observe that the BTA-PSM and UTA-PSM consume much less energy than the PSM when the announcement period is higher than 0.004 sec. Through all the experiments presented above, we have compared BTA-PSM, UTA-PSM and PSM according to particular topologies. In the following, we shall study these mechanisms on a random topology (topology 3) that does not favor none of them (see Fig. 6 ).
We extended our topology by considering a network example composed of 14 stations and we have defined 12 disruptive traffic flows. Each disruptive traffic has a load of 20pkt/sec each. We fixed the value of the ATIM window at 0.008 sec (value chosen in conformity with the results of Fig. 11 and Fig. 12 ). Fig. 13 plots the throughput versus traffic load. We notice that UTA-PSM outperforms all the other mechanisms in term of delivered data frames. Indeed, owing to the fact that it uses the smallest number of announcement frames for a random topology, UTA-PSM succeeds in transmitting the majority of its generated data frames, achieving the highest throughput, while the BTA-PSM is second best. As for PSM, the chosen ATIM window period (0.008 sec) isn't sufficient to accommodate the transmission of all ATIM and ATIM-ACK frames needed to announce the generated traffic flows and thus some parts of this traffic are blocked. This difference in performance of Fig. 13 is translated in terms of delay in the plots of Fig. 14 . Indeed, the traffic blocking from which PSM suffers in reflected in the highest mean sojourn time for the PSM traffic.
VI. CONCLUSION
In this paper, we proposed two new power saving protocols derived from the 802.11 PSM standard and offering improvements of its functionalities, especially in dense networks. The proposed new mechanisms: BTA-PSM (Broadcast Topology Aware PSM) and UTA-PSM (Unicast Topology Aware PSM) strive to minimize the number of announcement frames sent during the announcement period by using the knowledge gained from the ATIM frames announcement exchanged so far to save further, useless announcements. We showed that the new proposed mechanisms outperform PSM with respect to the energy power consumption, delay, throughput and power consumed per delivered data frame. That is both BTA-PSM and UTA-PSM thrive to deliver much more throughput than PSM for a reduced value of ATIM window by reducing the number of exchanged announcement frames, yet provide better energy consumption. The BTA-PSM and UTA-PSM are found particularly useful for network topologies where traffic forwarding is concentrated on designated nodes such as clusterheads, in case of clustered topologies or nodes belonging to dominating sets such as the case of the OLSR protocol.
