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Residential real estate price is one of the key components of our economy 
developments and also has been a major concern of the public, bank industry, 
government and investors. The accurate estimation of sale price and its changes have 
an important role in decision-making of related departments and organisations. In 
Australia, one of the biggest investments for people is in residential real estate. 
Therefore, many studies and research works have been carried out to build an 
automated valuation model to predict sale prices of residential properties accurately 
as much as possible.  
The complexity of estimating residential real estate price is related to its main 
characters, such as immovability, durability and it is highly dependent on location and 
property structure. In traditional Automated Valuation Models (AVMs), the standard 
information related to property is used for predicting the sale price of properties 
including structural features (number of bedrooms, bathrooms, age, floor area, etc.), 
locational features (distance to Central Business District, amenities and etc.) and 
demographic features (reigning profiles). But, in a real-world situation, a valuer 
visually inspects the property to estimate its sale price instead of using numbers on 
paper. People browse real estate online websites to trade their properties. Real estate 
agents or sellers provide images of each property to help buyers in decision-making 
when purchasing property. A reason to use images and videos is that they act like 
universal languages for people with different backgrounds. The main content of an 
image or video can be easily understood. 
However, images, which are probably the most important factors on a buyer’s 
initial decision-making process, have been ignored in the process of prediction of sale 
V 
price in existing AVM models due to the difficulty of engaging visual features in a 
regression problem. This study uses property images to propose a new advanced 
property valuation decision support system (DSS) to predict residential real estate sale 
prices.  
The proposed DSS includes these components: data management, pre-processing, 
classification, prediction and user interface. The data management component takes 
care of data flows in the system. Pre-processing prepares the inputs for the prediction 
model through cleansing, scaling and feature enrichment. The prediction component 
takes into account the visual features and incorporates them into the regression 
problem. The convolutional deep neural network is used to extract the visual features 
from property images. These include bedroom, bathroom, living room, kitchen, 
balcony and front images. In regards to labelling images in a property valuation DSS 
environment automatically, an image classification model is developed whereby 
arrival images are labelled and stored in a real estate database.  
Also, in this study, two separate areas of real estate property prediction – mass 
appraisal and housing indices – are combined to improve the accuracy of prediction 
of an individual property. Inspired by the stratified median price method, this study 
shows how a median price index derived from K-mean clustering is created to extract 
the trend and historical features related to segment (cluster) to which that property 
belongs. To create a proper index based on the median price, the structural, locational 
and demographic features of properties are considered as aggregated features. The 
adjusted median sale price index is used as input of a Long-Short Time Memory 
(LSTM) model to create and extract sale price trends and historical features to be add 
to the deep neural network regression model to improve the accuracy of predicting 
sale prices.  
VI 
Two main prediction models to handle real-world situations regarding availability 
of property images in the proposed valuation DSS are developed: the visual prediction 
model and the non-visual prediction model. The visual prediction model considers 
the standard meta-data, visual features extracted and sale price market features. The 
non-visual prediction model considers meta-data and extracted housing market 
features.  
This study presents the improvement of accuracy in sale price prediction based on 
visual features and housing sale price index features. The improvement of prediction 
by adding adjusted median sale price features compared to the baseline model which 
uses meta-data features only, is 8.23% decreasing in the mean absolute error. By 
adding visual features, the mean absolute error is dropped by 9.16% compared to the 
non-visual prediction model. In other words, a mainly visual-based prediction model 
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