We present a method of balancing for nonlinear systems which is an extension of balancing for linear systems in the sense that it is based on the input and output energy of a system. We deal with the input and output energy function of a stable nonlinear systems and propose a method to use these functions to get a balanced form for a stable nonlinear system. It is a local result, but gives 'broader' results then we obtain by just linearizing the system.
Introduction
Balancing for linear systems is a well known subject on which there has been a lot of research in the last decade. It started with a paper of Moore [6] in 1981, where balancing is introduced with the aim of using it as a tool for model reduction. If a linear system is in balanced form the Hankel singular values are a measure for the importance of state components. This means that the influence of the corresponding state component on the output and input energy is measured by a Hankel singular value. If a Hankel singular value is small the influence of the state component on the output and input energy is respectively low and high and thus this state component may be deleted in order to obtain a reduced-order model. A Hankel norm error bound of model reduction based on balancing is given by Glover in [1] .
Here we give a set up of balancing for nonlinear systems. The intuitive idea behind model reduction for linear systems can be extended to nonlinear systems. Again, as in the linear case, the importance of state components can be measured in terms of the input and output energy. * Supported by the Dutch Systems and Control Theory Network Instead of the Hankel singular values we define for nonlinear systems singular value functions, measuring again the importance of a state component.
In section 2 we give a very brief review on balancing for linear systems. Section 3 contains properties of the input and output energy functions for linear systems. These properties are instrumental in the set up for balancing of nonlinear systems. In section 4 we go into balancing for nonlinear systems and define the singular value functions. We propose a procedure to bring a nonlinear system in balanced form. Finally in section 5 we give some conclusions.
Throughout this paper we will use a fairly standard notation. We denote by x T x or x 2 the squared norm of a vector x ∈ R n . We say that u :
we denote the row-vector of partial derivatives of a differentiable function L : R n → R. Furthermore we denote by x(t 2 ) = ϕ(t 2 , t 1 , x 1 , u) the solution on time t 2 of the systemẋ = f(x) + g(x)u with initial condition x(t 1 ) = x 1 and input
Review of balancing for linear systems
Consider a linear system:
where u ∈ R m , x ∈ R n and y ∈ R p . We assume throughout (1) is stable, controllable and observable.
Definition 2.1
The controllability and observability function of a linear system are defined as respectively
The value of the controllability function at x 0 is the minimum amount of control energy required to reach the state x 0 and the value of the observability function at x 0 is the amount of output energy generated by the state x 0 . The following results are well known (cf. [6] ):
At dt is the observability gramian. Furthermore W and M are the unique positive definite solutions of the following Lyapunov equations:
Theorem 2.3 There exists a state space transformation x = Sx for system (1) such that the transformed systeṁ
is in balanced form, i.e.:
with
T M S are the controllability and observability gramian of the transformed system (6). Here the σ i 's, i=1,..,n, are the Hankel singular values, i.e. the singular values of the Hankel operator of the system (see [1] ).
For system (6) we have as controllability and observability function respectivelyL c (x 0 ) = 1 2x
T 0 Σx 0 . For small σ i the amount of control energy required to reach the statex = (0 . . . 0x i 0 . . . 0) is large while the output energy generated by this statê x is small. Hence if σ k >> σ k+1 , the state components x k+1 tox n are not important from this energy point of view and can be removed to reduce the number of state components of the model.
The controllability and observability function of nonlinear systems
Consider a smooth, i.e., C ∞ , nonlinear system of the forṁ
where
. . x n ) are local coordinates for a smooth state space manifold denoted by M. Throughout we assume that the system has an equilibrium. Without loss of generality we take this equilibrium in 0, i.e. f(0) = 0 and we also take h(0) = 0. The controllability and observability function, respectively L c and L o , of system (8) are defined in the same way as in section 2 for linear systems. Again the value of the controllability function at x 0 is the minimum amount of control energy required to reach x 0 and the value of the observability function at x 0 is the amount of output energy generated by x 0 .
Definition 3.1
The controllability and observability function of a nonlinear system are defined as respectively
These functions do not necessarily exist. In particular, L o can be infinite if the system is unstable and if x 0 can not be reached from 0, then by convention L c (x 0 ) will be infinite. In this section we assume throughout that L c and L o are finite. Also, for the rest of this paper we assume L c and L o are smooth functions of x.
under the assumption that (11) has a smooth solution on W . Furthermore for all x ∈ W , L c (x) is the unique smooth solution of
under the assumption that (12) has a smooth solutionL c on W and that 0 is an asymptotically stable equilibrium
Proof Assume (11) has on W as smooth solutionL o (x). Then
∀x 0 ∈ W since x(0) = x 0 and x(∞) = 0 by the asymptotic stability of f(x). Hence part 1 is proven. For part 2 we assume (12) has on W a smooth solutionL c (x). Then
∂x (x). As in definition 3.1 we consider the inputs u such that x(0) = x 0 ∈ W and x(−∞) = 0, then
and thus
is a lower bound for
It is clear that for
∂x (x)) on W this latter input is such that
Remark 3.3 Equation (11) is a nonlinear Lyapunov type of equation and equation (12) is a Hamilton-Jacobi equation associated with an optimal control problem.
Remark 3.4 If L o is a solution of (11), we can conclude from the negative semi-definiteness of (12), we can conclude from the negative semi-definiteness of
) is asymptotically stable, 0 is a minimum for L c and hence L c is non-negative. (0) is asymptotically stable then locally about 0 (11) and (12) have smooth solutions, see [8] .
Remark 3.6 If we replace the condition that (12) has a smooth solutionL c on W and 0 is an asymptotically stable equilibrium of
∂x (x)) by the condition that (12) has a smooth solutionL c that is positive definite, then we get the same result, see theorem 3.7.
Theorem 3.7 Assume 0 is an asymptotically stable equilibrium of f on W and (12) has a smooth solution L c on W . ThenL c (x 0 ) > 0 for x 0 ∈ W , x 0 = 0, if and only if 0 is an asymptotically stable equilibrium of
∂x (x) ≤ 0 This negative semi-definiteness implies thatL c is a Lya-
t)) = 0}. Since 0 is an asymptotically stable equilibrium of f andL c positive definite on W we conclude from this that the maximal invariant set in V is {0} and LaSalle's invariance principle thus implies that
∂x (x)) is asymptotically stable on W . For the if part of the theorem we use theorem 3.2. This states thatL c = L c on W , where L c is the controllability function of system (8). Furthermore we know from the proof of theorem 3.2 that the minimum is taken for
Let now x 0 = 0. If ∂Lc ∂x (x(t))g(x(t)) = 0 for −∞ ≤ t ≤ 0 then u(t) = 0, for all t, −∞ ≤ t ≤ 0. However, since f is asymptotically stable, we cannot have x(−∞) = 0 and x(0) = x 0 = 0. Hence we have a contradiction and thus there exists a t, −∞ ≤ t ≤ 0, such that
For the following definition see e.g. [8] .
Definition 3.8 The system (8) is reachable from x 0 if for anyx ∈ M there exists at ≥ 0 and input u such that x = ϕ(t, 0, x 0 , u). The system (8) is zero-state observable if any trajectory such that u(t) ≡ 0, y(t) ≡ 0 implies x(t) ≡ 0, i.e., for all x ∈ M , h(ϕ(t, 0, x, 0)) = 0, t ≥ 0 ⇒ ϕ(t, 0, x, 0) = 0, t ≥ 0.
The following theorems are related to some results in [3] and [8] . 
Zero-state observability implies that for some τ > 0 we have h(ϕ(t, 0, x 0 , 0)) = 0 for 0 ≤ t < τ . Hence for x 0 = 0
Balancing for nonlinear systems
In the rest of this paper we consider nonlinear systems of the form (8) ∂x 2 (0) = 0, since we already know that both are non-negative definite matrices. By section 3 we know that these assumptions imply among other things that L o is the smooth positive definite solution of (11) and L c the smooth positive definite solution of (12). These assumptions also imply that (A, B) is controllable and that (C, A) is observable, where B = g(0) and C = ∂h ∂x (0).
Lemma 4.1 There exists a coordinate transformation
is of the following form:
Furthermore we can write L o (x) in the new coordinates x = φ −1 (x) in the following form:
and M (x) is a n×n symmetric matrix with entries which are smooth functions ofx.
Proof Proof This follows from Theorem 5.13a in [4] . Theorem 4.3 Consider system (8) and assume the condition of lemma 4.2 is fulfilled. On a neighborhood U of zero there exists a coordinate transformation x = ψ(z), ψ(0) = 0, such that L c (x) in the new coordinates z ∈ W := ψ −1 (U ) is of the following form:
while L o is for the new coordinates of the following form:
where τ 1 (z) ≥ ... ≥ τ n (z) are smooth functions of z, called the singular value functions.
Proof From lemma 4.1 we know that there exists a transformation x = φ(x), φ(0) = 0 such that in the new coordinates L c and L o are of the form (13) respectively (14). By lemma 4.2 we know that on V the eigenvalues of M (x) and the associated eigenvectors are smooth functions of x. Furthermore we know that M (0) > 0 which means that M (0) is diagonalizable. By the smoothness of the eigenvalues and eigenvectors this implies that M (x) is diagonalizable on V . Indeed, since M (x) is symmetric, we can write
., n, are the eigenvalues of M (x) and T (x) is the corresponding matrix of eigenvectors with T (x) an orthogonal matrix, i.e. T T (x)T (x) = I,x ∈ V . Now we can rewrite (14) as:
Define a new coordinate transformation z = ν(x) := T T (x)x. In these coordinates we get:
., n, the transformation ψ := φ • ν −1 and U := φ −1 (V ), then the theorem is proven.
Remark 4.4 For a linear system the singular value functions τ i , i = 1, .., n are constants and are the squared Hankel singular values.
The form of the controllability and observability function in (15) and (16) is not yet entirely balanced. For that we need an additional coordinate transformation. We take
. Then (15) and (16) become respectively:
., n. Now (17) and (18) have the property thatL c (0, .., 0,z i , 0, ..,
., n. This corresponds with the linear theory, since in that case σ i is constant and thus σ i is a Hankel singular value, i = 1, .., n. We know that τ 1 (z) ≥ . . . ≥ τ n (z) forz ∈W . In energy terms we can say that if τ i (z) > τ i+1 (z) the state variablē z i is more important then the state variablez i+1 onW . Similar to the concept of balancing for linear systems we call the nonlinear system balanced if it has a controllability and observability function of the form of (17) and (18). This means that we can balance system (8) by a coordinate transformation of the form x = χ(z) := ψ(η −1 (z)) where ψ is as in theorem 4.3. (3x 1 − 4x 2 , 4x 1 + 3x 2 ). Hence the coordinate transformation ψ of theorem 4.3 is ψ(z) = ν −1 (z) and W = ψ −1 (V ) = ν(V ) = {z|z
