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Abstract— A new approach to real-time knowledge extraction 
from streaming data generated by wearable wireless 
accelerometers based on self-learning evolving fuzzy rule-based 
classifier is proposed and evaluated in this paper. Based on 
experiments with real subjects we collected data from 18 
different classifieds activities. After preprocessing and classifying 
data depending on the sequence of activities regarding time, we 
achieved up to 99.81% of accuracy in recognizing a sequence of 
activities. This technique allows re-training the system as long as 
the application is running on the wearable intelligent/smart 
sensor, getting a better classification rate throughout the time 
without an increase of the delay in performance. 
I. INTRODUCTION 
HE use of ubiquitous systems which monitor individuals is 
projected to increase rapidly in the next decade. The 
computer of the past was in a form of a rack, later the 
‘personal computer’ was hailed as a great step in the 
miniaturization and personalization indeed, then laptops, 
PDAs and palm held computers become the next step in the 
same direction. The future computers will be micro and even 
nano devices that are literally embedded in various objects of 
the everyday life, including sports cloths, equipment used by 
elderly etc. All this miniaturized devises will surround us and 
will be able to monitor our movements, temperature or 
distance in a passive manner. MEMS and nano-electronics 
marked a significant advance in the increase of the processing 
capacities of these devices during the last two decades [1].  
In the case of Wireless Sensors which are more suitable for 
monitoring purposes than mobile phones, sensory capacities 
have increased including several sensors that gather data in a 
synchronized fashion by comprising a powerful and very 
informative sensor array [2]. As a result of severe power 
consumption constraints, these wireless sensors limited in the 
past to merely gather the data from transducers and to forward 
it to the back-end. Nowadays, they are able to process 
complex algorithms, to compress, process the gathered data 
on-line. 1 
This offers the possibility to develop principally new types 
of applications that are relatively more computationally 
complex but lead to the increase of the level of intelligence 
machine quotient (MIQ) of these devices and the systems and 
networks that include them. One such possibility to make use 
of the increased computational capacity of these devices for 
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the development of an intelligent application is presented in 
this paper. It should be noted that despite the increased 
computational capacities the practical limitations that still 
exists as well as the requirements for real-time mode of 
operation require the algorithms and applications that are 
being developed to be implemented and uploaded on board 
such devices to be computationally lean, recursive and fast. 
We have chosen as a case study of this generic approach 
activity recognition and alert generation task that is applicable 
to sportsmen elderly, soldiers etc. Activity recognition based 
on motion data is a very attractive field of study and 
experimentation for sport and healthcare applications. 
Monitoring wireless wearable devices can be embedded on 
everyday accessories such as bracelets or wrist watches which 
would be able to track all data at the same time offering a 
supposed high level meaning of the perceived information to a 
back-end center. At a (usually remote) centre/back-end 
coaches or doctors would be able to know the activity the 
subjects they are monitoring are most likely to be performing 
(involved in) as well as to receive an alert in case of an 
abnormal behavior. This information is the most important and 
can increase the efficiency of the monitoring process, save 
bandwidth and energy of transmission. Instead of sending the 
raw data and overloading the communication channel, 
monitors and the power requirements of the micro- or nano-
device the high level knowledge will be transmitted in a more 
aggregated (granulated) form. The knowledge includes besides 
the type of the activity being recognized on-line also the 
(fuzzy) rules based on which this recognition process has 
taken place as well as the recursive parameters based on which 
the on-line learning process can continue with new data. 
    In a real life experiment the training data is obtained from a 
single subject who is monitored in an automated manner. On 
the other hand, when several subjects are monitored, these 
experiments are carried out following some pre-defined 
instructions which make the recognition very accurate but they 
are based on restricted gesture models [3]. A real life 
experiment must allow a complete freedom of movement of 
the individual subjects of the experiment. In the experiments 
that are described in this paper both of these points of view are 
taken into account, because they have different domains of 
applications. In the former case, it could be useful for assisted 
live applications, for disabled people which perform similar 
gesture models. Alternatively, in the latter case, it is intended 
that a unique application is able to recognize a common 
pattern from different characters, which makes the definition 
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 of the pattern extremely complex. Moreover, we have to 
consider that our aim is to carry out this inference in real-time, 
which makes practically impossible to build a classification 
model a priori. Therefore, the approach that is taken is based 
on signal processing techniques which are adaptable and 
versatile so that recognition is based on non-fixed (evolving) 
models. In this study we develop and study the application of 
a recently introduced autonomous machine learning technique 
called evolving (fuzzy) rule-based systems [4,5,6] that provide 
the ability to take into account the dynamics and progressive 
evolution which the living subjects exhibit. 
The paper is organized as follows. Section II describes our 
previous studies and other experimental works on this matter. 
Section III we explain the accomplished experiment and 
introduce the used techniques.  Section IV explains with detail 
dataset collected and Section V pre-processing of data and 
feature extraction. Section VI elaborates on applied Evolving 
Fuzzy Systems (EFS). Section VII shows obtained results, 
VIII gives some details about alert recognition using same 
techniques and finally IX conclusions. 
II. BACKGROUND AND RELATED WORK 
In previous studies we worked on Ambient Assisted Living 
(AAL) application using wireless sensors network (WSN) for 
elderly monitoring [7]. Across our projects we employed a 
great variety of heterogeneous sensors such as RFID, bio-
sensors, accelerometers, gyroscopes etc. We organized them 
in a cooperative framework [8]. The applications that were 
developed took a form of services. One of them was a fall 
detector that generates an alarm that is triggered when pre-
defined thresholds are surpassed. By testing the fall detector 
prototype we realized that responses from the system and 
alarm generated were not effective when falls happened in an 
unusual manner, position or speed-up. As a result of this 
shortcoming we had to reconfigure related parameters on 
many occasions. This emphasizes the importance of 
algorithms and methods that are generic in nature and do not 
require user- or problem-specific thresholds, tuning but can 
instead adapt to the changing/evolving behavior of the 
subjects that are being monitored.  
Our research was therefore directed towards study and 
development of generic in nature activity recognition methods 
and algorithms that are dynamically evolving, self-learning 
and adapting (as opposed to being pre-fixed and off-line). 
There is a wide range of publications that report human 
activities recognition using wearable devices, e.g. using 
magnetic red switches [9], RFID Readers [10] and so on. 
However, the accelerometer attached to the body has been the 
predominantly used hardware. Some articles are focused on 
dealing with acceleration data such as [2] but they use several 
hoarders which were uncomfortable for monitored 
characters/subjects and even further away of a suitable 
prototype to be offered on the market.  
In this paper we do compare the proposed approach and 
results of the study with the other published approaches which 
concern achieving an accurate activity recognition using just a 
single sensor. On this basis, an accurate activity classification 
technique using a single wrist-worn accelerometer has been 
developed [11]. In [12] a decision tree algorithm built from 
clusters created beforehand has been used which assumes an 
off-line experimental setting and pre-fixing the structure of the 
classifier which also implies that any future changes or 
evolution of the behavior by the subjects being monitored will 
not be correctly classified. Therefore, this algorithm is not 
suitable for real-time application. 
III. THE PROPOSED APPROACH 
This section introduces the proposed approach for adaptive, 
real-time activity recognition from wearable wireless sensors. 
It comprise of several stages which are closely related. 
Success of recognition depends strongly on every single layer 
of the system. In what follows we will describe all stages that 
are included in the proposed self-learning classifier.   
We used a wireless sensor with an accelerometer on board 
as a prototype. This sensor was a SunSPOT mote [13] which 
has a low-power, three-axial accelerometer that can be set to 
measure accelerations over a scale of ±6g. Moreover, the radio 
range is up to 10 meters (USA version allows up to 100m), but 
can be significantly less depending on other interference 
factors in the environment. Battery life is entirely dependent 
on the duty cycle (when running all the LEDs and the radio at 
full power will support less than a day (closer to 6 hours) of 
life; an almost continuous deep sleep can support well over a 
year). 
 
 The core idea of the proposed paradigm is to infer higher 
level (human intelligible) knowledge (in the form of fuzzy 
rules) by processing on-line in a computationally efficient 
recursive manner in real-time streams of raw data locally on 
these wearable wireless sensors and only transmit the high 
level knowledge instead of transmitting the huge amounts of 
raw data directly. The proposed concept is centered at 
embedding local intelligence in wearable sensors borrowing 
some ideas from robotics. Emerging concept of evolving 
(intelligent) systems [4,5,6] has already been applied 
successfully to intelligent sensors in chemical industry [14], to 
robotic systems [15], etc. A hardware realization in a system-
on-chip embedded device such as FPGA of the evolving 
clustering was also reported [16]. The proposed paradigm 
allows the personalization aspect to be addressed by extracting 
user-specific knowledge from the movement pattern extracted 
from the low level data streams (acceleration time series).  
      
Fig. 1.  Smart wireless sensor attached to a subject’s/character’s arm 
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 IV. COLLECTING REPRESENTATIVE SAMPLES 
 At the beginning of this research we needed to generate an 
accurate representative database for training the initial model. 
It was obtained from 18 subjects (10 men and 8 women).  
Supervised annotations were taken on during the experiment. 
All of experiments had duration between 60 and 90 minutes. 
The wireless wearable sensor was attached to the upper arm 
(figure 1) and maximum duration of monitoring was 20 
minutes. Other studies claim that 20Hz of frequency is 
required to classify physical actives. In our case this frequency 
is slightly higher reaching 30 Hz of frequency. 
A total of 18 activities were performed: 
  
TABLE I  LIST OF ACTIVITIES FROM THE EXPERIMENT 
 
The conductor of the experiment was directing users to 
proceed with the selected activities as well as was taking note 
of the time when a new activity took place. Activities were 
performed in different order aiming a more realistic scenario 
and an increased complexity.  
V. PROCESSING RAW DATA 
Data collection is important, but processing the raw data is the 
key of a successful approach. First of all, the data are 
compressed. Raw data measured by two-dimensional 
accelerometer were used:  
         1,2,...t)}y ,{(x = S ttt =                  (1) 
Only the values when the derivative is equal to 0 (inflection 
point of the signal) are taken into account since they are the 
most significant points of the signal. This can be denoted as: 
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In order to allow for a fair comparison of the proposed 
algorithm with other approaches we formed two types of 
experimental datasets: 
1) Offline Dataset:  This data set is based on the raw data 
from the sensors from each one of the characters/subjects. 
We gather a big dataset with all the data collected for 
each one of the characters and then we proceed with the 
feature extraction. In total, we extracted 72 features, 
f1,…,f72 (36 for each of the axes, x and y), namely: 
• variance;  
• kurtosis; 
• skewness; 
• 30 different percentiles; 
• correlation between axes data; correlation is defined 
as the ratio of the covariance and the product of the 
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• Energy; It is the sum of the squared discrete Fourier 
transform component magnitude of the signal divided 
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2) Online Dataset: In this case features were selected in a 
real-time fashion i.e. each time a new data was collected 
respective feature was updated recursively. In this sense, 
some approaches which are not recursive cannot be 
applied in on-line mode. In the case of Evolving Fuzzy 
Systems (EFS) [4,5] which is fully recursive approach 
this is the most appropriate mode. In total, we formed 66 
different features (f1,…,f66); for each of the two 
acceleration axis’s, x and y: 
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where n is the current number of samples, S is the 
required percentile. Cs is the value of the required 
percentile in a constant normal distribution. 
• current value of derivatives: 
           ln 	 .                   (8) 
VI. EVOLVING SELF-LEARNING FUZZY RULE-BASED 
CLASSIFIERS FOR ACTIVITY RECOGNITION  
A classifier is a mapping from the feature space to the class 
label space. The antecedent part of a FRB classifier describes 
the fuzzy partitioning of the feature space, f∈R66 and with the 
consequent part - the class label, Li, i=[1, K]. The structure of 
eClass [17] follows this typical construct of a fuzzy rule-based 
classifier:  






where Tffff ],...,,[ 6621= is the vector of features; iR  
denotes the ith fuzzy rule; i=[1, N];N is the number of fuzzy 
rules; ( )*ijj faroundisf  denotes the jth fuzzy set of the ith 
fuzzy rule; j=[1,n]; *if is the focal point of the ith rule 
Activities list 
Walking Carrying things while walking 
Watching TV Running 
Washing Tidying a room 
Lying in a bed Brushing teeth 
Climbing stairs Reading 
Cycling Vacuum cleaning 
Standing Exercising/stretching 
Eating Relaxing in a chair 
Office work (in a chair) Others 
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 antecedent (note that this is a prototype - a real, existing data 
sample not the mean). Li is the label of the class of the ith 
prototype (focal point). 




;   argmax   1             (10) 
Where  denotes the firing level of (degree of confidence 
in) the ith fuzzy rule, which is determined as a product of the 
membership values,   of the jth  feature, j=[1,n] to the fuzzy 
set ( )*ijj faroundisf :   ∏ µ x!;    i  #1, N&'(          (11) 
The membership functions that describe the degree of 
association with a specific prototype are usually of Gaussian 
form (characterized by good generalization capabilities and 






;     #1, &;   3  #1, 4&                             (12) 
where  is th distance between a sample and the prototype 
(focal point) of the ith fuzzy rule; 6 is the spread of the 
membership function, which also represents the radius of the 
zone of influence of the fuzzy rule.         
A. Learning eClass 
Typically, classifiers are trained off-line using evolutionary 
algorithms or gradient-based schemes such as back-
propagation when combined with NN. The eClass family, 
however, is designed for on-line applications with an evolving 
(self-developing) FRB structure. To achieve this, the 
antecedents of the FRB are formed from the data stream 
around highly descriptive focal points (prototypes) in the 
input-output space, [ ]TT Lfz ,=  per class.  
This on-line algorithm works similarly to adaptive control 
and estimation – in the period between two samples two 
phases are performed:  
i) class prediction (classification);  
ii) classifier update or evolution.  
During the first phase the class label is not known and is 
being predicted; during the second phase, however, it is 
known and is used as supervisory information to update the 
classifier (including its structure evolution as well as its 
parameters update).  
The main difference between eClass and conventional 
classifiers is;  
i) the open structure of the rule-base (it self-develops 
on-line starting ‘from scratch’ while in a 
conventional classifier it is determined off-line and 
then fixed);  
ii) the on-line learning mechanism which takes into 
account this flexible rule-base structure.  
Note that the overall fuzzy rule base is composed of K sub-
rule-bases so that in each sub-rule-base the consequents of all 
rules are the same, but the number of rules, N should be no 
less than the number of classes (N≥K). That is, every new data 
sample with a class label that has not been previously seen 
becomes automatically a prototype. Since there is a prototype 
replacement and removal mechanism this is usually 
temporarily (this prototype is often later replaced by more 
descriptive prototypes). In this way, the classifier learns ‘from 
scratch’ and the number of classes does not need to be known 
in advance. 
The basic notion of the partitioning algorithm is that of the 
potential or density in the feature space which is defined as a 
Cauchy function of the sum of distances between a certain 
data sample and all other data samples of class L in the feature 
space [18]:  789 :8  ;* < =∑  ?@0 ,AB+/C+D E ∑ ?@0  F@C+0AB+/C+                     (13) G   2,3, ….               789 :  1 
Where L8  L8* M N ?@0 ,∑  ?@/,AB+/O+  , L  N ?+
0 ,
∑  ?+/,AB+/O+   ,   #1, 4 M 1& and P   #QR, 
&Ris the input/output vector. 
 
 
Partitioning using the density/potential is based on the 
following principle: ‘the point with the highest density is 
chosen to be the focal point of the antecedent of a fuzzy rule’. 
In this way fuzzy rules with high descriptive power and 
generalization capabilities are generated.      
Each time a new data sample is read it affects the data 
density; therefore the potentials of the existing centers need to 
be updated. This update can also be done in a recursive way:  
 
7ST P9!  UV@W*XY@C+W U?W0XV@W*Z[ V@W*;!- +\@C+W U]W0X*2Z^U?W0 ,?@X_
                  (14) 
 
Once the density/potential of the new-coming data sample 
is calculated recursively using (11) and the density/potential of 
each of the previously existing prototypes is recursively 
updated using (14) they are compared. If the new data sample 
has a higher potential than any of the previously existing 
prototypes of that class, L then it is a good candidate to 
become a focal point of a new rule in this sub-rule-base 
because it has high descriptive power and generalization 
potential: 
( ) ( ) LiLLkkLk NizDzD ∈∀> ** ;   (15) 
Forming a new fuzzy rule around the newly added 
prototype leads to a gradual increase of the size of the sub-







The potential of the newly generated rule is set to 1 
temporarily (it will be updated to take into account the 
influence of each new data sample on the generalization 
potential of this particular focal point by (15) with each new 
data sample being read): 
( )( ) 1*1 ←+LNLk zD  (17) 
To increase the interpretability and update the rule base one 
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needs to remove previously existing rules that beco
ambiguous after insertion of a new rule. Therefore, each time 
a new fuzzy rule is added it is also checked whether any of the 
already existing prototypes in this sub-rule
by this rule to a degree higher than e-1: 
)(];,1[, 11 jezNii LNjiL ∀>=∃ −+µ
If any of the previously existing prototypes satisfy this 
condition the rules that correspond to them are being removed 
from this sub-rule base (in fact, replaced by the newly formed 
rule). 
The spreads of the membership functions of the sub
base of the respective class are also recursively updated based 
on the data distribution: 
],1[;)1( 11 Likikik Nirr =−+= −− σρρ
 
where  ρ is a learning parameter; it determines how quickly the
spread of the membership functions will converge to the local 
scatter of that cluster; the default value is 0.5
VII. EXPERIMENTAL RESULTS FOR ACTIVITY 
In this section the experimental results using the proposed 
approach will be described and compared with other existing 
published studies and also algorithms used in other 
investigations in the activity recognition field. 
We separated the experimental part in two tests. First, in an 
off-line mode we tried to classify from the 
which activity happened in a certain moment 
the other hand, we used the on-line dataset from just one 
character to recognize the activity (s)he is performing/ 
engaging in a real time fashion. 
A.  Offline Test 
 A dataset from 18 subjects was collected. 
cross validation test was carried out in order to 
performance of a range of widely used off
techniques. This test is used in order to evaluate 
particular approach will generalize to a
[18]. 
• BayesNet: Bayesian Network classifier
probabilistic relationship among variables of interest. 
An estimator which estimates 
probabilities directly from data was used 
structure of the Bayesian network 
off line; 
• ADABoostM1: AdaBoost.M1  access
learning  algorithm  (which  the  developers  
generically  title  WeakLearn) that 
different distributions of the training 
WeakLearn calculates a hypothesis, or classifier,   
that   attempts   to   correctly   classify   all instances  
of  the  test  data [20]; 
• J48: It is a version of an earlier algorithm developed 
by J. R. Quinlan, the very popular C4.5
• J48 Rotation Forest: is a method for generating 
classifier ensembles based on feature extraction [
To create the training data for a base
feature set is randomly split into 
parameter  of  the  algorithm)  and  Principal  
me 










of the past. On 




 validation data set 
s [19] encode 
conditional 
once the 
has been learned 
es  to  a  
calls repeatedly 
data set. 
 [21].  
22]. 
 classifier, the 
K subsets (K  is  a  
Component  Analysis  (PCA)  is  applied  to each 
subset. All principal components are retained
to preserve the variability inf
Thus, K axes rotations take place to form the new 
features for the base classifier. Rotation Forest
classification and regression depending on the base 
learner. In our case,
C4.5 tree; 
• Support Vector Classifier:
sequential minimal optimization algorithm for 
training a support vector classifier
dimensional class problems 
classification [23]. W
outputs of the support vector machine
eClass1 first order local linear models [
multi-class case the predicted probabilities are 
coupled using Hastie and Tibshirani's pair
coupling method [18
• Neural Networks: A 
error back propagation 
designed using a multilayer perceptron framework.
uses three or more layers of neurons (nodes) with 
nonlinear activation functions
• KNN Classifier: It i
which operates on the premise that classification can 
be done by relating new samples with the older ones
according to some 
[19]. 
   In a real life and real time 
rate is not the only factor that is important. The
time the classifier requires to be developed or
a paramount importance. Some of the classifiers, for example, 
the Neural Network classifier and
than 1 minute to build the model/classifier. This constraint 
makes these algorithms inefficient
Another vitally important aspect of an algorithm is the 
memory requirements. Most of them require significant
memory storage (kNN and EFS are the only exceptions). The 
iterative nature is also a big restriction that is typical for some 
of the algorithms (most notably ADABoost, NN and SVM) 
which also hampers real-time on
Comparison results with all the selected approaches are 
displayed in Figure 2. 
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Although EFS is on-line by virtue of its nature, we 
compared it using off-line mode (assuming we stopped its 
learning and used classification/predictions only) for the sake 
of a comparison with other off-line methods. It has to be noted 
that EFS demonstrated very good results that were pretty close 
to what other robust off-line classifiers like Neural Network 
and Rotation Forest get and even slightly superior to Support 
Vector Machine classifiers. This is a very good result having 
in mind that EFS is one pass, recursive, computationally light 
and designed primarily for low constraint devices and real 
time applications.  
B. Online Test 
 On the off-line test described above we aimed to mainly 
put the proposed technique in the context of other existing 
(primarily off-line) techniques. By having the results that the 
proposed technique is comparable and superior quality than 
other off-line techniques in terms of precision, we 
concentrated ourselves on the advantages of the on-line 
application such as computational simplicity (low memory 
requirements, short time of response, re-learning ability). In 
this test we will also employ the on-line feature extraction 




It should be noted that an on-line experiment has some 
specifics that are generic for all approaches that are applied. 
On-line approaches needs to create some stable patterns (fuzzy 
rules in the case of EFS) for classification which might require 
a relatively long period of time if these activities have similar 
motion patterns. On this basis, to include ‘Watching TV’ and 
‘Sitting in a Chair’, followed in the same action sequence, 
would result in the classifier not being able to distinguish 
between both to a sufficient degree. In order to get significant 
results in an effective fashion we carried out an experiment 
with a total length of 6 minutes. In this experiment, 3 
unrelated activities were performed in the following order: 
‘Climbing Stairs’, ‘Exercising/Stretching’ and ‘Walking’. 
Between the former and the latter there is a similar motion 
pattern. For this reason, we included the activity 
‘Exercising/Stretching’ between the two. All experiments 
were performed ten times and the results were averaged. In the 
following experiment the dataset was composed of data from a 
single character/subject.  
According to real-time and sensors requirements, response 
time should be the minimum possible in order to flush data 
buffers as soon as possible. The more the time of operation is 
constant the more suitable is the approach for a real-time 
operation. This is because we should define operational time 




Fig. 3 a) top plot - time needed for calculations (vertical) versus the 
actual(real) time of the experiment (both in seconds); b) bottom plot – 
classification rate in percentage (vertical) versus actual (real) time of the 
experiment (in seconds). 
 
Figure 3 a) (top plot) shows the time required for the 
respective algorithms to calculate the results in seconds (the 
vertical line) versus the actual (real) time of the experiment for 
the 140th to 360th seconds of the experiments (we registered 
the data stating form the 140th  second because at this moment 
a new activity started). We consider that it is not interesting to 
carry out the comparison when we were only getting data from 
a single activity. Therefore, periods of time displayed 
correspond to a transition between different activities as 
follows: 
• [140,310], s: Climbing Stairs  
Exercising/Stretching 
• [310, 360], s: Exercising/Stretching  Walking 
 From Figure 3 b), bottom plot one can see that it takes to 
build an ANN classifier 40% more time than the real time of 
the experiment which makes it prohibitive for a real-time 
application. Responses of a number of such algorithms come 
delayed and response time increases exponentially. SVM, 
C4.5 and BayesNet increase the time of their response 
continuously. In addition, ANN needs to gather and keep all 
previous data in order to build a classification model in any 
particular time instant. As opposed to that, EFS simply uses 
the last data sample to update the model rather than to re-build 
it each time. The response time of EFS oscillates between 23s 
and 93s, this rate keeps uniformity though. It increases when a 





















Subjects  Activities Total Time Data Samples 
1    3 ≈6 min ≈91,510 
Testing 
Subjects  Activities Total Time Data Samples 






















 afterwards, for new data samples, time of response becomes 
lower, until a new rule is formed again. 
All algorithms provide a very good classification rate on the 
fist activity. However, when the second activity takes place 
(around 310th s) some of the algorithms (most notably C4.5 
and SVM reduced their classification rate significantly, see 
Fig. 3 b). BayesNet keeps a similar classification rate as EFS. 
However, in on-line mode EFS is fairly superior maintaining a 
classification rate very close to 100%. It is on condition that 
this classification rate becomes slower across the time and 
new activities are detected. However, evolving techniques 
help the system to recover its accuracy, as a result of its 
adaptive behavior. 
VIII. ALERT RECOGNITION 
 
Fig 4. a) left plot - Raw data for the activity Walking, and b) right plot - 
Resultant clusters from processed raw data with EFS. 
 
During our study we reckoned that there were various 
outliers identified. They do not form a significant part of the 
pattern of the activity, but they are important indicators of 
possible sensor faults or falls of the character/subject. Thus, 
we observed the time when they appeared and then we 
discovered that it is related to some special situations such as 
sensor failure, disconnection or whatever fatality. 
Accordingly, an important hypothesis was studied aiming to 
model such cases by new rules in order to get good event 
recognition of any non-expected situation that takes place in 
the observed character/ subject. This event recognition can be 
very useful in healthcare and ambient assisted living 
applications as well as in defense and sport. 
 
Fig 5. a) left plot - Raw data for the activity ‘Sitting’; b) right plot - 
Resultant clusters from processed raw data with EFS. 
 
For the following experiment individuals were asked to fall 
down in a mat after a pre-established circuit. Tree activities 
were selected to be performed during the supervised circuit. 
The individual performs 3 falls as long as he was executing 
the required activity.  
In the following graphs (Figures 4-6) we can see the 
evolution of raw data when a fall is performed. Selected 
activities were ‘Walking’ (Figure 4), ‘Sitting’ (Figure 5) and 




Fig 6. a) Raw data for the activity ‘Climbing stairs’; b) right plot - 
Resultant clusters from processed raw data with EFS. 
 
All of these graphs have different waveforms as a result of 
different motion actions performed. The event is easily visible 
in the graphs as a peak (maximum) of the function. 
Nevertheless, in a real time application we have to know that 
those data samples denote a maximum fluctuation in the wave, 
which means anomalous event during the course of the 
experiment. However to achieve this aim, we have to consider 
some meaningful indicators during the course of the 
monitoring so that we can figure out rules for this maximum 
according to an impact value per data sample. It is called 
potential (as mentioned above) which represents the data 
density and is the basis of the formation of new rules in the 
model/classifier.  
 Motion events may appear in completely different forms 
depending on the activity and also depending on the monitored 
subject. It is important to emphasize those factors such as age, 
gender, life style and so on, influence the appearance of such 
events. The reason of it is that is difficult or impossible to take 
into account all such factors; hence the use of adaptive and 
evolving techniques such as EFS is critical for a well designed 
application. The use of techniques based on fixed threshold 
can be a weak approach which cannot be extended to real 
activity conditions because it will be biased towards a specific 
person or persons and never be generic (it will be subject- and 
problem-specific).  
Acceleration waveform usually changes when a fall has 
taken place, because the physical posture of the monitored 
character obviously changes as well as the normal and 
gravitational acceleration. 
 In Figures 4-6 b) (right plots) there are clusters plots 
regarding raw data shown in Figures 4-6 a) (left plots). The 
colours of each one of the clusters represent different motion 
patterns (the blue colour corresponds to the starting activity; 
red color corresponds to the data samples that are directly 
related with the anomalous event; and, finally, violet color 
represents the new activity which comes after the event has 
been performed).  
 In the case of ‘Walking’ most of data can be found between 
two well delimited cluster centers (see Figure 4b). 
Nevertheless, when a fall takes place, data start to come with a 
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 slight increase of acceleration. This new data establishes a 
new rule in the model/classifier that is interpreted as new 
physical posture. It is important to note that a new physical 
posture comes after an event. If the change of posture has not 
been soft enough and points with considerable potential came 
previously, it might mean a significant event inside the model.  
 On the other hand, during ‘Climbing stairs’ the fall that was 
performed by the character/subject reached a greater level of 
complexity. Therefore, in this case two clusters represent the 
event (see Figure 6b). 
In order to reflect the appearance of a new event new rules 
are formed around new prototypes as described above. They 
help the overall classifier to be tuned to the new data pattern.  
If an outlier data point has been discovered, it could be an 
anomalous behavior. Therefore, we check the local 
density/potential to identify the local significance of this 
change of the motion data pattern and then to be able to 
identify a new event or even to classify the data as an outlier 
(possibly due to sensor fault. When the subject is moving the 
window of time move through, the local density/potential 
calculated can be larger than 1s. In general, it varies between 1 
and 3s. In this time a new rule is formed as a result of the new 
acceleration scheme induced by the postural change. Having 
into account the coming out of an outer data point and a rule in 
the next second, this is enough information to consider that an 
event such a fall has taken place. 
IX. CONCLUSION 
To sum it up, real-time evolving classifier (eClass) has been 
used in this research to recognize activities from two-axial 
accelerometer data, collected by smart sensor nodes. Results 
were very successful, getting almost a 99% by delineating 3 
unrelated activities. For example regarding Running, Walking, 
Running, Sitting or Climbing Stairs, acceleration patterns in 
connection with gravity were easily identifiable after a short 
period of pre-training. However, there are complex activities 
such as Cycling, Tiding, Cleaning, Exercising etc. which are 
comprised of several another basic activities that are not easy 
to recognize in real-time after a short pre-training time. We 
also aim at classifying these complex activities, so next 
research steps would be to study in depth the transitions 
between different activities in order to work out delimited 
states that determine those complex activities. Another 
direction of future research is linked to collaborative 
classifiers in a network of diversified smart sensors. 
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