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Abstract 
In recent years, significant progress has been made in learning generic pedes-
trian detectors from publicly available manually labeled large scale training 
datasets. However, when a generic pedestrian detector is applied to a specific, 
previously undisclosed scene where the testing data (target examples) does not 
match with the training data (source examples) because of variations of view-
points, resolutions, illuminations and backgrounds, its accuracy may decrease 
greatly. 
In this thesis, a new framework is proposed automatically adapting a pre-
trained generic pedestrian detector to a specific traffic scene. The framework 
is two-phased. In the first phase, scene-specific cues in the video surveillance 
sequence are explored. Utilizing the multi-cue information, both confident 
positive and negative examples from the target scene are selected to re-train 
the detector iteratively. In the second phase, a new machine learning frame-
work is proposed, incorporating not only example labels but also example 
confidences. Source and target examples are re-weighted according to their 
confidence, optimizing the performance of the final classifier. Both methods 
belong to semi-supervised learning and require very little human intervention. 
The proposed approaches significantly improve the accuracy of the generic 
pedestrian detector. Their results are comparable with the detector trained 
using a large number of manually labeled frames from the target scene. Com-
parison with other existing approaches tackling similar problems shows that 
the proposed approaches outperform many contemporary methods. 
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1.1 Pedestrian Detection 
1.1.1 Overview 
Pedestrian detection is one of the most essential topics in computer vision 
research. The foundation of a descent artificial intelligence surveillance sys-
tem, pedestrian detection focuses on locating upright standing humans, which 
compose one type of the most interested objects. In general, object detection, 
which is the superset of pedestrian detection, scans on an input image and 
finds all possible candidates of interests, outputting bounding boxes around 
them. 
1.1.2 Statistical Learning 
Statistical learning theory forms the theoretical backend of object detection. 
The appearance of an object example is represented by an point. A label 
associated to an object is a real number representing the object class, usually 
—1 (negative example) and +1 (positive) in binary classification. In the train-
ing stage, a certain training algorithm takes examples and their labels as input, 
and outputs learned parameters, called the model of an object. In the testing 
1 
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stage, a classifier takes examples as input, and predicts their labels using the 
learned model. 
Depending on whether or how the labels are given, a machine learning 
technique falls into one of the following categories: 
• Supervised Learning. All labeled examples x { + 1 , - 1 } are given 
at the training stage. Techniques for supervised learning have been well 
developed, including boosting and Support Vector Machine (SVM). 
• Semi-supervised Learning. A small amount of labeled examples and 
a large amount of unlabeled examples are given at the training stage. 
Some algorithms exist that infer the labels for the unlabeled examples. 
• Unsupervised. All examples are unlabeled at the training stage. Den-
sity estimation is a typical form of such learning type. 
1.1.3 Object Representation 
In object detection, a candidate object is given by an image patch. Vari-
ous approaches exist that transform the representation into an appearance 
representation. The objective of an object representation must achieve two 
goals: in-class generalization property and between-class discrimination prop-
erty. Features must be distinctive enough to form a cluster of positive exam-
ples, and at the same time be robust enough to suppress individual variations 
and noises among positive examples. Processing speed is also an important 
factor. 
Some of the commonly used features in pedestrian detection are Histogram 
of Oriented Gradients [4], Haar Features [29] and Local Binary Patterns [32 . 
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1.1.4 Supervised Statistical Learning in Object Detec-
tion 
Training Stage 
During the training stage, a set of labeled examples (xi，讲）G R n x { + 1 , —1}, i 朽 
1, 2，…，N are given. The objective is to train a set of parameters 0 such that 
the decision hyper-plane ge : — R can separate the positive and negative 
examples with minimum error rate on the training dataset. 
For linear SVM, the problem can be formulated as a quadratic program-
ming: 
m i n - ||w||2 + C ^ e 2 
w，6 2 i=l 
s.t. y i (w T x i + b) > 1 — ei，i 朽 1，...，n (工.1) 
Ci > 0，i 朽 1，…，n 
and hence the learned parameters are 0 朽(w，b). 
Ideally, a correctly classified training example has a decision value larger 
than 1 or smaller than —1. There are, in some cases, examples with decision 
values between ±1, which are referred to as “hard examples朢.Even more, there 
are misclassified training examples. The last two types of training examples 
indicate the potential further improvement of the classifier. 
Testing Stage 
In the testing stage, image patches are stripped from the test image. The labels 
of examples are predicted using the learned parameter set 0. For linear SVM, 
the decision hyper-plane is ge (x)朽 w • x + b. Predicted labels are obtained by 
quantizing the decision value. 
If the ground truth is given, the performance of the classifier can be mea-
sured using the Receiver Operating Characteristic (ROC). 
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(a) (b) 
Figure 1.1: (a) An example of the MIT Traffic Dataset used in this thesis (b) An 
example of the INRIA person dataset used to train a generic pedestrian detector 
using HOG+SVM [4] 
1.2 Pedestrian Detection in Video Surveillance 
In this thesis, the application scenario focuses on video surveillance. The type 
of media is a video sequence, which is really a consecutive sequence of still 
images. 
1.2.1 Problem Setting 
In a typical surveillance scene, a wide-angle camera is mounted at a bird-view 
point. The camera is fixed and does not involve any zooming or other optical 
operations. The focal length between 30 to 50 meters. An example of the 
scenario is given in Figure 1.1 (a). 
1.2.2 Challenges 
In Figure 1.1 (a), there are a few characteristics compared with a typical person 
detection scene (Figure 1.1 (b)). 
• The pedestrians in (a) tend to be much smaller than in (b). 
• There are more pose variations with pedestrians in (a). 
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• There are a lot of potential false alarms thanks to the moving vehicles 
and trees. 
• Since (a) is taken from a video sequence, illumination condition varies 
as time passes. 
1.2.3 Motivations and Contributions 
Automatically training a scene-specific detector has some key challenges. Since 
the ground truth labels of training samples selected from the target scene are 
not available, the proposed approach needs to be tolerant to wrongly labeled 
samples. Since predicting the labels of these scene-specific training samples 
with motion alone is not reliable, it needs to explore more context cues and 
integrate them in a principled way in order to quickly reach convergence and 
to avoid drifting. The motivations of the proposed framework can be explained 
from three aspects below. 
1. The distribution of the source dataset used to train the generic detector 
usually does not match that of the samples from the target scene (target 
samples). As examples shown in Figure 3.1 (c)(d), some source samples 
are more similar to the target samples, because they are taken under 
similar viewpoints, resolutions and lighting conditions, or the negative 
samples come from the same background categories (trees, streets and 
buildings). Therefore, it is desirable to assign larger weights to such 
samples during training rather than treating all the samples equally. In 
Chapter 3, we build a graph according to the visual similarities between 
source samples and target samples, and re-weight the source samples 
according to their indegrees from target samples. The indegree can detect 
the boundary between the distributions of the source samples and the 
target samples. 
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2. Besides the motion cue commonly used in existing works, we also explore 
a rich set of context cues including scene structures, locations and sizes 
to guide transfer learning. In Chapter 2, these cues are used to select 
confident positive/negative samples from the target scene to train the 
appearance-based scene-specific detector. The context cues are comple-
mentary to image appearance and they are used to compute the confi-
dence scores of target samples. Furthermore, in Chapter 3, these confi-
dence scores are integrated into the proposed Confidence-Encoded SVM, 
in which target samples with small confidence scores have little influ-
ence on the training of the scene-specific detector. Confidence-Encoded 
SVM provides a more principled and reliable way to utilize the confi-
dence information than existing approaches [19, 14, 31], which selected 
target samples by hard-thresholding the confidence scores and caused 
the problems of drifting or inefficient training. 
3. Using context cues alone, only a small portion of target samples have 
high confidence scores and they may predict wrong labels. Our approach 
propagates the confidence scores among target samples along a graph and 
correct wrong labels according to underlying visual structures of samples 
(see examples in Figure 3.2). It improves the efficiency of transfer learn-
ing. 
1.3 Related Work 
Compared with extensive research done on generic pedestrian detectors, ex-
isting works on scene-specific pedestrian detectors are limited. They typically 
designed a labeler which automatically selected positive and negative samples 
from the target scene to re-train the generic detector. In order to effectively 
improve the performance of the scene-specific detector, the training samples se-
lected by the automatic labeler must be reliable and informative to the original 
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detector. Semi-supervised self-training was used in [24]. Samples confidently 
classified by the detector were used to re-train the detector. Since the detector 
itself was the labeler and not reliable, the selected samples were not informa-
tive and were likely to have the wrong labels, which made the detector drift. 
Nair et al. [19] used background subtraction results to label training samples 
for an appearance-based pedestrian detector. The accuracy of the background 
subtraction labeler was low and it introduced biased labeling which misled the 
learning of the detector. For example, static pedestrians might be labeled as 
non-pedestrian samples. It was unlikely for pedestrians with clothes of a sim-
ilar color to the background to be labeled as pedestrian samples. In order to 
make the automatic labeler reliable, Wang et al. [31] integrated multiple cues 
of motions, path models, locations, sizes and appearance to select confident 
positive and negative samples from the target scene. 
Some automatic labelers were designed under the co-training framework 
14, 11, 25, 34]. Two detectors based on different types of features were trained 
iteratively. The prediction of one detector on unlabeled samples was used to 
enlarge the training set of the other. For example, Levin et al. [14] built two 
car detectors using gray images and background subtracted images. Javed 
et al. [11] used Haar features and PCA global features to classify blobs into 
pedestrians, vehicles and background. They all required manually labeling 
a small training set from the target scene for initialization. In order for co-
training to be effective, the two detectors need to be independent, which is 
difficult to achieve. Dalal et al. [4] showed that the appearance-based and 
motion-based pedestrian detectors were highly correlated. 
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In these approaches discussed above, target samples were selected by hard-
thresholding the confidence scores obtained from the appearance-based detec-
tors or context information. It is unreliable and discards some useful infor-
mation. An aggressive threshold makes the detector drift, while a conserva-
tive threshold makes the training inefficient and results in many rounds of re-
training to converge. Transfer learning provides a more principled way to solve 
domain adaptation problems. In the recent years, it has been successfully ap-
plied to object recognition[13], scene categorization [23], action recognition[16], 
retrieval [36, 22] and visual concept classification [6]. In cross-domain SVM 
12] and TrAdaBoost [3], samples in the source dataset and the target dataset 
were re-weighted differently. Wu and Srihari [35] introduced a weighted soft 
margin SVM to incorporate prior knowledge in the training process. However, 
not much work has been done on pedestrian detection by transfer learning yet. 
Pang et al. [21] proposed a transfer learning approach to transfer features and 
to adapt weights of weak classifiers learned from a source dataset to a target 
dataset to handle the variation of viewpoints. It assumed that some samples 
in the target set were manually labeled. As discussed in Section 1.2.3, many 
important issues on transfer learning in pedestrian detection are to be studied 
yet. 
When cameras are stationary, the distributions of negative samples is region-
specific. Roth et al. [25, 26] introduced classifier grids to train a separate 
detector for each local region. Stalder et al. [27] used tracking and manually-
input scene geometry to assist labeling. Ali et al. [1] proposed FlowBoost 
to learn a scene-specific detector from a sparsely labeled training video, when 
a small amount of labeling effort was allowed. The detection results of the 
learned scene-specific detector on the full video sequence satisfy the tempo-
ral consistency on target motions. Without re-training the detector, Jain and 
Learned-Miller [10] adapted a generic detector to a new test domain (which 
could be a single image) using label propagation. 
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1.4 Organizations of Chapters 
The rest of the thesis is organized as follows. 
Chapter 2 proposes a multi-cue based example selection method that aug-
ments the target dataset iteratively. A scene-specific pedestrian detector is 
iteratively re-trained using the ever-growing dataset combining both the tar-
get data and the source data. Experiments show that, the performance of the 
finally converged1 . 
Chapter 3 proposes a new machine learning framework, called the Confidence-
Encoded SVM, that incorporates not only example labels but also example 
confidences, a derivative of the multi-cues. Defects of the inaccuracy of multi-
cues are alleviated using appearance-based label propagation and the indegree 
graph. Experiments show a further improvement of both training speed and 
performance. 
Chapter 4 concludes the two approaches proposed and the future work. 
•^ If the performance of the iteratively re-trained detector does not improve further as 
more examples are added, the re-training framework reaches convergence. 
Chapter 2 
Label Inferring by Multi-Cues 
In this chapter, we explore the effectiveness of multi-cues on inferring the labels 
of unlabeled examples from the target scene. These scene-specific cues stem 
from certain scene regularities. Previous works indicate that certain cues, such 
as motion and path model, can be learned unsupervisedly. We also show that 
pedestrian size can be learned from statistics from the target scene. With 
all the cues used as the prior information, a confidence score in the form of 
a joint probability is assigned to each example. Further noise suppression is 
required to ensure appearance similarity. Labels are obtained by quantizing 
the confidence scores. The examples from the target scene with inferred labels, 
called target examples, are used jointly with the source examples to re-train a 
new pedestrian classifier. 
We also propose a general framework that automatically adapts a generic 
object detector to a specific scene. 
2.1 Data Set 
We conduct the experimental evaluations on the MIT Traffic data set 1 . It 
consists of around 162, 000 frames from a 90 minutes long video sequence (30 
•^The data set is available at 
http://www.ee.cuhk.edu.hk/~xgwang/MITtraffic.html. The manually labeled ground 
t ru th is also available from this webpage. 
10 
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Figure 2.1: (a) Typical traffic scene from the MIT traffic data set [33]. (b) Distri-
bution of manually labeled pedestrian bounding boxes from this traffic scene. (c) 
Spatial distributions of pedestrian paths unsupervised learned using the approach 
in [33]. (d) Estimated regions of pedestrian paths by thresholding the distribution 
density in (c). 
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Figure 2.2: Diagram of our approach. 
fps), which was recorded by a stationary camera facing a street intersection. 
This video includes both pedestrian and vehicle movements with occlusions 
and varying illumination conditions. We uniformly sample 420 frames from the 
first half 45 minutes long video to train the scene-specific pedestrian detector 
and uniformly sample 100 frames from the second half 45 minutes long video 
to test the performance of the detector after re-training. The bounding boxes 
of pedestrians in the sampled 520 frames are manually labeled as ground truth 
and they are plotted in Figure 2.1 (a). However, they are NOT used during 
the training of the scene specific detector. 
2.2 Method 
The diagram of our approach is shown in Figure 2.2. It starts with a generic 
appearance-based pedestrian detector pre-trained from a common data set and 
the detector is iteratively re-trained. In each round, the detector is applied 
to the training video frames and three types of examples (confident positive 
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examples of pedestrians, confident negative examples from the background 
and confident negative examples from vehicles) from the target scene are au-
tomatically selected to re-train the detector. We assume that the models of 
pedestrian and vehicle paths are learned and their regions are segmented using 
the approach in [33] 2 . 
To obtain the generic detector, we choose the HOG+SVM pedestrian de-
tector [4], and train it on the INRIA data set. A detection window is denoted 
by (x, y, 0.5s, s), where x and y are the coordinates of the center of the de-
tection window, 0.5s and s are the width and the height. The HOG feature 
associated with a detection window is denoted as fx,y,s. The output of the 
linear SVM classifier takes the form, 
score 朽 a • f x , y , s + ao, (2.1) 
where a and ao are the weights and bias learned by SVM. Since this is a 
general framework, other generic pedestrian detectors and training sets can 
also be used. Normally, the back-end of a detector clusters detection windows 
based on their sizes and locations, yielding merged windows at the final result. 
Instead, we select training examples from unmerged windows and this leads to 
a more robust scene specific detector. The details of automatically selecting 
training examples are given in the following sub-sections. 
2.2.1 Confident Positive Examples of Pedestrians 
The sampled video frames are scanned with the pedestrian detector at multiple 
scales. Since it is more likely for pedestrians to appear on pedestrian paths, 
in order to obtain confident positive examples, we only consider detection 
windows, which fall in the regions pedestrian paths (as shown in Figure 2.1 
(d)) and whose scores given by Eq (2.1) are positive, as candidates. As shown 
2 Given the output of [33], the user needs to label a path model to be a pedestrian path 
or a vehicle path. However, this workload is light. 
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in Figure 2.4 (a), these candidates include a lot of negative examples to be 
purified in the further steps. 
Estimating sizes of pedestrians. In order to estimate the size range 
of pedestrians in the target scene, we construct the histograms of the sizes 
of the detected windows. The mode S of the histogram is selected by mean 
shift [2] as the mean of the pedestrian sizes and the variance (a) of the mode 
is also estimated. Pedestrians appear in different sizes in the scene because 
of perspective distortion. Their size variation is modeled as a single global 
Gaussian distribution G(s，a) in our approach and this model will be integrated 
with other cues in a probabilistic way as described later. The size variation 
could be better modeled through estimating the perspective transformation of 
the scene [9] or estimating different Gaussian distributions in different local 
regions. 
Hierarchical clustering of detection windows. In a traffic scene, it 
is uncommon for pedestrians to stay at the same location for a long time. On 
the other hand, if a background patch is misclassified as a pedestrian, similar 
patterns tend to repeatedly appear at the same location and be misclassified 
over a long period. Through hierarchical clustering illustrated in Figure 2.3, 
we find such examples and exclude them from selected confident positive exam-
ples, since they are more likely to be false alarms on the background. As shown 
in Figure 2.3, the hierarchical clustering on the locations and sizes of detec-
tion windows has two stages, clustering within a single frame and clustering 
across frames. Clustering within a single frame is similar to window merg-
ing commonly used in sliding-window based detection [4]. A sliding-window 
based detector usually gives multiple detections around the location of one 
pedestrian. Mean shift based on locations and sizes of windows (x，y，s) is 
used to cluster these windows and merge them into one window (xm，ym，Sm). 
The bandwidth is chosen as 朖朖/3, which is tuned on the INRIA data set. The 
merged windows are further clustered across frames using mean shift based on 
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Figure 2.3: Hierarchical clustering of detection windows. 
(xm, Vm, Sm). Large clusters across many frames (e.g. longer than 3 minutes 
in our implementation) are removed from confident positive examples and se-
lected as candidates of confident negative examples from the background. Note 
that they are not necessarily negative examples and will be further processed 
in Section 2.2.2. 
Filtering with Multi-cues. Confident positive examples of pedestrians 
are selected by integrating multiple cues of motions, models of pedestrian paths 
and sizes of detection windows in a probabilistic way. Let z 朽 ( x , y , s , n , N ) 
be a detected window. n is the number of moving pixels in the window and 
N is the total number of pixels in the window. Then the log likelihood of this 
detected window being a pedestrian is given by the joint probability, 
Lp (z)朽 log ps(s| 朖，a) + l o g pi((x,v,s)l^k) + l o g pm(n, N). 
Ps models the pedestrian sizes as a Gaussian distribution and therefore, 
l o g P S ( S | 朖朽 l o g ( T ^ T a e x p ( -
log Pe((x, V, s)|0k) is the log likelihood based on the models of pedestrian paths. 
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Suppose the detection window contains N pixels whose locations are {{xj, yj 
•k 朽(知，…，^kw) {W is the number of discretized cells in the target scene) 
is the discrete spatial distribution of the pedestrian path where the window is 
detected. Then, 
1 N 
l o g P i { { x , y , s ) \ ^ k朩朽 p ( ( x j ^ V j ) \ ^ k ) . 
j = i 
A detection window on a pedestrian often contains more moving pixels than 
that on the background. logPm(n, N) is the log likelihood based on the motion 
cue, n 
l o g P m ( n , N ) = l o g N . 
Moving pixels are detected in a simple way. Suppose the current frame is It. 
Two reference frames I t_50 and It十50 50 frames before and after the current 
frame are selected. By calculating the frame difference as 0.5(\It — It_5o\ + It — 
It十501), moving pixels inside a detection window are thresholded and counted. 
Similar to other self-training 杛24, 19] or co-training 杛14, 11, 25, 34] frame-
works, the confident positive examples are found by thresholding Lp(z) > Lo. 
The larger the threshold is, the more conservative the strategy of selecting ex-
amples is. In our approach, L0 can be decided by interpreting the probabilistic 
meanings of the three terms in Eq (2.2). For example, in our experiments, Lo 
is chosen as 
Lo 朽 logPs(朖 + a/2\朖,a) + log 0.75 m a x ( { ^ ) k w }) + log 0.2. 
Clustering on Appearance. The remaining examples after thresholding 
include a small portion of outliers from the background and vehicles. These 
outliers are removed by clustering the HOG features f x , y , s by mean shift. Ex-
amples on pedestrians, vehicles and the background form different clusters on 
appearance and pedestrians take majority in the remaining examples. The 
bandwidth for mean shift is automatically decided by the criterion that 90% 
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(in our experiments, this threshold in the range of 70% — 95% leads to satis-
factory results) of examples fall into one cluster. Examples in this cluster are 
selected as confident positive examples of pedestrians. 
2.2.2 Confident Negative Examples from the Background 
In order to automatically select confident negative examples, we only consider 
detection windows whose scores satisfy 0 < score < 0.5 as candidates. These 
examples are misclassified by the detector and close to the decision boundary. 
They are informative to the detector and are also known as hard examples 
in literature [4, 8]. As explained in Section 2.2.1, false alarms on the back-
ground tends to repeat over time at the same location with similar appearance 
patterns. Therefore, their examples tend to be highly clustered in both the 
location-size space and the appearance space. After hierarchical clustering on 
sizes and locations as described in Section 2.2.1, clusters of detection windows 
observed at the same locations over a long period are selected as negative ex-
amples. However, as shown in Figure 2.4 (b), they may include a small number 
of pedestrians who accidentally pass by the same locations. To remove these 
positive examples, examples within each cluster are further clustered using 
mean shift on HOG features. Again, 90% examples are kept by automatically 
adjusting the bandwidth. 
2.2.3 Confident Negative Examples from Vehicles 
It is unreliable to directly count windows detected on vehicle paths as nega-
tive examples, since some pedestrians and bicycles also move on the vehicle 
paths (some examples are shown in Figure 2.4 (c)). In order to select confident 
negative examples from moving vehicles, the existence of moving vehicles need 
to be first detected. This is achieved by feature point tracking and cluster-
ing. Corner feature points in the scene are detected and tracked using the 
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Figure 2.4: (a) Examples detected by the generic detector, with positive scores and 
within the regions of pedestrian paths. They include a lot of false alarms (left side) to 
be purified. See text in Section 2.2.1. (b) A background false alarm cluster (left side) 
obtained by clustering on locations and sizes includes a few pedestrians accidentally 
passing by the same location. They are removed by further clustering on appearance 
(right side), since background false alarms are also clustered in appearance. See text 
in Section 2.2.2. (c) Examples detected on vehicle paths. Some true positives are 
included (left side). 
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KLT tracker [28]. Stationary points and short trajectories are removed. Then 
trajectories are clustered based on their temporal and spatial proximity by 
mean shift. Each trajectory cluster is assigned to one of the vehicle paths or 
removed 3 based on the spatial overlap between the cluster and the path. The 
remaining trajectory clusters mainly correspond to vehicles. The size range 
of vehicles along each vehicle path is estimated using mean shift in a similar 
way as estimating pedestrian size in Section 2.2.1. The trajectory clusters of 
pedestrians on vehicle paths are removed using the size evidence. If a detection 
window is on a trajectory cluster which is on a vehicle path and whose size is 
large enough, the detection window is selected as a confident negative example 
on a moving vehicle. 
2.2.4 Final Scene Specific Pedestrian Detector 
Once the scene specific pedestrian detector has been well trained on the sam-
pled video frames, it will be used to detect pedestrians in new frames purely 
based on appearance without the assistance of other cues. Although the mul-
tiple cues discussed above are effective on selecting training examples, they 
cannot guarantee high detection accuracy 4 . For example, if the detector relies 
on path models, pedestrians walking on the vehicle paths may be missed (these 
pedestrians are of great interest in video surveillance). Replying on motions 
and sizes, some stationary pedestrians and small pedestrians may be missed. 
The final detector gives multiple detection windows around the location of a 
pedestrian. The windows are merged to give the final result. 
3 T h e removed clusters are from pedestrians or background clutters. 
4 The purpose of using these cues is to find some confident examples without introducing 
bias on appearance but not all the examples. 
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2.3 Experiment Results 
Experiments are conducted on the MIT traffic data set described in Section 
2.1. We adopt the PASCAL criterion [5] that a detection is correct if the 
ratio between the intersection and the union is larger than 0. 5 comparing 
the detection window and the ground truth. The ROC curve is used as the 
evaluation metric. We have particular interest in the detection rates when 
the false alarm rate (FAR) is 1 0 - 6 , as it corresponds approximately to 1 false 
alarm per frame on this data set. This comparison result is shown in Table 
2.1. 
1) Overall performance. Figure 2.6 (a) and (b) plot the ROC curves of 
the initial generic detector and our scene-specific detector after different rounds 
of re-training. They are evaluated on both the training set and the testing set 5 
. The performance of the generic detector is low on our data set and achieves 
a detection rate of only 21% at FAR 朽 1 0 - 6 . This result is consistent with 
the observation in [5].Our scene specific detector converges6 after 10 rounds 
of automatic re-training. It greatly enhances the detection rate to 61% (on 
the training set) and 62% (on the testing set) at FAR 朽 1 0 - 6 . An example is 
shown in Figure 2.5. 
2) Comparison with the automatic labeler based on background 
subtraction. We compare with a scene-specific detector re-trained using the 
automatic labeler based on background subtraction. Positive and negative 
examples for re-training are automatically selected according to the number of 
foreground pixels within the detection windows. A similar strategy was used in 
19]. [19] used Haar features + Boosting. To make the comparison consistent, 
5 T h e ROC curves on the testing set are slightly higher than on the training set, because 
the sampled training frames are more difficult. 
6 Convergence means that the performance of the detector does not improve significantly 
anymore. 
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(a) (b) 
Figure 2.5: Detection examples. Our scene-specific detector (a) significantly en-
hances the detection rate of the generic detector (b). 
we still use SVM + HOG. Its best ROC curve (after the 5-th round of re-
training) on the testing set is plotted in 2.6 (c). This scene-specific detector 
does not perform as well as ours because many false alarms on moving vehicles 
are selected as positive examples and stationary pedestrians are selected as 
negative examples. Starting from the 7-th round of re-training, the detector 
drifts and its performance dramatically deteriorates. 
3) Comparison with the scene-specific detector trained using 
manually labeled examples from the target scene. We also train de-
tectors using different numbers of manually labeled frames in the training set. 
These detectors are bootstrapped according to the strategy in [4]7 . Their 
ROC curves on the testing set are plotted in Figure 2.6 (d). Intuitively, the 
detector trained using all the manually labeled frames from the target scene 
is the best one we can get. The ROC curve of our detector is slightly lower 
than that of this best one. But it performs better than the detectors trained 
using 50 � 3 0 0 manually labeled frames. As shown in Table 2.1, the detection 
rate of our detector is the same as the one trained using 300 manually labeled 
7 After the first round of training, the detector is re-trained by adding more hard negative 
examples found in the frames. 
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GE I MC I SS_B I SS_M(420) 
0.21 0.62 0.43 0.66 “ 
SS_M(3"00r SS_M(150r SS_M(100) SS_M(50) 
0.62 I 0.52 I 0.45 | 0.42 
Table 2.1: Detection rates of different detectors when FAR = 1 0 - 6 . GE: generic 
detector; MC: our scene-specific detector trained using the Multi-Cues approach; 
SS_B: scene-specific detector using background subtraction as the automatic labeler; 
SS_M(n): scene-specific detector trained using n manually labeled frames. 
frames when FAR 朽 1 0 - 6 . 
4) Effectiveness of different cues for selecting confident positive 
examples. As shown in Eq (2.2), the cues of detection window sizes, models 
of pedestrian paths and motions are integrated to select confident positive 
examples. Figure 2.6 (e) plots the ROC curves of removing each of the three 
cues separately. It shows that the models of pedestrian paths are most effective. 
Removing this cue during re-training, the detection rate of the final scene 
specific detector will significantly decrease by 17% at FAR 朽 1 0 - 6 . 
5) Effectiveness of removing outliers through clustering on ap-
pearance. In both Section 2.2.1 and Section 2.2.2, some outliers are removed 
through clustering on appearance. Our experiments show that this is crucial 
for the convergence of the scene specific detector. Without these clustering 
steps, the detector drifts after several rounds of re-training due to the massive 
inclusion of training examples with wrong labels. In our approach, mean shift 
is used for clustering and its bandwidth is automatically selected to reject 10% 
examples as outliers. In practice, we find that this threshold (the mean shift 
rejection rate) is highly configurable and can be set as 5% � 3 0 % . The ROC 
curves of choosing different thresholds are shown in Figure 2.6 (f). We recom-
mend a relatively high threshold, since it reduces the risk of detector drifting, 
although it may result in more rounds of re-training to converge. 
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Figure 2.6: ROC curves of different detectors. (a)-(b): the initial generic detector 
(GE) and our scene-specific detector (MC) after different numbers of rounds of 
retraining. (a) is on the training set and (b) is on the testing set. (c) Our final 
detector after the 10-th round of re-training and the scene-specific detector using 
the background subtraction as the automatic labeler (SS_B) after the 5-th round of 
re-training. SS_B achieves its best performance after the 5-th round of re-training. 
It starts to drift after the 7-th round of re-training. Evaluation is on the testing 
set. (d) Scene-specific detectors (SS_M(n)) trained using different numbers (n) 
of manually labeled frames. Evaluation is on the testing set. (e): our detectors 
obtained when removing one of the cues (size, motion and path model) during the 
selection of confident positive examples. (f): our detectors obtained when rejecting 
different percentages of examples as outliers for mean shift clustering on appearance. 
Both (e) and (f) are evaluated on the training set, since they directly reflects the 
effectiveness of the automatic labeler, whose task is to make the detector well fit the 
training data unsupervisedly. 
Chapter 3 
Transferring a Detector by 
Confidence Propagation 
In this chapter, we propose an improved framework (Confidence Transferring, 
or CT) that adapts a generic pedestrian detector to a specific scene. It tackles 
the problem from three aspects. (1) With a graphical representation and 
through exploring the indegrees from target samples to source samples, the 
source samples are properly re-weighted. The indegrees detect the boundary 
between the distributions of the source dataset and the target dataset. The 
re-weighted source dataset better matches the target scene. (2) It takes the 
context information from motions, scene structures and scene geometry as the 
confidence scores of samples from the target scene to guide transfer learning. 
(3) The confidence scores propagate among samples on a graph according 
to the underlying visual structures of samples. All these considerations are 
formulated under a single objective function called Confidence-Encoded SVM. 
At the test stage, only the appearance-based detector is used without the 
context cues. The performance of the final detector outperforms the multi-cue 
selection based method described in Chapter 2 (to be referred to by Multi-
Cues, or MC), as it captures the relative importance of individual examples. 
24 
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3.1 Method 
3.1.1 Overview 
The proposed framework of Confidence Transferring is summarized in Algo-
rithm 1 and relevant notations are summarized in Table 3.1. It starts with 
a generic pedestrian detector © using HOG+SVM [4] trained on a general 
source dataset V s 朽{(xf,y s)}£i 1 . An unlabeled video sequence V is cap-
tured from the target scene. xS is a source sample and 朽 ± 1 is its label. +1 
indicates positive samples and - 1 indicates negative samples. © 朽(wo,6o) is 
parameterized by the weights and the bias term of (linear) SVM. Once © is 
applied to V, a target dataset V 朽{x^^}二i is obtained by selecting the target 
samples whose detection scores are positive, i.e. ©(xt) > 0. Since the generic 
detector is far from perfect, there are many false positives in V t . The context 
information helps to assign a label y and a confidence score Ci G [—1, +1] to 
each target samples xt. Ci 朽 ± 1 indicates the highest confidence on the pre-
dicted label yt and Ci = 0 indicates no confidence. Each source sample xf is 
re-weighted by Vi according to its visual distance to the target samples. A new 
scene-specific detector (w^ , br) is trained on both V s and V t given v = {Vi} 
and co = {coi} under the proposed Confidence-Encode SVM in Eq (3.4). In 
the Confidence-Encoded SVM, the initial confidence estimation co propagates 
to confidence scores c which is jointly estimated with (wr,br). Once the de-
tector © is updated with (wr, br), it is applied to V again to start the next 
round of training. Experiments on two different datasets show that Confidence 
Transferring is very efficient in training and it quickly converges after one or 
two rounds. The details of the framework are given in the subsections below. 
•^ As in Chapter 2, the INRIA dataset [4] is used as the source dataset. 
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Algor i thm 1 The Proposed Transfer Learning Framework 
Input : 
The generic detector (wo,6o) 
The source dataset 
A video sequence V from the target scene 
The target dataset D ^ 0 
Outpu t : 
The scene-specific detector (w, b) 
for r 朽 1,... , R do 
(w r , b r ) ^ (Wr_iA-1) 
D ^ ©(w r ,br, V) 
D [ D力 U D 
cr,0 ^ $ ( D r ) 
Vr ^ 中(Ds, D , cr,o) 
(wr,0, br,o) ^ (wr A ) 
/* Optimize the Confidence—Encoded SVM */ 
k = 0 
repeat 
k [ k + 1 
cr,k ^ argmin G(c, wr,k_i,br,k_i; cr,o, "r，D s, D*) c 
(w r , k , brk) — argmin G(cr,k, w, b; cr,o, Vr, D s , D*) 
w,b 
until Converge 
(w r ,br ) — (w r , k 入 k ) 
end for 
(w,b) — ( W R , bn) 
Table 3.1: Notation 
(w, b) parameters of SVM weights and bias 
D s source dataset 
D* target dataset 
V a video sequence from the target scene 
© the pedestrian detector 
co initial confidence estimation on D* 
<& assigns co to D* according to scene context information 
c propagated confidence on D* 
V confidence on D s  
中 assigns v on D s 
G objective function of Confidence-Encoded SVM 
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3.1.2 Initial Estimation of Confidence Scores 
In the Multi-Cues method described in Chapter 2, the labels of target samples 
were predicted and their confidence scores co were computed from the context 
information, which included multiple cues of motions, path models, locations 
and sizes. In this phase, we adopt the same approach with slight difference. 
In Multi-Cues, mean shift clustering based on image appearance was used to 
further exclude unreliable positive or negative samples. It required carefully 
controlling the bandwidth of mean shift to reject a proper portion of outliers. 
Without this step, the detector trained using Multi-Cues will drift. However, 
this step is not required by the new approach, since confidence propagation 
and Confidence-Encoded SVM adopted at later stages make Confidence Trans-
ferring quite robust to the existence of outliers. It is more convenient to use. 
Also, remind that Confidence Transferring method is a general framework, 
which can well integrate with other ways of computing the initial confidence 
score co depending on the application scenarios. 
3.1.3 Re-weighting Source Samples 
As examples shown in Figure 3.1, some source samples better match the tar-
get dataset than others and therefore they should gain larger weights during 
training. To re-weight source samples, a graph between D and is built, 
where nodes are samples and edges are created based on K-nearest-neighbors 
(KNNs). Under the L2 distance, dj,i 朽 ||xj — x f | | 2 , for each target sample x j , 
there is an edge pointing from j to each of its KNNs in the source dataset as 
shown in Figure 3.1. The weight of the edge is 
d2. 
Wj,i 朽 e x p ( — ) , j 朽 1,... ,nt,i 朽 1,... ,ns (3.1) 
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Figure 3.1: (a) Red squares indicate target samples and blue points indicate source 
samples. Each target sample has K (K = 3) directed edges pointing towards it 
K nearest neighbors in the source set. If a source sample is outlier of the target 
set, it has a small indegree. (b) The sizes of points indicate the indegrees of source 
samples. Some source samples have zero indegree and they are denoted as dashed 
circles. (c) Positive target samples (first row), positive source samples with large 
indegrees (second row), and positive source samples with zero indegree (third row). 
(d) Negative target samples (first row), negative source samples with large indegrees 
(second row), and negative source samples with zero indegree (third row). The source 
set is the INRIA dataset and the target set is the MIT Traffic dataset. 
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The indegree of a source sample is defined as 
i n d e g r e e ( X S ) = E Wj,i ( 3 . 2 ) 
x|€KNN(xj) 
As shown in Figure 3.1, if a source sample is an inlier of the target set, there 
are many edges pointing to it and therefore it has a large indegree. If it is an 
outlier of the target set, its indegree is small and could be zero. Indegree has 
been widely studied in complex network [18]. In our application scenario, it 
can better detect the boundary between the distributions of the target dataset 
and the source dataset. Indegree has not been studied in transfer learning 
yet. Most transfer learning algorithms [12] directly use KNN to estimate the 
distance between a source sample and the target dataset. 
Figure 3.1 (c) and (d) show source samples with large indegrees and zero 
indegree. It is observed that positive source samples with large indegrees 
have similar view points as the target samples, and negative source samples 
with large indegrees are from the same background categories (trees, buildings, 
roads and poles) as the target samples. 
The confidence score Vi of a source sample is computed as a sum of indegrees 
weighted by the initial confidence scores of the target samples, 
Vi 朽 Wj,iCoj. (3.3) 
x|€KNN(xj) 
The confidence scores of all the source samples are further normalized to the 
range of [ -1 , +1 . 
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3.1.4 Confidence-Encoded SVM 
The proposed Confidence-Encoded SVM is an extended version of L2-regularized 
L2-loss SVM. Its objective function is shown in Eq (3.4). 
1 ns nt 
m i 杮 1 ||w||2 + C ^ ( V i C S ) 2 + C ^ ( C j e j ) 2 + 
c，w，b 2 
i=1 j=1 
I cT Lc + 会(c — co)T A(c — co) 
s.t. y S (w Tx S + b) > 1 — Cis，i =1，…，ns (3.4) 
y j (wTx j + b) > 1 — Cj，j = 1，….，nt 
Cis > 0，i =1，…，ns 
Cj > 0，j = 1，•••，nt. 
C, I and A are pre-set parameters. c = (ci，...，Cnt) are the propagated con-
fidence scores on the target dataset. They are jointly estimated with SVM 
weights and bias. The slack penalty of misclassifying a source (target) sample 
x S (x j ) is proportional to its confidence score Vi (c j ) . The lower confidence 
a sample has, the smaller penalty it is imposed on if misclassified and the 
smaller influence it has on training SVM. Approaches such as Multi-Cues se-
lected positive/negative target samples by hard-thresholding the confidence 
scores and treated these samples equally when training SVM. It is special case 
of our formulation, considering Cj can only be ± 1 or 0. Confidence Transferring 
certainly has advantages, since it does not require thresholding which causes 
errors. If the threshold is aggressive, some wrongly labeled samples are used 
to train SVM and cause the drifting problem. If the threshold is conservative, 
not enough samples are selected and the performance of the detector improves 
slowly even after many rounds of training. It also does not make sense to treat 
all the training samples with different confidences equally after thresholding. 
Experiments on the MIT Traffic dataset show that Multi-Cues converges after 
10 rounds of iterations, while Confidence Transferring converges after 2 rounds 
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of iterations with much higher efficiency. 
Confidence Propagation 
Utilizing context information alone, only a small portion of target samples have 
high confidence scores and some predicted labels may be wrong (see examples 
in Figure 3.2). Image patches from the same scene form clusters and manifolds 
based on their visual similarities. If two image patches are visually similar, 
they should have the same label. This inspired us to propagate confidence 
scores to obtain more samples with high confidence and reduce the confidence 
of samples with wrong labels. 
The estimation of confidence scores c depends on three terms in Eq (3.4). 
cTLc comes from graph Laplacian and requires that visually similar samples 
have similar confidence scores. Graph Laplacian was used for label propagation 
in semi-supervised learning [37, 38杝 and image retrieval [30, 17杝. To the best 
of our knowledge, not much light is shed on this approach in detection works. 
A pairwise weight matrix W is calculated from D by 
( l|x t - x jII 2) 
W i , j 朽 exp( —2 ). (3.5) 
It is further sparsified by setting Wj 朽 0, if xi and x j are not the K nearest 
neighbors of each other. A diagonal matrix D is defined by Da 二 i Wij. 
Then the graph Laplacian constructed from the above sample set is L 朽 
D — W. Although our work only considers visual distances, other cues which 
characterize the structures of samples can also be used to compute the graph 
Laplacian. For example, temporal consistency of samples can be exploited if 
tracking is available [1]朮 
A is a diagonal matrix where Ajj 朽 |coj|. Therefore, 
nt 
(c — co)T A(c — co) = ^ ( C j — Coj ) 2 |coj I (3.6) 
j = i 
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Figure 3.2: Example on the left: a pedestrian is stationary for a long period and 
therefore is labeled as a negative sample with an initial high confidence score ac-
cording to the motion cue. Its confidence score gets close to zero after confidence 
propagation because many other samples with similar visual appearance to it are 
labeled as positive samples with high confidence scores Therefore it will not have 
bad influence on training. Example on the right: a background patch is labeled as a 
negative sample with a low initial confidence score because a vehicle happens to pass 
by and causes motions. Its confidence score becomes high after confidence propaga-
tion because some similar background patches are labeled as negative samples with 
high confidence scores. 
is used to regularize c f rom its initial estimation co. It is assumed tha t if 
Cjo is low, which means tha t the context information does not has a strong 
opinion on the label of xj, then its confidence score can be easily influenced 
by other samples with less penalty. Otherwise, its confidence score can be 
changed only when there is strong evidence from other samples because the 
context information has a strong opinion on its label. 
The third term i (CjCj) 2 tends to assign small confidence scores to sam-
ples misclassified by SVM (with large Cj), since the context information and 
appearance-based classifier have disagreement on them. 
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Optimizat ion 
We optimize Equation 3.4 in an iterative manner. Denote the objective func-
tion by G(c, w, b). Optimization starts with an initial model (wo, bo). At each 
iteration k, let c^  minimize G(c, wk-i, bk - i) . Since it is a convex quadratic 
function, finding an optimal c^  is straightforward by setting its derivative to be 
0. We obtain the parameters (w^ , bk) of a new model by minimizing G(c&, w, b) 
using a modified version of LIBLINEAR [7], which is based on the Trust Re-
gion Newton Method (TRON). This optimization algorithm converges since 
the objective function monotonically decreases after each step. According to 
our experimental results, it usually converges within five iterations. Figure 3.3 
shows an example of how the confidence scores and detection scores by SVM 
change after three iterations. 
3.2 Exp eriments 
Experiments are conducted on the MIT Traffic dataset and the CUHK Square 
dataset. The two scenes are shown in Figure 3.4 2 . We adopt the PASCAL 
“50% rule，，，i.e. the overlapping region between the detection window and the 
ground truth must be at least 50% of the union area. Recall Rate versus False 
Positive Per Image (FPPI) is used as the evaluation metric. 
3.2.1 Data sets 
M I T Traffic dataset. It is a 90-minute long surveillance video sequence at 
30 fps. The video captures a traffic scene at a street intersection. It includes 
walking pedestrians and moving vehicles in a far field. Occlusions and vary-
ing illumination conditions apply. In Chapter 2, 420 frames were uniformly 
2 T h e dataset can be downloaded from http://www.ee.cuhk.edu.hk/~xgwang/CUHK_ 
square.html. 
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(a) Confidence Scores 
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Figure 3.3: The confidence scores (a) and detection scores by SVM (b) change 
after three iterations when optimizing the Confidence-Encoded SVM. Green windows 
indicate image patches in D*. A bright window indicates that the score is close to 
+1 and a dark window indicates that the score is close —1. At initialization, there 
are large differences between the confidence scores and detection scores. After three 
iterations, they look more consistent and correct. The experiment is on the MIT 
Traffic dataset. 
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(a) (b) 
Figure 3.4: The MIT Traffic dataset (a) and CUHK Square dataset (b). 
sampled from the first 45 minutes video and were used to train the scene-
specific pedestrian detector. 100 frames were uniformly sampled from the last 
45 minutes video and were used for testing. We follow the same convention. 
C U H K Square dataset. Similar to the MIT Traffic dataset, it is also 
captured by a stationary camera from a bird-view. It is a 60-minutes long video 
at 25 fps. Since the camera was placed at a location much lower than that 
in the MIT Traffic dataset, perspective deformation is much more challenging. 
350 frames are uniformly sampled from the first 30 minutes video and used to 
train the scene-specific detector. 100 frames uniformly sampled from the last 
30 minutes video are used for testing. 
Note that when Confidence Transferring trains the scene-specific detector, 
it does not use any labeled samples from the videos. The test setup is identical 
to Chapter 2. The context cues are computed in the same way. In the test 
stage, only the appearance-based detector without context cues are used. 
3.2.2 Parameter Setting 
In Eq (3.4), we choose C 朽 1 / ( n s + n t i l|xf|| + T Z i l|x卯)2 as recom-
mended by SVMLight 3 , and set ^ 朽 A = 1 . Actually, the performance of 
3http://svmlight.joachims.org/. In our implementation, we used LIBLINEAR, but 
the parameter setting follows the suggestion of SVMLight. 
Chapter 3 Transferring a Detector by Confidence Propagation 36 
Confidence Transferring is stable when ^ and 入 change in a relatively large 
range. a in Eq (3.1) is defined by 
^ nt nt 
a 2 = 丄 Y ^ Y ^ 4 
where dji is given by the L2 distance between a source example xf and a target 
example xj. In Eq (3.5), a is given by 
1 nt nt 
a 2 = Y Y d 2 j . 
乂 t , j = i i=i 
The experiments on the two datasets use the same fixed-value parameters for 
fi and A, and compute parameters in the same way. 
3.2.3 Results 
We compare with the following approaches: 
• A generic HOG+SVM detector trained on the INRIA dataset (Generic). 
• The Multi-Cues approach (MC). 
• The approach of automatically adapting a generic detector to a specific 
scene using background subtraction to select samples (it is similar to [19], 
but its detector is HOG+SVM not boosting) (Nair CVPR'04). 
• A scene-specific HOG+SVM detector trained on N manually labeled 
frames from the target scene (Manual(N)). Negative examples are firstly 
randomly sampled, and then bootstrapped using a typical training method 
in [4.. 
In the discussions below, when we talk about detection rates, it is assumed 
that FPPI = 1. Figure 3.6 (c) and (f) show that the scene-specific detec-
tor obtained by Confidence Transferring significantly outperforms the generic 
detector. On the MIT Traffic test dataset, it improves the detection rate 
from 21% to 69%. On the CUHK Square test dataset, it improves the detec-
tion rate from 15% to 51%. It even outperforms the scene-specific detectors 
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trained with manually labeled frames from the target scenes. When all the 
420 and 350 training frames of the two datasets are used 4 , the detection rates 
are 66% and 45% respectively. It may be partially due to the fact that our 
training includes the source dataset. It is also crucial to properly re-weight the 
source dataset, since Multi-Cues has shown that directly combining the source 
dataset and the labeled target dataset to train a detector could not beat the 
detector trained on the labeled target dataset alone. 
Figure 3.6 (a)(b) and (d)(e) compare with the other two automatic scene 
adaptation approaches (Multi-Cues and Nair CVPR，04 [19]) on both training 
and testing sets. Confidence Transferring clearly outperforms them in both ef-
ficiency and accuracy. [19] converges after four rounds on the two datasets and 
its accuracy is much lower than Multi-Cues and Confidence Transferring. Com-
pared with Multi-Cues, Confidence Transferring converges after much fewer 
rounds (2 versus 10 on the MIT Traffic dataset, and 1 versus 7 on the CUHK 
Square dataset), and at the same time leads to a higher performance (about 
7% improvement on detection rate). This is because that Multi-Cues is based 
on ad hoc rules and hard-thresholding, which greatly reduce its efficiency. At 
the first round of training, both Multi-Cues and Confidence Transferring have 
the same target set and initial confidence scores co, since they utilize the same 
context information. The Confidence Transferring achieves a 48% detection 
rate after the first round training, while Multi-Cues only achieves 30%. 
In Figure 3.5, we further investigate the effectiveness of (1) including target 
samples for training, (2) confidence propagation, and (3) re-weighting source 
samples using indegrees, on the MIT Traffic dataset. The inclusion of target 
samples for training is essential. Only re-weighting source samples without in-
cluding target samples (denoted as “Source Only，，），the detection rate is only 
marginally improved from 21% to 26% compared with the generic detector. 
Without confidence propagation (denoted as “No Propagation，), it takes two 
4 The corresponding numbers of positive examples are 1573 and 956, respectively. 
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Figure 3朮5: Investigate the effectiveness of different factors in the Confidence Trans-
ferring approach on the MIT Traffic test data. 
more rounds to converge and the detection rate drops by 11%. If source sam-
ples are not re-weighted (denoted as "No Source Re-weighting朢),the detection 
rate drops by 6%朮 If source samples are re-weighted directly using KNN as 
12] (denoted as 杜Outdegree，，），the detection rate drops by 5%. 
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Figure 3.6: Results on MIT Traffic dataset (a)-(c) and CUHK Square dataset (d)-
(f). (a)-(b) and (d)-(e) compare with two automatic scene adaptation approaches 
(Multi-Cues and Nair CVPR'04 [19]) on both training and testing sets after different 
rounds of training. (c) and (f) compare with the generic detector and the scene-
specific detector trained on different numbers of manually labeled frames. 
Chapter 4 
Conclusions and Future Work 
In Chapter 2, we propose a novel framework of adapting a generic pedestrian 
detector to a specific traffic scene by automatically selecting confident positive 
and negative examples from the target scene. It integrates the models of 
pedestrian and vehicle paths with other cues to make the selected examples 
informative and reliable. Experiment on the MIT Traffic data set shows that 
Multi-Cues significantly improves the detection rate from 21% to 62% given 
FAR = 1 0 - 6 compared with the generic detector. It even outperforms the 
scene-specific detector trained directly using fewer than 300 manually labeled 
frames. 
The Multi-Cues approach only has two parameters to be set empirically: 
Lo described in Section 2.2.1 and the mean shift rejection rate in Figure 2.6 
(f). They controls how aggressive the automatic training process is. Similar 
parameters also exist in other approaches of automatically training scene spe-
cific detectors [11, 14, 15, 19, 20, 24, 25]. Multi-Cues has robustness to these 
parameters within certain range. It is also possible to tune the two parameters 
using a few manually labeled frames. As shown in Figure 2.6 (d), given a 
small number of labeled frames, Multi-Cues greatly outperforms the approach 
of directly using these labels to train the detector. 
In Chapter 3, we propose a new transfer learning framework to automati-
cally train a scene-specific pedestrian detector starting with a generic detector 
40 
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without manually labeling any data in the target scene. Under the Confidence 
Transferring framework, the source dataset, the context information, and the 
visual structures of target samples are well integrated under the proposed 
Confidence-Encoded SVM. It significantly outperforms not only the generic 
pedestrian detector, but also the scene-specific detector trained on manually 
labeled frames. It quickly converges after one or two rounds of training. It is 
well applied to two different scenes without tuning parameters. 
Although HOG+SVM is used as the pedestrian detector in this work, the 
proposed framework may also be extended to other more advanced detectors. 
For example, it is feasible to extend Confidence-Encoded SVM to Latent SVM 
[8] by adding more terms on parts and geometry in Eq (3.4) with the same 
optimization strategy. This will be our future work. However, on the two 
datasets used in this paper, Latent SVM and other advanced part-based mod-
els may not be good choices because pedestrians in these datasets are very 
small in size and part-based models usually require higher resolutions. Also 
HOG+SVM is much faster and thus more suitable for some online surveillance 
applications. 
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