Abstract-Twitter has attracted the attention of many researchers owing to the fact that every tweet is, by default, public in nature which is not the case with Facebook. In this paper, we present sentiment analysis of tweets written in English, belonging to different telecommunication companies in Saudi Arabia. We apply different machine learning algorithms such as k nearest neighbor algorithm, Artificial Neural Networks (ANN), Naïve Bayesian etc. We classified the tweets into positive, negative and neutral classes based on Euclidean distance as well as cosine similarity. Moreover, we also learned similarity matrices for kNN classification. CfsSubsetEvaluation as well as Information Gain was used for feature selection. The results of CfsSubsetEvaluation were better than the ones obtained with Information Gain. Moreover, kNN performed better than the other algorithms and gave 75.4%, 76.6% and 75.6% for Precision, Recall and Fmeasure, respectively. We were able to get an accuracy of 80.1% with a symmetric variant of kNN while using cosine similarity. Furthermore, interesting trends wrt days, months etc. were also discovered.
I. INTRODUCTION
The social networking websites such as Twitter, Facebook, LinkedIn, Tumblr, Foursquare and Google+ have become an important part of everyday life. The users express everything related to their experiences, reviews and opinions on these websites. Similarly, since companies and organizations are also interested to know the feedback about their products and offered services, they could take a help from the social media. Although most of the data in social networking websites is private, the data in Twitter is public. This makes Twitter a good choice for research purposes. Using Twitter, users can share their opinion in a tweet having at most 140 characters. Currently, Twitter has 313M active users, who post 500M tweets each day 1 .
Twitter has several features, such as hash tags (#), mentions (@). User can refer to events and companies in a tweet using hash tags, which could be used to retrieve the list of tweets relevant to a particular entity. On the other hand, Twitter analysis presents a lot of challenges such as a short message length, use of local references and use of non-standard language.
Sentiment analysis, sometimes also referred to as opinion mining, detects the sentiment from the data normally obtained 1 https://about.twitter.com/company from the social media and helps in defining policies as well as providing better services.
A study by Qamar et al. [1] has developed a Similarity Learning Algorithm (SiLA) for nearest neighbor classification, which learned similarity matrices rather than distance based ones. SiLA is capable of learning diagonal, symmetric or square matrices. The similarity between two examples x and y could be calculated as:
where T represents the transpose, A is a p x p similarity matrix, and N (x, y) stands for the normalization function. Replacing A with the identity matrix (I), one can get the cosine similarity. Furthermore, Ahmed et al. [2] used SiLA for prediction of popular tweets. They considered those tweets as popular which have been re-tweeted (equivalent of forwarding a message) at least once. However, to the best of our knowledge, SiLA has not been applied for sentiment analysis.
In this paper, we present the sentiment analysis of tweets belonging to different Saudi telecommunication companies such as STC, Mobily and Zain. In particular, tweets in English have been selected. We have not missed a single tweet in English belonging to the aforementioned companies. Our idea in this research is to detect the sentiment, which could be either positive, negative or neutral; from the data obtained from Twitter which could in turn help in defining policies as well as providing better services.
We performed feature selection using CfsSubsetEvaluation as well as Information Gain. The former proved to be a better choice than the latter. We got F-score of 75.6% using kNN. Furthermore, a symmetric variant of kNN performed better than the standard kNN. We were also able to get some insights about Twitter usage, such as popular days, months etc.
Our contributions include sentiment analysis of Saudi telecommunication tweets using various Machine Learning algorithms along with a good F-score, application of similarity and distance metrics, and finding interesting patterns in the Twitter data. This paper is organized as follows: Section II presents the related work. The methodology used in our research is discussed in Section III, whereas Section IV discusses in detail the experiments. The results are analyzed in Section V. Section VI concludes the paper with future works.
II. RELATED WORK
Pak and Paroubek [3] gave a thorough description of Twitter as a data source for performing Sentiment analysis along with opinion mining. They distinguished the tweets into positive, negative and neutral classes where the tweets were only in English. The tweets were manually labeled whereby each one was labeled by three different people. Furthermore, they noticed that many of the tweets contain emoticons i.e. icons expressing the emotions of users such as ':)', ':(', '=)', '=(', ';)'. So as to express the users feelings toward an entity or a service. Three classification algorithms, namely, Naïve Bayes (NB), Support Vector Machines (SVM) and Conditional Random Fields (CRF) were used along with features like unigrams, bi-grams, n-grams etc. in order to classify the tweets.
Recently, Giachanou and Crestani [4] have conducted a thorough survey on Twitter Sentiment Analysis (TSA) methods. They identified four different types of (textual) features which have been used so far (semantic, syntactic, stylistic and Twitter-specific). Semantic features include opinion words, sentiment words, negation etc. and could be extracted in a manual or semi-automatic manner from opinion and sentiment lexicons. Many researchers have taken help from lexicons which have been developed for other domains, for example, SentiWordNet [5] . Similarly, syntactic features include unigrams, bi-grams, n-grams, terms' frequencies, Part Of Speech (POS). Together with semantic features, they are the most widely used ones. Whereas some researchers preferred binary weighting score based on presence/absence, others considered term frequencies. Stylistic features come from the non-standard writing style such as emoticons, use of slang terms and punctuation marks. Lastly, Twitter-specific features include hash-tags, re-tweets, replies and user names. Many researchers such as Hong et al. [6] have considered their presence/absence or their frequency.
Natural Language Processing (NLP) techniques have also been used in content analysis. One of the simplest techniques determines the presence of a sentiment lexicon (word expressing positive or negative sentiment) in an entity, such as tweets. Asur and Huberman [7] used the tweets in order to forecast the revenue for movies. They used 3 Million tweets and constructed a linear regression model. Similarly, Zhou et al. [8] developed a Tweet Sentiment Analysis Model (TSAM) which was able to successfully determine the societal interest as well as general peoples' opinions with respect to a social event (Australian federal elections). Sriram et al. [9] classified the tweets using a small set of domain-specific features extracted from the authors profile along with the text.
On the other hand, many researchers have used Twitter in order to determine twitter users political influence. For instance, Stieglitz and Xuan [10] performed sentiment analysis of political tweets and analyzed re-tweet behavior, where a tweet is simply forwarded. Razzaq et al. [11] gathered tweets belonging to different political parties just before the Pakistani General Elections 2013 and tried to predict the winner. However, they were not very much successful since a majority of the population did not use Twitter at all. Thus, claims about the general public based on a pattern observed in Twitter, should be made carefully.
Moreover, Burgess and Bruns [12] discusses the challenges in the filed of Big data with respect to its application on Twitter data.
Go et. al. [13] presented an approach to classify tweets based on positive and negative sentiments. Their approach used different machine learning algorithms for classifying tweets. The results showed that these algorithms offer above 80% accuracy, if trained with emotions data. Uni-grams and bi-grams, in combination, provide better results with Naïve Bayes and MaxEnt classifier algorithms. Qasem et. al. [14] , also provide sentiment classification but on stock related tweets. The goal of this work is to compare logistic regression and neural network machine learning strategies in providing positive, negative and neutral tweets by training the classifier using a data set based on 42000 tweets. Uni-gram TF-IDF and Bi-gram TF were used, as feature extractors in the experiment, out of which uni-gram provides better performance. Furthermore, Khan et al. [15] classified tweets into positive, negative and neutral classes using various approaches such as emot-icons, bag of words and SentiWordNet.
Zimbra et al. [16] performed brand-related sentiment analysis using feature engineering. They used only seven features and obtained accuracy above 80% along with very good recall rates. They conducted three-class as well as five-class sentiment classification.
Recently, Latifah and Cristea [17] worked on Arabic tweets to predict the satisfaction of Saudi telecommunication companies' customers. However, they only presented a plan and their research is expected to complete by the year 2022.
III. RESEARCH METHODOLOGY
This paper focuses on analyzing tweets written in English language. Therefore, we gathered all tweets written in English language belonging to different telecommunication companies of KSA, namely, Zain, STC and Mobily. A total of 1331 tweets were found. A majority of them, 75.2% i.e. 1001 out of 1331, belong to STC, the largest telecommunication company in Saudi Arabia. Similarly, 207 tweets (15.5%) belong to Mobily, whereas 124 (9.3%) are for Zain as shown in Fig. 1 . The official handles for the aforementioned companies are @STC KSA, @Mobily and @ZainKSA whereas the number of their followers on Twitter are 3.16 M, 3.07 M, and 1.32 M, respectively. Nevertheless, the number of tweets for Mobily are more than 3 times than that for STC. In order to determine the class of each tweet, we asked three different persons to classify the tweets into either positive, negative or neutral class. The class was determined based on a majority vote. Most of the tweets 57.25% (762/1331) expressed negative sentiment, where as positive and neutral sentiment was found in 203 (15.25%) and 366 (27.50%) tweets, respectively. Fig. 2 depicts the polarity of tweets belonging to different companies. Moreover, Table I provides a sample of tweets belonging to the three classes. k Nearest Neighbor (kNN) algorithm is a very simple yet efficient classification algorithm. It belongs to lazy classifiers since it does no real work until classification time. In order to classify a new example x, its k nearest neighbors are found from a set of already classified examples. Afterwards, x is assigned to the class which is the most represented in the set of nearest neighbors. The proximity is determined based on either distance or similarity. Whereas the distance is always greater than or equal to 0, similarity has the range [-1, 1]. SiLA uses two prediction rules: kNN-A based on learning the similarity matrix A using standard kNN, and symmetric kNN (SkNN-A) , where k nearest neighbors are found from different classes. The similarity is calculated with each class (sum of similarity between x and its k nearest neighbors in the class). This is followed by assigning x to the class having maximum similarity.
Naïve Bayes (NB) classifier is based on the application of Bayes' theorem with strong (naive) independence assumptions among the features. By default, it uses a normal distribution. However, one can also use a kernel estimator for numeric attributes. In multinomial Naïve Bayes, the feature vectors are the frequencies with which certain events have been generated by a multinomial.
B. Pre-Processing
The data pre-processing is required in order to remove duplicate tweets, hash tags along with repeated symbols. In particular, following pre-processing tasks were performed:
• User-ids, preceded by '@' sign were converted into USER.
• URLs were also replaced with the keyword URL.
• An unsupervised filter was applied at the attribute level so as to convert the tweet text in a word vector (StringToWordVector). All words were converted into lower case.
• Stemming helps convert a word to its word stem or root form, e.g. fishing, fished, and fisher are reduced to the word fish. Stemming was performed using LovinsStemmer.
• A stoplist was used in order to remove common words such as a, an, the, as etc. which have no influence in finding the sentiment of a tweet.
• TF-IDF (term frequency -inverse document frequency) measure was also applied on the data. This reflects how important a word is to a tweet in the collection of tweets. It is represented as:
f ij log number of tweets number of tweets that include word i
where f ij is the frequency of word i in tweet j. The idea is to reduce the weightage of the words appearing in more tweets, since they are useless as discriminators [18] .
• The initial number of attributes was more than 2500. In order to reduce this, CfsSubsetEval, which is an attribute selection method, was applied to reduce the number of features to 40. It evaluates the worth of a subset of attributes by taking into account the individual predictive ability of each feature along with the degree of redundancy between them. This method prefers subsets of features that are highly correlated with the class as compared to the ones having low intercorrelation. Some of the selected features include dsl, googl, crap, telecommunic, fail, worst, stupid, damn, proper and reach. Once the features were reduced, a number of rows (809) just contained all zeros. Such rows were removed, giving rise to a smaller dataset.
• Furthermore, 68 attributes were also selected based on Information Gain (InfoGainAttributeEval in WEKA) as the evaluator, and Ranker having a threshold of 0 as a search method.
IV. EXPERIMENTS
This section describes the used software and various metrics.
Waikato Environment for Knowledge Analysis (WEKA)
, an open-source software containing implementation for a number of machine learning algorithms was used for most of the algorithms. Sentiment analysis is primarily a supervised learning process, thus belongs to supervised machine learning. 5-fold cross-validation was used for the experiments, in which case the data is divided into 5 equal parts. One part is selected for testing, where as rest of the 4 parts are used for training. Afterwards, another part is selected for training. Thus, each example is selected exactly once for testing and 4 times for training. The results obtained with various algorithms are compared based on precision, recall and F-measure. Table II shows the confusion matrix for sentiment detection. True Positives (TP) indicates the instances that were predicted as positive and were indeed positive. Similarly, False Positives (FP) refers to the tweets which were wrongly classified as positive. True Negative (TN) and False Negative (FN) are defined in the similar manner for the negative class. Accuracy is one of the most frequently used metric [4] and calculates the ratio of the true predictions to the total number of predictions.
Precision shows the exactness of a method and is defined as the percentage of tweets predicted to be of class X which actually belong to class X.
On the other hand, Recall, also known as sensitivity, is the percentage of tweets which actually have class X and which have been correctly predicted to have class X by the algorithm. It is defined as the fraction of positive instances which were predicted as positive. The recall is given as:
F-measure is the harmonic mean of precision and recall. This is calculated as: 
V. CLASSIFICATION RESULTS
Classification algorithms were applied on both original as well as smaller dataset. Table III shows the results on the original data set. The best results comprise 63.8% accuracy, 63% Precision, 63.8% Recall and 60.6% F-measure. These results were obtained by Naïve Bayes, while using its multinomial variant.
The smaller data set contained only 522 instances. In particular, 327 belong to the negative class, whereas 113 had neutral sentiment and only 82 displayed positive sentiment. Table IV shows the results obtained by various algorithms on the smaller data set while using CfsSubsetEval and without using N-grams model. kNN appears to be the best having better values for accuracy (76.6%), precision (75.4%), recall (76.6%) as well as F-measure (75.6%). It can be easily observed that the results on smaller data set are way better than the ones obtained with original i.e. larger data set. One of the primary reasons is that the smaller data set is void of tweets which do not contain any of the selected features (words). Table V contains the results on the smaller data while using N-grams and Information Gain. The maximum size for N-grams was selected as three; giving rise to uni-grams, bigrams and tri-gram. Information Gain was selected for feature selection. Although NB with Kernel Estimator got the best Precision of 68.3%, yet because of poor Recall (48.6%), Fmeasure was just 47.7%. On the other hand, kNN got Fmeasure of 63.7%. Table VI shows the accuracy along with standard deviation obtained with kNN and SiLA. For SiLA, 80% of the examples were used for training while 20% were used for testing purposes. The results with symmetric variant of kNN i.e. SkNN are the best. Another interesting thing is that the Euclidean distance appears to be working well with textual data. The accuracy for all approaches except SkNN-A (SkNN with SiLA) is better than the ones reported for larger and smaller data sets in Tables III and IV . The results were also evaluated for statistical significance i.e. whether one method is significantly better than the other one, using s-test [19] . In case the P-value is less than or equal to 0.01, this means that the difference is much more significant and is represented as . Consequently, a lower level of significance occurs when the Pvalue lies in between 0.01 and 0.05 (>). In case, the P-value is greater than 0.05, the results are considered equivalent (=). We observed that kNN-Euclidean, kNN-cosine, SkNN-cosine and kNN-A performed significantly better than SkNN-A. Similarly, all of the methods except SkNN-A were statistically equivalent. This can be expressed as follows: accuracy with Euclidean distance decreases from 0.79 to 0.65 and eventually to 0.63 before increasing to 0.79. The data set was further analyzed and it turned out most of the tweets are from 2010 and 2011 (more than 70%) as shown in Fig. 4 . Moreover, it was found out that most of the tweets were written in the month of January as shown in Fig. 5 . Months like March, July and November saw less number of tweets as compared to the other months. While looking closely at the different years, we noticed that October contributed most of the tweets for 2010.
Extending the analysis to the days of a week, it was noticed that most tweets were written on Wednesday (the day before the weekend) as shown in Fig. 6 . A number of issues were faced while conducting the experiments:
• Some of the tweets contained words from other languages. In such cases, tweets' sentiment was deteremined as if the word was not present.
• Conflicting sentiments: There were some tweets which contained conflicting sentiments e.g. the tweet #Voda-fone UK u r a breath of fresh air. #ZainKSA shame on u contains both positive as well as negative sentiment. However, since the sentiment towards Saudi telecommunication company is negative, therefore, the tweet was considered as negative. One can also note that you has been written as u and are as r.
VI. CONCLUSION
In this paper, we presented sentiment analysis of tweets written in English, belonging to the various telecommunication companies (Mobily, STC and Zain) of Saudi Arabia.
Three classes, namely, positive, negative and neutral were considered. We made sure that none of the related tweets were missed. A number of machine learning algorithms like ANN, k nearest neighbor (kNN), Naïve Bayesian were used for classification. kNN got the best results including F-measure of 75.6%. Furthermore, different metrics such as Euclidean distance and cosine similarity were used with kNN. The results with cosine were slightly better than the ones obtained with its counterpart. We also applied Similarity Learning algorithm (SiLA). However, the results were not improved. Our results also showed that increasing the value of k has a positive impact on the accuracy for some of the algorithms. Lastly, we found out that the maximum tweets were written in the months of January and February during the years 2010 and 2011. We also observed that most of the tweets were written on the day before the weekend (Wednesday).
In the future, sentiment could be deducted from tweets written in arabic language. This would help increase the size of the data set as well, since most of the tweets related to the telecommunication companies of Saudi Arabia are in arabic. Moreover, various methods such as Support Vector Machines (SVM), ensemble techniques could also be employed. One could also define a sentiment on a 5−10 scale, for example, −1 (not negative) to −5 (extremely negative) and 1 (not positive) to 5 (extremely positive).
