Words which frequently co-occur in language ('collocations') 
Introduction
The phenomenon of high frequency collocation has been a focus of research by applied linguists for several decades. This interest has its roots in the work of Firth, who noted a "mutual expectancy" (1968, p. 181) between certain words, such that where we find one, we are likely to find the other. Researchers following Firth's lead have formalised the notion of collocation as "the relationship a lexical item has with items that appear with greater than random probability in its (textual) context" (Hoey, 1991, p. 7) . That is, words are collocates of each other if, in a given sample of language, they are found together more often than their individual frequencies would predict (Jones & Sinclair, 1974, p. 19) . Words which stand in such a relationship can be said to 'predict' one another in that the presence of one makes the presence of the other more likely than it would otherwise be.
Though this definition is a textual one, grounded in corpus work, researchers have often moved beyond the text to posit collocation as a psycholinguistic phenomenon. Sinclair, for example, suggested that the existence of collocations in corpora indicates that language users store "a large number of semipreconstructed phrases that constitute single choices, even though they might appear to be analysable into segments" (Sinclair, 1987, p. 319) ; Ellis (2001) has claimed that words which are frequently encountered together form 'chunks' in long-term memory; and Hoey (2005) has suggested that highfrequency collocates must mentally 'prime' each other.
Viewing collocation in this way has important implications for second language teaching. The idea that high frequency multi-word forms have some form of independent representation in the minds of competent speakers has motivated models of idiomaticity and fluency (Pawley & Syder, 1983) , first and second language acquisition (Wray, 2002; Ellis, 2003; Tomasello, 2003) , language processing (Ellis, 2002; Jiang & Nekrasova, 2007) , and whole teaching approaches ( Nattinger & DeCarrico, 1992; Lewis, 1993) .
However, many researchers remain sceptical regarding the psycholinguistic reality of high frequency word combinations. One objection is that the frequency of combinations can be explained in terms of real-world coincidences, rather than requiring any special representation in the mind. This point has been put forcefully by Herbst (1996) , who observes that the frequent collocations found in corpora may simply reflect certain extra-linguistic facts about the world. Dark night, he comments, is a significant collocation "because nights tend to be dark and not bright" (Herbst, 1996) . Similarly Bley-Vroman (2002) has argued that recurrent patterns are merely a product of the use of language to express meaning in context, and do not have any strong direct explanatory force. Newmeyer sums up this position with the comment that frequency-based analysis "is no more defensible as an approach to language and the mind than would be a theory of vision that tries to tell us what we are likely to look at" ( Newmeyer, 2003, p. 697) .
A second problem with the link from corpus to mind is a pragmatic one: It is unlikely that any existing corpus matches the linguistic experience of any particular speaker, since the content of any given corpus will depend on the purpose for which it was compiled: large corpora such as the British National Corpus attempt to cover the whole range of discourse found in a particular national variety, while others concentrate on the language of a particular writer, or of a defined group such as second language learners or biologists. Therefore even if high frequency of co-occurrence in an individual speaker's language experience did lead to collocations being holistically stored, the inevitable differences between what is in any given corpus and what any given individual has experienced must lead us to question whether the collocations revealed by corpus analysis would be psychologically real for any individual speaker.
From a theoretical standpoint, this is not especially troubling. In a recent formulation of the frequency-representation link, Hoey acknowledges that the body of linguistic experience that provides each language user with their set of mental collocations is "irretrievable, unstudiable, and unique" (2005, p. 14) . However, he reasons that although corpora cannot tell us about the primings of any particular speaker, they are likely to be representative of the types of input speakers are likely to have encountered, and so can be used as a testing ground for the validity of claims made about priming (2005, p. 14) .
If we have more practical goals, however, this may not be sufficient. For example, a number of researchers (e.g., Ellis et al., 2008; Shin & Nation, 2008; Durrant, 2009 ) are interested in identifying lists of collocations which language learners need to know. For this, we will want to know more than just whether the collocations found in a corpus are similar in kind to those known to individual speakers. We will want to know whether learners need to acquire the specific high frequency collocations identified. Clearly, the set of collocations in any given corpus and the sets of collocations known to each individual speaker will be different. The key question is how much remains constant. If there is a strong overlap between the knowledge of large numbers of speakers and the corpus, then what is found in the latter is likely to be worth learning. If there is a large amount of variation between the knowledge of different individuals and what is found in a corpus, however, they probably are not. Establishing whether the high frequency collocations found in a corpus are psychologically real therefore has clear practical implications.
Although from a practical perspective it is important to determine whether high frequency collocations have psychological reality, little experimental work has been carried out into the psycholinguistic correlates of corpus frequency. The majority of work on the processing of formulaic language has focused on non-propositional (e.g., Van Lancker-Sidtis, 2004 ) and idiomatic Titone & Connine, 1999; Peterson et al., 2001 ) language, rather than frequent collocations. While recent years, have seen a number of studies looking at formulaic language derived from corpora (e.g., Underwood et al., 2004; e.g., Jiang & Nekrasova, 2007; Conklin & Schmitt, 2008) , the majority of these have not provided explicit frequency information, and so do not allow us to draw any strong conclusions on the implications of frequency. Exceptions to this rule are studies by McKoon and Ratcliff (1992) and Ellis and his colleagues (2008; 2009) , to which we will return below.
Given this lack, Hoey's (2005) model of the relationship between collocations in text and collocations in the mind takes on considerable importance. Hoey describes collocation as "a psychological association between words" which is "evidenced by their occurrence together in corpora more often than is explicable in terms of random distribution" (2005, pp. 3-5) . On this model, psychological association is measurable in terms of the psycholinguistic notion of 'priming'. This is the phenomenon, first documented by Meyer and Schvaneveldt (1971) , whereby recognition of a word is facilitated by its preceding context, such that a hearer or reader recognises a given word faster if they have previously seen or heard a word which is related to it in some way. Thus, the word girl is recognised more quickly when it comes soon after the word boy than it does when it follows a semantically unrelated word. In such cases, the context is said to prime the target word. The existence of priming between words has been interpreted by psycholinguists as indicating facts about the organisation of the mental lexicon. In particular, it is commonly held that speeded reaction to primed words is a result of neurological activation 'spreading' from the context word to related words (see Neely, 1991 for a review of various theoretical interpretations of the priming effect).
Hoey suggests that speakers produce collocations in a predictable manner because of priming relationships between word pairs. That is, when one part of a collocation is brought to mind (e.g. rain), then recall of the other part (e.g. heavy) will be prompted. The speaker will therefore be more likely than usual to also produce this collocating form (so completing the collocation heavy rain), and is likely to prefer it over other possible synonyms (e.g. strong). Hoey argues that such priming is also the basis of our creative language system. The grammatical categories assigned to words, he suggests, are not specified by an independently-existing grammar. Rather, they emerge from lexically-specific patterns of priming. Labels such as 'noun' or 'verb' simply describe sets of words which share certain characteristic, genre independent primings. Nouns, for example, tend -amongst other things -to have a and the as left-hand collocates, and of as a right-hand collocate (2005, p. 154) . This view has much in common with the emergentism of usage-based models (Barlow & Kemmer, 2000) .
Hoey's suggestion is important because it provides an explicit and readily testable model of how frequency might relate to mental representation. The aim of the present paper is to test his thesis. In the next section, the statistical methods which have been used to quantify frequency of collocation will be briefly reviewed. The following sections then consider how frequency relates to mental priming. In Section 3, the priming paradigm will be described and evidence of the relationship between corpus frequency and priming will be reviewed. We will see that there is at present little evidence for such a link. It will be argued that a key issue here concerns the failure of previous studies to untangle high frequency of co-occurrence from the related phenomenon of psychological association. Section 4 will then describe a series of experiments which test directly the link between co-occurrence in a corpus and mental priming.
Frequency-based measures of strength of collocation
The simplest frequency-based method of establishing whether a particular word combination is a collocation is to count the number of times the combination occurs. The problem with this is that, using this definition, many of the strongest collocations in any corpus would simply be those made up of the most frequent words; amongst the strongest collocations in any English corpus, for example, would be a-the, of-and and to-was. Such combinations are frequent, not because the words stand in any particularly interesting relationship to each other, but simply because they are so common that their regular co-incidence comes about by chance. Moreover, the simple frequency-based approach to collocation also misses word pairs which we might consider collocationally interesting, since strongly associated word pairs composed of words which are individually rare (zero-sum game, abject poverty) would not register at all. Corpus linguists have used two main types of methods to improve on raw frequency counts: asymptotic hypothesis tests and mutual information. The two approaches are conceptually different and typically produce rather different types of results.
The main hypothesis testing methods of quantifying collocation are the z-score, t-score, chi-squared and log-likelihood tests. These test the nullhypothesis that words appear together no more frequently than we would expect by chance alone. They can therefore be seen as formalisations of Hoey's (1991: 7) definition of collocations as "the relationship a lexical item has with items that appear with greater than random probability in its (textual) context."
The first step in each of these hypothesis testing methods is to calculate how many times we would expect to find a word pair together in a corpus of a certain size by chance alone, given the frequencies of its component words. To calculate this, we first determine how probable it is that any word pair, chosen at random from the corpus, will be the combination we are studying. This is calculated with the formula:
This states that the probability that any randomly selected pair of words will be the combination w1 w2 is equal to the probability of w1 occurring on its own multiplied by the probability of w2 occurring on its own. For example, the word strong appears in the British National Corpus (BNC) 15,768 times, the word tea appears 8,030 times. Since the BNC has a total of 100,467,090 words, we can calculate the probabilities of occurrence of each as follows: This tells us that if we select any word at random from the BNC, the probability that it will be the word strong is 0.00016 and the probability that it will be tea is 0.00008. We can then conclude that the probability that any two words, picked at random from the BNC will be the pair strong tea is: P(strong tea) = 0.00016 * 0.00008 = 1.25e-08
Although this probability is very low, we would still expect strong and tea to occur together sometimes, simply because the corpus is so large. In fact, strong tea can be predicted to occur:
1.25e-08 * 100,467,090 = 1.26 times Since a corpus search shows that strong tea actually occurs 28 times, we can conclude that the pair collocates more frequently than chance. The aim of the hypothesis testing methods is to determine the statistical significance of this apparently greater than chance frequency (Manning and Schütze, 1999: 162-163) . To take the most widely-used example, t-score is calculated as follows:
where O is the observed frequency of occurrence of the collocation, and E is the expected frequency of occurrence on the null hypothesis that there is no relationship between the words. Thus, for the pair strong tea:
Some caution is needed in interpreting this formulation, however. The calculation of expected occurrence is based on a model in which words are drawn as if from a hat, entirely at random. As Manning and Schütze note, however, language is far more regular than a "random word generator " (1999: 166) . Grammar, semantics, and real-world occurrences all constrain the construction of real language. It is therefore very common for word pairs to co-occur 'more frequently than random', regardless of specifically collocational relations. Given this, levels of statistical significance are not usually thought to constitute useful cut-off points in identifying collocations. Rather, the statistical tests are used to rank word pairs according to their relative likelihood of being a collocation (Stubbs 1995: 33; Manning and Schütze 1999: 166) .
The second main method for quantifying collocations is the mutual information (MI) score, proposed by Church and Hanks (1990) . This compares the observed number of occurrences of a word pair with its expected number of occurrences, as follows:
Thus, for strong tea:
Mutual information can be conceptualised as a "measure of how much one word tells us about the other" (Manning and Schütze 1999: 178) . In other words, when we encounter one part of a word pair which has a high mutual information score, we can predict that the other part of the pair is likely to be nearby. This is importantly different from the hypothesis testing methods. Clear (1993: 279-282 ) sums up the difference well, noting that, whereas "MI is a measure of the strength of association between two words", hypothesis testing methods are measures of "the confidence with which we can claim there is some association" (original emphases). This difference has important implications for the types of word pairs retrieved. Clear gives the pair tastearbiters as a typical example of a combination attaining a high MI score. Though the pairing is not particularly frequent, it accounts for a high proportion of the occurrences of its component words. In fact, Clear reports that one quarter of all appearances of arbiters are within two words of an appearance of taste. The two are strongly associated, then, in that where we find arbiters, we have a good chance of finding taste. However, its relatively low frequency of occurrence reduces the statistical reliability of this pattern -i.e. we cannot be confident that the relationship will be generalisable to other samples of language. A typical example of a pair with a high score on hypothesis testing methods, on the other hand, is taste-for. While the association between these words is much weaker than that between taste and arbiters, the pair occurs with much higher frequency. The connection, though weaker, is therefore more reliable.
It has been acknowledged in the literature that both of these measures of collocation are 'non-directional', in the sense that it makes no difference which member of the pair is taken as node and which as collocate (Stubbs, 1995) . Clearly, however, arbiters predicts taste much more reliably than taste predicts arbiters. When our aim is to determine how reliably one word primes another, such directionality becomes important. For this reason, directional association measures, such as that suggested by Handl (2008) may be more accurate predictors of priming. However, such measures have not been widely adopted in corpus linguistics, and since our present aim is to determine how well the commonly-used measures of corpus linguists predict priming, we will not use directional measures here. In the next section we review the evidence regarding how well traditional non-directional measures predict mental priming.
Evidence on collocational priming
Priming has been researched for several decades, and much is known about its workings. Priming has been shown to exist between words with similar orthographies and phonologies, between words which are related in meaning, and between syntactically congruous words (e.g. determiner -noun) (Balota, 1994: 334-341) . Priming is usually investigated by some variation of the twostage task described by Neely (1991: 265) : first, the informant is presented with a single word (the prime), to which they are not required to make any overt response. Second, they are presented with a letter string which may or may not be a real word (the target), and are required to respond either by making a word/nonword decision (the 'lexical decision task', or 'LDT'), or by saying the target aloud (the 'naming task'). When the target is a word, it is either related or unrelated to the prime. When reaction times or percentage errors are significantly lower for the target word following presentation of the prime the latter is said to prime the former. Priming effects are assumed to reflect the structure of the mental lexicon. Where a priming effect occurs between two words this is considered evidence that there is a structural connection between them.
Much work has been concerned with separating the effects of semantic relations (the relations found between, for example, categories and their e xemplars, co-hyponyms, or words with featural similarities between their concepts) from the effects of 'associative' relations (see Lucas 2000; Hutchison 2003 for reviews) . Association is the relationship between a word and other words which it 'brings to mind'. This is typically evidenced by studies in which large numbers of subjects are given a prompt word and asked to respond with the first other word that comes to mind. Results from such studies are available as listings of 'normative' associations (e.g. <http://www.eat.rl.ac.uk/>).
The primary aim of this work has been to distinguish between models of the mental lexicon in which word form and word meaning are integrated, such that purely semantic information can influence word recognition, and models in which the two types of information are strictly separated, such that semantic information cannot feed back to aid recognition of form. The former model predicts that pure semantic priming is possible; the latter predicts that it is not (Lucas 2000: 618-619 ). For present purposes, however, the issue of semantic vs. associative priming is of interest because it has been claimed that associative priming may be a product of the frequent co-occurrence of associated items in text (Charles and Miller 1989) . If this were right, then the existing evidence for association priming would constitute direct experimental support for Hoey's collocational priming thesis. However, though collocation and association are known to be linked, they are far from identical: not all collocations are associates, and not all associates are collocations (Fitzpatrick, 2007) . Re-analysis of the prime-target pairs used in studies of associative priming confirms the distinction. In Shelton and Martin's (1992) influential study, for example, pairs in the 'associated' condition have a wide range of MI-scores, from the very low (min = 0.90) to the moderately high (max = 8.85), with a median score which is above the traditional cut-off point of 3, but only modestly so (Mdn = 3.98). The same remarks apply to other measures of collocational significance (t-score: min = 1.81, max = 24.34, Mdn = 4.87).
A particular problem with using data on association priming as evidence for collocational priming is that those collocations which appear prominently on association norms are likely to be especially salient in a way that other collocations are not. Even if an associative priming study were based entirely on collocating items therefore, the results may be generalisable only to the most salient of collocations. If this is the case, priming may not be a suitable paradigm for understanding collocation in general. Studies of associative priming cannot, therefore, provide adequate support for the thesis of collocational priming.
There are only a handful of studies which have aimed specifically to study collocational priming. Hodgson (1991) found priming for 'phrasal associates' (e.g. 'private-property', 'vacant-building', 'arm-chair') in a lexical decision task, but not in a naming task. However, since he does not give any information regarding how his test items were identified as phrases, and in particular does not provide any frequency data for the items, his results have little to tell us about the relationship between high frequency collocation and priming. Moreover, as Hutchison (2003: 789) points out, Hodgson combines his results for phrasal associates with those from five other types of relations (synonyms, antonyms, conceptual associates, co-ordinates, and super/subordinates), reporting only the overall priming effects for all six types of pairs and not the significance of each type alone. Even if corpus data were available, therefore, the study would not be able to tell us about the effects of collocational priming alone. Williams (1996) finds significant priming for word pairs which were graded by native speaker informants as 'highly familiar' in conjunctive phrases (i.e. 'X and Y'). As in the Hodgson study, however, insufficient frequency data is provided for the nature of any link between corpus and priming to be stated. Though Williams reports a post-hoc frequency analysis of his items using the one million-word Lancaster-Oslo/ Bergen corpus, he is only able to tell us that the pairs were found in the same sentence, on average, 2.94 times (range = 0 -11), and within a span of +/−2, on average, 2.06 times (range = 0 -6). The small size of the corpus employed and the variability of the results (with some 'collocations' not being attested together at all) mean that it is again difficult to draw any strong conclusions regarding the effects of frequent co-occurrence. Moreover, all of Williams' collocations were attested to be strong associates. It is therefore possible that the priming found is limited to those collocations which are sufficiently salient to be normative associates. A potentially helpful result in this context was the finding that associates that were posited to be collocations produced a greater priming effect (18ms) than did associates which were not collocations (3ms), hinting at an independent effect of collocation over and above that of association alone. However, the difference between the two sets, though large, was not significant. This was because, whereas the eight most strongly associated collocations produced very strong priming effects, the other eight associates showed minimal effects. Williams suggests that priming may be obtainable only for those collocates with "the highest psychological salience" (Williams, 1996: 133) . Concluding that collocates which are sufficiently psychologically salient to produce priming are likely also to be strong normative associates, he abandons any attempt to separate the two effects (1996: 134).
Unlike Hodgson and Williams, McKoon and Ratcliff (1992, Experiment 3) used corpus-derived frequency data in compiling collocations for their priming experiment. They compared priming between associated primes with that between collocating pairs. Collocations were identified as such on the basis of MI scores calculated from frequencies of occurrence in a 6 million word AP newswire corpus. McKoon and Ratcliff also considered the priming effects of collocations with low MI scores. The study found that the greatest facilitation in comparison with an unrelated prime was between associated primes (49ms); significant priming was also found in the collocating condition (21ms); collocations with low MI also speeded recognition (17ms) though this improvement on the unrelated condition was not significant.
While acknowledging that the small size of their corpus must bring the reliability of their findings into some doubt, McKoon and Ratcliff (1992: 1164) tentatively conclude that "co-occurrence statistics calculated from large corpora have potential applicability as predictors of priming effects." However, a re-evaluation of their 'high' MI collocations against data from the British Na-tional Corpus, confirms their worries regarding reliability. Indeed, the collocations in this study are no stronger (and if anything, rather weaker) than those found in Shelton and Martin's study (MI: min = −3.26; max = 9.64; Mdn = 3.43; t-score: min = −8.58; max = 25.86; Mdn = 3.90). Moreover, as in Williams' study, many word pairs used in McKoon and Ratcliff's collocating condition were -as the authors acknowledge -also strong associates of the targets. Again then, it is not clear whether the priming effects found are attributable to collocations in general or are restricted to normative associates.
More recently, Ellis et al. (2008) have studied the influence of both f requency of occurrence and mutual information score on priming for the final word of 3, 4, and 5-word sequences. Participants were briefly shown either an incomplete phrase or a series of 'X's. This was then replaced with a single word, which they were told to pronounce into a microphone as quickly as possible. Where the word was the completion of the preceding part-phrase, speed of response amongst native speakers was shown in a multiple regression to be predicted by MI score ( β = − 0.47), though not by frequency. The same experiment performed with non-native speakers showed no priming effects. This study provides an interesting extension to previous results by studying longer collocations and by separating out the influences of frequency and mutual information scores. However, as with Ratcliff and MacKoon's study, no attempt is made to separate collocational priming from the well-known effect of association.
Finally, Ellis et al. (2009, Experiment 1 ) used a lexical decision task to determine whether high frequency adverb + adjective and verb + object pairs were recognised more quickly than lower frequency pairings. They found that recognition times were negatively correlated with the frequency of the word pairs, suggesting a processing advantage for collocations. They argue on this basis that the so-called 'semantic priming' seen between associated pairs is in fact due to collocational association. However, as we have already seen, collocations and semantic associates are only partially overlapping sets. As in the other studies discussed here, no attempt is made to separate out associated from non-associated collocations in the stimulus items, so it is not clear that their inference from one to the other is legitimate.
In sum, while some psycholinguists have suggested that collocational priming exists, we do not yet have a clear picture of the phenomenon. Most p revious studies have not provided sufficiently robust frequency data to evaluate any claim of a link between priming and frequency of occurrence in a corpus. The few studies which have provided such information suggest that high frequency collocations are psychologically real. However, these results require broader confirmation. Moreover, previous studies have made no attempt to distinguish the effect of collocation from that of psychological association. The studies presented here aim to make up for these shortcomings by exploring the extent to which high frequency collocations identified in the British National Corpus are reflected in the priming of native speakers of British English, regardless of whether they are strong normative associates.
Priming studies

Introduction
We have argued that it is important to study empirically the relationship between the frequency of occurrence of collocations in a corpus and their representation in the minds of proficient speakers. We have also noted that Hoey's (2005) theory of collocational priming offers an explicit and testable model of this relationship. However, we have seen that the existing experimental literature does not provide sufficient evidence to support Hoey's theory fully. Though there is good evidence for priming between collocations which also appear on lists of word associations, it is not clear whether this effect can be generalised to high-frequency collocations as a whole, or whether it is r estricted to these specially salient items. The present experiments aim to test this.
Experiment One
Introduction
The first experiment uses a lexical decision task of the sort described by Neely (1991, see Section 3 above) to determine whether priming can reliably be found between high-frequency collocations, and whether any such effect is independent of whether collocations are psychological associates. Participants are briefly shown a prime word, followed by a second letter string which either is or is not a real word in English. Their task is to decide, as quickly as possible, whether the second string is a real word and to indicate their decision by pressing one of two buttons. When the string is a word, it is, according to corpus data, either a collocate of the prime word or a word which is not attested following the prime in the corpus. Collocational priming will be indicated if participants respond more rapidly to collocate than to non-collocate targets.
Our use of words which are not attested following the prime as control items requires some explanation. This specification leads to comparisons such as:
spoken word (collocation) vs. lower word (control)
In such comparisons, the contrast is not simply between high frequency collocations and low frequency pairings, but between high frequency collocations and word pairs which are rather difficult to make sense of semantically. It might be felt therefore that a more meaningful control group would be items which are attested in corpora, but with insufficient frequency to qualify as collocations (e.g. biggest church, stupid word ). However, piloting suggested that such items made poor controls for studying priming, since the well-attested phenomenon of priming between associates was not detectable in comparison with such controls. A search of the literature also indicated that previous evidence for priming between associated words appears to have been based entirely on comparisons of associates with 'incongruous' word pairs. All of the associative priming studies with which we are familiar and which report their method of creating 'unrelated pairs' have followed the lead of Meyer and Schvanevendlt's original paper (1971) by interchanging words from the associated items such that there are "no obvious associations within the resulting pairs" (1971: 228). Most studies do not list the items used in the control condition, but Meyer and Schvaneveldt provide the illustrative examples of BREAD-BUTTER and DOCTOR-NURSE being re-paired as BREAD-DOCTOR and NURSE-BUTTER.
Since such a strong and well-attested phenomenon as associative priming could not be evidenced in comparison with such controls, it was decided to follow the common practice of using non-attested pairs of the sort exemplified above. A disadvantage of this approach is that it raises the possibility that any priming effect may be the result of a difference in reaction to meaningful vs. incongruous word pairs, rather than of any specifically collocational priming effect. To counter this possibility, the incongruous control pairs were compared not only with collocations, but also with attested, but low-frequency combinations. If priming is the result of a contrast between semantically congruous and incongruous pairs, it should also be visible in these comparisons.
The experimental pairings are of four types: 1) Low frequency combinations: word combinations which appear in the corpus but are not sufficiently frequent to count as collocations; 2) Moderate collocations: moderately frequent collocations which are not strong associates; 3) Frequent collocations: very frequent collocations which are not strong associates; 4) Associated frequent collocations: very frequent collocations which are strong associates.
As discussed above, the low-frequency combinations were included as a control condition to check whether any priming exhibited for collocations was also true of congruous word combinations in general. Moderate and frequent collocations are separated in order to test whether any priming effect is restricted to the most frequent collocations. The set of associated frequent collocations is included to determine whether there is a difference in priming between associated and non-associated collocations.
Materials
16 collocating prime-target pairs were created for each of the three conditions described in Table 1 .
Frequency measures were derived from British National Corpus (BNC). To determine whether pairs were strong normative associates or not, two methods were used. First, the Edinburgh Association Thesaurus (EAT) was consulted. 1 Pairs in the moderate and frequent collocation conditions were deemed not to be strong associates only if neither the target word nor any word form derivationally or inflectionally related to the target was listed as an associate of the prime in the Thesaurus; similarly, neither the priming word nor any word form derivationally or inflectionally related to the prime was listed as an associate of the target. Pairs in the associated frequent collocations condition were judged to be strong associates only if the target word was listed as either the first or second strongest associate of the prime in the Thesaurus and had a minimum association score of 10% (i.e. was supplied by at least 10 out of 100 respondents). The mean score of the associations used was 26% (range: 10% -66%). Some of the associated pairs also exhibited 'backward association'. That is, the target also prompted the prime. Seven of the 16 associates were recorded as backward associates, though only two of these had an association score of more than 10% (match-football: 12%; list-shopping: 17%). The forward and backward association scores for all pairs are listed in the Appendix.
Because the EAT was elicited from a different population from that taking part in the present study (EAT was elicited from British university students between 1968 and 1971), word pairs which are not attested as associates in the EAT may nevertheless be strongly associated for our participants (British university students in 2007). Similarly, some pairs which are prominent on the EAT may not be strong associates for these participants. To take some simple examples, it is unlikely that if the EAT experiment were repeated with our participants, the second most common associate of politics would be Wilson, or that mobile would fail to elicit the response phone. Moreover, because the EAT elicited only a single response from each participant, it is possible that some highly salient collocations do not feature on its listings. To ensure that 'non-associated' pairs in the current study were indeed not likely to be strong associates for our participants, and that the putatively associated pairs were, a second test was used in addition to the EAT check. Two groups of 22 subjects were each presented with 40 stimulus words (a different stimulus list for each group, giving a total of 80 stimuli) and asked to write down the first three words which came to mind on reading each stimulus. The subjects were taken from the same pool as those participating in the main priming experiment (although none of the participants in this test took part in any of the main priming experiments), and so should provide a good indication of the likely associates of the main study participants. Moreover, by eliciting three associates for each stimulus, we may move a little beyond the very strongest associates. Association scores were calculated by awarding three points to a first choice word, two points to a second choice word, one point to a third choice word, and then finding the average score across all participants. Thus, a word pair could receive an association score of between 0 (not listed by any participant) and 3 (the first word listed by all participants). Pairs in the moderate and frequent collocation conditions were deemed not to be strong associates only if neither the target word nor any word forms derivationally related to the target was supplied as an associate of the prime. Pairs in the associated frequent collocation condition were judged to be strong associates only if the target was supplied as an associate of the prime by at least two respondents. The mean association score was 1.12 (range: 0.27-2.09) and the targets were supplied on average by 9.4 out of 22 respondents (range 2-17). The 48 target nouns from the three collocation lists were also matched with 48 control primes. The control prime-target pairs were combinations which did not co-occur in the corpus. No very common or very rare words were used as targets or as primes: all words used occurred in the BNC between 3,000 and 30,000 times; placing them well outside the top 300 word forms in the corpus and well within the top 3,500 (Leech et al., 2001 ). All words were one or two syllables (four to seven letters) in length. Since the target items were the same in both conditions, response times should be identical in each, barring any priming effects.
The collocating and control primes were combined into two c ounterbalanced lists such that eight collocating pairs from each level were included in each list and targets which were matched with their collocating prime in one list were matched with their control prime in the other. No prime or target word was used more than once in either list. A single set of 48 prime-non-word pairs was also added to both lists. Non-words were items of four to seven letters, generated using the ARC Nonword Database (Rastle et al., 2002) . Primes were items which appeared in the BNC between 3,000 and 30,000 times and which were attested to be used as pre-modifiers but which had not been used elsewhere in the experiment. The final materials are shown in the Appendix.
4.2.3
Participants 32 students at the University of Nottingham. All were native speakers of British English.
Procedure
Participants were randomly assigned in equal numbers to one of two groups. Each group saw one list only in a randomised order. Participants were tested individually in a quiet room. Presentation of the stimuli and recording of the reaction times were controlled by Psychology Software Tools' E-Prime software and items were displayed on a CRT monitor. On each trial, a fixation point ("+") was presented, centred on the screen, for 1,500ms. This was replaced with a priming word, which was presented in lowercase letters for 600ms. The prime was then immediately replaced by the target, in uppercase letters. The target stayed on the screen until the participant made a response. Following the response, the screen went blank for 1,000ms before the onset of the next trial. Participants were instructed to press the right button on a buttonbox if the string was a word and the left button if it was not. They were told to make this decision as quickly as possible. Reaction times were measured from target onset to response. Participants received 10 practice trials, and were allowed a self-timed break before commencing the experiment. Items were presented in two blocks, with a self-paced break between blocks. Each block contained an equal number of items from each level, and the order of presentation of the blocks was counterbalanced between participants.
Results and discussion
Reaction times of less that 200ms or more than 3 standard deviations above the participant's mean (2.05% of the total) were replaced with the mean for that participant. Mean accuracy by participant, collapsed across conditions was 96%. There was no effect of condition upon accuracy. Average reaction times for collocations and non-collocations at each of the four levels are shown in Table 2 . Reaction times were negatively skewed within conditions-i.e. there was a long 'tail' of participants with reaction times well above the mean. Because of this, times were not normally distributed within conditions and so parametric tests could not be used. No statistically significant difference was found between collocation and non-collocation conditions in the low frequency or moderate collocation conditions. However, in the frequent and associated frequent collocation conditions, collocating pairs exhibited significant priming in comparison to noncollocations.
These results suggest two main conclusions. First, priming was seen here only between collocations with very high frequencies of occurrence, i.e. those in the frequent (Mdn MI = 7.65, Mdn t-score = 10.95) and associated frequent collocation conditions (Mdn MI = 7.01, Mdn t-score = 10.63). More modest collocations, and low frequency word pairs did not demonstrate significant priming relative to implausible controls. The corpus literature (Stubbs, 1995; Hunston, 2002) often cites an MI score of 3 and t-score of 2 as minimum cutoff points above which collocations are likely to be of linguistic interest. The present results suggest that much higher thresholds are required to identify collocations which are likely to demonstrate priming. Second, priming between high frequency collocations has been shown to exist regardless of whether the pair is likely to be a strong psychological associate. Frequent collocations and associated frequent collocations demonstrated approximately equal levels of priming in terms of their effect sizes (Level 2: r = − 0.37; Level 3: r = − 0.35), suggesting that the effect seen here is entirely independent of association.
Experiment Two
Introduction
A limitation of the first experiment is that it did not preclude the intervention of 'strategic' processes on the part of subjects. That is to say, it is possible that during the experiment subjects attempted to find relationships between primes and targets and in light of their hypotheses adopted strategies to hasten their responses (e.g. by attempting to guess possible upcoming targets). It has been suggested in the literature that such processes may not reflect the longlasting organisation of the lexicon, but rather are the ad-hoc products of the experimental task, controlled by higher-order mental faculties (Lucas, 2000: 619) .
Two main methods have been used to elicit automatic priming. The first presents items one-by-one and requires participants to make a word/non-word decision for each, so removing the overt pairing between prime and target. McNamara and Altarriba (1988) and Shelton and Martin (1992) both report results suggestive of automatic priming using this technique. A second method is to present primes only very briefly, and preceded and/or followed by a 'pattern mask' (e.g., "######"). Under such conditions, subjects are not usually conscious of the prime so cannot make use of conscious strategies. Several studies have found evidence of apparently automatic priming using such methods (de Groot & Nas, 1991; Sereno, 1991; Perea & Rosa, 2002) . Of the two methods, the latter is preferred here since the former, by requiring an explicit response from participants to every word seen, seems likely to encourage participants to process words as isolated items, so undermining any natural collocational processing.
Materials
The materials used in this experiment are identical to those in Experiment 1.
4.3.3
Participants 38 students at the University of Nottingham. All were native speakers of British English.
Procedure
The procedure was the same as that in experiment one except for the timing of exposure to the prime and the addition of a 'pattern mask' before the prime was shown. For each experimental item, after seeing a fixation point ("+") for 1,500ms, participants were shown a patterns mask (i.e., "#######") for 500ms. The priming word then appeared in place of the mask, in lowercase letters, for 60ms only (an exposure of this length is usually too short for participants to be aware of the prime). The prime was then immediately replaced by the target, in upper case letters. The target stayed on the screen until the participant made a response. Following the response, the screen went blank for 1,000ms before the onset of the next trial.
Results and discussion
Three participants claimed to be able to read the primes, so their results were excluded from the analysis. As in the previous experiments, reaction times of less that 200ms or more than three standard deviations above the average for a participant (1.83% of the total) were replaced with the participant's mean. Mean accuracy by participant, collapsed across conditions was 97%. There was no effect of condition upon accuracy. Average reaction times for correct responses to targets following collocations and non-collocations at each of the three levels are shown in Table 3 . Reaction times were again (for the reasons described above) not normally distributed within levels.
As in Experiment 1, significant facilitation was found for associated frequent collocations; however, no facilitation was observed in any other condition. The lack of facilitation in the low and moderate frequency conditions replicates the findings of Experiment 2. However, the failure to find any priming between frequent collocations is more surprising, and forces us to revise somewhat our conclusion that priming is independent of psychological association. These results seem to suggest that priming between associates may be different in type from that between collocates, with the former controlled by automatic processes, and the latter by strategic.
If this is right, it is of considerable theoretical interest. As was noted above, it has often been suggested that priming between associates is a result of their frequent collocation (e.g., Charles and Miller, 1989) . If the two types of word combination elicit different types of priming, however, this view would need to be revised. Some caution is required here, however. Although Level 3 collocations were the only type to pass the p < 0.05 threshold, there is, in contrast to Experiment 1, also some suggestion of facilitation at other levels. In all collocation types, median responses were lower in the collocating condition, with effect sizes which are roughly comparable across levels. Moreover, the low frequency and frequent collocation conditions both approached significance in the Wilcoxon signed ranks test (with p values of 0.067 and 0.083 respectively). While robust proof of it has not been found here, therefore, we cannot entirely discount the possibility that the other types of word combination tested may exhibit automatic priming. More research is required to a ddress this issue.
General discussion
This paper aimed to determine whether frequency of co-occurrence in a large general purpose corpus is a reliable indicator of psychological priming between words. It was argued that, in the absence of such evidence, it is difficult to judge the validity of frequency-based methods for such tasks as identifying target collocations for language learners to study. The results presented here appear to indicate that frequency of occurrence does indicate psychological reality, confirming the findings of Ellis and his colleagues (Ellis et al., 2008; 2009) and suggesting that frequency-based methods are a valid method for identifying collocations which are likely to be good targets for language learning. Moreover, Experiment 1 extends previous research by showing that for high-frequency pairs the size and statistical robustness of the priming effect is independent of whether collocations are or are not psychological associates. The relevance of frequency as an indicator of the collocations native speakers are likely to know appears therefore to be generalisable beyond the small group of highly salient items which are found on association lists. As far as we are aware, this is the first experiment to demonstrate that frequency-based collocational priming can exist independently of psychological association.
Experiment 1 also suggested that collocational priming may be restricted to word pairs which score very highly on association measures (MI and t-score) . Priming was only demonstrated here between pairs with MI scores of at least 6 and t-scores of at least 7.5. In the Applied Linguistic literature, a MI score ≥ 3 and a t-score ≥ 2 are commonly cited as a useful threshold for identifying genuine collocations (Stubbs, 1995; Hunston, 2002) . The current results suggest that, in a search for psychologically real collocations, such guidelines need to be revised upwards.
While these findings confirm the validity of frequency data from a general corpus as a indictor of which word pairings are psychologically real collocations for native speakers, an important caveat must be made regarding the exact psycholinguistic nature of these collocations. Our finding that both associated and non-associated collocations exhibit priming applied only in an experimental set-up which permitted the intervention of 'strategic' (i.e. higherorder) processes. In Experiment 2, which aimed to elicit only the automatic processes which are thought to reflect the long-lasting structure of the mental lexicon, high-frequency collocations did not exhibit a robust priming effect, whereas associated word-pairs did.
This finding suggests the need for further research into the exact nature of collocational priming. While we do not wish to enter into any extensive speculations on the basis of negative results, the contrasting results of Experiments 1 and 2 suggest the possibility of a theoretically interesting divergence in the way associated and non-associated collocations are represented in the mind which may be worthy of further exploration. This divergence suggests that the nature of the mental representation of collocations may not be uniform, but rather that some collocations may be represented in different ways than others. It also suggests that the commonly-repeated assumption that associative priming is a product of collocation may not be tenable, since associated pairs appear to have properties not shared by 'mere' collocations. Future research is needed to pursue this divergence between association and collocation in more detail, and consider the extent to which association and collocation constitute separable priming effects.
A further caveat which must be made is that the present research focuses very much on written, rather than spoken language. This is true both in that the collocations used were archetypically written in nature (a result of the make up of the BNC, 90% of which comprises written language) and in that our procedure employed only written prompts. Further research may therefore wish to consider whether our are generalisable to the spoken medium 2 .
As a final comment, it needs to be recognised that Hoey's model of collocational priming is only one possible account of the relationship between frequency of co-occurrence and psychological representation -other possibilities are described by, for example, Ellis (2001) and Schmidt (1992) . While Hoey's model calls for experimental paradigms of the sort used here, it is quite p ossible that other paradigms will give us further insights into the link between frequency and representation. The experimental approach used here has some evident weaknesses. In particular, by presenting collocates as two individual words, divorced from any meaningful context, processing advantages which might be found in more natural situations may have been obscured. Moreover, the artificial nature of the word-recognition task, which does not correspond to any real-life language situation, may also have prevented normal processing effects. Further research may therefore wish to study the processing of collocations in larger contexts and with less intrusive measurement techniques. Such work will require a great deal of theoretical sophistication, however. In particular, once collocations are embedded in larger environments, it will be necessary to take account not only of the mutual predictability of the two words which make up a collocation, but also their probabilistic relationships with other (lexical, grammatical, and discoursal) items in the surrounding context. Such measures have not yet, to our knowledge, been developed. The first figure in each cell is the association score (calculated as described above); the figure in brackets is the number of participants to who provided the associate.
Appendix: Experimental items
2 List = the experimental list on which the target word appears with its experimental prime.
