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Comment on "Nanoscale heat transfer in a thin aluminum film and femtosecond time-resolved electron diffraction" †Appl. Phys. Lett In this comment, we would like to point out several issues in the physical concepts and formulations in the simulation which we strongly disagree with the author. Consequently, we believe that the main conclusion of Tang's paper that the interpretation of ultrafast diffraction data requires both nonlocal collective atomic motion and the conventional linear thermal expansion lacks physical justification and is questionable. © 2009 American Institute of Physics. ͓DOI: 10.1063/1.3117188͔
In a typical ultrafast diffraction setup, the beam diameter of excitation laser is usually on the millimeter scale and significantly larger than that of the probe electron beam. Accordingly in the probed region, the structural dynamics of a continuous film can be adequately described by a onedimensional ͑1D͒ elastic equation along the surface normal as
where u͑x , t͒ is the displacement, is the material density, ␥ is a the damping constant, v is the longitudinal sound speed, and ͑x , t͒ is the thermal stress. For ultrafast heating of metals, ͑x , t͒ is given by 3, 4 ͑x,
where i = e͑l͒ represents electron ͑lattice͒, ␥ i , C i , and T i ͑x , t͒ are the corresponding Grüneisen parameter, heat capacity, and the temperature distribution. T 0 is the initial sample temperature before the optical excitation. For a freestanding thin film, the initial and boundary conditions are u x ͑x,t͉͒ x=0 + = 0,u x ͑x,t͉͒ x=L − = 0, u͑x,t͉͒ t=0 + = 0,u t ͑x,t͉͒ t=0 + = 0. ͑3͒
The above three equations correlate the elastic wave u͑x , t͒, temperature T i ͑x , t͒, and the initial and boundary conditions, thus determining the structural dynamics in a film.
Please note that inside the film, it is the gradient of the thermal stress rather than stress itself that starts the elastic vibration.
We now view the continuous media as a chain of atoms connected by elastic springs between them ͑see Fig. 1͒ z n ͑t͒ = u͑nl,t͒,
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ͪl,tͬ.
͑4͒
By plugging Eq. ͑4͒ into Eq. ͑1͒, we reach the equations for the 1D atomic chain
In the above equations, we ignore the unharmonic contribution since it is about two orders of magnitude smaller than the harmonic term when the sample temperature change is on the order of a 100K. Compare Eq. ͑5͒ with Eq. ͑4͒ in Ref. 5 , there is one obvious difference: the force term F n ͑t͒ in Eq. ͑4͒ of Ref. 5 is proportional to the temperature difference T n − T 0 . On the other hand, the ⌬I n ͑t͒ term in Eq. ͑5͒ is determined by the stress difference between the adjacent cells, that is the gradient of the thermal stress. In addition, Eq. ͑4͒ in Ref. 5 treats all the atoms, either on the end or inside the chain, on equal footage. In contrast, an extra term I 0,N ͑t͒ is added at the two boundaries in Eq. ͑5͒ to incorporate the boundary conditions for a freestanding film. These differences between the two models predict different dynamical processes in a thin film induced by ultrafast heating. Let us look at a special case of a freestanding thin metal film homogeneously heated by a fs optical pulse. According to Eq. ͑3͒ in Ref. 5 , a homogeneous thermal stress F n ͑t͒ pointing the same direction will be generated and drive all the atoms to move in-phase in one direction. Thus, the Eq. ͑4͒ in Ref. 5 predicts no film oscillation but rather a shift in the center of mass of the heated film region caused by the internal stress, which obviously contradicts to the basic laws of physics. On the other hand, in Eq. ͑5͒, ⌬I n ͑t͒ equals to zero inside the film, while I 0,N ͑t͒ exerts the same magnitude of force but with opposite signs on the two boundaries. This will launch acoustic waves from the film surfaces propagating inward into film and create a symmetric breathing motion of the 1D standing wave along the film normal, as observed by ultrafast diffraction. 6 Once the atomic positions as a function of time have been obtained by solving Eq. ͑5͒, the kinematic diffraction intensity can be calculated by
where f͑s͒ is the scattering factor and B͓T l , t͔ is the DebyeWaller parameter. However, in Eq. ͑6͒ of Ref. 5 , an additional term ␤T 2,n ͑t͒͑n − N / 2͒l is added in the exponent without any justification. We believe that this term corresponds to the linear thermal expansion, presumably symmetric to the center of the film that is shown in the Fig. 2͑b͒ of Ref. 5 . As a result, the Bragg peak position and intensity are not only determined by the actual atomic positions that are established by the Fermi-Pasta-Ulam equations but also by this artificial term. We believe this definition of two distinct modes of lattice motions, namely, "linear expansion" and coherent "dynamical expansion," proposed in Ref. 5 , is lacking of physical justification and is questionable. Moreover, the thermal "linear expansion" has been set to follow the lattice temperature change almost instantaneously, while the coherent dynamical expansion propagates at the longitudinal sound velocity of v = 6420 m / s and is lagging behind the linear expansion. This assignment of instantaneous linear expansion implies a sound velocity significantly higher than the longitudinal sound velocity, which, to our knowledge, has never been observed experimentally nor predicted by any theory before.
Due to these flaws in the model used in Ref. 5 , we strongly believe that any conclusions and results obtained by data analysis using this model must be called into question. In particular, the claim in Ref. 5 that the accurate measurement of electronic Grüneisen parameter ␥ e in a 20 nm Al film 8 pumped at a laser fluence of 13 J / m 2 is impossible due to the insignificant electronic contribution to coherent acoustic phonon generation under such low excitation condition is misleading. Finally, we would like to call the readers' attention to a more recent related paper by Tang 9 using this flawed model, where the atomic vibration amplitudes at different position in a metal film is detailed. We suggest that readers carefully screen the results and conclusions presented there to prevent further error propagation.
