Abstract. We consider parabolic SPDEs driven by purely spatial noise, and show the existence of solutions with random initial data and forcing terms. We perform error analysis for the semi-discrete stochastic finite element method applied to a class of equations with self-adjoint differential operators that are independent of time. The analysis employs the formal stochastic adjoint problem and the corresponding elliptic error estimates to obtain the optimal order of convergence (in space).
Introduction
In this paper, we discuss stochastic finite element approximations of the following parabolic SPDE driven by multiplicative purely spatial noiseẆ (x),
where A, M are second order partial differential operators, and denotes the Wick product (see e.g. [4] , [5] , [6] , [7] ). The stochastic finite element method (SFEM) for elliptic equations has been studied in [14] , where the error estimates were derived in an appropriately weighted stochastic space. The approach taken there was based on Malliavin calculus and the Wiener Chaos expansion (see e.g. [11] , [12] ) and that is also the approach we will adopt. In fact, to obtain error estimates in the parabolic case, we will make integral use of the results from the elliptic error estimates, both directly from [14] as well as further results which we will derive in this paper. Thus, our error analysis can be viewed as a stochastic generalization of the standard techniques from deterministic FEM theory for parabolic equations [13] . The Malliavin calculus provides a tool to investigate the SFEM in an analogous way to the deterministic FEM. This approach reexpresses the Wick product in the form of Malliavin divergence operator, (Mu + g) Ẇ (x) = δẆ (x) (Mu + g). As shown in [10] , (1.1) is equivalent to a lower triangular system of deterministic parabolic PDE, known as the propagator system. Thus, the SFEM discretizes the randomness by a Galerkin approximation of the propagator system, and thanks to the lower triangular property, the SFEM reduces to an iterative procedure of applying the deterministic FEM to each equation in the truncated propagator system recursively. As in the elliptic case, our parabolic error estimates are comprised of two terms. One term represents the error from the stochastic truncation, while the other term represents the error from the application of the deterministic FEM to each equation in the truncated propagator system. Our error estimates achieve optimal spatial order of convergence, by analogy with the deterministic case; that is, for the spatial variable of the error measured in the L 2 norm, the convergence is O(h m+1 ) for a solution u with spatial smoothness of H m+2 and with H m -smooth time derivative u t .
Since the spatial regularity of the solution is imperative for the fast convergence of finite element schemes, it is also necessary to determine when the weak solution of (1.1) is also smooth. We will see that certain compatibility conditions at time t = 0, beyond those required in the deterministic case, are necessary for higher regularity to hold. Existence and uniqueness results for (1.1) have been studied in [10] under the assumption that v and f are deterministic and g ≡ 0. The SFEM elliptic error estimates in [14] also considered deterministic forcing term. By the nature of our error analysis technique, the error estimates for the case of random input data may be obtained with equal ease as for deterministic input data. Thus, we immediately consider the error estimates for (1.1) with random input data, and for this to make sense, we extend the existence and uniqueness result to allow for v, f, g to be random.
The framework of the Malliavin calculus is briefly described in Section 2. Section 3 deals with the existence of solution of equation (1.1), and gives a discussion on when the solution will be smoother in the spatial variable. The stochastic finite element method is detailed in Section 4, in which the statement of the main theorem on the parabolic error estimate is given. Section 5 discusses two issues relating to the corresponding stochastic elliptic problem -the formal stochastic adjoint problem and the extensions of the SFEM error estimates for the stochastic elliptic problem, both of which are ingredients of the proof of the main theorem in Section 6.
The Malliavin Calculus Framework
In this section, we describe the Malliavin calculus framework that we will use in the rest of the paper. Let (Ω, F, P) be a probability space, where F is the σ-algebra generated by ξ = {ξ k } k≥1 . Let U be a real separable Hilbert space with complete orthonormal basis {u k } k≥1 . In particular, since we are considering purely spatial noise, we will take U = L 2 (D), for a domain D ⊂ R d , and assume u k are smooth. The Gaussian white noise on U isẆ (x) :
Given a real separable Hilbert space X, let L 2 (Ω; X) be the Hilbert space of square-integrable F-measurable X-valued random elements. The Cameron-Martin basis is Ξ = {ξ α , α ∈ J }, where ξ α = k≥1
, and H n is the n-th Hermite polynomial, and J = {α = (α 1 , α 2 , . . . )} is the set of multi-indices.
We now introduce the weighted Wiener Chaos spaces. Let R be a bounded linear operator on L 2 (Ω) defined by Rξ α = r α ξ α for every α ∈ J , where the weights {r α , α ∈ J } are positive numbers. The inverse operator R −1 is defined by
In other words, the elements of RL 2 (Ω; X) is identified with a formal series α∈J f α ξ α , where f 2 RL2(Ω;X) < ∞. Clearly, RL 2 (Ω; X) is a Hilbert space with respect to · RL 2 (Ω;X) . Suppose X → Y → X is a normal triple of Hilbert spaces. We define the space R −1 L 2 (Ω; X) as the dual of RL 2 (Ω; X ) relative to the inner product in the space L 2 (Ω; Y ). The duality pairing is given by
In our paper, we will consider only admissible weights of the form
where ρ = (ρ 1 , ρ 2 , . . . ), and
k . This class of weights are natural for the multiplicative noise structure appearing with the second order operator M in (1.1) [10] .
Next, we define the Malliavin derivative D ξ k and Malliavin divergence operator δ ξ k as follows
Here, ε k is the multiindex with 1 in the k-th entry and zero elsewhere. The Malliavin derivative and Malliavin divergence operator can be extended to random elements in RL 2 (Ω; X). In particular, for f ∈ RL 2 (Ω; X ⊗U), δẆ (f ) is the unique element of RL 2 (Ω; X) with the property
. Thus, the Malliavin derivative and Malliavin divergence operator are adjoint to each other. For a given g ∈ RL 2 (Ω; X), we also write δẆ (g) to mean δẆ
3. The Stochastic Parabolic Problem.
In this section, we consider the stochastic parabolic problem with zero Dirichlet boundary conditions, and state the conditions needed for the existence of a weak solution as well as for a solution with higher spatial regularity.
Let D ⊂ R d be a bounded domain, and let A be a second order elliptic operator from
. We will assume that the boundary ∂D and the coefficients of A, M k are sufficiently smooth, and also that A, M k do not depend on time. In the future, we will encounter the constants C A and λ 
For brevity, we write λ k = λ (1) k . The stochastic parabolic problem is
The input data (i.e. the initial conditions and forcing terms) are allowed to be random.
In the future, we will use shorthand to denote the spaces: for example, we will write
with equality in L 
is a solution of (3.1), if and only if, for each α ∈ J ,
Proof. See [10] .
3.1. The existence and uniqueness theorem. The existence and uniqueness of a weak solution of (3.1) for v, f deterministic and g ≡ 0 has been shown in [10] . We show the existence theorem for when v, f, g may be random, and determine the conditions for the weighted spaces that u may belong to, in terms of the spaces that the input data belong to. 
, and
where C depends only on R,R, A, M and T .
Proof. The proof proceeds along the usual steps, (see e.g. [8] (Theorem 9.4) or [9] (Proposition 4.2)).
Step 1. Assume v, f, g are non-random. This case has been studied in [10] for g = 0. The proof here is essentially the same. The propagator system is
An explicit formula for the chaos coefficients is (c.f. proof of Theorem 3.11 in [10] )
is the characteristic set of α, P n is the group of permutations of {1, . . . , n}, and Φ t is the semigroup generated by A.
By induction, and by application of the deterministic parabolic estimates, we obtain
. So taking the weights to satisfy (3.4), it follows from Lemma B.1 that
Step 2. 
and are zero otherwise. Then
where the last inequality follows by Lemma B.2.
Step 3. For the general case with random data, assume
The solution can be written as
Using the estimates from Step 2,
where we have applied Cauchy-Schwartz inequality in the second inequality. The convergence of
follows from a sufficient condition such as (3.5).
Clearly, R ⊇R, so u is a weak solution of (3.1) in the sense of Definition 3.1. Uniqueness follows from the uniqueness of each equation in the propagator system.
Remark 3.4. (1) The validity of the assumption that
in Step 1, we should replace the factor M λ α by ( λC A ∨ µ) α , and use the criterion
If the input data is non-random, then it belongs to any weighted spaceR for any ρ. In this case, condition (3.5) is automatically satisfied, and the condition for optimal solution weights R reduces to (3.4) alone.
Higher spatial regularity of solutions.
The weak solution of (3.1) is a generalized process on H 1 0X . We can ask the question of when the solution is actually a generalized process on a better space H m X . This result is actually important for the error analysis of the stochastic finite element method later on, which requires that u, u t , u tt be L 2 functions in the spatial variable. This higher spatial regularity of the solution follows from analogous results in the deterministic case, but comes at the expense of worsening the weights R.
We first recall a higher regularity result in the deterministic case, in which certain compatibility conditions are necessary conditions for higher spatial regularity. [3] , Thm 5 and 6 in §7. 1.3 
Theorem 3.5. (Evans
where the constant C reg 0 depends only on D, T and A.
and suppose the m-th order compatibility conditions hold:
where the constant C reg m depends only on m, D, T and A. From Theorem 3.5(i), we can obtain the following higher regularity result for the stochastic equation (3.1), with deterministic input data. The case of random data can be shown in the same way as Steps 2 and 3 in the proof of Theorem 3.3.
Below, we will encounter the constant θ
is the weak solution of the SPDE (3.1). Also assume that v, f, g are deterministic with
Then for the weightsR satisfying
Proof. The proof is similar to the proof of Theorem 3.3. The estimates for each u α are obtained by applying Theorem 3.5(i) to the propagator system.
No special compatibility conditions were necessary for Corollary 3.6, but it is unable to ensure boundedness of u tt . Thus, we next show how to obtain a smoother solution and the boundedness of u tt using the 1st order compatibility conditions.
and that the 1st order compatibility conditions hold for {v, f, g k }:
Then for the weights R satisfying
Proof. For α = (0), the (deterministic) compatibility conditions hold, and from Theorem 3.5(ii),
For α = ε k , since we have assumed the coefficients of M k to be sufficiently smooth (e.g., at least W
. (The remark following Theorem 3.3 applies.)
For |α| ≥ 2, we have
X . The compatibility conditions hold trivially, since u α−ε k t=0 ≡ 0 whenever |α| ≥ 2. The usual computations give the estimates,
Due to the lower triangular property of the propagator system, the first order compatibility conditions for the stochastic parabolic equation involve additional conditions on the input data compared to the deterministic case. Then for the weights R satisfying
. This is the basic structure of the smoothness assumption we will make when performing the error analysis for the SFEM.
Stochastic Finite Element Method
The stochastic finite element method adopts the same strategy as the deterministic situation, by casting the weak formulation of the problem into a finite dimensional setting. We consider only the semi-discrete case in this paper, where we have kept the time variable continuous and discretized the stochastic and spatial variables only, thus yielding a system of ODE; this discretization is achieved by Galerkin approximation in randomness and finite element approximation in space. Subsequently, the fully discrete case can be done by applying a suitable time stepping algorithm to the system of ODE.
Finite element approximation in space. We recall the usual finite element set up. Let (K ref , P, N ) be a reference finite element. Let T h be a family of quasiuniform triangulations.
A property of S h we assume is that there exists r ≥ 2 such that for h small,
. We also assume that, in particular, S h consists of piecewise polynomials of degree at most r − 1, so that the inverse inequality holds,
We denote the FE basis of S h by {Φ l } l=1,...,dim S h . Galerkin approximation in randomness. Letting
we define the truncated Wiener chaos space
SFEM formulation. The stochastic finite element method is
for all z h ∈ S M,n ⊗ S h , and for every t ∈ [0, T ].
Denote u
2) via the SFEM is equivalent to solving each equation in the truncated propagator system via FEM: for α ∈ J M,n , The algorithm. Next, we write out the SFEM algorithm explicitly to show the resulting system of ODE. We define the mass and stiffness matrices identically to the usual FEM case, and also a noise matrix arising from the stochastic term:
The lower triangular discrete propagator system is solved iteratively. For the numerical solution u
and for |γ| ≥ 1,
Error analysis. The error analysis relies on decomposing the approximation error into two contributors
for some carefully chosen U in a subspace of R Ω L M,n ⊗S h is the SFEM solution operator for the corresponding stochastic elliptic problem. Then π is the error from the associated elliptic problem, whereas θ is the error between the parabolic and elliptic approximations. We will adopt the second approach for our error analysis.
Error analysis.
For the error analysis, we assume A and M take the form
where a ij , σ ij k are measurable and bounded inD, and A is uniformly elliptic with
for the solution of the zero Dirichlet problem Aw = f . We also assume for simplicity that g ≡ 0.
We now derive the error estimates for the parabolic equation (3.1). The error e h (t) := u M,n h (t) − u(t) will be measured in the R Ω L 2 X -norm for every t ∈ (0, T ], and we will determine the conditions on the weights R that admit these error estimates. 
Theorem 4.1. Let m ≥ 2 be an even integer. Assume for the input data
Here, the constant C is independent of h, M, n, and the constant C M,n can be taken as
where C is independent of h, M, n. The term
The proof of Theorem 4.1 is deferred to Section 6. We proceed to make some remarks.
In analogy to the deterministic equation case, the finite element convergence rate of h m+1 for the solution
Without invoking the stochastic adjoint problem, it is easy to obtain a finite element convergence rate
, which is two orders worse than optimal. The gain of two orders is achieved by extracting some crucial information from the estimates of lower norms, through the application of the stochastic adjoint problem in the duality technique.
The term Q M,n (R, R ) in the estimate (4.5) is, as usual, the error from truncating the Wiener chaos expansion up to J M,n . It arises from invoking the error estimates for the corresponding elliptic problem, and depends on the choice of the weighted space R in which to bound the error, as well as on the weights R of the forcing term in the sense of the elliptic problem. It also implicitly assumes that R, R are related by the condition (4.6). However, the second inequality in (4.6) is a somewhat strict condition. If we consider the optimal weights R to behave
k for any > 0, then the optimal weights R can behave like
k for any > 0. Thus, the error estimate holds in a weighted space that is generally worse than the optimal space that the solution u belongs to. Additionally, the validity of the first and third term in the RHS of (4.5) requires the boundedness of u tt in the H −1 X norm. This marks the departure of the SFEM from the deterministic FEM.
Since the proof of Theorem 4.1 makes heavy use of the SFEM error estimates for the corresponding stochastic elliptic problem as well as the stochastic adjoint problem, we will devote the next section to addressing these two issues.
The Corresponding Stochastic Elliptic Problem
The corresponding stochastic elliptic problem is
where
X . For non-random F , [10] has shown the unique existence of the weak solution U in some R Ω H 1 0X . For arbitrary random F , an argument identical to Theorem 3.3 implies that U belongs to R Ω H 1 0X , provided the weights r
. We first state a result on the boundedness of the stochastic operator in the LHS of equation (5.1) that will come in handy subsequently.
Proof. By direct computation,
. To estimate ( * ), we apply Jensen's inequality to obtain
5.1. The formal stochastic adjoint problem. In this section, we study the formal stochastic adjoint problem,
k are the formal adjoints of A, M k , respectively. By definition, the term M * · DẆ ψ can be formally written as
where the infinite sum is interpreted as convergent in an appropriate space.
. Since DẆ and δẆ are adjoint to each other,
. For brevity, in this section only, we may drop the superscripts * and write C A , λ k without ambiguity. 
Proof. From the deterministic elliptic estimates,
The second term can be estimated by
The estimate follows from the condition (5.4).
Theorem 5.4. There exists a weak solution
Proof. The weak solution is constructed via the usual Galerkin approach. Let φ p := |α|≤p φ α ξ α . We will first construct the weak solution ψ p of
The solvability of the equation for |α| = p follows from the usual deterministic theory, and ψ
5.2. SFEM for the stochastic elliptic problem. An extension of [14] to random forcing terms yields the following result for the approximation error of the SFEM approximation U M,n h of equation (5.1).
, where there weights satisfy
Then the error of approximation of the stochastic finite element method is given by
, and the constants C, C are independent of h, M, n.
The proof of Theorem 5.6 will be given in Appendix A. We will also need error estimates in lower norms. 
Proof. As in the proof of Theorem 5.6,
We leave the estimate for e 2 untouched. For e 1 , we consider the two cases.
To estimate the first term, Lemma 5.1 implies that
0X
To estimate the second term, we make use of the FE estimate (4.1), in particular
This FE estimate is usually obtained by finding a projection operator I h for which
, from which the desired estimate follows immediately. But here, we will show the estimate by constructing a near-infimizing χ. Fix > 0. For each α ∈ J M,n , there exists χ α ∈ S h such that
where we choose κ α ( ) = 1/2 r ακα , with ακ
Hence, 
The result follows. where C = (C 1 , C 2 , . . . ).
We will prove this later. Assuming it is true, and using (4.1), we obtain We introduce the notation, for ρ = (ρ 1 , ρ 2 , . . . ),
The rest of the proof proceeds identically to the proof in [14] , and we obtain the second term in the RHS of (5.7).
