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Abstract
The Gromov-Lawson-Rosenberg conjecture for a group G states that a compact spin manifold
with fundamental group G admits a metric of positive scalar curvature if and only if a certain
topological obstruction vanishes. It is known to be true for G = 1 , if G has periodic cohomology,
and if G is a free group, free abelian group, or the fundamental group of an orientable surface.
It is also known to be false for a large class of infinite groups. However, there are no known
counterexamples for finite groups.
In this dissertation we will give a general outline of the positive scalar curvature problem, and
sketch proofs of some of the known positive and negative results.
We will then focus on finite groups, and proceed to prove the conjecture for the Klein 4-group, all
dihedral groups, the semi-dihedral group of order 16, and the rank three group (Z2)
3. Through-
out the thesis, ko will represent the connective real K-theory spectrum, and KO the periodic real
K-theory, and Z2 the field with two elements. It turns out that that the topological obstruction
in question lies in the connective real homology ko∗(BG) of the classifying space of G.
Indeed, our method of proof is to first sketch calculations of ko∗(BG), using the techniques and
calculations of Bruner and Greenlees. We then give explicit geometric constructions to produce
sufficiently many manifolds of positive scalar curvature.
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Chapter 1
Introduction
Consider a Riemannian manifold Mm with metric g. Then the scalar curvature of (Mm, g) is a
smooth function s :M → R. The value of s at a point x ∈M can be described as follows:
1)As the trace of the Ricci tensor (which in turn is the trace of the Riemannian curvature tensor)
evaluated at x;
2)As twice the sum of the sectional curvatures over all two-planes ei∧ ej , i < j, where e1, · · · , en
is an orthonormal basis for the tangent space at x;
3)Up to a positive constant depending only on m, as the leading term in the expansion
V olr(M,x)
V olr(Rm, 0)
= 1− s(x)
6(m+ 2)
r2 + · · ·
that describes how the volume of a small ball of radius r on M differs from the corresponding
volume around a point in Rm with its usual metric. Thus we can say that (Mm, g) has posi-
tive scalar curvature if the volumes of small balls around any point x ∈ M grow more slowly
than balls in ordinary Euclidean space of the same radius, and this view is perhaps intuitively
the simplest. Easy examples of manifolds admitting positive scalar curvature are the standard
sphere Sn with it’s usual metric, and quotients of spheres such as projective and lens spaces,
with the induced metric.
It turns out that any manifold of dimension at least 3 can be given a metric of negative scalar
curvature, see [26],[27] and [28]. However, there are topological obstructions to a manifold ad-
mitting a positive scalar curvature metric, and when a manifold admits such a metric is the
basis of what we study here.
First though, we outline some basic constructions that produce positive scalar curvature mani-
folds, and the following result, due to Gromov and Lawson [17], and independently, Schoen and
Yau [47], is fundamental:
Theorem 1.0.1. Suppose that M is a positive scalar curvature manifold, and N is obtained
from M by performing surgeries in codimension at least 3. Then N also admits a positive scalar
curvature metric.
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It is known that one can obtain a manifold Nn from another manifold Mn by surgeries
if and only if M and N are bordant, which means there is a manifold W n+1 with boundary
the disjoint union M ∐ N . Thus this result suggests that we can think of the positive scalar
curvature problem as a question in bordism, and indeed the known topological obstructions
depend on certain bordism classes of a given manifold.
We also have the following basic result, which tells us that certain geometric constructions we
use later automatically give positive scalar curvature manifolds:
Lemma 1.0.2. If (M,g), (N,h) are two manifolds, and M admits positive scalar curvature,
then so does M ×N .
More generally, if we have a fibre bundle F → E → B, with compact positive scalar curvature
fibre F , and structure group G acting by isometries on F , then E admits positive scalar curvature
also.
The first part can easily be proved by taking the metric tg⊕h for small t (so just shrinking
the product metric g ⊕ h in the M factor, and noting that s(tg ⊕ h) = s(g)/t + s(h) > 0 for t
sufficiently small. The second part can be proved in the same way, by shrinking the metric in
the fibre uniformly (as G acts by isometries).
1.1 The conjecture
In this section we outline the topological obstructions to positive scalar curvature that gave rise
to the Gromov-Lawson-Rosenberg conjecture, and state the conjecture explicitly.
It is a well known result of Lichnerowicz [32] that there are spin manifolds which do not admit
positive scalar curvature metrics. Indeed, by the Lichnerowicz formula, the existence of such a
metric implies that the index of the Dirac operator vanishes. This, combined with the Atiyah-
Singer index theorem implies that a topological invariant known as the Aˆ genus, which is a linear
combination of the Pontrjagin classes of the manifold, vanishes.
The Aˆ obstruction was generalized by Hitchin [21] to an obstruction α(Mn) ∈ KOn, where
α denotes the Atiyah-Bott-Shapiro homomorphism [2]. This agrees with Aˆ in dimensions 0
mod 4, but is in fact a strict generalization, since the real periodic K−theory spectrum KO has
πn(KO) = Z2 for n ≡ 1, 2 mod 8, and indeed Hitchin constructed exotic spheres admitting no
metric of positive scalar curvature in these dimensions!
Letting π denote any fundamental group, the homomorphism α gives rise to a transformation
of cohomology theories
α : Ωspinn (Bπ)→ KOn(Bπ)
and Gromov and Lawson conjectured [17] that α(Mn) = 0 was also a sufficient condition for M
to admit a metric of positive scalar curvature.
Rosenberg [42] later generalized this further, showing that if a spin manifoldM with fundamental
group π admitted a metric of positive scalar curvature, then ind([M,u]) = 0, where u is the
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classifying map of the universal cover of M , and ind maps to the real K−theory of the reduced
C∗ algebra of π:
ind = A ◦ α : Ωspin∗ (Bπ)→ KO∗(C∗redπ)
This can be thought of as an equivariant generalized index, and the map A is the assembly map
of Baum-Connes [6].
Modifying the Gromov-Lawson conjecture, Rosenberg conjectured that the converse was true
also; namely that a compact spin manifold Mn with π1(M) = π and n ≥ 5 admits a positive
scalar curvature metric if and only if ind[u :M → Bπ] = 0 ∈ KOn(C∗redπ).
The conjecture has been proven in the simply connected case [49], if π has periodic cohomology
[9], and if π is a free group, free abelian group, or the fundamental group of an orientable surface
[45]. It is also known to be false in general, for example if π = Z4 × Z3, and for a large class of
torsion free groups; see [13], [24] and [46]. Further, by a result of Kwasik and Schultz [30], the
conjecture is true for a finite group π if and only if it is true for all Sylow subgroups of π.
We focus on 2−groups in this thesis, and prove the following main results, starting with elemen-
tary abelian groups V (n) = (Z2)
n, where Z2 is the field with two elements
Theorem 1.1.1. The Gromov-Lawson-Rosenberg conjecture is true for π = V (2).
Theorem 1.1.2. The Gromov-Lawson-Rosenberg conjecture is true for π = V (3).
Theorem 1.1.3. The Gromov-Lawson-Rosenberg conjecture is true for all dihedral groups.
Note that it suffices to prove this result for dihedral 2-groups, since by [30], the conjecture
is true for a finite group G if and only if it is true for all Sylow subgroups of G.
Theorem 1.1.4. The Gromov-Lawson-Rosenberg conjecture is true for the semi-dihedral group
π = SD16.
1.2 The structure and content of the thesis
The thesis is structured as follows. The next section of this chapter will give an expository ac-
count of the known counterexamples to the conjecture, see [13], [24] and [46], and the methods
used therein, together with a few remarks about exotic spheres which do not admit positive
scalar curvature metrics. The following section will give a sketch of the proof of the conjecture
in the simply connected case [49].
The remaining sections describe the methods we use. The essential result is that the ob-
struction group is in fact the real connective K-theory ko∗(Bπ) of the classifying space of the
group π, [50], and our method is to first calculate ko∗(Bπ) and then construct sufficiently many
spin manifolds of positive scalar curvature. We give an outline of local cohomology and the local
cohomology spectral sequence, and sketch the calculation of ko∗(BV (2)) using it, where V (2) is
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the Klein 4-group. Details are in [12].
The next chapter will describe the eta invariant method to outline the proof for groups
with periodic cohomology in [9], dealing with the cases of the cyclic group C4 of order 4 and
the quaternion group Q8 of order 8 in more detail. We give explicit geometric generators for
ko4k±1(BC4) and ko4k−1(BQ8), and show how explicit calculations using the eta invariant can
be used to resolve the extensions for these groups. This turns out to be useful in subsequent
chapters, where for a group G we start by considering the image of maps ko∗(BH)→ ko∗(BG)
induced by inclusions H →֒ G, where H is a periodic subgroup of G.
Chapter three deals with elementary abelian groups, and builds upon the calculations in
[12] of ko∗(BV (r)). The argument for V (2) will appear in [23], while we will here also deal with
V (3) as well as the image in periodic K-theory ko∗(BV (r))[β
−1] for all r.
In chapter four we prove the conjecture for all dihedral groups. This will appear in [23],
where we use the Adams spectral sequence both for calculations and geometric insight. The
proof presented here will only use the local cohomology calculations in [12].
Finally, the last chapter uses the calculations in [39] of ko∗(BSD16). We prove the conjec-
ture by constructing the necessary manifolds explicitly, and this is the main focus both of the
chapter and of [34].
1.3 Counterexamples, other obstructions and exotic spheres
The Gromov-Lawson-Rosenberg conjecture is known to be false for certain infinite groups, for
example π = Z4 × Z/3, see [46]. The method used in this and other cases is known as the
minimal surface obstruction. These definitions and results may be found in [46], and follows
from work in [47].
To state the obstruction it is useful to introduce the following notation, which defines the positive
scalar curvature part of the homology of a space.
Definition 1.3.1. Let X be any space and E any homology theory. The subgroup E+∗ (X) of
E∗(X) is defined as the set {f∗([M ])|f :M → X, M is any positive scalar curvature manifold}.
Theorem 1.3.2. Let X be any space and α ∈ H1(X;Z). Then, for k ≥ 3, cap product with α
sends H+k (X;Z) to H
+
k−1(X;Z).
So one method of finding counterexamples is to pick a group G with non-trivial first
integral cohomology (this however rules out all finite groups immediately), and then pick a
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suitable class [Nn, f ] in the spin bordism of G which has vanishing index and represents a
class 0 6= c ∈ Hn(BG;Z). If the conjecture holds, this class must also be realized by some
class [Mn, u], where M admits a positive scalar curvature metric. However, we can now apply
the above theorem by capping c with some x1 ∈ H1(BG;Z) to get a positive scalar curvature
submanifold Ln−1 of M of codimension one whose image in homology under u∗ is x∩ c. Now we
can try and repeat the procedure on L, and hope to reach sufficiently low dimensions to obtain
a contradiction. So for example, if for suitable xi ∈ H1(BG;Z) we have xn ∩ · · · ∩ x1 ∩ c =
c′ 6= 0 ∈ H2(BG;Z), then we will have a contradiction, because for a discrete group π we must
have H+2 (Bπ;Z) = 0 since the only orientable surface of positive scalar curvature is S
2, and
π2(Bπ) = 0. This is the method used for π = Z
4 × Z/3, [46]:
In some more detail, give the circle S1 the spin structure induced from the disc, and choose a
map p : S1 → BZ/3 surjective on π1. By the Atiyah-Hirzebruch spectral sequence, we have
Ω˜spin1 (BZ/3) = Z/3, so that [S
1, p] is 3-torsion. We can then consider the singular manifold
given by
f = id× p : (S1)4 × S1 → Bπ
which must also be 3−torsion, and doing surgery we can construct a bordism in Ωspin5 (Bπ) to
some u : M → Bπ which is an isomorphism on π1. It is a standard fact (see [6],[17]) that
KO∗(C
∗
redπ) contains only 2−torsion, so this manifold must have trivial index. Now note that
H1(Bπ;Z) = x1Z⊕ x2Z⊕ x3Z⊕ x4Z⊗ yZ/3
H1(Bπ;Z) = a1Z⊕ a2Z⊕ a3Z⊕ a4Z
We then simply observe
0 6= w = x1 × x2 × x3 × x4 × y ∈ H5(Bπ;Z)
0 6= z = a1 ∩ (a2 ∩ (a3 ∩w)) ∈ H2(Bπ;Z)
So that if M admitted positive scalar curvature, we would have u∗(M) = w ∈ H+5 (Bπ;Z), and
so Theorem 1.3.2 would imply 0 6= z ∈ H+2 (Bπ;Z), a contradiction.
There are much more general examples, including torsion-free groups, where the conjecture can
be shown to be false, using the Atiyah-Hirzebruch spectral sequence and a generalized version of
the above argument. Details may be found in [13]. Also, this counterexample is one instance of
a toral class, namely a class in Hn(Bπ;Z) which is the image of the fundamental class of some
torus T n. Tori do not admit positive scalar curvature [18], and toral classes are considered an
essential test case for finite groups, and there are partial results for some groups that essentially
say the conjecture is true atorally [10], basically meaning that any class which is not toral can be
realized by a manifold of positive scalar curvature. The toral case in general has not been dealt
with, but there are some partial results, for example it is known that for elementary abelian
2−groups, toral classes can be realized by positive scalar curvature manifolds, see [22].
It is worth remarking briefly that in dimension 4, there are additional Seiberg-Witten obstruc-
tions which mean for example that even in the simply connected case, the conjecture fails to be
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true, see [51], [52].
Further, while we think of scalar curvature as a very weak geometric invariant, it is surprising
just what kind of manifolds do not admit positive scalar curvature metrics. For example, in di-
mensions 1, 2 mod 8, there are exotic spheres which admit no such metric! These exotic spheres
do not bound parallelizable manifolds, and in fact are not even spin boundaries. One construc-
tion of such exotic spheres is to take the circle [S1] with the non-trivial spin structure, so that
α([S1]) 6= 0 ∈ KOn(pt), and then consider the product with the Bott manifold B8. Then we
have α([S1×B8]) 6= 0 since Aˆ(B8) = 1, and it turns out [37] that we can now perform surgeries
to get a homotopy sphere Σ with α(Σ) 6= 0. More details on exotic spheres and curvature can
be found in the article of Joachim and Wraith [25].
1.4 The simply connected case
In this section we give a brief outline of Stolz’s proof [49] of the conjecture in the simply connected
case. We have the following main result :
Theorem 1.4.1. The kernel of α : ΩSpin∗ (pt)→ KO8(pt) is equal to the subgroup Tn consisting
of bordism classes represented by total spaces of HP2 bundles with structure group PSp(3), by
which me mean fibre bundles with fibre the quaternion projective space HP2 and structure group
the projective symplectic group PSp(3)
Quaternion projective spaces HPn = S4n+3/S3 have natural positive scalar curvature
metrics, and since G = PSp(3) acts on the fibres HP2 isometrically, Lemma 1.0.2 tells us
these bordism classes are represented by positive scalar curvature manifolds, thus implying the
conjecture in the simply connected case. This result is proved localised at odd primes in [29]
by using explicit geometric constructions of HP2 bundles over products of quaternion projective
spaces. By contrast, the proof localised at 2 in [49] translates the statement into stable homotopy
theory using the Pontrjagin-Thom construction, and then notes that a certain Adams spectral
sequence collapses. Here is a brief sketch:
First note that the group Tn can be identified with the image of the homomorphism
ψ : ΩSpinn−8 (BG)→ ΩSpinn (pt)
which sends a bordism class [Nn−8, f ] to Nˆ , which is the pullback via f in the diagram below
of the universal HP2 bundle EG×G HP2:
HP
2 //

HP
2

Nˆ //

EG×G HP2

N
f
// BG
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We then have the following commutative diagram:
ΩSpinn−8 (BG)
ψ
//
∼=

Ωspinn (pt)
α
//
∼=

KOn(pt)
∼=

πn(MSpin ∧ Σ8BG+)T∗ //
Tˆ∗

πn(MSpin)
D∗
//
id

πn(ko)
id

πn( ˆMSpin) // πn(MSpin) // πn(ko)
The Pontrjagin-Thom construction tells us that for a space X we have Ωspinn (X) ∼= πn(Mspin∧
X+), where MSpin is the Thom spectrum over Bspin and + denotes union with a disjoint
basepoint. Thus the left and vertical arrows of the above diagram are immediate via this
construction.
It can be shown using the families index theorem that the composite D ◦ T is null-homotopic,
which implies that T factors through a map Tˆ into the homotopy fibre ˆMspin, and the bottom
row is part of the long exact sequence in homotopy of this fibration. However, the theorem is
equivalent to saying that the top row of the diagram is exact, and so it would suffice to show
that Tˆ∗ is surjective at 2. This follows from the following facts, proved in [49]:
1) The homomorphism induced by Tˆ∗ on Z2 cohomology is a split injection of modules over the
Steenrod Algebra;
2) The Adams spectral sequence converging to the 2-local homotopy groups of Mspin ∧ BG+
collapses at the E2 page.
This implies the induced map of spectral sequences is a surjection on the 2-local homotopy
groups at E∞, since 1) tells us this at E2, and 2) says there are no more differentials.
1.5 Our method
We note that the index map factors through connective and periodic real K-theory as follows:
ind = A ◦ p ◦D : Ωspinn (Bπ)→ kon(Bπ)→ KOn(Bπ)→ KO∗(C∗redπ)
Here D is a generalized Dirac operator induced by the Atiyah-Bott-Shapiro homomorphism
D : Ωspin∗ → ko∗ which sends a spin manifold to its ko fundamental class, p is the periodicity
map inverting the Bott element, and A is the assembly map.
We have that
ko∗ ∼= Z[α, β, η]/(η3 , 2η, α2 − 4β)
Where α is in degree 4, β in degree 8 and η in degree 1. Further, KO∗ = ko∗[β
−1].
We again use the notation:
ko+n (X) = {D[N, f ]; [N, f ] ∈ Ωspinn (X), N is any positive scalar curvature spin manifold}
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Thus ko+n (Bπ) is the set D(Ω
spin,+
n (Bπ)), where Ω
spin,+
n (Bπ) is the subgroup with elements
given by pairs [N, f ] for which N admits a positive scalar curvature metric. Note that there is
no restriction on the fundamental group of N here. The following result, due to Jung and Stolz
[50], is the basis of all our proofs.
Theorem 1.5.1. A compact spin manifold Mn with π1(M) = π and n ≥ 5 admits a positive
scalar curvature metric if and only if D(M,u) ∈ ko+n (Bπ), where u is the classifying map for
the universal cover of M .
The groups ko∗(X) of a space X are much smaller and easier to calculate than the spin
borsism groups Ωspin∗ (X), so this result is a considerable simplification. Further, it means that
one way of proving the conjecture is to first calculate kon(Bπ), and then to identify the kernel of
A ◦ p, which we denote by Ker(Ap), and realize all of it by positive scalar curvature manifolds,
and this is what we shall do.
Calculations of ko∗(Bπ) may be carried out using a combination of spectral sequences. For in-
stance, the Atiyah-Hirzebruch spectral sequence is used in [9]. Calculations for the cases we will
focus on use a combination of the Adams, Bockstein and local cohomology spectral sequences,
and may be found in [12] and [39].
Note that the periodic real K−theory of finite groups is known by the following result of Rosen-
berg and Stolz [45]
Theorem 1.5.2. For a finite p-group G, the periodic real K− theory KO∗(BG) splits as a KO∗
module with period 8 into a direct sum:
n mod 8 0 1 2 3 4 5 6 7
R 0 (Z2) (Z2) Zp∞ 0 0 0 Zp∞
C 0 Zp∞ 0 Zp∞ 0 Zp∞ 0 Zp∞
H 0 0 0 Zp∞ 0 (Z2) (Z2) Zp∞
one for each irreducible real (R) or quaternion (H) representation, and one for each pair of
non-isomorphic complex conjugate representations (C). Here (Z2) is Z2 if p = 2 and 0 otherwise.
Extension problems for ko∗(BG) as well as differentials in the spectral sequences can often
be determined by comparing with the periodic case. Note also that the map p : ko∗(BG) →
KO∗(BG) is given by just inverting the Bott element β. Further, for finite 2−groups, the assem-
bly map A is non-trivial exactly on the (Z2) summands [45]. This is shown up in calculations
using the local cohomology spectral sequence, as the next two sections show.
1.6 Local cohomology
We have seen that in order to prove the Gromov-Lawson-Rosenberg conjecture, we need to calcu-
late ko∗(BG) for a finite group G. This thesis will be based upon the calculations in [12] and [39],
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and to this end, we will give a very brief idea of the theory behind the local cohomology spec-
tral sequence, and say why it is useful in attacking the Gromov-Lawson-Rosenberg conjecture.
We start with some preliminaries about the local cohomology functor, due to Groethendieck [16].
The definition of local cohomology which is suitable for our calculations is defined via the
stable Koszul complex.
Definition 1.6.1. For a commutative ring (with unity) R and ideal I = (x1, x2, ..., xn), the
stable Koszul complex of R at I is
K∞(x1, x2, ..., xn;R) = K
∞(x1;R)⊗R K∞(x2;R)⊗R ...⊗R K∞(xn;R)
the tensor product of the cochain complexes K∞(xi;R), where K
∞(xi;R) is the cochain complex
(R −→ R[ 1xi ]), (r 7−→ r1), for each i ∈ {1, 2, ..., n}. For a module M over the ring R, the local
cohomology of M at I is
H∗I (R;M) := H
∗(K∞(x1, x2, ..., xn;R)⊗R M)
where H∗(C) is the homology of a chain complex C. In particular, we define
H∗I (R) := H
∗
I (R;R).
It is clear from the definition that H iI(R;M) = 0 for i > n.
Remark 1.6.2. Let R be a ring and (x) be an ideal of R. The chain complex K∞(x) = (R −→
R[ 1x ]) gives a natural map ε : K
∞(x) −→ R. More precisely, there is a commutative diagram:
K∞(x)
ε

R
= = (R //

R[ 1x ])

(R // 0).
Hence, for any ideal I = (x1, x2, ..., xm) and J = (y1, y2, ..., yn) of R, there exists a map of chain
complexes
1⊗ εn : K∞(I + J) = K∞(I)⊗R K∞(J) −→ K∞(I) = K∞(I)⊗R R.
After applying ⊗RM , where M is a module over R, and taking homology, we obtain the map
η : HsI+J(R;M) −→ HsI (R;M).
Example 1.6.3. For R = Z and I = (2), we have K∞(2;Z) = (Z −→ Z[12 ]). The map in this
cochain complex is clearly a monomorphism and the cokernel is also easy to calculate. That is
H i(2)(Z)=
{
Z/2∞, if i=1 ;
0, otherwise,
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Example 1.6.4. For R = k[x], a polynomial ring over a field k with indeterminate x of degree
r and I = (x), we have K∞(x; k[x]) = (k[x] −→ k[x][ 1x ]). The calculation is easier if we look at
the picture below.
Figure 3.1: Koszul complex of k[x] at (x).
R
i
R[ 1x ]
✲
✻
q
q
q
q
1
x
x2
x3 ✻
q
q
q
q
1
x
x2
x3
❄
❛
❛
❛x−1
x−2
x−3
✲
✲
✲
✲
This means the kernel of i is zero and the cokernel of i is k[x, x−1]/k[x] which is Σ−r(k[x]
∨),
the dual vector space of k[x] shifted down by r degrees, where k[x]∨ := Homk(k[x], k). It follows
that
H i(x)(k[x])=
{
Σ−r(k[x]
∨) = k[x, x−1]/k[x], if i=1 ;
0, otherwise.
Example 1.6.5. For R = k[x, y], a polynomial ring over a field k with indeterminates x, y of
degree r, s and I = (x, y), we have
K∞(I;R) = K∞(x;R)⊗R K∞(y;R)
= (R −→ R[ 1
x
]⊕R[ 1
y
] −→ R[ 1
xy
])
As in the previous example, we illustrate the picture of the Koszul complex for this ring as below.
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Figure 3.2: Koszul complex of k[x, y] at (x, y).
R
{i, i} < i,−i >
R[ 1x ] R[
1
y ] R[
1
xy ]
✲ ⊕
⊕
✲
✻
✲
y
x
1 x x2 x3
y
y2
y3
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
✲✛
✻
q q q q q q q
q q q q q q q
q q q q q q q
q q q q q q q
y
x
1 x x2 x3
y
y2
y3
1
x
1
x2
1
x3
✻
❄
✲
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
y
x
1
x x2 x3
y
y2
y3
1
y
1
y2
1
y3
✻
❄
✲✛ q q q q q q q
q q q q q q q
q q q q q q q
q q q q q q q
q
q
q
q
q
q
q
q
q
q
q
q
❛
❛
❛
❛
❛
❛
❛
❛
❛
y
x
1
x x2 x3
y
y2
y3
1
x
1
x2
1
x3
1
y
1
y2
1
y3
From this figure, it is easy to see that this cochain complex is exact at the first and second
term. Thus, H0I (R) and H
1
I (R) are zero. For the third term, the cokernel of the < i,−i >
map is given by all the circled points in the third quadrant, which is isomorphic to Σ−(r+s)(R
∨).
Hence,
H iI(R)=

0, if i=0;
0, if i=1;
Σ−(r+s)(R
∨), if i=2;
0, otherwise.
For an R module M , we say that H∗I (M) = H
∗
I (R;M) and H
∗
I (R) = H
∗
I (R;R).
Since we work only with Noetherian rings, we recollect some basic properties relating to
calculation of local cohomology for modules over such rings [16].
Proposition 1.6.6. Let R be a commutative Noetherian ring (with unity), I ✁ R and M a
module over R.
1. If L and N are R modules such that 0 −→ L −→ M −→ N −→ 0 is a short exact sequence,
then we have an induced long exact sequence
0 −→ H0I (L) −→ H0I (M) −→ H0I (N) −→ H1I (L) −→ H1I (M) −→ H1I (N) −→ ...
2. For J an ideal of R, if
√
J =
√
I then H iI(M) = H
i
J(M) for all i.
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3. Let Λ be a directed set and {Mλ}λ∈Λ a direct system of R modules.
Then lim
→λ
H iI(Mλ)
∼= H iI(lim
→λ
Mλ).
1.7 The local cohomology spectral sequence
We can now give the spectral sequence [12] for real connective K−theory of a finite group G.
We remark there are analogues for the periodic and complex cases as well.
Theorem 1.7.1. There is a spectral sequence of the form:
E2s,t = H
−s
I (ko
∗(BG))t =⇒ kos+t(BG)
with differentials dr : Ers,t → Ers−r,t+r−1 and augmentation ideal I = ker(ko∗(BG)→ ko∗). Here
I is Groethendieck’s local cohomology functor, and G is a finite group.
It is known that local cohomology vanishes in degrees above the rank r of the group [12],
so that this is a finite spectral sequence, and indeed in our examples, the E∞ page of the spectral
sequence has only three columns, namely the zero-th, first and r−th.
The idea for calculations is to consider the following commutative diagram of spectral sequences:
H∗(BG;F2)
ku∗(BG) ku∗(BG)
ko∗(BG) ko∗(BG),
✟✟
✟✟
✟✯
✲
✲
❄ ❄
ASS
LCSS
LCSS
BSS BSS
where ASS refers to the Adams spectral sequence, BSS refers to the η-Bockstein spectral se-
quence and LCSS refers to the local cohomology spectral sequence.
We remark that all the terms in the square, including ko∗(BG), may be computed by using
the Adams spectral sequence directly, and indeed this is what we do for the dihedral groups in
[23]. In general though, it would appear that combining all the known methods is most effective.
From this diagram, we see that to obtain ko∗(BG) via the local cohomology spectral
sequence with input H∗(BG;Z2) we can proceed in two ways around the square, namely
ASS −→ BSS −→ GSS and ASS −→ GSS −→ BSS. The first way is suitable for tack-
ling the Gromov-Lawson-Rosenberg conjecture, since we have:
Lemma 1.7.2. ([12], Lemma 2.7.1.) The image of A ◦ p is isomorphic to the 0-column at the
E∞-page of the Local cohomology spectral sequence for ko∗(BG), where G is a finite group. The
kernel of A ◦ p has a filtration with subquotients given by the higher columns at the E∞-page.
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1.8 An example
In order to illustrate these methods, we conclude this chapter by giving a brief sketch of the
calculation in [12] for ko∗(BG) when G is the Klein 4-group V (2) = {e, x, y, z}.
For a group G, we denote the representation ring by RU = RU(G), and the augmentation ideal
by JU = JU(G). Throughout 2a will denote the elementary abelian 2−group of rank a, while
[2a] will denote the cyclic group of order 2a.
Firstly, recall thatH∗(BV (2);Z2) = Z2[x1, x2]. We introduce the notation PC = Z2[y1, y2]
where yi = x
2
i , and PP = Z2[z1, z2] where zi = y
2
i . The real connective cohomology can be
described by the following exact sequence ([12], chapter 9):
0→ TO → ko∗(BV (2))→ QO → 0
where QO is the image in the real periodic K−cohomology KO∗(BV (2)). In positive degrees
QO agrees with KO∗(BV (2)), while in negative degrees it is generated by JSp (the symplectic
part of the augmentation ideal of the representation ring) in degree −4.
TO is detected in ordinary cohomology, and is given by
TO = PP (−6)⊕ PP (−12)
where PP (a) means PP shifted up a degrees.
Thus in order to apply the local cohomology spectral sequence, we now have to calculate
local cohomology. Again, we follow [12], chapter 12. There are short exact sequences
0→ T → ko∗(BV (2))→ QO → 0
where QO is now the image in periodic complex K−theory, and
0→ τ → T → TO → 0
where τ consists of the eta multiples.
Now, τ is bounded below, and thus torsion, so that
H∗I (τ) = H
0
I (τ) = τ
and by comparison with periodic K−theory we know τ = 24, the elementary abelian group of
rank 4, in positive degrees 1, 2 mod 8, and τ = 0 else.
Further, in positive degrees 0, 4 mod 8, it is known that QO = RO and QO = RSp = 2RO
respectively (note that RU = RO here). In negative degrees it is given by 2JU, JU4, JU6, · · · ,
in degrees −4,−8,−12 · · · . The augmentation ideal is the radical of the ideal generated by
p2∗ ∈ JU4, where p∗ is the representation with character (0444). Thus local cohomology may be
calculated by inverting p∗, and we get the exact sequence:
0→ H0JO(QO)→ QO → QO[1/p∗]→ H1JO(QO)→ 0
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The kernel of inverting p∗ just consists of characters supported at e, so H
0
JO(QO) = Z for
0 ≤ n ≡ 0 mod 4.
For H1, we observe that for k ≥ 1, JU2k is generated by the characters (04k00), (004k0), (0004k),
meaning that multiplying by p∗ is an isomorphism in degrees −8 and below, meaning H1 is in
degrees −4 and above. Explicit calculation, together with the observation that for i ≥ 0, the
i + 8th group has order 163 times the order of the i−th group (the determinant of p2∗), then
gives us the following conclusion:
H1JO(QO)i =

[24k+1]2 ⊕ [24k]if i=8k ≥ 0
[24k+4]2 ⊕ [24k+3]if i=8k+4 ≥ 4
[2] if i=-4
0 otherwise.
where [a] means the cyclic group of order a.
Finally, by local duality it follows that
H∗I (TO) = H
2
I (TO) = PP
∨(−4) ⊕ PP∨(2)
where the ∨ denotes the dual vector space. Thus we can now display what is referred to in [12]
as the E1 1
2
page of the local cohomology spectral sequence, which essentially just means that we
tabulate the local cohomology groups we have just calculated, and determining the differentials
d1 and d2 will give us the E2 page, which we know must be the E∞ page.
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00
0
0
0
0
0
0
0
0
0
0
0
0
0
0
24
24
24
24
24
24
24
24
Z
Z
Z
Z
Z
Z
Z
0
0
0
0
0
0
0
0
0
0
0
0
0
[2]
[2]⊕ [2]⊕ [1]
[16]⊕ [16] ⊕ [8]
[32]⊕ [32] ⊕ [16]
[28]⊕ [28]⊕ [27]
[29]⊕ [29]⊕ [28]
[212]⊕ [212]⊕ [211]
[213]⊕ [213]⊕ [212]
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
...
...
...
...
2
22
2
23
22
24
23
25
24
26
25
27
26
28
27
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
✛
✛
✛
✛
✛
✛
✛
✛
d1
d1
d1
d1
d1
d1
d1
d1
-4
-3
-2
-1
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
degree(t)
H1I (QO) H
0
I (τ)⊕H0I (QO)H2I (TO)Hǫ≥3I
where[n] := cyclic group of order n, 2r:= elementary abelian group of order r.
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤
d2
Next we consider differentials. Since ko∗ is zero in negative degrees, and ko0 = Z, we
have that the differentials d1 : H
1
−4 → H2−4 and d1 : H10 → H20 are isomorphisms, and the long
differential d2 : H
0
1 → H22 is surjective, and thus has kernel 23.
The other differentials may be easily described [12]:
Lemma 1.8.1. There are no more differentials leaving the zero column.
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Proof. We know ko∗ is a summand, so we only need to deal with dimensions 1, 2 mod 8. The
latter case is clear since H2 is zero in odd degrees, and since ko∗(BV (2))[β
−1] = KO∗(BV (2)),
it follows that in dimensions 1 mod 8, all the 24 survives in sufficiently high degrees. The image
in periodic K−theory is a ko∗ module, so we need only consider degree 9. The differentials are
maps of ko∗(BV (2)) modules, so that every element of H210 is detected by some map H
2
10 → H26
induced by multiplication by λ ∈ ko ∗ 4(BV (2)), so that if d2(x) 6= 0 ∈ H102 detected by λ, then
there would have to be a non-zero d2(λx). However λx is in the zero group.
Lemma 1.8.2. The differential d1 : H
1
4k → H24k is of maximal rank. Thus it has rank 3 for
k ≥ 1.
Proof. It suffices to see this for k = 1 by using the ko∗(BV (2)) module structure. In the k = 1
case, we know |ko2(BV (2))| ≤ 24 by the Atiyah-Hirzebruch spectral sequence, which implies the
differential d1 has rank 3.
Thus we can now read off the values of ko∗(BV (2)) from the collapsed spectral sequence.
It is easy to see that all extensions split, and the kernel Ker(Ap) can be read off from the H1
and H2 columns.
n kon(BV (2)) Ker(Ap)
1 23 0
2 24 0
3 [8]2 ⊕ [4] [8]2 ⊕ [4]
4 Z⊕ 22 22
5 0 0
6 2 2
7 [16]2 ⊕ [8] [16]2 ⊕ [8]
8m+ 0 ≥ 8 Z⊕ 22m+1 22m+1
8m+ 1 ≥ 9 24 0
8m+ 2 22m+4 22m
8m+ 3 [24m+3]2 ⊕ [24m+2] [24m+3]2 ⊕ [24m+2]
8m+ 4 Z⊕ 22m+2 22m+2
8m+ 5 0 0
8m+ 6 22m+1 22m+1
8m+ 7 [24m+4]2 ⊕ [24m+3] [24m+4]2 ⊕ [24m+3]
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Chapter 2
The eta invariant and groups with
periodic cohomology
The aim of this chapter is to give a thorough outline of the Botvinnik, Gilkey and Stolz proof [9]
for cyclic and quaternion groups. Indeed, we use these methods in the subsequent chapters in
order to detect the part of the kernel Ker(Ap) detected in periodic K-theory by real projective
spaces and lens spaces. The orders of these elements in periodic K-theory are detected by the
eta invariant.
Atiyah, Patodi and Singer showed that there is a formula for the index of the Dirac operator D
for a manifoldW with boundaryM , analogous to the usual index formula, but with a correction
term η(D(M)), known as the eta invariant, depending only on the boundary, see [3],[4], and [5].
Here is a brief outline of the theory:
For a compact spin manifold M the Dirac operator D(M) : Γ(S) → Γ(S) is a first order
differential operator acting on the space of sections of the spinor bundle S of M [31]. The index
of an operator D is defined as follows, if it exists:
Index(D) = Dim(Ker(D))−Dim(Cokernel(D))
More generally, we can twist by a vector bundle E over M equipped with a unitary connection
to get a first order elliptic operator D(M) ⊗ E : Γ(S ⊗ E) → Γ(S ⊗ E). Further, if the
dimension of M is even, then we have a decomposition S = S+ ⊕ S− and D = D+ +D− where
D±(M)⊗ E : Γ(S± ⊗ E)→ Γ(S± ⊗E).
Now if M is the boundary of a manifold W over which E extends, then under certain suitable
global boundary conditions, the index of D+(W⊗E) is well defined and we may apply the Index
Theorem for manifolds with boundary:
Index(D+(W ⊗ E)) =
∫
W
Aˆ(W )ch(E) − η(D(M) ⊗ E)
This is like the usual Index Theorem, with the integrand a polynomial in the Pontrjagin forms
ofW and the Chern character of E, but with a correction term η(D(M)⊗E), depending only on
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the boundary, called the eta invariant, which is an indicator of the asymmetry of the spectrum
of the operator D(M)⊗E with respect to the origin. Because the eta invariant of a boundaryless
manifold is an integer, the eta invariant is independent of the choice of W modulo the integers,
and we write η(M) for the value in R/Z thus obtained.
Given a representation ρ of a discrete group π and a map from a manifold f : M → Bπ,
we can form a vector bundle Vρ : M˜ ×π ρ→M , where M˜ is the π cover of M classified by f .
We now consider the Dirac operator D(M,f, ρ), which is the Dirac operator of M twisted by
Vρ, and its eta invariant η(M,f)(ρ). Since the eta invariant is additive with respect to direct
sums of representations, we can extend this definition to include virtual representations.
We recall from [29] that there is a geometric description of periodic K-theory of a space X as
follows, where the isomorphism is induced by pD:
Ωspin∗ (X)/T∗(X)[B
−1] ∼= KO∗(X)
where, analogous to the simply connected case, T∗(X) is the subgroup generated by quaternion
projective bundles with structure group PSp(3) with maps into X, and B = B8 is a Bott
manifold, which is any simply connected manifold with Aˆ(B) = 1. Using this description of the
periodic K-theory, we have the following result [9]:
Theorem 2.0.3. Let ρ be a virtual representation of π of virtual dimension zero. Then for a
spin manifold M with a map f : M → Bπ, the map (M,f) 7→ η(M,f)(ρ) ∈ R gives rise to a
well defined homomorphism
η(ρ) : Ωspinn (Bπ)→ R/Z; η(ρ) : KOn(Bπ)→ R/Z
which sends [f :M → Bπ] to η(M,f)(ρ) reduced modulo Z.
Further if ρ is real and n ≡ 3 mod 8, or if ρ is quaternion and n ≡ 7 mod 8, then we can
replace the range of η(ρ) by R/2Z, meaning the map which sends [f : M → Bπ] to η(M,f)(ρ)
reduced modulo 2Z is still well defined.
The following Theorem in [9], is deduced from work of Donnelly in [14], and is the first
main tool for actually computing some eta invariants.
Theorem 2.0.4. Let ρ, π be as above, and τ : π → U(m), be a fixed point free representation.
Assume there exists a representation det(τ)1/2 of π whose tensor square is det(τ). Then letting
M = S2n−1/τ(π) with the inherited structures, we have
η(M)(ρ) =| π |−1
∑
16=g∈π
Trace(ρ(g))det(τ(g))1/2
(det(I − τ(g)))
This is the main Theorem for computing eta invariants of the manifolds with periodic
fundamental groups we are interested in, namely cyclic and quaternion lens spaces.
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The first step for us in verifying the GLR conjecture for an arbitrary finite group G will
be to choose some periodic subgroup H, choose an appropriate lens space with fundamen-
tal group H and classifying map u for the universal cover, and then understand the order of
i ◦ D([L, u]) ∈ ko∗(BG), where i is induced by the inclusion H →֒ G. To do this we will use
that the eta invariant is natural with respect to inclusions, see [3], [9] and [14]. This means
that if we have an inclusion of groups f : H →֒ G, and a class represented by a manifold
[M ] ∈ Ωspinn (BH), then for a zero-dimensional virtual representation ρ of G the pull-back bun-
dle over M is determined by restricting the representation to the subgroup. It follows that
we then have η([M ])(f∗(ρ)) = η(f∗([M ]))(ρ), as should be clear from the following pull-back
diagram:
i∗(EH ×H f∗(ρ)) //

EH ×H f∗(ρ) //

EG×G ρ

M
i
// BH
f
// BG
Note also that if ρ1, · · · , ρj are virtual representations of a finite group G of virtual dimension
zero, and M1, · · · ,Mk are n−dimensional manifolds equipped with maps to BG, then we can
define k different j−tuples as follows:
−→η (Mi) = (η(Mi)(ρ1), · · · , η(Mi)(ρj))
where each entry lies in R/Z or R/2Z as appropriate. We can then directly try and calculate
the order of the subgroup spanned by these vectors, to see if it is sufficiently large, which means
we compare the order of this group with the order of Ker(Ap) ⊂ kon(BG) . For example, we
could perform elementary row or column operations on the resulting k × j matrix.
In particular, if j = k, then the inverse of the determinant of the resulting j × j matrix gives a
lower bound on the order of the group spanned. This follows since we can perform row operations
to get an upper or lower triangular matrix, so that multiplying the orders of the diagonal entries
immediately gives a lower bound.
The rest of the chapter will outline the proof of the GLR conjecture for cyclic and quaternion
groups, and in subsequent chapters we will make similar calculations by considering inclusions
from such subgroups, in order to detect the part ofKer(Ap) that is detected in periodic K-theory.
2.1 Cyclic groups
Botvinnik, Gilkey and Stolz [9], proved the GLR conjecture for groups with periodic cohomology
by making explicit eta invariant calculations, by using Theorem 2.0.3 and Theorem 2.1.1 below.
We first wish to consider the cyclic groups of order l = 2k, which we identify with the subgroup
of S1 consisting of l-th roots of unity:
Cl = {λ ∈ S1|λl = 1}
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For an integer a we let ρa be the representation of S
1 where λ ∈ S1 acts by multiplication by
λa. For a tuple of integers −→a = (a1, · · · , at), the representation λa1 ⊕ · · ·⊕λat restricts to a free
Cl action on S
2t−1 if and only if all the aj are odd. Let t = 2i be even, and define the quotient
manifold
X4i−1(l,−→a ) = S2t−1/(ρa1 ⊕ · · · ρat)(Cl)
This is a lens space, and inherits a natural spin structure in dimensions 3 mod 4 [9]. This
follows because the second Stiefel-Whitney class of X is the mod 2 reduction of the first Chern
class of the determinant line bundle. Now c1(det(τ)) is even if and only if we can take the
square root of the determinant line bundle, which in turn is possible if and only if we can take
the square root of the representation det(τ). For cyclic groups of even order this possible if and
only if we are working in dimensions 3 mod 4, see [9] for details.
Note then that in dimensions 4k + 1 the corresponding construction does not yield a spin
manifold. So, consider the vector bundle H ⊗ H ⊕ (2k − 1)C → S2, where H is the Hopf
line bundle over S2. As above, for a tuple of integers −→a = (a1, · · · , at), the representation
λa1 ⊕ · · · ⊕ λat restricts to a free Cl action on the sphere bundle S(H ⊗H ⊕ (2k − 1)C→ S2) if
and only if all the aj are odd. Again let t = 2i be even. Then the quotient
X4i+1(l,−→a ) = S(H ⊗H ⊕ (2k − 1)C→ S2)/Cl
is a spin manifold of dimension 4k + 1 which is a lens space bundle over the two-sphere. A
general formula for the eta invariants of manifolds of the form S(H1⊕· · ·⊕Hk → S2)/Cl, where
the Hi are complex line bundles and the Cl action is specified by a tuple of integers
−→a as above,
is given in [9]:
Theorem 2.1.1. Let ρ ∈ R0(π) and M = S(H1 ⊕ · · · ⊕ Hk → S2)/Cl(−→a ) as above, with
−→a = (a1, · · · , at) and t = 2i even. Then
η(M)(ρ) = l−1
∑
16=λ∈Cl
Trace(ρ(λ)
λ(a1+···a2i)/2
(1 − λa1) · · · (1− λa2i) .
∑
j
1
2
c1(Hj)[CP
1]
1 + λaj
1− λaj
It is then clear that π1(X
4i±1(l,−→a )) = Cl, giving these manifolds natural Cl structures,
meaning that using the classifying map u for the universal covers, we can view the [X4i±1(l,−→a ), u]
as elements of Ωspin4i±1(BCl). In order to apply Theorems 2.0.4 and 2.1.1, we can simply define
det(ρa1 ⊕ · · · ⊕ ρat)1/2 := ρ(a1+···+a2i)/2. We say Ln = Xn −Xn0 ∈ Ωspinn (BCl), where Xn0 is the
same manifold with trivial Cl structure, meaning that we use the constant map to give a spin
bordism class. We can then use the following formula:
For λ ∈ Cl we define
f4i−1(
−→a2i)(λ) := λ(a1+···a2i)/2(1− λa1)−1 · · · (1− λa2i)−1
and f4i+1(
−→a2i)(λ) := f4i−1(−→a2i)(λ)(1+λa1)(1−λa1)−1. Thus λ(a1+···a2i)/2 acts as the square root
of the determinant of λa1 ⊕ · · · ⊕ λa2i , and we then have the following formula from the above
two Theorems:
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Lemma 2.1.2. let n = 4k ± 1. Then we have
η(Ln(l,
−→
b2i))(ρ) = l
−1
∑
16=λ∈Cl
f4i±1(
−→
b2i)(λ)Trace(ρ(λ))
We now make the following observations, all from [9]; see Proposition 5.1, Lemma 5.2 and
Lemma 5.3:
Lemma 2.1.3. For an even dimensional spin manifold N , and an odd dimensional manifold
M with a map f :M → Bπ, with π, ρ as above, we have η(M ×N)(ρ) = η(M)(ρ)Aˆ(N)
Proposition 2.1.4. i) We have that |ko8k+3(BCl)| = 2(2l)2k+1; |ko8k+7(BCl)| = (2l)2k+2, and
these groups are spanned by the collection of the images of the fundamental classes of the lens
spaces L4i−1(l,−→a )).
ii) Further |ko8k+1(BCl)| = 2(l/2)2k+1; |ko8k+5(BCl)| = (l/2)2k+2 and the latter groups are
spanned by the collection of the images of the fundamental classes of the lens spaces L4i+1(l,−→a ).
In dimension n = 8k + 1, we have that |Ker(Ap)| = (l/2)2k+1, and for n ≥ 9 the lens space
bundles L8k+1(l,−→a ) span a subspace of at least this order.
We note here that in [9], only the orders of the groups ko∗(BCl) are calculated, by using
the Atiyah-Hirzebruch spectral sequence. The extension problems for ko∗(BCl) are not resolved.
The Gromov-Lawson-Rosenberg conjecture for cyclic groups then follows immediately from
Proposition 2.1.4, and this is proved in [9] by making explicit calculations of eta invariants
of lens spaces. We will give a very brief sketch of these calculations.
Lemma 2.1.5. Let n = 4i± 1, σ = ρ−3(ρ0 − ρ3)2, and ρ ∈ R0(Cl). Then we have
a) If n ≥ 7 then η(Ln(l, (−−−→b2i−2, 3, 3)))(σρ) = η(Ln−4(l,−−−→b2i−2))(ρ)
b) If n ≥ 3 then η(Ln(l, (−−−→b2i−1, 1))−3Ln(l, (−−−→b2i−1, 3)))(ρ) = η(Ln(l, (−−−→b2i−1, 3)))(ρ(ρ1+ρ−1−2ρ0))
and
η(Ln(l, (
−−−→
b2i−1, 1)) − 5Ln(l, (−−−→b2i−1, 5)))(ρ) = η(Ln(l, (−−−→b2i−1, 5)))(ρ(ρ1 + ρ−1 + ρ2 + ρ−2 − 4ρ0))
We recall again that B8 is a Bott manifold, which is a simply connected manifold with
Aˆ(B8) = 1. By Lemma 2.1.3 multiplying by B does not change eta invariants. We now define,
with σ as in the Lemma:
Y 3 = L3(l; 1, 1) − 3L3(l; 1, 3)
Y 8j+3 = Y 3 ×Bj
Z3 = L3(l; 1, 1);Z7 = L7(l; 1, 1, 1, 1) − 3L7(l; 1, 1, 1, 3)
Z5 = L5(l; 1, 1) − 3L5(l; 1, 3);Z9 = L9(l, 1, 1, 1, 1) − 3L9(l, 1, 1, 1, 3)
Zn = Zn−8 ×B
−→η (M) = (η(M)(ρ1 − ρ0), · · · , η(M)(ρl−1 − ρ0))
δ(M) = (η(M)(σ(ρ1 − ρ0)), · · · , η(M)(σ(ρl−1 − ρ0)))
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Note that if q = l/2 and n ≡ 3 mod 8, then η(M)(ρq − ρ0) = ηq(M) lies in R/2Z. We now have
the following Lemma from [9]:
Lemma 2.1.6. a)−→η (Y 8j+3) = 0 and ηq(Y 8j+3) = ±1
b)With i ≥ 1, and l = 2k, we have that −→η (Z4i−1) has order at least 2k+1 in (R/Z)l−1
c)With i ≥ 1, and l = 2k, we have that −→η (Z4i+1) has order at least 2k−1 in (R/Z)l−1.
d) If n ≥ 3, then δ(Zn) = 0.
e) δ(L5(l; 3, 3)) has order at least 2k−1 in (R/Z)l−1.
It now follows that the lens spaces and lens space bundles defined do indeed span all of
the kernel Ker(Ap) in the case of cyclic groups; full details are in [9]. We define
 Ln(BCl) := span{−→η (Ln(l,−→a ))} ⊂ (R/Z)l−1
Thus  Ln(BCl) is defined simply as the span of the images of all the lens spaces L
n(l,−→a ) under
the map −→η .
Then by Lemmas 2.1.5a), 2.1.6, we deduce δ induces a surjective map from  Ln(BCl) to  Ln−4(BCl),
with kernels of order at least l/2 and 2l for n ≡ 1, 3 mod 4 respectively.
In the former case, Lemma 2.1.6d),e) tell us that | L5(BCl)| ≥ (l/2)2 and thus by induction
| L4k+1(BCl)| ≥ (l/2)k+1|, from which the second part of Proposition 2.1.4 follows.
In the latter case, since Z3 and Z7 both have order at least 2l we can then use multipli-
cation by the Bott manifold to deduce immediately by induction that | L8m+7(BCl)| ≥ (2l)2m+2
as required, while | L8m+7(BCl)| ≥ (2l)2m+1, and we get an extra factor of 2 immediately from
Lemma 2.1.6(a), and Proposition 2.1.4 follows.
2.2 Explicit calculations for C2 and C4
To illustrate this method, it is useful to do some explicit calculations for groups of small order,
starting with C2 = Z2, the cyclic group of order 2.
Indeed, then we have BZ2 = RP
∞ and ko∗(RP
∞) is well known, see [12] or [44] for example.
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n kon(RP
∞)
8m+ 0 Z
8m+ 1 22
8m+ 2 22
8m+ 3 [24m+3]
8m+ 4 Z
8m+ 5 0
8m+ 6 0
8m+ 7 [24m+4]
Here [a] means cyclic of order a, and 2N means the elementary abelian group of order 2N .
Further Ker(Ap) is trivial except in dimensions 3 mod 4, where it is the entire group.
Stolz and Rosenberg [44] proved the conjecture in this case by observing that the Adams Spectral
sequence for ko∗(RP
∞) goes down all the way to the zero line in dimensions 4k+3, so that all of
ko4k+3(RP
∞) must generated by the fundamental class [RP4k+3], because [RP4k+3] is detected
in the ordinary Z2 homology of RP
∞. We can alternatively directly compute some eta invariants
with respect to the unique irreducible non-trivial representation ρ1(which is real), using Lemma
2.1.2. Note that in dimensions 3 mod 8 the eta invariants calculated are in R/2Z, since all
representations of the cyclic group of order two are real.
η(RP8m+3)(1− ρ1) = 1/2(−2/24m+2) = −2−4m−2 ∈ R/2Z
which has order 24m+3 as required. Similarly in 8m+ 7 we get:
η(RP8m+7)(1− ρ1) = 1/2(2/24m+4) = 2−4m−4 ∈ R/Z
with order 24m+4 as required. Thus all of the kernel Ker(Ap) is spanned by the ko− fundamen-
tal class of RP4k+3, which proves the conjecture.
We now move on to the cyclic group of order 4. This involves a little more work, and we
start by displaying ko∗(BC4), calculated using the local cohomology spectral sequence in [12].
Note that ko1(BC4) = [4]⊕ [2] by the Atiyah-Hirzebruch spectral sequence. This is a non-split
extension on the E∞ page of the local cohomology spectral sequence, but in higher dimensions
the extension is indeed split [12].
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n kon(BC4) Ker(Ap)
8m+ 0 Z 0
8m+ 1 ≥ 9 [22m+1]⊕ 22 [22m+1]
8m+ 2 22 0
8m+ 3 [24m+3]⊕ [22m+1] [24m+3]⊕ [22m+1]
8m+ 4 Z 0
8m+ 5 [22m+2] [22m+2]
8m+ 6 0 0
8m+ 7 [24m+5]⊕ [22m+1] [24m+5]⊕ [22m+1]
We will span all of the kernel Ker(Ap) by ko−fundamental classes of lens spaces and lens
space bundles.
Lemma 2.2.1. The ko−fundamental classes of the lens spaces L4k−1(4; 1, · · · , 1, 1) and L4k−1(4; 1, · · · , 1, 3)
span all of ko4k−1(BC4). The fundamental class of the lens space bundle L
4k+1(4; 1, · · · , 1, 1)
spans all of Ker(Ap) ⊂ ko4k+1(BC4).
Proof. This is done by making some explicit eta invariant calculations using Lemma 2.1.2, for the
natural representation ρ1 of C4 =< i > which sends i 7→ i, together with the real representation
ρ2 sending i 7→ −1. This gives:
η(L4k−1(4; 1, · · · , 1, 1))(1 − ρ1) = 1
4
(
ik(1− i)
(1 − i)2k +
(−i)k(1 + i)
(1 + i)2k
+
2(−1)k
22k
)
Since (1± i)2 = ±2i this simplifies:
=
1
2
(−1/2)k + (−1)
k
22k+1
Similarly for L4k−1(4; 1, · · · , 1, 3), noting that i−1 = −i Lemma 2.1.2 gives:
η(L4k−1(4; 1, · · · , 1, 3))(1 − ρ1) = 1
4
(
ik+1(1− i)
(1 − i)2k−1(1 + i) +
(−i)k+1(1 + i)
(1 + i)2k−1(1− i) +
2(−1)k+1
22k
)
=
1
4
(
ik(1− i)
(1− i)2k +
(−i)k(1 + i)
(1 + i)2k
+
2(−1)k+1
22k
)
=
1
2
(−1/2)k + (−1)
k+1
22k+1
Thus both of these have order 22k+1 ∈ R/Z. We now calculate with respect to the real repre-
sentation ρ2:
η(L4k−1(4; 1, · · · , 1, 1))(1 − ρ2) = 1
4
(
2(i)k
(1 − i)2k +
2(−i)k
(1 + i)2k
)
= (−1/2)k;
η(L4k−1(4; 1, · · · , 1, 3))(1 − ρ2) = 1
4
(
2(i)k+1
(1 − i)2k−1(1 + i) +
2(−i)k+1
(1 + i)2k−1(1− i))
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=
1
4
(
2(i)k
(1 − i)2k +
2(−i)k
(1 + i)2k
) = (−1/2)k ;
Thus we must consider the subgroup of (R/Z)2 spanned by the two vectors:
(η(L4k−1(4; 1, · · · , 1, 1))(1 − ρ1), η(L4k−1(4; 1, · · · , 1, 3))(1 − ρ1))
= (
1
2
(−1/2)k + (−1)
k
22k+1
,
1
2
(−1/2)k + (−1)
k+1
22k+1
);
(η(L4k−1(4; 1, · · · , 1, 1))(1 − ρ2), η(L4k−1(4; 1, · · · , 1, 3))(1 − ρ2)) = ((−1/2)k , (−1/2)k)
Thus we have two elements in (R/Z)2 and we need to calculate the order of the subgroup they
span. This is easily done by writing the two elements as a 2× 2 matrix:(
η(L4k−1(4; 1, · · · , 1, 1))(1 − ρ1) η(L4k−1(4; 1, · · · , 1, 3))(1 − ρ1)
η(L4k−1(4; 1, · · · , 1, 1))(1 − ρ2) η(L4k−1(4; 1, · · · , 1, 3))(1 − ρ2)
)
=
(
1
2(−1/2)k + (−1)
k
22k+1
1
2(−1/2)k + (−1)
k+1
22k+1
(−1/2)k (−1/2)k
)
The determinant of the above matrix is then (−1/2)k(±2/22k+1) = ±1/23k, so that the
order of the subspace spanned is thus at least 23k.
So in n = 8m+ 7 = 4k − 1 we have spanned a subspace of order 23(2m+2) = 26m+6 which is the
same as the order of ko8m+7(BC4), thus proving the GLR conjecture in these dimensions, while
in n = 8m + 3 = 4k − 1 we have spanned a subspace of order at least 23(2m+1) = 26m+3, but
since ρ2 is real, we see that η(L
8m+3(1−ρ2)) = (−1/2)k ∈ R/2Z has order 2k+1 for both the lens
spaces, which means that we have in fact spanned a subgroup of twice the order we previously
calculated, giving us the required order of 26m+4. It thus follows that ko4k−1(BC4) is spanned
by the ko−fundamental classes of the lens spaces L4k−1(4; 1, · · · , 1, 1) and L4k−1(4; 1, · · · , 1, 3),
and as generators we can choose the fundamental class of one, together with a suitable difference
of lens spaces. Explicitly we get
ko4k−1(BC4) =< [L
4k−1(4; 1, · · · , 1, 1)] > ⊕ < a[L4k−1(4; 1, · · · , 1, 1)]−b[L4k−1(4; 1, · · · , 1, 3)] >
with a, b ∈ Z odd, where [M ] here means ko−fundamental class (Compare with Lemmas
2.1.5(b), 2.1.6(a)).
Finally in dimensions 4k + 1 we need to span a subspace of order 2k+1. We claim that the
ko−fundamental class of the lens space bundle L4k+1(4; 1, · · · , 1, 1) has the right order of 2k+1.
Again we calculate the eta invariant, this time using Theorem 2.1.1 and Lemma 2.1.2:
η(L4k+1(4; 1, · · · , 1, 1))(1 − ρ1) = 1
4
(
ik(1− i)(1 + i)
(1− i)2k+1 +
(−i)k(1 + i)(1 − i)
(1 + i)2k+1
+
2(−1)k(1− 1)
22k
)
=
1
4
(
ik(1− i)
(1− i)2k +
(−i)k(1 + i)
(1 + i)2k
+ 0)
= 1/2(−1/2)k
which has order 2k+1 ∈ R/Z as required.
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Note that by the following trivial algebraic lemma, the extensions in dimensions 3 mod 4
for ko∗(BC4) can be resolved by directly using the eta invariant calculations.
Lemma 2.2.2. Let G be an abelian p-group of rank 2, and A ≥ 1 a natural number such that
A.G = 0. Then if x ∈ G has order A, then G ∼= [A] ⊕ [|G|/A], where [N ] again denoted the
cyclic group of order N .
Since we know that the eta invariant detects all of ko4k−1(BC4), the number A will
simply be the largest order of any eta invariant η(M)(ρ), with M a lens space and ρ a virtual
representation of virtual dimension zero, and the above calculations show that A = 22k+1, which
determines the extensions.
2.3 Quaternion groups
We give here an outline of the proof in [9] of the Gromov-Lawson-Rosenberg conjecture for the
quaternion groups Ql of order l = 2
q, generated by ξ = eiπ/2
q−2
, j ∈ H. This gives a natural
representation τ : Ql → SU(2).
The calculations in [9] can be summarised as follows:
Proposition 2.3.1. i) We have that |ko8m+3(BQl)| = 24m+4l2m+1 while |ko8m+7(BQl)| =
24m+4l2m+2, and the kernel of the map Ap is the entire group in these dimensions.
ii) Further, the kernel of the map Ap is trivial in dimensions n ≡ 2 mod 4, and is simply given
by the η, η2 multiples of ko8m+3(BQl) in n ≡ 0, 1 mod 4 respectively.
Thus, in order to verify the GLR conjecture, it suffices to span all of ko4m+3(BQl) by
ko−fundamental classes of positive scalar curvature spin manifolds, since multiplying by η pre-
serves positive scalar curvature.
We have three cyclic subgroups Ht ⊂ Ql of order 4, with t = 1, 2, 3 generated by i, j, ξj respec-
tively, and thus by viewing S4m−1 inside Hm we can consider the manifoldsM4m−1t = S
4m−1/Ht
together with M4m−1Q = S
4m−1/Ql, and give them natural positive scalar curvature metrics in-
duced by taking the quotient of the sphere by a discrete isometry group. We have 3 non-trivial
irreducible real representations κt, t = 1, 2, 3 (see the character table for Q8 in section 2.4)
characterised by:
κ1(j) = 1, κ1(ξ) = −1;
κ2(j) = −1, κ1(ξ) = 1;
κ3(j) = −1, κ1(ξ) = −1;
Now with ρ0 the trivial representation, we define virtual representations:
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ǫ2 :=
ρ0 − κ1 if q = 3,κ3 − ρ0 if q > 3
ǫ3 :=
ǫ3 := ρ0 − κ3 if q = 3,κ1 − ρ0 if q > 3
Note that the case q = 3 is exceptional since this means ξ = i so that the κt are all
non-trivial on H1. We define tuples of eta invariants as follows, where the value of r will be
given later:
−→η (M) = (η(M)(1 − ǫ2), η(M)(1 − ǫ3), η(M)(2 − τ), · · · , η(M)(2 − τ)r)
Since the representations 1 − ǫ2, 1 − ǫ3 as well as (2 − τ)2a are real and the representations
(2− τ)2a+1 are quaternion, Theorem 2.0.3 tells us that if n ≡ 3 mod 8 the eta invariants with
respect to real representations lie in R/2Z so that
−→η (Mn) ∈ R/2Z⊕ R/2Z ⊕ R/Z⊕R/2Z · · ·
while in n ≡ 7 mod 8, the eta invariants with respect to quaternion representations lie in R/2Z
so that
−→η (Mn) ∈ R/Z⊕ R/Z⊕ R/2Z ⊕R/Z · · ·
We then have the following calculations [9] by applying Theorem 2.0.3, where B8 is a Bott
manifold, a simply connected spin manifold with Aˆ(B8) = 1, and K4 is the Kummer surface, a
simply connected spin manifold with Aˆ(K4) = 2, and d = l−1. Let n = 8m+3 and r = 2m+1.
Then:
−→η (Mn1 −Mn2 ) = (2−2m−1, 0, · · · , 0)−→η (Mn1 −Mn3 ) = (∗, 2−2m−1, 0, · · · , 0)−→η (M3Q × (B8)m) = (∗, ∗, d/l, 0, · · · , 0)−→η (M7Q ×K4 × (B8)m−1) = (∗, ∗, ∗, 2d/l, 0, · · · , 0)−→η (M11Q × (B8)m−1) = (∗, ∗, ∗, ∗, d/l, 0, · · · , 0)−→η (M15Q ×K4 × (B8)m−2) = (∗, ∗, ∗, ∗, ∗, 2d/l, 0, · · · , 0)
· · · · · ·
−→η (M8m+3Q ) = (∗, ∗, ∗, · · · , 0, 0, d/l);
Here * is a term we’re not interested in, and since the above matrix is lower triangular,
taking the products of the orders of the diagonal entries in R/Z,R/2Z respectively tells us that
the ko− fundamental classes of our collection of lens spaces span a subgroup of order at least
24m+4l2m+1 = |ko8m+3(BQl)| as required.
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Analogously, in n = 8m+ 7, we let r = 2m+ 2, and then we have the following calculations:
−→η (Mn1 −Mn2 ) = (2−2m−2, 0, · · · , 0)−→η (Mn1 −Mn3 ) = (∗, 2−2m−2, 0, · · · , 0)−→η (M3Q ×K4 × (B8)m) = (∗, ∗, 2d/l, 0, · · · , 0)−→η (M7Q × (B8)m−1) = (∗, ∗, ∗, d/l, 0, · · · , 0)−→η (M11Q ×K4 × (B8)m−1) = (∗, ∗, ∗, ∗, 2d/l, 0, · · · , 0)−→η (M15Q × (B8)m−2) = (∗, ∗, ∗, ∗, ∗, d/l, 0, · · · , 0)
· · · · · ·
−→η (M8m+7Q ) = (∗, ∗, ∗, · · · , 0, 0, d/l);
Hence we can deduce that the ko− fundamental classes of our collection of lens spaces
span a subgroup of order at least 24m+4l2m+2 = |ko8m+7(BQl)| as required.
2.4 Q8 in more detail
While the above calculations prove the conjecture for quaternion groups, they do not give us
the exact structure of the groups kon(BQl). It greatly simplifies subsequent calculations for the
semi-dihedral group SD16 in chapter 5 to know kon(BQ8) explicitly in terms of generators.
This is done in [12] using the local cohomology spectral sequence, and in the thesis of
Bayen [7] by the Adams spectral sequence. The latter calculations are more enlightening from
the geometric point of view.
There is a 2-local stable decomposition of BQ8, and higher groups, into indecomposable sum-
mands as follows, see [7] and [35]:
BQl = BSL2(q) ∨ 2Σ−1BS3/BN
where N is the normalizer of a maximal torus in S3, and l is the largest power of 2 dividing
q2 − 1, for q an odd prime power. Note that q = 3 for l = 8. The method then is to make the
calculation for each summand. It then turns out that for K = 3 and K = 7 we get the following
2−local results:
ko8m+K(Σ
−1BS3/BN) = Z22m+2
ko8m+3(BSL2(3)) = Z24m+3 ⊕ Z22m =< x8m+3 > ⊕ < βx8m−5 − 16x8m+3 >
ko8m+7(BSL2(3)) = Z24m+6 ⊕ Z22m =< x8m+7 > ⊕ < βx8m−1 − 16x8m+7 >
ko∗(BQ8) = ko∗(BSL2(3)) ⊕ 2ko∗(Σ−1BS3/BN)
.
We shall now verify this geometrically, by describing the generators as images of fundamental
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classes of manifolds. For reference, here is the character table of Q8
1 1 2 2 2
ρ 1 −1 [i] [j] [k]
1 = ρ0 1 1 1 1 1
κ1 1 1 −1 1 −1
κ2 1 1 1 −1 −1
κ3 1 1 −1 −1 1
τ 2 −2 0 0 0
Firstly, 2ko∗(Σ
−1BS3/BN) term is independent of l, and comparing with the eta invari-
ant calculations given in the previous section, where we see that η(Mn1 −Mn2 )(2 − τ)a = 0 for
every a, and similarly for Mn1 −Mn3 , it follows that the ko-fundamental classes of the manifolds
Mn1 −Mn2 ,Mn1 −Mn3 generate all of 2kon(Σ−1BS3/BN), with n ≡ 3 mod 4, 2-locally.
It thus remains to realize the BSL2(3) part, and to do this we will consider the manifolds
M4k+3Q = S
4k+3/Ql.
Proposition 2.4.1. Localised at 2, we have that ko4k+3(BSL2(3)), which is the same as the
quotient ko4k+3(BQl)/2ko4k+3(Σ
−1BS3/BN), can be realized by the images of the fundamental
classes of the manifolds M4k+3Q and B
8 ×M4k−5Q .
Proof. We do this by explicit eta calculations, using only representations (2− τ)a, which suffices
since we have already observed η(Mn1 −Mn2 )(2− τ)a = 0 = η(Mn1 −Mn3 ) for every a.
We start by calculating the order of [M4k+3Q ]. Note thatM
4k+3
Q = S
4k+3/(k+1)τ , where (k+1)τ
is the (k+1)-fold sum τ⊕· · ·⊕τ . Now τ is a unitary representation which may be characterized by
τ(i) =
(
i 0
0 −i
)
; τ(j) =
(
0 ω3
ω 0
)
where ω = (1 + i)/
√
2. Thus for x 6= 1 we get det(1 − τ)(x) = 4 if x = −1, and 2 else. So we
can apply Theorem 2.0.3 to see:
η(M4k+3Q )(2− τ) =
1
8
∑
16=g∈Q8
Trace((2− τ)(g))det((k + 1)τ(g))1/2
(det(I − (k + 1)τ(g)))
= 1/8(4/4k+1 + 6(2/2k+1)) = 1/22k+3 + 3/2k+2
Thus in dimensions 8m+3 the fundamental class has of order at least 24m+3, and of course the
calculations in [9] imply that it has exactly this order. The representation τ is quaternion, so in
dimensions 8m+ 7 the order is 24m+6, since the eta invariant extends to R/2Z.
We wish to see how large a subspace is spanned by M4k+3Q and B ×M4k−5Q , where B = B8 is
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a Bott manifold. Multiplying by the Bott element is a monomorphism in dimensions 3 mod 4,
so B ×M4k−5Q has the same order as M4k−5Q . Then, just as above, we can make the following
calculations, remembering (2− τ)a is real for a even, and quaternion for a odd:
η(M4k+3Q )(2− τ)2 =
1
8
∑
16=g∈Q8
Trace((2− τ)(g))2det((k + 1)τ(g))1/2
(det(I − (k + 1)τ(g)))
= 1/8(16/4k+1 + 6(4/2k+1)) = 2/4k+1 + 3/2k+1 ∈ R/2Z
Thus using these we can deduce:
(η(M8m+3Q )(2− τ), η(M8m−5Q ×B8)(2− τ)) = (1/24m+3 + 3/22m+2, 1/24m−1 + 3/22m)
while for (2− τ)2, we know we have a real representation so that η(M8m+3Q (2− τ)2 ∈ R/2Z, so
that we can divide by 2 to get:
(η(M8m+3Q )(2 − τ)2, η(M8m−5Q ×B8)(2− τ)2) = (1/24m+2 + 3/22m+2, 1/24m−2 + 3/22m)
So, the order of the subgroup spanned may be bounded below the order ∈ R/Z of the determi-
nant of the following matrix:
X =
(
η(M4k+3Q )(2− τ) η(M4k−5Q ×B8)(2− τ)
η(M4k+3Q )(2− τ)2 η(M4k−5Q ×B8)(2− τ)2
)
From the above calculations, the entries can be read off immediately, so that if 4k+3 = 8m+3
we get:
X =
(
1/24m+3 + 3/22m+2 1/24m−1 + 3/22m
1/24m+2 + 3/22m+2 1/24m−2 + 3/22m
)
Then the determinant of X is
1/28m+1 + 3/26m+3 + 3/26m + 9/24m+2 − 1/28m+1 − 3/26m+2 − 3/26m+1 − 9/24m+2
= 3/26m+3 + · · ·
The dots mean terms which have strictly lower order in R/Z, so this has order 26m+3 ∈ R/Z,
which is the same as the 2-local order of ko8m+3(BSL2(3)), just as required.
Analogously in dimensions 8m + 7 = 4k + 3, this time by dividing by 2 for the quaternion
representation 2− τ we have:
(η(M8m+7Q )(2− τ), η(M8m−1Q ×B8)(2− τ)) = (1/24m+6 + 3/22m+4, 1/24m+2 + 3/22m+2)
while for (2− τ)2 we get:
(η(M8m+7Q )(2 − τ)2, η(M8m−1Q ×B8)(2− τ)2) = (1/24m+3 + 3/22m+2, 1/24m−1 + 3/22m)
The analogous determinant then has order 26m+6 ∈ R/Z , which is again the same as the 2-local
order of ko8m+7(BSL2(3)) as required.
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Thus 2−locally, all of ko4k+3(BQ8)/2ko4k+3(Σ−1BS3/BN) is realized by the manifolds
M4k+3Q and M
4k−5
Q × B8, and may be detected by the eta invariant, using only the virtual
representations 2− τ and (2− τ)2. The extension can again be directly determined from Lemma
2.2.2.
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Chapter 3
Elementary abelian groups
In this chapter we prove the first two of our main Theorems. We start by summarizing the known
calculations for ko∗(BV (n)). These may be found in [12] and [53], using the local cohomology
and Bockstein, and Adams spectral sequences respectively.
We then proceed to construct some spin manifolds. It turns out that suitably chosen iterated
real projective bundles over real projective spaces will suffice. The periodic part of the kernel
Ker(Ap) is detected in periodic K−theory using the eta invariant, and this is all spanned purely
by inclusion from cyclic subgroups. We shall prove this for arbitrary rank.
The remaining Bott torsion classes in the kernel are detected explicitly in the ordinary Z2
homology, by constructing manifolds and calculating the images of their fundamental classes.
Cohomology and homology will always be with Z2 coefficients in this and subsequent chapters,
where Z2 is the field with two elements. We recall that H
∗(BV (n)) = Z2[x1, · · · , xn], and we
denote by ξ(a1,··· ,an) the element in the homology H∗(BV (n)) dual to x
a1
1 · · · xann with respect to
the usual monomial basis.
Further, we know that H∗(RPn) = Z2[x]/x
n+1, and by [38], the total Stiefel-Whitney class is
given by w(RPn) = (1+x)n+1. Thus the real projective spaces RPn are spin exactly when n ≡ 3
mod 4 or n = 1.
3.1 ko∗(BV (n)) calculations
For arbitrary rank, these are given in [12], chapter 10, using the Bockstein spectral sequence,
and in [53]. We first summarize the results.
Theorem 3.1.1. The ko∗ homology of elementary abelian groups ko∗(BV (n)) of rank n may
be tabulated as follows:
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N koN (BV (n))
8m+ 0 Z⊕ 2h8k
8m+ 1 2⊕ 2(n1)+···+( n4m+1) ⊕ 2h8m+1
8m+ 2 2⊕ 2(n1)+···+( n4m+1) ⊕ 2h8m+2
8m+ 3 [24m+3](
n
n−1) ⊕ [24m+2]( nn−2) ⊕ · · · ⊕ [24m−n+5](n1) ⊕ [24m−n+4](n0) ⊕ 2h8m+3 ⊕ 2h8m+3−( n4m+3)
8m+ 4 Z⊕ 2h8m+4
8m+ 5 2h8m+5
8m+ 6 2h8m+6
8m+ 7 [24m+4](
n
n−1) ⊕ [24m+3]( nn−2) ⊕ · · · ⊕ [24m−n+6](n1) ⊕ [24m−n+5](n0) ⊕ 2h8m+7
Here hi = dimZ2(Start(2)(TU/Sq
2)∨)i, where TU is the complex Bott torsion part of
the complex connective cohomology ([12], chapter 10), Start(r) means we take suspensions so
that the first non-zero entry is in degree r, and [2a] means a cyclic group of order 2a, and an
unbracketed 2a is an elementary abelian group of rank a.
From [12], it follows that the hi part is exactly the Bott torsion part we need to detect in
ordinary homology, and the cyclic summands in dimensions 3 mod 4 should be detected in
periodic K-theory by the eta invariant.
In low ranks, these calculations have also been carried out using the local cohomology spectral
sequence (see [12], chapter 12), and indeed, this is summarized for V (2) in the first chapter. For
completeness, and use in later sections, we also display the E∞ page for V (3) here.
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224
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250
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0
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3
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degree(t)
H1J(QO) H
0
J(τ)⊕H0I (QO)H2J(TO)H3J(TO)
where[n] := cyclic group of order n, 2r:= elementary abelian group of order r.
The E∞-page for ko∗(BV (3))
It is easy to now see the orders hi of the Bott torsion classes we must realize. Explicitly, for
k ≥ 1 we have (see [12], section 12.4.G):
h4k+1 = k
2 + k + 1; h4k+3 = k
2 + 2k;
h4k+2 = k
2 + 5k; h4k = k
2 + 4k + 3.
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3.2 The periodic part
In this section we realize all of the one-column of the E∞ page of the local cohomology spectral
sequence for ko∗(BV (n)). To give a clearer idea of the general method, we give explicit calcu-
lations for V (2), V (3).
We start by calculating the determinant of the character table of V (n), something that proves
useful later.
Lemma 3.2.1. The determinant D of the character table of V (n) equals ±(2n)2n−1
Proof. Multiplying any character matrix of an abelian group by its complex conjugate matrix
gives us a diagonal matrix, with the diagonal entries equalling precisely the order of the group.
Since V (n) is abelian of order 2n with only real representations, and real entries (namely ±1) in
its character table, we immediately see that D2 = (2n)2
n
, so that the conclusion is immediate
upon taking square roots.
Let ρ1 denote the non-trivial representation of Z2. Then from section 2.2 of the previous
chapter we have
η(RP4j+3)(ρ0 − ρ1) = 1/2(2/22j+2) = 2−2j−2
so that the ko−fundamental class [RP8k+7] has order at least 24k+4, while [RP8k+3] has order at
least 24k+3, because since ρ1 is real we get η(RP
8k+3)(ρ0 − ρ1) = 2−4k−2 ∈ R/2Z.
Let V (2) = {e, x, y, z}. We now denote by [RPnx] (respectively y, z), the image of [RPn] via the
map RPn → B < x >→֒ BV (2), where the first map is the classifying map for the universal
cover of RPn, and the second is induced by the inclusion x →֒ V (2). Further, we denote by xˆ
the irreducible representation of V (2) with kernel < x >. From the previous section and chap-
ter 1, we have that ko8k+3(BV (2)) = [2
4k+3]2⊕ [24k+2] while ko8k+7(BV (2)) = [24k+4]2⊕ [24k+3].
Proposition 3.2.2. If n = 3, 7 mod 8, then the ko−fundamental classes {[RPnx], [RPny ], [RPnz ]}
span all of kon(BV (2)).
Proof. Let n = 8k + 3. Since all the representations of V (r) are real, the eta invariant will take
values in R/2Z. By restricting representations we deduce immediately that the triple
(η(RPnx)(xˆ− ρ0), η(RPny )(xˆ− ρ0), η(RPnz )(xˆ− ρ0)) = (0, 2−4k−2, 2−4k−2) ∈ (R/2Z)3
has order 24k+3 ∈ R/2Z. By symmetry, we then get
(η(RPnx)(yˆ − ρ0), η(RPny )(yˆ − ρ0), η(RPnz )(yˆ − ρ0)) = (2−4k−2, 0, 2−4k−2) ∈ (R/2Z)3
(η(RPnx)(zˆ − ρ0), η(RPny )(zˆ − ρ0), η(RPnz )(zˆ − ρ0)) = (2−4k−2, 2−4k−2, 0) ∈ (R/2Z)3
These triples are pairwise independent, and adding all three gives us (2−4k−1, 2−4k−1, 2−4k−1)
which is of order 24k+2 in (R/2Z)3, so in all we’ve spanned a subgroup of order (24k+3)224k+2,
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just as required. In a bit more detail, we have three elements of order 24k+3, and the only
relation is that their sum has order 24k+2, so that the order of the subgroup they span must be
(24k+3)224k+2.
The argument in dimensions n = 8k + 7 is exactly the same, giving us three triples
(η(RPnx)(xˆ− ρ0), η(RPny )(xˆ− ρ0), η(RPnz )(xˆ− ρ0)) = (0, 2−4k−4, 2−4k−4) ∈ (R/Z)3
(η(RPnx)(yˆ − ρ0), η(RPny )(yˆ − ρ0), η(RPnz )(yˆ − ρ0)) = (2−4k−4, 0, 2−4k−4) ∈ (R/Z)3
(η(RPnx)(zˆ − ρ0), η(RPny )(zˆ − ρ0), η(RPnz )(zˆ − ρ0)) = (2−4k−4, 2−4k−4, 0) ∈ (R/Z)3
which span a subgroup of order (24k+4)224k+3 as required.
Alternatively, to illustrate the method for higher ranks, we calculate the determinants of the re-
sulting 3× 3 matrices. For simplicity, we henceforth denote 2−4k−2 ∈ R/2Z by 2−4k−3. Looking
at the above calculation, the matrix we get in dimensions 8k + 3 is
X =
 0 2
−4k−3 2−4k−3
2−4k−3 0 2−4k−3
2−4k−3 2−4k−3 0

Now the character table table of V (2) is :
ρ e x y z
1 = ρ0 1 1 1 1
xˆ 1 1 −1 −1
yˆ 1 −1 1 −1
zˆ 1 −1 −1 1
After subtracting off the first row, it is immediate that the determinant of the character table
is the same as the determinant of the matrix
Y =
 0 2 22 0 2
2 2 0

which has determinant −16. So we can deduce immediately that
|Det(X)| = (2−4k−4)3|Det(Y )| = 2−12k−8
meaning a subgroup of order at least 212k+8 = (24k+3)224k+2 is spanned, as required. The
calculation goes through completely analogously in 8k + 7, giving a group of order at least
(24k+4)224k+3 as required.
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We proceed in a similar manner for the rank three case. Let V (3) = {e, x, y, z, xy, xz, yz, xyz}
and just as before [RPnx], the image of [RP
n] via the map RPn → B < x >→֒ BV (3) (and simi-
larly for y,z etc.). For a non-trivial irreducible representation ρ of V (3) we can define 7−tuples
of eta invariants:
−→η (ρ− 1) = (η(RPnx)(ρ− 1), · · · , η(RPnxyz)(ρ− 1))
where 1 is simply the trivial irreducible representation. We can now prove:
Proposition 3.2.3. If n = 8m+3, 8m+7, then the ko−fundamental classes {[RPnx], · · · , [RPnxyz]}
span subgroups of order
(24m+3)3(24m+2)324m+1,
(24m+4)3(24m+3)324m+2
respectively, inside kon(BV (3)).
Proof. Each −→η (ρ − 1) is immediately determined by restriction to cyclic subgroups, and so in
n = 8m+ 3 we get the following 7× 7 matrix of row vectors:

2−4m−3 0 0 2−4m−3 2−4m−3 0 2−4m−3
0 2−4m−3 0 2−4m−3 0 2−4m−3 2−4m−3
0 0 2−4m−3 0 2−4m−3 2−4m−3 2−4m−3
2−4m−3 2−4m−3 0 0 2−4m−3 2−4m−3 0
2−4m−3 0 2−4m−3 2−4m−3 0 2−4m−3 0
0 2−4m−3 2−4m−3 2−4m−3 2−4m−3 0 0
2−4m−3 2−4m−3 2−4m−3 0 0 0 2−4m−3

Note that to obtain this matrix, we can proceed like we did in Proposition 3.2.2. Thus all we do
is take the character table of V (3), subtract off the first row (that is the trivial representation),
from all the other rows, and then multiply each of the other seven rows by 2−4m−4. The
determinant of the above matrix is thus (2−4m−4)7 times the determinant of the character table
of V (3), and thus equals, by Lemma 3.2.1:
(23)2
2
.2−28m−28 = 2−28m−16
= 2−(3(4m+3)+3(4m+2)+4m+1)
just as required. Analogously in n = 8m+7 a we span subspace of order at least 228m+20 which
is the same as 2(3(4m+4)+3(4m+3)+4m+2) as required.
We now consider the case of arbitrary rank. The argument is similar, but combinatorially
much more intricate. Let V (n) =< x1, · · · , xn >, and let [RPkx] etc. be defined as before. Then
it is known [12], Theorem 10.2.1, using the Bockstein spectral sequence that
ko8m+3(BV (n)) = [2
4m+3](
n
n−1)⊕[24m+2]( nn−2)⊕· · ·⊕[24m−n+5](n1)⊕[24m−n+4](n0)⊕2h8m+3−( n4m+3)
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where the 2h8m+3 is 2−torsion that is detected in the n−th filtration of the local cohomology
spectral sequence, and vanishes upon inverting the Bott element. Similarly,
ko8m+7(BV (n)) = [2
4m+4](
n
n−1) ⊕ [24m+3]( nn−2) ⊕ · · · ⊕ [24m−n+6](n1) ⊕ [24m−n+5](n0) ⊕ 2h8m+7
We will show that the [RPkx] span all of these groups, except for the 2
hk term. Since the 2hk
term vanishes upon inverting β, it suffices to check that the ko−fundamental classes [RPkx] span
a subgroup of the right order in periodic K-theory, which we now do by using eta invariant
calculations.
Theorem 3.2.4. In the above situation, with N = 8m+3, 8m+7, the set of all [RPNx ] induced
by inclusion from cyclic Z2 subgroups span subgroups of order
(24m+3)(
n
n−1)(24m+2)(
n
n−2) · · · (24m−n+5)(n1)(24m−n+4)(n0),
(24m+4)(
n
n−1)(24m+3)(
n
n−2) · · · (24m−n+6)(n1)(24m−n+5)(n0),
respectively, inside koN (BV (n)).
Proof. We proceed just as we did for V (3) in Proposition 3.2.3. For a non-trivial irreducible
representation ρ of V (n) we can define (2n − 1)−tuples of eta invariants:
−→η (1− ρ) = (η(RPNx1)(1− ρ), · · · , η(RPNx1x2···xn)(1− ρ))
We can do this for each of the 2n − 1 non-trivial irreducible representations. The order of the
determinant D
′ ∈ R/Z of the resulting (2n− 1)× (2n− 1) square matrix gives a lower bound for
the order of the group spanned in (R/Z)2
n−1. This may be calculated by taking the determinant
of the character table, and then dividing by (2R)2
n−1, where R denotes the order of [RPNx ].
This follows because for any y ∈ V (n), we know ρ(y) = ±1, so subtracting off the first row in
the character table matrix (which is just the trivial representation), we get a new row 1− ρ and
(1− ρ(y)) = 2Iρ(y)=−1, with value 2 if ρ(y) = −1 and zero else. Subtracting off the first row of
the character table matrix from each other row gives a new matrix with the same determinant
D as the character table (compare Proposition 3.2.3). Now in order to calculate D′, we simply
divide each non-zero entry by 2R, where R is the order of [RPN ], which is equivalent to dividing
D by (2R)2
n−1
Now, in degree N = 8m+ 3, we have R = 24m+3 so that
η(RPNy )(1 − ρ) = 2−4m−3Iρ(y)=−1
because the eta invariant will be either 0, if ρ restricts trivially to < y >, or 2−4m−3, if it doesn’t.
So we can apply this to each row to deduce that in N = 8m + 3 we get D′ = D(2−4m−4)2
n−1,
and similarly for N = 8m+ 7 we get D′ = D(2−4m−5)2
n−1.
By Lemma 3.2.1 we know, up to sign, D = (2n)2
n−1
, and we now claim
(2n)2
n−1
= 22
n−12(
n
2)+2(
n
3)+···+(n−1)(
n
n)
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Equating exponents, it suffices to show
n2n−1 = 2n − 1 +
(
n
2
)
+ 2
(
n
3
)
+ · · · + (n− 1)
(
n
n
)
We argue by induction. For n = 1, the left hand side is 1.20 = 1, while the right hand side is
21 − 1 + 0 = 1 as required.
Now suppose the claim is true for n = k, and consider the case n = k + 1. We wish to show
(k + 1)2k = 2k+1 − 1 +
(
k + 1
2
)
+ 2
(
k + 1
3
)
+ · · · + k
(
k + 1
k + 1
)
The left hand side is then:
(k + 1)2k = 2(k2k−1 + 2k−1)
= 2(2k − 1 +
(
k
2
)
+ 2
(
k
3
)
+ · · ·+ (k − 1)
(
k
k
)
+ 2k−1)
by the induction hypothesis. Separating terms out this gives
= (2k − 1 + 2k) + (2k − 1) + 2(
(
k
2
)
+ 2
(
k
3
)
+ · · ·+ (k − 1)
(
k
k
)
)
= 2k+1 − 1 + (
(
k
1
)
+
(
k
2
)
+ · · · +
(
k
k
)
) + 2(
(
k
2
)
+ 2
(
k
3
)
+ · · ·+ (k − 1)
(
k
k
)
)
= 2k+1 − 1 + (
(
k
1
)
+ 3
(
k
2
)
+ 5
(
k
3
)
+ · · ·+ (2k − 1)
(
k
k
)
)
= 2k+1−1+(
(
k
1
)
+
(
k
2
)
)+2(
(
k
2
)
+
(
k
3
)
)+3(
(
k
3
)
+
(
k
4
)
)+· · ·+(k−1)(
(
k
k − 1
)
+
(
k
k
)
)+k(
(
k
k
)
+
(
k
k + 1
)
)
= 2k+1 − 1 +
(
k + 1
2
)
+ 2
(
k + 1
3
)
+ · · ·+ k
(
k + 1
k + 1
)
as required.
Thus for N = 8m+ 3, we deduce that
D′ = (2−4m−3)2
n−12(
n
2)+2(
n
3
)+···+(n−1)(nn)
The order of the group spanned is thus bounded below by the order of D′ ∈ R/Z, which is just
the reciprocal
1/D′ =
(24m+3)2
n−1
2(
n
2)+2(
n
3)+···+(n−1)(
n
n)
Now of course
2n − 1 =
(
n
n− 1
)
+
(
n
n− 2
)
+ · · ·
(
n
1
)
+
(
n
0
)
so that
1/D′ =
(24m+3)(
n
n−1)(24m+3)(
n
n−2) · · · (24m+3)(n0)
2(
n
n−2)22(
n
n−3) · · · 2(n−1)(n0)
= (24m+3)(
n
n−1)(24m+2)(
n
n−2) · · · (24m−n+5)(n1)(24m−n+4)(n0)
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just as required. The situation is the same in N = 8m+ 7, where we start with 2−4m−4 to get
1/D
′
= (24m+4)(
n
n−1)(24m+3)(
n
n−2) · · · (24m−n+6)(n1)(24m−n+5)(n0)
as required.
We wish to realize all of Ker(Ap) ⊂ ko∗(BV (n)) by positive scalar curvature manifolds,
where A is the assembly map, and p is the periodicity map inverting the Bott element. Thus
from above it follows immediately that:
Corollary 3.2.5. Ker(A) ∩ Im(p) ⊂ KO∗(BV (n)) is realized entirely by KO−fundamental
classes of positive scalar curvature manifolds.
Thus to prove the Gromov-Lawson-Rosenberg conjecture for V (n), we need only to realize
all those classes lying in higher filtration, which vanish upon inverting the Bott element. This
is what we do for n = 2, 3 in the next two sections.
3.3 Projective bundles
Classes which lie in higher local cohomology filtration for ko∗(BV (n)) are detected in ordinary
Z2 homology ([12], chapters 10 and 12), and our method will be to realize these classes by using
projective bundles of vector bundles over projective spaces. By Lemma 1.0.2 such bundles will
automatically carry positive scalar curvature metrics, so long as the dimension of the fibre is at
least 2. Furthermore, the following result enables us to calculate the cohomology and Stiefel-
Whitney classes of such bundles, implying in particular that suitable choices of bundles will give
spin manifolds. This and some of the resulting geometric constructions may also be found in
[33].
Theorem 3.3.1. Let π : E 7→ B be a real vector bundle of dimension n with RP(π) the associated
projective bundle. Then H∗(RP(π)) = H∗(B)[t]/(tn + tn−1w1(π) + · · ·+ wn(π)), and
w1(RP(π)) = w1(π) + w1(B) + nt
w2(RP(π)) = w2(B) + w1(B)(nt+ w1(π)) +
n(n−1)
2 t
2 + (n− 1)w1(π)t+ w2(π)
where t is the first Stiefel Whitney class of the canonical line bundle over RP(π).
Proof. Note that there is a canonical line bundle L over RP(π), where the fibre at a point
(x, b) ∈ RPn−1 × B is just x, and indeed t = w1(L). Denote the projection map of RP(π)
by p. We can consider the pullback bundle p∗(E) over RP(π). Clearly L is a subbundle, and
thus by choosing an orthogonal metric, we can assume p∗(E) = L ⊕ L⊥. From [38], we know
that the tangent bundle of RPn−1 is isomorphic to Hom(γ1, γ
⊥
1 ), where γ1 is the canonical
line bundle over RPn−1. It follows that the tangent bundle TRP(π) of RP(π) is isomorphic to
44
p∗(TB)⊕Hom(L,L⊥), where TB is the tangent bundle of the base B. Now Hom(L,L) is trivial
since it has a nowhere vanishing section, and so we deduce the stable isomorphism:
TRP(π)⊕ ε ∼= p∗(TB)⊕Hom(L,L⊥)⊕Hom(L,L)
∼= p∗(TB)⊕Hom(L, p∗(π))
Now by the splitting principle, it suffices to assume that π = l1⊕· · ·⊕ ln is a sum of line bundles,
and that p∗ is injective.
Further, since Hom(L, p∗(π)) has a nowhere vanishing section, via the subbundle L, we must
have wn(Hom(L, p
∗(π))) = 0. Thus letting xi = wi(Li) we deduce
0 = wn(Hom(L, p
∗(π))) = wn(L⊗ p∗(π))
= wn(L⊗ l1 ⊕ · · · ⊕ L⊗ ln)
= (t+ x1) · · · (t+ xn)
= tn + tn−1w1(π) + · · · +wn(π)
So that the first part of the Theorem follows from the Leray-Hirsch Theorem, since restricting
t freely generates the cohomology of the fibre [38]. For the second part we simply note that by
the Whitney product formula, we have the total Stiefel-Whitney class
w(RP(π)) = w(B)(1 + t+ x1) · · · (1 + t+ xn)
and then multiply out the degree 1 and 2 parts.
We now illustrate how to use this Theorem with some examples, which become relevant
in the next section.
Example 3.3.2. Spin bundles over orientable projective spaces
The idea is to start with an orientable non-spin projective space RP4i+1 with i ≥ 1 and
then consider the vector bundle π : 2γ1 ⊕ Aǫ → RP4i+1, where γ1 is the canonical line bundle
over RP4i+1, ǫ is the trivial bundle, and A ≡ 2 mod 4 a natural number. Thus applying the
Theorem with H∗(RP4i+1) = Z2[x]/x
4i+2 we deduce
H∗(RP(π)) = Z2[x, t]/x
4i+2, tA+2 + x2tA
Further, w1(RP(π)) = 0 + 0 + 2t = 0 and w2(RP(π)) = x
2 + x2 +
(A+2
2
)
t2 = 0, since A+ 2 ≡ 0
mod 4.
This construction along with ordinary products will produce sufficiently many classes to prove
the GLR conjecture for V (2).
Example 3.3.3. Iterated bundles over non-orientable projective spaces
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Starting over an even dimensional projective space requires taking two bundles in order
to get a spin manifold, one to make w1 vanish, and a second to then make w2 vanish. So
for instance in n = 4k we can start with the bundle X = RP(γ14i ⊕ (4j + 1)ε 7→ RP4i) and
then have Y = RP(L1 ⊗ L0 ⊕ L1 ⊕ L0 ⊕ (A)ε 7→ X) with A ≡ 1 mod 4. Here L1 = L
is the canonical line bundle over X and t = w1(L), and L0 is the pullback of the canonical
line bundle over RP4i, with x = w1(L0). Now we can calculate the total Stiefel-Whitney classes
w(γ14i⊕(4j+1)ε 7→ RP4i) = 1+x, and w(L1⊗L0⊕L1⊕L0⊕(A)ε 7→ N) = 1+x2+t2+xt+x2t+xt2
so that using Theorem 3.3.1 we will then have
H∗(Y ) = Z2[x, t, u]/(x
4i+1, t4j+2 + xt4j+1, uA+3 + x2uA+1 + t2uA+1 + xtuA+1 + x2tuA + xt2uA)
It is easy to then apply Theorem 3.3.1 to see that w1(X) = x + x + 2t = 0, while w1(Y ) =
0 + 0 + 2u = 0 and w2(Y ) = 2(x
2 + xt) +
(A+3
2
)
u2 = 0.
For notational simplicity, we introduce the following notation:
Definition 3.3.4. Consider triples of natural numbers (a, b, c) with c ≡ 3 mod 4, b > 1 odd,
and a even. Suppose further that b ≡ 1 mod 4 or c 6= 3.
By M(a, b, c) we will mean the fundamental homology class in H+n (BV (3)) of a positive scalar
curvature spin manifold of even dimension n = a+ b+ c, constructed as an RPc bundle over a
manifold X, which in turn will be an RPb bundle over RPa.
The manifolds representing these classes, along with classes of the form M(a, 4B + 3, 3),
which are not covered under the above notation, will be defined in section 3.5.
Thus in Example 3.3.3, we write M(4i, 4j +1, n− 4i− 4j − 1) for the image of the funda-
mental class of Y n in H+n (BV (3)). Note that we could choose j = 0 in Example 3.3.3, but we
choose not to for combinatorial reasons.
Analogous constructions may be performed to get (4k + 2)−dimensional bundles, and bundles
over RPi, with i ≡ 2 mod 4. These will produce the necessary classes for V (3), and details are
in Proposition 3.5.2.
We also remind ourselves that by Lemma 1.0.2 the manifolds obtained by these and sub-
sequent constructions all automatically admit positive scalar curvature metrics, and so we need
only check that they are spin and that they span sufficiently large subgroups of H∗(BV (n)).
3.4 The 2-column for V(2)
The classes on the two column on the E∞ page of the local cohomology spectral sequence for
ko∗(BV (2)) are all in even dimensions. The classes are detected in ordinary Z2 homology and
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span Z2 vector spaces of orders 2
k and 2k+1 in n = 4k + 2 and n = 4k respectively. Since there
are no classes in first local cohomology in these dimensions, the following Proposition implies
the conjecture for V (2) immediately.
Proposition 3.4.1. Spin Projective bundles over projective space span a subspace of dimension
2k for n = 4k + 2 and 2k+1 for n = 4k, in H+∗ (BV (2)).
Proof. If n = 4k + 2, the manifolds RPa ×RPb, with a, b ≡ 3 mod 4 , and a+ b = n, which are
trivial projective bundles, are spin, and give the classes ξ(a,b) ∈ H∗(BV (2)).
Since a+ b = 4k + 2 counting the possible values of a gives us k classes, as required.
If n = 4k, the only product which is spin is RP4k−1 × RP1, which gives two classes, namely
ξ(4k−1,1) and ξ(1,4k−1). The remaining classes can be generated by choosing projective bundles
like in example 3.3.2. We define
M(a,b) := RP(2La ⊕ (n− 1− a)ε→ RPa)
with 5 ≤ a ≡ 1 mod 4 and b = n− a+ 2. Here La is the canonical line bundle over RPa, and ε
is the trivial line bundle.
The reason for the M(a,b) notation used is that, when choosing generators of H
+
∗ (BV (2)), geo-
metrically it is perhaps easier to visualize the submanifold dual to w2 inside RP
a × RPb, where
b = n− a+ 2 ≡ 1 mod 4.
Indeed, if we consider H∗(RPa×RPb) = Z2[x, y]/(xa+1, yb+1), then w2(RPa×RPb) = a2+ b2, so
that the only classes in Ha+b−2(RPa × RPb) that have non-trivial product with w2 are xayb−2
and xa−2yb. Thus it follows that if M is the spin manifold dual to w2 inside RP
a × RPb, then
when we dualise in homology we get [M ] → ξ(a,b−2) + ξ(a−2,b) ∈ Ha+b−2(BV (2)). Thus we can
view H+∗ (BV (2)) as being generated by the homology classes of products of projective spaces,
along with manifolds dual to w2 inside RP
a × RPb, so long as we know that these latter classes
do indeed lie in H+∗ (BV (2)). The projective bundle construction we have given implies this, as
we shall see.
We know H∗(RPa) = Z2[x]/x
a+1 so that w1((2La ⊕ (n − 1 − a)ε → RPa) = x + x = 0, and
w2 = x
2, with the higher wi all zero . We thus have
H∗(M(a,b)) = Z2[x, y]/(x
a+1, yn−a+1 + x2yn−a−1)
Using our formulae w1(M(a,b)) = w1(RP
a) +w1(2La ⊕ (n− 1− a)ε→ RPa) + ny = 0, since n is
even and a is odd. Similarly w2(M(a,b)) = x
2 + n(n − 1)/2y2 + x2 = 0, since n ≡ 0 mod 4(all
w1 terms are zero), so this is indeed a spin manifold.
The unique non-zero top dimensional cohomology class (i.e. in dimension n) in H∗(M(a,b)) =
Z2[x, y]/(x
a+1, yn−a+1 + x2yn−a−1) is given by:
xayn−a = xa−2yn−a+2 = · · · = xyn−1
.
So looking at the map H∗(BV (2)) = Z2[X,Y ]→ H∗(M(a,b)), we see that XkY n−k → xyn−1 as
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long as k ≤ a is odd. The dual map in homology then must send the dual class (xyn−1)∨ =
[M(a,b)] ∈ Hn(M(a,b)) to the sum
∑
ξ(i,j), where ξ(i,j) is dual to X
iY j in the monomial basis,
and the sum is over all i, j with XiY j → xyn−1 in cohomology. Thus we deduce from above
that
[M(a,b)]→
∑
ξ(k,n−k) ∈ H∗(BV (2))
where the sum is over all k ≤ a is odd. Since we can choose bundles over all RPa with a ≡ 1
mod 4, and 5 ≤ a ≤ n− 3 = 4k − 3, there are k − 1 classes independent classes obtained using
this construction, so we get a total of k + 1 homology classes as required.
We now justify the choice of manifolds dual to w2 inside RP
a × RPb as generators, and
thus the use of the M(a,b) notation.
As an example [M(5,5)]→ ξ(5,3)+ξ(3,5)+ξ(1,7), but observe that the ξ(1,7) is the fundamental class
of RP1 ×RP7, so that we can choose our three generators for H+8 (BV (2)) as ξ(5,3) + ξ(3,5), ξ(1,7)
and ξ(7,1). More generally we have the following:
Lemma 3.4.2. H+4k(BV (2)) is spanned by the independent classes ξ(a,n−a) + ξ(a−2,n−a+2), with
n = 4k and 5 ≤ a ≡ 1 mod 4, together with ξ(4k−1,1), ξ(1,4k−1).
Proof. We have seen that [M(a,b)] →
∑
ξ(k,n−k) ∈ H∗(BV (2)) where k ≤ a is odd. We now
simply observe that the terms in the sum with k ≤ a − 4 are realized by smaller values of a.
Explicitly we have that
f∗([Ma,b]) =
∑
ξ(k,n−k) ∈ H∗(BV (2))
= ξ(a,b−2) + ξ(a−2,b) + f∗([Ma−4,b+4])
where the sum is over all k ≤ a odd, and f is the classifying mapM(a,b) → BV (2). For simplicity
we say M(1,b) = RP
1 × RPb−2 so that f∗(M(1,b)) = ξ(1,b−2), and the claim follows.
Before we move on to the rank three case, we return to the classes in first local cohomology
briefly. As we have already seen, these are in dimensions n = 4k − 1, and detected using the
eta invariant, by ko−fundamental classes of real projective spaces RP4k−1, via inclusions from
cyclic subgroups. However, these classes are also detected in ordinary homology, and it will be
useful in the next section to know their images explicitly.
Lemma 3.4.3. The three inclusions V (1) →֒ V (2) map the image of the fundamental class
of RP4k−1 to the classes ξ(4k−1,0), ξ(0,4k−1) and
∑
ξ(a,b), where the sum is over all non-negative
integers a, b with a+ b = 4k − 1, respectively, in H+∗ (BV (2))
Proof. It is easy to see that the three restriction maps H∗(BV (2)) = Z2[X,Y ]→ H∗(BV (1)) =
Z2[x] induced in cohomology by the three inclusions are given by X 7→ x, y 7→ 0; Y 7→ x,X 7→ 0;
and the diagonal X,Y 7→ x. The image of [RP4k−1] in H∗(BV (1)) is the class ξ4k−1 dual to
x4k−1, so that the result follows immediately by applying the dual maps in homology.
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3.5 The 3-column for V(3)
Here there are Bott torsion classes to realize in both even and odd dimensions, and we need to
first consider how many classes we get by including from the seven Klein 4 subgroups.
We note that given a class ξ(a,b,c) ∈ H+n (BV (3)), the classes obtained by permuting the subscripts
a, b, c (so ξ(b,a,c), ξ(a,c,b) etc.) are also inH
+
n (BV (3)). This is immediate since any map f : X → Y
between spaces sends H+∗ (X) to H
+
∗ (Y ) by definition. Any permutation determines a map
P : BV (n) → BV (n), which is in fact a homeomorphism. Thus for a class x ∈ H+n (BV (3)),
we will often say x, along with its permutations, by which we always mean x along with all the
classes obtained by permuting the subcripts.
Proposition 3.5.1. Including fundamental classes of manifolds from H+n (BV (2)) intoH
+
n (BV (3))
yields at least 6K + 2 independent classes if n = 4K and 6K if n = 4K + 2.
Proof. We say that V (2) =< a1, a2 >, and V (3) =< b1, b2, b3 >. Then there are seven inclusions
V (2) →֒ V (3), and each of them may be viewed as linear maps and thus represented as matrices:
A =
 1 00 1
0 0
 , B =
 1 01 0
0 1
 , C =
 1 11 0
0 1

These give 3 inclusions, and the remaining 4 are obtained simply by permuting the rows of A
and B. Explicitly,
A′ =
 1 00 0
0 1
 , A′′ =
 0 01 0
0 1
 , B′ =
 1 00 1
1 0
 , B′′ =
 0 11 0
1 0

Since H∗(BV (2)) = Z2[x1, x2] and H
∗(BV (3)) = Z2[y1, y2, y3], the induced maps in cohomology
are determined just by taking the dual maps, which can be given by the transposes of the above
matrices.
Thus we get A∗(y1) = x1, A
∗(y2) = x2, A
∗(y3) = 0, and by permuting the rows we obtain A
′ and
A′′.
Further B∗(y1) = x1, B
∗(y2) = x1, B
∗(y3) = x2, and similarly for B
′, B′′.
Finally C∗(y1) = x1 + x2, C
∗(y2) = x1, C
∗(y3) = x2.
Dualising now gives the map in homology. Letting ξ(a1,a2) ∈ H∗(BV (2)) denote the element
dual to xa11 x
a2
2 and ξ(b1,b2,b3) ∈ H∗(BV (3)) the element dual to yb11 yb22 yb33 , and X one of the
inclusions given above, it follows that the dual map in homology is given by
X∗(ξ(a1,a2)) =
∑
ξ(b1,b2,b3)
where the sum is over all triples (b1, b2, b3) such that X
∗(yb11 y
b2
2 y
b3
3 ) = x
a1
1 x
a2
2 + · · · , which simply
means that xa11 x
a2
2 is a non-zero summand in the monomial basis decomposition ofX
∗(yb11 y
b2
2 y
b3
3 ).
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So we now see explicitly that A∗(ξ(a1,a2)) = ξ(a1,a2,0), and similarly A
′
∗(ξ(a1,a2)) = ξ(a1,0,a2)
and A′′∗(ξ(a1,a2)) = ξ(0,a1,a2).
Since B∗(yb11 y
b2
2 y
b3
3 ) = x
b1+b2
1 x
b3
2 , dualising gives that
B∗(ξ(a1,a2)) =
a1∑
i=0
ξ(i,a1−i,a2)
and similarly for B′, B′′, where the position of the subscript with the fixed co-ordinate is per-
muted.
Finally C can be dealt with by explicit calculations using the general formula, and indeed we
do get extra classes this way, but combinatorially it is easier to realize these differently.
Consider now the case n = 4K. We saw in the previous section that H+n (BV (2)) is of
order 2K+1, and is generated by ξ(a,n−a) + ξ(a−2,n−a+2) with 5 ≤ a ≡ 1 mod 4, along with
ξ(n−1,1), ξ(1,n−1).
Applying A∗ means we directly get the classes ξ(a,n−a,0)+ ξ(a−2,n−a+2,0) with 5 ≤ a ≡ 1 mod 4,
along with ξ(n−1,1,0) and the classes with the subscripts permuted in all possible ways, which is
a total of 6 + 3(K − 1) = 3K + 3, all of which are clearly independent.
Further B∗(ξ(n−1,1)) =
∑n−1
i=0 ξ(i,n−1−i,1), while B∗(ξ(a,n−a) + ξ(a−2,n−a+2)) =
∑a
i=0 ξ(i,a−i,n−a) +∑a−2
i=0 ξ(i,a−2−i,n−a+2).
Taking permutations again means we get 3K classes.
Now consider any class ξ(a,b,c), with n = 4K, a, b, c ≥ 1 and c odd, a + b + c = n (so
that ξ(a,b,c), ξ(b,a,c) are both summands in
∑n−c
i=0 ξ(i,n−c−i,c)) and without loss of generality a
odd. Then the class ξ(a,b,c) (and ξ(a,c,b)) occurs as a summand in
∑n−a
i=0 ξ(a,i,n−a−i). Further, if
d, e ≤ n are odd and d 6= c, e 6= a then ξ(a,b,c) can not occur as a summand in
∑n−d
i=0 ξ(i,n−d−i,d) or∑n−e
i=0 ξ(e,i,n−e−i). Thus we deduce that ξ(a,b,c) occurs as a summand only of
∑n−c
i=0 ξ(i,n−c−i,c) and∑n−a
i=0 ξ(a,i,n−a−i), and any permutation of ξ(a,b,c) occurs exactly as a summand of a permutation
of one of these two sums. Further, ξ(a,b,c) is the only term that can occur as a summand in both
these sums, because if ξ(a′,b′,c′) is another such term, then we must have a
′ = a and c′ = c and
thus b′ = b. It thus follows that if we add up all the classes obtained by permuting the subscripts
of
∑n−c
i=0 ξ(i,n−c−i,c) and
∑n−a
i=0 ξ(a,i,n−a−i), then all the permutations of ξ(a,b,c) cancel out, and
thus adding up all the 3K classes induced by B∗, B
′
∗ and B
′′
∗ gives zero. This follows since we
have seen that any ξ(a,b,c) occurs in exactly two of our summands, and that it is impossible
for two different terms to occur in the same two summands. Since c can be any odd number
less than n here this means we have one, and only one relation, giving the required total of
3K + 3+ 3K − 1 = 6K + 2. Note that we have not considered the case where one of a, b or c is
zero, but all such summands can be directly cancelled by the classes induced by inclusion from
A∗, A
′
∗ and A
′′
∗ .
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We now move on to n = 4K + 2. We know that here H+n (BV (2)) is of order 2
K , with
generators given by product classes ξ(a,n−a) with 3 ≤ a ≤ n − 3, a ≡ 3 mod 4. Applying A∗
straightaway gives the three classes ξ(a,n−a,0), ξ(a,0,n−a), ξ(0,a,n−a) for each a, and here B∗ simply
gives the three permutations of
∑n−a
i=0 ξ(a,i,n−a−i) for each a and thus we have already obtained
3K + 3K = 6K independent classes.
The number of generators obtained via inclusion grows linearly, and we know the kernel
dimensions grow quadratically. The way to generate the remaining manifolds is by using iterated
projective bundles of a vector bundle over a projective space, for example the manifold Y of
example 3.3.3. As we’ve seen, suitable choices of such bundles yield spin manifolds.
Proposition 3.5.2. Spin projective bundles can be constructed to give homology classes of the
form M(2i, 4j + 3, 4k + 3) ∈ H+∗ (BV (3)) with i, k ≥ 1 and j ≥ 0, and of the form M(2i, 4j +
1, 4k + 3) with i, j ≥ 1 and k ≥ 0. Further we can construct spin projective bundles to give us
classes of the form M(2, 3, 3) and M(4, 3, 3).
Proof. In dimensions n = 4K we can take the manifolds Y = Y n of Example 3.3.3 with funda-
mental classes M(4i, 4j + 1, n− 4i− 4j − 1), with i, j ≥ 1.
As a slight aside, we remark that we choose not to take j = 0 here. Indeed, calculation shows
that taking j = 0 produces homology classes in the span of those induced by inclusion via the
permutations of B∗ in Proposition 3.5.1. Thus combinatorially it is useful to think of the classes
induced by inclusion via B∗ as permutations of M(4i, 1, n − 4i− 1).
We can also take the following iterated bundle over RP4i+2.
Start with the bundle N = RP(γ14i+2 ⊕ (4j + 3)ε 7→ RP4i+2), and then take M =
RP(3L1 ⊗ L0 ⊕ L1 ⊕ L0 ⊕ (4K − 4i − 4j − 3)ε 7→ N), where again L1 is the canonical line
bundle over N , with t = w1(L1) and L0 is the pullback of the canonical line bundle over
RP
4i+2, with x = w1(L0). Note that the fibre RP
l−1 here must have dimension at least 7, where
l = n− 4i− 4j − 4.
Applying Theorem 3.3.1 we see that w1(N) = 0, w2(N) = xt, and thus w2(M) = xt+xt+
(4l
2
)
u2 =
0 so that M is indeed spin. Note that w(γ14i+2⊕ (4j+3)ε 7→ RP4i+2) = 1+x, and w(3L1⊗L0⊕
L1⊕L0⊕(4K−4i−4j−3)ε 7→ N) = 1+x2+xt+xt2+x4+t4+x3t+xt3+x4t+xt4+x3t2+x2t3
so that by Theorem 3.3.1 the cohomology ring of M is
H∗(M) = Z2[x, t, u]/(x
4i+3, t4j+4+xt4j+3, u4K−4i−4j−4+xtu4K−4i−4j−6+x2tu4K−4i−4j−7+
xt2u4K−4i−4j−7 + (x4 + t4 + x3t+ xt3)u4K−4i−4j−8 + (x4t+ xt4 + x3t2 + x2t3)u4K−4i−4j−9).
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We denote the image of the homology fundamental class in H+n (BV (3)) by M(4i+2, 4j+
3, n − 4i− 4j − 5).
We make analogous constructions in dimensions n = 4K + 2. Start with a bundle of
the form N = RP(3γ14i+2 ⊕ (4j + 3)ε 7→ RP4i+2). Then N is orientable, and we can consider
the bundle M = RP(L1 ⊗ L0 ⊕ L1 ⊕ L0 ⊕ (4K − 4i − 4j − 5))ε 7→ N). Much like above,
w2(N) = x
2 + t2 + xt = w2(L1 ⊗ L0 ⊕ L1 ⊕ L0 ⊕ (4k − 4i − 4j − 7)) so that M is indeed spin.
We can apply Theorem 3.3.1 again to see that such a bundle will have cohomology ring
H∗(M) = Z2[x, t, u]/(x
4i+3, t4j+6+xt4j+5+x2t4j+4+x3t4j+3, u4K−4i−4j−4+x2u4K−4i−4j−6+
t2u4K−4i−4j−6 + xtu4K−4i−4j−6 + x2tu4K−4i−4j−7 + xt2u4K−4i−4j−7),
and we again denote the image in homology by M(4i + 2, 4j + 5, n− 4i− 4j − 5).
Further, we can consider the bundle N = RP(3γ14i ⊕ (4j + 1)ε 7→ RP4i), and then take
M = RP(L1 ⊗ L0 ⊕ 3L1 ⊕ 3L0 ⊕ (4K − 4i − 4j − 5)ε 7→ N). Note again that the fibre RPl−1
here must have dimension at least 7, where l = n− 4i− 4j − 2.
Applying Theorem 3.3.1 we see that w1(N) = 0, w2(N) = xt, and thus w2(M) = xt+xt+
(4l
2
)
u2 =
0. Thus M is indeed spin, and its cohomology ring is given by
H∗(M) = Z2[x, t, u]/(x
4i+3, t4j+4+xt4j+3+x2t4j+2+x3t4j+1, u4K−4i−4j−4+xtu4K−4i−4j−6+
x2tu4K−4i−4j−7 + xt2u4K−4i−4j−7 + (x4 + t4 + x3t + xt3)u4K−4i−4j−8 + (x4t + xt4 + x3t2 +
x2t3)u4K−4i−4j−9),
and we denote the image of the homology fundamental class in H+n (BV (3)) by M(4i, 4j+3, n−
4i− 4j − 3).
Again as a slight aside, we observe that the circle bundle M = RP(γ14i+2 ⊕ ε 7→ RP4i+2)
is spin. This follows since H∗(M) = Z2[x, t]/(x
4i+3, t2 + xt) so that w2(M) = t
2 + xt =
0. So M × RPn−4i−3 is a positive scalar curvature manifold generating three permutations
of
∑4i+2
j=1 ξ(j,4i+3−j,4K+2−4i−3), but by Proposition 3.5.1 these classes are already induced by
inclusion. Combinatorially, it is helpful to think of these as giving three permutations of
M(4i+ 2, 1, n − 4i− 3) classes.
Finally we wish to construct triples of the form M(4i+ 2, 4j + 3, 3), and M(4i, 4j + 3, 3),
which the above constructions fail to give. For the former case, consider first the case (2, 3, 3).
Let τn denote the tangent bundle of RP
n and consider the bundle
N5 = RP(τ2 ⊕ 2ε 7→ RP2)
52
Then N is orientable since w1(N) = 2w1(RP
2)+2t = 0, and H∗(N) = Z2[x, t]/x
3, t4+xt3+x2t2.
Further, by construction, the tangent bundle of TN of N has a nowhere zero section since
w5(TN) = 0, so that we have a splitting TN = T ⊕ ε where T is a four dimensional bundle over
N . Thus we can simply consider M = RP(T 7→ N), which is an eight dimensional spin manifold
since w2(M) = w2(N) + w2(T ) +
(4
2
)
u2 = 2w2(N) = 0. Here u is the first Stiefel-Whitney class
of the canonical line bundle over M . Thus M is a spin iterated RP3 bundle over N , which is in
turn an RP3 bundle over RP2, thus giving a homology class of the form M(2, 3, 3) as required.
Similarly, for M(4, 3, 3), we can start with the bundle N7 = RP(γ14 ⊕ 3ε 7→ RP4), and
similarly calculate that w5(N) = w6(N) = w7(N) = 0 so that TN = T ⊕ 3ε has three sections
and then take M = RP(T 7→ N). Thus M will now be a spin manifold, which is an RP3 bundle
over N , which is in turn an RP3 bundle over RP4, giving a homology class of the formM(4, 3, 3)
as required.
Notice that the classes M(a, b, c) are realized as fundamental classes of manifoldsMn with
H∗(Mn) = Z2[x, t, u]/I for a suitably defined ideal I. The following lemma is then obvious by
dualising.
Lemma 3.5.3. If the class M(a, b, c) is realized as the fundamental class of a manifold Mn as
constructed above, then M(a, b, c) =
∑
ξ(A,B,C), where the (A,B,C) range over all triples such
that Hn(M) = Z2 < x
AtBuC >. In particular (a, b, c) is one such triple, and any such triple
must have A ≤ a and A + B ≤ a + b, since Mn is an RPc bundle over some manifold Nn−c,
which is in turn an RPb bundle over RPa.
For the cases M(4i+ 2, 4j + 3, 3), and M(4i, 4j + 3, 3) with i, j > 0 we need an algebraic
argument. Here the M(a, b, c) classes will not be constructed directly as fundamental classes of
manifolds, but rather by permuting the subscripts of the classes we already have.
Lemma 3.5.4. i)ξ(a−1,b+1,c) occurs as a summand of M(a, b, c), where M(a, b, c) is as above.
ii)ξ(n−8,3,5) occurs as a summand of M(n− 8, 5, 3), with n ≥ 10 even.
Proof. This is immediate from the cohomology rings of the manifolds we construct. For example
in dimensions n = 4k, we saw that the manifold Y of Example 3.3.3, which represented classes
of the form M(4i, 4j + 1, n− 4i− 4j − 1) has cohomology ring
H∗(Y ) = Z2[x, t, u]/(x
4i+1, t4j+2 + xt4j+1, uA+3 + x2uA+1 + t2uA+1 + xtuA+1 + x2tuA + xt2uA)
from which we see that x4iy4i+1 = x4i−1y4i+2 so that Hn(Y ) = Z2 < x
4it4j+1un−4i−4j−1 >=
Z2 < x
4i−1t4j+2un−4i−4j−1 >. Dualising thus gives that M(4i, 4j + 1, n − 4i − 4j − 1) =
ξ(4i,4j+1,n−4i−4j−1)+ ξ(4i−1,4j+2,n−4i−4j−1)+
∑
ξ(A,B,C), as required, where the sum is over other
triples (A,B,C) with A + B + C = n such that xAtBuC = x4it4j+1un−4i−4j−1 in H∗(Y ). The
other constructions giving us our M(a, b, c) classes can be dealt with in exactly the same way,
53
since we will always have xatb = xa−1tb+1 by construction, which proves the first part.
The second part is similar. If Xn is the manifold whose fundamental class isM(n−8, 5, 3),
then we knowH∗(X) = Z2[x, t, u]/I, where I can be read off from Example 3.3.3 and Proposition
3.5.2. In particular we always have:
u4 + x2u2 + t2u2 + xtu2 + x2tu+ xt2u = 0
Now Hn(X) = Z2 < x
n−8y5u3 >. Since X is an iterated bundle over RPn−8, we must have
xn−7 = 0. Thus we can use the above formula to deduce xn−8y3u5 = xn−8y5u3, so that the
claim follows.
Now, in order to produce a class of the form M(2i, 4j + 3, 3) with j ≥ 1, we consider the
classM(2i, 3, 4j+3). From Proposition 3.5.2 we know we can represent this class by a spin man-
ifold which is an iterated projective bundle, and we simply defineM(2i, 4j+3, 3) as the class ob-
tained by switching the last two subscript factors. Namely, if we haveM(2i, 3, 4j+3) =
∑
ξ(a,b,c)
for suitable triples (a, b, c) then M(2i, 4j + 3, 3) :=
∑
ξ(a,c,b). Any continuous map f : X → Y
between two spaces sends H+∗ (X) to H
+
∗ (Y ), so M(2i, 4j + 3, 3) ∈ H+∗ (BV (3)).
To obtainM(4i+2, 3, 3) classes with i ≥ 1, note that we can construct a manifold to represent the
classM(4, 4i+1, 3) which we know by Lemma 3.5.3 is of the form ξ(4,4i+1,3)+ξ(3,4i+2,3)+
∑
ξ(a,b,c)
for suitable other triples (a, b, c). Thus we can simply define M(4i + 2, 3, 3) as the class
obtained from M(4, 4i + 1, 3) by permuting the first two factors, so that M(4i + 2, 3, 3) =
ξ(4i+2,3,3) + ξ(4i+1,4,3) +
∑
ξ(b,a,c).
We would like to argue similarly to defineM(4i, 3, 3) for i ≥ 2, namely by sayingM(4, 4i−
1, 3) = ξ(4,4i−1,3) + ξ(3,4i,3) +
∑
ξ(a,b,c) and then taking the permutation swapping the first
two subscript factors. However, M(4, 4i − 1, 3) is itself defined by permuting the last two
subscript factors of M(4, 3, 4i − 1) and so this does not work. Instead we simply consider
M(2, 4i + 1, 3) = ξ(2,4i+1,3) +
∑
ξ(a,b,c). The manifold representing this class is an iterated RP
3
bundle over a manifold which is an RP4i+1 bundle over RP2, and thus it follows that ξ(3,4i,3) is
not a summand of M(2, 4i + 1, 3). Nevertheless, we define M(4i, 3, 3) as the class obtained by
permuting the first two subscripts of M(2, 4i + 1, 3). Thus M(4i, 3, 3) = ξ(4i+1,2,3) +
∑
ξ(b,a,c)
for suitable triples (b, a, c). Thus M(4i, 3, 3) gives us the class ξ(4i+1,2,3) as a summand, which
does not appear as a summand in the other M(a, b, c) classes (see Lemma 3.5.6 below).
We will show that the four sets of M(a, b, c) generators will suffice together with inclusion
from the V (2) subgroups. The M(a, b, c) are parametrized by four sets of triples of natural
numbers (a, b, c), and the explicit constructions of these manifolds tell us directly which triples
we can count.
The plan will be to first argue that the M(a, b, c) classes are all independent. The key to the
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combinatorics is to remember that we are thinking of M(a, b, c) as being the fundamental class
of a manifold Y n which is an RPc bundle over some manifold which is in turn an RPb bundle
over RPa.
We always have H∗(Y ) = Z2[x, t, u]/I for a suitable ideal I, and thus we have M(a, b, c) =∑
ξ(A,B,C), where the (A,B,C) are all triples such that H
n(Y ) = Z2 < x
AtBuC >. Further,
since Y n is an RPc bundle over some manifold X which is in turn an RPb bundle over RPa,
we must always have A ≤ a (since xA+1 = 0) and A + B ≤ n − c (since X has dimension
a+ b = n− c). Thus if we have M(a, b, c) and M(a′, b′, c′) with, for example a > a′, then ξ(a,b,c)
can not occur as a summand of M(a′, b′, c′) because this is the fundamental class of a manifold
which is an iterated bundle over RPa
′
, so that any summand ξ(A,B,C) of M(a
′, b′, c′) must have
A′ ≤ a′ < a. Thus in order to cancel ξ(a,b,c), we must have to consider some other M(d, e, f)
class with d ≥ a, but then we can argue the same way for the pairs (a, b, c) and (d, e, f), and
eventually we will run out of triples.
The other cases, including those M(a, b, c) defined as permutations, are dealt with similarly, see
Lemma 3.5.7. We can then use similar reasoning to see independence from classes induced from
V (2).
Before giving a general argument, we work through a couple of example dimensions to give an
idea of the general pattern.
Example 3.5.5. n = 8:
The third local cohomology here is a Z2 vector space of order 2
15, so we will produce 15
independent classes in the ordinary homology of BV (3), represented by positive scalar curvature
spin manifolds.
Firstly we can include from V (2) subgroups, where we had the classes ξ(7,1), ξ(1,7), both rep-
resented by RP7 × RP1, and ξ(3,5) + ξ(5,3) represented by the manifold M(5,5) described in the
previous section. In the notation of Proposition 3.5.1, it follows immediately that applying A∗ to
these classes gives the classes ξ(7,1,0), ξ(1,7,0), ξ(3,5,0) + ξ(5,3,0) in H
+
8 (BV (3)), along with all their
permutations, namely ξ(7,0,1), ξ(1,0,7), ξ(0,7,1), ξ(0,1,7), ξ(3,0,5)+ ξ(5,0,3) and ξ(0,3,5)+ ξ(0,5,3), which is
a total of nine classes.
We can also apply B∗ to ξ(7,1) to obtain the classes
∑7
i=1 ξ(1,i,7−i), and applying B
′
∗ and B
′′
∗
yields the permutations
∑7
i=1 ξ(i,1,7−i) and
∑7
i=1 ξ(i,7−i,1). Similarly, for ξ(3,5) + ξ(5,3) we obtain
the classes
∑3
i=1 ξ(5,3−i,i) +
∑5
i=1 ξ(3,5−i,i) and its permutations
∑3
i=1 ξ(3−i,5,i) +
∑5
i=1 ξ(5−i,3,i)
and
∑3
i=1 ξ(3−i,i,5) +
∑5
i=1 ξ(5−i,i,3).
It is easy to then check (Proposition 3.5.1) that there is precisely one relation between these
six classes, namely that they add up to zero, so that we have 14 of the 15 classes needed. The
last class is obtained by the M(2, 3, 3) construction given above. We let τn denote the tangent
bundle of RPn and consider the bundle
N5 = RP(τ2 ⊕ 2ε 7→ RP2)
Then N is orientable, and H∗(N) = Z2[x, t]/x
3, t4+xt3+x2t2, and further, by construction, the
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tangent bundle of TN of N has a nowhere zero section, so that we have a splitting TN = T ⊕ ε
where T is a four dimensional bundle over N . Then take M = RP(T 7→ N), which is an eight
dimensional spin manifold, with
H∗(M) = Z2[x, t, u]/x
3, t4 + xt3 + x2t2, u4 + x2u2 + xtu2 + x2tu
Dualising then gives the image of the fundamental class [M ] → M(2, 3, 3) = ξ(2,3,3) + ξ(1,4,3) +
ξ(1,2,5) which is independent of those above, giving the required extra class.
Example 3.5.6. n = 10:
The third local cohomology here is a Z2 vector space of order 2
14, and we will produce 14
independent classes in the ordinary homology. The generators for V (2) are ξ(7,3) and ξ(3,7), both
coming from RP7×RP3. Applying A∗ again gives six permutations of ξ(7,0,3), and three each of∑7
i=1 ξ(3,i,7−i) and
∑3
i=1 ξ(7,i,3−i). This gives twelve independent classes, and the remaining two
may be chosen to beM(2, 5, 3) = ξ(2,5,3)+· · · andM(4, 3, 3) = ξ(4,3,3)+· · · , which we constructed
in Proposition 3.5.2. These are independent of each other because if ξ(a,b,c) is a summand of
M(2, 5, 3) then a ≤ 2 so that the ξ(4,3,3) summand of M(4, 3, 3) can not be cancelled by any
summand of M(2, 5, 3). Similarly, the six classes ξ(5,3,2), ξ(3,5,2), ξ(5,2,3), ξ(7,1,2), ξ(7,2,1) and ξ(1,7,2)
are summands of each of the permutations of
∑7
i=1 ξ(3,i,7−i) and
∑3
i=1 ξ(7,i,3−i). By Lemma 3.5.2
these can not be cancelled by any summand ofM(2, 5, 3) orM(4, 3, 3), from which it follows that
these classes are independent of those induced from V (2), giving us the required 14 independent
classes.
We now move on to the general even dimensional case, arguing along the same lines. Note
that in even dimensions there are no first local cohomology classes detected in periodic K-theory,
so as above, we directly produce sufficiently many classes in ordinary homology. The first step
is to convince ourselves that the M(a, b, c) classes we have constructed form an indpendent set.
Note that in dimension n, we have such a class for any triple of natural numbers (a, b, c), with
a even, 3 ≤ b odd, c ≡ 3 mod 4, and a+ b+ c = n.
Lemma 3.5.7. The M(a, b, c) classes form a linearly independent set in H+n (BV (3)).
Proof. First suppose that either b ≡ 1 mod 4 or c 6= 3. Then we have seen that we can construct
M(a, b, c) directly as the fundamental class of some manifold Y n, with n = a+b+c andH∗(Y ) =
Z2[x, t, u]/I, where I is an ideal. By dualising it follows that M(a, b, c) = ξ(a,b,c) +
∑
ξ(A,B,C),
where the sum is over all other triples (A,B,C) such that Hn(Y ) = Z2 < x
AtBuC >. Since
Y was constructed as an RPc bundle over a manifold X which was in turn an RPb bundle over
RP
a, we must have A ≤ a and A + B ≤ a + b. This also applies to the classes M(2, 3, 3) and
M(4, 3, 3) which we represented explicitly as fundamental classes of manifolds.
If 7 ≤ b ≡ 3 mod 4 and c = 3 then we defined M(a, b, c) by taking a suitable permutation of
the subscripts of the class M(a, c, b) which we directly constructed as the fundamental class of a
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manifold Y n, with H∗(Y ) = Z2[x, t, u]/I again. We chose the permutation so that M(a, b, c) =
ξ(a,b,c) +
∑
ξ(A,B,C), where the sum is over all other triples (A,B,C) such that H
n(Y ) = Z2 <
xAtCuB > .
Finally if we have a > 4 and b = c = 3 then if a ≡ 2 mod 4 thenM(a, 3, 3) = ξ(a,3,3)+
∑
ξ(A,B,C),
for suitable triples (A,B,C) having in particular A ≤ a and A+C ≤ a+ 3. On the other hand
if a ≡ 0 mod 4, then we had M(a, 3, 3) = ξ(a+1,2,3) +
∑
ξ(A,B,C).
Now if we have classesM(a, b, c) andM(a′, b′, c′) coming from two distinct triples with a+b+c =
n = a′ + b′ + c′, then without loss of generality we can assume a > a′ or a = a′ and b > b′. In
either case, by construction, ξ(a,b,c) is a summand of M(a, b, c) but not of M(a
′, b′, c′), except if
a = n− 6 and n ≡ 2 mod 4, in which case (a, b, c) = (n− 6, 3, 3) and in this case ξ(n−5,2,3) is a
summand of M(n− 6, 3, 3) but not of M(a′, b′, c′).
Thus any linear relation must involve a third class, say M(d, e, f), and we can now apply the
same argument to the triples (a, b, c) and (d, e, f) to deduce a relation must involve yet another
triple. Since we must have d ≥ a, we either have d > a, or d = a and b < e. Since either the
first subscript or the sum of the first two subscripts must increase, we deduce by induction that
this argument applies to all the M(a, b, c) classes, so that there are no linear relations.
We will now to combine our M(a, b, c) classes with those induced by inclusion to check
that we have sufficiently many classes. We will show that there are no relations between the
M(a, b, c) classes and those induced by inclusion. The method is to rule out the possibility of a
relation with specific homology classes induced by inclusion. Like in the proof of Lemma 3.5.7,
this may be done by singling out particular classes that can not be cancelled. This enables us to
deduce recursively that any linear relation must include more classes than we initially started
with, and we can then repeat the argument until we have no classes left. The GLR conjecture
for V (3) in even dimensions follows immediately from the following proposition.
Proposition 3.5.8. Iterated projective bundles realize all the Bott torsion in ko∗(BV (3)) in
even dimensions.
Proof. Consider first the case n = 4k + 2. The kernel dimension is k2 + 5k. We have seen that
inclusion from V (2) gives us at least 6k classes, leaving us needing k2 − k more.
We count the number of M(a, b, c) generators described above. If a ≡ 2 mod 4, then we can
choose any b ≡ 1 mod 4, 5 ≤ b ≤ n − 3 − a to get an M(a, b, n − a − b) class represented by a
spin manifold. There are k − 1 choices of b for a = 2, k − 2 for a = 6 and so on, giving a total
of
∑k
i=1(k − i) =
∑k−1
i=1 i = k(k − 1)/2.
On the other hand if a ≡ 0 mod 4, we can again choose any b ≡ 3 mod 4, 3 ≤ b ≤ n − 3 − a,
so that the total here is
∑k
i=1(k − i) =
∑k−2
i=1 i = k(k − 1)/2.
Adding these up gives k2 − k just as required.
We know these M(a, b, c) classes are independent of each other, and we claim that they are
independent of the classes induced from V (2) also. Recall that these are explicitly given by the
permuting the subscripts of ξ(a,n−a,0) and S
1
a :=
∑n−a−1
i=1 ξ(a,n−a−i,i), with a ≡ 3 mod 4 and
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3 ≤ a ≤ n− 3. Here Sia means the class obtained by permuting the subscripts of S1a to have the
a in the i-th position. So S2a :=
∑n−a−1
i=1 ξ(n−a−i,a,i) and similarly S
3
a :=
∑n−a−1
i=1 ξ(n−a−i,i,a). So
for Sia we just put the fixed value a in the i−th position, and take the sum over all such classes
in a fixed dimension n. Thus the subscript denotes the value of the fixed co-ordinate, and the
superscript its position . To get a feel for the combinatorics, it is useful to think of S3a as giving
us a class of the form M(n−a− 1, 1, a), and the Sia as the class obtained by suitably permuting
the subscripts (compare Proposition 3.5.2).
No combination of theM(a, b, c) classes are in the span of any of the Sin−3. This is immediate be-
cause a ≥ 2, b ≥ 3 and ξ(a,b,c) is a summand of M(a, b, c) (ξ(a+1,2,3) in the case of M(n−6, 3, 3)),
and S1n−3 = ξ(n−3,1,2) + ξ(n−3,2,1), and similarly for S
2
n−3, S
3
n−3. Further, the same is true for
Si3, because these contain ξ(n−7,4,3), ξ(n−7,3,4), ξ(3,n−5,2) as summands for i = 3, 2, 1 respectively.
These classes can not be cancelled by any of the M(a, b, c) classes constructed directly as funda-
mental clases of manifolds, because we always have a ≤ n− 5 and a+ b ≤ n− 3. It follows that
the first two can only be cancelled by M(n− 6, 3, 3), but this is obtained from M(2, n− 5, 3) by
swapping the first and second subscripts, which means if ξ(A,B,C) is a summand of M(n−6, 3, 3)
then B ≤ 2. The last class ξ(3,n−5,2) can only be cancelled by some class M(4A, 4B + 3, 3)
with A ≥ 1, but then we would have to cancel the ξ(4A,4B+3,3) term that is a summand of
M(4A, 4B + 3, 3). This would have to be done by a class M(D,E,F ) with D > 4A, and thus
induction and Lemma 3.5.7 tell us there can be no linear relation. Note that these observations
already suffice for the case n = 10.
Thus we are left to consider if some combination of our M(a, b, c) classes is in the span of the
Sia, with 7 ≤ a ≤ n− 7.
So consider the class M(4A, 4B + 3, 4C + 3), with A ≥ 1 and B,C ≥ 0. If C = 0, then by the
above remarks, if some combination M(4A, 4B + 3, 4C + 3) +
∑
M(a, b, c) for suitable triples
(a, b, c) is the same as some class x induced by inclusion (meaning if there is some linear depen-
dence), then we can deduce S24B+3 is a summand of x. However ξ(4A+1,4B+3,2) is a summand of
S24B+3, and it is clear that this class cannot be cancelled by any of the other S
i
a.
Since 4A + 1 + 4B + 3 = n − 2 it also can not be cancelled by any M(a, b, c) that we defined
as the fundamental class of a manifold which was an RPN bundle with N ≥ 3. Thus the only
possibilities are the permutation classes M(n − 6, 3, 3) and M(n − 4k − 2, 4l + 3, 3) with k ≥ 2
and l ≥ 1. NowM(n−6, 3, 3) was defined by permuting the first two subscripts ofM(2, n−5, 3),
but any summand ξ(a,b,c) of this class must have a + b ≤ n − 3, and thus the same is true for
M(n− 6, 3, 3).
This leaves the possibility of M(n− 4k− 2, 4l+3, 3) with k ≥ 2 and l ≥ 1, which was defined by
permuting the last two subscripts of the class M(n− 4k − 2, 3, 4l + 3). If ξ(4A+1,4B+3,2) were to
cancel, then we must have n− 4k− 2− 4A+1 ≥ 3 and thus l < B. This leaves us now needing
to cancel ξ(n−4k−2,4l+3,3), but repeating the above argument means we reach the B = 0 case by
induction, which we have already dealt with.
If C ≥ 1, then proceeding as above we would deduce that either S24B+3 or S24C+3 is a summand
of x. In the former case, just like above we observe that ξ(n−4B−5,4B+3,2) is a summand of
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S24B+3 and apply the same argument. In the latter case, we similarly note that ξ(n−4C−5,2,4C+3)
is a summand of S34C+3. This can only occur as a summand of some M(a, b, 4D + 3) with
a > n− 4C − 5, b ≥ 3 and thus D < C. Proceeding inductively we reach the C = 0 case again.
Now take the case M(4A+2, 4B+5, 4C+3) with A,B,C ≥ 0. The C = 0 case is dealt with the
same way, and so like above we deduce there is a linearly dependent class x with a summand
S34C+3. Again ξ(n−4C−5,2,4C+3) is a summand of S
3
4C+3, and exactly as above, this can only occur
as a summand of some M(a, b, 4D + 3) with a > n − 4C − 5, b ≥ 3 and thus D < C, so that
induction reduces the problem to the C = 0 case.
Thus the M(a, b, c) classes must be independent of the Sia classes. Independence from the
ξ(a,n−a,0) classes and those obtained by permuting subscripts is immediate, and thus we have
realized sufficiently many classes.
Now consider the case n = 4k. Here the kernel dimension is k2 +4k + 3 of which we have
shown 6k + 2 is induced from V (2), leaving k2 − 2k + 1. Just as above, we can count. Classes
M(a, b, c) with a ≡ 0 mod 4 may be counted for any b with ≤ b ≡ 1 mod 4, 5 ≤ b ≤ n− 3− a
again giving
∑k
i=1(k − i− 1) = (k − 2)(k − 1)/2.
On the other hand, for a ≡ 2 mod 4 we can choose any b with b ≡ 3 mod 4, 3 ≤ b ≤ n− 3− a,
which is again k(k − 1)/2, so that adding up gives (k − 1)2 as required.
The independence argument is similar. The classes induced by inclusion here are explicitly given
by the ξ(1,n−1,0), permuting the subscripts of which gives six classes, the three classes obtained
by permuting the subscripts of Si1 of the sum S
1
1 :=
∑n−1
i=1 ξ(1,n−1−i,i) and the three permutations
of S1a :=
∑n−a−1
i=1 ξ(a,n−a−i,i)+
∑n−a−3
i=1 ξ(a+2,n−a−2−i,i), with 3 ≤ a ≡ 3 mod 4. We have exactly
one relation, which is that adding up all of the Sia and the S
i
1 gives zero. Again, it is useful to
think of S3a as giving us a class of the form M(n− a− 1, 1, a), and the Sia as the class obtained
by suitably permuting the subscripts.
Again, we first rule out relations with the Si3. Observe that the S
2
3 contains ξ(n−5,3,2) as a
summands. These can not be cancelled by any of our M(a, b, c) classes because the only one
that could cancel it is M(n − 6, 3, 3) = ∑ ξ(a,b,c), but here any admissible triple (a, b, c) must
always have a+ b ≤ n−3, since the class is defined by permuting the first and second subscripts
of M(4, n − 5, 3).
For S33 , we observe that ξ(n−8,5,3) is a summand which can only be cancelled by (a summand of)
M(n− 8, 5, 3), and Lemma 3.5.4 shows that ξ(n−8,3,5) is a summand of M(n− 8, 5, 3), and this
can not be cancelled by a summand of S33 or any of the other M(a, b, c) classes. Indeed, the only
class that could cancel ξ(n−8,3,5) is M(n − 6, 3, 3), which is defined by permuting the first two
subscripts of each summand of M(4, n− 7, 3). This is the fundamental class of a manifold Y as
in Example 3.3.3, and from there we can easily see that x3yn−8z5 = 0 in Hn(Y ). Thus ξ(3,n−8,5)
is not a summand of M(4, n − 7, 3) so that ξ(n−8,3,5) is not a summand of M(n− 6, 3, 3).
Thus the only possibility is that some collection of the M(a, b, c) classes sum up to S13 , but this
is impossible since summing up any collection of the M(a, b, c) classes gives us a sum
∑
ξ(A,B,C)
for suitable triples (A,B,C), and by their construction at least one such admissible triple must
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have the first subscript A even.
Now start with the class M(4A + 2, 4B + 3, 4C + 3), with A,B,C ≥ 0, and suppose M(4A +
2, 4B + 3, 4C + 3) +
∑
M(D,E,F ) is a linearly dependent class for some collection of triples
(D,E,F ). By the above remark we only need to consider the cases B ≥ 1 and C ≥ 1. Much like
before, the former case implies a relation with a class x = S24B+3 + · · · . Now ξ(n−4B−5,4B+3,2) is
a summand of S24B+3, and it is clear that this class cannot be cancelled by any of the M(a, b, c).
Thus S1n−4B−5 must also be a summand of x. Now ξ(n−4B−5,4B+4,1) is a summand of S
1
n−4B−5,
and thus S31 must also be a summand of x, and so on. Repeating the argument inductively, we
can check that all the Sia must occur as summands of x.
However, adding up all of the Sia gives zero, and thus there than be no linear relation, since
otherwise the M(a, b, c) classes would be linearly dependent, contradicting Lemma 3.5.7.
On the other hand if x = S34C+3+ · · · , then we know ξ(n−4B−5,2,4C+3) is a summand of S34C+3. If
this is realised by some class M(a, b, 4D+3) we must have D < C, so that inductively we reach
C = 0 again. Alternately S1n−4B−5 must also be a summand of x, and the argument proceeds
as above.
Finally take the case ofM(4A, 4B+1, 4C+3), with A,B ≥ 1, C ≥ 0. Any possible relations with
S34C+3 are dealt with as above, and so it suffices to consider relations with classes of the form
x = S24B+1 + · · · . However ξ(n−4B−2,4B+1,1) is a summand which can not be cancelled out by
an M(a, b, c). Again S31 must also be a summand of x, and repeating the argument inductively
again implies that all the Sia must occur as summands of x.
The odd dimensional case is a little easier, but if n = 4k − 1 we have to be careful to
ensure that the classes we generate are distinct from those detected in periodic K-theory. This
can again be done by explicitly calculating the images in Z2 homology. The classes detected
in periodic K-theory are the ko− fundamental classes of real projective spaces RP4k−1x , induced
by the maps RP11x → B < x >→֒ BV (3), where < x > is any cyclic subgroup of V (3). We
will see that these classes also map non-trivially to the ordinary homology, and their images are
in fact independent of those classes obtained by our projective bundle constructions. By the
following trivial algebraic lemma, it will then follow that all of ko4k−1(BV (3)) is spanned by
ko−fundamental classes of positive scalar curvature spin manifolds.
Lemma 3.5.9. Let A be a finite abelian 2−group and a1, · · · , ar ∈ A. If the classes b1, · · · , br ∈
A/2A, with bi = ai reduced modulo 2, span A/2A, then a1, · · · , ar span A.
We again start by giving a couple of example dimensions.
Example 3.5.10. n = 11:
The kernel dimension in third local cohomology is 8, and we start by taking RP1×RP3×
RP
7, whose image in homology will be ξ(1,3,7), and it is clear that the six permutations give us
six generators for our kernel.
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Next we take RP3 × M(5,5). This gives us ξ(3,3,5) + ξ(3,5,3). The reverse M(5,5) × RP3 gives
ξ(5,3,3)+ ξ(3,5,3), while the middle permutation M5,3,5 gives ξ(3,3,5)+ ξ(5,3,3), and it is thus imme-
diate that [RP3×M(5,5)]+ [M(5,5)×RP3] = [M5,3,5], giving us a kernel dimension of 6+3−1 = 8
as required.
As we have seen, the classes in first local cohomology are detected by the eta invariant,
and represented by the ko−fundamental classes of real projective spaces RP11x , induced by the
maps RP11x → B < x >→֒ BV (3), where < x > is any cyclic subgroup of V (3). Using
Proposition 3.5.1 and Lemma 3.4.3, it is easy to calculate the images of these seven classes
in H∗(BV (3);Z2) explicitly. Indeed, in the notation of the Proposition, inclusion via A∗ gives
the three classes ξ(11,0,0), ξ(0,11,0) and ξ(0,0,11). Inclusion using B∗ gives the three permutations
of the sum Σa+b=11ξ(a,b,0), while the diagonal inclusion C∗ simply gives Σa+b+c=11ξ(a,b,c). The
presence of summands ξ(a,b,c) with two out of a, b, c even immediately tells us that these classes
are all independent of the 8 we gave above, so that by Lemma 3.5.9, we have spanned all of
ko11(BV (3)).
Example 3.5.11. n = 13:
The kernel dimension is 13, and we first consider RP1×RP1×RP11 which maps to ξ(1,1,11).
Similarly RP3×RP3×RP7 maps to ξ(3,3,7), so permuting clearly gives us 6 independent elements.
Next we can take RP1 ×M(5,9) which maps to ξ(1,5,7) + ξ(1,3,9). Permutations of this are inde-
pendent, so we get 6 more elements.
Finally we have M(5,5,5), which, like in the rank 2 case, can be viewed as dual to w2 inside
RP
5 × RP5 × RP5. The fundamental class of this manifold maps to ξ(5,3,5) + ξ(5,5,3) + ξ(3,5,5)
which gives us the last of the 13 generators needed. Much like for V (2), we can realize this
homology class by an appropriate projective bundle.
We now give the general argument for odd dimensions. Proposition 3.5.8 together with
the following result then imply the GLR conjecture for V (3) immediately.
Proposition 3.5.12. Iterated projective bundles realize all the Bott torsion in ko∗(BV (3)) in
odd dimensions.
Proof. Consider first the case of manifolds with dimension n = 4k + 1:
The dimensions of the kernels in the first few dimensions are 3,7,13,21 and so on. More generally,
for n = 4k + 1 the kernel dimension is 1 +
∑k
i=1 2i = 1 + k + k
2 [12]. We shall now explicitly
generate this kernel.
1. By permuting the subscripts we get 3 generators via RP4k−1 × RP1 × RP1.
2. We also have generators of the form RPa×RPb×RPc where a, b, c ≡ 3 mod 4 and a+b+c =
4k + 1. Writing a = 4A+ 3 (A ∈ N0) and so forth we have 4A+ 3+ 4B + 3+ 4C + 3 = 4K + 1
which reduces to A+B+C = K− 2. It is easy to check that this gives us k(k− 1)/2 manifolds.
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3. Let M(a,b) →֒ RPa × RPb denote the submanifold dual to the second Stiefel-Whitney class,
as in the previous section. We can consider manifolds of the form RP1 ×M(a,b) with a, b ≡ 1
mod 4, a, b ≥ 5. Fixing RP1 clearly gives k − 1 of these, so permuting gives a total of 3(k − 1)
manifolds.
4. Finally we can consider M(a,b,c) →֒ RPa × RPb × RPc defined as before, dual to the second
Stiefel-Whitney class. Here we need a+ b+ c = 4k + 3, a, b, c ≡ 1 mod 4 and all of a, b, c ≥ 5.
This reduces to triples {(A,B,C) ∈ (N)3|A+B + C = k} of which there are (k − 1)(k − 2)/2 .
Adding up the number of generators described gives 3+k(k−1)/2+3(k−1)+(k−1)(k−2)/2 =
1 + k + k2 as required.
Before we consider independence of these classes, we remark that analogous to the rank 2 case,
we can alternatively describe theM(a,b,c) manifolds as projective bundles, this time over products
of projective spaces. Explicitly we can write down spin manifolds by
RP(2La ⊕ 2Lb ⊕ (c− 5)ε→ RPa × RPb)
Where La and Lb denote the pullbacks via projection of the canonical line bundles over RP
a and
RP
b respectively. Entirely analogous constructions give us a spin RPa bundle over RPb × RPc
and an RPb bundle over RPa ×RPc. A calculation similar to lemma 3.4.2 confirms that we can
view the fundamental class ofM(a,b,c) →֒ RPa×RPb×RPc dual to w2 as the appropriate generator.
We now return to the linear independence. There are no classes on the E∞ page in first
local cohomology, so it will suffice to see that the images of the fundamental classes of these
manifolds are all linearly independent in the mod 2 homology of BV (3). To this end we again
denote by ξ(a,b,c) ∈ Ha+b+c(BV (3)) the homology element dual to xaybzc ∈ Ha+b+c(BV (3))
where x, y, z are the three cohomology generators.
It is then immediate that RPa×RPb×RPc maps independently to ξ(a,b,c) ensuring that the gen-
erators from 1. and 2. are independent. Further, we have [Ma,b] = ξa−2,b + ξa,b−2 meaning the
generators in 3. map to ξ(a,b−2,1)+ξ(a−2,b,1) and its two permutations, namely ξ(a,1,b−2)+ξ(a−2,1,b)
and ξ(1,a,b−2) + ξ(1,a−2,b).
These classes are independent from those obtained from products of three projective spaces,
since 5 ≤ a, b ≡ 1 mod 4, and the classes obtained by products are all obtained from ξ(4k−1,1,1)
and ξ(a,b,c) with a, b, c all 3 mod 4, via permuting subscripts. Similarly we conclude [Ma,b,c] =
ξ(a−2,b,c)+ ξ(a,b−2,c)+ ξ(a,b,c−2) which is again independent since 5 ≤ a, b, c ≡ 1 mod 4, and none
of the earlier classes included triples with two terms that were both at least 5 and both 1 mod 4,
that is, any terms of the form ξ(a,b,c−2) with 5 ≤ a, b, c ≡ 1 mod 4. Thus all our generators are
independent, which completes the proof in this case.
We now consider the case n = 4k + 3. The kernel dimensions here are 3, 8, 15, 24 and so
forth. For general n = 4k + 3 the kernel dimension is
∑k
i=1 2i + 1 = 2k + k
2, and we again
explicitly generate the kernel:
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1. We have products RPa × RPb × RPc, each spin. and a + b + c = 4k + 3. However this
immediately implies that, relabeling if needed, a = 1 and b, c ≡ 3 mod 4, giving a total of 3k
generators after counting permutations.
2. Products RPa ×M(b,c) with 5 ≤ b, c ≡ 1 mod 4 which implies a ≡ 3 mod 4. So we have
4A + 3 + 4B + 1 + 4C + 1 = 4k + 5 and therefore A + B + C = k, with B,C ≥ 1 and A ≥ 0.
Counting gives (k− 1)(k− 2)/2 + (k− 1) possible choices of triples (A,B,C). The fundamental
class [RPa ×M(b,c)] maps to ξ(a,b−2,c) + ξ(a,b,c−2). Taking permutations also gives the classes
ξ(b−2,a,c)+ ξ(b,a,c−2) and ξ(b−2,c,a)+ ξ(b,c−2,a) which means we have a total of 3k(k− 1)/2 classes.
Now our total number of generators is 3k+3k(k−1)/2. Subtracting the kernel dimension 2k+k2
from this gives us k(k − 1)/2. So it suffices to show that there are exactly these many relations
between the images of the fundamental classes of these manifolds in the mod 2 homology of
BV (3).
As before, the images of RP1×RPb×RPc (and permutations) are mutually independent. Observe
that [RPa ×M(b,c)] = ξ(a,b,c−2) + ξ(a,b−2,c). Since a, c − 2 ≡ 3 mod 4, the class ξ(a,b,c−2) can
only appear as a summand in the fundamental class of one other manifold, namely [M(a+2,b) ×
RP
c−2] = ξ(a,b,c−2) + ξ(a+2,b−2,c−2). Adding these two together gives us ξ(a,b−2,c) + ξ(a+2,b−2,c−2),
which is exactly [Ma+2,b−2,c] by which we mean the permutation of M(a+2,c) × RPb−2 obtained
by putting RPb−2 in the middle.
Explicitly we have
[RPa ×M(b,c)] = ξ(a,b,c−2) + ξ(a,b−2,c)
[M(a+2,b) × RPc−2] = ξ(a,b,c−2) + ξ(a+2,b−2,c−2)
[M(a+2,c) × RPb] = [Ma+2,b−2,c] = ξ(a,b−2,c) + ξ(a+2,b−2,c−2)
We started with an arbitrary fundamental class [RPa ×Mb,c] = ξ(a,b,c−2) + ξ(a,b−2,c), and saw
that ξ(a,b,c−2) (and by symmetry ξ(a,b−2,c)) appears as a summand in the fundamental class
of exactly one other manifold, and adding these two classes gave us a class we already had.
Thus we deduce there is exactly one relation for every three such manifolds, giving a total of
(3k(k − 1)/2)/3 = k(k − 1)/2 relations, exactly as required.
Finally since n = 4k− 1, there is a term in first local cohomology which is detected by inclusion
from cyclic subgroups using the eta invariant, and we must check that these classes are inde-
pendent from the ones we have just given. However, we can detect these in ordinary homology
also, and can proceed just like we did in Example 3.5.10, by using Proposition 3.5.1 and Lemma
3.4.3.
In the notation of Proposition 3.5.1, inclusion via A∗ gives the three classes ξ(n,0,0), ξ(0,n,0) and
ξ(0,0,n). Inclusion using B∗ gives the three permutations of the sum Σa+b=nξ(a,b,0), while the
diagonal inclusion C∗ simply gives Σa+b+c=nξ(a,b,c). The presence of summands ξ(a,b,c) with two
out of a, b, c even immediately tells us that these independent classes are all independent of the
ones we gave above, so that the conclusion follows from Lemma 3.5.9.
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Chapter 4
The Dihedral groups
4.1 Preliminaries
We start by recalling that the dihedral group D2N+2 is generated by a rotation of order 2
N+1 and
a reflection, and has presentation < ω, s|ω2N+1 = s2 = 1, sωs = ω−1 >. There are two maximal
dihedral subgroups D′ =< s, ω2 > and D′′ =< sω, ω2 > generated by even and odd conjugacy
classes of reflections, and one maximal cyclic subgroup < ω > of order 2N+1. There are three
non-trivial one-dimensional representations, with Kernel each of the three maximal subgroups,
and the remaining irreducible representations are of degree 2, and restrict from O(2), implying
that all representations are real. Here is the character table:
1 1 2(2N − 1) 2N 2N
ρ ω0 ω2N ωj(1 ≤ j ≤ 2N − 1) s ωs
1 = ρ0 1 1 1 1 1
ˆCN+1 = ωˆ 1 1 1 −1 −1
Dˆ′ = sˆ 1 1 (−1)j 1 −1
Dˆ′′ = ωˆs 1 1 (−1)j −1 1
σk(1 ≤ k ≤ 2N − 1) 2 2(−1)k 2cos( 2jkπ2N+1 ) 0 0
The cohomology ring H∗(D2N+2 ;Z2), for n ≥ 1, is given by Z2[α, β, δ]/αβ + β2, with
all three generators arising as Stiefel-Whitney classes of representations [19]. We have β =
w1(sˆ), α + β = w1(ωˆs), and δ = w2(σ1) is w2 of a natural two dimensional representation σk
with k odd. Note that β restricts to 0 on D′, and to α on D′′, meaning β = βN depends on
N , while α, δ restrict from O(2) and so do not. Note also that since the cohomology ring is
generated by Stiefel-Whitney classes of representations, we can calculate the restriction maps
to subgroups just by restricting representations, which is what we need to do in Section 4. The
Steenrod square action [19] is determined by Sq1(δ) = αδ.
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Further, the integral cohomology [19] is given by H∗(D2N+2 ;Z) = Z[a, b, c, d]/2a, 2b, 2c, 2
N+1d,
with |a| = |b| = 2, |c| = 3, |d| = 4.
4.2 ko calculations
In this section we will give a brief summary of the calculations in [12] for ko∗(BD) using the local
cohomology spectral sequence, in contrast to [23], where we use the Adams spectral sequence.
The methods and calculations sketched in this section may be found in their entirety in [12],
and to prove the Gromov-Lawson-Rosenberg conjecture for dihedral groups, we will use only
the results in [12] for ko∗(BD).
The method used is similar to that for the Klein 4-group V (2). Again there are exact sequences
0→ TO → ko∗(BD)→ QO → 0
0→ T → ko∗(BD)→ QO → 0
where TO is detected in ordinary cohomology, and QO and QO are the images in periodic real
and complex cohomology respectively. It can be shown that the submodule τ of η multiples
maps isomorphically to T/TO, so that we have an isomorphism
T ∼= TO ⊕ τ
Now the rank of D = D2N+2 is always 2, independent of N , but the number of conjugacy
classes keeps increasing. Thus it is much easier to understand the local cohomology of TO,
which is detected in ordinary cohomology independently of N , than it is of QO, for which the
representation theoretic calculations become increasingly complicated as N increases.
Indeed, calculation shows that
H∗I (TO) = H
2
I (TO)
∼= H2I (TOV (2))
so that, before considering differentials at least, the two-column of the local cohomology spectral
sequence for all dihedral groups is the same as for V (2). The Bockstein spectral sequence implies
that τ is in degrees 1, 2 mod 8, and that the local cohomology is all in cohomological degrees
0 and 1. By using a principal ideal again, the local cohomology may be calculated, see section
8.5 in [12], but we omit the details.
Finally, for QO, the first local cohomology is all in degrees 0 mod 4, and the orders of
these groups are not too difficult to calculate, just by viewing a generator of the principal ideal
as a map from the representation ring to itself, and considering its determinant, see section 8.5
in [12] again. The result is as follows:
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|HJ1(QO)8k| =
{
2(2N+12)k+2if k ≥ 0;
1if k ≤ −1;
|HJ1(QO)8k+4| =

2(2N+12)k+n+11if k ≥ 0;
2if k = −1;
1if k ≤ −2;
The precise structure is much harder to compute, and indeed [12] only provides an answer
for D8.
We now display the local cohomology spectral sequence for ko∗(BD8). This is indicative of the
general pattern, which we will describe, along with the differentials.
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degree(t)
H1J(QO)⊕H1J(τ) H0J(τ)⊕H0I (QO)H2J(TO)
where[n] := cyclic group of order n, 2r:= elementary abelian group of order r.
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤
d2
Next we consider differentials, and proceed much like we did for V (2). Since ko∗ is zero in neg-
ative degrees, and ko0 = Z, we have that the differentials d1 : H
1
−4 → H2−4 and d1 : H10 → H20
are isomorphisms, and the long differential d2 : H
0
1 → H22 is surjective, and thus has kernel 23.
Further,
Lemma 4.2.1. The differential d1 : H
1
4k → H24k has rank 3 for k ≥ 1.
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Proof. Comparison with the complex case [12] gives an upper bound of 3. To see that is attained,
we need only check that ko2(BD) ≤ 24 = H0J(τ)1, but this is immediate from the Atiyah-
Hirzebruch spectral sequence.
We now summarise these results, see [12], corollary 8.5.9.
Theorem 4.2.2. The ko−homology of BD2N+2 is given as follows. Here [2a] means cyclic of
order 2a, 2a means elementary abelian of rank a, and < 2a > means an undetermined group of
order 2a.
n kon(BD2N+2)
8k + 0 Z⊕ 2ak 2k − 2N − 2 ≤ ak ≤ 2k + 2N
8k + 1 2bk 2N − 1 ≤ bk ≤ 2 + 2N+1
8k + 2 2ck k + 4 ≤ ck ≤ 2k + 2N + 6
8k + 3 < 2dk > dk = 2
(2N+12)k+n+8
8k + 4 Z⊕ 2ek ek = 2k + 2
8k + 5 0
8k + 6 2fk fk = 2k + 1
8k + 7 < 2gk > gk = 2
(2N+12)(k+1)−1
Thus lots more information is required for the precise structure if the group, some of
which we give in [23]. However, a consequence of the calculations and the spectral sequence
we have displayed is that the second local cohomology H2 is the same for all the groups, and
the positions of the non-trivial H0 and H1 groups are the same. Further, in Proposition 4.4.2
we will explicitly construct spin manifolds of positive scalar curvature which are detected in
ordinary homology. These manifolds will then have independent ko−fundamental classes, and
the number of classes we obtain this way combined with taking the H1 and H2 parts and the
calculations in [12], then proves the following Proposition.
Proposition 4.2.3. With the ak, dk and gk as in Theorem 4.2.2, we have the following descrip-
tion of the kernel Ker(Ap):
n Ker(Ap) ⊂ kon(BD2N+2)
8k + 0 ≥ 8 k˜o8k(BD2N+2) = 2ak = 22k+1 ⊕ η(ko8k−1(BD2N+2))
8k + 1 η(k˜o8k(BD2N+2))
8k + 2 22k
8k + 3 < 2dk >= ko8k+3(BD2N+2)
8k + 4 22k+2 = k˜o8k+4(BD2N+2)
8k + 5 0 = ko8k+5(BD2N+2)
8k + 6 22k+1 = ko8k+6(BD2N+2)
8k + 7 < 2gk >= ko8k+7(BD2N+2)
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Thus we see that if we realize all of ko8k−1(BD2N+2) and k˜o8k(BD2N+2) by ko−fundamental
classes of positive scalar curvature spin manifolds, then we will have also verified the Gromov-
Lawson-Rosenberg conjecture in dimensions 8k and 8k + 1. This follows because multiplying
by η preserves the positive scalar curvature ideal, so that if ko8k−1(BD2N+2) and k˜o8k(BD2N+2)
are in ko+∗ (BD2N+2), then so are η(ko8k−1(BD2N+2)) and η(k˜o8k(BD2N+2)), regardless of their
orders.
Similarly, since (Ap) is injective on the H0 part, we do not need to know how much of the H0
part survives to the E∞ page for the purposes of the Gromov-Lawson-Rosenberg conjecture.
Thus, we can verify the conjecture even though the exact values of ak, bk and ck in Theorem
4.2.2 are not determined.
Further, calculations in [12] show that there are no more d1 differentials either. This
follows since d1 is induced by a connecting homomorphism from QO to T . In high enough
dimensions, there can be no more d2 differentials either, since otherwise using Theorem 1.5.2
there would be too few classes with non-trivial index. This combined with the eta invariant
calculations of the next section, imply that we can deduce considerably more information about
the groups ko∗(BD). Here Cl denotes the cyclic group of order l.
Theorem 4.2.4. The ko−homology of BD2N+2 is given as follows. Here [2a] means cyclic of
order 2a, 2a means elementary abelian of rank a, and < 2a > means an undetermined group of
order 2a. In dimensions 0, 1 and 2 mod 8 we assume k ≥ n− 1.
n kon(BD2N+2)
8k + 0 Z⊕ 2ak = Z⊕ η(ko8k−1(BD2N+2))⊕ 22k+1 ak = 2k + 2N
8k + 1 2bk = 22
N+3 ⊕ η(k˜o8k(BD2N+2)) bk = 2 + 2N+1
8k + 2 2ck = 22
N+3 ⊕ 22k ck = 2k + 2N + 3
8k + 3 < 2dk >= 2ko8k+3(RP
∞)⊕ (ko8k+3(BC2N+1)/Z2) dk = 2(2N+12)k+n+8
8k + 4 Z⊕ 2ek ek = 2k + 2
8k + 5 0
8k + 6 2fk fk = 2k + 1
8k + 7 < 2gk >== 2ko8k+7(RP
∞)⊕ (ko8k+7(BC2N+1)/Z2) gk = 2(2N+12)(k+1)−1
4.3 Lens spaces and the periodic part
From the character table in the previous section we can see that the three non-trivial one di-
mensional irreducible representations are denoted ωˆ, sˆω and sˆ, with kernels < ω >, < sω, ω2 >
and < s, ω2 > respectively. The two dimensional representations σm with 1 ≤ m ≤ 2N − 1
restrict to ρm ⊕ ρ2N+1−m on the maximal cyclic subgroup C2N+1 =< ω >, where as in chapter
2 we have ρi(ω) = ω
i. Further, all representations of the dihedral groups are real. We saw in
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chapter two that the eta invariant completely detects the connective k-theory of cyclic groups,
and so now we would like to use the methods of chapter 2 to show that inclusion from cyclic
subgroups detects all of Ker(A) ∩ Im(p) ⊂ KO∗(BD).
We know that |ko8k+3(BD2N+2)| = 2(2N+12)k+N+8, while |ko8k+7(BD2N+2)| = 2(2N+12)(k+1)−1.
We then have
Proposition 4.3.1. The images under inclusion of the fundamental classes of the cyclic lens
spaces X4i−1(l = 2N+1,−→a ) defined in chapter 2, together with those of the real projective spaces
RP
4i−1
s ,RP
4i−1
ωs , span all of ko4i−1(BD2N+2).
Here RP4i−1s and RP
4i−1
ωs are the ko∗ images of the compositions RP
4i−1 → B < s >→
BD2N+2 and RP
4i−1 → B < ωs >→ BD2N+2 respectively, where the first map is the classifying
map, and the second is induced by inclusion. We will first give some useful eta invariant
calculations, and the proof of the Proposition will then consist of putting these together. The
eta invariant calculations for cyclic groups given here will also appear in [48].
Lemma 4.3.2. Let 1 ≤ m ∈ Z and l = 2N+1. Then
a) η(L = L4j−1(l, (a1, · · · , a2j)))(ρ2m−1 − ρ0) has order 2N+2j ∈ R/Z.
b) Further, η(L)(ρm − ρ0) = η(L)(ρl−m − ρ0).
c) More generally, for K ∈ Z and m odd, 2η(L)(ρm − ρ0) has the same order in R/Z as
η(L)(ρm + ρm+2K − 2ρ0).
Proof. We introduce the notation A = (
∑2j
k=1 aj)/2. From Theorem 2.0.4, we need to consider
the sum ∑
16=λ∈Cl
λA(1− λ2m−1)
(1− λa1) · · · (1− λa2j )
It is useful in general to split these sums up. A simple way to give the idea of the proof
is to split up the sum: ∑
16=λ∈Cl
λA(1− λ2m−1)
(1− λa1) · · · (1− λa2j )
= (
(−1)A(2)
(2a1) · · · (2a2j )) + (
iA(1− i2m−1)
(1 − ia1) · · · (1− ia2j ) +
(−i)A(1− (−i)2m−1)
(1− (−i)a1) · · · (1− (−i)a2j )) + · · ·
by bracketing the λ = −1 term, the two λ = ±i terms, the four terms from λ = ω, ω3, ω5, ω7,
where ω = (1 + i)/
√
2 and so on, and then observing that each successive bracket has strictly
smaller order ∈ R/Z than the one preceding it.
We make an eta invariant calculation to prove a) for L4j−1(l = 2N+1, (1, · · · , 1)) and ρ1, and
the general case follows analogously. We use Theorem 2.0.4 and Lemma 2.1.2 again:
η(L4j−1(l = 2N+1, (1, · · · , 1)))(ρ1 − ρ0) = l−1
∑
16=λ∈Cl
−λ
j(1− λ)
(1− λ)2j
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= l−1
∑
16=λ∈Cl
− λ
j
(1− λ)2j−1
= 2−(N+2j) + l−1
∑
±16=λ∈Cl
−λ
j(1− λ)
(1− λ)2j
But now we claim the sum l−1
∑
±16=λ∈Cl
−λj(1−λ)
(1−λ)2j
can not have order greater than 2N+j . This
follows since if we write Cl =< ω >, then
l−1
∑
±16=λ∈Cl
−λ
j(1− λ)
(1− λ)2j = l
−1
∑
±16=λ∈{ω,··· ,ωl/2−1}
−2Re(λ
j(1− λ)
(1− λ)2j )
Where Re denotes the real part. Now argue by induction on j, claiming no term in the summand
has order 2N+2j ,starting at j = 1, and say λ = x+ iy ∈ C, |λ| = 1. Then we are considering
λ/(1 − λ) = 1/(1 − λ)− 1 = − (1− x) + iy
(1− x)2 + y2 − 1
which has real part −1/2 since x2 + y2 = 1, so that there is no term of order 2N+2 or more
(remember λ = −1 is not being considered). Thus assuming the conclusion for j = m, consider
if j = m+ 1; Then
λm+1/(1− λ)2m+1 = (λm/(1 − λ)2m−1)(λ/(1 − λ))2
But now the norm of (λ/(1 − λ))2 is the same as |(1 − 1/λ)2| which is 1/√2− 2x ≥ 1/2, so
that the total order can be doubled at most, meaning there is again no term of order 2N+m+2,
since there was no term of order 2N+m+1 by the induction hypothesis. The argument for ρ2m−1
and arbitrary L4j−1(l = 2N+1, (a1, · · · , a2k)) goes through the same way, by just separating out
what we get for λ = −1 from the sum.
This also proves part c) the Lemma, since we can consider the above sum for the repre-
sentations ρm− ρ0 and ρm+2K − ρ0, with m odd. Then in each sum we can consider the λ 6= ±1
summands, and their sum must now have order strictly less than 2N+j−1. Thus the order is the
order of the sum of the two λ = −1 terms in R/Z which is 2N+2j−1.
For part b), we consider any of our lens spaces L4j−1(l; a1, · · · , a2i) and use the additivity
of the eta invariant:
η(L4j−1(1; a1, · · · , a2i))(ρm−ρ0)−η(L4j−1(l; a1, · · · , a2i))(ρl−m−ρ0) = η(L4j−1(l; a1, · · · , a2i))(ρm−ρl−m)
=
∑
16=λ∈Cl
λA(λm − λ−m)
(1− λa1) · · · (1− λa2i)
Now consider the sum of the two terms we get for λ and λ = λ−1:
(λm − λ−m)( λ
A
(1 − λa1) · · · (1− λa2i) −
λ−A
(1− λ−a1) · · · (1− λ−a2i) )
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Now expand out over a common denominator, and write K for λm − λ−m over the product of
the denominators:
= Kλ(
∑
1≤k≤2i ak)/2(1−
∑
j∈{1,··· ,2i}
λ−aj +
∑
j 6=k∈{1,··· ,2i}
λ−ajλ−ak − · · ·+ λ−a1 · · ·λ−a2i)
−Kλ(−
∑
1≤k≤2i ak)/2(1−
∑
j∈{1,··· ,2i}
λaj +
∑
j 6=k∈{1,··· ,2i}
λajλak − · · ·+ λa1 · · ·λa2i)
Now note that
λ(
∑
1≤k≤2i ak)/2 = λ(−
∑
1≤k≤2i ak)/2λa1 · · ·λa2i
and similarly,
λ(
∑
1≤k≤2i ak)/2(
∑
j∈{1,··· ,2i}
λ−aj ) = λ(−
∑
1≤k≤2i ak)/2(
∑
j∈{1,··· ,2i}
λa1···a2iλ−aj )
and so on. Thus, expanding the brackets out immediately shows that the first term on the top
line cancels the last term on the bottom, the second term the second last, and so on, giving
zero, as required.
The idea will be to mimick the proof for cyclic 2−groups Cl in [9] and Chapter 2, which
was to say there is a surjective map with kernel of order 2l from the span of the eta invariants
in R/Z of all the cyclic lens spaces Ln, to the range in R/Z of all the Ln−4. Induction and extra
factors due to real representations then completed the proof. By naturality there will still be
such a surjective map for the image under inclusion in the dihedral groups, and we will see that
the kernel has the same order. By Bott periodicity it suffices to see this for n = 7, 11. These
and more general calculations may also be found in [48].
Lemma 4.3.3. i)We have that ko7(BC2N+1) = [2
N+4]⊕ [2N ], generated by the ko−fundamental
classes of the lens spaces L7(1, 1, 1, 1) and L7(1, 1, 1, 3).
The map
[L7(l; 1, 1, 1, 1)] → (η(L7)(l; 1, 1, 1, 1)(ρ1 − ρ0), 0);
[L7(l; 1, 1, 1, 3)] → (η(L7)(l; 1, 1, 1, 3)(ρ1 − ρ0), η(L7)(l; 1, 1, 1, 3)(2ρ2 − 2ρ0))
is a homomorphism, which detects the entire group.
ii) Similarly, ko11(BC8) = [2
8] ⊕ [23] ⊕ [2]2, while for N > 2 we have ko11(BC2N+1) =
[2N+6] ⊕ [2N+1] ⊕ [2N−1] ⊕ [2]. In both cases, the eta invariants of the 11−dimensional lens
spaces L11(l; 1, 1, 1, 1, 1, 1), L11 (l; 1, 1, 1, 1, 1, 3) and L11(l; 1, 1, 1, 1, 1, 5) span a subspace of the
form [2N+6]⊕[2N+1]⊕[2N−1] in (R/Z)3 detected by the eta invariant homomorphisms η(ρ1−ρ0),
η(ρ2 + ρ−2 − 2ρ0) and η(ρ5 + ρ−5 − ρ1 − ρ−1 − ρ4 − ρ−4 + 2ρ0).
Proof. We prove the first part of the Lemma, and the second is analogous. We use the method
of Lemma 4.3.2 to calculate the orders of some eta invariants.
Indeed, separating the λ = −1 term again for each lens space, we have that:
η(L7(1, 1, 1, 1))(ρ0 − ρ1) = +1/2N+4 + x = X/2N+4
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η(L7(1, 1, 1, 3))(ρ0 − ρ1) = −1/2N+4 + y = Y/2N+4
Here x, y ∈ R/Z are terms of order no more that 2N+2 by the previous Lemma, so that X,Y ∈ Z
are odd.
In particular, it follows that η(L7(1, 1, 1, 1) − L7(1, 1, 1, 3))(ρ0 − ρ1) has order 2N+3 ∈ R/Z.
Thus X − Y ≡ 2 mod 4, so without loss of generality, we can assume X ≡ 1 mod 4 and Y ≡ 3
mod 4.
Now we make an analogous calculation for ρ0 − ρ2. In this case, the sum of the λ = ±i terms
will have the greatest order, and we get
η(L7(1, 1, 1, 1))(ρ0 − ρ2) = −1/2N+1(2/(1 − i)4 + 2/(1 + i)4) + a
= 1/2N+1(2/4 + 2/4) + a = A/2N+1
η(L7(1, 1, 1, 3))(ρ0 − ρ2) = 1/2N+1(−2i/(1 − i)3(1 + i) + 2i/(1 + i)3(1− i)) + b
= 1/2N+1 + b = B/2N+1
Thus in this case η(L7(1, 1, 1, 1)−L7(1, 1, 1, 3))(ρ0−ρ2) has order at most 2N−1 ∈ R/Z, meaning
A ≡ B mod 4, with A,B odd.
We can now consider the resulting 2× 2 matrix of eta invariants:
M =
(
η(L7(1, 1, 1, 1))(ρ0 − ρ1) η(L7(1, 1, 1, 1))(ρ0 − ρ2)
η(L7(1, 1, 1, 3))(ρ0 − ρ1) η(L7(1, 1, 1, 3))(ρ0 − ρ2)
)
=
(
X/2N+4 A/2N+1
Y/2N+4 B/2N+1
)
The determinant is (XB − Y A)/22N+5 which has order 22N+4 ∈ R/Z as required, since XB −
Y A ≡ X − Y mod 4 ≡ 2 mod 4. The result now follows since (XB − Y A)/2N+1 has order
2N ∈ R/Z. Thus we get:
2N ((XB)η(L7(1, 1, 1, 1))(ρ0 − ρ2)− (Y A)η(L7(1, 1, 1, 3))(ρ0 − ρ2)) = 0 =
= 2N (η(L7(1, 1, 1, 3))(2ρ0 − 2ρ2))
and performing row operations onM implies ko7(BC2N+1) is generated by [L
7(1, 1, 1, 1)], [L7(1, 1, 1, 3)],
with the relation 2N (X[L7(1, 1, 1, 3)]−Y [L7(1, 1, 1, 1)]) = 0. Both [L7(1, 1, 1, 1)] and [L7(1, 1, 1, 3)]
have order 2N+4, so the conclusion follows from Lemma 2.2.2.
The second part of the Lemma can be checked analogously, by calculating triples of eta invariants
of the form
(η(L11)(ρ0 − ρ1), η(L11)(ρ0 − ρ2), η(L11)(ρ0 − ρ4))
and then arguing in the same way as above (compare Lemma 2.1.5b).
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The essence of the argument here is that ko4j−1(BCl), with l = 2
N+1, is spanned by
ko−fundamental classes of cyclic lens spaces. By Lemma 4.3.2a) the ko−fundamental classes
of all of the lens spaces L4j−1(l; (a1, · · · , a2j)) have the maximal order of 2N+2j . Thus genera-
tors for ko4j−1(BCl) must be given by any fundamental class [L
4j−1(l; (a1, · · · , a2j))], together
with some other classes that are formal differences of lens spaces. The orders of these formal
differences are detected by the eta invariant of a suitable lens space L with respect to some
representation ρ (compare Lemma 2.1.5b), and ρ can be chosen to restrict directly from D2N+2 .
We can now use these results, along with chapter 2, to prove Proposition 4.3.1. To give
an idea of the method, we first consider D8 as a separate example.
Example 4.3.4. D8
We know D8 has presentation < ω, s|ω4 = s2 = 1, sωs = ω3 >, and there are three
one dimensional representations ωˆ, sˆ, ωˆs along with a natural two dimensional representation σ.
We can consider ko−fundamental classes of real projective spaces via inclusion. Thus we take
RP
4j−1
s → B < s >→֒ BD8, and RP4j−1ωs → B < ωs >→֒ BD8. We can also consider the lens
spaces L4j−1(4; 1, · · · , 1, 1) and L4j−1(4; 1, · · · , 1, 3) that have natural maps into B < ω >, which
in turn includes into BD8. The eta invariants can be read off directly from the calculations in the
proof of Lemma 2.2.1, just by restricting representations. We can define the following 4−tuples
of eta invariants:
−→η (M) := (η(M)(1 − ωˆ), η(M)(1 − sˆ), η(M)(1 − ωˆs), η(M)(2 − σˆ) + η(M)(1 − ωˆ))
Now from section 2.2 we get
−→η (RP4j−1s ) = (2−2j , 2−2j , 0, 0)
−→η (RP4j−1ωs ) = (2−2j , 0, 2−2j , 0)
−→η (L4j−1(4; 1, · · · , 1, 1)) = (0, (−1/2)j , (−1/2)j , 2(1/2(−1/2)j+1 + (−1)j/22j+1))
−→η (L4j−1(4; 1, · · · , 1, 3)) = (0, (−1/2)j , (−1/2)j , 2(1/2(−1/2)j+1 + (−1)j+1/22j+1))
Now note that −→η (L4j−1(4; 1, · · · , 1, 3)) −−→η (L4j−1(4; 1, · · · , 1, 1)) = (0, 0, 0, 1/22j−1).
Now suppose n = 8m+3. Then all the eta invariants take values in R/2Z since all the representa-
tions are real. Then from above the order of the subgroup spanned in (R/2Z)4 is bounded below
by 24m+2 times the order of the subgroup spanned in (R/2Z)3 by the three vectors obtained by
removing the last entry of −→η (M), with M one of RP4j−1s ,RP4j−1ωs or L4j−1(4; 1, · · · , 1, 1). We
display these as a 3× 3 matrix
=
 2
−4m−2 2−4m−2 0
2−4m−2 0 2−4m−2
0 2−2m−1 2−2m−1

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Now the rows are pairwise independent, and 24m+2 times the sum of the first two rows is 22m+1
times the third, and equals (0, 1, 1) which has order 2 in R/2Z. Thus the order of the subgroup
they span is the product of the orders of the individual vectors, divided by 2, which equals
24m+324m+322m+22−1 = 210m+7, which when combined with the 24m+2 we already had, gives us
214m+9, which is the same as the order of ko8k+3(BD8) by Theorem 4.2.2.
If n = 8m+ 7 the eta invariants all lie in R/Z, and we deduce analogously that the order
of the subgroup spanned in (R/Z)4 is given by 24m+3 times the corresponding three vectors, this
time in (R/Z)3. We again display these as a matrix:
=
 2
−4m−4 2−4m−4 0
2−4m−4 0 2−4m−4
0 2−2m−2 2−2m−2

Again the rows are pairwise independent, and 24m+3 times the sum of the first two rows is 22m+1
times the third in R/Z, but the third row is given by
(η(L8m+7(4; 1, · · · , 1, 1))(1−ωˆ) = 0, η(L8m+7(4; 1, · · · , 1, 1))(1−sˆ), η(L8m+7(4; 1, · · · , 1, 1))(1−ωˆs))
Thus twice it is (0, η(L8m+7(4; 1, · · · , 1, 1))(2 − 2sˆ), η(L8m+7(4; 1, · · · , 1, 1))(2 − 2ωˆs)), and 2sˆ
and 2ωˆs are both quaternion representations which restrict to twice the real representation of
C4 =< ω >, which is also a quaternion representation. Thus η(L
8m+7(4; 1, · · · , 1, 1))(1 − sˆ) has
the same order as η(L8m+7(4; 1, · · · , 1, 1))(2 − 2sˆ), since the latter takes values in R/2Z in di-
mensions 7 mod 8. It then follows that the order of the subgroup spanned is simply the product
of the orders of the three vectors, and thus multiplying by the 24m+3 factor we already had gives
a total of 24m+324m+424m+422m+1 = 214m+13 which is the same as the order of ko8k+7(BD8) by
Theorem 4.2.2.
The linear relation we found here will in fact be the same for all the dihedral groups. In
this example, we exploited the explicit calculations we had already made for C4. Note also that
the ko−fundamental classes of the real projective spaces are completely detected by the eta
invariants with respect to virtual representations 1−ρ, where ρ is a one dimensional representa-
tion. This is true for all dihedral groups, and it follows directly that 2ko∗(RP
∞) is a summand
of ko4k−1(BD2N+2) for all n (compare [7], [35]). Indeed, it is easiest to split this part off, and
deal with the inclusions of lens spaces from the cyclic C2N+1 subgroup, before combining the two.
For the higher groups, we will instead argue similarly to Chapter 2 and the proof in [9] for
cyclic groups. That is, we know there is a surjective map δ from  Ln(BCl) to  Ln−4(BCl), where
 L∗ denotes the span of eta invariants in R/Z of lens spaces. The same is thus true for their images
 L∗(BD2l), and an eta invariant calculation tells us that the order of the kernel is the same as the
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order of the kernel of δ. We can then induct and use real representations to see which eta invari-
ants lie in R/2Z. This will give us the order of the subgroup spanned by the ko−fundamental
classes of cyclic lens spaces, and we then check for relations with the ko−fundamental classes of
real projective spaces. Combining everything realises all of ko4i−1(BD2N+2).
We can now prove Proposition 4.3.1.
Proof. (Of Proposition 4.3.1)
Let l = 2N+1. We recall from section 2.1 that  Ln(BCl) was the subgroup spanned in (R/Z)
l−1
by the eta invariants of cyclic lens spaces, and we analogously let  Ln(BD2N+2) ⊂ (R/Z)2
N+2
be the subgroup spanned by the eta invariants, with respect to representations of the dihedral
group, of these cyclic lens spaces, viewed as ko−fundamental classes via the inclusion from the
cyclic subgroup C2N+1 . Then using naturality, we have the following commutative diagram. The
horizontal maps are surjective by definition, and the vertical maps are surjective because of the
proof for the cyclic groups Cl (see chapter 2 and [9]).
 Ln(BCl) //
δ

 Ln(BD2N+2)
δ

 Ln−4(BCl) //  Ln−4(BD2N+2)
Note that for the cyclic groups, the map δ was induced by defining
δ(M) = (η(M)(σ(ρ1 − ρ0)), · · · , η(M)(σ(ρl−1 − ρ0)))
where M is a cyclic lens space and σ = ρ−3(ρ3− ρ0)2 = ρ−3+ ρ3− 2ρ0. Thus the representation
σ3−2ρ0 of the dihedral group D2N+2 restricts to σ, and so δ can be defined by directly restricting
representations. Thus all our calculations will be of eta invariants of cyclic lens spaces with
respect to restricted representations.
We know that δ has kernel of order at least 2l (see [9] and Lemma 2.1.6), and we wish to see
the same for δ. Multiplying up by the Bott element means it suffices to see this for n = 7, 11.
The idea is to use a combination of the above method, used in [9], and direct restriction. Note
that since any representation ρ ∈ R0(D) of the dihedral group is real, for any of our cyclic lens
spaces L8k+3 we have that η(L8k+3)(ρ) ∈ R/2Z. Further for ρ = σi restricting representations
directly gives
η(L8k+3)(2− σi) = η(L8k+3)(1− ρi) + η(L8k+3)(1 − ρ−i) = 2η(L8k+3)(1 − ρi)
Thus the extra factor of two is cancelled out by having a real representation, and thus the
image under inclusion in ko8k+3(BD2N+2) is all of ko8k+3(BC2N+1), and as we’ll see below,
combining with inclusion from real projective spaces coming from Z2 subgroups spans all of
ko8k+3(BD2N+2).
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However, in dimensions 7 mod 8, it is easiest to mimick the cyclic group argument, and try
to find the order of the kernel of δ :  Ln(BD2N+2) →  Ln−4(BD2N+2). Starting in dimension 3,
we know from Lemma 4.3.2 that, letting i denote inclusion from the cyclic subgroup of order
l = 2N+1,
η(i∗(L
3(l, (1, · · · , 1))))(σ1 − ρ0) = η(L3(l, (1, · · · , 1)))(i∗(σ1 − ρ0))
= η(L3(l, (1, · · · , 1)))(ρ1 + ρl−1 − 2ρ0) = 2η(L3(l, (1, · · · , 1)))(ρ1 − ρ0)
which has order l = 2l/2 = 2N+1 ∈ R/Z. Note also that δ is only used to detect the orders
in R/Z, and if n ≡ 3 mod 8 and we have a real representation, or if n ≡ 7 mod 8 and the
representation is quaternion, then the eta invariant takes values in R/2Z. This will be taken
this into consideration later.
Further, Lemma 4.3.3 shows that ko7(BC2N+1) = [2
N+4] ⊕ [2N ], and may be spanned by the
ko−fundamental classes of the manifolds L7(l; 1, 1, 1, 1), L7(l; 1, 1, 1, 3). In particular, the homo-
morphism
[L7(l; 1, 1, 1, 1)] → (η(L7)(l; 1, 1, 1, 1)(ρ1 − ρ0), 0);
[L7(l; 1, 1, 1, 3)] → (η(L7)(l; 1, 1, 1, 3)(ρ1 − ρ0)η(L7)(l; 1, 1, 1, 3)(2ρ2 − 2ρ0))
= (0, η(L7)(l; 1, 1, 1, 3)(ρ2 + ρ−2 − 2ρ0))
detects the entire group. The case of D8 is slightly exceptional since ρ2 is the real represen-
tation of C4, and sˆ and ωˆs both restrict to ρ2N which is just ρ2 here, while for the higher
groups σ2 restricts to ρ2 ⊕ ρ−2, and σ1 always restricts to ρ1 ⊕ ρ1, meaning in particular that
we span [2N+3]⊕ [2N ] ⊂ ko8k+7(BD2N+2), which has order 22N+3. Thus the order of the kernel
of δ :  L8k+7(BD2N+2)→ L8k+3(BD2N+2) is at least 22N+32−N−1 = 2N+2 = 2l.
The same argument goes through in dimension 11. Calculations in [12] show ko11(BC4) =
[27]⊕ [23], and since this maps monomorphically into ko11(BD8), a subspace of order at least 28
is spanned in (R/Z)2. The order is divided by four only with respect to eta invariants in (R/Z)2
here, and the map induced by inclusion is still monomorphic in ko∗, because the remaining two
factors of two come from the representations of the dihedral group being real, and thus the eta
invariants are actually in (R/2Z)2 . Thus the map δ has kernel of order at least 8.
For the cases N > 1 we still know from [9] that that |ko11(BC2N+1)| = 2(3N+7). Further, we can
use the second part of Lemma 4.3.3 to deduce that the eta invariants of the ko−fundamental
classes of L11(l; 1, 1, 1, 1, 1, 1), L11(l; 1, 1, 1, 1, 1, 3) and L11(l; 1, 1, 1, 1, 1, 5) span a subspace of
the form [2N+5] ⊕ [2N+1] ⊕ [2N−1] in (R/Z)3, detected by the eta invariant homomorphisms
η(ρ1 − ρ0), η(ρ2 + ρ−2 − 2ρ0) and η(ρ5 + ρ−5 − ρ1 − ρ−1 − ρ4 − ρ−4 + 2ρ0). Since σi restricts to
ρi⊕ ρ−i, it follows that a subspace of order at least 23N+72−2 is spanned in  L11(BD2N+2). Thus
we again have that the kernel of δ has order at least 23N+52−2N−3 = 2N+2 = 2l.
Mimicking the cyclic group argument further thus means we have realized a subspace of
order at least l(2l)2m+1 in ko8m+7(BD2N+2), and (2l)
2m+2 in ko8m+3(BD2N+2), where we now
use the fact that we have real representations.
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We now combine this with the real projective spaces RP4j+3s ,RP
4j+3
ωs we already have via inclu-
sions from Z2 subgroups.
For RP4m+3s ,RP
4m+3
ωs , it is easy to see directly that
η(RP4m+3s )(ωˆs− ρ0) = η(RP4m+3s )(ωˆ − ρ0) = 2−2j−2; η(RP4m+3s )(sˆ − ρ0) = 0;
η(RP4m+3ωs )(sˆ − ρ0) = η(RP4m+3s )(ωˆ − ρ0) = 2−2j−2; η(RP4m+3ωs )(ωˆs − ρ0) = 0
It follows that these two manifolds span a subspace of the form [24m+3]2 in ko8m+3(BD2N+2), and
of the form [24m+4]2 in ko8m+7(BD2N+2). Further, performing elementary row operations tells us
that any linear dependence in R/Z with the  Ln(BD2N+2) coming from the cyclic subgroup must
come from what is detected by the eta invariant with respect to one dimensional representations
ωˆs, sˆ, ωˆ; that is, between the three vectors (η(RP4m+3ωs )(ρ−ρ0), η(RP4j+3s )(ρ−ρ0), η(Ln(BCl)(ρ−
ρ0)), with ρ ∈ {ωˆs, sˆ, ωˆ}, where by η(Ln(BCl)(ρ − ρ0), we mean the set of eta invariants with
respect to these representations of any of the Cl lens spaces L
n that we use. This means there
can be at most one relation of linear dependence, and it is easy to now see that there will be
a linear relation between the images of the RP8j+3s ,RP
8j+3
ωs and what is detected by taking the
eta invariant with respect to the real representation ρl/2 of the cyclic subgroup (the latter is
non-trivial by Lemma 2.1.6):
Start in n = 3. Then ko3(BCl) = [2l]⊕ [2], generated by L(l; 1, 1) (or any other lens space) and
Y 3 = L(l; 1, 1) − 3L(l; 1, 3). Then
(η(RP3ωs)(ωˆ − ρ0), η(RP3s)(ωˆ − ρ0), η(Y 3)(ωˆ − ρ0)) = (1/4, 1/4, 0) ∈ (R/2Z)3
(η(RP3ωs)(ωˆs− ρ0), η(RP3s)(ωˆs− ρ0), η(Y 3)(ωˆs − ρ0)) = (0, 1/4, 1) ∈ (R/2Z)3
(η(RP3ωs)(sˆ − ρ0), η(RP3s)(sˆ − ρ0), η(Y 3)(sˆ − ρ0)) = (1/4, 0, 1) ∈ (R/2Z)3
Thus we have three vectors of order 8 in (R/2Z)3, and there is one relation, namely (1/4, 0, 1)+
(0, 1/4, 1) = (1/4, 1/4, 0). Note that ωˆs and sˆ both restrict to the real representation on Cl.
Further, by Lemma 2.1.3 and Lemma 2.1.6 we can multiply up by the Bott element to deduce
that we will always have such a relation for every n = 8m+ 3.
So, in total, we have realized a subspace of ko8m+3(BD2N+2) of order at least 2(2
N+2)2m+1(24m+3)22−1
by positive scalar curvature manifolds. Thus the exponent of two is 1+ (N +2)(2m+1)+8m+
6− 1 = (2N + 12)m+N + 8 as required.
For ko8m+7(BD2N+2), we have a subspace of order 2
N+1(2N+2)(2m+1)(24m+4)22−1, and calcu-
lating the exponent of two again gives N +1+ (N +2)(2m+1)+8m+8− 1 = ((2N +12)(m+
1)− 1)− 1 meaning we are a factor of two short.
However, the relation we found just by restricting to the real representation isn’t actually present
in 8m + 7, just like in Example 4.3.4 for D8. The reason for this is that for any lens space L
7
we have
η(L7)(i∗(ωˆs− ρ0)) + η(L7)(i∗(sˆ− ρ0)) = η(L7)(2ρl/2 − 2ρ0) = η(L7)(i∗(2ωˆs − 2ρ0))
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and, as a sum of a one dimensional irreducible real representation with itself, 2ωˆs is in fact
quaternion, as is 2ρl/2. So, since we are in dimensions 7 mod 8, we have that η(L
7)(i∗(ωˆs−ρ0)) ∈
R/Z has the same order as η(L7)(i∗(2ωˆs− 2ρ0)) ∈ R/2Z. The relation in 8m+3 was essentially
that we could halve the order of whatever the real representation detected for Cl, and this
observation shows that we can not do this in n = 8m+ 7.
We have from Theorem 4.2.1 that the order |ko8k+3(BD2N+2)| = 2(2N+12)k+N+8 = |[24k+3]2⊕
ko8k+3(BCl)|2−1, and similarly for 8k+7. Indeed, ko8k+3(BD2N+2) = 2(2N+12)k+N+8 = [24k+3]2+
ko8k+3(BCl), where the sum is not direct, and the the [2
4k+3]2 comes from the two projective
spaces. Thus we only need to understand where this factor of two is lost in order to understand
the exact structure of the groups, at least in terms of ko∗(BCl).
Indeed, in n = 8k+3, we saw above that the linear relation can be detected by comparing the eta
invariants with respect to the real representation, of real projective and cyclic lens spaces. Fur-
ther by Proposition 4.3.2 we see η(i∗(L
4m−1(l; 1, · · · , 1)))(σ1−2ρ0) = η(L4m−1(l; 1, · · · , 1))(ρ1+
ρ−1−2ρ0) has order 2N+2m−1 ∈ R/Z, but because we are in dimensions 3 mod 8 and (ρ1+ρ−1−
2ρ0) is real, we can work in R/2Z, so that the eta invariant does indeed have order 2
N+2m. It
follows that ko8k+3(BD2N+2) = [2
4k+3]2 ⊕ ko8k+3(BC2N+1)/Z2, where the order of the smallest
cyclic summand of ko8k+3(BC2N+1) is halved, due to the relation with the eta invariants of real
projective spaces we described.
By contrast, in dimensions 7 mod 8, so the eta invariant η(i∗(L
4m−1(l; 1, · · · , 1)))(σ1 − 2ρ0) =
η(L4m−1(l; 1, · · · , 1))(ρ1 + ρ−1 − 2ρ0) has order 2N+2m−1 ∈ R/Z here has order only 2N+2m−1
since we stay in R/Z, meaning it is here that the factor of two must be lost.
Thus ko8k+7(BD2N+2) = [2
4k+4]2 ⊕ ko8k+7(BC2N+1)/Z2, where the order of the largest cyclic
summand of ko8k+3(BC2N+1), which is [2
N+4k], is halved.
An easy example of this can be seen in the case of D8. Here the cyclic group in question
is C4, and ko4k+3(BC4) has two generators, which we may choose as L
4k+3(4; 1, · · · , 1) and a
formal difference a(L4k+3(4; 1, · · · , 1)) − b(L4k+3(4; 1, 1, · · · , 1, 3)), with a and b odd.
It is known, from [12], example 7.3.3, and Chapter 2, that ko8m+3(BC4) = [2
4m+3] ⊕ [22m+1],
and ko8m+7(BC4) = [2
4m+5]⊕ [22m+1], where the [L4k+3(4; 1, · · · , 1)] class has the larger order.
Thus from the discussion above we may deduce that in dimensions 3 mod 8, we lose a factor of
two from the [22m+1], from which we deduce
ko8m+3(BD8) ∼= [24m+3]2 ⊕ [24m+3]⊕ [22m];
While in 7 mod 8 it is the other way, and we get
ko8m+7(BD8) ∼= [24m+4]2 ⊕ [24m+4]⊕ [22m+1]
and similarly for the higher groups.
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We also note here that there is a stable 2−local decomposition in [35]:
BD2N+2
∼= 2RP∞ ∨ 2L(2) ∨BPSL2(q)
where L(2) is a certain spectrum whose 2−local ko−homology groups are entirely in even degrees,
and PSL2(q) is the 2 × 2 projective special linear group over the field with q elements, where
q = q(N) is an odd prime power, chosen so that D2N+2 is the Sylow 2-subgroup of BPSL2(q).
Thus, as we’ve seen using our eta invariant calculations, we can always split off two ko∗(RP
∞)
summands. It is then a matter of checking that 2−locally, ko−fundamental classes of cyclic
lens spaces span all of ko4i−1(BPSL2(q)), which our calculations of course imply. However,
this could also be done by restricting representations directy from PSL2(q) and using the eta
invariant.
4.4 The classes detected in ordinary homology
Here we realize the second column of the local cohomology spectral sequence, along with a single
extra class in the first column. These are concentrated in even degrees, and is all annihilated by
2. The method is to realize sufficiently many classes in the ordinary Z2 homology of the dihedral
groups. All cohomology and homology is with Z2 coefficients here.
Note that from the previous chapter, we know the conjecture is true for the Klein four group
V (2) = D4, and further, we know H
+
2n(BV (2)) explicitly. Thus the first step will be to consider
how big a subspace is spanned by inclusion. We will see that this will almost suffice, except in
dimensions 8k where an extra geometric construction is needed.
So consider the higher dihedral groups, starting with the group of order 8. These all have
the same cohomology ring, namely Z2[α, β, δ]/αβ + β
2, where δ is in degree 2, for which we
will always use the basis {αiδj , βiδj}, with i, j ≥ 0. We denote by ξ(x) the dual element in
homology with respect to this basis, for x ∈ H∗(BD2N+2) . The number of classes we must
detect in H∗(BD8) in even dimensions is known from the first section to be the same as the
number we must detect in H∗(BV (2)). The following Proposition calculates the image under
inclusion from Klein 4 subgroups, and verifies the conjecture for D8 in all dimensions except 0
mod 8.
Proposition 4.4.1. The fundamental classes of spin projective bundles over projective spaces,
mapped via inclusion from Klein 4 subgroups, span subspaces of dimension 2k for n = 4k + 2,
2k+1 for n = 8k + 4, and 2k for n = 8k, in H∗(BD8).
Proof. There are two inclusions V (2), V (2)′ →֒ D8, so the first step is to try and see how many
classes we get from the induced maps ko∗(BV (2))→ ko∗(BD8) and ko∗(BV (2)′)→ ko∗(BD8).
We again detect these classes in ordinary homology, and this is done by restricting representa-
tions to calculate the induced restriction maps H∗(BD8)→ H∗(BV (2)) respectively V (2)′, and
then considering the dual maps in homology.
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To this end we denote by ω ∈ D8 the rotation by π/2, and s, s′, t, and t′ the reflections through
the lines y = 0, x = 0, y = x, and y = −x respectively. The two Klein four subgroups are
V (2) =< s, s′ > and V (2)′ =< t, t′ >. Then it is known that H∗(BD8,Z2) = Z2[α, β, δ]/αβ+β
2 ,
where α = w1(ωˆ), β = w1(sˆ), δ = w2(σˆ). Here ˆ denotes the inflated representation, and σ
is the unique two dimensional representation. Further we have H∗(BV (2)) = Z2[p, q], with
p = w1( ˆ(ω)2), q = w1(sˆ), and H
∗(BV (2)′) = Z2[p
′, q′], with p′ = w1( ˆ(ω)2), q
′ = w1(tˆ). Re-
stricting representations then gives us the induced maps in cohomology. The map H∗(BD8)→
H∗(BV (2)) is determined by
α 7→ p, β 7→ 0, δ 7→ q(p+ q),
and similarly for V (2)′, we get
α 7→ p′, β 7→ p′, δ 7→ q′(p′ + q′)
So if A = Z2[α, δ] we deduce H
∗(BV (2)) = A⊕ qA and similarly for V (2)′.
H∗(BD8,Z2)→ A֌ H∗(BV (2)) = A⊕ qA
The plan now is to dualise, and choose dual bases in homology and compute where the classes
in H+∗ (BV (2) ( which we know explicitly) map to.
H∗(BD8,Z2)← A∨ և H∗(BV (2)) = A∨ ⊕ qA∨
We now consider ξ(a,b) ∈ Hn(BV (2)). Then using this decomposition ξ(a,b) 7→ Σξ(k) where
k ∈ H∗(BD8) and k 7→ paqb + · · · , where ξ again denotes the dual basis. This means that paqb
occurs as a non-zero summand in the monomial basis decomposition of the image of the coho-
mology class k under restriction. Notice that the situation for A′ is almost the same, except that
here both α, β → p′, so whenever we get a ξ(αiδj) summand from A, we get ξ(αiδj) + ξ(βiδj)
here.
We start with n = 4k + 2. Then, using the dual basis to the monomial basis H+n (BV (2)) is k−
dimensional generated by ξ(a,b), the images of RP
a × RPb, with a, b ≡ 3 mod 4. We see that
α4jδa → p4kqa(p + q)a = p4k+aqa + · · · so that inlcusion from V (2) gives ξ(a+4j,a) → ξ(α4jδa),
while inclusion from V (2)′ gives ξ(a+4j,a) → ξ(α4jδa)+ ξ(β4jδa). Since we start at a = 3, adding
these up gives us all the k required classes in H+∗ (BD8).
For n = 4k H+n (BV (2)) is (k + 1) dimensional generated by ξ(4k−1,1), ξ(1,4k−1) and by
all the ξ(a,n−a) + ξ(a−2,n−a+2), with 5 ≤ a ≡ 1 mod 4. Recall from Lemma 3.4.2 that these
classes are a basis for the images of fundamental classes of RPn−1 × RP1, along with M(a,b) =
RP(2L0⊕(n−1−a)ε→ RPa), with 5 ≤ a ≡ 1 mod 4 and b = n−a+2. Dualising again, we check
that the classes we obtain are exactly all those of the form ξ(αn−8i−2δ4i+1), ξ(βn−8i−2δ4i+1), with
0 ≤ i ≤ (n − 2)/8. Adding these gives the necessary k + 1 if n ≡ 4 mod 8, but only k if n ≡ 0
mod 8. (∗)
Indeed, αn−2δ restricts to pn−1q + · · · on V (2) so from the product RPn−1 × RP1, we get the
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class ξ(αn−2δ) and similarly ξ(αn−2δ) + ξ(βn−2δ) from restriction to V (2)′. Recall from sec-
tion 3.4 that [M(a,b)] gives us the class ξ(a,n−a) + ξ(a−2,n−a+2), so it will be mapped to Σξ(k),
where the sum is over all elements k ∈ H∗(BD8) that map under restriction to a class x, whose
monomial basis decomposition is of the form paqn−a + · · · or pa−2qn−a+2 + · · · , but not of the
form paqn−a+pa−2qn−a+2+ · · · . This means that exactly one of paqn−a and pa−2qn−a+2 occurs
as a non-zero summand in the monomial basis decomposition of the image of k. Note that
when n = 12, under restriction to V (2) we get that α2δ5 → p2q10 + p3q9 + p6q6 + p7q5, and
the same for β2δ5 under restrction to V (2)′, so that when we dualise by the above method
[M(9,5)] (and [M(5,9)]) map to ξ(α
2δ5) and ξ(β2δ5). We now observe that if we have realized
ξ(αiδj) ∈ H+∗ (BD8) this way, then we also realize ξ(αi+4kδj) ∈ H+∗ (BD8), because if j = 1 it
is just a product with a higher dimensional projective space, and otherwise the original class
was realized by some M(a,b), so that ξ(α
i+4kδj) will be realized by one of M(a+4,b) or M(a,b+4).
Similarly, if we have ξ(α2δj) ∈ H+∗ (BD8) then we also have ξ(α2δj+4k). The j = k = 1 case
is the n = 12 scenario done above, so just as before, if the original class was realized by some
M(a,b), then ξ(α
2δj+4k) will be realized by one of M(a+8,b) or M(a,b+8).
So, to fully verify (∗), we claim we can have no term of the form ξ(αiδ4j+3) if n = 4k.
Indeed, note that n ≡ 0 mod 4 so i ≡ 2 mod 4, and so pn−1q and pqn−1 can not be summands
in the monomial basis decomposition of the image of αiδ4j+3 under restriction. Thus the funda-
mental class of a product RPn−1 ×RP1 can not map to ξ(αiδ4j+3) under inclusion. This leaves
the possibility of some M(a,b), so suppose the homology class [M(a,b)] maps to ξ(α
iδ4j+3) + · · · .
This means that αiδ4j+3 → pi(q(p + q))4j+3 must map to paqb−2 + · · · or pa−2qb + · · · but not
pa−2qb + paqb−2 + · · · . So equating binomial coefficients we must have (4j + 3)Ca−i ≡ 1 mod 2
and (4j + 3)Ca−i−2 ≡ 0 mod 2, or vice versa.
However note that a − i ≡ 3 mod 4, and for any I, J we have that the quotient (4J +
3)C4I+3/(4J +3)C4I+1 is given by (4(J − I) + 2)(4(J − I)+ 3)/((4I +2)(4I +3)) = (2(J − I) +
1)(4(J − I) + 3)/((2I +1)(4I +3)), which is a fraction of two odd numbers, so working modulo
2, the two coefficients are the same.
Thus we have realized everything we need to, except in dimensions 0 mod 8.
To generate the rest of the subspace we use the fundamental class of the manifold given
by the following construction. The idea is to start with the exact sequence C4 → D8 → Z2,
lift it to obtain a sequence C4 → G → Z, and take classifying spaces. Of course S1 = BZ,
and since C4 acts on nC by multiplication, we have a map from a lens space L = S(nC)/C4
into BC4 = S(∞C)/C4, and thus a fibre bundle L2n−1 → M2n → S1, as shown. As a lens
bundle this carries positive scalar curvature, and we claim that when n ≡ 0 mod 4, this is a
spin manifold which gives us a homology class independent of those induced from the Klein 4
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subgroups which we already know.
L2n−1 //

M2n //
f

S1
≃

BC4 //

BG //
g

BZ

BC4 // BD8 // BZ2
Let F = g ◦ f in the diagram above. The following Proposition then completes the proof of the
conjecture for D8.
Proposition 4.4.2. The cohomology ring of the manifold is M2n is given by
H∗(M2n,Z2) = Z2[σ, τ, x]/σ
2, στ + τ2, xn
where |σ| = |τ | = 1, |x| = 2. Further, F∗([M2n]) = ξ(β2δn−1), and when n is even, M2n is a
spin manifold.
Proof. We know H∗(L2n−1;Z2) = Z2[X, τ˜ ]/X
n, τ˜2 where X is a dimension 2 generator, and τ˜
dimension 1, and H∗(S1) = Z2[σ]/σ
2. By the universal coefficient Theorem, all the cohomology
groups except of course H0(M),H2n(M) have rank 2, and the Serre spectral sequence implies
that there are two degree one and one degree two generators, one of the degree one generators
being σ = F ∗(α), with σ2 = 0. We can then simply define τ = F ∗(β), and x = F ∗(δ). Since
αβ + β2 = 0 we must have στ + τ2 = 0.
To see that xn = 0 we recall that δ = w2(σ) = w2(σ1), where σ1 is the 2 dimensional rep-
resentation, and σ is the representation obtained by restricting to O(2), thus giving a real
two-dimensional bundle. Now we can view L2n−1 = S(nσ)/C4. Notice that the universal cover
M˜ of M = S(nσ)×G R is just S(nσ)×R, and so the induced vector bundle over M is given by
nσ ×G (S(nσ)× R)→ S(nσ)×G R
This has a section via the diagonal map, which implies the top Stiefel-Whitney class xn must
be zero.
Further, we claim this manifold M is spin when it is of dimension 0 mod 4. To see this we
recall that in a smooth manifold, we have by the Wu formulae [38] that wk =
∑
i+j=k Sq
i(vj),
where vj ∈ Hj(Mn) is the unique class such that vjy = Sqj(y), for every y ∈ Hn−j(M).
For our manifold M2n we wish to see that w1 = w2 = 0, if 2n ≡ 0 mod 4. It is known [19] that
in H∗(BD8) we have Sq
1(δ) = αδ, so Sq1(x) = xσ. This implies Sq1(xk) = xkσ if k is odd, and
zero if k is even.The generators of H2n−1(M2n) are xn−1σ and xn−1τ . We then have
Sq1(xn−1σ) = xn−1σ2 + σSq1(xn−1) = 0
Similarly, since n− 1 is odd,
Sq1(xn−1τ) = xn−1τ2 + τSq1(xn−1) = xn−1τ2 + xn−1τσ = 0
83
So we deduce v1 = w1 = 0. So next we consider
Sq2(xn−1) = xn + xσSq1(xn−2) + xSq2(xn−2) = 0
This follows since Sq1(xn−2) = 0 as n− 2 = 2m is even, and Sq2(x2m) = Sq1(xm)Sq1(xm) = 0,
because σ2 = 0. Finally
Sq2(xn−2τ2) = τ4xn−2 + τ2Sq2(xn−2) + Sq1(xn−2)Sq1(τ2) = 0
So we conclude v2 = 0 and so w2 = v
2
1 + v2 = 0, and we have a spin manifold, if n is even. The
top cohomology class is xn−1τ2 = xn−1στ , and dualising F ∗ immediately gives F∗(ξ(x
n−1τ2)) =
ξ(β2δn−1).
If we are working in dimensions 4 mod 8 ( so that n−1 ≡ 1 mod 4), then, as seen above,
this class is realized from V (2)′. However, in dimensions 0 mod 8, this gives ξ(β2δj), with
j ≡ 3 mod 4, which is the independent of the classes induced by inclusion from V (2) and V (2)′.
Combining this new class with Proposition 4.4.1, we have realized the whole of the Ker(Ap) for
BD8. The fact that this class lies in H1 follows from the Adams spectral sequence calculations
in [23], which show that it has a non-trivial eta-multiple. This lies in H1 in the local cohomology
spectral sequence, which implies the class constructed does too.
We now wish to generalize this to higher dihedral groups. The orders of the subspaces we
must realize in the ordinary homology for n = 4k+2 and n = 4k are 2i with i ≤ k and i ≤ k+1
respectively, and in fact we will show that the upped bounds are attained.
We start by observing how the smaller dihedral groups include into the larger ones, in homology.
We briefly recap the representation theory of a dihedral group D of order 2N+2. There are four
one dimensional representations, namely the trivial one, Dˆ′ = sˆ, Dˆ′′ = ωˆs, and Dˆ′Dˆ′′ = ωˆ, where
D′ and D′′ are the dihedral subgroups of order 2N+1 generated by the even and odd conjugacy
classes of reflections respectively. The remaining simple representations σ1, · · · , σ2N−1 are of
dimension 2, restricting from O(2). Just as for D8, the cohomology ring is
H∗(BD;Z2) = Z2[α, β, δ]/β(α + β)
where α = w1(Dˆ′) and α+β = w1(Dˆ′′). Further, while α, δ restrict from O(2), β = βN depends
on N , and it restricts to 0 on D′ and α on D′′.
It thus follows that the restrictions from H∗(BD;Z2) to H
∗(BD′;Z2) and H
∗(BD′′;Z2) both
send α→ α, δ → δ, and β → 0, α, for D′ and D′′ respectively.
Dualising the maps in homology we deduce just as in Proposition 4.4.1 that ξ(αiδj) maps
to ξ(αiδj), ξ(βiN δ
j), whilst the ξ(βiN−1δ
j) map to zero. Using this, we now deduce the GLR
conjecture for all dihedral groups.
Proposition 4.4.3. Fundamental classes of projective bundles over projective space, together
with a lens space bundle over the circle, all of them spin, span subspaces of dimension 2k for
n = 4k + 2 and 2k+1 for n = 4k, in H∗(BD2N+2).
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Proof. In n = 4k+2 a k-dimensional space inH+∗ (BD8) is spanned by the set of ξ(α
4jδa), ξ(β4j1 δ
a),
with n−3 ≥ a ≡ 3 mod 4. It’s clear that this spanning set maps to the set of ξ(α4jδa), ξ(β4j2 δa)
in H+∗ (BD16), and by induction to ξ(α
4jδa), ξ(β4jN δ
a) in H+∗ (BD2N+2). These still span a
k−dimensional space, as required.
In n = 4k a k-dimensional space in H+∗ (BD8) is spanned by ξ(α
n−8i−2δ4i+1), ξ(βn−8i−2δ4i+1),
with 0 ≤ i ≤ (n − 2)/8, along with an extra β21δ2k−1 if n ≡ 0 mod 8. This latter class will be
mapped to zero in H+∗ (BD16).
Thus, using induction as before, the classes ξ(αn−8i−2δ4i+1), ξ(βn−8i−2δ4i+1) are mapped to
ξ(αn−8i−2δ4i+1), ξ(βn−8i−2N δ
4i+1) in H+∗ (BD2N+2), which still span the required (k + 1) dimen-
sional space if n ≡ 4 mod 8, but only a k-dimensional one if n ≡ 0 mod 8.
We produce an extra class exactly as before, replacing C4 by a cyclic group of higher order,
namely, C2N+1 for D2N+2 .
L2n−1 //

M2n //
f

S1
≃

BC2N+1 //

BG //
g

BZ

BC2N+1 // BD2N+2 // BZ2
The cohomology of the lens space we get like this is the same as for C4, and the rest of the
calculation proceeds exactly as before, to give us ξ(β2Nδ
n−1), which is an independent extra class
when n ≡ 0 mod 4, just as required.
This last construction of a lens space bundle over the circle is the only class we need
to realize for which inclusion from proper subgroups does not suffice, and as we’ve seen, it is
required separately for all the dihedral groups. Indeed, the H2 part of the local cohomology
spectral sequence being the same as for V (2) is misleading here. In this regard, computations
using the Adams spectral sequence are more enlightening; see [7] and [23]. The method is to
again use the stable 2−local decomposition in [35]:
BD2N+2
∼= 2RP∞ ∨ 2L(2) ∨BPSL2(q)
The class in question then lies in ko∗(BPSL2(q)) in Adams filtration zero.
A similar phenomenon occurs in the next chapter for the semi-dihedral groups, and an analogous
construction is used. Once again, the class in question always lies in H1.
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Chapter 5
The Semi-Dihedral groups
5.1 Preliminaries
We recall that the Semi-Dihedral group SD2N+2 has presentation < s, t; s
2N+1 = t2 = 1, tst =
s2
N−1 >. There are three maximal subgroups, namely the cyclic < s >, the dihedral < s2, t >,
and the quaternion < s2, ts >, each of which is the kernel of a nontrivial irreducible one di-
mensional real representation. The remaining representions are two dimensional, with 2N−1
complex representations occuring in conjugate pairs, and 2N−1− 1 real representations. Here is
the character table of SD16:
1 1 2 2 2 4 4
ρ [1] [s4] [s] [s2] [s5] [t] [ts]
1 = ρ0 1 1 1 1 1 1 1
χ2 = Cˆ8 1 1 1 1 1 −1 −1
χ3 = Dˆ8 1 1 −1 1 −1 1 −1
χ4 = Qˆ8 1 1 −1 1 −1 −1 1
χρ 2 −2
√
2i 0 −√2i 0 0
χρ2 2 2 0 −2 0 0 0
χρ5 2 −2 −
√
2i 0
√
2i 0 0
The cohomology ring H∗(BSD2N+2 ;Z2) is given by
Z2[x, y, u, P ]/x
3, x2 + xy, xu, u2 + (x2 + y2)P
with |x| = |y| = 1, |u| = 3, |P | = 4, see [15], [39]. Further, we have x = w1(χ3), y = w1(χ2) and
P = c2(χρ), the mod 2 reduction of the second Chern class.
The Steenrod square actions are determined by
Sq1(u) = Sq1(P ) = 0;Sq2(u) = 0;Sq2(P ) = u2
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5.2 The local cohomology spectral sequence and ko calculations
The connective ko−homology ko∗(BSD16) was calculated in [39], Theorem 6.5.2, using the local
cohomology spectral sequence. Here is the E∞ page of the spectral sequence, together with the
Kernel Ker(Ap):
Theorem 5.2.1. The E∞ page of the spectral sequence, together with the kernel Ker(Ap), are
as follows:
0
0
0
0
0
0
0
0
0
0
0
0
23
23
24
24
25
25
25
25
Z
Z
Z
Z
Z
Z
Z
0
0
0
0
0
0
0
0
0
0
0
0
[4]⊕ [8]⊕ [8]
[2]
[2] ⊕ [4]⊕ [16]⊕ [32]
2
2⊕ [2]
[8] ⊕ [16] ⊕ [128] ⊕ [128]
[4]
[2]⊕ [8]⊕ [16] ⊕ [256] ⊕ [512]
22
22 ⊕ [4]
[2] ⊕ [32]⊕ [64] ⊕ [2048] ⊕ [2048]
[8]
[4]⊕ [32] ⊕ [64]⊕ [163]⊕ [2 · 163]
22
22 ⊕ [8]
...
...
...
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
2
2
2
22
2
22
22
23
22
23
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
degree(t)
H1I (R) H
0
I (R)H
2
I (R)
where[n] := cyclic group of order n, 2r:= elementary abelian group of order r.
The E∞-page for ko∗(BSD16).
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The kernel Ker(Ap) is thus given by the classes in first and second column:
n [H1I (ko
∗(BSD16))]n+1 [H
2
I (ko
∗(BSD16))]n+2
n ≤ 3 0 0
3 [4]⊕ [8] ⊕ [8] 0
4 0 2
5 [2] 0
6 0 0
7 [2]⊕ [4] ⊕ [16] ⊕ [32] 0
8 2 2
9 2⊕ [2] 0
10 0 2
11 [8]⊕ [16] ⊕ [128] ⊕ [128] 0
12 0 22
13 [4] 0
14 0 2
15 [2]⊕ [8]⊕ [16]⊕ [256] ⊕ [512] 0
8k ≥ 16 22 = 2⊕ η(ko8k−1(BSD16)) 2k
8k + 1 ≥ 17 22 ⊕ [2k] = η(k˜o8k(BSD16))⊕ [2k] 0
8k + 2 ≥ 18 0 2k
8k + 3 ≥ 19 [2k−1]⊕ [2 · 4k]⊕ [4k+1]⊕ [8 · 16k]⊕ [8 · 16k] 0
8k + 4 ≥ 20 0 2k+1
8k + 5 ≥ 21 [2k+1] 0
8k + 6 ≥ 22 0 2k
8k + 7 ≥ 23 [2k]⊕ [2 · 4k]⊕ [4k+1]⊕ [16k+1]⊕ [2 · 16k+1] 0
.
Here, [H1I (ko
∗(BSD16))]n+1 and [H
2
I (ko
∗(BSD16))]n+2 contribute to (kerAp)n ⊆ kon(BSD16).
Note further from [39] (Theorem 6.5.2) that the two column, [H2I (ko
∗(BSD16))]n+2, is embed-
ded in Hn(BSD16;Z2). For the 1-column, [H
1
I (ko
∗(BSD16))]n+1, we have that the generator
of [H1I (ko
∗(BSD16))]8+1 is detected in H8(BSD16;Z2), as the class (yuP )
∨ = ξ(yuP ) (the
dual element of yuP ∈ H8(BSD16;Z2)). In higher degrees, [H1I (ko∗(BSD16))](8k)+1 contains
two generators of order 2 where one of them is an η-multiple and the other one is detected in
H8k(BSD16;Z2) as (yuP
2k−1)∨ = ξ(yuP 2k−1). The generator of [H1I (ko
∗(BSD16))]9+1 is an η-
multiple and in higher degrees [H1I (ko
∗(BSD16))](8k+1)+1 contains one η-multiple generator and
one η2-multiple generator (coming from the η-multiple in degree (8k)+1). The other generators
in this column which are not mentioned above come from H1I (QO) which can be dealt with by
character theory.
Note again that the H2 part is the same for all semi-dihedral groups, and much like the dihedral
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groups, we show there are no more differentials for the higher semi-dihedral groups by realizing
sufficiently many classes by positive scalar curvature spin manifolds in the ordinary homology.
5.3 Eta invariant calculations in odd dimensions
In odd dimensions, all ofKer(Ap) lies in the 1-column of the local cohomology spectral sequence,
and we will again show that it is realized by inclusion from periodic subgroups, together with
eta multiples. We use the results from the second chapter for Q8, together with some extra
calculations for C8 to prove the main result of this section, which verifies the conjecture in odd
dimensions. Write SD16 =< s, t; s
8 = t2 = 1, tst = s3 >.
Proposition 5.3.1. i) The images of inclusions from the cyclic subgroups < s >,< t > and the
quaternion subgroup < s2, ts >, together span all of ko4m+3(BSD16).
ii) Inclusion from < s > spans all of ko8m+5(BSD16), and together with Eta multiples, all of
Ker(Ap) ⊂ ko8m+9(BSD16)
Proof. We see from Theorem 5.2.1 that |ko8m+3(BSD16)| = 28+13m, while |ko8m+7(BSD16)| =
212+13m.
We start by considering explicitly the restrictions to Q8, and using the calculations known
for Q8. From [9] and chapter 2 we know that ko4k−1(BQ8) is spanned by the ko-fundamental
classes of the manifolds M4k−1t = S
k−1/Ht with t = 1, 2, 3 together with M
4k−1
Q = S
4k−1/Ql
and M4k−9Q = S
4k−9/Ql. For any such M we defined
−→η (M) = (η(M)(ρ0 − κ1), η(M)(ρ0 − κ3), η(M)(2 − τ), η(M)(2 − τ)2)
and then made explicit calculations to check that thse spanned a subgroup of order at least
|ko4k−1(BQ8)|.
We know that the real representation χρ2 restricts to κ1 + κ3, so since
−→η (Mn1 − Mn2 ) =
(2−2m−i, 0, 0, 0) with i = 1 and i = 2 when n = 8m + 3 and n = 8m + 7 resectively, we
get a factor of 22m+2 in both cases. This is because η(Mn1 −Mn2 )(ρ0 − κ1) = 2−2m−1, and so
when n = 8m+3, since ρ0−κ1 is real, this eta invariant takes values in R/2Z where it has order
22m+2.
Further, the representations χρ, χρ5 both restrict to the natural representation τ of Q8, and
(2− τ)2 = 4+ τ2 − 4τ is restricted to by 4+ χρ.χρ5 − 2(χρ + χρ5) which is a real representation
since χρ and χρ5 are complex conjugate.
So, by restricting representations we see directly that in dimensions n = 8m+3 we have spanned
a subspace of order 22m+282m+1 by including from Q8.
In n = 8m+7, since χρ and χρ5 are not quaternion representations, we must halve the order of
whatever is detected by η(M)(2− τ). This is because τ is a quaternion representation, and thus
η(M)(2 − τ) takes values in R/2Z for Q8 when n ≡ 7 mod 8, but η(M)(2 − χρ) (and χρ5) for
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SD16 takes values in R/Z, and so even though the eta invariants of quaternion lens spaces for
SD16 can be calculated by just restricting to τ , they will take values in R/Z rather than R/2Z.
The rest of the argument is exactly the same as in n = 8m+ 3, thus giving a subspace of order
22m+282m+22−1 = 22m+182m+2.
Note further that the representation χ4 of SD16 restricts trivially on the quaternion sub-
group < s2, ts > and to the non trivial representation on < t >, and thus in addition to what is
induced from Q8 we have the ko−fundamental class [RPn] → kon(B < t >) →֒ kon(BSD16) of
orders 24m+3, 24m+4 when n = 8m+ 3, 8m+ 7 respectively.
Putting this all together, we have in 8m + 3 a subgroup of order 22m+282m+124m+3 = 28+12m
(this is already enough in n = 3), while in 8m+7 the order is 24m+422m+182m+2 = 211+12m. We
now realize what is remaining by using the cyclic lens spaces Ln described above, viewing the
fundamental group C8 =< s > sitting inside SD16.
We start by calculating the eta invariant with respect to the real representation ρ0 − ρ4 of C8.
We start by applying Lemma 3.4 to show that η(L8m+j(l = 8;−→a ))(ρ4 − ρ0) has order at least
2m for both j = 3, 7 for suitable −→a . Firstly, let ω = (1 + i)/√2 be the generator of C8. Then
ρ4(ω) = −1, ω5 = −ω, ω7 = −ω3 and we have:
η(L3(8; (1, 1)))(ρ4 − ρ0) = 1
8
{ 2ω
(1− ω)2 +
2ω3
(1− ω3)2 +
2ω5
(1− ω5)2 +
2ω7
(1− ω7)2 }
=
1
4
{ω((1 + ω)
2 − (1− ω)2)
(1− i)2 +
ω3((1 + ω3)2 − (1− ω3)2)
(1 + i)2
}
=
1
8i
{−ω(4ω) + ω3(4ω3)} = −8i/8i = −1
which has order 2 ∈ R/2Z. Similarly, in n = 7 we have:
η(L7(8; (1, 1, 1, 1)))(ρ4 − ρ0) = 1
8
{ 2ω
2
(1 − ω)4 +
2ω6
(1− ω3)4 +
2ω10
(1− ω5)4 +
2ω14
(1− ω7)4 }
=
1
4
{ i((1 + ω)
4 + (1− ω)4)
(1− i)4 −
i((1 + ω3)4 + (1− ω3)4)
(1 + i)4
}
=
−1
16
{12i2 − 12i(−i)} = 24/16 = 3/2
which has order 2 ∈ R/Z.
For the general case we let −→a = (a1, · · · , a2k),K = (a1+· · · a2i)/2 and use the following inductive
trick:
η(L4k+7(8; (−→a , 1, 1, 5, 5)))(ρ4 − ρ0) =
=
1
8
{ 2ω
K+6
(1 − ωa1) · · · (1− ωa2k )(1− i)2 +
2ω3K+18
(1− ω3a1) · · · (1− ω3a2k)(1 + i)2+
2ω5K+30
(1− ω5a1) · · · (1− ω5a2k)(1− i)2 +
2ω7K+42
(1− ω7a1) · · · (1− ω7a2k )(1 + i)2 }
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Noting again that (1 ± i)2 = ±2i, and ω4j+2 = i,−i for j even, odd respectively, we may take
the common terms out of the bracket to simplify:
=
i
16i
(
2ωK
(1− ωa1) · · · (1− ωa2k) +
2ω3K
(1− ω3a1) · · · (1− ω3a2k)+
2ω5K
(1− ω5a1) · · · (1− ω5a2k) +
2ω7K
(1− ω7a1) · · · (1− ω7a2k ))
= (1/2)η(L4k−1(8; (−→a ))(ρ4 − ρ0)
Thus η(L4k+7(8; (−→a , 1, 1, 5, 5)))(ρ4 −ρ0) has twice the order in R/Z of η(L4k−1(8; (−→a ))(ρ4−ρ0),
and the claim is immediate by induction.
Thus we can consider 6−tuples of Eta invariants as follows. The three non-trivial one
dimensional representations of SD16 can each be characterized by their kernels, which are C8,D8
and Q8 respectively. We will denote the representation with kernel C8 as Cˆ8 for example. Then
for a manifold M we set:
−→η (M) = (η(M)(1−Dˆ8), η(M)(1−Cˆ8), η(M)(1−Qˆ8), η(M)(2−χρ), η(M)(4+χρ.χρ5−2(χρ+χρ5))
Then using [9] and the calculations we’ve already given we have upto order at least in n = 8m+3:
−→η (L8m+3(8;−→a ) = (2−m−1, 0, 2−m−1, ∗, ∗, ∗)
−→η (RPn) = (0, 2−4m−3, 2−4m−3, 2−4m−3, 2−4m−2, 2−4m−3)
−→η (Mn1 −Mn2 ) = (∗, ∗, 0, 2−2m−2 , 0, 0)
−→η (Mn−8Q ×B8) = (∗, ∗, 0, ∗, 1/24m−1 + 3/22m, 1/24m−2 + 3/22m)
−→η (Mn−5Q ) = (∗, ∗, 0, ∗, 1/24m+3 + 3/22m+2, 1/24m+2 + 3/22m+2)
Here ∗ is a term we aren’t interested in, and we have divided by two already for the real
representations. Thus in R/Z we may consider the following matrix of vectors spanned by
positive scalar curvature manifolds:
2−m−1 0 2−m−1 ∗ ∗ ∗
0 2−4m−3 2−4m−3 2−4m−3 2−4m−2 2−4m−3
∗ ∗ 0 2−2m−2 0 0
∗ ∗ 0 ∗ 1/24m+3 + 3/22m+2 1/24m+2 + 3/22m+2
∗ ∗ 0 ∗ 1/24m−1 + 3/22m 1/24m−2 + 3/22m

Note that since Dˆ8 and Cˆ8 both restrict to the same representation on Q8, we can do a cancel-
lation with the first three columns, namely, adding the first and the third and then subtracting
the second gives us the column (2−m, 0, 0, 0, 0)T , and so this, combined with the zeroes down
the Qˆ8 column immediately imply that we have spanned a subspace of order at least 2
m times
what is spanned by RPn and the quaternion lens spaces, which we already calculated as 28+12m.
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Thus in total we have a subspace of order 28+13m as required.
Proceeding in exactly the same manner in n = 8m+ 7 gives us a subspace of order 211+13m in
R/Z. However here, the cancellation we use above is slightly different, because when we restrict
to the real representation of C8 we have that η(L
8m+7−→a )(ρ4 − ρ0) ∈ R/Z infact has the same
order as η(L8m+7(1,−→a )(2ρ4 − 2ρ0), since 2ρ4 is in fact a quaternion representation so that the
eta invariant takes values in R/2Z. Thus, just like in the previous chapter, the order of the
group spanned is doubled, giving the required order of 212+13m in total. This proves the first
part of the proposition.
In dimensions 4m+1 we use the Lens space bundles L4m+1 described above, with funda-
mental group C8 =< s >, and calculate some eta invariants, again closely following the methods
in [9]. We note from [9] that there is a surjective map from  Ln(BC8) to  Ln−4(BC8), where
 Ln(BC8) ⊂ R/Z is the subspace spanned by the set of η(Ln)(ρ). Thus using naturality there is
also a surjective map δ :  Ln(BSD16)→  Ln−4(BSD16).
Recall from the second section that in dimensions 8m + 5 we have Ker(Ap) = [2m+1], while
in 8m + 9 we have Ker(Ap) = [2m+1] together with eta multiples. Since the order of the sub-
groups we need to realize using these lens space bundles is the same in 8m + 5, 8m + 9, the
above paragraph implies we need only realize a subgroup of order 2m+1 in dimensions 8m + 5.
Further, again using [9], we need only check this claim in dimensions 5, 13, since then we would
deduce that δ :  L13(BSD16) = [4]→  L9(BSD16) = [2] is surjective with kernel [2], and then by
periodicity δ :  L8m+13(BSD16) →  L8m+9(BSD16) is also surjective with kernel at least [2], so
that inductively we would have realized a subgroup of order 2m+2 as required.
So we do some calculations in dimensions 5 and 13. Note that χρ restricts to ρ1 ⊕ ρ3 on the
cyclic subgroup C8 =< s >, where ρ1 is the natural representation sending s→ ω = (1+ i)/
√
2,
and ρ3 sends s→ ω3. So we take:
η(i∗(L
5(1, 1)))(2ρ0 − χρ) = η(L5(1, 1)(2ρ0 − ρ1 − ρ3)
= η(L5(1, 1))(ρ0 − ρ1) + η(L5(1, 1)(ρ0 − ρ3)
and we calculate each summand directly using Lemma 3.4:
η(L5(1, 1))(ρ0 − ρ1) = 1
8
∑
16=λ∈C8
λ(1 + λ)(1 − λ)
(1− λ)3
=
1
8
{ω(1 + ω)
(1 − ω)2 +
i(1 + i)
(1− i)2 +
ω3(1 + ω3)
(1− ω3)2 + 0−
ω(1− ω)
(1 + ω)2
− i(1 − i)
(1 + i)2
− ω
3(1− ω3)
(1 + ω3)2
}
=
1
8
{ω((1 + ω)
3 − (1− ω)3
(1− i)2 ) + ω
3(
(1 + ω3)3 − (1− ω3)3
(1 + i)2
)− (1 + i)
2
− (1− i)
2
}
= −3/4 − 1/8
Where we use ω2 = i, ω4+j = −ωj, and then separate the i,−i terms in the summand. We
proceed analogously for ρ3:
η(L5(1, 1))(ρ0 − ρ3) = 1
8
∑
16=λ∈C8
λ(1 + λ)(1− λ3)
(1− λ)3
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=
1
8
{ω((1 + ω)
4(1− ω3)− (1− ω)4(1 + ω3)
(1 − i)3 )+ω
3(
(1 + ω3)4(1− ω)− (1− ω3)4(1 + ω)
(1 + i)3
)− 2
(1− i)3−
2
(1 + i)3
}
= −3/4 + 1/8
So that adding up we get −3/2 ∈ R/Z of order 2, as required. We now make the analogous
calculation in dimension 13 for L13(1, 1, 1, 1, 1, 1):
η(L5(1, 1, 1, 1, 1, 1))(ρ0 − ρ1) = 1
8
∑
16=λ∈C8
λ3(1 + λ)(1− λ)
(1− λ)7
=
1
8
{ω3((1 + ω)
7 − (1− ω)7
(1− i)6 ) + ω(
(1 + ω3)7 − (1− ω3)7
(1 + i)6
)− i
3(1 + i)
(1− i)6 +
i(1− i)
(1 + i)6
}
= −17/8 − 1/32
While for ρ3 we have:
η(L5(1, 1, 1, 1, 1, 1))(ρ0 − ρ3) = 1
8
∑
16=λ∈C8
λ3(1 + λ)(1 − λ3)
(1− λ)7
=
1
8
{ω3((1 + ω)
8(1− ω3)− (1 − ω)8(1 + ω3)
(1− i)7 )+ω(
(1 + ω3)8(1− ω)− (1− ω3)8(1 + ω)
(1 + i)7
)+
2
(1− i)7+
2
(1 + i)7
}
= −17/8 + 1/32
So that adding gives us −17/4 of order 4 ∈ R/Z, which completes the proof.
5.4 The extra class in 8k on the 1-column
The result of the calculations of the previous section is that we can realize all of Ker(Ap) in
dimensions 4k + 3 and together with eta-multiples, in 4k + 1 also. However, in dimensions 8k,
there is a class which is not detected in periodic K-theory, but is in first local cohomology, for
which we need a separate geometric construction. This class is also detected in the ordinary
Z2-homology of BSD16, and its image is ξ(yuP
2k−1), the class dual to yuP 2k−1. We realize this
class as follows:
The idea is to start with the exact sequence C8 → SD16 → Z2, lift it to obtain a sequence
C8 → G → Z, and take classifying spaces. Of course S1 = BZ, and since C8 acts on nC by
multiplication, we have a map from a lens space L into BC8, and thus a fibre bundle L
n−1 →
Mn → S1, as shown. As a lens bundle this carries positive scalar curvature, and we claim that
this gives the remaining class when n = 8k and k ≥ 1.
Ln−1 //

Mn //
f

S1
≃

BC8 //

BG //
g

BZ

BC8 // BSD16 // BZ2
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Proposition 5.4.1. When n = 8k, the manifold Mn constructed above is a spin manifold,
whose image in H8k(BSD16) is ξ(yuP
2k−1), the class dual to yuP 2k−1.
Proof. Let F = g ◦ f . We now calculate the cohomology of the manifold M , along with the
map F ∗ : H∗(BSD16) → H∗(M). We know H∗(Ln−1;Z2) = Z2[X, τ˜ ]/X4k , τ˜2 where X is a
dimension 2 generator, and τ˜ dimension 1, and H∗(S1) = Z2[σ]/σ
2. By the universal coefficient
Theorem, all the cohomology groups except of course H0(M),Hn(M) have rank 2, and the
Serre spectral sequence implies that there are two degree one and one degree two generators,
one of the degree one generators being σ, with σ2 = 0. Since y = w1(χ2) has kernel C8,
restricting representations implies that σ = F ∗(y), and we can then define τ = F ∗(x), and we
will deduce H∗(Mn,Z2) = Z2[σ, τ, Z]/σ
2, στ + τ2, Z4k, where Z is a degree 2 class restricting to
X ∈ H∗(Ln−1).
Since P restricts non-trivially on the cyclic group also, it follows that F ∗(P ) = Z2 or Z2+Zτ2.
Either way F ∗(P 2) = Z4, and recall that P = c2(ρ1) and we can view L
n−1 = S(2kρ1)/C8.
Notice that the universal cover M˜ of M = S(2kρ1)×GR is just S(2kρ1)×R, and so the induced
vector bundle over M is given by
2kρ1 ×G (S(2kρ1)× R)→ S(2kρ1)×G R
This has a section via the diagonal map, which implies Z4k = F ∗(P 2k) = c4k(ρ1) must be zero.
Now u2 = P (x2 + y2) ∈ H∗(SD16) implies F ∗(u2) = τ2Z2, and since xu = 0 we deduce
F ∗(u) = Z(τ + σ). We now claim this manifold M is spin, and F ∗(P ) = Z2 + Zτ2. We
have Sq1(u) = 0, so that 0 = Sq1(Z(τ + σ)) = Sq1(Z)(τ + σ) + Zτ2 so that Sq1(Z) = Zσ
or Z(τ + σ). Seeking a contradiction, assume the latter. Then Sq1(Z4k−1σ) = Z4k−1στ and
Sq1(Z4k−1τ) = Z4k−1τ2.
We recall that in a smooth manifold N, by the Wu fornulae [38] we have wk(N) =
∑
i+j=k Sq
i(vj),
where vj ∈ Hj(Mn) is the unique class such that vjy = Sqj(y), for every y ∈ Hn−j(M). Thus
we deduce from above that w1 = v1 = τ . However, M is a fibre bundle with orientable fibre, and
so w1(M) must restrict to zero in H
∗(L4n−1). Since τ restricts to τ˜ , we have a contradiction.
So Sq1(Z) = Zσ, implying
Sq1(Z4k−1σ) = Z4k−1σ2 = 0
and
Sq1(Z4k−1τ) = Z4k−1τ2 + Z4k−1στ = 0
so that w1(M) = v1 = 0 .
Further
Sq2(Z4k−1) = Z4k + (Sq1(Z2k−1))2 = 0
Sq2(Z4k−2τ2) = τ2Sq2(Z4k−2) = τ2(Sq1(Z2k−1))2 = 0
so that w2(M) = v2 = 0 also.
Now Sq2(P ) = u2 implies Sq2(F ∗(P )) = Z2τ2, so that F ∗(P ) 6= Z2. The top cohomology class
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of M is Z4k−1τ2 = Z4k−1στ , and observe that F ∗(yuP 2k−1) = σZ(σ + τ)(Z2 + Zτ2)2k−1 =
Z4k−1στ . Any other class mapping to Z4k−1στ must have a factor of uP 2k−1 and as xu = 0,
dualising F ∗ immediately gives F∗(ξ(Z
4k−1τ2)) = ξ(yuP 2k−1).
This construction is entirely analogous to the one used to obtain a similar extra class
for dihedral groups, which is in second local cohomology in high enough dimensions. This is a
representation theoretic geometric construction, and the only immediate diference between the
two cases is that the representation in question here is complex.
5.5 Ordinary cohomology and the 2-column
The two column in the local cohomology spectral sequence is the same for all semi-dihedral
groups, and it is a Z2 vector space of dimension k + 1 if n = 8k + 4,k if n = 8k + j with j 6= 4
even, and 0 if n is odd. It again suffices to detect these classes in ordinary Z2 homology. We
claim that sufficiently many classes are realized by inclusion from a Klein 4−subgroup V (2).
Note that the dihedral group of order 8 includes into all the semi-dihedral groups. As in the
previous chapter, we denote by ω ∈ D8 the rotation by π/2, s, s′, t, t′ the reflections through
the lines y = 0, x = 0, y = x, y = −x respectively. The Klein 4−subgroup we consider is
V (2) =< s, s′ > (note that < t, t′ > is another one, but it turns out not to be needed).
We recall that H∗(BD8,Z2) = Z2[α, β, δ]/αβ + β
2, where α = w1(ωˆ), β = w1(sˆ), δ = w2(σ).
Hereˆdenotes the inflated representation, and σ is the unique two dimensional representation.
Further we have H∗(BV (2)) = Z2[p, q], with p = w1(ωˆ2), q = w1(sˆ). Restricting representations
then gave us the induced maps in cohomology. The map H∗(BD8)→ H∗(BV (2)) is determined
by α→ p, β → 0, δ → q(p+ q). So if A = Z2[α, δ] we deduce H∗(BV (2)) = A⊕ qA.
H∗(BD8,Z2)→ A֌ H∗(BV (2)) = A⊕ qA
We then chose dual bases in homology and computed where the classes in H+∗ (BV (2) ( which
we know explicitly) mapped to.
H∗(BD8,Z2)← Av և H∗(BV (2)) = Av ⊕ qAv
. The following Proposition summarizes the calculation in the last chapter.
Proposition 5.5.1. The image under the above inclusion of H+∗ (BV (2)) in H
+
∗ (BD8) is spanned
by the following classes:
In dimensions 4k + 2 it is spanned by ξ(α4iδ4j+3), with 0 ≤ i, j ∈ Z and 4i+ 8j + 6 = 4k + 2.
In dimensions 4k it is spanned by ξ(α4i+2δ4j+1), with 0 ≤ i, j ∈ Z and 4i+ 2 + 8j + 2 = 4k.
We now have a sequence of inclusions ko∗(BV (2))→ ko∗(BD8)→ ko∗(BSD2N+2), and we
have understood what classes are induced from the first inclusion. We know consider the second
inclusion, starting with the cohomology of semi-dihedral groups and seeing how it restricts to
D8. This follows from the following Proposition, see [15], [39].
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Proposition 5.5.2. We have
H∗(BSD2N+2 ,Z2) = Z2[x, y, u, P ]/(xy + x
2, xu, x3, u2 + (x2 + y2)P )
where | x |=| y |= 1, | u |= 3, | P |= 4. Further the restriction map f∗ : H∗(BSD2N+2) →
H∗(BD8) sends x→ 0, y → α, u→ αδ, P → δ2.
So we can immediately dualise again to check that we get sufficiently many classes in
H+∗ (BSD2N+2 ;Z2), and we can now prove:
Proposition 5.5.3. The image under the above inclusion spans all of the two-column in the
local cohomology filtration for ko∗(BSD2N+2).
Proof. As always, we check that we have sufficiently many classes in ordinary homology.
We claim it suffices to check that if i > 0, then f∗(ξ(α
iδj)) 6= 0 and f∗(ξ(αiδj)) = f∗(ξ(αi′δj′))⇒
i = i′, j = j′
Indeed, we know that for n = 4k, 4k+2, we have ⌊(k+1)/2⌋ classes in H+∗ (BD8) induced from
V (2). By Theorem 5.2.1 we need to produce K + 1 classes in H+n (BSD2N+2) for n = 8K + 4,
and K classes for n = 8K, 8K + 2 and 8K + 6.
Now if we have 8K + 4 = 4k then 8K + 8 = 4k + 4 which implies that K + 1 = (k + 1)/2 =
⌊(k + 1)/2⌋. Similarly 8K = 4k and 8K + 2 = 4k + 2 both imply K = k/2 = ⌊(k + 1)/2⌋
since k must be even. Finally if 8K + 6 = 4k + 2 ⇒ K = (k − 1)/2 = ⌊(k + 1)/2⌋ − 1, which
is exactly what we need since in these dimensions we have an extra ξ(δ4K+3) ∈ H+∗ (BD8,Z2)
which clearly maps to zero under f∗.
So it suffices to check that terms dual to αiδj with i > 0 are mapped monomorphically by
f∗. Recall that the classes ξ(α
iδj) ∈ H+∗ (BD8) always have i even and j odd, so that by
Proposition 5.5.2 we have that f∗(yi−1uP (j−1)/2) = αiδj . Thus f∗(ξ(α
iδj)) 6= 0, and we claim
that f∗(ξ(α
iδj)) = ξ(yi−1uP (j−1)/2).
This follows since if f∗(yaubP c) = αa+bδ2c+b and f∗(ya
′
ub
′
P c
′
) = αa
′+b′δ2c
′+b′ both map to αiδj
with i > 0 even and j ≥ 1 odd, then a, a′, b, b′ must all be odd. Further a+ b = a′ + b′, 2c+ b =
2c′ + b′, which implies that a′ = a − 2j, b′ = b + 2j, c′ = c − j, for some j ∈ Z, and j ≥ 0
without loss of generality. However in H∗(BSD2N+2 ,Z2), we have u
2 = x2P + y2P which
implies yu3 = yx2uP + y3uP = y3uP since xu = 0. Thus we can repeatedly apply this formula
to deduce
ya
′
ub
′
P c
′
= ya−2jub+2jP c−j = yu3(ya−2j−1ub+2j−3P c−j) = y3uP (ya−2j−1ub+2j−3P c−j) =
= ya−2j+2ub+2j−2P c−j+1 = · · · = yaubP c.
Now since f∗(ξ(α
iδj)) =
∑
ξ(k) where the sum is over all k ∈ H∗(BSD2N+2) that map
under restriction to ξ(αiδj), we deduce that f∗(ξ(α
iδj)) = ξ(yi−1uP (j−1)/2), and thus that
f∗(ξ(α
iδj)) = f∗(ξ(α
i′δj
′
))⇒ i = i′, j = j′, as required.
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