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Abstract
In this paper, by the method of comparing coefficients and the inverse technique, we establish the corre-
sponding variate forms of two identities of Andrews and Yee for mock theta functions, as well as a few
allied but unusual q-series identities. Among includes a new Bailey pair from which a product formula
of two 2φ1 series is derived. Further, we focus on two finite q-series summations arising from Andrews
and Yee’s mock theta function identities and expound some recurrence relations and transformation
formulas behind them.
Keywords: mock theta function; Ramanujan; q-series; Bailey pair; recurrence relation; Lagrange
inversion formula; WZ method; comparing coefficients; identities; transformation.
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1. Introduction
In the very recent paper [10], G.E. Andrews and A.J. Yee showed the following q-series identities.
Lemma 1.1 ([10, Theorem 1, Eq.(6)/Eq.(7); Eq.(8)]). For any complex numbers q : |q| < 1 and variable
z, the following identities are valid.
∞∑
n=0
znq2n
2+2n+1
(q, zq; q2)n+1
=
∞∑
n=1
zn−1qn
(q; q2)n
, (1.1)
∞∑
n=0
qn(−zqn+1; q)n(zq
2n+2; q2)∞ =
∞∑
n=0
znqn
2+n
(q; q2)n+1
, (1.2)
∞∑
n=1
qn
(zqn; q)n+1(zq2n+2; q2)∞
=
∞∑
n=1
zn−1qn
(q; q2)n
. (1.3)
According to G.E. Andrews and A.J. Yee, these q-series identities are closely related with two mock
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theta functions ω(z; q) and v(z; q) which were first introduced by G.E. Andrews [1] as follows:
ω(z; q) :=
∞∑
n=0
znq2n
2+2n
(q; q2)n+1(zq; q2)n+1
and v(z; q) :=
∞∑
n=0
qn
2+n
(−zq; q2)n+1
.
As is well known to us, ω(z; q) and v(z; q) go back to the third order mock theta functionsω(q) = ω(1; q)
and v(q) = ω(1; q) due to G.N. Watson [20] and afterward rediscovered in Ramanujan’s lost notebook
[17]. Perhaps the most important thing is that in their paper [7], G.E. Andrews, A. Dixit and A.J. Yee
discovered that ω(q) and v(q) serve as enumerative functions for special integer partitions. Regarding
this together with more recent progress, we refer the reader to [7] and [12] of Y.S. Choi.
In the present paper, we shall generalize the above Andrews–Yee identities (1.2) and (1.3) to the
following variate (i.e. y) forms and then prove (1.1) in a different way.
Theorem 1.2. For arbitrary complex numbers q, y such that |q|, |y| < 1, the following identities are
valid.
∞∑
n=0
yn(−zqn+1; q)n(zq
2n+2; q2)∞ =
∞∑
n=0
znqn
2+n (−y; q)n
(yqn; q)n+1
n∑
k=0
q2k
(y/q; q)2k(
q2, y2; q2
)
k
, (1.4)
∞∑
n=1
yn−1
(zqn; q)n+1(zq2n+2; q2)∞
=
∞∑
n=0
(qz)n
(−y; q)n
(yqn; q)n+1
n∑
k=0
qk
(y/q; q)2k
(q2, y2; q2)k
. (1.5)
In the process of proving Theorem 1.2, we obtain some special q-series identities. To our best
knowledge, they are new and of interest deserving separate theorems below.
Theorem 1.3. For integer n ≥ 0 and complex numbers y being not of the form −q−n, the following
identities are valid.
n∑
k=0
qk
(yqn; q)k
(q2; q2)k
= (−y; q)n
n∑
k=0
qk
(y/q; q)2k
(q2, y2; q2)k
, (1.6)
n∑
k=0
[
n
k
]
q
ykqk
2/2−k/2 (q; q)k
(yqn; q)k+1
=
(q2, y2; q2)n
(y; q)2n+1
n∑
k=0
q2k
(y/q; q)2k(
q2, y2; q2
)
k
. (1.7)
In particular, we have
∞∑
k=0
ykqk
2/2−k/2 = (q2; q2)∞(−y; q)∞ 2φ1
[
y/q, y
y2
; q2, q2
]
(1.8)
while, for any integer r ≥ 0,
(−q; q)2r
∞∑
k=0
qk
2/2+k/2+2rk =
(q2; q2)∞
(q; q2)∞
∞∑
k=0
q2k
(q2r; q)2k(
q2, q4r+2; q2
)
k
. (1.9)
Especially noteworthy is that (1.7) offers a new Bailey pair and (1.9) is also different from one given
by G.E. Andrews and S.O. Warnaar in [9] via the Bailey transformation. Actually, as a combination of
(1.7) and the classical Bailey lemma, we can set up
Theorem 1.4. With the same conditions as Theorem 1.3. Then for any |yq/ab| < 1, we have
∞∑
n=0
(a, b; q)n
(yq/a, yq/b; q)n
(
y2
ab
)n
qn
2/2+n/2 (1.10)
=
(yq, yq/ab; q)∞
(yq/a, yq/b; q)∞
∞∑
n=0
(−q,−y, a, b; q)n
(yq; q)2n
(
yq
ab
)n n∑
k=0
q2k(y/q; q)2k(
q2, y2; q2
)
k
.
2
It comes as a surprise that a product formula of two 2φ1 series emerges from (1.7). It is similar to
but different from the existing results such as various q-analogues of the Clausen formula [13, Section
8.8].
Theorem 1.5. For any complex numbers a and b being not of the form −q−m, integer m ≥ 0, it holds
2φ1
[
a, a/q
a2
; q2, q2
]
2φ1
[
b, b/q
b2
; q2, q2
]
=
(q; q2)∞
(q2; q2)∞
4φ3
[
(ab)1/2,−(ab)1/2, (ab/q)1/2,−(ab/q)1/2
−a,−b, ab/q
; q, q
]
.
(1.11)
Before proceeding, let us give several remarks on notation. Throughout this paper, we adopt the
standard notation and terminology for q-series from the book [13]. As customary, the q-shifted factorials
of complex variable x with the base q are given by
(x; q)∞ :=
∞∏
n=0
(1 − xqn) and (x; q)n :=
(x; q)∞
(xqn; q)∞
for all integers n. For integers m ≥ 1, we employ the multi-parameter compact notation
(a1, a2, . . . , am; q)n := (a1; q)∞(a2; q)n . . . (am; q)n.
Also, the q-binomial coefficients
[
n
k
]
q
and the r+1φr series with the base q and the argument x are re-
spectively defined [
n
k
]
q
:=
(q; q)n
(q; q)n−k(q; q)k
,
r+1φr
[
a1, a2, · · · , ar+1
b1, b2, · · · , br
; q, x
]
:=
∞∑
n=0
(a1, a2, . . . , ar+1; q)n
(q, b1, b2, . . . , br; q)n
xn.
To easy notation, we write τ(n) for (−1)nqn(n−1)/2. In addition, given any power series f (x) =
∑
n≥0 anx
n
in variable x, we define the coefficient functional
[xn] f (x) := an and a0 = f (0).
Our paper is organized as follows. In Section 2, Theorems 1.2–1.5, as well as Identity (1.1) will
be proved. In Section 3, we shall study two finite q-series sums related to these mock theta function
identities. As applications, some interesting q-series identities will be presented in these two sections.
Among includes a new Bailey pair from which a product formula of two 2φ1 series is derived. In Section
4, we conclude our paper with some remarks on ω(z; q) and v(z; q).
2. Proofs of main theorems
Our argument rests on the following transformations of terminating 3φ2 series.
Lemma 2.1 ([13, (III.11)/(III.13)]).
3φ2
[
q−n, b, c
d, e
; q, q
]
=
(de/bc; q)n
(e; q)n
(
bc
d
)n
3φ2
[
q−n, d/b, d/c
d, de/bc
; q, q
]
, (2.1)
3φ2
[
q−n, b, c
d, e
; q,
deqn
bc
]
=
(e/c; q)n
(e; q)n
3φ2
[
q−n, c, d/b
d, cq1−n/e
; q, q
]
. (2.2)
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2.1. Proof of Theorem 1.2
Next is the complete proof of Theorem 1.2, which is composed of the proofs of (1.4) and (1.5).
Proof of Identity (1.4). To establish (1.4), we temporarily assume that
∞∑
n=0
yn(−zqn+1; q)n(zq
2n+2; q2)∞ =
∞∑
n=0
fn(y)z
n. (2.3)
It is easy to see that
(−zqn+1; q)n(−zq
2n+2; q2)∞ =
(−zqn+1; q)∞
(−zq2n+1; q2)∞
.
By the q-binomial theorem [13, (II.3)], we have
(−zqn+1; q)∞
(−zq2n+1; q2)∞
=
∞∑
i=0
τ(i)
(q; q)i
(−zqn+1)i
∞∑
j=0
(−zq2n+1) j
(q2; q2) j
.
Therefore, by equating the coefficients of zm on both sides, to show (1.4) is to find
fm(y) =
∞∑
n=0
yn
∑
i+ j=m
(−1)i
τ(i)qni+i
(q; q)i
(−1) j(q2n+1) j
(q2; q2) j
= (−1)mqm
∑
i+ j=m
τ(i)
(q; q)i(q2; q2) j
∞∑
n=0
qn(i+2 j)yn.
= (−1)mqm
∑
i+ j=m
τ(i)
(q; q)i(q2; q2) j
1
1 − yqm+ j
.
Next, we multiply both sides by (−1)mq−m(1 − yqm)(q; q)m and reformulate it as
(−1)mq−m(1 − yqm)(q; q)m fm(y) =
m∑
j=0
[
m
m − j
]
q
τ(m − j)
(yqm; q) j
(−q, yq1+m; q) j
. (2.4)
In this form, we need to examine the term
[
m
m − j
]
q
τ(m − j) =
(q−m; q)m− j
(q; q)m− j
qm(m− j) =
(q−m; q)m
(q; q)m
(q−m; q) j
(q; q) j
qm(m− j)+(m+1) j
= τ(m)q j
(q−m; q) j
(q; q) j
,
wherein we have used the basic relations (cf.[13, (I.42)])
[
n
k
]
q
τ(k) =
(q−n; q)k
(q; q)k
qnk (2.5)
and (cf.[13, (I.11)])
(a; q)n−k
(b; q)n−k
=
(a; q)n
(b; q)n
(q1−n/b; q)k
(q1−n/a; q)k
(b/a)k. (2.6)
Accordingly, (2.4) reduces to
(1 − yqm)(−1)mq−m(q; q)m fm(y) = τ(m)3φ2
[
q−m, yqm, 0
−q, yq1+m
; q, q
]
. (2.7)
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It is now clear that we can employ the transformation (2.1) under the simultaneous parametric special-
izations
(n, b, c, d, e) = (m, yqm, 0, yq1+m,−q)
to the 3φ2 series on the right-hand of (2.7), arriving at
3φ2
[
q−m, yqm, 0
−q, yq1+m
; q, q
]
=
qm
2/2+m/2
(−q; q)m
2φ1
[
q−m, q
yqm+1
; q,−yqm
]
.
Making use of this fact, we see that (2.7) is equivalent to
(−1)mq−m(1 − yqm)(q; q)m fm(y) =
(−1)mqm
2
(−q; q)m
m∑
k=0
[
m
k
]
q
ykqk
2/2−k/2 (q; q)k
(yqm+1; q)k
,
or equivalently,
q−m
2−m(q2; q2)m fm(y) =
m∑
k=0
[
m
k
]
q
ykqk
2/2−k/2 (q; q)k
(yqm; q)k+1
. (2.8)
Now we can solve (2.8) for fm(y). To that end, we define
Sm(k) :=
[
m
k
]
q
ykqk
2/2−k/2 (q; q)k
(yqm; q)k+1
and Tm :=
m∑
k=0
Sm(k).
Next, by the WZ method (see [16] for further information), it holds
Sm+1(k) −
(1 − q2m+2)(1 − y2q2m)
(1 − yq2m+1)(1 − yq2m+2)
Sm(k) = G(m, k) −G(m, k − 1),
where
G(m, k) :=
yqk+m+1 + qk+1 − qm+1 − 1(
1 − yq2m+1
) (
1 − yq2m+2
) × (q; q)k+1(
yqm+1; q
)
k+1
[
m + 1
k + 1
]
q
yk+1q
k2
2
− k
2
+m.
By telescopying, we find that T0 = 1/(1 − y) and
Tm −
(1 − q2m)(1 − y2q2m−2)
(1 − yq2m−1)(1 − yq2m)
Tm−1 =
q2m−1(q − y)(
1 − yq2m−1
) (
1 − yq2m
) . (2.9)
Solving (2.9), we obtain
Tm =
(q2, y2; q2)m
(y; q)2m+1
m∑
k=0
q2k(y/q; q)2k(
q2, y2; q2
)
k
,
which in turn yields
fm(y) = q
m2+m (y
2; q2)m
(y; q)2m+1
m∑
k=0
q2k(y/q; q)2k(
q2, y2; q2
)
k
. (2.10)
A direct substitution of (2.10) back to (2.3) completes the proof of (1.4).
Now we proceed to the proof of Identity (1.5).
Proof of Identity (1.5). As previously, in order to show (1.5), we assume for the moment that
∞∑
n=1
yn
(zqn; q)n+1(zq2n+2; q2)∞
=
∞∑
n=0
gn(y)z
n. (2.11)
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Observe that
1
(zqn; q)n+1(zq2n+2; q2)∞
=
(zq2n+1; q2)∞
(zqn; q)∞
.
So, by comparing coefficients, we see that for any integer m ≥ 0,
gm(y) =
∞∑
n=1
yn[zm]
(zq2n+1; q2)∞
(zqn; q)∞
.
It remains to find gm(y). For this, we invoke the q-binomial theorem [13, (II.3)] to expand
(zq2n+1; q2)∞
(zqn; q)∞
=
∞∑
i=0
(zqn)i
(q; q)i
∞∑
j=0
(−1) jq j
2− j(zq2n+1) j
(q2; q2) j
.
With this given, we need to compute
gm(y) =
∞∑
n=1
yn
∑
i+ j=m
qni
(q; q)i
(−1) jq j
2− j(q2n+1) j
(q2; q2) j
=
∑
i+ j=m
(−1) jq j
2
(q; q)i(q2; q2) j
∞∑
n=1
(yqi+2 j)n
=
yqm
1 − yqm
∑
i+ j=m
(−1) jq j
2+ j
(q; q)i(q; q) j(−q; q) j
(yqm; q) j
(yqm+1; q) j
. (2.12)
Recasting the rightmost sum in (2.12) in terms of the 3φ2 series, we see that
(1 − yqm)(q; q)mgm(y) = yq
m lim
b→∞
3φ2
[
q−m, yqm, b
−q, yqm+1
; q,−
q2+m
b
]
. (2.13)
At this stage, we apply the transformation (2.2) under the simultaneous parametric specialization
(n, b, c, d, e) = (m, b, yqm,−q, yqm+1)
to the 3φ2 series on the right-hand side of (2.13), thereby obtaining
3φ2
[
q−m, yqm, b
−q, yq1+m
; q,−
q2+m
b
]
=
(q; q)m
(yq1+m; q)m
3φ2
[
q−m, yqm,−q/b
−q, q−m
; q, q
]
.
With the aid of this relation, it is easy to see that (2.13) is equivalent to
(1 − yqm)(q; q)mgm(y) = yq
m (q; q)m
(yq1+m; q)m
m∑
k=0
(yqm; q)k
(q2; q2)k
qk.
After simplification, it becomes
(yqm; q)m+1
yqm
gm(y) =
m∑
k=0
(yqm; q)k
(q2; q2)k
qk. (2.14)
In order to find gm(y), we invoke the WZ method and define
Sm(k) :=
(yqm; q)k
(q2; q2)k
qk and Tm :=
m∑
k=0
Sm(k).
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In both notation, we suppress the dependence on y. Next, by the WZ method, we find
Sm+1(k) − (1 + yq
m)Sm(k) = G(m, k) −G(m, k − 1),
where
G(m, k) := −yqm
(yqm+1; q)k
(q2; q2)k
.
By telescopying, it is without difficult to check that Tm satisfies
Tm+1 − (1 + yq
m)Tm =
qm(q − y)(yqm+1; q)m
(q2; q2)m+1
.
Solving this recurrence relation, we get
Tm = (−y; q)m
m∑
k=0
qk
(y/q; q)2k
(q2, y2; q2)k
.
And then substituting this for Tm of (2.14) and solving the resulted for gm(y), we immediately obtain
gm(y) = yq
m (−y; q)m
(yqm; q)m+1
m∑
k=0
qk
(y/q; q)2k
(q2, y2; q2)k
. (2.15)
A direct substitution of (2.15) back to (2.11) gives the complete proof of the identity.
2.2. Proof of Theorem 1.3
Now we are ready to present a short proof of Theorem 1.3.
Proof of Theorem 1.3. It is clear from the above argument that (1.6) is obtained by combining (2.14)
with (2.15) while (1.7) is the consequence of substituting (2.10) into (2.8). On taking the limitation of
(1.7) as n tends to infinite, we arrive at (1.8). It in turn yields (1.9) under y = q2r+1.
2.3. Proofs of Theorems 1.4 and 1.5
Now we proceed to show Theorem 1.4 via the use of (1.7). To this purpose, we need to recall the
concept of Bailey pair relative to t which can be found in the book [2] by G.E. Andrews.
Definition 2.2. A Bailey pair relative to t is conveniently defined to be a pair of sequences {αn(t)}n≥0
and {βn(t)}n≥0, denoted by (αn(t), βn(t)), satisfying
βn(t) =
n∑
k=0
αk(t)
(q; q)n−k(tq; q)n+k
. (2.16)
Closely related to Bailey pairs is the well-knownBailey lemma, which first appeared in [11, Eq.(3.1)]
of W.N. Bailey. See also [18, Eq.(3.4.9)] or [2, Eq.(3.33)] for reference.
Lemma 2.3 (Bailey lemma).
∞∑
n=0
(a, b; q)n
(tq/a, tq/b; q)n
(
tq
ab
)n
αn(t) =
(tq, tq/ab; q)∞
(tq/a, tq/b; q)∞
∞∑
n=0
(a, b; q)n
(
tq
ab
)n
βn(t) (2.17)
provided that all the relevant infinite series absolutely convergent.
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For a good survey on Bailey pairs and various Bailey lemmas, the reader is referred to [19] due to
S.O. Warnaar. Especially noteworthy here is that, as demonstrated by G.E. Andrews and B.C. Berndt in
[5, §11.5] and [6, Chap. 5], the Bailey lemma is a basic tool to the study of Ramanujan’s mock theta
function identities.
Proof of Theorem 1.4. In view of Definition 2.2, we now reformulate (1.7) in the form
βn(y) =
n∑
k=0
αk(y)
(q; q)n−k(yq; q)n+k
,
where αn(y) and βn(y) are, respectively, given by

αn(y) = y
nqn
2/2−n/2
βn(y) =
(−q,−y; q)n
(yq; q)2n
n∑
k=0
q2k(y/q; q)2k(
q2, y2; q2
)
k
.
(2.18)
Evidently, (αn(y), βn(y)) is such a Bailey pair that reduces (2.17) to
∞∑
n=0
(a, b; q)n
(yq/a, yq/b; q)n
(
y2q
ab
)n
qn
2/2−n/2
=
(yq, yq/ab; q)∞
(yq/a, yq/b; q)∞
∞∑
n=0
(a, b; q)n
(
yq
ab
)n (−q,−y; q)n
(yq; q)2n
n∑
k=0
q2k(y/q; q)2k(
q2, y2; q2
)
k
.
Thus the theorem is confirmed.
As mentioned earlier, the Bailey pair (αn(y), βn(y)) given by (2.18) seems to have not appeared in the
present literature. Based on Theorem 1.4, it is easily found that
Corollary 2.4. For |q2/ab| < 1, it holds
∞∑
n=0
(a, b; q)n
(q2/a, q2/b; q)n
(
1
ab
)n
qn
2/2+5n/2 =
(q2, q2/ab; q)∞
(q2/a, q2/b; q)∞
3φ2
[
a, b,−q
q3/2,−q3/2
; q,
q2
ab
]
. (2.19)
In particular, we have
∞∑
n=0
q3n
2/2+3n/2 = (q; q)∞
∞∑
n=0
(−q; q)n
(q; q)n(q; q2)n+1
qn
2+n, (2.20)
∞∑
n=0
(a,−q3/2; q)n
(q2/a,−q1/2; q)n
(
−
1
a
)n
qn
2/2+n =
(q2, q3/2/a; q)∞
(q2/a, q3/2; q)∞
. (2.21)
Proof. Identity (2.19) is the special case y = q of (1.10). Once letting a, b in (2.19) tend to infinite, we
obtain (2.20) while (2.21) results from setting b = −q3/2 and then applying the q-Gauss 2φ1 sum [13,
(II.8)].
It is interesting to note that (2.19) can be used to an establishment of bilateral 2ψ2 series transforma-
tion. The reader may consult [13, Eq.(5.1.1)] for the precise definition of the 2ψ2 series.
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Corollary 2.5. For |ab| > 1, it holds
∞∑
n=−∞
(aq, bq; q)n
(q/a, q/b; q)n
(
1
ab
)n
qn
2/2+n/2 = 2
(q2, 1/ab; q)∞
(q/a, q/b; q)∞
3φ2
[
aq, bq,−q
q3/2,−q3/2
; q,
1
ab
]
. (2.22)
Proof. It suffices to calculate
∞∑
n=−∞
(aq, bq; q)n
(q/a, q/b; q)n
(
1
ab
)n
qn
2/2+n/2 =

∞∑
n=0
+
−1∑
n=−∞

(aq, bq; q)n
(q/a, q/b; q)n
(
1
ab
)n
qn
2/2+n/2
while, in view of (2.6),
−1∑
n=−∞
(aq, bq; q)n
(q/a, q/b; q)n
(
1
ab
)n
qn
2/2+n/2 =
∞∑
n=1
(a, b; q)n
(1/a, 1/b; q)n
(
1
ab
)n
qn
2/2−n/2
n−1→n
=
∞∑
n=0
(aq, bq; q)n
(q/a, q/b; q)n
(
1
ab
)n
qn
2/2+n/2.
Therefore, we have
∞∑
n=−∞
(aq, bq; q)n
(q/a, q/b; q)n
(
1
ab
)n
qn
2/2+n/2 = 2
∞∑
n=0
(aq, bq; q)n
(q/a, q/b; q)n
(
1
ab
)n
qn
2/2+n/2.
Applying (2.19) under the replacements of a, b with aq, bq to the above identity, we thereby obtain
(2.22).
Taking (1.8) into account, we easily find a short proof of Theorem 1.5.
Proof of Theorem 1.5. It suffices to take y = −a,−b in (1.8) in succession, yielding
θ(q, a) = (q2; q2)∞(a; q)∞2φ1
[
−a/q,−a
a2
; q2, q2
]
,
θ(q, b) = (q2; q2)∞(b; q)∞2φ1
[
−b/q,−b
b2
; q2, q2
]
,
where the partial theta function θ(q, x) is defined to be the sum
∞∑
n=0
τ(n)xn.
Multiplying these two identities together, we arrive at
θ(q, a)θ(q, b) = (q2; q2)2∞(a, b; q)∞2φ1
[
−a/q,−a
a2
; q2, q2
]
2φ1
[
−b/q,−b
b2
; q2, q2
]
.
According to Theorem 1.1 of [8] by G.E. Andrews and S.O. Warnaar, we have
θ(q, a)θ(q, b) = (q, a, b; q)∞
∞∑
n=0
(ab/q; q)2n
(q, a, b, ab/q; q)n
qn. (2.23)
Both in together, after replacing a, b with −a,−b simultaneously and reformulating in terms of 4φ3
series, leads us to the desired identity (1.11).
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2.4. Proof of Identity (1.1)
A careful look at [10] shows that (1.1) is given without direct proof. In what follows, we shall show
(1.1) in a different way from the above argument. This difference consists in that we utilize a special
Lagrange inversion formula, instead of the transformation for 3φ2 series.
Lemma 2.6 (Lagrange inversion formula:[14, Example 2.2]). Let {xn}n≥0 be any complex sequences
such that |1 − xnz| , 0. If there exists the following expansion for certain analytic function F(z),
F(z) =
∞∑
n=0
an
zn∏n+1
i=1 (1 − xiz)
, (2.24a)
then the coefficients
an = [z
n]F(z)
n∏
i=1
(1 − xiz). (2.24b)
Proof of Identity (1.1). By Lemma 2.6, we first know that (1.1) is equivalent to
q2n
2+2n+1
(q; q2)n+1
= [zn]

∑
k≥1
qkzk−1
(q; q2)k
(zq; q2)n
 , (2.25)
or equivalently,
n∑
k=0
[
1 + 2n
2k
]
q
(q; q2)k(−1)
kqk(k−1) = q2n
2+n. (2.26)
To make this more precise, we compute the right-hand side of (2.25) directly, namely
RHS of (2.25) =
n∑
k=0
qk+1
(q; q2)k+1
[zn−k]
(zq; q2)∞
(zq2n+1; q2)∞
.
Since
[zn−k]
(zq1/2; q)∞
(zqn+1/2; q)∞
= [zn−k]
∞∑
i=0
(q−n; q)i
(q; q)i
(zqn+1/2)i =
(q−n; q)n−k
(q; q)n−k
q(n+1/2)(n−k)
=
(q−n; q)n
(q; q)n
(q−n; q)k
(q; q)k
q(k+2n
2+n)/2 =
[
n
k
]
q
(−1)n−kq(n−k)
2/2,
wherein we have used the preceding relations (2.5) and (2.6). On rescaling q to q2, it follows that
[zn−k]
(zq; q2)∞
(zq2n+1; q2)∞
=
(q2; q2)n
(q2; q2)k(q2; q2)n−k
(−1)n−kq(n−k)
2
.
With these calculations, it is now easily verified that (2.25) is equivalent to
q2n
2+2n+1 =
n∑
k=0
qk+1
(q; q2)n+1(q
2; q2)n
(q; q2)k+1(q2; q2)k
(−1)n−kq(n−k)
2
(q2; q2)n−k
.
Dividing by qn+1 on both sides, we get
q2n
2+n =
n∑
k=0
qk−n
(q; q)2n+1
(q; q)2k+1(q; q)2(n−k)
(−1)n−kq(n−k)
2
(q; q)2(n−k)
(q2; q2)n−k
k→n−k
=
n∑
k=0
[
1 + 2n
2k
]
q
(−1)kqk
2−k(q; q)2k
(q2; q2)k
=
n∑
k=0
[
1 + 2n
2k
]
q
(q; q2)k(−1)
kqk
2−k.
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Then (2.26) follows. As such, all that we need to do is to check the validity of (2.26), which is asserted
by the q-Kummer (Bailey-Daum) sum [13, (II.9)]:
∞∑
k=0
(a, b; q)k
(q, aq/b; q)k
(−q/b)k =
(−q; q)∞(aq, aq
2/b2; q2)∞
(−q/b, aq/b; q)∞
. (2.27)
To be more precise, by setting a = q−n and letting b tend to infinity in (2.27), we first obtain
n∑
k=0
[
n
k
]
q
τ(n − k)Y(k) = X(n), (2.28a)
where
X(n) =

(−1)kqk
2−k(q; q2)k, for n = 2k
0, n = 1 (mod 2)
and Y(n) = qn
2/2−n/2.
And then by inverting, it is easy to see that Identity (2.28a) is equivalent to
n∑
k=0
[
n
k
]
q
X(k) = Y(n), (2.28b)
which, by inserting X(n) and Y(n) into, turns out to be (2.26). It gives the complete proof of (1.1).
3. Further discussions on two finite q-series summations
In this section, we shall focus on two unusual finite sums closely related to the Andrews–Yee iden-
tities of Lemma 1.1. Firstly, as Andrews and Yee demonstrated in [10, Lemma 6], (1.3) is built on the
key identity
m∑
k=0
(q; q)m+k
(q2; q2)k
qk = (q2; q2)m. (3.1)
In the meantime, in the same paper [10, Lemma 7] they recorded another finite q-series identity as
below:
m∑
k=0
(q; q)m+k
(q2; q2)k
q2k = (q; q2)m+1 + q
m+1(q2; q2)m. (3.2)
As for the importance of these two identities, here we would like to quote Andrew and Yee in [10, p.3]
a comment on both (3.1) and (3.2):
“These results, while seemingly quite simple, are surprising for a couple of reasons. First,
the sums do not terminate naturally, and second,we were unable to find these results in the
q-series literature.”
It is this comment that inspires us to investigate the sums
Um(x) :=
m∑
k=0
[
m + k
k
]
q
xk
(−q; q)k
(3.3)
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and
Sm(x, y) :=
m∑
k=0
[
m + k
k
]
q
(y; q)k
(x; q)k
qk (3.4)
in a wider sense, in order to gain a better understanding how (3.1) and (3.2) play a role in mock theta
function identities.
3.1. q-Difference equations for Um(x)
By considering {Um(x)}m≥0 as a polynomial sequence in x, we may set up two q-difference equations
for it via the series rearrangement.
Lemma 3.1. Let {Um(x)}m≥0 be given by (3.3). Then for integer m ≥ 0, we have
Um(xq
2) = Um(x) − (1 − q
m+1)xUm+1(x) + (x + 1)x
m+1 (q; q
2)m+1
(q; q)m
, (3.5)
qm+1Um(xq) = Um(x) − (1 − q
m+1)Um+1(x) + x
m+1 (q; q
2)m+1
(q; q)m
. (3.6)
Proof. To show (3.5), we start with (3.3). It is easy to verify that
(1 − qm)xUm(x) =
m∑
k=0
(qm; q)k+1
(q2; q2)k+1
xk+1(1 − q2k+2)
=
m+1∑
k=1
(qm; q)k
(q2; q2)k
xk −
m+1∑
k=1
(qm; q)k
(q2; q2)k
(xq2)k
= Um−1(x) − Um−1(xq
2) +C0(m, x),
where, by some routine calculations,
C0(m, x) = (x + 1)x
m (q; q
2)m
(q; q)m−1
.
Rearranging the last identity, we obtain
Um−1(xq
2) = Um−1(x) − (1 − q
m)xUm(x) + (x + 1)x
m (q; q
2)m
(q; q)m−1
.
Shifting m to m + 1, we finally obtain the desired.
To establish (3.6), let us write Sm(x) = (q; q)mUm(x). Consider the difference
Sm(x) − Sm−1(x) =
m∑
k=0
(q; q)m+k
(q2; q2)k
xk −
m−1∑
k=0
(q; q)m−1+k
(q2; q2)k
xk
=
(q; q)2m
(q2; q2)m
xm +
m−1∑
k=0
(q; q)m+k − (q; q)m−1+k
(q2; q2)k
xk
= (q; q2)mx
m − qm
m−1∑
k=0
(q; q)m+k−1
(q2; q2)k
(xq)k = (q; q2)mx
m − qmSm−1(xq). (3.7)
Replace m with m + 1 and recast (3.7) in terms of Um(x). We thus obtain the desired.
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Example 3.2. By virtue of (3.6) and the initial result (3.1) (or see [10, p.3])
Um(q) = (−q; q)m
we may find out all values of Um(q
k), k ≥ 2. For instance, take x = q in (3.6). Then we have
qm+1Um(q
2) = Um(q) − (1 − q
m+1)Um+1(q) + q
m+1 (q; q
2)m+1
(q; q)m
= (−q; q)m − (1 − q
m+1)(−q; q)m+1 + q
m+1 (q; q
2)m+1
(q; q)m
= (−q; q)mq
2m+2 + qm+1
(q; q2)m+1
(q; q)m
.
It amounts to (3.2).
With Lemma 3.1 in hand, it is easily found that Um(x) satisfies a second order q-difference equation.
Theorem 3.3. Let {Um(x)}m≥0 be given by (3.3). Then for integer m ≥ 0, it holds
Um(xq
2) = (1 − x)Um(x) + xq
m+1Um(xq) + x
m+1 (q; q
2)m+1
(q; q)m
. (3.8)
Proof. It only needs to restate (3.6) in the form
(1 − qm+1)Um+1(x) = Um(x) − q
m+1Um(xq) + x
m+1 (q; q
2)m+1
(q; q)m
. (3.9)
Substituting (3.9) into (3.5), then we have
Um(xq
2) = Um(x) − x
(
Um(x) − q
m+1Um(xq) + x
m+1 (q; q
2)m+1
(q; q)m
)
+ (x + 1)xm+1
(q; q2)m+1
(q; q)m
= (1 − x)Um(x) + xq
m+1Um(xq) + x
m+1 (q; q
2)m+1
(q; q)m
.
As another application of Lemma 3.1, we can deduce a three-term recurrence relation for {Um(x)}m≥0
without the q-difference operator involved.
Theorem 3.4. Let {Um(x)}m≥0 be given by (3.3). Then for integer m ≥ 0, it holds
(1 − qm+2)Um+2(x) + (xq
2m+3 − q − 1)Um+1(x) + q(1 + q
m+1)Um(x) = (x − q)
(qm+2; q)m
(q2; q2)m
xm+1. (3.10)
Proof. It suffices to compute, by using (3.6), that
q2m+3Um(xq
2) = qm+2Um(xq) − (1 − q
m+1)qm+2Um+1(xq) + x
m+1q2m+3
(q; q2)m+1
(q; q)m
.
Next, applying (3.6) again, we obtain
q2m+3Um(xq
2) = qUm(x) − (1 + q)(1 − q
m+1)Um+1(x) + (1 − q
m+1)(1 − qm+2)Um+2(x)
+ qxm+1
(q; q2)m+1
(q; q)m
− xm+2
(q; q2)m+2
(q; q)m
+ xm+1q2m+3
(q; q2)m+1
(q; q)m
. (3.11)
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Lastly, multiplying (3.5) by q2m+3 and subtracting from (3.11), we conclude that
0 = q(1 − q2m+2)Um(x) + (xq
2m+3 − 1 − q)(1 − qm+1)Um+1(x)
+ (1 − qm+1)(1 − qm+2)Um+2(x) + qx
m+1 (q; q
2)m+1
(q; q)m
− xm+2
(q; q2)m+1
(q; q)m
.
This gives the expression of Um+2(x) in terms of Um(x) and Um+1(x).
Remark 3.5. Interestingly, in light of the WZ method, we also know that the summand of Um(x), denoted
by Vm(k; x), satisfies the recurrence relation
Vm+2(k; x) +
−xq2m+3 + q + 1
qm+2 − 1
Vm+1(k; x) +
q(qm+1 + 1)
1 − qm+2
Vm(k; x)
= Vm(k; x)R(m, k; x) − Vm(k − 1; x)R(m, k − 1; x),
where the certification
R(m, k; x) =
xq2m+3(1 − qm+k+1)
(1 − qm+1)(1 − qm+2)
.
3.2. A general transformation for Sm(x, y) and its implications
In this part, we turn to possible transformations associated with the sequence {Sm(x, y)}m≥0.
Theorem 3.6. For any q : |q| < 1 and integer m ≥ 0, it always holds
(yq2/x; q)m
(q2/x; q)m
m∑
k=0
[
m + k
k
]
q
(y; q)k
(x; q)k
qk = 1 +
q + x
x − yq
m∑
k=1
[
2k − 1
k
]
q
(y, yq/x; q)k
(x, q2/x; q)k
qk
−
yq
x − yq
m∑
k=1
[
2k
k
]
q
(y, yq/x; q)k
(x, q2/x; q)k
q2k. (3.12)
Proof. Performing as before, we first show by the WZ method that {Sm(x, y)}m≥0 satisfies the first order
recurrence relation
Sm(x, y) −
x − qm+1
x − yqm+1
Sm−1(x, y)
= qm
q + x − qm+1(1 + qm)y
x − qm+1y
[
2m − 1
m
]
q
(y; q)m
(x; q)m
. (3.13)
Next, we solve this recurrence relation for Sm(x, y) and obtain
Sm(x, y) =
(q2/x; q)m
(yq2/x; q)m
(
1 +
1
x − yq
m∑
k=1
qk(q + x − y(qk + 1)qk+1)
[
2k − 1
k
]
q
(y, yq/x; q)k
(x, q2/x; q)k
)
.
A combination of this expression and the definition (3.4), after a bit simplification, leads us to (3.12).
It is worth mentioning, as applications of Theorem 3.6, that (3.12) implies several noteworthy trans-
formations.
Corollary 3.7. For arbitrary integer m ≥ 0, we have
(−yq; q)m
(−q; q)m
m∑
k=0
(qm+1, y; q)k
(q2; q2)k
qk = 1 +
y
1 + y
m∑
k=1
[
2k
k
]
q
(y2; q2)k
(−q; q)2
k
q2k, (3.14)
1
(q2/x; q)m
m∑
k=0
[
m + k
k
]
q
qk
(x; q)k
= 1 + (1 + q/x)
m∑
k=1
[
2k − 1
k
]
q
qk
(x, q2/x; q)k
. (3.15)
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Proof. In fact, (3.14) is the consequence of (3.12) for x = −q while (3.15) is the special case y = 0 of
(3.12).
Corollary 3.8. For arbitrary integer m ≥ 0, we have
(x; q)m+1
m∑
k=0
[
m + k
k
]
q
qk
(xq; q)k
+
(
1/x; q
)
m+1
m∑
k=0
[
m + k
k
]
q
qk
(q/x; q)k
=
(
x, 1/x; q
)
m+1. (3.16)
Proof. It suffices to replace x with xq in (3.15). We have
1
(q/x; q)m
m∑
k=0
[
m + k
k
]
q
qk
(xq; q)k
= 1 + (1 + 1/x)
m∑
k=1
[
2k − 1
k
]
q
qk
(xq, q/x; q)k
. (3.17)
Next, changing x to 1/x in (3.17), we arrive at
1
(xq; q)m
m∑
k=0
[
m + k
k
]
q
qk
(q/x; q)k
= 1 + (1 + x)
m∑
k=1
[
2k − 1
k
]
q
qk
(xq, q/x; q)k
. (3.18)
Multiplying (3.17) by x and then subtracting (3.18) from the resulting identity, we get
x
(q/x; q)m
m∑
k=0
[
m + k
k
]
q
qk
(xq; q)k
−
1
(xq; q)m
m∑
k=0
[
m + k
k
]
q
qk
(q/x; q)k
= x − 1. (3.19)
Lastly, dividing by x − 1 on both sides of (3.19) and multiplying the resulted with (x, 1/x; q)m+1 gives
the desired identity.
It is worth pointing out that from Identity (3.16) we can recover the classical q-Chu-Vandermonde
identity [13, (II.7)] and the well-known Jacobi triple product identity [13, (II.28)].
Example 3.9. (i) (q-Chu-Vandermonde identity) For any integer r ≥ 0, it holds
m∑
k=0
[
m + k
m
]
q
[
m − k
r
]
q
q(r+1)k =
[
2m + 1
m + r + 1
]
q
. (3.20)
(ii) (Jacobi triple product identity)
(
x, q/x, q; q
)
∞ =
∞∑
n=−∞
(−1)nqn(n−1)/2xn. (3.21)
Proof. (i) Observe that
(x, 1/x; q)m+1 = (1 − 1/x)τ(m)(q/x)
m(q−mx; q)2m+1.
After dividing both sides of (3.16) by 1 − 1/x, we obtain
−x(xq; q)m
m∑
k=0
[
m + k
k
]
q
qk
(xq; q)k
+
(
q/x; q
)
m
m∑
k=0
[
m + k
k
]
q
qk
(q/x; q)k
= τ(m)(q/x)m(q−mx; q)2m+1,
or equivalently,
−x
m∑
k=0
[
m + k
k
]
q
qk(xqk+1; q)m−k +
m∑
k=0
[
m + k
k
]
q
qk(qk+1/x; q)m−k = τ(m)(q/x)
m(q−mx; q)2m+1.
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By equating the coefficients of xr+1, the claimed follows.
(ii) To establish (3.21), we first let m tend to infinity in (3.16). Then it follows
(x; q)∞
∞∑
k=0
qk
(q, xq; q)k
+
(
1/x; q
)
∞
∞∑
k=0
qk
(q, q/x; q)k
=
(
x, 1/x; q
)
∞.
Multiplying both sides with (q; q)∞/(1 − 1/x), we therefore obtain
−x (q, xq; q)∞
∞∑
k=0
qk
(q, xq; q)k
+
(
q, q/x; q
)
∞
∞∑
k=0
qk
(q, q/x; q)k
=
(
x, q/x, q; q
)
∞. (3.22)
Observe that (2.23) (also see [8, (2.1a)]) implies
∞∑
k=0
τ(k)xk = (q, x; q)∞
∞∑
k=0
qk
(q, x; q)k
.
This allows us to reformulate (3.22) in the form
−x
∞∑
k=0
τ(k)(xq)k +
∞∑
k=0
τ(k)(q/x)k =
(
x, q/x, q; q
)
∞.
After a bit of manipulation, (3.21) follows.
Corollary 3.10. For arbitrary integer m ≥ 0,
(x; q)m+1
m∑
k=0
[
m + k
k
]
q
qk
(xq; q)k
=
[
2m + 1
m
]
q
+
1
1 + qm+1
m+1∑
k=1
τ(k)(1 + qk)
[
2m + 2
m + 1 − k
]
q
xk. (3.23)
Proof. Since, easily proved by induction, that
(x, 1/x; q)n =
1
1 + qn
n∑
k=−n
τ(k)(1 + qk)
[
2n
n − k
]
q
xk,
thus (3.16) is equivalent to
(x; q)m+1
m∑
k=0
[
m + k
k
]
q
qk
(xq; q)k
+
(
1/x; q
)
m+1
m∑
k=0
[
m + k
k
]
q
qk
(q/x; q)k
=
1
1 + qm+1
m+1∑
k=−m−1
τ(k)(1 + qk)
[
2m + 2
m + 1 − k
]
q
xk.
Then we separate the sums into two sums on both sides according as the index k of xk is nonnegative or
not. By comparing coefficients, we have
(x; q)m+1
m∑
k=0
[
m + k
k
]
q
qk
(xq; q)k
+
m∑
k=0
[
m + k
k
]
q
qk =
1
1 + qm+1
m+1∑
k=0
τ(k)(1 + qk)
[
2m + 2
m + 1 − k
]
q
xk. (3.24)
Note that the special case r = 0 of (3.20) yields
m∑
k=0
[
m + k
k
]
q
qk =
[
2m + 1
m
]
q
.
This simplifies (3.24) to the desired identity.
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4. Concluding remarks
We conclude our paper with a few remarks on further study of ω(z; q) and v(z; q). For this, let us
consider the limiting case of (2.2) as n tends to infinite and c = q, e = zq, stated as follows.
Corollary 4.1. For |dz/b|, |z| < 1, it holds
∞∑
k=0
τ(k)
(b; q)k
(d, zq; q)k
(
dz
b
)k
= (1 − z)
∞∑
k=0
(d/b; q)k
(d; q)k
zk. (4.1)
From this transformation it is easy to deduce
Theorem 4.2. For |y| < 1, |z| < 1, we have
∞∑
k=0
qk
2
(yz)k
(y, z; q)k+1
=
∞∑
k=0
zk
(y; q)k+1
=
∞∑
k=0
yk
(z; q)k+1
, (4.2)
∞∑
k=0
τ(k)(yz)k
(z; q)k+1
=
∞∑
k=0
(y; q)kz
k. (4.3)
Proof. (i) Identity (4.2) follows immediately by taking d = yq and letting b → ∞ in (4.1). (ii) (4.3) is a
direct result while we set d/b = y and then put b = 0 in (4.1).
Remark 4.3. Define
ωq(y, z) :=
∞∑
k=0
qk
2
(yz)k
(y, z; q)k+1
, vq(y, z) :=
∞∑
k=0
τ(k)(yz)k
(z; q)k+1
. (4.4)
Then it becomes very clear that
ω(z; q) = ωq2 (q, zq), v(z; q) = vq2(q/z,−zq). (4.5)
where ω(z; q) and v(z; q) are the same as before. In particular, (4.3) under the parametric replacement
(q, y, z)→ (q2, zq,−q) is just Theorem 2 of [10]. Some recent results on ωq(y, z) have been made by Y.S.
Choi in [12, Section 4].
Based on such supporting evidence, an interesting problem arises from Theorem 4.2 as following.
Research problem 4.4. Given ωq(y, z) and vq(y, z), are we able to find certain results analogue to
Theorems 1 and 2 of [10] for ω(z; q) and v(z; q)?
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