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Resumo
Interações entre indivíduos caracterizam o tipo de comportamento populacional apresentado
por uma das espécies e pode influenciar em alguns aspectos na outra espécie (por exemplo,
resposta funcional do predador ou dinâmica vital da população). Os objetivos deste trabalho
são: estudar a influência do comportamento de agregação de presas e do comportamento
de imitação entre espécies de presas aposemáticas na resposta funcional do predador em
vários cenários e, além disso, estudar o processo de evolução dos padrões de cores de
presas aposemáticas envolvidas no Mimetismo. Para modelar a interação (grupo de presas)-
predador, utilizamos os Modelos de Smolushowski e Becker-Döring. No caso da interação
presas aposemáticas-predador, utilizamos Redes Neurais Recorrentes para modelar o
aprendizado associativo do predador. Para modelar o processo evolucionário dos padrões
cores das presas, utilizamos um modelo contínuo com mecanismos evolutivos. Com tais
modelos, podemos observar que o comportamento de agregação das presas resulta em uma
Resposta Funcional Holling II. Já o comportamento de imitação gerou respostas funcionais
dependente do Mimetismo: Holling II para o Mimetismo Batesiano, uma resposta funcional
inversamente proporcional à densidade total de presas, para o Mimetismo Mülleriano, e
uma combinação dos dois casos anteriores para o Mimetismo quase-Batesiano. A evolução
dos padrões de cores convergiu para um padrão comum para a proteção das presas.
Palavras-chave: Mimetismo (Biologia). Mimetismo mülleriano. Modelo presa-predador.
Biomatemática.
Abstract
The interaction between individuals characterizes the type of population behavior presented
by one species and may influence some aspects the other species (e.g., functional response
of the predator or vital dynamics of the population). The aims of this work are to
study the influence of the prey aggregation behavior and the mimicry behavior among
aposematic prey species on the functional response of the predator in various scenario
and, in addition, to study the evolution process of the prey color patterns involved in
Mimicry. To model the interaction group of prey-predator, we use the Smoluchowski and
The Becker-Doring Models. In the case of the interaction aposematic prey-predator, we
used Recurrent Neural Networks to model the associative learning of the predator, and
to model the evolutionary process of the prey color patterns, we use a continuous model
with evolutionary mechanisms. With such models, we can observe the prey aggregation
behavior results as in a Holling II Functional Response. Imitation behavior generated
different functional responses depend on the Mimicry: Holling II for Batesian Mimicry, a
funcional response inversely proportional to the experiences for Mullerian Mimicry and a
combination of the two previous cases for quasi-Batesian Mimicry. The evolution of color
patterns converged to a common pattern for protection of the prey.
Keywords: Mimicry (biology). Müllerian mimicry. Predator-prey model. Biomathematics.
Lista de ilustrações
Figura 1 – Tabela mostrando a população real da França (coluna 2) e as previsões
do modelo de Verhulst para a população da França entre 1817 e 1831
(coluna 3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
Figura 2 – Resposta funcional - Tipo II . . . . . . . . . . . . . . . . . . . . . . . . 26
Figura 3 – Resposta funcional - Tipo III . . . . . . . . . . . . . . . . . . . . . . . 27
Figura 4 – Resposta funcional - Tipo IV . . . . . . . . . . . . . . . . . . . . . . . 28
Figura 5 – Encontro “efetivo” entre dois indivíduos. . . . . . . . . . . . . . . . . . 31
Figura 6 – Gráficos das densidades gkptq. . . . . . . . . . . . . . . . . . . . . . . . 44
Figura 7 – Densidade gkptq com condição inicial de suporte finito. . . . . . . . . . 45
Figura 8 – Dinâmica entre população de grupos de diversos tamanhos. . . . . . . . 49
Figura 9 – Dinâmica das presas solitárias. . . . . . . . . . . . . . . . . . . . . . . 50
Figura 10 – Gráficos sobre aproximação do binomial para ` “ 100. . . . . . . . . . 54
Figura 11 – Gráfico de G˜ em função de `. . . . . . . . . . . . . . . . . . . . . . . . 57
Figura 12 – Gráficos das densidades ckpτq. . . . . . . . . . . . . . . . . . . . . . . . 58
Figura 13 – Grupo de morsas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Figura 14 – Exemplos de agregações tridimensionais. . . . . . . . . . . . . . . . . . 59
Figura 15 – Gráfico da Resposta funcional fpNq “ αg˜1pNq. . . . . . . . . . . . . . 60
Figura 16 – Gráficos da Resposta funcional fpN,P q. . . . . . . . . . . . . . . . . . 62
Figura 17 – borboleta vice-rei (embaixo), borboleta monarca (topo) . . . . . . . . . 65
Figura 18 – Henry Walter Bates (1825-1892) . . . . . . . . . . . . . . . . . . . . . . 65
Figura 19 – Mimetismo Batesiano entre as espécies Dismorphia (Pieridae) (primeira
e terceira fila) e vários Ithomiini (Nymphalidae) (segunda e quarta fila). 66
Figura 20 – Fritz Müller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Figura 21 – Relação entre D e probabilidade de ataque propostas por Mallet (curva
sigmóide) e por Müller (função degrau). . . . . . . . . . . . . . . . . . 69
Figura 22 – Gráficos sobre Mimetismo Mülleriano. . . . . . . . . . . . . . . . . . . 71
Figura 23 – Resposta funcional encontrada por Mallet. . . . . . . . . . . . . . . . . 72
Figura 24 – Jacob J. von Uexküll . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Figura 25 – Pássaro Chapim-real (Parus major) . . . . . . . . . . . . . . . . . . . . 74
Figura 26 – Gralha preta (Corvus corone) . . . . . . . . . . . . . . . . . . . . . . . 74
Figura 27 – Representação do neurônio niológico . . . . . . . . . . . . . . . . . . . 76
Figura 28 – Neurônio artificial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Figura 29 – Rede de Elman . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
Figura 30 – Ivan Petrovich Pavlov [1849-1936] . . . . . . . . . . . . . . . . . . . . . 80
Figura 31 – Rede Adaline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
Figura 32 – Rede neural feedfoward . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
Figura 33 – Rede de Elman . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
Figura 34 – Padrão de cores compartilhado pelas presas. . . . . . . . . . . . . . . . 92
Figura 35 – Padrão de cores e matriz P associada . . . . . . . . . . . . . . . . . . 92
Figura 36 – Função de ativação do tipo sigmoidal fpξq “ 11` e´a¨ξ , com a ą 0. . . . 94
Figura 37 – Fluxograma do aprendizado associativo do predador. . . . . . . . . . . 95
Figura 38 – Borboleta Rainha (Danaus gilippus). . . . . . . . . . . . . . . . . . . . 98
Figura 39 – Gráfico de λptq “ p1´ tq 1α . . . . . . . . . . . . . . . . . . . . . . . . . . 99
Figura 40 – Simulação da propensão de ataque de um predador a uma população
de presas não-tóxicas (sem Mimetismo). . . . . . . . . . . . . . . . . . 101
Figura 41 – Simulação da propensão de ataque de um predador a uma população
de presas aposemáticas tóxicas. . . . . . . . . . . . . . . . . . . . . . . 101
Figura 42 – Simulação da propensão de ataque de um predador as duas subpopu-
lação de presas: uma totalmente impalatável e outra moderadamente
impalatável. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
Figura 43 – Padrões iniciais de cores das presas-modelo e presa-mímica. . . . . . . 104
Figura 44 – Taxa de predação cλ no Mimetismo. . . . . . . . . . . . . . . . . . . . 106
Figura 45 – Evolução dos padrões de cores de presas no Mimetismo Batesiano. . . . 109
Figura 46 – Evolução dos padrões de cores de presas no Mimetismo Mülleriano. . . 110
Figura 47 – Evolução dos pradrões de cores de presas no Mimetismo quase-Batesiano.111
Lista de tabelas
Tabela 1 – Exemplos de núcleos de agregação contínuos. . . . . . . . . . . . . . . 41
Sumário
Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1 INTERAÇÕES ENTRE ESPÉCIES . . . . . . . . . . . . . . . . . . . 17
1.1 Modelo de Malthus . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2 Modelo de Verhulst . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.3 Modelo Lotka-Volterra . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.4 Respostas Funcionais . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.4.1 Holling - Tipo I (Modelo de Ação de Massas) . . . . . . . . . . . . . . . . 24
1.4.2 Holling - Tipo II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.4.3 Holling - Tipo III . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.5 Holling - Tipo IV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2 MODELO DE AÇÃO DE MASSAS . . . . . . . . . . . . . . . . . . 30
2.1 Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2 O Modelo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3 MODELOS DE AGREGAÇÃO . . . . . . . . . . . . . . . . . . . . . 35
3.1 Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Agregação animal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3 Equações de Smoluchowski . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3.1 Funções Geradoras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3.2 Fórmula de Inversão de Lagrange . . . . . . . . . . . . . . . . . . . . . . . 47
3.4 Equações de Becker-Döring . . . . . . . . . . . . . . . . . . . . . . . . 49
3.4.1 Versão truncada . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.4.2 Pontos de Equilíbrio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4.3 Análise Dimensional . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.4.4 Taxas ak e bk constantes . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.4.5 Taxas ak e bk - caso bidimensional . . . . . . . . . . . . . . . . . . . . . . 57
3.4.6 Taxas ak e bk - caso tridimensional . . . . . . . . . . . . . . . . . . . . . . 58
3.4.7 Efeitos na predação . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.4.8 Efeitos induzidos pelo predador . . . . . . . . . . . . . . . . . . . . . . . . 61
3.5 Conclusão . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4 MIMETISMOS BATESIANO E MÜLLERIANO . . . . . . . . . . . 64
4.1 Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2 Modelo matemático de Müller . . . . . . . . . . . . . . . . . . . . . . 67
4.2.1 Modelo de Mallet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3 Aprendizado sobre a presa . . . . . . . . . . . . . . . . . . . . . . . . 72
4.3.1 Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.3.2 Hipótese da Imagem mental . . . . . . . . . . . . . . . . . . . . . . . . . 73
5 REDES NEURAIS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.1 O que é uma Rede Neural Artificial ? . . . . . . . . . . . . . . . . . . 76
5.2 Redes Neurais Recorrentes . . . . . . . . . . . . . . . . . . . . . . . . 78
5.3 Atualização dos pesos sinápticos . . . . . . . . . . . . . . . . . . . . . 80
5.3.1 Modelo de Rescorla-Wagner/Widrow-Hoff . . . . . . . . . . . . . . . . . . 80
5.3.2 Regra delta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.3.3 Back-propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.3.4 Aprendizagem por reforço . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6 MODELAGEM DO APRENDIZADO ASSOCIATIVO DO PREDA-
DOR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.1 Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.2 O modelo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.2.1 Arquitetura da rede . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.2.2 Camada de entrada . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.2.3 Camada oculta e memória . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2.4 Camada de saída . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.3 Treinamento da rede neural . . . . . . . . . . . . . . . . . . . . . . . . 95
6.4 Simulações e Resultados . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.4.1 Cenário 01: População palatável . . . . . . . . . . . . . . . . . . . . . . . 100
6.4.2 Cenário 02: População impalatável . . . . . . . . . . . . . . . . . . . . . . 100
6.4.3 Cenário 03: Mímicos impalatáveis moderados . . . . . . . . . . . . . . . . 100
7 MODELAGEM DA EVOLUÇÃO DO PADRÃO DE CORES DAS
PRESAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.1 Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.2 O Modelo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.2.1 Padrão de cores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.2.2 Dinâmica das presas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.2.3 Taxa de predação cλ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.2.4 Algoritmo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.3 Resultados e Discussão . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.3.1 Cenário 01: Mimetismo Batesiano . . . . . . . . . . . . . . . . . . . . . . 108
7.3.2 Cenário 02: Mimetismo Mülleriano . . . . . . . . . . . . . . . . . . . . . . 108
7.3.3 Cenário 03: Mimetismo Quase-Batesiano . . . . . . . . . . . . . . . . . . . 110
7.3.4 Discussão . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.3.5 Trabalhos futuros . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
Considerações Finais . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
REFERÊNCIAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
ANEXO A – GLOSSÁRIO . . . . . . . . . . . . . . . . . . . . . . . 126
15
Introdução
A noção de interações biológicas é originária da Teoria de Reações Químicas
do século XIX. O conceito fundamental herdado das reações químicas é a chamada “Lei
de Ação de Massas”, que se baseia somente na taxa de encontros entre quaisquer dois
indivíduos de uma população, o que é, obviamente, condição essencial para a maior parte
das interações.
A maioria do trabalhos em Dinâmica de Populações faz uso apenas de modelos
de efeitos de interações que são proporcionais à taxa de encontros. Entretanto, para
indivíduos biológicos mais complexos do que moléculas, interações não são dependentes
apenas de encontros. Em geral, seus comportamentos variados, tal como o aprendizado,
leva naturalmente à necessidade de abordar processos que vão além de simples encontros.
As interações que são fortemente dependentes de aspectos particulares de
comportamentos individuais de seus participantes, é assunto que tem sido amplamente
estudado na sua origem, na Etologia, e nas suas consequências (Sociobiologia) nos últimos
50 anos e se constitui hoje em uma das mais importantes áreas de pesquisa da Biologia
contemporânea (por ex., (HOLLING, 1959a; HOLLING, 1959b; CURIO, 1976; KRAUSE;
RUXTON, 2002)).
Podemos classificar as interações entre indivíduos em três categorias: Interações
Ocasionais, Interações Influenciadas e Interações Intencionais.
Interações ocasionais são aquelas que ocorrem por acaso, em colisões e encontros
não intencionados e nem facilitados por nenhum dos indivíduos participantes, enfim, são
interações regidas pela Lei de Ação de Massas.
Interações influenciadas são aquelas que dependem da partipação de outros
indivíduos. Por exemplo, a interação entre uma espécie de predador e presas que possuem
um comportamento de agregação (GERITZ; GYLLENBERG, 2013). Neste caso, a resposta
funcional do predador depende de comportamento social da presa quanto a aglutinação.
Interações intencionais podem ser chamadas assim, porque dependem de inten-
ção, iniciativa ou habilidade (conhecimento) dos participantes. Neste caso, são interações
onde uma das espécie precisa adquirir informações sobre a outra a fim de tomar uma
decisão, ou seja, onde existe o processo de aprendizagem por uma das partes. Um exemplo
muito importante vem da principal evidência de comprovação da Teoria da Evolução de
Darwin, o processo de Mimetismo (FERREIRAJR; MARCON, 2014). Neste cenário, há
uma interação entre uma espécie de predador e presas que apresentam padrões de cores
destacáveis e que funcionam como um sinal de advertência para a ocorrência de mecanismos
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prejudiciais ao predador (por exemplo, substâncias tóxicas). O predador precisa aprender
a associar o sinal de advertência ao mecanismo prejudicial da presa com o intuito de evitar
novas experiências com esse tipo de presa.
Dependendo da natureza de uma interação presa-predador, a relação entre a
quantidade de presas abatidas e a densidade populacional das presas pode gerar diferentes
cenários; isto é, pode gerar diferentes Respostas funcionais. Em outras palavras, diversas
formas de comportamento social podem determinar a resposta funcional de predadores
ou a dinâmica vital da população (por exemplo, (HOLLING, 1959a; MALLET, 1999;
GERITZ; GYLLENBERG, 2013)).
O objetivo deste trabalho é estudar a influência do comportamento de agregação
de presas e do comportamento de imitação entre espécies de presas aposemáticas na resposta
funcional do predador em cada cenário. Além disso, pretende-se também estudar o processo
de evolução dos padrões de cores de presas aposemáticas envolvidas no Mimetismo.
No capítulo 1, fazemos uma revisitação ao principal modelo populacional
sem interação (Modelo de Malthus), modelos de interação entre indivíduos da mesma
espécie (Modelo de Verhulst) e modelos de interações entre espécies diferentes (Modelo
Lotka-Volterra).
No capítulo 2, discutimos as hipóteses para as quais é válida a Lei de Ação de
Massas; bem como, a derivação feita por Ferreira Jr. (2012), utilizando a ferramenta de
Análise Dimensional.
No capítulo 3, apresentamos dois modelos de agregação-desagregação de par-
tículas, Modelo de Smoluchowski (SMOLUCHOWSKI, 1916; KRAPIVSKY; REDNER;
BEN-NAIM, 2010) e Modelo de Becker-Döring (BECKER; DÖRING, 1935; GERITZ;
GYLLENBERG, 2013).
No capítulo 4, apresentamos os principais elementos que subsidiam os processos
de Mimetismo Batesiano e Mülleriano.
No capítulo 5, mostramos os principais conceitos e ferramentas relativo a Redes
Neurais que nos ajudarão na modelagem do aprendizado associativo do predador no cenário
de Mimetismo.
No capítulo 6, modelamos o processo cognitivo do predador, utilizando Redes
Neurais, com o intuito de estudar o aprendizado associativo do predador no Mimetismo.
Por fim, no capítulo 7, modelamos o processo de evolução dos padrões de cores
de presas aposemáticas envolvidas nos processos de Mimetismos.
17
1 Interações entre espécies
Neste capítulo, abordaremos alguns modelos fundamentais para a descrição
matemática de interações que podem ocorrer entre indivíduos de uma população homogênea,
ou seja, uma população da qual a única informação de que dispomos (ou desejamos saber)
é a sua densidade e para todos os efeitos os seus indivíduos são iguais e ocupam a mesma
região fixa do espaço.
Os conceitos presentes no estudo de interações biológicas são originários da
teoria de reações químicas do século XIX. Curiosamente, a própria teoria de reações
químicas faz parte do escopo da Dinâmica de Populações, quando falamos de moléculas,
especialmente no que se refere a reações enzimáticas e outras de importancia fisiológica. O
conceito fundamental herdado das reações químicas é a chamada “Lei de Ação de Massas”,
que também é denominada como interação Holling do tipo I, e se baseia somente na taxa
de encontros entre quaisquer dois indivíduos de uma população.
A grande maioria de trabalhos em Dinâmica de Populações faz uso apenas
de modelos de interações que são proporcionais à taxa de encontros. Entretanto, para
indivíduos biológicos mais complexos do que moléculas, interações não são dependentes
apenas de encontros. Em geral, seus comportamentos variados, tal como o aprendizado,
leva naturalmente à necessidade de abordar processos que vão além de simples encontros.As
interações que são fortemente dependentes de aspectos particulares de comportamentos
individuais de seus participantes, é assunto que tem sido amplamente estudado na sua
origem, na Etologia, e nas suas consequências (Sociobiologia) nos últimos 50 anos e se
constituem hoje em uma das mais importantes e empolgantes áreas de pesquisa da Biologia
contemporânea (FERREIRA JR., 2012).
1.1 Modelo de Malthus
A primeira tentativa de modelo em Dinâmica Populacional é creditada a Malthus
(1798). Malthus afirmou que a população humana iria crescer de maneira geométrica com
o tempo, porém a quantidade de terras férteis disponíveis para suportá-la poderia crescer,
no máximo, de forma aritmética e traçou conclusões sombrias a partir de suas hipóteses.
O modelo de Malthus tem sido desprezado ao longo dos tempo, principalmente,
por conta de dois paradoxos: (1) Uma população descrita por uma função exponencial
cresceria sem limites e inundaria o universo em um tempo finito com seus indivíduos
e; (2) Uma função que represente uma população de indivíduos pode assumir apenas
valores inteiros e, portanto, não poderia ser diferenciável. Contudo, tais questionamentos
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não procedem, pois não está sendo considerado um aspecto importante: as escalas de
observação do problema, tanto no que se refere ao tempo de observação quanto ao tamanho
da população.
A formulação do modelo Malthusiano é baseada nos conceitos de: taxa vital
específica, ou seja, reprodução/natalidade; e mortalidade per capita. Matematicamente, isto
significa que, se P ptq representa a quantidade total desta população (medida em “lotes”)
em um instante t, Nptq a quantidade de indivíduos que nasceram desta população no
período de tempo r0, ts e Mptq a quantidade de indivíduos desta população que morreram
no mesmo período; então o Modelo de Malthus estabelece que,
• 1
P ptq
dN
dt
“ ν, onde ν é a taxa específica de natalidade, que é constante;
• 1
P ptq
dM
dt
“ µ, onde µ é a taxa específica de mortalidade, que é constante, e;
• a população (viva) total no instante t é dada por P ptq “ P0 `Nptq ´Mptq, onde
P0 “ P p0q representa a população total inicial.
Com as três condições acima, chegamos ao seguinte modelo:$’&’%
1
P ptq
dP
dt
“ γ, onde γ “ ν ´ µ é constante
P p0q “ P0
. (1.1)
Observe que, as condições acima assumem (implicitamente) que a população
apresenta características vitais homogêneas tanto com relação à mortalidade, quanto a
natalidade para todos os indivíduos da população. A desconsideração desse aspecto leva,
frequentemente, a um mal uso do Modelo Malthusiano.
Diante disso, o Modelo Malthusiano (Equação 1.1) é uma descrição mais ade-
quada ao estudo de populações que apresentam, em geral, uma grande homogeneidade vital
e cuja reprodução se dá por intermédio de todos os indivíduos da população, independente
da sua idade ou qualquer outra característica individual.
A partir de uma interpretação probabilística do Modelo de Malthus, vemos que
populações descritas por esse modelo tem um comportamento individual independente
quanto aos processos vitais de reprodução e morte, isto é, a reprodução e mortalidade per
capita são constantes, e portanto, não há nenhuma influência da concentração de vizinhos
neste processo.
Na formulação Newtoniana do Modelo de Malthus, a dinâmica da população é
descrita fundamentalmente pelos parâmentros ν e µ. Desse modo, é importante que tais
parâmetros tenham interpretação biológica claras a fim de verificar a plausibilidade de
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aplicação do modelo a problemas específicos. Para isto, é necessário compreender com
maiores detalhes o significado da Equação 1.1, que o representa.
A análise dimensional do Modelo de Malthus nos diz que os parâmetros µ´1 e
ν´1 tem dimensão de tempo, ou seja, rµ´1s “ T e rν´1s “ T . É importante destacar que,
embora os parâmetros tenham mesma dimensão, seus significados serão diferentes.
Inicialmente, analisemos o parâmetro µ, observando uma população apenas com
relação a sua mortalidade. Desse modo, denotemos por Sptq a quantidade de sobreviventes
da população inicial, com Sp0q “ P0 indivíduos, onde não há nascimentos nem migrações.
Assim, a população Sptq decrescerá monotonicamente e a subpopulação resul-
tante durante um pequeno intervalo de tempo rtk, tk`1s, onde tk`1 “ tk ` h, será igual a
Sptkq ´ Sptk ` hq, e isto fornece uma estimativa para a parte da população que sobreviveu
até o instante tk. Façamos uma média arimética aproximada do tempo de permanência
destes indivíduos no “censo do vivos”, que se dará através da seguinte média ponderada:
1
P0
8ÿ
k
rSptkq ´ Sptk ` hqs tk . (1.2)
Utilizando o processo de limite (quando h Ñ 0) e a dinâmica Malthusiana,
concluimos que:
lim
hÑ0
1
P0
8ÿ
k
rSptkq ´ Sptk ` hqs tk “ µ´1 . (1.3)
Logo, a expressão acima pode ser reinterpretada, à luz desta construção, como:
µ´1 é o tempo de vida médio da população (ou tempo médio de sobrevivência).
Agora, analisemos o modelo de Malthus apenas para a reprodução. Considere a
subpopulação Cptq, igual a quantidade de indivíduos, dentre os P0 iniciais, que ainda não
reproduziram até o instante t, dentre uma população P ptq, inicialmente com P0 indivíduos
e governada pela dinâmica de Malthus (Equação (1.1)).
A partir da dinâmica Malthusiana da população P , vemos que o número
de descendentes gerados pela população C, no intervalo de tempo rt, t ` hs, é igual a
ν ¨ Cptq ¨ h` ophq. Desse modo, podemos afirmar que, a menos de um erro de ordem ophq,
o decréscimo na subpopulação Cptq, no intervalo de tempo rt, t ` hs foi de ν ¨ Cptq ¨ h.
Portanto, a dinâmica para esta subpopulação pode ser dada por:$&%
dC
dt
“ ´νC ,
Cp0q “ P0 .
(1.4)
Utilizando um raciocínio análogo ao parâmetro µ´1, concluímos que o parâmetro
ν´1 é o tempo médio de permanência de indivíduos na população Cptq. Ou, em outras
palavras,
Capítulo 1. Interações entre espécies 20
ν´1 é o tempo médio da primeira reprodução de um indivíduo.
O modelo de Malthus não é um modelo de interação, uma vez que não admite
interferência entre seus indivíduos, ou seja, cada um deles age de forma inteiramente
independente e ignora a presença (ou ausência) de outros co-específicos.
Contudo, se mantivermos a hipótese de homogeneidade da população e relaxar-
mos a hipótese de independência, geramos uma grande variedade de modelos populacionais
da forma 1
P
dP
dt
“ γpP q, onde γpP q é uma função com γp0q “ 0. Se γpP q não for cons-
tante, as taxas vitais dependerão da densidade da população, o que nos diz que não há
independência individual para o fenômeno, ou, que não representam apenas um conceito
biológico individual, mas também populacional que inclui alguma forma de interação
(FERREIRA JR., 2012).
É importante destacar que, o Modelo Malthusiano subsiste mesmo nesses
modelos mais gerais. Podemos verificar isto, através da expansão de Taylor da funçao
γpP q ¨ P e sob as hipóteses de que para pequenos valores de P p0q e um período de tempo
em que a população mantenha pequenos valores P „ 0, o modelo dP
dt
“ γpP qP pode ser
aproximado por: $&%
dP
dt
“ γ0P ,
γ0 “ γp0q .
(1.5)
Biologicamente, o que estamos assumindo com esta aproximação, é que para populações
esparsas a interação entre os indivíduos, em relação às taxa vitais, é desprezível e que
a dinâmica vital de cada indivíduo (nascimento e morte) é independente dos demais
co-específicos.
1.2 Modelo de Verhulst
Em 1838, Pierre-François Verhulst, destaca em seu artigo o aspecto “não-
interativo” do Modelo de Malthus. Fundamentalmente, Verhulst queria obter um modelo
que possuísse uma saturação autônoma da população e evitasse a explosão populacional
do Modelo Malthusiano, e de uma forma elementar (VERHULST, 1838). Outra condição
imposta por ele, foi que o crescimento geométrico Malthusiano seria razoável sob as
condições declaradas por Malthus, ou seja, para pequenas populações bem alimentadas.
Para contrapor tal crescimento e representar a ideia de saturação, Verhulst admitiu a
existência de uma função ϕpP q (posteriormente denominada de Resposta Funcional) a fim
de “barrar” a taxa de crescimento da população, de modo que a dinâmica é dada por
dP
dt
“ γP ´ ϕpP q . (1.6)
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Verhulst identificou vários tipos de funções ϕpP q que satisfaziam o comportamento esperado
por ele (a saber, a saturação da população), por exemplo: (FERREIRA JR., 2012) ϕpP q “
ηP 2 , ϕpP q “ ηP 3 , ϕpP q “ ηP 4 , ϕpP q “ η logpP q , η ą 0 (constante). A partir da
expressão analítica da solução P ptq, todas as funções ϕpP q levam a uma população limite
P ˚ “ γ
η
.
De forma parcimoniosa, Verhulst escolhe a função ϕpP q “ ηP 2, de modo que
seu o modelo toma a forma:
dP
dt
“ γP ´ ηP 2. (Modelo de Verhulst) (1.7)
A escolha de Verhulst pelo modelo quadrático também foi muito influenciada pela razoável
confirmação das previsões do modelo quando aplicado aos dados relativos à população
da França entre 1817 e 1831 (Figura 1). (KOT, 2001) Geralmente, o modelo é escrito na
forma
dP
dt
“ γ
ˆ
1´ P
K
˙
P ,
onde K é a capacidade de suporte do meio, termo estabelecido pelo próprio Verhulst em
referência à população limite P ˚.
Diante das condições impostas por Verhuslt, o modelo (1.7) introduz um
conceito de interação negativa entre os indivíduos da população como um processo de
competição, onde à medida que a densidade populacional aumenta existe um decrescimento
monotônico da reprodução per capita. Além disso, o que fundamentalmente caracteriza o
Modelo de Verhulst são dois aspectos: primeiro, um crescimento inicial Malthusiano a uma
taxa representada pelo parâmetro γ; segundo, um processo de saturação representado pelo
parâmetro K (capacidade de suporte).
Diferente do que ocorre no modelo de Verhulst, existem espécies que apresentam
um comportamento de cooperação em baixas densidades populacionais relativo a reprodu-
ção, ou seja, sob densidades baixas a população apresenta um crescimento monotônico na
taxa de reprodução per capita γpP q. Allee (1931), foi o primeiro a estudar cenários onde a
reprodução da população pode ser modificada a partir da capacidade de encontros entre
indivíduos de uma população que, posteriormente, ficou conhecido como “Efeito Allee”.
Porém, outros autores também estudaram o cenário em outros contextos (veja referências
em (COURCHAMP; BEREC; GASCOIGNE, 2008)).
No Efeito Allee, ocorre exatamente o oposto, isto é, a extrema rarefação dos
indivíduos prejudica a tal ponto a sua reprodução (por ex., na reprodução sexuada em
que os encontros são cruciais) que a população tende a se extinguir e não prospera como
indica o Modelo de Malthus.
O Efeito Allee tem importância não apenas para o estudo de extinção de
populações esparsas (LEVANDOWSKY; LUDWIG, 2013; DENNIS, 1989), mas também
no estudo de ondas de invasão (MALCHOW; PETROVSKII; VENTURINO, 2008; VEGA,
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Figura 1 – Tabela mostrando a população real da França (coluna 2) e as previsões do
modelo de Verhulst para a população da França entre 1817 e 1831 (coluna 3).
Fonte – (VERHULST, 1838, p. 117)
2008; VEGA; FERREIRAJR, 2009), que representam uma situação de rarefação em suas
frentes propícias à influência de tal efeito.
1.3 Modelo Lotka-Volterra
Um dos primeiros modelos de interação entre espécies foi introduzido nos
trabalhos de Lotka (1925) e Volterra (1931) de forma independente. Esse modelos tem a
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seguinte forma geral:
dNi
dt
“
˜
ai `
nÿ
j“1
bijNj
¸
Ni , i “ 12, . . . , n , (1.8)
onde Ni denota a densidade populacional da espécie i e os coeficientes ai representam a
dinâ mica vital da espécie i. Já os coeficientes bij, se i ‰ j, descrevem a interação entre
espécies diferentes (espécies i e j). A natureza da interação – competição, mutualismo
ou interação presa-predador – determinam o sinal dos coeficientes bij. Se as espéceies i
e j competem, então bij ă 0 e bji ă 0. Se a espécie i preda a espécie j então bij ą 0,
porém bji ă 0. Agora, se as espécies i e j são mutualistas, ambos coeficientes bij e bji são
positivos. Geralmente, em cenários onde existe competição, o modelo de Lotka-Volterra se
transforma no Modelo de Verhulst (Equação 1.7), na ausência de competidores1 (bij “ 0,
para i ‰ j).
Os termos de interação no modelo Lotka-Volterra são representados pelos termos
bijNiNj. No contexto de interação presa-predador, o termo bijNiNj pode ser interpretado
como a “Lei de Ação de Massas”(Seção 1.4.1 e Capítulo 2), que admite: se predadores e
presas estão distribuídos homogeneamente numa mesma região então a taxa na qual um
predador individual procura, aleatoriamente, por uma presa é diretamente proporcional à
densidade de presas.
Na década de 1930, o cientista Andrei N. Kolmogorov (1903-1987) estendeu o
escopo do modelo Lotka-Volterra, considerando uma classe geral de modelos presa-predador
com as seguintes características:
dN
dt
“ ApNqN ´ V pNqP , (1.9)
dP
dt
“ RpNqP , (1.10)
onde ApNq representa a dinâmica (autônoma) per capita da presa na ausência do predador,
V pNq representa a predação per capita por predadores e o termo RpNq representa a
vantagem metabólica per capita, com relação à reprodução, que o predador aufere com a
predação das presas (FERREIRA JR., 2012).
Contudo, as funções ApNq, V pNq e RpNq podem ser também dependentes
da densidade do predador. Por exemplo, considere o cenário onde uma espécie de presa
apresenta um comportamento de formar grupos como estratégia de defesa contra uma
espécie de predador. Uma vez que um predador tenta predar uma determinada presa, isso
pode alertar outras presas relativamente próximas proporcionando que estas formem novos
grupos ou procurem por um grupo, ou seja, pode aumentar a taxa de formação de grupos.
Além disso, pode acontecer da eficiência de caça de uma determinada espécie de predador
1 para mais detalhes, veja (MURRAY, 2002).
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dependa da densidade das presas e, assim, a taxa de reprodução também dependerá da
densidade do predador (GERITZ; GYLLENBERG, 2013). Desse modo,
dN
dt
“ ApN,P qN ´ V pN,P qP , (1.11)
dP
dt
“ RpN,P qP . (1.12)
1.4 Respostas Funcionais
No final da década de 50, Holling (1959a) realizou experimentos para investigar
como a taxa captura de uma presa por um predador está relacionada com a densidade de
presas, relação esta que foi chamada de Resposta Funcional por Solomon (1949). Holling
identificou três categorias gerais de respostas funcionais, as quais chamou de Tipo I (Modelo
de Ação de Massas), Tipo II e Tipo III.
1.4.1 Holling - Tipo I (Modelo de Ação de Massas)
Como mencionamos no início do capítulo, o estudo de interações entre indivíduos
de populações biológicas tem suas bases na teoria de reações químicas, que se baseia
essencialmente, na taxa de encontros entre dois indivíduos e considerando praticamente
inexistente os encontros entre três ou mais indivíduos simultaneamente. Esses encontros
ocorrem devido à movimentação completamente aleatória e intensa dos indivíduos em um
ambiente restrito. Isto implica que, não existe nenhuma “intenção” no processso de busca
por outro indivíduo, ou seja, os encontros são completamente casuais. A movimentação
dos organismos depende tanto de sua mobilidade quanto da capacidade de transitabilidade
do ambiente.
Veremos no Capítulo 2, que a taxa de encontros entre N indivíduos de uma
mesma população é da ordem de N2 e, que a taxa de encontros entre indivíduos de duas
populações distintas com N e M indivíduos, respectivamente, é da ordem de N ¨M .
A resposta funcional do Tipo I é característica de animais (ou predadores) que
se alimentam numa taxa proporcional à taxa de encontros com sua fonte de alimentação
(presa), isto é, H1pNq “ α ¨N , onde N é a densidade de presas. Holling (1965) encontrou
esta relação estudando crustáceos.
Esta resposta funcional tem limitações, pois a taxa na qual cada predador
consome suas presas se torna arbitrariamente grande quando a densidade de presas é
arbitrariamente grande também. Em um cenário mais realista, a taxa na qual um predador
pode consumir presas é limitada por alguns fatores, como: por exemplo, o tempo para
manusear cada presa capturada e sua saciedade. Outro problema, é que predadores e presas
podem não estar homogeneamente distribuídos, por exemplo, se predadores caçam em
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grupo então as taxas na quais cada predador encontra uma presa pode não ser independente
de outro membro do grupo. Por fim, predadores podem gastar um tempo interagindo
com outros predadores enquanto procuram por presas, ou podem interferir em outros
predadores, de modo que a taxa com a qual predadores encontram presas é afetada pela
densidade de predadores.
1.4.2 Holling - Tipo II
O Modelo de Holling II trata da interação de um predador com uma presa e
pretende incluir um efeito de saturação, ou seja, supondo explicitamente que a capacidade
de consumo da população do predador atinge rapidamente um nível de saturação, por
motivos de saciedade ou de impossibilidade de uma taxa maior de captura.
Holling (1959b) espalhou aleatoriamente uma grande quantidade de pequenos
discos de um material facilmente detectável por tato sobre uma grande mesa. Em seguida,
ele vendou os olhos de uma pessoa que deveria, somente com uma busca aleatória e a
utilização do tato, “capturar” discos na mesa. Uma vez encontrado um disco, ela teria
que gastar um certo tempo (fixo em média, digamos h por disco) para separar o disco
capturado em outra mesa ao lado. Utilizando o argumento da lei de ação de massas, Holling
supôs que o tempo necessário para que a pessoa (predador) encontrasse um disco na mesa,
seria proporcional ao recíproco da quantidade destes. Assim, o tempo estimado para a
total captura e disposição de um disco quando a população fosse de N seria dado por:
t0 “ h` a ¨ 1
N
Ñ Tempo médio gasto por disco retirado. (1.13)
Desse modo, a taxa de retirada (ou “predação”) dos discos, ou seja, o número
de discos retirados por unidade de tempo é igual a:
1
t0
“ N
a` h ¨N “ α ¨
N
β `N “ H2pNq , (1.14)
onde α “ h´1 e β “ ah´1.
Analisando a função H2pNq (Figura 2), observamos que a taxa de predação,
encontrada por Holling, apresenta uma saturação α para densidades altas de presas. Por
outro lado, para baixas densidades de presas, a taxa de predação H2pNq é, aproxima-
damente, α
β
¨ N ; ou seja, se comporta como uma resposta funcional do tipo I (Modelo
de Ação de Massas). Em outras palavras, se a densidade de presas é baixa, o predador
gasta mais tempo no processo de captura da presa, enquanto que, se a densidade é alta, o
predador gasta mais tempo no processo de manuseio/digestão da presa.
A partir desse processo, vemos que a dinâmica de mortalidade da população
de presas é descrita por:
dN
dt
“ ´
ˆ
α ¨ N
β `N
˙
. (1.15)
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Figura 2 – Resposta funcional - Tipo II
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Fonte – o autor.
Diante disso, vemos que a taxa de mortalidade per capita das presas 1
N
dN
dt
é uma função
monotonicamente decrescente, o que significa dizer que, um indivíduo tem mais chance de
sobreviver se a densidade de sua população for alta, o que não acontece numa dinâmica
descrita pelo Modelo de Ação de Massas, na qual a taxa de predação per capita independe
da densidade da população (é constante).
1.4.3 Holling - Tipo III
A resposta funcional do Tipo 3 é dada pela função
H3pNq “ α ¨ N
2
β2 `N2 . (1.16)
Observe que a taxa de predação H3pNq é aproximadamente, α
β2
¨ N2, para
densidade N muito menores que β (quando N ! β), enquanto que, temos a saturação
H3pNq “ α para valores de N muito maiores que β (quando N " β); neste caso, a
mortalidade de presas imposta pelos predadores atinge um nível máximo. Além disso,
quando N “ β, a predação per capita atinge seu valor máximo (Figura 3). Diante disso,
vemos que a predação per capita aumenta para densidades médias, porém, diminui para
densidades grandes relativas a β. Em outras palavras, a população de presas atinge uma
proteção em relação à predação caso atinja um determinado limiar, no entanto, isso pode
ser uma tarefa difícil (FERREIRA JR., 2012).
O crescimento inicial na predação (quando N ! β), às vezes, é justificado pelo
processo de aprendizado do predador, predação dependente da densidade (em inglês, prey
switching) ou, uma combinação desses dois fatores (HOLLING, 1959a; MURDOCH, 1969).
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Figura 3 – Resposta funcional - Tipo III
0 β
Densidade de presas N
H3pNq “ α ¨ N
2
β2 `N 2
0
α
2
Ta
xa
de
pr
ed
aç
ão
H
3pN
q
α
Fonte – o autor.
A equação (1.16) também foi obtida no contexto de reações enzimáticas do tipo
Michaelis-Menten, quando uma molécula da enzima possui vários sítios de reação (mais
detalhes em (MURRAY, 2002)) e na resposta da hemoglobina com relação à variação da
pressão parcial do oxigênio (BARCROFT; HILL, 1909 apud REAL, 1977).
Tinbergen (1960), estudando pássaros, também encontrou a mesma resposta
funcional (Tipo III). Tanto Tinbergen quanto Holling, interpretaram a súbita aceleração na
resposta como resultado do aprendizado do predador. Contudo, Tinbergen argumentou que
os indivíduos formam uma espécie de “imagem mental” de um tipo de presa mais comum,
acarrentando uma predação massiva destas e que outras imagens visuais de presas não são
desenvolvidas até que algum limiar de abundância tenha sido atingido (REAL, 1977). A
partir desse trabalho, vários outros comportamentos foram descritos que resultaram na
resposta funcional Tipo III (DAWKINS, 1971; KREBS, 1974), por exemplo: o predador
aprende a ir para uma determinada área para forragear ou, o predador aprende a manusear
a presa de forma mais eficiente com sua experiência, ou ainda, o predador prefere ou evita
um tipo específico de presa, (referências em (REAL, 1977, p. 296)).
Holling se preocupou com o comportamento do predador apenas quando as
mudanças compartamentais influenciavam no número de presas consumidas. Desse modo,
as componentes do comportamento de predação (taxa de ataque, tempo de manuseio,
tempo total que presa e predador são expostos um ao outro, aprendizagem e fome) que
Holling considerava, são características que influenciam a taxa de captura de presas.
Contudo, etologistas têm estudado, com maiores detalhes, o comportamento de predação,
preocupando-se com os mecanismos subjacentes às componentes consideradas por Holling
- especialmente a componente do aprendizado (KREBS, 1974).
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Figura 4 – Resposta funcional - Tipo IV
Fonte – (KOT, 2001, p. 141)
A hipótese-chave em um cenário que leva à resposta funcional tipo III é a
admissão de que quando a densidade de presas é baixa a eficiência dos predadores em
procurar pelas presas é reduzida. Isso pode acontecer em predadores vertebrados que tem
uma imagem de busca, que é reforçada por frequentes encontros com a presa, ou que usam
habilidades aprendidas na busca ou no manuseio com presas, as quais se degradam com a
falta da prática (OTTO; DAY, 2011).
1.5 Holling - Tipo IV
A respostas funcionais Holling dos tipos I, II e III são similares no sentido de
que cada taxa de predação per capita cresce quando a densidade de presa tende a um valor
máximo. Contudo, Holling (1961) incorpora, uma resposta funcional, denominada Holling
do tipo IV, baseada num cenário biológico em que as presas interferem na predaçãoo de
modo que a taxa de predação per capita aumenta com densidade de presas a um máximo
e, após atingir uma densidade de presas crítica, começa a diminuir. A resposta funcional
Holling do tipo IV é dada pela seguinte equação (gráfico na Figura 4)
H4pNq “ cN1
i
N2 `N ` a ,
onde a, b e i são parâmetros positivos. Observe que, para valores de i arbitrariamente
grandes, esta resposta funcional coincide com Holling do tipo II. Vários pesquisadores
(veja referências em Kot (2001, p. 140)) tem encontrado a resposta funcional do tipo IV
com diferentes cenários biológicos.
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Neste trabalho, estudaremos um cenário de interação presa-predador onde a
presa é uma espécie que apresenta um mecanismo de defesa (toxina), que é sinalizado
através de um padrão de cores exuberantes. Analisaremos a resposta funcional dessa
interação considerando, justamente, a componente do aprendizado do predador.
No próximo capítulo, abordaremos com maiores detalhes a Lei de Ação de Mas-
sas e mostraremos uma derivação desta, utilizando como ferramenta a análise dimensional.
30
2 Modelo de Ação de Massas
2.1 Introdução
A “Lei” de Ação de Massas foi proposta por dois noruegueses, Cato Maximilian
Guldberg (1836-1902) e Peter Waage (1833-1900). Guldberg era um matemático que
gostava de estudar física e química, foi professor de matemática aplicada na University of
Christiania (Oslo) desde 1869. Waage estudou mineralogia e química após se desapontar
com a medicina, foi professor de química também em Christiania desde 1866.
O trabalho de Guldberg e Waage sobre afinidades químicas levou-os a formular
um princípio relativo ao papel das quantidades de reagentes em sistemas de equilíbrio
químico. Descobriram que, o produto das concentrações p e q dos reagentes é proporcional
ao produto das concentrações produto-reação, isto é:
k ¨ p ¨ q . (2.1)
Segundo Ferreira Jr. (2012),
Tal como acontece com diversas teorias da Física e Química, a Lei de
Ação de Massas não é uma “Lei” no sentido jurídico ou religioso do termo
(que exige cumprimento sob ameaça de punição), mas apenas um, ainda
que excelente, Modelo Matemático para a descrição de determinados
fenômenos, que pode ser muito útil, mas nunca acima de qualquer suspeita
e nem de uso forçoso. (FERREIRA JR., 2012)
Ao longo deste trabalho, iremos adotar a expressão Modelo de Ação de Massas
para nos referirmos à Lei de Ação de Massas.
2.2 O Modelo
No começo do século XX, um físico polonês chamado Marian Ritter von Smolan
Smoluchowski (1872-1917), obteve o Modelo de Ação de Massas estudando o processo
de agregação de partículas suspensas em um líquido ou gás. Em particular, ele estava
interessado na probabilidade de colisão entre duas partículas que se movimentam segundo
um movimento aleatório, gerando um processo de difusão (LEVICH, 1962).
As causas do movimento aleatório variam de acordo com o fenômeno estudado,
por exemplo: em físico-química de reações moleculares, a causa é atribuída a agitação
térmica das moléculas. Já na biologia, o movimento é, normalmente, resultado de um
processo de busca intensiva que os organismos realizam quando não dispõem de informações
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sobre seu objeto de interesse. O processo de difusão macroscópico resultante, se caracteriza
por ser um processo homogêneo em relação a distribuição populacional, independentemente
de sua origem.
O movimento aleatório é o processo de busca mais simples possível, pois não
requer nenhum mecanismo como nas múltiplas e complexas etapas que ocorrem em uma
busca “inteligente”. Buscas que utilizam informação exigem o cumprimento de tarefas não-
triviais: (i) coleta de informações, (ii) armazenamento, (iii) recuperação destas informações
armazenadas, (iv) análise e (v) tomada de decisão. Nessas buscas “inteligentes”, o processo
deve começar com a coleta de informação realizada sob total desconhecimento da localização
do objeto de interesse, o que só faz sentido se realizada de forma aleatória. Portanto,
o Modelo de Ação de Massas é também relevante nessas buscas “inteligentes”. A busca
totalmente aleatória, por outro lado, se dá de forma rápida pois não existem “protocolos”
a serem seguidos, isso permite que seja vasculhada uma grande área em um intervalo curto
de tempo podendo ser mais eficiente do que buscas “inteligentes”, que são mais demoradas
devido às várias etapas estabelecidas.
O modelo da Ação de Massas tem por objetivo determinar a taxa de colisões que
deve ocorrer em uma população de indivíduos que realizam um movimento microscópico
aleatório. Uma hipótese implícita deste modelo consiste em supor que o volume dos
indivíduos da população seja suficientemente pequeno para que não ocorram interações à
distância, de atração, repulsão ou percepção, que interfiram no movimento aleatório de
dois indivíduos próximos. Supõe-se, portanto, que os movimentos destes indivíduos sejam
independentes, isto é, sem influências mútuas. Uma maneira de contornar esta questão é
supor que cada indivíduo seja considerado como envolto por um “auréola”, que passa assim
a ser a sua dimensão efetiva; quando estas auréolas se sobrepõem, consideramos então
que uma colisão ocorrerá de fato (Figura 5) (SMOLUCHOWSKI, 1906; FERREIRA JR.,
2012).
Figura 5 – Encontro “efetivo” entre dois indivíduos.
rA rB
Fonte – o autor.
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Como a difusão é um processo dinâmico homogeneizador (no que diz respeito
à distribuição espacial dos indivíduos), espera-se que uma população sem interferência
externa atinja um estado limite em pouco tempo. Este equilíbrio é macroscópico (isto é,
com densidade invariante no espaço), contudo, o movimento microscópico permanece ativo
a fim de manter a sua estacionaridade macroscópica (FERREIRA JR., 2012).
A seguir, mostraremos uma derivação do Modelo de Ação de Massas feita por
Ferreira Jr. (2012), utilizando Análise Dimensional.
Consideremos uma população de indivíduos de dimensão r, homogeneamente
distribuídos segundo uma densidade constante ρ e, microscopicamente, executando movi-
mentos completamente aleatórios e mutuamente independentes. Escolhamos um indivíduo
qualquer desta população e fixemos as coordenadas espaciais deste elemento, e consideremos
que os movimentos relativos dos outros indivíduos sejam também aleatórios.
Analisemos a “taxa de colisão” para este indivíduo estacionário, ou seja, o
número de indivíduos que colidem com o mesmo por unidade de tempo, e que denotaremos
por C, cuja dimensão deverá ser rCs “ NT´1, onde N é o símbolo da dimensão de
população.
A hipótese física fundamental é:
Para um cenário semelhante, C dependerá somente dos valores
dos seguintes parâmetros: a densidade ρ, o raio de interação r e a
intensidade do processo de difusão D.
Ou seja, C é uma função dos parâmetros ρ, r e D. Desse modo, podemos
escrever
C “ ϕpρ, r,Dq , (2.2)
onde ϕ é uma função matemática adimensional, i.e., que independe de quaisquer outras
dimensões físicas.
Como rDs “ L2T´1 e rρs “ NL´3, utilizaremos as seguintes medidas como uni-
dades intrínsecas: L0 “ r, T0 “ r2D´1, e N0 “ ρr3. Desse modo, a forma adimensionalizada
da equação (2.2) é dada por:
C
pρr3q pr2D´1q´1 “ ϕp1, 1, 1q (2.3)
Portanto,
C “ c0ρrD , (2.4)
onde c0 “ ϕp1, 1, 1q é uma constante matemática adimensional.
Diante disso, a taxa total de colisões c de toda a população é obtida multiplicando-
se C pelo número total de indivíduos. Em uma região grande, mas finita de dimensão l,
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teremos ρl3 indivíduos, o que nos dará
c “ pc0l3rqDρ2 “ c˜0 ¨Dρ2 , (2.5)
ou então o número de colisões por unidade de volume:
c˚ “ pc0rqDρ2 . (2.6)
A equação (2.6) nos diz que a taxa total de colisões em uma população, sob
estas condições, é proporcional ao quadrado da densidade e diretamente proporcional ao
coeficiente de difusão da população. A partir deste resultado, naturalmente, surge uma
pergunta: Qual é a taxa de colisões entre duas populações distintas A e B?
Consideremos agora duas populações A e B, de indivíduos perfeitamente
misturados entre si, que se movimentam igualmente na escala microscópica de forma
aleatória e com coeficiente de difusão D. De acordo com o que foi visto anteriormente, um
indivíduo a P A estacionário, sofre uma taxa de colisões de indivíduos da população B
que pode ser descrita pela seguinte fórmula
cA “ pc0rDq ρB . (2.7)
Supondo que as duas populações imersas, ao mesmo tempo, em um recipiente finito de
dimensão l0, com ρAl3 indivíduos da espécie A, temos que a taxa de colisão total entre os
indivíduos da população A e os da população B poderá ser expressa como:
ρAl
3cA “
`
c0l
3rD
˘
ρAρB “ pκDqρAρB. (2.8)
Esta última equação representa de maneira até mais detalhada do que é conhecido como a
“Lei” de Ação de Massas, geralmente expressa da forma:
A taxa de colisões entre duas populações uniformemente distri-
buídas em uma região, submetidas a um movimento aleatório mi-
croscópico de mesma intensidade, é proporcional ao produto das
suas respectivas concentrações e ao coeficiente de difusão D.
O raciocínio acima continua válido mesmo quando as duas populações A e B
possuem coeficientes de difusão diferentes D1 e D2, respectivamente, pois o movimento
relativo de uma população em relação a outra, gera um coeficiente de “difusão efetivo”
D˚ (que depende de D1 e D2). Ou seja, podemos calcular a taxa total de colisões de um
indivíduo estacionário de uma população com a outra população, utilizando D˚ como o
coeficiente de difusão para esta última população.
O modelo de Ação de Massas é frequentemente apresentado como uma “lei
pétrea”, que não exige uma explicação ou justificativa “a priori”. O fato é que sendo
um modelo proposto, é importante que, pelo menos, alguma consideração sobre sua
plausibilidade e as condições que levam a isto sejam analisadas. Ferreira Jr. (2012),
comenta sobre essa ausência de justificativa:
Capítulo 2. Modelo de Ação de Massas 34
Em muitos casos, o Modelo de Ação de Massas é utilizado sem a referên-
cia de que os indivíduos das duas populações realizam um movimento
microscópico aleatório independente e que a distribuição de cada espécie
é, pelo menos localmente, estabilizada pelo mesmo processo de difusão
r. . .s (FERREIRA JR., 2012)
No capítulo que segue, abordaremos dois modelos de agregação-desagregação
entre partículas, os Modelos de Smoluchowski (SMOLUCHOWSKI, 1916) e Becker-Döring
(BECKER; DÖRING, 1935), que nos ajudarão a estudar a interação presa-predador onde
as presas tem um comportamento de agregação.
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3 Modelos de agregação
O objetivo deste capítulo é estudar as Equações de Becker-Döring em Dinâmica
de Populações, em particular, os efeitos dos processos de agregação e desagregação num
sistema presa-predador, onde a subpopulação é constituída de presas que se agregam como
estratégia de defesa contra uma subpopulação de predador.
3.1 Introdução
Três abordagens teóricas se destacam no estudo de agregação. A primeira des-
creve a densidade média do agrupamento usando Equações Contínuas Eulerianas baseadas
na aproximação da difusão de movimentos aleatórios. A segunda abordagem teórica é ba-
seada nas trajetórias individuais dos membros do grupo utilizando Equçaões Lagrangianas
de movimento, e em forças e velocidades atribuídas aos indivíduos. E a terceira abordagem
dispensa equações de movimento e depende diretamente de simulações numéricas de regras
de comportamentes individuais e de movimento (PARRISH; EDELSTEIN-KESHET, 1999).
Neste trabalho, utilizaremos a versão discreta da primeira abordagem, onde versão discreta
significa, aqui, considerar as densidades dos grupos como variáveis discretas.
As equações de Smoluchowski e de Becker-Döring pertencem a uma classe de
equações denominadas master equations. Em geral, uma master equation é um conjunto
de EDO’s de primeira ordem descrevendo a evolução temporal da probabilidade de um
sistema ocupar cada estado de um conjunto discreto de estados, considerando a variável
do tempo contínua.
3.2 Agregação animal
O processo de agregação, também referido como processo de coagulação ou
nucleação na física, é um dos fenômenos mais interessantes na natureza. Formas de
comportamento coletivo ocorrem em todos os tipos de organismos vivos, desde colônias
de bactérias a humanos. Tem sido postulado que o comportamento agregador é uma
adaptação evolutiva que fornece determinados benefícios, por exemplo: redução do risco de
predação (HAMILTON, 1971), confusão do predador (KRAKAUER, 1995), crescimento
da vigilância individualmente ou o grupo como um todo (TREHERNE; FOSTER, 1980).
Contudo, também existem potenciais custos na formação de grupos, dentre os
quais os mais comuns são: a redução da taxa de consumo de recursos devido à competição
com os demais membros do grupo, esgotamento dos recursos locais, crescimento de agressões
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e crescimento da detecção por parte de predadores. Além disso, o processo de formar
um grupo pode levar um tempo considerável dependendo, pelo menos, da habilidade de
movimentação dos indivíduos envolvidos (MORRELL; RUXTON; JAMES, 2011).
Alguns estudos mostram que à medida que o tamanho dos grupos aumenta,
estes se tornam mais eficientes em detectar a aproximação de um predador. O efeito
do tamanho do grupo, geralmente, é atribuído ao crescimento do número de indivíduos
procurando por predadores em conjunto com a transmissão de informação sobre a ameaça
detectada através da agregação. Isto implica que não é necessário que todos os membros
do grupo detectem o predador desde que, pelo menos um membro detecte e transmita
para os outros membros. (KRAUSE; RUXTON, 2002)
Para que o processo de agregação seja vantajoso é necessário que a informação
sobre ameaça detectada seja transmitida rapidamente entre os membros. Ou seja, a
velocidade com a qual a informação é propagada através do grupo dever ser maior que a
velocidade de aproximação do predador. Isso garante que aqueles que não detectaram um
predador possam fugir. Treherne e Foster (1981) observaram que a aproximação de um
predador causou movimentos anti-predatórios (por exemplo, rotas de fuga) em um grupo
de invertebrados marinhos. Isto levou Treherne e Foster a denominarem esse processo
de “Efeito Trafalgar”, em alusão à emissão de sinais enviados por uma frota de navios
comandada pelo Almirante Horatio Nelson, na Guerra do Cabo de Trafalgar, permitindo-o
ter conhecimento de informçaões fora de seu campo visual.
Segundo Beauchamp (2013), a agregação pode oferecer proteção mesmo se for
detectada rapidamente pelos predadores, por três razões:
(i) enquanto um grupo de n indivíduos pode ser mais conspícuo do que qualquer um
deles dispersos num habitat solitariamenteé improvável que o grupo seja n vezes
mais conspícuo;
(ii) a taxa de encontros de presas agregadas pode ser mais variável ao longo de um
intervalo de tempo fixo, pois as presas ficarão distribuídas sobre poucos setores. O
fracasso na procura por presas em grupos pode levar o predador a caçar em outro
lugar diminuindo, assim, a taxa de encontro;
(iii) enquanto grupos podem ser mais conspícuos que indivíduos solitários, quando vistos
de uma mesma distância, o número de grupos de uma população deve ser sempre
menor do que o correspondente número de indivíduos solitários. Portanto, a distância
média entre um predador caçando e uma presa em grupo tende a aumentar com o
tamanho do grupo.
Uma hipótese muito importante no processo de agregação e que tem sido
confirmada por vários estudos (ver referências em (BEAUCHAMP, 2015, cap. 4)), é a
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chamada hipótese “Manada de egoístas” (em inglês, Selfish herd), criada por (HAMILTON,
1971). Basicamente, essa consiste de uma forma de membros de um grupo diminuírem o
risco de predação. Hamilton afirmou que, quantos mais membros estiverem numa “área
de perigo (circunferência centrada na presa) de um determinado membro do grupo maior
será o risco de predação dos demais membros. Em outras palavras, quanto mais membros
ficarem entre um determinado membro e um predador, menor será seu risco de predação
(KRAUSE; RUXTON, 2002; BEAUCHAMP, 2015).
Estudos mostram que espécies de predadores tem preferência por um tipo
particular de presas que podem ser dependente do fenótipo. Essas preferências dependentes
do fenótipo pode ocorrer de duas maneiras: (i) o predador poder ter uma preferência
herdada ou adquirida por um fenótipo particular sobre outro, independentemente da
frequência relativa dos fenótipos, ou não, (ii) apresentam um preferência por um fenótipo
raro ou comum (LANDEAU; TERBORGH, 1986).
A preferência por fenótipos comuns só é possível caso não haja confusão do
predador em selecionar tal fenótipo. Tal preferência pode levar a evolução de grupo de
presas polimórficas. O efeito confusão descreve a redução da taxa de predação do predador
devido a sua falta de capacidade de selecionar e atacar uma presa individual do grupo
(KRAKAUER, 1995). Estudos tem mostrado que a habilidade do predador reconhecer uma
presa é comprometida quando existem múltiplos objetos presentes (KRAUSE; RUXTON,
2002, p. 21), ou seja, o processo de agregação favorece o efeito confusão, demonstrando
uma limitação cognitiva do predador diante de grandes agregações.
Por outro lado, a preferência por fenótipos raros (por exemplo, conspícuos)
podem levar à evolução do Mimetismo (KRAUSE; RUXTON, 2002, p. 21). Experimentos
realizados por Gamberale e Tullberg (1996), Gamberale e Tullberg (1998) sugerem que a
eficiência de cores aposemáticas, como uma defesa anti-predador, favorecem o processo de
agregação. Presas conspícuas tem mostrado reduzir o impacto do efeito confusão, permi-
tindo que predador selecione uma presa mais precisamente. Desse modo, o comportamento
de agregação é mais vantajoso para a presa quando seus fenótipos forem visualmente
indistinguíveis para o predador (KRAKAUER, 1995).
3.3 Equações de Smoluchowski
As Equações de Smoluchowski são o ponto inicial da maioria dos estudos em
agregações e descrevem a cinética do processo de agregação binária, onde assume-se que:
(i) o sistema é constituído por um número suficientemente grande de partículas de modo
que efeitos discretos são desprezíveis, (ii) a posição espacial é desprezada, onde supõe-se
que o sistema está bem misturado (homogêneo) de modo que a probabilidade de múltiplos
clusters estarem próximos é proporcional ao produtos de suas respectivas densidades (Lei
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de Ação de Massas), (iii) o sistema é suficientemente diluído de modo que interações
entre múltiplos grupos é desprezível, e (iv) a dinâmica dos grupos independe de sua forma
(KRAPIVSKY; REDNER; BEN-NAIM, 2010).
Tais equações modelam vários tipos de fenômenos, por exemplo: em quí-
mica(polimerização), em física(agregação de partículas coloidais), em astrofísica(formação
de estrelas e planetas), em engenharia (comportamento de misturas de combustívies em
engrenagens), em genética, etc1.
Denotaremos por gkptq a densidade de grupos de tamanho k no tempo t e por
Kij a taxa com a qual um grupo ni agrega-se a um grupo nj para formar um grupo gi`j.
Como a agregação é binária, isto é, agregação entre dois grupos, o processo pode ser
representado por
gi ` gj gi`jKij.
Nesse momento, estamos considerando apenas a dinâmica de formação de novos
grupos a partir da agregação entre outros dois grupos, o que significa dizer que o processo
de agregação é irreversível. Mais adiante, consideraremos os processos de agregação e
fragmentação conjuntamente.
A taxa de variação de grupos de tamanho k é dada a partir da taxa de formação
de grupos de tamanho k e da taxa de formação de grupos de outros tamanhos i diferentes
de k com a participação de grupos de tamanho k. Então:
˜
Taxa de
variação de gk
¸
“
˜
Taxa de
formação de gk’s
¸
´
¨˚
˝ Taxa de formaçãode outros gi’s com a
participação de gk’s
‹˛‚ . (3.1)
Um grupo de tamanho k pode ser formado pela agregação de diferentes pares
de grupos de tamanhos i e j, onde necessariamente i ` j “ k, implicando que todas as
possíveis combinações contribuem para a taxa. Como a taxa de encontros é governada pela
Lei de Ação de Massas, poderíamos pensar que a taxa de formação de gk’s seria dada porÿ
i,j
i`j“k
Kijgigj.
Porém, nesse somatório tem duplicidade na participação de um determinado par pi, jq,
pois uma vez que um par de grupos pi, jq forma um grupo de tamanho k, o par pj, iq
também forma esse mesmo grupo. Por exemplo, se k “ 7 os pares participantes são
p1, 6q, p2, 5q, p3, 4q, p4, 3q, p5, 2q, p6, 1q, então a taxa será dada por K16g1g6 ` K25g2g5 `
1 Veja mais aplicações em Deaconu e Tanré (2000) e Wattis (2006).
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K34g3g4. Para corrigir essa duplicidade, multiplica-se o somatório pelo fator 1{2 e, conse-
quentemente, a taxa de formação de gk’s será dada por:˜
Taxa de
formação de gk’s
¸
“ 12
ÿ
i,j
i`j“k
Kijgigj. (3.2)
Desse modo, se k é um número par, por exemplo; k “ 6, os pares participantes
são p1, 5q, p2, 4q, p3, 3q, p4, 2q, p5, 1q. Assim, segundo o somatório, a taxa será dada por
K15g1g5 `K24g2g4 ` 12K33pg3q
2. O termo 12K33pg3q
2 está correto, pois se considerarmos
que gk seja a quantidade total de grupos de tamanho k, logo existem gkpgk´ 1q{2 maneiras
de formarmos um par da forma pk, kq. Como o sistema é suficientemente grande, temos
que: gkpgk ´ 1q2 „
1
2pgkq
2.
Já para a taxa de formação de outros gi’s com a participação dos gk’s, basta
contabilizar tal participação. O que acarreta em:¨˚
˝ Taxa de formaçãode outros gi’s com a
particapação de gk
‹˛‚“ÿ
iě1
Kikgigk. (3.3)
Portanto, a partir das equações (3.2) e (3.3), as equações de Smoluchowski são
dadas por:
dgk
dt
“ 12
ÿ
i,j
i`j“k
Kijgigj ´ gk
ÿ
iě1
Kikgi, k ě 2. (3.4)
Para encontrarmos a dinâmica dos grupos de tamanho unitário, basta notar
que não existe agregação de dois grupos resultando num grupo unitário. Assim, a taxa de
variação de g1 é dada unicamente pela taxa com a qual os grupos unitários participam na
formação dos outros grupos. Logo:
dg1
dt
“ ´
ÿ
iě1
K1ig1gi. (3.5)
Se considerarmos que o tamanho de um grupo se modifica com pequenas adições
ou perdas, isto é, os grupos são, em média, muito maiores do que o volume unitário (um
membro do grupo), então podemos considerar que este tamanho é uma variável contínua
x. Assim, a população total é descrita pela função densidade gpx, tq com relação a este
tamanho.
Com isto, Müller (1928) reescreveu as equações (3.4) em termos de uma equação
integro-diferencial para a evolução no tempo da função densidade da massa dos grupos:
Bgpx, tq
Bt “
1
2
ż x
0
Kpx´ y, yqgpx´ y, tqgpy, tqdy ´ gpx, tq
ż 8
0
Kpx, yqgpy, tqdy , (3.6)
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onde gpx, 0q “ g0pxq ě 0, para todo x ě 0 e Kpx, yq é a taxa de agregação entre grupos
de massa (ou tamanho) x e y. Melzak (1957) estendeu o modelo para o caso quando as
partículas sofrem colapso, propondo a seguinte equação:
Bgpx, tq
Bt “
1
2
ż x
0
Kpx´ y, yqgpx´ y, tqgpy, tqdy ´ gpx, tq
ż 8
0
Kpx, yqgpy, tqdy `(3.7)
`
ż 8
x
Ψpy, xqgpy, tqdy ´ gpx, tq
x
ż x
0
yΨpx, yqdy ,
onde a função Ψpx, yq representa a taxa com a qual uma partícula de massa x colapsa em
partículas de massa y. Friedlander (1960) considerou o caso de fragmentação que permite
a divisão de partículas em duas outras partículas:
Bgpx, tq
Bt “
ż 8
0
F px, yqgpx` y, tqdy ´ 12
ż x
0
F px´ y, yqgpx, tqdy , (3.8)
onde F px, yq representa a taxa de fragmentação de partículas que se dividem em duas
partículas de massas x e y.
Voltando ao caso discreto, a partir das equações (3.6) e (3.8), podemos definir
um processo de agregação e fragmentação da seguinte maneira:
dgk
dt
“ 12
ÿ
k“i`j
Kijgigj ´ gk
ÿ
iě1
Kikgi `
ÿ
jě1
Fkjgk`j ´ 12
ÿ
i`j“k
Fijgi`j (3.9)
As Equações de Becker-Döring (BECKER; DÖRING, 1935) podem ser obtidas
a partir da equação (3.9), supondo que os processos de agregação e fragmentação ocorrem
somente com uma partícula de massa unitária. Mais adiante, veremos tais equações com
mais detalhes.
É importante analisarmos a conservação de massa do sistema, pois desempenha
um papel fundamental na descrição da distribuição de massa dos grupos (KRAPIVSKY;
REDNER; BEN-NAIM, 2010). Considere a massa total do sistema por Dptq “
ÿ
kě1
kgkptq.
A partir da Equação (3.4), temos:
dD
dt
“ d
dt
˜ÿ
k
kgk
¸
“
ÿ
k
k
dgk
dt
“
“
ÿ
k
k
¨˝
1
2
ÿ
i,j
i`j“k
Kijgigj ´ gk
ÿ
iě1
Kikgi‚˛
“ 12
ÿ
i,j
pi` jqKijgigj ´
ÿ
i,k
kKikgigk .
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Fazendo uma mudança de índice no último somatório, k “ j, teremos:
dD
dt
“ 12
ÿ
i,j
iKijgigj ` 12
ÿ
i,j
jKijgigj ´
ÿ
i,j
jKijgigj
“ 12
ÿ
i,j
iKijgigj ´ 12
ÿ
i,j
jKijgigj “ 0
Assim, a massa total Dptq é constante e portanto, conservada. Existem alguns modelos
de coagulação em que a conservação da massa não ocorre para todo t ě 0 (para mais
detalhes, (KRAPIVSKY; REDNER; BEN-NAIM, 2010)).
A taxa de agregação Kij com a qual os grupos de tamanhos i e j se agregam,
também são denominadas de núcleos de agregação. Os núcleos Kij são funções das massas
i, j e, além disso, são simétricos (Kij “ Kji) e homogêneos (Kλi,λj “ λb ¨Kij) em algumas
aplicações. Nas equações de Smoluchowski, a única informação da qual dispomos é sobre a
massa do sistema, de modo que as variações na morfologia dos grupos deve ser analisadas
pelos núcleos Kij (WATTIS, 2006). Diferentes tipos de núcleos Kij têm sido aplicados
para modelar o fenômeno de agregação. Por exemplo, no caso de taxa de agregações
independentes do tamanho, Kij ” constante, estas podem ser usadas para aproximar
agregações Brownianas; os núcleos Kij “ a ¨ pi ` jq surgem como um caso limite de
agregações gravitacionais, enquanto que Kij “ a ¨ pijq ocorre em polimerização de cadeias
ramificadas (ver referências em (WATTIS, 2006)). A Tabela (1) mostra exemplos de núcleos
de agregação contínuos.
Tabela 1 – Exemplos de núcleos de agregação contínuos.
Kpx, yq Descrição
px1{3 ` y1{3qpx´1{3 ` y´1{3q Movimento Browniano (regime contínuo)
px1{3 ` y1{3qpx´1 ` y´q1{2 Movimento Browniano (regime de partícula livre)
px1{3 ` y1{3q|x´1{3 ´ y´1{3| Sedimentação gravitacional
px1{3 ` y1{3q|x´2{3 ´ y´2{3| Inércia e sedimentação gravitacional
Fonte – Adaptado de (SMIT; HOUNSLOW; PATERSON, 1994)
As agregações que são governadas pelo movimento Browniano são o nosso
objeto de interesse. As equações master são solúveis para uns poucos núcleos de agregação
Kij, bastante especiais. Smoluchowski (1916) obteve uma aproximação constante dos
núcleos Kij’s para este caso. Olhemos algumas propriedades desse tipo de agregação.
Já vimos que, de um modo geral, as equações de Smoluchowski tem conservação
de massa, agora investiguemos a densidade total dos grupos. Considere a densidade total
de grupos dada por Nptq “
ÿ
k
gkptq e utilizemos Kij „ 2, conforme (KRAPIVSKY;
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REDNER; BEN-NAIM, 2010, p. 137). Temos:
dN
dt
“
ÿ
k
¨˝
1
2
ÿ
i,j
i`j“k
2 ¨ gigj ´ gk
ÿ
iě1
2 ¨ gi‚˛
“
ÿ
i,j
gigj ´ 2 ¨
ÿ
i,k
gigk
“
˜ÿ
i
gi
¸2
´ 2
˜ÿ
k
gk
¸2
ñ dN
dt
“ ´N2.
Suponhamos que o estado inicial do sistema seja constituído somente de partículas “livres”,
ou seja, g1p0q “ N0 e gkp0q “ 0 , @ k ‰ 1, o que implica em Np0q “ N0. Sem perda de
generalidade, podemos supor N0 “ 1; e assim, temos o seguinte problema de valor inicial:$&%
dN
dt
“ ´N2
Np0q “ 1
, (3.10)
cuja solução é dada por
Nptq “ 11` t , (3.11)
o que mostra que a densidade total de grupos é decrescente.
3.3.1 Funções Geradoras
O método de Funções Geradoras2 é uma ferramenta adequada para as equações
do tipo (3.4), pois estas estão na forma de uma convolução discreta (KRAPIVSKY;
REDNER; BEN-NAIM, 2010). Basicamente, o método consiste em criar uma função
auxiliar Cpz, tq ”
ÿ
gkptqzk, onde identidades e equações da sequência tgkptqukě0 são
reescritas em função de Cpz, tq a fim de determinar uma expansão em série de potências
de z para a função Cpz, tq, onde os coeficientes devem ser a sequência tgkptqukě1.
Apliquemos o método no caso das agregações por movimento Browniano com
a condição inicial de partículas livres. Considere Cpz, tq ”
ÿ
kě1
gkptqzk e reescrevamos a
2 Veja Wilf (2006) para maiores detalhes.
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equação (3.4), com Kij „ 2, em função de Cpz, tq, temos:
dC
dt
“ d
dt
˜ÿ
k
gkptqzk
¸
“
ÿ
k
dgk
dt
zk (3.12)
“
ÿ
k
ÿ
i,j
i`j“k
pgiziqpgjzjq ´ 2
˜ÿ
k
gkz
k
¸˜ÿ
i
gi
¸
(3.13)
“
˜ÿ
i
giz
i
¸˜ÿ
k
gjz
j
¸
´ 2
˜ÿ
k
gkz
k
¸˜ÿ
i
gi
¸
(3.14)
ñ dC
dt
“ C2 ´ 2CN (3.15)
Subtraindo as equações (3.10) e (3.15), obtemos
dpC ´Nq
dt
“ C2 ´ 2CN `N2 “ pC ´Nq2 . (3.16)
Observando que, Cpz, 0q “ C0pzq “ z e C0p1q “ Np0q “ 1, obtemos o seguinte problema
de valor inicial: $&%
dpC ´Nq
dt
“ pC ´Nq2
pC ´Nqp0q “ z ´ 1
, (3.17)
cuja solução é dada por
Cpz, tq ´Nptq “ z ´ 11´ pz ´ 1qt . (3.18)
Lembrando do fato de que Nptq “ 11` t , obtemos,
Cpz, tq “ 11` t ¨
1
1´ pz ´ 1qt . (3.19)
Podemos reescrever a última equação da seguinte forma:
Cpz, tq “ 1
tp1` tq ¨
`
t
1`t
˘
z
1´ ` t1`t˘ z . (3.20)
Utilizando a expansão em série de potência da função w{p1´ wq, quando w “
ˆ
t
1` t
˙
z,
na última equação, chegamos a
Cpz, tq “
ÿ
kě1
tk´1
p1` tqk`1loooomoooon
gkptq
¨zk . (3.21)
Desse modo, olhando para a equação (3.21), concluímos que os coeficientes de zk coincidem
com nkptq, a saber:
gkptq “ t
k´1
p1` tqk`1 , @ k ě 1 . (3.22)
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Figura 6 – Gráficos das densidades gkptq.
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Figura 6: Densidades de gkptq para Kij “ 2 e k “ 1, 2, 3, 4, 5.
Observe que, para uma escala de tempo curta as densidades se comportam na
forma gkptq „ tk´1, para t „ 0. Agora, para uma escala de tempo longa, o comportamento
muda e passa a ser da forma gkptq „ t´2, com t " 1.
Utilizando o mesmo raciocínio acima, para uma condição inicial qualquer
Cpz, 0q “ C0pzq, teremos:
Cpz, tq “ 1p1` tq2 ¨
C0pzq
1´ rt{p1` tqsC0pzq . (3.23)
Um estado inicial realista em dinâmica de populações é a existência inicial de
alguns grupos, o que pode ser traduzido da seguinte maneira:$&% gi1p0q, gi2p0q, . . . , girp0q ą 0 e gip0q “ 0 @ i ě `` 1 ,onde gi1p0q ` gi2p0q ` . . .` girp0q “ 1 e i1, i2, . . . , ir ď ` . (3.24)
Krapivsky, Redner e Ben-Naim (2010) denominam o estado inicial acima (3.24) por
distribuição de massa inicial com suporte finito.
Para ilustrarmos a condição inicial acima, considere o caso em que:
g1p0q “ g2p0q “ 12 e gip0q “ 0 , @ i ě 3 . (3.25)
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Ou seja, estamos considerando que a distribuição inicial do sistema é constituída de
partículas livres e aos pares. Logo,
C0pzq “ g1p0q ¨ z ` g2p0q ¨ z2 “ 12pz ` z
2q . (3.26)
Reescrevendo a equação (3.23) para a condição inicial acima, temos que
Cpz, tq “ 1p1` tq ¨
z2 ` z
p2´ tpz2 ` z ´ 2qq . (3.27)
Expandindo a função Cpz, tq em série de potência de z, concluímos que:
Cpz, tq “
ÿ
kě1
gkptqhkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkj
2´p2k`1q?
λtp1` tq ¨
#
p?t´?λq
ˆ
t´?λt
1` t
˙k
´ p?t`?λq
ˆ
t`?λt
1` t
˙k+
zk ,(3.28)
onde λ “ 8` 9t (Figura 7).
Figura 7 – Densidade gkptq com condição inicial de suporte finito.
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Figura 7: Densidades gkptq com condição especial de suporte finito (Equação 3.25). Parâmetros:
Kij “ 2 e k “ 1, 2, 3, 4, 5.
Existem alguns problemas que necessitam de uma adaptação da função geradora
Cpz, tq “
ÿ
gkptqzk por “expansões” que não sejam polinomiais, mas por outros tipos de
funções φkpzq, ou seja:
Cpz, tq “
ÿ
k
gkptq ¨ φkpzq . (3.29)
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Um exemplo é o processo de polimerização na química, que é a formação de
macromoléculas (denominadas polímeros) a partir da repetição de uma pequena unidade
molecular (denominada monômero) de um determinado composto químico. São exemplos
de polímeros: polietileno, PVC, amido, proteínas, etc. Os núcleos de agregação Kij, neste
caso, podem ser dados por Kij „ i ¨ j (KRAPIVSKY; REDNER; BEN-NAIM, 2010).
Considerando Kij “ ij e reecrevendo as equações de Smoluchowski para esse
caso, obtemos:
dgk
dt
“ 12
ÿ
i,j
i`j“k
ijgigj ´ kgk
ÿ
iě1
igi “ 12
ÿ
i,j
i`j“k
ijgigj ´ kgkDptq. (3.30)
Como o sistema regido pelas equações de Smoluchowski é conservativo, podemos tomar
Dptq “ 1, e assim:
dgk
dt
“ 12
ÿ
i,j
i`j“k
ijgigj ´ kgk . (3.31)
Neste caso, a função geradora Cpz, tq terá a seguinte forma:
Cpz, tq “
ÿ
kě1
pkgkptqq ¨ ekz , com φkpzq “ ekz . (3.32)
Reescrevamos a equação (3.31) em função de Cpz, tq. Temos:
BC
Bt “
B
Bt
˜ÿ
kě1
pkgkptqq ¨ ekz
¸
“
ÿ
kě1
ˆ
k
dgk
dt
˙
¨ ekz “ (3.33)
“
ÿ
kě1
k
¨˝
1
2
ÿ
i,j
i`j“k
ijgigj ´ kgk‚˛ekz “ (3.34)
“ 12
ÿ
i,j
rpi` jqijspgigjqepi`jqz ´
ÿ
kě1
k2gke
kz “ (3.35)
“ 12
ÿ
iě1
i2gie
iz ¨
ÿ
jě1
jgje
jz ` 12
ÿ
jě1
j2gje
jz ¨
ÿ
iě1
igie
iz ´
ÿ
kě1
k2gke
kz . (3.36)
Por outro lado,
BC
Bz “
B
Bz
˜ÿ
kě1
pkgkptqq ¨ ekz
¸
“ (3.37)
“
ÿ
kě1
kgk
Bpekzq
Bz “ (3.38)
“
ÿ
kě1
k2gke
kz (3.39)
Combinando as equações (3.36) e (3.39), obtemos
BC
Bt ´ pC ´ 1q
BC
Bz “ 0 . (3.40)
Capítulo 3. Modelos de agregação 47
Observe que a equação acima é a Equação de Burgers sem viscosidade. Resolvendo-a pelo
método das características (veja Bassanezi e Ferreira Jr (1988)), devemos ter:
dt
ds
“ 1 ; dz
ds
“ p1´ Cq ñ dz
dt
“ p1´ Cq. (3.41)
Como Cpz, tq é constante ao longo das curvas características, segue que:
zptq “ p1´ Cqt` fpCq , (3.42)
onde f é determinada pela condição inicial. Se consideramos a condição inicial constituída
somente de partículas livres, ou seja, gkp0q “ δk,1 com k ‰ 1; então Cpz, 0q “ ez. Desse
modo, fpCq “ lnC, o que implica em:
ez´t “ e´CtC . (3.43)
Para encontramos a expansão de Cpz, tq, precisaremos da Fórmula de Inversão
de Lagrange.
3.3.2 Fórmula de Inversão de Lagrange
Dada a função fpY q “ X, com X „ Y para Y pequeno. Qual é a representação
em série de potências da função inversa
Y pXq “
ÿ
ně1
AnX
n ? (3.44)
A Fórmula Integral de Cauchy e o Teorema da Função Inversa, garantem que
os coeficentes An são dados por:
An “ 12pii
¿
Y
Xn`1
dX “ 12pii
¿
Y
fpY qn`1f
1pY qdY (3.45)
A Fórmula Integral de Lagrange é um caso particular do problema acima,
considerando fpY q “ YΦpY q , onde ΦpY q é uma função analítica tal que Φp0q “ 1. Preferimos
aqui, utilizar esta “fórmula” na forma do problema acima pois achamos que é mais clara
(para mais detalhes, consultar (WILF, 2006)).
Tal fórmula é conveniente para encontrar a expansão de Cpz, tq, pois podemos
transformar a equação (3.43) na forma fpY q “ X. Para isso, primeiramente, multipliquemos
a equação (3.43) por t para obtermos tez´t “ pCtqe´Ct. A seguir, considere Y “ Ct e
X “ tez´t. Desse modo,
fpY q “ Y e´Y “ X ñ f 1pY q “ p1´ Y qe´Y . (3.46)
Assim,
An “ 12pii
¿
Y
pY e´Y qn`1 p1´ Y qe
´Y dY “ 12pii
¿ 1´ Y
Y n
enY dY (3.47)
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Utilizando a expansão em série de potência de enY , obtemos:
An “ 12pii
¿ ÿ
kě0
nk
k! pY
k´n ´ Y k`1´nqdY “ (3.48)
“
ÿ
kě0
nk
k!
"
1
2pii
¿
pY k´n ´ Y k`1´nqdY
*
“ (3.49)
“
ÿ
kě0
nk
k!
"
1
2pii
¿
Y k´np1´ Y qdY
*
(3.50)
Se k ă n, então 0 é um pólo de ordem pn´ kq da função Y k´np1´ Y q. Logo,
1
2pii
¿
Y k´np1´ Y qdY “ RespY k´np1´ Y q, Y “ 0q “ (3.51)
“ 1pn´ k ´ 1q!
dpn´k´1q
dY n´k´1
p1´ Y q
ˇˇˇ
Y“0
“ 0 , @n´ k ě 3 .(3.52)
(3.53)
• Se n´ k “ 2, então k “ n´ 2. Assim, RespY k´np1´ Y q, Y “ 0q “ ´1.
• Se n´ k “ 1, então k “ n´ 1. Assim, RespY k´np1´ Y q, Y “ 0q “ 1.
Agora, se k ě n, então a função Y k´np1 ´ Y q é holomorfa e portanto, a integral é zero.
Logo: ÿ
kě0
nk
k!
"
1
2pii
¿
Y k´np1´ Y qdY
*
“ n
n´1
pn´ 1q! ´
nn´2
pn´ 2q! . (3.54)
Consequentemente,
An “ n
n´1
pn´ 1q! ´
nn´2
pn´ 2q! “
nn´1
n! . (3.55)
Retornando a equação (3.44), obtemos:
Ct “
ÿ
kě1
kk´1
k! pte
pz´tqqk ñ Cpz, tq “
ÿ
kě1
kk´1
k! t
k´1ekpz´tq (3.56)
Portanto,
gkptq “ k
k´2
k! t
k´1e´kt . (3.57)
Este processo de agregação com Kij “ ij, deixa de ser conservativo para t ą 1,
o que significa a distribuição de massa só é válida para t ă 1. O instante t “ 1 representa
uma singularidade do problema, que é denominado tempo de gelação (WATTIS, 2006).
Em outras palavras, esse instante é o tempo necessário para deixar de valer a Lei de
Conservação de Massas.
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3.4 Equações de Becker-Döring
Na seção anterior, vimos as Equações de Smoluchowski que, basicamente,
modelam a cinética do processo de agregação (coagulação) entre dois grupos. As equações de
Becker-Döring (BECKER; DÖRING, 1935) surgem como um caso particular das equações
de Smoluchowski, elas modelam passo-a-passo o processo de agregação e fragmentação,
isto é, modelam o ganho e a perda de uma única partícula, segundo a representação:
gk + g1 gk`1 ,
ak
bk`1 (3.58)
onde ak representa a taxa específica de agregação a um grupo de k partículas e bk`1 a
taxa específica de desagregação de uma partícula de um grupo de tamanho k ` 1. Note
que ak “ K1,k e dk`1 “ K1,k são os núcleos de agregação e desagregação nas equações de
Smoluchowski, respectivamente. Podemos representar a dinâmica entre os “compartimentos”
pelo seguinte diagrama:
Figura 8 – Dinâmica entre população de grupos de diversos tamanhos.
. . . k ´ 1 k k ` 1 k ` 2 . . .
ak´1
bk
ak
bk`1
ak`1
bk`2
Fonte – o autor.
O objetivo da próxima seção é estudar as Equações de Becker-Döring em
Dinâmica de Populações, em particular, os efeitos dos processos de agregação e desagregação
num sistema presa-predador, onde a subpopulação é constituída de presas que se agregam
como estratégia de defesa contra uma subpopulação de predador.
3.4.1 Versão truncada
Utilizaremos uma versão truncada (finita) das equações de Becker-Döring que
Geritz e Gyllenberg (2013) usaram para modelar um processo de coagulação-fragmentação,
onde o tamanho do grupo de presas muda, somente por causa da agregação ou desmem-
bramento de uma única presa do grupo, no tempo e independentemente uma da outra.
Assumiremos então as seguintes hipóteses: 1) O tamanho do grupo varia somente por
causa da adjunção ou desmembramento de uma única presa; 2) Existência de um tamanho
máximo, digamos `, para os grupos; 3) As presas solitárias agregam-se aos grupos, segundo
o Princípio de Ação de Massas; 4) A taxa específica com que um grupo de tamanho k
“perde” uma única presa é diretamente proporcional a sua densidade.
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Note que, as únicas características que temos dos grupos são suas densidades.
Desse modo, possíveis variações na morfologia em grupos de mesmo tamanho devem ser
causadas pelas taxas de agregação e desagregação ak e bk`1, respectivamente.
A taxa de variação da população de grupos de tamanho k depende das taxas
com as quais se formam e se desfazem tais grupos. A formação dá-se de duas maneiras:
pela agregação de uma presa a um grupo de tamanho k ´ 1 ou pela desagregação de uma
presa de um grupo de tamanho k ` 1. Já o desaparecimento pode ser dado pela agregação
ou desmembramento de uma presa a um grupo de tamanho k (veja a Figura 8). Desse
modo, obtemos:
dgk
dt
“ ak´1g1gk´1 ´ bkgk ´ akg1gk ` bk`1gk`1 , 2 ď k ď `´ 1 . (3.59)
‚ taxa agregação popul. de tamanho k ´ 1
‚ taxa desmembramento popul. de tamanho k
‚ taxa agregação a popul. de tamanho k
‚ taxa desmembramento popul. de tamanho k ` 1
As equações para as densidades g1 e g` dependem das características do sistema. Por
exemplo, se o sistema é fechado, somente a massa presente no estado inicial do sistema
(t “ 0) está disponível para o crescimento dos grupos, não existindo nenhum mecanismo
de abastecimento fora do sistema.
Estamos interessados em analisar a dinâmica de formação de grupos em uma
população (finita) de presas, numa escala de tempo onde não ocorrem mortes nem
nascimentos de presas, ou seja, o sistema é fechado. Desse modo, estamos supondo
que a densidade inicial de presas distribuídas ao longo de alguns grupos é que irá governar
a evolução do sistema. Observe que, por hipótese, nosso sistema é conservativo.
Note que as presas solitárias participam da formação e desmembramento de
todos os grupos, podendo ser representado pelo diagrama da Figura 9. Com isso, podemos
Figura 9 – Dinâmica das presas solitárias.
11
. . .
k ´ 1
k
k ` 1
. . .
`
Fonte – o autor.
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concluir que a taxa de variação de g1 é dada por:
dg1
dt
“ ´2pa1g1g1q ` 2pb2g2q ´
`´1ÿ
k“2
akg1gk `
`´1ÿ
k“2
bk`1gk`1 . (3.60)
As duas primeiras parcelas da equação acima contabilizam, respectivamente, quando
duas presas sozinhas se agregam para formar um grupo tamanho 2 e quando um grupo
de tamanho 2 se desmembra em duas presas sozinhas. A terceira parcela contabiliza a
participação de uma presa na formação dos demais grupos. Já a última parcela contabiliza
os desmembramentos de grupos de todos os tamanhos k ě 3, dando origem a uma presa
sozinha em cada situação.
Por fim, a taxa de variação da subpopulação de presas de tamanho máximo `
se deve à agregação de uma presa com um grupo de tamanho `´ 1 e ao desmembramento
de grupos de tamanho `. Assim,
dg`
dt
“ a`´1g1g`´1 ´ b`g` . (3.61)
Denotemos por Jkptq “ akg1gk´bk`1gk`1, para todo 1 ď k ď `´1. Temos que Jk determina
a taxa líquida com a qual grupos de tamanho k ` 1 são gerados a partir de grupos de
tamanho k. Se Jk ą 0, significa que são gerados grupos de tamanho k mais pela agregação
de uma presa a um grupo de tamanho k ´ 1 do que pelo desmembramento de uma presa
de um grupo de tamanho k ` 1. Agora se Jk ă 0, ocorre o processo inverso. Reescrevendo
as equações (3.59), (3.60) e (3.61) em função dos Jk’s, obtemos:
dg1
dt
“ ´J1 ´
`´1ÿ
k“1
Jk (3.62)
dnk
dt
“ Jk´1 ´ Jk , 2 ď k ď `´ 1 (3.63)
dn`
dt
“ J`´1 . (3.64)
3.4.2 Pontos de Equilíbrio
As densidades de equilíbrio são uma informação muito importante para anali-
sarmos o cenário biológico dos grupos sob uma condição de estabilidade.
Supondo que a dinâmica ocorra numa escala de tempo muito menor do que a
escala de tempo de vida e morte das presas, o sistema atinge um estado onde as taxas
de variação das densidades é suficientemente pequena, ou seja, dgk
dt
„ 0, para todas
as densidades do sistema. Com isto, olhando para as equações (3.62), (3.63) e (3.64),
concluímos que Jk “ 0 para todo 1 ď k ď `´ 1. Assim,
Jk “ 0 ñ akg1gk “ bk`1gk`1 , para 1 ď k ď `´ 1 . (3.65)
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Fazendo o produto das `´ 1 equações acima, concluímos que as densidades de equilíbrio
g˜k são dadas por:
g˜k “ Qk ¨ g˜k1 , (3.66)
onde Qk “
k´1ź
r“1
ar
br`1
e Q1 “ 1 (por definição). No “equilíbrio”, podemos reescrever a
densidade total de presas em função das densidades g˜k’s de onde obtemos:
N “
ÿ`
k“1
kg˜k “
ÿ`
k“1
kQkg˜
k
1 . (3.67)
Esta equação mostra uma correspondência “um-a-um” entre a densidade total de presas
e n˜1, acarretando a unicidade do ponto de equilíbrio para a densidade total D dada
(GERITZ; GYLLENBERG, 2013).
A seguir, faremos uma análise dimensional do modelo a fim de identificar os
parâmetros adimensionais e obter um modelo adimensionalizado com unidades intrínsecas
do sistema.
3.4.3 Análise Dimensional
Toda quantidade medida em um experimento como, por exemplo, a densidade
do grupo de presas de tamanho 5, g5, é especificada em termos de certas unidades
convencionais e estas quantidades podem ser escritas de maneira equivalente em termos
de diferentes unidades. Por exemplo, uma densidade de 1000 grupos de presas de tamanho
2 por quilômetro quadrado pode ser escrita como:
g5 “ 103grupos{km2
“ p1 unidade de 103 gruposq{km2
“ 10´3grupos{m2
“ g˚5 ˆG5
Então podemos dividir a quantidade medida em duas partes: o número g˚5 , que não tem
dimensão, e a quantidade G5, que é a unidade de medida e possui dimensão. Os números
10´3, 1, 103 e g˚5 se referem a mesma observação, porém, em termos de escalas e unidades
diferentes. Quando o tempo evolui g5 e g˚5 podem mudar, porém G5 é constante, refletindo
o fato de ser uma escala de medida e que não muda, isto é, adimensional.
Desse modo, podemos escrever todas as variáveis do sistema dessa forma:
qtde. medida “ múltiplo escalar ˆ unid. dimensional
t “ t˚ ˆ T
gk “ g˚k ˆ Gk
Portanto, o processo de adimensionalização é, basicamente, reescrever as equa-
ções do modelo com variáveis adimensionais. As vantagens desse processo são: (i) redução
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do número de parâmetros, que proporciona o aumento do número de experimentos/simula-
ções no estudo do modelo; (ii) unidades intrínsecas ao modelo, evitando o uso de unidades
inconvenientes.
O sistema de dimensões básicas do modelo pode ser dado por tT,G1, G2, . . . , G`u,
onde T denota dimensão de tempo e Gk denota a dimensão da densidade do grupo de
presas de tamanho k (1 ď k ď `), implicando em rts “ T e rgks “ Gk. Podemos reescrever
as equações de Becker-Döring como observado acima, veja:
dpg1˚G1q
dpt˚T q “ ´ pa1pg
˚
1G1qpg˚1G1q ´ b2pg˚2G2qqloooooooooooooooooomoooooooooooooooooon
J1
´
`´1ÿ
k“1
pakpg˚1G1qpg˚kGkq ´ bk`1pg˚k`1Gk`1qqloooooooooooooooooooooomoooooooooooooooooooooon
Jk
dpgk˚Gkq
dpt˚T q “ pak´1pg
˚
1G1qpg˚k´1Gk´1q ´ bkpg˚kGkqqloooooooooooooooooooooomoooooooooooooooooooooon
Jk´1
´pakpg˚1G1qpg˚kGkq ´ bk`1pg˚k`1Gk`1qqloooooooooooooooooooooomoooooooooooooooooooooon
Jk
dpg˚`G`q
dpt˚T q “ a`´1pg
˚
1G1qpg˚`´1G`´1q ´ b`pg˚`G`qloooooooooooooooooooomoooooooooooooooooooon
J`´1
.
Note que,
‚
„
dgk
dt

“ rakg1gks ñ GkT´1 “ raksG1Gk ñ raks “ G´11 T´1 . (3.68)
‚
„
dgk
dt

“ rbkgks ñ GkT´1 “ rbksGk ñ rbks “ T´1 . (3.69)
Considerando que as presas estão distribuídas em grupos de diversos tamanhos,
é natural que, dado um tamanho máximo `, não existam grupos de todos os tamanhos.
Desse modo, não faz sentido tomar como unidade intrínseca a densidade inicial desses
grupos, visto que g0k “ 0.
Dado a densidade inicial de presas sozinhas g01, podemos estimar a priori uma
densidade inicial para grupos de todos os tamanhos, subdividindo as presas sozinhas em
grupos de todos os tamanhos.
Como
2` “
ÿ`
k“0
ˆ
`
k
˙
„
ˆ
`
1
˙
`
ˆ
`
2
˙
` . . .`
ˆ
`
k
˙
` . . .`
ˆ
`
`
˙
, (3.70)
onde
ˆ
`
k
˙
denota a quantidade de maneiras de formar um conjunto com k elementos.
Então
g0k “ 12`
ˆ
`
k
˙
¨ g01 . (3.71)
Usando a Aproximação de Stirlingˆ
N
k
˙
„ 2
Nb
Npi
2
exp
˜
´ 2
N
ˆ
k ´ N2
˙2¸„
1`O
ˆ
1?
N
˙
, N " 1, (3.72)
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obtemos:
g0k „
c
2
`pi
¨ exp
˜
´2
`
ˆ
k ´ `2
˙2¸
looooooooooooooooomooooooooooooooooon
αk
¨g01 ñ g0k “ αk ¨ g01 . (3.73)
As figuras (10a) e (10b), representam uma aproximação do binomial
ˆ
`
k
˙
pela função αk
para ` “ 100.
Figura 10 – Gráficos sobre aproximação do binomial para ` “ 100.
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Figura 10: (a) Gráficos de
ˆ
`
k
˙
(vermelho) e αk (azul). (b) Diferença entre
ˆ
`
k
˙
e αk.
Em geral, as taxas de agregação e desagregação dependem do tamanho dos
grupos envolvidos na interação. Desse modo, podemos supor que ak “ a ¨ pk e bk “ b ¨ qk,
Capítulo 3. Modelos de agregação 55
onde pk e qk são funções de k e a, b são constantes positivas. Isto implica em:
ras “ raks “ G´11 T´1 e rbs “ rbks “ T´1 . (3.74)
É necessário estabelecer os significados biológicos dos parâmetros ak e bk para
analisar o problema de forma mais consistente. Suponhamos que skptq seja a quantidade re-
manescente de grupos de tamanho k da população inicial gkp0q sujeitos à uma “mortalidade”
Malthusiana bk, isto é,
dsk
dt
“ bksk. (3.75)
Pelo raciocínio que vimos na seção 1.1, podemos interpretar o parâmetro 1{bk como o
tempo médio de sobrevivência dos grupos de tamanho k. Como um grupo de
determinado tamanho deixa de existir quando uma única presa deixa-o, podemos dizer
também que o parâmetro 1{bk é o tempo médio que uma presa fica agregada a um
grupo de tamanho k. Veja que o tempo médio que uma presa fica agregada a um grupo
depende do tamanho do grupo.
Agora, consideremos a subpopulação ukptq como sendo a quantidade de grupos
de tamanho k dentre os g0k iniciais, que ainda não se agregou a um presa sozinha até o
instante t, dentre toda população gkptq. Observe que, o número de grupos “descendentes”
gerados por esta subpopulação num intervalo de tempo rt, t` δts é aproximadamente igual
a pakg01qukptqδt` opδtq, segundo o crescimento Malthusiano. Assim, a menos de um erro
de ordem opδtq, o decréscimo na subpopulação ukptq num intervalo de tempo rt, t` δts foi
igual a pakg01qukptqδt, o que leva a concluirmos que 9uk “ ´pakg01quk, com ukp0q “ g0k.
Com isso, podemos utilizar o mesmo raciocínio que fizemos para o parâmetro
1{bk, e concluir que 1{akg01 é o tempo médio que um grupo de tamanho k leva para
se agregar a uma presa sozinha. Ou equivalentemente, que 1{akg01 é o tempo médio
que uma presa sozinha passa desagregada de um grupo de tamanho k.
3.4.4 Taxas ak e bk constantes
Quando ak “ a e bk “ b, isto significa que a taxa com que as presas agregam e
desagregam independe do tamanho do grupo. E, além disso, o tempo médio que uma presa
passa agregada ou desagregada é constante e independente dos tamanhos dos grupos.
Assim, podemos considerar Tˆ “ b´1 como unidade intrínseca de tempo, Gˆ1 “ g01
como unidade intrínseca de densidade de presas sozinhas e Gˆk “ αkg01 como unidade
intrínseca de densidade de grupos de presas de tamanho k, para 2 ď k ď `. Com estas
unidades, encontramos as seguintes variáveis adimensionais para o modelo:
τ “ t
b´1
; c1 “ g1
g01
; ck “ gk
αkg01
, 2 ď k ď ` . (3.76)
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Reescrevendo as equações de Becker-Döring, obtemos:
dc1
dτ
“ ´Γ1 ´
`´1ÿ
kě1
Γk (3.77)
dck
dτ
“ 1
αk
pΓk´1 ´ Γkq (3.78)
dc`
dτ
“ 1
α`
¨ Γ`´1 , (3.79)
onde: λ “ ag
0
1
b
e Γk “ λpαkc1ckq ´ αk`1ck`1.
Podemos reescrever o parâmetro λ da seguinte forma:
λ “ b
´1
pag01q´1 “
tempo médio que a presa passa agregada
tempo médio que a presa passa desagregada (3.80)
Note que λ é um parâmetro adimensional e, além disso, mede a força relativa
da agregação em relação a desagregação. Se λ ă 1, as presas estão mais propensas a
ficarem desagregadas (solitárias). Agora, se λ ą 1, a agregação domina a dinâmica, ou
seja, as presas estão mais propensas a se agregarem.
Calculando os pontos de equilíbrios c˜k’s para o sistema adimensionalizado,
obtemos: c˜k “ pλc˜1qk´1c˜1. Estes formam uma progressão geométrica de razão λc˜1, cuja
soma dos termos coincide com a densidade total de grupos do sistema no estado de
equilíbrio e é igual a:
G˜ “
ÿ`
k“1
c˜k “ c˜1rpλc˜1q
` ´ 1s
pλc˜1q ´ 1 . (3.81)
Se λc˜1 ă 1, quando o tamanho máximo ` cresce arbitrariamente, a densidade total dos
grupos no estado de equilíbrio tende para c˜11´ λc˜1 (veja Figura 11). Assim,
G˜ “
ÿ`
k“1
c˜k ď c˜11´ λc˜1 . (3.82)
Note que, rapidamente a quantidade máxima é atingida. Quanto mais próximo de zero
estiver o parâmetro λc˜1, mais abrupto é o crescimento em direção a
c˜1
1´ λc˜1 .
Poderíamos também tomar como unidades intínsecas de densidades de grupos,
os pontos de equilíbrios g˜k’s, ou seja, considerar Gˆk “ g˜k. Neste caso, tais pontos se
escrevem como:
g˜k “
´a
b
¯k´1
g˜k1 . (3.83)
Com isso, teríamos o seguinte modelo adimensionalizado:
dc1
dτ
“ ´λΓ1 ´
`´1ÿ
j“1
λjΓj (3.84)
dck
dτ
“ Γk´1 ´ λΓk , 2 ď k ď `´ 1 (3.85)
dc`
dτ
“ Γ`´1 , (3.86)
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Figura 11 – Gráfico de G˜ em função de `.
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onde Γk “ c1ck ´ ck`1.
A Figura (12a) mostra um cenário em que a desagregação predomina no sistema
(λ ă 1), vemos que grupos menores tem um crescimento abrupto e rapidamente atingem o
equilíbrio, já grupos maiores demoram mais a se formar e atingir o equilíbrio assemelhando-
se a uma saturação sigmoidal, quando a desagregação predomina no sistema (λ ă 1).
Agora quando a agregação domina o sistema, a Figura (12b) mostra que as todas as
densidades atingem rapidamente o equilíbrio e além disso, as densidades de equilíbrio são
menores quando comparadas com o caso λ ă 1.
3.4.5 Taxas ak e bk - caso bidimensional
Supor que as taxas de agregação e desagregação são constantes é uma simplifi-
cação. Num modelo mais realístico as presas podem ter taxas diferentes dependendo do
tamanho do grupo.
Dado um grupo de presas, digamos de tamanho k, note que as presas se
agregam ou deixam esse grupo a partir da fronteira do grupo. Assim, podemos supor
que a quantidade de presas que deixam ou entram do grupo é proporcional ao perímetro
do grupo e que, além disso, cada grupo mantenha uma geometria homoteticamente
semelhante (circular/elipsoidal, etc). Considere que esse grupo de k presas ocupe uma área
A (AJRALDI; VENTURINO, 2009). Este caso bidimensional pode modelar, por exemplo,
grupos de presas terrestres ou grupos que estejam sob a superfície da água.
Desse modo, temos que A „ R2 e A „ k implicam em R „ ?k, onde R é o
raio do círculo. Como o perímetro de um círculo é igual 2piR, concluímos que a quantidade
de presas que entram ou deixam o grupo é proporcional a
?
k e, portanto, ak “ a
?
k e
bk “ b
?
k. Com estas taxas, o tempo médio que uma presa fica agregada ou desagregada é
proporcional a k´1{2, dependendo do tamanho do grupo.
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Figura 12 – Gráficos das densidades ckpτq.
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Figura 12: (a) Parâmetros: λ “ 0, 2 e c1p0q “ 1, 5. (b) Parâmetros: λ “ 1, 3 e c1p0q “ 1, 5.
3.4.6 Taxas ak e bk - caso tridimensional
Existem grupos de algumas espécies de animais cujo o formato é tridimensional,
por exemplo, aves que formam revoadas e peixes que formam cardumes (Figura 14).
Podemos usar o mesmo raciocínio do caso bidimensional para encontrar as
taxas ak e bk. Suponhamos que um grupo presas de tamanho k ocupe um volume V
e que seu formato seja esférico ou similar. Assim, V „ k e V „ R3 ñ R „ k1{3.
Neste caso, o quantidade de presas que deixam ou entram no grupo se dá pela fronteira
do grupo, implicando ser proporcional à área da esfera 4piR2, de onde concluímos que a
quantidade é proporcional a 3
?
k2. Portanto, ak “ a 3
?
k2 e bk “ b 3
?
k2 (CHATTOPADHYAY;
CHATTERJEE; VENTURINO, 2008).
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Figura 13 – Grupo de morsas
Fonte: https://www.nbcnews.com/news/us-news/35-000-walrus-come-ashore-northwest-alaska-
n215356
Figura 14 – Exemplos de agregações tridimensionais.
(a) Cardume de peixes
(b) Revoada de estorninhos
Fonte: (a) https://www.huffingtonpost.com/2013/09/18/fish-schools-genes´n´3947303.html
(b) https://www.natgeokids.com/uk/discover/science/nature/birds-flock/#!/register
3.4.7 Efeitos na predação
Até agora, analisamos a dinâmica de formação de grupos apenas sob o ponto
de vista da presa, ou seja, estudando como o comportamento das presas influenciam na
formação de grupos. Porém, essa estratégia de formar grupos é adotada pelas presas,
geralmente, como um mecanismo de defesa contra predadores, permitindo a redução
dos riscos de predação (HAMILTON, 1971), confusão do predador (KRAKAUER, 1995)
Capítulo 3. Modelos de agregação 60
Figura 15 – Gráfico da Resposta funcional fpNq “ αg˜1pNq.
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Figura 15: Parâmetros: α “ 1, ak “ a
?
k, bk “ b
?
k, a
b
“ 0, 5 e ` “ 5, 10, 15, 20.
Fonte – Adaptado de (GERITZ; GYLLENBERG, 2013)
e aumento da vigilância (TREHERNE; FOSTER, 1980). Desse modo, os predadores
influenciam diretamente no comportamento das presas neste processo.
Um fator importante a ser estudado é o efeito da predação nas presas agrupadas.
Geritz e Gyllenberg (2013) estudaram a resposta funcional do predador quando as presas
formam grupos, onde predador ataca uma presa por vez. Para analisar os efeitos da
captura de presas, precisamos supor que este processo ocorre numa escala de tempo onde
a distribuição dos grupos de presas já atingiu um estado estacionário.
Denotemos por ϕpg˜1q a quantidade de presas capturadas por unidade de tempo
de um único predador, ou seja, ϕ é a resposta funcional do predador com relação a
população de presas solitárias. No entanto, a Equação (3.67) estabelece uma relação
biunívoca entre g˜1 e a densidade total de presas N , de modo que podemos escrever
g˜1 “ g˜1pNq. Consequentemente, a resposta funcional do predador em função da densidade
total N é dada por
fpNq “ ϕpg˜1pNqq . (3.87)
Por exemplo, se supusermos que os encontros entre as presas e os predadores
ocorre segundo o Princípio de Ação de Massas (ou seja, aleatoriamente), então a resposta
funcional com relação às presas solitárias é da forma Holling I (HOLLING, 1959a), isto é,
ϕpg˜1q “ αg˜1, com α ą 0. Isto implica em
fpNq “ αg˜1pNq . (3.88)
A partir da Equação (3.67), vemos que g˜1pNq é uma função estritamente
crescente e côncava. Além disso, quando N é arbitrariamente grande, a função g˜1pNq é
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assintoticamente da forma N 1` , o que implica que g˜1pNq não satura quando N Ñ 8 (veja
a Figura 15). A saturação de g˜1pNq ocorre apenas quando ` Ñ 8, ou seja, quando os
grupos de presas são arbitrariamente grandes, onde o valor assintótico coincide com o raio
de convergência da série
ÿ
k
kQkg˜
k
1 , que neste caso, será igual a:
g˜1 “ 1
lim
kÑ8Q
1{k
k
. (3.89)
Observe que, neste caso, a saturação na predação é uma consequência do
comportamento das presas (se agregar) e não do predador.
3.4.8 Efeitos induzidos pelo predador
O predador pode interferir na dinâmica de formação de grupos de várias
maneiras. Por exemplo, o predador pode ficar sondando a fronteira de um grupo de modo
a induzir que presas solitárias deixem o grupo, acarretando no aumento do parâmetro
bk. Ele também pode assustar ou alertar presas solitárias, o que influencia no aumento
do parâmetro ak (GERITZ; GYLLENBERG, 2013). Desse modo, podemos escrever os
parâmetros ak e bk em função de P , onde P denota a densidade de predadores, i.e,
ak “ akpP q e bk “ bkpP q.
Suponhamos que$&%ak “ pα1 ` α2P q
?
k , α1, α2 ą 0
bk “ pβ1 ` β2P q
?
k , β1, β2 ą 0.
Os primeiros termos dos parâmetros ak e bk na equação acima, representam a dinâmica de
grupos sem a influência do predador, enquanto que os últimos termos indicam a influência
do predador no comportamento das presas em se agrupar ou não.
Derivando implicitamente a Equação (3.67) com relação a P , obtemos a seguinte
relação:
sinal
ˆBg˜1
BP
˙
“ sinal
ˆ
β2
β1
´ α2
α1
˙
. (3.90)
A equação acima nos diz que a densidade de presas solitárias g˜1 tem seu
crescimento e decrescimento dependente da densidade de predadores P . Se β2
β1
ą α2
α1
, então
g˜1 cresce com P . Agora, se
β2
β1
ă α2
α1
então g˜1 decresce com P . Esse comportamento difere
do que vimos com relação a dependência de g˜1 em relação a densidade total N de presas,
onde g˜1 é sempre crescente.
Considerando novamente a resposta funcional conforme a Equação (3.88). Neste
caso, teremos:
fpN,P q “ α ¨ g˜1pN,P q . (3.91)
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Figura 16 – Gráficos da Resposta funcional fpN,P q.
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Figure 16: (a) Parâmetros: α “ 1, α1 “ β1 “ β2 “ 1, α2 “ 2 e P “ 0, 1, 2, 3, 4. (b) Parâmetros:
α “ 1, α1 “ α2 “ β1 “ 1, β2 “ 2 e P “ 0, 1, 2, 3, 4.
Fonte – Adaptado de (GERITZ; GYLLENBERG, 2013)
As Figuras (16a) e (16b) nos dizem que a resposta funcional herda o comporta-
mento que vimos de g˜1 como função de P . Isto é esperado pelo fato da resposta funcional
ser do tipo Holling I.
3.5 Conclusão
Os modelos de Holling tem várias explicações comportamentais, isto é, existem
vários cenários biológicos distintos gerando tais modelos. Podemos incluir o comportamento
de agregação de presas como mais uma possível causa para o modelo Holling II.
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No próximo capítulo, abordaremos os princípios dos processos de Mimetismo
Batesiano (BATES, 1862) e Mülleriano (MÜLLER, 1878; MÜLLER, 1879).
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4 Mimetismos Batesiano e Mülleriano
4.1 Introdução
Uma característica adaptativa muito importante dos animais é o padrão de
coloração, sendo utilizada principalmente na termorregulação, comunicação e defesa
antipredatória. (ENDLER, 1978; ENDLER; GREENWOOD, 1988)
Animais impalatáveis em uma ampla distribuição taxonômica sinalizam a sua
impalatabilidade aos predadores, que os caçam visualmente, usando padrões aposemáticos
marcantes (RUXTON; SHERRATT; SPEED, 2004). São muitos os exemplos de animais
ao longo de uma gama variada de espécies, que apresentam um mecanismo aposemático
tóxico: por exemplo, a borboleta-monarca (Danaus plexippus) apresenta um padrão de
cores nas asas que age como um padrão de advertência para que predadores a evitem.
Esses pássaros que as predam, aprendem a associar o padrão de cores das asas da monarca
com sua toxicidade.
Essa sinalização de padrões de cores marcantes pode ser imitada por outras
espécies com o objetivo de reduzirem sua predação a partir dessa associação conspicuidade-
toxicidade. Por exemplo, a borboleta vice-rei (Limenitis archippus), que é uma espécie
também impalatável1, imita o padrão de asas da borboleta monarca (Figura 17). Desse
modo o pássaro gaio-azul (Cyanocitta cristata), que evita as borboletas-monarca, evitará
também as borboletas vice-rei.
Evitar uma presa só traz benefícios ao predadores se tais presas apresentarem
alguma desvantagem para os predadores. Contudo, evitar determinada presa também
pode causar prejuízo aos predadores, se isto os impede de atacar presas nutritivas com
aparência semelhante (RUXTON; SHERRATT; SPEED, 2004).
A visibilidade do padrão de coloração de um organismo não é somente in-
fluenciada pelas características inerentes ao padrão (como cor predominante, bilho e
contraste), mas também por aspectos ligados ao predador (visão e estratégias de caça),
comportamento da presa e pelos padrões de coloração do ambiente (ENDLER, 1978).
Animais que se diferenciam do plano de fundo costumam ter uma coloração muito visível
e são chamados de conspícuos. Estes animais intrigaram por muito tempo os naturalistas,
que se perguntavam como era possível que animais tão visíveis para os predadores serem
tão abundantes na natureza. Em 1862, o naturalista Henry Walter Bates deu início ao
argumento que elucidou essa questão.
1 Por muito tempo acreditou-se que a borboleta vice-rei fosse palatável, contudo o estudo de Ritland &
Brower, em 1991, mostrou que a vice-rei é tão impalatável quanto a monarca.
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Figura 17 – borboleta vice-rei (embaixo), borboleta monarca (topo)
Fonte – http://www.biology-pages.info/M/Mimicry.html
Figura 18 – Henry Walter Bates (1825-1892)
Fonte – https://en.wikipedia.org/wiki/Henry-Walter-Bates
Henry Walter Bates (1825-1892) (Figura 18), foi um naturalista inglês que veio
ao Brasil, mais especificamente ao Pará (em 1848), com o objetivo de coletar material
zoológico e botânico para o British Museum. Ferreira (2004, p. 70) fala sobre os objetivos
de Bates:
Reunir informações em direção ao aprofundamento da teoria das espécies
desenvolvida por Darwin era o norte que orientava o interesse desse inglês,
que desde a infância inclinava-se pela história natural.
Bates passou onze anos na região da Amazônia, onde coletou e enviou cerca de 8.000
espécies desconhecidas na época, sendo a maioria insetos. Após seu retorno à Inglaterra,
Bates publicou em 1862, um artigo sobre as espécies de insetos que o interessaram
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na Amazônia, com o título: “Contributions to an insect fauna of the Amazon valley.
Lepidoptera: Heliconidae”. Nesse artigo, Bates relata uma inesperada similaridade na
aparência entre duas famílias de borboletas, Nymphalidae (Heliconiinae e Ithomiinae) e
Pieridae, onde borboletas da família Nymphalidae são impalatáveis para pássaros, enquanto
que borboletas da família Pieridae são comestíveis para os predadores.
Figura 19 – Mimetismo Batesiano entre as espécies Dismorphia (Pieridae) (primeira e
terceira fila) e vários Ithomiini (Nymphalidae) (segunda e quarta fila).
Fonte – (BATES, 1862)
Bates concluiu que a coloração conspícua da espécie impalatável serve como
advertência para predadores que tenham aprendido a impalatabilidade através das ex-
periências de ataque às espécies tóxicas. Essa similaridade enganosa confere à espécie
comestível uma proteção contra os mesmos predadores. Este processo, posteriormente foi
denominado de Mimetismo Batesiano.
Bates (1862) também observou que outras espécies de borboletas impalatáveis
tinham similaridade com outras espécies também impalatáveis:
Não apenas as Heliconidae são os objetos selecionados para imitação,
algumas delas são, elas mesmas, a imitadora2.((BATES, 1862, p. 507),
tradução nossa)
Sugerindo como causa as condições ambientais compartilhadas:
Eu acho que os fatores de variação similar nas duas formas já quase
aliadas, às vezes, mostram que elas foram afetadas de maneira semelhante
por condições físicas3.((BATES, 1862, p. 508), tradução nossa)
2 Not only, however, are the Heliconidae the objects selected for imitation; some of them are themselves
the imitator.
3 I think the facts of similar variation in two already nearly allied forms do sometimes show that they
have been affected in a similar way by physical conditions.
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Figura 20 – Fritz Müller
Fonte – https://pt.wikipedia.org/wiki/Fritz´Müller
Esse mesmo fenômeno foi observado por outro naturalista, o alemão Johann
Friedrich Theodor Müller (1822-1987) (Figura 20), que imigrou para o Brasil em 1852.
Inicialmente, Müller tentou explicar tal fenômeno através da teoria da seleção sexual de
Darwin, porém sem sucesso. Em seu artigo de 1878, Müller dá uma rápida e diferente
explicação para o fenômeno, baseando-se na hipótese de que o mimetismo surge como
consequência da seleção causada pela predação. Para ele, seria vantajoso a similaridade
entre as espécies impalatáveis, se existir um único padrão de coloração de advertência, pois
tornaria o ônus do aprendizado de rejeição dos predadores dividido entre todas as espécies
com o mesmo padrão, cada uma sofrendo menos perda tal como num modelo matemático
desenvolvido por ele mesmo. Com isso, aquelas espécies raras seriam favorecidas, evitando
sua extinção.
4.2 Modelo matemático de Müller
Em seu artigo de 1878, Müller ilustra suas afirmações com um modelo que, em
(MÜLLER, 1879), é descrito com maiores detalhes e argumentos matemáticos.
Müller considerou duas espécies com a1 e a2 indivíduos, respectivamente. Além
disso, fez três hipóteses: (i) As duas espécies envolvidas no processo eram “igualmente
impalatáveis (ou defensáveis)”; (ii) O predador consumia um número fixo, digamos n, de
cada espécie até sentir aversão às duas espécies e (iii) Todo processo acontece durante “um
verão”. Se essas duas espécies tem um padrão de coloração totalmente dissimilares então o
predador irá consumir n presas de cada espécie. Agora, se os padrões são indistinguíveis
(ou similares); neste caso, Müller estabeleceu que as quantidades de presas mortas da
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primeira e segunda espécie são, respectivamente, iguais a
a1
a1 ` a2 ˆ n e
a2
a1 ` a2 ˆ n . (4.1)
Ou seja, Müller estimou a quantidade de presas mortas de cada espécie baseando-se na
proporção populacional de cada espécie em relação a população total das duas espécies.
Com isso, o ganho absoluto de uma espécie em possuir a mesma aparência da outra espécie
pode ser calculado por:˜
ganho absoluto
da espécie i
¸
“
˜
presas mortas no processo
de aprendizagem do predador
¸
´
˜
presas mortas
da espécie i
¸
(4.2)
Assim, os ganhos absolutos das espécies 1 e 2 são, respectivamente, iguais a:
a2n
a1 ` a2 e
a1n
a1 ` a2 . (4.3)
Quando comparamos os ganhos absolutos de cada espécie com a sua densidade/frequência,
obtemos:
g1 “ a2n
a1pa1 ` a2q e g2 “
a1n
a2pa1 ` a2q . (4.4)
Portanto, o ganho relativo de uma espécie em relação a outra é dada por:
g1
g2
“
ˆ
a2
a1
˙2
, (4.5)
que é denominada “regra quadrática recíproca” (RUXTON; SHERRATT; SPEED,
2004).
O modelo de Müller, quantifica os benefícios relativos do mimetismo para cada
espécie comparando a perda populacional entre duas espécies com ou sem mimetismo.
Segundo Fontes e Hagen (2012),
“r. . .s o primeiro modelo matemático de dinâmica populacional que
demonstra a vantagem para a espécie mais rara.r. . .s” (FONTES; HAGEN,
2012, p. 42)
O modelo de Müller assume que espécies mímicas tem qualidades defensivas
igualmente tóxicas em intensidade; contudo, existe uma variação nos níveis de defesas
secundárias em várias espécies de animais (RUXTON; SHERRATT; SPEED, 2004). Mallet
(1999) estendeu o modelo de Müller incluindo essa variação nos níveis de qualidades
defensivas.
4.2.1 Modelo de Mallet
Mallet (1999), essencialmente, utilizou as mesmas hipóteses de Müller. Ele
alterou/adaptou apenas a hipótese sobre a palatabilidade igual das duas espécies, supondo
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que duas espécies 1 e 2 tinham palatabilidade diferentes de modo que se existir apenas
a espécie 1, um predador consumirá n1 indivíduos até começar a evitá-la; enquanto que
para espécie 2, consumirá n2 indivíduos.
Essa hipótese é justificável se existir uma dose-limiar D de componentes impa-
latáveis por unidade de tempo que acarretam na rejeição e que as espécies se diferenciam
nas dosagens d1 e d2 de algum componente.
A probabilidade de atacar se torna cada vez maior à medida que a quantidade
de toxina se torna menor e distante do limiar D, e se torna cada vez menor à medida que
a quantidade de toxina atinge D e continuar a crescer. Desse modo, a relação entre D e a
probabilidade de ataque é bem definida por uma função sigmóide, o que é uma formulação
diferente da relação dada por Müller, uma função degrau (Figura 21) (MALLET, 1999).
Figura 21 – Relação entre D e probabilidade de ataque propostas por Mallet (curva
sigmóide) e por Müller (função degrau).
Fonte – (MALLET, 1999, p. 802)
Sob essas condições, se as espécies 1 e 2 são distintas, temos:$&%D “ n1d1D “ n2d2 (4.6)
ñ n1
n2
“ d2
d1
. (4.7)
Se um predador consome uma grande quantidade de presas da espécie 1, a
Equação (4.6) nos diz que o valor de d1 será pequeno, o que significa que a dosagem da
toxina em cada indivíduo dessa espécie é baixa; enquanto que, se o predador consume uma
pequena quantidade, neste caso, o valor de d1 será alto, ou seja, a quantidade de toxina
em cada indivíduo será alta. De maneira análoga, podemos fazer o mesmo raciocínio para
a espécie 2. Diante disso, os parâmetros n1 e n2 medem efetivamente a palatabilidade de
cada espécie (MALLET, 1999).
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Agora, quando as espécies 1 e 2 são similares (mesmo padrão de coloração),
neste caso, a dose-limite D será atingida com a contribuição de ambas as espécies, isto é:
D “ `1d1 ` `2d2 , (4.8)
onde `1 e `2 representam as quantidades de presas consumidas das espécies 1 e 2 por
unidade de tempo, respectivamente, durante o processo de aprendizado do predador. Neste
caso, Mallet supôs que o número de presas consumidas de cada espécie era diretamente
proporcional a respectiva densidade, o que implica em:
`1
`2
“ a1
a2
. (4.9)
Com as Equações (4.6), (4.7) e (4.9), podemos encontrar os parâmetros `1 e `2
em função de n1, n2 e a1, a2, a saber:
`1 “ a1n1n2
a1n2 ` a2n1 e `2 “
a2n1n2
a1n2 ` a2n1 . (4.10)
Olhando para os ganhos absolutos de uma espécie em assemelhar-se com a
outra, que Müller observou através da equação (4.2); neste caso, serão dados por:
a2n
2
1
a1n2 ` a2n1 e
a1n
2
2
a1n2 ` a2n1 . (4.11)
E além disso, também olhando para os ganhos relativos a cada frequência/densidade,
obtemos:
g1 “ a2n
2
1
a1pa1n2 ` a2n1q e g2 “
a1n
2
2
a2pa1n2 ` a2n1q . (4.12)
As equações acima nos dizem que g1 e g2 são sempre positivos, isto significa que sempre é
vantajoso para ambas as espécies fazer parte de um anel mímico, ainda que as espécies
tenham impalatabilidade muito distintas (d1 ! d2 ou d2 ! d1).
O ganho relativo entre as espécies, neste caso, é dado por:
g1
g2
“ a
2
2
a21
¨ n
2
1
n22
. (4.13)
Em outras palavras, o ganho relativo obtido pelo modelo de Mallet está na proporção
g1 : g2 “ a22n21 : a21n22. Este resultado é similar ao obtido por Müller, g1 : g2 “ a22 : a21. O
resultado de Mallet faz sentido pois, como foi assumido que a dose-limite D é atingida
(linearmente) pelo consumo de presas das duas espécies n1 e n2; desse modo, espera-se
que a toxina per capita e a quantidade de presas ajam da mesma maneira nos benefícios
relativos do mimetismo (MALLET, 1999).
As Equações (4.1) e (4.10) nos modelos de Müller e Mallet, respectivamente,
representam a resposta funcional do predador ao mimetismo. Müller antecipou em quase
80 anos a ideia de resposta funcional de Holling.
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Devido ao fato do predador aprender a evitar a presa, o número de presas
atacadas estabiliza rapidamente após ultrapassar um determinado limiar (parâmetro n)
(Figura 22a), de modo que a predação per capita durante o processo de aprendizado decai
de forma hiperbólica com a densidade (Figura 22b) (MALLET, 1999); desse modo, os
gráficos da resposta funcional e da predação per capita versus as respectivas densidades
podem ser representados como na figura abaixo.
Figura 22 – Gráficos sobre Mimetismo Mülleriano.
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Fonte – o autor.
A função representada na Figura 22a é conhecida como resposta funcional do
tipo II e ocorre, principalmente, em sistemas presa-predador onde o predador apresenta
uma saciedade/saturação na predação (RICKLEFS; MILLER, 2000). Essa saturação na
predação tem causa dependente do tipo de presa. Por exemplo, para presas impalatáveis,
tal saturação se deve a rejeição (ocorrendo numa densidade baixa de presas); já quando
as presas são palatáveis, a saturação acontece devido às limitações no manuseio da presa
(digestão da presa).
Outra diferença na interação entre predador e presas palatáveis e impalatáveis
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é que predadores inteligentes irão procurar por presas palatáveis à medida que elas
se tornarem abundantes acarretando no surgimento de uma fração crescente de presas
atacadas, pelo menos inicialmente (MALLET, 1999). Desse modo, a resposta funcional
do predador e a fração de presas palatáveis atacadas são representadas, respectivamente,
pelos gráficos abaixo.
Figura 23 – Resposta funcional encontrada por Mallet.
(a) Resposta funcional
(b) Fração de presas atacadas
Fonte – Adaptado de (MALLET, 1999, p. 780)
Portanto, a resposta funcional do predador para presas impalatáveis difere
quantitativamente (limiar muito baixo) e qualitativamente (ausência de um ponto de
inflexão) em relação àquelas para presas palatáveis.
4.3 Aprendizado sobre a presa
4.3.1 Introdução
A procura por alimento e consumo, isto é, comportamento forrageador (em
inglês, foraging behavior), é um aspecto vital na existência de qualquer animal. Sobre
determinadas condições, um indivíduo pode sobreviver até a fase reprodutiva sem, por
exemplo, ser agressivo, cooperativo, etc; no entanto, ele não pode sobreviver se ele não
comer (DUGATKIN, 2013). Animais gastam a maior parte do tempo disponível forrageando
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por comida. Uma questão básica, porém importante, sobre comportamento forrageador é:
Como os animais determinam quais tipos específicos de comida procurar?
Figura 24 – Jacob J. von Uexküll
Fonte – https://pt.wikipedia.org/wiki/Jakob´von´Uexküll
Podemos responder a esta pergunta numa perspectiva do conceito de “imagem
mental (search image)”. Esse conceito foi concebido, primeiramente, pelo biólogo estoniano
Jacob Johann von Uexküll (Figura 24), em 1934, no seu artigo “Streifzüge durch die
Umwelten von Tieren und Menschen”, de modo a abranger situações de mudanças na
percepção para facilitar a procura por um objeto específico como consequência de tê-lo
encontrado anteriormente. Tinbergen (1960) revisitou tal conceito utilizando-o no estudo
sobre caça e seleção de presas do passáro chapim-real (Parus major) (Figura 25), onde
sugeriu que forrageadores frente a presas crípticas desenvolvem uma “imagem mental” que
eleva a detecção deles.
4.3.2 Hipótese da Imagem mental
A hipótese da “imagem mental” (em inglês, search image) traz em seu bojo
a ideia de que quando um animal encontra um tipo de presa com mais frequência, ele
forma algum tipo de representação mental dessa presa e que essa representação ou imagem
torna-se cada vez mais bem-definida com as experiências, de modo que o predador torna-se
bem-sucedido nos encontros com tal tipo de presa. Note que o processo de formação da
imagem mental é assumido apenas durante o processo de detecção da presa e, além disso,
precisam ocorrer encontros sucessivos com a presa. Essa formação interfere em outras
aquisições do animal e diferentes formações de imagens mentais.
Capítulo 4. Mimetismos Batesiano e Mülleriano 74
Figura 25 – Pássaro Chapim-real (Parus major)
Fonte – https://pt.m.wikipedia.org/wiki/Ficheiro:Parus´major´Luc´Viatour.jpg
Além de Tinbergen (1960), os estudos de Croze (1970), Dawkins (1971), Pie-
trewicz e Kamil (1979), Lawrence (1985b), Lawrence (1985a) e Gendron (1986), forneceram
evidências consistentes para a formação de search image. A maior parte das evidências
consiste de seleção apostática de presa (em inglês, apostatic prey selection), ou seja, que
presas crípticas, quando raras, são praticamente excluídas da dieta do predador, enquanto
que, quando em abundância, são consumidas intensamente.
Figura 26 – Gralha preta (Corvus corone)
Fonte – https://en.wikipedia.org/wiki/Carrion´crow
Croze (1970) treinou gralhas-pretas (Corvus corone) (Figura 26) para procurar
por iscas escondidas sob conchas de mexilhões de cores variadas bem distribuídas no chão,
tendo que virá-las para ver se havia comida embaixo delas. As gralhas concentraram-se
em procurar uma cor por vez, desprezando conchas de outras cores ainda que tivessem
encontrado comida em conchas de todas as cores, sendo suficiente, às vezes, uma única
experiência para começarem a se concentrar em apenas uma cor. Durante um período
de tempo, as gralhas se comportaram como se tivessem uma imagem mental para uma
determinada cor de concha (MCFARLAND, 1999).
Dawkins (1971), usou pintos para procurar por grãos de arroz tingidos gerando
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padrões crípticos e conspícuos em relação a um determinado plano de fundo. Os pintos
detectaram grão crípticos com bastante rapidez no final do experimento mais do que
no início. Uma vez que encontraram grãos crípticos, os pintos realizaram rapidamente
o experimento, no entanto, o mesmo não ocorreu quando já haviam encontrado grãos
conspícuos, ou seja, levaram um longo tempo para encontrá-los novamente (BARNARD,
2004).
O aprendizado de aversão a uma espécie de presa, por parte do predador, é
descrito pela redução dos ataques a uma presa aposemática através de frequentes encontros,
associando o sinal de advertência com sua toxicidade. Desse modo, considera-se que o
formato da “curva de aprendizado4” é determinado pelo Condicionamento Pavloviano (veja
seção 5.2.1), onde o estímulo condicionado é associado com o estímulo não-condicionado e,
além disso, a força dessa associação é determinada pelos sucessivos encontros. No caso
do aposematismo, o sinal de advertência é o estímulo condicionado e o efeito nocivo da
toxina é o estímulo não-condicionado. O crescimento dos traços de distinção do sinal
de advertência ou nocividade da toxina devem implicar em uma curva mais íngrime e
assíntotas mais baixas (SKELHORN; HALPIN; ROWE, 2016).
Vários trabalhos confirmam a ideia de que o formato da curva de apren-
dizado é determinado pela a força associativa entre o sinal de advertência e a toxici-
dade (SKELHORN; ROWE, 2006; HALPIN; SKELHORN; ROWE, 2008; ARONSSON;
GAMBERALE-STILLE, 2013). Contudo, é crescente o número de estudos sobre os pro-
cessos internos (cognitivos) subjacentes ao aprendizado do predador em relação às presas
aposemáticas. Existem evidências suficientes para afirmar que o aprendizado do predator
não é apenas determinado pela força da associação entre a toxina e o sinal de advertência;
em particular, na fase assintótica da curva de aprendizado, onde descobriu-se que os animais
tomam decisões a fim de incluir presas tóxicas na suas dietas (BARNETT; BATESON;
ROWE, 2007; ROWE, 2007; HALPIN; SKELHORN; ROWE, 2014). Além disso, cresce a
aceitação de que a decisão do predador em atacar uma presa com mecanismos de defesa
pode ser influenciada pelos custos e benefícios de adquirir informação (SHERRATT, 2011;
SHERRATT et al., 2015).
O processo de tomada de decisão do predador pode implicar em mudanças
tanto no ambiente como na evolução das presas e no próprio predador (SKELHORN;
HALPIN; ROWE, 2016). Diante disso, é fundamental conhecer os processos cognitivos
que influenciam na tomada de decisão do predador em atacar uma presa aposemática.
Nos capítulos que seguem, estabeleceremos conceitos, materiais e métodos de
Redes Neurais, que nos pertimirão utilizá-los na modelagem do aprendizado associativo
do predador.
4 Se refere ao gráfico da quantidade de presas atacadas como função dos encontros (ou densidade de
presas).
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5 Redes Neurais
5.1 O que é uma Rede Neural Artificial ?
O sistema nervoso é constituído de um conjunto complexo de células, os
neurônios. Eles têm um papel essencial na determinação do funcionamento e comportamento
do corpo humano e do raciocínio. Os neurônios são formados pelos dendritos, que são um
conjunto de terminais de entrada, pelo corpo central e pelos axônios, terminais de saída
(veja Figura 27).
Figura 27 – Representação do neurônio niológico
Fonte – http://deeplearningbook.com.br/o-neuronio-biologico-e-matematico/
Os neurônios se comunicam através de sinapses, região onde dois neurônios
entram em contato e através da qual os impulsos nervosos são transmitidos entre eles.
Os impulsos recebidos por um neurônio são processados, e se atingir um dado limiar de
ação, o outro neurônio dispara, produzindo uma substância neurotransmissora que flui
do corpo celular para o axônio, que pode estar conectado a um dendrito de um outro
neurônio. O neurotransmissor pode diminuir ou aumentar a polaridade da membrana
pós-sináptica, inibindo ou excitando a geração dos pulsos no neurônio. Este processo
depende de vários fatores, como a geometria da sinapse e o tipo de neurotransmissor
(ENQUIST; GHIRLANDA, 2013).
Redes Neurais Artificiais são métodos computacionais que apresentam um
modelo matemático inspirado na estrutura neural de organismos inteligentes e que adquirem
conhecimento através da experiência.
Uma rede neural artificial é composta por várias unidades de processamento,
cujo funcionamento é bastante simples. Essas unidades, também chamadas de nós, geral-
mente são conectadas por canais de comunicação que estão associados a determinado peso.
Os nós fazem operações apenas sobre seus dados locais, que são entradas recebidas pelas
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suas conexões. O comportamento inteligente de uma Rede Neural vem das interações entre
os nós da rede.
A operação de um nó proposta por McCulloch e Pitts (1943), pode ser resumida
da seguinte maneira: (i) sinais são apresentados à entrada; (ii) cada sinal é multiplicado
por um número, ou peso, que indica a sua influência na saída do nó; (iii) é feita a soma
ponderada dos sinais que produz um nível de atividade; (iv) se este nível de atividade
exceder um certo limiar, o nó produz uma determinada resposta de saída (Figura 28).
Figura 28 – Neurônio artificial
Fonte – https://medium.com/@avinicius.adorno/redes-neurais-artificiais-418a34ea1a39
A maioria dos modelos de redes neurais possui alguma regra de treinamento,
onde os pesos de suas conexões são ajustados de acordo com os padrões apresentados. Em
outras palavras, elas aprendem através de exemplos.
Arquiteturas neurais são tipicamente organizadas em camadas, com nós que
podem estar conectados aos nós da camada posterior. Geralmente, as camadas são classifi-
cadas em três grupos:
• Camada de Entrada: onde os padrões são apresentados à rede;
• Camadas Intermediárias ou Ocultas: onde é feita a maior parte do processa-
mento, através das conexões ponderadas; podem ser consideradas como extratoras
de características;
• Camada de Saída: onde o resultado final é concluído e apresentado.
A propriedade mais importante das redes neurais é a habilidade de aprender
com o ambiente e com isso melhorar seu desempenho. Isso é feito através de um processo
iterativo de ajustes aplicado a seus pesos, o treinamento. O aprendizado ocorre quando a
rede neural atinge uma solução generalizada para uma classe de problemas.
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Um conjunto de regras bem estabelecidas para a solução de um problema de
aprendizado é chamado de algoritmo de aprendizado. Existem muitos tipos de algoritmos
de aprendizado específicos para determinados tipos de redes neurais, estes algoritmos
diferem entre si principalmente pelo modo como os pesos são modificados. Dentre os mais
utilizados podemos destacar: 1) Aprendizado supervisionado, quando é utilizado um agente
externo que indica à rede a resposta desejada para o padrão de entrada; 2) Aprendizado
não-supervisionado (auto-organização), quando não existe uma agente externo indicando
a resposta desejada para os padrões de entrada; 3) Aprendizado por reforço, quando um
crítico externo avalia a resposta fornecida pela rede (mais detalhes em (HERTZ; KROGH;
PALMER, 1991; HAYKIN, 2009)).
Uma iteração do algoritmo é considerada quando forem apresentados todos
os pares (entrada e saída) do conjunto de treinamento no processo de aprendizado. A
correção dos pesos num ciclo pode ser feita de duas maneiras: 1) modo padrão, a correção
dos pesos acontece a cada apresentação à rede de um exemplo do conjunto de treinamento.
Cada correção de pesos baseia-se somente no erro do exemplo apresentado naquele passo;
2) modo por batelada, apenas uma correção é feita por iteração. Todos os exemplos do
conjunto de treinamento são apresentados à rede, seu erro médio é calculado e a partir
deste erro fazem-se as correções dos pesos (mais detalhes em (HERTZ; KROGH; PALMER,
1991; HAYKIN, 2009)).
Na próxima seção apresentaremos o tipo de rede neural que estaremos interes-
sados, as Redes Neurais Recorrentes.
5.2 Redes Neurais Recorrentes
As redes neurais feedfoward são capazes de produzir qualquer mapeamento
(função) contínuo para qualquer conjunto de par de dados do tipo entrada-saída fixados
(HAYKIN, 2009), com exceção, para conjuntos de dados para os quais a saída é dependente
de uma determinada entrada e também dependa de entradas anteriores (ENQUIST;
GHIRLANDA, 2013). Dentre tais exceções, encontram-se processos perceptivos baseados
em dependência temporal na entrada, como exemplo, podemos citar os processos de ruídos
e chamadas animais, que podem ser pensados como uma sequência de estímulos primitivos
auditivos. Para aprender esse padrão a rede neural necessita de algum tipo de memória que
seja capaz de armazenar informações de estados anteriores, e que possam ser combinados
e comparados com as entradas atuais, e assim, condicionando a entrada em um contexto
temporal dentro de uma sequência (TOSH; RUXTON, 2010).
O primeiro exemplo de rede que contempla esses requisitos apareceu em um
relatório de JORDAN (1986), onde a rede neural apresenta conexões recorrentes. Elman
(1990) popularizou esse tipo de rede neural, que foi denominado Redes de Elman (veja
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Figura 33), aplicando-o em estudos de linguagem (aprendizagem da língua inglesa) e
mostrando como essa arquitetura pode aprender sequências de padrões temporais.
Figura 29 – Rede de Elman
Neurônios de estadoEntrada
Camada oculta
Saída
Fonte – (ELMAN, 1990)
Em seu artigo de 1990, Elman escreve sobre as conexões recorrentes:
As conexões recorrentes permitem que os nós ocultos da rede vejam suas
próprias saídas anteriores, de modo que o comportamento subsequente
pode ser gerado por respostas anteriores. Essas conexões recorrentes dão
uma estrutura de memória à rede1. ((ELMAN, 1990, p. 182), tradução
nossa)
e sobre os nós de contexto:
“r. . .s os nós de contexto relembram os estados internos anteriores. Então,
os nós ocultos tem a tarefa de mapear tanto uma entrada quanto estados
internos prévios de alguma saída desejada2. ((ELMAN, 1990, p. 183),
tradução nossa)
De um modo geral, qualquer rede neural com feedback ou conexões recorrentes
suportam algum tipo de memória permitindo que a rede neural recorde experiências de
um passado recente (HERTZ; KROGH; PALMER, 1991). Ademais, redes com conexões
internas massivamente recorrentes têm sido extensivamente estudadas como modelos de
memórias associativas tanto em cenários abstratos (por exemplo, Hopfield, em 1982) quanto
psicológicos (por exemplo, McClelland & Rumelhart, em 1985) (TOSH; RUXTON, 2010).
1 The recurrent connections allow the network’s hidden units to see its own previous output, so that the
subsequent behavior can be shaped by previous responses. These recurrent connections are what give
the network memory.
2 the context units remember the previous internal state. Thus, the hidden units have the task of
mapping both an external input, and also the previous internal state of some desired output.”
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Figura 30 – Ivan Petrovich Pavlov [1849-1936]
Fonte – https://az.wikipedia.org/wiki/Ivan´Pavlov
Basicamente, a Rede de Elman é uma rede neural constituída de duas camadas,
uma oculta e uma de saída, sendo acrescida de um conjunto de nós, denominados de nós
de estado ou nós de contexto, servindo como entrada para a camada oculta juntamente
com estímulo de entrada. Os nós de estado também são considerados ocultos no sentido de
que eles não interagem com o ambiente e cada um recebe uma cópia da atividade de um
determinado nó da camada escondida com peso fixo, este últmo, representado por linhas
vermelhas (Figura 33).
5.3 Atualização dos pesos sinápticos
5.3.1 Modelo de Rescorla-Wagner/Widrow-Hoff
No começo do século XX, o fisiologista russo Ivan Pavlov (1849-1936) (Figura
30), estudou o sistema digestivo de cachorros quando notou um interessante fenômeno
comportamental: os cachorros começavam a salivar quando os técnicos do laboratório, que
normalmente os alimentavam, entravam na sala, mesmo que ainda não tivessem recebido
qualquer alimento. Pavlov afirmou que os cachorros salivavam porque sabiam que seriam
alimentados; eles teriam começado a associar a chegada dos técnicos com a comida tão
breve se seguisse a aparição deles na sala.
Com um grupo de pesquisadores, Pavlov estudou esse fenômeno com mais
detalhes. Ele realizou uma série de experimentos nos quais, em várias sessões, cachorros
foram expostos a um som e, imediatamente a seguir, recebiam comida. Ele controlava
sistematicamente o início do som e o momento da entrega da comida, e registrou o
montante de salivação do cão. Inicialmente os cachorros salivaram somente quando eles
viam ou provavam a comida, porém, após vários parelhamentos som-comida, os cachorros
Capítulo 5. Redes Neurais 81
começaram a salivar ao ouvir o som, ou seja, os animais aprenderam a associar o som com
a comida que se seguia.
Com isso, Pavlov identificou um fundamental processo de aprendizado asso-
ciativo chamado Condicionamento Clássico (ou Pavloviano) (RESCORLA; WAGNER,
1972). O Condicionamento Pavloviano refere-se ao aprendizado que ocorre quando um
estímulo neutro (por exemplo, um som) é associado com outro estímulo (por exemplo, um
alimento) que gera naturalmente um comportamento. Depois que a associação é aprendida,
o estímulo neutro é suficiente para produzir o comportamento.
Psicólogos utilizam termos específicos para identificar os estímulos e as respostas
no condicionamento clássico. O estímulo não-condicionado é todo estímulo (por exemplo,
comida) que provoca naturalmente uma resposta e a resposta não-condicionada é a resposta
que ocorre naturalmente (por exemplo, a salivação) ao seguir o estímulo não-condicionado.
Já o estímulo condicionado é o estímulo neutro, que após ser apresentado repetidamente
antes do estímulo não-condicionado, extrai uma resposta similar como a do estímulo
não-condicionado.
Nos experimentos de Pavlov, o som funciona como o estímulo condicionado
que, após a aprendizagem, produz a resposta condicionada, que é a resposta adquirida ao
estímulo neutro. Observe que as respostas condicionada e não-condicionada têm o mesmo
comportamento - neste caso, a salivação - porém são dados nomes diferentes pois são
geradas por estímulos diferentes.
Pearce e Bouton (2001) comentam sobre o Condicionamento Pavloviano:
Segundo o pensamento conteporâneo, a força da resposta condicionada
Pavloviana depende da força de conexão entre as representações internas
do estímulo condicionado e estímulo não-condicionado, ou, como é usual-
mente citado, da força associativa do estímulo condicionado3 ((PEARCE;
BOUTON, 2001, p. 113), tradução nossa)
Rescorla e Wagner (1972) propuseram um modelo para descrever a mudança
da força associativa entre os estímulos condicionado e não-condicionado. O modelo de
Rescorla-Wagner, essencialmente, estabelece as condições sob as quais as associações
são formadas e reforçadas (HALL, 1992). A mudança (variação) dessa força associativa
produzida em cada sessão de condicionamento (em referência às sessões nos experimentos
de Pavlov) é dada por
∆VA “ αAβ
´
λ´
ÿ
V
¯
, (5.1)
onde ∆VA é o incremento da força associativa para um dado estímulo condicionado
(estímulo A), αA é a taxa de aprendizado cujo valor depende das características (intensidade,
3 According to contemporary thinking, the strength of a Pavlovian CR depends upon the strength of
the connection between internal representations of the CS and the US or, as it is frequently referred to,
the associative strength of the CS.
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discriminalidade ou saliência) do estímulo A, já β é a taxa de aprendizado cujo valor
depende da natureza do estímulo incondicionado, λ é o valor máximo que a força associativa
com o estímulo incondicionado pode atingir e
ÿ
V representa soma das forças associativas
de todos os estímulos presentes na sessão de condicionamento e que tem associação com o
estímulo incondicionado.
O modelo de Rescorla-Wagner tem se mostrado uma ferramenta capaz de
explicar vários fenômenos do Condicionamento Pavloviano, tais como: aquisição, extinção,
generalização, bloqueio, reforço parcial, etc (mais detalhes em (HALL, 1992; MCFARLAND,
1999)). Seu sucesso é um marco do início da Era Moderna da Psicologia Experimental,
segundo (SCHMAJUK, 2010).
Em 1981, acontece um fato curioso e importante, Sutton e Barto (1981) chamam
a atenção para a semelhança das equações do modelo de Rescorla-Wagner com uma regra
descrita na área de Redes Neurais por Widrow e Hoff (1960). Esse modelo é denominado
Regra Delta, e descreve mudanças na associação entre os estímulos condicionado e incon-
dicionado através da minimização do quadrado da diferença entre o valor esperado e o
valor observado do estímulo incondicionado. Sutton e Barto (1981) comentam sobre a
semelhança entre os modelos e das motivações diferentes que levaram a criação de cada
um:
Que esses dois modelos são, de fato, idênticos é interessante pois eles
foram construídos com propósitos muito diferentes. A regra Widrow-Hoff
foi formulada como um algoritmo para resolver sistemas de equações
lineares e sua teoria aborda propriedades de convergência. Não são apenas
os efeitos do contexto de estímulo que não são discutidos nesta teoria,
mas sua existência é inteiramente acidental. A Teoria de Rescola-Wagner
foi proposta para descrever compactamente uma vasta variedade de
efeitos observados em experimentos de aprendizado animal. Al’em disso,
também fornece um importante algoritmo com forte conexão com muitas
áreas da matemática aplicada, o que é fortuito4. ((SUTTON; BARTO,
1981, p. 156), tradução nossa)
Além disso, Sutton e Barto acreditam que os modelos podem desempenhar um
papel sigfinificativo no estudo de aprendizagem associativa e sugerem que o modelo seja
chamado de Regra de Rescorla-Wagner/Widrow-Hoff.
4 That these two models are, in fact, identical is striking, since they were constructed for very different
purposes. The Widrow-Hoff rule was formulated as an algorithm to solve sets of linear equations,
and its theory addresses convergence properties. Not only are stimulus context effects not discussed in
this theory, but their existence is entirely incidental. The Rescorla-Wagner theory was proposed
to compactly describe a wide variety of effects observed in animal learning experiments. That it also
provides an important algorithm with a strong connection to very useful areas of applied mathematics
is fortuitous.
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5.3.2 Regra delta
Widrow e Hoff (1960) criaram uma rede neural semelhante ao Percepton de
Rosenblatt5, porém considerando função de ativação linear nos neurônios da camada de
saída (fpxq “ x) e com um novo método de atualização dos pesos, que ficou conhecida como
regra de Widrow-Hoff (ou regra delta). A rede neural proposta por eles foi denominada
ADALINE, que tem origem de Adaptive Linear Element.
Adaline é uma rede neural com apenas duas camadas, uma camada de entrada
que recebe os padrões de entrada e uma camada de saída constituída de um único neurônio.
A diferença para o Percepton está na função de ativação dos neurônios da camada de saída.
No Percepton a função de ativação é binária, enquanto que na Adaline é uma função linear
(Figura 31).
Figura 31 – Rede Adaline
x1
x2
xn
Σ
w1
w2
wn
y “ xtw
Fonte – o autor.
Durante o processo de treinamento da Adaline, para cada padrão de entrada
x “ px1, . . . , xnq deve existir uma saída desejada d e o objetivo desse processo é convergir
a saída da rede y “
nÿ
i“1
wixi para o valor d. Este tipo de treinamento é chamado de
treinamento supervisionado. Widrow e Hoff consideraram a saída da rede y como uma
variável contínua a fim de medir o desempenho da rede através da função erro médio
quadrátrico E, ou seja:
E “ 12N
Nÿ
p“1
pdp ´ ypq2 , (5.2)
onde N é o número total de padrões de entrada, dp e yp são a saída desejada e a reposta
da rede associadas a um determinado padrão p, respectivamente. Como d e x são dados
conhecidos do problema, E é função dos pesos sinápticos w1, w2, . . . , wn. Desse modo, para
cada vetor de pesos pw1, w2, . . . , wnq existe um único valor de E.
Assim, o estudo acerca do desempenho da rede é equivalente a um processo de
minimização da função E, isto é, a rede ADALINE vai ser considerada treinada (ou que
5 Método de atualização dos pesos sinápticos de uma rede feedfoward, que teve destaque na década de 50,
e que foi desonvolvida pelo cientista da computação Frank Rosenblatt para o estudo de reconhecimento
de padrões (maiores detalhes em (ROSENBLATT, 1958))
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aprendeu), quando existir um vetor de pesos pw˚1 , w˚2 , . . . , w˚nq de modo que a função E
tem um valor mínimo.
Widrow e Hoff propuseram um método de treinamento “online” da rede ADA-
LINE, isto é, um método de treinamento onde os pesos sinápticos são calculados e
atualizados após a apresentação de cada padrão. Neste caso, a função erro E (Equação
(5.2)) se escreve como:
E “ 12pd´ yq
2 “ 12
˜
d´
nÿ
i“1
wixi
¸2
, (5.3)
onde o somatório
ÿ
i
wixi representa a saída da rede.
Sabe-se que a direção de maior crescimento de uma função f é na direção
do vetor gradiente ∇f de f . Consequentemente, o vetor ´∇f dá a direção de maior
decrescimento de f . Com essa informação, podemos fazer um algoritmo que a cada iteração
atualiza o vetor de pesos de modo a diminuir o erro da função erro E. O incremento que é
dado ao vetor de pesos, em cada iteração, é diretamente proporcional ao vetor ´∇E, isto
é,
wpt` 1q “ wptq ` η ¨ p´∇Epwptqqq , (5.4)
onde t indica a iteração e η é a constante de proporcionalidade. Esse algoritmo é chamado
de Método do Gradiente Descendente (Gradient Descent Method).
Observe que o parâmetro η regula a velocidade de convergência para o ponto
de mínimo de E. Em outras palavras, η regula o tamanho do passo na direção do vetor
´∇E, ou seja, influência a velocidade com que a rede Adaline aprende uma tarefa. Por
isso, o parâmetro η é também chamado de parâmetro de aprendizagem.
Os passos para implementação do Método do Gradiente Descendente podem
seguir a seguinte sequência:
1. Inicialize a busca com um valor arbitrário para o vetor de pesos, digamos wp0q;
2. Calcule o gradiente ∇E no ponto wp0q;
3. Calcule o vetor-incremento ´η∇Epwp0qq;
4. Atualize o vetor de peso: wp1q “ wp0q ` p´η∇Epwp0qqq;
5. Repita o processo, utilizando a Equação (5.4), até atingir um critério de parada.
Neste caso online, temos que:
BE
Bwi “ ´pd´ yq
By
Bwi “ ´pd´ yqxi . (5.5)
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Desse modo, o incremento num peso sináptico wi, que denotaremos por ∆wi, será dado
por:
∆wi “ ηpd´ yqxi , (5.6)
que é a chamada Regra delta. Esse nome foi dado por McClelland e Rumelhart (1985),
pois denotaram a diferença d´ y por δ, o que leva a última equação a:
∆wi “ ηδxi . (Regra delta) (5.7)
A Adaline pode ser treinada de uma forma diferente: ao invés de atualizar o
vetor de pesos após a apresentação de cada entrada, podemos apresentar todas entradas
disponíveis e somente depois atualizar o vetor de pesos. Este tipo de treinamento é chamado
de treinamento por batelada (batch mode). Para maiores detalhes, consulte, por exemplo
(HERTZ; KROGH; PALMER, 1991; HAYKIN, 2009).
A Regra delta pode ser estendida para neurônios da camada de saída cuja
função de ativação é não-linear, isto é, digamos y “ fpw ¨ xq. Refazendo os passos que
levaram os incrementos ∆wi, concluímos que:
∆wi “ ηpd´ yqf 1pw ¨ xqxi . (5.8)
Além disso, também pode ser aplicada a redes neurais com vários neurônios na camada
de saída. Neste caso, w será uma matriz com linhas w1,w2, . . . ,wn, onde wj representa
o vetor dos pesos sinápticos que se conectam com o neurônio j da camada de saída,
com j “ 1, . . . ,m. Aplicando a regra delta a cada um dos neurônios da camada de saída,
obtemos:
∆wij “ ηpdj ´ yjqf 1pwj ¨ xq ¨ xi . (5.9)
5.3.3 Back-propagation
De forma independente, Bryson e Ho (1969), Werbos (1974), Parker (1985) e
Rumelhart, Hinton e Williams (1985), Rumelhart, Hinton e Williams (1986) obtiveram
uma generalização da Regra delta para redes feedforward com camada oculta, que foi
denominado back-propagation (HERTZ; KROGH; PALMER, 1991).
Apesar de ser um método antigo, até o trabalho de Rumelhart, Hinton e
Williams (1986), o Método do Gradiente Descendente era pouco explorado na área de
Redes Neurais (ENQUIST; GHIRLANDA, 2013).
Para fins didáticos e escopo do trabalho, apresentaremos o algoritmo back-
propagation para uma rede feedfoward com uma camada oculta e um único neurônio na
camada de saída. Denotemos por x o padrão de entrada; v os pesos da camada de entrada
para a camada oculta; w os pesos da camada oculta para a camada de saída; h o vetor
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das atividades dos neurônios da camada oculta (Figura 32). A atividade do neurônio k
(fixo) da camada de saída é dada por:
rk “ f
˜ÿ
i
wkihi
¸
, com hi “ f
˜ÿ
j
vijxj
¸
. (5.10)
Figura 32 – Rede neural feedfoward
x1
xj
xn
h1
hi
hn
rk
vi1
vij
vip
wk1
wki
wkn
Fonte – o autor.
Observe que as camadas oculta e de saída da rede acima, são um exemplo da
rede Adaline, e portanto, podemos utilizar a regra delta para treiná-la:
∆wki “ ηf 1pykqδkhi , (5.11)
onde yk “
ÿ
i
wkihi e δk “ dk´rk. Não podemos usar o mesmo argumento para as camadas
de entrada e oculta, pois não temos a noção de “saída desejada”. Nesse caso, o incremento
∆vij dos pesos vij são calculados através do método do gradiente descendente. Sabendo
que o erro quadrático para treinar a rede com o conjunto de dados tpxk, dkquk, é dado por
Epv,wq “
ÿ
k
Ekpv,wq , (5.12)
onde Ekpv,wq “ 12pdk ´ rkq
2 e k representa a quantidade de padrões de entrada; temos
que:
∆vij “ ´η
ÿ
k
BEk
Bvij . (5.13)
Utilizando a regra da cadeia, obtemos:
∆vij “ ηδif 1pziqxj , (5.14)
com δi “
ÿ
k
δkwkif
1pykq e zi “
ÿ
j
vijxj.
Existem outros métodos para atualizar os pesos sinápticos da rede. A seguir,
veremos o método de aprendizagem por reforço, onde a rede não dispõe de uma saída
desejada (estabelecida), apenas um sinal avaliativo para um dado padrão de entrada.
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5.3.4 Aprendizagem por reforço
A maioria dos métodos de atualização dos pesos sinápticos de uma rede neural
se baseia num conhecimento detalhado da função comportamental m da rede, isto é,
sabem-se os valores “corretos” das saídas para cada padrão de entrada do conjunto de
dados. Contudo, em algumas situações, existem menos informações detalhadas disponíveis
(HERTZ; KROGH; PALMER, 1991; ENQUIST; GHIRLANDA, 2013). Por exemplo,
quando um pássaro juvenil começa sua vida predatória ele ainda não sabe que tem
que evitar presas aposemáticas tóxicas. Ele terá com suas experiências apenas um sinal
indicando a “vantagem” ou “desvantagem” daquela experiência. Este sinal, neste caso, é
dado através das consequências da palatabilidade da presa, ou seja, se ele predar uma
presa tóxica, as toxinas presentes na presa causam reações desagradáveis nele, deixando o
registro de uma experiência negativa; enquanto que, se ele ataca uma presa não-tóxica,
não ocorrerá nenhuma reação nociva a ele. Pelo contrário, ele conseguirá ingerir tal presa
e terá uma experiência positiva.
Os métodos de atualizações dos pesos sinápticos baseados em respostas “boas”
ou “ruins” são chamados de Aprendizagem por Reforço (em inglês, Reinforcement Learning)
(SUTTON; BARTO, 1998), pois assemelham-se aos experimentos de Condicionamento
Instrumental em psicologia animal. Nestes experimentos, animais não sabem qual compor-
tamento deve ser aprendido, porém aprendem quais ações são punidas ou recompensadas
(reforçadas). Quando aplicado em redes neurais, a aprendizagem por reforço é obtida
quando há um aumento da probabilidade de resposta que, em uma dada situação, são
seguidas de consequências positivas, e a diminuição da probabilidade da resposta seguida
por consequências negativas (ENQUIST; GHIRLANDA, 2013).
Segundo Hertz, Krogh e Palmer (1991), a aprendizagem por reforço é um tipo de
aprendizado supervisionado pois a rede neural recebe algum tipo de feedback do ambiente.
Contudo, devido à natureza do sinal reforçador, do tipo “sim/não”, o feedback é apenas
avaliativo ao invés de instrutivo.
Se um determinado sinal reforçador diz que uma resposta é errada, ele não
fornece nenhuma informação acerca da resposta correta; e consequentemente, nenhuma
informação do gradiente da função erro. Desse modo, redes de aprendizagem por reforço
devem conter uma certa aleatoriedade a fim de explorar o espaço das saídas da rede para
poder encontrar a saída correta (HERTZ; KROGH; PALMER, 1991).
A seguir, descreveremos o processo de aprendizagem por reforço, que é original-
mente atribuído a Barto e Anandan (1985) e é conhecido como algoritmo de penalidade-
recompensa associativa (associative reward-penalty algorithm). Os mecanismos-chave do
algoritmo são os neurônios de saída estocásticos e uma regra de atualização dos pesos
sinápticos. A arquitetura da rede depende do problema a ser estudado (HERTZ; KROGH;
Capítulo 5. Redes Neurais 88
PALMER, 1991).
Consideremos os neurônios da camada de saída estocásticos, conforme a equação
abaixo:
rk “
$&%1, se zk `  ą 0, 50, caso contrário , (5.15)
onde zk “ f
˜ÿ
i
wkixi
¸
, com f : R Ñ r0, 1s, é atividade do neurônio da camada de
saída, que é interpretada como a probabilidade de ativação do neurônio k; e xi pode ser a
ativação do i-ésimo neurônio oculto ou, os padrões de entrada da rede. Além disso,  é um
número aleatório obtido a partir de uma distribuição normal padrão com média igual a
zero e variância igual a σ (BARTO; ANANDAN, 1985; WILLIAMS, 1992). Isto permite
que a rede gere saídas diferentes para o mesmo estímulo.
No que se segue, o problema é determinar uma estimativa do erro δk para cada
uma das saídas da rede rk com relação a um respectivo padrão de entrada x. Contudo, não
dispõe-se de padrões de resposta, mas sim, apenas de um sinal reforçador λ. Consideramos
λ “ 1 para representar um reforço positivo (recompensa) e λ “ 0, para um reforço negativo
(punição) (WIDROW et al., 1973). Com isso, podemos construir saídas desejadas para
cada padrão de entrada da seguinte maneira:
dk “
$&%1, se λ “ 1 (recompensa)0, se λ “ 0 (punição) . (5.16)
Com isso, a rede está mais propensa a amplificar sua resposta para o respectivo padrão, se
foi recompensado e fazer o oposto, caso contrário.
Observe que, com a Equação (5.16) podemos associar a aprendizagem por
reforço com aprendizado supervisionado, uma vez que “construímos” saídas desejadas
artificialmente. Não se sabe qual a probabilidade ideal para o padrão, apenas atribuímos 1
se foi “bom” e 0, se foi “ruim”. Desse modo, podemos utilizar a Regra delta como regra de
atualização dos pesos, ou seja:
∆wkj “ ηpλqδkf 1pzkqxj , (5.17)
onde a taxa de aprendizagem da rede η depende do sinal reforçador λ, isto é, depende se a
saída foi certa (λ “ 1) ou errada (λ “ 0). Assim, podemos reescrever a equação na forma:
∆wkj “
$&%η1prk ´ zkqf 1pzkqxj, se λ “ 1η2pp1´ rkq ´ zkqf 1pzkqxj, se λ “ 0 , (5.18)
onde ηpλ “ 1q “ η1 e ηpλ “ 0q “ η2. Esta é a forma padrão do algoritmo associativo
recompensa-punição (BARTO; ANANDAN, 1985; HERTZ; KROGH; PALMER, 1991).
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Se o sinal reforçador λ for uma variável contínua, com valores entre 0 e 1,
através de uma espécie de combinação convexa de ∆wkj|λ“0 e ∆wkj|λ“1, o algoritmo pode
ser generalizado para: (BARTO; JORDAN, 1987)
∆wkj “ ηtλprk ´ zkq ` βp1´ λqpp1´ rkq ´ zkquf 1pzkqxj . (5.19)
Utilizaremos o algoritmo associativo recompensa-punição, num cenário onde
um predador aprende a desagradabilidade de uma presa aposemática tóxica. O predador
não “sabe” dessa desvantagem da presa, ele descobrirá apenas se comê-la. Neste caso, o
sinal avaliativo é dado pela toxicidade da presa, que varia numa escala de 0 a 1.
No próximo capítulo, utilizaremos a ferramenta de Redes Neurais Recorrentes
para modelar o aprendizado associativo do predador, considerando os principais processos
subjacentes ao aprendizado.
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6 Modelagem do Aprendizado Associativo do
Predador
6.1 Introdução
Redes Neurais vem sendo utilizadas cada vez mais em estudos de comportamento
animal, por exemplo: Kamo, Ghirlanda e Enquist (2002) estudaram a evolução de um
sinal a partir de diferenças de generalização entre receptores (por exemplo, predadores)
que evoluem e aprendem, sendo estes últimos representados por redes neurais; Mannella e
Baldassarre (2007) estudaram galinhas (Gallus gallus) procurando por alimentos escondidos
no centro de um ambiente fechado; Costa et al. (2014) estudou ratos com diferentes níveis
de ansiedade num labirinto; White e Snyder (2007) utilizaram redes neurais (recorrentes)
para estudar como representações internas precisas do espaço visual são formadas em
macacos (mais referências em (TOSH; RUXTON, 2007)).
A maioria das redes neurais utilizadas nas áreas de ecologia e evolução são
tratadas como verdadeiras “caixas-preta” sendo usadas basicamente para determinar uma
estratégia estável (no sentido evolucionário ou ótimo) para organismos desempenharem
numa determinada situação. Nesses casos, em geral, o principal objetivo é a estratégia
final e não os mecanismos e caminhos pelos quais tal fim foi alcançado (TOSH; RUXTON,
2010).
Rede neural pode ser uma ferramenta adequada para modelar o processo
de tomada de decisão do predador, porém, afim de ser útil, temos que ser capazes de
representar os efeitos correlacionados tanto da evolução (em escala de gerações) como
do aprendizado ecológico (em escala de tempo de vida do predador) (TOSH; RUXTON,
2010).
Utilizaremos as redes neurais para estudar as respostas individuais de um
predador a presas com defesas químicas que sinalizam sua defesa através de padrões
conspícuos (por exemplo, o padrão de asas das borboletas-monarca).
Mais especificamente, os predadores serão modelados por redes neurais, a
aparência da presa como a entrada da rede e a reação de ataque como a saída. A arquitetura
da rede será construída de modo a contemplar os processos-chave do aprendizado do
predador com relação às presas aposemáticas tóxicas.
Alguns dos requisitos básicos do aprendizado são: (i) a habilidade para receber
entradas sensoriais sobre o ambiente através dos receptores; (ii) o processamento da entrada
pela rede neural biológica; (iii) armazenamento de informações relevantes pela memória;
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e (iv) um sistema de recordação que permita acessar as informações quando necessárias
(KRAUSE; RUXTON, 2002).
6.2 O modelo
6.2.1 Arquitetura da rede
Utilizamos a Rede de Elman pois ela oferece uma estrutura de memória, que é
fundamental no processo de aprendizado do predador ao armazenar suas experiências com
a presa aposemática e recordá-las de modo a compará-las com próximos encontros com tal
presa.
O elemento-chave das redes recorrentes que permite essa estrutura de memória
são as conexões recorrentes. Essas conexões permitem que a atividade de um neurônio em
um dado instante possa ser influenciada pela atividade do mesmo neurônio em instantes
anteriores. Recorrência é uma característica comum do sistema nervoso e constitui uma
das bases de suas habilidades mais sofisticadas. A recorrência (ou feedback) é muito comum
no córtex cerebral, tanto no seu interior como através de outras áreas corticais (ENQUIST;
GHIRLANDA, 2013).
A Rede de Elman será constituída de uma camada de entrada com 10 neurônios,
uma camada oculta com 6 neurônios, 6 neurônios de estado (memória) e uma camada de
saída com um único neurônio (Figura 33).
Figura 33 – Rede de Elman
Neurônios de estadoEntrada
Camada oculta
Saída
Fonte – (ELMAN, 1990)
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6.2.2 Camada de entrada
A camada de entrada representa o sistema sensorial do predador, que capta os
sinais enviados pela presa aposemática tóxica, padrão de cores e a toxina. Esses sinais são
captados em instantes diferentes pois, se o predador detectar a presa e não atacá-la, então
a toxina não é liberada. A camada de entrada apenas armazena os sinais e os trasmite
para a camada oculta.
O conjunto de treinamento da rede deve representar a população de uma espécie
de presa aposemática tóxica que possui subpopulações que imitam o seu padrão de cores e
podem ser tóxicas ou não. Além disso, o padrão de cores que as duas subpopulações de
presas compartilham, é representado pela Figura 34.
Figura 34 – Padrão de cores compartilhado pelas presas.
Fonte – o autor.
Representamos o padrão de cores e a quantidade de toxina da presa, respec-
tivamente, por uma matriz P “ rpijs3ˆ3 e uma variável t, onde os elementos pij e t são
números reais entre 0 e 1. Cada elemento da matriz P e a variável t são armazenados em
um único neurônio da camada de entrada. Associaremos um vetor x à camada de entrada,
a partir da concatenação das linhas da matriz P juntamente com a variável t, ou seja;
x “ px1, . . . , x10q ÞÝÑ rP1 | P2 | P3 | ts ,
onde Pi representam as linhas da matriz P, com i “ 1, 2, 3. Por exemplo, se consideramos
o padrão de cores da Figura 34, então ele é associado com a matriz que segue na figura.
Logo, o vetor de entrada x é dado por x “ p1, 0, 1, 0, 0, 0, 1, 0, 1, tq.
Figura 35 – Padrão de cores e matriz P associada
1 0 1
0 0 0
1 0 1
Fonte – o autor.
A quantidade de subpopulações bem como suas respectivas toxicidades e
densidades serão representadas, respectivamente, pela quantidade de colunas, primeira
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linha e segunda linha de uma matriz, que denotamos por S. Por exemplo, se
S “
«
0, 4 0, 8
0, 3 0, 7
ff
a matriz S nos diz que existem 2 subpopulações de presas, onde uma subpopulação
(primeira coluna) tem uma toxicidade de 0, 4 e uma densidade de 30% da população total,
enquanto que a outra subpopulação (segunda coluna) tem uma toxicidade de 0, 8 e uma
densidade de 70% da população total. Note que, a soma da segunda linha sempre é igual
a 1.
Cada entrada da rede (padrão de asas de uma presa) é gerada a partir do
seguinte processo: primeiro é gerado um padrão de coloração para a presa adicionando
um ruído gaussiano com média zero e variância igual a 0, 02 a matriz P. Para isso,
utilizamos o comando imnoise do software MATLAB/OCTAVE. Na sequência, para saber
a qual subpopulação tal presa pertence, é realizado um sorteio utilizando o Método da
Transformada Inversa.
6.2.3 Camada oculta e memória
Os neurônios de estado apenas armazenam as atividades anteriores dos neurônios
da camada oculta, que servirão de entrada juntamente com o sinal da presa num próximo
encontro. Cada neurônio de estado armazena a ativação de um único neurônio da camada
oculta. Neste caso, as conexões recorrentes têm pesos sinápticos fixos e iguais a 1.
Denotemos por wij o peso sináptico da conexão entre o i-ésimo neurônio da
camada oculta com o j-ésimo neurônio da camada de entrada, com 1 ď i ď 6 e 1 ď j ď 10;
por z “ pz1, . . . , z6q o vetor formado pelas ativações dos neurônios da camada oculta; por
m “ pm1, . . . ,m6q o vetor que armazena as atividades dos neurônios camada oculta; e por
vij o peso sináptico da conexão entre o i-ésimo neurônio da camada oculta e o j-ésimo
neurônio de estado, onde 1 ď i, j ď 6.
6.2.4 Camada de saída
A tomada de decisão do predador é resultante do processamento interno dos
sinais enviados pela presa, bem como das atividades anteriores armazenadas na memória
(neurônios de estado). A ativação dos neurônios da camada oculta são transmitidos para
a camada de saída, onde é gerada a ação do predador. Neste caso, a ação do predador é
atacar ou não a presa.
Denotemos por u “ pu1, . . . , u6q o vetor formado pelos pesos sinápticos das
conexões entre os neurônios da camada oculta e o neurônio da camada de saída e y é a
propensão de ataque produzida por tal neurônio.
Capítulo 6. Modelagem do Aprendizado Associativo do Predador 94
Figura 36 – Função de ativação do tipo sigmoidal fpξq “ 11` e´a¨ξ , com a ą 0.
0
1
Fonte – o autor.
A ativação dos neurônios da camada oculta e de saída são calculados através
da função de ativação do tipo sigmoidal fpξq “ p1 ` e´a¨ξq´1, com a ą 0 (Figura 36).
Se o neurônio pertença à camada oculta, a variável ξ é o produto escalar entre os vetor
da camada de entrada e o vetor dos pesos sinápticos wij da camada oculta. Agora se
pertencer à camada de saída, a variável ξ será o produto escalar entre o vetor formado
pelas ativações dos neurônios da camada oculta e o vetor formado dos pesos sinápticos ui
da camada de saída.
Desse modo, a ação do predador (saída da rede) de atacar ou não pode ser
dada pela seguinte função:
r “
$&%1, se y `  ě 0, 5 (ataca)0, caso contrário (não ataca) , (6.1)
onde  é um número aleatório gerado a partir de uma distribuição normal com média igual
a zero e variância σ, e representa o erro cometido pelo predador. Espera-se que o erro
cometido pelo predador seja maior no início de suas experiências e descrescente à medida
que ele tem mais experiências com as presas até atingir um erro constante (em média).
Diante disso, adotaremos uma variância σ dada pela função:
σpxq “ maxt0, 25e´0,01x ; 0, 18u , (6.2)
onde x representa o número de experiências do predador.
Em outras palavras, estamos admitindo que o predador irá atacar a presa se a
soma das ativações causadas pelos estímulos externos (padrão de cores e toxina) e fatores
transitórios (por exemplo, saciedade e sede do predador) atingir um limiar maior ou igual
que 0,5.
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Figura 37 – Fluxograma do aprendizado associativo do predador.
Padrão de cores Processo interno
Memória
Ação do predador
Estados regulatórios
Toxina
` r
´
Fonte – o autor.
Podemos, representar o cenário do aprendizado associativo do predador através
do fluxograma da Figura 37.
6.3 Treinamento da rede neural
Como estamos trabalhando numa perspectiva de contemplar o aprendizado
ecológico, o treinamento mais adequado para a rede é o treinamento online, pois o predador
atualiza seu estado a cada encontro com a presa.
Resumindo o que vimos na seção anterior, na iteração k, as ativações anteriores
dos neurônios da camada oculta (iteração k ´ 1) e o sinal de entrada atual (iteração k)
são utilizados como entrada para a rede. Após essa etapa, a rede recorrente funciona como
uma rede feedfoward e propaga essas entradas para a próxima camada para produzir a
saída.
Para próxima etapa, precisamos escolher algum método/algoritmo para treinar
a rede. Para começar o processo de treinamento é necessário que tenhamos valores não-
nulos para os pesos sinápticos da rede. Para tal, atribuímos valores a todos os pesos a
partir de uma distribuição uniforme entre ´1 e 1. Já os pesos das conexões recorrentes não
se modificam, todos são fixados com valor igual a 1. Além disso, a ativação dos neurônios
de estado são inicializados com valor zero.
Após essa etapa de treinamento, as ativações dos neurônios da camada oculta
no instante k são enviados de volta, através dos links recorrentes, para próxima iteração
da rede (isto é, o próximo encontro do predador com alguma presa, iteração k ` 1).
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Escrevamos as ativações dos neurônios em função das iterações. Para tal,
denotemos por spkqi a entrada total do i-ésimo neurônio da camada oculta e por `pkq a
entrada total do neurônio da camada de saída, ambas na iteração k. Assim,
s
pkq
i “
10ÿ
j“1
w
pk´1q
ij x
pkq
j `
6ÿ
j“1
v
pk´1q
ij m
pkq
j ; (6.3)
z
pkq
i “ f
´
s
pkq
i
¯
; (6.4)
m
pkq
i “ zpk´1qi ; (6.5)
`pkq “
6ÿ
i“1
u
pk´1q
i z
pkq
i ; (6.6)
ypkq “ fp`pkqq , para i “ 1, . . . , 6 , (6.7)
onde: xpkqi o padrão de entrada na iteração k; w
pk´1q
ij são os pesos entre as camadas de
entrada e oculta na iteração k ´ 1; vpk´1qij são os pesos (não fixos) entre a camada oculta e
a camada de estado na iteração k ´ 1; upkqi os pesos entre as camadas oculta e de saída na
iteração k; zpkqi as ativações dos neurônios da camada oculta na iteração k; m
pkq
i o “estado”
dos neurônios da camada oculta na iteração k´ 1 e ypkq a ativação do neurônio da camada
de saída na iteração k.
Back-propagation
Utilizaremos o algoritmo back-propagation para atualizar os pesos sinápticos
da rede. Tal algoritmo tem sido criticado com o argumento de não ser biologicamente
plausível. Porém, descobertas recentes (FITZSIMONDS; SONG; POO, 1997 apud TOSH;
RUXTON, 2010) mostram que a plasticidade sináptica (mudanças dos pesos sinápticos
em redes neurais) é, na verdade, capaz de propagar em circuitos neuronais locais de forma
não muito diferente do que é visto no back-propagation.
Precisamos adaptar a implementação do back-propagation para o nosso pro-
blema, pois a versão clássica não captura características fundamentais do aprendizado
ecológico, como, por exemplo, o comportamento adaptativo rápido relativo ao tempo de
vida do animal. A quantidade de vezes que os dados de treinamento são apresentados à
rede até que ela aprenda a resposta correta é menor que a quantidade de experiências que
o animal tem para aprender. Outro ponto é que não há uma separação entre treinamento
e fase de avaliação. Se um predador experimenta uma presa impalatável, a chance dele
atacar uma presa do mesmo tipo, em um próximo encontro, pode ser menor. Cada presa
que o predador decide comer, ou não, afetará na sua última adaptação (TOSH; RUXTON,
2010).
Na versão clássica do back-propagation, primeiro, todo conjunto de treinamento
(população das presas) é processado (por batelada) pela rede gerando um erro. Na sequência,
uma iteração do método é executada para ajustar os pesos da rede e reduzir o erro médio.
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Esse processo é repetido até que a rede tenha aprendido a resposta correta (isto é, minimiza-
se o erro médio total da rede). Dessa maneira, há uma separação entre o treinamento
e as fases de avaliação, não modelando evolução nem aprendizado ecológico (FRANKS;
RUXTON, 2010).
Utilizaremos uma adaptação feita por Franks e Ruxton (2010) para estudar a
evolução do sinal de advertência de presas a partir do aprendizado ecológico do predador.
Basicamente, eles executaram m iterações do back-propagation para cada estímulo de
entrada, recalculando o erro após cada iteração. Com essa adaptação, o gradiente de
generalização muda drasticamente após cada experiência, contrário do que ocorre na
versão clássica, onde o gradiente é ajustado gradativamente (mais lento). Tal adaptação
não é um novo algoritmo, na realidade, é uma mudança na maneira de implementar o
método.
Algoritmo associativo punição-recompensa
Para os pesos sinápticos das conexões entre as camadas oculta e de saída,
utilizaremos o algoritmo associativo punição-recompensa (em inglês, associative
reward-penalty algorithm) (veja seção 5.2.4), pois a rede não tem uma resposta correta.
Quando um predador começa sua vida predatória ele não sabe que precisa evitar as presas
aposemáticas tóxicas. Ele terá apenas, através de suas experiências, um sinal indicando
a “vantagem” ou “desvantagem” da experiência. O sinal é dado pelas consequências da
palatabilidade da presa: um sinal positivo, caso a presa não seja tóxica, e um sinal negativo,
caso contrário.
Como vimos na seção 5.2.4, Widrow et al. (1973) construíram uma resposta
correta para os estímulos de entrada da rede transformando o treinamento por reforço
num treinamento supervisionado. No nosso caso, essa resposta é dada em função do tipo
de presa, ou seja, se a presa for tóxica então o predador não deve atacar, já se ela for
não-tóxica ele deve atacar. Desse modo, a Equação (5.16) se reescreve como:
dpkq “
$&%1, se a presa é palatável0, se a presa é impalatável . (6.8)
Algumas espécies de insetos possuem defesas químicas tornando-as impalatáveis
para os predadores. Ao longo de uma mesma espécie, as quantidades e tipos de defesas
químicas podem variar de um indivíduo para outro (referências em (MORANZ; BROWER,
1998)). Por exemplo, as borboletas-rainha Danaus gilippus (Figura 38) variam a concentra-
ção e tipo de toxina de uma para outra (RITLAND, 1994; MORANZ; BROWER, 1998).
Acredita-se que, se a palatabilidade da presa influencia a taxa de aprendizado
e a chance de evitar a presa, ou taxa de esquecimento, então os mímicos mais palatáveis
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Figura 38 – Borboleta Rainha (Danaus gilippus).
Fonte – https://en.wikipedia.org/wiki/Queen´(butterfly)
podem, na verdade, crescer a predação sobre as presas-modelo mais impalatáveis (ver
referências em (SKELHORN; ROWE, 2006)).
Alguns estudos psicológicos dão suporte a ideia de que a intensidade do sinal
reforçador influencia as taxas de aprendizado: por exemplo, ratos albinos (Rattus rattus)
aprendem a evitar mais rápido e mostrar aversão mais forte tanto a choques elétricos e
eméticos, com o crescimento da intensidade do estímulo. A velocidade do aprendizado
aversivo no pássaro Parus atricapillus parece depender se a cor é reforçada pela ausência
de alimento, pelo mau gosto, ou por um emético (SKELHORN; ROWE, 2006).
Podemos ver a palatabilidade da presa λ como sendo o sinal reforçador do sinal
de advertência. Observe que, a palatabilidade λ é uma função da quantidade de toxina t
armazenada no corpo da presa, ou seja, λ “ λptq. A partir do último parágrafo, podemos
concluir que, à medida que a quantidade de toxina t na presa cresce a palatabilidade
decresce, isto é, λptq é uma função decrescente. Vamos assumir que λp0q “ 1 e λp1q “ 0,
onde λ “ 1 significa que a presa é totalmente palatável e que λ “ 0 significa que a presa é
totalmente impalatável.
Assim, a palatabilidade da presa λptq pode ser representada por qualquer função
decrescente, onde λp0q “ 1 e λp1q “ 0. A Figura 39 mostra uma família de funções que
satisfazem tais condições. Por simplicidade, utilizaremos a função λptq “ 1´ t.
Desse modo, nos basearemos na “versão contínua” do algoritmo associativo
punição-recompensa (Equação (5.19)):
∆upkqi “ ηtλprpkq ´ ypkqq ` βp1´ λqpp1´ rpkqq ´ ypkqquf 1p`pkqqzpkqi , (6.9)
onde η e β regulam a taxa de aprendizado da rede.
Precisamos fazer uma adaptação na Equação (6.9) de modo a contemplar
um elemento-chave do aprendizado ecológico: um animal só recebe o reforço se o sinal
(estímulo) for apresentado. Se um predador encontra uma presa e decide atacá-la, então ele
obterá informações sobre a presa e receberá um sinal positivo (caso a presa seja palatável)
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Figura 39 – Gráfico de λptq “ p1´ tq 1α .
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Fonte – o autor.
ou um sinal negativo (caso seja impalatável). No entanto, se ele não atacá-la, então não
colherá informações sobre a presa, não permitindo-o julgar se a decisão foi correta, ou seja,
não aprende nada. Consequentemente, presas que não são atacadas, não contribuem para
o aprendizado do predador (FRANKS; RUXTON, 2010).
Diante disso, sugerimos a seguinte adaptação para a Equação (6.9)1
∆ui “ η ¨ r ¨ tλpr ´ yq ` βp1´ λqpp1´ rq ´ yqu f 1p`q ¨ zi. (6.10)
Observe que, se o predador não ataca, r “ 0, o incremento ∆ui é igual a zero, o que
equivale em termos de redes neurais, que não houve aprendizado. Caso contrário, se ele
ataca (r “ 1) então o incremento será não-nulo, ou seja, houve aprendizado.
Se uma presa é “totalmente” impalatável (λ “ 0) então, a priori, a ação correta
do predador é não atacar (d “ 0). Assim, a rede será treinada para diminuir a propensão
de ataque, ou seja, y Ñ 0. Neste caso, a função erro quadrático da rede é da forma
E0 “ α0 ¨ 12pp1´ rq ´ yq
2 . (6.11)
Por outro lado, se a presa é palatável (λ “ 1), a ação correta do predador é
atacar (d “ 1). Consequentemente, a rede deve ser treinada para aumentar a propensão
de ataque, ou seja, y Ñ 1. Com isso, a função erro quadrático da rede é da forma
E1 “ α1 ¨ 12pr ´ yq
2 . (6.12)
1 Aqui omitimos o índice de iteração k por questão didática.
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Assim, para presas com um grau de palatabilidade entre 0 e 1, adotamos
um função erro dada por uma combinação de E0 e E1. Denotando essa função por Eλ,
definimos Eλ por:
Eλ “ r
"
λ
2 pr ´ yq
2 ` βp1´ λq2 pp1´ rq ´ yq
2
*
, pβ ą 0q . (6.13)
Note que, a função Eλ também é válida para λ “ 0 e λ “ 1. Além disso, temos que:
BEλ
Bui “ tλpr ´ yq ` βp1´ λqpp1´ rq ´ yqu f
1p`q ¨ zi ñ ∆ui “ η ¨ BEλBui . (6.14)
Desse modo, utilizando a Equação (6.14), podemos encontrar as equações que
atualizam os pesos wij’s entre as camadas de entrada e oculta e os pesos vij’s entre as
camadas oculta e memória. Tais equações são dadas por:
∆wij “ η ¨ BEλBwij “ η tλpr ´ yq ` βp1´ λqpp1´ rq ´ yqu f
1p`qf 1psiq ¨ ui ¨ xj ; (6.15)
∆vij “ η ¨ BEλBvij “ η tλpr ´ yq ` βp1´ λqpp1´ rq ´ yqu f
1p`qf 1psiq ¨ ui ¨mj .(6.16)
6.4 Simulações e Resultados
6.4.1 Cenário 01: População palatável
Consideramos um cenário sem Mimetismo, onde as presas são palatáveis. A rede
apresentou um comportamento médio da propensão de ataque em função das experiências
como representado na Figura 40.
Este resultado coincide com a resposta funcional Holling tipo III, onde há
saturação na predação (HOLLING, 1959b; RICKLEFS; MILLER, 2000). Contudo, a
saturação do predador se dá devido às limitações de predação do predador.
6.4.2 Cenário 02: População impalatável
Neste cenário, consideramos uma população de presas aposemáticas tóxicas. O
comportamento médio da rede para propensão de ataque com as experiências é representada
na Figura 41. Nesta simulação, utilizamos a proposta de Franks e Ruxton (2010), onde
utilizamos duas iterações do back-propagation para cada estímulo de entrada (m “ 2).
Ocorre um decaimento na propensão de ataque devido ao crescimento da força
associativa entre o padrão de cores e a toxicidade da presa conforme os sucessivos encontros
até atingir uma propensão de ataque estacionária baixa (aproximadamente 19%).
6.4.3 Cenário 03: Mímicos impalatáveis moderados
Consideramos um cenário em que, inicialmente a população era constituída
de indivíduos impalatáveis e, em seguida, introduzimos mímicos impalatáveis moderados
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Figura 40 – Simulação da propensão de ataque de um predador a uma população de presas
não-tóxicas (sem Mimetismo).
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Figura 40: Resultado da propensão de ataque do predador a partir do treinamento da rede neural
com um conjunto de treinamento de 100 presas. Parâmetros: η “ β “ 1.
Figura 41 – Simulação da propensão de ataque de um predador a uma população de presas
aposemáticas tóxicas.
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Figura 41: Resultado da propensão de ataque do predador a partir do treinamento da rede neural
com um conjunto de treinamento de 100 presas. Parâmetros: η “ β “ 1 e m “ 2.
(λ “ 0, 6). Primeiramente, treinamos a rede somente com uma população altamente
impalatável através de 300 experiências. A seguir, introduzimos uma população constituída
de presas impalatáveis moderadas (λ “ 0, 6) e treinamos novamente a rede com essa nova
população com 300 experiências.
A propensão de ataque nas primeiras 300 experiências é equivalente ao cenário
02 (Figura 41). Nas últimas 300 experiências, a propensão de ataque cresce rapidamente
até atingir um estado de equilíbrio igual a 0, 7, assemelhando ao cenário 01 (Figura 40).
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Figura 42 – Simulação da propensão de ataque de um predador as duas subpopulação de
presas: uma totalmente impalatável e outra moderadamente impalatável.
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Figura 42: Resultado da propensão de ataque do predador a partir do treinamento da rede neural
com um conjunto de treinamento de 600 presas, onde 300 presas são totalmente impalatável (λ “ 0)
e 300 presas são moderadamente impalatável (λ “ 0, 6). Parâmetros: η “ β “ 1 e m “ 2.
Este compartamento gerado pela rede nos diz que em uma população de mímicos
impalatáveis moderados cresce a propensão de ataque sobre as presas mais impalatáveis,
confirmando os mesmos resultados de Huheey (1976), Speed (1993), MacDougall e Dawkins
(1998), Speed e Turner (1999), Turner e Speed (1999), Speed et al. (2000). Nessa situação,
a relação entre presa-modelo e presa-mímica não é mutualista; o mímico mais palatável se
comporta como um parasita em relação a presa-modelo mais impalatável. Este cenário
levou Speed (1993) a denominar essa relação como “quase-Batesiana”, fazendo um paralelo
com o Mimetismo Batesiano, onde o mímico palatável provoca o crescimento da predação
sobre o modelo impalatável (SKELHORN; ROWE, 2006).
No próximo capítulo, estudaremos a evolução dos padrões de cores das presas
envolvidas nos processos de Mimetismo.
103
7 Modelagem da Evolução do Padrão de Co-
res das Presas
7.1 Introdução
O mimetismo foi considerado uma das primeiras evidências que davam suporte
à Teoria da Evolução de Darwin através da seleção natural (HOLMGREN; ENQUIST,
1999). Geralmente, no mimetismo há presença de três agentes: dois emissores (duas espécies
de presas) e um receptor (predador). Para que o mimetismo ocorra é fundamental que
ambos emissores se beneficiem da extração de uma mesma resposta do receptor. Isso dá
condições para que haja uma semelhança (na aparência) entre eles. Nos dois casos de
mimetismo clássicos, Batesiano e Mülleriano, ocorre uma sinalização de advertência para
o predador, onde a resposta do predador conveniente para as presas é uma.
Existem várias hipóteses que tentam explicar como a aparência (ou sinal) dos
emissores muda ou move-se relativamente entre eles durante a evolução. Dixey (1897
apud HOLMGREN; ENQUIST, 1999) argumentou que a aparência do modelo1 não muda
durante o processo de evolução. Fisher (1930), de forma contrária a Dixey, argumentou
que a seleção tenderia a modificar o modelo de modo a torná-lo diferente do mímico e
visível o máximo possível.
Atualmente, pesquisadores tem argumentado que o modelo move-se para longe
do mímico, porém, a uma taxa muito lenta2. O mímico pode ser mais capaz de se aproximar
do modelo do que o modelo se afastar do mímico afim de que ocorra o mimetismo (FISHER,
1930). Segundo Holmgren e Enquist (1999), parece necessário que a aparência do modelo
mude durante a evolução, caso contrário, o Mimetismo Mülleriano se torna problemático .
A maioria dos estudos sobre mimetismo tem focado em mecanismos comporta-
mentais do receptor, principalmente no aprendizado e regras de esquecimento (por exemplo,
(TURNER; SPEED, 1996). Poucos são os estudos que focam nas habilidades de generali-
zação e discriminação do receptor. Dentre estes, Holmgren e Enquist (1999) estudaram
a evolução da forma de sinais de um emissor, utilizando Redes Neurais Artificiais para
modelar o mecanismo de recognição do receptor.
Neste capítulo, estudaremos os efeitos da pressão do predador na evolução do
padrão de cores das presas no mimetismo (Batesiano e Mülleriano).
1 Quando ocorre um conflito (semelhança), os termos modelo e mímico são utilizados para identificar os
dois emissores.
2 veja referências em (HOLMGREN; ENQUIST, 1999, p. 146).
Capítulo 7. Modelagem da Evolução do Padrão de Cores das Presas 104
Figura 43 – Padrões iniciais de cores das presas-modelo e presa-mímica.
MimicoModelo
Fonte – o autor.
7.2 O Modelo
7.2.1 Padrão de cores
Os padrões iniciais de cores das asas da duas espécies de presas serão repre-
sentadas pelas imagens da Figura 43, gerando matrizes A e B, respectivamente, dadas
por:
A “
¨˚
˝ 1 0 10 0 0
1 0 1
‹˛‚ , B “
¨˚
˝ 0 1 01 1 1
0 1 0
‹˛‚.
Como veremos na Seção 7.2.4, cada iteração do algoritmo evolucionário (geração) irá gerar
um padrão de cores para cada geração.
A partir dos estudos de Holmgren e Enquist (1999) e Dixey (1897), admitimos
que o padrão de cores da presa-modelo varia aleatoriamente segundo mutações espontâneas
durante o processo de evolução.
7.2.2 Dinâmica das presas
Consideramos um modelo contínuo no tempo para descrever a dinâmica de
duas subpopulações de presas envolvidas no processo do Mimetismo. Denotemos por Niptq
a densidade da subpopulação de presa da espécie i, onde i “ 1 associamos à espécie de
presa-modelo e i “ 2 associamos à espécie de presa-mímica. O modelo é dado por:
dNi
dt
“ bNi ´ paNi ` ci,λP ` µqNi , com i “ 1, 2 , (7.1)
onde P denota a quantidade de predadores, b a taxa de reprodução, a taxa de competição
entre os indivíduos da mesma subpopulação, µ taxa de mortalidade “natural” e, por fim,
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ci,λ denota a taxa de predação imposta pelo predador, que consideramos ser função do
grau de similaridade λ entre as subpopulações de presas.
Consideramos que o processo dá-se numa escala de tempo, onde a população
de predadores é constante (não há nascimentos, mortes ou migrações). Com isso, estamos
admitidindo que uma população de predadores razoavelmente constante comparece a cada
geração de presas.
A função λ, que determina o grau de similaridade entre as espécies de presas, é
dada por:
λ “ min
$’’&’’%
3ř
j,i“1
mintaij, biju
3ř
j,i“1
aij
,
3ř
j,i“1
mintaij, biju
3ř
j,i“1
bij
,//.//- , (7.2)
onde A “ raijs e B “ rbijs são matrizes (de ordem 3) que representam, respectivamente, o
padrão de asas das espécies 1 e 2 de presas.
7.2.3 Taxa de predação cλ
Observe que a taxa de predação cλ toma uma forma dependendo do tipo de
mimetismo. No mimetismo Batesiano, a taxa de predação para presas não-tóxicas é alta
quando a similaridade com as presas tóxicas é pequena, contudo, à medida que as presas
não-tóxicas se tornam mímicas das presas tóxicas, a similaridade entre elas aumenta
acarretando uma diminuição no risco de predação; enquanto que a taxa de predação das
presas tóxicas permanece praticamente constante (BATES, 1862; RUXTON; SHERRATT;
SPEED, 2004). No mimetismo Mülleriano, as taxas de predação das duas espécies de presas,
que são tóxicas, são baixas mas, à medida que a similaridade entre elas aumenta, ambas
as taxas de predação diminuem ainda mais (Figura 44a) (MÜLLER, 1879; RUXTON;
SHERRATT; SPEED, 2004). A diferença entre os dois casos, está no tipo da taxa de
predação das duas espécies de presas; no primeiro caso, as taxas são diferentes ao longo
da similaridade, enquanto que no segundo caso, as taxas apresentam o mesmo formato.
Denotemos por p e q, as taxas de predação das presa-modelo e mímica antes
de ocorrer o processo de mimetismo. Uma vez iniciado o mimetismo, as taxas de predação
podem mudar convergindo para um valor único, digamos p˚. Este processo de convergência,
ocorre ao longo de uma faixa de similaridade pλ1, λ2q entre as duas espécies de presas.
Valores de λ fora dessa faixa, indicam estágios distintos no mimetismo. O valor λ “ λ1
estabelece um valor mínimo de similaridade para que ocorra o mimetismo e o valor λ “ λ2
estabelece um nível de similaridade para o qual o mimetismo se torna “estável”. Em
outras palavras, se a similaridade entre as presas é menor que λ1, não existe o processo
de mimetismo e, consequentemente, as taxas de predação das presas permanecem p e
q; enquanto que, se a similaridade for maior que λ2, as presas atingiram um grau de
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Figura 44 – Taxa de predação cλ no Mimetismo.
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Fonte – o autor.
similaridade máximo, culminando, num possível compartilhamento da mesma taxa de
predação p˚.
Desse modo, a taxa de predação de uma presa, quando alterada pelo mimetismo,
é dada por:
cλ “
$’’&’’%
p , se λ ď λ1
|p´ p˚| ¨ λ´ λ1
λ2 ´ λ1 , se λ1 ă λ ă λ2
p˚ , se λ ą λ2
. (7.3)
Considere que p seja a taxa inicial de predação da presa não-tóxica e q seja a taxa
inicial de predação da presa tóxica. No mimetismo Batesiano, a taxa de predação da presa
não-tóxica (mímica) é dada pela Figura 44a, enquanto que a taxa de predação da presa
tóxica (modelo) é uma função constante q, onde p ą q. No mimetismo Mülleriano, as duas
presas tóxicas tem taxas iniciais de predação baixas e semelhantes, e, uma vez iniciado o
processo, ambas as taxas são alteradas e são representadas pela Figura 44a.
Uma variação no comprimento do intervalo pλ1, λ2q representa a curacidade/-
precisão do predador em reconhecer as presas. Ou seja, se o comprimento do intervalo
é pequeno, isto indica que o predador tem uma capacidade alta de reconhecer o padrão
de cores das presas, implicando que, para que o Mimetismo seja vantajoso, é preciso que
sejam gerados padrões de cores muito ricos em detalhes de modo que o predador tenha
dificuldades em distingui-las. Em contrapartida, se o comprimento é grande, o predador
não é preciso no reconhecimento, e assim, o Mimetismo não precisa ser tão perfeito, ou
seja, o grau de similaridade não precisa ser alto.
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7.2.4 Algoritmo
O algoritmo irá gerar o padrão de cores das duas espécies de presas de cada
geração a fim de analisar a evolução dos padrões de cores das duas espécies sob a influência
da predação imposta por uma espécie de predador. Cada iteração do algoritmo significará
uma geração de cada subpopulação de presa (modelo e mímica).
Primeiramente, é calculado o padrão de cores da geração de cada subpopulação.
Este padrão é determinado fazendo-se a média dos padrões de cores de todos os indivíduos
da geração. Considerando Apkq “ rapkqij s como o padrão de cores de um determinado
indivíduo de uma subpopulação comm indivíduos, o padrão da geração de tal subpopulação
é dado por:
A “ raijs , onde: aij “ a
p1q
ij ` ap2qij ` . . .` apmqij
m
; 1 ď i, j ď 3 . (7.4)
Na sequência, é selecionado aleatoriamente, utilizando o Método da Transfor-
mada Inversa, quais indivíduos irão se reproduzir. Uma vez que os indivíduos selecionados
se reproduziram, é determinado o padrão de cores de cada descendente a partir de um
ruído gaussiano de média zero e variância igual a 0, 001 do padrão de cores da geração.
A seguir, são determinados os indivíduos que sobreviveram quando sujeitos à
mortalidade natural, competição intraespecífica e predação. Os indivíduos sobreviventes
à mortalidade natural, são selecionados a partir de uma distribuição não-paramétrica
baseada na diferença entre a idade do indivíduo e expectativa de vida da população, e no
grau de similaridade do padrão de cores do indivíduo com o padrão de cores da geração.
Já os sobreviventes da predação e competição intraespecífica são contabilizados a partir
da Equação (7.1), que implementamos utilizando o Método de Euler com passo h e, cuja
equação discretizada, é dada por:
yn`1,i “ r1´ hpa´ µ´ cλ,iP qs ¨ yn,i ` phbq ¨ yn,i pi “ 1, 2q , (7.5)
onde: yn,i « Niptnq e tn`1 “ tn ` h.
Por fim, as subpopulações são atualizadas e o processo recomeça dando origem
a uma nova geração. Resumindo, os passos para implementação do algoritmo seguem a
seguinte sequência:
1. Calcula o padrão da geração k;
2. Seleciona indivíduos que se reproduzirão (na geração k);
3. Gera o padrão de cores de cada descendente da geração k;
4. Determina os indivíduos sobreviventes, que estão sujeitos à mortalidade natural,
competição intraespecífica e predação;
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5. Atualiza a população;
6. Geração k ` 1;
7. Volta ao passo 1).
7.3 Resultados e Discussão
7.3.1 Cenário 01: Mimetismo Batesiano
Consideramos um cenário de Mimetismo Batesiano com a presença de duas
espécies de presas, onde cada espécie possui 100 indivíduos e os padrões de cores de cada
uma é representado na Figura 43 e, além disso, uma espécie de predador com 30 indivíduos.
A taxa inicial de predação da presa tóxica igual a p “ 0, 2 e para a presa não-tóxica, uma
taxa inicial igual a q “ 0, 8. Além disso, admitimos que a taxa de predação estacionária p˚
é a mesma para as duas espécies e é igual a 0, 2. Segundo a Equação (7.2), inicialmente, as
presas tem um grau de similaridade λ igual a zero. Além disso, o processo do Mimetismo
ocorre numa escala de tempo, onde o grau de similaridade entre as presas varia entre
λ1 “ 0, 6 e λ2 “ 0, 9.
O processo de Mimetismo iniciou-se na geração 30 (quando λ “ 0, 60735) e
atingiu um estado de “equilíbrio” na geração 144 (quando λ “ 0, 90944), observando-se
um crescimento abrupto da população das presas não-tóxicas no intervalo de tempo que
ocorreu o mimetismo (0, 6 ď λ ď 0, 9). Uma vez que o mimetismo atinge um estado de
equilíbrio, o nível populacional das duas espécies de presas se tornam equivalentes. Ao fim
do processo (após 300 gerações), os novos padrões de cores das duas espécies de presas
tem um grau de similaridade λ igual a 0, 93329 (Figura 45d).
7.3.2 Cenário 02: Mimetismo Mülleriano
Consideramos um cenário de Mimetismo Mülleriano com a presença de duas
espécies de presas, onde a espécie “modelo” possui 100 indivíduos e a espécie mímica
possui 20 indivíduos, e os padrões de cores de cada uma são representados na Figura 43.
Uma espécie de predador com 30 indivíduos. A taxa inicial de predação sobre a população
modelo é igual a p “ 0, 2 e sobre a população mímica, uma taxa inicial igual a q “ 0, 4.
Além disso, admitimos que a taxa de predação estacionária p˚ é a mesma para as duas
espécies e é igual a 0, 1. Segundo a Equação (7.2), inicialmente, as presas tem um grau de
similaridade λ igual a zero. Além disso, o processo do Mimetismo ocorre numa escala de
tempo, onde o grau de similaridade entre as presas varia entre λ1 “ 0, 6 e λ2 “ 0, 9.
Neste caso, o Mimetismo iniciou-se na geração 27 (quando λ “ 0, 61712) e
atingiu um estado de “equilíbrio” na geração 94 (quando λ “ 0, 90929), observando-se um
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Figura 45 – Evolução dos padrões de cores de presas no Mimetismo Batesiano.
(a) (b)
(c) (d)
Modelo Mímico
Figura 45: Gráficos gerados a partir da simulação de um processso evolucionário do padrão de cores
de duas presas, aposemática tóxica e outra não-tóxica, com a ocorrência do Mimetismo. Parâmetros:
p “ p˚ “ 0, 2; q “ 0, 8; b “ 0, 85; a “ 0, 01; h “ 0, 06; λ1 “ 0, 6; λ2 “ 0, 9. (a) Gráficos das densidades
populacionais da presa aposemática tóxica (azul) e outra não-tóxica (vermelho) como função do
número de gerações. (b) Gráficos das densidades populacionais da presa aposemática tóxica (azul) e
outra não-tóxica (vermelho) como função do grau de similaridade. (c) Gráfico do grau de similaridade
como função do número de gerações. (d) Padrão de cores da presa aposemática tóxica (modelo) e
não-tóxica (mímico) ao final do processo evolucionário.
crescimento abrupto da população das presas menos impalatáveis no intervalo de tempo
que ocorreu o mimetismo (0, 6 ď λ ď 0, 9). Uma vez que o mimetismo atinge um estado
de equilíbrio, o nível populacional das duas espécies de presas se tornam equivalentes. Ao
fim do processo (após 300 gerações), os novos padrões de cores das duas espécies de presas
tem um grau de similaridade λ igual a 0, 88423 (Figura 46d).
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Figura 46 – Evolução dos padrões de cores de presas no Mimetismo Mülleriano.
(a) (b)
(c) (d)
Modelo Mímico
Figura 46: Gráficos gerados a partir da simulação de um processso evolucionário do padrão de
cores de duas presas aposemáticas tóxicas com a ocorrência do Mimetismo. Parâmetros: p “ 0, 2;
q “ 0, 4; p˚ “ 0, 1; b “ 0, 85; a “ 0, 01; h “ 0, 06; λ1 “ 0, 6; λ2 “ 0, 9. (a) Gráficos das densidades
populacionais das presas modelo (azul) e mímica (vermelho) como função do número de gerações. (b)
Gráficos das densidades populacionais das presas modelo (azul) e mímica (vermelho) como função
do grau de similaridade. (c) Gráfico do grau de similaridade como função do número de gerações. (d)
Padrão de cores das presas modelo e mímica ao final do processo evolucionário.
7.3.3 Cenário 03: Mimetismo Quase-Batesiano
Consideramos um cenário de Mimetismo Quase-Batesiano (HUHEEY, 1976;
SPEED, 1993; MACDOUGALL; DAWKINS, 1998; SPEED; TURNER, 1999; TURNER;
SPEED, 1999; SPEED et al., 2000) com a presença de duas espécies de presas, onde a
espécie “modelo” possui 100 indivíduos e a espécie mímica possui 20 indivíduos, e os
padrões de cores de cada uma é representado na Figura 43. Consideramos ainda uma
espécie de predador com 30 indivíduos. A taxa inicial de predação da presa-modelo igual
a p “ 0, 3 e para a presa mímica, uma taxa inicial igual a q “ 0, 3. Contudo, admitimos
que as presas não compartilham a mesma taxa de predação estacionária, isto é, a presa-
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Figura 47 – Evolução dos pradrões de cores de presas no Mimetismo quase-Batesiano.
(a) (b)
(c) (d)
Modelo Mímico
Figura 47: Gráficos gerados a partir da simulação de um processso evolucionário do padrão de
cores de duas presas aposemáticas tóxicas, uma totalmente impalatável e outra moderadamente
impalatável, com a ocorrência do Mimetismo. Parâmetros: p “ 0, 2; q “ 0, 3; p˚ “ 0, 35; q˚ “ 0, 15;
b “ 0, 85; a “ 0, 01; h “ 0, 06; λ1 “ 0, 6; λ2 “ 0, 9. (a) Gráficos das densidades populacionais das
presas totalmente impalatável (azul) e moderadamente impalatável (vermelho) como função do
número de gerações. (b) Gráficos das densidades populacionais das presas totalmente impalatável
(azul) e moderadamente impalatável (vermelho) como função do grau de similaridade. (c) Gráfico do
grau de similaridade como função do número de gerações. (d) Padrão de cores das presas totalmente
impalatável (modelo) e moderadamente impalatável (mímica) ao final do processo evolucionário.
modelo tem uma taxa estacionária p˚ “ 0, 35 e a presa-mímica tem uma taxa estacionária
q˚ “ 0, 15. Segundo a Equação (7.2), inicialmente, as presas tem um grau de similaridade
λ igual a zero. Além disso, o processo do Mimetismo ocorre numa escala de tempo, onde o
grau de similaridade entre as presas varia entre λ1 “ 0, 6 e λ2 “ 0, 9.
O mecanismo de Mimetismo iniciou-se na geração 25 (quando λ “ 0, 60833) e
atingiu um estado de “equilíbrio” na geração 136 (quando λ “ 0, 90754), observando-se
um crescimento da população das presas menos impalatáveis (mímicas) e um decréscimo
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no nível populacional das presas mais impalatáveis (modelo) no intervalo de tempo que
ocorreu o mimetismo (0, 6 ď λ ď 0, 9). Uma vez que o mimetismo atinge um estado de
equilíbrio, o nível populacional da presa-modelo atinge um nível menor em relação ao nível
antes do início do mimetismo e menor que o nível da presa-mímico. Ao fim do processo
(após 300 gerações), os novos padrões de cores das duas espécies de presas tem um grau
de similaridade λ igual a 0, 83859 (Figura 47d).
7.3.4 Discussão
A Teoria do Mimetismo explica como uma espécie mímica ganha vantagem
por se assemelhar a uma espécie modelo, a partir de erros de identificação por parte de
predadores. Assim, a evolução do mimetismo depende da capacidade visual de potenciais
predadores, uma vez que a detecção das presas proporciona uma força seletiva ocasionando
mudanças no processo de evolução (KRAEMER; ADAMS, 2014).
Esse processo de semelhança ocorre ao longo de diferentes componentes da
aparência, tais como: cor, padrão e forma. Embora possa ser esperada uma alta similaridade
entre modelo e mímico em todos ou quase todos os componentes, há muitos exemplos
de mimetismos imperfeitos (ARONSSON; GAMBERALE-STILLE, 2008; KIKUCHI;
PFENNIG, 2010; CUTHILL, 2014) nos quais apenas alguns dos componentes da aparência
são semelhantes ao modelo.
Se animais aprendem a discriminar entre dois estímulos complexos com múltiplos
atributos, observa-se que somente os estímulos mais salientes são utilizados, enquanto
que os demais não são aprendidos. Esse fenômeno é conhecido como “ofuscamento” (em
inglês, overshadowing). No caso do mimetismo, tem-se mostrado que potenciais predadores
não usam todas as informações disponíveis para aprender a evitar presas aposemáticas
(CUTHILL, 2014).
A taxa de processamento de informações em sistemas visuais está sujeita à
limitações herdadas. “Gargalos” (em ingês, bottlenecks) são encontrados nos mais diferentes
níveis, porém, a ilustração mais evidente desse problema é que o número de receptores
sensoriais na retina de vertebrados é, de algumas ordem de magnitude, maior que o número
de axônios no nervo óptico. Células ganglionares codificam os atributos essenciais do
mundo visual para minimizar a perda de informação, porém, mesmo sob condições ótimas,
a retina transmite dados apenas na velocidade de conexão da rede (BOND, 2007).
Kazemi et al. (2014) descobriram que a espécie de pássaro Cyanistes ca-
eruleus, que havia sido treinada para distinguir entre presas recompensadoras e não-
recompensadoras subsequentemente, evitaram novas presas que tinham a mesma cor (mas
não a mesma forma ou padrão) que as presas não-recompensadoras. Seu trabalho sugeriu
que certos traços (neste caso, a cor) discriminatórios de alta saliência podem ofuscar outros
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traços informativos, permitindo o estabelecimento de mímicos imperfeitos. Ou seja, o
ofuscamento é uma possível hipótese para o mimetismo imperfeito.
A visão colorida é uma característica que ocorre em várias espécies de animais. A
maioria dos animais tem visão dicromática, enquanto que pássaros tem visão tetracromática,
sendo a última mais comum em vertebrados. A função adaptativa da visão colorida é
discriminar entre objetos baseando-se na diferença de quantidades relativas de diferentes
comprimentos de ondas de luz, sendo bem desenvolvida na visão dos pássaros (KAZEMI
et al., 2014).
Nossas simulações mostram que o processo evolucionário selecionou os padrões
de cores das duas espécies de presas a convergir para a similaridade entre os novos padrões,
ou seja, foi selecionado o Mimetismo (BATES, 1862; MÜLLER, 1878). Além disso, as
Figuras (45,46,47) mostram que os novos padrões se destacam em semelhança de cores
mais que padrões de forma. Este resultados estão de acordo com os estudos de (KAZEMI
et al., 2014), o que não significa dizer que não houve seleção para padrões de forma, os
novos padrões ainda contém traços semelhantes de forma e padrão aos da população inicial
de presas. Na realidade, parece haver indícios de que traços de cores ofuscaram os demais
traços presentes no padrão de cores.
Ademais, nosso modelo se mostrou satisfatório no sentido de que sob hipóteses
razoáveis que, a priori, davam base para a ocorrência do mimetismo. As simulações
mostraram que sob tais condições a seleção natural favoreceu a ocorrência dos casos
de Mimetismo Batesiano (Figura 45), Mimetismo Mülleriano (Figura 46) e Mimetismo
Quase-Batesiano (Figura 47). Contudo, devido ao ofuscamento presente no processo de
aprendizado dos predadores, favoreceu a ocorrência do Mimetismo Imperfeito (SHERRATT,
2002).
Podemos concluir que, o fenômeno do ofuscamento se faz presente durante o
processo de aprendizado associativo do predador nas componentes do estímulo. Uma vez
que dois ou mais estímulos são apresentados simultaneamente e eles predizem um evento
importante, compartilham a força associativa desse pareamento onde a componente mais
saliente ganha mais força. Em outras palavras, se as componentes diferem substancialmente
então o animal aprende a associar a componente mais saliente com o reforço (recompensa
ou punição), e a associação com as outras componentes é ofuscada (MACKINTOSH, 1976;
KAZEMI et al., 2014).
7.3.5 Trabalhos futuros
Anéis Miméticos e Polimorfismo
Embora o Mimetismo Mülleriano seja frequentemente apresentado como seme-
lhança entre apenas duas espécies, é importante reconhecer que, muitas vezes, no início
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envolve coleções de espécies com um mesmo padrão de cores. Esse grupo de espécies
foi denominado de “Anéis Miméticos” (MALLET; GILBERT JR., 1995). Ao longo de
uma grande distribuição taxonômica tem-se observado a ocorrência dos Anéis Mimé-
ticos (veja referências em (SHERRATT, 2002, p. 683)). Bates (1862) foi o primeiro a
observar a ocorrência desse anéis, observou que as borboletas da espécie Ithomiinae,
Danainae, Heliconiinae (impalatáveis) e Dismorphiinae (palatável) compartilhavam um
mesmo padrão.
Diante disso, faz-se necessário acrescentar mais espécies de presas ao nosso
modelo de forma a investigar os anéis miméticos e, consequentemente, sobre o polimorfismo
no processo de Mimetismo Mülleriano.
Aprendizado “Online”
O processo de aprendizado de uma espécie de predador para evitar uma presa
aposemática é sentido pela presa através da taxa de predação cλ. Nosso modelo estabelece
a priori a taxa de predação cλ. Num cenário realístico, essa taxa de predação é atualizada
de forma online com as experiências e, além disso, pode ser flexível. Ou seja, a taxa de
predação é atualizada logo após uma experiência.
No Capítulo 6, utilizamos as redes neurais para modelar as respostas individuais
de um predador a presas aposemáticas a fim de estudar o aprendizado associativo do
predador entre o padrão de cores e a toxina presente na presa. De forma a tornar o
modelo mais realístico, pretendemos utilizar Redes Neurais Artificiais com treinamento
não-supervisionado (online), para modelar o processo de tomada de decisão do predador,
porém, com o intuito de estudar a evolução do mimetismo.
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Considerações Finais
O estudo das interações entre indivíduos de espécies diferentes ou não, nos
mostrou como o tipo de comportamento apresentado por uma das espécies (presa) influencia
em alguns aspectos da outra espécie (por exemplo, resposta funcional do predador ou
dinâmica vital da população).
No capítulo 2, estabelecemos explicitamente as condições para as quais é válido
o Modelo de Ação de Massas (interações casuais), onde utilizamos as hipóteses subjacentes
ao Modelo de Smoluchowski (SMOLUCHOWSKI, 1906; SMOLUCHOWSKI, 1916) e a
ferramenta de Análise Dimensional.
No capítulo 3, estudamos uma interação do tipo presa-predador, onde a espécie
de presas apresenta um comportamento de agregação como estratégia de defesa contra a
predação. Os resultados nos mostraram que tal comportamento acarreta numa Resposta
Funcional do tipo Holling II, ou seja, há uma saturação na predação que pode ocorrer
devido ao Efeito Confusão do predador (KRAKAUER, 1995) em grandes agregações, o
predador não consegue selecionar e atacar uma presa da agregação.
No capítulo 6, estudamos uma interação, também do tipo presa-predador,
porém, as presas dispõem de um comportamento de imitação (Mimetismo) e, além disso,
possuem características que as destacam (conspicuidade) e mecanismos prejudiciais ao
predador (substâncias tóxicas). Os resultados mostraram que a resposta funcional do
predador depende da combinação de características e mecanismos das presas envolvidas.
No Mimetismo Batesiano, temos combinação impalatável e não palatável; neste caso,
a resposta funcional foi do tipo Holling III (Figura 40). No Mimetismo Mülleriano, a
combinação são de duas presas impalatáveis; neste caso, a resposta funcional é inversamente
proporcional ao número de experiências (Figura 41). E no Mimetismo quase-Batesiano,
temos a combinação impalatável e impalatável moderado; neste caso, tivemos uma mudança
de comportamento da resposta funcional determinado pelo tipo de presa encontrada (Figura
42).
No capítulo 7 continuamos a estudar as interações do capítulo anterior, porém
em uma escala de tempo diferente, de modo que pudemos estudar a evolução dos padrões
de cores das presas nos processos de Mimetismo. Os resultados mostraram: primeiro, o
modelo que propusemos com hipóteses biológicas que favoreciam, a priori, o Mimetismo
confirmou a ocorrência do último e; segundo, houve um seleção natural para o fenômeno
de ofuscamento (em inglês, overshadowing) da cor em relação aos demais componentes do
estímulo.
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ANEXO A – Glossário
Agregação Refere-se, neste trabalho, a um grupo temporário de organismos da mesma
espécie ou espécies diferentes, que se agrupam por razões não-sociais, em resposta a fatores
ambientais (por exemplo, um grupo de insetos ou rãs em torno da luz durante a noite
ou grupo de presas se defendendo de ataque de um predador) (DEWSBURY, 1978 apud
BARROWS, 2011).
Análise dimensional Ferramenta utilizada em modelos matemáticos para reduzir pro-
priedades físicas (tais como: viscosidade, força, energia, etc) às dimensões fundamentais
de comprimento, massa e tempo (EDELSTEIN-KESHET, 2005; HOLMES, 2009).
Anel mimético Grupos de espécies impalatáveis que convergem para um mesmo padrão
de cores de advertência (MALLET; GILBERT JR., 1995).
Animais impalatáveis Espécies de animais que apresentam algum mecanismo que
irritam, machucam, drogam ou envenenam predadores individualmente (SPEED; TURNER,
1999).
Aposematismo Termo originalmente utilizado por Alfred Wallace sugerindo que a
coloração conspícuo em animais era uma evolução para alertar predadores sobre a presença
de toxinas (SKELHORN; HALPIN; ROWE, 2016).
Aprendizado Processo através do qual mundanças relativamente permanentes ocorrem
no comportamento como resulta das experiências (ANDERSON, 1995).
Aprendizagem ecológica Se refere a situação onde um organismo aprende com o
ambiente durante o seu tempo de vida (TOSH; RUXTON, 2010).
Back-propagation Em Redes Neurais Artificiais, é um algoritmo que ajusta “de trás
pra frente” os pesos das conexões da rede. Esse ajuste é feito a partir do erro cometido
pela rede no processo de treinamento, tal erro é acrescido a todos os pesos para a próxima
iteração do algoritmo (HERTZ; KROGH; PALMER, 1991; HAYKIN, 2009).
Camada de entrada Conjunto de neurônios artificiais que representam a região do
cérebro que captura os estímulos do meio externo.
Camada de saída Conjunto de neurônios artificiais que representam a região do cérebro
onde são tomadas as decisões. Ação pode ser representada por um número ou por um
vetor.
Camada oculta Conjuntos de neurônios artificiais que representam a região do cérebro
que processam os estímulos recebidos da camada de entrada.
Coevolução Processo envolvendo duas espécies onde mudanças nas características de
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indivíduos de uma espécie causam mudanças recíprocas na outra espécie ao longo de um
tempo evolucionário.
Conspícuo Aquilo que é destacado em relacão a um determinado plano de fundo.
Corrida Armamentista Co-evolucionária Em inglês, Coevolutionary Arms Race, é
o processo de adaptações e contra-adaptações entre dois ou mais organismos. Ocorre entre
indivíduos da mesma espécie (por exemplo, fêmeas rivais) ou entre espécies diferentes. Às
vezes, é associada o processo de coevolução, porém precisa não involver mudanças recíprocas
entre os dois organismos em resposta a adaptações específicas do outro (BARNARD, 2004,
p. 80).
Críptico Mecanismo de uma presa para se igualar ao ambiente dificultando sua identifi-
cação por parte do predador.
Densidade Populacional Número de indivíduos de uma população em uma determinada
área.
Difusão Movimento aleatório de partículas de uma área de alta densidade para uma área
de baixa densidade até que distribuição se torne uniforme.
Efeito Trafalgar Termo utilizado por Treherne e Foster (1981) para representar o o
processo de transmissão de informações ao longo de um grupo, permitindo que a informação
chegue a todos os membros do grupo antes de uma possível ameaça. Trenerge e Foster
se basearam num fato que ocorreu na Guerra do Cabo de Trafalgar, onde a emissão de
signais eviados por uma frota de navios comandada por Admiral Nelson, permitiu a ele ter
conhecimento de informções fora de seu campo visual.
Estado quase-estacionário Hipótese matemática que é utilizada em sistemas que
contém processos regidos por escalas de tempo muito diferentes entre si. Ou seja, à
medida que a diferença entre as escalas de tempo aumenta, de modo que os processos
rápidos encontram-se num estado “estacionário”. Surgiu na década de 1910, nos estudos
de Michaelis-Menten com reações enzimáticas (EDELSTEIN-KESHET, 2005).
Estímulo Tudo aquilo que é captado pelos órgãos sensoriais.
Evolução “Rainha Vermelha” Em inglês, Red Queen Evolution, consiste a partir da
ideia de que as interações entre as espécies podem fazer com que cada parte precise mudar
constantemente os valores específicos de traços em relação à evolução, a fim de ficar à
frente ou manter contato com o outro (DAVIES; KREBS; WEST, 2012, p. 83).
Fenótipo Todas as características observáveis de um organismo (por exemplo; comporta-
mento, cor, forma, tamanho, etc) que resultam de uma interação entre seus genótipos e o
ambiente (FENÓTIPO, 2016).
Gelação É um fenômeno que ocorre no processo de agregação de partículas, onde uma
fração da massa total do sistema num tempo finito, condensa em único grande grupo
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(KRAPIVSKY; REDNER; BEN-NAIM, 2010).
Generalização Tendência de responder de uma mesma maneira a diferentes, porém
similares, estímulos (GENERALIZAÇÃO, 1998).
Genótipo É a constituição genética de um organismo. O genótipo determina potenciais
hereditariedade e limitações de um indivíduo a partir da formação embriônica até a fase
adulta (GENÓTIPO, 2016).
Imagem mental Em inglês, search image, é uma hipótese que consiste da ideia de que
quando um animal encontra um tipo de presa cada vez mais, ele forma algum tipo de
representação dessa presa e que essa representação ou imagem torna-se cada vez mais
bem-definida com as experiências, de modo que o predador torna-se bem-sucedido nos
encontros com tal tipo de presa.
Lei de Ação de Massas Modelo para interações casuais, onde a taxa de encontros (ou
colisões) é proporcional ao produto das densidades.
Memória Registro relativamente permanente das experiências subjacentes ao aprendizado
(ANDERSON, 1995).
Mimetismo Batesiano Forma de imitação, onde um organismo sem defesa carrega uma
semelhança a uma organismo aposemático tóxico.
Mimetismo Mülleriano Mecanismo no qual espécies impalatáveis ou nocivas asseme-
lham umas com as outras.
Mímico Termo utilizado nos processos de Mimetismo para se referir a espécie de presa
que imita o modelo. No Mimetismo Batesiano, o mímico é a espécie não tóxica, enquanto
que, no Mimetismo Mülleriano, é a espécie menos impalatável.
Modelo Termo utilizado nos processos de Mimetismo para se referir a uma espécie de
presa aposemática. No Mimetismo Batesiano, a espécie tóxica é o modelo e no Mimetismo
Mülleriano, é a espécie mais tóxica.
Mudança de pico Termo (em inglês, peak shift) utilizado em psicologia animal para
descrever uma tendência de generalização do estímulo positivo através de uma dimensão e
distante do estímulo negativo (MACKINTOSH, 1976; BALOGH; LEIMAR, 2005).
Neurônio artificial É uma representação matemática do neurônio biológico. Geralmente,
é uma função real de várias variáveis, que procura imitar o comportamento do neurônio,
onde as entradas da função é um vetor que representa os estímulos recebido pelo cérebo.
A imagem da função é um número que será utilizado na camada oculta (processamento
interno).
Peso sináptico Número que representa a força da conexão entre dois neurônios, podendo
estes neurônios ser da mesma camada, ou camadas diferentes.
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Polimorfismo Na biologia, é um processo que ocorre a partir de uma variação genética
resultando no surgimento de diferentes formas ou tipos de indivíduos ao longo de membros
de uma mesma espécie e, além disso, divide os indivíduos da população em duas ou mais
formas nitidamente diferentes (POLIMORFISMO, 1998).
População Em ecologia, é um grupo de indivíduos da mesma espécie de uma comunidade.
A natureza de uma população é determinado por vários aspectos como, por exemplo;
densidade, taxas de natalidade e mortalidade, emigração, imigração, etc.
Princípio da Força dos Números Predação per capita menor com o aumento da
diversidade de espécies de presas.
Resposta Funcional Relação entre a quantidade de presas predadas e a densidade
populacional de presas.
Sinal Estrutura que influencia o comportamento de outros organismos (receptores do
sinal) e, para o qual, desenvolvem uma resposta específica devido ao seu efeito (MAYNARD;
HARPER, 2003 apud STEVENS, 2013).
Sinal de advertência Sinal que cuja o efeito no receptor é danoso. Por exemplo, se o
receptor for um predador e o emissor do sinal uma presa aposemática; neste caso, o padrão
de cores da presa sinalizam o perigo que aquela presa tem, substância tóxicas armazenadas
em seu corpo.
Sinapse Impulso elétrico distribuído pelo axônio, que proporciona a ligação a outro
neuônio.
Taxa de Predação per capita Razão entre a quantidade de presas abatidas por um
predador e a população total de presas.
