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Intrinsic interface exchange coupling of ferromagnetic nanodomains in a charge
ordered manganite
D. Niebieskikwiat and M.B. Salamon
Department of Physics and Frederick Seitz Materials Research Laboratory,
University of Illinois at Urbana-Champaign, Urbana, Illinois 61801, USA
We present a detailed magnetic study of the Pr1/3Ca2/3MnO3 manganite, where we observe the
presence of small ferromagnetic (FM) domains (diameter ∼ 10 A˚) immersed within the charge-
ordered antiferromagnetic (AFM) host. Due to the interaction of the FM nanodroplets with a
disordered AFM shell, the low-temperature magnetization loops present exchange bias (EB) under
cooling in an applied magnetic field. Our analysis of the cooling field dependence of the EB yields
an antiferromagnetic interface exchange coupling comparable to the bulk exchange constant of the
AFM phase. We also observe training effect of the EB, which is successfully described in terms of a
preexisting relaxation model developed for other classical EB systems. This work provides the first
evidence of intrinsic interface exchange coupling in phase separated manganites.
PACS numbers: 75.60.-d, 75.30.Gw, 75.70.Cn, 75.47.Lx
I. INTRODUCTION
The search for improved materials for magnetic record-
ing and permanent magnets has been the driving force
for research work in the area of magnetic condensed mat-
ter physics.1 Artificially exchange-biased systems, like
ferromagnetic-antiferromagnetic (FM-AFM) multilayers,
have been widely studied, and they have been shown to
provide large saturation magnetizations (MS) as well as
high coercive fields (HC).
1 However, the usually small
exchange bias field (HE) is ultimately limited by the
ability of the system to create an uncompensated mag-
netization at the antiferromagnet interface (mi).
1,2,3,4,5
This interfacial magnetic moment induces a unidirec-
tional anisotropy on the ferromagnet, and depends on a
number of parameters including disorder, AFM domain-
and domain-wall-size, surface roughness, etc.6,7,8,9 A dif-
ferent kind of system, known as exchange-spring mag-
net was proposed by Skomski and Coey10 to provide
a rather large exchange anisotropy energy. In two-
phase nanocomposites, small soft-FM inclusions adopt
the anisotropy energy of a hard-FM matrix. Such a case
was observed in Nd2Fe14B/α-Fe alloys.
11 Similarly, ex-
change anisotropy interactions have been studied in an-
other large group of inhomogeneous materials presenting
FM-AFM interfaces, like Fe/Fe-oxide,12,13 Co/CoO,2,14
and Ni/NiO15 nanocomposites, spin glasses, etc.1
In the heavily studied manganites, inhomogeneous
magnetic phases are known to be at the root of the
colossal magnetoresistance effect.16 Considering the pres-
ence of FM-AFM interfaces, exchange anisotropy inter-
actions can also be expected in these materials. How-
ever, we are not aware of any study of interface exchange
anisotropy in inhomogeneous manganites so far. In this
paper, we present a meticulous magnetic study of the
Pr1/3Ca2/3MnO3 manganite, and show clear signatures
of interface exchange coupling of FM nanodomains im-
mersed in the AFM background. Through an analysis of
the shift of the magnetization loops at low temperatures,
we find that the surface exchange interaction is of AFM
nature, and its magnitude is similar to the bulk exchange
interaction within the AFM volume. Finally, we also ob-
serve a training effect of the exchange bias, which is suc-
cessfully analyzed using an existing relaxation model.
II. EXPERIMENT
The polycrystalline Pr1/3Ca2/3MnO3 compound was
prepared by the nitrate decomposition route, as de-
scribed elsewhere,17 from high purity Pr6O11, CaCO3,
and MnO. The final sintering process was made at 1500
◦C for 24 h, after which the sample was slowly cooled to
room temperature.
Magnetization (M) measurements were performed in a
Superconducting Quantum Interference Device (SQUID)
magnetometer with applied magnetic fields H up to 70
kOe in the temperature range 5 K≤ T ≤ 350 K. The tem-
perature dependence of the magnetization was measured
on warming with an applied field H = 10 kOe, in both
field-cooling (FC) and zero-field-cooling (ZFC) processes.
III. RESULTS AND DISCUSSION
A. Observation of phase coexistence and exchange
anisotropy
Figure 1 presents data of M/H as a function of tem-
perature for the Pr1/3Ca2/3MnO3 manganite. The phys-
ical properties of this compound are mainly determined
by the electrons on the Mn ions. There is a Mn core,
where three electrons are strongly coupled to a total spin
3/2. The Pr3+/Ca2+ ratio introduces one doping elec-
tron for every three Mn sites, responsible for the electri-
cal transport. The peak of M/H at TCO ≈ 273 K indi-
cates the charge ordering transition of the material,18,19
where the double exchange interaction is suppressed due
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FIG. 1: Susceptibility (M/H) of the Pr1/3Ca2/3MnO3 com-
pound as a function of temperature (H = 10 kOe). Inset:
M -H loop at T = 5 K, after field cooling the sample from
300 K with Hcool = 70 kOe.
to the localization of the charge carriers, producing a
large drop of the susceptibility. At a lower temperature,
the charge-ordered phase undergoes a paramagnetic-to-
antiferromagnetic transition at TN ≈ 155 K.18,19 The
inset of Fig. 1 shows the linear M(H) curve of the AFM
phase at T = 5 K. However, even though the overallM -H
response is as expected, the sample exhibits some pecu-
liar behavior when is cooled with an applied magnetic
field. The curve in the inset of Fig. 1 was measured after
cooling the sample from 300 K to 5 K with an applied
cooling field Hcool = 70 kOe. A more careful examina-
tion of these data reveals two notable features, namely
a hysteresis (coercivity) and a shift of the M(H) curve
from the origin, i.e. exchange bias. It is worth mention-
ing that the shift of the loops has the same magnitude
but opposite sign when the cooling field is negative, con-
firming the existence of the exchange bias phenomenon.
For Hcool = 0 the exchange bias effect goes away, while
the still-present coercivity is greatly reduced.
The two features clearly indicate that, superposed on
the predominant AFM signal, there is a minor FM com-
ponent showing the presence of small FM inclusions.
This FM component becomes evident in Fig. 2, where
we present the resulting magnetization (M∗) after the
AFM moment is subtracted. This intrinsic coexistence
of different magnetic phases is commonly found in many
manganese perovskite compounds in the whole range of
carrier doping, and is usually referred to as electronic
phase separation.16,17,18
As the magnetic field is reduced from the maximum
value 70 kOe, the ferromagnetic moment becomes nega-
tive at H1 ∼ −3.8 kOe, while on the increasing branch of
the loop M∗ changes sign at H2 ∼ −0.5 kOe. These two
fields define a coercive field HC = (H2−H1)/2 ∼ 1.6 kOe
and an exchange bias field HE = (H2 + H1)/2 ∼ −2.1
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FIG. 2: Resulting magnetization (M∗) vs H loop, after sub-
tracting the contribution of the AFM matrix (T = 5 K,
Hcool = 70 kOe). Inset: blow-up of the low-field region, show-
ing the determination of the remanent moments M1 and M2.
kOe. However, the values of H1 and H2 depend on the
value of the susceptibility used to subtract the AFM
background, thus preventing a precise determination of
HE . Alternatively, the exchange bias behavior can be
seen as a vertical shift of the M∗(H) loop, as evidenced
by the positive remanent magnetization obtained even
after recoil from a very negative reverse field (−70 kOe).
This effect is a manifestation of the presence of a uni-
directional exchange anisotropy interaction, which drives
the FM domains back to the original orientation when
the magnetic field is removed. Therefore, since for H = 0
there is no contribution from the AFM volume, we choose
to quantify the exchange bias effect using the remanent
magnetization. For this reason, we define the magne-
tization shift ME and the magnetic coercivity MC as
the “vertical axis” equivalents of HE and HC , respec-
tively. Naming as M1 and M2 the remanent magnetiza-
tions on the field decreasing and increasing branches of
the loop, respectively (as in the inset of Fig. 2), we define
MC = (M1 −M2)/2 and ME = (M1 +M2)/2 (for the
data shown in Fig. 2, MC ≈ 0.26 Gauss and ME ≈ 0.40
Gauss). With these definitions, MC and ME are quanti-
tative indications of coercivity and exchange bias, respec-
tively. Indeed, in the simplest model of single-domain FM
particles (that we assume in this work), a relationship be-
tweenME andHE can be easily derived. Considering the
magnetic moments switching by thermal activation over
the anisotropy barrier KV (K is the anisotropy constant
and V the volume of the particles), the exchange bias
field introduces an asymmetry in the activation energy
for the backward and forward switching such that
ME
MS
∼ −2νoτe−
KV
kBT sinh
(
µHE
kBT
)
(1)
3where MS is the saturation magnetization, νo ∼ 109
sec−1 is the switching attempt frequency, τ ∼ 102 − 103
sec is the typical measurement time, kB is the Boltzmann
constant, and µ is the magnetic moment of the FM parti-
cles. For a small enough magnetic energy (µHE < kBT ),
Eq. (1) can be rewritten as
ME
MS
∝ −HE (2)
indicating a direct equivalence betweenME andHE . Our
analysis in the next subsection shows that µHE/kBT is
always lower than 0.9, justifying a posteriori the use of
this relationship.
B. Origin of the exchange anisotropy: temperature
and cooling-field dependence
The fact that reverse fields as high as −70 kOe are
not able to produce a negative M2, indicates that the
exchange interactions giving rise to the described effects
must be of considerable strength. The origin of such
exchange anisotropy is revealed by the temperature de-
pendence of the magnetization shift, as presented in Fig.
3. In this case, the sample was cooled down from 300
K to 5 K with an applied field Hcool = 50 kOe, and
warmed back to the measuring temperature without re-
moving the applied field. At the appropriate tempera-
ture, the magnetization loop was measured between 50
and −50 kOe, from which ME and MC were calculated.
It can be seen that, as the temperature increases, the
magnetization shift vanishes right at the Ne´el temper-
ature of the AFM background, TN ∼ 155 K, while the
coercivity remains present up to the temperature marked
as T0, which is ∼ 30 K higher than TN and indicates the
onset of the FM component.
The temperature evolution shown in Fig. 3 is typical
of exchange bias systems.1,2,3,4,5,6,7,8,9 As the sample is
cooled through TN with an applied magnetic field, the
exchange interaction between the AFM phase and the
polarized FM phase induces an interface magnetic mo-
ment on the antiferromagnet (mi), which remains frozen
at lower temperatures.3,4,20 In turn, below the freezing
temperature Tf (≤ TN), mi provides the necessary pin-
ning forces (exchange anisotropy) to drive the ferromag-
net back to a positive remanence on recoil. Then, the ex-
change bias behavior, observed through the appearance
of a distinctive magnetization shift, is induced by the in-
terface exchange coupling between the FM domains and
the charge-ordered AFM background.
Although the magnetization shift first develops at
TN ≈ 155 K, it is useful to note that the main freez-
ing temperature of the system is Tf ∼ 35 K. The inset
of Fig. 3 shows the temperature dependence of the ra-
tio MFC/MZFC , the magnetization of the material mea-
sured in FC and ZFC processes, respectively. The in-
crease of this ratio below Tf is due to the enhancement
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FIG. 3: Temperature dependence of ME and MC , showing
the onset of exchange bias and coercivity at TN and T0, re-
spectively. Inset: ME and the ratio MFC/MZFC at low tem-
peratures. Both quantities sharply increase below the freezing
temperature, Tf ∼ 35 K.
of the magnetic irreversibility induced by the freezing of
the surface spins. Simultaneous with the upward turn of
MFC/MZFC , ME also exhibits a steep increase of more
than one order of magnitude below ∼ 35 K. This indi-
cates that a small number of interfaces start to freeze
at TN , but the dominant contribution to the low tem-
perature ME comes from domains with Tf ∼ 35 K. The
existence of low-Tf spins has been also observed in other
systems,3,12,13,21,22,23 and have been attributed to glass-
like phases occurring in spin-disordered surfaces around
the ordered particles.12,13,21,22 Indeed, the irreversibility
shown by the ratio MFC/MZFC is a fingerprint of the
glassy behavior in nanoparticles systems. In this context,
a partial alignment of the glassy spins leads to the inter-
face moment mi, and the temperature Tf is a measure
of the energy barriers separating multiple spin configura-
tions of the glass-like phase.
In order to get some insight into the properties of this
exchange biased system, we studied the cooling field de-
pendence of ME . For each data point shown in Fig. 4,
the sample was cooled from 300 K to 5 K with the applied
cooling field, and a hysteresis loop was measured between
70 and −70 kOe. As shown in this figure, ME presents
a smooth increasing dependence with Hcool, which satu-
rates at high cooling fields.
The exchange bias field is usually thought as the bal-
ance between the Zeeman energy of the FM particles
and the surface energy due to the interface exchange
interaction,2,6 i.e.,
NvgµBHE = −NiJi
mi
gµB
(3)
Nv and Ni are the number of spins inside the FM vol-
ume and on the disordered AFM shell, respectively, thus
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FIG. 4: Cooling field dependence ofME . The solid line is a fit
with an exchange interaction model between the FM domains
and a disordered AFM shell (see text).
HE depends, as expected, on the surface-to-volume ratio.
The surface exchange constant is represented by Ji, g ≈ 2
is the gyromagnetic factor, and µB is the Bohr magneton.
From Eq. (3), the usual Meiklejohn-Bean expression2 for
FM-AFM bilayers is easily recovered by making the ap-
propriate replacements, e.g. Ni/Nv → a/tF , where a is
the out-of-plane lattice parameter and tF the thickness
of the FM layer.
For small cooling fields, the coupling of the interface
moment to the FM volume dominates over the coupling
of mi to Hcool, implying that the surface spin configu-
ration minimizes the surface energy and Jimi > 0, pro-
ducing a negative HE . However, it has been shown that
for AFM couplings (Ji < 0), a large enough cooling field
could prevail and flip the interface moment, producing a
positive mi at the freezing temperature and changing the
sign of the exchange bias field.24 Assuming 1-to-1 core-
shell spin interactions, these competing energies can be
described in an effective magnetic field acting on the in-
terface moment during the freezing process as
Hef =
Ji
(gµB)2
mF (Tf ) +Hcool (4)
with mF (Tf ) the magnetic moment per FM spin at the
freezing temperature. For our small magnetic domains,
we assume mF (Tf ) = µo L(x), where µo ≈ 3 µB is
the magnetic moment of the Mn core spin, L(x) is the
Langevin function, x = µHcool/kBTf , and µ = Nvµo. At
lower temperatures, because of the glassy behavior of the
surface spins the interface moment mi (∝ Hef ) remains
frozen, inducing the exchange bias response. Therefore,
combining Eqs. (2), (3), and (4) we obtain
−HE ∝
ME
MS
∝ Ji
[
Jiµo
(gµB)2
L
(
µHcool
kBTf
)
+Hcool
]
(5)
In this equation, the competition between the exchange
interaction and the cooling field becomes evident. For
small Hcool the first term usually dominates, and HE
(< 0) depends on J2i . However, for large cooling fields
the second term (∝ Ji) becomes important, and for
Ji < 0 the absolute value of HE could decrease
12 or
even more, it could change sign, as observed in previ-
ous works.24 In Fig. 4, the solid line corresponds to a
fit to Eq. (5) with Ji and Nv adjustable parameters,
which indicates a quite good agreement of the experimen-
tal data with the simple model described above. More-
over, the agreement is not only qualitative but also quan-
titative. The exchange constant obtained from the fit
was Ji ≈ −1.7 meV. This coupling constant indicates an
AFM coupling between the FM domains and the AFM
host, explaining the tendency of ME/MS towards a re-
duction at high Hcool. On top of this, a mean field esti-
mation of the exchange interaction for an antiferromag-
net with TN = 155 K gives J ≈ −1.8 meV, in excel-
lent agreement with the value obtained. This indicates
that the exchange interaction within the AFM volume
extends across the boundary with the FM domains with-
out noticeable changes. Further, the number of spins per
FM droplet is Nv ≈ 11 (µ ≈ 33 µB), corresponding to
a droplet diameter D ∼ 10 A˚. This kind of FM nan-
odomain was already observed in the La1−xCaxMnO3
manganite25 and in La0.94Sr0.06MnO3,
26 where small an-
gle neutron scattering experiments show the presence of
FM droplets with the same characteristic size, and a den-
sity of domains n ∼ 10−5 A˚−3. In our Pr1/3Ca2/3MnO3
sample, an estimation of the density of FM droplets can
be made from the saturation magnetization, which can
be written as
MS = nµ (6)
With MS ∼ 2.8 Gauss obtained from Fig. 2, we esti-
mate n ∼ 0.9 × 10−5 A˚−3, which is very similar to the
mentioned neutron scattering results. This density of
droplets implies that the FM phase occupies only around
0.5% of the volume of the material, explaining the almost
imperceptible FM signal that superposes on the AFM
magnetization.
At this point it is worth noting that, although in pre-
vious works the small interface moment mi has been de-
tected by different techniques,3,4,5 in our case this mo-
ment is negligible as compared to ME . An estimation
from Eq. (3) indicates that the maximum contribution
of the interface is mi ≈ −0.027 µB per surface spin. This
represents only a 0.9% of the maximum possible value
(3 µB), in coincidence with measurements in other dif-
ferent systems.3 This mi is indeed much smaller than
the shift of the loops, which is ∼ 0.42 µB per FM spin
(ME/MS ∼ 0.14) at the same cooling field. Moreover,
while mi is negative the measuredME is always positive.
Therefore, the magnetization shift measured in our sys-
tem corresponds almost in its entirety to the remanence
of the FM domains, as assumed in our analysis.
5The exchange bias phenomenon observed in our ma-
terial would be similar to that taking place in artifi-
cially fabricated nanocomposites,2,12,13,14,15 where FM
nanoparticles are surrounded by the AFM oxide. This
kind of core-shell interaction has been shown to provide
quite strong magnetic anisotropies. In our case, using
ME/MS ∼ 0.14 and HE ∼ −2 kOe (for Hcool = 70
kOe), from Eq. (1) we can estimate an anisotropy con-
stant K ∼ 3 × 107 erg/cm3. This is a quite impor-
tant magnetic anisotropy, two orders of magnitude larger
than the usual magnetocrystalline anisotropy measured
in bulk FM manganites.27 It is clear that this notable
anisotropy constant is related to the particular mag-
netic configuration of the Pr1/3Ca2/3MnO3 compound.
In spring-magnet materials, it has been shown that the
exchange anisotropy increases when the soft-FM domain
size decreases, acquiring the anisotropy energy of the
hard-FM matrix.10,11 Similarly, the exchange bias phe-
nomenon is related to the surface exchange interaction
between the FM and AFM phases. Therefore, it is widely
accepted that, in nanocomposite materials, K is pro-
portional to the surface-to-volume ratio of the FM do-
mains. In the case of our nanometric FM domains, where
Nv ∼ 11, the ratio Ni/Nv is close to 1, being compati-
ble with the high anisotropy constant estimated. Elas-
tic effects in the charge-ordered phase tend to produce
not spherical but elongated secondary phases,18,28 there-
fore a shape anisotropy energy could be also contributing
to the anisotropy constant. From the structural point
of view, the strength of the exchange anisotropy is in-
fluenced by the existence of surface strain and atomic
displacement. This disorder modifies the interface ex-
change constant,6,8 and could be particularly relevant in
nanocomposites where the constituents are structurally
and chemically different. However, our manganite is an
intrinsic nanocomposite, where the FM droplets appear
naturally embedded in the AFM background and where
structural and chemical differences should be less impor-
tant. As a consequence, the obtained interface exchange
constant is as large as in the bulk of the material, favoring
a high exchange anisotropy as well.
C. Training effect
In exchange bias systems, a gradual decrease of the
anisotropy interaction is commonly found as the mate-
rial is continuously field-cycled; the so-called training
effect.1,8,13,29,30,31 As a result, the exchange bias and the
coercive fields decrease with increasing loop index num-
ber. In our manganite, the training effect is also present,
as shown in Fig. 5. This figure presents the consecutive
M∗-H loops measured for fields between 70 and−70 kOe,
after the sample was field-cooled with Hcool = 70 kOe
(only loops with index number λ = 1, 2, 6, and 16 are
shown). The relaxation of the magnetization shift is evi-
dent and, as shown by the evolution of ME with λ (Fig.
6), this relaxation is particularly important between the
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FIG. 5: Consecutive magnetization loops showing the training
effect of the exchange bias. These data were measured after
cooling the sample with Hcool = 70 kOe.
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FIG. 6: The open circles are the experimental data of mag-
netization shift (ME) vs loop index number (λ). The solid
triangles correspond to a fit with a recursive law, that results
from a discretized relaxation model. Inset: ME vs 1/
√
λ,
showing the linear behavior usually obtained. The line is a
least squares fit.
first and second loops, where ME falls by ∼ 20%.
The training effect has been explained in terms of the
demagnetization of the AFM surface moment mi.
13,29,31
As the FM domain switches back and forth under the
influence of the applied field, a relaxation of the surface
spin configuration towards the equilibrium is induced due
to the surface drag of the exchange interaction. This is
particularly relevant for glass-like phases, where multiple
spin configurations are available. Indeed, it has been
shown that magnetic frustration and the existence of
6multiple easy axes orientations on the AFM counterpart
of the FM/AFM interface are essential for the occurrence
of training effects.31
The usual experimentally observed relationship be-
tween ME and λ is given by
ME(λ) −M eqE ∝
1√
λ
(7)
where M eqE is the equilibrium magnetization shift. As
shown in the inset of Fig. 6, this equation holds for
λ ≥ 2, with M eqE = 0.247 Gauss. However, as already
stated in previous works29 this equation holds only for
loop indices λ ≥ 2, and cannot explain the steep relax-
ation between the first and second loops. In recent work
Binek,29 using a discretized relaxation model deduced a
recursive formula that relates the (λ + 1)-th loop shift
with the λ-th one as
ME(λ + 1) =ME(λ)− γ(ME(λ)−M eqE )3 (8)
with γ a sample dependent constant determined by mi-
croscopic parameters like the spin damping constant.
With this simple relationship, and using γ = 17.5
Gauss−2 andM eqE = 0.235 Gauss, the whole set of data is
reproduced (solid triangles in Fig. 6), including the large
initial drop of ME. From Eq. (7), the recursive law is
recovered for λ≫ 1, therefore explaining its applicability
in this regime.
IV. CONCLUSIONS
In summary, we provide the first evidence of intrinsic
interface exchange coupling in phase separated mangan-
ites. Our magnetization measurements show the coexis-
tence of a predominant charge-ordered AFM phase and
a minor FM component in the Pr1/3Ca2/3MnO3 com-
pound. Furthermore, after cooling the sample through
the Ne´el temperature with an applied magnetic field this
manganite presents exchange bias. This is clearly re-
vealed by a distinctive magnetization shift (ME) in the
remanence of the M -H loops. The cooling field depen-
dence of ME at low temperature was successfully ana-
lyzed in terms of a simple exchange interaction model
between FM nanodroplets of ∼ 10 A˚ in size and a disor-
dered (glassy-like) AFM shell. The observed training ef-
fect of the exchange bias can be described with the same
relaxation model used for other classical exchange bias
systems, indicating a similar mechanism for exchange
anisotropy. Moreover, the anisotropy constant deduced,
K ∼ 3 × 107 erg/cm3, is two orders of magnitude larger
than the magnetocrystalline anisotropy of other common
FM manganites. This large anisotropy energy opens a
new possibility for the development of hard FM mate-
rials, where important exchange anisotropy interactions
are introduced by intrinsic inhomogeneities that natu-
rally occur in phase separated magnetic materials.
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