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a general project network
the set of nodes in G(N,E)
the set of arcs in 6(N,E)
an individual arc, a member of E representing
an activity
the duration of activity (i,j)
the resource requirement of activity (i,j)
the latest start time for activity (i,j)
the quantity of resources available for use by
project activities
an index of the elapsed time since the project start
the eligible set at T ; the set of unscheduled
activities all of whose predecessors have been
completed by T
the jth maximal subset of Y
T
the earliest completion time of an activity if
S- were scheduled to begin at T
the eligible set at t^, conditional on scheduling
S. at T °
J
a subgroup of Y
T
containing those S-'s whose Y^
is a proper subset of S. °
a subgroup of YT containing all members not in B
the subset selected for scheduling
a sub-category of B or C which contains those S-'s




a sub-category of B or C which contains those S-'s
whose Y:J requires no more than the resources to bea
available at t
o
the earliest completion time of an activity




There exists an extensive literature concerned with
project scheduling in its various forms. References 1 and 6
provide basic expositions on the procedures and bibliographies
on network planning and scheduling techniques. A large
portion of this literature deals with the Critical Path
Method (CPM) and extensions of it. Within its assumptions,
CPM provides an optimum solution to the problem of finding a
feasible schedule of shortest length. The use of CPM requires
the assumption that the various project activities are inde-
pendent to the extent that, within the limits defined by
precedence relationships, activities can occur simultaneously
with all other activities. In the case of limited resource
availability, this assumption does not necessarily hold and
the procedure is not appropriate.
Solution procedures for the case in which resources are
restricted can be segregated into two basic categories.
Exact methods search for an optimum solution but may require
great computational effort. Heuristic procedures seek good,
not necessarily optimum, solutions while minimizing computa-
tion.
There are two basic types of exact procedures. The
problem could be formulated as an integer program [1], with
an objective of minimizing a function reflecting schedule
8

length and constraints concerning resource requirements,
precedence relationships and activity continuity. A formula-
tion for a moderate sized project might require thousands of
variables and constraints. For example, a project with 55
activities using 4 types of resources with a time span of 30
days has 6,870 constraints and 1,650 variables (not counting
slack variables or the additional equations and variables
necessary to assure an integer solution [1]).
Alternatively, an enumeration method [2], [3] might be
used. These, in effect, determine and consider all possible
feasible solutions and select one with the minimum length.
Even using successively smaller bounds to eliminate obviously
poor solutions, a moderately sized project might consider
hundreds or thousands of alternatives.
Heuristic methods for resource allocation sacrifice the
guarantee of an optimum solution by considering a small subset
of all feasible solutions. The most popular algorithms are
found in references 1 and 6. The particular subset of feasible
schedules considered is determined by the choice of a priority
rule for selecting activities for scheduling of which there
are numerous varieties in open literature. Davis and
Patterson [5] describe and compare seven of these with the
optimum with respect to their performance on 83 projects
consisting of 20 to 27 activities. Their results indicated
that rules based on activity slack, activity late-finish-time
or a measure of activity delay had the best performance as
measured by the average percentage increase in schedule length

over the optimum length. Their average increases ranging
from 5.6 to 6.8 percent. The penalties associated with using
heuristic methods were also indicated by their results which
show that scheduling according to minimum activity slack
produced the smallest mean increase (5.6 percent) with the
third smallest standard deviation (6.1) and still produced
14 of 83 schedules which were more than ten percent longer
than the optimum (including one which was 24 percent longer).
Finally, they provide a proof of the equivalence of the
schedules generated by minimum activity slack rules and
minimum activity late start rules, as based on ordinary
network procedures. Reference 4 provides an extensive
bibliography on both exact and heuristic procedures.
B. OBJECTIVE AND SCOPE
The purpose of this paper is to present an heuristic
algorithm for scheduling projects with a single constraining
resource and a constant resource availability which attempts
to eliminate suboptimal i ties produced by algorithms using
minimum activity slack or late finish rules. These subopti-
malities are caused by a failure to consider the consequences





A project is considered to consist of m separate
completely-identifiable activities. Each activity is charac-
terized by three attributes:
(1) duration - the time required to perform the
activity;
(2) resource requirement - the level of resource usage
in each period of activity duration;
(3) immediate predecessors - a set of project activities,
the completion of which must chronologically precede without
intervention of other activities, the start of the subject
acti vi ty
.
It is assumed throughout this paper that activities once
started must continue without interruption until their comple-
tion. Resources are assumed to be of a single type and
homogeneous in quality. An activity's resource demand is
assumed to be constant for its duration.
From the precedence relationships it is possible to
deduce for each activity, a set of immediate successors. The
members of this set can be started no sooner then the time
of the activity's completion. All activities without prede-
cessors are called starter activities and all activities




A project may be represented by a connected network
G(N,E), where N is a set of nodes and E is a set of arcs.
Let the set of integers i=0,l,...,n represent the nodes and
the two-tuples (i,j) (i=0 ,1 , . . . ,n-l ; j = l ,2 , . . . ,n *, i^j)
represent the arcs. The node corresponds to the network's
initial node and node n corresponds to its terminal node.
Arcs are assumed to be directed from node i, called the
initial node, to node j, called the terminal node. It is also
assumed, for notational ease, that if there exists an arc
between nodes i and j, regardless of orientation, then it is
unique. If initially a conflict occurs, an additional node k
can be created and made the terminal node of one of the arcs.
Thus (i,j) becomes (i,k), and an arc (k,j), called a dummy,
should then be created to maintain the precedence relation.
In a network which correctly represents a particular
project, there exists a one-to-one correspondence between the
project's activities and the network's arcs according to the
fol 1 owi ng rul es .
(1) All starter activities have as their initial node;
i.e., they are of the form (0,j).
(2) All final activities have n as their terminal node;
i.e., they are of the form (i,n).
(3) All other activities are of the form (i,j), where
their immediate predecessors are (a,i), and their immediate




(4) Each arc is characterized by the duration (d..) and
resource requirement (r..) of its associated activity.
(5) Dummy arcs have zero durations and resource
requirements .
C. DEFINITION OF NETWORK CRITICAL PATH AND ACTIVITY LATE
START TIMES
Consider the maximum duration tree rooted at node of
the project network G(N,E). Associate with each node i a
value ES . which is the sum of the durations of the activities
lying on the path between node and node i. This value
represents the earliest time after the start of the project
that it will be technologically possible to start activities
having i as an initial node. Thus ES is the smallest amount
n
of time in which it is technologically possible to perform
the entire project. The path from node to node n which
generates ES is called the critical path,
n
Now consider the maximal duration tree rooted at n.
Associate with each node j a value L. where L =ES and, for
3 n n
J5*n, L.=L -1 . (1. is the length of the longest path between
J II w w
nodes j and n). Assign to each arc (i,j) a value LS..=L.-d..
which is the latest time that activity (i,j) can be started
without extending the length of the schedule. Moder and
Phillips [6J provide an algorithm to determine these values.
Figure 1 represents a typical arc with its associated
characteristics, predecessors and successors. Solid arrows






Figure 1. Representative arc
D. RESOURCE AVAILABILITY
Associated with the project is a value (A) which repre-
sents the amount of the single scarce homogeneous resource
available in each time period. Throughout this paper it is
assumed that this value is constant. With this assumption,
a necessary condition for the existence of a feasible schedule
is that A >_ max {r . . }
.
E. PROJECT SCHEDULES
A project schedule is defined to consist of a set of
assigned start times for each of the activities in the project.
It is assumed that the project is started at time 0, so that
F. the project completion time, is equivalent to the schedule's
length. Associated with any schedule is a vector
Q = (q, ,q 2 ,. . . ,q F ) , where q. represents the level of resource
usage in time period t-l,t.
A feasible schedule is defined to be a project schedule
in which:
(1) all technological constraints are observed;
(2) q t ^A,fort=0,l,...,F;
(3) the schedule length is finite.
14

An optimum schedule is a feasible schedule whose length is at
least as short as the length of any other feasible schedule.
F. TIME-SCALED NETWORKS
For purposes of clarity and simplicity, a project sche-
dule will be illustrated by a device called a time-scaled
network. This is a combination of a Gantt Chart, in which
activities are displayed along a horizontal time scale, and
a project graph depicting precedence relationships. Figure 2
is an example of a time-scaled network.
1 2 3 4 5
<$- <>
-»© *<3) \ N
Figure 2. A time-scaled network.
The scale along the top is marked off in unit time periods.
Solid arrows represent project activities with their tail at
their assigned start time, their head at their completion time
and their length scaled to their duration. Dashed lines
indicate that an activity has slack and help maintain prece-
dence relationships. The numerals in circles are the network
nodes and are located at the earliest assigned start time of
the activities for which they are an initial node. Activity
starts and completions at other than project nodes are indi-
cated by. solid dots. Each arc has a number above it which





Generally, heuristic scheduling algorithms consist of
three basic steps. In the initial step, any parameters used
by the algorithm are set to their starting values. The
second or general step determines the set of eligible activi-
ties (those whose predecessors have been completed) and then
selects and schedules a subset of the eligible activities
which satisfies the resource constraints. Finally, there is
a bookkeeping step where the stopping conditions are tested
and, if they are not satisfied, the parameters are incremented
and control is returned to the general step.
The heart of an heuristic algorithm is its procedure for
selecting the particular subset of eligible activities to be
scheduled. At any particular time t, there are several bits
of information available for consideration. These are the
three attributes of each of the activities of the eligible set
and of the set of activities previously scheduled and which
will be completed after time t, and the late start times for
the members of the eligible set. In general, the effective-
ness of an algorithm is directly related to the amount of
information considered and the degree of foresight exercised.
In the quest for algorithmic simplicity, a typical
procedure considers,






(2) possibly a second numerical parameter to break ties;
and
(3) the previously scheduled activities only so far as
they decrease the resources currently available. Rarely, if
ever, is information about the successors considered. The
activity late start time is the only parameter which contains
any information about the future.
When the typical heuristic algorithm selects a feasible
subset of the eligible set of activities, if first ranks the
members of the eligible set according to its particular
decision parameter. Activities are then considered one at a
time in order of decreasing rank and if there are sufficient
resources available it becomes a member of the subset and
resources are obligated for its scheduling. This continues
until either all activities have been considered or all
resources have been obligated. The process has two weak-
nesses. First, large amounts of resources can remain idle in
the current period which could be utilized if the activities
were considered in a different order. Secondly, because it
is shortsighted, the delayed activities may not be schedulable
in the next period and will be delayed again, or savings
contributed by scheduling successors with members of the
current eligible set may be missed.
When a different ordering of activities would result in
an increase in the total usage of resources over the two
periods a suboptimal i ty occurs. Consideration of both the
eligible set and its successors would avoid this suboptimal ity
17

Consider Figure 3, in which the use of a minimum late
start rule generates such a suboptimal i ty
.
A*3





Figure 3b. Schedule generated using min LS..
O" I 2 3 A
ft <) ! »>
*©
Figure 3c. Optimum schedule.
The min LS rule schedules (0,2) at T=0. Insufficient
resources exist to schedule (0,1) so it is delayed, and the
resulting schedule is five units long as shown in Figure 3b
Figure 3c shows the results of scheduling (0,1) first. It
is obvious that no activity can occur simultaneously with
(0,1). However, activities (0,2) and (1,2) can function




The proposed algorithm is based upon consideration of
both the current set of eligible activities and the members
of the eligible set at the next decision point. The algorithm
attempts to generate a minimal length schedule indirectly by
maximizing the average utilization of resources over the two
periods of consideration.
In situations for which there are insufficient resources
to schedule all of the currently eligible activities, an
initial goal is to try to introduce new activities at the
next decision point. This serves to arbitrarily define the
successors of a feasible subset which does not add activities
to the next eligible set as low priority and seeks to avoid
a situation in which there are gross amounts of unused resources
at the next decision point. By accepting a possibly lower
level of resource usage now, it is hoped that the increase in
the number of options, represented by the activities added to
the next eligible set, will return a bonus in the form of an
increase in resource usage in the future and raise the average
usage over the two periods.
This impact is most explicit when selecting between a
final activity and one with a successor. The partial network
in Figure 4 illustrates this situation. If (a,d) and (c,d)
are simultaneously schedulable, then the smallest increment
to the schedule's length will be achieved by scheduling (b,c)
19

Figure 4. Project termination case.
first, resulting in an increment of d. + max(d .,d .). Thebe ad cd
alternative of scheduling (a,d) first contributes an increment
of length d . + d. + d . which is necessarily longer if none
of the activities have zero duration. In the case in which
(a,d) and (c,d) are not simultaneously schedulable, the
increment contributed by scheduling either (a,d) or (b,c)
first is d , + d. + d , and the specific decision is inconse-
ad be cd r
quential. Therefore, given that a final activity and an
activity with a successor cannot be concurrently active, the
shorter schedule will always be achievable by scheduling first
the activity with the successor.
A secondary goal of the algorithm is to schedule activi-
ties which require a large amount of the available resources
as soon as possible, rather than as many activities as is
possible at each step.
Consider an example in which the eligible but infeasible
set consists of four activities which can be divided into two
subsets, each of which is feasible. Suppose one subset
contains a single activity which requires all of the available
resources in any period, and the second consists of the other
three activities. The single activity set is going to have
20

to be scheduled by itself sometime. If it is scheduled as
early as possible then the rest of the network will be delayed
until its completion. Scheduling the three-activity set
first would delay the single activity at least as long as the
duration of the longest of the three activities. The poten-
tial exists that resources not needed by the second set will
remain idle rather than being used by the single activity's
successors until a subsequent time period when the single
activity can again be scheduled. The implication is that
bottleneck activities should be scheduled as soon as possible;
the algorithm tries to do this. The exception occurs when
the single activity is a final activity, we have shown that
it can be delayed until last without effecting the length of
the generated schedule.
At a particular point in the scheduling process, when
the eligible set contains m members, there are a total of 2 m
different subsets of the eligible set, including the null set
and the set itself. Even after eliminating those requiring
more than the available resource, the number remaining may
still be considerable. Therefore, arbitrarily, any subset
which is again a proper subset of one of the remaining
feasible subsets will be immediately dropped from further
consideration. The final result is a set whose members are
called maximal feasible subsets of the eligible set. These
are the only subsets of the eligible set considered by the
algorithm. Although it is possible to generate examples in
which choosing a maximal subset leads to a suboptimal
21

schedule, the evidence indicating such a suboptimal i ty










3. If there are sufficient resources available to
schedule all of the activities in Yy , do so. Go to Step 6.
Otherwise, examine all subsets of Yj for which sufficient
resources are available, and for which it is not possible to
include another member of Y
T
without exceeding the available
resources. Call these maximal subsets: S-, , S 2 ,...,S.. If
there exist no maximal feasible subsets of Y
T ,
go to Step 6.
4. For each of these subsets S,, determi ne. t[j , the
earliest completion time of an activity, either a member of
S- or previously scheduled and not yet completed, given that
S. is scheduled at time T. At t J , determine the set of
J o
activities previously scheduled and active beyond tjj and the
set of YJ , the set of activities that can begin at tj if S.
is scheduled at time T.
5. For each subset S., examine its Y;J . If y2 is a
proper subset of YT ; place S. in subgroup B, otherwise place
S. in subgroup C.
a. If C is empty, go to e.
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b. Examine each S. in C. If it will be possible
to schedule all of the activities in yJ at tjj ; place S. in
o
J
category CY. Otherwise, place S. in category CN.
c. If CY is empty, to to d. Otherwise, select
*
S. from CY, according to the following criteria,
j
*
(1) Denote S. as the subset containing the
activity of shortest duration.
(2) If ties exist, of the subsets containing
*
an activity of shortest duration, denote S. as the subset
containing the activity of second shortest duration. Continue
this process, considering the third, fourth, etc. activity of
shortest duration until either a unique subset remains or all
of the activities of the subset with the fewest members have
been tested.
ie
(3) If ties still exist, denote S. as the
remaining subset which utilizes the most resources.
Schedule all of the activities in S. and Y:J . Go to Step 6.
J
o
d. Select S. from CN as the one containing the
activity with the greatest resource requirement. In the case
of ties, use the criteria in c to select from among the tied
subsets. Schedule all of the activities in S-. Go to Step 6.
e. If, for some S. in B, it will be possible to
schedule all of the activities in Y:J at t^; place S. in
o
3
category CY; otherwise place S. in category CN. Continue
until all S- in B have been categorized. Go to c.
23

6. If all project activities have been scheduled, STOP
Otherwise, determine t , the earliest completion time of all
activities previously scheduled and not completed by time T.




Select the set of
activities that can
start at T: YT
NO Are resources available to
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Consider the network shown in Figure 6. The numerical
quantities associated with each arc (i,j) are:
LS . . (d. ./r
. . ) . The problem is to generate a minimum duration
project schedule for a resource availability A=3.
Figure 6. Example network
The steps of the algorithm for solving this problem are:
Step 1. T=0; Y
Q
= { (0,1 ) ,(0,2)} ; z r.. = 5 > 3.
Y
Y Q requires more than the available resources, therefore
enumerate the maximal feasible subsets and for each determine
t and Y. .
*o
(1) S, = ((0,1)}; t! = 2; y! = {(0,2), (1,3)};






= {(0,2)}; t 2Q = 1; Y* = {(0,1), (2,4), (2,5)};
zr., = 4 > 3.
i j
1 2
Both Y« and Y-. will require more than the resources to be
available, therefore schedule S« which contains the activity
requiring the most resources, t = 1 = T.
Step 2. T = 1; Y
]
= {(0,1), (2,4), (2,5)};
I r . . = 4 > 3.
T
o
The eligible set Y, requires more than the available resources,
therefore enumerate the maximal feasible subsets and for each




= {(0,1), (2,4)}; t lQ = 3;
Y3 = {(1,3), (4,6), (2,5)}; zr.. = 3
(2) S
2
= {(0,1), (2,5)}; t ZQ = 3
Y^ = {(1,3), (2,4)}; zr.. = 3.
(3) S
3
= {(2,4), (2,5)}; t 3Q = 3;
Y3 = {(0,1), (4,6)}; zr^ = 4 > 3
28

All three subsets lead to the introduction of new activities
1 2into the decision process and both of Y~ and Yt will be com-
pletely schedulable at their respective t . Both S-, and S«r r o 1 2
contain (0,1) as the shortest activity, but since (2,4) of S-,
is shorter than (2,5) of S
2
, schedule S-j . Since Y 3 is
schedulable, schedule its activities at t . The time of the
next activity completion, t , is 6. At T=6, activities (1,3)
and (4,6) will still be active, therefore the available
resources (R) will be one (1) unit.
Step 3. T = 6; Y<- = {(5,6)}; I r, . = 1 = R.ij
All of the activities in Y
g
can be scheduled without exceeding
the available resources. Schedule the activities in Y c .6
Thus, t = 7. All previously scheduled activities are
completed by T=7.
Step 4. T = 7; Y
?
= {(3,6), (3,7)}; Z r
j
= 4 > 3.
The eligible set Y-, requires more than the available resources,
therefore enumerate the maximal feasible subsets and for each
determine t and Y. .
(1) S
1
= {(3,6)}; t] = 9; Y ]
g
= {(3,7), (6,7)}; sr.j = 3.
(2) S
2




In this case, Y-.^ is a proper subset of Yy and S
2
is assigned
to subgroup B. Since Y
g
is not a proper subset of Y
7
, S-, is
assigned to subgroup C. All of the activities in Y
g
can be
scheduled at t = 9, so S, is placed in category CY. As the
unique member of CY, schedule S-. . Schedule the activities of
Yg. All project activities have been scheduled, therefore
STOP.
Figure 7 presents the time-scaled project network for
the generated schedule (which also happens to be the optimum
schedule). Figure 8 is the time-scaled network for the
schedule generated using the heuristic algorithm due to
Brooks (in Moder and Phillips [6]) based on scheduling


























































































V. SUMMARY AND DISCUSSION
A. SUMMARY
An algorithm is proposed for scheduling project networks
having a single type of constraining resource and a constant
level of available resources. The algorithm seeks to generate
a minimum length schedule indirectly by maximizing the average
resource utilization over the two time intervals represented
by the current decision point and its successor. An attempt
is made to schedule all of the eligible activities within the
resource constraints, failing this all maximal feasible sub-
sets of the eligible activities are considered. Where
possible, the algorithm considers only those subsets which
introduce new activities at the subsequent decision point.
B. DISCUSSION
The simultaneous scheduling of activities becomes an
important factor in the scheduling process when there is a
mixture of activities which individually require most of the
resources available in any period and activities requiring
few resources. In these situations, the order in which
activities are considered for scheduling can gre-atly effect
the percentage of the available resources used in a period.
Suppose a choice between two activities is made by a priority
selection scheme such as late start times, and that an
activi ty" using only a small portion of the available resources
32

is selected first. If the other activity requires all of the
available resources, then it cannot be scheduled until the
first activity is completed. The unused resources over the
duration of the first activity are effectively lost. If
however, the first activity is delayed until completion of the
second then it could possibly be scheduled at the same time as
a successor of the second activity. By scheduling in this way
the unused resources would be not more than for the previous
schedule; they, hopefully, would be less. The proposed
algorithm, by explicitly considering all activity orderings,
seeks to avoid these suboptimal i ties .
The main disadvantage of using the proposed algorithm is
the great increase in computational effort over a simple
heuristic such as the Brooks algorithm [6]. Let m be the
number of activities in the eligible set. If the set is
infeasible, the number of subsets to be analyzed can vary
between a lower bound of m and an upper bound of
ml ml





> when m 1 s odd -
itk . f m
(5)1 (£)! (^)l (^)
These upper limits occur when eyery activity requires exactly
one unit of the resource and there are sufficient resources to
schedule half of the activities. Here the simultaneous
scheduling of activities has no impact on the generated
schedule length since any ordering of activities will permit
complete use of the available resources. The speed with which
an algorithm generates a schedule is directly proportional to
the number of subsets it considers at each iteration. The
33

Brooks algorithm considers only one subset at each step, so
at best the proposed algorithm is m, the average number of
activities in an eligible set, times slower.
34

VI. EXTENSIONS AND AREAS FOR FURTHER STUDY
A. MULTIPLE TYPES OF CONSTRAINING RESOURCES
In its current form, the algorithm could be used to
schedule projects with more than one type of constraining
resource. A problem arises when no successor set is feasible.
In this case the secondary criteria specifies that the subset
containing the activity which requires the most resources be
scheduled. When there is more than one constraining resource,
this does not necessarily accomplish its intended objective
of scheduling bottleneck activities as early as possible.
For example, consider a situation in which there are two
maximal feasible subsets which are identical except for one
activity. The first subset contains an activity which
requires two units of a resource of which there are always
ten units available. The other subset contains an activity
which requires one unit of this same resource and one unit of
a resource of which there is only one unit ever available.
All other activities require one unit of the first resource.
The rule would select the first subset for scheduling because
it had an activity which required two units of a resource but
the second activity is clearly the bottleneck.
Modifying the rule to schedule the subset containing the
activity requiring the highest percentage of an available
resource again fails to achieve the results because of the
possibility of different relative resource scarcities.
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Consider an example in which there are two types of constain-
ing resources. One resource, with five units available, is
extremely scarce such that period after period there are
insufficient resources to schedule all of the eligible
activities. The other resource, with two units always avail-
able, is relatively plentiful because only two activities in
the entire project require it (it is constraining because
these two activities cannot be scheduled simultaneously).
Using the modified rule, a subset containing an activity
which required both of the available two units of the plenti-
ful resource -and none of the other would be selected over
another subset containing an activity which required only four
units of the scarce resource and one of the other. The
activity using the scarce resource is the true bottleneck
activity in this situation even though it requires a smaller
percentage of its respective resources. Additional study is
required to resolve these types of conflicts.
B. VARIABLE RESOURCE AVAILABILITY PROFILES
The algorithm as it stands will handle the case of
variable resource profiles. The efficiency of the results
may be enhanced if additional consideration is given to the
implications of particular profile shapes. For example, if
the level of available resources is monotonically increasing
it may be advantageous to delay scheduling activities which




The advantageous characteristic of the Brooks algorithm
is the speed with which it generates a feasible schedule.
But when it encounters an activity which requires a large
portion of the available resources it tends to delay the
activity, possibly several times. This can result in the
final parts of the schedule being a sequence of single
activities only constrained by precedence relationships.
A procedure combining the proposed algorithm with the
Brooks algorithm could avoid such a suboptimal situation
without as great an increase in computational effort as would
be incurred by using the proposed algorithm by itself. First,
the Brooks algorithm would be used to generate a feasible
schedule. This schedule would be examined from its start for
a time interval in which there are large amounts of idle
resources. At this point the proposed algorithm could be
applied for one iteration. The Brooks algorithm would then
be reapplied to the remaining unscheduled activities and the
resulting schedule reexamined from the previous stopping
point for another time interval of idle resources.
D. ALGORITHM TESTING
Schedules generated by the proposed algorithm and any
combined strategy should be compared with optimal schedules
for a set of general project networks as was done by Davis
and Patterson [50 for other heuristic algorithms. The objective
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would be to determine performance measures such as the
average percentage increase in schedule length and the vari
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