of EM-CCD electronics, may improve the energy and spatial resolution by a factor of 1.5.
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Introduction
Multi-pinhole small animal single photon emission computed tomography (SPECT) imaging (Meikle et al 2005 , Schramm et al 2000 , Furenlid et al 2004 can yield image resolutions below half a mm , Vastenhouw et al 2007 , Miller et al 2008 . At present, these ultra-high resolutions are obtained using traditional gamma cameras by employing the principle of pinhole magnification. For future improvements of small animal SPECT imaging, gamma cameras with better spatial resolution and significant energy discrimination are essential (Rogulski et al 1993 , Barber 1999 , Rentmeester et al 2007 .
Compact, high-resolution gamma imaging cameras are being developed by many research groups (Fiorini et al 2003 , Kataoka et al 2005 , Vavrik et al 2002 , He et al 1999 . In a subset of these gamma cameras, micro-columnar CsI(Tl) scintillators are being used in combination with electron multiplication (EM-)CCDs , Meng 2006 , Miller et al 2006 , Soesbe et al 2010 , Alhassen et al 2011 . In such CCD-based detectors, individual scintillation events can be detected in photon counting mode, enabled by readout at high frame rates. This detection method greatly improves the spatial resolution compared to the integration of the scintillation light signal . The sensitivity of these detectors can be improved by using continuous instead of micro-columnar scintillators which are available in larger thicknesses . When using such continuous scintillators, a detection algorithm that models the depth-of-interaction (DOI)-dependent light distribution ) is essential to achieve good performance. A detection algorithm that also takes the EM-CCD statistics into account leads to further improvements (Miller et al 2006 , Korevaar et al 2011 .
An important characteristic of a detector such as a gamma camera is the lower bound on its performance, i.e. the best performance that could theoretically be obtained. The most widely used method for calculating the lower bound is the Cramer-Rao lower bound (CRLB) method (Cramer 1946) . It has been used for determining the lower bound in source localization and wave direction measurement (Chan and Ho 1994, Stoica and Nehorai 1989) , and also for the optimization of system parameters in MRI (Pineda et al 2005) , localization (Patwari et al 2003) , frequency estimation (Dandrea et al 1994) , x-ray imaging (Roessl and Herrmann 2009) and SPECT scanners (Meng and Clinthorne 2004) . For designing detectors with an optimal performance, one would like to know the sensitivity of the lower bound to changes of detector parameters. Such an optimization method has been applied to an APD-based and also a SiPMbased scintillation PET detector (van der Laan et al 2012, Li et al 2010) , timing of PET detectors (Hero et al 1991 , Seifert et al 2012 and an Anger camera (Smith et al 1998) .
In this paper, we present CRLB calculations on a gamma camera consisting of a 3 mm thick CsI(Tl) scintillator optically coupled to a photodetector by a fiber optic plate (FOP). Lower bounds on the spatial and energy resolution of this gamma camera are calculated and the sensitivity of these lower bounds to several parameters of the gamma camera is investigated. Parameters considered here are EM gain, DOI, the number of detected scintillation photons and noise originating in the image area, such as dark current noise and clock-induced charge (cic) noise. Investigating the effect of the number of detected photons and noise on the performance is relevant because of the ongoing search for scintillators (Heemskerk et al 2012) and recently Diagram showing three different processes that determine the light distribution as detected by the EM-CCD; the distribution of the centroid of the energy deposition in the scintillator (gray, dotted), the light distribution in the scintillator including transmission through the optical coupling for a single optical point source (red, solid) and the minimum light spread in the optical components between scintillator and EM-CCD (green, dashed). It was assumed that a convolution of these three distributions accurately represents the mean light distribution on the EM-CCD.
developed new EM-CCD electronics that can reduce the noise by more than a factor of 10 (Daigle et al 2009 (Daigle et al , 2012 . Trends predicted for EM gain and DOI are validated by experiments.
Methods
In general, the Cramer-Rao method can be used to estimate the lower bound on the spatial and energy resolution of a detector. Here, we applied this method to our EM-CCD-based scintillation gamma camera. Input to these CRLB calculations was a statistical model for the detector response to incoming gamma photons which is described in section 2.1. Subsequently, in section 2.2, equations for the CRLB are provided. Finally, the experimental detector setup, detector parameters and validation methods are described in sections 2.3, 2.4 and 2.5, respectively.
Detector response model for the incoming gamma photon
To arrive at an accurate description of the detector response, we took into account the gamma energy deposition distribution due to multiple interactions, the light distribution in the scintillator, the optical coupling between the scintillator and EM-CCD and a detailed statistical model for the EM-CCD response. Our approach is as follows: we assume that the mean light distribution at the EM-CCD can be described as a convolution (Lerche et al 2008) of three probability distributions (figure 1), describing (i) the distribution pr c of the centroid of the energy deposition in the scintillator, (ii) the light distribution λ ph for a single optical point source in the scintillator including the transmission of the optical coupling between the scintillator and EM-CCD and (iii) the additional light spreading λ o.c. in the optical coupling. These three probability distributions are derived below in sections 2.1.1-2.1.3. The total mean light distribution on the detector, λ tot , is then given by a convolution of these three distributions,
The statistical EM-CCD model that uses the mean light distribution as its input was derived and validated in a previous paper and it is summarized in subsection 2.1.4.
Mean interaction position.
A gamma photon can interact with a scintillator via different mechanisms. For the most widely used SPECT isotope 99m Tc (Hansell 2008) , the dominant mechanism in a CsI:Tl scintillator is the photoelectric effect. However, scatter such as inelastic Compton scatter is also present. Furthermore, after initial energy deposition by the photoelectric effect or Compton scatter, K α x-rays play a significant role by depositing the energy further away from the initial interaction position. The relative occurrence of these different interaction mechanisms is determined by the type of scintillator and the gamma photon energy. These processes can cause the energy of a gamma photon to be absorbed in multiple interaction positions. In this paper, we followed the strategy of approximating multiple interaction positions by a single interaction position at the centroid of the deposited energy (Maas et al 2010 , Lerche et al 2008 taking into account the probability distribution of these centroids over the scintillator volume. This probability distribution was calculated using the Monte Carlo software Geant4 version 9.4 (Agostinelli et al 2003) . The Geant4 low-energy electromagnetic physics Lawrence Livermore model was used for detailed modeling of all relevant processes. The resulting centroid distribution was fitted with the following empirical exponential function, somewhat similar to previous research (Lerche et al 2008) ,
Scintillation light distribution including transmission through the FOP.
When a gamma photon is absorbed in the scintillator, optical photons are generated (shown in figure 1 ). We did not take the fluctuation in the total number of optical photons generated in the scintillator into account as it is small in comparison to the other statistical random variables. Previously, we modeled the mean number of scintillation photons λ ph,i incident on each pixel i of the detector, assuming a single interaction position and neglecting the interactions of optical photons within the scintillator but taking into account Fresnel reflections and the optical properties of the FOP (Korevaar et al 2011) . We validated that the resulting light distribution can be approximated well by a simple Gaussian with a cutoff at an angle φ cutoff :
Here, H is the Heaviside step function, θ is the parameter vector describing the scintillation event; it contains the scintillation position θ ρ , consisting of θ r = (θ x ,θ y ) and θ z representing the x, y and z coordinates of the scintillation, the number of generated optical photons θ N and the background signal θ bg . Furthermore, r i = (x i , y i ) denotes the lateral pixel position, σ DOI (θ z ) describes the width of the light distribution which depends on θ z , A is the area of an EM-CCD pixel and is an efficiency factor. The z-axis was chosen perpendicular to the scintillator plane starting at the scintillator bottom (see figure 2) . In this paper, we chose and σ DOI such that the light distribution agreed with the amplitude and the width of a measured scintillation (see section 2.5.1).
Optical coupling light distribution.
While in (3) the angle-dependent transmission coefficient of the optical coupling between the scintillator and EM-CCD was taken into account, light spreading in the optical components was ignored. Ignoring this can lead to the unrealistic result that scintillations at the bottom of the scintillator can be detected with a resolution equivalent to the pixel size. It is therefore essential to include the light distribution due to the optical grease and the FOP. The shape and width of this light distribution were obtained from the measurements of individual scintillations that occur at the bottom of the scintillator where it can be assumed that light spreading (nearly) only results from the optical components. These measured light distributions were fitted with a Gaussian:
with r being the lateral distance from the primary interaction position and s o.c. the standard deviation of the light distribution width. Korevaar et al (2011) . In the derivation of these expressions the photon statistics, the statistics of the multiplication register and the pixel and readout noise were taken into account. The probability distribution pr output (g i |n i ) of detecting g i electrons at the EM-CCD output for pixel i given a mean number of electronsn i in the same pixel can be expressed as
Statistical model. For the statistical model of the EM-CCD, we used the expressions derived in
where H(x) is the Heaviside step function, gain is the gain of the EM-register, I 1 is the modified Bessel function of the first kind and σ is the standard deviation of the Gaussian readout noise. The distribution was normalized to 1 for integration over g i from −∞ to +∞. The mean number of electronsn i in the normalized conditional probability (5) was assumed to be the sum of the mean number of electrons due to noise in the image arean n (noise per pixel which is assumed to be independent of the pixel index) and the mean number of photon generated electrons (the mean number of light photons in a pixel (1) multiplied by the EM-CCD quantum efficiency (QE)). Multiplying this distribution over all pixels i gives the conditional probability for the measured pixel values g given a scintillation described by parameter vector θ : 
Cramer-Rao lower bound
Using the probability distribution from (6), we can calculate the CRLB for the nth component of the parameter vector θ (Cramer 1946, Barrett and Myers 2004) :
Here,θ n denotes the estimated value of θ n .
Detector setup: EM-CCD, optical coupling, scintillator and algorithm
The gamma camera consisted of a 3 mm thick CsI(Tl) SCIONIX scintillator optically coupled, by an FOP, to the E2V CCD97 EM-CCD (Hynecek 2001 , Hynecek and Nishiwaki 2003 , Robbins and Hadwen 2003 . The FOP reduces the number of optical photons that reach the EM-CCD at large oblique angles (see the appendix of Korevaar et al 2011) . The EM-CCD was cooled to −40
• to reduce the thermal dark current noise, a component of the noise in the image area. The CsI(Tl) thickness of 3 mm used in the simulations and experiments results in an interaction probability for 99m Tc photons (141 keV) of 66%. The scintillation position and energy were determined using a maximum-likelihood scintillation detection algorithm (Korevaar et al 2011) . A schematic of the gamma camera is shown in figures 1 and 2 and is described in detail in previous publications (Korevaar et al , 2011 .
Parameters for the simulated detector setup
For the CRLB calculation, we modeled the EM-CCD-based gamma camera with parameters chosen the same as or similar to those in experiments (see section 2.3). The values of the different noise sources and the light distribution parameters are provided in table 1. The parameters, not treated before, are the number of analogue-to-digital converter (ADC) bins, the gain after the EM gain from electrons to digital units (DU) and the total detected photons per scintillation calculated with (3).
Validation methods

Scintillation light distribution validation.
The mean light distribution of optical photons on the EM-CCD at a number of depths of the scintillation events (θ z ) was measured previously. The setup for this measurement is described in Korevaar et al (2011) . Here, we used these measurements to validate (1), which describes the behavior of the amplitude and width of the scintillation light distribution in the CsI:Tl scintillator as a function of depth. The absolute value of the efficiency factor and σ DOI in (3) was obtained from a single scintillation such as that shown in Korevaar et al (2011) . At different depths, the individual scintillation flashes (for depths < 850 μm) or the sum of many scintillation flashes (for larger depths) were fitted with a Gaussian function where the fit parameters were standard deviation (σ DOI ) and amplitude ( ). Fitting sums of individual scintillations for larger depths was necessary because these scintillations have a relatively small amount of photons per pixel compared to the noise.
Cramer-Rao lower bound validation for gain and DOI.
We validated the calculated CRLB trend for the energy resolution and spatial resolution as a function of the gain experimentally. For the spatial resolution, this was done for multiple depth ranges. Furthermore, the calculated trend of the CRLB for the spatial resolution as a function of DOI was validated. While the gain setting can easily be changed in the experimental setup, the DOI is not a parameter that can be set at will; it was estimated for each single scintillation event by the maximum-likelihood algorithm (Korevaar et al 2011) and this information was used.
To experimentally determine the spatial and energy resolution, a line pattern from a 99m Tc source (141 keV), projecting through a slit onto the scintillator, was acquired (illustrated in figure 2 ). The spatial resolution was defined as the full-width at half-maximum (FWHM) of the line spread function of the radioactive source corrected for the width of the gamma photon beam due to the slit width of 30 μm. The FWHM energy resolution was obtained by determining the FWHM of the 99m Tc photo-peak for the scintillations in an area around the slit (with a width of 260 pixels).
Cramer-Rao lower bound sensitivity to noise in the image area and the number of detected photons
The CRLB sensitivity to noise in the image area and to the number of detected scintillation photons, parameters that cannot be varied in our experiment but could in the future be adapted by using a novel EM-CCD, another electronical readout setup, a different scintillator or a scintillator equipped with a reflector were also calculated and are presented in the following section. When varying one parameter the other parameters were held constant at the values provided in table 1. figure 3 , the distribution pr c ( r)of the centroid of the energy deposited in the CsI(Tl) scintillator is plotted along the x direction (by summation over all y and z). This distribution was obtained from Monte Carlo simulations. The option of setting an energy window on the result and thus selecting only scintillations which deposit all their energy in the scintillator did not influence the outcome significantly. The result was fitted with the exponential function (2) with coefficients provided in table 2. 
Results
Mean light distribution
Energy deposition centroid distribution. In
Optical coupling light distribution.
The minimal light distribution due to the light spreading in the optical coupling layer between the scintillator and FOP and in the FOP itself is shown in figure 4 . This figure represents a measurement of a single scintillation at the bottom of the scintillator. A profile with a fit of the corresponding scintillation with a Gaussian is also shown. Saturation of the measurement, which is due to the combination of a large gain and a large intensity on the EM-CCD directly below the scintillation, is clearly visible in this plot.
Total light distribution validation.
With the energy deposition centroid distribution (section 3.1.1), the optical coupling light spreading distribution (section 3.1.2) and the scintillator light distribution (3) as its ingredients, the model for the total light distribution is complete (1). In figure 5 , the predictions of this model for the amplitude and width (expressed in standard deviation σ ) of the mean scintillation light distribution as a function of depth are shown together with experiments.
To illustrate the importance of taking the minimal light distribution due to optical coupling into account, we have also plotted predictions of our model without considering this distribution. In this case, the theoretical light spread and measured values disagree at lower depths. For large depths, the measured light spread σ is somewhat above the value of the model, possibly due to reflections at the top of the scintillator or due to the limited accuracy of positioning when summing the scintillations at larger depths.
Validation of CRLB trends with experiments
Experimental results for the energy resolution as a function of gain were compared with CRLB calculations in figure 6. The CRLB calculations at different depths were combined taking Beer's law into account. For the spatial resolution, these results are shown in figure 7 for different depth ranges. The CRLBs for spatial and energy resolution, in accordance with the experiments, show an unpronounced minimum for intermediate gain. The gain at this minimum is the optimal gain setting, which should not be too high nor too low. That the gain should neither be too high or too low is caused by the need to balance the conflicting requirements of a high gain to reduce the effect of the readout noise and a low gain to reduce the saturation in the detector.
Furthermore, the energy and spatial resolution as a function of DOI (averaged over the gains plotted in figure 6 to reduce the statistical error) are shown in figure 8. Both the measurement and the CRLB calculations show that the energy resolution deteriorates slightly with DOI; for the measurement this effect is somewhat larger. For the spatial resolution, we see that both the measurement and the CRLB calculations deteriorate strongly for larger DOI. A scintillator with a larger attenuation coefficient than CsI:Tl which can be thinner and have the same interaction probability as 3 mm CsI:Tl would be an advantage (Heemskerk et al 2012) .
In all cases, the trend found in the measurements is similar to the calculated lower bound. However, the CRLB for the energy resolution is approximately a factor of 1.5 better than the experimentally found energy resolution, except for low gain where the experimental resolution deteriorates earlier than the CRLB. For the spatial resolution, the CRLB is typically a factor of 1.5 better than the experimental resolution, with the exception of scintillations at small depths which have up to a factor of 2.7 difference between CRLB and experiment.
Sensitivities of CRLB to noise in the image area and the detected photons
The sensitivity of the lower bounds to the noise in the image area for the energy resolution and the spatial resolution at different depth ranges is shown in figure 9 . This type of noise influences the lower bound by a large amount. Lowering the noise from the present value of 0.1 to 0.01 (electrons pixel −1 ) is predicted to improve the spatial and energy resolution by approximately a factor of 1.5. Such a reduced amount of noise in the image area is feasible by combining cooling, to reduce the thermal dark current noise, with advanced readout electronics, reducing the cic noise (Daigle et al 2009 (Daigle et al , 2012 . Should the noise in the image area be reduced to this level, the CRLB for the energy resolution would be 14%.
Finally, the sensitivity of the lower bounds to the number of detected photons per scintillation is shown in figure 10 . This number, approximately 600 in the current setup, is influenced by the scintillator light output, the light collection efficiency and the EM-CCD QE. Like noise in the image area, this number is of significant influence on the lower bound. This agrees with experimental findings , which show that it is better to use back-illuminated CCDs instead of front-illuminated CCDs, the latter detecting approximately three times less photons because of the lower QE. This previously published experimental comparison did involve a micro-columnar instead of a continuous scintillator as was used here. As the QE for the back-illuminated EM-CCD is already as high as 90%, little improvement in the number of detected photons is possible by a further increase of the QE. However, an increase in the number of detected photons can also be achieved by using improved scintillation light collection efficiency or choosing a different scintillator material to increase the scintillator light output (Heemskerk et al 2012) . A resulting increase in detected photons of 50% is predicted to improve the spatial resolution by 26% and energy resolution by 33%.
Discussion
CRLB calculations shown in this paper were based on a light distribution model that includes a model for the centroid of the deposited energy in the scintillator (determined with Geant4) and the minimal light distribution due to the FOP and optical grease. This allowed us to construct a light distribution model that describes the measured data as a function of depth relatively well (figure 5). Furthermore, a statistical model for the EM-CCD was used that was validated in previous work (Korevaar et al 2011) .
In general, we found that measured energy and spatial resolutions are typically a factor of 1.5 above the calculated CRLB. We believe that this is mostly caused by the presence of drift in the output of the measurement system over time. Such a drift can result in a change of, for instance, the gain over time which changes the response of the detector and therefore the detected energy. Furthermore, electrical instability of the measurement system can negatively affect the spatial and energy resolutions. Specifically for scintillations close to the detector, the measured spatial resolution is much worse than the calculated CRLB. We believe this is caused by the difficulty to detect scintillations there because of the saturation of the output signal (see figure 4) and possibly also because of the divergence of the gamma photon beam and pixel binning (to 64 × 64 μm). However, in all cases, trends predicted by CRLB lower bound calculations are in accordance with experiments.
The lower bound as a function of gain shows that there is an optimal gain determined by the contradicting requirements to (i) amplify the signal above the readout noise and (ii) prevent saturation for large signals. Furthermore, it is predicted that low noise in the image area and a large number of detected photons are essential for good performance. A significant reduction in noise in the image area by a factor of 10 reduces the CRLB for the energy resolution to 14% and could improve the gamma camera performance by a factor of 1.5. Such a reduction in noise has been demonstrated by research on EM-CCDs (Daigle et al 2009 (Daigle et al , 2012 . The performance of the gamma camera depends strongly on the number of detected photons which is affected by the CCD QE, which is already as high as 90% using back-illuminated CCDs instead of front-illuminated CCDS. An increase in the number of detected photons can be achieved by improving the scintillation light collection efficiency or choosing a scintillator material with a higher light output (Heemskerk et al 2012) .
In this paper, we have provided the lower bound of the FWHM spatial resolution for different scintillation depths. Gamma cameras that do not give depth information will acquire images integrated over the whole crystal depth. We found that the FWHM spatial resolution for all depths combined is similar to the FWHM for the lowest depth range from 0 to 0.5 mm. This is caused by the disproportionate large influence of the most narrow detector response when adding a series of Gaussian detector responses corresponding to different depths.
No effect on the gamma camera performance by a reduction of the readout noise is expected as a high-enough gain renders the performance insensitive to the readout noise. Of interest would also be to investigate if the pixel size of the EM-CCD has a large influence on the energy and spatial resolution. The influence of these parameters, that cannot simply be changed in our current set-up, is essential to understand when considering a next-generation EM-CCD-based gamma camera. CRLB calculations such as those presented in this paper can guide the decision-making process in the development of new EM-CCD-based gamma cameras when benefits of e.g. improved noise in the image area can be judged with respect to costs.
Conclusion
In this paper, we have investigated the CRLB of the energy resolution and spatial resolution of an EM-CCD-based scintillation gamma camera and validated predicted trends with experiments. Such calculations can guide the design of next-generation EM-CCD-based gamma cameras. The CRLB results were shown to be very sensitive to the DOI in the scintillator, noise originating in the image area and the number of detected scintillation photons. The use of new EM-CCDs in combination with new low-noise readout electronics and scintillators with a higher light output and better light collection efficiency is expected to improve the scintillation gamma camera performance significantly.
