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Introduction
The process of European integration, especially the issue of business cycle synchronization is at the forefront of economists' minds over the past twenty years. The theoretical arguments are founded in the theory of optimal currency areas (OCA theory) which was pioneered by Mundell (1961) and contributed by McKinnon (1963) and Kenen (1969) . The traditional version of OCA theory was supplemented by Corden (1972) , who argues that joining a currency area is related with loss of autonomous monetary policy and exchange rate control. These arguments followed by new theoretical development of OCA which focuses more on the benefits and costs of adopting a common currency. On the basis of the theoretical principles, the costs are minimized and benefits maximized with high degree of cyclical and structural synchronization.
There are several methods for measuring the synchronization of business cycles. The most common methods are the unconditional correlation between the two countries in different time periods, the identification of delays various phases of business cycles, volatility of cyclical fluctuations in economic activity, stability and similarity of unexpected fluctuations in economic activity or shock response (Darvas and Szapáry, 2008) . Croux et al. (2001) applied dynamic correlation, Koopman and Azevedo (2008) focus on phase correlation, Hardin and Pagan (2006) applied index of cyclical conformity (Concordance Index). Fidrmuc and Korhonen (2006) point out, that the different empirical studies of business cycles synchronization in the Eurozone provide significantly different results. These differences are caused by various types of methodological approaches to identify business cycles and its synchronization.
The most of recent empirical analysis are based on the stochastic approach with the frequency uncertainty. These analyses are based on the correlation and similar methods which do not provide any information about the causality. "The intuition is that if the incidence of supply and demand shocks and the speed with which the economy adjusts -taking into consideration also the policy responses to shocks -are similar across partner countries, then the need for policy autonomy is reduced and the net benefits from adopting a single currency might be higher" (Mongelli, 2002) . However, Mundell's basic idea deals with the impact of shocks on the aggregate demand and supply within the currency region. Assume that two different macroeconomic shocks affect aggregate demand and supply in two regions identically. The same change in real output and aggregate prices appears but its causes are different. Can be this situation considered as the symmetric shock? The answer is No. These are two different local shocks with the same or similar effects in selected countries. The conclusion about business cycles synchronization could be biased.
The main objective of this paper is to provide methodological approach to identify possibility of spurious synchronization. Finally, the authors specify decision criteria based on the dynamic correlation and its variability in different frequencies. They suppose that co-movements in different frequencies show different correlation. Subsequently, they conclude that variability of co-movements in different frequencies increases costs of losing autonomous monetary policy because shocks affect these countries differently. The arguments are supported by empirical analysis of V4 countries.
Theoretical background
The authors suppose that variability of dynamic correlation in different frequencies appears with specialization and country-specific shocks. The question is, if we can assume the existence of pure local shock in the open economies. There is international trade as the important transmission channel for foreign shocks. And not only the trade but also consumptions, investments, house prices are transmitted through consumer sentiment. Kose et al. (1993) analyzed 60-country sample covering sever regions of the world. "The results indicate that a common world factor is an important source of volatility for aggregates in most countries, providing evidence for a world business cycle" (Kose et al., 1993) . They found that local factors play only a minor role in explaining fluctuations in economic activity. Aastveit et al. (2011) showed that foreign shocks explain a major share of business cycle fluctuations (50-70 percent) in Canada, New Zealand, Norway and UK. However, they conclude that local factors explain approximately 20 percent of the variance in domestic variables. Clark and Shin (2000) identified common and country-specific shocks in accounting for variation in industrial production in European countries. Consequently, we can assume that local shocks play important role in analysis of synchronization. And, simultaneously, there is probability of asymmetric shocks which reduces the monetary policy efficiency.
However, the detailed analyses of business cycle fluctuations are limited by data and econometric tools. The most empirical studies focus on aggregate economic activity. It consists of many components affected by exogenous and endogenous forces. Assume that two different macroeconomic shocks reversely affect different components in aggregate economic activity. The first has a global character and changes business cycle within the whole currency union. The second country-specific shock affected only one country. Subsequently, the business cycle as a consequence of these shocks will not change in this specific country. The business cycles synchronization in full range of spectrum is biased.
There is another example. Assume that macroeconomic global, regional and country-specific shocks affect countries within the currency union. The business cycles in the currency union are significantly co-moved and referred to be synchronized. However, identified comovements are changing in different frequencies. Then the demand or supply shocks need policy autonomy and costs from adopting a single currency are high. In this case, the business cycle synchronization is spurious.
High variability of correlation in different frequencies could be caused by specialization and concentration as well. In that case, the common monetary policy is not efficient to stabilize output and unemployment. The explanation was already provided by Kenen (1969) and Krugman (1993) in traditional version of OCA theory. Kenen (1969) assumes that diversified economies with inter-industrial mobility are good candidates to join OCA, because diversification helps them to adjust rapidly to negative external shocks. Diversified economy with diversified export sector is more stable if those shocks are uncorrelated. Krugman (1993) points out that economic integration leads to regional concentration of industries (e.g. automobile plants in Michigan). Subsequently, regional concentration of industry could lead to asymmetric shocks within the currency region. 
Material and methods

Correlation
where g t denotes long-term trend, c t is the cyclical component, s t is the seasonal component and  t is the irregular component.
Removing trend component can be done in several ways. You can apply filtering technique.
The choice of corresponding filter depends of the aim of the work. Because we are working with the business cycles, the suitable is to can work with band-pass filters such as Baxter-King (Baxter and King, 1999) , Christiano-Fitzgerald (Christiano and Fitzgerald, 1999) 
or Hamming
Window filter (Iacobucci and Noullez, 2005) .
The prior to the application of the Hamming Window filter (HW) filter is that the trend has to be removed similar to the Christiano and Fitzgerald filter. For this can be used for example high-pass Hodrick-Prescott algorithm (Hodrick and Prescott, 1980) .
To make application of HW filter we are going to follow these steps. At first we calculate a discrete Fourier transform (DFT) X of the input time series x. This operation transforms the time series from the time domain to the frequency domain
After that we apply the Hamming windowed filter according to the formula
where H represents the frequency transfer function of the ideal filter, i.e. the filter that filters out all the frequency components outside the business cycle band, W corresponds to the selected window function (Iacobucci, 2003) and denotes for a convolution operation. At the end we calculate the filtered time series using the Inverse Discrete Fourier Transform (IDFT) of Y. The IDFT transforms the frequency domain time series Y into the time domain series y.
For quantification of co-movements between time series we use the dynamic correlation according Croux, Forni and Reichlin (2001) . The dynamic correlation measures the similarity of the frequency components of two time series y and z and can be defined as:
where Cyz is a co-spectrum (the real part of the cross-spectrum) and Sy, Sz are the individual spectra of time series y and z for frequencies ω. The dynamic correlation values can lie in the interval from -1 to +1. Integrating in the frequency band from ω 1 to ω 2 a dynamic correlation coefficient arises:
It evaluates the common behavior of the two time series in the given band of frequencies, e.g in the business cycle frequencies (6-32 quarters). For ω 1 =0, ω 2 =π the integration is done over the whole defined frequency range and thus the dynamic correlation coefficients corresponds to the classical correlation coefficient.
Results
For empirical analysis we use data set containing seasonally adjusted quarterly values of gross To identify possibility of spurious synchronization we apply analysis in frequency domain, especially dynamic correlation. Consequently, the identification of business cycles synchronization does not suppose any lag. However, the lagged business cycles are common problem. It is unreal that international trade or consumer sentiment channel is not lagged.
Because in reactions among economies exists some lag, we will consider this fact. According to the table 1 with respect to the behaving of troughs, it will be taken lag in maximum order two between selected country, Eurozone and Germany. That means calculation of dynamic correlation will be done for EA, Germany at time t, and any chosen country at time t, t-1, t-2.
From the table 1 is visible that differences between dynamic correlation in full range and in business cycle frequencies are mostly (in 95%) of the ±0.02 maximum. In percentage evaluation, 89% of changes are to 3% of the change the dynamic correlation in full range. This conclusion makes an impression there is no reason to calculate 'complicated' dynamic correlation coefficient, but classical correlation coefficient should be enough. However, there are significant differences in dynamic correlation with the time lags. The coefficient of dynamic correlation is lower with lags, especially with lag of order two. This result shows that there are no lagged cyclical co-movements between analyzed countries. The most important results of this empirical analysis are presented on the Figure 2 The variability of dynamic correlation in different frequencies is summarized in the Table 2 .
According to the theoretical argumentation, there is possibility of spurious synchronization in the Czech Republic. Simultaneously, the mentioned variability decreases in business cycle frequencies. Obviously, the variability of dynamic correlation changes with time lag in all analyzed countries. On the basis of preceding empirical work we define decision rules in Table 4 . These criteria help to decide whether synchronization between the business cycles is real or spurious.
Denote that dynamic correlation is correlation of two spectra in frequency domain. From this point of view we will distinguish situation, whether variability of dynamic correlation is increasing, decreasing or stable. than imposing lag on country does not have significant impact on spectra shape. In this way dynamic correlation and its variation is not significantly different from the case without lag.
We can allow some small changes in variability of dynamic correlation with respect to the lag.
(4) When volatility of dynamic correlation with respect to the first and consequently second lag caused its decrease, the synchrony arises. When its stay stable, we talk about synchronization.
On the contrary, the spurious synchronization is wrongly inferred co-movements in economic activity which limit single monetary policy efficiency in the currency area. In this paper is spurious synchronization based on the idea of significant variability of dynamic correlation in different frequencies. Table 4 presents basic decision criteria with the monetary policy effects.
The spurious synchronization is identified if correlation in time domain (full range of frequencies) is significant and positive and at the same time the dynamic correlation variability is high. In that case, exogenous shocks are country-specific shocks and common monetary policy efficiency is limited in the currency union. According to the OCA theory and asymmetric shocks probability, the authors conclude that the single monetary policy is not suitable for this country regardless the correlation (in time domain -in full range of frequencies) is significant and positive.
