In this paper we discuss the use of implicit Runge-Kutta schemes for the time discretization of optimal control problems with evolution equations. The specialty of the considered discretizations is that the discretizations schemes for the state and adjoint state are chosen such that discretization and optimization commute. It is well known that for Runge-Kutta schemes with this property additional order conditions are necessary. We give sufficient conditions for which class of schemes these additional order condition are automatically fulfilled. The focus is especially on implicit Runge-Kutta schemes of Gauss, Radau IA, Radau IIA, Lobatto IIIA, Lobatto IIIB and Lobatto IIIC collocation type up to order six. Furthermore we also use a SDIRK (singly diagonally implicit Runge-Kutta) method to demonstrate, that for general implicit Runge-Kutta methods the additional order conditions are not automatically fulfilled.
Introduction
The novelty of this contribution is the characterization for which implicit Runge-Kutta schemes for distributed parabolic optimal control problems discretization and optimization commute and the convergence order is preserved. This characterization is done in terms of simplifying assumptions for the coefficients of the schemes. The commutability is desired for the following reasons. For the approach discretize-then-optimize we can choose an appropriate approximations for the state and the adjoint equation but we might need to transfer discrete quantities from one discretization to the other discretization. This may result in an solution operator which is not symmetric and positive definite. On the other hand if we chose the other approach optimize-then-discretize we do not have this problem, but we also do not know if the discrete adjoint state is an appropriate approximation of the continuous adjoint state. Therefore our goal is to use schemes which combine the advantages of both approaches.
Time Discretizations

Runge-Kutta schemes for the time discretization of optimal control problems
It is well known [17, 21] that the first order optimality conditions for the optimal control problem (1) 
Since the problem (1) is convex these necessary optimality conditions are also sufficient. As seen in [4, Formula (6) ] and [7, 8] for the s-stage Runge-Kutta discretization of the optimal control problem (1) given by 
discretization and optimization commute if the two schemes for the state and the adjoint state fulfill the conditionsb
In the discretization (3) we denote the discretization of the state and the adjoint state for t = t k byȳ k ,p k , the inner stages of the Runge-Kutta schemes byȳ k;i ,p k;i and the time step size by τ k . The conditions (4) are also known as condition for symplecticity of partitioned Runge-Kutta schemes [9, Theorem VI.4.6] .
For the Runge-Kutta discretization of optimal control problems it is known (see [3, 4, 8] ) that in addition to the usual order conditions additional order conditions are needed. These conditions were given in [8, Table 1 ] up to order four and in [4, Table 2 -6] up to order six. We repeat these order conditions up to order four in Table 1 , the conditions of order five in Table 2 and the conditions of order six in the Tables 3-6. 
(c) Additional order conditions for optimal control problems Order Additional conditions 
(b) Additional order conditions of order 5 for optimal control problems (see also [4, Table 6 ]). 
, (A6-6)
(A6-7) Table 5 : Part 2 of the additional order conditions of order 6 for Runge-Kutta discretization for optimal control problems, see also [4, Table 6 ]. All summations go from 1 to the number of stages s.
, (A6-18)
. (A6-20) Table 6 : Part 3 of the additional order conditions of order 6 for Runge-Kutta discretization for optimal control problems, see also [4, Table 6 ]. All summations go from 1 to the number of stages s.
Implicit Runge-Kutta discretizations for optimal control problems
For our discussion we focus on implicit collocation Runge-Kutta schemes of of Gauss, Radau IA, Radau IIA, Lobatto IIIA, Lobatto IIIB and Lobatto IIIC type up to order 6 and a SDIRK method of order four. The corresponding Butcher tableaux are repeated in Table 7 -10. In the selection of schemes the focus was on A-stable Runge-Kutta schemes of higher order. Additionally the Störmer Verlet scheme of order two was included, as this gives a new variant of the results of [1, 6] . Whereas in [1, 6] the state and the adjoint state were discretized on shifted time meshes, in the discretization (3) the state and the adjoint state are discretized on the same time mesh. The corresponding discretization schemes for the adjoint equation are given by the relation (4).
Remark 2.1. In some cases the adjoint schemes of the Runge-Kutta discretizations are well known schemes of their own:
• The scheme for the adjoint discretization of the Gauss scheme is the Gauss scheme itself.
• The scheme for the adjoint discretization of the Lobatto IIIA scheme is the Lobatto IIIB scheme and vice versa (see also [9] ).
• The scheme for the fourth order adjoint discretization of the Lobatto IIIC scheme is known as Butcher's Lobatto scheme. This scheme is not A-stable (see [11, Example IV.3.5.] ).
• The scheme for the adjoint discretization of the Radau IA scheme is known not to be A-stable (see [11, Example IV.3.5.] ). Table 10 : Coefficients of Runge Kutta schemes of order six(see also [9, 10, 11] ). Next we investigate the convergence of implicit Runge-Kutta schemes for optimal control problems.
Convergence order of the Runge-Kutta discretizations
For the convergence of the Runge-Kutta discretization of the optimal control problem, one could check the order conditions. But we want to further classify the schemes, for which the order conditions for optimal control problems hold. Therefore we recall the simplifying assumptions on the coefficients of a Runge-Kutta scheme. These conditions were introduced for the construction of implicit Runge-Kutta schemes.
Assumption 3.1 (Simplifying assumptions). [11, Chapter IV.5] The simplifying assumptions are given by
Note that the condition (D(ζ)) for ζ = 1 is equivalent to
which will be often used in the proofs later on. So we can characterize easily the order four schemes, which fulfill the additional order conditions automatically. Corollary 3.3. The Störmer-Verlet scheme applied to an optimal control problem gives a second order approximation, the application of the two stage Radau IA and Radau IIA schemes gives approximation of order three and the application of the two stage Gauss and the three stage Lobatto IIIA, Lobatto IIIB or Lobatto IIIC schemes gives approximations of order four.
Proof. As the scheme of Tables 7a is only of second order, no further conditions must be fulfilled. As seen in [11, Table IV.5.13] the simplifying assumptions holds for the discussed collocation methods, so this corollary follows directly of the Theorem 3.2.
Next we discuss the convergence of the remaining fourth order scheme.
Theorem 3.4. The pairing of the fourth order SDIRK scheme of Table 8b with the corresponding adjoint scheme applied to an optimal control problem provides only a second order approximation.
Proof. It is well known that the SDIRK scheme of Table 8b is a fourth order scheme, see [11, Table IV.6.5] . For the falsification of the additional order conditions of order three we see that
and therefore the application to optimal control problem is only of order two, as for order two no additional order conditions are needed.
Remark 3.5. It is easy to check that the schemes of Table 8b and the corresponding adjoint scheme are both of order four. Nevertheless the pairing applied to optimal control problems is only of order two, so we see that the conditions in Table 1c are really additional conditions and are not automatically fulfilled for any implicit Runge-Kutta scheme of the corresponding order for ordinary differential equations.
Remark 3.6. The result of Theorem 3.4 is not a general property of SDIRK schemes. There are also SDIRK schemes for which in the discretization (3), (4) After the classification of fourth order Runge-Kutta schemes for optimal control, we now consider fifth order schemes. Proof. The full proof is given in the Appendix A and done by algebraic manipulation of the additional order condition with the simplifying assumptions and the usual order conditions. Proof. The full proof was carried out by hand by the author by algebraic manipulation of the additional order condition with the simplifying assumptions and the usual order conditions. As this tedious proof gives no higher insights and is, due to the huge number of order conditions, longer as the proof of Theorem 3.7 the details are omitted. With Theorem 3.2, Theorem 3.7 and Theorem 3.9 we have sufficient conditions if the additional order conditions are fulfilled which are easy to check. It is open whether these conditions are also necessary or if there exists an implicit Runge-Kutta scheme which fulfills the additional order conditions but not the simplifying assumptions.
Remark 3.11 (Full discretization). In this section the focus was on the time discretization error. The full discretization of a parabolic optimal control problem can be handled with the method of lines as in [1] . Then the error can be split into
where the functions y h and p h are discretized in space with a finite element method.
Remark 3.12 (Regularity). The order conditions in this section were taken from [3, 4, 8] and derived with techniques based on Taylor series. Therefore high regularity assumptions and smooth solutions are needed to observe these rates. For a reduction of the required regularity one might use generalized Taylor polynomials as in the work by Dupont and Scott [5] , this is work of further research.
Numerical examples
After the classification of the Runge-Kutta schemes we consider in this section a numerical example which confirms the predicted convergence rates. As in [1, 6] we solve the discretization (3) as a system of linear equation for the vector of unknowns (ȳ h1 , . . . ,ȳ hN ,p h0 , . . . ,p hN ,ȳ h0;1 , . . . ,ȳ hN ;s ,p h0;1 , . . . ,p hN ;s )
T .
For the numerical examples we consider the optimal control problem
with Ω = (0, 1), T = 1 and y D = v = √ 2 cos(πx).
Remark 4.1. (See also [6] .) The analytic solution of the optimal control problem (1) with B = M = I and a self-adjoint elliptic operator A can be given as eigenfunction series (see [14] ). Let {e i } ∞ i=0 and {λ i } ∞ i=0 be the series of eigenfunctions and eigenvalues of the spatial operator A. If the data are given as eigenfunction expansions (5) to the data (6).
The optimal control problem decouples into independent problems for every eigenfunction e i and has the solution
The coefficients can be computed with Maple and are given in Table 11 . For the example (5) with y D = v = √ 2 cos(πx) the series for the state and the adjoint state reduce to the terms with the second eigenfunction e 1 = √ 2 cos(πx) of the Laplace operator with Neumann boundary conditions, i.e. only the coefficients C 1,1 , C 2,1 and C 3,1 do not vanish.
The spatial discretization is adapted to the time discretization. The polynomial degree of the Lagrange finite elements for the spatial discretization is chosen as k − 1 for time discretization schemes of order k. So an error splitting argument provides the error bound
In the numerical examples the discretization parameters τ and h are chosen so that τ ∼ h.
We measure the time discretization error by the quantities
where I h is the Lagrangian interpolation operator to the corresponding spatial discretization and M the finite element mass matrix. In Figure 1 to Figure 5 we observe nicely the predicted convergence rates for the example (5) with ν = 0.001. In the computations with some fourth and sixth order schemes we also observe the influence of the round-off error due to the high numbers of unknowns. All the computations were done in Matlab. The predicted order reduction for the SDIRK method can be seen in Figure 1b . For spatial discretization of the numerical example with the SDIRK time discretization cubic Lagrange finite elements are used, as for the other fourth order time discretization schemes. 
(a) Second order convergence of the discretization based on the Störmer-Verlet discretization of Table 7a . 
(b) Second order convergence of the discretization based on the SDIRK scheme of 
(a) Third order convergence of the discretization based on the Radau IA scheme of Table 7b . 
(b) Third order convergence of the discretization based on the Radau IIA scheme of 
(a) Fourth order convergence of the discretization based on the Gauss scheme of Table 8a . 
(c) Fourth order convergence of the discretization based on the Lobatto IIIB scheme of Table 8d . Even for this very simple example we observe the reduced convergence rate in Figure 6 . Again the regularization parameter ν = 0.001 was chosen. Remark 4.4. In Figure 1a we observe the second order convergence of the Störmer-Verlet scheme. Similar observations were presented in [6] . But in contrast to [6] , where the convergence of the state was observed in the time discretization points t i and the convergence of the adjoint state was observed in the time middle points t i+
, we present in Figure 1a the convergence of the state and the adjoint state in the time discretization points t i .
Conclusions and Outlook
In this paper we discussed the use of higher order implicit Runge-Kutta schemes for optimal control with parabolic partial differential equations for which optimization and discretization commute. In terms of the well known simplifying assumptions on the coefficients of implicit Runge-Kutta scheme we were able to give a classification for which discretization schemes up to order six the convergence order is preserved. For collocation schemes of Gauss, Radau IA, Radau IIA, Lobatto IIIA, Lobatto IIIB and Lobatto IIIC type and a SDIRK scheme the expected and the numerical convergence rates coincide nicely.
For schemes of order higher than six the order conditions are not known explicitly, but they can be computed with the aid of bi-colored Butcher trees, as described in [3, 4] . For a reduction of the additional order conditions of order higher as six the procedure presented in this paper is not practical due the huge number of additional conditions. Therefore a more elegant technique should be developed for the classification of schemes of order higher than six.
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A. Proof of Theorem 3.7
Full proof of Theorem 3.7. The idea of the proof is to use the simplifying assumptions (B(p)), (C(η)), (D(ζ)) to reduce the additional order conditions to the classic order conditions or order conditions of lower order, which have already been reduced to the order conditions of the uncontrolled system. As all the numerical schemes fulfill the order conditions for the uncontrolled systems, these conditions can be used to calculate the value of the reduced expression. Surely the way of the application of the simplifying assumptions is not unique, here one possibility is presented. A first goal in the reduction of order conditions with a fraction
is to use (D(ζ)) to produce an additional b i which cancels out. In the following we discuss the reduction of all the additional order conditions. 1. For the first additional order condition of (A5-1) we use the simplifying assumption (D(ζ)) for ζ = 1, the last condition of (O4) and the first condition of (O5-3). This yields
2. For the second additional order condition of (A5-1) we use the simplifying assumption (D(ζ)) for ζ = 1 and the third condition of (O4) and the second condition of (O5-3) to
3. For the last order condition of (A5-1) we use again the simplifying assumption (D(ζ)) for ζ = 1, the first condition of (O3) the third condition of (O4) and the first condition of (O5-2). This gives
4. For the first condition of (A5-2) we apply the simplifying assumption (D(ζ)) for ζ = 1 and use the last condition of (O4) and the second condition of (O5-1), which gives
5. For the second condition of (A5-2) we use the simplifying assumption (D(ζ)) for ζ = 1, the condition (O2), the first condition of (O3), the third condition of (O4) and the first condition of (O5-2) to end with 6. For the third condition of (A5-2) we apply the simplifying assumption (C(η)) for η = 2 twice and get with the second condition of (O5-3) the result
7. For the first condition of (A5-3) we apply again the simplifying assumption (C(η)) for η = 2 and the use of the first condition of (O5-3) yields
8. For the second condition of (A5-3) we apply first the simplifying assumptions (D(ζ)) for η = 1 and then the definition of c l and the simplifying assumption (C(η)) for η = 2. Together with the third condition of (O4) and the first condition of (O5-2) this gives
.
9. For the last condition of (A5-3) we apply the simplifying assumption (D(ζ)) for η = 2 twice and get with (O1), the second condition of (O2) and the second condition of (O5-3) the result
10. For the first condition of (A5-4) we use the simplifying assumption (D(ζ)) for η = 1 and η = 2, the second condition of (O4), the second condition of (O3) and the second condition of (O5-3) to get
11. For the second condition of (A5-4) we use again the simplifying assumptions (D(ζ)) for η = 1 and η = 2. The remaining expressions are treated with (O1), the simplifying condition (B(p)) for p = 2, the second condition of (O3), the first condition of (O4) and the second condition of (O5-3). This gives
12. For the last condition of (A5-4) we use first the simplifying assumptions (D(ζ)) for η = 1 we get due to symmetry properties
The last term is the third condition of (A5-3) and therefore we already know how to tread this term. On the first term of (11) we apply the simplifying assumptions (D(ζ)) for η = 1 twice and get with (O1), (B(p)) for p = 2 and the second condition of (O3)
For the remaining term of (11) the use of (D(ζ)) for η = 1 and η = 2 and (O1), (B(p)) for p = 2, the second condition of (O2) and the first condition of (O2) yields 13. For the first condition of (A5-5) we start with the use of the simplifying assumption (D(ζ)) for η = 1 and the definition of c m . The last condition of (O4), the first condition of (O5-3) and the first condition of (O3) give 14. For the second condition of (A5-5) the use of (D(ζ)) for ζ = 1, the definition of c i , the last condition of (O4), the simplifying assumption (C(η)) for η = 2 and the first condition of (O5-3) yields 15. For the last condition of (A5-5) we apply the simplifying assumption (D(ζ)) for ζ = 2, the definition of c l , first condition of (O5-3) and the first condition of (O3) to get 16. For the first condition of (A5-6) we use the simplifying assumption (D(ζ)) for ζ = 1 and the simplifying assumption (C(η)) for ζ = 2 three times. With the definition of c i , the first condition of (O4) and the second condition of (O5-3) we get 17. To the second condition of (A5-6) we apply the simplifying assumption (D(ζ)) for ζ = 1 once, use the definition of c i , the third condition of (A4) and the first condition of (A5-6).
This yields
18. The application of the simplifying assumption (D(ζ)) for ζ = 1 to the last condition of (A5-6) together with the last condition of (O5-2), the definition of c i and the first condition of (O4) gives 19. For the condition (A5-7) we use the simplifying assumption (D(ζ)) for ζ = 1 two times, the definition of c l , the first condition of (O3), the third and fourth conditions of (O4) and the second condition of (O5-1) and get 
