ABSTRACT Various types of knowledge and features have been explored for level set-based segmentation. On the ground, the prior knowledge and carefully-designed features perform well to identify the foregroundbackground contrast, which improves the performance of the segmentation method for complicated and distorted data. However, this is not the case for underwater environments, since the features available on the ground are not suitable for challenging underwater environments. Thus, underwater image segmentation currently lags behind ground-based segmentation. In this paper, novel cues and a suitable model formulation for object segmentation from underwater images are proposed. We consider the special haze effect over underwater images and extract an informative feature (transmission feature) from haze condensation. The saliency feature is also used for underwater object segmentation. Consequently, in our method, the objectbackground difference can be presented by these features on two levels, i.e., the edge-level transmission and region-level saliency features. These two types of features are integrated into a unified level set formulation to propose a solution that handles the challenging issues in underwater object segmentation. The experimental comparisons of our method with other methods comprehensively demonstrate the satisfactory performance of our method.
I. INTRODUCTION
Object segmentation technology involves a combination of object identification and image segmentation, which helps to segment underwater images into two semantic partitions belonging to the object and background, respectively. In the past decades, various methods have been proposed for image segmentation, such as thresholding [1] , clustering [2] , region expansion [3] , and curve evolution [4] .
Among them, curve evolution has been the most popular method in recent times, since it provides a mathematically analyzable solution for image segmentation. Curve evolution can be realized by two models: the first is the parametric active contour (e.g., Snakes [5] ) and the second is the geometric active contour (e.g., level set [6] ). In theory, curve evolution transfers image segmentation into a mathematical optimization task that is controlled by an energy formulation. In this formulation, multiple rules and features are combined
The associate editor coordinating the review of this manuscript and approving it for publication was Huimin Lu. together to ensure that the segmentation results are convergent on our desired regions. In general, the performance of curve evolution methods depends on two factors: (i) the model design and (ii) the feature extraction. The first factor determines the convergence attribution of the optimization process, namely local or global optimization. The second provides informative cues to distinguish the contrast between regions. In this paper, both of these aspects are considered to generate a novel level set formulation that introduces two features (i.e. transmission and saliency) for underwater object segmentation.
In contrast to the wide-spread applications on the ground, classic level set models have not been well explored under water. The primary reason for this is the challenging underwater environments that severely degenerate and distort the imaging properties [7] . The process of underwater imaging is illustrated in Fig. 1 . Light is emitted from the underwater light source, reflected by the object and then enters the camera where images of the underwater object are captured. Along the optical axis, the irradiance of light (line AB and CD in Fig. 1 ) decreases with the transmission distance. This nature would degrade the underwater image in the intensity and color fidelity. Moreover, due to the significant light scattering effect under water, light emitted from other points (point Q) also enters the camera and contributes to the information in the image point P', leading to undesirable distortion in P'. It's worth noting that the scattered light distorts information not only in P', but also in the whole underwater image. Thus the contrast in the underwater image is degraded and the image is blurred.
As a result, the commonly-used image features and cues become unreliable for underwater object segmentation. For example, the haze effect considerably smoothens the information in underwater images, thus it is difficult to present the region edges by image deviation (see Fig. 2 ). Hence, for underwater image segmentation, suitable features and model formulations are needed in order to identify the difference between regions. Moreover, as mentioned above, our method intends to identify the special regions of underwater objects. Therefore, the extracted features must be able to distinguish underwater objects as well.
Considering the difficulties in underwater object segmentation, we comprehensively extract the features on both region and edge levels. For the region level, the saliency feature is extracted, which can distinguish the pop out of the object region against the background. For the edge level, we measure the attenuation of the underwater imaging light over points (called transmission) by the dark channel model, and the transmission deviation is calculated to present the edge information. Under our novel level set formulation, these two features are fused to develop the zero level set towards our desired region.
In general, the novelty of our proposed method can be described by the following three aspects: i) We propose a novel level set formulation that takes advantage of both the region-and edge-level features to segment underwater objects. ii) A novel region term is modeled with the underwater saliency to identify the region of underwater objects. iii) A novel edge term is modeled with the underwater transmission feature to identify the contour of underwater objects. The aim of our method is to correctly identify the regions and contours of underwater objects. In particular, the saliency feature controls the development of the level set around the region of underwater objects, and the transmission feature accurately evolves the level set to our desired edges. These advantages are the key reasons behind the success of our method for segmenting underwater objects.
The remainder of this paper is organized as follows. Section 2 reviews the related literature. Our novel level set model is proposed in Section 3. Section 4 presents the feature extraction process. The algorithm of our underwater object segmentation method is presented in Section 5. Section 6 presents the experimental results and analysis. Section 7 concludes the paper.
II. RELATED WORKS AND MOTIVATION

A. UNDERWATER OBJECT SEGMENTATION
In contrast to the vast achievements of object segmentation on the ground, very few methods have been proposed to detect or segment objects in underwater environments. In general, existing underwater object segmentation methods can be classified into two categories: the first is to segment man-made object with special appearances and the second is used to detect natural objects under water.
For segmenting man-made objects, any special features and priors of the objects would be available to identify these objects. For example, Yu et al. proved the good performance of the color template to recognize artificial underwater landmarks [8] . Lee et al. designed an LED ring with five large lights as the docking mark which was identified and located by a camera loaded onto autonomous underwater vehicles [9] . Dudek et al. enhanced the quality of the collected samples by using the correspondence between raw images and clear templates, which was then introduced into the segmentation process [10] . As an extension to this method, a novel segmentation detection method was proposed by combining a number of low-complexity but moderately accurate color feature detectors [11] . Besides, many morphological features have been extracted to enable the vision systems to identify the man-made structures. Negre et al. compared VOLUME 7, 2019 the performance of the color and shape features for object detection, and demonstrated that the shape feature is more reliable under water [12] . Alternatively, Haar-like features were designed for detecting dock marks [13] . Kim et al. jointly used color correction, multiple-template-based object selection, and color-based image segmentation methods to update the conventional approach [14] . Rizzini et al. proposed a two-phase mechanism for man-made object detection. The first phase was established by a saliency detection method, whereas in the second phase, a low-pass filter was proposed to segment the saliency maps. The good performance of the ROI detection was demonstrated across several datasets collected at different depths [15] .
Unlike the methods for identifying carefully designed manmade objects, natural object segmentation is more challenging as following two-fold reasons. First, natural objects are visually similar to the water background due to the light absorption and haze effects. Second, natural objects are diverse in appearances and we have few priors of the natural objects in strange scenes. In such difficult conditions, the multi-phase framework based segmentation process demonstrated a nice performance. Some are based on the image preprocessing, some introduce the ROI detection before the final segmentation, and there are also methods jointly using these two phases. For example, Edgington et al. extracted low-level spatial features to detect events over multiple frames. In this work, the classical Itti model was initially used to extract ROI objects [16] . Chuang et al. used the phase Fourier transform (PFT) to estimate the image saliency from which the textural features of fish are extracted [17] . Zhu et al. proposed an underwater object detection method based on the discriminative regional feature integration. In this method, three features, including regional contrast, regional property, and regional background descriptors, are jointly used to establish a comprehensive saliency map for underwater images [18] .
B. LEVEL-SET-BASED IMAGE SEGMENTATION
In general, level-set-based image segmentation methods can be categorized into two groups. The first is the edge-based model that segments images according to the local deviation, while the second includes region-based models that segment images with the regional contrast. Since the edge-based model relies on the deviation between points, it may help to accurately identify the object contour. However, the drawback of this model is that it is sensitive to noise-like points and initialization. This problem is considered in region-based models that highlight the regional contrast over images and thus largely eliminate the influence caused by blurs in local regions. However, region-based models are susceptible to global distortion. For example, rather than the intrinsic image information, the underwater illumination bias may play an important role for segmentation with regional features.
The most obvious characteristic of edge-based models can be presented by the edge indicator, which calculates the deviation between points [19] :
where G σ is the Gaussian kernel with standard deviation σ , and the convolution calculation ∇G σ * I is used to smooth images. In order to prevent the local optimization problem, a re-initialization process is necessary for the edge-based models. However, this process largely reduces the automation of the level set model. To solve this problem, Li et al. added a regularization term to the level set model [19] , which penalizes the level set function by the signed distance measurement.
where ϕ defines a level set function on a region ; λ, v, and µ are the moderate parameters; H (·) is the Heaviside function; and δ(·) is the Dirac function.
where ω is the smooth moderation parameter. In Equation 2, the first term is a penalization of the length of the level set, the second term is a penalization of the area of the level set and the third term is the signed distance measurement that can avoid the re-initialization process. Unlike the above edge-based models, image segmentation with region-based models depends on the contrast between partitions. A classic region-based model is known as the piecewise smooth formulation proposed by Mumford and Shah [20] , which approximates the original image I using a piecewise function u that provides the solution of the optimization problem:
where C is the edge set curve. This piecewise smooth formulation has the following three advantages: (i) it can keep the curve regular by the first term, (ii) it can ensure the solution u close to the original data by the second term, and (iii) it can ensure the solution u differentiable by the third term.
Chan and Vese subsequently introduced the Heaviside function to the level set model to generate the popular C-V model [6] .
where the first term is a penalization of the length of the contour; the second term is a penalization of the area inside the contour; c 1 and c 2 are the averages of the intensity inside and outside the contour. The C-V model is insensitive to noise-like points but is susceptible to the global bias and smoothness of image information. Unfortunately, these two problems are common in underwater samples. The Retinex modulated piecewise constant variational model provides a solution for the illumination bias problem, as it introduces the bias parameter to the level set formulation [21] .
where b is the illumination bias parameter, and the summation of the last two terms is the Ginzburg-Landau functional, which aims to yield a smooth phase field that tends to be binary. Another advantage of this model (Eq. 7) can be demonstrated in its global fitting property that helps to increase the correctness of segmentation results. However, for underwater object segmentation, this model is not sufficient as it overlooks the problem of the smoothness of image information.
There are also many variants of the level set models. Various features and regularization terms have been introduced into the level set model [22] - [24] . Many preprocessors have also been utilized to optimize the initialization and development of the level set [25] , [26] .
C. MOTIVATION
Generally, the goal of our work is identical to that of the natural object segmentation of identifying strange underwater objects without any priors. Different from existing methods, our method is the first that adapts the level set model to the underwater task, which can provide more precise segmentation results.
However, current level set models do not have the ability to solve the problems in underwater object segmentation. Underwater samples are characterized by the smoothness and distortion of image information due to the wavelength-selective attenuation and scattering effects. With such samples, the existing features become degenerated as they cannot clearly identify the contrast between the object and background regions.
Previous works have demonstrated the performance of the saliency feature to identify regions of underwater objects, which can be considered useful in the segmentation of underwater objects on the region level [27] - [29] . However, only introducing underwater saliency is not enough due to the smoothness of the saliency value. In order to solve this problem, our model also considers the feature on the edge level, which can increase the correctness of the segmentation results. On the edge level, we extract the transmission feature that measures the unscaled sight distance of any point in the underwater images, and hence, the deviation of the transmission features intrinsically corresponds to the sight-distance difference between regions [30] , [31] . Such a feature is robust against the noises and information distortion in underwater images. In particular, the saliency-driven term works like an object detector that correctly locates the objects, while the transmission-driven term functions like a contour extractor. By combining these two terms, our novel method can detect underwater objects and describe their contours, which helps to achieve the objective of underwater object segmentation.
III. PROPOSED LEVEL SET MODEL
As mentioned above, the underwater object contour is presented as the zero level set in the level set formulation that can be expressed as the combination of the external energy and regularization terms.
where E ext (ϕ, g)is the external energy term that is driven by intrinsic image features, and E reg (ϕ, g) is the term that keeps the level set regular during the evolution process. The novelty of our method lies in the design of a novel external term that integrates new features on the edge-and region-levels, while the second term is established by the Ginzburg-Landau functional [10] .
A. DESIGN OF EXTERNAL ENERGY E ext ϕ, g
We design the external energy E ext (ϕ, g) as:
where E tra (ϕ, g) is defined by the transmission feature and E sal (ϕ, g) models the drive with the saliency feature.
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The transmission-feature-based term E tra (ϕ, g) in our level set model is defined by:
where T is the transmission map extracted in an underwater image, g is an edge indicator that calculates the deviation between regions, and m 1 and m 2 are the transmission averages inside and outside the contour.
Here, we use the square term rather than the Heaviside function to keep the model mathematically convex. The saliency feature based term E sal (ϕ) in our level set model is defined by:
where S is the saliency map extracted in an underwater image, and s 1 and s 2 are the saliency averages inside and outside the contour.
Consequently, our novel level set model can be formulated as:
The resulting underwater object segmentation can be given by the minimization problem:
The solution of the minimization problem (Eq. 16) is presented in the following subsections.
B. MINIMIZATION
In general, the evolution of the level set model must cater for the Euler-Lagrange equation, as ∂E/∂ϕ = 0. The solution of this Euler-Lagrange equation can be found by gradient flow calculation.
where ∂ϕ/∂t is the derivative of the level set ϕ with respect to the time step t, and ∂E/∂ϕ is the derivative of the energy functional E with respect to the level set ϕ. Equation 17 can be explained as follows: the level set continually develops until the energy functional reaches the minimum. The derivative of the first term with respect to ϕ is
The derivative of the second term with respect to ϕ is
The derivative of the regularization term with respect to ϕ is
The level set development equation using the standard gradient descent calculation can be expressed as follows:
The underwater object segmentation can be efficiently achieved using Eq. 21.
IV. SALIENCY AND TRANSMISSION FEATURE EXTRACTION
As mentioned above, we extract the saliency and transmission features to formulate the region-and edge-based terms respectively. This section presents the details of the feature extraction in our method.
A. SALIENCY FEATURE EXTRACTION
The Hypercomplex Fourier Transform (HFT) based saliency detection method [32] is introduced in our method since its excellent performance has been evaluated in our previous research. In general, the HFT method detects image saliency trough scale-space analysis of the amplitude spectrum of natural images.
where S k is the detected saliency in the scale k, η is the Gaussian kernel, F −1 is the inverse Fourier transformation, and k (τ, υ)e xp(τ,υ) is the amplitude spectrum in the scale k. The detection result is obtained with the saliency value in the optimal scale.
where ( )is the definition of entropy, which measures the amount of information of S k .
B. TRANSMISSION FEATURE EXTRACTION
The haze effect under water can considerably smooth the information of underwater images, which significantly challenges object segmentation tasks. However, this effect also provides a valuable cue for underwater object segmentation, since we can measure the unscaled sight distances of any points from the haze concentration. This unscaled measurement is called the transmission feature in our method. From the transmission feature, we can easily identify the distance difference between the object and background regions. The underwater environment is challenging for optical imaging due to the forward and backward light scattering effects. In such an environment, the dark channel prior based method is an efficient way to extract the transmission feature, as all calculations in this method are completed on single images. In general, the underwater optical imaging process can be formulated with the transmission parameter.
where I (x) is the imaging light received at point x, L(x) is the radiation at point x, T (x) is the transmission at point x, and B is the ambient light. Basically, the dark channel prior assumes that the minimum value of any channel over any point in a local patch is approximated to zero [33] .
where I dark x is the dark channel at point x; c is the color channel; x is a local patch centered at the point x. Assuming that r x = r y ∀y ∈ x , Eq. 25 can be simplified as follows:
where I dark (x), L dark (x), and B dark are the components in the dark channel. According to the dark channel prior, the low intensity in the dark channel is caused by the low radiation L dark (x)T (x) ≈ 0. Hence, the transmission scales can be expressed as follows:
Moreover, according to the dark channel prior, the brightest dark channel over an image is the representation of the ambient light:
where z is the point included in an underwater image. As a result, the transmission feature can be extracted by combining Eqs. 27 and 28.
V. ALGORITHM
The procedures of the proposed algorithm are summarized below:
Algorithm 1 Algorithm For Underwater Object Segmentation 1: Feature extraction:
• Extract saliency feature using Eq. 29;
• Extract transmission feature using Eq. otherwise, set t = t+1 and return to Step 3. The evolution from the initial level set to the function of the underwater object contour is described as follows. In the first stage, the level set evolution mostly depends on the external term E ext (ϕ, g). At this time, pixels are increasingly clustered into separated regions: in and out , which define the regions inside and outside objects. During this process, the edge detector and the saliency region based information are combined to identify the region boundary. However, after the evolution with the external term, the original binary level set becomes to be irregular. In this time, updating the Ginzburg-Landau functional (Eq.9) can nicely prevent the singularities and irregular shape of the level set function.
In practice, the termination criterion plays an important role to determinate if the desired edges have been captured. The common strategy is to predefine a fix number of iterations which should be large enough for segmenting all underwater objects in an image, however the optimal number is related to the convergence speed and thus hard to obtained. Inspired by the previous work [34] , our method measures the convergence to determinate the termination criterion, as: If COV < ζ or n >N the evolution process stops. In our method these two parameters are empirically set as ζ = 0.09, N = 70.
VI. EXPERIMENTAL RESULTS AND ANALYSIS
In general, our method aims to segment objects from underwater images, which is close to both image segmentation and object identification researches [35] . Thus, we evaluate our novel level set model based underwater object segmentation by comparing it with state-of-the-art image segmentation and object identification methods. For image segmentation, the compared methods include the C-V model [36] , GPAC model [37] , LBF model [38] , Li' s model [19] , and Zhang's model [39] . The comparison of our method to these methods clearly demonstrates the performance of the saliency and transmission features for object segmentation from underwater images. For object identification, the compared methods include various kinds of saliency detection methods, such as ITTI [40] , GBVS [41] , FES [42] , COV [43] , and HFT [29] . The saliency feature is also utilized in our model. Hence, the comparison of our method to the existing saliency detection methods can evaluate the contribution of our novel level set formulation to underwater object segmentation. Underwater images available on YouTube are collected to establish the benchmark for experimental evaluations [44] - [52] . More than 200 images and 50 scenes are included in our underwater benchmarks. The object region of each image is labeled by 10 volunteers and the average results were deemed the ground truth. Images in this dataset differ in many aspects such as in the participants, context, and the ambient light. The diversity of these images ensures a comprehensive and fair evaluation of the methods.
The quantitative performance of the object detection is evaluated with respect to six criteria [53] -precision (Pr), similarity (Sim), true positive rate (TPR), F-score (FS), false positive rate (FPR), and percentage of wrong classifications (PWC):
where tp, tn, fp, and fn denote the scores of the true positive, true negative, false positive, and false negative, respectively. The parameter tp is evaluated by the number of pixels that belong to the object in both the detection results and ground truth. The parameter tn is the number of pixels that belong to the background in both the detection results and ground truth. The parameter fp counts the number of pixels that belong to the background in the ground truth but are mistaken as the object in the detection result. The parameter fn is the number of the pixels, which is the object in the ground truth but mistaken as the background in the detection results. In each of these experiments, we kept the resolution of all inputs as the original resolution. For each criterion, the score is obtained by taking the average of 50 samples. The tuning parameters used in these experiments are fixed:
The corresponding model relies more on the regional term, since the transmission based edge calculation is sensitive to the content of the scene light. According to our previous studies, the error of the transmission calculation would happen in the case of the strong sky light. Hence, larger parameters for the region-based term can improve the robustness of our proposed model.
A. DETAILS OF OUR UNDERWATER OBJECT SEGMENTATION PROCESS
Figure 3 presents the details of our level set model for underwater object segmentation. From Fig. 3 , we can see that different features demonstrate diverse performances in segmentation. For example, the transmission feature (1st row of Fig. 3(b) ) is more distinguishable in contrast to the saliency feature (1st row of Fig. 3(c) ) for the sample in the first row. However, the saliency feature performs better for the sample in the second row (2nd row of Fig. 3(c) ) as it can clearly identify the pop-out region of the autonomous underwater vehicle, while the transmission feature (2nd row of Fig. 3(c) ) is degenerated for this sample. This complementary relationship between the transmission and saliency features ensure our method adaptive to diverse underwater scenes. In order to reduce the complexity of our method, a fixed initial level set function is automatically selected by the boundary of original underwater images ( Fig. 3(d) ).
Although an initialization preprocessor is eliminated in our method, from the final contour ( Fig. 3(e) (f) ), we can find that our optimized level set function can still accurately extract the contour of underwater objects. Moreover, from Fig.3 the performance of the external and internal terms are separately demonstrated. In the first stage, the external term plays a key role in the level set evolution, which can develop the initial level set to our desired object contours (Fig.3(f) ).
However, this external term-driven evolution generates a large amount of undesired singularities with different areas (Fig.3(f) ). These singularities are eliminated by the internal term (regularization term) in the second-stage evolution ( Fig.3(g) ). Moreover, from Fig.3(f) ,(g) we can find that after the second stage the contours of the object regions are more smooth, which significantly improve the accuracy of the edge location.
B. COMPARISONS TO OTHER LEVEL SET MODELS
In this subsection, we compared our novel level set model to other models in order to demonstrate the performance of our model for underwater object segmentation. Figure 4 presents the results given by various level set models. The quantitative comparison results are shown in Table 1 . From Table. 1, we can see that our results are the best in all criteria. From both the qualitative and quantitative comparisons, only our evolving level set correctly extracts the object contours (see Fig. 4(g) ), while other models may result in inaccurate or incorrect segmentation (see Fig. 4(b)-(f) ). Since the region based models (i.e. C-V and GPAC models) mainly focus on the global contrast, they are quite sensitive to the global illumination change over underwater images (see Fig. 4(b) and (d) ). As a result, they cannot distinguish the difference between objects and background. Besides, local deviation based models (i.e. LBF and Li's models) are severely degenerated by the haze effect. Recall that the novelty of our method lies in our new feature extraction and integration strategies that underlie our novel level set model under water. The better performance in Fig.4 can comprehensively demonstrate the contributions of our novelty.
C. COMPARISONS TO SALIENCY DETECTION METHODS
Considering our method can identify the region of underwater objects, we also compare our results to the results obtained by various other saliency detection methods. Since saliency results are presented with the smooth intensity, the Otsu thresholding method is employed to refine saliency results. Figure 5 presents the binary results given by various saliency detection models as well as our model. From the results shown in Fig. 5 , we can see that all saliency detection methods can generally identify the location of underwater objects, but our method generates the most accurate results. As the saliency feature is also introduced in our level set model, the difference between our method and the compared saliency detection methods mainly lies in the addition of the level set model. Hence, through this experimental comparison, the advantage of our novel level set model for underwater object segmentation is fairly demonstrated.
From Table 2 , it can be seen that our method yields the best results in six criteria and the second best in TPR. In terms of function, GBVS detects saliency by connecting points with similar features. This strategy is much sensitive to the haze effect and may generate more relaxing results. It significantly increases TPR score of GBVS, but its FPR score is increased as well. As a result, an overall degraded performance is demonstrated for GBVS.
VII. CONCLUSIONS
In this paper, an underwater object segmentation method is proposed with our novel level set model. Basically, the novelty of our method lies in the integration of the transmission and saliency features to segment objects from underwater images. With these two features, we propose a novel level set formulation. In practice, our method can segment underwater images into the object and background partitions, thereby identify the region belonging to underwater objects. The satisfying results of our method have been demonstrated by comparing to the state-of-the-art level set and saliency detection methods.
For underwater object segmentation, the underwater saliency feature, especially the global saliency feature, is better in contrast to other image features, as it is robust against the noise-like points and thus can stably identify the objects in diverse environments. However, the drawback of the saliency feature lies in its smoothing intensity which can locate objects but can not describe the accurate contours of underwater objects. In contrast, the transmission feature provides an important cue for identifying object contours. The level set model is well known for its performance in accurate segmentation, but this type of models is susceptible to the noises in underwater environments. Hence, introducing the saliency and transmission features into the level set model is desired to obtain a better performance for underwater object segmentation, which has been proved by the results in this paper.
