Necessary condition on the weight for maximal and integral operators
  with rough kernels by Ibañez-Firnkorn, Gonzalo H. et al.
ar
X
iv
:2
00
7.
01
40
0v
1 
 [m
ath
.C
A]
  2
 Ju
l 2
02
0
NECESSARY CONDITION ON THE WEIGHT FOR MAXIMAL
AND INTEGRAL OPERATORS WITH ROUGH KERNELS
GONZALO H. IBAN˜EZ-FIRNKORN, MARI´A SILVINA RIVEROS, AND RAU´L E. VIDAL
Abstract. Let 0 ≤ α < n, m ∈ N and let consider Tα,m be a of integral operator,
given by kernel of the form
K(x, y) = k1(x− A1y)k2(x −A2y) . . . km(x−Amy),
where Ai are invertible matrices and each ki satisfies a fractional size and generalized
fractional Ho¨rmander condition. In [7] it was proved that Tα,m is controlled in
Lp(w)-norms, w ∈ A∞, by the sum of maximal operators MA−1
i
,α. In this paper we
present the class of weights AA,p,q, where A is an invertible matrix. This class are
the good weights for the weak-type estimate of MA−1,α. For certain kernels ki we
can characterize the weights for the strong-type estimate of Tα,m. Also, we give a
the strong-type estimate using testing conditions.
1. Introduction and results
In this paper we will characterized the good weights, 0 ≤ w ∈ L1loc(Rn), for integral
operators of the form
Tα,mf(x) =
ˆ
Rn
K(x, y)f(y)dy, (1.1)
where the kernel
K(x, y) = k1(x−A1y)k2(x−A2y) . . . km(x−Amy), m ∈ N,
Ai are certain invertible matrices and f ∈ L∞loc(Rn). In [14] the authors studied the
L2(R)→ L2(R) boundedness for the case
K(x, y) =
1
|x− y|α
1
|x+ y|1−α , 0 < α < 1.
In several articles, different authors studied the boundedness in Lebesgue spaces and
weighted Lebesgue spaces where the kernels ki, i = 1, . . . , m, satisfy certain integral
Ho¨rmander and size condition, for example see [5], [7], [15], [16].
Let 0 ≤ α < n and 0 < αi < n, 1 ≤ i ≤ m, such that α1 + · · ·+ αm = n− α. Also
let Ai be matrices such that
(H) Ai and Ai −Aj are invertible for 1 ≤ i, j ≤ m and i 6= j.
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In the case where
ki(x, y) =
1
|x−Aiy|αi ,
the integral operator Tα,m satisfies the following Coifman–Fefferman inequalityˆ
Rn
|Tα,m(f)(x)|qwq(x) dx ≤ Cw,q
m∑
i=1
ˆ
Rn
|Mα,A−1i f(x)|
qwq(x) dx, (1.2)
for all 0 < q < ∞, wq a weight in the A∞ Muckenhoupt class and where Mα,A−1 is
the maximal operator define by
Mα,A−1f(x) =Mαf(A
−1x) = sup
Q∋A−1x
1
|Q|1−αn
ˆ
Q
f(y)dy. (1.3)
By a change of variableˆ
Rn
|Mα,A−1f(x)|qwq(x) dx = |detA|
ˆ
Rn
|Mαf(x)|qwq(Ax) dx. (1.4)
Now let 1 ≤ p ≤ q <∞, and w in Ap,q, i.e.
[w]Ap,q :=sup
Q

 1
|Q|
ˆ
Q
wq(x)dx


1
q

 1
|Q|
ˆ
Q
w−p
′
(x)dx


1
p′
≤ ∞, for 1 < p,
[w]A1,q :=sup
Q

 1
|Q|
ˆ
Q
wq(x)dx


1
q
‖w−1‖∞,Q ≤ ∞, for 1 = p.
We say that wp ∈ Ap if, and only if, w ∈ Ap,p, 1 ≤ p <∞, and A∞ = ∪pAp.
For p > 1, if we request that w(Ax) ≤ Cw(x) and w ∈ Ap,q, then in (1.4) we getˆ
Rn
|Mα,A−1f(x)|qwq(x) dx ≤ CA,q,p,w
ˆ
Rn
|f |pwp(x) dx. (1.5)
Finally in the equation (1.2) if w ∈ Ap,q and wAi(x) := w(Aix) ≤ Cw(x) for all
1 ≤ i ≤ m, we have (see [15])ˆ
Rn
|Tα,m(f)(x)|qwq(x) dx ≤ CA,q,p,w
ˆ
Rn
|f |pwp(x) dx. (1.6)
In this paper we answer some of these questions: Is there a characterization of the
weights for the boundedness of Mα,A−1 defined in (1.3)? If this characterization is
obtain, are we able to present some weighted bounds as in (1.6)? For inequality (1.6)
wq ∈ A∞ is required. In some cases, this requirement, can be avoid?
To study some of these problems we define the next classes of weights. Let A be an
invertible matrix and 1 ≤ p ≤ q <∞.
A weight w is in the class AA,p,q, if
[w]AA,p,q :=sup
Q

 1
|Q|
ˆ
Q
wqA(x)dx


1
q

 1
|Q|
ˆ
Q
w−p
′
(x)dx


1
p′
≤ ∞, for p > 1,
(1.7)
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[w]AA,1,q :=sup
Q

 1
|Q|
ˆ
Q
wqA(x)dx


1
q
‖w−1‖∞,Q ≤ ∞, for p = 1.
We obtain the following weak type (p, q) characterization:
Theorem 1.1. Let 0 ≤ α < n, 1 ≤ p < n/α and 1
q
= 1
p
− α
n
. The maximal operator
Mα,A−1 is bounded from L
p(wp) into Lq,∞(wq) if, and only if, w ∈ AA,p,q.
This result follows in the same way as the classical one in [13] or [12] taking into
account that
wq{x : Mα,A−1f(x) > λ} = wqA{x : Mαf(x) > λ}.
In [17] E. Sawyer introduced the following definition:
Definition 1.2. Let 0 ≤ α < n, 1 < p ≤ q <∞, let (u, v) be a pair of weights. The
pair (u, v) ∈ Mα,p,q if satisfy the testing condition
[u, v]Mα,p,q = sup
Q
v(Q)−1/p
(ˆ
Q
Mα(χQv)
qu
)1/q
<∞.
For the classical maximal operator Mα it is known the following two weight inequa-
lity:
Theorem 1.3. [17] Let 0 ≤ α < n, 1 < p ≤ q < ∞, let (u, v), be a pair of weights.
The following statements are equivalent:
(i) (u, v) ∈Mα,p,q
(ii) For every f ∈ Lp(v),(ˆ
Rn
Mα(fv)
qu
)1/q
≤ Cn,p,α[u, v]Mα,p,q
(ˆ
Rn
|f |pv
)1/p
.
Definition 1.4. Let w be a weight, we say w ∈ Mα,A,p,q if (wqA, w−p′) ∈ Mα,p,q and
w ∈ Mα,A,q′,p′ if (w−p′, wqA) ∈ Mα,q′,p′. For α = 0 and p = q, we say w ∈ MA,p :=
M0,A,p,p.
Remark 1.5. Also if w ∈ Mα,A,p,q and 1p − 1q = αn , we have that w ∈ AA,p,q and
[w]AA,p,q ≤ [w]Mα,A,p,q .
Then as a corollary of the previous theorem we have,
Corollary 1.6. Let 0 ≤ α < n, 1 < p < n
α
and 1
q
= 1
p
− α
n
. The weight w ∈ Mα,A,p,q
if, and only if,(ˆ
Rn
Mα,A−1(g)
qwq
)1/q
≤ Cn,p,α[w]Mα,A,p,q
(ˆ
Rn
|g|pwp
)1/p
,
for g = fv = fw−p
′ ∈ Lp(wp), and where [w]Mα,A,p,q := [wqA, w−p
′
]Mα,p,q .
In this paper we will prove Lp(wp) into Lq(wq) bounds for integral operators defined
in (1.1), with kernels satisfying a fractional size, Sα,r, and a fractional Ho¨rmander,
Hα,r, condition (for definitions see Section 2), without using w ∈ A∞. To obtain these
results we will use the sparse domination technique. In the last years this technique
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was used to obtain sharp weighted norm inequalities for singular or fractional integrals
operators, for example see [10] and [1].
In the case for the integral operator Tα,m with some particular matrices Ai we obtain
a norm estimate relative to the constant of the weight.
Theorem 1.7. Let 0 ≤ α < n, m ∈ N and let Tα,m be the integral operator defined by
(1.1). For 1 ≤ i ≤ m, let 1 < ri ≤ ∞ and 0 ≤ αi < n such that α1+ · · ·+αm = n−α.
Let ki ∈ Sn−αi,ri ∩Hn−αi,ri and let the matrices Ai satisfy the hypothesis (H).
If α = 0, suppose T0,m be of strong type (p0, p0) for some 1 < p0 <∞.
If there exists s ≥ 1 such that 1
r1
+ · · · + 1
rm
+ 1
s
= 1, Aj = A
−1
i for some j 6= i,
s < p < n
α
, 1
q
= 1
p
− α
n
and ws ∈ ⋂mi=1AAi, ps , qs for all 1 ≤ i ≤ m, then
‖Tα,mf‖Lq(wq) ≤ C‖f‖Lp(wp)
m∑
i=1
[ws]
max
{
1−α
n
,
(p/s)′
q (1−
αs
n )
}
A
Ai,
p
s ,
q
s
.
Remark 1.8. Observe that if Aj = A
−1
i for some j 6= i and ws ∈ AAi, ps , qs ∩ AAj , ps , qs ,
then ws ∈ A p
s
, q
s
and wAj ≃ w. Then, in this case, wq and w−s(p/s)′ belongs to A∞.
In the case of the integral operator
Tα,2f(x) =
ˆ
f(y)
|x− A1y|α1|x−A2y|α2 dy, (1.8)
we have the following characterization.
Theorem 1.9. Let 0 ≤ α < n, 0 ≤ α1, α2 < n such that α1 + α2 = n − α. Let
1 < p < n/α and 1
q
= 1
p
− α
n
. Let A1, A2 be a invertible matrices such that A1 − A2
is invertible. Let Tα,2 be the integral operator defined by (1.8). Let w be a weight. If
Tα,2 : L
p(wp)→ Lq(wq) then w ∈ AA1,p,q ∩AA2,p,q.
Furthermore, if A2 = A
−1
1 or A1 = −I and A2 = I, then Tα,2 : Lp(wp) → Lq(wq) if
and only if w ∈ AA1,p,q ∩ AA2,p,q.
Remark 1.10. This result contains Theorem 3.2 and Corollary 3.3 in [4], where the
authors consider p = q, α = 0, wp(x) = |x|β ∈ Ap, A1 = −I and A2 = I.
Remark 1.11. As is well known the Ap condition, for 1 < p ≤ ∞, is also necessary for
Caldero´n-Zygmund operators, in the following way: if wp is a weight such that all the
Riezs transforms are strong (p, p), then wp ∈ Ap. In a similar way we see in this paper
that the AA,p,q classes of weights are also necessary to obtain strong (p, q) bounds for
certain integral operators.
The paper continuous in the following way: in Section 2 we give preliminaries,
definitions and we state some of our main Theorems, we prove the main results in
Section 3 and the sparse domination in Section 4. Finally, in Section 5 we give extra
commentaries about the AA,p,q classes of weights.
2. Preliminaries and results
First we will start giving the definitions of the fractional size and Ho¨rmander con-
ditions for the kernels that we will be working along this paper. Let us introduce the
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following notation. Let 1 ≤ r <∞, we set
‖f‖r,B =
(
1
|B|
ˆ
B
|f(x)|r dx
)1/r
,
where B is a ball. Observe that in this averages the balls B can be replaced by cubes
Q. The notation |x| ∼ t means t < |x| ≤ 2t and we write
‖f‖r,|x|∼t = ‖fχ|x|∼t‖r,B(0,2t).
Let 0 ≤ α < n and 1 ≤ r ≤ ∞. The function Kα is said to satisfy the fractional
size condition, Kα ∈ Sα,r, if there exists a constant C > 0 such that
‖Kα‖r,|x|∼t ≤ Ctα−n.
For s = 1 we write Sα,r = Sα. Observe that if Kα ∈ Sα, then there exists a constant
c > 0 such that ˆ
|x|∼t
|Kα(x)|dx ≤ ctα.
For α = 0 we write S0,r = Sr.
The function Kα satisfies the L
α,r-Ho¨rmander condition (Kα ∈ Hα,r), if there exist
cr > 1 and Cr > 0 such that for all x and R > cr|x|,
∞∑
m=1
(2mR)n−α‖Kα(· − x)−Kα(·)‖r,|y|∼2mR ≤ Cr.
We say that Kα ∈ Hα,∞ if Kα satisfies the previous condition with ‖ · ‖L∞,|x|∼2mR in
place of ‖ · ‖r,|x|∼2mR. For α = 0 we write H0,r = Hr, the classical Lr-Ho¨rmander
condition.
Remark 2.1. Observe that if Kα(x) = |x|n−α then Tα = Iα the fractional integral and
Kα ∈ Sα,∞ ∩Hα,∞.
Remark 2.2. Let 0 ≤ α < n, m ∈ N and 1 ≤ i ≤ m. Let 1 < ri <∞, s ≥ 1 defined by
1
r1
+ · · ·+ 1
rm
+ 1
s
= 1 and 0 ≤ αi < n such that α1+ · · ·+αm = n−α. If ki ∈ Sn−αi,ri
for 1 ≤ i ≤ m then K ∈ Sα for K(x, y) = k1(x − A1y)k2(x − A2y) . . . km(x − Amy).
See details in [7].
To obtain a two weight bound of the integral operator Tα,m in (1.1), we define
the following testing constant for a pair of weight (u, v). Let D be a dyadic family,
1 ≤ r < n
α
and 1 < p ≤ q < n
α
,
TA,r,out,D = sup
R∈D
v(R)−1/p
∥∥∥∥∥
∑
Q∈D:R⊂Q
|Q|α/n−1/r
(ˆ
Q
vχR
)1/r
χQ
∥∥∥∥∥
Lq(uA)
<∞,
T ∗A,r,out,D = sup
R∈D
uA(R)
−1/q′
∥∥∥∥∥
∑
Q∈D:R⊂Q
|Q|α/n−1/rv(Q) 1r−1
(ˆ
Q
uAχR
)
χQ
∥∥∥∥∥
Lp′ (v)
<∞,
TA,r,in,D = sup
R∈D
v(R)−1/p
∥∥∥∥∥
∑
Q∈D:Q⊂R
|Q|α/n−1/rv(Q)1/rχQ
∥∥∥∥∥
Lq(uA)
<∞,
6 G. H. IBAN˜EZ FIRNKORN, M. S. RIVEROS, AND R. E. VIDAL
T ∗A,r,in,D = sup
R∈D
uA(R)
−1/q′
∥∥∥∥∥
∑
Q∈D:Q⊂R
|Q|α/n−1/rv(Q) 1r−1uA(Q)χQ
∥∥∥∥∥
Lp′(v)
<∞.
We will also use the following notation:
Tr,out,D := TI,r,out,D, T ∗r,out,D := T ∗I,r,out,D, Tr,in,D := TI,r,in,D and T ∗r,in,D := T ∗I,r,in,D,
where I is the identity matrix. Also for r = 1
TA,out,D := TA,1,out,D, T ∗A,out,D := T ∗A,1,out,D, TA,in,D := TA,1,in,D and T ∗A,in,D := T ∗A,1,in,D.
We consider 3n dyadic families {Dj}, defined in [11], with the following property:
every bounded set is contained in some dyadic cube Q ∈ Dj . In Theorem 3.1 we will
give more details of these families.
Theorem 2.3. Let 0 ≤ α < n, m ∈ N and let Tα,m be the integral operator defined by
(1.1). For 1 ≤ i ≤ m, let 1 < ri ≤ ∞ and 0 ≤ αi < n such that α1+ · · ·+αm = n−α.
Let ki ∈ Sn−αi,ri ∩Hn−αi,ri and let the matrices Ai satisfy the hypothesis (H).
If α = 0, suppose T0,m be of strong type (p0, p0) for some 1 < p0 <∞.
Suppose that there exists s ≥ 1 such that 1
r1
+ · · ·+ 1
rm
+ 1
s
= 1 and (u, v) are weights
such that for the 3n dyadic families, {Dj}, the testing constants TAi,s,out,Dj , T ∗Ai,s,out,Dj <
∞ for all 1 ≤ i ≤ m, 1 ≤ s < p < n
α
. Then, there exists c > 0 not depending on f ,
and the pair (u, v) such that
‖Tα,m(fσ)‖Lq(u) ≤ c‖f‖Lp(σ)
3n∑
j=1
m∑
i=1
(TAi,s,out,Dj + T ∗Ai,s,out,Dj),
where σ = v
p′
(p/s)′ .
It can be proved an analogous result with the conditions TAi,s,in,Dj , T ∗Ai,s,in,Dj in place
of TAi,s,out,Dj , T ∗Ai,s,out,Dj .
In the case ri = ∞, for all 1 ≤ i ≤ m, we obtain for the integral operator Tα,m, a
new two weighted result:
Theorem 2.4. Let 0 ≤ α < n, m ∈ N and let Tα,m be the integral operator defined
by (1.1). For 1 ≤ i ≤ m, let 0 ≤ αi < n such that α1 + · · · + αm = n − α. Let
ki ∈ Sn−αi,∞ ∩Hn−αi,∞ and let the matrices Ai satisfy the hypothesis (H).
If α = 0, suppose T0,m be of strong type (p0, p0) for some 1 < p0 <∞.
Let 1 < p ≤ q < n
α
. If (u, v) are pairs of weights such that (uAi, v) ∈ Mα,p,q and
(v, uAi) ∈Mα,q′,p′ for i = 1, . . . , m. Then,
Tα,m : L
p(v)→ Lq(u).
Given w a weight such that the pair (u, v) = (wqAi, w
−p′) we can write the following
Corollary 2.5. Let 0 ≤ α < n, m ∈ N and let Tα,m be the integral operator defined
by (1.1). For 1 ≤ i ≤ m, let 0 ≤ αi < n such that α1 + · · · + αm = n − α. Let
ki ∈ Sn−αi,∞ ∩Hn−αi,∞ and let the matrices Ai satisfy the hypothesis (H).
If α = 0, suppose T0,m be of strong type (p0, p0) for some 1 < p0 <∞.
Let 1 < p < n
α
and 1
q
= 1
p
− α
n
. If w is a weight such that w ∈ Mα,Ai,p,q ∩Mα,Ai,q′,p′,
for i = 1, . . . , m. Then,
Tα,m : L
p(wp)→ Lq(wq).
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Remark 2.6. By Remark 1.5, if w ∈
m⋂
i=1
Mα,Ai,p,q then w ∈
m⋂
i=1
AAi,p,q and this implies
w(Aix) ≤ cw(x) a.e. x ∈ Rn, for all 1 ≤ i ≤ m. (See Proposition 5.1). In [15] it
was proved this same result under the hypothesis w ∈ Ap,q and w(Aix) ≤ cw(x) a.e.
x ∈ Rn for all 1 ≤ i ≤ m. As we say in Corollary 1.6, w ∈ Ap,q and w(Ax) ≤ cw(x)
then w ∈ Mα,A,p,q and this implies w ∈ AA,p,q. Therefore we obtain a different proof
without using essentially w ∈ A∞. In other words, we have
Ap,q ∩ {w : wA . w} ⊂ {w : testing condition for Mα,A−1} ⊂ AA,p,q.
3. Proof of the main results
In the following proof we give a characterization of the good weights stated in
Theorem 1.9.
Proof of Theorem 1.9. Let B = B(cB, R) and Bi = A
−1
i B. Suppose that f = χB1 and
Tα,2(·v) : Lp(v)→ Lq(u).
Then
v(χB1)
−1/p
(ˆ
Tα,2(χB1v)(x)
qu(x)dx
)1/q
<∞.
If x ∈ B and y ∈ B1, then
|x− A1y| ≤ |x− cB|+ |cB −A1y| ≤ R + CAR = (1 + CA)R.
If |x−A2y| ≤ |x− A1y|, then
|x− A1y|, |x− A2y| . R,
and since α1 + α2 = n− α then
v(y)
|x−A1y|α1|x− A2y|α2 ≥
v(y)
|x− A1y|n−α ≥ C
v(y)
Rn−α
.
If |x−A1y| ≤ |x− A2y|, then
v(y)
|x−A1y|α1|x− A2y|α2 ≥
v(y)
|x− A2y|n−α .
If 2j|x− A1y| ≤ |x− A2y| ≤ 2j+1|x−A1y|, then
1
|x− A2y|n−α ≥ 2
(α−n)(j+1) 1
|x− A1y|n−α ≥ 2
(α−n)(j+1) 1
Rn−α
.
Using that
∞∑
j=1
(
2α−n
)j
=
1
1− 2α−n − 1 =
2α−n
1− 2α−n ,
in the case that |x− A1y| ≤ |x− A2y|, we have
v(y)
|x− A1y|α1|x− A2y|α2 ≥ 2
α−n 2
α−n
1− 2α−n
v(y)
Rn−α
.
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Hence, if x ∈ B and y ∈ B1,
v(y)
|x− A1y|α1|x− A2y|α2 ≥ Cn,α,A
v(y)
Rn−α
.
We have an analogous result if y ∈ B2.
If x ∈ B
Tα,2(χB1v)(x) ≥ Rα−nv(B1) = |B|α/n−1v(B1).
Then we have
v(B1)
−1/p
(ˆ
Tα,2(χB1v)(x)
qu(x)dx
)1/q
≥ v(B1)−1/p
(ˆ
B
Tα,2(χB1v)(x)
qu(x)dx
)1/q
≥ v(B1)−1/p
(ˆ
B
|B|q(α/n−1)v(B1)qu(x)dx
)1/q
≥ v(B1)−1/p|B|α/n−1v(B1)u(B)1/q
= |detA−11 |−1/p
′|B|1/qu(B)1/q|B1|1/p′v(B1)1/p′
= |detA1|1/p′|B|α/n−1u(B)1/qvA−11 (B)
1/p′ .
If we take f = χB2 , in an analogous way we have
|B|α/n−1u(B)1/qvA−12 (B)
1/p′ <∞.
If u = wq and v = w−p
′
we conclude that if Tα,2 : L
p(wp) → Lq(wq) then w ∈
∩2i=1Ap,q,A−1i = ∩2i=1AAi,p,q.
Furthermore, consider the case A1 = A and A2 = A
−1. If w ∈ AA,p,q∩AA−1,p,q then
wA ∼ w and w ∈ Ap,q. Therefore Tα,2 : Lp(wp)→ Lq(wq). Now for the case A1 = −I
and A2 = I, if w ∈ A−I,p,q ∩ Ap,q then w−I ≃ w and Tα,2 : Lp(wp) → Lq(wq) (see
[15]). 
To prove the boundedness of Tα,m for general kernels we will use an appropriate
sparse domination.
Given a cube Q ∈ Rn, we denote by D(Q) the family of all dyadic cubes respect
to Q, that is, the cube obtained subdividing repeatedly Q and each of its descendant
into 2n subcubes of the same side lengths.
Given a dyadic family D we say that a subfamily S ⊂ D is a η-sparse family with
0 < η < 1, if for every Q ∈ S , there exists a measurable set EQ ⊂ Q such that
η|Q| ≤ |EQ| and the family {EQ}Q∈S are pairwise disjoint.
The following theorem will be prove in Section 4.
Theorem 3.1. Let 0 ≤ α < n, m ∈ N and let Tα,m be the integral operator defined
by (1.1). For 1 ≤ i ≤ m, let 1 < ri ≤ ∞, defined by s ≥ 1, 1r1 + · · ·+ 1rm + 1s = 1 and
0 ≤ αi < n such that α1 + · · ·+ αm = n− α. Let ki ∈ Sn−αi,ri ∩Hn−αi,ri and let the
matrices Ai satisfy the hypothesis (H).
If α = 0, suppose T0,m be of strong type (p0, p0) for some 1 < p0 <∞.
There exist c > 0 and 3n 1
2.9n
-sparse families, {Sj}3nj=1, such that for f ∈ L∞c (Rn) and
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a.e. x ∈ Rn, we have
|Tα,m(f)(x)| ≤ c
3n∑
j=1
m∑
i=1
Aα,s,Sjf(A−1i x),
where Aα,s,S is the sparse operator defined by
Aα,s,S f(A−1i x) :=
∑
Q∈S
|Q|α/n‖f‖s,QχQ(A−1i x).
To prove the boundedness of Tα,m it is enough to show the boundedness of Aα,s,Sj .
Theorem 3.2. Let 0 ≤ α < n, 1 < r < p ≤ q < ∞ Let A be a invertible matrix and
S be a sparse family from a family of dyadic cubes D. Let (u, v) a pair of weights
and σ = v
p′
(p/r)′r . If (u, v) satisfies local testing conditions, Tr,out,D, T ∗r,out,D <∞, then,(ˆ
Rn
Aα,r,S (fσ)qu
)1/q
≤ Cn,p,α(Tr,out,D + T ∗r,out,D)
(ˆ
Rn
|f |pσ
)1/p
.
If T ∗r,out,D <∞ then
Aα,r,S : Lp(σ)→ Lq,∞(u).
Furthermore, if u = wqA and v = w
−r(p/r)′, then σ = w−p
′
and
Aα,r,S : Lp(wp)→ Lq(wqA).
There is an analogous result with global testing conditions, Tr,in,D and T ∗r,in,D.
We consider the following sparse operator defined in [3], for S a sparse family,
0 < t <∞ and 0 < β ≤ 1,
A˜βt,S g(x) =
(∑
Q∈S
(
|Q|−β
ˆ
Q
g
)t
χQ(x)
)1/t
.
Observe that
Aα,r,S (f) =
(
A˜1−rα/n1/r,S (f r)
)1/r
. (3.1)
The next lemma follows the same proof as Proposition 3.1 in [3] considering the testing
constant T˜t,out in place of the testing constant T˜t,in.
Lemma 3.3. [3] Let 1 < p ≤ q < ∞, t ∈ (0, p), β ∈ (0, 1], S be a sparse collection
of dyadic cubes and let (u, v) be a pair of weights. Define the testing constants
T˜t,out := sup
R∈S
v(R)−t/p
∥∥∥∥∥
∑
Q∈S :R⊂Q
|Q|−βt
(ˆ
Q
vχR
)t
χQ
∥∥∥∥∥
Lq/t(u)
,
T˜ ∗t,out := sup
R∈S
u(R)−1/(q/t)
′
∥∥∥∥∥
∑
Q∈S :R⊂Q
|Q|−βtv(Q)t−1
(ˆ
Q
uχR
)
χQ
∥∥∥∥∥
L(p/t)
′
(v)
.
Then,
‖A˜βt,S (v·)‖tLp(v)→Lq(u) . T˜t,out + T˜ ∗t,out.
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Proof of Theorem 3.2. Using (3.1), we have(ˆ
Rn
Aα,r,S (fσ)qu
)1/q
=
(ˆ
Rn
(
A˜1/r,1−α/n
S
(f rσr)
)q/r
u
)1/q
=
(ˆ
Rn
(
A˜1/r,1−α/n
S
(f rσrv−1v)
)q/r
u
)1/q
.
If (u, v) satisfies the testing constants T˜1/r,out, T˜ ∗1/r,out with p/r, q/r and β = 1 − α/n,
therefore, by Lemma 3.3, we have(ˆ
Rn
Aα,r,S (fσ)qu
)1/q
=
(ˆ
Rn
(
A˜1/r,1−α/n
S
(f rσrv−1v)
)q/r
u
)(r/q)1/r
≤ Cn,p,α(T˜1/r,out + T˜ ∗1/r,out)
(ˆ
Rn
|f rσrv−1|p/rv
)(r/p)1/r
= Cn,p,α(T˜1/r,out + T˜ ∗1/r,out)
(ˆ
Rn
|f |pσpv1−p/r
)1/p
.
As v = σ
r (p/r)
′
p′ , then(ˆ
Rn
Aα,r,S (fσ)qu
)1/q
= Cn,p,α(T˜1/r,out + T˜ ∗1/r,out)
(ˆ
Rn
|f |pσ
)1/p
.
Observe that if the pair (u, v) = (u, σ
r
(p/r)′
p′ ) satisfies the testing constants Tr,out,D, T ∗r,out,D,
with α, p, q then the pair (u, v) satisfies the testing constants T˜1/r,out, T˜ ∗1/r,out with
β = 1− α/n, p/r and q/r. Moreover T˜1/r,out≤Tr,out,D and T˜ ∗1/r,out≤T ∗r,out,D.
Therefore, we get(ˆ
Rn
Aα,r,S (fσ)qu
)1/q
≤ Cn,p,α(Tr,out,D + T ∗r,out,D)
(ˆ
Rn
|f |pσ
)1/p
.
If we consider the testing constants Tr,in,D and T ∗r,in,D, the proof is similar, using
ideas in [9] 
Proof of Theorem 2.3. By hypothesis and using Theorem 3.1 we have that,
|Tα,mf(x)| ≤ c
3n∑
j=1
m∑
i=1
Aα,s,Sjf(A−1i x),
then
‖Tα,m(fσ)‖Lq(u) ≤ c
3n∑
j=1
m∑
i=1
‖Aα,s,Sj(fσ)‖Lq(uAi ).
Since TAi,s,out,Dj , T ∗Ai,s,out,Dj < ∞, for 1 ≤ i ≤ m and 1 ≤ j ≤ 3n, by Theorem 3.2 we
get,
‖Aα,s,Sj(fσ)‖Lq(uAi ) . (TAi,s,out,Dj + T ∗Ai,s,out,Dj)‖f‖Lp(σ),
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then
‖Tα,m(fσ)‖Lq(u) ≤ c‖f‖Lp(σ)
3n∑
j=1
m∑
i=1
(TAi,s,out,Dj + T ∗Ai,s,out,Dj).

For the proof of Theorem 2.4 we need the following results:
Lemma 3.4. Let (u, v) be a pair of weight such that (uA, v) ∈ Mα,p,q and (v, uA) ∈
Mα,q′,p′, then, TA,out,D < ∞ and T ∗A,out,D < ∞ respectively, for any family of dyadic
cubes D.
Proof. We will only see that TA,out,D <∞, the other case it is prove in a similar way.
Let R be a cube and x ∈ R, let Qk ∈ D such that R ⊂ Qk then l(Qk) = 2kl(R),∑
Q∈D:R⊂Q
|Q|α/n−1/r
(ˆ
Q
vχR
)1/r
χQ(x) =
∞∑
k=0
|Qk|α/n−1/r
(ˆ
Qk
vχR
)1/r
χQk(x)
= |R|α/n−1/r
(ˆ
R
v
)1/r ∞∑
k=0
2k(α/n−1/r)
≤ CMα,r(vχR)(x)χR(x).
Then,
TA,r,out,D ≤ C sup
R∈D
v(R)−1/p ‖Mα,r(vχR)(x)χR(x)‖Lq(uA) = C[uA, v]Mα,p,q .

Proof of Theorem 2.4. The proof follows from Theorem 2.3 and the previous Lemma.

Proof of Theorem 1.7. Using the sparse domination, Theorem 3.1, we have
‖Tα,mf‖Lq(wq) ≤ C
3n∑
j=1
m∑
i=1
‖Aα,r,Sjf‖Lq(wqAi ). (3.2)
Since Aj = A
−1
i and w
s ∈ ⋂mi=1AAi, ps , qs , then w ∈ A ps , qs and wAi ≃ w, wAl . w for
l 6= i, j. So, we have wq, w−s(p/s)′ ∈ A∞. In the other hand, let A be a invertible
matrix, if ws ∈ AA, p
s
, q
s
then the pair (wsA, w
−s) satisfies the A p
s
, q
s
condition.
Since (wsA, w
−s) satisfies the A p
s
, q
s
condition and wq, w−s(p/s)
′ ∈ A∞, we obtain
‖Aα,s,S f‖Lq(wqA) ≤ cn[ws]
max
{
1−α
n
, (p/s)
′
q (1−
αs
n )
}
A
A,
p
s ,
q
s
‖f‖Lp(wp), (3.3)
and the exponent is sharp. The proof of this inequality is analogous to the proved in
[8].
Using (3.2) and (3.3), we have
‖Tα,mf‖Lq(wq) ≤ C‖f‖Lp(wp)
m∑
i=1
[ws]
max
{
1−α
n
,
(p/s)′
q (1−
αs
n )
}
A
Ai,
p
s ,
q
s
.

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4. Proof of sparse domination
In this section, in the proof of Lemmas 4.1 and 4.2, we consider only m = 2. We
will write for α ≥ 0, Tα := Tα,2 and also T = T0. For general case, the results and
proofs are analogous.
First, we need some end-point estimates for the maximal operator MTα , the grand
maximal truncated of Tα, is defined by
MTαf(x) = sup
Q1∋A
−1
1 x
Q2∋A
−1
2
x
sup ess
ξ∈Q1∪Q2
|Tα(fχRn\3(Q1∪Q2))(ξ)|,
and the local version
MTα,Q10∪Q20f(x) = sup
Q10⊂Q1∋A
−1
1 x
Q2
0
⊂Q2∋A
−1
2
x
sup ess
ξ∈Q1∪Q2
|Tα(fχ3(Q10∪Q20)\3(Q1∪Q2))(ξ)|,
where the supremum is taking over all Qi cubes in Q
i
0 for i = 1, 2.
Lemma 4.1. Let 0 < α < n and 0 < α1, α2 < n such that α1 + α2 = n − α. Let
1 < r1, r2 ≤ ∞ and s ≥ 1 such that 1r1 + 1r2 + 1s = 1. For each 1 ≤ i ≤ 2, let Ai be
invertible matrices satisfying hypothesis (H) and ki ∈ Sn−αi,ri∩Hn−αi,ri. The following
estimates hold:
(i) for a.e. A−1i x ∈ Qi0
|Tα(fχ3(Q10∪Q20))(x)| ≤MTα,Q10∪Q20f(x),
(ii) for all x ∈ Rn
MTα(f)(x) .
m∑
i=1
Mα,s(A
−1
i x) + |Tα(f)(x)|.
Therefore,
|{x ∈ Rn : MTα(f)(x) > λ}|
n−αs
n ≤ cs
ˆ
{x∈Q:f(x)≥λ|Q|α/n/c}
( |f(x)|
λ|Q|α/n
)s
dx.
For the case α = 0, we have the following lemma:
Lemma 4.2. Let 0 < α1, α2 < n such that α1 + α2 = n. Let 1 < r1, r2 ≤ ∞, s ≥ 1
such that 1
r1
+ 1
r2
+ 1
s
= 1. For each 1 ≤ i ≤ 2, let Ai be invertible matrices satisfying
hypothesis (H) and ki ∈ Sn−αi,ri ∩Hn−αi,ri. Let T be strong type (p0, p0), 1 < p0 <∞.
The following estimates hold:
(i) for a.e. A−1i x ∈ Qi0
|T (fχ3(Q10∪Q20))(x)| ≤ ‖T‖L1→L1,∞
m∑
i=1
|f(A−1i x)|+MT,Q10∪Q20f(x),
(ii) for all x ∈ Rn
MT (f)(x) .
m∑
i=1
[
Msf(A
−1
i x) + ‖T‖L1→L1,∞Mf(A−1i x)
]
+Mδ(Tf)(x).
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Therefore
|{x ∈ Rn : MT (f)(x) > λ}| ≤ cs
ˆ
Rn
( |f(x)|
λ
)s
dx.
The following lemma is the so called 3n dyadic lattices trick. This result was esta-
blished in [11] and affirms:
Lemma 4.3. [11] Given a dyadic family D there exist 3n dyadic families Dj such that
{3Q : Q ∈ D} =
3n⋃
j=1
Dj,
and for every cube Q ∈ D we can find a cube RQ in each Dj such that Q ⊂ RQ and
3lQ = lRQ.
Proof of Theorem 3.1. We follow the ideas as in [1, 6, 10] for the domination, and
adapt these in to our operator.
We claim that for any Q10, . . . , Q
m
0 , there exist
1
2
-sparse families Fi ⊂ D(Qi0), i =
1, . . . , m, such that for a.e. x ∈ ⋃mi=1AiQi0
|Tα,m(fχ3⋃mi=1Qi0)(x)| ≤ c
m∑
i=1
∑
Q∈Fi
|3Q|α/n‖f‖φ,3QχQ(A−1i x). (4.1)
Suppose that we have already proved (4.1). Let D be a family of dyadic cubes
such that there exists Q0 ∈ D and suppf ⊂ Q0. Let us take cubes Qj such that
suppf ⊂ 3Qj . We start with the Q0 and let us cover 3Q0 \ Q0 by 3n − 1 congruent
cubes. Each of them satisfies Q0 ⊂ 3Qj . We do the same for 9Q0 \ 3Q0 and so on.
The union of all of those cubes, including Q0, will satisfy the desired properties.
We apply the claim to each cube Qj , in the following way: let Q
1
0 = · · · = Qm0 = Qj
then there exists a 1
2
-sparse family Fj ⊂ D(Qj) ⊂ D such that for a.e. x ∈
⋃m
i=1AiQ
i
0,
|Tα,m(fχ3Qj )(x)|χ⋃mi=1 AiQj(x) ≤ c
m∑
i=1
∑
Q∈Fj
|3Q|α/n‖f‖φ,3QχQ(A−1i x).
Taking F = ⋃Fj, this is an 12-sparse family. Then,
|Tα,m(f)(x)| ≤ c
m∑
i=1
∑
Q∈F
|3Q|α/n‖f‖φ,3QχQ(A−1i x).
If we take RQ ∈ Dj such that 3Q : Q ∈ F ⊂
⋃3n
j=1Dj dyadic families, |RQ| ≤ 3n|3Q|,
this is posible by Lemma 4.3, let
Sj = {RQ ∈ Dj : Q ∈ F}.
Since F is a 1
2
-sparse family, then Sj is a 12.9n -sparse family. Then, we have that
|Tα,m(f)(x)| ≤ c
3n∑
j=1
m∑
i=1
Aα,r,Sjf(A−1i x).
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Now to prove (4.1) it is suffices to show the following recursive estimate: for each
1 ≤ i ≤ m there exists a countable family {P ij}j of pairwise disjoint cubes in D(Qi0)
such that
∑
j P
i
j ≤ 12 |Qi0| and
|Tα,m(fχ3⋃mi=1Qi0)(x)|χ⋃mi=1 AiQi0(x) ≤ c
m∑
i=1
∑
Q∈Fi
|3Q|α/n‖f‖φ,3QχQ(A−1i x)
+ |Tα,m(fχ3⋃mi=1 P ij )(x)|χ⋃mi=1AiP ij (x),
for a.e. x ∈ ⋃mi=1AiQi0. Iterating this estimates we obtain (4.1) with Fi = {P i,kj }
where {P i,0j } = {Qi0}, {P i,0j } = {P ij} and {P i,kj } are the cubes obtained at the k.th
stage of the iterative process. Each family Fi is a 12 -sparse. Indeed, for each P i,kj it
suffices to choose
EP i,kj
= P i,kj \
⋃
j
P i,k+1j .
Observe that for any family {P ij}j ⊂ D(Qi0) of pairwise disjoint cubes, we have
|Tα,m(fχ3⋃mi=1 Qi0)(x)|χ⋃mi=1AiQi0(x)
≤ |Tα,m(fχ3⋃mi=1Qi0)(x)|χ⋃mi=1 Ai(Qi0\∪jP ij )(x) +
∑
j
|Tα,m(fχ3⋃mi=1Qi0)(x)|χ⋃mi=1AiP ij (x)
≤ |Tα,m(fχ3⋃mi=1Qi0)(x)|χ⋃mi=1 Ai(Qi0\∪jP ij )(x) +
∑
j
|Tα,m(fχ⋃m
i=1 3(Q
i
0\P
i
j )
)(x)|χ⋃m
i=1AiP
i
j
(x)
+
∑
j
|Tα,m(fχ3⋃mi=1 P ij )(x)|χ⋃mi=1AiP ij (x),
for almost every x ∈ Rn. So it is suffices to show that we can choose a countable
family {P ij}j of pairwise disjoint cubes in D(Qi0) such that
∑
j P
i
j ≤ 12 |Qi0| and for a.e.
x ∈ ⋃mi=1AiQi0,
|Tα,m(fχ3⋃mi=1Qi0)(x)|χ⋃mi=1Ai(Qi0\∪jP ij )(x) +
∑
j
|Tα,m(fχ⋃m
i=1 3(Q
i
0\P
i
j )
)(x)|χ⋃m
i=1 AiP
i
j
(x)
≤ c
m∑
i=1
∑
Q∈Fi
|3Q|α/n‖f‖φ,3QχQ(A−1i x). (4.2)
To prove this we follow the ideas in [1, 6, 10], with E =
⋃m
i=1E
i
α defined by,
Ei0 = {x ∈ Qi0 : |f | > γn‖f‖s,3Qi0} ∪ {x ∈ Qi0 : MT0,m,∪iQi0(f) > γnc
m∑
i=1
‖f‖s,3Qi0},
if α = 0 and,
Eiα = {x ∈ Qi0 : MTα,m,∪iQi0(f) > γnc
m∑
i=1
|3Qi0|α/n‖f‖s,3Qi0},
if α > 0.
Now, we prove that there exists γn such that |Eiα| ≤
1
2n+2
m∑
i=1
|Qi0|.
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If α = 0, using Lemma 4.2, we have that
|Ei0| ≤
´
Qi0
|f(x)|dx
γn‖f‖s,3Qi0
+ c
ˆ
∪mi=13Q
i
0
(
|f(x)|
γnc
∑m
i=1 ‖f‖s,3Qi0
)s
dx
≤ |3Qi0|
1
|3Qi0|
´
3Qi0
|f(x)|dx
γn‖f‖s,3Qi0
+ c
m∑
i=1
1
γsnc
s
ˆ
3Qi0
(
|f(x)|∑m
i=1 ‖f‖s,3Qi0
)s
dx
≤ |3Q
i
0|
γn
+ c
m∑
i=1
|3Qi0|
γsnc
s
1
|3Qi0|
ˆ
3Qi0
(
|f(x)|
‖f‖s,3Qi0
)s
dx
=
|3Qi0|
γn
+ c
m∑
i=1
|3Qi0|
γsnc
s
≤
(
1
γn
+
c1−s
γsn
) m∑
i=1
|3Qi0|.
Thus, we can choose γn such that
m
(
1
γn
+
c1−s
γsn
)
≤ 1
2n+2
.
In te case of α > 0, by Lemma 4.1, we have
|Eiα|
n−αs
n ≤ c1
ˆ
3∪Qi0
(
|f(x)|
γnc2|3Qi0|α/n‖f‖s,3Qi0
)s
dx
≤ C
m∑
i=1
1
γsn|3Qi0|sα/n
ˆ
3Qi0
(
|f(x)|∑m
i=1 ‖f‖s,3Qi0
)s
dx
≤ C
m∑
i=1
|3Qi0|
γsn|3Qi0|sα/n
1
|3Qi0|
ˆ
3Qi0
(
|f(x)|
‖f‖s,3Qi0
)s
dx
=
C
γsn
m∑
i=1
|3Qi0|1−sα/n.
Thus,
|Eiα| ≤
C3n
γ
sn
n−αs
n
m∑
i=1
|Qi0|,
then it is enough to take γn such that
mC3nγ
− sn
n−αs
n ≤ 1
2n+2
.
Now we apply Caldero´n-Zygmund decomposition to the function χEiα on Q
i
0 at
height λ = 1
2n+1
. We obtain pairwise disjoint cubes P ij ∈ D(Qi0) such that
χEiα(x) ≤
1
2n+1
a.e. x 6∈ ∪P ij .
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Also we have |Eiα \ ∪jP ij | = 0,
∑
j
|P ij | =
∣∣∣∣⋃
j
P ij
∣∣∣∣ ≤ 2n+1|Eiα| ≤ 2n+1|E| ≤ 12
m∑
i=1
|Qi0|
and
1
2n+1
≤ 1|Pj|
ˆ
Pj
χEiα(x)dx =
|Pj ∩ Eiα|
|Pj| ≤
1
2
.
From the last estimate it follows that |Pj ∩ (Eiα)c| > 0. Indeed,
|P ij | = |P ij ∩ (Eiα)|+ |P ij ∩ (Eiα)c| ≤
1
2
|P ij |+ |P ij ∩ (Eiα)c|,
Then 1
2
|P ij | < |P ij ∩ (Eiα)c|.
For i = 1, . . . , m, observe that since P ij∩(Eiα)c 6= ∅,MT,∪iQi0(f)(x) ≤ γnc
∑m
i=1 ‖f‖s,3Qi0
for some x ∈ AiP ij and then
ess sup
ξ∈P ij
∣∣∣∣Tα,m(fχ∪i3(Qi0\P ij ))(ξ)
∣∣∣∣ ≤ γnc‖f‖s,3Qi0.
Thus,
ess sup
ξ∈∪mi=1P
i
j
∣∣∣∣Tα,m(fχ∪i3(Qi0\P ij ))(ξ)
∣∣∣∣ ≤ γnc
m∑
i=1
‖f‖s,3Qi0,
which allows us to control the summation in (4.2).
On the other hand, if α = 0, by (i) in Lemma 4.2 we know that a.e x ∈ AiQi0
|T0,m(fχ3(∪iQi0))(x)| ≤ ‖T0,m‖L1→L1,∞
m∑
i=1
|f(A−1i x)|+MT0,m,∪iQi0f(x).
If x ∈ Qi0 \ ∪jP ij then since |Ei0 \ ∪jP ij | = 0 we have that, by the definition of Ei0,
|f(x)| ≤ γn‖f‖s,3Qi0 ≤ γn
m∑
i=1
‖f‖s,3Qi0,
a.e. x and also that MT0,m,∪mi=1Qi0f(x) ≤ γn
∑m
i=1 ‖f‖s,3Qi0, a.e. x. Consequently∣∣∣∣Tα,m(fχ3∪iQi0)(x)
∣∣∣∣ ≤ γnc
m∑
i=1
‖f‖s,3Qi0.
Those estimates allows us to control the remaing terms in (4.2) for α = 0.
If α > 0, by (i) in Lemma 4.1 we know that a.e. A−1i x ∈ Qi0
|Tα,m(fχ3∪iQi0)(x)| ≤MTα,m,∪iQi0f(x),
then proceding as above, we prove (4.2) for α > 0.

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4.1. Proof of previuos lemma. In this subsection we prove the Lemmas 4.1 and
4.2.
Proof of Lemma 4.1. (i): For i = 1, 2, let Q˜i be a cube centered at A−1i x with lenght
t such that Q˜i ⊂ Qi0.
|Tα(fχ3(Q10∪Q20))(x)| ≤ |Tα(fχ3(Q˜1∪Q˜2))(x)|+ |Tα(fχ3(Q10∪Q20)\3(Q˜1∪Q˜2)))(x)|.
Let Bi be a ball with centred at A−1i x with radius R =
3
2
√
nt, then 3Q˜i ⊂ Bi,
|Tα(fχ3(Q˜1∪Q˜2))(x)| ≤ |Tα(fχB1∪B2)(x)| ≤ |Tα(fχB1)(x)|+ |Tα(fχB2)(x)|.
For B1, we consider the sets
X1 = B1 ∩ {z : |x− A1z| ≤ |x− A2z|},
and X2 = B1 \X1.
For X1, we decompose the set in the following way
C1j = {z : |x− A1z| ∼ 2−jR‖A1‖},
where ‖A1‖ = sup
x 6=0
|A1x|
|x|
. Observe that X1 ⊂
∞⋃
j=1
C1j . Let B˜j = A
−1
1 B(x, 2
−jR‖A1‖).
Since k1 ∈ Sn−α1,r1 and k2 ∈ Sn−α2,r2, we haveˆ
X1
|k1(x−A1z)||k2(x− A2z)||f(z)|dz
≤
∞∑
j=1
|B˜j+1|
|B˜j+1|
ˆ
C1j+1
|k1(x−A1z)||k2(x− A2z)||f(z)|dz
≤
∞∑
j=1
|B˜j+1|‖k1(x− A1·)χC1j+1‖r1,B˜j+1‖k2(x− A2·)χC1j+1‖r2,B˜j+1‖f‖s,B˜j+1
≤Ms(f)(A−11 x)
∞∑
j=1
(2−jR‖A1‖)n(2−jR‖A1‖)α−n = cMs(f)(A−11 x)Rα
∞∑
j=1
2−jα
= cMs(f)(A
−1
1 x)R
α.
In an analogous way we obtainˆ
X2
|k1(x− A1z)||k2(x− A2z)||f(z)|dz ≤ cMs(f)(A−12 x)Rα.
Hence, we have for all R > 0,
|Tα(fχ3(Q˜1∪Q˜2))(x)| ≤ c
(
Ms(f)(A
−1
1 x) +Ms(f)(A
−1
2 x)
)
Rα +MTα,Q10∪Q20f(x).
Taking t→ 0, we have R→ 0, then
|Tα(fχ3(Q˜1∪Q˜2))(x)| ≤MTα,Q10∪Q20f(x).
(ii): We are going to follow ideas in [6] , [7] and [8]. Let x ∈ Rn, for i = 1, 2 let Qi
be a cube containing A−1i x. Let Bx be a ball such that 3(Q1 ∪ Q2) ⊂ Bx. For every
ξ ∈ Q1 ∪Q2, we have
|Tα(fχRn\3(Q1∪Q2))(ξ)| ≤ |Tα(fχRn\Bx)(ξ)− Tα(fχRn\Bx)(x)|
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+ |Tα(fχBx\3(Q1∪Q2))(ξ)|+ |Tα(fχRn\Bx)(x)|
. |Tα(fχRn\Bx)(ξ)− Tα(fχRn\Bx)(x)|
+ |Tα(fχBx\3(Q1∪Q2))(ξ)|+ Tα(|f |)(x). (4.3)
Let Z1 = Bcx ∩ {z : |x− A1z| ≤ |x− A2z|} and Z2 define in analogous way. Then,
|Tα(fχRn\Bx)(ξ)− Tα(fχRn\Bx)(x)| ≤
ˆ
Bcx
|K(ξ, y)−K(x, y)||f(y)|dy
≤
ˆ
Z1
|K(ξ, y)−K(x, y)||f(y)|dy+
ˆ
Z2
|K(ξ, y)−K(x, y)||f(y)|dy.
Let R = l(Q)
2‖A−11 ‖
where ‖A−11 ‖ = sup
x 6=0
|A−11 x|
|x|
. For j ∈ N, let define
D1j = {z ∈ Z1 : |x−A1z| ∼ 2j+1R}.
Observe that A−11 B(x, 2R) ⊂ 3Q1,
D1j ⊂ {z : |x−A1z| ∼ 2j+1R} ⊂ A−11 B(x, 2j+2R) =: B˜1,j,
and that Z1 ⊂ ⋃j∈ND1j .
If K(x, y) = k1(x−A1y)k2(x−A2y), we have
|K(ξ, y)−K(x, y)| ≤|k1(ξ −A1y)− k1(x−A1y)||k2(ξ −A2y)|
+ |k1(x− A1y)||k2(ξ − A2y)− k2(x− A2y)|.
Then,ˆ
Z1
|k1(ξ − A1y)− k1(x− A1y)||k2(ξ − A2y)||f(y)|dy
≤
∞∑
j=1
|B˜1,j |
|B˜1,j |
ˆ
B˜1,j
χD1j (y)|k1(ξ − A1y)− k1(x−A1y)||k2(ξ − A2y)||f(y)|dy
≤
∞∑
j=1
|B˜1,j |‖(k1(ξ −A1·)− k1(x− A1·))χD1j‖r1,B˜1,j‖k2(ξ − A2·)χD1j‖r2,B˜1,j‖f‖s,B˜1,j
≤Mα,sf(A−11 x)
∞∑
j=1
|B˜1,j|1−α‖(k1(ξ − A1·)− k1(x−A1·))χD1j‖r1,B˜1,j‖k2(ξ −A2·)χD1j‖r2,B˜1,j .
If z ∈ D1j then |x−A2z| ≥ |x− A1z| ≥ 2j+1R. So we write D1j =
⋃
k≥j(D
1
j )k,2 where
(D1j )k,2 = {z ∈ D1j : |x− A2z| ∼ 2k+1R}.
Since k2 ∈ Sn−α2,r2 , we have
‖k2(ξ − A2·)χD1j ‖r2,B˜1,j . (2jR)−α2 .
Since k1 ∈ Hn−α1,r1 and α1 + α2 = n− α,ˆ
Z1
|k1(ξ −A1y)− k1(x−A1y)||k2(ξ −A2y)||f(y)|dy
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.Mα,sf(A
−1
1 x)
∞∑
j=1
|B˜1,j|1−α/n−α2/n‖(k1(ξ − A1·)− k1(x− A1·))χD1j ‖r1,B˜1,j
.Mα,sf(A
−1
1 x).
In an analogous way we haveˆ
Z1
|k1(x− A1y)||k2(ξ −A2y)− k2(x− A2y)||f(y)|dy .Mα,sf(A−11 x).
Hence we obtain
|Tα(fχRn\Bx)(ξ)− Tα(fχRn\Bx)(x)| . Mα,sf(A−11 x) +Mα,sf(A−12 x). (4.4)
For the second term of (4.3), we have
|Tα(fχBx\3(Q1∪Q2))(ξ)| ≤
ˆ
Bx\3(Q1∪Q2)
|k1(ξ −A1y)||k2(ξ − A2y)||f(y)|dy
≤
ˆ
Y 1
|k1(ξ − A1y)||k2(ξ − A2y)||f(y)|dy
+
ˆ
Y 2
|k1(ξ − A1y)||k2(ξ − A2y)||f(y)|dy,
where
Y 1 = (Bx \ 3(Q1 ∪Q2)) ∩ {z : |x− A1z| ≤ |x−A2z|},
and Y 2 = Rn \ Y 1. Observe that for i = 1, 2, Y i ⊂ A−1i B(x, 2lR) \ A−1i B(x, 2R) for
some l ∈ N and let Bij := A−1i B(x, 2jR). Then, by Ho¨lder inequality we obtainˆ
Y 1
|k1(ξ − A1y)||k2(ξ −A2y)||f(y)|dy
≤
l−1∑
j=1
|B1j+1|
|B1j+1|
ˆ
B1j+1\B
1
j
|k1(ξ −A1y)||k2(ξ − A2y)||f(y)|dy
≤
l−1∑
j=1
|B1j+1|‖k1(ξ − A1·)χB1j+1\B1j ‖r1,B1j+1‖k2(ξ −A2·)χB1j+1\B1j ‖r2,B1j+1‖f‖s,B1j+1.
Since k2 ∈ Sn−α2,r2, as above we have
‖k2(ξ − A2·)χB1j+1\B1j ‖r2,B1j+1 . (2j+1R)−α2 .
Then, since k1 ∈ Sn−α1,r1 and α1 + α2 = n− α, we get
ˆ
Y 1
|k1(ξ −A1y)||k2(ξ − A2y)||f(y)|dy
≤ cMα,sf(A−11 x)
l−1∑
j=1
|B1j+1|1−α/n−α2/n‖k1(ξ − A1·)χB1j+1\B1j ‖r1,B1j+1
≤ cMα,sf(A−11 x).
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In an analogous way,ˆ
Y 2
|k1(ξ −A1y)||k2(ξ − A2y)||f(y)|dy .Mα,sf(A−12 x).
By (4.3), (4.4) and the last inequalities, we obtain
|Tα(fχRn\3(Q1∪Q2))(ξ)| .Mα,sf(A−11 x) +Mα,sf(A−12 x) + Tα(|f |)(x).
By the Coifman-Fefferman inequality in [7] for Tα(|f |) and using thatMα,s is bounded
from Ls in L
ns
n−αs
,∞ we obtain the desired inequality. 
Proof of Lemma 4.2. We follows the ideas in [10]. We only give the changes in the
proof.
(i) For i = 1, . . . , m, let A−1i x ∈ intQi0 and suppose that A−1i x is a point of appro-
ximate continuity of T (fχ3Qi0) (see [2]). Then for every ǫ > 0, let t > 0
Eit = {y ∈ B(A−1i x, t) : |T (fχ3Qi0)(y)− T (fχ3Qi0)(x)| < ǫ/m}
Let Q(A−1i x, t) the smallest cube centreded in A
−1
i x containing B(A
−1
i x, t). Take t
such that Q(A−1i x, t) ⊂ Qi0.
Then for a.e. y ∈ ⋃mi=1Eit we have
|T (fχ3(Q10∪Q20))(x)| ≤ ‖T‖L1→L1,∞
m∑
i=1
|f(A−1i x)|+MT,Q10∪Q20f(x).
(ii) Let Q1, . . . , Qm cubes such that A
−1
i x ∈ Qi and let ξ ∈
⋃m
i=1Qi. Then
|T (fχRn\3⋃mi=1Qi)(ξ)| ≤ |T (fχRn\3⋃mi=1Qi)(ξ)− T (fχRn\3⋃mi=1Qi)(x′)|
+ |Tf(x′)|+ |T (fχ3⋃mi=1Qi)(x′)|
≤ |T (fχRn\3⋃mi=1Qi)(ξ)− T (fχRn\3⋃mi=1Qi)(x′)|
+ |Tf(x′)|+
m∑
i=1
|T (fχ3Qi)(x′)|.
As in the fractional case, since ki ∈ Sn−αi,ri ∩Hn−αi,ri for i = 1, . . . , m, we have
|T (fχRn\3⋃mi=1Qi)(ξ)− T (fχRn\3⋃mi=1Qi)(x′)| ≤ c
m∑
i=1
Msf(A
−1
i x).
Now, let Q be a cube such that
⋃m
i=1Qi ⊂ Q and x ∈ Q. Taking average in (Lδ(Q), dx
′
|Q|
)
with 0 < δ < 1, we have
|T (fχRn\3⋃mi=1Qi)(ξ)| ≤ c
m∑
i=1
Msf(A
−1
i x) +Mδ(Tf)(x) +
m∑
i=1
(
1
|Q|
ˆ
Q
|T (fχ3Qi)(x′)|δdx′
)1/δ
.
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For the last term, by Kolmogorov’s inequality we have(
1
|Q|
ˆ
Q
|T (fχ3Qi)(x′)|δdx′
)1/δ
≤ c‖T‖L1→L1,∞ 1|Q|
ˆ
Q
|fχ3Qi(x′)|dx′
≤ c‖T‖L1→L1,∞ 1|Qi|
ˆ
3Qi
|f(x′)|dx′
≤ c‖T‖L1→L1,∞Mf(A−1i x).
Then, we obtain
MT (f)(x) .
m∑
i=1
[
Msf(A
−1
i x) + ‖T‖L1→L1,∞Mf(A−1i x)
]
+Mδ(Tf)(x).
Now, we prove the endpoint estimate. Observe that for p = p0
‖Mδ(Tf)‖Lp,∞ = ‖M(|Tf |δ)‖1/δLp/δ,∞
≤ c‖|Tf |δ‖1/δ
Lp/δ,∞
= c‖Tf‖Lp,∞
≤ c‖T‖Lp→Lp,∞‖f‖Lp.
Then, using Lemma 4.4 in [6],
|{x ∈ Rn : Mδ(Tf)(x) > λ}| .
ˆ
Rn
(
c
|f(x)|
λ
)s
dx.
Since Ms is bounded from L
s in Ls,∞, we obtain the desired inequality. 
5. Apendix: Properties of AA,p,q
In this section, we present some properties and remarks about this new class of
weights.
Proposition 5.1. Let 0 ≤ α < n, 1 < p < n
α
and 1
q
= 1
p
− α
n
. If w ∈ AA,p,q, then
w(Ax) ≤ [w]AA,p,qw(x) a.e.x ∈ Rn.
The class AA,p,q satisfy some properties as the Muckenhoupt weights.
Proposition 5.2. Let w be a weight.
(i) If p < q
w ∈ AA,p ⇒ w ∈ AA,q
(ii) If w0 ∈ AA,1, w1 ∈ AA−1,1 Then w = w0w1−p1 ∈ AA,p
Proposition 5.3. Let A be an invertible matrix and w ∈ AA,p. Then
(i)
|det(A)|−1sup
Q
( |AQ ∩Q|
|Q|
)p
≤ [w]AA,p. (5.1)
(ii)
[w]AA,p = sup
Q
sup
f∈Lp(Q,w)
|f |>0 a.e. in Q
(
1
|Q|
´
Q
|f |
)p
1
wA(Q)
´
Q
|f |pw
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(iii) The “A-doubling” property: For all λ ≥ 1 and all Q we have
wA(λQ) ≤ λnp[w]AA,pw(Q)
where λQ is the cube with same center as Q and size length λ times the side
length of Q.
Remark 5.4. Observe that (5.1) does not implies that the constant must be greater
than 1.
Proposition 5.5. Let 1 < p < ∞, w be a weight, σ = w−p′/p and A,B be invertible
matrices.
(i) If w ∈ AA,p ∩AA−1,p then w ∈ Ap and [w]Ap ≤ [w]AA,p[w]AA−1,p.
(ii) If w ∈ AA,p ∩AB,p then w ∈ AAB,p and [w]AAB,p . [w]AA,p[w]AB,p .
(iii) Let Q be a cube. If w ∈ AA,p then 1|Q|
´
Q
(wAw
−1)
1/p ≤ [w]1/pAA,p.
The following results show in some cases a relation of this class with the Mucken-
houpt class and the condition wA . w, i.e. w(Ax) ≤ cw(x) a.e.x ∈ Rn.
Proposition 5.6. Let A be a invertible matrix and w be a weight. If w ∈ Ap and wA .
w then w ∈ AA,p.
Theorem 5.7. Let w be a weight and A be an invertible matrix, the weight
w ∈ AA,p ∩ AA−1,p if and only if w ∈ Ap and wA ∼ w.
Remark 5.8. Observe that we have the following inclusions
Ap ∩ {w : wA . w} ⊂ {w : testing condition for MA−1} ⊂ AA,p.
Now, we present examples of matrices such thatAA,p is a subclass ofAp the Mucken-
houpt class.
Corollary 5.9. Let 1 < p <∞, w be a weight and A be an invertible matrix.
(i) If A−1 = A and w ∈ AA,p then w ∈ Ap and [w]Ap . [w]2AA,p.
(ii) If AN = A for some N ∈ N and w ∈ AA,p then w ∈ Ap and [w]Ap . [w]NAA,p .
An open question if there exists a matrix A such that AA,p is greater than Ap∩{w :
wA . w}.
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