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DEGENERATIONS OVER (A∞)-SINGULARITIES AND CONSTRUCTION OF
DEGENERATIONS OVER COMMUTATIVE RINGS
NAOYA HIRAMATSU, RYO TAKAHASHI, AND YUJI YOSHINO
Abstract. We give a necessary condition of degeneration via matrix representations, and consider
degenerations of indecomposable Cohen-Macaulay modules over hypersurface singularities of type (A∞).
We also provide a method to construct degenerations of finitely generated modules over commutative
rings.
1. Introduction
The notion of degenerations of modules has been a central subject in the representation theory of
algebras. Let k be a field, and letR be a k-algebra. LetM,N be R-modules with the same finite dimension
as k-vector spaces. We say that M degenerates to N if in the module variety the point corresponding
to M belongs to the Zariski closure of the orbit of the point corresponding to N . This definition is only
available for modules of finite length. The third author [9] thus introduces a scheme-theoretic definition of
degenerations for arbitrary finitely generated modules, and extends the characterization of degenerations
due to Riedtmann [5] and Zwara [12]. Interest of this subject is to describe relations of degenerations of
modules [2, 5, 8, 9, 11, 12]. In [3], the first and third authors give a complete description of degenerations
over a ring of even-dimensional simple hypersurface singularity of type (An).
The first purpose of this paper is to give a necessary condition for the degenerations of maximal Cohen-
Macaulay modules by considering it via matrix representations over the base regular local ring. As an
application, we give the description of degenerations of indecomposable Cohen-Macaulay modules over
hypersurface singularities of type (A∞).
Theorem 1.1. Let k be an algebraically closed field.
(1) Let R = k[[x, y]]/(x2) be a hypersurface of dimension one. Then (x, ya)R degenerates to (x, yb)R if
and only if a ≤ b and a ≡ b mod 2.
(2) Let R = k[[x, y, z]]/(xy) be a hypersurface of dimension two. Then for all a < b, (x, za)R and (y, za)R
do not degenerate to (x, zb)R and (y, zb)R, respectively.
The proof of this theorem requires the fact that the Bass-Quillen conjecture holds for a formal power
series ring over a field ([4, Chapter V Theorem 5.1]), which is the only place where the assumption that R
is complete and equicharacteristic is necessary. Our proof also requires the base field to be algebraically
closed. Note that a complete equicharacteristic local hypersurface R has countable Cohen-Macaulay
representation type if and only if R has either of the two forms in Theorem 1.1.
The second purpose of this paper is to provide a method to construct degenerations. We obtain the
following theorem.
Theorem 1.2. Let R be a commutative noetherian algebra over a field, and let L be a finitely generated
R-module. Let α be an endomorphism of L with Imα = Kerα, and let x ∈ R be an L-regular element.
Then the following statements hold.
(1) Any submodule M of L containing α(L) + xL degenerates to N := α(M) + x2L.
(2) If L,M are Cohen-Macaulay, then so is N .
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This theorem is actually a corollary of our main result in this direction, which holds over arbitrary
commutative rings and is proved by elementary calculations of matrices; we do not use matrix repre-
sentations. We also give various applications, one of which gives an alternative proof of the ‘if’ part of
Theorem 1.1(1).
The organization of this paper is as follows. In Section 2, we review the notion of degenerations
of Cohen-Macaulay modules by means of matrix representations, and give a necessary condition for
degenerations (Corollary 2.8). Using this, in Section 3, we describe degenerations over hypersurface
singularities of type (A∞) with dimension at most two (Theorems 3.1 and 3.2). In Section 4, we give
several ways to construct degenerations (Theorem 4.2), and provide applications. In Section 5 we attempt
to extend Theorem 1.1 to higher dimension (Example 5.5).
2. Matrix representation
We begin with recalling the definition of degenerations of finitely generated modules. For details, we
refer the reader to [8, 9, 10].
Definition 2.1. Let R be a noetherian algebra over a field k. Let M,N be finitely generated left R-
modules. We say that M degenerates to N (or N is a degeneration of M) if there exists a discrete
valuation k-algebra (V, tV, k) and a finitely generated left R ⊗k V -module Q such that Q is flat as a
V -module, Q/tQ ∼= N as an R-module, and Qt ∼=M ⊗k Vt as an R⊗k Vt-module. When this is the case,
we say that M degenerates to N along V .
Remark 2.2. Let R be a noetherian algebra over a field k and let M , N and L be finitely generated left
R-modules.
(1) M degenerates to N if and only if there exists a short exact sequence of finitely generated left
R-modules
0 −−−−→ Z
(
h
g
)
−−−−→ M ⊕ Z −−−−→ N −−−−→ 0,
where the endomorphism g of Z is nilpotent. See [12, Theorem 1] and [9, Theorem 2.2]. Note that if M
and N is Cohen-Macaulay, then so is Z (see [9, Remark 4.3]).
(2) Suppose that there is an exact sequence 0→ L→M → N → 0. Then M degenerates to L⊕N . See
[9, Remark 2.5] for the detail.
(3) Assume that R is commutative and suppose that M degenerates to N . Then the ith Fitting ideal of
M contains that of N for all i ≥ 0. Namely, denoting the ith Fitting ideal of an R-module M by FRi (M),
we have FRi (M) ⊇ FRi (N) for all i ≧ 0. See [10, Theorem 2.5].
Remark 2.3. We can always take the localization k[t](t) of a polynomial ring as a discrete valuation ring
V as in Definition 2.1. Moreover, let T = k[t]\(t) and T ′ = k[t]\{0}. Then we also have R⊗kV = T−1R[t]
and R ⊗k Vt = T ′−1R[t]. See [9, Corollary 2.4].
Now let us recall the definition of a matrix representation.
Definition 2.4. Let R be a commutative noetherian local ring. Let S be a Noether normalization of R,
that is, S is a subring of R which is a regular local ring such that R is a finitely generated S-module.
Then R is Cohen-Macaulay if and only if R is S-free, and a finitely generated R-module is (maximal)
Cohen-Macaulay1 if and only if M is S-free.
Let R,M be Cohen-Macaulay. ThenM ∼= Sn for some n ≥ 0, and we have a k-algebra homomorphism
R→ EndS(M) ∼= Sn×n.
This is called a matrix representation of M over S.
Example 2.5. (1) Let S be a regular local ring and R = S[[x]]/(f) where f = xn + a1x
n−1 + · · · + an
with ai ∈ S. Then R is a Cohen-Macaulay ring with an S-basis {1, x, x2, ..., xn−1} and each matrix
representation of Cohen-Macaulay R-module M comes from the action of x on M .
(2) Let R = k[[x, y]]/(x2) with a field k of characteristic not two. It is known that the isomorphism classes
of indecomposable Cohen-Macaulay R-modules are the following:
R, R/(x), (x, yn) n ≥ 1.
1Throughout this paper, “Cohen-Macaulay” means “maximal Cohen-Macaulay”.
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Giving the matrix representations over k[[y]] of these modules is equivalent to giving the following square-
zero matrices; see also [7, (6.5)].
( 0 10 0 ) , (0),
(
0 yn
0 0
)
n ≥ 1.
Proposition 2.6. Let (R,m, k) be a commutative noetherian complete equicharacteristic local ring. Then
one can take a formal power series ring S over k as a Noether normalization of R. Assume that k is
algebraically closed. Let M,N be Cohen-Macaulay R-modules such that M degenerates to N along V . Let
Q be a finitely generated R⊗kV -module which gives the degeneration. Then Q is free as an S⊗kV -module.
Proof. Since V = T−1k[t] where T = k[t]\(t) by Remark 2.3, we can take a finitely generated R[t]-
submodule Q′ of Q such that T−1Q′ = Q. Then Q′ is flat over k[t], Q′0
∼= N and Q′c ∼= M for each
c ∈ k×. Here Q′c is defined to be Q′/(t− c)Q′ for an element c ∈ k; see [9, Theorem 3.2]. We show that
Q′ is free as an S[t]-module. Set T ′ = k[t]\{0} and p be a prime ideal of S[t].
Suppose T ′ ∩ p 6= ∅. Since k is an algebraically closed field, there is c ∈ k such that t− c ∈ p. Then,
Q′p/(t− c)Q′p ∼= (Q′/(t− c)Q′)p .
By the choice of Q′, the right-hand side is isomorphic to N
p
or M
p
, so that S
p
-free. Thus Q′p/(t− c)Q′p
is free as an S
p
= (S[t]/(t− c))
p
-module. Thus, Q′p is a Cohen-Macaulay module over the regular local
ring S[t]p. Hence, Q
′
p is free as an S[t]p-module.
Suppose T ′ ∩ p = ∅. Then
Q′p
∼= (T ′−1Q′)p′ ∼= (T ′−1(T−1Q′)p′ ∼= (T ′−1Q)p′ ∼= (M ⊗k Vt)p′ .
Hence Q′p is a free S[t]p-module.
Therefore Q′ is a projective S[t]-module. By the fact on the Bass-Quillen conjecture [4, Chapter V
Theorem 5.1], each projective S[t]-module is S[t]-free since S is a formal power series ring. Hence Q′ is
free as an S[t]-module, so that Q = T−1Q′ is free as a T−1S[t] = S ⊗k V -module. 
The above proposition enables us to consider the matrix representation of Q over S⊗k V because it is
free. For matrix representations µ, ν : R → Sn×n, we write µ ∼= ν if there exists an invertible matrix α
such that α−1µ(r)α = ν(r) for each r ∈ R. Such a matrix α is called an interwining matrix of µ and ν.
Corollary 2.7. Let R, k, S, V be as in Proposition 2.6. Let M and N be Cohen-Macaulay R-modules
and µ and ν the matrix representations of M and N over S respectively. Then M degenerates to N
along V if and only if there exists a matrix representation ξ over S ⊗k V such that ξ ⊗V V/tV ∼= ν and
ξ ⊗V Vt ∼= µ⊗k Vt hold.
Under the situation of the proposition above, R is a finitely generated S-module. Set u1, ..., ut be
generators of R as an S-module. Then giving a matrix representation µ over S is equivalent to giving a
tuple of matrices (µ1, ..., µt), where µi = µ(ui) for i = 1, ..., t.
Corollary 2.8. Let R, k, S, V be as in Proposition 2.6 and let M be a Cohen-Macaulay R-module. Let
Q be a free S ⊗k V -module and suppose that Qt is isomorphic to M ⊗k Vt. We denote by (µ1, . . . , µt)
(resp. (ξ1, . . . , ξt)) the matrix representation of M (resp. Q) over S (resp. S ⊗k V ). Then we have the
following equalities in S ⊗k V for i = 1, . . . , t:
(1) tr(ξi) = tr(µi) and det(ξi) = det(µi),
(2) For all j ≥ 0, there exist l, l′ such that Ij(ξi) = tlIj(µi) and tl′Ij(ξi) = Ij(µi).
Here, Ij(−) stands for the ideal generated by the j-minors.
Proof. By the assumption, there exists an invertible matrix α with entries in S⊗k Vt such that α−1ξiα =
µi. Thus tr(ξi) = tr(µi) and det(ξi) = det(µi). Moreover we have Ij(ξi) = Ij(µi) in S ⊗k Vt. Hence we
have the equalities in the lemma. 
Taking Corollary 2.7 into account, Corollary 2.8 gives a necessary condition of the degeneration. In
the next section, we apply the condition to (Ad∞)-singularities of dimension at most two.
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3. Degenerations of Cohen-Macaulay modules over (A∞)-singularities
Recall that a Cohen-Macaulay local ring R is said to have countable Cohen-Macaulay representation
type if there exist infinitely but only countably many isomorphism classes of indecomposable Cohen-
Macaulay R-modules. Let R be a complete equicharacteristic local hypersurface with residue field k of
characteristic not two. Then R has countable Cohen-Macaulay representation type if and only if R is
isomorphic to the ring k[[x0, x1, x2, · · · , xd]]/(f), where f is either of the following:
f =
{
x21 + · · ·+ x2d (A∞),
x20x1 + x
2
2 + · · ·+ x2d (D∞).
Moreover, when this is the case, the indecomposable Cohen-MacaulayR-modules are classified completely;
we refer the reader to [1, §1] for more information.
In this section, we describe the degenerations of indecomposable Cohen-Macaulay R-modules in the
case where R has type (A∞) and dimR = 1, 2. Throughout the rest of this section, we assume that k is
an algebraically closed field of characteristic not two. Let us start by the 1-dimensional case.
Theorem 3.1. Let R = k[[x, y]]/(x2). Then (x, ya) degenerates to (x, yb) if and only if a ≤ b and a ≡ b
mod 2.
Proof. First we notice that a ≤ b if (x, ya) degenerates to (x, yb) by Remark 2.2(3). As mentioned in
Example 2.5(2), the matrix representations of (x, yn) for n ≥ 0 are ( 0 yn
0 0
)
. Here (x, y0) = R. Suppose
that a ≡ b mod 2. We consider R⊗k V -module Q whose matrix representation ξ over S ⊗k V is
ξ =
(
ty
a+b
2 yb
−t2ya −ty
a+b
2
)
.
Then one can show that Q gives the degeneration.
To show the converse, we prove the following claim.
Claim. ( 0 10 0 ) never degenerates to
(
0 y2m+1
0 0
)
, that is, R never degenerates to (x, y2m+1).
Proof of Claim. After applying elementary row and column operations, we may assume that the matrix
representation of Q over S ⊗k V which gives the degeneration is of the form:
ξ =
(
0 y2m+1
0 0
)
+ t
(
α β
γ δ
)
=
(
tα y2m+1+tβ
tγ tδ
)
.
Then ξ ⊗ Vt ∼= µ⊗ Vt. By Corollary 2.8, we have tδ = −tα since tr(ξ) = tr(µ) = 0. Moreover,
det ξ = −t2α2 − tγ(y2m+1 + tβ) = 0,(3.1)
I1(ξ) = (tα, tγ, y
2m+1 + tβ) ⊇ (tl) for some l.
Note that the above equalities are obtained in S⊗kV . From the equation (3.1), we have tα2 = γ(y2m+1+
tβ). Since t does not divide y2m+1 + tβ, t divides γ, so that γ = tγ′ for some γ′ ∈ S⊗k V . Hence we also
have the equality in S ⊗k V :
(3.2) α2 = γ′(y2m+1 + tβ).
Since S is factorial, so is S[t]. Thus S ⊗k V = T−1S[t] is also factorial. Take the unique factorization
into prime elements of y2m+1 + tβ:
y2m+1 + tβ = P e11 P
e2
2 · · ·P enn .
Then, there exists i such that ei is an odd number. Since the equation (3.2) holds, Pi divides α, so that
Pi also divides γ
′. Therefore, (Pi) ⊇ Ii(ξ) ⊇ (tl), so that Pi = t. This makes contradiction since t cannot
divide y2m+1 + tβ. ♦
Now we assume that
(
0 ya
0 0
)
degenerates to
(
0 yb
0 0
)
. Then we also have the following matrix represen-
tation of Q over S ⊗k V :
ξ =
(
0 yb
0 0
)
+ t
(
α β
γ −α
)
=
(
tα yb+tβ
tγ −tα
)
.
Then we also have t2α2 = tγ(yb + tβ), (tα, tγ, yb + tβ) ⊇ tl(ya) for some l, and
tl
′
(tα, tγ, yb + tβ) ⊆ (ya) for some l′.(3.3)
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From (3.3), we see that ya divides tα, tγ and yb + tβ. This yields that
t2α′
2
= tγ′(yb−a + tβ′) and (tα′, tγ′, yb−a + tβ′) ⊇ (tl) for some l,
where α = yaα′, γ = yaγ′and yb + tβ = ya(yb−a + tβ′). If a 6≡ b mod 2, b − a is an odd number. As in
the proof of the claim above, this never happen. Therefore a ≡ b mod 2. 
Next we consider the 2-dimensional case, that is, let R = k[[x, y, z]]/(xy). The nonisomorphic inde-
composable Cohen-Macaulay R-modules are R and the following ideals; see [1, Proposition 2.2].
(x), (y), (x, zn), (y, zn) n ≥ 1.
Theorem 3.2. Let R = k[[x, y, z]]/(xy). Then (x, za) (resp. (y, za)) never degenerates to (x, zb) and
(y, zb) for all a < b.
Proof. Replacing Y with x−y, we may consider k[[x, Y, z]]/(x2−Y x) as R. We consider the ideals (x, za)
and (x − Y, za) instead of the ones in the assertion. We rewrite Y by y. The matrix representations of
(x, za) and (x − y, za) over S = k[[y, z]] are ( y za
0 0
)
and
(
0 za
0 y
)
respectively. See Remark 3.3 below.
Suppose that µ =
(
y za
0 0
)
degenerates to
(
y zb
0 0
)
along V , and let Q be a finitely generated R ⊗k V -
module which gives the degeneration. By elementary row and column operations, we may assume that
the matrix representation ξ of Q over S ⊗k V which gives the degeneration is of the form:
ξ =
(
y zb
0 0
)
+ t
(
α β
γ δ
)
=
(
y+tα zb+tβ
tγ tδ
)
.
Since ξ ⊗ Vt ∼= µ⊗ Vt, by Corollary 2.8, we have
tr(ξ) = y,(3.4)
det(ξ) = (y + tα)tδ − tγ(zb + tβ) = 0,(3.5)
I1(ξ) = (y + tα, tγ, z
b + tβ, tδ) ⊇ tl(za, y) for some l.(3.6)
By (3.4) and (3.5), we have
−α(y + tα) = γ(zb + tβ).(3.7)
Set P = zb+tβ. Then, since P ≡ zb modulo t, P divides α. Consider the equation (3.7) in S⊗kV/y(S⊗k
V ):
−tα · α = γ · zb + tβ.
Since P divides α, P divides α. Thus P also divides γ. This yields that I1(ξ) = (y+tα, tγ, z
b+tβ,−tα) ⊆
(P, y). By (3.6), tl(za, y) ⊆ (P, y). Let p be a minimal prime ideal of (P, y). Notice that p has height 2
and contains tlz and y. Suppose that p contains t. Then p also contains z since p contains P = zb + tβ,
so that p = (z, y, t). This makes contradiction. Hence p = (z, y). Consider the above inclusion of ideals
in S ⊗k V/y(S ⊗k V ) again, and then we see that (P, y) = (P ) ∋ tlza. Since (P ) are also contained
in p = (z), P = P ′z for some P ′ ∈ S ⊗k V/y(S ⊗k V ). Thus (P ) = (P ′z) ∋ tlza, which implies that
(P ′) ∋ tlza−1 as an ideal in S ⊗k V/y(S ⊗k V ). Note that P ′ = zb−1 + tP ′′ in S ⊗k V and the minimal
prime ideal of (P ′) in S ⊗k V/y(S ⊗k V ) is also (z). Hence we can repeat the procedure and we obtain
the inclusion of ideals in S ⊗k V/y(S ⊗k V ):
(zb−a + tP ′′′) ⊇ (tl).
However this never happen if b− a > 0. Therefore we obtain the conclusion. The same proof is valid for
showing the remaining claim that (x, za) (resp. (y, za) ) does not degenerate to (y, zb) (resp. (x, zb) or
(y, zb)). 
Remark 3.3. Let R = k[[x, y, z]]/(x2−xy) and letM = (x, zn), N = (x−y, zn) be ideals. Set S = k[[y, z]].
Note that the matrix representations of M and N over S are obtained from the action of x on M and N
respectively. Since M has a basis x and zn as an S-module, that is, M ∼= xS ⊕ znS, the multiplication
map ax by x on M induces the correspondence:
ax : xS ⊕ znS → xS ⊕ znS; ( axbzn ) 7→
(
ayx+bznx
0
)
.
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Hence the matrix representation of M over S is
(
y zn
0 0
)
. Similarly, since N ∼= (x − y)S ⊕ znS as an
S-module, the multiplication map bx on N induces
bx : (x− y)S ⊕ znS → (x− y)S ⊕ znS;
(
a(x−y)
bzn
)
7→
(
bzn(x−y)
byzn
)
,
so that the matrix representation of N is
(
0 zn
0 y
)
.
Remark 3.4. Araya, Iima and the second author [1] show that the Cohen-Macaulay modules which
appear in Theorem 3.1 (resp. Theorem 3.2) are obtained from the extension by R/(x) and itself (resp.
R/(x) and R/(y)). In the case, we have the degeneration by Remark 2.2(2). Summing up this fact,
we obtain complete description of the degenerations of indecomposable Cohen-Macaulay modules over
k[[x, y]]/(x2) and k[[x, y, z]]/(xy).
4. Construction of degenerations of modules
In this section we provide a construction of a nontrivial degeneration over an arbitrary commutative
noetherian algebra over a field (without matrix representations). We begin with establishing a lemma.
Lemma 4.1. Let R be a commutative ring, and let · · · α−→ L β−→ L α−→ L β−→ · · · be an exact sequence of
R-modules. Let x ∈ R, and set Z = α(L) + xL and W = β(L) + xL.
(1) There is an exact sequence
· · ·
  ❇
❇❇
❇❇
(α x0 β )
// L⊕ L
(
β −x
0 α
)
//
$$■
■■
■■
L⊕ L
##❍
❍❍
❍❍
(α x0 β )
// L⊕ L
(
β −x
0 α
)
//
$$■
■■
■■
· · ·
Z
;;✈✈✈✈✈
W
::✉✉✉✉✉
Z
;;✈✈✈✈✈
W
==④④④④
.
(2) Suppose that x is L-regular. Then there are exact sequences:
L⊕ L
(
β −x
0 α
)
−−−−−→ L⊕ L (α x )−−−−→ L→ L/Z → 0,
L⊕ L (
α x
0 β )−−−−→ L⊕ L (β −x )−−−−−→ L→ L/W → 0.
Proof. (1) Clearly, ( α x0 β )
(
β −x
0 α
)
= 0. Let s, t ∈ L with ( α x0 β ) ( st ) = ( 00 ). Then α(s) + xt = 0 = β(t),
and t ∈ kerβ = Imα. We have t = α(u) for some u ∈ L, and 0 = α(s) + xt = α(s + xu), which implies
s+ xu ∈ kerα = Imβ. Writing s+ xu = β(v) with v ∈ L, we get ( st ) =
(
β(v)−xu
α(u)
)
=
(
β −x
0 α
)
( vu ). Thus
Im
(
β −x
0 α
)
= ker ( α x0 β ). A symmetric argument shows Im (
α x
0 β ) = ker
(
β −x
0 α
)
.
(2) Note that ( α x ) is a submatrix of ( α x0 β ); we have ( α x )
(
β −x
0 α
)
= 0. Let s, t ∈ L with ( α x ) ( st ) =
( 00 ). Then α(s) + xt = 0, and 0 = β(α(s) + xt) = xβ(t). Since x is L-regular, β(t) = 0. The
above argument shows ( st ) ∈ Im
(
β −x
0 α
)
. Thus Im
(
β −x
0 α
)
= ker ( α x ). A symmetric argument shows
Im ( α x0 β ) = ker ( β −x ). 
Recall that a finitely generated module M over a commutative noetherian ring R is Cohen-Macaulay
if depthRpMp ≥ dimRp for all prime ideals p of R. The main result of this section is the following.
Theorem 4.2. Let R be a commutative ring, and let · · · α−→ L β−→ L α−→ L β−→ · · · be an exact sequence
of R-modules. Let x be an L-regular element such that β(L) ⊆ α(L) + xL =: Z. Let M be an R-module
with Z ⊆M ⊆ L, and set N = β(M) + xZ.
(1) The sequence
0→ Z
(
θ
η
)
−−−→M ⊕ Z ( β −x )−−−−−→ N → 0
is exact, where θ is the inclusion map and η(α(s) + xt) = β(t) for s, t ∈ L.
(2) Suppose that R contains a field, Z,M are finitely generated and β is nilpotent. Then M degenerates
to N .
(3) Assume R is noetherian. If L,M are Cohen-Macaulay, then so are Z,N .
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Proof. (1) As the image of β is contained in Z, so is that of η. Take any element z ∈ Z. Then z = α(s)+xt
for some s, t ∈ L, and we have β(z) = β(α(s) + xt) = xβ(t). Since x is L-regular and β(t) ∈ β(L) ⊆ Z,
the assignment z 7→ β(t) gives a map η : Z → Z, and
(4.1) β(z) = xη(z) for all z ∈ Z.
As θ is injective, so is the map
(
θ
η
)
, whose image is contained in the kernel of the map ( β −x ) because
( β −x )
(
θ
η
)
(α(s) + xt) = ( β −x )
(
α(s)+xt
β(t)
)
= β(xt) − xβ(t) = 0. The definition of N shows that ( β −x )
is surjective.
It remains to show that the kernel of ( β −x ) is contained in the image of
(
θ
η
)
. Let (mz ) ∈ M ⊕ Z
such that ( β −x ) (mz ) = 0. Lemma 4.1 implies that there exist s, t ∈ L such that (mz ) = ( α x0 β ) ( st ) =(
α(s)+xt
β(t)
)
=
(
θ
η
)
(α(s) + xt). Thus we are done.
(2) The module N is finitely generated, and βn = 0 for some n > 0. It follows by (4.1) that 0 =
βn(z) = (xη)n(z) = xnηn(z) for all z ∈ Z. As xn is L-regular, we get ηn(z) = 0, that is, η is nilpotent.
We see from (1) and Remark 2.2(1) that M degenerates to N .
(3) Set W = β(L) + xL. Combining (1) and Lemma 4.1, we get a commutative diagram
0 −−−−→ Z −−−−→ L⊕ L (β −x )−−−−−→ L −−−−→ L/W −−−−→ 0∥∥∥ ( i 00 j )x ∥∥∥
0 −−−−→ Z
(
θ
η
)
−−−−→ M ⊕ Z (β −x )−−−−−→ L −−−−→ L/N −−−−→ 0
with exact rows, where i, j are inclusion maps. The snake lemma gives an exact sequence
(4.2) 0→ L/M ⊕ L/Z → L/N → L/W → 0.
From now on, assuming that R is noetherian, we show that if L,M are Cohen-Macaulay, then so are
Z,N . For this, we may assume that R is a local ring of Krull dimension d. The first exact sequence
in Lemma 4.1 shows that Z,W are Cohen-Macaulay. The depth lemma implies that the R-modules
L/M,L/Z,L/W have depth at least d− 1. It follows from (4.2) that L/N also has depth at least d− 1,
which implies that N is Cohen-Macaulay. 
As a direct corollary of the theorem, we obtain the following result.
Corollary 4.3. Let R be a commutative noetherian ring containing a field, and let L be a finitely
generated R-module. Let α be an endomorphism of L with Imα = kerα, and let x ∈ R be an L-regular
element. Then the following statements hold.
(1) An R-module M with α(L) + xL ⊆M ⊆ L degenerates to N := α(M) + x2L.
(2) If L,M are Cohen-Macaulay, then so is N .
Proof. Note α2 = 0. Letting α = β in Theorem 4.2 shows that M degenerates to α(M) + xα(L) + x2L,
and if the former is Cohen-Macaulay, then so is the latter. As xL ⊆M , we have xα(L) = α(xL) ⊆ α(M).
Hence α(M) + xα(L) + x2L = N . 
From now on, we give applications of Corollary 4.3.
Corollary 4.4. Let R be a commutative noetherian ring containing a field, and let · · · α−→ L β−→ L α−→
L
β−→ · · · be an exact sequence of R-modules. Let x be an L-regular element, and set Z = α(L) + xL and
W = β(L)+xL. Let M,N be R-submodules of L containing Z,W respectively. Then M ⊕N degenerates
to K := (α(N) + x2L)⊕ (β(M) + x2L). If L,M and N are Cohen-Macaulay, then so is K.
Proof. The endomorphism γ =
(
0 α
β 0
)
: L⊕2 → L⊕2 is such that Im γ = ker γ. Putting X = {(mn ) | m ∈
M, n ∈ N}, we have γ(L⊕2) + xL⊕2 ⊆ X ⊆ L⊕2. Note that X ∼= M ⊕N and γ(X) + x2L⊕2 ∼= K. Now
the assertion follows from Corollary 4.3. 
Remark 4.5. Let R be a hypersurface local ring. Let X be a Cohen-Macaulay R-module. Then X has
a free resolution of the form · · · α−→ F β−→ F α−→ F → X → 0, and one can apply Corollary 4.4 to L = F .
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Corollary 4.6. Let R be a commutative noetherian ring containing a field and L a finitely generated
R-module. Let α be an endomorphism of L with Imα = kerα, and let x ∈ R be an L-regular element.
Then α(L) + xjL degenerates to α(L) + x2i−jL for all i ≥ j ≥ 0. If L is Cohen-Macaulay, then so are
α(L) + xjL and α(L) + x2i−jL.
Proof. We have α(L) + xiL ⊆ α(L) + xjL ⊆ L. Corollary 4.3 implies that α(L) + xjL degenerates to
α(α(L) + xjL) + x2iL = xjα(L) + x2iL ∼= α(L) + x2i−jL, where the isomorphism follows from the fact
that xj is L-regular. Fix h ≥ 0. Lemma 4.1 implies that C := α(L) + xhL is isomorphic to the cokernel
of
(
α −xh
0 α
)
, and that the sequence · · ·
(
α −xh
0 α
)
−−−−−−→ L2
(
α xh
0 α
)
−−−−−→ L2
(
α −xh
0 α
)
−−−−−−→ · · · is exact. Using this exact
sequence, we easily observe that for each prime ideal p of R, an Lp-sequence is a Cp-sequence. Thus, if
L is Cohen-Macaulay, then so is C. 
We present a couple of examples. For such an element x as in the second statement it is said that
[x, x] is an exact pair of zerodivisors.
Example 4.7. Let R be a commutative noetherian ring containing a field.
(1) Let L be a finitely generated R-module having a submodule C such that L/C ∼= C. Let x ∈ R be an
L-regular element. Then, for all i ≥ j ≥ 0, C + xjL degenerates to C + x2i−jL.
(2) Let x ∈ R be such that (0 : x) = (x), and let y ∈ R be a non-zerodivisor. Then for all integers
i ≥ j ≥ 0 (x, yj) degenerates to (x, y2i−j), where (x, yj) and (x, y2i−j) are ideals of R.
Proof. The composition α : L ։ L/C ∼= C →֒ L satisfies Imα = kerα. The first assertion is shown by
Corollary 4.6. The second assertion follows from the first one. 
Remark 4.8. Example 4.7(2) immediately recovers the degeneration obtained in [3, Remark 2.5] and
the ‘if’ part of Theorem 3.1.
5. Remarks on degenerations over hypersurface rings
In this section, we consider extending Theorem 1.1 to higher dimension. Let k be an algebraically closed
field of characteristic not two and let R = S/(f) be a hypersurface, where S = k[[x0, x1, · · · , xn]] is a formal
power series ring with maximal ideal mS = (x0, x1, · · · , xn) and f ∈ mS. We define R♯ = S[[u]]/(f + u2)
and R♯♯ = S[[u, v]]/(f + u2 + v2). In what follows, for a certain hypersurface R, we investigate the
connection among the degenerations of Cohen-Macaulay modules over R, R♯ and R♯♯.
Remark 5.1. Let R = S[[y]]/(y2 + f) with f ∈ mS .
(1) There is a one-to-one correspondence between
• the isomorphism classes of Cohen-Macaulay R-modules, and
• the equivalence classes of square matrices ϕ with entries in S such that ϕ2 = −f .
This follows by considering matrix representations over S.
(2) Let M be a Cohen-Macaulay R-module, and let ΩM be the first syzygy of M with respect to the
minimal R-free resolution of M . As remarked in [7, Lemma 12.2], the matrix representation of ΩM over
S is −µ, where µ is that of M .
Let R be as in the above remark. Let µ be a square matrix with entries in S such that µ2 = −f
and M a Cohen-Macaulay R-module which corresponds to µ. Consider the matrices µ♯ =
( µ u
−u −µ
)
and
µ♯♯ =
(
µ ζ
−η −µ
)
, where ζ = u+
√−1v and η = u−√−1v. By Remark 5.1(1) we have (µ♯)2 = −(f + u2)
(resp. (µ♯♯)2 = −(f + u2 + v2)), and µ♯ (resp. µ♯♯) corresponds to a Cohen-Macaulay module over R♯
(resp. R♯♯), which we denote by M ♯ (resp. M ♯♯). Note that (M ♯)♯ is not always isomorphic to M ♯♯.
To show our main result, we state and prove a lemma.
Lemma 5.2. Let R be a commutative noetherian ring and M,N finitely generated R-modules. If M
degenerates to N , then M/xM also degenerates to N/xN for an N -regular element x.
Proof. Suppose that M degenerates to N along V . As mentioned in Remark 2.2(1), we have an exact
sequence 0→ Z →M ⊕Z → N → 0, where the endomorphism g of Z is nilpotent. Since x is N -regular,
we also have 0→ Z/xZ →M/xM⊕Z/xZ → N/xN → 0. The endomorphism g⊗R/xR is also nilpotent,
so that M/xM degenerates to N/xN along V . 
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The following is the main result of this section.
Proposition 5.3. Let R = S[[y]]/(y2+f) be a hypersurface, and let M,N be Cohen-Macaulay R-modules.
Consider the following six conditions.
(1) M degenerates to N . (2) M ♯♯ degenerates to N ♯♯. (3) M ♯ degenerates to N ♯.
(1’) M degenerates to ΩN . (2’) M ♯♯ degenerates to (ΩN)♯♯. (4) M ⊕ ΩM degenerates to N ⊕ ΩN .
Then the implications (1) ⇒ (2) ⇒ (3) ⇒ (4) and (1’) ⇒ (2’) ⇒ (3) ⇒ (4) hold true.
Proof. (1)⇒ (2): Assume that M degenerates to N along V . Let µ and ν be the matrix representations
of M and N over S. We have the matrix representation ξ over S ⊗k V such that ξ ⊗V Vt ∼= µ⊗k Vt and
ξ ⊗V V/tV ∼= ν. Now consider the matrix ξ♯♯ =
(
ξ ζ
−η −ξ
)
, where ζ = u +
√−1v and η = u − √−1v.
Then one can show that ξ♯♯ ⊗V Vt ∼= µ♯♯ and ξ♯♯ ⊗V V/tV ∼= ν♯♯. In fact, since α−1(ξ ⊗V Vt)α = µ and
β−1(ξ ⊗V V/tV )β = ν respectively for some suitable invertible matrices α and β, we have(
α−1 0
0 α−1
)
(ξ♯♯ ⊗V Vt) ( α 00 α ) =
(
α−1(ξ⊗V Vt)α α
−1(ζ⊗V Vt)α
α−1(−η⊗V Vt)α α
−1(−ξ⊗V Vt)α
)
=
(
µ ζ
−η −µ
)
= µ♯♯.
Similarly,(
β−1 0
0 β−1
)
(ξ♯♯ ⊗V V/tV )
(
β 0
0 β
)
=
(
β−1(ξ⊗V V/tV )β β
−1(ζ⊗V V/tV )β
β−1(−η⊗V V/tV )β β
−1(−ξ⊗V V/tV )β
)
=
(
ν ζ
−η −ν
)
= ν♯♯.
According to Corollary 2.7, we conclude that M ♯♯ degenerates to N ♯♯.
(1′)⇒ (2′): The similar argument to the proof of (1)⇒ (2) shows this.
(2)⇒ (3): By Lemma 5.2, we see that M ♯♯/vM ♯♯ degenerates to N ♯♯/vN ♯♯. Clearly, M ♯♯/vM ♯♯ ∼= M ♯
and N ♯♯/vN ♯♯ ∼= N ♯. Thus we obtain the assertion.
(2′)⇒ (3): We also have the degeneration from M ♯♯/vM ♯♯ ∼= M ♯ to (ΩN)♯♯/v(ΩN)♯♯ by Lemma 5.2.
We note that (ΩN)♯♯/v(ΩN)♯♯ ∼= N ♯. Actually, for the matrix representation (−ν u−u ν ) of (ΩN)♯♯/v(ΩN)♯♯,
we have
(
0 −1
1 0
) (
−ν u
−u ν
) (
0 1
−1 0
)
= ( ν u−u −ν ) . Thus, the implication holds.
(3)⇒ (4): It follows from Lemma 5.2 since M ♯/uM ♯ ∼=M ⊕ ΩM and N ♯/uN ♯ ∼= N ⊕ ΩN . 
Remark 5.4. In Proposition 5.3, (4) does not necessarily imply (1) or (1’). Let R = k[[x, y, z]]/(x3 +
y2 + z2) and p, q, r be ideals (x, y), (x, y2), (x, y3) of R respectively. Then we have the exact sequence
0→ q → p ⊕ r → q → 0, so that p⊕ r degenerates to q⊕ q. Notice that r ∼= Ωp and q ∼= Ωq. However q
never degenerates to p or q. See [3, Theorem 3.1] for the details.
Recall that Kno¨rrer’s periodicity theorem [9, Theorem 12.10] gives an equivalence Φ : CM(R) →
CM(R♯♯) of triangulated categories. We call this functor a Kno¨rrer’s periodicity functor. Using Proposi-
tion 5.3, we generalize the ‘if’ part of Theorem 3.1.
Example 5.5. Consider the hypersurface singularity of type (A∞) with odd dimension:
k[[x0, x1, . . . , xn]]/(x
2
1 + x
2
2 + · · ·+ x2n).
Let M(h) be the image of (x0, z
h) by the composition of Kno¨rrer’s periodicity functors
CM(k[[x0, x1]]/(x
2
1)) → CM(k[[x0, x1, x2, x3]]/(x21 + x22 + x23)) → · · · → CM(k[[x0, x1, . . . , xn]]/(x21 + x22 +
· · ·+ x2n)). Iterated application of Proposition 5.3 shows that M(j) degenerates to M(2i− j).
Proposition 5.6. Let R = S/(f) with f ∈ mS and let α : Sn → Sn be an endomorphism such that
(α, α) is a matrix factorization of f over S. Let z ∈ R be a non-zerodivisor, and consider the map
( α zh ) : Rn ⊕Rn → Rn for each h ≥ 0. Set ζ = u+√−1v and η = u−√−1v. Then the following hold.
(a) The images Im ( α zh ) and Im
(
α ζ zh 0
η −α 0 zh
)
are Cohen-Macaulay modules over R and R♯♯, respec-
tively.
(b) The functor Φ sends Im ( α zh ) to Im
(
α ζ zh 0
η −α 0 zh
)
.
(c) The R-module Im ( α zh ) is nonfree and indecomposable if and only if so is the R♯♯-module
Im
(
α ζ zh 0
η −α 0 zh
)
.
(d) For all i ≥ j ≥ 0 one can show that Im ( α zj ) degenerates to Im ( α z2i−j ) and Im
(
α ζ zj 0
η −α 0 zj
)
degenerates to Im
(
α ζ z2i−j 0
η −α 0 z2i−j
)
as Cohen-Macaulay modules over R, R♯♯ respectively.
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Proof. We regard α and α′ =
(
α ζ
η −α
)
as the endomorphisms of Rn and R♯♯
2n
, respectively. Note that
Imα = kerα and Imα′ = kerα′. Assertions (a) and (d) follow from Corollary 4.6. By [7, (12.8.1)], the
cokernel of
(
α −zh
0 α
)
is sent by Φ to that of
(
α −zh ζ 0
0 α 0 ζ
η 0 −α −zh
0 η 0 −α
)
, which is transformed into
(
α ζ −zh 0
η −α 0 −zh
0 0 α ζ
0 0 η −α
)
by elementary row and column operations. By Lemma 4.1, the cokernel of the latter matrix is the image
of
(
α ζ zh 0
η −α 0 zh
)
. Thus (b) follows. As Φ is an equivalence of additive categories, (c) follows from (b). 
Remark 5.7. (1) Since, for each h > 0, the ideal (x0, z
h) of the ring k[[x0, z]]/(x
2
0) is nonfree and inde-
composable and coincides with Im ( x0 zh ), Example 5.5 can also be obtained from the above proposition.
(2) Let R be an algebra over a field. Let 0 → L → M → N → 0 be an exact sequence of finitely
generated R-modules. Then M degenerates to L ⊕ N by Remark 2.2(2). Such a degeneration is called
a degeneration by an extension in [3, Definition 2.4]. Thus, it is important to investigate the existence
of degenerations that cannot be obtained by extensions. The degeneration in Example 5.5 cannot be
obtained by (iterated) extensions, because M(2i− j) is an indecomposable R-module.
References
[1] T. Araya, K. Iima and R. Takahashi, On the structure of Cohen-Macaulay modules over hypersurfaces of countable
Cohen-Macaulay representation type. J. Algebra 361 (2012), 213–224.
[2] K. Bongartz, On degenerations and extensions of finite-dimensional modules. Adv. Math. 121 (1996), 245–287.
[3] N. Hiramatsu and Y. Yoshino, Examples of degenerations of Cohen-Macaulay modules, Proc. Amer. Math. Soc. 141
(2013), no. 7, 2275–2288.
[4] T.Y. Lam, Serre’s problem on projective modules. Springer Monographs in Mathematics. Springer-Verlag, Berlin, 2006.
xxii+401 pp.
[5] C. Riedtmann, Degenerations for representations of quivers with relations. Ann. Scient. E´cole Norm. Sup. 4e se`rie
19 (1986), 275–301.
[6] F-O. Schreyer, Finite and countable CM-representation type. Singularities, representation of algebras, and vector
bundles, Lecture Notes in Math., 1273, Springer, Berlin, 1987, 9–34,
[7] Y. Yoshino, Cohen-Macaulay Modules over Cohen-Macaulay Rings, London Mathematical Society Lecture Note Series
146. Cambridge University Press, Cambridge, 1990. viii+177 pp.
[8] Y. Yoshino, On degenerations of Cohen-Macaulay modules. J. Algebra 248 (2002), 272–290.
[9] Y. Yoshino, On degenerations of modules. J. Algebra 278 (2004), 217–226.
[10] Y. Yoshino, Stable degenerations of Cohen-Macaulay modules, J. Algebra 332 (2011), 500–521.
[11] G. Zwara, Degenerations for modules over representation-finite algebras. Proc. Amer. Math. Soc. 127 (1999), 1313–
1322.
[12] G. Zwara, Degenerations of finite-dimensional modules are given by extensions. Compositio Math. 121 (2000), 205–
218.
Department of general education, National Institute of Technology, Kure College, 2-2-11, Agaminami,
Kure Hiroshima, 737-8506 Japan
E-mail address: hiramatsu@kure-nct.ac.jp
Graduate School of Mathematics, Nagoya University, Furocho, Chikusaku, Nagoya, Aichi 464-8602, Japan
E-mail address: takahashi@math.nagoya-u.ac.jp
URL: http://www.math.nagoya-u.ac.jp/~takahashi/
Department of Mathematics, Graduate School of Natural Science and Technology, Okayama University,
Okayama 700-8530, Japan
E-mail address: yoshino@math.okayama-u.ac.jp
