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ローグライクゲームの一種であり，本研究で用いた Rogue Clone III と上記のゲームの
大まかな特徴の比較を表 1に示す．ここではゲームプレイの意思決定列をグラフの経路と
考えて，このグラフの節点にあたるものを状態，辺にあたるものを行動とみなしている．
Rogue Clone III における値は筆者が見積もったゲームクリアした場合の値である．Atari









ゲーム 状態数 行動列長 行動種類数 プレイヤ人数 リアルタイム性
Rogue Clone III 不明 104 103 1 無
Atari 2600 不明 不明 101 1 有
StarCraft II 不明 104 1026 2～ 有
囲碁 10172 102 102 2 無
2 基礎知識
本章では，2.1 節において Rogue Clone III を紹介し，本研究に用いた手法である Q 学
習を 2.2 節で，深層学習を 2.3 節で説明する．
2.1 Rogue Clone III
ローグライクゲームの元祖は 1980年に公開された UNIX上で動作するゲーム「Rogue」
である1．Rogueとそれに続く Rogueシリーズは当初はソースコードが公開されておらず，
自由にダウンロードして遊ぶことができなかった．Rogue Clone は 同シリーズのファン
がそれを再現したゲームであり，ソースコードが公開されている．ローグライクゲームの
歴史やソースコードを個人でまとめているウェブサイトによると2，現在Rogue シリーズ
には様々なバージョンが存在していて，Rogue Clone が主に再現しているものは Rogue
5.3 である．ただし，部分的にバージョン 5.1 のルールが採用されていたり，削除された
ゲーム要素があったりするなど，Rogue 5.3 とは若干内容が異なっている．Rogue Clone
にもバージョンがあり，最新版が Rogue Clone III である．
このゲームのプレイヤはキーボードでコマンドを入力し，プレイヤキャラクター (以下
プレイキャラという)を 2次元で表示されるダンジョンと呼ばれる空間内で操作する．図




ダンジョンには複数の階層があり，1 つの階層は部屋と通路，罠，隠し通路 (扉) によっ
て構成されている．各階層には様々なアイテムが落ちていたり，様々なモンスターが配置
1“Rogue”, Wikipedia, https://en.wikipedia.org/wiki/Rogue (video game), (最終アクセス 2021)
2yozvox, “Rogue”, http://yozvox.web.fc2.com/526F677565.html, (最終アクセス 2020)
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u = x1w1 + x2w2 + x3w3 + b (1)




一般化して，第 l層の i番目のユニットの出力を z(l)i ，第 l層の i番目のユニットと l+1
層の j番目のユニットを結ぶ結合の重みをw(l+1)ji ，第 l層の j個目のユニットに対するバ
イアスを b(l)j ，第 l層の活性化関数を f





















u(l+1) = W (l+1)z(l) + b(l+1) (5)
z(l+1) = f (l+1)(u(l+1)) (6)
ここで，f (l+1)(u(l+1)) = (f (l+1)(u(l+1)1 ), ...)
Tである．活性化関数は単調非減少の非線形関
数が主に用いられる．例をあげると，retified linear (ReL)関数







































































いうものである．ミニバッチ t− 1に対するパラメータの修正量を∆w(t−1)≡ w(t)−w(t−1)
とすると，t回目のミニバッチに対する更新は以下のようになる．











































3Hinton. G., “Lecture 6.5 - rmsprop, COURSERA: Neural Networks for Machine Learning”.






を，第 l− 1層の 0番目のユニットと第 l層の j番目のユニットの間の重みw(l)j0 として考え








































となる．(15)式の右辺第 1項について，u(l)j の変動がEnに与える影響は，このユニット j

















































これは δ(l)j が δ
(l+1)



























(l = 2, ..., L)
1. z(1) = xnとし，各層 l(= 2, ..., L)のu(l)および z(l)を計算する．
2. 出力層の各デルタ δ(L)j を計算する．
3. 中間層 l(= L− 1, ..., 2)のデルタを (18)式に従って計算する．
4. 各層 l(= 2, ..., L)のパラメータw(l)ji に関する偏微分を (20)式に従って計算する． 














































タの数は (入力列長+ 1)×出力列長であるので，(C ×H ×W + 1)×C ′となる．こ
こで，出力ではH ′ = 1,W ′ = 1となることとする．
畳み込み層
畳み込み層ではカーネルと呼ばれる二次元配列の重みを使い，出力を計算する．カー
ネルはC × C ′個存在するが，次元はKh ×Kwで統一されている．出力のチャネル








z(i+p)(j+q)(k)hpqkm + bm (22)





H ′ = H − Kh + 2Ph + 1，W ′ = W − Kw + 2Pw + 1となる．パラメータの数は












本節では Q 学習とそれに関連する知識について，文献 [7][8]を参考にして記述する．













有限集合である．状態数が nの状態集合は S = {s1,…, sn}と表される.また，終端
状態が属さない状態の集合を Scと書く．
行動集合 A(s)
エージェントが環境に働きかける作用を行動といい，状態 s の行動集合 A(s) とは，
状態 s においてエージェントが選択可能な行動すべての有限集合である．行動数が
m の行動集合はA(s) = {a1,…, am}と表される．
初期状態分布 P0
初期状態分布 P0とは初期状態 s0を決定する S上の確率分布である．
状態遷移確率 P (s′|s, a)
状態遷移確率 P (s′|s, a)とは状態 sでエージェントが行動 aを選択したとき，状態
s′に遷移する確率である．次状態への遷移確率は直前の状態と行動にのみ依存する．
報酬関数 R(s, a, s′)




上の確率分布を定める写像である．状態 sにおいて行動 aが選択される確率は π(a|s)で表
される．










　状態 st+1 と報酬 rt+1 を観測する
　 t← t+ 1
} 
図 5: MDPにおけるエージェント内のアルゴリズム
基本的にある時間ステップ tにおいて，その後の 1エピソードの報酬の合計 rt+1+rt+2+


















P (s′|s, a) [r(s, a, s′) + γV π(s′)] (25)
の解になる．ここで，最も良い方策とは以下の条件を満たす方策 π∗である．





を特に V ∗と書く．V ∗に関するベルマン方程式は




P (s′|s, a) [r(s, a, s′) + γV ∗(s′)] (27)
となる．π∗は少なくとも一つは存在することが知られている．
14
ある状態 sにおいて行動 aを選択したのち，方策 πに従ったときの収益の期待値を行動
価値と呼び，Qπ(s, a)で表す．Qπ(s, a)はベルマン方程式
∀s ∈ Sc,∀a ∈ A(s), Qπ(s, a) =
∑
s′
P (s′|s, a) [r(s, a, s′) + γV π(s′)] (28)
の解となる．最も良い方策はQπを使って書くと，以下の条件を満たす方策 π∗となる．



















Q 学習は上記の最適行動価値Q∗(s, a)を求める手法の一つである．Q 学習は方策オフ
型 TD学習法の一種にあたる．方策オフ型というのは学習のために用いられる挙動方策
と改善する推定方策が異なるものをいう．Q学習は行動価値の推定値Q(s, a)を学習する．
ある時間ステップ tにおいて行動 atを選択し，状態 stから st+1に遷移し即時報酬 rt+1
を受け取ったとする．このとき，Q(st, at)は以下の式で更新される．
Q(st, at)← Q(st, at) + αt{rt+1 + γ max
a∈A(st+1)
Q(st+1, a)−Q(st, at)} (31)
αtはステップサイズパラメータといい，新しく受け取ったデータをどの程度優先させるかの
指標になる．図6はこの更新の様子を図で表したものである．Greedy方策とはその時点で最









αt = +∞ (33)
∞∑
t=0










関数近似を用いる Q 学習では行動価値関数を何らかのパラメータ θを用いて表す．状
態 sでの行動 aの価値は Q̂(s, a|θ)となる．θの要素数はM とする．
ある時間ステップ tにおいて行動 aを選択し，状態 sから s′に遷移し即時報酬 r′を受け
取ったとする．このとき，θを以下の式で更新する．
ε = r′ + γ max
a′∈A(s′)
Q̂(s′, a′|θ)− Q̂(s, a|θ) (35)
∆θ = ε∇θQ̂(s, a|θ) (36)














































研究 手法 ゲームのルール 強化学習
Rog-O-Matic 本来のルール 無
金川らの研究 double DQN, PPO 簡略化 有
加納らの研究 A3C, ICM, HRA, PPO 大幅に簡略化 有
高橋らの研究 モンテカルロ法， 少し簡略化 無
パーセプトロンを用いた勝敗予測































































本来のRogue Clone III では，行動の決定は，人間プレイヤが指示を階層的に行う
ことでなされる．これを図 15のように 1回で全ての行動を選択できるように変更し









格子空間のゲームはRogue Clone III と同じ移動ルールを持つが，アイテムやメッセー




行動集合の大きさは 21で，移動行動 16種類にRogueで待機や探索にあたる行動 (この
ゲームでは意味がない)などを足したものが格子空間のゲームでの行動である．プレイヤ
の受け取る即時報酬は常に−1である．

















6: 　　新しい状態 s′と即時報酬 r′を観測する
7: 　　 s′において，NNが推定する行動価値が最大の行動 a∗を選ぶ
















7: 　　新しい状態 s′と即時報酬 r′を観測する
8: 　　組 (s, a, s′, r′)をリプレイメモリに追加する
9: 　　 if (リプレイメモリが一定長に達している){
10: 　　　リプレイメモリからミニバッチサイズ分の組 (s̄, ā, s̄′, r̄′)を無作為に
　　　選択してコピーし，古い組をミニバッチサイズ分削除する．
　　　各 (s̄, ā, s̄′, r̄′)に対して
11: 　　　 s̄′において，NNが推定する行動価値が最大の行動 ā∗を選ぶ

















7: 　　新しい状態 s′と即時報酬 r′を観測する
8: 　　 s′における，NNが推定する行動価値が最大の行動 a∗を選ぶ
9: 　　組 (s, a, r′, Q̂(s′, a∗))を元に訓練データのサンプルを作成する
　　　　　　　　　　　　　　　　　　　　　　　　　※ (35)式参照
10: 　　サンプルをリプレイメモリに保存する












平均スコア (G0) 平均行動列長 平均到達階 平均獲得経験値




































9: 　　 t← t+ 1
10: 　 }
11: 　 0 ≤ t′ ≤ t− 1の各 t′において，
　組 (st′ , at′ , Gt)をリプレイメモリに保存する
12: 　while (リプレイメモリが一定長に達している){















正規化層 [18]2層，ReL層 2層からなる (図 13参照)．NNは深ければ深いほどより表現力
が増すことが経験上知られており，この構造を大規模NNに用いた．大規模NNの構造は












なり，まずAI-RC3の入力について説明する．本来Rogue Clone III ではゲーム開始時か
らのメッセージやコマンドの履歴などの情報が状態に対応するものである．しかし，NN
の計算などの都合上，これらの情報を全て符号化してNNに与えることは難しい．よって，
ある状態 stの大規模NNの入力は図 15のようにした．ここで Jtはタイムステップ tにお






























102～128 チャネル 102～チャネル (98+現在 Str)までが 1となり，他は 0となる














0～115 そのアイテムの種別のインデックス− 1のチャネルが 1になる
116～214 チャネル 116～チャネル (115+そのアイテムの所持数)までが 1となる
215 効力の分かっている武器/防具なら 1になるチャネル
216 装備中のアイテムなら 1になるチャネル
217～225 チャネル 217～チャネル (219+武器の命中補正値)までが 1となる．
効力未判別ならば補正値 0と仮定
226～234 チャネル 226～チャネル (228+武器の攻撃補正値)までが 1となる．
効力未判別ならば補正値 0と仮定
235～249 チャネル 235～チャネル (240+鎧の補正値)までが 1となる．
効力未判別ならば補正値 0と仮定
250 錆除けされている鎧ならば 1となるチャネル
251～256 チャネル 251～チャネル (253+指輪の補正値)までが 1となる．
効力未判別ならば補正値 0と仮定




入力の配列は 340× 16× 1である．ここで，16は用いる情報列 {Jt}の長さ．340は
メッセージの特徴を表すチャネルで，それぞれの内訳は表 6に示す．
アイテム





入力の配列は 461× 16× 1である．ここで，16は他の入力に合わせて 16としている
が，行動の履歴は 15ステップ分のみ入力される．461は行動集合の大きさから 1を
引いたものである．取った行動のインデックス− 1のチャネルが 1になり，他は 0
となる．インデックス 0の行動はゲーム状態を確実に終端させる行動なのでNNに
入力することを考えない．
また，タイムステップ tが 15未満では入力する値を補完するために J0に対応する入力の
値をコピーしてNNの入力を全て埋めている．
一方で，格子空間のゲームではステータスやメッセージ，アイテムの情報は存在しない




















する大規模なNNの学習を行った．図 12のアルゴリズムにおいて，5, 7, 8行目でAI-RC3
と通信を行う．また，14行目のNNは図 14の大規模NNである．学習率は 0.0001，ミニ































率 εで一様ランダムに行動を取り，確率 1− εでNNが最も良いと推定する行動を取る方
策である．

















トワークの更新頻度は 1, 2行目のものがミニバッチ学習 20000回ごと，3行目のもの
がミニバッチ学習 1000回ごとである．格子空間のゲームプレイヤのQ学習全体の傾
向として，学習がうまく進むときはしばらく誤差関数の値が上昇を続けた後，減少










表 9は εに関する比較である．挙動方策に用いた ε−Greedy法について，小規模な









手法 部屋 NN ε バッチ 学習率 誤差の減少開始
サイズ (NN更新回数)
ターゲットネットワーク 2× 2 中規模 0.8 64 0.000001 140000
ターゲットネットワーク 4× 4 中規模 0.8 64 0.000001 減少確認できず
ターゲットネットワーク 4× 4 小規模 0.8 32 0.0003 27000
目標値の事前計算 2× 2 中規模 0.8 64 0.00003 14000
目標値の事前計算 4× 4 中規模 0.8 64 0.00001 54000
目標値の事前計算 4× 4 小規模 0.8 32 0.0003 73000
表 9: ε−Greedy法の比較
手法 部屋 NN ε バッチ 学習率 誤差の減少開始
サイズ (NN更新回数)
目標値の事前計算 4× 4 中規模 0.8 64 0.00001 54000
目標値の事前計算 4× 4 中規模 1.0 64 0.00001 282000
目標値の事前計算 2× 2 中規模 0.8 64 0.00003 14000
目標値の事前計算 2× 2 中規模 1.0 64 0.00003 8000
目標値の事前計算 4× 4 小規模 0.8 32 0.0003 73000




イズは状態遷移 106個，挙動方策の εは 0.8，割引率は 0.99とし，目標値の事前計算手法
を用いた．なお，挙動方策による行動決定時と遷移後の状態における最善の行動決定時
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付録A　Rogue Clone III の詳細ルール


























































倍速 状態変化で 1ターンに 2回行動できるようになる．








































































表示 名称 出現階 HP 攻撃能力 基礎命中率 経験値 アイテム落下率 特殊能力 初期状態
K kestral 1− 6 10 1d4 60 2 0 飛行 通常/睡眠
E emu 1− 7 11 1d3 65 2 0 睡眠
B bat 1− 8 10 1d3 60 2 0 飛行/ふらふら 通常/熟睡
S snake 1− 9 8 1d3 50 2 0 通常/睡眠
H hobgoblin 1− 10 15 1d3/1d2 67 3 0 通常/睡眠
I ice monster 2− 11 15 0d0 68 5 0 凍結攻撃 熟睡
R rattlesnake 3− 12 19 2d5 70 10 0 毒攻撃 通常/睡眠
O orc 4− 13 25 1d6 70 5 10 金塊探し 通常/睡眠
Z zombie 5− 14 21 1d7 69 8 0 通常/睡眠
L leprechaun 6− 16 25 0d0 75 21 100 金塊盗み 熟睡
C centaur 7− 16 32 3d3/2d5 85 15 10 通常/熟睡
Q quagga 8− 17 30 3d5 78 20 20 通常/睡眠
A aquator 9− 18 25 0d0 100 20 0 水攻撃 通常/睡眠
N nymph 10− 19 25 0d0 75 39 100 アイテム盗み 熟睡
Y yeti 11− 20 35 3d6 80 50 20 通常/熟睡
F venus fly-trap 12− 99 73 5d5 80 91 0 拘束 不動
T troll 13− 22 75 4d6/1d4 75 125 33 通常/睡眠
W wraith 14− 23 45 2d8 75 55 0 レベル下げ攻撃 通常/熟睡
P phantom 15− 24 76 5d4 80 120 50 透明/ふらふら 通常/熟睡
X xeroc 16− 25 42 4d6 75 110 0 擬態
U black unicorn 17− 26 90 4d10 85 200 33 通常/睡眠
M medusa 18− 99 97 4d4/3d7 85 250 25 睨み 通常/睡眠
V vampire 19− 99 55 1d14/1d4 85 350 18 吸血攻撃 通常/睡眠
G griffin 20− 99 115 5d5/5d5 85 2000 10 飛行 通常/睡眠
J jabberwock 21− 99 132 3d10/4d5 100 3000 0 通常/熟睡







ふらふら batは 40%,phantomは 60%の確率で移動や攻撃がランダム移動になる．
凍結攻撃 攻撃時にプレイキャラを凍結させることがある．確率などは後述する．


























ration 満腹度を 1/3にした後 60%の確率で 950～1150回復し，
40%の確率で 750～950回復した後，経験値 2を加える．
slime-mold 満腹度を 1/3にした後 950～1150回復する．
表 16: 武器
名称 命中性能 攻撃性能 注釈
short bow 1 1
dart 1 1 遠距離武器
arrow 1 2 遠距離武器，short bow装備時
ダメージと命中率が上がる
dagger 1 3 遠距離武器
shuriken 1 4 遠距離武器
mace 2 3
long sword 3 4
two-handed sword 4 5
表 17: 鎧
名称 Arm 注釈










ring of stealth 眠っている敵を起こす確率が 1/(3+装備数)に減る．
ring of teleportation 毎ターン 8%の確率で別の場所へ移動する．呪われている．
ring of regeneration ターン経過によるHpの治癒量が 1上がる．
ring of slow digestion ターン経過時の満腹度が減少値が−1される．
ring of add strength 補正値の分 Strの値が変動する．マイナスの場合，呪われている．
ring of sustain strength 毒や吸血などで Strを下げられなくなる．




ring of adornment 1/2の確率で呪われている．呪われていない場合は
nymphに盗まれるアイテムがこれになる．
ring of see invisible phantomなどの見えない敵が見えるようになる．
ring of maintain armor 鎧が錆びなくなる．




potion of increase strength Strの現在値が 1上がり，
現在値が最大値の場合最大値も上がる．
potion of restore strength Strの現在値が最大値に戻る．
potion of healing 現在Hpが回復する．現在Hpが一定以上の時最大Hpも上がる．
盲目状態を解除し，混乱や幻覚が治るまでの時間が半減する．
potion of extra healing 現在Hpが回復する．現在Hpが一定以上の時最大HPも上がる．
盲目，混乱，幻覚の状態を解除する．
potion of poison Strの現在値が 1～3下がる．幻覚を解除する．
potion of raise level プレイキャラのレベルが 1上がる．
経験値もそれに合わせ増加する．
potion of blindness 500～800ターンの間，盲目状態になる．
potion of hallucination 500～800ターンの間，幻覚状態になる．
potion of detect monster 現在いる階層の全てのモンスターが
マップに表示されるようになる．
potion of detect things 現在いる階層の全てのアイテムがマップに表示される．
potion of confusion 12～22ターンの間，混乱状態になる．
potion of levitation 15～30ターンの間，浮遊状態になる．
potion of haste self 11～21ターンの間，倍速状態になる．





scroll of protect armor 装備中の鎧が錆びなくなり，呪いが解ける．
scroll of hold monster プレイキャラの周り 2マスのモンスターが熟睡する．
scroll of enchant weapon 装備中の武器の命中もしくは攻撃の補正値を 1上げ，
呪いが解ける．
scroll of enchant armor 装備中の鎧の補正値を 1上げ，呪いが解ける．
scroll of identify 所持しているアイテムを 1つ鑑定する．
scroll of teleportation プレイキャラがランダムな場所に移動する．
scroll of sleep 2～5ターンの間，眠ってしまい行動できない．
scroll of scare monster このアイテムが置かれている場所にはモンスターは
攻撃または移動することができない．1度置かれた
このアイテムを拾おうとすると消滅する．
scroll of remove curse 所持している全てのアイテムの呪いが解ける．
scroll of create monster プレイキャラの隣にその階に出現するモンスターから
ランダムに選んだモンスターを作り出す．
scroll of aggravate monster その階層のモンスターが全員起きた状態になる．
scroll of magic mapping その階層の全ての地形がマップに表示される．





wand of teleport away 振った先にいるモンスターをランダムな位置に移動させる．
wand of slow monster 振った先にいるモンスターを鈍足状態にする．
wand of invisible 振った先にいるモンスターを透明にする．
wand of polymorph 振った先にいるモンスターを別のモンスターに変える．
wand of haste monster 振った先にいるモンスターを倍速状態にする．
wand of magic missile 振った先にいるモンスターに攻撃と同じダメージを
与える． この攻撃は必ず命中する．
wand of cancellation 振った先にいるモンスターの特殊能力を消す．
wand of do nothing 何も起きない．














ring mail 補正値+1 装備中






trap door 踏むと 1つ下の階層へ移動する．
bear trap 踏むと 4～7ターンの間移動ができなくなる．
teleport trap 踏むとランダムな位置に移動する．
poison dart trap 踏むと 1～6ダメージ受け，40%の確率で Strの現在値が下がる．
Strの現在値が 3未満では下がらない．
sleeping gas trap 踏むと 2～5ターン眠って行動できなくなる．
rust trap 踏むと鎧が錆びる．
を除き効果が重複する．指輪は共通で命中率が−1%，回避率が−1%，与えるダメージが
−0.5される．そのため実際は ring of dexterityなどの効果は上記より低くなる．指輪は鑑
定しない限り名称は判明せず，アイテム自体が ruby ring のような特徴でしか表記されな
い．一度判明すれば同じ指輪については名称が分かる．同じアイテムでも実際の名称と未
判別時の特徴の対応はゲーム開始時にランダムに決定されているためゲーム毎に異なる．
満腹度の減少値は本来指輪 1つにつき，+0.5であるが，Rogue Clone III ではバグにより





開始時にランダムに決定されているためゲーム毎に異なる．potion of healingと potion of
extra healingの具体的な効果は後述する．
表 20は巻物の名称と効果を示す．巻物は使用されるか鑑定されない限り，上記の名称





























ダメージ =武器ダメージ+ Strが対応する値+ (プレイキャラのレベル+
ring of dexterityの補正値−指輪装備数+１)/2
また，throwコマンドでモンスターに与えるダメージは以上の式の値を D として，装備
していない物を投げた時はD，装備している dagger, dart, shurikenを投げた時は 3/2×D，
arrowを装備中に bowを投げた時は arrowのDに bowのDを足し，2/3倍した値となる．
また，式中の武器ダメージは 1～武器の攻撃性能値の内，ランダムな値を命中性能値の回





命中率 = 40 +武器の命中性能値× 3 +プレイキャラのレベル× 2+
ring of dexterityの補正値× 2−指輪装備数
また，throwコマンドでの攻撃のモンスターへの命中率は以上の式の値を H として，装











ring of dexterityの補正値× 2 +指輪装備数
ただし階層が 52F以降では命中率は 100%となる．
凍結攻撃の成功率 (%)は以下の式で表される．
成功率 = 88 (freeze percent < 10のとき)
成功率 = 0 (上記以外)
この freeze percentは以下の式で定義される．
freeze percent = 99− Strの現在値× 3/2− (プレイキャラのレベル+
ring of dexterityの補正値)× 4− Arm× 5−最大Hp÷ 3













成功率 = 0 (Strの現在値が 3以下または，ring of sustain strengthを装備している)
成功率 = 71− 6× Arm
罠を踏んだ際の罠の効果を受けずに済む回避率 (%)は以下の式で表される．
回避率 =プレイキャラのレベル+ ring of dexterityの補正値
表 25は階層に存在する罠の数を示す．
potion of heeling の具体的な効果は以下の通りである．



























potion of extra heeling の効果は以下の通りである．







　 3-3-2. ratio を 2倍する．














1/6の確率で n =2, 1/3の確率で n =3, 1/3の確率で n =4, 1/6の確率で n =5とし，


































































確率 = 0 (1F)
確率 =現在の階層× 5/4 (2F～14F)







4. 手順 3.の方角の順に現在の位置から 1マス移動した場所を考える．その場所が区
　間内であり，元の地点を除き，上下左右に通路が無い場所ならばその場所を新たな
　地点とし，手順 2.～4. を再帰で実行する．
5. 区間内を 0,10,20回のいずれかの回数，ランダムな位置を隠しマスに設定する． 
部屋や迷路でない区間に通路を引くアルゴリズムを以下に示す．
部屋が無い場所から通路を引くアルゴリズム 
1. 通路を引く区間を区間 iとして区間 i−3，区間 i−1，区間 i+1，区間 i+3をランダ
　ムな順に部屋か迷路があり，隣り合っているか調べる．部屋などがあり隣り合って
　いたら手順 2.に進む．
2. その区間の区間 i方面の壁に通路が繋がっていなければ手順 3.に進む．


























番号 アイテム名 番号 アイテム名
0 gold 30 scroll of magic mapping
1 the amulet of Yender 31 scroll of confuse monster
2 ration of food 32 (unidentified scroll 1)
3 slime-mold 33 (unidentified scroll 2)
4 short bow 34 (unidentified scroll 3)
5 dart 35 (unidentified scroll 4)
6 arrow 36 (unidentified scroll 5)
7 dagger 37 (unidentified scroll 6)
8 shuriken 38 (unidentified scroll 7)
9 mace 39 (unidentified scroll 8)
10 long sword 40 (unidentified scroll 9)
11 two-handed sword 41 (unidentified scroll 10)
12 leather armor 42 (unidentified scroll 11)
13 ring mail 43 (unidentified scroll 12)
14 scale mail 44 (unidentified scroll 13)
15 chain mail 45 potion of increase strength
16 banded mail 46 potion of restore strength
17 splint mail 47 potion of healing
18 plate mail 48 potion of extra healing
19 scroll of protect armor 49 potion of poison
20 scroll of hold monster 50 potion of raise level
21 scroll of enchant weapon 51 potion of blindness
22 scroll of enchant armor 52 potion of hallucination
23 scroll of identify 53 potion of detect monster
24 scroll of teleportation 54 potion of detect things
25 scroll of sleep 55 potion of confusion
26 scroll of scare monster 56 potion of levitation
27 scroll of remove curse 57 potion of haste self
28 scroll of create monster 58 potion of see invisible
29 scroll of aggravate monster 59 (unidentified potion 1)
67
番号 アイテム名 番号 アイテム名
60 (unidentified potion 2) 90 (unidentified staff/wand 7)
61 (unidentified potion 3) 91 (unidentified staff/wand 8)
62 (unidentified potion 4) 92 (unidentified staff/wand 9)
63 (unidentified potion 5) 93 (unidentified staff/wand 10)
64 (unidentified potion 6) 94 (unidentified staff/wand 11)
65 (unidentified potion 7) 95 ring of stealth
66 (unidentified potion 8) 96 ring of teleportation
67 (unidentified potion 9) 97 ring of regeneration
68 (unidentified potion 10) 98 ring of slow digestion
69 (unidentified potion 11) 99 ring of add strength
70 (unidentified potion 12) 100 ring of sustain strength
71 (unidentified potion 13) 101 ring of dexterity
72 (unidentified potion 14) 102 ring of adornment
73 staff/wand of teleport away 103 ring of see invisible
74 staff/wand of slow monster 104 ring of maintain armor
75 staff/wand of invisible 105 ring of searching
76 staff/wand of polymorph 106 (unidentified ring 1)
77 staff/wand of haste monster 107 (unidentified ring 2)
78 staff/wand of magic missile 108 (unidentified ring 3)
79 staff/wand of cancellation 109 (unidentified ring 4)
80 staff/wand of do nothing 110 (unidentified ring 5)
81 staff/wand of drain life 111 (unidentified ring 6)
82 staff/wand of cold 112 (unidentified ring 7)
83 staff/wand of fire 113 (unidentified ring 8)
84 (unidentified staff/wand 1) 114 (unidentified ring 9)
85 (unidentified staff/wand 2) 115 (unidentified ring 10)
86 (unidentified staff/wand 3) 116 (unidentified ring 11)
87 (unidentified staff/wand 4)
88 (unidentified staff/wand 5)



















16 scroll of scare monster を読んだ
17 周囲のモンスターが熟睡した
18 効果なし、読んだ巻物は hold monsterだった
19 武器が強化された
20 効果なし、読んだ巻物は enchant weaponだった
21 鎧が強化された
22 効果なし、読んだ巻物は enchant armorだった
23 scroll of identify で何を鑑定するか
24 効果なし、読んだ巻物は create monsterだった
25 巻物で眠った
26 鎧が錆びなくなった










35 炎はモンスターに当たった (この後にモンスターの座標 (h,w)を送る)
36 氷はモンスターに当たった (この後にモンスターの座標 (h,w)を送る)
37 炎はモンスターに当たらなかった (この後にモンスターの座標 (h,w)を送る)






























66 罠は trap door
67 罠は bear trap
68 罠は teleport trap
69 罠は poison dart trap
70 罠は sleeping gas trap
71 罠は rust trap
72 そこに罠は無い
73 そこに階段は無い
74 浮いてて階段を下れない/アミュレットが無くて階段を登れない
75 モンスターを倒した
76 モンスターに攻撃された (この後にモンスターの種別を送る)
77 モンスターの攻撃を回避した (この後にモンスターの種別を送る)
78 faintで動けない
79 眠りや凍結、faintからの回復
80 幻惑が解けた
81 盲目が解けた
82 混乱が解けた
83 浮遊が解けた
84 倍速が解けた
85 罠は作動しなかった
86 下の階に落ちた
87 罠で移動できなくなった
88 矢が降ってきた
89 罠で眠らされた
90 水を浴びた
71
番号 メッセージ内容
91 鎧は錆びた
92 鎧は錆びなかった
93 プレイキャラは凍り付いた
94 金塊を盗まれた
95 アイテムを盗まれた
96 毒攻撃で現在 Strが下がった
97 吸血攻撃で最大Hpが下がった
98 メデューサに混乱させられた
99 ドラゴンが炎を吐いた（この後に吐かれた地点の座標 (h,w)を送る）
100 レベルが上がった
101 レベルが下がった
102 クリアした
103 死亡した
表 30: 行動のインデックス
番号 行動内容
0 宣言してゲームを終了
1-8 8方向への移動
9-16 アイテムを拾わずに 8方向への移動
17 待機
18 サーチ
19 足元のアイテムを拾う
20 階段を下る
21 階段を上がる
22-45 指定のアイテムを置く
46-237 指定のアイテムを指定の方向へ投げる
238-429 指定のアイテムを (杖は指定の方向へ)使う
430-437 指定の方向の罠の種類を調べる
438-461 指定のアイテムを鑑定する
72
