Introduction
As the rapid development of the e-commerce, the information is more than any other time before and sometimes people may be overwhelmed by the large amount of data. Recommender system is such a tool that help people filter the data and present the information that people are most interested to. In the past decades, a lot of successful algorithms have been proposed to achieve such goal. Collaborative filtering (abbr. CF) [1] [2] is one of well-known algorithms in the recommender system and is gaining much more attention than before. The discussion of the algorithm and improvements has never been stopped since its proposal. It works in the way that making prediction for user by the preference of the similar group of users, namely neighbors in the paper. However, how to make a personalized recommendation of a specific user is still a challenging problem at present. As collaborative filtering was proposed in mid 90s, many variances have been proposed [3] . The recent researches also try to integrate the context information or hidden information beyond the user-item rating matrix [4] .
Although many solutions explore information beyond the matrix, the main idea of the algorithms all relies on similarity measures of users/items, which results in the research of the similarity measure and the determination of neighborhood around the selected user/items to recommend. The basic structure of the model could be described as two steps: 1. the calculation to find the similarity between items, 2. aggregate the similar ratings to form the final prediction. The basic model and steps will be later described in section II.
To predict the rating of a user for an item, we have to compare the ratings history between the user and other users and then aggregate the ratings from the most similar users. In the past, most researches focus on the similarity calculation between the co-rated items. It neglects the fact that some information may be hidden in the items not rated by both users, which will result in the different attitude towards the products. The similarity calculated by the co-rated items is not enough to represent the overall attitude of both users. This is the information that should be used to improve the model.
Besides the similarity functions, the neighborhood of the similar user/items are also critical to the recommendation problem. As known from experience, more similar the people are, more similar their interests are. Therefore, the smaller neighborhood selected to aggregate the rating would also provide a more precise result.
The paper is organized as follows. Section II will introduce the necessary information about the algorithm. Section III discusses the related work on the similarity measurements and neighbors' selection problem. Section III describes the contribution level measure in similarity measure. In detail, section IV (A) analyzes the similarity function and proposes the contribution level measure auxiliary to similarity calculation. Section IV (B) further analyzes the possible selection strategy of neighborhood to improve the recommendation. Experimental evaluation is presented in section V. Finally, conclusion and discussion of future work are given in section VI.
Model Formation
The first collaborative filtering model can be dated back to 1990s, as the basis of a recommender system named Tapestry [1] . Since then, many variances have been proposed and researched about the user/item rating matrix, roughly classified by two sorts: user-based and item-based models. The 'item' in such scenario is the thing that is to recommend to the user. The user-based model calculates the similarity score between users into a user-user similarity matrix, which was later used to predict the ratings. On the other hand, the item-based model first calculates the similarity score between items into an item-item similarity matrix [5] . The major difference between the two models is the things used to calculate the similarity matrix. Item-based model usually performs better than the user-based model and is well-known for the usage in Amazon [6] . To simplify the description, the following sections adopt the item-based solution.
As another major improvement in recent years, the model-based solution is getting more attention than before. This set of algorithms use external information sources and apply machine learning algorithms to improve the plain user/item rating matrix. A comprehensive review of collaborative filtering models can be found at [3] . However, realistic data are known for the uncertainty. Some cases couldn't provide such external information so the ratings have many missing values and causes the so-called 'sparse problem'. The general explicit rating-based solution still finds its way in the market.
The general algorithm of collaborative filtering is described below: The select_similar_neighbors function calculates the similarity between the given item and other items and obtains the similarity score for later usage. The score function above aggregates the user ratings and the similarity calculated from item's similar neighbors to the final prediction. The score function will make use ofthe user-item rating matrix and the similarity generated byuser similarity.
In the plain model, the similarity between users or items depends on a well-formed correlation function, named as Pearson similarity (Eq. 1) or cosine similarity (Eq. 2) described in section III. The two method uses the co-occurrence of items in the similarity measurement.
Related Works
As the paper focuses on the selection of similar users or items inside the user-item rating matrix, several neighbor-based solutions are described here. The basic structure of the neighbor-based solution mainly contains two steps: 1. similarity measurement among items and 2. the selection of neighbors and form the final prediction. As mentioned above, the following sections focus on the item-based model.
In the first step, the most widely used similarities measurement is the Pearson correlation coefficient (PCC) [7] :
The formula above has been successfully applied in many applications but the similarity function is not perfect. Some researchers suggest cosine similarity (COS), which is borrowed from information retrieval [8] [9] :
It's like a non-normalized form of the Pearson-correlation but it also makes sense in some scenario [15] . However, the two similarity calculations will suffer from so-called the flat value problem when the co-rated items are fewer than 3 the similarity calculated may be 1 according to the equation above [16] .
Karyp is suggested a conditional-probability similarity function complementary to the similarity measures above [10] :
The similarity of item i and j depends on the frequency of i or j. This added penalty to the item itself. It tends to make less popular items less popular.
Ma, et al. noticed the problem with the PCC or COS and apply a penalty on similarity calculation [11] :
where n means the number of rated users. This measure is applied to modify the PCC or COS similarity with the parameter of γ is determined empirically.
After the similarity is calculated, the prediction is made by selecting the most similar items and aggregate into a rating for user/item pair. The most widely used technique is the weighted average:
where the w ୧,୬ means the similarity between i and j. This is intuitive but it makes use of the all the neighbors even the one far from the given user or item. This is simply notthe original idea of the algorithm. To better aggregate the predicted ratings, researchers determined a size of neighborhood empirically, which is known as the Top K neighbors' selection. As we will discuss later in the paper, such technique performs much better in the experiments.
Optimization of the Neighbor Selection
Generally, the neighbor selection relates to two steps in the algorithm: the similarities functions and selection of neighbors based on the similarity. This section firstly discusses the contribution level function insimilarity measure and then followed by the consideration on restraining the size of the similar neighbors.
Contribution Level in Similarity Measurement
Similarity measure is explored extensively in the research field in last 2 decades. Hence, we can obtain many similarity functions to build the model. However, in some cases, the similarity itself is not enough. For example, let's assume there're three items u, v and w. Item u got 100 ratings. Item v got 700 items. 10 of these ratings were rated by the same group of users, noted as overlapping ratings. Item w got100 ratings with 90 items rated by the same group of users of item u. The similarity would take the overlapping ratings to calculate. Let's assume that similarity between u and v turn out to be 1.0 while the similarity between item u and item w be 0.9, which is slightly less. However, it's hard to say the similarity between u and v is higher than u and w. It neglects the fact that the non-overlapped ratings may be totally different. In item u's aspect, the two similarities shouldn't be compared in the same level. It is unfair to say the similarity 1.0 calculated from 10 items is more similar than 0.9 calculated from 90 items.
Some researchers have noticed this and proposed a penalty in few-rated-items problem [10] , see Eq. 3. The number of non-overlapping ratings contribute the uncertainty of similarity, which could be considered as a measure of the contribution level of the similarity. But conditional-probability is still not fair enough in some situation. For example, assuming that the rating list of item u is the subset of the rating list of item v, in which case the equation returns 1.0 so that item u would totally recognize the similarity score towards item v. However, in such condition, some unrated users of item u are assumed the same as item v. This situation could be improved by using Laplace smoothing. Larger coefficientα increases the uncertainty of the probability.
Where '#' in denominator is the number of coefficient items so that the probability sums up to 1. However, as considered more carefully, the equation above still has some defects.
Although item u has the subset of rated items towards item v, item u shouldn't consider the similarity is reliable because they have potential different ratings towards the other unrated users of item v.
Referring to the definition of probability theory, the small portion of items used by similarity function is a sample of the attitude of the two users. The higher ratio of co-rated versus both rated items may be more reliable to form a comprehensive rating and hence is more reliable to determine the similarity. That's to say, the higher number of co-rated items would contribute more to the similarity of the users. Here we could give a simpler form of the function, the difference ratio of the two users:
contribሺu, vሻ = |୳∩୴| |୳∪୴|
where u, v correspond to their user rating set. This method is referred as "Diff. Ratio" in the following sections.
However, this method is simply linear and it couldn't distinguish the proportional changes to the number of u and v. It neglects the overall items to compare. For example, if |u1∩v1| =100 and |u1∪v1|=200 the contribution would be 1/2, which is the same as |u2∩v2|=1 and |u1∪v1|=2. It couldn't tell the difference between the number of items to compare.
This could be improved by adding an extra function to emphasize the different size of u and v:
It makes use of the different change rate of the functions y = logሺxሻ and y = xwhenxincreases. But both of them are monotonic and are able to reflect the ratio between co-rated items and all rated items. Due to the different change rate, it wouldn't be sensitive to the proportional change of size of u or v and prefer the one that has larger population of co-rated items. This method is referred as "Diff. Ratio Log" in the following sections. The different distribution between the different contribution level function can be seen at Fig. 1 and Table 1 . The figure shows that original similarity measurement tends to concentrate on 1.0 and cannot distinguish the similar neighbors easily. After applying the contribution level function, the similarity is more distinguishable. In Table 1 , the predicted score is 5, the result of the contribution function distributes the score properly, which could improve the overall prediction. 
Neighbor Selection
After applying the contribution level function to compute the similarity, the rating could be generated using the Eq. 5. The quality of the rating largely depends on the neighbor selection. In the experiment with different size of chosen neighborhood, we found that the optimal size of neighborhood is different among different similarity measures. To better understand the problem, we adjust the size of neighborhood and run several times of the algorithm to obtain a box plot, as shown in Fig. 2 . Through Fig. 2 , the optimal size of the neighborhood in the original Pearson correlation method is 60, see Fig. 2 (left). While combining the contribution level functions the optimal number of the neighbors decrease to 10, see Fig. 2(right) . This changes could be due to more proper and concentrated distribution of the similar neighbors but different users/items still have different opinions about the size of neighborhood. To further optimize the neighbor selection, an intuitive thought could be filtering out the lowest similarity from the neighbors, which results in a fixed similarity threshold. However, this is not always the optimal one. It's hard to estimate the threshold to be adaptive to different similarity measures. Different users tend to have different preference to different items, which is hard to guarantee the similarity among the neighbors of selected items.
Dynamically determining the number of the neighbors comes to another question: when to increase/decrease the size of the neighborhood? In Fig. 2 , the optimal size of the neighborhood is not the largest or the smallest one. Instead, it's the size between the two extreme cases. So it's possible that the most similar neighbors of each user is different. As further analyzing the size of the neighborhood, the experiments show that the accuracy could be benefit from using percent rank of the similarity. The percent rank of a score is the percentage of scores in its descending order that are equal to or lower than it. The minimal number of neighbors is first defined and then, according to the percent rank, take more similar items to consideration. In such occasion, the more items in the rated list, the more items selected to calculate the final rating prediction of the user.
Experimental Evaluation
In this section, the experiments are carried out to evaluate the accuracy of the methods mentioned above. As described above, the experiments are divided into 3 part: the plain collaborative filtering, the collaborative filtering with contribution level function and optimized neighborhood selection methods. The experiments are written in Python and tested under a Intel Core i7 machines with 4G RAM.
The evaluation metric used here is primarily the mean absolute error (abbr. MAE), root of mean square error (abbr. RMSE) and mean absolute error of high scores (abbr. High MAE or H. MAE in the table) [12] [13] . The HMAE metrics are used mostly in recommendation system for people tend to find the first several items in a given recommendation list. The dataset being used is the well-known MovieLens dataset [14] . The data was collected through the MovieLens web site (movielens.umn.edu) and has been cleaned up: users who had less than 20 ratings or did not have complete demographic information were removed. The experiment is divided in 5 parts and run algorithms on each part in a cross-validation manner. The result of the contribution level function is given as Table 2 . It can be noted that combining the contribution level contribution to the similarity make the error rate decreases in every case. The "Diff. ratio" method is the best choice among the 3 methods in the given dataset. The conditional probability method also increases the accuracy.
In the result presented above, the accuracy improvement seems trivial. However, when combining the neighbor selection mentioned above, the accuracy increases obviously in the test. Table 3 and 4 shows the result under different condition of neighbor selections, Diff. Ratio and Diff. Ratio Log methods with fixed K neighbors and integrated percentage ranking method. All the result shows the similar error score and both outperform the original baseline and the original one without neighbor selection. 
Conclusion
The paper analyzes the rating matrix in the collaborative filtering solution and proposes optimization about the similarity function and neighborhood selection inside the user-item matrix. The result could be summed up as the general concept of contribution level function and neighbor selection optimization. Experimental result of the contribution level functions shows some improvements over the original one. The methods all outperform the original one and increase the accuracy. It shows the potential in two aspects. Firstly, it could be extended in other area that there're many missing values in ratings. Secondly, as the improvements are made inside the user-item matrix, it is also possible to be integrated into other methods incorporating the external information or side information to further improve the accuracy of the recommendation.
To optimize the similarity measurement, there're still many things to do. The future work includes a more precise or adaptive neighbors' selection and further improving the contribution level function of the similarity function according to the user-item rating matrix or external sources.
