We trained subjects to identify either upright or inverted faces in a 10AFC task and measured performance subsequently in four conditions: same-and different-upright faces, and same-and differentinverted faces. Performance improved for both the upright-trained and the inverted-trained groups. The improvements were highly specific to the trained face exemplars, and largely specific to the trained face orientations. This pattern of results yielded an increase in the face-inversion effect after uprighttraining, and a decrease in the inversion effect after inverted-training, but only for the trained set of faces in both groups. A similar pattern of results was found for phase-scrambled faces in which the configural structure of faces had been removed: although there was no baseline inversion effect for the scrambled stimuli, inversion effects emerged after training. We consider the implications of this pattern of learning for current views on the face-inversion effect, and face-encoding more generally.
Introduction
Repeating a perceptual task improves the ability to detect, discriminate, and identify stimuli, a phenomenon known as perceptual learning (Ball & Sekuler, 1987; Fiorentini & Berardi, 1981; Rubin, Nakayama, & Shapley, 1997; Sigman & Gilbert, 2000; Yi, Olson, & Chun, 2006) . Often the benefits of perceptual learning are found only for the particular stimuli used during training. For example, practice improves sensitivity in a spatial frequency discrimination task, but the effects of practice are abolished by changing the target's spatial frequency by an octave, or its orientation by 90° (Fiorentini & Berardi, 1981) . Similar specificity is found after training on visual tasks such as motion direction discrimination, contour perception, and figure-ground segmentation (Ball & Sekuler, 1987; Fiorentini & Berardi, 1981; Rubin et al., 1997; Sigman & Gilbert, 2000; Yi et al., 2006) . The specificity of perceptual learning in these tasks has lead some researchers to suggest that the effects of learning alter the properties of low-level visual mechanisms (Crist, Kapadia, Westheimer, & Gilbert, 1997; Fahle, 2004; Gilbert, 1994; Karni & Bertini, 1997) .
Learning also occurs in more complex visual tasks. For example, accuracy in a face identification task improves significantly with practice (Dolan et al., 1997; Elliott, Wills, & Goldstien, 1973; Gold, Bennett, & Sekuler, 1999b; Goldstein & Chance, 1985; McKone, Brewer, MacPherson, Rhodes, & Hayward, 2007) . Despite these demonstrations that laboratory-based practice improves performance, it generally is thought that a lifetime of perceiving faces has helped most human adults to become face identification experts. Indirect support for this view comes from the otherrace effect, in which people are better at recognizing and identifying faces from their own racial group than faces from other groups (Byatt & Rhodes, 2004; Tanaka, Kiefer, & Bukach, 2004; Valentine & Bruce, 1986) , and from many demonstrations that face identification is poorer for inverted faces than upright faces (Valentine, 1988; Yin, 1969) . These effects can be interpreted as evidence for limited generalization of face expertise to unfamiliar exemplars and orientations, and they resemble, at least qualitatively, the stimulusspecific effects found in many studies of perceptual learning (Fiorentini & Berardi, 1981; Furmanski & Engel, 2000; Sigman & Gilbert, 2000) . However, we know of no direct demonstration of exemplarand orientation-specific effects of perceptual learning with faces. The current experiments examine whether such effects can be induced by practice.
A second goal of the current experiments is to investigate the stimulus conditions needed to produce orientation-specific effects of learning. McLaren (1997) theorized that perceptual learning produces orientation-specific effects only when the object class contains average, or prototypical, structure that resembles individual exemplars of that class (see also Diamond & Carey, 1986) . Frontal views of faces comprise an object class with such prototypical structure because the average of a large set of faces resembles a typical face. Scrambling the phase spectra of a set of faces produces textures that do not have prototypical structure because the average of a large set of textures will be (approximately) a uniform field. Hence, McLaren's theory predicts that orientation-specific effects of learning should be obtained with faces but not textures. The current experiments tested this prediction.
This study consists of three experiments. The first examines whether learning of upright faces generalizes to a novel set of upright faces. The second experiment tests whether learning of upright or upside-down faces generalizes to faces that have been rotated by 180°. The third experiment compares the effects of learning obtained with faces to those obtained with textures. The results indicate that learning with faces is, in part, both exemplarand orientation-specific, and that the effects of learning are similar with faces and textures.
1.1. Methods
Subjects
Forty-seven subjects between the ages of 18-32 years (M ¼ 19:9 years) took part either for remuneration ($10/h) or for partial course-credit. All subjects had normal or corrected-to-normal visual acuity as measured by the ETDRS acuity chart. Twentyfour subjects were in the same-face group, and 23 subjects were in the different-face group.
Apparatus and stimuli
Stimuli were generated on a Power Mac G4 computer using Matlab (The Mathworks, version 5.2.1) and the Psychophysics and Video Toolboxes (Brainard, 1997; Pelli, 1997) . They were displayed on a Sony Trinitron GDM-F520 monitor set to a resolution of 1024 Â 768 pixels and a frame rate of 85 Hz (non-interlaced). Average luminance was 49cd=m 2 . The monitor calibration data were used to build a 1779-element lookup table (Tyler, Liu, McBride, & Kontsevich, 1992) , and customized computer software constructed the stimuli on each trial by selecting the appropriate luminance values from the calibrated lookup table and storing them in the display's eight-bit lookup table.
The methods used to create the face stimuli have been described previously (Gold, Bennett, & Sekuler, 1999a) . Twenty faces -10 male and 10 female -were cropped to display only internal features within an oval subtending 190:140 pixels (subtending 3.6 Â 2.6°at the viewing distance of 114 cm), and equated in terms of their amplitude spectra. Faces were presented in a square frame (256 Â 256 pixels, or approximately 4.8 Â 4.8°). The 20 faces were randomly divided into two sets (sets A and B), with the constraint that each set of ten faces comprised five male and five female faces (see Fig. 1 ). During the experiment, stimulus contrast was varied across trials using the method of constant stimuli. Seven levels of contrast were spaced approximately equally on a logarithmic scale, and spanned a range that was sufficient to produce significant changes in performance in virtually all subjects (see Table 1 ). The images were shown in three levels of static two-dimensional Gaussian noise, created by sampling from distributions with contrast variances of .001, .01, and .1. Hence, there were a total of 21 stimulus conditions (seven contrast levels Â three external noise levels) that allowed subjects to view each face at a variety of signal-to-noise ratios. Fig. 1 . Examples of the face stimuli (Experiments 1 and 2), and the phase-scrambled stimuli (Experiment 3) used for the 10AFC identification task. 1.1.3. Procedure Subjects viewed the monitor binocularly from a distance of 114 cm. Viewing position was stabilized with a chin/forehead rest. The stimulus display was the only source of illumination in the testing room. A testing session began with a 60 s adaptation period during which time the subject viewed a uniform field set to the average luminance of the stimulus display. Following adaptation, each trial began with the presentation of a central fixation point for approximately 100 ms (black spot, 0.15 Â 0.15°), followed by a randomly selected face presented for approximately 200 ms at the center of the screen. The stimulus conditions were intermixed, so the target face on each trial was selected from one of the 21 conditions (i.e., 7 contrasts Â 3 noise levels). After the face disappeared, the entire set of 10 faces was presented as noiseless, high-contrast thumbnail images each subtending approximately 1.7 Â 1.7°. Five thumbnails were presented on the top half of the screen, and five on the bottom half, and the location of specific face identities was constant across trials and across subjects. The subject's task was to decide which of the 10 faces had been presented during the trial, and to respond by clicking on the chosen face with the mouse. Auditory feedback was provided after each response (high-and low-pitched tones for correct and incorrect responses, respectively), and the next trial began one second after feedback.
All subjects participated in the experiment on two consecutive days. On Day 1, each subject performed the face identification task with one of the two sets of 10 faces. On Day 2, subjects in the sameface group performed the identification task with the same faces they saw on Day 1, but subjects in the different-face group performed the task with the set of 10 faces that they had not seen on Day 1. The order of sets was counterbalanced across subjects.
On both Days 1 and 2, subjects performed 40 trials per stimulus condition for a total of 840 trials (40 trials Â 21 stimulus conditions), which were completed in approximately 1 h. Each face was selected randomly (with replacement) on each trial, such that on average each face was shown approximately 84 times during the entire session.
Results
Among the statistical analyses described here and in subsequent Results sections are comparisons of (i) average performance on Days 1 and 2; (ii) performance in different bins of trials on Day 1; and (iii) performance in different bins of trials on Day 2. Many of these comparisons are mutually orthogonal, and therefore provide independent estimates of the effects of practice on performance. Furthermore, the effect of learning measured across days depends in part on the definition of baseline performance. Instead of selecting one baseline arbitrarily, we have used different definitions of baseline performance to reveal different aspects of learning. In particular, it will be shown that using different baselines provides different estimates of the amount and generalization of learning.
For the purpose of the analyses, the 840 trials on each day were divided into eight blocks of 105 sequential trials (trial bins 1-8). For each bin, the proportion of correct responses was calculated after collapsing across all levels of stimulus contrasts and noise. Proportion correct at each bin within the session on Day 1 and Day 2 is plotted for both groups in Fig. 2 . On Day 1, performance increased across bins but was similar in the both groups: a 2 (Group) Â 8 (Bin) ANOVA found a significant effect of Bin ðFð7; 315Þ ¼ 62:2; p < :0001Þ, but the main effect of Group ðFð1; 45Þ ¼ 0:38; p ¼ :54Þ and the Bin Â Group interaction ðFð7; 315Þ ¼ :89; p ¼ :51Þ were not significant. The lack of an interaction suggests that accuracy improved at similar rates in both groups. On Day 2, there also was a main effect of Bin ðFð7; 315Þ ¼ 24:89; p < :0001Þ, which indicates that performance generally improved during the session. However, unlike what was found on Day 1, there was a significant effect of Group ðFð1; 45Þ ¼ 11:01; p ¼ :002Þ, indicating that response accuracy was lower in the different-face group, and a significant Bin Â Group interaction ðFð7; 315Þ ¼ 6:56; p < :0001), indicating that the increase in accuracy during Day 2 was greater in the different-face group than in the same-face group.
Overall proportion correct was calculated for each group by collapsing responses across all levels of stimulus contrast and external noise. In the same-face group, overall proportion correct was 16% higher on Day 2 than Day 1, a difference that was statistically significant (tð23Þ ¼ 11:09; p < :0001, one-tailed). In the different-face group, proportion correct also was 4% higher on Day 2, a difference that was significantly greater than zero (tð22Þ ¼ 1:92; p ¼ :034, one-tailed) but significantly less than the improvement in accuracy attained by the same-face group (tð45Þ ¼ 5:34; p < :0001, onetailed). A different perspective on the between-day effect is gained by comparing performance in Bins 8 and 9. In the same-face group, accuracy in Bin 9 was 5% higher than accuracy in Bin 8, but accuracy in the different-face group was 14% lower in Bin 9 than in Bin 8. This difference between groups was confirmed by a t-test on the difference scores between Bins 8 and 9 ðtð45Þ ¼ 5:420; p < :0001Þ. These analyses suggest that the performance of both groups improved across days but that the improvement was significantly greater in the same-face group, especially at the start of testing on Day 2. We calculated the difference in accuracy between Bin 9 and Bin 1 for both groups. Performance in these bins represents initial performance on Days 1 and 2. The same group was 29% more accurate in Bin 9 than in Bin 1 ðtð23Þ ¼ 13:83; p < :0001Þ, and the different group was 7% more accurate in Bin 9 than in Bin 1 ðtð22Þ ¼ 13:83; p < :0001Þ. The group difference in the difference scores between Bins 9 and 1 was also significant ðtð44Þ ¼ 6:71; p < :0001Þ. The 7% improvement in Bin 9 relative to Bin 1 shown by the different-face group can be thought of as the component of learning that is not stimulus specific. We will refer to this effect as the task-general component of learning.
Discussion
The group differences in performance on Day 2 make clear that the same-face group was at an advantage compared to the different-face group. Improvement across sessions was greater when the same stimuli were viewed on both days, and the different-face group, despite greater amounts of learning on Day 2 did not, on average, achieve the level of performance of the same-face group. Thus, the major part of what was learned did not transfer across stimulus sets, but a small proportion (7%) did. This transfer was indicated by the increased accuracy for the different-face group in Bin 9 relative to Bin 1, which we consider the task-general component of learning.
Although previous work has shown that face identification can be improved by practice (Dolan et al., 1997; Elliott et al., 1973; Gold et al., 1999b; Goldstein & Chance, 1985; McKone et al., 2007) , exemplar-specific improvements in face perception have not been reported previously. The perceptual learning literature is replete with examples of stimulus specificity for tasks involving discriminations along a single stimulus attribute, such as spatial frequency or motion direction (Ball & Sekuler, 1987; Fiorentini & Berardi, 1981) . In these cases, learning effects are minimized or abolished after changes to, for example, the trained motion direction or the trained stimulus orientation, suggesting plasticity at early visual sites that code basic stimulus properties (Karni & Bertini, 1997 ; for a different interpretation, see Mollon & Danilova, 1996) . For complex perceptual tasks, learning is thought to modify sites where stimulus representations are transformation-invariant (Karni & Bertini, 1997) , consistent with a study finding generalization of learning across face viewpoints (Moses, Ullman, & Edelman, 1996) . Nevertheless, learning in some complex visual tasks does exhibit stimulus specificity: for example, there is no transfer of learning from contrast-to luminance-defined letters during letter identification, across shapes in a figure-ground segmentation task, or across object identity in an object identification task (Chung, Levi, & Li, 2006; Furmanski & Engel, 2000; Sigman & Gilbert, 2000) . Furthermore, recent work has found evidence for facespecific adaptation. For example, face adaptation aftereffects only occur along the geometric trajectory of the exposed face identity (Leopold, O'Toole, Vetter, & Blanz, 2001) , and these distortions do not transfer across viewpoint (Anderson & Wilson, 2005 ; Jeffery, Rhodes, & Busey, 2006) . In our experiment, we found only minimal transfer of learning to novel face exemplars. Thus, the present results support stimulus specificity as a characteristic of learning even for complex tasks, such as face identification, with which we have expertise.
Experiment 2
The goal of Experiment 2 was to determine if the learning shown in Experiment 1 was orientation-specific. Specifically, we asked whether learning transfers from faces trained in the upright orientation to the same faces viewed in the inverted orientation, and vice versa. Earlier work showing some transfer of learning across face viewpoints (Moses et al., 1996) , indicates some potential for learning to generalize beyond the particular images viewed during training. Also, a recent study using a set of houses with similar spatial configurations, showed that learning partially generalized to untrained orientations, suggesting that with such stimuli some proportion of learning is orientation invariant (Husk, Bennett, & Sekuler, 2007) . On the other hand, if learning of faces is like most other low-level tasks, then the effects of practice should be specific to the trained orientations. Additionally, we consider the consequences of specificity of learning for the size of the faceinversion effect.
Methods

Subjects
Thirty-two subjects (18 female) between the ages of 18-32 years (M ¼ 20:5 years) participated either for partial course-credit or remuneration ($10/h). All had normal or corrected-to-normal visual acuity as measured by the ETDRS acuity chart, and none had participated in Experiment 1. Sixteen subjects were assigned to the upright-training group, and 16 to the inverted-training group.
Apparatus and stimuli
The apparatus and two sets of faces were the same as in Experiment 1. The inverted faces were displayed at higher contrasts than the upright faces (see Table 1 ) because pilot work showed that performance on inverted-face identification with the contrasts used for the upright faces was below chance (consistent with the faceinversion effect : Farah, Tanaka, & Drain, 1995; Friere, Lee, & Symons, 2000; Sekuler, Gaspar, Gold, & Bennett, 2004; Tanaka et al., 2004; Valentine & Bruce, 1986; Yin, 1969) . The contrast variances used for the upright faces at each noise level are shown in Table 1 . Contrast variances of the inverted faces were 1.5 times the rms contrasts of the upright faces.
Procedure
All subjects participated in the experiment on two consecutive days. On Day 1, subjects were randomly assigned to train on the face identification task with one set of faces either in the upright or inverted orientation. The task protocol was the same as described for Experiment 1. On Day 1, subjects performed 40 trials per stimulus condition for a total of 840 trials at the training orientation. On Day 2, all subjects performed the identification task with both sets of faces in both orientations. Thus, all subjects performed the task in four experimental conditions on Day 2, and only one of those conditions was identical to the trained condition on Day 1. The four experimental conditions (upright/inverted Â same/different) were blocked on Day 2, with the order of blocks counterbalanced across subjects. For each experimental condition, subjects performed 10 trials per stimulus condition for a total of 210 trials per block. Thus, all subjects performed a total of 840 trials across the entire session (210 trials/block Â 4 blocks).
Results
Overall accuracy: upright-trained faces
We first consider the effects of learning obtained with the group of subjects who were trained with upright faces on Day 1 (i.e., the upright-trained group); response accuracy is indicated by the dark bar in the leftmost panel, and all the bars in the middle panel, of Fig. 3 . We defined baseline performance as response accuracy measured on Day 1. Proportion correct in the same-upright condition on Day 2 was 13% greater than baseline performance, indicating that performance improved across days ðtð15Þ ¼ 8:67; p < :0001Þ. Performance with different-upright faces on Day 2 did not differ from baseline performance ðtð15Þ ¼ 1:39; p ¼ :18Þ, and was 16% lower than accuracy obtained with same-upright faces on Day 2 ðtð15Þ ¼ 8:62; p < :0001Þ. These results show that the effects of practice with upright faces on Day 1 did not generalize to novel upright faces on Day 2. Response accuracy measured on Day 2 with the same faces viewed upside-down (i.e., the same-inverted condition) and with novel inverted faces (i.e., the different-inverted condition), did not differ significantly from performance measured with inverted faces in a different group of subjects on Day 1 (same-inverted condition: tð30Þ ¼ :95; p ¼ :35; different-inverted condition: tð30Þ ¼ 1:05; p ¼ :30Þ, which indicates that learning was orientation-specific. However, response accuracy on Day 2 was significantly greater in the same-inverted condition than in the different-inverted condition (8% advantage, tð15Þ ¼ 3:54; p ¼ :003), which suggests that within the familiar set of faces, some benefits of practice with upright faces on Day 1 did generalize to the opposite orientation on Day 2.
Inverted-trained faces
Next, we consider the effects of learning obtained with the group of subjects who were trained with inverted faces on Day 1 (i.e., the inverted-trained group); response accuracy is indicated by the light bar in the leftmost panel, and all bars in the rightmost panel, of Fig. 3 . As before, baseline performance was defined as response accuracy measured on Day 1. Proportion correct in the same-inverted condition on Day 2 was 13% better than baseline performance ðtð15Þ ¼ 9:39; p < :0001Þ, indicating that performance improved across days. Performance with different-inverted faces on Day 2 did not differ from baseline performance ðtð15Þ ¼ :481; p ¼ :64Þ, and was 12% lower than accuracy with same-inverted faces on Day 2 ðtð15Þ ¼ 4:12; p < :001Þ. These results show that, as was found with upright faces, the effect of practice with inverted faces did not generalize to novel inverted faces. Response accuracy measured on Day 2 with the same faces viewed in a new, upright orientation (i.e., the same-upright condition) and with novel, upright faces (i.e., the different-upright condition) did not differ significantly from baseline performance measured with upright faces in a different group on Day 1 (same-upright: tð30Þ ¼ 1:14; p ¼ :26; different-upright: tð30Þ ¼ :19; p ¼ :85), which shows that learning of inverted faces was orientation-specific, as was the case with upright faces. The difference between response accuracy in the same-upright and different-upright conditions on Day 2 was numerically less than that found in the complementary conditions in the upright-trained group, but was not statistically significant (4% difference, tð15Þ ¼ 1:70; p ¼ :10).
We tested whether the amount of transfer across orientations was greater from the upright to inverted orientation than vice versa by comparing the difference between the same-and differentfaces viewed in the untrained orientation in the two groups of subjects: the 8% advantage reported above for the uprighttrained group versus the 4% advantage reported for the invertedtrained group. This comparison was not significant ðtð30Þ ¼ 1:33; p ¼ :19), which suggests that there was no obvious advantage in transferring learning from upright to inverted stimuli, or vice versa.
Time-course of learning
We calculated proportion correct in eight consecutive bins of 105 trials on Day 1. On Day 2, each condition was separated into two bins -A and B -of 105 trials. Fig. 4 shows that proportion correct improved on Day 1 for both tasks. From the first bin to the final bin on Day 1, proportion correct for upright-face identification increased by 22% (tð15Þ ¼ 5:92; p < :0001 one-tailed ), and for inverted-face identification it increased by 20% (tð15Þ ¼ 5:66; p < :0001 one-tailed). Clearly, there was substantial within-session learning on Day 1 for both groups. For the following analyses, performance in Bin 1 on Day 1, which represents completely naive performance, is treated as baseline. As the analyses show, using this measure as baseline reveals transfer of learning on Day 2 that was not evident in the average response accuracy reported in the previous sections.
The upright-trained group's initial performance on Day 2 (Bin A) in the same-upright and different-upright conditions was, respectively, 29% better than baseline ðtð15Þ ¼ 10:45; p < :00001Þ, and 10% better than baseline ðtð15Þ ¼ 3:57; p ¼ :0014Þ. Therefore, relative to completely naive performance, there was some transfer of learning to novel exemplars. Initial performance of the uprighttrained group with inverted faces on Day 2 indicates that there was also some transfer across orientation: proportion correct for same-inverted faces measured in Bin A was 16% higher than the baseline measured in Bin 1 from the inverted-trained group ðtð30Þ ¼ 4:12; p ¼ :0004Þ, and proportion correct for different-inverted faces in Bin A was 9% better than baseline ðtð30Þ ¼ 2:79; p ¼ :01Þ. These comparisons indicate that the effects of training with upright faces partially transferred to inverted faces. Additionally, performance with the same-inverted faces in Bin A was 7% better than with different-inverted faces ðtð15Þ ¼ 3:26; p ¼ :005), which reflects the effect of familiarity at the untrained orientation, over and above the task-general advantage found in Experiment 1.
The upright-trained group's performance in Bin A was compared to its performance in Bin 8 (i.e., performance at the end of Day 1). Accuracy in the same-upright and different-upright conditions in Bin A were respectively 6% better than Bin 8 ðtð15Þ ¼ 2:96; p ¼ :009Þ and 12% worse than Bin 8 ðtð15Þ ¼ 3:76; p ¼ :001Þ. Therefore, relative to accuracy at the end of the session on Day 1, there was a drop in performance with novel exemplars, whereas performance with the same exemplars improved. Proportion correct in Bin 8 did not differ from performance in Bin A in the same-inverted condition ðtð28:751Þ ¼ :96; p ¼ 0:34Þ, but was 12% higher than performance in the different-inverted condition ðtð29:625Þ ¼ 2:75; p ¼ :009Þ. These results are consistent with those described in the previous paragraph, and indicate that the effects of training with upright faces partially transferred to the same-inverted faces but not to different-inverted faces. The rightmost panel of Fig. 4 shows performance of the inverted-trained group. For this group, initial performance on Day 2 in the trained condition (same-inverted, Bin A) was 26% higher than the Bin 1 baseline ðtð15Þ ¼ 9:166; p < :0001Þ, which is equivalent to the amount learned in the trained condition by the upright-trained group. Initial performance with different-inverted faces on Day 2 was 15% better than baseline ðtð15Þ ¼ 4:67; p ¼ :0003Þ, indicating that some learning transferred to novel stimuli in the same orientation, as was the case with the upright-trained group. There was also some transfer across orientation: performance in Bin A with same-upright faces on Day 2 was 18% better than the Bin 1 baseline measured from the upright-trained group ðtð30Þ ¼ 5:4; p < :0001Þ, and performance with different-upright faces was about 13% better than the Bin 1 baseline ðtð30Þ ¼ 3:05; p ¼ :004Þ, indicating that, as was the case with the upright-trained group, learning transferred to the opposite orientation. Also, performance with same-upright faces in Bin A was 5% higher than performance with different-upright faces, a difference which approached significance ðtð15Þ ¼ 1:97; p ¼ :068Þ, and which reflects the effect of familiarity at the untrained orientation, as was found with the upright-trained group.
For the inverted-trained group, proportion correct in the sameinverted and different-inverted conditions in Bin A were respectively, 5% better than in Bin 8 ðtð15Þ ¼ 2:322; p ¼ :03Þ, and no different than in Bin 8 ðtð15Þ ¼ 1:5; p ¼ :14Þ. Therefore, performance in conditions using inverted faces improved relative to Bin 8 only when the faces were the same ones seen on Day 1. Proportion correct in the same-upright condition in Bin A was not significantly different than performance of the upright-trained group in Bin 8 ðtð22:34Þ ¼ :96; p ¼ :34Þ, and proportion correct in the differentupright condition was 10% worse than performance of the upright-trained group in Bin 8, a difference than approached significance ðtð28:59Þ ¼ 1:9; p ¼ :06Þ. These two comparisons suggest that practice with inverted faces on Day 1 generalized to the same faces presented upright, and are consistent with the effects of familiarity at the untrained orientation reported in the preceding paragraph.
Overall, transfer of learning across orientations was greater in the same-face condition than in the different-face condition. Additionally, we found that comparisons of average accuracy (Fig. 3) were less sensitive tests of generalization of learning across exemplars and across orientations. Generalization becomes apparent when Day 2 performance is compared to performance during the first 105 trials on Day 1 (Fig. 4) . The transfer effects found with novel faces at the trained orientation are similar to the small amount of transfer found across stimulus sets in Experiment 1 in the comparison between initial trial bins on each day, which we attributed to task-general learning. The advantage of trained over novel faces at the untrained orientations reflects additional transfer beyond task-general transfer: it reflects transfer of learning across orientation.
Inversion effect
The inversion effect on Day 1, or baseline inversion effect, was defined as the between-group difference in response accuracy. Performance with upright faces was 19% better than performance with inverted faces on Day 1 (tð30Þ ¼ 4:76; p < :0001, one-tailed). This difference in proportion correct occurred even though stimulus contrast was higher for inverted faces. Therefore, this inversion effect, although quite large, actually underestimates the inversion effect that would have been obtained had the stimulus contrasts been identical in both orientations.
On Day 2, the inversion effect was calculated within each group, separately for the trained and novel sets (i.e., the difference in proportion correct between the upright and inverted conditions, for the trained and novel sets). The inversion effects before and after training, for both training groups, are shown in Fig. 5 . Separate ttest were used to compare each inversion effect measured on Day 2 to the baseline inversion effect. For the upright-trained group, the size of the inversion effect in the same-face condition increased significantly by 8% relative to baseline due to improved performance with the same-upright faces ðtð15Þ ¼ 2:79; p ¼ :01Þ. However, the inversion effect in the different-face condition on Day 2 did not differ from baseline ðtð15Þ ¼ :02; p ¼ :97Þ. For the inverted-trained group, the inversion effect in the same-face condition decreased significantly by 10% relative to baseline due to improved performance with the trained upside-down faces ðtð15Þ ¼ 3:93; p ¼ :001Þ. As with the upright-trained group, the inversion effect measured in the different-face condition did not differ from baseline ðtð15Þ ¼ :19; p ¼ :84Þ. Hence, practicing with upright faces on Day 1 produced a greater inversion effect on Day 2, but practicing with inverted faces on Day 1 produced a smaller inversion effect on Day 2. The magnitude of the learning effect was approximately equal (though of opposite sign) in the two groups, and was restricted to the trained faces.
Discussion
Experiment 2 showed that, in addition to being exemplar-specific, perceptual learning of faces is largely, though not entirely, orientation-specific, regardless of whether faces were trained in the upright or upside-down orientation. These instances of specificity are similar to those found with low-level tasks, suggesting that specificity is a general principle of learning across a range of tasks. The results also show clearly that the face-inversion effect can be modified selectively with experience. In the current experiment, practice improved the identification of inverted faces by the same amount as identification of upright faces. Although prior research has shown that practice improves the identification of upright faces (Dolan et al., 1997; Elliott et al., 1973; Gold et al., 1999b; Goldstein & Chance, 1985; McKone et al., 2007) and inverted faces (Robbins & McKone, 2003) , this is the first demonstration that the effect of familiarity on the inversion effect is confined to the exposed set of faces. The pattern of results we find is at odds with an early report of no effect of familiarity on the inversion effect (Scapinello & Yarmey, 1970) , which could be accounted for by methodological differences. Scapinello and Yarmey, 1970 measured errors made in an old-new recognition paradigm, while manipulating the number of item exposures; additionally, the inverted stimuli were not exposed during the study phase. In the current study, it is noteworthy that although the inversion effect decreased for the inverted-trained group, performance with upright faces on average was unaffected for this group (see Fig. 3 ). Thus, the size of the inversion effect can be altered by changes in the way inverted faces alone are encoded and/or represented.
Experiment 3
Experiment 2 found evidence for partial transfer of learning across orientation: on Day 2, performance with familiar stimuli shown in the opposite orientation was better than performance with novel, inverted stimuli. Additionally, when completely naive performance (Bin 1) was treated as baseline, both groups showed generalization of learning to novel exemplars and to the opposite orientation.
All faces share the same first-order structure (eyes-over-noseover-mouth), which confers on them a clearly distinguishable canonical orientation. This type of structure has also been described as prototypical or average, wherein the pixel-wise average of a set of face exemplars could itself be considered a member of that set (McLaren, 1997) . It is possible that transfer across orientation was facilitated by the presence of such structure in the stimuli, which is consistent with the transfer of learning across orientation found with houses but not band-limited textures by Husk et al. (2007) . The houses used by Husk et al. (2007) , shared the same first-order structure, however the band-limited textures did not. Additionally, it has been proposed that inversion effects are contingent on prototypical structure within a stimuli class (McLaren, 1997) . McLaren (1997) showed that inversion effects arise after familiarization with checkerboards that contain average structure, whereas checkerboards without average structure do not yield inversion effects. In Experiment 3 we examined inversion effects and transfer of learning for patterns in which the structure present in faces is diminished by virtue of phase-scrambling. Phase-scrambling removes the first-order structure present in faces, however it preserves the spatial frequency content of faces (Fig. 1) . The design used was identical to Experiment 2.
Methods
Subjects
Forty-eight subjects (12 males; 36 females) between the ages of 18-32 years (M ¼ 20:5 years) participated in the experiment either for partial course-credit or remuneration ($10/h). None of the subjects had participated in the previous experiments. All had normal or corrected-to-normal acuity. Twenty-four subjects were assigned to the upright-training group, and 24 to the inverted-training group.
Apparatus and stimuli
The apparatus was the same as the one used in Experiments 1 and 2.
Two sets of 10 textures (sets A and B) were created from the faces used in Experiments 1 and 2 by combining the average Fourier amplitude spectrum of the faces with phase spectra taken from different samples of white, Gaussian noise. Unlike faces, the textures do not have a canonical orientation, and therefore orientation was defined arbitrarily as coinciding with the orientation of the face from which it was derived: sets A-upright and B-upright were derived from the amplitude spectra of two sets of upright faces, whereas A-inverted and B-inverted were derived from inverted faces. Stimulus contrasts were the same as those used for the inverted faces in Experiment 2. 
Procedure
The procedure was identical to that in Experiment 2 except that subjects were told that the task was pattern identification rather than face identification.
The design of the experiment is illustrated in Table 2 . On Day 1, subjects in Groups 1 and 2 saw textures derived from upright and inverted faces, respectively. Hence, the stimuli used by Groups 1 and 2 on Day 1 differed only by a 180°rotation. On Day 2, all subjects performed the identification task with four sets of textures: the same textures seen on Day 1 in the same orientation (same-0°); the same textures seen on Day 1 rotated by 180°(same-180°); textures derived from a different set of faces oriented the same way as the faces used to create the textures shown on Day 1 (different-0°); and textures derived from different faces that were rotated by 180°relative to the faces used to create the textures shown on Day 1 (different-180°).
Results
Preliminary analyses of performance on Day 2 indicated that there were no differences between Groups 1 and 2, and therefore the data from both groups were combined in all analyses of Day 2 data.
Overall accuracy
Proportion correct, calculated as was done for Experiment 2, is shown in Fig. 6 . Performance in the two groups did not differ significantly on Day 1 ðtð46Þ ¼ 0:6; p ¼ :55Þ, so task difficulty was approximately equal with textures derived from upright and inverted faces. Note that this result was expected because the textures do not have a canonical orientation.
Proportion correct in the same-0°condition on Day 2 was 9% higher than baseline (i.e., performance on Day 1), demonstrating that significant learning occurred ðtð47Þ ¼ 8:82; p < :0001Þ. Performance in the different-0°condition did not differ from baseline ðtð47Þ ¼ :24; p ¼ :80Þ and was 9% lower than accuracy in the same-0°condition ðtð47Þ ¼ 5:62; p < :0001Þ, which indicates that the effects of practice did not generalize to novel textures. Accuracy in the same-180°condition also did not differ from baseline ðtð47Þ ¼ :63; p ¼ :53Þ and was 10% lower than accuracy measured in the same-0°condition on Day 2 ðtð47Þ ¼ 7:09; p < :0001Þ, which indicates that learning did not transfer to the same textures rotated by 180°. Furthermore, accuracy in the same-180°condition did not differ from accuracy in either the different-0°ð tð47Þ ¼ :38; p ¼ :70Þ or different-180°conditions ðtð47Þ ¼ :85; p ¼ :39Þ, which shows that familiar textures rotated by 180°w
ere identified with no greater accuracy than completely novel textures. In other words, unlike what was found with faces, there was no evidence for transfer of learning across stimulus orientation. Fig. 7 shows within-session performance, calculated as in Experiment 2, on Days 1 and 2 for both groups. The traces on Day 1 confirm the absence of any orientation bias in the stimuli. In both groups, response accuracy increased significantly from the start to the end of the session: by 12% in Group 1 ðtð23Þ ¼ 3:89; p < :0001Þ, and 14% in Group 2 ðtð23Þ ¼ 7:85; p < :0001Þ.
Time-course of learning
The right-hand panel of Fig. 7 shows performance on Day 2. Accuracy in the same-0°condition in Bin A on Day 2 was 17% better than in Bin 1 on the previous day ðtð47Þ ¼ 9:344; p < :0001Þ. Accuracy in Bin A did not differ across conditions that used novel textures or orientations (i.e., different-0°, same-180°, different-180°; Fð2; 94Þ ¼ 1:11; p ¼ :33). Therefore, the average performance in these three conditions in Bin A was compared to Bin 1 to assess whether there was any generalization of learning: a t-test indicated that average performance was 8% better than in Bin 1 ðtð47Þ ¼ 5:90; p < :0001Þ, indicating that learning generalized to novel textures and familiar textures presented in novel orientations. However, in Bin A, performance in the same-0°condition was 9% better than average performance in the other conditions ðtð47Þ ¼ 6:404; p < :0001Þ, so there was clear evidence for exemplar-specific learning.
Proportion correct in Bin A in the same-0°condition was 4% higher than it was in Bin 8 the previous day ðtð47Þ ¼ 2:91; Table 2 Textures used in different conditions in Experiment 3. Grp 1 Grp 2 Same-0˚Diff-0˚Same-180˚Diff-180P roportion correct Fig. 6 . Identification performance measured with textures derived from upright and inverted faces in Experiment 3. On Day 1, Groups 1 and 2 saw textures derived from upright and inverted faces, respectively. On Day 2, all subjects were tested in four conditions that used familiar or novel textures that were rotated by 0°or 180°relative to the stimuli used on Day 1. See text for details.
p ¼ :005Þ, whereas proportion correct in the untrained conditions combined (in Bin A) was 5% lower than in Bin 8 ðtð47Þ ¼ 3:19; p ¼ :002Þ. Therefore, changing the orientation of the textures, or switching to novel textures, adversely affected performance in the initial trial bin on Day 2 relative to the final trial Bin on Day 1. On the other hand, accuracy in the trained condition improved relative to the final bin on Day 1. In summary, relative to completely naï ve performance (i.e., Bin 1), there was some transfer of learning to novel textures and orientations on Day 2, but performance was significantly greater in conditions that used the same stimuli seen on Day 1. This generalization of learning is consistent with the generalization found in Experiment 1, which we referred to as the task-general component of learning. Unlike what was found in Experiment 2 with faces, there was no generalization across orientation with textures, which suggests that familiar stimulus structure -like the kind exhibited by faces -might play a role in facilitating transfer of learning across orientation.
Inversion effects
One consequence of the stimulus-and orientation-specificity of learning was the emergence of an inversion effect for the trained textures (Fig. 8) . On Day 1 performance in the two groups did not differ ðtð47Þ ¼ :60; p ¼ :55Þ. The textures seen by the two groups on Day 1 differed by a 180°rotation, and so the failure to find a difference between groups indicates that there was no inversion effect on Day 1. This lack of an inversion effect is not surprising because the textures lack a canonical orientation. Similarly, on Day 2, neither group exhibited a difference between conditions that used different (i.e., novel) textures derived from upright and inverted faces (Group 1: tð23Þ ¼ 1:06; p ¼ :29; Group 2: tð23Þ ¼ :04; p ¼ :96). Again, the failure to find an orientation effect for novel stimuli is not surprising because the textures do not have a canonical orientation. There was, however, a significant effect of orientation on Day 2 in conditions that used the same textures shown on Day 1: in both groups, performance on Day 2 was significantly greater when textures were presented in their familiar orientation (0°) than when they were rotated by 180°(Group 1: tð23Þ ¼ 4:51; p ¼ :0001; Group 2: ðtð23Þ ¼ 5:51; p < :0001Þ. Hence, one day of practice was sufficient to induce an orientation effect for these patterns.
Discussion
Perceptual learning of textures was specific to the trained exemplars and orientations. Unlike what was found with faces, there was virtually no transfer of learning across orientation except when Bin 1 was used as baseline. These results suggest that abolishing the spatial structure in faces precluded transfer of learning across orientation.
Practice did produce an inversion effect for the trained textures, consistent with what was found by Husk et al. (2007) using specially derived house stimuli and band-pass limited noise stimuli. Textures lack prototypical, or canonical, structure, and therefore the current results are inconsistent with the claim that inversion effects are found only with stimuli that possess such structure (McLaren, 1997) . These results indicate that familiarity with stimuli in a particular orientation is what generates an inversion effect in pattern identification.
General discussion
The overall effects of practice on a face identification task were largely constrained to the trained exemplars and orientation, although there was some generalization of learning across orientations. This pattern of specificity suggests it is possible to fine tune the representations of individual upright and inverted faces. Greater specificity of learning was obtained with textures in which the first-order structure of normal faces had been removed. With textures, transfer across items and orientations was absent, except for when completely naive performance (Bin 1) was treated as baseline. Despite the ostensibly different strategies involved in learning faces and textures, exemplar-specificity emerges as the essential characteristic of performance improvements. Additionally, the same amount of practice yielded equivalent changes in the size of the inversion effect both with faces and textures (i.e., after training, the inversion effect changed by 10% for all groups tested).
The extent of generalization across exemplars and orientations was influenced by the choice of baseline. When overall accuracy on Day 1 was considered baseline (Figs. 3 and 6) , there was no generalization across exemplars or orientation on Day 2, both with faces and with textures. However, when Bin 1 was treated as baseline, (Figs. 4 and 7) , there was evidence for generalization across exemplars and orientations for all groups. Overall accuracy on Day 1 includes the improvements that occurred across all 840 trials on Day 1, whereas accuracy at Bin 1 represents completely naive performance because it was based on the first 105 trials performed on the task. Relative to completely naive performance, accuracy at Bin A on Day 2 was about 10% better in the untrained conditions. However, accuracy in the trained conditions was 20-30% better than completely naive performance. We therefore interpret the generalization relative to Bin 1 as the task-general component of learning, which is obscured when overall accuracy on Day 1 is considered baseline. Evidently, generalization of learning is clearer when performance is examined at a fine resolution. Additionally, with faces, there was evidence for generalization beyond the task-general component of learning. Namely, there was generalization across orientation revealed by the advantage of old over new faces at the untrained orientation. This result was not found with textures, suggesting that transfer across orientation may have arisen due to the structural differences between faces and textures, or due to familiarity with faces more generally. In future experiments, textures with varying degrees of prototypical information (e.g., see Rousselet, Pernet, Bennett, & Sekuler, 2008) could be used to test whether transfer across orientation increases with the amount of spatial regularity within the object.
The substantial within-session learning in these tasks differs from the minimal within-session effects reported in certain studies of perceptual learning. For example, negligible amounts of withinsession learning, but significant between-session learning, has been found in experiments using texture discrimination (Mednick, Arman, & Boynton, 2005) and orientation discrimination (Schoups, Vogels, & Orban, 1995) tasks. However, other studies find substantial amounts of within-session learning (Ahissar & Hochstein, 1997; Beard, Levi, & Reich, 1995; Chou & Vaina, 1995; Dosher & Lu, 2005; Fahle, Edelman, & Poggio, 1995; Herzog & Fahle, 1997; Matthews, Liu, Geesaman, & Qian, 1999; Shiu & Pashler, 1992; Sireteanu & Rettenbach, 2000) . Hussain, Sekuler, & Bennett (2008) speculated that differences in the time-course of learning could be due to differences in the experimental methods used in different experiments (e.g., method of constant stimuli in the present experiments versus method of descending limits in the texture discrimination task). However, the factors contributing to the relative magnitudes of within-and between-session perceptual learning are poorly understood.
Orientation-specific learning of complex stimuli
Orientation-specific perceptual learning has been taken as evidence for the fine-tuning of early visual mechanisms (Karni & Bertini, 1997) . Studies reporting orientation-specificity typically use simple visual stimuli that vary along a single dimension (e.g., spatial frequency). For example, orientation-specific learning has been reported for discrimination of sinusoids (Fiorentini & Berardi, 1981) , orientation discrimination of tilted Gabors (Schoups et al., 1995) , and acuity judgements of vernier targets (Poggio, Fahle, & Edelman, 1992) . In such cases, it may be plausible to localize learning to cells in early cortical areas that encode the relevant properties of the stimuli. However, the physiological substrate of learning that occurs with complex patterns like faces and textures is less obvious. It is possible that orientation-specificity is a property of learning throughout the visual hierarchy, even in higher areas such as inferior temporal cortex (IT), which encode entire objects as well as their individual attributes (Desimone, Albright, Gross, & Bruce, 1984; Logothetis, Pauls, & Poggio, 1995) . Indeed, areas such as IT have been implicated in visual learning of complex tasks (Jagadeesh, Chelazzi, Mishkin, & Desimone, 2001) . We have recently reported how learning of textures, in addition to orientation, is specific to contrast polarity (Hussain, Sekuler, & Bennett, 2009) , which is consistent with the interpretation that learning of textures engages higher visual areas.
Perceptual learning and configural processing
It has been proposed that expertise with a given object class enhances sensitivity to spatial configurations of features, engaging mechanisms that are not typically used for other objects (Gauthier & Tarr, 1997) . Although some evidence supports this proposal in humans (Gauthier & Tarr, 1997; Tanaka et al., 2004) , and in monkeys (Baker, Behrmann, & Olson, 2002) , other evidence does not (Robbins & McKone, 2007 ). In the current study, it is difficult to attribute better performance with the trained faces to increased configural processing because of the similar pattern of results found with textures. With textures, there is no common configuration of features, so it is not clear how learning could enhance configural processing for the scrambled stimuli in a manner analogous to the oft-hypothesized configural processing of faces. The alternative, which is that subjects simply get better at discriminating individual features during learning, is consistent with a report that dog experts do not show an increased reliance on configural information relative to non-experts (Robbins & McKone, 2007) , and that training on inverted-face identification does not yield a greater use of configural cues (Robbins & McKone, 2003) . This alternative is also consistent with the results of experiments that measured classification images in face and texture discrimination tasks during the course of training . The classification images show that with practice, an increased stimulus area is used to discriminate faces and texture patterns.
However, the increases in information-use are restricted to the local stimulus regions used initially by each subject before learning, rather than spanning across the stimulus extent. Perhaps more importantly, the relative weights of information within the local regions seem to shift with learning, so that observers become more ''ideal" in their use of information. This type of local informationuse might underlie the specificity of learning observed in the current experiments with upright and inverted faces, and phasescrambled faces.
Perceptual learning and the face-inversion effect
The face-inversion effect has been taken as a measure of special processes engaged only by faces (Scapinello & Yarmey, 1970) , namely configural encoding (Collishaw & Hole, 2000; McKone et al., 2007) . Our results suggest caution with such an interpretation, as has been suggested elsewhere Husk et al., 2007; Jiang et al., 2006; Maurer, Le Grand, & Mondloch, 2002; Sekuler et al., 2004) . First, we found that the decrease in the size of the inversion effect after training with inverted faces was coupled with no increase in performance with upright faces for that group. A smaller inversion effect typically would be taken to indicate less configural processing, but in this case performance with upright faces was unchanged relative to baseline (see performance of the invertedtrained group in Fig. 3) . Second, as mentioned earlier, we obtained an inversion effect with textures, which have no clear configural structure. The diminished inversion effect after training with inverted faces, and the emergence of an inversion effect for the textures show that there is nothing special in the configuration of upright faces per se that elicits the inversion effect more generally.
One might still argue that the inversion effects found with faces are qualitatively different than those that arise with learning of arbitrary texture stimuli. Faces exhibit a baseline inversion effect not found with textures, or for that matter houses, prior to training. This raises the question of whether a baseline effect could be generated after training for texture patterns in which some average structure has been introduced, an issue for future studies to address.
Perceptual learning and norm-based coding
Another way to conceptualize improved face identification is in terms of norm-based coding (Burton, Jenkins, Hancock, & White, 2005; Rhodes & McLean, 1990; Rhodes et al., 2004) . According to this framework, faces are distinguished by virtue of their position and distance from each other, or from the average face, and the average face is the accumulation of all faces in one's experience. Faces that are closely clustered resemble each other, and distance from the average enhances the distinctiveness of each face. This framework has been used to explain, for example, the other-race effect (Byatt & Rhodes, 1998) . It has been suggested that perceptual learning calibrates the face-space to optimize differentiation by capturing the variance in faces that have been experienced in the subject's lifetime (Valentine, 1991) . In effect, perceptual learning increases the inter-stimulus distance (and/or the distance of each face from the average), which disambiguates the faces, and improves identification. According to this scheme, inverting a face merely increases task difficulty due to larger error associated with correctly locating the face in face-space (Valentine, 1991) . In this respect, inverting a face is no different than any other transformation that increases task difficulty (e.g., contrast reversal). Indeed, classification images show that similar regions of the face are used in upright and inverted-face identification, but subjects are simply less efficient at extracting the information from those regions when the faces are inverted , and the level of inefficiency for inverted faces is similar to that of contrast-reversed faces . It is now clear that inverted-face identification can be made more efficient, implying that inverted face representations are refined with practice. We also show some cross-orientation transfer of learning in overall accuracy from upright to inverted faces, suggesting that upright and inverted representations are interdependent, contrary to the suggestion that upright and inverted faces are represented independently . Our experiments do not directly address the status of the average face, but the results with textures suggest that inter-item distance is sufficient to characterize performance improvements, because the textures do not conform to a clear average. Exemplar-based models of face coding that do not incorporate the average have been discussed elsewhere (Valentine, 1991) .
Conclusions
Perceptual learning of face-and texture-identification is largely orientation-specific and exemplar-specific, although faces, but not textures, show some generalization of learning across orientation. The net effect of such learning is to increase the face-inversion effect after practice with upright faces and decrease the effect after practice with inverted faces; in both cases the changes are confined to the trained face set. With textures, which have no baseline inversion effect due to the absence of a canonical orientation, the above pattern of learning yields a positive inversion effect after upright training, and a negative inversion effect after inverted training, again only for the trained stimulus set. Inversion effects appear to be driven more by familiarity than by the spatial structure of the stimuli.
