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OPE´RATEURS D’ENTRELACEMENT ET ALGE`BRES DE
HECKE AVEC PARAME`TRES D’UN GROUPE RE´DUCTIF
p-ADIQUE - LE CAS DES GROUPES CLASSIQUES
Volker Heiermann
Abstract. For G a symplectic or orthogonal p-adic group (not necessarily split),
or an inner form of a general linear p-adic group, we compute the endomorphism
algebras of some induced projective generators a` la Bernstein of the category of
smooth representations of G and show that these algebras are isomorphic to the semi-
direct product of a Hecke algebra with parameters by a finite group algebra. Our
strategy and parts of our intermediate results apply to a general reductive connected
p-adic group.
RE´SUME´: Pour G un groupe symplectique ou orthognal p-adique (de´ploye´ ou non)
ou une forme inte´rieure d’un groupe line´aire p-adique, nous calculons les alge`bres
d’endomorphismes de certains ge´ne´rateurs projectifs induits a` la Bernstein dans la
cate´gorie des repre´sentations lisses de G, et nous montrons que ces alge`bres sont
isomorphes au produit semi-direct de l’alge`bre d’un groupe fini avec une alge`bre
de Hecke avec parame`tres. Notre strate´gie et une bonne partie des re´sultats in-
terme´diaires s’appliquent a` un groupe re´ductif connexe p-adique arbitraire.
Soient G (le groupe des points d’) un groupe re´ductif connexe de´fini sur F ,
P =MU un sous-groupe parabolique de G et (σ,E) une repre´sentation irre´ductible
cuspidale de M . Notons Xnr(M) le groupe des caracte`res non ramifie´s de M , O
l’ensemble des classes d’e´quivalence de repre´sentations de la forme σ ⊗ χ, χ ∈
X
nr(M), et W O l’orbite de O pour l’action par le groupe de Weyl W de G.
De´signons par iGP le foncteur de l’induction parabolique normalise´, par r
G
P son
adjoint a` gauche et par Rep( W O) la sous-cate´gorie pleine de la cate´gorie Rep(G)
des repre´sentations lisses complexes de G dont les objets sont les repre´sentations
π qui ve´rifient la proprie´te´ suivante: l’ensemble des classes d’e´quivalence des sous-
quotients irre´ductibles de rGP ′π est contenu dans
W O si P ′ est associe´ a` P , et il ne
contient aucun sous-quotient irre´ductible cuspidal sinon.
Remarquons que Rep(G) est le produit direct des sous-cate´gories Rep( W O).
NotonsM1 l’intersection des noyaux des caracte`res non ramifie´s deM et (σ1, E1)
une composante irre´ductible de la restriction de σ a` M1. De´signons par indMM1 le
foncteur de l’induction compacte. Il a e´te´ montre´ par Bernstein [Ro, 1.6] que la
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cate´gorie Rep( W O) est isomorphe a` la cate´gorie des EndG(iGP ind
M
M1 E1)-modules
a` droite. Remarquons que indMM1E1 ne de´pend pas du choix de (σ1, E1). Cet
isomorphisme de cate´gories est par ailleurs compatible avec l’induction parabolique
et le foncteur de Jacquet [Ro, 2.4].
Nous nous proposons ici de de´terminer l’alge`bre EndG(i
G
P ind
M
M1 E1) plus ex-
plicitement. Nous nous restreignons pour cela au cas ou` G est un groupe symplec-
tique ou orthogonal (de´ploye´ ou non) ou encore ou` G est une forme inte´rieure de
GLn(F ). Dans cette situation, nous donnons une base de cette alge`bre en tant que
module sur un anneau de fonctions re´gulie`res sur O (cf. proposition 7.4) pour en
de´duire que cette alge`bre est isomorphe au produit semi-direct d’une alge`bre de
Hecke avec parame`tres (au sens de Lusztig [L]) avec l’alge`bre d’un groupe fini (cf.
the´ore`me 7.7). Les parame`tres possibles sont d’ailleurs bien connus dans le cas des
groupes conside´re´s ici (cf. 7.5). Nous finissons notre article avec quelques remar-
ques disant que l’isomorphisme de cate´gories qui est de´duit de notre isomorphisme
d’alge`bres est compatible avec l’induction parabolique et le foncteur de Jacquet (cf.
7.9).
En fait, les hypothe`ses dont nous avons besoin devraient e´galement eˆtre ve´rifie´es
pour d’autres formes de ces groupes classiques. Par ailleurs, notre approche et
une bonne partie des re´sultats interme´diaires sont ge´ne´rales. Certaines preuves ont
d’ailleurs e´te´ motive´es par l’obtention d’un re´sultat ge´ne´ral et pourraient bien eˆtre
simplifie´es sous les hypothe`ses impose´es dans ce papier.
Signalons que, dans le cas d’un groupe re´ductif p-adique arbitraire, il faudrait
e´ventuellement remplacer l’alge`bre de groupe de R par l’alge`bre de groupe tordue
par un 2-cocycle.
Rappelons que la the´orie des repre´sentations des alge`bres de Hecke avec para-
me`tres a e´te´ largement e´tudie´e par Lusztig et d’autres.
Remarquons finalement qu’une autre approche pour obtenir les re´sultats de ce
papier est une des motivations d’une the´orie inite´e par C. Bushnell et Ph. Kutzko
[BK], appele´e ”the´orie des types”. Cette the´orie donne des re´sultats dans ce sens
pour les groupes conside´re´s ici, mais qui ne sont complets que dans le cas d’une
alge`bre de division (C. Bushnell et Ph. Kutzko dans le cas de´ploye´ et V. Secherre
dans le cas ge´ne´ral) et encore partiels pour les formes de´ploye´es des groupes clas-
siques conside´re´s ici (Sh. Stevens). Apre`s de longues conside´rations techniques
difficiles et longues, cette the´orie donne par contre en principe des re´sultats plus
pre´cis puisqu’elle permet de de´terminer e´galement les parame`tres associe´s a` une or-
bite inertielle O. Ces parame`tres sont toutefois maintenant connus pour les groupes
classiques graˆce a` l’e´tablissement de la correspondance de Arthur-Langlands pour
les repre´sentations cuspidales de ces groupes par C. Moeglin [M], comme de´je` re-
marque´ ci-dessus. Son travail fait suite aux re´sultats de J. Arthur sur les se´ries
discre`tes de ces groupes qui sont une conse´quence de sa stabilisation de la formule
des traces.
L’auteur remercie J.-L. Waldspurger pour lui avoir indique´ sur l’exemple de
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SL2 la possibilite´ de retrouver des alge`bres de Hecke avec parame`tres a` partir
d’ope´rateurs d’entrelacement. Il a e´galement profite´ de discussions avec P. Schnei-
der et E.-W. Zink sur diffe´rents aspects de cet article, et il remercie G. Henniart et
J.-L. Waldspurger pour des remarques sur une version pre´liminaire de ce papier.
1. Nous gardons les hypothe`ses et notations de l’introduction. En outre, nous
fixons un sous-groupe parabolique minimal P0 contenu dans P , un sous-groupe de
Levi M0 de P0 contenu dans M , P0 = M0U0, et un tore A0 de´ploye´ maximal (sur
F ) de M0. Le tore de´ploye´ maximal contenu dans M sera de´signe´ par AM . Nous
noterons W =WG le groupe de Weyl de G de´fini relatif a` A0, et nous de´signerons
par K un sous-groupe compact maximal de G qui est en bonne position par rapport
a` A0. Par ailleurs, lorsque H est un groupe, nous e´crirons X(H) pour le groupe
Hom(H,C×).
L’ensemble des racines non triviales de AM dans l’alge`bre de Lie de G sera
de´signe´ par Σ(AM ), le sous-ensemble des racines qui agissent dans l’alge`bre de Lie
de U , par Σ(P ), et l’ensemble des racines re´duites par Σred(P ). On a une bijection
α 7→Mα entre Σred(P ) et l’ensemble des sous-groupes de Levi de G qui contiennent
M et qui sont minimaux pour cette proprie´te´.
Par ailleurs, on de´signera pas aM l’alge`bre de Lie re´elle de AM , par a
∗
M son
dual, par a∗M,C son complexifie´, par | · |F le module de F , par q le cardinal du corps
re´siduel de F et par HM l’application M → aM qui ve´rifie q−〈HM (m),α〉 = |α(m)|F
pour tout caracte`re rationnel α deM et tout m ∈M . Si s est un nombre complexe,
on note χα⊗s le caracte`re non ramifie´ m 7→ |α(m)|s de M . Cette application se
prolonge en un homomorphisme de groupes a∗M,C →X
nr(M) qui est surjectif.
1.1 Nous noteronsW (M) l’ensemble des repre´sentants dansW de longueur min-
imale dans leur classe a` droite moduloWM du groupe quotient {w ∈W |w−1Mw =
M}/WM . Observons que W (M) est un sous-groupe de W . Nous de´signons par
W (M,O) le sous-groupe de W (M) forme´ des e´le´ments qui stabilisent O.
Pour w ∈ W (M,O), posons lM (w) := |Σred(P ) ∩ Σred(wPw−1)|. La longueur
usuelle sur W sera de´signe´e par lG ou simplement l.
Proposition: Pour que deux e´le´ments w et w′ de W (M) ve´rifient lM (ww
′) =
lM (w
′) + lM (w), il faut et il suffit que l(ww
′) = l(w) + l(w′).
Preuve: Remarquons d’abord que, pour tout w ∈ W (M), wΣred(M ∩ P0) =
Σred(M ∩ P0) et que l(w) = |Σred(P0) ∩ Σred(wP0)|. Il s’ensuit tout d’abord que
ΣM (A0) ∩ Σred(P0) ∩ Σred(wP0) = ∅. Donc, un e´le´ment α de Σ(A0) est dans
Σred(P0) ∩ Σred(wP0), si et seulement si α|AM ∈ Σ(P ) ∩ Σ(wP ). Par suite, pour
w,w′ ∈W (M), lM (ww′) = lM (w) + lM (w′) e´quivaut a`
|Σred(P0) ∩ Σred(ww
′P0)| = |Σred(P0) ∩ Σred(wP0)|+ |Σred(P0) ∩ Σred(w
′P0)|,
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d’ou` la proposition par l’expression pour l(w) rappele´e au de´but. ✷
Pour tout w ∈ W , notons P (w) = M(w)U(w) le sous-groupe parabolique stan-
dard minimal tel que P,wP ⊆ P (w). (Si Mα est un sous-groupe de Levi standard
et w l’e´le´ment non trivial de WMα(M), alors M(w) = Mα.) On peut choisir des
repre´sentants w des e´le´ments de W dans G tels que w ∈ K ∩M(w), ce que l’on fera
de´sormais. On identifiera dans la suite les e´le´ments de W avec leurs repre´sentants
dans K. Il sera toujours clair d’apre`s le contexte, si w de´signe un e´le´ment de W
ou de G, en faisant les conventions suivantes: pour w,w′ ∈ W , le symbole ww′,
conside´re´ comme e´le´ment de K, de´signe le produit du repre´sentant de w dans K
avec celui de w′ et non pas le repre´sentant de ww′. Par ailleurs, le symbole w−1
correspondra a` l’inverse (du repre´sentant) de w dans le groupe G qui est bien un
e´le´ment de K ∩Mw.
Remarquons que notre construction d’ope´rateurs de EndG(i
G
PEB) sera essen-
tiellement inde´pendante du choix de l’ensemble des repre´sentants de W . On fera
toutefois dans 1.15 quelques restrictions supple´mentaires sur ces repre´sentants.
Lorsque P1 =M1U1 est un sous-groupe parabolique semi-standard de G, (π, V )
une repre´sentation lisse de M1 et w ∈ W , on de´signera par λ(w) l’isomorphisme
iGP1V → i
G
wP1
wV , v 7→ v(w−1·). On peut e´galement de´finir λ(g) pour tout e´le´ment
g de G. Si g ∈M1, alors λ(g) est un isomorphisme iGP1V → i
G
P1
gV qui est induit par
fonctorialite´ de l’isomorphisme π(g−1) : V → gV . On e´crira e´galement iGP1(π(g
−1))
(a` ne pas confondre avec iGPπ(g
−1)).
1.2 La fonction µ de Harish-Chandra est par exemple de´finie dans [W, V.2].
Nous e´crirons µH , si elle est de´finie sur O par rapport a` un sous-groupe re´ductif H
de G qui contient M . Nous omettrons cet exposant, si G = H .
The´ore`me: ([Si, 5.4.2.2 et 5.4.2.3]) (Harish-Chandra) Soit α ∈ Σ(P ) et soit σ1
une repre´sentation irre´ductible cuspidale de M .
a) Si µMα(σ1) = 0, alors il existe un unique e´le´ment non trivial sα dans W
Mα
(M) tel que sα(P ∩Mα) = P ∩Mα et sασ1 ≃ σ1.
b) Supposons qu’il existe un unique e´le´ment non trivial sα dans W
Mα(M) tel
que sα(P ∩Mα) = P ∩Mα et sασ1 ≃ σ1. Alors, pour que µ
Mα(σ1) 6= 0, il faut et
il suffit que la repre´sentation iMαP∩Mασ1 soit re´ductible. La repre´sentation i
Mα
P∩Mα
σ1
est alors somme directe de deux repre´sentations irre´ductibles non isomorphes.
1.3 Proposition: L’ensemble ΣO,µ := {α ∈ Σred(AM )| µ
Mα a un ze´ro} est
un syste`me de racines. Pour α ∈ ΣO,µ, de´signons par sα l’unique e´le´ment de
WMα (M,O) qui conjugue P ∩Mα et P ∩Mα. Le groupe de Weyl WO de ΣO,µ
s’identifie au sous-groupe de W (M,O) engendre´ par les re´flexions sα. Pour tout
α ∈ ΣO,µ, notons α
∨ l’unique e´le´ment de aMαM qui ve´rifie 〈α, α
∨〉 = 2. Alors
Σ∨O,µ := {α
∨|α ∈ ΣO,µ} est l’ensemble des coracines de ΣO,µ, la dualite´ e´tant celle
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entre aM et a
∗
M .
L’ensemble Σ(P )∩ΣO,µ est l’ensemble des racines positives pour un certain ordre
sur ΣO,µ.
Preuve: La preuve de la premie`re partie de la proposition est analogue a` celle
de la proposition 4.2 dans [H2] (voir e´galement [Si]), apre`s avoir ve´rifie´ que ΣO
est stable pour l’action de W (M,O). Ceci re´sulte de la W (M,O)-invariance de la
fonction µ de Harish-Chandra [W, V.2.1].
Soit α ∈ ΣO,µ. Le sous-espace vectoriel de a
∗
M engendre´ par α est a
Mα∗
M . Celui-ci
est l’orthogonal de aMα . Par suite, α
∨ doit appartenir a` aMαM . Comme 〈α, α
∨〉 = 2,
c’est donc bien la coracine.
La dernie`re assertion vient du simple fait que Σ(P ) de´finit un ordre sur Σred(AM
), donc sur ΣO,µ. ✷
1.4 De´finition: On pose ΣO,µ(P ) = Σ(P )∩ΣO,µ, et on note ∆O,µ la base de ΣO,µ
de´termine´e par l’ordre pour lequel l’ensemble des racines positives est ΣO,µ(P ). La
longueur sur WO sera de´signe´e par lO.
On fixe par ailleurs une repre´sentation unitaire σ dont la classe d’e´quivalence
appartient a` O telle que µMα(σ) = 0 pour tout α ∈ ∆O,µ. (Ceci est possible,
puisque ∆O,µ est une base.)
1.5 Pour α ∈ ΣO,µ, fixons un e´le´ment hα de M ∩M
1
α tel que HM (hα) soit un
multiple de α∨ par un nombre re´el > 0 et que, pour tout χ ∈ Xnr(M), χ(hα) = 1
e´quivaut a` χ ∈ Xnr(Mα) (cf. [H2, 1.2]). Notons tα le plus petit entier ≥ 1 tel que
χ(htαα ) = 1 e´quivaut a` χ ∈X
nr(Mα) Stab(O). Notons bhα l’application X
nr(M)→
C, χ 7→ χ(hα), et posons Yα = bhα et Xα = Y
tα
α . (La raison pour cette notation
double deviendra claire dans la section 2.)
Lemme: Pour w ∈W (M), on a wYα = Ywα. En particulier, sαYα = Y −1α .
Preuve: La fonction Yα ne de´pend de hα que par son image dans a
Mα
M . Posons
HM (hα) = mαα
∨ avec mα > 0. Remarquons que Yα = bhα et donc
wYα =
wbhα =
bwhαw−1 . Comme HM (whαw
−1) = mα(wα
∨), il reste a` prouver que mα = mwα.
Pour λ ∈ a∗M,C, la valeur de χλ en hα est de´termine´e par la projection de λ sur
aMα∗M . Il en est de meˆme pour hwα. Comme, pour λ ∈ C,
χλ(wα)(whαw
−1) = wχλα(whαw
−1) = χλα(hα),
on a χλ(wα)(whαw
−1) = 1 si et seulement, si χλα ∈ X
nr(Mα). Mais, ceci e´quivaut
a` χλ(wα) =
wχλα ∈ X
nr(Mwα). Donc, HM (hwα) = HM (whαw
−1), et, par suite,
mα = mwα. ✷
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1.6 Le re´sultat suivant a e´te´ montre´ par A. Silberger [Si, 1.6] (voir e´galement la
remarque dans la preuve de la proposition 4.1 dans [H2]).
Proposition: Soit α ∈ Σred(P ) et s = sα. Si µMα n’est pas constante, alors
α ∈ ΣO,µ, et on peut trouver une constante c
′
s > 0 et des nombres re´els as ≥ 0 et
bs ≥ 0 tels que l’on ait l’identite´ de fonctions rationnelles
µMα(σ ⊗ ·)
= c′s
(1 −Xα(·))(1 −X−1α (·))
(1−Xα(·)q−as)(1 −X
−1
α (·)q−as)
(1 +Xα(·))(1 +X−1α (·))
(1 +Xα(·)q−bs)(1 +X
−1
α (·)q−bs)
.
1.7 Remarque: Comme ∆O,µ est line´airement inde´pendant, on peut choisir
σ tel que, pour tout α ∈ ∆O,µ, les nombres re´els asα et bsα de l’e´nonce´ de la
proposition ci-dessus ve´rifient asα ≥ bsα , ce que l’on supposera de´sormais. En
particulier, asα > 0.
1.8 Lorsque P ′ = MU ′ est un autre sous-groupe parabolique, notons JP |P ′
l’ope´rateur d’entrelacement de´fini dans [W, IV]. C’est un ope´rateur rationnel
X
nr(M)→ HomC(i
K
P ′∩KE, i
K
P∩KE), χ 7→ JP |P ′(σ ⊗ χ)
qui induit en tout point re´gulier χ un homomorphisme entre les repre´sentations
iGP ′(σ ⊗ χ) et i
G
P (σ ⊗ χ).
Lemme: Soit α ∈ ∆O,µ, s = sα, et supposons que Mα soit un sous-groupe
de Levi standard de G. L’ope´rateur JP |sP est rationnel en Yα. Les poˆles de JP |sP
sont pre´cise´ment les ze´ros de µMα . Tout poˆle est d’ordre 1 et son re´sidu est bijectif.
Par ailleurs, JP |sPJsP |P est e´gal a` (µ
Mα)−1 a` multiplication par une constante non
nulle pre`s.
Preuve: La proprie´te´ de rationnalite´ re´sulte de [W, IV.1.1], en remarquant
que JP |sP est invariant par X
nr(Mα). Graˆce a` la proprie´te´ de fonctorialite´ que
l’ope´rateur d’entrelacement ve´rifie relative a` l’induction parabolique, on peut se
ramener au cas ou` P est un sous-groupe parabolique maximal. Alors, sP = P , et
JP |sPJsP |P est e´gal a` µ
−1 multiplie´ par une constante non nulle.
Soit σ1 un poˆle de JP |P . Alors, par [Si, 5.4.2.1], σ1 est une repre´sentation
unitaire. Comme, d’apre`s [W, V.2.3], l’ope´rateur µJP |P est re´gulier en σ1, on a
bien µ(σ1) = 0.
Re´ciproquement, supposons µ(σ1) = 0. Alors, comme µ
−1 = JP |PJP |P , au
moins un des ope´rateurs JP |P ou JP |P doit avoir un poˆle en σ1. Or, un tel poˆle est
au plus d’ordre 1 (cf. [W, IV.1.2]). Comme les poˆles de µ−1 sont d’ordre 2, JP |P
doit avoir un poˆle d’ordre 1.
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Finalement, µ(σ) = 0 implique par le the´ore`me de Harish-Chandra 1.2 que
sσ ≃ σ et que iGPσ et i
G
P
σ sont irre´ductibles. Comme le re´sidu de JP |P en σ est un
ope´rateur d’entrelacement iG
P
σ → iGPσ, celui-ci doit eˆtre bijectif. ✷
1.9 Soient w,w′ ∈ W et soient Pww′ , Pw′ des sous-groupes paraboliques stan-
dards de G de sous-groupes de Levi ww′Mw′
−1
w−1 et w′Mw′
−1
respectivement.
E´crivons dans la suite µP,w,w′ ou plus simplement µw,w′ pour la fonction rationnelle
sur Xnr(M) telle que µw,w′(χ) =
∏
α µ
Mα(σ ⊗ χ), le produit portant sur Σ(P ) ∩
Σ(w′
−1
Pw′) ∩ Σ(w′
−1
w−1Pww′). (Remarquons que Pw′ = Pww′ = P , si w,w
′ ∈
W (M,O).)
Proposition: Soient w,w′ ∈ W . Alors, en tant que fonction rationnelle en
χ ∈Xnr(M),
λ(ww′)Jw′−1w−1Pww′ |P (σ ⊗ χ)
=µw,w′(χ)λ(w)Jw−1Pww′ |Pw′ (w
′σ ⊗ w′χ)λ(w′)Jw′−1Pw′ |P (σ ⊗ χ).
Preuve: Ceci est une conse´quence imme´diate des re`gles de composition pour les
ope´rateurs d’entrelacement [W]. ✷
1.10 Proposition: Soit P ′ = MU ′ un autre sous-groupe parabolique de Levi
M . Si Σ(P ) ∩ Σ(P ′) a une intersection vide avec ΣO,µ(P ), l’ope´rateur JP ′|P est
bien de´fini et bijectif en tout point de O.
Preuve: Comme JP ′|P se de´compose en des ope´rateurs d’entrelacement e´le´men-
taires qui proviennent d’ope´rateurs d’entrelacement relatifs a` desMα, α 6∈ ΣO,µ (P ),
on est ramene´ au cas ou` P est un sous-groupe parabolique maximal de G et P ′ = P
avec µ constante. D’apre`s [Si, 5.4.2.1], les poˆles de JP |P sont des repre´sentations
unitaires. Comme µ est constante et que l’ope´rateur µJP |P est re´gulier en toute
repre´sentation unitaire de O [W, V.2.3], JP |P doit lui-meˆme eˆtre re´gulier sur O. Il
est bijectif en tout point de O, puisque µ ne s’annulle pas. ✷
1.11 De´finition: On pose R(O) = {w ∈ W (M,O)|wα ∈ Σ(P ) pour tout α ∈
Σ(P ) ∩ ΣO,µ}.
1.12 Proposition: Le groupe R(O) est un sous-groupe de W (M,O). On a
W (M,O) = R(O)⋉WO.
Preuve: Posons R = R(O). Comme ΣO,µ est W (M,O)-invariant (cf. preuve de
1.3), R est par de´finition un sous-groupe de W (M,O). Le groupeWO est engendre´
par les syme´tries sα, α ∈ ∆O. Comme wsαw
−1 = swα et que wα ∈ ΣO,µ, WO est
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un sous-groupe distingue´ de W (M,O). Comme WO permute les chambres de Weyl
dans ΣO,µ, on a WO ∩R = {1}. Il reste a` montrer que W (M,O) = RWO.
Or, soit w ∈ W (M,O). Alors, w(Σ(P ) ∩ ΣO,µ) = Σ(wPw
−1) ∩ ΣO,µ. Ceci est
l’ensemble des racines positives dans ΣO,µ pour un certain ordre sur ΣO,µ. Comme
WO permute transitivement les diffe´rents ordres sur ΣO, il existe w
′ ∈ WO tel que
w′w(Σ(P ) ∩ ΣO,µ) = Σ(P ) ∩ ΣO,µ, i.e. w
′w ∈ R. ✷
1.13 Proposition: Supposons que G soit un groupe symplectique ou orthogonal,
et notons d = rgF (G).
a) En remplac¸ant σ par un autre e´le´ment de O et en conjuguant (M,σ) par un
e´le´ment de G, on peut supposer M =M(F ) avec
M = GLk1 × · · · ×GLk1 ×GLk2 × · · · ×GLk2 × · · · ×GLkr × · · · ×GLkr ×Hk,
ou` Hk de´signe un groupe semi-simple de rang absolu k du meˆme type que G, et
σ = σ1 ⊗ · · · ⊗ σ1 ⊗ σ2 ⊗ · · · ⊗ σ2 ⊗ · · · ⊗ σr ⊗ · · · ⊗ σr ⊗ τ,
les classes inertielles des σi e´tant deux a` deux distinctes, ainsi que σi ≃ σ∨i si σi et
σ∨i sont dans une meˆme orbite inertielle.
b) Notons di le nombre de facteurs e´gaux a` σi et identifions AM a` T = G
d1
m ×
G
d2
m ×· · ·×G
dr
m . Notons αi,j le caracte`re rationnel de AM (identifie´ a` T) qui envoie
un e´le´ment x = (x1,1, . . . , x1,d1 , x2,1, . . . , x2,d2 , . . . , xr,1, . . . , xr,dr) sur xi,jx
−1
i,j+1,
si j < di, et sur xi,di , si j = di. Le syste`me de racines ΣO,µ est la somme directe
de r composantes irre´ductibles ou vides ΣO,µ,i, i = 1, . . . , r, de´finies de la manie`re
suivante:
Supposons d’abord ou k 6= 0 ou G de syste`me de racine de type Bd.
(i) Si la fonction s 7→ µ(σi| detki |
s ⊗ τ) (de´finie relativement a` GLki ×Hk et
Hki+k) a un poˆle sur C, alors une base de ΣO,µ,i est donne´e par {αi,1, . . . , αi,di},
et ce syste`me est de type Bdi .
(ii) Si la fonction s 7→ µ(σi| detki |
s ⊗ τ) (de´finie relativement a` GLki ×Hk et
Hki+k) est re´gulie`re sur C et σi ≃ σ
∨
i , alors une base de ΣO,µ,i est donne´e par
{αi,1, . . . , αi,di−1, αi,di−1 + 2αi,di}, et ce syste`me est de type Ddi .
(iii) Sinon, une base de ΣO,µ,i est donne´e par {αi,1, . . . , αi,di−1}, et ce syste`me
est de type Adi−1.
Supposons maintenant k = 0 et ou G de syste`me de racines de type Cd ou G de
syste`me de racines de type Dd et ki ≥ 2. Alors, dans le cas (i) ci-dessus, une base
de ΣO,µ,i est donne´e par {αi,1, . . . , 2αi,di}, et le syste`me est de type Cdi . Dans les
autres cas, la situation reste inchange´e.
Supposons finalement k = 0, G de syste`me de racines de type Dd et ki = 1. Alors,
si σi ≃ σ∨i , une base de ΣO,µ,i est donne´e par {αi,1, . . . , αi,di−1, αi,di−1 + 2αi,di}
et ce syste`me est de type Ddi . Sinon, le syste`me est de type Adi−1 et une base est
donne´e par {αi,1, . . . , αi,di−1}.
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Preuve: Le fait que les sous-groupes de Levi de G ont la forme indique´e est bien
connue. Par permutation des facteurs, on met σ dans la forme voulue. Supposons
qu’il existe un caracte`re non ramifie´ χi de GLki tel que σ
∨
i ≃ σi ⊗ χi. On peut
e´crire χi = | detki |
si
F , ou` si est un nombre complexe. Posons χ
1/2
i = | detki |
si/2.
Alors (σi ⊗ χ
1/2
i )
∨ ≃ σ∨i ⊗ χ
−1/2
i χi = σi ⊗ χ
1/2
i .
Identifions AM au tore T, e´crivons x = (x1,1, . . . , x1,d1 , x2,1, . . . , x2,d2 , . . . , xr,1,
. . . , xr,dr) pour l’e´le´ment ge´ne´ral de T et examinons les diffe´rents cas de figure.
Supposons d’abord ou k 6= 0 ou G de syste`me de racines de type Bd. Les racines
re´duites dans Σ(AM ) sont alors x 7→ x
±1
i,j x
±1
i′,j′ , (i, j) 6= (i
′, j′), ainsi que x 7→ x±1i,j .
(Comme k 6= 0, il existe bien dans le cas d’un syste`me de racines de type Cd ou Dd
des racines de restriction a` AM e´gale a` x 7→ x
±1
i,j .) Si α ∈ Σ(AM ) correspond a` une
racine x 7→ xi,jx
−1
i′,j′ , (i, j) 6= (i
′, j′), alors la fonction µMα est e´gale a` celle de´finie a`
partir de la repre´sentation σi⊗σi′ du sous-groupe de Levi GLki ×GLki′ de GLki+ki′ .
Si α ∈ Σ(AM ) correspond a` une racine x 7→ xi,jxi′,j′ , (i, j) 6= (i′, j′), i ≤ i′, alors
la fonction µMα est e´gale a` celle de´finie a` partir de la repre´sentation σi ⊗ σ∨i′ du
sous-groupe de Levi GLki ×GLki′ de GLki+ki′ . Dans les autres cas, la fonction
µMα est c`elle de´finie par la repre´sentation σi⊗τ du sous-groupe de Levi GLki ×Hm
de Hm+ki . Selon les diffe´rents cas pre´sente´s dans (i), (ii) et (iii), on de´duit alors
du the´ore`me de Harish-Chandra 1.2 et des re´sultats de Bernstein-Zelevinsky [BZ]
le re´sultat indique´.
Pour k = 0 et G de syste`me de racines de type Cd, les racines re´duites dans
Σ(AM ) sont x 7→ x
±1
i,j x
±1
i′,j′ , (i, j) 6= (i
′, j′), ainsi que x 7→ x±2i,j . On conclut alors
comme ci-dessus.
Pour k = 0 et G de syste`me de racines de type Dd finalement, les racines re´duites
dans Σ(AM ) sont x 7→ x
±1
i,j x
±1
i′,j′ , (i, j) 6= (i
′, j′), ainsi que, si ki ≥ 2, x 7→ x
±2
i,j . On
conclut alors comme ci-dessus, en tenant compte du fait que la fonction µ est bien
connue pour les groupes de´ploye´s de rang 1. ✷
1.14 Proposition: Supposons que G soit le groupe des points rationnels d’une
forme inte´rieure de GLn, i.e. G = GLn(D), ou` D est une alge`bre a` division de
centre F .
En remplac¸ant σ par un autre e´le´ment de O et en conjuguant (M,σ) par un
e´le´ment de G, on peut supposer M e´gal a`
GLk1(D)×· · ·×GLk1(D)×GLk2(D)×· · ·×GLk2(D)×· · ·×GLkr (D)×· · ·×GLkr (D)
et
σ = σ1 ⊗ · · · ⊗ σ1 ⊗ σ2 ⊗ · · · ⊗ σ2 ⊗ · · · ⊗ σr ⊗ · · · ⊗ σr,
les classes inertielles des σi e´tant deux a` deux distinctes.
Notons di le nombre de facteurs e´gaux a` σi et identifions AM a` T = G
d1
m ×G
d2
m ×
· · · × Gdrm . Notons αi,j le caracte`re rationnel de AM (identifie´ a` T) qui envoie un
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e´le´ment x = (x1,1, . . . , x1,d1 , x2,1, . . . , x2,d2 , . . . , xr,1, . . . , xr,dr) sur xi,jx
−1
i,j+1. Le
syste`me des racines ΣO,µ est la somme directe de r composantes irre´ductibles ou
vides ΣO,µ,i, i = 1, . . . , r, de type Adi−1 et de base {αi,1, . . . , αi,di−1} respective-
ment.
Preuve: Pour G de´ploye´, ceci re´sulte des travaux de Bernstein-Zelevinsky [BZ]
avec le the´ore`me de Harish-Chandra 1.2. Dans le cas ge´ne´ral, on le de´duit des
travaux de Bernstein-Zelevinsky avec la formule des traces [DKV, T]. ✷
1.15 Proposition: (i) Si G est un groupe line´aire ou le groupe multiplicatif
d’une alge`bre a` division, alors R(O) = 1.
(ii) Sinon, R(O) 6= 1, si et seulement si les conclusions du (ii) de la proposition
1.13 sont ve´rifie´es pour au moins un indice i avec, si G est de type Dn, de plus
ki pair ou bien H 6= 1 et τ invariant par l’automorphisme exte´rieur. Le groupe
R(O) est alors le produit direct des groupes R(O)i indexe´s par les i pour lesquels
les conclusions ci-dessus sont ve´rifie´es avec R(O)i = {1, sαi,di} (sαi,di e´changeant
αi,di−1 et αi,di−1 + 2αi,di et ve´rifiant sαi,diσi ≃ σ
∨
i ).
Preuve: Il est facile de voir que les conditions du the´ore`me 1.2 sont re´unies
exactement dans les cas de´crits dans l’e´nonce´, en prenant en compte [BJ, 3.4] pour
les groupes de type Dn. ✷
La proposition 1.15 ainsi que la proposition 1.12 nous conduisent a` ajouter les
deux hypothe`ses suivantes sur le choix des repre´sentants des e´le´ments deW (M,O):
concernant les repre´sentants des e´le´ments dans R(O), on suppose que, si r est un
produit d’e´le´ment sαi dans R(O)i deux a` deux distincts dans R(O), alors il en est
ainsi pour les repre´sentants. Concernant un e´le´ment arbitraire w de W (M,O), on
suppose que, si w = wOr avec wO ∈ WO et r ∈ R(O), alors le repre´sentant de w
est le produit de celui de wO avec celui de r.
1.16 La proposition suivante est un cas particulier d’un re´sultat bien connu
pour les groupes finis [He, Lemme 7.5]. Remarquons qu’elle n’est probablement
pas valable pour un groupe re´ductif arbitraire sur F .
Proposition: Soit (σ1, E1) une composante irre´ductible de σ|M1 . Alors σ1 se
prolonge en une repre´sentation σ2 de M
σ = {m ∈M | mσ1 ≃ σ1} telle que σ|Mσ =⊕
m∈M/Mσ
mσ2. En particulier, σ = Ind
M
Mσ σ2 et
mσ2 6≃ σ2 si m 6∈ Mσ. Par
ailleurs, σ|M1 est somme directe de repre´sentations irre´ductibles deux a` deux non
isomorphes.
Preuve: Nous allons d’abord supposer AM de rang 1. Remarquons d’abord que,
si H est un sous-groupe ouvert ferme´ d’indice fini d’un groupe localement profini
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G, alors indGH = Ind
G
H et, comme dans le cas des groupes finis, une repre´sentation
(σ,E) est induite par une repre´sentation (σ2, E1), si et seulement si V =
⊕
g∈G/H
σ(g)E1.
Observons maintenant que AM ⊆ Mσ. Le quotient M/Mσ est donc un groupe
commutatif fini. Comme σ est cuspidale, on peut e´crire E = Eσ1 ⊕ E
′ de sorte
que Eσ1 soit somme directe de repre´sentations isomorphes a` σ1 et qu’aucun sous-
quotient de E′ ne soit isomorphe a` σ1 [BZ, 2.44]. Le groupe M
σ agit donc dans
Eσ1 , et on a E =
⊕
m∈M/Mσ σ(m)Eσ1 . Par suite, par la remarque ci-dessus,
IndMMσ Eσ1 = E. Comme E est irre´ductible, la repre´sentation de M
σ dans Eσ1 doit
eˆtre irre´ductible. On va maintenant montrer qu’en fait Eσ1 = E1.
Voyons d’abord que σ1 se prolonge en une repre´sentation irre´ductible σ2 de
Mσ. D’abord, σ1 se prolonge en une repre´sentation irre´ductible σ˜1 de AMM ,
donne´e par am 7→ χσ(a)σ1(m), χσ de´signant le caracte`re central de σ. Comme le
quotient Mσ/AMM
1 est par hypothe`se un groupe cyclique fini, il est alors facile de
de´finir un prolongement a` Mσ. (E´tant donne´ un e´le´ment m′ de Mσ dont l’image
engendre le groupe quotient cyclique Mσ/AMM
1, on peut toujours trouver un
isomorphisme AMM
1-e´quivariant ϕm′ : E1 → m
′−1E1 tel que m
′im 7→ ϕim′ σ˜1(m)
pour m ∈ AMM1 donne le prolongement voulu.)
Montrons maintenant que IndM
σ
AMM1 σ˜1 =
⊕
χ∈X(Mσ/AMM1)
σ2⊗χ. Les repre´sen-
tations σ2⊗χ, χ ∈ X(Mσ/AMM1) sont deux a` deux non isomorphes, puisque tout
isomorphisme σ2 ⊗ χ 7→ σ2 ⊗ χ
′ induit un automorphisme de σ˜1 et, par le lemme
de Schur, il serait donc scalaire, ce qui est impossible. Par la re´ciprocite´ de Frobe-
nius, les sous-repre´sentations irre´ductibles de IndM
σ
AMM1 σ˜1 sont les repre´sentations
irre´ductibles de Mσ de restriction a` AMM
1 e´gale a` σ˜1 et leur multiplicite´ est 1.
Or, les arguments de la preuve de [BZ, 3.29] montrent que toute repre´sentation
irre´ductible de Mσ de restriction a` AMM
1 e´gale a` σ˜1 est isomorphe a` σ2 ⊗ χ pour
un χ ∈ X(Mσ/AMM1). Comme IndM
σ
AMM1
σ˜1 est unitaire, puisque σ˜1 l’est, on a
bien la de´composition indique´e.
Il s’ensuit que Eσ1 = E1: la repre´sentation ρ de M
σ dans Eσ1 est irre´ductible,
de restriction e´gale a` un multiple de σ1. La re´ciprocite´ de Frobenius donne donc
HomM (ρ, Ind
Mσ
AMM1
σ˜1) 6= 0, ce qui implique que ρ est isomorphe a` σ2 ⊗ χ pour un
χ ∈ X(Mσ/AMM1). Par suite, Eσ1 = E1 et on peut supposer dans la suite que
ρ = σ2.
Il en re´sulte, en remarquant que Mσ est distingue´ dans M , que σ = IndMMσ σ2 et
σ|Mσ =
⊕
m∈M/Mσ
mσ2. Comme σ est irre´ductible, les
mσ2 sont deux a` deux non
isomorphes. Comme par ailleurs ( mσ2)|M1 =
mσ1 avec m parcourant un syste`me
de repre´sentants deM/Mσ, σ|M1 est somme directe de repre´sentations irre´ductibles
deux a` deux non isomorphes.
Supprimons maintenant l’hypothe`se que AM est de rang 1. Comme G est un
groupe symplectique ou orthogonal, ou le groupe multiplicatif d’une alge`bre simple,
M est de la forme GLm1(D)× · · · ×GLmr (D)×H , ou` D est une alge`bre a` division
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de centre F et ou` H est un groupe semi-simple du meˆme type que G ou le groupe
trivial. On en de´duit que M1 est de la forme GLm1(D)
1 × · · · × GLmr (D)
1 ×H ,
que σ est isomorphe a` un produit σ1 ⊗ · · · ⊗ σr ⊗ τ avec σi, τ des repre´sentations
cuspidales, et que Mσ est de la forme GLm1(D)
σ1 × · · · ×GLmr (D)
σr ×H . On est
donc ramene´ au cas ou` M = GLm(D). Mais, alors AM est de rang 1, et l’assertion
est vraie par ce qui pre´ce´dait. ✷
1.17 Lorsque χ est un caracte`re non ramifie´ de M , notons Eχ l’espace E muni
de la repre´sentation σ ⊗ χ.
Corollaire: (avec les notations de la proposition 1.16) On a Stab(O) = X(M/
Mσ) et, pour tout χ ∈ X(M/Mσ), l’application φσ,χ : E → Eχ qui envoie un
e´le´ment e ∈ σ(m)E1 sur χ(m)e est un isomorphisme.
Preuve: Soit χ ∈ Xnr(M) tel que σ ⊗ χ ≃ σ. Alors, il existe m ∈ M tel que
σ2 ⊗ χ ≃ mσ2. Par suite, σ1 ≃ (σ2 ⊗ χ)|M1 ≃ (
mσ2)|M1 =
mσ1, i.e. on a
m ∈ Mσ et donc σ2 ⊗ χ ≃ σ2. Soit ϕχ un automorphisme de E1 qui entrelace
σ2 ⊗ χ et σ2. Alors il entrelace σ1 avec lui-meˆme, i.e. ϕχ est la multiplication par
un scalaire. Il s’ensuit que χ|Mσ ≡ 1. Donc Stab(O) ⊆ X(M/M
σ). Inversement,
c’est une ve´rification imme´diate que pour tout χ ∈ X(M/Mσ) les applications φσ,χ
de´finissent des isomorphismes entre σ et σ ⊗ χ. ✷
2. Notons B = BM l’anneau des polynoˆmes sur la varie´te´ affine complexe
X
nr(M). C’est un anneau inte`gre, et on de´signera parK(B) son corps des fractions.
E´crivons EB (resp. EK(B)) pour l’espace vectoriel complexe E ⊗C B (resp.
EB ⊗BK(B) ≃ E⊗CK(B)). Munissons-le de l’action de M donne´e par σB :M →
AutC(EK(B)), σB(m)(e ⊗ b) := σ(m)e ⊗ bbm. Ici, bm : X
nr(M)→ C est de´fini par
bm(χ) = χ(m).
Par restriction a` K, l’espace iGPEB (resp. i
G
PEK(B)) est isomorphe a` i
K
K∩PE⊗CB
(resp. iKK∩PE ⊗C K(B)). On identifie ainsi i
K
K∩PE a` son image dans i
G
PEB (resp.
iGPEK(B)) par l’homomorphisme canonique v 7→ v ⊗ 1.
2.1 Remarquons d’abord que EB est canoniquement isomorphe a` ind
M
M1 E. En
effet, notons R(M/M1) un syste`me de repre´sentants de M/M1. On obtient un
isomorphisme canonique entre B et indMM1 C = C[M/M
1], en envoyant un e´le´ment
de la forme bm,m ∈ R(M/M1), sur l’applicationM → C qui vaut 1 surm−1M1 et 0
en dehors de cet ensemble. Identifions ces deux espaces a` l’aide de cet isomorphisme.
On a un isomorphisme canonique E⊗ indMM1 C→ ind
M
M1 E|M1 , en envoyant e⊗b sur
l’application ve⊗b dans ind
M
M1 E|M1 qui envoie m sur b(m)σ(m)e. L’isomorphisme
re´ciproque est donne´ par indMM1 E|M1 → E ⊗ ind
M
M1 C, v 7→
∑
m∈R(M/M1) σ(m
−1)
v(m) ⊗ bm−1 . (Ici, bm−1 est conside´re´ comme e´le´ment de ind
M
M1 C au moyen de
l’isomorphisme ci-dessus.)
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2.2 Pour w ∈ WG, notons wEB (resp. wEK(B)) l’espace EB (resp. EK(B))
muni de la repre´sentation wσB de wMw
−1. (On a donc wσB(wmw
−1) = σB(m).)
Notons τw l’automorphisme de C-espace vectoriel de E⊗CK(B) qui envoie e⊗b sur
e⊗ wb, wb(χ) := b(w−1χ). (On a donc wbm = bwmw−1 pour m ∈M .) Il de´finit un
isomorphisme M -e´quivariant entre wEK(B) et (wE)K(B) et l’on notera encore τw
l’isomorphisme G-e´quivariant iGPw(EK(B)) → i
G
P (wE)K(B) qui en est de´duit par
fonctorialite´.
2.3 Pour b ∈ K(B), notons bχ l’e´le´ment de K(B) donne´ par bχ(χ′) = b(χχ′).
On a (bm)χ = χ(m)bm. Le re´sultat suivant est une ve´rification directe:
Lemme: Soit χ ∈ Xnr(M) et notons Eχ l’espace E muni de la repre´sentation
σ ⊗ χ de M . L’application ρχ : E ⊗C B → Eχ ⊗C B, e ⊗ b 7→ e ⊗ bχ, de´finit un
isomorphisme entre ces repre´sentations lisses de M . On a ρ−1χ = ρχ−1 et τw ◦ ρχ =
ρwχτw.
2.4 Nous allons de´finir pour tout w ∈ WO un isomorphisme ρw : i
G
PwE → i
G
PE
qui envoie iGP (wE)B sur i
G
PEB . Pour cela, posons
ρw = [((
∏
α∈ΣO,µ(P )∩w−1ΣO,µ(P )
(Yα(χ)− 1))λ(w)Jw−1P |P (σ ⊗ χ))|χ=1]
−1,
si cette expression est bien de´finie. On e´crira ρσ,w, si on veut souligner la de´pen-
dance de σ. Il est par ailleurs clair que les ope´rateurs ρσ,w et τw commutent.
Proposition: L’application ρw provient d’un isomorphisme wE ≃ E, et il
de´finit pour tout w ∈ WO un isomorphisme i
G
PwE → i
G
PE. Il ve´rifie les proprie´te´s
de compatibilite´ suivantes: pour tout w′ ∈ W avec w′Mw′−1 e´gal au sous-groupe de
Levi standard d’un sous-groupe parabolique standard Pw′ de G, ρw induit un iso-
morphisme iGPw′ (w
′wE)K(B) → i
G
Pw′
(w′E)K(B), et on a la formule de commutation
λ(w′)Jw′−1Pw′ |P (σ ⊗ ·)ρw = ρwλ(w
′)Jw′−1Pw′ |P (wσ ⊗ ·).
Par ailleurs, pour w′ ∈WO, on a, avec w
′′ e´gal au repre´sentant de ww′ dans K,
ρwρw′ = (µw,w′
∏
α
(Yα − 1)
−1(Y −1α − 1)
−1)|χ=1λ(w
′′(ww′)−1)ρww′ ,
le produit portant sur l’ensemble ΣO,µ(P )∩w
′−1ΣO,µ(P )∩w
′−1w−1ΣO,µ(P ), ainsi
que, pour r ∈ R(O) et sα une re´flexion simple dans WO,
ρrσ,srα = λ(rsαr
−1s−1rα )ρσ,sα .
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Preuve: Supposons d’abord w = sα avec α ∈ ∆O,µ. Alors, µ
Mα(σ) = 0, et
il re´sulte du the´ore`me de Harish-Chandra 1.2 que iMαP∩Mασ est irre´ductible et que
sασ ≃ σ.
Si Mα est standard, on de´duit de 1.8 que l’ope´rateur JsαP |P conside´re´ comme
fonction rationnelle en Yα a un poˆle d’ordre 1 en Yα = 1 et que l’ope´rateur
ResYα=1(λ(sα)JsαP |P (σ ⊗ (·)) : i
G
Pσ → i
G
P sασ est bijectif. Par suite, ρsα est
bien de´fini et bijectif. Il est induit par fonctorialite´ par un isomorphisme en-
tre les repre´sentations irre´ductibles iMαP∩Mαsασ et i
Mα
P∩Mα
σ. Or, un tel isomor-
phisme est, par le lemme de Schur, uniquement de´termine´ a` une constante pre`s.
En conse´quence, ρsα est lui-meˆme induit par fonctorialite´ par un isomorphisme
sασ → σ. Les deux proprie´te´s de compatibilite´ en re´sultent par la proprie´te´ de
fonctorialite´ pour les ope´rateurs d’entrelacement.
Si Mα n’est pas standard, alors ou α est contenue dans une composante irre´duc-
tible de type Ddi de ΣO,µ, et il existe par 1.15 un e´le´ment r ∈ R(O) tel que α = rβ
avec β ∈ ∆O,µ, Mβ standard et rσ ≃ σ, ou bien cette composante irre´ductible est
de type Bdi ou Cdi et α est la racine courte (resp. longue).
Dans le premier cas, suivant 1.9, on de´compose
λ(sα)JsαP |P (σ ⊗ χ) (#)
=µr,sβr−1(χ)µsβ ,r−1(χ)λ(sαrs
−1
β r
−1)λ(r)Jr−1P |P (sβr
−1σ ⊗ sβr
−1χ)×
× λ(sβ)JsβP |P (r
−1σ ⊗ r−1χ)λ(r−1)JrP |P (σ ⊗ χ).
On a Σ(P )∩Σ(rP )∩Σ(rsβP ) = ∅, puisque rβ ∈ Σ(P ) et Σ(P )∩Σ(sβP ) = {β}. La
fonction µsβ ,r est donc constante. De meˆme, l’ensemble Σ(P )∩Σ(rsβP )∩Σ(sαP ) a
une intersection vide avec ΣO,µ, ce qui montre que µr,sβr−1 est constante. Comme
rσ ≃ σ et que JrP |P (σ ⊗ χ) est d’apre`s 1.10 bien de´fini et bijectif pour tout χ,
on voit, en appliquant ce qui pre´ce`de a` ρr−1σ,sβ et en utilisant l’e´galite´
rXβ = Xα
(cf. 1.5), que l’ope´rateur ρsα est bien de´fini et bijectif. Comme ρsβ est induit par
fonctorialite´ d’un isomorphisme sβE → E, on en de´duit de meˆme pour ρsα , apre`s
avoir applique´ les proprie´te´s de compatibilite´ de ρsβ a` la formule de de´composition
pour ρ−1sα ci-dessus. Les proprie´te´s de compatibilite´ pour ρsα en re´sultent.
Si Mα n’est pas standard et α appartient a` une composante irre´ductible de type
Bdi ou Cdi , alors notons w l’e´le´ment de longueur minimale dans W qui envoie un
e´le´ment x dans AM sur l’e´le´ment de A0 de´duit de x, en e´changeant les composantes
(xi,1, . . . , xi,di) et (xr,1, . . . , xr,dr). Le groupe wMw
−1 est alors un sous-groupe
de Levi standard de G et la racine β = wα de AwMw−1 est dans ∆wO,µ avec
(wMw−1)β standard. Notons Pw le sous-groupe parabolique standard de G de
sous-groupe de Levi wMw−1. Les racines dans Σred(P ) ∩ Σred(w−1Pw) sont de
la forme x 7→ xi,j1x
−1
i2,j2
avec i < i2 ≤ r et x 7→ xi1,j1x
−1
r,j2
avec i ≤ i1 < r.
L’intersection avec ΣO,µ est donc vide. Il en est de meˆme pour celle de w(Σred(P )∩
Σred(w
−1Pw)) avec ΣsβwO,µ. En conse´quence, les ope´rateurs λ(w)Jw−1Pw |P (σ)
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et λ(w−1)JwP |Pw(sβwσ) sont d’apre`s 1.10 bien de´finis et bijectifs. Les fonctions
µw−1,sβw et µsβ ,w sont constantes. Par la formule de de´composition 1.9, on trouve
donc, en tant que fonction rationnelle en χ,
λ(sα)JsαP |P (σ ⊗ χ)
=µw−1,sβwµsβ ,wλ(sαw
−1s−1β w)×
× λ(w−1)JwP |Pw(sβw(σ ⊗ χ))λ(sβ)JsβPw|Pw(w(σ ⊗ χ))λ(w)Jw−1Pw|P (σ ⊗ χ).
Comme Yβ(
wχ) = w
−1
Yβ(χ) = Yα(χ), il en re´sulte
ρσ,sα = µw−1,sβwµsβ ,wλ(w
−1)JwP |Pw(sβwσ)λ(sβ)ρwσ,sβλ(w)Jw−1Pw|P (σ),
i.e., suite a` ce qui a e´te´ pre´alablement e´tabli pour ρwσ,sβ , ρ
−1
σ,sα est bien de´fini et
bijectif. En fait, on de´duit des proprie´te´s de compatibilite´s pour ρwσ,sβ que ρσ,sα
est un produit de ρwσ,sβ par un scalaire non nul. Comme sαE = w
−1sβ(wE), les
proprie´te´s de compatibilite´ pour ρσ,sα sont imme´diates.
La dernie`re assertion de la proposition re´sulte directement de la de´composition
(#) pour r ∈ R(O), apre`s l’avoir multiplie´e avec Xα−1, e´value´e en 1 et apre`s avoir
utilise´ l’e´galite´ rXβ = Xα.
Supposons maintenant avoir montre´ l’e´galite´
(∗) ρ−1w′ ρ
−1
w = (µ
−1
w,w′
∏
α
(Yα − 1)(Y
−1
α − 1))|χ=1λ(ww
′w′′
−1
)ρ−1ww′ .
avec w′′ = ww′, lorsque w,w′ sont des e´le´ments dans WO tels que ρw et ρw′ soient
bien de´finis, bijectifs et tels que ρw′ ve´rifie les deux proprie´te´s de compatibilite´, le
produit portant sur l’ensemble ΣO,µ(P ) ∩ w
′−1ΣO,µ(P ) ∩ w
′−1w−1 ΣO,µ(P ).
De´duisons-en d’abord que ρw est bien de´fini et bijectif, lorsquew ∈WO, et que les
proprie´te´s de compatibilite´ sont bien ve´rifie´es. Pour cela, effectuons une re´currence
sur la longueur de w. Le cas lO(w) = 1 a de´ja` e´te´ e´tabli. Soit w
′′ = wsα ∈ WO
avec α ∈ ∆O,µ, lO(w
′′) = lO(w) − 1. Par hypothe`se de re´currence, les ope´rateurs
ρw et ρsα sont bien de´finis, bijectifs, et ils ve´rifient les proprie´te´s de compatibilite´.
On peut donc appliquer (∗), et on trouve
ρ−1w′′ = λ(w
′′s−1α w
−1)ρ−1sα ρ
−1
w ,
l’ensemble ΣO,µ(P ) ∩ sαΣO,µ(P ) ∩ w
−1s−1α ΣO,µ(P ) e´tant vide graˆce a` l’hypothe`se
l(wsα) = l(w)+ l(sα). Comme w
′′s−1α w
−1 ∈M , il s’ensuit que ρ−1w′′ est bijectif, que
ρw′′ est bien de´fini et qu’il ve´rifie les proprie´te´s de compatibilite´.
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Il reste a` montrer l’e´galite´ (∗). Soient w,w′ ∈ WO ve´rifiant les hypothe`ses
indique´es. On a
ρ−1w′ ρ
−1
w
=ρ−1w′ ((
∏
α
(Yα − 1))λ(w)Jw−1P |P (σ ⊗ χ))|χ=1
=((
∏
α
(Yα − 1))λ(w)Jw−1P |P (w
′σ ⊗ χ))|χ=1ρ
−1
w′
=((
∏
α
(w
′−1
Y α − 1))(
∏
β
(Yβ − 1))λ(w)Jw−1P |P (w
′σ ⊗ w′χ)×
× λ(w′)Jw′−1P |P (σ ⊗ χ))|χ=1
=((
∏
α
(w
′−1
Y α − 1))(
∏
β
(Yβ − 1))µ
−1
w,w′λ(ww
′)Jw′−1w−1P |P (σ ⊗ χ))|χ=1,
le produit sur α portant sur l’ensemble ΣO,µ(P ) ∩ w
−1ΣO,µ(P ) et celui sur β sur
l’ensemble ΣO,µ(P ) ∩ w
′−1ΣO,µ(P ). Remarquons l’e´galite´ ensembliste
(w′
−1
ΣO,µ(P ) ∩ w
′−1w−1ΣO,µ(P )) ∪ (ΣO,µ(P ) ∩ w
′−1ΣO,µ(P ))
=(ΣO,µ(P ) ∩ w
′−1w−1ΣO,µ(P ))
∪ ±(ΣO,µ(P ) ∩w
′−1ΣO,µ(P ) ∩ w
′−1w−1ΣO,µ(P )),
les re´unions e´tant disjointes. Comme w
′−1
Y α = Yw′−1α par le lemme 1.5, on en
de´duit bien l’e´galite´ (∗). ✷
2.5 On va maintenant fixer un isomorphisme ρw : wE → E d’abord pour w ∈
R(O) et ensuite pour w ∈W (M,O).
Rappelons que R(O) est un produit de sous-groupes R(O)i d’ordre 2 (cf. 1.15
(ii)). Notons sαi l’e´le´ment non trivial de R(O)i. Choisissons pour tout i un iso-
morphisme ρsαi : sαiE → E tel que ρ
2
sαi
σ(s−2αi ) = idE . (Ceci est toujours possible,
quitte a` multiplier ρsαi par un nombre complexe non nul. L’isomorphisme ρsαi est
uniquement de´termine´ au produit par ±1 pre`s.)
Changer le repre´sentant de sαi a` droite par un e´le´ment de m ∈M revient alors
a` composer ρsαi a` droite avec σ(m), comme on le ve´rifie facilement.
Il est clair que les ρsαi commutent entre eux, puisque les sαi agissent sur des
composantes diffe´rentes de σ. Pour r ∈ R(O), r = sαi1 ···sαil
, on pose ρr =
ρsαi1
· · · ρsαil
. Par ce qui pre´ce`de, il est clair que ceci est inde´pendant de la
de´composition choisie pour r. Multiplier le repre´sentant de r a` droite par un e´le´ment
m ∈M revient a` composer ρr a` droite avec σ(m). En effet, cela revient a` multiplier
chaque e´le´ment sαi dans la de´composition de r a` droite par un certain e´le´ment mi
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de Msαi par notre convention dans 1.5 sur le choix des repre´sentants des e´le´ments
dans R(O).
Finalement, pour w ∈ W (M,O), w = rwO avec r ∈ R(O) et wO ∈ WO, on pose
ρw = ρrρwO .
L’isomorphisme iGPwE → i
G
PE de´duit de ρw par fonctorialite´ sera (par abus de
notation) note´ encore ρw. Multiplier le repre´sentant de w a` droite par un e´le´ment
m de M revient a` composer ρw a` droite par i
G
P (σ(m)).
2.6 De´finition: Soit χ ∈ Stab(O) et rappelons l’isomorphisme φσ,χ : E → Eχ
de´fini dans 1.17. On notera φχ l’automorphisme de EB qui envoie e⊗b sur (φσ,χe)⊗
bχ−1 . On e´crira encore φχ pour les automorphismes de i
G
PEB et de i
G
PEK(B) de´duits
de φχ par fonctorialite´.
2.7 Le lemme suivant sera utile dans la suite:
Lemme: Soient α, α′ ∈ ∆O des racines simples, s = sα et s
′ = sα′ . Soient
ms ∈M1α ∩M et ms′ ∈M
1
α′ ∩M . Alors
bms
sbms′
ss′bms
ss′sbms′ · · · = bms′
s′bms
s′sbms′
s′ss′bms · · · ,
le nombre de facteurs de chaque coˆte´ e´tant e´gal a` l’ordre de ss′.
Preuve: C’est un calcul simple, en conside´rant les diffe´rents syste`mes de racines
de rang 2. ✷
3. Conside´rons EndG(i
G
PEB) comme B-module a` gauche. On va construire pour
tout w ∈W (M,O) un ope´rateur d’entrelacement Aw ∈ HomG(i
G
PEB, i
G
PEK(B)) qui
se prolonge de fac¸on canonique en un e´le´ment de EndG(i
G
PEK(B)).
3.1 Pour χ ∈ Xnr(M), notons Bχ l’ide´al des polynoˆmes b ∈ B avec b(χ) = 0 et
spχ les applications de spe´cialisation E⊗B → E et E⊗K(B)→ E, e⊗ b 7→ b(χ)e,
ainsi que les applications induites iGPEB → i
G
PE et i
G
PEK(B) → i
G
PE. (Dans le
cas de EK(B), l’application spχ n’est de´finie que sur le sous-espace des e´le´ments
qui sont re´guliers en χ.) Soit w ∈ W (M). D’apre`s [W], il existe bw ∈ B et un
homomorphisme de G−B-modules
JB,w : i
G
PEB → i
G
P (wEB)
tel que, pour tout χ ∈Xnr(M), v ∈ iGPEB ,
bw(χ)(λ(w)Jw−1P |P (σ ⊗ χ)spχv) = spχJB,wv.
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L’homomorphisme b−1w JB,w de´finit un e´le´ment de HomG(i
G
PEB , i
G
P (wEK(B))) que
l’on notera JK(B),w. Soit maintenant w ∈ W (M,O). Alors on note Aw l’e´le´ment
de HomG(i
G
PEB , i
G
PEK(B)) obtenu, en composant JK(B),w a` gauche avec ρw ◦ τw. Il
se prolonge de fac¸on canonique en un e´le´ment de l’alge`bre EndG(i
G
PEK(B)).
Proposition: Soit w ∈ W (M,O). Multiplier le repre´sentant de w a` droite par
un e´le´ment m ∈ M revient a` multiplier l’ope´rateur Aw a` gauche par wb−1m . En
particulier, Aw ne de´pend pas du choix d’un repre´sentant dans K de w.
Preuve: Par la de´finition ci-dessus, celle dans 2.5 et la remarque dans 1.1, on a
ρwm = ρwi
G
P (σ(m)) et JK(B),wm = i
G
P (σB(m
−1))JK(B),w, d’ou` le re´sultat. ✷
3.2 Lemme: Soient w ∈ W (M,O), v ∈ iGPEB et χ ∈ X
nr(M) tels que σ ⊗ χ
soit un point re´gulier pour Jw−1P |P .
Alors
spχAwv = ρwλ(w)Jw−1P |P (σ ⊗ w
−1χ)spw−1χv.
Preuve: On a
spχAwv = spχρwτwJK(B),wv = ρwspχτwJK(B),wv.
Mais, l’application canonique B → B/Bχ compose´e a` droite avec τw a comme
noyau Bw−1χ. Cette application compose´e est donc e´gale a` spw−1χ. L’expression
ci-dessus est donc e´gale a` ρwspw−1χJK(B),wv. Ceci est bien e´gal a` l’expression de
l’e´nonce´. ✷
3.3 Proposition: Soient w,w′ ∈WO. Alors,
AwAw′ =
ww′µ
−1
w,w′(µw,w′
∏
α
(Yα − 1)
−1(Y −1α − 1)
−1)|χ=1Aww′ ,
le produit portant sur l’ensemble ΣO,µ(P ) ∩w
′−1ΣO,µ(P ) ∩ w
′−1w−1ΣO,µ(P ).
Preuve: Il suffit de montrer que, pour tout χ ∈ Xnr(M), les deux ope´rateurs
ont la meˆme spe´cialisation en χ. Posons w′′ = ww′. D’apre`s le lemme 3.2 et
la proprie´te´ de commutation de ρw remarque´e en 2.4, la spe´cialisation en χ de
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l’ope´rateur a` gauche est e´gale a`
ρwλ(w)Jw−1P |P (σ ⊗ w
−1χ)ρw′λ(w
′)Jw′−1P |P (σ ⊗ w
′−1w−1χ))spw′−1w−1χ
= ρwρw′λ(w)Jw−1P |P (w
′σ ⊗ w−1χ)λ(w′)Jw′−1P |P (σ ⊗ w
′−1w−1χ)spw′−1w−1χ
= ρwρw′λ(w)λ(w
′) ww
′
µ
−1
w,w′(χ)Jw′−1w−1P |P (σ ⊗ w
′−1w−1χ)spw′−1w−1χ
= ρwρw′spw−1χτw′λ(ww
′w′′
−1
) ww
′
µ
−1
w,w′(χ)JK(B),ww′
= ρwspw−1χρw′τw′λ(ww
′w′′
−1
) ww
′
µ
−1
w,w′(χ)JK(B),ww′
= spχρwρw′τww′λ(ww
′w′′
−1
) ww
′
µ
−1
w,w′(χ)JK(B),ww′ .
Il reste alors a` remplacer ρwρw′ par l’expression donne´e dans la proposition 2.4,
d’ou` la proposition. ✷
3.4 Corollaire: Soient w,w′ ∈ WO tels que lO(ww
′) = lO(w) + lO(w
′). Alors
AwAw′ = Aww′ . Par ailleurs, si s = sα est une re´flexion simple dans WO, alors il
existe un nombre complexe c′′s 6= 0 tel que As
2 = c′′s (µ
Mα)−1.
Preuve: Si lO(ww
′) = lO(w) + lO(w
′), alors ΣO,µ(P ) ∩ w
′−1ΣO,µ(P ) ∩ w
′−1w−1
ΣO,µ(P ) est l’ensemble vide, et la fonction rationnelle µw,w′ est constante. La
premie`re assertion est donc une conse´quence imme´diate de 3.3. La deuxie`me as-
sertion re´sulte de 3.3 et du fait que µs,s est e´gal a` µ
Mα multiplie´ par une constante
et que A1 = id. ✷
3.5 Proposition: (i) Pour w ∈WO et r ∈ R(O), on a
ArAw = Arw = Arwr−1Ar.
(ii) Pour tous r, r′ ∈ R(O), on a ArAr′ = Arr′ .
(iii) Pour tout b ∈ B et tout w ∈ W (M,O), Awb = wbAw.
Preuve: (i) Comme r∆O,µ = ∆O,µ pour r ∈ R(O), il suffit, suite au corollaire
3.4, de conside´rer le cas ou` w est un e´le´ment simple sα de WO. En appliquant le
meˆme raisonnement comme dans la preuve de la proposition 3.3, on trouve pour χ
un e´le´ment ge´ne´rique de Xnr(M) que
spχ(ArAsα) = ρrρsαλ(r)λ(sα)Js−1α r−1P |P (σ ⊗ s
−1
α r
−1χ)sps−1α r−1χ = spχ(Arsα)
et
spχ(Arsαr−1Ar) = ρsrαρrλ(srα)λ(r)Jr−1s−1rαP |P (σ ⊗ r
−1s−1rαχ)spr−1s−1rαχ.
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Ces deux expressions sont e´gales, si et seulement si
ρrρsαλ(r)λ(sα) = ρsrαρrλ(srα)λ(r),
ce qui e´quivaut a`
ρ−1r ρ
−1
srαρrρsα = λ(srαrs
−1
α r
−1).
Or, comme le coˆte´ gauche de cette dernie`re e´galite´ est e´gal a` ρ−1rσ,srαρσ,sα , ceci
re´sulte de la dernie`re assertion de la proposition 2.4
(ii) Il suffit de conside´rer le cas ou` r = sαi est l’e´le´ment non nul d’un R(O)i. On
va d’abord conside´re le cas ou` la projection de r′ sur R(O)i est nulle. Par le meˆme
raisonnement que dans la preuve de la proposition 3.3, on trouve pour χ ge´ne´rique
spχ(ArAr′) = ρrρr′λ(r)λ(r
′)Jr′−1r−1P |P (σ ⊗ r
′−1r−1χ)spr′−1r−1χ.
Comme ρrρr′ = ρrr′ si la projection de r
′ sur R(O)i est nulle, cette expression est
e´gale a` spχ(Arr′). On voit e´galement que les ope´rateurs Asαi et Ar′ commutent.
Supposons maintenant la projection de Ar′ sur R(O)i non nulle. Il suffit alors,
d’apre`s la commutativite´, de conside´rer le cas r = r′. Pour χ ge´ne´rique dans
X
nr(M), on trouve, par un raisonnement analogue a` celui ci-dessus,
spχ(A
2
r) = ρrρrλ(r
2)JP |P (σ ⊗ r
2χ)spr2χ = spχ,
puisque r2 ∈M ∩K et que ρr a e´te´ choisi tel que ρ2rλ(r
2) = id.
(iii) C’est imme´diat. ✷
3.6 Proposition: L’espace HomM (EB , EK(B)) est isomorphe a` ⊕χ∈Stab(O)
K(B)φχ en tant que K(B)-espace vectoriel.
Preuve: On a EB = ind
M
M1 E|M1 . Il faut donc de´terminer HomM (ind
M
M1 E,
EK(B)). Observons que (E|M1)
∨ = (E∨)|M1 , puisque M
1 est un sous-groupe ou-
vert de M . Comme M1 et M sont unimodulaires, la re´ciprocite´ de Frobenius rel-
ative a` l’induction compacte [BZ, 2.29] donne donc HomM (ind
M
M1 E|M1 , EK(B)) ≃
HomM1(E|M1 , (EK(B))|M1). On de´finit un isomorphisme β : HomM (ind
M
M1 E|M1 ,
EK(B)) → HomM1(E|M1 , (EK(B))|M1), ϕ 7→ β(ϕ), en posant β(ϕ)(e) = ϕ(ve),
ou` ve de´signe l’e´le´ment de ind
M
M1 E de valeur 0 pour m ∈ M −M
1 et de valeur
e en 1. Notons Em, m ∈ M/M
σ, les diffe´rentes composantes irre´ductibles de
E|M1 . Elles sont deux a` deux non isomorphes d’apre`s la proposition 1.16. Il en
re´sulte que HomM1(E|M1 , (EK(B))|M1) =
⊕
m∈M/Mσ HomM1(Em, Em ⊗ K(B)).
Choisissons une C-base fi, i ∈ I, de K(B). Alors, en tant que M1-module,
Em⊗K(B) =
⊕
i∈I Em ⊗ fi. On de´duit alors du lemme de Schur que les e´le´ments
de HomM1(Em, Em⊗K(B)) sont de la forme e 7→ e⊗ f avec f ∈ K(B). Par suite,
HomM1(E|M1 , (EK(B))|M1) est un K(B)-module isomorphe a` K(B)
M/Mσ .
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Pour prouver la proposition, il suffit donc graˆce a` la K(B)-line´arite´ de β de mon-
trer que les β(φχ) forment une base du K(B)-module HomM1(E|M1 , (EK(B))|M1).
Identifions indMM1 E|M1 et E⊗B. On a β(φχ)(e) = φχ(e⊗1) = φσ,χ(e)⊗1. La pro-
jection de β(φχ) sur HomM1(Em, Em⊗K(B)) est donc la multiplication par χ(m).
On de´duit alors de la dualite´ des groupes Stab(O) et M/Mσ et de l’inde´pendance
line´aire des caracte`res que les β(φχ) forment en effet une base du K(B)-module
HomM1(E|M1 , (EK(B))|M1). ✷
3.7 Proposition: Les ope´rateurs d’entrelacement φχAw, ou` χ ∈ Stab(O) et
w ∈W (M,O), sont K(B)-line´airement inde´pendants dans HomG(iGPEB, i
G
PEK(B))
muni de la structure de K(B)-espace vectoriel induite par celle de iGPEK(B).
Preuve: Supposons par absurde les ope´rateurs φχAw K(B)-line´airement de´pen-
dants. Il existe alors des e´le´ments bw,χ de B tels que
∑
w∈W (M,O),χ∈Stab(O) bw,χφχ
Aw = 0, et on peut supposer le nombre l d’e´le´ments bw,χ 6= 0 minimal. Comme
aucun des φχAw n’est nul, il existe au moins deux indices (w1, χ1) et (w2, χ2) avec
bw1,χ1 6= 0 6= bw2,χ2 . On peut trouver b ∈ B avec (
w1b)χ−11
= b et (w2b)χ−12
6= b.
On a
∑
w∈W (M,O) bbw,χφχAw = 0 et 0 =
∑
w∈W (M,O) bw,χ φχAwb =
∑
w∈W (M,O)
bw,χ (
wb)χ−1φχAw, ou` on a applique´ la re`gle de commutation facile Awb =
wbAw.
Soustrayant ces deux e´quations, on obtient une combinaison line´aire des φχAw qui
est nulle et dont moins de l coefficients sont non nuls. Ceci donne une contradiction.
✷
3.8 The´ore`me: En tant que K(B)-espaces vectoriels, on a
HomG(i
G
PEB , i
G
PEK(B)) =
⊕
w∈W (M,O),χ∈Stab(O)
K(B)φχAw.
Preuve: Par la re´ciprocite´ de Frobe´nius, on a
HomG(i
G
PEB, i
G
PEK(B)) = HomM (r
G
P i
G
PEB, EK(B)).
Par le lemme ge´ome´trique [BZ, I.5], rGP i
G
PEB admet une filtration par des sous-
espaces Fw, w ∈ WM\WG/WM , dont les sous-quotients sont isomorphes a` wEB .
On en de´duit une filtration duK(B)-module HomM (r
G
P i
G
PEB, EK(B)) dont les sous-
quotients sont, en tenant compte de 3.6, isomorphes a` HomM (wEB , EK(B)).
Comme HomM (wEB , EK(B)) 6= 0, si et seulement si w ∈W (M,O) et alors, par
la proposition 3.6, HomM (wEB , EK(B)) est de dimension | Stab(O)|, on en de´duit
que la dimension de HomG(i
G
PEB , i
G
PEK(B)) est e´gale a` |W (M,O)| | Stab(O)|.
Comme les ope´rateurs d’entrelacement φχAw, w ∈ W (M,O), χ ∈ Stab(O) sont
line´airement inde´pendants par la proposition 3.7, le the´ore`me en re´sulte. ✷
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4. Maintenant, on fixe une composante irre´ductible E1 de E|M1 , et on note σ1 la
repre´sentation deM1 dans cet espace. On va s’inte´resser a` l’alge`bre EndG(i
G
P (ind
M
M1
E1)). Remarquons que ni cette alge`bre ni la repre´sentation ind
M
M1 E1 ne de´pendent
du choix de (σ1, E1). Notons BO la sous-alge`bre de B forme´e des polynoˆmes qui sont
invariants par translation par des e´le´ments de Stab(O). D’apre`s le corollaire 1.17,
c’est l’anneau des fonctions re´gulie`res de la varie´te´ affine quotientX(M/M1)/X(M/
Mσ). Elle s’identifie donc a` C[Mσ/M1]. En particulier, c’est un anneau factoriel,
puisque Mσ/M1 est un Z-module libre de type fini et de meˆme rang que M/M1.
Rappelons que l’on a note´ R(M/M1) un syste`me de repre´sentants de M/M1.
4.1 Lemme: L’isomorphisme canonique indMM1 E|M1 → E ⊗ B de 2.1 envoie
indMM1 E1 sur l’ensemble
∑
m∈R(M/M1) σ(m)E1⊗ bm. En particulier, cet espace est
un BO-sous-module de E ⊗B.
Preuve: C’est imme´diat. ✷
On identifiera dans la suite indMM1 E1 et
∑
m∈R(M/M1) σ(m)E1 ⊗ bm au moyen
de l’isomorphisme dans 2.1. On e´crira EBO pour ind
M
M1 E1, bien que cet espace ne
soit pas isomorphe a` E ⊗BO.
4.2NotonsK(BO) le corps des fractions deBO et posons (EBO )K(BO) = EBO⊗BO
K(BO).
Lemme: On a
HomM (EBO , EK(BO)) ≃ K(BO).
Preuve: Comme dans la preuve de la proposition 3.6, on de´duit de la re´ciprocite´
de Frobe´nius que
HomM (ind
M
M1E1, (ind
M
M1E1)K(BO))
=HomM1(E1, (ind
M
M1 E1 ⊗BO K(BO))|M1)
=HomM1(E1, (
⊕
m∈R(M/Mσ)
σ(m)E1 ⊗ bm)⊗BO K(BO))
=HomM1(E1, E1 ⊗K(BO))
=K(BO).
✷
4.3 Proposition: On a⋂
η∈Stab(O)
ker(φη − id) = (EBO)K(BO).
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En particulier, les automorphismes φη sont triviaux sur EBO .
Preuve: Fixons des syste`mes de repre´sentants R = R(M/M1) de M/M1 et
R′ = R(M/Mσ) de M/Mσ respectivement. Tout e´le´ment de (EBO)K(BO) s’e´crit
sous la forme b−1
∑
m∈R σ(m)em ⊗ bm avec em ∈ E1 et b ∈ BO. On ve´rifie tout de
suite qu’un tel e´le´ment est dans le noyau de φη − id pour tout η.
Inversement, soit v ∈ EK(B). Il peut s’e´crire sous la forme b
−1
∑
(m,m′)∈R×R′
σ(m′)em,m′ ⊗ bm avec em,m′ ∈ E1 et b ∈ B. Soit η ∈ Stab(O). Alors,
φη(v) = b
−1
η−1
∑
(m,m′)∈R×R′
σ(m′)η(m′)η(m)−1em,m′ ⊗ bm.
Donc, φη(v) = v implique que
bη−1
∑
(m,m′)∈R×R′
σ(m′)em,m′ ⊗ bm = b
∑
(m,m′)∈R×R′
σ(m′)η(m′m−1)em,m′ ⊗ bm.
Par suite, pour tout m′ ∈ R′,
bη−1
∑
m∈R
em,m′ ⊗ bm = b
∑
m∈R
η(m′m−1)em,m′ ⊗ bm. (*)
On va d’abord montrer que toute composante primaire de b divise bη−1 . Comme b
et bη−1 sont des monoˆmes de Laurent de meˆme degre´, il s’ensuivra qu’ils ne diffe`rent
que par une constante, et il sera alors clair que b−1bη−1 = η(m
′m−1) si em,m′ 6= 0.
Soit b0 un facteur irre´ductible de b. On peut supposer que b0 ne divise pas∑
(m,m′)∈R×R′ σ(m
′)em,m′ ⊗ bm dans EB. Il existe donc m′ ∈ R
′ tel que b0 ne
divise pas
∑
m∈R em,m′ ⊗ bm. Fixons une base (ei)i∈I de E1 et e´crivons em,m′ =∑
i ci(m,m
′)ei avec ci(m,m
′) ∈ C. Alors l’e´galite´ (*) implique que
bη−1
∑
m∈R
∑
i∈I
ci(m,m
′)ei ⊗ bm = b
∑
m∈R
∑
i∈I
ci(m,m
′)η(m′m−1)ei ⊗ bm.
On en de´duit bη−1
∑
m∈R ci(m,m
′)bm = b
∑
m∈R ci(m,m
′)η(m′m−1)bm pour tout
i. Par ailleurs, il existe au moins un i tel que b0 ne divise pas
∑
m∈R ci(m,m
′)bm
dans B. Par suite, la composante b0-primaire de b divise bη−1 .
On a donc bien b−1bη−1 = η(m
′m−1), si em,m′ 6= 0. Supposons qu’il existe
(m0,m
′
0) ∈ R×R
′ tel que em0,m′0 6= 0. Posons h = m
′
0m
−1
0 . Alors,
b(χη−1)
b(χ) est
constant en χ de valeur η(h).
E´crivons b =
∑
m∈M/M1 cmbm avec cm ∈ C. Alors bη−1 =
∑
m∈M/M1 cmη(m)
−1
bm. Comme bη−1 = η(h)b, on trouve∑
m∈M/M1
cmη(m)
−1bm =
∑
m∈M/M1
η(h)cmbm.
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Conside´rant M/M1 comme groupe de caracte`res de Xnr(M), on de´duit de l’inde´-
pendance line´aire des caracte`res que η(h)cm = η
−1(m)cm pour tout m et tout η ∈
Stab(O). Donc, cm 6= 0 implique m ∈ h−1Mσ, d’ou` b =
∑
m∈Mσ/M1 cmbh−1m =
bh−1b
′ avec b′ :=
∑
m∈Mσ/M1 cmbm ∈ BO.
Comme em,m′ 6= 0 implique par ce qui pre´ce´dait η(m′m−1) = η(h) pour tout η ∈
Stab(O), on a alorsm′m−1 ∈ hMσ. On en de´duit v = b′−1bh
∑
m∈R σ(mh)em⊗bm
avec em ∈ E1. Or, ceci vaut b′
−1∑
m∈R σ(mh)em⊗ bmh, et, par suite, v a la forme
indique´e. ✷
4.4 Lemme: Supposons M Levi maximal de G et WO 6= 1. Soit s l’unique
e´le´ment 6= 1 de WO et (σ
1, E1) une composante irre´ductible de σ|M∩G1 . Alors
sσ1 ≃ σ1.
Preuve: Comme K et U sont contenus dans G1, l’espace iKP∩KE
1 est bien de´fini
comme sous-espace G1-invariant de iKP∩KE. Posons ΣO = {±α}. Comme U ⊆
G1, il re´sulte directement de la de´finition des ope´rateurs d’entrelacement que les
ope´rateurs JP |P (σ⊗χλα), λ ∈ C, envoient l’espace i
K
P∩KE
1 dans l’espace iK
P∩K
E1, si
λ est re´gulier. L’ope´rateur JP |P posse`de la proprie´te´ analogue. Comme le compose´
JP |P (σ ⊗ χλα)JP |P (σ ⊗ χλα) est scalaire, qu’il posse`de un poˆle d’ordre 2 en λ = 0,
et que les ope´rateurs JP |P (σ ⊗ χλα) et JP |P (σ ⊗ χλα) posse`dent au plus des poˆles
d’ordre 1, il en re´sulte que la restriction de JP |P (σ ⊗ χλα) a` i
K
P∩KE
1 admet un
poˆle d’ordre 1 en λ = 0. On va en de´duire que sσ1 ≃ σ1. Plus pre´cise´ment, on va
montrer que JP |P (σ⊗ χλα) est re´gulier en λ = 0, si sσ
1 6≃ σ1. Si G1 est un groupe
re´ductif, ceci est prouve´ dans [W, IV.2.2]. Comme G1 n’est en ge´ne´ral pas un
groupe re´ductif, mais seulement localement profini, il faut ge´ne´raliser cette preuve,
ce qui demande quelques pre´parations pre´liminaires.
Pour simplifier, posons P 1 = (G1 ∩ M)U . Remarquons d’abord que dans
la the´orie des repre´sentations lisses des groupes localement profinis [BZ, 2.], la
repre´sentation de G1 dans iKP∩KE
1 est la repre´sentation induite par la repre´senta-
tion (δP )
1/2
|G1∩Mσ
1 prolonge´e trivialement a` (G1∩M)U . On la notera iG
1
P 1σ
1. Posons
V 1 = iKP∩KE
1. Comme U ⊆ G1, l’espace vectoriel V 1(U) engendre´ par les e´le´ments
de la forme v1 − (iG
1
(G1∩M)Uσ
1)(u)v1, v1 ∈ V 1, u ∈ U , est contenu dans V 1. Par
ailleurs, il est G1 ∩M -invariant. Il s’ensuit que le foncteur de Jacquet rG
P
envoie
V 1 sur un sous-espace G1 ∩M -invariant de rG
P
iKP∩KE que l’on munira de l’action
de G1 ∩M donne´e par la repre´sentation rG
P
iGPσ. On e´crira r
G1
P
1V 1 et rG
1
P
1 iG
1
P 1σ
1. On
ve´rifie la re´ciprocite´ de Frobenius
HomG1(i
G1
P 1σ
1, iG
1
P
1σ1) = HomG1∩M (r
G1
P
1 iG
1
P 1σ
1, σ1), Φ 7→ rG
1
P
1Φ,
ou` (rG
1
P
1Φ)(rG
1
P
1v1) := (Φ(v1))(1). L’anneau B1 = C[M ∩ G1/M1] s’identifie a`
l’anneau des fonctions re´gulie`res sur Xnr(M ∩G1) := Xnr(M)|M∩G1 . Posons E
1
B1 =
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E1⊗B1 et notons σ1B1 la repre´sentation deM∩G
1 dans E1B1 donne´e par σ
1
B1(m
1)(e1
⊗b1) = σ1(m1)e1 ⊗ b1bm1 . Les re´sultats ci-dessus s’appliquent e´galement a` la
repre´sentation V 1B1 := i
G1
P 1E
1
B1 , conside´re´e comme sous-espace G
1-invariant de iGP
EB. Notons V
2 et V 2B1 les sous-espaces vectoriels de V
1 (resp. V 1B1) forme´s des
e´le´ments a` support dans P 1P
1
. L’application p1 : V
2 → E1, v2 7→
∫
U v
2(u)du,
induit un isomorphisme rG
1
P
1V 2 → E1 de repre´sentations de M ∩G1. L’application
ps : V
1 → sE1, v1 7→ v1(s), de´finit un isomorphisme rG
1
P
1V 1/rG
1
P
1V 2 → sE1. On a
la situation analogue pour V 1B1 et V
2
B1 .
On va maintenant proce´der a` la preuve que JP |P (σ⊗χλα) est re´gulier en λ = 0,
si sσ1 6≃ σ1: soit n le plus petit entier tel que λnJP |P (σ ⊗ χλα) soit re´gulier
en λ = 0. Notons cet ope´rateur J(λ) et conside´rons l’ope´rateur rG
1
P
1J(0) dans
HomM∩G1(r
G1
P
1 iG
1
P 1σ
1, σ1), obtenu par re´ciprocite´ de Frobenius. Comme le quotient
rG
1
P
1V 1/rG
1
P
1V 2 est isomorphe a` sσ1 et que cette repre´sentation n’est par hypothe`se
pas isomorphe a` σ1, la restriction de rG
1
P
1J(0) a` rG
1
P
1V 2 est non triviale. Il existe
donc v2 ∈ V 2B1 tel que
0 6= (rG
1
P
1J(0))(rG
1
P
1sp1v
2) = (J(0)sp1v
2)(1).
Mais, l’application (JP |P (σ ⊗ χλα)v
2)(1) est re´gulier en tout λ ∈ C [W, p. 283],
puisque v2 est a` support dans PP . Par conse´quent, n = 0. ✷
4.5 Lemme: Pour tout w ∈ W (M,O), il existe mw dans M tel que bmwAw
laisse invariant l’espace (iGPEBO)K(BO). Si w = sα avec α ∈ ∆O,µ ou w ∈ R(O)i,
on peut choisir mw dans M ∩M1α.
Preuve: Par de´finition, Aw = ρwτwb
−1
w JB,w avec bw ∈ B
×. En fait, on peut
choisir bw ∈ B
×
O , puisque la valeur de Jw−1P |P en une repre´sentation σ
′ ne de´pend
en un certain sens que de la classe d’isomorphie de σ′ [W, IV]. L’ope´rateur λ(w)−1
JB,w commute avec les ope´rateurs φη, η ∈ Stab(O), [W, IV.1]. On de´duit donc de
la proposition 4.3 que JB,w envoie l’espace i
G
PEBO dans l’espace (i
G
PwEBO )K(BO).
Conside´rons la restriction de l’isomorphisme ρwτw : i
G
PwEB → i
G
PEB a` i
G
P wEBO .
L’application τw envoie un e´le´ment v :=
∑
m∈R(M/M1) σ(m)em ⊗ bm de EBO
(em ∈ E1), sur
∑
m∈R(M/M1) σ(m)em⊗ bwmw−1 =
∑
m∈R(M/M1)(wσ)(m)ew−1mw⊗
bm. L’isomorphisme ρw envoie (wσ)(m)ew−1mw sur un e´le´ment dans σ(m)ρσ,wE1,
d’ou` ρwτwv ∈
∑
m∈R(M/M1) σ(m)ρσ,wE1 ⊗ bm. L’espace ρσ,wE1 est le sous-espace
de E|M1 muni de la repre´sentation w
−1σ1. Par 1.16, il existe mw ∈ M tel que
σ(mw)ρσ,wE1 soit e´gal a` E1. Il en re´sulte que l’ope´rateur Aw laisse invariant
iGPEK(BO), si on multiplie le repre´sentant de w dans G a` droite par w
−1mww.
Or, ceci revient par 3.1 a` multiplier Aw par b
−1
mw .
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Soit maintenant α ∈ ∆O,µ et s = sα ∈WO. Notons σ
1 la composante irre´ductible
de σ|M∩M1α dont la restriction a` M
1 contient σ1. Comme sσ
1 ≃ σ1 par le lemme
4.4, il existe ms ∈M ∩M1α tel que sσ1 ≃ msσ1. L’ope´rateur bmsAs laisse l’espace
iGPEK(BO) invariant, par ce qui pre´ce`de.
Si w ∈ R(O)i, alors l’effet de w sur σ porte sur la seule composante σi de σ
avec wσi ≃ σi. On peut donc choisir mw dans le groupe GLki sur lequel σi est
de´finie. Il appartient donc a` une composante de Mα qui est dans les notations de
la proposition 1.13 e´gale a` Hki+k. Comme cette composante est semi-simple, mw
appartient bien a` M1α. ✷
4.6 De´finition: Si s est une syme´trie simple dans WO, fixons un e´le´ment ms de
M ∩M1α tel que les conclusions du lemme 4.5 soient ve´rifie´es et posons Js = bmsAs.
C’est un e´le´ment de HomG(i
G
PEBO , i
G
PEK(BO)). Pour r ∈ R(O)i, fixons mr ∈ R(O)
tel que les conclusions du lemme 4.5 relatives a` Ar soient ve´rifie´es et posons Jr =
bmrAr. Pour w ∈ WO, w = s1 · · · sl, de´finissons Jw = Js1 · · ·Jsl . (Il re´sultera du
lemme ci-apre`s que cette de´finition est bonne.) Pour r ∈ R(O), on fait de meˆme a`
partir des Jsαi , αi ∈ R(O)i. Si finalement w ∈ W (M,O), w = rwO, avec r ∈ R(O)
et wO ∈WO, on e´crira Jw = JrJwO .
4.7 Lemme: (i) Soit w ∈ WO et soit w = s1 · · · sl une de´composition de w
en syme´tries simples. L’ope´rateur Js1 · · · Jsl ne de´pend que de w et non pas de la
de´composition de w.
(ii) Si s = sα est une re´flexion simple dans WO, alors J
2
s = c
′′
s (µ
Mα)−1, ou` c′′s
est le nombre complexe de´fini dans 3.4.
(iii) Pour tous r, r′ ∈ R(O), on a JrJr′ = Jrr′.
Preuve: Pour (i), d’apre`s [Sp, 8.3.3], il suffit de montrer l’assertion suivante: si s
et s′ sont des syme´tries simples dans WO et si m(s, s
′) de´signe l’ordre de ss′, alors
JsJs′Js · · · = Js′JsJs′ · · · ,
le nombre de facteurs de chaque coˆte´ e´tant e´gal a` m(s, s′). Vu le re´sultat de com-
position e´tabli pour les ope´rateurs As dans 3.5 et la de´finition de Js et de Js′ , ceci
revient a` prouver que
bms
sbms′
ss′bms
ss′sbms′ · · · = bms′
s′bms
s′sbms′
s′ss′bms · · · .
Or, ceci re´sulte du lemme 2.7.
Pour (ii), la preuve de 3.4 reste valable, puisque J2s est la restriction de A
2
s.
Par ite´ration, il suffit de ve´rifier l’e´galite´ (iii) lorsque r = sαi est l’e´le´ment non
trivial d’un R(O)i. Si la projection de r′ sur R(O)i est triviale, alors l’assertion
re´sulte directement de la de´finition 4.6. Sinon, il suffit de montrer que J2r = 1. Par
3.5, on a
J2r = bmrArbmrAr = bmr
rbmr .
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Comme rbmr = b
−1
mr , on a bien bmr
rbmr = 1. ✷
4.8 Lemme: Les ope´rateurs Jw, w ∈ W (M,O), sont K(BO)-line´airement
inde´pendants dans HomG(i
G
PEBO , i
G
PEK(BO)).
Preuve: La preuve de 3.7 se ge´ne´ralise, apre`s avoir remarque´ que les ope´rateurs
Jw sont non nuls. Or, ceci re´sulte du fait que spχ envoie l’espace EBO , conside´re´
comme sous-espace de EB, sur l’espace E muni de la repre´sentation σ⊗χ. Comme
spχ ◦Jw,K(B) = λ(w)Jw−1P |P (σ⊗χ)spχ et que Jw−1P |P (σ⊗χ) 6= 0 pour χ re´gulier,
l’ope´rateur Jw est bien non nul. ✷
4.9 The´ore`me: En tant que K(BO)-modules,
HomG(i
G
PEBO , i
G
PEK(BO)) =
⊕
w∈W (M,O)
K(BO)Jw.
Preuve: Par la re´ciprocite´ de Frobe´nius, on a
HomG(i
G
PEBO , i
G
PEK(BO)) = HomM (r
G
P i
G
PEBO , EK(BO))
Par le lemme ge´ome´trique [BZ, I.5], rGP i
G
PEBO admet une filtration par des sous-
espaces Fw, w ∈WM\WG/WM , dont les sous-quotients sont isomorphes a` wEBO .
On en de´duit une filtration du K(BO)-module HomM (r
G
P i
G
PEBO , EK(BO)) dont les
sous-quotients sont isomorphes a` HomM (wEBO , EK(BO)).
Compte tenu de l’inde´pendance K(BO)-line´aire des ope´rateurs Jw, w ∈ W (M,
O), il reste a` prouver que
HomG(wEBO , (EBO)K(BO)) ≃
{
0, si w 6∈W (M,O);
K(BO), sinon.
Comme wEBO est un quotient de wEB et que (EBO)K(BO) est un sous-module de
EK(B), la nullite´ de HomM (wEB , EK(B)) pour w 6∈ W (M,O) implique celle de
HomM (wEBO , (EBO)K(BO)).
Supposons maintenant w ∈ W (M,O). On a wEBO = ind
M
M1 wE1. Comme
W (M,O) permute les composantes irre´ductibles de E|M1 , on trouve que ind
M
M1 wE1
= EBO , d’ou`, d’apre`s 4.2, HomM (wEBO , EK(BO)) = K(BO). ✷
5. Dans cette section, on va de´finir pour tout w ∈ WO un ope´rateur Tw ∈
EndG(i
G
PEBO) et montrer que les ope´rateurs JrTw, r ∈ R(O) et w ∈ WO, forment
une base du BO-module EndG(i
G
PEBO).
5.1 Lemme: Soit α ∈ ∆O, s = sα. Posons cs = c
′
s
−1
c′′s (ou` c
′
s et c
′′
s sont les
nombres complexes de´finis respectivement en 1.5 et en 3.4).
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(i) L’ope´rateur sp1(Xα − 1)Js est scalaire sur iKP∩KE et
(sp1(Xα − 1)Js)
2 = cs
(1− q−as)2(1 + q−bs)2
4
.
Par ailleurs, si χ ∈Xnr(M) ve´rifie Xα(χ) = 1, alors, pour v ∈ iKP∩KEBO ,
spχ(Xα − 1)Jsv = (sp1(Xα − 1)Js)spχv.
(ii) Supposons que µMα s’annule en Xα = −1. Fixons χ−1 ∈ X
nr(M) tel que
Xα(χ−1) = −1. L’ope´rateur spχ−1(Xα + 1)Js est scalaire sur i
K
P∩KE et
(spχ−1(Xα + 1)Js)
2 = cs
(1 + q−as)2(1− q−bs)2
4
.
Par ailleurs, si χ ∈Xnr(M) ve´rifie Xα(χ) = −1, alors, pour v ∈ iKP∩KEBO ,
spχ(Xα + 1)Jsv = (spχ−1(Xα − 1)Js)spχv.
Preuve: (i) D’apre`s le lemme 1.8 et nos choix, la repre´sentation iMαP∩Mασ est
irre´ductible, et la restriction de Js a` i
K
P∩KE a un poˆle simple en Yα = 1. L’ope´rateur
sp1(Xα − 1)Js est de´fini a` partir d’un entrelacement de cette repre´sentation avec
elle-meˆme. Cela doit donc eˆtre un scalaire. On a
(sp1(Xα − 1)Js)
2 = sp1((Xα − 1)Js(Xα − 1)Js) = sp1((Xα − 1)(X
−1
α − 1)J
2
s ).
Comme (Js)
2 = c′′s (µ
Mα)−1, on trouve bien l’expression dans l’e´nonce´, apre`s avoir
remplace´ µMα par l’expression donne´e dans la proposition 1.6.
Soit maintenant χ ∈ Xnr(M) tel que Xα(χ) = 1. Ils existent alors η ∈ Stab(O)
et χ1 ∈X
nr(Mα) tels que χ = ηχ1. On a
sχ1 = χ1 et χ1(ms) = 1. Remarquons par
ailleurs qu’en tant qu’espace vectoriel, iKP∩KEBO =
⊕
m∈M/Mσ i
K
P∩Kσ(m)E1 ⊗ bm.
Soit m ∈ M et vm ∈ iKP∩Kσ(m)E1. On a, en tant que fonction rationnelle en
χ′ ∈ Xnr(M),
spχ′χ(Xα − 1)Jsvm ⊗ bm
=(Xα(χχ
′)− 1)(χχ′)(ms)ρσ,sλ(s)JsP |P (σ ⊗
s(χ′χ)) s(χ′χ)(m)vm
=χ1(m)(Xα(χ
′)− 1)(ηχ′)(ms)ρσ,sλ(s)JsP |P (σ ⊗
s(χ′η)) sχ′(m) sη(m)vm
=χ1(m)(Xα(χ
′)− 1)(ηχ′)(ms)ρσ,sλ(s)JsP |P (σ ⊗
s(χ′η)) sχ′(m)φσ,sηvm
=χ1(m)(Xα(χ
′)− 1)(ηχ′)(ms)ρσ,sφσ,sηλ(s)JsP |P (σ ⊗
sχ′) sχ′(m)vm.
Spe´cialisant en χ′ = 1, on trouve
spχ(Xα − 1)Jsvm ⊗ bm = χ1(m)η(ms)ρσ,sφσ,sηρ
−1
σ,ssp1(Xα − 1)Jsvm ⊗ bm.
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On vient de voir que sp1(Xα − 1)Jsvm ⊗ bm est un e´le´ment de iKP∩Kσ(m)E1. Soit
e1 ∈ E1. Remarquons que ρ−1σ,se1 est un e´le´ment de (sσ)(m
−1
s )E1. Alors
ρσ,sφσ,sηρ
−1
σ,sσ(m)e1 = ρσ,sφσ,sη(sσ)(m)ρ
−1
σ,se1
= ρσ,sη(m
−1
s )η(m)(sσ)(m)ρ
−1
σ,se1
= η(m−1s )η(m)σ(m)e1,
i.e. (ρσ,sφσ,sηρ
−1
σ,s)|iKP∩Kσ(m)E1 = η(m
−1
s )η(m). La dernie`re assertion du (i) du
lemme en re´sulte.
(ii) Observons d’abord que sχ−1χ
−1
−1 ∈ Stab(O): comme µ
Mα s’annule en Xα =
−1, on trouve par les re´sultats de Harish-Chandra que σ ⊗ χ−1 ≃ s(σ ⊗ χ−1) ≃
sσ ⊗ sχ−1 ≃ σ ⊗ sχ−1, d’ou` σ ≃ σ ⊗ sχ−1χ
−1
−1. Posons η−1 =
sχ−1χ
−1
−1. Soit
vm ∈ iKP∩Kσ(m)E1. On a alors, en tant que fonction rationnelle en χ
′ ∈ Xnr(M),
spχ′χ−1(Xα + 1)Jsvm ⊗ bm
=(Xα(χ
′χ−1) + 1)(χ
′χ−1)(ms)ρσ,sλ(s)JsP |P (σ ⊗
s(χ−1χ
′))s(χ−1χ
′)(m)vm
=(Xα(χ
′χ−1) + 1)(χ
′χ−1)(ms)ρσ,sλ(s)JsP |P (σ ⊗ η−1χ−1
sχ′)(χ−1
sχ′)(m)×
× φσ,η−1vm
=(Xα(χ
′χ−1) + 1)(χ
′χ−1)(ms)ρσ,sφσ,η−1λ(s)JsP |P (σ ⊗ χ−1
sχ′)(χ−1
sχ′)(m)vm
=χ−1(m)χ−1(ms)ρσ,sφσ,η−1ρ
−1
σ⊗χ−1,s(−Xα(χ
′) + 1)χ′(ms)ρσ⊗χ−1,sλ(s)×
× JsP |P (σ ⊗ χ−1
sχ′)χ′(m)vm
Notons Js,χ−1 l’ope´rateur dans EndG((Eχ−1 )BO)K(BO) de´fini comme Js, en rem-
plac¸ant σ par σ ⊗ χ−1. Alors, d’apre`s (i), on a pour χ ∈ X
nr(M) avec Xα(χ) = 1,
spχ−1χ((Xα + 1)Js)vm ⊗ bm
=χ−1(m)χ−1(ms)ρσ,sφσ,η−1ρ
−1
σ⊗χ−1,sspχ(−Xα + 1)Js,χ−1vm ⊗ bm
=χ−1(ms)ρσ,sφσ,η−1ρ
−1
σ⊗χ−1,s(sp1(−Xα + 1)Js,χ−1)spχ−1χvm ⊗ bm.
L’ope´rateur ρσ,sφσ,η−1ρ
−1
σ⊗χ−1,s vient par fonctorialite´ d’un automorphisme d’une
repre´sentation irre´ductible dans E, puisque s(σ ⊗ χ−1)η−1 = sσ ⊗ χ−1. C’est
donc un scalaire. En posant ci-dessus χ = 1 et en utilisant la partie (i) du lemme
relative a` l’ope´rateur Js,χ−1 , on trouve que l’ope´rateur spχ−1(Xα+1)Js est scalaire
sur iKP∩KE. L’e´galite´ ci-dessus implique alors e´galement la dernie`re assertion de la
partie (ii) du lemme.
Concernant la deuxie`me assertion, il suffit de remarquer que
(spχ−1(Xα + 1)Js)
2 = spχ−1(Xα + 1)(X
−1
α + 1)J
2
s ,
et on conclut comme pour (i). ✷
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5.2 De´finition: Soit α ∈ ∆O, s = sα. Fixons une racine carre´e c
1/2
s de cs.
D’apre`s le lemme 5.1, il existe ǫ1, ǫ−1 ∈ {±1} tels que
sp1(Xα − 1)Js = ǫ1c
1/2
s
(1− q−as)(1 + q−bs)
2
sp1
et spχ−1(Xα + 1)Js = ǫ−1c
1/2
s
(1 + q−as)(1 − q−bs)
2
spχ−1 .
Posons
Rs =
{
−ǫ1qas+bsc
−1/2
s Js, si ǫ1bs 6= ǫ−1bs;
−ǫ1qas+bsc
−1/2
s XαJs, si ǫ1bs = ǫ−1bs.
et Ts = Rs + (q
as+bs − 1)
Xα(Xα −
qbs−qas
qas+bs−1
)
X2α − 1
.
5.3 Lemme: Un e´le´ment A ∈ HomG(i
G
PEBO , i
G
PEK(BO)) est dans EndG(i
G
PEBO),
si et seulement si, pour tout v ∈ iGPEBO et pour tout v
∨ ∈ iKP∩KE
∨, l’application
X
nr(M)→ C, χ 7→ 〈spχAv, v∨〉, est re´gulie`re.
Preuve: La condition est ne´cessaire, puisque, si A(v) ∈ iGPEBO , alors spχ(A(v)) ∈
iGPEχ pour tout χ ∈ X
nr(M).
La condition est suffisante: Soit v ∈ iGPEBO . Par l’inclusion i
G
PEBO ⊆ i
K
P∩KE ⊗
K(B), on peut e´crire Av =
∑
i∈I vi ⊗ bi avec bi ∈ K(B) et les vi C-line´airement
inde´pendants dans iKP∩KE.
Soient v∨i ∈ i
K
P∩KE
∨, i ∈ I, des e´le´ments duaux aux vi. Alors 〈spχ(A(v)), v∨i 〉 =
bi. Il en re´sulte donc que bi ∈ B pour tout i ∈ I, i.e. Av ∈ i
G
PEB ∩ (i
G
PEBO)K(BO)
= iGPEBO . ✷
5.4 Proposition: Les ope´rateurs Tsα , α ∈ ∆O, de´finis dans 5.2, appartiennent
a` EndG(i
G
PEBO).
Preuve: Posons s = sα. Il faut montrer que Ts est re´gulier en tout χ ∈X
nr(M).
E´crivons Ts = psJs + rs avec ps ∈ B× et rs ∈ K(BO). Soient v ∈ i
K
P∩KEO et
v∨ ∈ E∨. L’application χ 7→ 〈spχTsv, v∨〉 est re´gulie`re en χ, sauf peut-eˆtre si
Xα(χ) = 1 ou si Xα(χ) = −1 et bs 6= 0.
Remarquons d’abord que
ResXα=±1rs =
±1
2
(qas+bs − 1− (±1)(qbs − qas)).
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La re´gularite´ en χ ∈ Xnr(M) tel que Xα(χ) = 1 re´sulte alors de l’e´galite´ spχ(Xα−
1)psJs = −qas+bs
(1−q−as )(1+q−bs )
2 spχ, et celle en χ ∈ X
nr(M) tel que Xα(χ) = −1
de l’e´galite´ spχ(Xα + 1)psJs = q
as+bs (1+q
−as )(1−q−bs )
2 spχ, si bs 6= 0. ✷
5.5 Proposition: Soit α ∈ ∆O, s = sα. Alors (Ts + 1)(Ts − q
as+bs) = 0.
Preuve: Soit Ts un ope´rateur de la forme psJs + rs avec ps ∈ C× et rs ∈ K(B).
Alors
(Ts + 1)(Ts − q
as+bs) =T 2s + (1 − q
as+bs)Ts − q
as+bs
=(rs +
srs + 1− q
as+bs)psJs
+ p2sJ
2
s + r
2
s + (1− q
as+bs)rs − q
as+bs .
Comme 1 et Js sont K(B)-line´airement inde´pendants, l’e´quation (Ts + 1)(Ts −
qas+bs) = 0 e´quivaut a`
rs +
srs + 1− q
as+bs = 0 et p2sJ
2
s + r
2
s + (1− q
as+bs)rs − q
as+bs = 0.
Pour Ts de´fini comme ci-dessus dans le cas ǫ1bs 6= ǫ−1bs, la ve´rification de ces
identite´s se fait par un calcul e´le´mentaire. Le cas ǫ1bs = ǫ−1bs en re´sulte, puisque
(XαJs) (XαJs) = J
2
s . ✷
5.6 De´finition: Fixons pour tout w ∈ WO une de´composition re´duite en
syme´tries simples w = s1 · . . . · sl et de´finissons Tw = Ts1 · . . . · Tsl . (En partic-
ulier, T1 = id.)
5.7 Proposition: Soient w,w′ ∈WO.
(i) Si lO(ww
′) = lO(w) + lO(w
′), alors TwTw′ est de la forme bw,w′Jww′ +∑
w′′ fw,w′,w′′ Jw′′ , avec bw,w′ ∈ B
×
O et fw,w′,w′′ ∈ K(BO), fw,w′,w′′ = 0 lorsque
lO(w
′′) ≥ lO(ww
′).
(ii) Si lO(ww
′) < lO(w) + lO(w
′), alors TwTw′ est de la forme
∑
w′′ fw,w′,w′′Jw′′
avec fw,w′,w′′ ∈ K(BO), fw,w′,w′′ = 0 lorsque lO(w
′′) ≥ lO(w) + lO(w
′).
Preuve: Ceci re´sulte directement de la de´finition de Tw et de 4.7 (i), (ii). ✷
5.8 Lemme: Soit w′ ∈ WO et notons w0 l’e´le´ment le plus long dans WO.
Supposons pour tout w ∈ WO donne´ un ope´rateur Tw,w′ dans EndG(i
G
PEBO) de la
forme
∑
w′′ fw,w′′Jw′′ , avec fw,w′′ ∈ K(BO), fw,w0 = 0 si w 6= w
′ et fw′,w0 ∈ B
×
O .
Soit χ ∈ Xnr(M) et soient cr,w, r ∈ R(O), w ∈ WO, des nombres complexes tels
que
∑
r,w cr,wspχJrTw,w′ = 0. Alors c1,w′ = 0.
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Preuve: Fixons un sous-groupe H de G ve´rifiant les proprie´te´s indique´es dans
[H, 5.] relatives a` P et O. Fixons un e´le´ment v 6= 0 de (iKP∩KE)
H de support
contenu dans (P ∩ K)H et a` valeurs dans E1. Il s’identifie donc a` l’e´le´ment de
iGPEBO de´fini pour m ∈ M , u ∈ U et k ∈ K par muk 7→ δ
1/2
P σB(m)v(k). Soit v
∨
un e´le´ment de (iK
P∩K
E∨)H de support contenu dans (P ∩ K)H . On suppose que
v∨ a e´te´ choisi tel que 〈(v(1), v∨(1)〉 6= 0. L’ope´rateur rationnel JP |w0Pλ(w0) est
re´gulier sur O∨ par 1.10 (ou` w0 de´signe l’e´le´ment de longueur maximale de WO).
Posons A = JP |w0P (σ ⊗ ·)λ(w0).
On de´duit de [H, 5.3] (ou` il faut inverser les roˆles de v et v∨) que, pour w ∈
W (M,O), 〈JP |wP (σ ⊗ χ
′)λ(w)ρwv,A(χ
′)ρ∨w0v
∨〉 est une fonction constante en χ′
qui ne peut eˆtre 6= 0 que si w = w0. Si w = w0, alors sa valeur est de la forme
cw〈v(1), v∨(1)〉, ou` cw est un nombre complexe 6= 0 qui ne de´pend pas de v et v∨.
Supposons
∑
r,w cr,wspχJrTw,w′ = 0. Alors,
〈
∑
r,w
cr,wJrTw,w′v,Aρ
∨
w0v
∨〉
=
∑
r,w
∑
w′′
〈cr,wJrfw,w′′Jw′′v,Aρ
∨
w0v
∨〉
=
∑
r,w
∑
w′′
cr,wfw,w′′〈JrJw′′v,Aρ
∨
w0v
∨〉
Observons maintenant que, d’apre`s le lemme 3.2 et la preuve de 3.3, pour w ∈
WO, r ∈ R(O) et χ
′ ∈ Xnr(M) un point re´gulier, et compte tenu de la de´finition
de JrJw, spχ′JrJwv est le produit d’un nombre complexe non nul avec
ρσ,rwλ(rw)Jw−1r−1P |P (σ ⊗ (w
−1r−1χ′))spw−1r−1χ′v
=ρσ,rwJP |rwP (rwσ ⊗ χ
′)λ(rw)v
=JP |rwP (σ ⊗ χ
′)λ(rw)ρσ,rwv,
les proprie´te´s de commutations pour ρσ,rw par rapport a` JP |rwP (·)λ(rw) re´sultant
du fait que celui-ci est de´fini par fonctorialite´ a` partir d’un isomorphisme entre des
repre´sentations dans E (cf. 2.5).
D’apre`s ce qui pre´ce`de, on voit que le produit 〈JP |rwP (σ⊗χ
′)λ(rw)ρσ,rwv,A(χ
′)
ρ∨w0v
∨〉 est nul, sauf si r = 1 et w = w0, et alors sa valeur est par choix de v
∨ non
nulle e´gale a` cw0〈(v(1), v
∨(1)〉 =: c. Il s’ensuit que
0 = 〈
∑
r,w
spχcr,wJrTw,w′v,A(χ)ρ
∨
w0v
∨〉
= c1,w′fw′,w0(χ)c.
Comme fw′,w0 ∈ B
×, on a fw′,w0(χ) 6= 0, et il en re´sulte que c1,w′c = 0, d’ou`
c1,w′ = 0. ✷
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5.9 Proposition: Pour tout χ ∈ Xnr(M), les ope´rateurs spχJrTw, r ∈ R(O),
w ∈WO, sont line´airement inde´pendants.
Preuve: Soit χ ∈ Xnr(M). On va d’abord prouver par re´currence de´croissante
sur l, 0 ≤ l ≤ lO(w0), que, lorsque cr,w, r ∈ R(O), w ∈ WO, sont des nombres
complexes tels que
∑
r,w cr,wspχJrTw = 0, alors c1,w = 0 pour tout w de longueur
supe´rieure ou e´gale a` l.
Il re´sulte du lemme pre´ce´dent et de 5.7 (en posant w′ = 1) que cette affirmation
est vraie pour l = l(w0). Soit donc 0 ≤ l < l(w0) et supposons-la vraie pour l + 1.
Soient cr,w des nombres complexes tels que
∑
r,w cr,wspχJrTw = 0. On a donc
c1,w = 0 lorsque l(w) > l. Soit w1 ∈ WO tel que l(w1) = l. Posons w
′ = w−11 w0 et
A :=
∑
r,w cr,wJrTw. Par hypothe`se, spχA = 0 et donc spχATw′ = 0.
D’autre part,
ATw′ =
∑
r,w
cr,wJr(TwTw′).
On va de´duire du lemme 5.8 que c1,w1 = 0. Si l(w) > l, alors c1,w = 0 par hypothe`se
de re´currence. Si l(w) = l, alors l(ww′) ≤ l(w) + l(w′) = l(w0), puisque par [B, VI,
paragraphe 1, Cor. 3], l(w′) = l(w0) − l. Par la proposition 5.7, TwTw′ est, pour
l(w) ≤ l et w 6= w1, combinaison K(BO)-line´aire d’ope´rateurs Jw′′ , l(w
′′) < l(w0),
alors que Tw1Tw′ est de la forme fw1,w0Jw0 +
∑
w′′ 6=w0
fw1,w′′Jw′′ avec fw1,w0 ∈ B
×
O
et fw1,w′′ ∈ K(BO). Les hypothe`ses du lemme 5.8 sont donc bien ve´rifie´es, et, par
suite, c1,w1 = 0.
De´duisons-en maintenant que cr′,w = 0 pour tout r
′ ∈ R(O) et w ∈ WO. Soit
r′ ∈ R. Remarquons que TwJr′−1 = Jr′−1Tr′wr′−1 par 3.5.
Comme 0 = spχAJr′−1 et, d’autre part,
AJr′−1 =
∑
r,w
cr,wJrJr′−1 Tr′wr′−1 ,
on trouve, en utilisant 4.7 (iii),
0 = spχAJr′−1 =
∑
r,w
cr,r′−1wr′spχJrr′−1Tw.
Par ce qui a e´te´ montre´ dans la premie`re partie, il en re´sulte bien que cr′,w = 0
pour tout w ∈WO. ✷
5.10 The´ore`me:
EndG(i
G
PEBO) =
⊕
r∈R(O),w∈WO
BOJrTw.
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Preuve: Il est clair par de´finition et 5.4 que l’espace de droite est inclus dans
l’espace de gauche.
D’autre part, par le the´ore`me 4.9 et 5.7, l’espace de gauche est inclus dans⊕
r,w K(BO)JrTw. Il suffit donc de prouver qu’une combinaison line´aire de la
forme A :=
∑
r,w b
−1br,wJrTw avec br,w et b dans BO est dans EndG(i
G
PEBO), si et
seulement si b divise tous les br,w dans BO.
On se rame`ne au cas ou` b et br,w sont premiers entre eux dans BO. Il faut alors
prouver que b est une unite´. Supposons par l’absurde que b n’est pas une unite´.
L’anneau BO e´tant factoriel, il suffit de conside´rer le cas ou` b est irre´ductible. Alors
il existe au moins un e´le´ment χ ∈ Xnr(M) tel que b(χ) = 0, alors que br,w(χ) 6= 0
pour au moins un couple (r, w). Comme 0 = spχbA =
∑
r,w br,w(χ)spχJr Tw, ceci
contredit la proposition 5.9 qui dit que les ope´rateurs spχJrTw sont C-line´airement
inde´pendants pour tout χ ∈Xnr(M). ✷
5.11 Corollaire: Le centre ZO de EndG(i
G
PEBO) est forme´ des e´le´ments W (M,
O)-invariants dans BO.
Preuve: En effet, supposons
∑
r,w br,wJrJw dans le centre. Alors, pour tout
r ∈ R(O), w ∈ WO, b ∈ BO, bbr,w =
rwbbr,w. Par suite, br,w = 0 si rw 6= 1. Le
centre de EndG(i
G
PEBO) est donc contenu dans BO, et il est alors clair que c’est
B
W (M,O)
O . ✷
5.12 Notons K(ZO) le corps de fractions de ZO et posons EndG(i
G
PEBO)K(ZO) =
EndG(i
G
PEBO)⊗ZO K(ZO).
Corollaire: L’alge`bre EndG(i
G
PEBO)K(ZO) est un K(BO)-module qui est canon-
iquement isomorphe a` HomG(i
G
PEBO , i
G
PEK(BO)).
Preuve: Remarquons tout d’abord que BO ⊗ZO K(ZO) est canoniquement iso-
morphe a` K(BO) (cf. [L]). Il en re´sulte par 5.10 que EndG(i
G
PEBO)K(ZO) est iso-
morphe a`
⊕
r,wK(BO)JrTw, d’ou` le corollaire par 4.9 et 5.7. ✷
6. Rappelons que l’on a de´fini en 1.5 pour tout α ∈ ∆σ,µ un e´le´ment hα dans
M ∩M1α et un nombre re´el tα. Posons α˜ := HM (hα
tα). De´signons par ΛO le Z-
module libre dans aM e´gal a` l’image de M
σ/M1 par HM , par Λ
∨
O le Z-module libre
inclus dans a∗M qui est par 〈·, ·〉 en dualite´ parfaite avec ΛO, par ΣO l’ensemble des
α˜, α ∈ ΣO,µ, et, finalement, par Σ
∨
O l’ensemble des multiples α
∗ de α, α ∈ ΣO,µ,
tels que 〈α∗, α˜〉 = 2.
6.1 Proposition: Le quadruplet (ΛO,ΣO,Λ
∨
O,Σ
∨
O) est une donne´e radicielle. Le
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syste`me de racines sous-jacent est re´duit. Le groupe de Weyl de ΣO est canonique-
ment isomorphe a` WO, et l’ensemble ∆O = {HM (h
tα
α ), α ∈ ∆O,µ} forme une base
de ΣO.
Par ailleurs, si Σ′µ est une composante irre´ductible de ΣO,µ, et si Σ
′
µ n’est pas
de type Cn, alors l’ensemble des α˜, α ∈ Σ′µ, est une composante irre´ductible de
ΣO qui est du meˆme type que Σ
′. Dans le cas contraire, la composante irre´ductible
correspondante de ΣO est de type Bn.
D’abord un lemme:
6.2 Lemme: Soit α ∈ ΣO,µ. Notons mα le plus grand nombre > 0, tel que
χ 2pii
mα log q
α ∈ X
nr(Mα). Alors HM (hα) =
mα
2 α
∨.
Preuve: E´crivons HM (hα) =
m
2 α
∨ avec m > 0. Alors
1 = χ 2pii
mα log q
α(hα) = q
−〈 2pii
mα log q
α,HM (hα)〉 = q−
2pii
log q
m
mα .
Il s’ensuit que m ∈ mαZ. Mais, alors, graˆce a` la maximalite´ de mα, il faut que
mα = m. ✷
Preuve: (de la proposition) Fixons une composante ΣO,µ,i de ΣO,µ, et notons
{α1, . . . , αd} sa base. Rappelons que d = di, sauf si ΣO,µ,i est de type Ad. Alors
d = di−1. Un e´le´ment de X
nr(M) est de la forme | detm1 |
s1,1⊗· · ·⊗ | detm1 |
s1,d1 ⊗
| detm2 |
s2,1⊗· · ·⊗ | detm2 |
s2,d2 ⊗· · ·⊗ | detmr |
sr,1⊗· · ·⊗ | detmr |
sr,dr ⊗1, ou` les si,j
sont des nombres complexes. Pour j = 1, . . . , di−1, χαj est donne´e par si,j = 1/mi,
si,j+1 = −1/mi, les autres exposants si′,j′ e´tant nuls. Si d = di, alors χαd est donne´
par si,d = 1/mi et si,d−1 = 0 (resp. si,d−1 = 1/mi), si ΣO,µ,i est de type Bd (resp.
Dd), et par si,d = 2/mi si ΣO,µ,i est de type Cd, les autres exposants e´tant nuls.
Fixons une uniformisante ω˜ de F . On peut choisir hαj = diag(1, 1, . . . , 1, ω˜,
ω˜−1, 1, . . . , 1) pour j = 1, . . . , di − 1, et, si d = di, hαd = diag(1, . . . , 1, ω˜, 1, . . . , 1)
si ΣO,µ,i est de type Bd ou Cd , et hαd = diag(1, 1, . . . , 1, ω˜, ω˜, 1, . . . , 1) si ΣO,µ,i est
de type Dd, ω˜ se trouvant chaque fois a` la dernie`re place sur la diagonale de la j
e`me
(ou de`me) copie de GLmi .
Posons ǫ = 2, si ΣO,µ,i est de type Bd, ǫ = 1 sinon. Alors, on en de´duit
mαj = 2m
−1
i pour j = 1, . . . , di − 1, et, si d = di, mαd =
2
ǫm
−1
i . Si ti de´signe
l’ordre du stabilisateur de σi, on a par ailleurs tαj = ti pour j = 1, . . . , d. Par suite,
graˆce au lemme 6.2,
∆O,i = {
ti
mi
α∨1 , . . . ,
ti
mi
α∨di−1,
ti
ǫmi
α∨d }.
Ce sont des e´le´ments de ΛO = HM (M
σ/M1), puisque par construction ces e´le´ments
sont de la forme HM (h
tα
α ), α ∈ ∆O,µ, alors que h
tα
α ∈M
σ d’apre`s 1.13, en remar-
quant que le groupe Stab(O) ope`re d’apre`s la de´finition 1.5 trivialement sur les
htαα .
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On pose ∆∨O,i = {
mi
ti
α1, . . . ,
mi
ti
αdi−1 ,
ǫmi
ti
αdi}. On a ∆
∨
O,i ⊆ Λ
∨
O: observons
d’abord que les groupes GLmi /(GLmi)
1 sont cycliques. Le groupe (GLmi)
σi/
(GLmi)
1 en est un sous-groupe d’indice ti (car (GLmi /(GLmi)
1)ti = (GLmi)
σ/
(GLmi)
1)), et le groupe Mσ/M1 est un produit de tels groupes. Il est clair que
les caracte`res rationnels miαj , conside´re´s comme e´le´ments de a
∗
M , envoient l’image
de M par HM dans Z. Comme les e´le´ments de ∆
∨
O,i sont triviaux sur les facteurs
GLmj , j 6= i, il en re´sulte suit que les
mi
ti
αj envoient M
σ/M1 dans Z, i.e. ce sont
des e´le´ments de Λ∨O.
On voit que le syste`me des racines obtenu est du meˆme type que ΣO,µ,i sauf
dans le cas ou` celui-ci est de type Cd. Alors, on trouve un syste`me e´quivalent au
syste`me dual de ΣO,µ,i. Il est donc de type Bd. ✷
7. On va maintenant faire le lien avec les alge`bres de Hecke avec parame`tres.
7.1 Rappelons d’abord la notion d’alge`bre de Hecke avec parame`tres de´finie dans
[L].
Soit (Λ,Λ∨,Σ,Σ∨,∆) un quintuplet, ou` Λ et Λ∨ sont des groupes abe´liens libres
de type fini en dualite´ par une application Z-biline´aire 〈·, ·〉 : Λ × Λ∨ → Z, Σ ⊆ Λ
un syste`me de racines, ∆ une base de Σ et Σ∨ ⊆ Λ∨ le syste`me de racines dual de
Σ, la dualite´ e´tant donne´ par 〈·, ·〉.
De´signons parW (Σ) le groupe de Weyl de Σ. Notons Σ1, . . . ,Σr les composantes
irre´ductibles de Σ et ∆i := ∆ ∩ Σi. Pour tout i ∈ {1, . . . , r}, supposons donne´ un
ensemble {qα, α ∈ ∆i} de nombres re´els > 1 tels que qα = qβ , si α et β sont
conjugue´s par un e´le´ment du groupe de Weyl de Σi. Si Σi est de type Bn, on se
donne en outre un nombre re´el qi > 1.
Lorsque α est dans Σ, de´signons par sα la syme´trie e´le´mentaire de Λ associe´e a`
α, et, pour α, β ∈ Σ, par m(α, β) l’ordre de sαsβ .
Conside´rons le groupe B0(Σ) de ge´ne´rateurs Usα , α ∈ ∆, avec les relations
de tresse UsαUsβUsα · · · = UsβUsαUsβ · · · (m(α, β) facteurs) pour tous α, β ∈ ∆.
Remarquons qu’alors Usα1 · · ·Usαr = Usβ1 · · ·Usβr , lorsque sα1 · · · sαr et sβ1 · · · sβr
sont des de´compositions re´duites d’un meˆme e´le´ment w de W (Σ) [Sp, 8.3.3]. On
peut donc poser Uw := Usα1 · · ·Usαr . Notons H0(Σ) le quotient de l’alge`bre de
groupe de B0(Σ) par l’ide´al bilate`re engendre´ par les e´le´ments (Usα +1)(Usα − qα),
α ∈ ∆.
Notons C = C[Λ] l’alge`bre de groupe de Λ et Zλ l’e´le´ment de C associe´ a` λ ∈ Λ.
On appellera alge`bre de Hecke avec parame`tres {qα} et {qi}, et on notera H :=
H(Σ, {qα}, {qi}) la C-alge`bre qui, en tant que C-espace vectoriel est engendre´e
par UwZλ, w et λ parcourant respectivement W (Σ) et Λ. La multiplication dans
H(Σ, {qα}, {qi}) est de´duite de celle dans H0(Σ) et de celle dans C avec la re`gle de
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commutation
ZλUsα − UsαZsαλ =
 (qα − 1)
Zλ−Zsα(λ)
1−Z−α
, si α∨ 6∈ 2Λ∨,
(qα − 1 + Z−α((qαqi)1/2 − (qαq
−1
i )
1/2))
Zλ−Zsα(λ)
1−Z−2α
, sinon;
pour α ∈ ∆ et λ ∈ Λ.
Ceci est bien de´fini parce que α∨ ∈ 2Λ∨ est e´quivalent a` dire que la composante
irre´ductible Σi de Σ a` laquelle α appartient est de type Bn et que α est la racine
courte dans ∆ ∩ Σi.
Notons Z le centre de H, K(Z) son corps des fractions, et posons HK(Z) =
H⊗ZK(Z). Suivant [L, 3.12], on a HK(Z) =
⊕
w∈W (Σ)K(C)Uw, ou` K(C) de´signe
le corps des fractions de C.
7.2 Lemme: Soient α, α′ ∈ ∆O, s = sα, s
′ = sα′ , et m ∈ Z tels que (ss
′)m = 1.
Supposons ou que bs = bs′ = 0, ou que s et s
′ commutent, ou bien que α et α′
engendrent un syste`me de racines de type B2, que α
′ soit la racine courte et que
bs = 0. Alors TsTs′Ts · · · = Ts′TsTs′ · · · , le nombre de facteurs de chaque coˆte´ e´tant
m.
Remarque: Il semblerait que les conclusions du lemme ci-dessus deviennent
fausses, si on omet une des hypothe`ses.
Preuve: Le syste`me de racines Σ1 engendre´ par α et α
′ est re´duit de rang 2. S’il
est re´ductible, il est de type A1×A1, et Js et Js′ commutent. Mais, alors Ts et Ts′
commutent e´galement, et l’assertion est triviale.
Sinon, Σ1 est de type A2, B2 ou G2. Sans perte de ge´ne´ralite´, on peut sup-
poser que la racine α′ est au plus aussi longue que α. Notons m l’ordre de sαsα′ .
On pose qα = q
as , qα′ = q
as′+bs′ et q0 = q
as′−bs′ . Conside´rons le quintuplet
(ΛO,Λ
∨
O,Σ1,Σ
∨
1 , {α, α
′}) et l’alge`bre de Hecke a` parame`tres H = H(Σ1, {qα, qα′},
{q0}) associe´e. Remarquons que C[ΛO] s’identifie a` BO. Notons Z le centre de H.
L’alge`bre HK(Z) est donc un K(BO)-module.
Avec les notations de 7.1, posons
jα =
qα − Zα
1− Zα
et jα′ =
(q
1/2
α′ q
1/2
0 − Zα′)(Zα′ + q
1/2
α′ q
−1/2
0 )
1− Z2α′
.
Pour P ∈ C, β ∈ {α, α′} et t = sβ , les re`gles de commutation impliquent que
P (Uβ − qβ)− (Uβ − qβ)
tP = ( tP − P )jβ . (*)
Si β ∈ Σ1 est conjugue´ a` α (resp. α′), posons jβ = jα(Yβ) (resp. jβ = jα′(Yβ)).
DansHK(Z), posons Ss = Us−qα+jα, Ss′ = Us′−qα′+jα′ , et, lorsquew ∈W (Σ1)
et que w = sα1 · · · sαr est une de´composition re´duite de w, Sw = Sα1 · · ·Sαr .
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Ceci ne de´pend pas de la de´composition re´duite choisie [R, 4.3]. Alors, pour tout
w,w′ ∈W (Σ1),
SwSw′ = (
∏
β
jβj−β)Sww′ ,
le produit portant sur l’ensemble des β ∈ Σ+1 tels que w
−1β < 0 et w′
−1
w−1β > 0
[R, 4.3].
On va montrer qu’il existe un unique homomorphisme d’alge`bres HK(Z) →
EndG(i
G
PEBO)K(ZO) qui envoie Ss sur Rs, Ss′ sur Rs′ et qui induit l’identite´ sur
K(BO). Il en suivra la relation TsTs′Ts · · · = Ts′TsTs′ · · · , le nombre de facteurs de
chaque coˆte´ e´tant e´gal a` l’ordre ss′, puisque Us 7→ Ts et que Us′ 7→ Ts′ .
Comme les ope´rateurs Ss et Ss′ engendrent ensemble avec K(BO) l’alge`bre
HK(Z), l’unicite´ est e´vidente. Il reste a` prouver l’existence, i.e. que Rs, Rs′ ve´rifient
les meˆmes relations que Ss, Ss′ .
La ve´rification des relations de commutation (*) est un calcul e´le´mentaire. Il en
est de meˆme des identite´s R2s = jαj−α et R
2
s′ = jα′j−α′ . Il reste a` ve´rifier que,
lorsque w ∈ W (Σ1) et que w = sα1 · · · sαr est une de´composition en syme´tries
simples de w, alors Rsα1 · · ·Rsαr est inde´pendant du choix de cette de´composition.
Pour cela, on va e´tudier les diffe´rents cas. En fait, si m(s, s′) de´signe l’ordre de
ss′, il suffit de montrer que RsRs′Rs · · · = Rs′RsRs′ · · · , le nombre de facteurs de
chaque coˆte´ e´tant m(s, s′) [Sp, 8.3.3].
Si Σ1 est de type A2 ou G2, alors bs′ = 0 par hypothe`se et cs′ = cs, puisque s
et s′ sont conjugue´s. Les relations ci-dessus sont alors une conse´quence directe du
corollaire 3.4.
Supposons maintenant Σ1 de type B2. Il faut montrer que Rs1Rs2Rs1Rs2 =
Rs2Rs1Rs2Rs1 . Comme chaque facteur Rsi apparaˆıt avec la meˆme multiplicite´,
les facteurs scalaires sont e´gaux. On est donc ramene´ a` l’e´galite´ XαJsαXα′Jsα′Xα
JsαXα′Jsα′ = Xα′Jsα′XαJsαXα′Jsα′XαJsα qui re´sulte du lemme 2.7. ✷
7.3 Proposition: Lorsque Σi est une composante irre´ductible de ΣO et que
α ∈ ∆ ∩ Σi, alors bsα 6= 0 implique que Σi est de type Bn et que α correspond a` la
racine courte de Bn.
Preuve: Il re´sulte des travaux de Bernstein-Zelevinsky [BZ] et, dans le cas d’une
alge`bre simple, de [T] que bsα = 0 si la fonction µ
Mα est e´gale a` celle pour un
groupe line´aire ge´ne´ral ou le groupe multiplicatif d’une alge`bre simple. Ceci est
e´galement vrai pour SL2(F ) et PGL2(F ). Or, dans les autres cas, Σi est, d’apre`s
1.13 et 6.1, de type Bn et α est la racine courte. ✷
7.4 Lorsque Σi est une composante irre´dictible de ΣO, de´signons par αi l’unique
racine dans ∆ ∩ Σi telle que α∨i ∈ 2Λ
∨
O, si une telle racine existe.
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Proposition: L’alge`bre
⊕
w∈WO
BO Tw est une alge`bre de Hecke avec parame`-
tres {qasα+bsα } et {qai−bi}, ou` i correspond aux diffe´rentes composantes irre´ducti-
bles de ΣO et ou` ai (resp. bi) est e´gal a` asαi (resp. bsαi ).
Preuve: La seule proprie´te´ qui reste a` ve´rifier est la re`gle de commutation. C’est
un calcul e´le´mentaire. ✷
7.5 Remarquons que les valeurs possibles pour les parame`tres as et bs sont
bien connues pour les groupes conside´re´s ici: l’ordre du groupe des caracte`res non
ramifie´s qui stabilisent la classe d’isomorphie d’une repre´sentation irre´ductible cus-
pidale de GLn(F ) est un diviseur de n. (Ceci re´sulte de la correspondance locale
de Langlands [HT].) On a un re´sultat similaire dans le cas des alge`bres simples par
la correspondance de Jacquet-Langlands [DKV].
Dans le cas ou` G est e´gal a` GLn(F ) ou le groupe multiplicatif d’une alge`bre
simple, on en de´duit les valeurs de as et bs directement des travaux cite´s dans
la preuve de 7.3. Pour Hk un groupe symplectique ou orthogonal et σ ⊗ τ une
repre´sentation irre´ductible cuspidale de GLn(F ) × Hk telle que µ(σ ⊗ τ) = 0, C.
Moeglin [M] a re´cemment de´duit des travaux de J. Arthur que le nombre a > 0 tel
que σ| detn |aF ⊗ τ soit un poˆle de µ est un demi-entier. Par ailleurs, si χ est un
caracte`re unitaire non ramifie´ tel que la fonction µ s’annulle e´galement en σχ⊗ τ ,
alors le nombre re´el b > 0 tel que (σχ)| det |bF ⊗ τ soit un poˆle de µ multiplie´ par
l’ordre du stabilisateur t de σ est un entier si et seulement si ta l’est. A part
cela, a` moins que σ et σχ soient isomorphes, la valeur de b n’est en ge´ne´ral pas
conditionne´e par celle de a.
7.6 Proposition: Soit w ∈ WO et r ∈ R(O). Alors r
−1wr ∈ WO et TwJr =
JrTr−1wr.
Preuve: Il suffit de conside´rer le cas ou` w est une syme´trie simple sα et de
montrer que r−1sαr est e´galement une syme´trie simple. Or, comme par de´finition
r laisse ΣO∩Σ(P ) invariant, il en est de meˆme pour ∆O, et, par suite, r
−1sαr = srα
est une syme´trie simple. ✷
7.7 The´ore`me: L’alge`bre EndG(i
G
PEBO) est isomorphe au produit semi-direct
C[R (O)]⋉H(ΣO, {q
asα+bsα }, {qai−bi}) de l’alge`bre de groupe de R(O) avec l’alge`-
bre de Hecke avec parame`tres {qasα+bsα } et {qai−bi}.
Preuve: C’est une conse´quence imme´diate de 5.10, 7.4 et de 7.6. ✷
7.8 Corollaire: La cate´gorie Rep(WO) est isomorphe a` la cate´gorie des modules
a` droite sur l’alge`bre C[R(O)]⋉H(ΣO, {q
asα+bsα}, {qai−bi}).
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Preuve: C’est une conse´quence imme´diate de 7.7 combine´ avec le the´ore`me de
Bernstein [Ro, 1.6] mentionne´ dans l’introduction. ✷
7.9 Remarque: L’isomorphisme de cate´gories de 7.8 est compatible avec l’induc-
tion parabolique dans le sens suivant: remarquons d’abord que le the´ore`me 7.7 et
le corollaire 7.8 se ge´ne´ralisent facilement aux sous-groupes de Levi des groupes
conside´re´s ici. En effet, un tel sous-groupe de Levi est un produit direct de groupes
de ce type, et les alge`bres conside´re´es sont donc des produits des alge`bres associe´es
aux facteurs.
Soit alors P ′ = M ′U ′ un sous-groupe parabolique de G tel que P ′ ⊇ P et
M ′ ⊇M . Pour α ∈ ∆M
′
O et r ∈ R
M ′(O), notons TM
′
sα et J
M ′
r les ope´rateurs Tsα et
Jr de´finis relatifs a` M
′. On a une injection canonique de EndM ′(i
M ′
P∩M ′EBO) dans
EndG(i
G
PEBO) de´fini par le foncteur d’induction parabolique i
G
P ′ . On observe alors
que cette inclusion correspond a` l’inclusion naturelle des alge`bres de Hecke avec
parame`tres respectives (ainsi que des alge`bres de groupe fini). En effet, cette inclu-
sion de EndM ′ (i
M ′
P∩M ′EBO) dans EndG(i
G
PEBO) envoie un ope´rateur T
M ′
sα , α ∈ ∆
M ′
O ,
sur Tsα et un ope´rateur J
M ′
r , r ∈ R
M ′(O), sur Jr, la construction de ces ope´rateurs
e´tant compatible avec l’induction parabolique (pour les ope´rateurs d’entrelacement
voir [W]) et se faisant par rapport a` un sous-groupe de Levi contenu dans M ′.
Rappelons, comme de´ja` remarque´ dans l’introduction, que l’isomorphisme de
cate´gorie entre Rep( W O) et la cate´gorie des EndG(iGPEBO)-modules a` droite est
lui-aussi compatible avec l’induction parabolique [Ro, 2.4]. L’isomorphisme de
cate´gorie 7.8 est donc compatible avec l’induction parabolique. On voit de meˆme
qu’il est compatible avec le foncteur de Jacquet.
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