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Abstract
It is easily shown that every path has a graceful labelling, however, in this paper we show that given almost any path P with n
vertices then for every vertex v ∈ V (P ) and for every integer i ∈ {0, . . . , n − 1} there is a graceful labelling of P such that v has
label i. We show precisely when these labellings can also be -labellings. We then extend this result to strong edge-magic labellings.
In obtaining these results we make heavy use of -representations of -labellings and review some relevant results of Kotzig and
Rosa.
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1. Introduction
There is a long-standing and well-known conjecture of Ringel and Kotzig that states that every tree has a graceful
labelling. Some of the most important work on this conjecture was done by Kotzig in his 1973 paper ‘On Certain Vertex
Valuations of Finite Graphs’ [2]. This paper deals with a particular type of graceful labelling known as an -labelling (or
-valuation in Kotzig’s terminology). In that paper Kotzig proves that almost all trees have -labellings. One signiﬁcant
aspect of this paper is Kotzig’s introduction of -representations. -representations are a way of characterising -
labellings by diagrams and are a powerful tool in examining them. For some reason -representations have been
overlooked by most other authors as far as I am aware, which is a shame since they provide a visually intuitive way of
studying -labellings. Perhaps the reason for this is that some readers have been inclined to accept the results of the
original paper without deeper analysis of the method.
In this paper I revise the use of -representations in order to completely describe the set of labels that any vertex
may take in the -labelling of a path. The results presented here contain classical results of Kotzig [2] and Rosa [5] as
special cases. To begin we remind the reader of the deﬁnitions of graceful and -labellings and reintroduce some of
Kotzig’s terminology.
As usual we denote the vertex set of a graph G by V (G) and the edge set of a graph by E(G). The vertex labellings
that we will discuss in the ﬁrst part of this paper are graceful labellings.
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Deﬁnition 1. Let m = |E(G)|. A graceful labelling of a graph G is a one to one function
f :V (G) → {0, . . . , m},
such that
{|f (u) − f (v)|: uv ∈ E(G)} = {1, . . . , m}.
A graph which has a graceful labelling is called a graceful graph.
A further restriction on the arrangement of the vertex labels gives us an -labelling.
Deﬁnition 2. Let m= |E(G)|. An -labelling of a graph G is a graceful labelling with the further condition that there
exists some k ∈ {0, . . . , m} such that for an arbitrary edge uv ∈ E(G) either
f (u)k and f (v)> k or f (v)k and f (u)> k.
A graph which has an -labelling is called -valuable.
Note thatKotzig referred to graceful labellings as-valuations and that-labellings are also calledbalanced labellings
by some authors. We also make use of the notion of a complete -labelling.
Deﬁnition 3. An -labelling is said to be complete if the set of vertex labels is equal to {0, . . . , m}.
In the case of trees, all -labellings are complete, however Kotzig originally stated his results in a more general
context and so we mention complete -labellings. It is only in reference to these results that we will use complete
-labellings in this paper.
Our ﬁrst aim in this paper is to use -representations to extend the work of Kotzig and Rosa on -labellings of paths.
Subsequently we will extend these results to graceful labellings more generally and then to edge-magic labellings.
2. -representations of -labellings
Kotzig introduced the concept of a -representation in order to aid with the visualisation of -labellings.
Let L0, L1 and L2 be three distinct parallel lines lying in a plane such that L1 and L2 are both equidistant from L0.
Let S1 and S2 be inﬁnite sets of points on L1 and L2, respectively, such that the points in both S1 and S2 are spaced
evenly at a distance  apart. Consider the set of all straight lines between points of S1 and points of S2; let S0 be the
set of points of intersection of these lines with L0. Clearly the points of S0 are spaced at a distance of /2 apart.
Deﬁnition 4 (Kotzig [2]). Consider a bipartite graphG partitioned into vertex setsV1 andV2, drawn so that the vertices
lie on distinct consecutive points of S1 and S2, respectively, and the edges of G intersect distinct consecutive points of
S0. A graph G is said to have a -representation if it can be drawn in this way.
Example 1. Fig. 1 shows a -representation of P9.
There is a simple correspondence between -representations and complete -labellings of graphs. Arrange the labels
of V1 consecutively along L1 and the labels of V2 in reverse order along L2 so that the intersections between the edges
L1
L2
L0
Fig. 1. A -representation of P9.
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L1
L2
L0
10 2 3
8 7 6 5 4
Fig. 2. An -labelling of P9.
10 2 3
4567
2 3
4567
0 1
10 2 3
4567
2 3
4567
0 1
Fig. 3. Four -representation from one.
of the graph and L0 represent the consecutive edge-differences (see Example 2). This correspondence gives us the
following theorem.
Theorem 1 (Kotzig [2]). A complete -labelling of a graph G exists if and only if there exists a -representation of G.
Example 2. Fig. 2 shows the correspondence between a -representation and an -labelling.
It is possible to reﬂect and rotate -representations to get others. There are four different -labellings that can be
obtained from one -representation just by this simple process.
Example 3. Fig. 3 shows four -representations, the last three of which are simply reﬂections and rotations of the ﬁrst.
This yields four -labellings of the same tree.
It is necessary to be able to talk about the distance of a vertex from the end of a -representation. For this Kotzig
introduced the notion of depth:
Deﬁnition 5 (Kotzig [2]). In a -representation of a graph G with m vertices on L1 and n vertices on L2 we will
denote the (i + 1)th vertex of L1 by p(1,i) and the (j + 1)th vertex of L2 by p(2,j). We now deﬁne the positive depth
of p(1,i) to be i, the positive depth of p(2,j) to be j , the negative depth of p(1,i) to be m − i and the negative depth of
p(2,j) to be n − j . We will say that a vertex has depth i if its positive or negative depth is i.
Example 4. In Fig. 4 the vertex p(1,2) has positive depth 2 and negative depth 1 and the vertex p(2,1) has positive depth
1 and negative depth 3.
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L1
L2
L0
p(1, 0) p(1, 1) p(1, 2) p(1, 3)
p(2, 0) p(2, 1) p(2, 2) p(2, 3) p(2, 4)
Fig. 4. A -representation of P9 showing depth.
A complete -valuable graph may have many different complete -labellings and hence multiple -representations.
A given vertex may have a different depth in different -representations of the graph and so we would like to consider
the set of all possible depths of a given vertex:
Deﬁnition 6 (Kotzig [2]). Let G be a -representable graph. Given a vertex v ∈ V (G), we deﬁne the depth set D(v)
as follows: a non-negative integer d belongs to D(v) if and only if there exists a -representation of G such that v has
the positive or negative depth d in G.
To extendKotzig’s deﬁnitionswe introduce the notion of a complete depth set. Since -valuable graphs are necessarily
bipartite we can place a limit on the possible depths of a given vertex by noting the size of the vertex set in which our
vertex lies. A complete depth set is a depth set containing every possible depth.
Deﬁnition 7. We deﬁne the potential depth set of a vertex v to be
Dp(v) =
{ {0, . . . , (|V1| − 1)} if v ∈ V1,
{0, . . . , (|V2| − 1)} if v ∈ V2.
If D(v) = Dp(v) then we say that v has a complete depth set.
Kotzig was able to completely determine the depth set of end vertices of paths in the following lemma. We have
restated the lemma in terms of complete depth sets.
Lemma 1 (Kotzig [2]). In a -representation of a path the positive depth of one end of the path is always equal to
the negative depth of the other end. Furthermore if Pn is a path of order n and u and v are the end vertices then
D(u) = D(v) = Dp(v) unless n = 4s + 1 for some natural number s in which case D(u) = D(v) = Dp(v)\s.
Fig. 5 shows -representations of P10 in which the end vertices are shown to have every possible depth, i.e. the depth
sets of the end vertices are complete.
Alexander Rosa examined a similar question from a different perspective. Rather than asking which labels could be
placed on a particular vertex, Rosa asked which vertices of a path could take the 0 label. This may have been motivated
by Kotzig’s results on -representation, in particular Lemma 3 below. We express Rosa’s result in terms of depth sets.
Lemma 2 (Rosa [5]). If P is a path and v is any vertex of P then 0 ∈ D(v) if and only if v is not the central vertex
of P5.
Fig. 6 illustrates Lemma 2 by showing that the vertices of P10 can all have depth 0.
Kotzig’s result tells us that nearly all end vertices of paths have complete depth sets. Rosa’s result tells us that nearly
every vertex in every path contains 0 in its depth set. We will now extend these ideas by completely describing the
depth sets of all vertices in all paths. The result we obtain is surprisingly strong as it tells us that with the few exceptions
already noted in the previous two lemmas and with only one more small exception every other vertex in every path has
a complete depth set. In other words we have nearly complete freedom with respect to which labels can be placed on
which vertices of a path.
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P10
Fig. 5. The end vertices of P10 have complete depth sets.
P10
Fig. 6. The vertices of P10 can all have depth 0.
Fig. 7. Joining two -representations at vertices of equal depth.
In proving our theorem we will need the following result of Kotzig:
Lemma 3 (Kotzig [2]). Two -representations can be joined by inserting an edge between vertices of equal depth.
This is illustrated in Fig. 7.
The broken line in this illustration represents the new edge which has been added to join two -representations.
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We now have a way of constructing new -representations from old ones. This idea of joining -labellings together
has been used by other authors since Kotzig but without reference to -representations which in my mind provide the
clearest and most elegant way of visualising this result. This is just one of several constructions that Kotzig developed
with the use of -representations.
3. -Labellings of paths
We are now ready to state and prove our theorem.
Theorem 2. If P is a path and v is any vertex of P then D(v) = Dp(v) except in the following cases:
• If v is an end vertex of a path of order 4s + 1 then D(v) = Dp(v)\s.
• If v is the central vertex of P5 then D(v) = Dp(v)\0.
• If v is a vertex adjacent to an end vertex in P6 then D(v) = Dp(v)\1.
Proof. First note that we do not need to prove the theorem for end vertices as this has already been done by Kotzig in
[2] as (see Lemma 1). Similarly we do not have to show that 0 is in the depth set of a vertex as this has been done by
Rosa in [5] (see Theorem 2).
We will prove our theorem by induction on n, the order of the path. Unfortunately we require a large number of
initial cases to set up the argument by induction and we will then have to prove the inductive step in four different
cases. The cases that will be proved by induction are those where n> 20, with each congruence class modulo 4 treated
separately. In order to prove the argument by induction we need only assume that the theorem holds for 9<n< 21. It
is easily checked that the theorem holds for n9 and since these labellings are not necessary for the rest of our proof
we leave them for the reader to verify.
The theorem holds for 9<n< 21 as explicitly demonstrated in Figs. 21–25 in the appendix. In the ﬁgures each vertex
of a path (except the end vertices) is shown to have every possible depth (this may require considering reﬂections).
The -representations in these ﬁgures also have the additional property that the end vertices have depth de > 0 and
for n ≡ 2 (mod 4) (with the exception of P10) we have de = n−24 . These additional properties are necessary for the
constructions that follow. Note that when examining these constructions and in the constructions that follow the rest
of the labellings are found by taking a mirror image of those given (equivalently, depth can be measured from either
end). Also when considering the ‘2nd vertex’ say, we may start from either end of the path.
Now suppose, for induction, that n21 and the theorem is true for all Pk such that 9<k <n and that the additional
conditions imposed above also hold for 9<k <n. That is, there is a set of -representations of Pk in which every vertex
has every possible depth and the end vertices always have depth de > 0 and de = n−24 (with the exception of P10). We
show that this implies that the theorem is true for Pn.
If we wish to construct a -representation of a path Pn whose ith vertex has depth d, then without loss of generality
we may assume that 2< i < n+12 (since we may simply reverse the order of vertices to get the rest). Note that the case
for i = 1 has been covered by Lemma 1 above.
We need to consider four cases:
(1) n ≡ 0 (mod 4). Without loss of generality we may assume that d n4 −1 (since we may measure depth from either
end). We can form Pn by joining 2 copies of Pn2 by the method of Kotzig, wherein we join the n2 th vertex of one
copy to the n2 th vertex of the other copy as illustrated in Fig. 8. This can always be done since both vertices have
the same depth in the respective -representations of their graphs. If we choose our -representation of Pn
2
such
that the ith vertex has depth d then the ith vertex of our -representation of Pn will also have depth d. Providing
that our -representation of Pn
2
has the additional properties that de > 0 then so will our -representation of Pn
(the only case for which this does not happen is when the ith vertex is itself the last vertex and we wish it to have
depth d = n4 − 1; see below for an alternative construction in this case). In the top illustration of Fig. 8 the two
rectangles are placeholders for -representation of paths, whole circles represent the end vertices of those paths
while the dotted circle represents the ith vertex at depth d. Note that since we are assuming n> 20 we do not
need to concern ourselves with the anomalies of P5 and P6.
The speciﬁc example in Fig. 8 shows the second vertex of P24 with depth 3.
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Fig. 8. Constructing Pn, n ≡ 0 (mod 4).
Fig. 9. Constructing Pn
2 +1 so that the
n
2 th vertex has depth d = n4 − 1.
Fig. 10. Constructing Pn, n ≡ 1 (mod 4).
As stated above the one case that fails is the case where we wish for the n2 th vertex to have depth d = n4 − 1. In
this case we can join a copy of Pn
2 +1 to a copy of Pn2 −1. We choose our -representation of Pn2 +1 so that the
n
2 th
vertex has depth d = n4 − 1. It is easy to construct such a -representation as shown in Fig. 9.
(2) n ≡ 1 (mod 4). Without loss of generality we may assume that for odd i, d n−14 and for even i, d n−14 − 1.
We can form Pn by joining a copy of Pn+1
2
to a copy of Pn−1
2
by the method of Kotzig, wherein we join the last
vertex of Pn+1
2
to the last vertex of Pn−1
2
as shown in Fig. 10. If we choose our -representation of Pn+1
2
such that
the ith vertex has depth d then the ith vertex of our -representation of Pn will also have depth d. Providing that
our -representation of Pn+1
2
has the additional properties that de > 0 then we can always ﬁnd a -representation
of Pn−1
2
in which the last vertex has the same depth as the last vertex of Pn+1
2
because the end vertices of Pn+1
2
have depth greater than zero and hence less than n−14 and Lemma 1 ensures the existence of the appropriate
-representation. We are also guaranteed that our -representation of Pn will have the property that de > 0.
(3) n ≡ 2 (mod 4). Without loss of generality we may assume that d n−24 .We can form Pn by joining a copy of
Pn+2
2
to a copy of Pn−2
2
by the method of Kotzig, wherein we join the last vertex of Pn+2
2
to the last vertex of
Pn−2
2
as shown in Fig. 11. If we choose our -representation of Pn+2
2
such that the ith vertex has depth d then the
ith vertex of our -representation of Pn will also have depth d. Providing that our -representation of Pn+2
2
has
the additional property that de > 0 then we can always ﬁnd a -representation of Pn−2
2
in which the last vertex
has the same depth as the last vertex of Pn+2
2
because the end vertices of Pn+2
2
have depth greater than zero and
hence less than n−24 . We are also guaranteed that our -representation of Pn will have the property that de > 0
and that the path does not have an end vertex with depth n−24 .
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Fig. 11. Constructing Pn, n ≡ 2 (mod 4).
Fig. 12. Constructing Pn, n ≡ 3 (mod 4).
(4) n ≡ 3 (mod 4). Without loss of generality we may assume that d n−34 .We can formPn by joining a copy of Pn+12
to a copy of Pn−1
2
by the method of Kotzig, wherein we join the last vertex of Pn+1
2
to the last vertex of Pn−1
2
as
shown in Fig. 12. If we choose our -representation of Pn+1
2
such that the ith vertex has depth d then the ith vertex
of our -representation of Pn will also have depth d. Lemma 1 ensures we can always ﬁnd a -representation
of Pn−1
2
in which the last vertex has the same depth as the last vertex of Pn+2
2
unless Pn−1
2
has length  = 4s
in which case our end vertex cannot have depth s. This does not present a problem however since in this case
s = n−38 and n+12 ≡ 2 (mod 4), allowing us to construct Pn+12 in such a way that the end vertices do not have
depth ( n+12 − 2)/4 = n−38 (this property holds for our explicitly constructed labellings where n> 10 and for our
constructions in case 3 above).We are also guaranteed that our -representation of Pn will have the property that
de > 0 providing the -representation of Pn+1
2
has this property.
This completes the argument by induction. 
Interpreting this result in terms of labels rather than depths gives us the following corollary.
Corollary 1. If P is a path of order n and v is any vertex of P then for any integer i ∈ {0, 1, . . . , n − 1} there exists
an -labelling of P such that v has label i except in the following cases:
• If v is an end vertex of a path of length 4s then v cannot have label s or 3s.
• If v is a vertex adjacent to an end vertex in P6 then v cannot have label 1 or 4.
• If v is the central vertex of P5 then v cannot have label 0 or 4.
• If P is an odd path and v is a vertex in the smaller of the two partite sets then v cannot have label n−12 .
The ﬁrst three points follow directly from Theorem 2. The last point is a simple observation regarding the labelling
of -representations and should be clear to the reader upon examination.
This result is not only surprising but extremely useful sincewe nowknow that in almost all cases there is an -labelling
of a given path in which a particular vertex can take any label that we choose.
4. Graceful labellings of paths
While the result of Corollary 1 is the best possible result for -labellings it is natural to ask whether it can be improved
upon in relation to graceful labellings in general. We will address the four exceptional cases one at a time.
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103 4
1 0
2
342
Fig. 13. Graceful labellings for P5 where the central vertices have labels 0 and 4.
1 0 2 34 5
1 0 234 5
Fig. 14. Graceful labellings for P6 where the vertices adjacent to the ends have labels 1 and 4.
01s = n/4 n/4 - 1 3n/4 + 23n/4 + 1 n - 1 nin-in/4 - 2
3n/4 3n/4 - 1n/4 + 1 n/4 + 2 j n - j n/2n/2 - 1 n/2 + 1n/2 + 2
01s = n/4 n/4 - 1 3n/4 + 23n/4 + 1 n - 1 nin-in/4 - 2
3n/4 3n/4 - 1n/4 + 1 n/4 + 2 j n - j n/2n/2 - 1 n/2 + 1n/2 + 2
Fig. 15. A construction for graceful labellings for P4s+1 where the end vertices have labels s and 3s.
The easiest cases to deal with are P5 and P6. Explicit labellings are given in Figs. 13 and 14. Fig. 13 shows that
the central vertex of P5 can take labels 0 and 4 when the labelling is relaxed to be graceful rather than an -labelling.
Similarly Fig. 14 shows that the vertices second from the end in P6 can take labels 1 and 4.
For the exceptional case n = 4s + 1 we need to show that the end vertex can have label s or 3s. Fig. 15 shows a
construction for doing this. We begin with one of the simplest  labellings in which the labels in each colour set are
placed sequentially and in opposite order to each other as shown in the top diagram of Fig. 15. To get the desired
labelling we need only move one edge. Denote the vertex with label i by vi and the edge from v to u by vu. Now delete
vsv3s and replace it with v0vn
2
. Since the induced edge difference remains the same we still have a graceful (but not )
labelling but now vs and v3s are the end vertices. Fig. 16 shows some speciﬁc examples.
Unfortunately, for the last exceptional case, in which P is an odd path and v is a vertex in the smaller of the two
bipartite partitions, it is not always true that v can have label n−12 . In particular it is never possible for P3 or P7. It is
however possible for P5 (as seen in Fig. 13) and P9 (as shown in Fig. 17).
The following argument shows that an appropriate labelling almost always exists for n ≡ 1 (mod 4).
Let n ≡ 1 (mod 4). Suppose we want the 2ith vertex of Pn to have the label n−12 . Without loss of generality we may
assume that i n−14 . We get the desired labelling by joining P2i to Pn−2i . Take an -labelling of P2i that has v(i−1)
as an end vertex (Corollary 1 ensures we can do this). Now add n−2i+12 to each label so that our labels are n−2i+12 ,
n−2i+3
2 , . . . ,
n+2i−1
2 and the edge differences are still 1, 2, . . . , 2i − 1 and v( n−12 ) is now an end vertex.
Now take some -labelling for Pn−2i (we will see in a moment which one to use) and add 2i to each of the following
labels; n−2i+12 ,
n−2i+3
2 , . . . , n − 2i − 1, so that now our differences are 2i + 1, 2i + 2, . . . , n − 1. Now if we take the
union of P2i and Pn−2i we have labels 0, 1, . . . , n − 1 and differences 1, 2, . . . , 2i − 1 and 2i + 1, 2i + 2, . . . , n − 1.
The missing difference is 2i so to make this the desired graceful labelling of our path Pn we need to join v( n−1
2
) to
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01
0
2
3 2
1
4
4
56
7 8
3
0124
7
3
1112
13 14 15 16
6 9 85 10
012
4 7
3 11 12
69 8 5
10
Fig. 16. Graceful labellings for P4s+1 where the end vertices have labels s and 3s.
4 25 6 78 0 13
4 256 780 13
Fig. 17. Graceful labellings for P9 where the 2nd and 4th (6th and 8th) vertices have label 4.
v( n−4i−1
2
) (post label transformations). So as long as our labelling for Pn−2i has v( n−4i−1
2
) as an end vertex we are done
(it is easily checked that v( n−4i−1
2
) is a vertex of Pn−2i). Corollary 1 ensures that there is such an -labelling.
The only case where this is a potential problem is when n−4i−12 = s and n − 2i = 4s + 1. This only happens if
i = s, which implies that n = 6s + 1. So we only run into this problem for n ≡ 1 (mod 12). I have not yet found any
examples congruent to 1 (mod 12) which do not admit the required labellings however, so it may well be that all paths
with n ≡ 1 (mod 12) can be labelled appropriately.
Everythingworks ﬁne for n ≡ 5 or 9 (mod 12) though (which are the other cases congruent to 1 (mod 4)). An example
of this labelling for P17 (for each vertex in the smaller vertex set) is shown in Fig. 18. So the only possible exception for
paths of order n ≡ 1 (mod 4) is the case where n ≡ 1 (mod 12). A computer search has found an appropriate labelling
for P13.
What about other paths of odd order? I have not yet been able to ﬁnd a general construction for the cases where
n ≡ 3 (mod 4) so the question remains open as to whether P3 and P7 are the only exceptions to the rule. A computer
search has revealed that there is an appropriate labelling for P11. Summing up, we can state the following theorem.
Theorem 3. Given a path Pn and any vertex v in Pn, there exists a graceful labelling of Pn in which v has label i, for
any i ∈ {0, . . . , n − 1}, whenever at least one of the following conditions is met:
• n is even,
• n ≡ 5 or 9 (mod 12),
• v is in the larger of the two partite sets of vertices,
• i = n−12 .
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42 5 6
8
0 1 3
9
10111213141516
42 5 6
78
1 3
9 10
111213141516
0
42 5
678
1 3
9 10 11
1213141516
0
7
42
5678
1 3
9 10 11 12
13141516
0
Fig. 18. Graceful labellings for P17 where the 2nd, 4th, 6th and 8th (10th, 12th, 14th and 16th) vertices have label 8.
In other words the only cases in which there is doubt are those in which the following conditions are all met:
• n ≡ 3 (mod 4) or 1 (mod 12),
• v is in the smaller of the two partite sets of vertices,
• i = n−12 .
So we see that we have almost complete freedom when it comes to choosing a particular label for a particular vertex
of any path.
5. Edge-magic labellings
Kotzig and Rosa also conjectured in [3] that every tree is edge-magic. Furthermore, it is conjectured in [1] that every
tree has a strong edge-magic labelling. We will now extend our results on -labellings to edge-magic labellings of
paths.
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21 3 4
5 6 7
21 3
456
0
Fig. 19. A graceful labelling and a strong edge-magic labelling for P7.
Deﬁnition 8. An edge-magic labelling of a graph G is a one-to-one map  from V (G) ∪ E(G) onto the integers
1, 2, . . . , |V (G)| + |E(G)| with the property that for any edge uv,
(u) + (uv) + (v) = k
where k is a constant known as the magic sum.
The labelling is called a strong edge-magic labelling if the vertex labels are the smallest possible labels, that is
1, 2, . . . , |V (G)|. Strong edge-magic labellings are sometimes called super edge-magic labellings.
An edge-magic labelling is an example of a total labelling because the vertices and edges are all labelled. However
it has been observed in [6] that a strong edge-magic labelling can really be thought of as a vertex labelling since the
edge labels are induced by a restriction of the labelling  to a one-to-one map from V (G) onto 1, 2, . . . , |V (G)| which
is deﬁned by having the property that
{(u) + (v)|uv ∈ E(G)}
is a set of consecutive integers.
We now deﬁne an -magic labelling:
Deﬁnition 9. We call a strong edge-magic labelling of a graph an -magic labelling if G is bipartite with partitions V1
and V2 and the vertices are labelled in such a way that the labels on the vertices of V1 are 1, 2, . . . , |V1| and (hence)
the labels on V2 are |V1| + 1, |V1| + 2, . . . , |V (G)|.
We draw the reader’s attention to a simple transformation that turns an -labelling of a graph into a strong edge-magic
labelling of the same graph. This transformation is detailed in the proof of the following theorem.
Theorem 4 (Muntaner-Batle [4]). A graph G has an -labelling if and only if it has an -magic labelling.
Proof. Given an -labelling of a bipartite graph G with partitions V1 and V2, simply reverse the order of the vertex
labels in one of the partitions and then add 1 to all labels to get an -magic labelling. The inverse transformation gives
the rest of the result. We leave it to the reader to conﬁrm that this works. 
An example of this correlation between labellings is shown in Fig. 19.
With this result we can see that the results we obtained on -labellings also apply to -magic labellings. Here is
Corollary 1 rewritten in terms of strong edge-magic labellings:
Corollary 2. If P is a path of order n and v is any vertex of P then for any integer i ∈ {0, 1, . . . , n − 1} there exists
an -magic labelling of P such that v has label i except in the following cases:
• If v is an end vertex of a path of length 4s then v cannot have label s + 1 or 3s + 1.
• If v is a vertex adjacent to an end vertex in P6 then v cannot have label 2 or 5.
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Fig. 20. A strong edge-magic labelling for P6 in which the 2nd and 5th vertices have labels 2 and 5.
• If v is the central vertex of P5 then v cannot have label 1 or 5.
• If P is an odd path and v is a vertex in the smaller of the two partite sets then v cannot have label n+12 .
Unfortunately there is no easy way to translate the corresponding results on graceful labellings of paths for those
which do not have -labellings. In the interests of obtaining a similar result for strong edge-magic labellings as we did
for graceful labellings of paths we need to determine if the missing cases have strong edge-magic labellings which are
not -magic.
First we note that straightforward calculation shows that there is no strong edge-magic labelling for P5 in which the
middle vertex has label 1 or 5.
A labelling for P6 with 2 and 5 labelling the vertices next to the end vertices exists and is shown in Fig. 20.
For the n = 4s + 1 case, the result is different from the corresponding case for graceful labellings. We have the
following lemma:
Lemma 4. There are no strongly edge-magic labellings of P4s+1 in which the end vertices have labels s +1 or 3s +1.
Proof. LetPn be a path with a strongly edge-magic labelling . Deﬁne a function(e)=(u)+(v), where u and v are
the end vertices of e. If the edges of P are denoted e1, . . . , en−1 then by the basic properties of a strongly edge-magic
labelling we must have
n−1∑
i=1
(ei) =
n−1∑
i=1
(k + i),
where k is some constant. In this sum each vertex label is counted twice except for the end vertices, so if the labels on
the end vertices are x and y we have
n−1∑
i=1
(ei) = 2
n∑
j=1
(vj ) − x − y.
Equating these expressions we get
n−1∑
i=1
(k + i) = 2
n∑
j=1
(vj ) − x − y.
Noting that the vertex labels are the integers 1, . . . , n and then rearranging slightly gives
(n − 1)k +
n−1∑
i=1
i = 2
n∑
j=1
j − x − y
or
x + y = n(n + 1) − (n − 1)k − (n − 1)n
2
= n
2 + 3n
2
− (n − 1)k.
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Now suppose n = 4s + 1,
x + y = 8s2 + 10s + 2 + 4sk.
Reducing (mod 4s) we get
x + y ≡ 2s + 2 (mod 4s).
The only possibilities (due to vertex label restrictions) are x + y = 2s + 2 or x + y = 6s + 2.
If x = s + 1 then we would have to have y = s + 1 (since 5s + 1>n), but this would imply that x = y which is
not possible. Likewise if x = 3s + 1 we would have y = 3s + 1 and again we would get x = y. So x (and similarly y)
cannot be equal to s + 1 or 3s + 1. 
That just leaves the case where v is a vertex in the smaller of the two vertex sets of an odd path. It is easy to check
that v cannot have label n+12 if n is 3 or 5. Appropriate labellings do exist however for P7, P9 and P11 but the general
case remains unknown at this stage. Summing up, we can now state the following theorem.
Theorem 5. If P is a path of order n and v is any vertex of P then for any integer i ∈ {1, . . . , n} there exists a strongly
edge-magic labelling of P such that v has label i providing that none of the following conditions are met:
• v is an end vertex of a path of length 4s and i = s + 1 or i = 3s + 1.
• v is the central vertex of P5 and i = 1 or i = 5.
• Pn is an odd path, v is a vertex in the smaller of the two bipartite partitions and i = n+12 .
6. Conclusion
We have managed to establish that in almost all cases the placement of a particular label in a path does not restrict the
ability to successfully label that path with either an edge-magic or graceful labelling. The number of known exceptions
is extremely small (more so for the graceful case) and the cases that are uncertain are few. We have completely stated
the cases in which -labellings are restricted. This freedom to place labels on paths anywhere we want them should be
an extremely handy tool in building new labellings from paths as we have already shown in many of the constructions
used in the proofs in this paper. It is to be hoped that the uncertain cases which remain in Theorems 3 and 5 can
eventually be decided.
Appendix
Figs. 21–25 show the constructions for P10–P20.
P10 P12P11
Fig. 21. -representations for P10, P11 and P12.
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P13 P14 P15
Fig. 22. -representations for P13, P14 and P15.
P16 P17
Fig. 23. -representations for P16 and P17.
P18 P19
Fig. 24. -representations for P18 and P19.
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P20
Fig. 25. -representations for P20.
Note added in Proof
After this paper was accepted for publication I came across the following French language paper which I had
previously been unaware of:
E. Flandrin, I. Fournier, A. Germa, Numerotations gracieuses des chemins, Ars Combinatoria 16 (1983) 149–181.
The subject matter of the aforementioned paper is of great signiﬁcance to my work and had I been aware of its
existence it would have been remiss of me not to refer to it. In fact the Ars Combinatoria paper completely solves
the problem raised in Part 4 of my own paper. That is, it proves the following theorem (paraphrased to adhere to the
notation in my paper):
For all even n and for all odd n9, for all vertices v of Pn and all k, 0kn, there exists a graceful labelling 
of Pn such that (v) = k.
This result sits nicely with my own result on -labellings so that now the issue has been resolved for both graceful
labellings and -labellings of paths.
The Ars Combinatoria paper also refers to an unpublished report of I. Cahit in which he proves a partial result on
-labellings of paths. This result is now extended and completed by my current work.
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