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背景
データの収集技術の向上によって高次元データ (マイクロアレイデー
タ、テキストマイニング、画像認識、ファイナンスなど)の分析に注目
が集まっている。
これまでに様々なスパース回帰の方法が提案されている (Lasso, SCAD,
MCPなど)。
これらの方法はチューニングパラメータに依存している問題がある。
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チューニングパラメータによって結果が左右されないようなスパース
推定が望まれる。
本研究では、チューニングパラメータを含まないスパース推定の方法
である符号制約付き回帰モデルの統計的な性質について研究した。
設定
確率空間(
;F ; P )を考える。Fを実内積空間、L(f; !) : F
 ! Rを損
失関数とする。さらに、L(f ) = L(f; ) 2 L1(P )とする。
 (期待損失) L(f ) = E[L(f )]; f 2 F:
 (最適な関数) L(f0) = minf2F L(f )
 (超過ロス) E(f ) = L(f )  L(f0); f 2 F:
モデルとして以下のfでf0を推定する問題を考え、( j 2 F; (j =
1;    ; p))。
f :=
pX
j=1
j j
以下のような経験ロスL(f)を最小にする ^を考える。
L(f
^
) = min
0
L(f):
更に、S  f1;    ; pgでアクティブセットを表し、それを用いて以下
のj;Sを定義する。
j;S = j1fj2Sg; j = 1; : : : ; p S = (1;S;    ; p;S):
また = (ij)1i;jp = (h i;  ji)1i;jpで、以下のcompatibility con-
stantを定義し、
2(L; S) = minfjSj> : kSk1 = 1; kSck  Lg
のnon-negatively constrainde minimal `1-eigenvalue
2pos() = minf> : kk1 = 1;   0g:
を定義する。さらに、
  = argmin0 L(f)
 v() = L(f)  L(f)
ZM = sup:k k1M jv()  v()j
 f = f, f^ = f^, S = fj : j 6= 0g, s = jSj.
とする。
主な結果
仮定1(Convexity)  7! L(f; !)は任意の! 2 
に対して、凸である。
仮定2(Quadratic margin)以下を満たす c > 0、Flocal  Fが存在
する。
8f 2 Flocal; E(f )  ckf   f0k2
定理
仮定1、2、さらに := 2pos() > 0、2 := 2(3C=; S) > 0、ただし、
C := max1jp k jk2が満たされている時、 > 0で
" = 4E(f) +
12
c2

1 +
3C

2
s2; M = "=:
とする。また、f 2 Flocalで 2 Rpがk   k1 Mを満たすとする。
この時、fZM  "gにおいて、
k^   k1 M =
4

E(f) + 12
c2

1 +
3C

2
s (1)
さらに、
E(f^ )  5
4
" = 5E(f) +
15
c2

1 +
3C

2
s2 (2)
数値実験
 Toeplitz design (kk0 = jk k
0j=p;  2 (0; 1))
ロジスティック回帰
{ P (y = 1jx) = 1
1+exp( x>)
{ y 2 f0; 1g
{ x  Np(0;)
{ はs個(s 2 f3; 10; 20g)が1で他は0とする。
{ p 2 f20; 50; 100; 200; 500; 1000g.
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