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Abstract
We consider the constrained vector optimization problem minC f (x), x ∈ A, where X and Y are normed
spaces, A ⊂ X0 ⊂ X are given sets, C ⊂ Y , C = Y , is a closed convex cone, and f :X0 → Y is a given
function. We recall the notion of a properly efficient point (p-minimizer) for the considered problem and
in terms of the so-called oriented distance we define also the notion of a properly efficient point of order n
(p-minimizers of order n). We show that the p-minimizers of higher order generalize the usual notion of a
properly efficient point. The main result is the characterization of the p-minimizers of higher order in terms
of “trade-offs.” In such a way we generalize the result of A.M. Geoffrion [A.M. Geoffrion, Proper efficiency
and the theory of vector maximization, J. Math. Anal. Appl. 22 (3) (1968) 618–630] in two directions,
namely for properly efficient points of higher order in infinite dimensional spaces, and for arbitrary closed
convex ordering cones.
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In this paper X and Y are normed spaces, A ⊂ X0 ⊂ X are given sets, C ⊂ Y , C = Y , is a
closed convex cone, and f :X0 → Y is a given function. We consider the vector optimization
problem
min
C
f (x), x ∈ A. (1)
Here x ∈ A is an abstract representation for the constraints, which could be in particular of
inequality or equality type. The point x is said feasible x ∈ A.
The solutions of the vector optimization problem (1) are called usually points of efficiency. We
will call them also minimizers, a terminology used in scalar optimization. A solution x0 is in any
case a feasible point. We deal with solutions in a local sense. We recall the following definitions,
which have sense also without the assumption that the cone C is closed and convex. The feasible
point x0 is said to be a weakly efficient point (w-minimizer) if there is a neighborhood U of x0
such that f (x)−f (x0) /∈ − intC for all x ∈ U ∩A. The feasible point x0 is said to be an efficient
point (e-minimizer) if there is a neighborhood U of x0 such that f (x)− f (x0) /∈ −(C \ {0}) for
all x ∈ U ∩ A.
Further the concept of a properly efficient point (p-minimizer) will be recalled. It strength-
ens the usual concepts of a solution in a way that it eliminates unbounded trade-offs between
objectives. This becomes clear particularly from the definition given by Geoffrion [6]. For this
reason we call the lack of unbounded trade-offs the Geoffrion type characterization of properly
efficient points. The purpose of the present paper is to extend the Geoffrion type characterization
to the higher-order properly efficient points introduced in [10]. Section 2 recalls the definition
of higher-order properly efficient points, gives some preliminaries and shows the relation of this
definition with the usual definitions of a properly efficient point. Our main result is Theorem 3.1
proved in Section 3. It generalizes the Geoffrion type characterization in two directions, namely
for properly efficient points of higher order in infinite dimensional spaces and for arbitrary closed
convex ordering cones.
2. Preliminaries
We denote by Y ∗ the dual of the normed space Y and by 〈.,.〉 the dual pairing on Y ∗ × Y . For
the closed convex cone C ⊂ Y we denote by C′ = {ξ ∈ Y ∗ | 〈ξ, y〉 0 for all y ∈ C} the positive
polar cone of C.
The notion of a properly efficient point was introduced initially by Kuhn and Tucker in [18]
and was precised thereafter by Geoffrion [6]. Geoffrion [6] considers finite dimensional image
space Y = Rm with cone C = Rm+ being the orthant cone in Y . In such a case the vector opti-
mization problem can be regarded as a multicriterial optimization problem, in which the single
criteria are determined by the coordinates in Y . Geoffrion [6] calls properly efficient points ex-
actly those e-minimizers, which do not obey anomalies of the type, that an infinitesimal gain
in one criterion can be achieved as a result of at most higher-order loss in all the other criteria.
Sawaragi, Nakayama and Tanino [20] describe this property as follows: the properly efficient
points are characterized as the e-minimizers having bounded “trade-offs.”
For problems with image spaces being ordered by arbitrary closed convex cones C the defi-
nition of a properly efficient point has been extended by Borwein [3] and in a slightly different
manner by Benson [2]. Nowadays different modifications of the notion of proper efficiency are
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roni [12]. In this paper we apply a definition of proper efficiency based on the concept of oriented
distance.
For a given set M ⊂ Y the distance from y ∈ Y to M is given by d(y,M) = inf{‖m − y‖ |
m ∈ M}. This definition works also for M = ∅ putting d(y,∅) = inf∅ = +∞. The oriented
distance from y to M is defined by D(y,M) = d(y,M)−d(y,Y \M). In particular this formula
gives D(y,M) = +∞ when M = ∅ and D(y,M) = −∞ when M = Y . The function D is
introduced by Hiriart-Urruty [14,15] and finds many applications in vector optimization. When
C ⊂ Y is a closed convex cone as it is shown in [11] it holds D(y,−C) = sup‖ξ‖=1, ξ∈C′ 〈ξ, y〉.
The oriented distance is useful in defining different notions of optimality and in the scalariza-
tion of vector optimization problems [22]. The following proposition, whose proof can be found
in [8], illustrates the role of the oriented distance for characterization of the solutions of vector
optimization problems.
Proposition 2.1. The point x0 ∈ A is a w-minimizer for problem (1) if and only if there exists a
neighborhood U of x0 such that D(f (x) − f (x0),−C) 0 for all x ∈ U ∩ A, or equivalently,
if and only if x0 solves the scalar optimization problem minD(f (x)− f (x0),−C), x ∈ A.
The utility of the above proposition is that it provides a scalarization for the vector optimiza-
tion problem, that is it reduces the vector problem to a simpler scalar problem. In terms of the
same scalarization the concept of an isolated minimizer can be introduced.
Definition 2.1. We call the feasible point x0 an isolated minimizer (i-minimizer) of order k,
k > 0, for problem (1) if there exist a neighborhood U of x0 and a constant α > 0, such that
D
(
f (x) − f (x0),−C) α∥∥x − x0∥∥k for all x ∈ U ∩A.
The isolated minimizers of order two for scalar optimization problems are introduced by
Auslender [1] with the purpose to investigate stability properties of the solutions, and iso-
lated minimizers of higher order are considered by Studniarski [21]. For vector problems the
i-minimizers of higher order are defined in Ginchev [7] and under the name of strict minima in
Jiménez [16].
The concept of a properly efficient point of higher order is introduced in [10] and plays a
central role in the present paper. We recall here this definition, which makes use of the oriented
distance. For given k  1 and a > 0 we define the set
Ck(a) = {y ∈ Y | D(y,C) a‖y‖k}.
It is easily seen that when k = 1 the set C1(a) is a closed cone, not necessarily convex. Then we
will write simply C(a) instead of C1(a).
Definition 2.2. We say that the feasible point x0 is a properly efficient point (p-minimizer) of
order k  1 for problem (1) if there exist a neighborhood U of x0 and a constant a > 0 such that
if x ∈ U ∩ A then f (x) − f (x0) /∈ − intCk(a).
It is easily seen that the previous definition can be rephrased saying that a feasible point x0
is a p-minimizer of order k  1 for problem (1) if there exist a neighborhood U of x0 and
a constant a > 0 such that if x ∈ U ∩ A then D(f (x) − f (x0),−C)  a‖f (x) − f (x0)‖k ,
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ϕ(x) = D(f (x) − f (x0),−C)− a‖f (x) − f (x0)‖k .
Now we give few words of comments for the utility of the concepts of efficiency of higher
order. Often the solutions of a vector optimization problem are distinguished on the base of
higher-order optimality conditions. As in the scalar case the necessary conditions, expressed in
terms of unstrict inequalities, distinguish the w-minimizer, while the sufficient conditions, ex-
pressed in terms of strict inequalities, distinguish the i-minimizers of respective order. However
the w-minimizers are sometimes of less importance. For instance, if intC = ∅ then all points
in A are w-minimizers for problem (1). Fortunately, the sufficient conditions in terms of strict
inequalities are not only sufficient, but also necessary the reference point to be an i-minimizer
of respective order (compare with [9, Theorem 5]), which underlines the importance of the i-
minimizers of higher order in vector optimization.
Once the importance of the i-minimizers (of higher order) is established, the importance of
the p-minimizers (of higher order) can be easily justified. Namely, the p-minimizers concern
the phase portrait of the vector optimization problem. More precisely, the p-minimizers are de-
fined only in terms of the image f (U ∩ A) ⊂ Y and in opposite to the i-minimizers do not
account the relation between particular points x ∈ U ∩ A and their images f (x). This makes
the p-minimizers (of higher order) the natural concepts, if (like in the Geoffrion type property)
we wish to compare the separate criteria (in particular the coordinates of f ) in the underlying
multicriterial optimization problem. At the same time the i-minimizers and p-minimizers are
interrelated as the following proposition shows.
Proposition 2.2. [10] Let f be locally Lipschitz. If a point x0 is an i-minimizer of order k  1
for problem (1) then x0 is also a p-minimizer of order k.
We close this section considering the relations between p-minimizers of order one and the
usual concepts of proper efficiency (see, e.g., [12]). Observe that in these concepts the ordering
cone C is considered closed convex and pointed, while this is not required in Definition 2.2.
Definition 2.3. Let C be closed convex and pointed.
(i) A point x0 is a superefficient point [5] for problem (1) when there exist a positive number
M and a neighborhood U of x0 such that
cl cone
(
f (A ∩ U)− f (x0))∩ (−C +B) ⊆ MB,
where B denotes the closed unit ball of Y .
(ii) A point x0 is a properly efficient point in the sense of Henig [13] for problem (1) when there
is a closed convex cone C˜ ⊂ Y , C˜ = Y , such that C \ {0} ⊂ int C˜ and x0 is a w-minimizer
for the problem min
C˜
f (x), x ∈ A.
(iii) A point x0 is a properly efficient point in the sense of Benson [2] for problem (1) when it is
an e-minimizer and there exists a neighborhood U of x0 such that
cl cone
(
f (A ∩ U)+C − f (x0))∩ (−C) = {0}.
(iv) A point x0 is a properly efficient point in the sense of Borwein [4] for problem (1) when
there exists a neighborhood U of x0 such that
cl cone
(
f (A ∩ U)− f (x0))∩ (−C) = {0}.
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(i) ⇒ (ii) ⇒ (iii) ⇒ (iv).
Further, these notions coincide when the cone C has a weakly compact base.
Proposition 2.3. Let C be a closed convex pointed cone. Then the p-minimizers of order one
coincide with the superefficient points.
Proof. It is enough to observe that a point x0 is a p-minimizer of order one when there exist a
neighborhood U of x0 and a positive constant a such that
D
(
f (x) − f (x0),−C) a∥∥f (x) − f (x0)∥∥, ∀x ∈ A∩ U.
Now the proof follows from Proposition 4.6 in [22]. 
Proposition 2.3 establishes the equivalence of the superefficient points and the p-minimizers
of order one. When C has a weakly compact base, we see from Remark 2.1 that the p-minimizers
of order one are equivalent to all properly efficient points introduced in Definition 2.3. The fol-
lowing example shows, that in general such an equivalence does not hold.
Example 2.1. Let Y = 2 (as usual 2 denotes the Hilbert space of all sequences y =
(y1, y2, . . .) such that ‖y‖2 := y21 + y22 + · · · < ∞). Consider the cone C = 2+ consisting of
the sequences with nonnegative terms. Define f : [0,1] → Y such that f (0) = 0 and f (x) =
(0,0, . . . , 1
n
x,0, . . .) (here 1
n
x stands on nth place) when 1
n+1 < x 
1
n
, n = 1,2, . . . . Then
x0 = 0 is a properly efficient point in the sense of Henig (Definition 2.3(ii)) but it is not a p-
minimizer of order one.
3. Characterization of p-minimizers of order k
It is well known that in finite dimensional spaces X =Rn and Y =Rm with C =Rm+ being the
orthant cone, the properly efficient points can be characterized by means of bounded trade-offs
among the objectives [6,12,20]. Here we extend this characterization to p-minimizers of order
k  1 treating also infinite dimensional spaces and arbitrary cones.
Given a set P ⊂ Y , a point x ∈ P is said to be an extreme point of P when there does not
exist any couple of different points x1, x2 ∈ P , such that x is expressed as a convex combination
with positive coefficients of x1 and x2. If we consider a closed convex pointed cone C, we say
that x ∈ C is an extreme vector (direction) of C when does not exist any couple of linearly
independent vectors x1, x2 ∈ C, such that x = x1 + x2. We denote by extP the set of extreme
points of the set P and by the set of the extdC extreme vectors (directions) of the convex cone C.
Since the set of the extreme vectors (directions) of a convex cone does not coincide with the set
of its extreme points as a convex set, we use the different notations extdC and extC for these
two sets.
We say that the point x0, feasible for problem (1), satisfies (the Geoffrion type) property Gk ,
when there exist a positive constant M and a neighborhood U of x0, such that for each x ∈ U ∩A
and each ξ ∈ extdC′, ‖ξ‖ = 1, with 〈ξ, f (x) − f (x0)〉 < 0, there exists at least one ξ˜ ∈ extdC′,
‖ξ˜‖ = 1, such that 〈ξ˜ , f (x)− f (x0)〉 > 0 and
|〈ξ, f (x)− f (x0)〉|k
˜ 0 M. (2)〈ξ, f (x)− f (x )〉
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the property Gk .
Theorem 3.1. Let C be a closed convex cone with both intC = ∅ and intC′ = ∅ in a Banach
space Y , and let k  1.
(a) If the point x0 is e-minimizer for problem (1) and satisfies property Gk , then x0 is a p-
minimizer of order k for (1).
(b) Conversely, if x0 is a p-minimizer of order k for problem (1) then property Gk has place.
Proof. Fix c ∈ intC. Since intC = ∅, the set G = {ξ ∈ C′ | 〈ξ, c〉 = 1} is a closed convex weak-∗
compact base for C′ [17,19]. Let B˜ = conv{G∪ (−G)}. Since B˜ is a balanced, convex, absorbing
and bounded set, with 0 ∈ int B˜ (here we apply intC′ = ∅), the Minkowski functional γ
B˜
(y) =
{λ ∈ R | λ > 0, y ∈ λB˜} is a norm on Y ∗, see, e.g., [17]. We denote this norm by ‖ · ‖1. Since
int B˜ = ∅ and B˜ is bounded, the norm ‖ · ‖1 is equivalent to the usual norm ‖ · ‖ in Y ∗. Therefore,
the substitution of ‖ · ‖ with ‖ · ‖1 does not influence on the truthfulness of the property Gk . We
underline this, since dealing with unit vectors ξ and ξ˜ in the definition of Gk , in fact we involve
the norm in Y ∗. We will denote by S1 the unit sphere in Y ∗ with respect to the norm ‖ · ‖1.
Observe that C′ ∩ S1 = G.
In the remaining part of the proof we assume that Y ∗ is endowed with the norm ‖ · ‖1. We
assume also that the space Y is endowed with the conjugate norm ‖y‖2 = sup{〈ξ, y〉 | ξ ∈ B˜} (the
supremum is in fact achieved, since B˜ is weak-∗ compact). We apply different notations ‖ · ‖1
and ‖ · ‖2 for the conjugate norms (usually in the literature the same notation ‖ · ‖ is used for
both) for convenience. Say, in the finite dimensional case we may identify as sets Y ∗ = Y =Rm,
while we are constrained to deal with different norms. With B2 and S2 we denote respectively
the unit ball and the unit sphere in Y with respect to ‖ · ‖2. Let us note also, that as far as ‖ · ‖1 is
equivalent to the initial norm in Y ∗, also ‖ · ‖2 is equivalent to the initial norm ‖ · ‖ in Y , and the
change from ‖ · ‖ to ‖ · ‖2 does not influence neither the truthfulness of Gk nor the truthfulness
of the property that x0 is a p-minimizer of order k for (1).
(a) Let x0 be an e-minimizer and property Gk hold, but suppose x0 is not a p-minimizer of
order k. Then one can find a sequence of feasible points xν → x0, such that f (xν) = f (x0), and
0 < D
(
f
(
xν
)− f (x0),−C) 1
ν
∥∥f (xν)− f (x0)∥∥k2. (3)
The left inequality is true, since the assumption 0  D(f (xν) − f (x0),−C) implies f (xν) −
f (x0) ∈ −C \ {0}, which contradicts the hypothesis that x0 is an e-minimizer (taking a subse-
quence, we may assume that D(f (xν)− f (x0),−C) > 0 for all ν). From (3), we get
‖f (xν)− f (x0)‖k2
D(f (xν) − f (x0),−C) =
(max
ξ∈B˜〈ξ, f (xν)− f (x0)〉)k
maxξ∈C′∩S1〈ξ, f (xν)− f (x0)〉
 ν,
and if we let ξˆ ν = argmax{〈ξ, f (xν) − f (x0)〉 | ξ ∈ C′ ∩ S1} (note that ξˆ ν exists, since
C′ ∩ S1 = G is weak-∗ compact), we obtain
(max
ξ∈B˜〈ξ, f (xν)− f (x0)〉)k
〈ξˆ ν , f (xν)− f (x0)〉 → +∞ (4)
with 〈ξˆ ν , f (xν)−f (x0)〉 > 0 for all ν. Since the set G = C′ ∩S1 is convex and weak-∗ compact,
we can assume ξˆ ν ∈ extG. Observe now that also the maximum max ˜ 〈ξ, f (xν) − f (x0)〉 isξ∈B
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G and −G. Clearly, the extreme points of G are also extreme vectors of C′, and moreover we
have
max
ξ∈B˜
〈
ξ, f
(
xν
)− f (x0)〉 = max
ξ∈G
∣∣〈ξ, f (xν)− f (x0)〉∣∣.
This maximum cannot be reached at a point ξ¯ ν ∈ G with 〈ξ¯ ν , f (xν)−f (x0)〉 > 0, otherwise we
would have
|〈ξ¯ ν , f (xν)− f (x0)〉|k
〈ξˆ ν , f (xν)− f (x0)〉 
(〈ξˆ ν , f (xν)− f (x0)〉)k
〈ξˆ ν , f (xν)− f (x0)〉 ,
which contradicts to (4). Since it cannot be 〈ξ¯ ν , f (xν)−f (x0)〉 = 0 for all ν, otherwise (4) would
be contradicted again, we can assume (eventually passing to a subsequence) that 〈ξ¯ ν , f (xν) −
f (x0)〉 < 0 for all ν. Hence it holds
|〈ξ¯ ν , f (xν)− f (x0)〉|k
〈ξν, f (xν)− f (x0)〉 
|〈ξ¯ ν , f (xν)− f (x0)〉|k
〈ξˆ ν , f (xν)− f (x0)〉 → +∞
for all ξν ∈ C′ ∩ S1 with 〈ξν, f (xν)− f (x0)〉 > 0, which contradicts to (2).
(b) Suppose that x0 is a p-minimizer of order k, but property Gk does not hold. Then there
exist sequences xν ∈ U ∩A, ξ¯ ν → x0, ξ¯ ν ∈ extdC′ ∩ S1 with 〈ξ¯ ν , f (xν)− f (x0)〉 < 0 and
|〈ξ¯ ν , f (xν)− f (x0)〉|k
〈ξν, f (xν)− f (x0)〉  ν
for all ξν ∈ C′ ∩ S1 with 〈ξν, f (xν)− f (x0)〉 > 0. Hence we obtain
〈
ξν, f
(
xν
)− f (x0)〉 1
ν
∣∣〈ξ¯ ν , f (xν)− f (x0)〉∣∣k  1
ν
(
max
ξ∈B˜
〈
ξ, f
(
xν
)− f (x0)〉
)k
for all ξν ∈ C′ ∩ S1 with 〈ξν, f (xν) − f (x0)〉 > 0. Choosing in particular ξˆ ν = argmax{〈ξ,
f (xν)− f (x0)〉 | ξ ∈ C′ ∩ S1}, we get
D
(
f
(
xν
)− f (x0),−C) 1
ν
∥∥f (xν)− f (x0)∥∥k2,
which implies x0 is not a p-minimizer of order k, a contradiction. 
The following theorem is an immediate consequence of the proved result for the case of a
finite dimensional space Y .
Theorem 3.2. Let Y be finite dimensional, let C be a pointed closed convex cone with intC = ∅,
and let k  1. If the point x0 is an e-minimizer for problem (1) and satisfies property Gk , then x0
is a p-minimizer of order k for (1). Conversely, if x0 is a p-minimizer of order k for problem (1)
then property Gk has place.
The next example shows an application of Theorem 3.2.
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C = {x = (x1, x2, x3) ∈R3 | x23  x21 + x22 , x3  0}. Then the point x0 = 0 is not p-minimizer of
first order, while it is p-minimizer of order two, which can be shown on the basis of Theorem 3.2.
Indeed, x0 is e-minimizer which is seen since (x − x2)2  (x/√2 )2 + (x/√2 )2 = x2
for all positive x in a suitable neighborhood of zero. Now observe that all vectors ξ =
(ξ1, ξ2, ξ3) ∈ R3 such that 〈ξ, f (x)〉 > 0 for all positive x in a suitable neighborhood of zero,
satisfy (ξ1 + ξ2)/
√
2 < ξ3 or (ξ1 + ξ2)/
√
2 = ξ3 and ξ3 < 0. But, we easily obtain also that
all the vectors ξ ∈ C′ have the properties ξ3 < 0 and (ξ1 + ξ2)/
√
2  ξ3. Hence all the vec-
tors ξ ∈ C′ with 〈ξ, f (x)〉 > 0 must satisfy ξ3 < 0 and (ξ1 + ξ2)/
√
2 = ξ3. Consider the vector
ξ = (0,1,−1) ∈ extdC′. We have 〈ξ, f (x)〉 = x2 − (1 + 1/√2 )x < 0 for all positive x in a
suitable neighborhood of zero. Hence, for every ξ˜ ∈ C′ with 〈ξ˜ , f (x)〉 > 0 it holds
|〈ξ, f (x)〉|
〈ξ˜ , f (x)〉 =
|x2 − (1 + 1/√2 )x|
−ξ˜3x2
→ +∞ as x → 0.
Hence x0 does not satisfy property G1 and according to Theorem 3.2 is not a p-minimizer of first
order.
Now observe that for every ξ ∈ C′ and every ξ˜ ∈ C′ with 〈ξ˜ , f (x)〉 > 0 we have
|〈ξ, f (x)〉|2
〈ξ˜ , f (x)〉 =
|〈ξ, f (x)〉|2
−ξ˜3x2
.
Since this quotient is bounded as x → 0, property G2 is satisfied and according to Theorem 3.2
x0 is a p-minimizer of order two.
In conclusion we make the following remarks.
In the finite dimensional case when Y =Rm and C =Rm+ property Gk can be rephrased saying,
that there exist a positive constant M and a neighborhood U of x0, such that for each x ∈ U ∩A
and each i ∈ {1, . . . ,m}, with fi(x) − fi(x0) < 0, there exists at least one j ∈ {1, . . . ,m}, such
that fj (x) − fj (x0) > 0 and
|fi(x)− fi(x0)|k
fj (x)− fj (x0) M.
Points which are e-minimizers for problem (1) and satisfy property G1 with Y =Rm and C =Rm+
are known as properly efficient points in the sense of Geoffrion [6].
The assumption intC′ = ∅ implies that the closed convex cone C is pointed. Now Propo-
sition 2.3 shows that the concepts of a p-minimizer of order one and of a superefficient point
coincide. Therefore, the superefficient points can be characterized as exactly those e-minimizers,
which possess the Geoffrion type property G1. Moreover, when Y is reflexive, the assumption
intC′ = ∅ implies that C possesses a weakly compact base (this follows by similar arguments
to those showing in the proof of Theorem 3.1 C′ has a compact base). Then all the notions in
Definition 2.3 coincide (see Remark 2.1). Therefore, the obtained characterization can be applied
to each type of properly efficient points introduced in Definition 2.3. We believe, that the same
could be said, when respective higher-order notions of properly efficient points are considered,
provided in advance they are introduced generalizing in an appropriate way Definition 2.3.
Finally, let us underline, that Theorem 3.1 gives a characterization of p-minimizers of order k
in terms of bounded trade-offs, where the objective functions appear with some weights obtained
from the extreme rays of the ordering cone C.
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