ABSTRACT. We present a novel parameter identification algorithm for the estimation of parameters in models of cell motility using imaging data of migrating cells. Two alternative formulations of the objective functional that measures the difference between the computed and observed data are proposed and the parameter identification problem is formulated as a minimisation problem of nonlinear least squares type. A Levenberg-Marquardt based optimisation method is applied to the solution of the minimisation problem and the details of the implementation are discussed. A number of numerical experiments are presented which illustrate the robustness of the algorithm to parameter identification in the presence of large deformations and noisy data and parameter identification in three dimensional models of cell motility. An application to experimental data is also presented in which we seek to identify parameters in a model for the monopolar growth of fission yeast cells using experimental imaging data.
INTRODUCTION
Mathematical modelling and numerical simulation of the directional motility of cells is of much importance, in part due to the central role directed cell migration plays in several biological phenomena such as embryonic development, cancer, tissue development and immune responses [Bray, 2001] . In Elliott et al. [2012] we developed a general framework for the modelling and simulation of cell motility and chemotaxis. The modelling framework we developed is a phenomenological one, in which we propose a geometric evolution law for the cell membrane dynamics which accounts for its mechanical properties. For the polarisation of the cell we postulate a reaction diffusion system for species located on the moving cell membrane. Protrusion is then achieved by back-coupling these surface quantities to the geometric equation for the membrane position. We developed an efficient and robust numerical method for the simulation of the model equations and used the method to compare the behaviour of the simulated cells with experimental data from biological cells migrating in vitro.
Since the models we proposed are phenomenological there are many parameters in the model equations which do not, as yet, have direct biological counterparts and can thus not be selected from experimental data. Moreover, it remains difficult experimentally to quantify the forces associated with motility and only recently has experimental progress been made in this direction [Del Alamo et al., 2007; Lombardi et al., 2007] . Thus even when parameters in the models correspond directly to a physically meaningful quantity, experimental measurements may be unavailable. Due to rapid advancements in fluorescence microscopy and experimental techniques, the imaging of migrating cells both in vitro and in vivo is a burgeoning research field. High resolution (both temporal and spatial) three dimensional data of migrating cells with concentrations of motility related species tagged with fluorescent marker proteins is available, see Pittet and Weissleder [2011] for a review. This information may be used to estimate, otherwise inaccessible, parameters in mathematical models of cell motility and may even be used in formulating the model itself [Sbalzarini, 2013] . This provides the motivation for this study in which we present an algorithm for the identification of parameters in models of cell motility, or more generally in coupled geometric evolution law -surface partial differential equation models, where (potentially noisy) observations of the position of the cell membrane and associated concentrations of membrane resident species are available at a series of discrete times.
Parameter identification for semilinear reaction-diffusion systems has received some attention in the literature Friedman and Reitich, 1992; Garvie et al., 2010; Jiang and Zhang, 2000] and there have also been some studies focussed on optimal control and related inverse problems in the context of geometric evolution equations and free boundary problems [Deckelnick et al., 2009 [Deckelnick et al., , 2011 Haußer et al., 2010 Haußer et al., , 2012 . There has also been some work on parameter estimation in models of cell motility. Satulovsky et al. [2008] propose a discrete rule-based model for cell motility and optimise the parameters in their model such that their simulated cells have similar motility related statistics, such as persistence length and centroid velocity, to experimentally observed cells. Milutinovic and Garg [2010] consider a simple model for the motion of the cell centroid and use a data assimilation approach to fit the parameters in their model to experimental observations of migrating cells in the embryo of the Zebrafish. To our best knowledge very few works treat parameter estimation in the setting considered in this study where a geometric evolution law, or more generally a free boundary problem, is coupled to a reaction diffusion system. One notable exception is Hogea et al. [2008] where a parameter identification method based on optimal control theory is proposed for a coupled reaction-diffusion system -free boundary problem modelling the growth of gliomas.
As mentioned above, in we have developed an efficient and robust solver for reaction-diffusion system -evolution law based models of cell motility based on a parametric surface finite element method [Barrett et al., 2007 [Barrett et al., , 2008 Dziuk, 2008; Dziuk and Elliott, 2007] . The main focus of this study is to present an algorithm for the identification of parameters in the model equations, in which the forward problem may be solved with this parametric surface finite element method. Thus we wish to avoid the consideration of embedded methods such as phase field or level set methods for the solution of the forward problem as these methods may become prohibitive in terms of computational time for large-scale iterative optimisation problems in three dimensional models of cell motility.
A significant contribution of this work is the construction of appropriate objective functionals for the comparison of the simulated cells with the observations. We propose two versions of the objective functional, both formulated in the continuous setting. The first is based on the sharp interface description of the cell membrane and consists of the Haussdorff distance between the observed data and the simulated cells together with the difference in concentration between a point on one surface and the concentration at the closest point on the other surface. The second formulation of the objective functional is based on a phase field representation of the surfaces and an extension of the concentrations from the sharp interface to a diffuse interface. This phase field formulation of the objective functional may be computed from the sharp interface description at the times at which the objective is evaluated and thus the parametric finite element method previously developed may still be used for the solution of the model equations. The reasons behind presenting the two different formulations of the objective functional is that the first appears more robust computationally, in certain settings, and is cheaper to compute while the second, unlike the first, is smooth and thus it may be possible to analyse the optimisation algorithm we propose, which assumes smoothness of the objective functional. The parameter identification problem is then formulated as a nonlinear least squares problem and we present an iterative optimisation method for its minimisation. The Levenberg-Marquardt method [Marquardt, 1963] is considered for the optimisation, due to the fact that it is a widely used numerical method for nonlinear least squares problems that has proved robust in practice and converges in settings where other standard methods such as Gauss-Newton fail (e.g., when the Jacobian matrix does not have full column rank).
We discuss the implementation of the optimisation method and illustrate that the formulation of the objective functional may be adapted to deal with the types of data typically generated in experiments. The performance of the algorithm is examined in various numerical tests, where we use artificial data generated by numerical simulations. To investigate the robustness of the algorithm, we conduct simulations with noisy data. We also report on the sensitivity of the two different formulations of the objective functional to changes in the relative contribution of the two distinct sources of error, i.e., the error due to position and the error due to concentration. Simulations where we examine the effect of varying the size of the interfacial width parameter associated with the phase field method are also presented. To illustrate that the algorithm is applicable to the three dimensional models of cell motility, we report on a parameter identification experiment in three dimensions.
As a proof of concept that the algorithm can be applied to real data, we use the identification algorithm to identify parameters in a simple model for the monopolar growth of fission yeast cells where the data consists of experimental observations. We describe the experimental setup employed to generate the experimental data and then propose a simple model for the observed monopolar growth in which two parameters are to be identified. A number of numerical simulations that illustrate that the algorithm is able to identify parameters with experimental data are presented and the parameters identified show good agreement with experimental estimates of related parameters. We also show that by changing the relative contribution of the error due to position and concentration (through changing weights) to the objective functional, it is possible to identify parameters that appear to prioritise the fit to observations of either the positions or the concentrations. This we believe will be of interest to practitioners who have a specific application in mind where the fit to either position or concentration is of more importance.
The remainder of our discussion proceeds as follows. In §2 we define our notation, formulate the forward problem, present the two different formulations of the objective functional we consider and state the identification problem. In §3 we discuss optimisation methods for the solution of the identification problem and present the Levenberg-Marquardt method applied to the solution of the identification problem we consider in this study. In §4 we discuss the implementation of the algorithm and the application of the algorithm to observations of the form typically generated in experiments. In §5 we report on a series of numerical experiments with artificial data (i.e., data generated by simulating the model equations) illustrating the performance and robustness of the algorithm. In §6 we apply the algorithm to the identification of parameters in a model for the monopolar growth of fission yeast cells where the observations consist of experimental data of cells migrating in vitro. Finally in §7 we summarise our findings. make some conclusions and state possible directions for future work. Further details of the experimental setup used to generate the experimental data are given in Appendix A.
PROBLEM FORMULATION
Throughout Γ denotes a closed smooth oriented d − 1 dimensional hypersurface in R d , d = 2, 3, with outward pointing unit normal ν. Given a function η defined in a neighbourhood of Γ, the tangential or surface gradient of η denoted by ∇ Γ is defined as (2.1)
where ∇ denotes the Cartesian gradient in R
d
. The Laplace-Beltrami operator ∆ Γ is defined as the tangential divergence of the tangential gradient, i.e., (2.2)
The mean curvature H of Γ with respect to the normal ν is defined as
Note that by this definition the mean curvature is the sum of the principal curvatures and differs from the more common definition by a factor 1 d−1 . Note also that our sign convention is such that the unit sphere has positive mean curvature if ν is the unit outer normal.
3
The general evolution law we consider is of the form (for details of the modelling see )
where Γ is the closed surface that represents the cell membrane, V is the material velocity of Γ, σ is the surface tension, k b is the bending rigidity, a is a vector of surface resident species that satisfy (2.5) a surface reaction-diffusion system (RDS), g(·) is the RDS species dependent forcing, Vol(s) denotes the volume enclosed by the surface at time s and λ ≥ 0 is a spatially uniform penalisation term that, for strictly positive λ, accounts (weakly) for volume conservation. For the evolution of the surface resident species we shall consider an RDS of the form
where a = (a 1 , . . . , a na ) T , n a is the number of chemical species involved, a i denotes the density of the ith chemical species, V is the material velocity of the surface, (2.6) ∂
• V a := ∂ t a + V · ∇a, is the material derivative with respect to the velocity V , D is a diagonal matrix of positive diffusion coefficients and f (a) is the nonlinear reaction.
The aim of this work is to propose a method for the identification of parameters c ∈ R np such that the solution (Γ(t), a(x, t)), t ∈ (0, T ], x ∈ Γ(t) to (2.4) and (2.5) is "close" to some observed data. For example the parameters we wish to identify could correspond to the surface tension or bending rigidity σ, k b appearing in (2.4), the diffusion coefficients D i appearing in (2.5) or the forcing g(a) and the reaction f (a) could be parameterised.
In order for (2.4) and (2.5) to be well posed, it is natural assume the parameters take values in some admissible set U ad . For example we could impose point wise bounds on the parameters, i.e, an admissible set of the form (2.7)
The forward problem we consider in this study can now be stated as follows:
2.1. Problem (Forward problem). Given parameters c ∈ U ad and initial data (Γ 0 , a 0 ) find (Γ(t), a(x, t)) satisfying (2.4) and (2.5) for all t ∈ (0, T ], x ∈ Γ(t).
We now formulate the identification problem we shall consider in this study. We assume we have n s ≥ 1 observations of the data at times 0 < t 1 < .. < t ns . For a fixed t i we denote by Γ (t i ),â(x, t i ) , x ∈ Γ(t i ) the associated observations. We denote by (Γ(t), a(x, t)), t ∈ (0, T ], x ∈ Γ(t), the solution of the model equations (2.4) and (2.5) with T = t ns . Note we use the observation at t = t 0 to define the initial data for the model equations (2.4) and (2.5). A key step in formulating the identification problem is to construct a suitable objective functional that measures the closeness of the solution to Problem 2.1 to the observations. We propose two different formulations of the objective functional. 4 Firstly, we propose a sharp interface formulation of the objective functional of the following form 8) where the w i ∈ R + are weights which may be tuned depending on the problem, d Γ(t) (·) and dΓ (t) (·) denote the (signed) distance functions to Γ(t) andΓ(t) respectively and where for a given point p ∈ R computational cost of the method but it is smooth and there is therefore scope for the analysis of the identification method we propose in this study. The identification problem we shall consider may now be stated as follows:
x ∈ Γ(t), t ∈ (0, T ] solutions of Problem 2.1, c * solves the minimisation problem (2.15) min c∈U ad J (c), with J (·) given by (2.8) or (2.14).
OPTIMISATION METHOD
We propose a gradient-based optimisation algorithm for the solution of the optimisation problem, which requires the evaluation of the gradient of the objective functional. Adjoint-based approaches are one commonly used method to evaluate the gradient [Hinze et al., 2009] . One advantage of such an approach is that only one solution of the so called adjoint system (per optimisation iteration) is required for each evaluation of the gradient, independent of the number of parameters to be estimated. However, this approach necessitates the derivation of the optimality system, for which there is as yet no adequate theory in the present setting. Moreover, for free boundary problems one expects the solution to the forward problem, i.e., the geometry and the concentrations, to enter the adjoint equation which is posed backwards in time [Hogea et al., 2008] , this can become computationally prohibitive in terms of memory requirements especially in 3d [Haußer et al., 2010 [Haußer et al., , 2012 . The gradient may be approximated with finite differences, for each optimisation iteration this requires multiple forward problem solves equal to the number of parameters to be estimated. However, the numerical results reported in Hogea et al. [2008] suggest that the adjoint based method they consider is comparable in terms of CPU time to a finite difference gradient based method for the case that 3-5 parameters are to be estimated. Moreover, as each forward solve required for the finite difference approximation of the gradient is independent they may be carried out in parallel. An alternative to gradient based optimisation methods is the Bayesian approach [Stuart, 2010] . This has been applied to parameter identification in reaction diffusion systems and has advantages in terms of obtaining confidence intervals for the estimated parameters [Dewar et al., 2010] . Our focus in this study is to apply the efficient and robust solver we have developed for the forward problem, Problem 2.1, to investigate the identification problem and hence we consider the use of a finite difference based gradient approximation in a gradient based optimisation method deferring to future studies the adjoint and Bayesian approaches. Specifically, we investigate the use of the LevenbergMarquardt method for the solution of the optimisation problem, which is a widely used method that exploits the least squares structure of the problem and is thought to be robust to problems with large residuals [Kelley, 1999] .
For the general theory of parameter identification, optimisation and related inverse problems and optimal control problems we refer, for example, to [Isakov, 1998; Nocedal and Wright, 1999; Tröltzsch, 2010] and for theoretical results on parameter identification for semilinear evolution equations we refer to ].
3.1. The Levenberg-Marquardt algorithm. We seek to employ the Levenberg-Marquardt (LM) algorithm [Marquardt, 1963] for the solution of Problem 2.2, a standard method for nonlinear least squares problems which has been applied in parameter identification for partial differential equations [Burger, 2004; Iglesias and McLaughlin, 2011] . We now present the LM algorithm in this context, for further details of the applications and analysis of the algorithm we refer, for example to Moré [1978] . 6 We define χ ∈ R 2ns such that the objective functional J =
T χ, with the components χ i given by for i = 1, . . . , n s χ i (c) =w
in the sharp interface objective functional case (2.8) and
in the phase field objective functional case (2.14).
We denote by
the Jacobian matrix of χ with components
Similar to the Gauss-Newton method, the LM method is based on considering a linearisation of χ and approximating the Hessian of the objective functional J with J T J . For each iteration of the algorithm, given an initial guess for the parameters c an update δ ∈ R np is computed by solving
The update is then c = c + δ. The damping µ ∈ R + differentiates LM from Gauss-Newton. For large values of µ LM resembles steepest descent while for smaller values of µ LM resembles Gauss-Newton. In practice µ is chosen adaptively with the value of µ decreased whilst each iteration of the algorithm results in a decrease of the error. The termination conditions for the algorithm are given in terms of
• The magnitude of the objective functional |J |.
• The magnitude of the gradient of the linearised objective functional.
• The relative change in the update δ LM .
• A maximum number of iterations. A necessary condition for the approximation of the Hessian J T J to be invertible is that we have at least as many observations as we have parameters we wish to identify. Thus in the present setting we require 2n s ≥ n p .
DISCRETISATION AND IMPLEMENTATION
For the problems we have in mind, it is generally not possible to determine the components of the Jacobian matrix J , c.f., (3.3), analytically. We therefore employ finite differences to approximate J [Monahan, 2011, Chap. 8.6 ]. This procedure necessitates multiple evaluations of the functional χ. We note that the evaluations of the the functional χ needed to compute a finite difference approximation to the Jacobian matrix J are independent of each other and may therefore be carried out in parallel (initial investigations in this direction show that a parallel implementation gives significant computational savings for the Jacobian evaluation stage [Liu, 2013] ).
As analytical solutions to Problem 2.1 are generally unavailable we must approximate the solution to Problem 2.1. We employ a robust and efficient method based on the surface finite element method [Barrett et al., 2008; Dziuk, 2008; Dziuk and Elliott, 2007 Elliott and Styles, 2012; Lubich et al., 2013] for this purpose. The numerical method we employ for the solution of the forward problem and the applications of this method to the study of cell motility are described in detail elsewhere .
The LM algorithm is implemented with the help of the levmar library [Lourakis, 2004] . The library provides routines for the LM algorithm with finite difference evaluation of the Jacobian and incorporates box constraints (i.e., pointwise bounds on the parameters).
We stress that the forward problem is solved with a parametric finite element method even when the phase field formulation of the objective functional (2.14) is used. Thus for each time at which we want to compute the objective functional (2.14), we construct a phase field representation of the computed and target surfaces together with the corresponding (weighted by distance constant normal) extensions of the target concentrations and computed concentrations.
4.1. Discretisation of the objective functional. The numerical method we employ for the approximation of the solution to Problem 2.1 consists in approximating the surface Γ with a triangulated surface. For simplicity in this study, we focus on the case where the surface Γ is approximated by a piecewise linear triangulated surface Γ h . We denote by h the mesh-size of the triangulated surface Γ h .
Our methodology is formulated assuming a continuous description of the observed data, however, in practical applications it is often the case that the observations are not given as a series of surfaces with associated concentrations, rather at each time the observed data is a point cloud consisting of points that lie on the cell membrane together with associated concentrations at these points.
In the case that we consider the sharp interface objective functional J sharp we compare the positions and associated concentrations at the vertices of the computed surfaces directly with the point cloud observations. To this end we introduce the Haussdorff distance, given a set of points P :
for each i and a point x ∈ R d , we define the Hausdorff distance d H P (x) between the point x and the set of points P , by
Let N Γ h and NΓĥ denote the number of vertices of the triangulated surface and the number of points in the point cloud observations respectively and let d
denote the Hausdorff distance to the set of vertices of the triangulated surface and the point cloud of observations respectively. We propose the following discretisation of the objective functional (2.8):
where the closest point operators x H cp andx H cp are the closest points in the set of vertices of the triangulated surface and the point cloud observations respectively. We observe that as the discretisation parameters h andĥ tend to zero, i.e., as the number of distinct points in the point cloud of observations and the number of vertices in the triangulated surface both tend to infinity, we recover the continuous objective functional J sharp (c.f., (2.8)), however, in a practical setting the observations are likely to be (potentially noisy) data generated in experiments with a fixed resolution and we may only have control of the parameter h and not the discretisation parameter associated with the observationsĥ.
For the phase field objective functional (2.14), if we are given observations in the form of point cloud data , as we need a signed distance function we must construct a surface from the target data. The construction of triangulated surfaces from point clouds is not the focus of this work and therefore we assume that if the data is given in the form of a point cloud then we have suitable information on connectivity such that the points in the cloud represent the vertices of a triangulated surface. Given a pair of triangulated surfaces (one for the observations and one from the computations) we define a rectangular domain Ω such that the minimum distance between any point on the triangulated surfaces and the boundary of the rectangular domain is greater than 2 . We then triangulate Ω such that h Ω < 4 , where h Ω is the maximal mesh size of all the elements of this (bulk) triangulation. We then approximate the phase field representation of the position and the concentrations (c.f., (2.10)-(2.12)) with piecewise linear C 0 functions (i.e., P 1 finite element functions) over this bulk triangulation.
NUMERICAL EXPERIMENTS WITH ARTIFICIAL DATA
We focus on an example that arises in the modelling of the motility of Keratocyte fragments . We consider Problem 2.1 with a 2-component RDS. For the forcing function g appearing in the evolution law (2.4) we assume protrusion or retraction proportional to the RDS species, i.e., with
We choose the reaction kinetics appearing in 2.5 to be given by
. The reaction kinetics (5.2) are known as the activator-depleted substrate model [Lefever and Prigogine, 1968] . They have been used widely in the modelling of biological pattern formation phenomena and there has been progress in the analysis of RDSs on fixed and growing domains equipped with the kinetics (5.2) at the continuous level [Kolokolnikov et al., 2008; Venkataraman, 2011; and in the analysis of numerical methods to approximate the equations [Garvie et al., 2010; .
In all the numerical examples in this section we take either the unit circle or unit sphere as the initial position of the curve or surface at t = 0. We select the volume conservation penalisation term λ, appearing in (2.5), to be equal to 1. The initial conditions for the surface RDS were taken to be the spatially homogeneous steady state value for the activator species, i.e., a 1 (x, 0) = 1 with a perturbation of the form a 2 (x, 0) = 0.9 + 0.001 max(0, −x 1 ) introduced to the substrate concentrations.
For the LM algorithm, for all the results in this Section, we used the parameter values given in Table 1 . We employed box constraints on all of the parameters such that they were each constrained to be positive or negative depending on the sign of the true value and their magnitude was constrained to be less than three times the magnitude of the true value.
In all the simulations apart from those in §5.1.2, we set the weights w i , appearing in (3.1) and (3.2), to be 1 for each i and for the formulation of the phase field objective functional we took (the parameter that governs the interface width) to be equal to 0.5. To deal with parameters with differing orders of magnitude, for the finite difference step size we rescaled each of the parameters to be identified such that the true value was 1. Thus a step size of 1 × 10 −2 for a parameter whose true value was equal to 10 or 0.1 would correspond to an actual step size of 0.1 or 1 × 10 −3 respectively in the finite difference Jacobian approximation step.
In the majority of the examples we report on, the algorithm terminated due to the estimate of the error (i.e., the objective functional) being below the given tolerance, i.e., χ 2 < 1 × 10
, we note that in the case of experimental data we would not expect this to be the case as the model error is unlikely to be negligible. In the example corresponding to the estimates obtained using the phase field objective functional stated in the second part of Table 6 and the majority of examples computed with noisy data 9 Stopping criteria
1 × 10
1 × 10 −6 TABLE 1. Parameter values for the Levenberg-Marquardt algorithm for all the experiments reported on in §5. The notation corresponds to the notation introduced in §3.1.
1 100 −1 × 10 −2 5 × 10 −2 20 0.1 0.9 TABLE 2. Parameter values used to generate the target data for numerical experiments on curves. (Table 4 ) the algorithm terminated due to the estimate of the gradient being below the given tolerance, i.e.,
. 5.1. Numerical experiments for curves. We start with an experiment where the surface Γ ⊂ R 2 is a closed curve. We generate the target data by approximating the solution to Problem 2.1 with a forcing term of the form (5.1) and reaction kinetics (5.2). We selected parameter values for the RDS and surface evolution law stated in Table 2 . We approximated the solution to Problem 2.1 using linear finite elements on a mesh with 128 degrees of freedom and selected a timestep of 10
For the identification problem we attempted to recover the coupling term (k p ) 2 appearing in the forcing function g that appears in the evolution law (2.4), the parameter γ that appears in the reaction kinetics (5.2) and the bending rigidity of the cell membrane k b that appears in the evolution law (2.4). A possible physical interpretation of the parameter values is that (k p ) 2 corresponds to the protrusive force generated by actin filaments, γ is the rate constant of the reactions taking place on or near the cell membrane that lead to polarisation and k b governs the magnitude of the force generated due to the resistance of the cell membrane to bending . We assumed the target data was observed at t = 0, 1, 2, . . . , 10 and thus had 10 observations of the data to fit to with the initial observation used to define the initial data for the problem. For the phase field objective functional we computed the objective functionals on rectangular domains such that the distance between the computed and target curves and the boundary of the domain was at least 2 and we used a triangulation of the rectangular domains with 4225 degrees of freedom. Table 3 shows the results of two experiments, one for each choice of the objective functional (4.2) or (2.14). The starting values for the parameters, used as an initial guess for the algorithm, together with the computed values are reported together with the relative percentage errors, where the relative percentage error is defined as estimated value − true value true value × 100.
The algorithm converged in 6 and 7 iterations for the sharp interface and phase field objective functionals respectively and took 142 and 197 seconds of CPU time for the sharp interface and phase field objective functionals respectively. The algorithm appears to perform best in both cases at identifying the protrusive forcing strength (k p ) 2 and the reaction rate γ with the relative error for the estimated value of the bending rigidity k b somewhat higher. Figures 1 and 2 show results of simulations with the estimated parameters using the sharp interface and phase field objective functionals respectively. The results are indistinguishable from those obtained using the true parameter values which we do not report on. In Figure 1 on the triangulated surface Γ h at t = 0, 5 and 10 and in Figure 2 we show the phase field formulation of the position of the surface and the RDS species concentrations at t = 0, 5 and 10. We note that although the problem is one in which both large deformations in the surface position and large changes in the concentrations of the RDS species are evident, the parameter identification algorithm successfully identifies parameters with small relative errors and for which the results of simulating the model equations are indistinguishable from those obtained using the true parameter values.
resistance of the cell membrane to bending . We assumed the target data was observed at t = 0, 1, 2, . . . , 10 and thus had 10 observations of the data to fit to with the initial observation used to define the initial data for the problem. For the phase field objective functional we computed the objective functionals on rectangular domains such that the distance between the computed and target curves and the boundary of the domain was at least 2✏ and we used a triangulation of the rectangular domains with 4225 degrees of freedom. Table 3 shows the results of two experiments, one for each choice of the objective functional (4.2) or (2.14). The starting values for the parameters, used as an initial guess for the algorithm, together with the computed values are reported together with the relative percentage errors, where the relative percentage error is defined as estimated value true value true value ⇥ 100.
The algorithm converged in 6 and 7 iterations for the sharp interface and phase field objective functionals respectively and took 142 and 197 seconds of CPU time for the sharp interface and phase field objective functionals respectively. The algorithm appears to perform best in both cases at identifying the protrusive forcing strength (k p ) 2 and the reaction rate with the relative error for the estimated value of the bending rigidity k b somewhat higher. Figures 1 and 2 show results of simulations with the estimated parameters using the sharp interface and phase field objective functionals respectively. The results are indistinguishable from those obtained using the true parameter values which we do not report on. In Figure 1 we show the RDS species concentrations on the triangulated surface h at t = 0, 5 and 10 and in Figure 2 we show the phase field formulation of the position of the surface and the RDS species concentrations at t = 0, 5 and 10. We note that although the problem is one in which both large deformations in the surface position and large changes in the concentrations of the RDS species are evident, the parameter identification algorithm successfully identifies parameters with small relative errors and for which the results of simulating the model equations are indistinguishable from those obtained using the true parameter values. Figure 1 Results of the simulation described in §5.1 with estimated parameters, obtained using the sharp interface objective functional, given in Table 3 at t = 0, 5 and 10. Note the results are indistinguishable from those computed with the true parameter values (not reported). FIGURE 1. (Colour online) Results of the simulation described in §5.1 with estimated parameters, obtained using the sharp interface objective functional, given in Table 3 at t = 0, 5 and 10. Note the results are indistinguishable from those computed with the true parameter values (not reported).
5.1.1. Noisy observations. In practical applications the observations are likely to include some noise either from measurement error or due to natural biological variability. To investigate the robustness of the proposed algorithm in identifying parameters from noisy data we investigated the performance of the algorithm when the observations were perturbed by noise. We denote by {x Table 3 obtained using the phase field objective functional. The position φ (c.f., (2.11)) (top row) and the RDS species (a 1 ) (middle row) and (a 2 ) (bottom row) are shown at t = 0, 5, 10 reading from left to right. Note the results are indistinguishable from those computed with the true parameter values (not reported). the following form, for i = 1, . . . , n s , and for k = 1, . . . , NΓ
, n a denotes the number of RDS species and η is a random variable. We consider the case where η follows either a normal distribution or a uniform distribution with mean zero and standard deviation k n . We investigate the effect of varying the standard deviation k n , i.e., the strength of the noise. Table 4 shows the results of the identification algorithm with observations perturbed by uniformly or normally distributed noise with varying standard deviation. The starting values and true values of the parameters were as in Table 3 . We report the mean and standard deviation of the relative error for each parameter estimated after 100 runs of the algorithm with noisy observations. We observe that the results are similar for uniformly distributed and normally distributed noise with the same standard deviation.
The algorithm with the sharp interface objective functional appears to generate good estimates of the reaction rate γ even with moderate levels of noise (up to standard deviations of 0.10), for low to moderate noise the estimate of the protrusive forcing strength (k p ) 2 has a mean relative error of less than 10%, while the estimate of the bending rigidity k b is not robust even for noise with a small standard deviation and exhibits a large relative error (even greater than that of the starting value). On the other hand, the algorithm with the phase field objective functional generates estimates of the protrusive forcing strength and reaction rate that appear more sensitive to noise than the sharp interface case, however, the estimate of the bending rigidity appears more robust to noise with a relative error of around 10% for small to moderate noise (standard deviations of 0.02 − 0.05). To illustrate the effect of the perturbations by noise on the observations, in Figure 3 we report on the perturbed phase field representation of the observations at t = 5 in one simulation with normally distributed noise with standard deviations of 0.02, 0.05, 0.1 and 0.2 respectively (the results are similar for uniformly distributed noise and are not reported on). We clearly observe that for noise with standard deviation of 0.1 or greater that the observations are strongly perturbed from the true observations which are indistinguishable from the middle column of Figure 2 .
In practice, it may be the case that experimentalists have knowledge on the noise inherent in given observations, for example the noise may increase with observations further in the future or due to measurement errors associated with certain snapshots. This could then be incorporated by tuning the weights such that larger relative weights were given to the observations that experimentalists had the most confidence in. 5.1.2. Sensitivity of the objective functional. We now report on the results of experiments in which we plot the objective functional for a fixed set of observations generated using the true parameter values reported in Table 3 . We computed the value of the objective functional on a rectangular grid of 1028 points ±25% the true parameter value varying the parameters corresponding to the reaction rate γ and the protrusive forcing strength (k p ) 2 .
We start by examining the sensitivity of the objective functional as we change the weights in (2.8) and (2.14) such that the contribution of the error due to position is changed relative to the error due to functional we computed the objective functionals on cubical domains such that the distance between the computed and target curves and the boundary of the domain was at least 2✏ and we used a triangulation of the cubes with 22065 degrees of freedom. Table 6 shows the results of two experiments, one for each choice of the objective functional (4.2) or (2.14). The starting values for the parameters, used as an initial guess for the algorithm, together with the computed values are reported together with the relative percentage errors. The algorithm converged in 8 and 26 iterations for the sharp interface and phase field objective functionals respectively and took 2843 and 40217 seconds of CPU time for the sharp interface and phase field objective functionals respectively. The algorithm appears to perform best in the sharp interface case with the relative errors of two of the estimated parameters in the phase field case exceeding the relative errors of the initial guesses. In both cases the algorithm exhibits the smallest relative error in the identification of the reaction rate , with the estimates of the protrusive forcing strength (k p ) 2 slightly worse and the with the relative error for the estimated value of the surface tension significantly higher. Figure 6 shows snapshots of the computed surface shaded by activator concentrations computed at the starting values used in the identification algorithm and Figure 7 shows snapshots of the computed surface shaded by activator concentrations computed at the estimated parameter values computed by the identification algorithm using the sharp interface objective functional. We observe that qualitatively the solutions using the starting values which serve as an initial guess for the algorithm are far from the solutions using the estimated values, with the starting values generating a "2-peak" solution on the surface and markedly different motion. Despite this the proposed algorithm is sufficiently robust that the results the concentrations. To do this we set w i = 1 and w i+ns = α for i = 1, . . . , n s with α = 0.01, 1 and 100. Figure 4 shows the dependence of the objective functional on the parameters for the sharp interface and phase field formulation. When the contribution of the error due to concentration is small relative to the error due to position, i.e, α = 0.01, the sensitivity of the objective functional appears similar for the two different formulations (top row of Figure 4 ). For this choice of α, the objective functionals appear relatively insensitive to a change in parameter values that corresponds to an increase in γ combined with a reduction of (k p ) 2 as the level curves appear oriented along a line y = −cx, for some positive number c. In the sharp interface case (left column of Figure 4 ), as we increase the value of α the objective functional appears significantly more sensitive to changes in the reaction rate than the protrusive forcing strength with the level curves of the objective functional appearing almost horizontal. This is different to the experiments with the phase field objective functional where increasing the value of α only leads to slightly more horizontal level curves of the objective functional which appear to remain oriented along a line y = −cx, for some positive number c. Figure 5 shows the dependence of the phase field formulation of the objective functional on γ and (k p ) 2 for different values of (the interfacial width parameter) and for all the weights set to one. The sensitivity of the objective functional appears similar for the different values of and the values of the objective functional also appear to converge as we vary from 0.01 to 0.001 although the values do not 14 Figure 4 Left: the sharp interface objective functional (4.2) and right: the phase field objective functional (2.14) as a function of the reaction rate and the protrusive forcing strength (k p ) 2 . The relative weight of the error due to the concentration ↵ = 0.01, 1, 100, reading from top to bottom in each column (for details see text). The observations were generated using = 20 and (k p ) 2 = 0.05. The lines indicate level curves of the objective functional. 2) and right: the phase field objective functional (2.14) as a function of the reaction rate γ and the protrusive forcing strength (k p ) 2 . The relative weight of the error due to the concentration α = 0.01, 1, 100, reading from top to bottom in each column (for details see text). The observations were generated using γ = 20 and (k p ) 2 = 0.05. The lines indicate level curves of the objective functional. converge to the sharp interface formulation of the objective functional (Figure 4 left hand column middle) . This is unsurprising as the Haussdorff distance is used in the sharp interface setting and the L 2 distance is used in the phase field setting. Further investigations are warranted into the sharp interface limit of the phase field formulation of the objective functional.
17 Figure 5 The phase field objective functional (2.14) as a function of the reaction rate and the protrusive forcing strength (k p ) 2 for phase field interfacial width parameter ✏ = 0.001, 0.01 and 0.1 reading from left to right. The observations were generated using = 20 and (k p ) 2 = 0.05. Figure 8 shows snapshots of the 0.5 level set of the phase field representation of the surfaces shaded by the phase field formulation of the activator concentration on the surfaces. The top row of the figure corresponds to the observations, i.e., the data computed using the true parameter values, the middle row corresponds to the data computed using the initial guess for the parameter values and the bottom row the data computed using the estimated parameter values. We observe that while the initial guess for the parameter values generates a solution that is qualitatively dissimilar to the solution with the true parameter values, the solutions with the estimated parameters are qualitatively similar to the solutions with the true parameter values. This suggests that there may be multiple local minima of the objective functional in the phase field setting which may account for the large relative errors in the estimates of the parameters. Indeed one may expect the objective functional to be relatively insensitive to positively correlated perturbations in the surface tension (primarily a contractive force as the mean curvature of the surface is generally positive in this example) and the protrusive forcing strength (k p ) 2 , which may account for the estimates for both of these parameters being lower than the true value.
6 Numerical experiments with real data 
Numerical experiments for surfaces.
We now consider the case where the surface Γ ⊂ R
3
. We generate the target data by approximating the solution to Problem 2.1 with a forcing term of the form (5.1) and reaction kinetics (5.2). We selected parameter values for the RDS and surface evolution law stated in Table 5 . We approximated the solution to Problem 2.1 using linear finite elements on a mesh with 1026 degrees of freedom and selected a timestep of 10 −2 . For the identification problem we attempted to recover the coupling term (k p ) 2 appearing in the forcing function g, the parameter γ that appears in the reaction kinetics (5.2) and the surface tension of the cell membrane σ. We assumed the target data was observed at t = 0, 1, 2, . . . , 5 and thus had 5 observations of the data to fit to and one observation for the initial data. For the phase field objective functional we computed the objective functionals on cubical domains such that the distance between the computed and target curves and the boundary of the domain was at least 2 and we used a triangulation of the cubes with 22065 degrees of freedom. and 40217 seconds of CPU time for the sharp interface and phase field objective functionals respectively. The algorithm appears to perform best in the sharp interface case with the relative errors of two of the estimated parameters in the phase field case exceeding the relative errors of the initial guesses. In both cases the algorithm exhibits the smallest relative error in the identification of the reaction rate γ, with the estimates of the protrusive forcing strength (k p ) 2 slightly worse and the with the relative error for the estimated value of the surface tension σ significantly higher. Figure 6 shows snapshots of the computed surface shaded by activator concentrations computed at the starting values used in the identification algorithm and Figure 7 shows snapshots of the computed surface shaded by activator concentrations computed at the estimated parameter values computed by the identification algorithm using the sharp interface objective functional. We observe that qualitatively the solutions using the starting values which serve as an initial guess for the algorithm are far from the solutions using the estimated values, with the starting values generating a "2-peak" solution on the surface and markedly different motion. Despite this the proposed algorithm is sufficiently robust that the results obtained with the estimated parameter values are qualitatively indistinguishable from those obtained with the true parameter values (not reported). Figure 8 shows snapshots of the −0.5 level set of the phase field representation of the surfaces shaded by the phase field formulation of the activator concentration on the surfaces. The top row of the figure corresponds to the observations, i.e., the data computed using the true parameter values, the middle row corresponds to the data computed using the initial guess for the parameter values and the bottom row the data computed using the estimated parameter values. We observe that while the initial guess for the parameter values generates a solution that is qualitatively dissimilar to the solution with the true parameter values, the solutions with the estimated parameters are qualitatively similar to the solutions with the true parameter values. This suggests that there may be multiple local minima of the objective functional in the phase field setting which may account for the large relative errors in the estimates of the parameters. Indeed one may expect the objective functional to be relatively insensitive to positively correlated perturbations in the surface tension (primarily a contractive force as the mean curvature of the surface is generally positive in this example) and the protrusive forcing strength (k p ) 2 , which may account for the estimates for both of these parameters being lower than the true value.
NUMERICAL EXPERIMENTS WITH REAL DATA
We now investigate the performance of the identification approach presented in this study when the observations consist of experimental rather than artificial data. We focus on modelling monopolar growth of fission yeast Schizosacchromyces pombe; a rod-shaped organism that proliferates asexually through growth at cell poles [Bendezú and Martin, 2012] . Following division, cells begin growth at a single tip (the tip that existed prior to division) before a minimal length is achieved enabling transition to bipolar growth. Bipolar growth continues until cell division, when growth machinery is relocated to the septum in 17 FIGURE 6. (Colour online) Snapshots of the computed surface for the simulations described in §5.2 shaded by activator concentration a 1 at t = 1, 2, 3, 4 and 5, from two different viewpoints computed using the starting parameter values given in Table 6 , for remaining parameter values see text.
FIGURE 7. (Colour online) Snapshots of the computed surface for the simulations described in §5.2 shaded by activator concentration a 1 at t = 1, 2, 3, 4 and 5, from the same viewpoints as in Figure 6 . The snapshots were computed using the estimated parameter values corresponding to the sharp interface objective functional given in Table 6. the centre of the cell [Kelly and Nurse, 2011] . It has become apparent that, the conserved small Rho-like GTPase Cdc42, plays an essential role in regulating cell this polar cell growth. Accumulation of active Cdc42 at a growth tip, defines an area where vesicle delivery, exocytosis and cell wall remodelling occurs thereby delivering cell wall synthases to promote growth [Bendezú and Martin, 2012; Das et al., 2012; Drake and Vavylonis, 2013] . 6.1. Experimental observations of the monopolar growth of fission yeast cells. Recently, the importance of active Cdc42-GTP in the coordination of S. pombe growth sites during mitotic growth has become apparent. In vivo it is possible to determine the cellular localisation of active Cdc42 through the expression of a GFP-tagged Cdc42/Rac-interactive binding (CRIB) domain [Tatebe et al., 2008] . We and others [Bendezú and Martin, 2012; Das et al., 2012; Kelly and Nurse, 2011; Tatebe et al., 2008] have described the localisation of CRIB-GFP in a range of S. pombe strains. In mitotically growing cells CRIB-GFP localises predominately to poles of cells . Using a previously described strain (JY1645) expressing CRIB-GFP , we performed time-lapse fluorescence microscopy (cells were grown on rich media agarose plugs) and were imaged every 5 minutes for a period of 80 mins (Figure 9 , left panel). We quantified CRIB-GFP fluorescence at the plasma membrane and cell growth using QuimP2 (Figure 9 , upper and lower right panels) from the point of cell division until initiation of new-end take off (bipolar growth). Further details of the experimental setup are given in Appendix A. FIGURE 8. (Colour online) Snapshots of the −0.5 level set of the phase field representation of the surfaces for the simulations described in §5.2. The functions φ andφ (c.f., (2.10) and (2.11)) shaded by the phase field representation of the activator concentration a 1 i.e, the functions (a 1 ) and (â 1 ) are shown at t = 1, 2, 3, 4 and 5 (reading from left to right in each row). The top row corresponds to the phase field representation of the observations, the middle row to the simulated results using the initial guesses for the parameter values and the bottom row the simulated results with the estimated parameter values.
We selected five cells from the population of ten cells which exhibited single tip growth (some of the cells did not exhibit any marked growth, others grew from both tips and others were in close proximity to each other and thus influenced each others movement). We (manually) picked the longest interval in which single tip growth was evident for each of the five cells to be the observations for the identification algorithm. Therefore the data we attempted to fit to, shown in Figure 10 (top row), consisted of five cells observed over 11, 7, 5, 9 and 11 snapshots respectively, i.e., 55, 35, 25, 45 and 55 minutes respectively. For each of the cells, the initial snapshot at the start of the period of sustained monopolar growth was used to define the initial data for the model equations.
6.2. Modelling the monopolar growth of fission yeast cells. Experimental evidence suggests that growth is positively correlated with Cdc42 concentration and that there is a threshold value of Cdc42 concentration above which growth occurs [Das et al., 2012] . In contrast to Drake and Vavylonis [2013] , where a model with a Cdc42 signal distributed over a characteristic length-scale rather than generated by a reaction-diffusion process is employed, we propose a simple model for the Cdc42-dependent monopolar growth of fission yeast cells of the form considered in Problem 2.1. We propose that for the short timescale monopolar growth that we seek to model, the evolution of the surface Cdc42 concentration satisfies a surface heat equation i.e., in place of (2.5) we consider a one species heat equation with no reaction kinetics. Furthermore, as Cdc42 remains elevated and localised at the new tip we select a small membrane diffusion coefficient. This surface heat equation is coupled to the evolution law (2.4). The volume of the cells is not conserved as they grow and thus the penalisation term λ appearing in (2.4) is set to
Fixed parameter values used in the simulations of monopolar growth of fission yeast cells zero. Observations suggest that surface tension and bending rigidity only play minor roles for the short timescale monopolar growth considered in this study therefore we select small positive values for the surface tension and the bending rigidity. The parameter values used in the simulations are given in Table  7 .
To approximate the experimentally observed dependence of growth on Cdc42, i.e., growth above a given threshold value, we consider a forcing function (g in (2.4)) of the form
where the parameters k 1 , k 2 ≥ 0 are the parameters we seek to identify. The parameter k reg ≥ 0 is a small positive parameter which governs the width of transition region between no growth and maximal growth. Threshold dependence of growth on Cdc42 is approximated as the parameter k reg approaches zero. Although in theory we could attempt to identify the size of the transition region k reg , our numerical studies suggest that there are insufficient data points within this threshold region in each of the snapshots to make robust identification of this parameter possible (i.e., the spatial resolution of the data generated by the cell segmentation algorithm is too low). We therefore select k reg = 5 × 10 −2 in all the subsequent simulations. The parameters we seek to identify may be interpreted as follows, k 1 is the lower threshold below which there is no growth, k 1 + k reg is the upper threshold above which growth is maximal and k 2 the maximal strength of the Cdc42 dependent forcing.
6.3. Remark (Modelling simplifications). The mechanism that governs localisation of Cdc42 at the new tip is complex and involves many other species such as Gef1 [Das et al., 2012] , Ras1-GDP, Ras1-GTP, Gap1 and Scd1 [Onken et al., 2006] . Modelling these complex multi-species interactions are beyond the scope of this study hence we consider the simplified model outlined above.
The inclusion of a small positive surface diffusion coefficient for Cdc42 and small positive bending rigidity and surface tension serve to regularise the surface PDE -surface evolution law system making them suitable for approximation with the surface finite element method utilised in this study. We have verified that doubling either the diffusion coefficient, bending rigidity or surface tension yields relatively unchanged parameter estimates. 6.4. Remark (Comparison of the identified parameters with those estimated in the literature). Due to the structure of the proposed evolution law modelling monopolar growth, in which the forcing due to Cdc42 is the dominant term, the parameter k 2 may be compared with experimental data on the growth rates of tips with elevated Cdc42 (specifically, the old tip that existed prior to division) as reported in [Das et al., 2012, Fig. 1F ]. We therefore report on our estimates of this parameter in units of µm/min to allow comparison with the experimental measurements of Das et al. [2012] .
On the other hand, the threshold level k 1 may be thought of as a cell specific quantity and it is not possible to directly relate this to a concentration level of Cdc42. This is due to the fluorescence source, CRIB-GFP binding to Cdc42-GTP (the active conformation). The increased fluorescence observed, for example at a growing tip, is due to CRIB-GFP accumulation upon its binding to active Cdc42. Whole cell fluorescence intensity would reflect the total cellular concentration of CRIB-GFP but not Cdc42. The concentration of Cdc42 at the plasma membrane cannot be directly inferred by fluorescence intensity 21 measurements as fluorescence is dependent on both the proportion of Cdc42 that has become activated and the concentration of CRIB-GFP available for binding. Variability in expression levels from cell-to-cell will cause variation in overall Cdc42 and CRIB-GFP concentration, therefore contributing to cell-to-cell variability in the levels of fluorescence intensity that are observed. 6.5. Identification experiments for the monopolar growth of fission yeast cells. For all the simulations in this section the value of the interfacial width parameter related to the phase field version of the algorithm, c.f., (2.14), was taken to be 0.63µm. The remaining parameters used in the LM algorithm were the same as those employed in §5. For the first identification experiment we set each of the weights to be one (i.e., w i = 1, i = 1, . . . , 2n s in (3.1) and (3.2)) and selected initial parameter estimates of 0.1 (arbitrary units) for the threshold value k 1 and 0.25µm/min for the maximal forcing strength k 2 . Figure 10 shows experimental observations of the monopolar growth of the four cells considered over a three minute interval with the cells shaded by fluorescence intensity of Cdc42 (top row) and the solution with the identified parameters using the sharp interface and phase field objective functionals (middle and bottom rows respectively). The parameters identified by the algorithm with the two different objective functionals are shown in Figure 11 (a) for the sharp interface (left) and phase field (right) objective functionals. The algorithm selects a threshold (k 1 in (6.1)) of between 0.1 and 0.3 for the CRIB-GFP intensity below which there is no growth. The maximal forcing strength (k 2 in (6.1)) identified is between 0.005 and 0.02 and this is in agreement with the values measured experimentally in Das et al. [2012, Fig. 1F] . The identified parameters are very similar for both the different objective functionals with virtually identical forcing strength estimates and similar threshold estimates. Only the threshold (k 1 ) parameter identified for cell number 4 appears markedly different for the two objective functionals with the sharp interface functional selecting a significantly lower threshold value. The simulated results with the identified parameters Figure 10 bottom two rows, shows that the algorithm identifies parameters that generate monopolar growth qualitatively similar to that observed in experiments with little to no growth at the tip where the fluorescence intensity of Cdc42 is low. There are only minor qualitative differences between the solution with the phase field and sharp interface objective functionals, for example for the cell shown in the fourth column of Figure 10 , we see that a larger region of the cell surface forms the growing tip and this is due to the significantly lower threshold k 1 identified by the sharp interface algorithm in this case, see Figure 11 (a).
Figure 12(a) shows the evolution of the residual versus the number of function evaluations performed by the algorithm for the sharp interface (top row) and phase field (bottom row) objective functionals. We observe the behaviour typical of the LM algorithm of initially rapid reduction of the residual followed by periods of stagnation. In four of the five cases considered the phase field version of the algorithm converges with less than half the function evaluations needed by the sharp interface version of the algorithm, however, in the fourth column we see that the sharp interface version converges after a similar number of function evaluations as the phase field version. We also report on the component of the residual due to the error in position ( ns i=1 χ 2 i ) and the component of the residual due to the error in concentration ( 2ns i=ns+1 χ 2 i ), where we have used the notation of §3. We observe that the error due to position dominates the error due to concentration for both formulations.
We conclude with another experiment where we selected weights such that at the initial guess for the parameter values the contribution of the error in concentration and position to the objective functional was roughly comparable. Specifically, we choose the weights such that the average over the five cells of the error due to position was the same as the error due to concentration at the initial guess for the algorithm which corresponded to w i = 1, w i+ns = 5184, i = 1, . . . , n s for the sharp interface objective functional and w i = 1, w i+ns = 25, i = 1, . . . , n s for the phase field objective functional. Figure 11( b) shows the identified parameters for the sharp interface (right) and phase field (left) objective functionals with the new weights. In the sharp interface case (left column of Figure 11(b) ) the forcing strength identified for cells 1,2 and 4 is similar to the equal weight case (Figure 11(a) ), for cells 3 and 5 different forcing strengths are identified by the algorithm, lower and higher respectively. For the phase field case 22 Figure 10 Monopolar growth of five yeast cells shaded by CRIB-GFP intensity. Top row: experimental observations, middle row: solution with identified parameters using the sharp interface formulation of the objective functional with equal weights and bottom row: solution with identified parameters using the phase field formulation of the objective functional with equal weights. For further details see text. We observe that in all cases the identified parameters are such that the tip of the cell lacking Cdc42 does not deform significantly while the tip with elevated Cdc42 grows. The only cell for which the phase field and sharp interface formulations generate qualitatively different results is the cell in column four for which the lower threshold value identified in the sharp interface case, c.f., Figure 11 (a), results in a larger proportion of the cell growing.
1,2 and 4 is similar to the equal weight case (Figure 11(a) ), for cells 3 and 5 different forcing strengths are identified by the algorithm, lower and higher respectively. For the phase field case the identified forcing is very close to the parameters identified in the equal weights case for all five cells. The sharp interface algorithm identifies a lower threshold for cells 1 and 3 and a higher threshold for cell 5 than the equal weights case while in the phase field case the thresholds identified are similar to the equal weights case for all five cells. Figure 12(b) shows the evolution of the residual versus the number of function evaluations for the distinct weight case. There appears to be no clear relationship between the number of function evaluations necessary and the choice of either distinct or equal weights with some cells requiring more function evaluations and other cells less than in the equal weights case for both the sharp interface and phase field formulations of the objective functional. In the interest of space and as in the phase field case the results remain largely unchanged to those with equal weights, we do not report on all the simulations with the distinct weights, instead we illustrate the differences between the distinct weights and equal weights case by considering a single cell which the differences are evident. Figure  13 shows magnifications of the data at the growing tip at a series of snapshots for one of the cells in Figure 10 together with the solution with the identified parameters at the corresponding times. There are differences in the solution with parameters identified by the sharp interface functional for the two different choices of weights. For the sharp interface objective functional, the equal weight case appears to fit, more accurately, the position of the growing tip while, the distinct weights case generates intensity profiles We observe that in all cases the identified parameters are such that the tip of the cell lacking Cdc42 does not deform significantly while the tip with elevated Cdc42 grows. The only cell for which the phase field and sharp interface formulations generate qualitatively different results is the cell in column four for which the lower threshold value identified in the sharp interface case, c.f., Figure 11 (a), results in a larger proportion of the cell growing. the identified forcing is very close to the parameters identified in the equal weights case for all five cells. The sharp interface algorithm identifies a lower threshold for cells 1 and 3 and a higher threshold for cell 5 than the equal weights case while in the phase field case the thresholds identified are similar to the equal weights case for all five cells. Figure 12(b) shows the evolution of the residual versus the number of function evaluations for the distinct weight case. There appears to be no clear relationship between the number of function evaluations necessary and the choice of either distinct or equal weights with some cells requiring more function evaluations and other cells less than in the equal weights case for both the sharp interface and phase field formulations of the objective functional. In the interest of space and as in the phase field case the results remain largely unchanged to those with equal weights, we do not report on all the simulations with the distinct weights, instead we illustrate the differences between the distinct weights and equal weights case by considering a single cell which the differences are evident. Figure 13 shows magnifications of the data at the growing tip at a series of snapshots for one of the cells in Figure 10 The identified parameters for the numerical experiments described in §6. Within each figure the top row shows the estimates of the maximal forcing strength k 2 and the bottom row the threshold intensity k 1 (c.f., (6.1)), the left column corresponds to the sharp interface objective functional and the right column the phase field objective functional. The ordering of the cells within each plot is as in Figure 10 . The identified parameters for the numerical experiments described in §6. Within each figure the top row shows the estimates of the maximal forcing strength k 2 and the bottom row the threshold intensity k 1 (c.f., (6.1)), the left column corresponds to the sharp interface objective functional and the right column the phase field objective functional. The ordering of the cells within each plot is as in Figure 10 . FIGURE 11. (Colour online) The identified parameters for the numerical experiments described in §6. Within each figure the top row shows the estimates of the maximal forcing strength k 2 and the bottom row the threshold intensity k 1 (c.f., (6.1)), the left column corresponds to the sharp interface objective functional and the right column the phase field objective functional. The ordering of the cells within each plot is as in Figure 10 . together with the solution with the identified parameters at the corresponding times. There are differences in the solution with parameters identified by the sharp interface functional for the two different choices of weights. For the sharp interface objective functional, the equal weight case appears to fit, more accurately, the position of the growing tip while, the distinct weights case generates intensity profiles that reproduce the decline in CRIB-GFP intensity away from the growing tip. The phase field objective functional yields very similar solutions for both the equal and distinct weights, which is as expected since the parameter estimates shown in Figure 11 remain largely unchanged. This is in accordance with the results of §5.1.2 where it was observed that the sharp interface formulation of the objective functional appears more sensitive to changes in weights than the phase field formulation of the objective functional. It also suggests that practitioners may tune the weights if the sharp interface formulation is used to prioritise fits to either the observed positions or the observed concentrations depending on the application in hand.
CONCLUSION
The mathematical modelling of cell motility is a burgeoning research field [Hecht et al., 2011; Herant and Dembo, 2010; Mogilner, 2009; Ziebert et al., 2011] . Typically it is difficult to estimate the forces associated with cell motility and it is therefore challenging to estimate parameters within these, often phenomenological, models. The advent of novel fluorescence microscopy, imaging and molecular biology techniques has meant high resolution two and three dimensional data of migrating cells is now available and this is one resource which may be used to estimate these parameters.
In a general framework for modelling cell motility was proposed coupling a geometric evolution law for the motion of the cell membrane to partial differential equations posed on the membrane which incorporated some of the existing models for cell motility [Neilson et al., 2010 [Neilson et al., , 2011a . In this study we proposed an algorithm for the identification of parameters in models that fit into the general framework proposed in , that makes use of the robust and efficient numerical method proposed in the same study for the approximation of the model equations. To our knowledge this is one of the first algorithms that allows parameters in models for cell motility to be estimated from experimental imaging data. We formulated the identification problem as a minimisation problem where the objective functional to be minimised may be computed either within a sharp interface or a phase field setting and presented an optimisation method based on the widely used Levenberg-Marquardt algorithm for the solution of the minimisation problem. We discussed in detail the implementation of the algorithm in this context and presented a number of numerical experiments where the algorithm was used to identify parameters with artificial data generated by simulating the model equations. The numerical tests indicate the algorithm is robust to moderate levels of noise and is capable of identifying parameters in three-dimensional models for cell motility and in the presence of large deformations. On the evidence of the numerical tests carried out, it appears that the sensitivities of the two different formulations of the objective functional exhibit significant differences. The algorithm equipped with the sharp interface formulation of the objective functional gives better estimates of certain parameters and is less computationally intensive, while the algorithm equipped with the phase field formulation of the objective functional gives estimates of certain parameters which are more robust to noise and may be more amenable to analysis, which is an area we intend to explore in future work. We finished with an example where we illustrated the performance of the algorithm when the data consists of real experimental observations of cells migrating in vitro. The algorithm was used to identify parameters in a simple model for the monopolar growth of fission yeast cells. The algorithm identifies threshold values and maximal growth rates under a model for growth where growth occurs above threshold value of Cdc42 concentration, the maximal growth rates identified agree with the related maximal growth rate of tips measured experimentally in Das et al. [2012] . Furthermore, by tuning the weights in the sharp interface version of the objective functional it appears one may prioritise the fit to the observed concentrations or to the observed positions. Thus there is some flexibility for practitioners dependent on the application in hand.
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