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1. INTRODUCTION 
This paper presents an approach to the solution of eigenproblems 
in a finite-dimensional vector space by means of the theory of games. 
Although a search of the published literature has found a number of 
papers whose results are applicable with little generalization or extension, 
if any, only two [22, 27]*, could be said to provide direct links between 
the two areas. 
While many of the lemmas contained herein can also apply to arbitrary 
rectangular matrices, the theorems derived from them relate to the 
eigenproblem, and hence we restrict ourselves to square matrices. These 
results appear in Sections 3, 4, and 5. In Section 3, given a real square 
matrix A, we define the convex game which we shall parametrize, and 
generalize some basic lemmas well known for simplicial games. These 
lemmas are first applied to relate the solution of the eigenproblem for 
A = AT to that of the parametrized game by obtaining necessary and 
sufficient conditions for the existence of an eigenvector of A in the cone 
of definition of the game. Then we obtain a series of lemmas characterizing 
the value of the parametrized game as a function of the parameter. 
This enables us to prove a theorem by which an eigenvector and its 
associated eigenvalue can be found, once it is known that the eigenvector 
lies in a cone. For general matrices A, we then obtain sufficient conditions 
for the existence of an eigenvector in a cone. 
* Weil’s paper [27] appears to be the first in which eigenvalues and eigenvectors 
are directly connected with the values and solutions of parametrized games, and 
provides a starting point for a considerable part of the present work. 
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In Section 4 we consider aspects of the problem when the cone is 
finitely generated, or polyhedral. First we particularize the results of 
Section 3, and then define a different game which also can be shown to 
be connected to the eigenproblem. In the last part of Section 4 we prove 
a theorem giving a sufficient condition for the solution of a game to be 
an eigenvector when the game is solved by a linear programming technique. 
Finally, in Section 5, we apply the results of Section 3 to matrices 
leaving a cone invariant, and obtain new proofs of the Perron-Frobenius 
theorems. 
2. DEFINITIONS, NOTATION, AND THEOREMS FROM THE LITERATURE 
This section contains the basic nomenclature and definitions used 
herein; definitions and notation of less general import are introduced 
as required in the main body of the paper. 
We restrict ourselves throughout to a real Euclidean n-dimensional 
space Rn (although all the definitions below apply equally well to infinite- 
dimensional spaces). 
Lower-case Roman letters will denote vectors of Rn except for the 
null element, which will be written 0. The transpose of a vector x will 
be written 8. Scalars will be represented by lower-case Greek letters, 
matrices by capital letters (the null matrix by 0), and sets by boldface 
capitals (the empty set by 4, the nonnegative orthant by R,“). 
A set KC Rn is convex if x E K, y E K, and y E [0, l] imply that 
yx + (1 - y)y E K. We define a convex cone to be a closed set C C Rn 
such that: (i) x E C, y E C, CI 1 0, fi 1 0 imply that ccx + By E C; (ii) 
c n (- C) = {B}. A cone is solid if its interior is nonempty, and is re- 
pro&cing if any element of Rn can be represented as the difference of 
two elements of the cone. (In Rn the terms solid cone and reproducing cone 
are equivalent.) 
ASSUMPTION. Throughout this paper, C is taken to be a solid cone 
in Rn. 
The polar or dual of a cone C is the cone C*, where 
C” = (XI2”y 2 0 for all y EC}. (2.1) 
Let C be a convex cone. Since C is closed by definition, it is well known 
(e.g., see [14, p. 4031) that C = C**. Moreover, if y is a boundary point 
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of a solid cone C, then there exists a nonnull boundary point of C* ortho- 
gonal to y. A vector x E C is an extreme vector of C if x cannot be written 
as the sum of two independent elements of C. Then CC C* if the inner 
product of all extreme vectors of C is nonnegative. A lemma proved in 
[lo] is: 
LEWV~A 2.1. C* C C if and only if, for all x E Rn, there exist orthogonal 
elements of C whose difference is x (i.e., x = y - z, where y E C, z E C, and 
y% = 0). 
C is self-polar if C = C*. One example is any orthant of R”; another 
is given in [lo] as follows: 
Let A be a real symmetric matrix whose spectral radius p(A) is an 
eigenvalue, and let or,. . , un be orthonormal eigenvectors of A, with 
Au1 = p(A)&. Let U be the (orthogonal) matrix whose jth column is 
uj, and define C to be 
C= 
i 
ylcr,2 I,; a=(a,)=Uy . 
j=2 1 
Then C = C*. 
A real-valued function f defined on a convex set K is convex if 
Jf(4 -t (1 - 4f(Y) 1 f [Ax + (1 - n)y] 
whenever x E K, y E K, and 1 E [0, 11. A function f is concave if - f 
is convex. 
The fundamental theorem of game theory, or general min-max theorem 
[14, p. 281 is 
THEOREM 2.1. Let f be a real-valued function with domain D, x D,, 
where the Di are closed, bounded, convex sets. Suppose that f is continuous, 
and that f(x, y) is convex in y for each x, and concave in x for each y. Tlaen 
there exist nonempty subsets XC D, and Y C D, such that, for x0 E X, 
Y,,EY, and all XED,, y E D,, 
f (x0’ Y) 2 m& :Ey f (x. Y) = f (x0) yO) = 7Ey 2; f(x, Y) 2 f (x, YJ. (2.2) 
I 
When the hypotheses of Theorem 2.1 are satisfied, the triple (f, D,, D,) 
is said to define a convex game. Furthermore, the game has the value 
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*j = ,/(x0, yO). Clearly, 21 is unique. The elements of the sets D, and D, 
are called strategies or feasible vectors. We call the maxivnal (convex) 
subsets X and Y whose elements satisfy (2.2) the solution sets of the game, 
and their elements o$timal strategies. If D, and D, are (WZ - 1)-dimensional 
and (PZ - 1)-dimensional polytopes, respectively, the game is called 
polyhedral. If D, and D, are the sets of stochastic vectors in Rm and R”, 
respectively (see below), the game is siwtjdicial. In this paper, we always 
take m = n. 
A cone C induces a partial ordering on a vector space. We use the 
following notation in representing this ordering: 
x >cy means X-Y is an interior point of C. 
X9Y means x - y E C and is nonnull. 
X>CY means x -yEC. 
In the special case when C = R,n, we omit the superscript from the 
inequalities. 
A special subset of R+” is the set Sn of stochastic vectors: S” = {z = 
(tJ/x > 0 and cr=i li = l} = (~1% >, 8 and zTe = l}, where e = 
(I, I,. . .> 1). Clearly, Sn is convex and compact. 
In Section 5 we consider matrices leaving cones invariant, and adopt 
the notation : 
A >‘O means x >,’ 0 implies that Ax >’ 0. 
A 2’ 0 means x >‘O implies that Ax 2’0. 
Again, for the special case of C = R,n, we omit the superscript 
3. CONVEX GAMES AND THE EIGENPRORLEM 
3.1. Definition of the Game 
Let g >’ 8 and g, >‘* 6 be chosen, and define the sets of strategies 
K and K* by 
K = {Y [g,=y = 1; y 2’ fJ>, 
K” = (x[x’g = 1; x 3” 0). (3.1) 
Each is the intersection of a hyperplane with a cone, and each is convex 
and compact in Rn. The sets K and K* so defined are used throughout 
the paper. 
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Note. When C = C*, we will choose g, = g, so that Ii = K* 
Given any square matrix A, we define the function f on K* x H by 
f(x,y) = xTAy for XE K*, YE K. (3.2) 
Since f is linear in each variable, the conditions of Theorem 2.1 are 
satisfied; thus the game (f, K*, K) has a value, and there exist nonempty 
solutions sets in K* and K. 
Notational Remarks. We will denote the value of the game whose 
matrix is A by v,(A), the subscript denoting its dependence on the choice 
of K. Since we consider parametrized games later, we use the notation 
X(/?) and Y(p) to represent the solution sets of optimal strategies for 
the row player (strategies from K*) and column player (strategies from 
K), respectively, in the game whose matrix is A + PH for some H 
(frequently, H is - I). 
The conclusion of Theorem 2.1 for the game under consideration 
may be stated as follows: 
For any x E X(O), y E Y(O), the follozwing chain is satisfied for all w E K, 
ZE K”: 
xTAze! 2 xTAy = v,(A) 2_ zTAy. (3.3) 
Conversely, if any strategy vector x E K* satisfies xTAze, 2 v,(A) for all 
w E K, then x E X(0). If any strategy vector y E K satisfies v,(A) 1 zTAy 
for all z E K*, then y E Y(0). 
LEM~IA 3.1.* Suppose x E C*, y >’ 0. Then, xTy = 0 implies that 
x = 8. 
Proof. Since y >’ 8, there exist positive scalars tci and linearly 
independent vectors yi 3’ 0 for i = l(l)%, such that 
* In proving an alternative theorem for functions which are convex on cones, 
Eisenberg [4] also proved Lemma 3.1. 
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where 
Thus, 
x’y = 0 = 2 M&zyJ. 
i=l 
Since X’yi 2 0 and ui > 0 for each i, it follows that x’y = 0 for i = 
l(l)%; hence x = 19. 
COROLLARY 3.1. Suppose ~EC, x >'* 0. Then x’y = 0 implies 
that y = 0. 
Proof. The result follows if we replace C by C* and C* by C** = C 
in the proof of Lemma 3.1. 
An immediate result is that we can express C and C* in terms of 
K and K*, respectively. Define the convex cones U and U* by 
U={p+K; P2_0), 
U*=(axlx~K*; .zO>. 
LEMMA 3.2. U = C and U* = C*. 
Proof. From its definition, UC C. Let c be arbitrary in C. If c = 13, 
then c E U; hence we can suppose that c # 8. By Corollary 3.1, gqTc = 
fi > 0, and therefore g,‘(p-ic) = 1, or /3-k E K, and ,4!(fi-rc) = c E U. 
The other result is proved analogously, using Lemma 3.1. 
The following lemma is a generalization of a result on simplicial games, 
and is used frequently. 
LEMMA 3.3. Let A be an arbitrary square matrix. Then 
(i) x EX(O) if and only if x E K* and ATx - v,(A)g, 2” 0; 
(ii) y E Y(0) if and only if y E K and v,(A)g - Ay 2’ 8. 
Proof. We prove (i) ; the proof of (ii) is analogous. Suppose x E X(0). 
Then x E K* and, from (3.1) and (3.3), for all w E K, we have 
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or 
x=Aw 2 v,(A)g,% 
UTW 2 0, 
where u = ATx - v,(A)g,. Since multiplication by a nonnegative constant 
changes nothing, we have, by Lemma 3.2, that uTw 2 0 for all ?e, E C. 
Hence zc E C*. 
Conversely, suppose that x E K* and A“x - v,JA)g, zc* 8; then 
xTAz - vk(A)geTz 2 0 holds for all z E C, and hence for all z E K. Thus 
X=AZ 2 v,(A) 
for all ZE K, and VEX, by Theorem 2.1. 
3.2. Parametrized Games and the Eigenproblem 
We start with the following definitions. For x E K*, y E K, the 
slack vectors t(x) and s(y) are given by 
t(x) = A=x, 
s(y) = - Ay. (3.4) 
THEOREM 3.1. .Sz@ose A = AT and C = C*. Then the following 
statements aye equivalent.. 
(i) There exists a% eigenvector of A in K corresponding to the eigenvalue 
zero. 
(ii) vk(A) = 0 and X(0) fl Y(0) # 4. 
(iii) v,(A) = 0 and there exist vectors x E X(0) and y E Y(0) such that 
t(x) and s(y) are linearly dependent. 
Proof. First we show that (i) implies (ii). Denote the eigenvector 
by u, and assume that v,(A) > 0. Since K = K*, then by Theorem 2.1 
there exist x, y E K such that 
xTAw 1 x=Ay = Q(A) > 0, 
for all ze, E K. Choosing w = u yields a contradiction, and an analogous 
contradiction arises if we assume that vk(A) < 0. Hence vk(A) = 0, and 
it is clear that u E X(0) fl Y(0). 
Next, suppose that v,(A) = 0 and that u E X(0) n Y(0). By hypothesis 
and (3.4), 
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A=n = Au = t(u) = _ +), 
and we have shown that (ii) implies (iii). 
Finally, suppose that (iii) is true. If t(x) = 8, then ilx = 0 and (i) 
is true. Similarly, s(y) = 0 implies that y is the eigenvector. We can 
assume then that neither slack vector is null, and that t(x) = MS(Y), 
with cc > 0, by Lemma 3.3. Thus 
Ax = m(y) = - A(ocy), 
orA(x+ocy)=O,wherez=x+czy>CO. ByLemma3.1,zrg=j?>O; 
hence the eigenvector in K is /?-lz. 
Remarks. 
1. The eigenvector in Theorem 3.1 can be either a boundary point 
or an interior point of K. 
2. If we replace A by A - 131, then the eigenvector of the theorem 
corresponds to the eigenvalue I of A, and the solution sets are denoted 
X(J) and Y(n). 
3. In the course of proving Theorem 3.1, we have proved: 
COROLLARY 3.2. For A = A?’ and C = C*: 
(a) If vk(A) = 0 and X(0) tl Y(0) # 4, every element in the intersection 
is an eigenvector corresponding to the eigenvalue zero. 
(b) Conversely, if u E K is an eigenvector of A corresponding to the 
eigenvalue zero, then +(A) = 0 and u E X(0) fl Y(0). 
4. Both conditions in (ii) are necessary. For example, let C = R+4 
and K = S4. Then v,(A) is the usual value of a matrix game, v(A). For 
the positive definite matrix 
A, = 
“(A, - 21) = 0, but the corresponding eigenvector is (0, 1, 1, - 1). 
Indeed, no eigenvector of A, is nonnegative. 
Linear Algebra and Its Applications 3(1970), 311-346 
PARAMETRIZED GAMES AND THE EIGENPROBLEM 319 
5. That the case considered in (iii) can occur nontrivially may be seen 
by considering the positive semidefinite matrix 
A, = 
-10 2 
with C = K-,3 and K = S3. For the game (A, - 21), the value is zero, 
and we have y = (0, 0, 1) E Y(S), x = (0, 1,0) E X(2), with s(y) = t(x) = 
(1, 0, 0). Hence x + y = (0, 1, 1) is an eigenvector of A, corresponding 
to the eigenvslue 2. 
6. The condition that C = C* is not especially restrictive, since a 
solid cone can be enlarged or decreased, or both, until it is self-polar. 
If C is qz-polyhedral, we shall see in Section 4 that the condition imposes 
no restriction at all. Suppose, however, that we remove this hypothesis. 
We can then prove the following: 
THEOREM 3.1’. Suppose A = AT and C # C*. Take g = g, in the 
interior of C tl C*. Then the following statements aye equivalent. 
(i’) There exists an ea’genvector of ,4 in C fl C* co77esPonding to the 
eigenvalue ze70. 
(ii) Q(A) = 0 and X(0) n Y(0) # $I. 
Proof. If g = g, is in the interior of C fl C* (which must be nonempty), 
then K fl K* # 4, and the proof that (i’) implies (ii) is identical with 
the one in Theorem 3.1. Suppose then that (ii) holds, with u E X(0) fl Y(0). 
By Lemma 3.3, ATu = Au E C* and - Au E C. By definition, the inner 
product, - (Au)~Au, cannot be negative; hence AG = 6. 
7. A final note is that, under the hypothesis of Theorem 3.1’, (ii) 
implies (iii), while (iii) implies (i’) if the slack vectors are nonnull. 
In Theorem 3.1 we have established a relation between the solutions 
of a parametrized matrix game and the eigenproblem, wherein the roots 
of the value function play an important role. In any case where the roots 
of a real function $ of a real variable cc are wanted, it is desirable to 
examine #I beforehand to determine first whether any root exists, and 
next whether the solution is unique or the roots are isolable. If it can 
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be shown that +( tc is monotone, and that there exist numbers u1 and uZ )
such that 
CM > 0 > +(a& 
then a sufficient condition for the existence of a root is the continuity 
of 4. If, in addition, we can show that at any root there exist nonzero 
left- and right-hand derivatives, the root is unique. 
The next series of lemmas demonstrates all these properties for the 
value of the parametrized game we have defined above. The first three 
(Lemmas 3.4, 3.5, and 3.6) generalize Lemmas 1 through 4 of [27] for 
the self-polar nonnegative orthant; continuity of the value for that case 
seems to have been proved first in [l 1. 
LEMMA 3.4. Let A and H be square matrices of like order. 
(i) If H 3’ 0, then v,(A + PH) is monotone nondecreasing in 0. 
(ii) If - H 3 ’ 0, then r~l~(A + BH) is monotone nonincreasing in 8. 
Proof. Suppose PB > P1, and let x1 E X(P,), x2 E X(P,), y1 E Y(h), 
y2 E Y(p,). To prove (i), we have from (3.3): 
v,(A +&H) 2 $(A + P2Wy2= ~1% +P,ff)~,+ (82-&kTH~2 
2 vc(A + P,H) + (B2 - P+,'HY,. 
Since H >’ 0, xl’Hy2 2 0. To prove (ii), we start from 
v,(A + P,H) >= x2%4 + W)Y,, 
and proceed analogously. 
COROLLARY 3.3. v,(A - cd) is monotone nonincreasing in u. 
LEMMA 3.5. 
(i) For a sufficiently large, v,(A - aI) < 0. 
(ii) For GC sufficiently small, v,(A - cd) > 0. 
Proof. By Lemma 3.1, g,‘g = fi > 0, and h = /3-lgE K. For any 
CC, take X,E X(a). Then, from (3.3), 
xaT(A - d)h = z$-Ah - p-b 2 vIc(A - aI). 
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But K* is compact; hence x’AF, is bounded for all x E K*. Thus, if 
u > B max,EK. x rAh, then v,(A - ~1) < 0. 
Similarly, 12, = a-lg, E K* and, for yc( E Y(a), a compactness argument 
shows that QA - crl) > 0 for 
/3 min h,?‘Ay > a. 
ytIi 
LEMMA 3.6. Let A and H be square matrices of like order. Then 
v,(A + PH) is continuous in ,4?. 
Proof. Since the function defined by x“Hy on K* x K is continuous 
on a compact set, then there exists ,u such that 
P 2 IxTHy/ 
for all x E K*, y E K. 
Also, for any two real numbers fir and /Ia, continuity and compactness 
considerations guarantee the existence of vectors yr(x) and ya(x) in K 
such that, for any x E K*, 
xT(A + P,H)y,(x) 5 xT(A + P,H)z> 
%‘(A + P&)y,(4 5 x”(A + P&Q 
for all z E K. Therefore 
xr(A + &WY,(~) 5 xr(A + P,Wy,(x) 
for any x E K*, and 
-44 + P,H) = zy xT(A + P,ff)~,(4 
I 
2 max xr [A + &H + (PI - &)HIYz(X) 
XCK’ 
2 v,(A + B,H) + ,@I - Pd 
Similarly, starting from 
xT(A + P,H)y,(x) 2 xT(A + /%f4~1(4> 
we obtain 
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and the lemma is proved. 
COROLLARY 3.4. +(A - aI) is continuous in c(. 
Lemmas 3.4, 3.5, and 3.6 guarantee the existence of a root of 
v,(A - rxl) = 0. To say anything about uniqueness requires somewhat 
more. The following two lemmas generalize Lemma 6 of [I]. We start 
with a construction. 
Let A and H be square matrices of like order, and let {pU> be a null 
sequence. We can then form the following three sequences: 
MA + BPH)I, (~7, {Y”I> 
where xp E X(pJ and yl’ E Y(p,) for ,u = 1, 2,. . . Since K* and K are 
compact, there exist subsequences (x”} and {y”‘} which respectively 
converge to elements x,, E K* and y,, E K. 
LEMMA 3.7. The limit points x,, and y0 belong to X(0) and Y(O), 
respectively. 
Proof. We shall show that x0 E X(0) ; that y0 E Y(0) is proved 
in similar fashion. By Lemma 3.3, if x” E X(P,J, then 
(AT + &H?‘)x” - 7J,(*4 + &H)g* = zPV E C”. 
By Lemma 3.6, v,(A + PILBH) converges to v,(A). Thus the sequence 
{z”} converges to 
Z = A?‘x, - “&4)g*. 
Since C* is closed, z E C*, and hence x0 E X(0) by virtue of Lemma 3.3. 
LEMMA 3.8.” The solution sets X(p) and Y(p) corresponding to the 
value z.,JA + ,8H) depend continuously on p, in the following sense. Given 
E > 0, there exists a G(E) > 0 suclz that whenever IfiI < (T, it follows that 
* This lemma, which asserts the lower semicontinuity of the solutions, is also 
proved in [l. 2, 31. 
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(4 min max !ti - fi’l < E, 
XCS(0) i 
fi’EB(L?) 
(ii) min max ]qi - ~‘1 < E, 
YeY(O) t 
V’EY(B) 
where x = (Ei), x’ = (Et’), y = (vi), y’ = (vi’). 
Proof. Again we need only prove (i). Suppose the lemma is false ; 
i.e., no matter how close to zero we choose 8, we obtain 
min max jci - Ei’! 2 E. 
rcX(0) i 
X’EX(B) 
But then we can choose a null sequence {a,} and a corresponding sequence 
{P} such that xW is that element of X(pP) yielding the least value of 
maxiIEi - li’l f or x’ E X(p,J. Hence we have a contradiction, since by 
Lemma 3.7 there must exist a subsequence of {xP} whose limit is in X(0). 
The following lemma generalizes, extends, and corrects Theorem 1 
of [20]. 
LEMMA 3.9. Let A and H be square and of like order. Then there exist 
one-sided derivatives of the value function givelz by 
D,+v,(A) = lim Q(P) = max min x’Hy, 
B-o+ ES (0) ycY (0) 
D,-v,(A) = lim Q(P) = min max xTHy, 
p+0- %EX(O) YEY(O) 
where Q(P) = [G(A + PW - 7&4)1/B. 
Proof. Suppose x0 E X(O), yO E Y(O), xp E X(P), yp E Y(P) 
any P (see the proof of Lemma 3.4), 
&=Hy,, 2 v,(A + PH) - +(A) 2 Px,,*HY~. 
For all B > 0, (3.7) yields 
xaTHyo 2 Q(P) 2 xoTHyp> 
and hence Q(P) is bounded for all /?. We now define 
(3.5) 
(3.6) 
Then, for 
(3.7) 
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X+ = {xix is a limit point of (z?}, where ~“EX(PJ, and ,G, -O+}, 
Y+ = {yly is a limit point of {y”}. where ~@EY(/I,), and fi, -O+}. 
As /I, -+ O+, we obtain 
x*“Hy,, 2 lim sup Q(P) 2 lim inf Q(a) 2 x,,rHy*, 
where x* E X+ and y+ E Y+. 
Then, since lim inf Q(P) 2_ minyEY+ xoTHy holds for any x0 E X(O), it 
follows that 
lim inf Q(P) 2 max min xTHy. (3.8a) 
xeS(0) yeY + 
Moreover, x* ‘Hyo 1 lim sup Q(B) holds for any y. E Y(0). Hence 
max min x?‘Hy,z min x,~H~ 1 lim supQ(/?). (3.8b) 
XEX + ycY (0) YEY(O) 
But, by Lemma 3.7, X+ C X(0) and Y+ C Y(0). These inclusion relations 
yield the inequalities 
max min xTHy 2 max min xTHy 
ES(O) yEY+ XEX(0) YEY(O) 
2 max min xTHy. 
xx+ YEY(O) 
(3.9) 
A comparison of relations (3.8a) and (3.8b) with (3.9) yields (3.5) for 
D,+v,(A), with 
lim supQ(fi) = lim inf Q(P) = lim Q(P). 
p--to+ 
Similarly, for b < 0, (3.7) yields 
xoTHyB 2 Q(P) 2 xTHy,,> 
and we define X- and Y- to be sets of limit points as /I, + O-. Again, 
in the limit as BP + O-, 
xo“Hy+ 2 lim sup Q(P) 1 lim inf Q(P) >= x*~H~,, 
where x* E X- and y* E Y-. Proceeding as before, we obtain 
min max xTHy 2 lim sup Q(p) >= lim inf Q(P) 
XSX(0) yeY- 
2 min max xTHy, (3.10) 
XEX- YEY(O) 
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while from Lemma 3.7 we have X-C X(0) and Y-C Y(O), so that 
min max x“Hy 2 min max x’Hy 
xss- YEY(O) EX(0) YGY(O) 
2 min max xTHy. 
ZEX(0) yeY- 
Thus (3.10) and (3.11) yield (3.6) for ,!I,-v,(A). 
(3.11) 
COROLLARY 3.5. Let H = - I. Then 
D+v,(A) =lEy+Q(~) = - min max x’y, 
ZES(O) WY(O) 
(3.12) 
D-v,(A) = lim Q(E) = - max min z’_y. 
a--t0- xtX(0) YEY(O) 
(3.13) 
The following two lemmas hold for symmetric matrices and cones with 
eigenvectors in their interior. 
LEMMA 3.10. Let A = A“. If C contains an eigemector of A in its 
interior, then no other independent eigenvector of A can belong to C*. 
Proof. Let the eigenvectors of A be zcl,. . . , SC, with qTatj = dij, and 
suppose u,, >’ 0. Assume that zclz E C*, with k # h. Lemma 3.1 then 
yields a contradiction. 
LEMMA 3.11. Let A = A“, and suppose that uj >’ 19 is an eigenvector 
of A corresponding to the eigenvalue 2,. If the solution sets X(u) atid Y(u) 
of the game A - cd have a common element, then eibher v,(A - al) # 0 
or cc = li. 
Proof. We will prove the contrapositive: if v,(A - al) = 0 and 
u # /Ii, then X(R) fl Y(N) = qS. Supp ose there exists a vector r E X(K) fl 
Y(E) C C fl C*. Since v,(A - cd) = 0, then, from Theorem 3.1’, r is an 
eigenvector of A corresponding to the eigenvalue tc, contradicting Lemma 
3.10. 
The following theorem enables us to solve the eigenproblem for a 
symmetric matrix iteratively, when it is known that a cone C contains 
an eigenvector in its interior. 
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THEOREM 3.2. Suppose A = A’ with C = C*, and that there exists 
an eigenvector ah of A such that u >’ 8. Then its corresponding eigenvalue 
1 is the unique root of v,(A - cJ) = 0, and u is the unique element common 
to X(A) and Y(1). 
Proof. That v,(A - AI) = 0 and u E X(1) fl Y(il) follow from Corollary 
3.2. The intersection of the solution sets can contain only one element, by 
virtue of the same corollary and Lemma 3.10. There remains only to 
show that v,(A - XI) # 0 for tc # i. Assume the contrary; i.e., that 
there exists a number CI,, f 3L such that v,(A - cc,J) = 0. It follows from 
Corollaries 3.3 and 3.4 that v,(A - aI) = 0 for all CI in the closed interval 
determined by ~a and il, and hence that at least one of the one-sided 
derivatives of v,(A - U) is zero. We consider them in turn, 
1. Suppose D+v,(A - U) = - min,,xcaj maxyEy!i.j xry = 0. If so, 
then, since x’y 2 0 for all x E K* and y E K (which are identical for 
C == Cl), it follows that, for some element x,, E X(n), 
x,ry = 0 for all yEY(I) 
But t.he eigenvector u E Y(A); thus, by Lemma 3.1, we have x,, = 0, 
which is impossible since x6 E K*. 
2. Suppose D-v,(A - U) = - max,,x(,) min,,r(nj x’y = 0. If so, 
then each element of X(1) is orthogonal to at least one element of Y(1). 
But u E X(n) and, by Corollary 3.1, we obtain the contradiction that 
an element of K must be null. 
Remarks. 
1. If we remove the hypothesis that C = C* and require instead that 
u >” 8, where C’ = C fl C*, the theorem remains true. The proof is 
identical, except that we use Theorem 3.1’ instead of Theorem 3.1. 
2. The computational feasibility of the method is discussed in Section 6. 
3.3. Kaplansky’s Theorems and Their Generalization 
In 1945, Kaplansky [13] proved several theorems regarding simplicial 
games with rectangular payoff matrices. The first two of these in particular 
can be applied to the existence of eigenvectors in the nonnegative orthant, 
a connection which he apparently missed. 
This part of the paper contains generalizations of these theorems to 
arbitrary cones and conclusions regarding eigenproblems. They turn out 
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to have important applications to Perron-Frobenius theory and are used 
in Section 5 below. 
Kaplansky’s Theorem 1 is a generalization of an earlier result of von 
Neumann [26, pp. 153-1551, and is related to an equilibrium theorem for 
dual linear programs [6, pp. 19-201. Its generalization to the game defined 
above, is 
THEOREM 3.3. Let A be a square matrix, and suppose x E X(0) and 
y E Y(0). It follows that 
(i) If x >‘* 19, then Ay = v,(A)g. 
(ii) If y >’ 0, then AT% = v,(A)g,. 
Proof. By Lemma 3.3, for x~X(0) and y~Y(0) we have 
q = AT% - v,(A)g, EC”, 
$J = Ay - vk(A)g E C. 
But qTy = 0; hence, if y >’ 8, then q = 19 by Lemma 3.1. Similarly, 
T x # = 0 and, by Corollary 3.1, x > ‘* 0 implies that fi = 8. 
COROLLARY 3.6. Let A be a square matrix with v,(A) = 0. 
(i) If X(0) contains an interior point of K*, then Y(0) consists of 
eigenvectors of A corres$onding to the eigenvalue zero. 
(ii) If Y(0) contains an interior point of K, then X(0) consists of eigen- 
vectors of AT corresponding to the eigenvalue zero. 
Proof. In Theorem 3.3, (i) holds for all y E Y(0); (ii) holds for all 
x E X(0). 
It is of interest to quote Kaplansky’s Theorem 2. In the notation of 
this paper, it becomes 
THEOREM. Let A be a rectangular matrix (m rows, n columns) whose 
value is zero, and suppose that ti > 0 for i = l(l)m for all x = (fi) E X(0). 
Thevz, if p is the rank of A, 
(i) psn-1. 
(ii) p 2_ m - 1. 
(iii) If p = wz - 1, then X(0) consists of a single vector x such that 
xTA = eT. 
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The proof of the generalization of the preceding theorem requires a 
well-known lemma, which we state (see [15, p. 201). 
LEMMA. Let C be a cone in a Banach space B, and let u E C. For x E B, 
suppose there exists a real number u such that 
uu - XEC. 
Then there exists a least u such that uu - x E C. 
THEOREM 3.4. Suppose A is a square matrix with vk(A) = 0. 
(i) If x >‘* 19 for all x E X(O), then X(0) consists of a single element 
which is a solution of A’x = 0. 
(ii) If y >’ 8 for all y E Y(O), then Y(0) co&sts of a single element 
which is a solution of Ay = 8. In either case, the eigenvalue zero is simple. 
Proof. We need only prove (i). Since Y(0) is nonempty, and since 
any element of Y(0) is a solution of Ay = 8 by Corollary 3.6, then rank A 
is at most n - 1. Assume that rank A 5 n - 2. Then there exist at 
least two linearly independent solutions to ,4T~ = 8, one of which, say U, 
is independent of x EX(O). Consider the vector 
q(u) = (1 + cc)% - cm, u > 0. 
Since x >‘* 8, there exists an M such that q(u) E C* and q(u) f 0 since 
x and u are independent. By the lemma stated above, there exists a least 
value of (1 + u)/u such that q(u) E C*; hence there exists a greatest u, 
say tea, such that q(uo) E C*. Since C* is closed, q(u,,) must be a boundary 
point, and thus there exists a scalar /I > 0 such that Pq(u,) is a boundary 
point of K*. But 
A’[&@,,) 1 = 8(1 + q,)AT=C*, 
and hence, by Lemma 3.3, fiq(u,) E X(O), contrary to hypothesis. Therefore 
the rank of A is n - 1; i.e., the eigenvalue zero is simple. Moreover, the 
unique (aside from a multiplicative factor) solution of ATz = 8 must be 
proportional to an element of X(O), or the argument above could be 
repeated. The theorem is proved. 
Thus Theorem 3.4 gives a sufficient condition for a matrix to have 
an eigenvector in the cone C. 
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Since eigenvectors interior to a cone and game solutions interior to 
a cone are intimately connected, it is of interest to know a pviori when 
a game has such solutions. -4 number of results pertaining to simplicial 
games (where the cone in question is R,“) are available. Von Neumann 
[26, p. 1731 gives necessary and sufficient conditions for a 2 x 2 matrix, 
and Kaplansky [13, Theorem 51 gives necessary and sufficient conditions 
for a square matrix with value 0 and rank 1z - 1. In [l, 9, 211, sufficient 
conditions for a simplicial game to have positive solutions are given in 
terms of the entries of A. These results are unified and extended by 
Hoffman [ll], who also gives an inclusion theorem for real eigenvalues. 
Hoffman’s results, which yield sufficient conditions for a solution of a 
simplicial game not to be an eigenvector, can be generalized to games 
over more general cones. 
4. POLYHEDRAL GAMES 
4.1. Polyhedral Solid Cones 
We start with some definitions and lemmas. For the nonnull vector 
k E R”, the set (k) = (~1% = xk; M 2 O> is a convex cone and is called a 
half-line. Its polar, 
(k)* = {y@ 2 O}, 
is called a half-space. A cone C is polyhedral (or finite) if it is the sum of 
a finite number of half-lines: 
C= k(ki)={xjx=Ka; a=(cxi)&6}, 
i=l 
where K is the n x m matrix whose columns are the ki for i = l(l)m. 
The hi are called the generators of C. It is well known (e.g., see [B, p. 591) 
that the polar of a polyhedral cone is also polyhedral, and that 
C” = {zlzTK 2 0’). (4.2) 
LEMMA 4.1. Let C be a polyhedral cone ilz Rn. Then C is reproducing 
(solid, in Rn) if and only if the matrix K has rank n. 
Proof. Suppose K has rank n; then there exist n columns of K 
constituting a basis in R”. Choose such a basis, and denote the set of 
indices of the columns appearing in it by J C (1, 2,. . . , m}. For any 
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vector x E Rn, there exists a unique m-vector y = (vj) such that x = Ky, 
where vi = 0 for j 6 J. Define the m-vectors a+ = (cQ+) and a- = (CQ-) by 
@$+ = (“i 
for qj > 0, 
0 otherwise, 
c(,- Ilqji for vj < 0, 
3 =I0 otherwise. 
Then Ka+ and Ku- belong to C, and x = Ka+ - Ku-. 
Conversely, suppose that C is reproducing; then, for each x E R”, 
there exist vectors y1 and yz in C such that x = y1 - ys. But yr = Ku,, 
y2 = Ka,, and x = K(a, - a2) = Kd. Thus the columns of K span R”, 
and K has rank n. The lemma is proved. 
A polytope in R* is the convex hull of a finite set of points in R” ; 
i.e., the set (P, . . . , km} in Rn determines the polytope 
For example, the stochastic vectors S” constitute a polytope. 
4.2. Direct Translation of Previous Results When the Cones Are n-Polyhedral 
We suppose in this section that the matrix K is square, and that 
C is reproducing. In this case, C is called n-polyhedral. From Lemma 
4.1, it follows that K is nonsingular. Note that K is not unique, since 
KD (for any positive definite diagonal matrix D) yields the same cone C. 
We can of course proceed as in Section 3. Thus, from (4.2), we may 
write 
C” = {x/x = (K-l)%, z 2 1’3}, (4.3) 
and C and C* are isomorphic to the nonnegative orthant. We choose 
g = Ke, g, = (K-l)Te and obtain 
K = {yiy = Ku; ZLE Sn}, 
K* = {xjx = (K-l)Tz; ZE Sn}. (4.4) 
Let A be a square matrix, and define a game as in Section 3. From 
Theorem 2.1 we obtain the existence of nonempty sets X(0) and Y(0) 
such that, for X,,E X(O), y,, EY(O) we have 
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XorAy 2_ xo?‘Ay, = VJJA) 2 d4y, 
for all x E K*, y E K. But, from (4.4), this is equivalent to the existence 
of nonempty subsets Z(0) and U(0) of S” such that, if z,, E Z(0) and u0 E U(O), 
then 
zoTK-1AK.U 2 zorK-lAKuo = z$(A) 2 zrK-lAKuo 
for all u, ZI E S”. 
In other words, for an n-polyhedral cone our previous results translate 
into finding the value of a finite simplicial game, whose matrix is K-lAK, 
over the stochastic vectors (which are a convex compact subset of a self- 
polar cone) as strategies. If we parametrize the game, we obtain 
K-l(A - d)K = K-1AK - cd, 
and all the results go over. Clearly, we will obtain the same eigenvalues, 
when eigenvalues are obtained at all. Consider the simplicial game whose 
matrix is M = K-IAK - 11, and suppose that its value is zero. By 
Corollary 3.6, 
(i) If u > 0 is a row solution, it follows that, for any column solution 
v, Kv is an eigenvector of A corresponding to the eigenvalue 1. 
(ii) If z, > 8 is a column solution, it follows that, for any row solution 
U, (K-l)Tu is an eigenvector of A’ corresponding to the eigenvalue 1. 
4.3. A New Game with Some Old Results 
Here we again start with an n-polyhedral solid cone 
c,={x[x=Ku; u&O), 
and define a convex compact subset K, by 
K, = {XIX = Ku; u E W}. 
However, for a square matrix A, let us define a different game, (f, K,, K,), 
where f is given by f(x, y) = xTAy, for x, y E K,. Theorem 2.1 again 
applies, so that again there is a value which we will denote vk’(A), and 
nonempty solution sets X’(0) and Y’(0) in K, such that, for x,, E X’(O), 
Yo E Y’(0) * 
xoTAy 2 xorAyo = vk’(A) 2 xTAyo 
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for all x, y E K,, which corresponds to nonempty subsets X,(O) and 
Y,(O) of S”, yielding the solution of the simplicial game whose matrix 
is KTAK (i.e., v,‘(A) = a(PAK)), over the stochastic vectors. Again, 
the cone for this equivalent game is self-polar. 
Here it is not immediately clear that we obtain the same eigenvalues 
as before. If we parametrize by considering the game Kr(A - crl)K, the 
matrix of the game whose solutions we find is 
Q(a) = KTAK - aKTK. 
Let us denote KTAK by B, KTK by H. If A = AT, then B is symmetric; 
since K is nonsingular, H is positive definite, and hence Q(a) constitutes 
the matrix of a regular pencil of quadratic forms [7, Vol. I, p. 3101. 
We quote the following from [7, Vol. I, p. 310]. 
THEOREM. The characteristic equation 
det(B - crH) = 0 
of a regular pencil of quadratic forms always has n real roots aj with the 
corresponding firincipal vectors zj = (<<j), i = l(l)n, such that 
Bzj = ajHzj (i = l(l)n). 
The principal vectors zi can be chosen such that the relations 
(z~)~Hz~ = dii (i, i = l(l)n) 
are satisfied. 
Thus Theorem 3.1 gives us necessary and sufficient conditions for 
determining when a value of the parameter a is a characteristic value of 
a regular pencil with a corresponding principal vector in the cone C, 
since, if either condition (ii) or (iii) of the theorem is satisfied for a = cc+ 
then there exists a vector zj E X,(aJ ll Y,(aJ C S” such that 
or 
0 = Q(aj)zj, 
Rzj = ajHzj. 
But, since K is nonsingular, we then find that 
AKzj = ajKzj, 
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or that uj is an eigenvalue of A corresponding to the eigenvector Kzj E K,. 
That is, the solutions of the new parametrized game, in providing the char- 
acteristic values corresponding to principal vectors of a regular pencil which 
lie in Sn, at the same time yield the eigenvalue whose corresponding vectors 
lie in C,, as well as the vectors themselves. 
However, we do lose some of the results in Section 3. Thus 
v [K’(A - al)K] is not monotone nonincreasing in v. (unless C, C CD*, 
in which case K“K 3 0), and hence Lemma 3.5 is not true for the new 
game. Moreover, Lemmas 3.10 and 3.11 and Theorem 3.2 have no relevance, 
since the eigenvectors of KTAK and A are not related unless K is or- 
thogonal (C, is self-polar). 
The other lemmas and theorems of the section do hold, with obvious 
replacements and changes in their statements (e.g., the nonnegative 
orthant for C and C* ; Sn for K and K* ; e for g and g, ; K“AK or 
KT(A - cJ)K for A; KT(A - crl)K for A + PH). 
As a final result in this part, we give some bounds for the game values 
of the pencil B - aH = KT(A - crl)K in terms of the characteristic 
values of the pencil (and hence of A). First we order the characteristic 
values & by 
THEOREM 4.1. Let B -- aH be the matrix of a regular pancil of quadratic 
forms, and let v(B - uH) be the value of the game B - uH with strategies 
for each player in $4”. Then 
(An - Up(H) L- v(B - il,H) 2 0 2 v(B - &H) 2 - (I, - il,)p(H), 
where p(H) is the (positive) spectral radius of H. 
Proof. We will use the notation max p(x) to denote the maximum of 
the functional q~ over the whole space R”. We use the theorems [7, Vol. I, 
pp. 319, 3221 that 
/I, = min ~ . 
xTHx ’ 
and that these are assumed for principal vectors corresponding to the 
characteristic values. Thus 
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2 max[Xr(B - &H)x] 2 minmax [G(B - )3,H)y] 
Sfi ycs”i XEfP 
= v(B - il,H). 
Also, 
v(B - ;i,H) 2 min yr(B - &H)y = min yrHy yTBy - il 
S= Sn i (Y'w? nil. 
But 1, >= yTBy/yTHy for all y E Rn; hence 
= (At - Up(H). 
Moreover, 
The theorem above is valid for every game over a self-polar cone. 
4.4. The Eigenproblem for a Symmetric Matrix and a Result from Linear 
Programming 
In this part we consider a simplicial game with square matrix A and 
strategies for each player in S”. We suppose that A = AT and that 
v(A) = 0, and seek conditions under which X(0) fl Y(0) f +. By Theorem 
3.1, a vector common to these sets will be a nonnegative eigenvector. 
By Theorem 2.1, the value is unique and the sets X(0) and Y(0) nonempty. 
If x E X(0) and y E Y(O), then, by Lemma 3.3, 
xTA 2 BT and - Ayz 8. (4.5) 
To enable us to make use of some results from linear programming, 
we state a theorem equivalent to the preceding statements, hence yielding 
identical solution sets X(0) and Y(0). (See [8], Ch. 12.) 
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THEOREM. There exist solutions to the primal-dual set of linear programs: 
Primal. Find the 2nwector (y, s(y)) 1 0 so as to 
maximize P,(Y) = (e 
subject to 
Dual. Find the Bn-vector (x, t(x)) 2 0 so as to 
minimize y,(x) = (eT, 19~ 
sltbject to 
(4.6) 
(4.7) 
(4.6)” 
where M = -4 + E, E is a matrix all of whose entries are unity, and t(x), 
s(y) are slack vectors defined by (3.4). 
Moreover, the common optimal value of the program is 
R(Y) = S%(x) = 1. 
We assume that the linear program (4.6), (4.7) has been solved by 
the simplex method [6, 81. That is, starting from the initial feasible 
solution y,, = 8, s(y,) = e, we have replaced unit vectors from the initial 
basis by columns of M until we have reached a final basis yielding a 
solution pair y, s(y) such that (4.7) is satisfied with q~r(y) = 1; i.e., a 
solution of (4.7) with y E Sn. 
Let Mi and e, denote the ith columns of M and I, respectively, and 
define the sets 
J, = {ilM, is in the final basis}, 
J, = {ije< is in the final basis}. 
THEOREM 4.2. Suppose A = Al‘ and v(A) = 0 (equivalently, M = M’ 
and v(M) = 1). If J, tl J, = 4. then there exists a nonnegative eigenwector 
of A corresponding to the eigenvalue zero. 
Proof. Since the linear program was solved by the simplex method, 
our hypotheses imply that J, U J, = (1, 2,. . . , a>. If J, = c$, then 
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My = e, or Ay = 8, with y E Sn, and we are finished. Suppose then 
that J, $; 4. (J, cannot be empty, since y is optimal.) We denote the 
carclinality of J, by m (0 < m < n), and the nonsingular submatrix 
of (M, I) consisting of those columns which appear in the final basis by 
Q. In terms of this basis, 
e = 2 qiM, + 2 (Tiei, 
JM Jr 
where 
and 
qi = 0 for i E J,, 
fTi = 0 for in J,. 
The matrix Q can be written 
where P is a permutation matrix by means of which the rows of M (or Q) 
are reordered so that those rows with indices in J, (in numerical order) 
become the first m rows of the permuted matrix, while those with indices in 
J, become (in order) the last n - m rows. By this permutation we see 
that Qll is of order m, symmetric, and invertible, and the identity is of 
order n - m. Thus 
If we premultiply the augmented matrix (M, I; e) by Q-l and use our 
hypotheses on the value of the program and the theory of the simplex 
method (see, e.g., [6, Ch. 4]), we have 
qi = Ei = 0 for in J,, 
while for each i E J, there corresponds a distinct index ii E (1, 2,. . , m}, 
and 
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~1~ = the i,th row sum of Q,‘, 
ti = the jith column sum of Q;*, 
where x = (5,) E Sn is the solution of the dual program (4.6)*, (4.7)“. 
Rut QI1 is symmetric; hence x = y and, by Theorem 3.1, the result 
follows (with s(y) = 0). 
5. APPLICATION TO PERRON-FROBENIUS THEORY 
The Perron-Frobenius theory for nonnegative matrices is extremely 
important in the study of iterative solutions of linear problems (for 
bibliography, see :12; 7, Vol. 2; or 251, and has been generalized [15; 
16; and, for more recent results, 241 to pertain to linear operators which 
leave cones of a Ranach space invariant). 
The original theorems of Perron and Frobenius referred to the non- 
negative orthant and covered three general cases: 
Case I. Pewon’s Theorem. Suppose A > 0. Then 
(i) There exists a simple positive eigenvalue 1(A) to which corresponds 
a positive eigenvector. 
(ii) ii(A) is greater than the modulus of any other eigenvalue. 
(iii) If B > A and B f A, then J?(B) > &A). 
Case 2. Suppose A 3 0 is irreducible.* Theqz, (i) and (iii) of Case 1 
hold, and 
(ii) ii(A) is not less than the modulw of any other eigenvalue. 
Case 3. Suppose A 3 0. Then 
(i) There exists a nonnegative eigenvalue I(A) to which corresponds 
a nonnegative eigenveclor. 
(ii) Part (ii) of Case 2 holds. 
(iii) If B > A, then J.(B) 2 ii(A). 
* The matrix A is irreducible if no permutation matrix P exists such that 
pTAP = 
where B and D arc square. 
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In a recent paper on matrices leaving a cone invariant, Vandergraft 
[24] generalized the concept of irreducibility by defining C-irreducibility. 
The methods developed in this paper enable us to give simple proofs 
of Parts (i) and (iii) in all three cases above, where, for Case 2 we use 
C-irreducibility as the hypothesis. We do Case 1 (Theorems 5.1 and 5.2) 
and Case 3 (Theorems 5.3 and 5.4) first, and then Case 2. 
LEMMA 5.1. Suppose A >‘O. Then 
6) v&4) > 0. 
(ii) AT >‘* 0. 
Proof. (i) For all y E K, it follows that y >’ 8, and hence Ay >’ 0. 
Then, by Lemma 3.1, 
x’Ay > 0 
for all x E K*, y E K, and (i) is proved. 
(ii) From the proof above, xTAy = (AT~)Ty > 0 for all x E K*, 
y E K. Hence AT% 2”’ 8 for all x E K*. If, for some x0 E K*, ATx,, is a 
boundary point of C*, then there must be a nonnull y,, E C** = C such 
that yoTATx, = 0. From this contradiction it follows that ATx >‘* 19 
for all x >,‘* 0. 
COROLLARY 5.1. Sttppose A >,’ 0. Then 
(i) v,(A) 2 0. 
(ii) A’ >/‘* 0. 
With these preliminaries out of the way, we proceed to the main 
results of this section. 
THEOREM 5.1. Sztppose A >’ 0. Theta 
(i) There exists a unique positive number ii(A) such that v,[A - 
I(A = 0. Furthermore, 1(A) is a silvtple eigenvalue of A. 
(ii) The solution set X(I(A)) consists of a single element q >“* 8, and 
the solution set Y(I(A)) consists of a single element p >’ 0. The vectors q 
and p are, respectively, eigenvectors of AT and A corresponding to I(A). 
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Proof. By part (i) of Lemma 5.1, v,(A) > 0. Therefore, by Corollaries 
3.3 and 3.4 and Lemma 3.5, there exists an interval Z = [cc,,, a01 of 
positive numbers such that 3: E Z if and only if v,(A - ~1) = 0. Choose 
any ill Z. From the relation (3.3), if x E X(n) and y E Y(I), then 
xl‘(A - ilI)W 2 0 2 ?(A - nqy 
for all w E K, z E K*. For any optimal strategy vector $I E Y(I), we have 
by Lemma 3.3 that 
Since A$ >’ 0 by hypothesis and 1 > 0, it follows that p >’ 0. But 
/I was any element of Y(J). Therefore, by virtue of Theorem 3.4, Y(I) 
consists of the single element p, and Jo is an eigenvector of A corresponding 
to the simple eigenvalue il. 
Furthermore, by Corollary 3.6, any element q E X(I) is an eigenvector 
of AT corresponding to the eigenvalue I, and by (ii) of Lemma 5.1, 
A“q = Iq >‘* 0, 
so that a second application of Theorem 3.4 yields the fact that X(/I) 
consists of the single vector q. 
All the preceding proof holds for any 2 E %. Since the spectrum of 
A is discrete, it follows that Z = {A}, and we set 1 = l(A). 
THEOREM 5.2. Suppose that A >’ 0, that H is nonnull, and H 2” 0. 
Then 2(A + H) > 2(A). 
Proof. Clearly, A + H >” 0. Thus, by Theorem 5.2, there exist 
positive numbers L(A + H) and I&4), and vectors u >‘* 0 and p >’ 0 
such that 
u*(A + H) = A(A + H)d, 
A$ = &A)$. 
Hence 
uTHp = [I(A + H) - 2(A)]uTp. 
Since u’@ > 0 and uTHp 2 0, the conclusion follows if HP is nonnull. 
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Assume that Hp = 0. Since H 3’ 0 and H # 0, there exists a 
vector t E K such that Ht >’ 19. Since p >’ 8, there exists a positive 
number 5 such that 
z, = [(I + 5)P - 81 E K. 
Then p = tcrzt + m,t (where ctr = l/( 1 + 6) and CL_, = t/(1 + 5)), and 0 = 
Hp = u,Hv + cc,Ht, which is impossible, since Hv 2’ 0 and Ht >,’ 8. 
THEOREM 5.3. Suppose A >,‘O. Then 
(i) There exists a nonnegative nzcmber l(A) such that -+(A - il(A)I) = 
0. Furthermore, ?,(A) is an eigenvalzte of A. 
(ii) There exist vectors q E X(1(A)) and p E Y@(A)) which are, respec- 
tively, eigenvectors of A“ and A corresponding to the eigenvalue I(A). 
Proof. The theorem is obviously true if A = 0; hence we can assume 
that A is nonnull. Choose H >‘O and a strictly monotone decreasing 
null sequence {BP>, and consider the set of matrices 
{M,IM, = A + P,H; p = 1,2,. . .>. 
Each M, satisfies the hypotheses of Theorem 5.1; thus we generate the 
sequence {I(M,)} consisting of the unique roots of v,(M, - ~1) = 0, as 
well as the sequences {@‘} in K*, {$f} in K of eigenvectors of M,r and 
M, respectively, each element of which corresponds to the appropriate 
eigenvalue &II,). Since the (fi,} are strictly monotone decreasing, then, 
by Theorem 5.2, the sequence {I(M,)} is strictly monotone decreasing 
and is bounded below by zero. Hence {L(M,)} and every subsequence 
converges to a unique, well-defined nonnegative number we denote by 
d(A). 
Since MpTq@ = il(M,)q” for each ,M, and K* is compact, there exists 
a subsequence {p,,} such that @‘) converges to 4 E K*. Thus, in the limit, 
ATq = n(A)q. 
Similarly, a subsequence of {$J”} converges to p E K, with Ap = n(A)p. 
Since l,(A) is an eigenvalue of A, and p E K, q E K*, it follows that 
v,(A - A(A = 0, and 4 E X@(A)), p E Y@(A)). 
THEOREM 5.4. Suppose that A 3’ 0 and that H 3’ 0. Then L(A + H) 
2 l(A). 
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Prooj. It is clear that A + H 3’ 0 and that the theorem is true 
for H = 0 and/or A = 0. We assume then that A # 0, H f 0. By 
Theorem 5.3 there exist vectors u E K* and p E K, together with non- 
negative scalars n(/l + H) and I(A) such that 
uT(A + H) = 3L(A + H)u“, 
At, = A(A)@. 
As in the proof of Theorem 5.2, 
u?‘Hp = [&A + H) - ~(A)]z@ 2 0. 
If u’p > 0, the theorem is immediately true. 
Assume zt’$ = 0. By Lemma 3.5, v,(A + H) 2 uk(A) or, since 
u E X(&A + H)) and p E Y(jl(A)), we have 
u’(A + H)y = I(A + H)uTy 2 zlr(A + H) 
2 Q(A) 2 xTAp = n(A)x’p, 
for all x E K*, y E K. With y = fi and x = u we obtain 
(5.1) 
0 = u,(A + H) = Q(A). 
However, for x = (g,Tg)-lg* in (5.1), we obtain ~“9 > 0 by virtue of 
Lemma 3.1. Hence I.(A) = 0 and, since il(A + H) 2 0, the result follows. 
Vandergraft [24] generalizes the notion of irreducibility of a matrix 
over the nonnegative orthant to C-irreducibility over arbitrary cones in 
Rn, and proves that several properties known to be true for nonnegative 
matrices over R+n are also true in terms of his definition. We quote his 
definition, and prove Parts (i) and (iii) of Case 2 of Perron-Frobenius theory 
by the approach introduced in this paper. 
DEFINITION. A face of a cone C is a subcone lying entirely in the 
boundary of C. 
DEFINITION. A matrix A >’ 0 is C-irreducible if it leaves no face 
of C invariant. A matrix which is not C-irreducible is C-reducible. 
THEOREM 5.5. Su&bose A 3’ 0 is C-irreducible. Then the conclusions 
of Theorem 5.1 hold. 
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Proof. By virtue of Theorem 5.3, there exists a nonnegative eigenvalue 
1(A) and corresponding eigenvectors 4 E X(A(A)), p E Y(I(A)), such that 
AP = W)P, 
A 1’4 = A(A)q, 
and v,(A - il(A)I) = 0. 
1. Assume that 6 is a boundary point of H and that L(A) = 0. This 
is impossible by the C-irreducibility hypothesis, since p and 0 belong 
to the same face of C. 
2. Assume that I(A) > 0 and p is a boundary point of K. Again 
we have a contradiction, since p and il(A)p would lie in the same face. 
3. Finally, assume that 2(A) = 0 and $ >’ 8. Then p = ccu + 
(1 - tl)~, where tc E (0, 1) and u and u are boundary points of K. This 
assumption leads to 
0 = A$ = MAZL + (1 - cc)Av. 
Since neither Au nor Av can be 8 by C-irreducibility, we again have a 
contradiction. 
Hence I(A) > 0 and p >’ 0. Thus, by Corollary 3.6, every element 
of X(il(A)) is an eigenvector of AT corresponding to the eigenvalue 2(A). 
If AT is C*-irreducible, then the argument above applies to an arbitrary 
~EX(I(A)) and, by Theorem 3.4, both X(L(A)) and Y(;I(A)) consist of 
single vectors and ii(A) is simple. That AT is C*-irreducible is proved 
as Lemma 5.2 below. 
Finally, 1(A) is unique, by virtue of Corollaries 3.3, 3.4, and 3.5. 
LEMMA 5.2. If A 2’ 0 is C-irreducible, then AT >‘* 0 is C*-irreducible. 
Proof. We already know, by (ii) of Lemma 5.1, that AT >,‘* 0. 
Assume that AT is C*-reducible. Then there exists a face F of C* invariant 
under AT. Let HF denote the smallest subspace containing F. Restricting 
AT to HF yields the result that the restriction A,?‘ has a nonnegative 
eigenvalue p and a corresponding eigenvector z E F. But then z is an 
eigenvector for AT acting on the whole space, and we have ATz = ,U.Z 
By virtue of the reasoning in the proof of Theorem 5.5, there exists an 
eigenvector p >’ 0 of A corresponding to the eigenvalue 1(A) > 0. If 
,U # 1(A), then z’s = 0, which is impossible by Lemma 3.1. Thus 
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p = J(A) > 0. Since z E F, which is on the boundary of K*, there exists 
a nonnull vector ze, on the boundary of K such that zTw = 0. Rut 
0 = zTzw = (I(A))-l~TAw, 
or .z is also orthogonal to Aw. Therefore Aw lies on the boundary of C, 
but by hypothesis cannot lie on the same face as w. Hence there exist 
interior points on the line segment between w and Aw to which z is also 
orthogonal, which is impossible by Lemma 3.1. Thus AT is F-irreducible. 
THEOREM 5.6. Sa+pose A >,’ 0 is C-irreducible and H >,’ 0 is nonnzLl1. 
Then il(A + H) > 1(A). 
Proof. Clearly, A + H is C-irreducible. The rest of the proof is 
identical with that for Theorem 5.2. 
Part (ii) of Cases 1, 2, and 3 (i.e., that A(A) is the spectral radius of 
A) is proved in [15], where we note that, in the terminology of that 
reference, 
A >’ 0 implies that A is g-positive, 
A 3’0 implies that A is g-bounded above. 
The proofs depend on several lemmas, and are too long to be given here. 
We state the theorems as follows: 
THEOREM (Corresponds to 2.13 of [El). Let C be reproduciq and 
A >‘O be a linear operator. Then I(A) is greater tha?a the nzodulus of 
each of the remainiq eigenvalues of A. 
THEOREM (Corresponds to 2.14 of [15]). Let C be reproducing and 
A >,’ 0 be a linear operator. Then I(A) is not less than the modulus of 
each of the remaining eigenvalues of A. 
These results are also proved in [16] and independently in [24]. 
6. DISCUSSION 
The salient fact about the game-theoretic approach to the eigenproblem 
which is employed in this paper is that the results do not depend on the 
characteristic equation and its roots, but on finding cones which contain 
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eigenvectors (preferably as interior points). From the viewpoint of its 
application to the construction of algorithms for the solution of eigen- 
problems, this fact comprehends both its weakness and its strength. 
No computations employing the parametrized game (PG) method 
have been carried out for comparison purposes, nor is it to be expected 
that the PG method will replace any in current use. For one reason, the 
method requires that a cone containing an eigenvector be known in 
advance, an admittedly difficult requirement to satisfy. For another, 
the PG method would appear to be time-consuming, since obtaining 
each point of the spectrum is an individual problem, and each iteration 
requires the solution of a game (or linear program). Moreover, if the cones 
are to be orthants, for example, the number of possible independent 
orthants for a matrix of order n is 2”-l. 
Nevertheless, it is possible that the PG method has some computational 
feasibility, in conjunction with a standard approach, if eigenvectors are 
desired. For example, for a symmetric matrix, Forsythe [5, p. 5091 
states : 
“Most contemporary programs use the Householder method but differ 
widely in how eigenvalues of tridiagonal matrices are to be found. Getting 
the eigenvectors is surprisingly tricky, and lack of knowledge of how 
to do it is one reason for the occasional continued use of Jacobi methods.” 
Thus, if accurate eigenvectors are desired, a conventional algorithm 
might be employed to obtain fairly accurate eigenvalues and a first 
approximation to a set of orthogonal eigenvectors. Cones (even self-polar 
n-polyhedral ones) could then be constructed to contain the approximate 
vectors, and the PG method employed. Given a procedure for calculating 
zlk(A) (see Section 4), the secant method [23] would provide a superlinearly 
convergent algorithm for calculating the root of v,(A - ~1) = 0. Even 
though derivatives exist, Newton’s method would be less feasible, unless 
the optimal strategies were unique for each player. Lemma 3.8 guarantees 
that optimal strategies obtained by an iterative process will converge to 
the eigenvectors. Such a procedure might be especially useful if some 
eigenvalues are clustered or multiple, since theoretically this would have 
no effect on the operation of the PG method. 
Similar remarks could be made for a nonsymmetric matrix. For 
example, the PG method could even be employed at the outset to obtain 
the spectral radius and associated (left- and right-hand) eigenvectors 
if a matrix was known to be nonnegative irreducible. 
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Finally, extensions of the approach to complex matrices and to 
infinite-dimensional cases appear to be feasible. These have been deferred 
to subsequent papers. 
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