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Abstract
A new family of binary linear completely transitive (and, therefore, completely regular)
codes is constructed. The covering radius of these codes is growing with the length of the
code. In particular, for any integer ρ ≥ 2, there exist two codes with d = 3, covering radius
ρ and length
(
4 ρ
2
)
and
(
4 ρ+2
2
)
, respectively. These new completely transitive codes induce,
as coset graphs, a family of distance-transitive graphs of growing diameter.
1 Introduction
We use the standard notation [n, k, d] for a binary linear code C of length n, dimension k and
minimum distance d. The automorphism group Aut(C) coincides with the subgroup of the sym-
metric group Sn consisting of all n! permutations of the n coordinate positions which send C into
itself.
Given any vector v ∈ Fn, where F is the binary finite field, its distance to the code C is
d(v, C) = min
x∈C{d(v,x)} and the covering radius of the code C is ρ = maxv∈Fn{d(v, C)}.
For a given code C with covering radius ρ = ρ(C) define
C(i) = {x ∈ Fn : d(x, C) = i}, i = 1, 2, ..., ρ.
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Definition 1 A code C with covering radius ρ = ρ(C) is completely regular, if for all l ≥ 0
every vector x ∈ C(l) has the same number cl of neighbors in C(l − 1) and the same number bl
of neighbors in C(l + 1). Also, define al = n − bl − cl and note that c0 = bρ = 0. Define the
intersection array of C as (b0, . . . , bρ−1; c1, . . . , cρ).
Definition 2 [8, 4] A linear code C with covering radius ρ = ρ(C) and automorphism group
Aut(C) is completely transitive, if the set of all cosets of C is partitioned into ρ+ 1 orbits under
action of Aut(C), where for any x ∈ Fn and ϕ ∈ Aut(C) the group acts on a coset x+ C as
ϕ(x + C) = ϕ(x) + C.
Let Γ be a finite connected simple (i.e., undirected, without loops and multiple edges) graph
with diameter ρ. Let d(γ, δ) be the distance between two vertices γ and δ. (i.e., a numbers of
edges in the minimal path between γ and δ). Denote
Γi(γ) = {δ ∈ Γ : d(γ, δ) = i}.
Two vertices γ and δ from Γ are neighbors if d(γ, δ) = 1. An automorphism of a graph Γ is a
permutation π of the vertex set of Γ such that, for all γ, δ ∈ Γ we have d(γ, δ) = 1, if and only if
d(πγ, πδ) = 1. Let Γi be a subgraph of Γ with the same vertices, where an edge (γ, δ) is defined
when the vertices γ, δ are at distance i in Γ. The graph Γ is called primitive if it is connected and
and all Γi (i = 1, . . . , ρ) are connected, and imprimitive otherwise.
Definition 3 [2] A simple connected graph Γ is called distance-regular, if it is regular of valency
k, and if for any two vertices γ, δ ∈ Γ at distance i apart, there are precisely ci neighbors of δ in
Γi−1(γ) and bi neighbors of δ in Γi+1(γ). Furthermore, this graph is called distance transitive, if
for any pair of vertices γ, δ at distance d(γ, δ) there is an automorphism π ∈ Aut(Γ) which moves
this pair to any other given pair γ′, δ′ of vertices at the same distance d(γ, δ) = d(γ′, δ′).
Completely regular and completely transitive codes are classical subjects in algebraic coding
theory, which are closely connected with graph theory, combinatorial designs and algebraic com-
binatorics. Existence and enumeration of all such codes are open hard problems (see [2, 3, 5] and
references there).
This paper is a natural continuation of our previous paper [6], where we describe a wide class
of new binary linear completely regular and completely transitive codes for which the covering
radius is growing with the length of the code. The parameters of the main family of the codes
depend only on one integer parameter m ≥ 4. The resulting code C has length n =
(
m
2
)
, dimension
k = n − m + 1, minimum distance 3 and covering radius ρ = ⌊m/2⌋. A half of these codes are
non-antipodal and this implies (using [1]), that the covering set C(ρ) of C is a coset of C. In
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these cases the union C ∪ C(ρ) gives also a completely regular and completely transitive code.
Our purpose here is to describe the resulting completely transitive codes. We give, as a corollary
of the constructed linear completely transitive codes, an infinite family of distance-transitive coset
graphs with growing diameter.
2 Preliminary results.
Let C be a binary linear completely regular code with covering radius ρ and intersection array
(b0, . . . , bρ−1; c1, . . . cρ). Let {D} be the set of cosets of C. Define the graph ΓC (which is called
the coset graph of C, taking all cosets D = C + x as vertices, with two vertices γ = γ(D) and
γ′ = γ(D′) adjacent, if and only if the cosets D and D′ contains neighbor vertices, i.e., v ∈ D and
v′ ∈ D′ with distance d(v,v′) = 1.
Lemma 4 [2, 7]. Let C be a linear completely regular code with covering radius ρ and intersection
array (b0, . . . , bρ−1; c1, . . . cρ) and let ΓC be the coset graph of C. Then ΓC is distance-regular of
diameter ρ with the same intersection array. If C is completely transitive, then ΓC is distance-
transitive.
Lemma 5 [5] Let C be a completely regular code with covering radius ρ and intersection array
(b0, . . . , bρ−1; c1, . . . cρ). Then C(ρ) is a completely regular code too, with inverse intersection array
(br0, . . . , b
r
ρ−1; c
r
1, . . . c
r
ρ), i.e.,
bri = cρ−i, and c
r
i = bρ−i.
The starting point for the results in this paper comes from [6], where a specific class of
combinatoric binary linear codes was introduced. For a given natural number m where m ≥ 3
denote by Em2 the set of all binary vectors of length m and weight 2.
Definition 6 Let Hm be the binary matrix of size m × m(m − 1)/2, whose columns are exactly
all the vectors from Em2 (i.e., each vector from E
m
2 occurs once as a column of Hm). Now define
the binary linear code C(m) whose parity check matrix is the matrix Hm.
Theorem 7 [6] Let m be a natural number, m ≥ 3.
(i) The binary linear [n, k, d] code C = C(m) has parameters:
n =
(
m
ℓ
)
, k = n−m+ 1, d = 3, ρ = ⌊
m
2
⌋.
(ii) Code C(m) is completely transitive and, therefore, completely regular. The intersection numbers
of C(m) for i = 0, . . . , ρ are:
bi =
(
m− 2i
2
)
, ci =
(
2i
2
)
.
(iii) Code C(m) is antipodal if m is odd and non-antipodal if m is even.
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3 A new family of completely transitive codes
Codes constructed in Theorem[6] for even m are non-antipodal and this implies (using [1]), that
the covering set C(ρ) of C is a coset of C. In these cases the union C∪C(ρ) gives also a completely
regular and completely transitive code .
Lemma 8 Let C be a completely regular non-antipodal linear code with 0 ∈ C. Then any coset
D = C + x of C of weight s is a translate of C(ρ) of weight ρ− s.
Proof. Let D = C + x be any coset of C of weight s. We can take the representative x of
weight s.
We want to show that D = C(ρ) + y, where y is a minimum weight vector in D and wt(y) =
ρ − s. Since d(x, C) = s, there exists a vector v ∈ C(ρ), such that d(x,v) = ρ − s [3]. Let
y = v− x.
Since for any v ∈ C(ρ) we have C + 1 = C + v = C(ρ), we obtain
D = C + x = C + (v + y) = (C + v) + y = C(ρ) + y,
which finishes the proof. △
The next statement is very important for the results we obtain in this paper.
Theorem 9 Let C be a non-antipodal code with 0 ∈ C, and let A = C ∪ C(ρ).
(i) If C is completely regular, then the code A is completely regular code too.
(ii) If C is completely transitive, then A is completely transitive.
Proof. (i) Since C is completely regular non-antipodal code, the set C(ρ) is a translate of
C, i.e., C(ρ) = C + 1 [1]. To show that A is completely regular we check its intersection array,
denoted by (ba0, . . . , b
a
ρ−1; c
a
1, . . . c
a
ρ), where ρa = ⌊ρ/2⌋ is the covering radius of A. Recall (Lemma
5) that C(ρ) is completely regular with intersection array (br0, . . . , b
r
ρ−1; c
r
1, . . . c
r
ρ), where b
r
i = cρ−i
and cri = bρ−i.
Now assume that x ∈ A(s). Since C(ρ) is a translate of C, we have for cas and b
a
s in any case,
i.e., when x ∈ C(s) or x ∈ C(ρ)(s):


cas = cs, b
a
s = bs if s < ⌊ρ/2⌋,
cas = cs + bs, b
a
s = 0 if s = ρ/2, ρ even,
cas = 0, b
a
s = bs if s = ⌊ρ/2⌋, ρ odd.
Therefore, these numbers cas and b
a
s do not depend on the choice of the vector x ∈ A(s). We
conclude that A is completely regular.
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(ii) For the second statement we assume that C is a (linear) completely transitive code. Clearly,
the code A = C∪C(ρ) is a linear code with covering radius ρa = ⌊ρ/2⌋. Now we have to show that
for any two different vectors x,x′ ∈ A(s), 1 ≤ s ≤ ρa there is an automorphism (a permutation)
ϕ ∈ Aut(A) which transforms the coset B = A+ x into the coset B′ = A+ x′.
We can assume that x and x′ are representatives of minimum weight s in both cosets B,B′,
respectively. Since C is completely transitive, the coset D = C + x of C can be transformed into
the coset D′ = C + x′ by applying some permutation ϕ ∈ Aut(C). We claim that using the same
ϕ we transform B to B′. Note that Aut(C(ρ)) = Aut(C) (lemma 8) and Aut(C) ⊆ Aut(A).
Since
B = A+ x = (C + x) ∪ (C + 1 + x),
we obtain
ϕ(B) = ϕ(A+ x) = (ϕ(C + x))
⋃
(ϕ(C + 1+ x))
= (C + ϕ(x))
⋃
(C + 1+ ϕ(x))
= A+ ϕ(x) = B′.
△
Since for even m the code C(m) is non-antipodal, its covering set C(m)(ρ) is a translate of C(m)
[1]. Hence, it makes sense to consider the new (linear) code
C [m] = C(m) ∪ C(m)(ρ).
Proposition 10 A generating matrix G[m] for code C [m] is:
G(m) =

 Ik−1 | HTm−1
0 . . . 0 | 1 . . . 1

 ,
where HTm−1 means the transpose matrix of Hm−1.
Proof. Parity check matrix of C(m) can be written as
(
Im−1|Hm−1
)
and so, the generating matrix
for C(m) is
(
HTm−1|Inm−1
)
, where nm−1 = k − 1 is the length of the code C
(m−1).
Code C(m) is non-antipodal, so it does not contain the all ones vector. We can add it to the
generating matrix of C(m) to obtain C [m] which gives the matrix G[m]. △
Next theorem gives important properties for code C [m].
Theorem 11 Let m be even, m ≥ 6 and let C [m] = C(m) ∪ C(m)(ρ). Then:
(i) Code C [m] is a linear completely regular linear [n, k, d] code with parameters
n = m(m− 1)/2, k = n−m+ 2, d = 3, ρ = ⌊m/4⌋.
5
(ii) The intersection numbers of C [m] for m ≡ 0 (mod 4) and ρ = m/4 are
bi =
(
m− 2i
2
)
and ci =
(
2i
2
)
for i = 0, 1, . . . , ρ− 1, cρ = 2
(
2ρ
2
)
,
and, for m ≡ 2 (mod 4) and ρ = (m− 2)/4, are
bi =
(
m− 2i
2
)
and ci =
(
2i
2
)
for i = 0, 1, . . . , ρ .
(iii) Code C [m] is completely transitive.
Proof. This is a direct corollary of Theorem 9. △
We note that the extension of the code C [m] (i.e., adding one more overall parity checking
position) is not uniformly packed in the wide sense, and therefore, it is not completely regular [2].
Now we go over the structure of the automorphism group of the above codes.
Lemma 12 Let C be a binary completely regular code with 0 ∈ C and let Aut(C) be the auto-
morphism group of C. If C is not antipodal, then Aut(C) = Aut(C(ρ)).
Proof. Since C is non-antipodal we have [1] that C(ρ) = C + 1, where 1 = (1, 1, . . . , 1).
Now we have for any ϕ ∈ Aut(C)
ϕ(C(ρ)) = ϕ (C + 1) = ϕ(C) + ϕ(1) = C + 1 = C(ρ),
which finishes the proof. △
Proposition 13 For the code C(m) we have Aut(C(m)) = Sm.
Proof. The automorphism groups of C(m) and its dual C(m)⊥ coincides, so our argumentation is
about the dual. It is easy to see that any permutation of the rows of Hm gives the same code
C(m)⊥. A permutation of the rows in Hm can be seen as a permutation on the columns of Hm, so
an automorphism of C(m)⊥. Hence, Sm ⊆ Aut(C
(m)⊥).
To show the reciprocal inclusion let us begin by the fact that all the codewords of weight m−1
in C(m)⊥ are the rows of the matrix Hm. Indeed, the rows of matrix Hm generate C
(m)⊥ and
so, any codeword of weight m − 1 in C(m)⊥ is a linear combination of rows of Hm. If a linear
combination v of any t rows is of weight m − 1 we will have wt(v) = m − 1 = t(m − 1) − 2
(
t
2
)
(mod 2m − 1) and so, (t − 1)(m − 1) = t(t − 1) (mod 2m − 1). Hence, t = 1 or t = m − 1. In
the first case v is a row of Hm, but also in the second case (the sum of all rows in Hm is the zero
codeword, and so the sum of m− 1 rows coincides with one row).
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Now, we finish the proof of the statement. We want to prove that there are no more automor-
phisms in Aut(C(m)⊥) apart from these ones in Sm. Assume φ ∈ Aut(C
(m)⊥). For all codewords
v ∈ C(m)⊥ of weight m− 1 we have φ(v) ∈ C(m)⊥ is also of weight m − 1. Hence, since the rows
of Hm are the only codewords of weight m − 1 in C
(m)⊥ we have that φ is a permutation of the
rows in Hm and, as we said before, a permutation on the columns of Hm and φ ∈ Sm. △
Proposition 14 Let m be even, m ≥ 6.
1. For m > 6 we have Aut(C [m]) = Aut(C(m)).
2. For m = 6 we have Aut(C [m]) = GL4(F2).
Proof. Generators matrix of C(m) and C [m] coincide, except that the second one has one more
independent row, the all ones row 1. Hence, all the coordinate permutations which fix C(m) also
fix C [m] and, so, Aut(C(m)) ⊆ Aut(C [m]). For m > 6, let φ ∈ Aut(C [m]) such that φ /∈ Aut(C(m)).
Then, as the codewords of weight 3 generate C(m) (straigforward from Proposition 10) there should
exists a codeword v ∈ C(m), of weight 3 such that φ(v) ∈ C(m) + 1. Therefore, φ(v) should be of
weight 3, but this contradicts Theorem 7. Hence, item 1 is proved.
For m = 6 code C [m] is the Hamming code of length 15, and so its automorphism group is very
well known. Indeed, it is the general linear group of degree 4. △
4 A new description of distance-transitive graphs
Denote by Γ(m) (respectively, Γ[m]) the coset graph, obtained from the codes C(m) (respectively,
C [m]) by Lemma 4. From Theorems 7 and 11 we obtain the following results, which leads to new
coset graphs.
Theorem 15 (i) For any even m ≥ 6 there exist two embedded double covers Γ(m) and Γ[m] of
complete graph Kn, n =
(
m
2
)
, on 2m−1 and 2m−2 vertices, respectively, and with covering radius
m/2 and ⌊m/4⌋, respectively.
(ii) The intersection arrays of graphs Γ(m) and Γ[m] are the same as the intersection arrays of
codes, given by Theorems 7 and 11.
(iii) Both graphs Γ(m) and Γ[m] are distance transitive.
(iv) The graphs Γ(m) are imprimitive and the graphs Γ[m] are primitive.
(v) The graph Γ[m] has eigenvalues:
for m ≡ 2 (mod 4)
{
(
m
2
)
− 16i(ρ+ 1− i), i = 0, 1, . . . , ρ}
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and for m ≡ 0 (mod 4)
{
(
m
2
)
− 8i(2ρ+ 1− i), i = 0, 1, . . . , ρ} .
The graph Γ(m) is well known. This graph can be obtained from the even weight binary vectors
of length m, adjacent when their distance is 2. It is the halved m-cube and is a distance-transitive
graph, uniquely defined from its intersection array [2, p. 264]. Since the graph Γ(m) is antipodal,
the graph Γ[m] (which has twice less vertices) can be seen as its folded graph, obtained by collapsing
antipodal pairs of vertices.
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