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Abstract-A set of parts with alternative process plans to be scheduled in an automated man- 
ufacturing system is considered in this paper. For each process plan, the part may require specific 
types of tool and auxiliary devices such as fixtures, grippers, and feeders. The system objective is to 
schedule the set of parts with the minimum operation cost. The operation cost includes the process 
plan cost and the Hamming distance cost. The Hamming distance cost measures the dissimilarity 
between process plans for successive parts. A new mathematic model and a dynamic programming 
(DP) approach are presented to solve the problem optimally. Dominant properties of the problem 
are also identified such that the DP approach can be more efficiently applied. However, owing to the 
complexity of the problem, heuristic approaches are provided to solve the problem in practical sizes, 
and experimental results are discussed. 
Keywords-Automated systems, Scheduling, Process plan selections, Dynamic programming. 
1. INTRODUCTION 
This paper studies the problem of process plan selection and scheduling for a set of parts, i.e., 
K, to be processed in an automated machine (i.e., a CNC workstation). Each part has a set of 
process plans to be selected (i.e., Nk for part Ic) and each process plan requires a set of tools and 
fixtures for machining. The objective of this paper is to schedule and select process plans for the 
set of parts simultaneously, such that the total operation cost is minimized. The total operation 
cost is similar to the cost model suggested by Kusiak and Finke [l] and includes the process plan 
cost, i.e., Ci, and the Hamming distance cost, i.e., dij. The Hamming distance cost measures the 
difference between part i and part j when they are scheduled in subsequent sequences. 
Kusiak and Finke [l] first studied the process plan selection problem for a set of parts to 
be machined and presented a mathematic programming model to measure the total cost. The 
total cost includes the process plan cost and the Hamming distance cost, which measures the 
dissimilarity between process plans. They also developed a heuristic algorithm to solve the 
problem in practical sizes. Later on, Bhaskaran [2] used a different model to measure the total 
cost of the process plan selection problems. The cost included the total processing time and the 
total number of processing steps. He also developed a progressive refinement approach to first 
identify the set of process plans that minimize the cost and then consolidate the set to reduce 
the dissimilarity. 
This research was supported by the National Science Council of Taiwan through Grant No. NSC 82-0115-E-155- 
084. 
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However, in both models described above they did not consider the problem of how to sequence 
these parts in the best orders. They only selected a process plan for each part such that the total 
operation cost was minimized. However, later on, these parts may be sequenced based on another 
criterion (e.g., makespan, flow time, tardiness, etc.) and they (i.e., process plan selection and 
scheduling of these parts) did not have any connections in the objective functions. But, the 
Hamming distance cost is affected by the processing sequences of these parts, the scheduling of 
these parts will change the final result of the process plan selection. As a result, the process plans 
selected in the first phase may not be the best after scheduling in the second phase. 
In this paper, we take a step further by simultaneously considering the problem of process plan 
selection and scheduling for the set of parts to be machined, such that the total cost defined by 
Kusiak and Finke is minimized. We develop a new mathematical model which is different from 
the one proposed by Kusiak and Finke [l]. This new model has the same objective function 
as defined by Kusiak and Finke; however, the constraints are ensured to arrange these parts in 
optimal orders to minimize the total operation cost. This new model is formulated using the 
network flow formulation and a dynamic programming approach is also given, thus an optimal 
solution can be derived through a step-by-step procedure. In addition, dominant properties of the 
problem are identified and heuristic approaches are introduced to solve the problem in practical 
sizes. 
2. PROBLEM STATEMENTS 
The problem of process plan selection and scheduling for a set of parts K to be processed in an 
automated machine can be modeled using the following network flow formulation. Before further 
describing the model, the following notations are explained: 
- Jlil is a part scheduled in ith position; 
- K= {l,... , TX} is the set of parts to be manufactured; 
- Nk is the set of process plans for part k; 
- i, j are two particular process plans for part k, and i, j E Nk; 
- Pki is the ith process plan for part k; 
- N is the set of all process plans, i.e., N = UkEK Nk and we assume N = { 1, . . . , q}; 
- B is the set of arcs connecting process from set Nk to set Nj (k, j) E K x K and k # j; 
- dij is the weighted Hamming distance V(i, j) E B, 
- Ci is the cost of process plan i; 
- Yij is a zero or one integer variable; and 
- Xi is a zero or one integer variable. 
Thus, problem P is formulated as follows: 
min Z = C dij Yij + C Ci Xi, 
(&j)EB iEN 
subject to c xi = 1, k=1,2 ,..., n, 
iENk 
Xi-Cl$j-Y,T=O, i=1,2 )...) q, 
Xf-~Yji-YO~=O, i= 1,2 ,..., q, 
(1) 
(2) 
(3) 
(4 
(5) 
c YOi = 1, 
iEN 
c 
x&r- = 1, 
iEN 
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l$j = 
1, if process plan i is selected before j immediately, 
0, otherwise, 
xi = 
I, if process plan i is selected, 
0, otherwise. 
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Constraint (1) ensures that for each part exactly one process plan is selected, while Con- 
straints (2) and (3) impose that in-flow must be equal to out-flow for each process plan i selected. 
In this model, we assume that the flow starts from the dummy initial node, i.e., 0, and ends in 
the dummy terminal node, i.e., T. These two conditions are described by Constraints (4) and (5) 
and they also meet the in-flow equal to out-flow constraint. 
The scheduling of n parts (i.e., Ji, . . . , Jn) with the objective to minimize the Hamming distance 
is similar to the TSP problem (traveling salesman problem) which has a computation complex- 
ity of n!. Now, we assume each part has m process plans (i.e., PJ~, . . . , PJ,) and INkl = m 
(INkI is the cardinality of the set Nk) for all k E K to be selected. Therefore, there is a total 
of mn combinations of process plans to be selected from. And for a specific set of process plans 
chosen for the set of parts K, the combinations of sequencing these n parts will be n!. Thus, the 
complexity of the problem described in this paper (i.e., process plan selection and scheduling for 
the n parts) will be n! . mn. A diagram showing the relationship of process plan selection and 
scheduling for a set of parts Ii’ is illustrated in Figure 1. 
. 
. 
0 JINl 
Figure 1. An illustration of process plan selection and scheduling problems. 
3. A DYNAMIC PROGRAMMING APPROACH 
This section will formulate the problem of process plan selection and scheduling, using a dy- 
namic programming approach. Suppose that no part is scheduled in the beginning, and we want 
to determine an optimum part processing sequence plus a best process plan selection, such that 
WA 28-9-E 
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the total cost including the process plan cost and Hamming distance cost is minimized. First, 
we define _fi(j, j’, S, A) as a cost function which measures the operation cost for any process plan 
j’ selected for a particular part j in stage i. And Fi(j, j’, Si, Ai) is a cost function which will 
find the lowest operation cost for any part j and any process j’ selected in stage i. The initial 
conditions will be listed as follows: 
A0 = 8, So = 8, d.jj = 0, and fe(*,*,&O) = 0. 
Then, a recursive relation function is described as follows: 
Fi (j, j', Si, Ai) = jF$,l j,p$_ [h(j,j’, Si, Ai)] , and 
i 1 I 1 
fi (j,j’, {j) u S-1, {j’) u A-1) = kESi_l min {[fi-r(rC, Ic’, S-1, &I) + dk’jf] + Cjj}, 
k’EA,-, 
where j is the part to be scheduled in stage i and i = 1, . . . , n; Si is the set of parts scheduled 
after stage i; there is a total of i parts in the set; Ai is the set of process plans selected for the set 
of parts in Si; there is a process plan selected for each part j; Si is the complement set of Si and 
S,! = K - Si; Ai is the complement set of Ai and A: = N - Ai; dkfjt is the Hamming distance 
cost if process plan k’ is scheduled before j’; and Cjl is the process plan cost if process plan j’ is 
selected for part j. 
In the beginning, when i = 1, the recursive relation function will select the part with the lowest 
process plan cost for j’ E N because there is no Hamming distance cost related to the first part 
scheduled. After that, for i = 2,. . . ,n, there are i! alternatives to arrange the part in different 
combinations in stage i and there are totally Ai combinations of process plans to be selected 
from. However, one of the combinations with the minimum cost will be selected in stage i by the 
recursive relation function. 
4. AN ILLUSTRATED EXAMPLE 
To demonstrate the working procedure of the dynamic programming approach, we reproduce 
the example from Kusiak and Finke’s paper and list these basic data in Tables l-3. 
Table 1. Tools and fixtures used for each part in different prc 
Tools 
Fixtures 
Part 1 Part 2 Part 3 Part 4 
e-n- 
1 1 1 1 1 1 1 
I l l 1 
1 1 1 1 1 1 I 
I 1 1 1 I 1 
1 1 I 
I 1 1 1 1 1 1 I I 
1 I I 
1 l 1 1 I 
1 2 3 4 5 6 7 8 9 10 
Process plan 
:s plans. 
The computation of the Fi(j, j’, Si, Ai) values of this example is as follows: 
Initial states, SO = 8, A0 = 8, d.jt = 0, and fe(., ., a,@) = 0. 
When i = 1, then 
fi(l, 1, (11, (1)) = min [fo(., .y 8,8) + d.l] + Cl = 5.8; similarly fi(1,2, {l}, (2)) = 9.4, 
f1(2, 3, w, (3)) = 11.6, fd2,4, (21, (4)) = 5.7, fl@, 5, {2), (5)) = 3.4, 
f1(3,6, (31, (6)) = 4.3, f1(3,7, (31, (7)) = 5.1, 
f1(4,8, (41, (8)) = 6.4, fd4,9, (41, (9)) = 5.2, fd4,10, (41, {lo)) = 5.3. 
Thus, Fl(j, j’,Sl,Al) = min [fi(j, j',Sl, Al)] = 3.4, and j = 2, j’ = 5, S1 = {2}, A1 = (5). 
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Table 2. Hamming distance costs for any two process plans selected in consecutive 
sequences. 
1 2 3 4 5 6 7 a 9 10 
I -= m 21331414- 
2 m56448565 
co m m 1 3 4 3 4 
[d?l]= 3 m CD 2 2 5 1 5 
~64325 
6 m 0) 5 4 3 
7 ~32 3 
a cococu 
9 m co 
10 CO’ _ 
Table 3. Cost of each process plan selected. 
ci = 15.8, 9.4, 11.6, 5.7, 3.4, 4.3, 5.1, 6.4, 5.2, 5.31 
When i = 2, then 
f If1(2,3, (21, {3)) + d3,11 + Cl 
kc% 4,121, (41) + d4,ll + Cl 
\ 
Lflc? 5, (21, (51) + d5,ll + Cl 
f2(L 1, (1) u S1, (1) U ~41) = min 
[f1(3,6, (31, (6)) + d6,1] + cl 
[fl(3,7, (31, (71) + d7,ll + Cl 
= 11.9. 
[f1(4,% {4), (8)) + d8,1] + cl 
[fl(4,% (41, (91) + d9,ll + Cl 
\ [fi (4,10, (41, { 10)) + ~lO,ll f Cl / 
Similarly, 
f2(1,2, (1) U &, (2) ‘JAI) = 16.8, f2(2,3, (2) U &, (3) u Al) = 16.9, 
f2(2, 4, (2) u SI, (4) u Ad = 12, f&&5, (2) U SI, (5) U Al) = 10.6, 
f2(3,6, (3) U S1, (6) U Al) = 12, f2(3,7, (3) u S1, (7) u Al) = 11.9, 
f2(4,8, (4) U S1, (8) U Al) = 12.8, f2(4,9, (4) U S1, (9) U AI) = 10.6, 
f2(4,10, (4) U &, {lo} U AI) = 12.6. 
Thus, F2(j,j’, S2,A2) = 10.6, and j = 2, j’ = 5, S2 = {4,2}, A2 = {9,5} or j = 4, j’ = 9, 
Sz = {2,4}, A2 = {5,9}. 
The same procedure continues for i = 3 and i = 4, and finally we can derive the following 
result: Fd(j, j’, S4, A4) = 23.5, and j = 2, j’ = 5, 5’4 = {2,4,1,3}, A4 = {5,9,1,7} or j = 3, 
j’ = 7, S4 = {3,1,4,2}, A4 = {7,1,9,5}. 
The final result in our case is 23.5, which is exactly the same as the solution from the integer 
programming formulation solved by LINDO and the set of process plans chosen is {1,5,7,9}. 
However, in Kusiak and Finke’s approach, the set of process plans selected is {1,4,7,9}, and 
after scheduling, the best result achieved is 26.5. Thus, if we consider the problem of process 
plan selection and scheduling simultaneously, the final cost will be smaller than just considering 
the problem of process plan selection only and then scheduling. 
Owing to the computational complexity of the problem as described in Section 2, the DP 
approach can only solve problems with limited sizes (e.g., say 15 parts, and each part with 3 
process plans in average). To increase the efficiency of the DP approach, the following dominant 
properties are further identified: 
PROPERTY 1. m and n are two different process plans for part j, and if 
(1) dnk 2 drnk, and 
(2) G LGn, 
VkeN, k$Nj, 
then process plan n can be eliminated from part j. 
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PROOF. Since d,k 2 d,k and C,, 2 C,, therefore, d,k + C, L dmk + C,. That is, the operation 
cost of process plan m is always smaller than that of process plan n, thus process plan n is 
dominated by process plan m. Process plan n can be eliminated from part j. I 
PROPERTY 2. m and n are two different process plans for part j, and if 
(1) k/c 2 dmkr 
(2) C,, < C,, and VkE NY k$ Nj, 
(3) (G - G) > min(d,k - dmk), 
then process plan n can be eliminated from part j. 
PROOF. The cost difference between process plan m and n is always smaller than the difference 
of the Hamming distance cost between n and m, thus process n is dominated by process plan m. 
Process plan n can be eliminated from part j. I 
PROPERTY 3. m and n are two different process plans for part j, and if 
(1) d,rc 2 dmlc, 
(2) C, < C,, and VkEN, k$Nj, 
(3) (C, - Cn) < max(d,k - dmk)r 
then process plan m can be eliminated from part j. 
PROOF. The cost difference between process plan m and n is always greater than the difference 
of the Hamming distance cost between n and m, thus process plan m is dominated by n. Process 
plan m can be eliminated from part j. I 
These dominant properties are embedded into the dynamic programming approach and the 
size of problems solved can be further increased. 
5. HEURISTIC APPROACHES 
Before introducing the heuristic approaches, the notations applied are described as follows: 
- M is the cost matrix for a set of process plans N; 
- wkj is the operation cost for sequencing process plan j after process plan k, and wkj = 
Ck+Cj +dkj; 
- Q is the set of parts which are sequenced in order; and 
- R is the set of process plans, i.e., Pj for each j E Q. 
The heuristic is similar to the nearest neighbor heuristic of the TSP, however, we define, instead, 
the operation cost (i.e., wkj) as the distance in TSP. The heuristic approach is presented as 
follows. 
HEURISTIC ALGORITHM 1. 
Step 1. 
Step 2. 
Step 3. 
Initialize Q = 0, R = 8, and i = 0; 
Calculate the cost matrix M by summing up the Hamming distance cost with the 
process plan cost for process plan j and k, i.e., wkj = dkj f Ck -I- Cj; 
Find a pair of process plans, i.e., j (for part Jr) and k (for part Js), with the minimum 
operation cost, and reset Q, R, and i, i.e., 
(i) find kmi${wkj)y 
.3 
(ii) i=i+2, Q=Q~{~~}~{Jz}={J~,J~}, R=Ru{j)u{k)={.i,k). 
Step 4. Delete the set of process plans for those parts already being scheduled, i.e., 
N = N - NJ, - NJ, U {j} U {k}. 
Step 5. 
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Find a new pair of process plans, i.e., z (for part s) and y (for part u), which will be 
sequenced adjacent to process plan j and process plan Ic, such that the total operation 
cost is minimized, i.e., find 
min{WkZ} and $~{Wjr,}. 
XEN 
Step 6. Evaluate process plan x and y by their operation cost and select the one with the 
minimum operation cost into set Q, i.e., if 
(i) wkZ - ck 2 wjy - cj, then N = N - NS - {j} u {y}, 
Q=Qu{& R=RU{Y), otherwise 
(ii) N=N-Ns-{Ic}~{z}, Q=QU{s}, R=RU{z}. 
Step 7. i = i + 1 and if i = n then stop, otherwise set j = x, k = y, and go to Step 5. 
For example, the heuristic is applied to the problem of Kusiak and Finke and the detailed 
procedure is listed as follows. 
(1) Step 1: initialize Q = 8, R = 8, and i = 0; 
(2) Step 2: calculate the cost matrix M and it is illustrated in Figure 2: 
1 2 3 4 5 6 7 8 9 10 
1 -- -- 19.4 12.5 12.2 13.1 11.9 16.2 12 15.1 
2 -- -- 26 21.1 16.8 17.7 22.5 20.8 20.6 19.7 
3 19.4 26 -- -- -- 16.9 19.7 22 19.8 20.9 
4 12.5 21.1 -- -- -- 12 12.8 17.1 12.9 16 
5 12.2 16.8 -- -- -- 13.7 12.5 12.8 10.6 13.7 
6 13.1 17.7 16.9 12 13.7 -- -- 15.7 13.5 12.6 
7 11.9 22.5 19.7 12.8 12.5 -- -- 14.5 12.3 13.4 
8 16.2 20.8 22 17.1 12.8 15.7 14.5 -- -- -- 
9 12 20.6 19.8 
10 15.1 19.7 20.9 
12.9 @j 13.5 12.3 - - -- - - 
16 13.7 12.6 13.4 -- -- -- 
Figure 2. Cost matrix M for the illustrated example. 
(3) Step 3: process plan 5 for part 2 and process 9 for part 4, when sequenced together, will 
give the minimum cost, thus Q = {2,4} and R = {5,9}; 
(4) Step 4: delete process plans 3, 4, 8, and 10, as illustrated in Figure 3: 
Figure 3. Delete the unselected process plans for parts already scheduled 
and select the next candidate process plans. 
(5) Step 5: process plan 1 for part 1 will be selected, since when it is sequenced adjacent to 
process plan 5 for part 2 and process plan 9 for part 4, the total operation cost are all 
minimized as shown in Figure 4, i.e., Wsr = 12.2 and War = 12; 
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(6) 
(7) 
(8) 
(9) 
(10) 
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Figure 4. Delete the unselected process plans for parts already scheduled 
and select the next candidate process plans. 
Step 6: W~I - C’S < W~I- Cg, i.e., 12.2 - 3.4 < 12 - 5.2, therefore, sequence process plan 1 
for part 1 after set Q, i.e., Q = {2,4, l}, R = {5,9,1} and delete process plan 9 from N, 
as shown in Figure 4. 
Step 7: i = 2 + 1 and i = 3 < 4, thus go to Step 5; 
Step 5: start from process plan 5 and process plan 1 to find a new pair of process plans 
such that the total operation cost is minimized, thus process plan 7 is picked for part 3, 
i.e., W,, = 12.5 and WIT = 11.9; 
Step 6: WIT - Cl < W,, - C’s, i.e., 11.9 - 5.8 < 12.5 - 3.4, therefore, sequence process 
plan 7 after set Q, i.e., Q = { 2,4,1,3}, R = {5,9,1,7}, and delete process plan 9 from N; 
Step 7: i = 3 + 1 = 4 = n; stop. 
The final result of the heuristic approach will give a solution of 23.5 and Q = {2,4,1,3}, 
R = {5,9,1,7}, which is the same as the solution from the DP approach. 
6. EXPERIMENTAL RESULTS 
The experiment is designed with two purposes in mind: (1) to compare the DP approach with 
the Kusiak and Finke’s approach and the heuristic approach; and (2) to compare the heuristic 
approach with the Kusiak and Finke’s approach. The assumptions of the experiment are listed 
as follows. 
(1) 
(2) 
(3) 
(4) 
(5) 
The 
(1) 
The process plan cost, i.e., Ci, is uniformly distributed in the range of [l, 1001. 
The Hamming distance cost, i.e., d,j, is uniformly distributed in the ranges of [l, 501, 
[50,100], and [loo, 1501. These three ranges are designed to test if the variation of the 
Hamming distance cost will change the efficiency and the quality of the solution. 
The experiment will be repeated 5 times for each occurrence. 
The problem size of the DP approach will be limited to 12 parts owing to the computational 
complexity of the problem. 
The relative errors among the DP approach, the heuristic approach, and the Kusiak and 
Finke’s approach are calculated as follows: 
errors% = 
(heuristic solution - best solution) 
best solution 1 x 100. 
detailed experiment of these two tests are explained as follows. 
Comparison of the DP approach with the Kusiak and Finke’s approach and the heuristic 
approach for small size of problems (i.e., number of parts less than 12). We tested three 
algorithms: DP, the proposed dynamic programming approach; F&K, the Kusiak and 
Finke’s approach; HA, the proposed heuristic approach. The sizes of the problem are 
5 ,a*‘, 12. The results of the test are listed in Tables 4-6. We found that DP is the best 
among all. The F&K is around 3% worse than the DP approach, and HA is also very close 
(2) Comparison of the Heuristic approach with Kusiak and Finke’s approach for large size of 
problems (i.e., number of parts are 50, 100, 150, and 200). We tested two algorithms: 
F&K, the Kusiak and Finke’s approach; HA, the proposed heuristic approach. The sizes 
of the problem are 50, 100, 150, and 200. The results of the test are listed in Tables 7-9. 
They show that the heuristic approach is consistently better than the F&K approach for 
large size of problems. And, again the range of the Hamming distance cost do not affect 
the speed or solutions’ quality of the algorithms, from the results we observed. 
7. CONCLUSIONS 
The problem of process plan selection and scheduling for a set of parts to be processed in an 
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Table 4. Comparison of the DP approach with the Kusiak and Finke’s approach and 
the heuristic approach for small size of problems, i.e., number of parts less than 12 
and Hamming distance cost within [l, 501 (each occurrence repeated 5 times). 
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PARTS 
DP Approach Kusiak & Finke HP Approach 
Error Error Error 
cost Rate cost Rate cost Rate 
I 5 1 349 1 0% 1 356 1 2% 1 352 I 0.80% 
6 406 0% 419 3% 407 0.20% 
7 466 0% 476 2.10% 474 1.70% 
I 8 1 560 1 0% I 573 I 2.30% I 565 I 0.80% 
9 642 0% 657 2.30% 650 1.20% 
10 644 0% 660 2.40% 661 2.30% 
11 1 725 1 0% 1 755 1 4% I 735 I 1.40% 
12 831 0% 851 2.40% 840 1% 
Table 5. Comparison of the DP approach with the Kusiak and Finke’s approach and 
the heuristic approach for small size of problems, i.e., number of parts less than 12 
and Hamming distance cost within [50, 1001 (each occurrence repeated 5 times). 
to DP with an average 1.2% error rate for small size problems. The range of the Hamming 
distance cost do not significantly affect the speed or solutions’ quality of the algorithms, 
from the results we observed. 
automated machine is considered in this paper. We presented a new mathematic model and a 
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Table 6. Comparison of the DP approach with the Kusiak and Finke’s approach and 
the heuristic approach for small size of problems, i.e., number of parts less than 12 
and Hamming distance cost within [loo, 1501 (each occurrence repeated 5 times). 
10 1578 0% 1599 1.30% 1584 0.40% 
11 1659 0% 1687 1.60% 1670 0.60% 
12 1941 0% 1959 0.90% 1946 0.30% 
Table 7. Comparison of the Heuristic approach with the Kusiak and Finke’s ap- 
proach for large size of problems (i.e., number of parts are 50, 100, 150, and 200 and 
Hamming distance cost within [l, 50)). 
PARTS HA Approach Kusiak & Finke 
50 3453 3917 
100 6237 7303 
150 9441 11382 
200 12479 14655 
Table 8. Comparison of the Heuristic approach with the Kusiak and Finke’s ap- 
proach for large size of problems (i.e., number of parts are 50, 100, 150, and 200 and 
Hamming distance cost within [50, 1001). 
PARTS HA Approach Kusiak & Finke 
50 5563 5923 
100 11018 12042 
150 16443 18076 
200 21379 23970 
Table 9. Comparison of the Heuristic approach with the Kusiak and Finke’s ap- 
proach for large size of problems (i.e., number of parts are 50, 100, 150, and 200 and 
Hamming distance cost within [loo, 1501). 
PARTS HA Approach Kusiak & Finke 
50 7933 8332 
100 16258 17197 
150 23788 25517 
200 31729 34273 
dynamic programming approach to solve the problem optimally. Three properties are identified 
to reduce the computational time. However, owing to the complexity of the problem, a heuristic 
procedure is developed to solve problem of practical sizes. The computational results showed that 
A Practical Approach for Parts Scheduling 65 
the heuristic performs very close to optimality. In addition, extensive experiments howed that 
the total cost resulted from the technique in the paper is smaller than the approach proposed 
by Kusiak and Finke after taking the process plan selection and scheduling of the parts into 
consideration. 
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