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Abstract In this paper, BDG-type inequality for G-stochastic calculus with respect to G-Le´vy
process is obtained and solutions of stochastic differential equations driven by G-Le´vy process un-
der non-Lipschitz condition are constructed. Moreover, we establish the mean square exponential
stability and quasi sure exponential stability of the solutions be means of G-Lyapunov function
method. An example is presented to illustrate the efficiency of the obtained results.
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1 Introduction
In recent years much effort has been made to develop the theory of sublinear expectations
connected with the volatility uncertainty and so-called G-Brownian motion. G-Brownian motion
was introduced by Shige Peng in [10] as a way to incorporate the unknown volatility into financial
models. Its theory is tightly associated with the uncertainty problems involving an undominated
family of probability measures. Soon other connections have been discovered, not only in the field
of financial mathematics, but also in the theory of path-dependent partial differential equations or
backward stochastic differential equations. ThusG-Brownian motion and connectedG-expectation
are attractive mathematical objects. We refer the reader to Gao [4], Denis et al. [2], Soner [24],
Bai et al. [1], Li et al. [7], Peng [11–13,15, 16] and the references therein.
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Returning however to the original problem of volatility uncertainty in the financial models,
one feels that G-Brownian motion is not sufficient to model the financial world, as both G- and
the standard Brownian motion share the same property, which makes them often unsuitable for
modelling, namely the continuity of paths. Therefore, it is natural that Hu and Peng [6] intro-
duced the process with jumps, which they called G-Le´vy process. Then Ren [22] introduced the
representation of the sublinear expectation as an upper-expectation. In [18], the author concen-
trated on establishing the integration theory for G-Le´vy process with finite activity, introduced
the integral w.r.t the jump measure associated with the pure jump G-Le´vy process and gave the
Itoˆ formula for general G-Itoˆ Le´vy process.
In [4], the author proved the BDG inequality for G-stochastic calculus with respect to G-
Brownian motion. In this article, we will prove the BDG-type inequality for G-stochastic calculus
with respect to G-Le´vy Process, which will be used in section 3.
In [20] and [1] the authors considered the stochastic differential equations driven by G-
Brownian motion, where the coefficients do not satisfy the Lipschitz condition. Motivated by
the aforementioned works, in section 3, the following stochastic differential equations driven by
G-Le´vy process (GSDEs) is studied:


dYt = b(t, Yt)dt+ hij(t, Yt)d〈Bi, Bj〉t + σi(t, Yt)dBit +
∫
Rd
0
K(t, Yt, z)L(dt, dz),
Yt0 = Y0,
(1.1)
where Y0 is the initial value with Eˆ[|Y0|2] < ∞, (〈Bi, Bj〉t)t≥0 is the mutual variation process of
the d-dimension G-Brownian motion (Bt)t≥0, L(·, ·) is a Poisson random measure associated with
the G-Le´vy process X . The coefficients b(·, x), hij(·, x), σi(·, x) are in the space M2G(0, T ;Rn),
K(·, x, ·) ∈ H2G([0, T ] × Rd0;Rn) for each x ∈ Rn(these spaces will be defined in section 2). If
b, h, σ and K satisfy Lipschitz conditions, Paczka [18] established the existence and uniqueness
of solution for the stochastic differential equations (1.1) in the space M2G(0, T ;R
n). However,
many coefficients do not satisfy the Lipschitz condition. Therefore, the extension to non-Lipschitz
conditons is necessary.
Stability of stochastic differential equations has been well studied by many authors. In par-
ticular, by employing Lyapunov function method, Liu [8] obtained the comparison principles of
p-th moment exponential stability for impulsive stochastic differential equations. For more details
on this topic, one can see Peng and Jia [17], Shen and Sun [23], Wu and Han et al. [25], Wu and
Sun [26], Wu and Yan et al. [27] and the references therein. Very recently, Hu et al. [5] investigated
the sufficient conditions for p-th moment stability of solutions to stochastic differential equations
driven byG-Brownian motion by means of a very special Lyapunov function. Zhang and Chen [28],
Fei and Fei [3] respectively established the sufficient conditions for the exponential stability and
quasi sure exponential stability for a kind of special stochastic differential equations driven by
G-Brownian motion. Then Ren et al. [21] established the p-th moment exponential stability and
quasi sure exponential stability of solutions to impulsive stochastic differential equations driven
by G-Brownian motion.
To our best knowledge, there is no work reported on the mean square exponential stability
and quasi sure exponential stability of solutions to GSDEs driven by G-Le´vy process. So, this
should be developed. Motivated by the aforementioned works, the second part of this paper aims
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to establish the mean square exponential stability and quasi sure exponential stability of solutions
to GSDEs driven by G-Le´vy process by means of the G-Lyapunov function method.
The rest of this paper is organized as follows. In section 2, we introduce some preliminaries and
give the proof of BDG-type inequality for G-stochastic calculus with respect to G-jump measure.
In section 3, the solution of (1.1) is constructed. Section 4 is devoted to proving the mean square
exponential stability and quasi sure exponential stability of solutions to GSDEs driven by G-Le´vy
process by means of the G-Lyapunov function method. In the last section, an example is given to
illustrate the effectiveness of the obtained results.
2 Preliminaries
In this section, we introduce some notations and preliminary results in G-framework which
are needed in the following section. More details can be found in [6, 9, 14, 18, 19, 22].
Definition 2.1. Let Ω be a given set and let H be a linear space of real valued functions defined
on Ω. Moreover, if Xi ∈ H, i = 1, 2, ..., d, then ϕ(X1, ..., Xd) ∈ H for all ϕ ∈ Cb,lip(Rd), where
Cb,lip(R
d) is the space of all bounded real-valued Lipschitz continuous functions. A sublinear
expectation E is a functional E : H → R satisfying the following properties: for all X,Y ∈ H, we
have
(i) Monotonicity: E[X ] ≥ E[Y ] if X ≥ Y.
(ii) Constant preserving: E[C] = C for C ∈ R.
(iii) Sub-additivity: E[X + Y ] ≤ E[X ] + E[Y ].
(iv) Positive homogeneity: E[λX ] = λE[X ] for λ ≥ 0.
The tripe (Ω,H,E) is called a sublinear expectation space. X ∈ H is called a random variable
in (Ω,H,E). We often call Y = (Y1, ..., Yd), Yi ∈ H a d-dimensional random vector in (Ω,H,E).
Definition 2.2. In a sublinear expectation space (Ω,H,E), a n-dimensional random vector
Y = (Y1, ..., Yn) is said to be independent from anm-dimensional random vectorX = (X1, ..., Xm)
if for each ϕ ∈ Cb,lip(Rm+n),
E[ϕ(X,Y )] = E[E[ϕ(x, Y )]x=X ].
Definition 2.3. Let X1, X2 be two n-dimensional random vectors defined on a sublinear expec-
tation space (Ω1,H1,E1) and (Ω2,H2,E2), respectively. They are called identically distributed,
denoted by X1
d
= X2 if
E1[ϕ(X1)] = E2[ϕ(X2)], ∀ϕ ∈ Cb,lip(Rn).
X¯ is said to be an independent copy of X , if X¯ is identically distributed with X and independent
of X .
Definition 2.4. (G-Le´vy process). Let X = (Xt)t≥0 be a d−dimensional ca`dla`g process on a
sublinear expectation space (Ω,H,E). We say that X is a Le´vy process if :
(i) X0 = 0,
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(ii) for each s, t ≥ 0 the increment Xt+s−Xs is independent of (Xt1 , · · ·, Xtn) for every n ∈ N
and every partition 0 ≤ t1 ≤ t2 ≤ · · · ≤ tn ≤ s,
(iii) the distribution of the increment Xt+s −Xs, s, t ≥ 0 is stationary, i.e. does not depend
on s.
Moreover, we say that a Le´vy processX is aG-Le´vy process, if it satisfies additionally following
conditions
(iv) there is a 2d-dimensional Le´vy process (Xct , X
d
t )t≥0 such for each t ≥ 0, Xt = Xct +Xdt ,
(v) process Xct and X
d
t satisfy the following conditions
lim
t↓0
E[|Xct |3]t−1 = 0; E[|Xdt |] < Ct for all t ≥ 0.
Remark 2.1. The conditon (v) implies that Xc is a d-dimensional generalized G-Brownian
motion, whereas the jump part Xd is of finite variation.(See [6] for details.)
Hu and Peng [6] noticed in their paper that each G-Le´vy process might be charactereized by
a non-local operator GX .
Theorem 2.1. ( [6]) Let X be a G-Le´vy process in Rd. For every f ∈ C3b (Rd) such that f(0) = 0
we put
GX [f(·)] := lim
δ↓0
E[f(Xδ)]δ
−1.
The above limit exist. Moreover, GX has the following Levy-Khintchine representation
GX [f(·)] = sup
(v,p,Q)∈U
{
∫
Rd
0
f(z)v(dz) + 〈Df(0), p〉+ 1
2
tr[D2f(0)QQT ]},
where Rd0 := R
d\{0}, U is a subset U ⊂ V × Rd × Q and V is a set of all Borel measures on
(Rd0,B(Rd0)). Q is a set of all d-dimension positive definite symmetric matrix in Sd(Sd is the space
of all d× d-dimensional symmetric matrices) such that
sup
(v,p,Q)∈U
{
∫
Rd
0
|z|v(dz) + |p|+ tr[QQT ]} <∞. (2.1)
Theorem 2.2. ( [6]) Let X be a d-dimensional G-Le´vy process. For each φ ∈ Cb,lip(Rd), define
u(t, x) := E[φ(x +Xt)]. Then u is the unique viscosity solution of the following integro-PDE
0 = ∂tu(t, x)−GX [u(t, x+ ·)− u(t, x)]
= ∂tu(t, x)− sup
(v,p,Q)∈U
{
∫
Rd
0
[u(t, x+ z)− u(t, x)]v(dz) + 〈Du(t, x), p〉+ 1
2
tr[D2u(t, x)QQT ]},
(2.2)
with initial condition u(0, x) = φ(x).
Theorem 2.3. Let U satisfy (2.1). Consider the canonical space Ω := D0(R+, Rd) of all
ca`dla`g functions taking values in Rd equipped with the Skorohod topology. Then there exists
a sublinear expectations Eˆ on D0(R
+, Rd) such that the canonical process (Xt)t≥0 is a G-Le´vy
process satisfying Levy-Khintchine representation with the same set U .
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The proof of above Theorem might be found in (Theorem 38 and 40 in [6]). We will give
however the construction of Eˆ, as it is important to understand it. We denote ΩT := {w·∧T : w ∈
Ω}. Put
Lip(ΩT ) := {ξ ∈ L0(ΩT ) : ξ = φ(Xt1 , Xt2 −Xt1 , ..., Xtn −Xtn−1),
φ ∈ Cb,lip(Rd×n), 0 ≤ t1 ≤ · · · ≤ tn ≤ T },
where Xt(w) = wt is the canonical process on the space D0(R
+, Rd) and L0(Ω) is the space of all
random variables, which are measurable to the filtration generated by the canonical process. We
also set
Lip(Ω) :=
∞⋃
T=1
Lip(ΩT ).
Firstly, consider the random variable ξ = φ(Xt+s −Xs), φ ∈ Cb,lip(Rd). We define
Eˆ[ξ] := u(s, 0),
where u is a unique viscosity solution of integro-PDE (2.2) with the initial condition u(0, x) = φ(x).
For general
ξ = φ(Xt1 , Xt2 −Xt1 , ..., Xtn −Xtn−1), φ ∈ Cb,Lip(Rd×n)
we set Eˆ[ξ] := φn, where φn is obtained via the following iterated procedure
φ1(x1, ..., xn−1) = Eˆ[φ(x1, ..., xn−1, Xtn −Xtn−1)],
φ2(x1, ..., xn−2) = Eˆ[φ1(x1, ..., xn−2, Xtn−1 −Xtn−2)],
...
φn−1(x1) = Eˆ[φn−1(x1, Xt2 −Xt1)],
φn = Eˆ[φn−1(Xt1)].
Lastly, we extend definition of Eˆ on the completion of Lip(ΩT ) (respectively Lip(Ω)) under the
norm ‖ · ‖pp = Eˆ[| · |p], p ≥ 1. We denote such a completion by LpG(ΩT ) (or resp. LpG(Ω)).
Let GB denote the set of all Borel function g : Rd → Rd such that g(0) = 0. Assume that
for all Le´vy measure µ and v ∈ V there exist a function gv ∈ GB such that v(B) = µ(g−1v (B)),
∀B ∈ B(Rd0). Then we can consider a different parametrizing set in the Le´vy-Khintchine formula.
Namely using
U˜ := {(gv, p, Q) ∈ GB ×Rd ×Q : (v, p,Q) ∈ U}.
It is elementary that the equation (2.2) is equivalent to the following equation
0 = ∂tu(t, x)−GX [u(t, x+ ·)− u(t, x)]
= ∂tu(t, x)− sup
(g,p,Q)∈U˜
{
∫
Rd
0
[u(t, x+ g(z))− u(t, x)]µ(dz) + 〈Du(t, x), p〉 + 1
2
tr[D2u(t, x)QQT ]}.
(2.3)
Let (Ω˜,F , P0) be a probability space carrying a Brownian motion W and a Le´vy process
with a Le´vy triplet (0, 0, µ), which is independent of W . Let N(·, ·) be a Poisson random measure
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associated with that Le´vy process. Define Nt =
∫
Rd
0
xN(t, dx), which is finite P0-a.s. as we assume
that µ integrates |x|. Moreover, in the finite activity case, i.e. λ = supv∈V v(Rd0) < ∞, we define
the Poisson process M with intensity λ by putting Mt = N(t, R
d
0). We also define the filtration
generated by W and N :
Ft := σ{Ws, Ns : 0 ≤ s ≤ t} ∨ N ; N := {A ∈ Ω˜ : P0(A) = 0}; F := (Ft)t≥0.
Theorem 2.4. ( [18]) Introduce a set of integrands AUt,T , 0 ≤ t ≤ T , associated with U as s set
of all processes θ = (θd, θ1,c, θ2,c) defined on ]t, T ] satisfying the following properties:
1. (θ1,c, θ2,c) is F -adapted process and θd is F -predictable random field on ]t, T ]×Rd.
2. For P0-a.a. w ∈ Ω˜ and a.e. s ∈]t, T ] we have that (θd(s, ·)(w), θ1,cs (w), θ2,cs (w)) ∈ U˜ .
3. θ satisfies the following integrability condition
EP0 [
∫ T
t
(|θ1,cs |+ |θ2,cs |2 +
∫
Rd
0
|θd(s, z)|µ(dz))ds] <∞.
For θ ∈ AU0,∞ denote the following Le´vy-Itoˆ integral as
B
t,θ
T =
∫ T
t
θ1,cs ds+
∫ T
t
θ2,cs dWs +
∫ T
t
∫
Rd
0
θd(s, z)N(ds, dz).
For every ξ = φ(Xt1 , Xt2−Xt1 , Xtn−Xtn−1) ∈ Lip(ΩT ), then Eˆ[ξ] = supθ∈AU
0,∞
EP0 [φ(B0,θt1 , B
t1,θ
t2
,
. . . , B
tn−1,θ
tn
)]. Let ξ ∈ L1G(Ω), we can represent the sublinear expectation in the following way
Eˆ[ξ] = sup
θ∈AU
0,∞
EP
θ
[ξ],
where P θ := P0 ◦ (B0,θ· )−1, θ ∈ AU0,∞. We also denote B := {P θ : θ ∈ AU0,∞}.
Definition 2.5. We define the capacity c associated with Eˆ by putting
c(A) := sup
P∈B
P (A), A ∈ B(Ω).
We will say that a set A ∈ B(Ω) is polar if c(A) = 0. We say that a property holds quasi-surely
(q.s.) if it holds outside a polar set.
Lemma 2.1. Let X ∈ L1G(ΩT ) and for some p > 0, Eˆ[|X |p] <∞. Then, for each M > 0,
c(|X | > M) ≤ Eˆ[|X |
p]
Mp
.
Assume that G-Le´vy process X has finite activity, i.e.
λ := sup
v∈V
v(Rd0) <∞.
Without loss of generality we will also assume that λ = 1 and that also µ(Rd0) = 1. Let Xu−
denote the left limit of X at point u, △Xu = Xu − Xu−, then we can define a Poisson random
measure L(ds, dz) associated with the G-Le´vy process X by putting
L(]s, t], A) =
∑
s<u≤t
IA(∆Xu), q.s.
6
for any 0 < s < t <∞ and A ∈ B(Rd0). The random measure is well-defined and may be used to
define the pathwise integral.
Let HSG([0, T ]×Rd0) be a space of all elementary random fields on [0, T ]×Rd0 of the form
K(r, z)(w) =
n−1∑
k=1
m∑
l=1
Fk,l(w)I]tk ,tk+1](r)ψl(z), n,m ∈ N,
where 0 ≤ t1 < . . . < tn ≤ T is the partition of [0, T ], {ψl}ml=1 ⊂ Cb,lip(Rd) are functions with
disjoint supports s.t. ψl(0) = 0 and Fk,l = φk,l(Xt1 , . . . , Xtk − Xtk−1), φk,l ∈ Cb,lip(Rd×k). We
introduce the norm on this space
‖K‖p
H
p
G
([0,T ]×Rd
0
)
:= Eˆ[
∫ T
0
sup
v∈V
∫
Rd
0
|K(r, z)|pv(dz)dr], p = 1, 2.
Definition 2.6. Let 0 ≤ s < t ≤ T. The Itoˆ integral of K ∈ HSG([0, T ]×Rd0) w.r.t. jump measure
L is defined as ∫ t
s
∫
Rd
0
K(r, z)L(dr, dz) :=
∑
s<r≤t
K(r,△Xr), q.s.
Lemma 2.2. For every K ∈ HSG([0, T ]×Rd0), we have that
∫ T
0
∫
Rd
0
K(r, z)L(dr, dz) is an element
of L2G(ΩT ).
Let HpG([0, T ] × Rd0) denote the topological completion of HSG([0, T ] × Rd0) under the norm
‖ · ‖Hp
G
([0,T ]×Rd
0
), p = 1, 2. Then Itoˆ integral can be continuously extended to the whole space
H
p
G([0, T ]×Rd0), p = 1, 2. Moreover, the extended integral takes value in LpG(ΩT ), p = 1, 2.
We now give the following BDG-type inequality for the integral defined above.
Lemma 2.3. For K(r, z) ∈ H2G([0, T ]×Rd0), set Yt :=
∫ t
0
∫
Rd
0
K(r, z)L(dr, dz). Then there exists
a ca`dla`g modification Y˜t of Yt for all t ∈ [0, T ] such that
Eˆ[ sup
0≤t≤T
|Y˜t|2] ≤ CT Eˆ[
∫ T
0
sup
v∈V
∫
Rd
0
K2(r, z)v(dz)dr],
where CT > 0 is a constant depend on T .
Proof. Firstly, let us consider the case:
K(r, z)(w) =
n−1∑
k=1
m∑
l=1
Fk,l(w)I]tk,tk+1](r)ψl(z) ∈ HSG([0, T ]×Rd0).
For this case, the proof is similar to the theorem 27 in [18]. However, for completeness, we prove
it as follows. By the definition of the Itoˆ integral and Theorem 2.4 we have
Eˆ[ sup
0≤t≤T
(
∫ t
0
∫
Rd
0
K(r, z)L(dr, dz))2] = sup
θ∈AU
0,T
EP
θ
[ sup
0≤t≤T
(
∑
0≤r≤t
K(r,△Xr))2]
= sup
θ∈AU
0,T
EP
θ
[ sup
0≤t≤T
(
∑
0≤r≤t
n−1∑
k=1
m∑
l=1
φk,l(Xt1∧t, . . . , Xtk∧t −Xtk−1∧t)I]tk∧t,tk+1∧t](r)ψl(△Xr))2]
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= sup
θ∈AU
0,T
EP0 [ sup
0≤t≤T
(
∑
0≤r≤t
n−1∑
k=1
m∑
l=1
φk,l(B
0,θ
t1∧t, . . . , B
tk−1∧t,θ
tk∧t )I]tk∧t,tk+1∧t](r)ψl(△B0,θr ))2]
= sup
θ∈AU
0,T
EP0 [ sup
0≤t≤T
(
∑
0≤r≤t
n−1∑
k=1
m∑
l=1
F θk,lI]tk∧t,tk+1∧t](r)ψl(θ
d(r,△Nr)))2], (2.4)
where F θk,l := φk,l(B
0,θ
t1∧t, . . . , B
tk−1∧t,θ
tk∧t ) and Nt is the Poisson process in Theorem 2.4. Define a
predictable process Kθ(r, z) as
Kθ(r, z) :=
n−1∑
k=1
m∑
l=1
F θk,lI]tk∧t,tk+1∧t](r)ψl(θ
d(r, z)).
Then we can rewrite (2.4) as
Eˆ[ sup
0≤t≤T
(
∫ t
0
∫
Rd
0
K(r, z)L(dr, dz))2] = sup
θ∈AU
0,T
EP0 [ sup
0≤t≤T
(
∫ t
0
∫
Rd
0
Kθ(r, z)N(dr, dz))2]
= sup
θ∈AU
0,T
EP0 [ sup
0≤t≤T
(
∫ t
0
∫
Rd
0
Kθ(r, z)N˜(dr, dz) +
∫ t
0
∫
Rd
0
Kθ(r, z)µ(dz)dr)2], (2.5)
where N(dr, dz) and N˜(dr, dz) are respectively the Poisson random measure and the compensated
Poisson measure associated with the Le´vy process with the Le´vy triplet (0, 0, µ). Using the
standard BDG inequality and Ho¨lder inequality we get:
Eˆ[ sup
0≤t≤T
(
∫ t
0
∫
Rd
0
K(r, z)L(dr, dz))2]
≤ 2 sup
θ∈AU
0,T
EP0{ sup
0≤t≤T
[(
∫ t
0
∫
Rd
0
Kθ(r, z)N˜(dr, dz))2 + (
∫ t
0
∫
Rd
0
Kθ(r, z)µ(dz)dr)2]}
≤ 2 sup
θ∈AU
0,T
EP0{ sup
0≤t≤T
[(
∫ t
0
∫
Rd
0
Kθ(r, z)N˜(dr, dz))2 + t
∫ t
0
∫
Rd
0
(Kθ(r, z))2µ(dz)dr]}
≤ 2 sup
θ∈AU
0,T
{EP0 sup
0≤t≤T
(
∫ t
0
∫
Rd
0
Kθ(r, z)N˜(dr, dz))2 + EP0T
∫ T
0
∫
Rd
0
(Kθ(r, z))2µ(dz)dr}
≤ 2 sup
θ∈AU
0,T
{C˜TEP0
∫ T
0
∫
Rd
0
(Kθ(r, z))2µ(dz)dr + EP0T
∫ T
0
∫
Rd
0
(Kθ(r, z))2µ(dz)dr}
= CT sup
θ∈AU
0,T
∫ T
0
∫
Rd
0
EP0(
n−1∑
k=1
m∑
l=1
F θk,lI]tk,tk+1](r)ψl(θ
d(r, z)))2µ(dz)dr, (2.6)
where C˜T is a constant depend on T and CT = 2(T + C˜T ). Note that the intervals ]tk, tk+1] are
mutually disjoint, hence
Eˆ[ sup
0≤t≤T
(
∫ t
0
∫
Rd
0
K(r, z)L(dr, dz))2]
≤ CT sup
θ∈AU
0,T
n−1∑
k=1
m∑
l=1
∫ tk+1
tk
EP0 [(F θk,l)
2
∫
Rd
0
ψ2l (θ
d(r, z))µ(dz)]dr
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= CT sup
θ∈AU
0,T
n−1∑
k=1
∫ tk+1
tk
EP0 [
m∑
l=1
φ2k,l(B
0,θ
t1
, . . . , B
tk−1,θ
tk
)
∫
Rd
0
ψ2l (θ
d(r, z))µ(dz)]dr. (2.7)
By the assumptions on the process θd, we know that for a.a. w and a.e. r function z →
θd(r, z)(w) is equal to gv for v ∈ V . Hence we can transform (2.7) to get
Eˆ[ sup
0≤t≤T
(
∫ t
0
∫
Rd
0
K(r, z)L(dr, dz))2]
≤ CT sup
θ∈AU
0,T
n−1∑
k=1
∫ tk+1
tk
EP0 [
m∑
l=1
φ2k,l(B
0,θ
t1
, . . . , B
tk−1,θ
tk
)
∫
Rd
0
ψ2l (z)v(dz)]dr
≤ CT sup
θ∈AU
0,T
EP0 [
n−1∑
k=1
∫ tk+1
tk
sup
v∈V
m∑
l=1
φ2k,l(B
0,θ
t1
, . . . , B
tk−1,θ
tk
)
∫
Rd
0
ψ2l (z)v(dz)dr]
≤ CT sup
θ∈AU
0,T
EP0 [
∫ T
0
sup
v∈V
∫
Rd
0
n−1∑
k=1
m∑
l=1
φ2k,l(B
0,θ
t1
, . . . , B
tk−1,θ
tk
)I]tk,tk+1](r)ψ
2
l (z)v(dz)dr]
= CT Eˆ[
∫ T
0
sup
v∈V
∫
Rd
0
K2(r, z)v(dz)dr]. (2.8)
For general K(r, z) ∈ H2G([0, T ]×Rd0), choose {Kn, n ≥ 1} ⊂ HSG([0, T ]×Rd0) such that
‖K −Kn‖H2
G
([0,T ]×Rd
0
) → 0 as n→∞.
Set Y nt =
∫ t
0
∫
Rd
0
Kn(r, z)L(dr, dz). Then as n,m→∞,
Eˆ[ sup
0≤t≤T
(Y nt − Y mt )2] ≤ CT ‖Kn −Km‖2H2
G
([0,T ]×Rd
0
) → 0
and so there exist a subsequence {Y nkt , k ≥ 1} such that for any k ≥ 1,
(Eˆ[ sup
0≤t≤T
(Y
nk+1
t − Y nkt )2])
1
2 ≤ 1
2k
.
Then
(Eˆ[
∞∑
k=1
sup
0≤t≤T
(Y
nk+1
t − Y nkt )]2)
1
2 = sup
θ∈AU
0,T
(EP
θ
(
∞∑
k=1
sup
0≤t≤T
(Y
nk+1
t − Y nkt ))2)
1
2
≤ sup
θ∈AU
0,T
∞∑
k=1
(EP
θ
( sup
0≤t≤T
(Y
nk+1
t − Y nkt ))2)
1
2 ≤
∞∑
k=1
(Eˆ[ sup
0≤t≤T
(Y
nk+1
t − Y nkt )2])
1
2
≤ 1, (2.9)
which implies
∞∑
k=1
sup
0≤t≤T
|Y nk+1t − Y nkt | <∞, q.s.
Set Y˜t = Y
n1
t +
∑∞
k=1(Y
nk+1
t − Y nkt ), then Y˜t is q.s. defined on Ω for all t ∈ [0, T ] and for q.s.
w, t→ Y˜t(w) is ca`dla`g. Moreover, (Eˆ[sup0≤t≤T Y˜ 2t ])
1
2 <∞, and
(Eˆ[ sup
0≤t≤T
|Y nkt − Y˜t|2])
1
2 ≤ (Eˆ(
∞∑
l=k
sup
0≤t≤T
|Y nl+1t − Y nlt |)2)
1
2
≤ sup
θ∈AU
0,T
(EP
θ
(
∞∑
l=k
sup
0≤t≤T
|Y nl+1t − Y nlt |)2)
1
2
≤
∞∑
l=k
(Eˆ sup
0≤t≤T
|Y nl+1t − Y nlt |2)
1
2 → 0 as k →∞. (2.10)
On the other hand, by ‖K −Knk‖H2
G
([0,T ]×Rd
0
) → 0, we have
|(Eˆ[
∫ T
0
sup
v∈V
∫
Rd
0
K2(r, z)v(dz)dr])
1
2 − (Eˆ[
∫ T
0
sup
v∈V
∫
Rd
0
|Knk(r, z)|2v(dz)dr]) 12 |
≤ {Eˆ[(
∫ T
0
sup
v∈V
∫
Rd
0
K2(r, z)v(dz)dr)
1
2 − (
∫ T
0
sup
v∈V
∫
Rd
0
|Knk(r, z)|2v(dz)dr) 12 ]2} 12
≤ (Eˆ[
∫ T
0
sup
v∈V
∫
Rd
0
|K(r, z)−Knk(r, z)|2v(dz)dr]) 12 → 0 (2.11)
as k→∞. Then combining (2.8)-(2.11), we have
Eˆ[ sup
0≤t≤T
|Y˜t|2] ≤ Eˆ[ sup
0≤t≤T
|Y˜t − Y nkt |2] + Eˆ[ sup
0≤t≤T
|Y nkt |2]
≤ CT Eˆ[
∫ T
0
sup
v∈V
∫
Rd
0
K2(r, z)v(dz)dr]. (2.12)
Finally, since for any t ∈ [0, T ], Eˆ[|Y nkt − Yt|2] → 0, we have Eˆ[|Yt − Y˜t|2] = 0, thus Y˜ is a
ca`dla`g modification of Y .
Next, we introduce the Itoˆ integral of G-Brownian motion. We consider the following type of
simple process: for a given partition piT = t0, t1, ..., tN of [0, T ], set
ηt(w) =
N−1∑
k=0
ξk(w)I[tk ,tk+1)(t),
where ξk ∈ LpG(Ωtk), k = 0, 1, ..., N − 1 are given. The collection of these processes is denoted by
M
p,0
G (0, T ). Denote by M
p
G(0, T ) the completion of M
p,0
G (0, T ) under the norm
‖η‖Mp
G
(0,T ) = [
∫ T
0
Eˆ[|ηt|p]dt] 1p .
For a process η ∈ MpG(0, T ) (p ≥ 2) one can define the stochastic integral w.r.t. G-Brownian
motion Bt denoted by
∫ t
0
ηsdBs. Similarly for η ∈ MpG(0, T ) (p ≥ 1) one can define integrals∫ t
0
ηsds and
∫ t
0
ηsd〈B〉s respectively, where 〈B〉t is the quadratic variation process of G-Brownian
motion Bt. Moreover, all of these integrals belong to L
p
G(Ω) for p ≥ 1(See [14] for details).
The following two lemmas from [4] are the BDG-type inequalities for the G-stochastic integral
with respect to Bt and 〈B〉t.
Lemma 2.4. For p ≥ 2, η ∈MpG(0, T ). Then
Eˆ[ sup
0≤u≤T
|
∫ u
0
ηrdBr|p] ≤ CpT
p
2
−1
∫ T
0
Eˆ|ηr|pdr,
where Cp > 0 is a constant only dependent on p.
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Lemma 2.5. For p ≥ 1, η ∈MpG(0, T ). Then there exists a constant C′p > 0 such that
Eˆ[ sup
0≤u≤T
|
∫ u
0
ηrd〈B〉r |p] ≤ C′pT p−1
∫ T
0
Eˆ|ηr|pdr.
Let MpG([0, T ];R
n) and HpG([0, T ] × Rd0 ;Rn) be the space of n-dimension stochastic process
with each element belong to MpG(0, T ) and H
p
G([0, T ]×Rd0) respectively.
3 SDEs Driven by G-Le´vy Process
In this section, we consider the solution of the following n-dimension GSDEs:


dYt = b(t, Yt)dt+ hij(t, Yt)d〈Bi, Bj〉t + σi(t, Yt)dBit +
∫
Rd
0
K(t, Yt, z)L(dt, dz),
Yt0 = Y0,
(3.1)
where b(·, x), hij(·, x), σi(·, x) ∈ M2G([0, T ];Rn),K(·, x, ·) ∈ H2G([0, T ] × Rd0;Rn) for each x ∈ Rn,
Y0 ∈ Rn is the initial value with Eˆ|Y0|2 < ∞, (〈Bi, Bj〉t)t≥t0 is the mutual variation process of
the d-dimension G-Brownian motion (Bt)t≥t0 .
Here and in the rest of this paper we use the Einstein convention, i.e., the above repeated
indices of i and j within one term imply the summation form 1 to d, i.e.,
∫ t
0
hij(s, Ys)d〈Bi, Bj〉s :=
d∑
i,j=1
∫ t
0
hij(s, Ys)d〈Bi, Bj〉s,
∫ t
0
σi(s, Ys)dB
i
s :=
d∑
i=1
∫ t
0
σi(s, Ys)dB
i
s.
Theorem 3.1. Suppose that
(a) there exists a function H(t, u) : R+ ×R+ → R+ such that
(a1) for fixed t, H(t, u) is continuous nondecreasing with respect to u,
(a2) for 0 ≤ t0 < t ≤ T and Xt ∈ L2G(Ωt),
b(t,Xt), hij(t,Xt), σi(t,Xt) ∈M2G(0, T ;Rn),K(t,Xt, z) ∈ H2G([0, T ]×Rd0 ;Rn)
and
Eˆ[|b(t,Xt)|2] + Eˆ[|hij(t,Xt)|2] + Eˆ[|σi(t,Xt)|2] + Eˆ[sup
v∈V
∫
Rd
0
|K(t,Xt, z)|2v(dz)]
≤ H(t, Eˆ[sup
r≤t
|Xr|2]), (3.2)
(a3) for any M > 0, the differential equation
du
dt
=MH(t, u)
has a global solution ut for any initial value ut0 ;
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(b) there exist a function F (t, u) : R+ ×R+ → R+ such that
(b1) for fixed t, F (t, u) is continuous nondecreasing in u and F (t, 0) = 0,
(b2) for t0 < t ≤ T and Xt, Yt ∈ L2G(Ωt),
Eˆ[|b(t,Xt)− b(t, Yt)|2] + Eˆ[|hij(t,Xt)− hij(t, Yt)|2] + Eˆ[|σi(t,Xt)− σi(t, Yt)|2]
+ Eˆ[sup
v∈V
∫
Rd
0
|(K(t,Xt, z)−K(t, Yt, z))|2v(dz)] ≤ F (t, Eˆ[sup
r≤t
|Xr − Yr|2]), (3.3)
(b3) for any constant M > 0, if a non-negative function ϕt satisfies
ϕt ≤M
∫ t
t0
F (s, ϕs)ds
for all t > t0, then ϕt = 0.
Then (3.1) has a unique ca`dla`g solution Yt ∈ L2G(Ωt) for t0 < t ≤ T .
Proof Let Y 0t := Y0 and for n ∈ N,
Y nt := Y0 +
∫ t
t0
b(s, Y n−1s )ds+
∫ t
t0
hij(s, Y
n−1
s )d〈Bi, Bj〉s +
∫ t
t0
σi(s, Y
n−1
s )dB
i
s
+
∫ t
t0
∫
Rd
0
K(s, Y n−1s , z)L(ds, dz). (3.4)
First of all, we show that for t0 < t ≤ T and n ∈ N,
Y nt ∈ L2G(Ωt) and Eˆ[sup
r≤t
|Y nr |2] ≤ ut ≤ uT , (3.5)
where ut is the solution of differential equation in (a3) satisfies
ut = C1(T )Eˆ[|Y0|2] + C1(T )
∫ t
t0
H(s, us)ds
and
C1(T ) := 5(1 + T + C
′
2T + C2 + CT ).
Suppose Y n−1t ∈ L2G(Ωt) and Eˆ[supr≤t |Y n−1r |2] ≤ ut, which together with the definition of
the G-stochastic integral and (a2) yield Y nt ∈ L2G(Ωt).
Secondly, by Cr-inequality, Lemma 2.3-2.5, Ho¨lder inequality and (a1)-(a2), we get
Eˆ[sup
r≤t
|Y nr |2] ≤ 5{Eˆ[|Y0|2] + Eˆ[sup
r≤t
|
∫ r
t0
b(s, Y n−1s )ds|2] + Eˆ[sup
r≤t
|
∫ r
t0
hij(s,X
n−1
s )d〈Bi, Bj〉s|2]
+ Eˆ[sup
r≤t
|
∫ r
t0
σi(s, Y
n−1
s )dB
i
s|2] + Eˆ[sup
r≤t
|
∫ r
t0
∫
Rd
0
K(s, Y n−1s , z)L(ds, dz)|2]}
≤ 5{Eˆ[|Y0|2] + t
∫ t
t0
Eˆ[|b(s, Y n−1s )|2]ds+ C′2t
∫ t
t0
Eˆ[|hij(s, Y n−1s )|2]ds+ C2
∫ t
t0
Eˆ[|σi(s, Y n−1s )|2]ds
+ Ct
∫ t
t0
Eˆ[sup
v∈V
∫
Rd
0
|K(s, Y n−1s , z)|2v(dz)]ds}
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≤ C1(T )(Eˆ[|Y0|2] +
∫ t
t0
H(s, Eˆ[sup
r≤s
|Y n−1r |2])ds)
≤ C1(T )(Eˆ[|Y0|2] +
∫ t
t0
H(s, us)ds) ≤ ut (3.6)
for all t ≤ T . By the induction method, (3.5) is proved.
Next, by the same deduction as above, we have
Eˆ[sup
r≤t
|Y nr − Y mr |2] ≤ 4{Eˆ[sup
r≤t
|
∫ r
t0
(b(s, Y n−1s )− b(s, Y m−1s ))ds|2]
+ Eˆ[sup
r≤t
|
∫ r
t0
(hij(s, Y
n−1
s )− hij(s, Y m−1s ))d〈Bi, Bj〉s|2] + Eˆ[sup
r≤t
|
∫ r
t0
(σi(s, Y
n−1
s )− σi(s, Y m−1s ))dBis|2]
+ Eˆ[sup
r≤t
|
∫ r
t0
∫
Rd
0
(K(s, Y n−1s , z)−K(s, Y m−1s , z))L(ds, dz)|2]}
≤ C2(T ){
∫ t
t0
Eˆ[|b(s, Y n−1s )− b(s, Y m−1s )|2]ds
+
∫ t
t0
Eˆ[|hij(s, Y n−1s )− hij(s, Y m−1s )|2]ds+
∫ t
t0
Eˆ[|σi(s, Y n−1s )− σi(s, Y m−1s )|2]ds
+
∫ t
t0
Eˆ[sup
v∈V
∫
Rd
0
|K(s, Y n−1s , z)−K(s, Y m−1s , z)|2v(dz)]ds}
≤ C2(T )
∫ t
t0
F (s, Eˆ[sup
r≤s
|Y n−1r − Y m−1r |2])ds, (3.7)
where C2(T ) = 4(T + C
′
2T + C2 + CT ).
Let
ξt = lim sup
n,m→∞
Eˆ[sup
r≤t
|Y n−1r − Y m−1r |2]
It follows from the Fatou lemma and (b1) that
ξt ≤ C2(T )
∫ t
t0
F (s, ξs)ds.
By (b3), we obtain that ξt = 0, i.e.
lim sup
n,m→∞
Eˆ[sup
r≤t
|Y n−1r − Y m−1r |2] = 0.
Then there exists a subsequence Y nkt such that for any k ≥ 1,
(Eˆ[sup
r≤t
|Y nk+1r − Y nkr |2])
1
2 ≤ 1
2k
.
Thus
(Eˆ[
∞∑
k=1
sup
r≤t
|Y nk+1r − Y nkr |]2)
1
2 = sup
θ∈AU
0,T
(EP
θ
(
∞∑
k=1
sup
r≤t
|Y nk+1r − Y nkr |)2)
1
2
≤ sup
θ∈AU
0,T
∞∑
k=1
(EP
θ
(sup
r≤t
|Y nk+1r − Y nkr |)2)
1
2 ≤
∞∑
k=1
(Eˆ[sup
r≤t
|Y nk+1r − Y nkr |2])
1
2
13
≤ 1, (3.8)
which implies
∞∑
k=1
sup
r≤t
|Y nk+1r − Y nkr | <∞ q.s.
Set Yt = Y
n1
t +
∑∞
k=1(Y
nk+1
t − Y nkt ), then Yt is q.s. defined on Ω for all t ∈ [0, T ] and ca`dla`g.
Moreover, (Eˆ[supr≤t |Yr|2]) 12 <∞, and
(Eˆ[sup
r≤t
|Y nkr − Yr|2])
1
2 ≤ (Eˆ(
∞∑
l=k
sup
r≤t
|Y nl+1r − Y nlr |)2)
1
2
= sup
θ∈AU
0,T
(EP
θ
(
∞∑
l=k
sup
r≤t
|Y nl+1r − Y nlr |)2)
1
2 ≤
∞∑
l=k
(Eˆ sup
r≤t
|Y nl+1r − Y nlr |2)
1
2 . (3.9)
Letting k →∞ and taking limits on both sides of the above inequality, we get
lim
k→∞
Eˆ[sup
r≤t
|Y nkr − Yr|2] = 0.
Then by the Ho¨lder inequality, (b2) and Lemma 2.3-2.5, it holds that
Eˆ[sup
r≤t
|
∫ r
t0
b(s, Y nks )ds−
∫ r
t0
b(s, Ys)ds|2] ≤ C2(T )
∫ t
t0
F (s, Eˆ[sup
r≤s
|Y nkr − Yr|2)ds,
Eˆ[sup
r≤t
|
∫ r
t0
hij(s, Y
nk
s )d〈Bi, Bj〉s −
∫ r
t0
b(s, Ys)d〈Bi, Bj〉s|2] ≤ C2(T )
∫ t
t0
F (s, Eˆ[sup
r≤s
|Y nkr − Yr|2)ds,
Eˆ[sup
r≤t
|
∫ r
t0
σi(s, Y
nk
s )dB
i
s −
∫ r
t0
σi(s, Ys)dB
i
s|2] ≤ C2(T )
∫ t
t0
F (s, Eˆ[sup
r≤s
|Y nkr − Yr|2)ds,
and
Eˆ[sup
r≤t
|
∫ r
t0
∫
Rd
0
K(s, Y nks , z)L(ds, dz)−
∫ r
t0
∫
Rd
0
K(s, Ys, z)L(ds, dz)|2]
≤ C2(T )
∫ t
t0
F (s, Eˆ[sup
r≤s
|Y nkr − Yr|2)ds.
Taking limits on both sides of (3.4) in L2G(Ωt), we obtain that Y satisfies (3.1).
Next, let Y and Y ′ be both solutions of (1.1), then by the same way as above, we obtain that
Eˆ[sup
r≤t
|Yr − Y ′r |2] ≤ C2(T )
∫ t
t0
F (s, Eˆ[sup
r≤s
|Yr − Y ′r |2])ds
for all t ≤ T . We can apply (b3) deduce that Eˆ[supr≤t |Yr − Y ′r |2] = 0, which implies that
Yt = Y
′
t , t0 < t ≤ T q.s.. Thus the proof is completed.
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4 Exponential stability of the solutions
In this section, we consider exponential stability of the following n-dimension GSDEs:

dYt = b(t, Yt)dt+ hij(t, Yt)d〈Bi, Bj〉t + σi(t, Yt)dBit +
∫
Rd
0
K(t, Yt, z)L(dt, dz),
Yt0 = Y0
(4.1)
where b, hij, σi ∈ M2G([0, T ];Rn),K ∈ H2G([0, T ] × Rd0;Rn), Y0 ∈ Rn is the initial value with
Eˆ|Y0|2 <∞, (〈Bi, Bj〉t)t≥t0 is the mutual variation process of the d-dimension G-Brownian motion
(Bt)t≥t0 . We assume the functions b, hij , σj and K satisfy all necessary conditions for the global
existence and uniqueness of solutions for all t ≥ t0. For the purpose of stability in this paper, we
also assume that b(t, 0) = 0, hij(t, 0) = 0, σi(t, 0) = 0,K(t, 0, z) = 0. Thus, the system (4.1) has a
trivial solution.
Definition 4.1. The trivial solution of the system (4.1) is said to be
(1) mean square exponential stable if for any initial Y0, the solution Yt satisfies that
Eˆ|Yt|2 ≤ CEˆ|Y0|2e−λ(t−t0),
where λ and C are positive constants independent of t0.
(2) quasi sure exponentially stable if the solution Yt satisfies that
lim sup
t→∞
1
t
ln |Yt| ≤ −λ, q.s.,
for any initial data Y0 and λ > 0.
Definition 4.2. The function V is said to belong to the class v0, if V (t, Y ) ∈ C1,2([t0,+∞) ×
Rn, R+), i.e., Vt, VY , VY Y are continuous on [t0,+∞)× Rn, and VY Y satisfy local Lipschitz con-
dition, where
Vt(t, Y ) :=
∂V (t, Y )
∂t
, VY (t, Y ) := (
∂V (t, Y )
∂Y1
,
∂V (t, Y )
∂Y2
, . . . ,
∂V (t, Y )
∂Yn
)
and
VY Y (t, Y ) := (
∂2V (t, Y )
∂Yi∂Yj
)n×n.
Definition 4.3. For each V ∈ v0, we define an operator L by
LV (t, Yt) := Vt(t, Yt) + 〈VY (t, Yt), b(t, Yt)〉
+ sup
Q∈Q
tr[(〈VY (t, Yt), h(t, Yt)〉+ 1
2
〈VY Y (t, Yt)σ(t, Yt), σ(t, Yt)〉)QQT ]
+ sup
v∈V
∫
Rd
0
(V (t, Yt− +K(t, Yt, z))− V (t, Yt−))v(dz), (4.2)
where 〈VY (t, Yt), h(t, Yt)〉 + 〈VY Y (t, Y )σ(t, Yt), σ(t, Yt)〉 is the symmetric matrix in Sd, with the
form
〈VY (t, Yt), h(t, Yt)〉+ 〈VY Y (t, Yt)σ(t, Yt), σ(t, Yt)〉
:= [〈VY (t, Yt), hij(t, Yt)〉+ 〈VY Y (t, Yt)σi(t, Yt), σj(t, Yt)〉]di,j=1.
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Let Yt be a solution of (4.1), for convention, we use the following notations in the sequel
M st :=
∫ t
s
eλr[〈VY (r, Yr), hij(r, Yr)〉+ 1
2
〈VY Y (r, Yr)σi(r, Yr), σj(r, Yr)〉]d〈Bi, Bj〉r
−
∫ t
s
eλr sup
Q∈Q
tr[(〈VY (t, Yt), h(t, Yt)〉+ 1
2
〈VY Y (r, Yr)σ(r, Yr), σ(r, Yr)〉)QQT ]dr,
P st =
∫ t
s
∫
Rd
0
eλr[V (r, Yr− +K(r, Yr, z))− V (r, Yr−)]L(dr, dz)
−
∫ t
s
sup
v∈V
∫
Rd
0
eλr[V (r, Yr− +K(r, Yr, z))− V (r, Yr−)]v(dz)dr. (4.3)
From Theorem 2.2 in Peng [14], {M st }t≥s is a G-martingale. From Theorem 13 in [19], P st is also
a G-martingale.
We are now in a position to propose the mean square exponentially stability for the system
(4.1).
Theorem 4.1. Assume that there exist a V ∈ v0, constants C4 > C3 > 0 and λ > 0 such that
(c) C3|Y |2 ≤ V (t, Y ) ≤ C4|Y |2 for all t ≥ t0, Y ∈ Rn,
(d) LV (t, Yt) ≤ −λV (t, Yt).
Then, the trivial solution of system (4.1) is mean square exponentially stable.
Proof For t ∈ [t0, T ], applying the G-Itoˆ formula (Theorem 32 in [18]) to eλtV (t, Yt), we
obtain
d(eλtV (t, Yt)) = e
λt[λV (t, Yt) + Vt(t, Yt) + 〈VY (t, Yt), b(t, Yt)〉]dt
+ eλt〈VY (t, Yt), σj(t, Yt)〉dBit + eλt〈VY (t, Yt), hij(t, Yt)〉d〈Bi, Bj〉t
+
1
2
eλt〈VY Y (t, Yt)σi(t, Yt), σj(t, Yt)〉d〈Bi, Bj〉t
+
∫
Rd
0
eλt[V (t, Yt− +K(t, Yt, z))− V (t, Yt−)]L(dt, dz). (4.4)
Thus, we have
eλtV (t, Yt) = e
λt0V (t0, Y0) +
∫ t
t0
eλr[λV (r, Yr) + LVr(t, Yr)]dr +
∫ t
t0
eλr〈VY (r, Yr), σj(r, Yr)〉dBjr
+M t0t + P
t0
t . (4.5)
Since the last three terms are G-martingale, then take expectation on the two sides, we get
Eˆ[eλtV (t, Yt)] ≤ Eˆ[eλt0V (t0, Y0)] + Eˆ[
∫ t
t0
eλr[λV (r, Yr) + LVr(t, Yr)]dr]. (4.6)
From condition (d), we have
Eˆ[eλtV (t, Yt)] ≤ Eˆ[eλt0V (t0, Y0)]. (4.7)
Since V (t, Y ) ≤ C4|Y |2, it holds that Eˆ[eλt0V (t0, Y0)] ≤ C4Eˆ[|Y0|2] and
Eˆ[eλtV (t, Yt)] ≤ C4Eˆ[|Y0|2]eλt0 ,
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so
Eˆ|Yt|2 ≤ Eˆ[V (t, Yt)]
C3
≤ C4
C3
Eˆ[|Y0|2]e−λ(t−t0).
Theorem 4.2. Assume that there exist a V ∈ v0, constants C4 > C3 > 0 and λ > 0 such that
(c) C3|Y |2 ≤ V (t, Y ) ≤ C4|Y |2 for all t ≥ t0, Y ∈ Rn,
(d1) LV (t, Yt) ≤ (−λ+ λ1(t))V (t, Yt), where λ1 : [t0 +∞)→ R is a continuous function such
that
∫ +∞
t0
λ+1 (s)ds <∞.
Then, the trivial solution of system (4.1) is mean square exponentially stable.
Proof Since
∫ +∞
t0
λ+1 (s)ds <∞, it follows that there exists a positive constantM1, such that∫ +∞
t0
λ+1 (s)ds < M1. With the same discussions as in Theorem 4.1, applying the G-Itoˆ formula to
eλtV (t, Yt), we obtain
Eˆ[eλtV (t, Yt)] ≤ Eˆ[eλt0V (t0, Y0)] + Eˆ[
∫ t
t0
eλr[λV (r, Yr) + LVr(t, Yr)]dr]. (4.8)
From condition (d1), we have
Eˆ[eλtV (t, Yt)] ≤ Eˆ[eλt0V (t0, Y0)] + Eˆ[
∫ t
t0
eλrλ1(r)V (r, Yr)dr]
≤ Eˆ[eλt0V (t0, Y0)] +
∫ t
t0
λ+1 (r)Eˆ[e
λrV (r, Yr)]dr. (4.9)
By the Gronwall inequality and condition (c), we have
Eˆ[eλtV (t, Yt)] ≤ Eˆ[eλt0V (t0, Y0)]e
∫
t
t0
λ
+
1
(r)dr
≤ C4Eˆ[|Y0|2]eλt0e
∫
t
t0
λ
+
1
(r)dr ≤M1C4Eˆ[|Y0|2]eλt0 , (4.10)
so
Eˆ|Yt|2 ≤ Eˆ[V (t, Yt)]
C3
≤ M1C4
C3
Eˆ[|Y0|2]e−λ(t−t0). (4.11)
The following theorem shows that the solution of system (4.1) is quasi sure exponentially
stable under some additional conditions.
Theorem 4.3. Assume that there exist a V ∈ v0, positive constants C3, C4, λ and α such that
(c) C3|Y |2 ≤ V (t, Y ) ≤ C4|Y |2 for all t ≥ t0, Y ∈ Rn,
(d1) LV (t, Yt) ≤ (−λ+ λ1(t))V (t, Yt), where λ1 : [t0 +∞)→ R is a continuous function such
that
∫ +∞
t0
λ+1 (s)ds <∞.
(e) Eˆ[|b(t, Yt)|2 + |hij(t, Yt)|2 + |σi(t, Yt)|2 + supv∈V
∫
Rd
0
|K(t, Yt, z)|2v(dz)] < αEˆ[|Yt|2].
Then, the trivial solution of system (4.1) is quasi sure exponentially stable.
Proof The conditions of Theorem 4.3 imply that all the conditions of Theorem 4.2 hold, so
the solution of system (4.1) is mean square exponentially stable. Therefore, there exist a positive
constant M2 such that
Eˆ[|Yt|2] ≤M2e−λ(t−t0). (4.12)
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In fact,
Yt+s = Yt +
∫ t+s
t
b(r, Yr)dr +
∫ t+s
t
hij(r, Yr)d〈Bi, Bj〉r
+
∫ t+s
t
σi(r, Yr)dB
i
r +
∫ t+s
t
∫
Rd
0
K(r, Yr, z)L(dr, dz). (4.13)
By Cr-inequality, it holds that
|Yt+s|2 ≤ 5[|Y (t)|2 + |
∫ t+s
t
b(r, Yr)dr|2 + |
∫ t+s
t
hij(r, Yr)d〈Bi, Bj〉r|2
+ |
∫ t+s
t
σi(r, Yr)dB
i
r|2 + |
∫ t+s
t
∫
Rd
0
K(r, Yr, z)L(dr, dz)|2]. (4.14)
Furthermore, we obtain
Eˆ[ sup
0≤s≤τ
|Yt+s|2] ≤ 5{Eˆ|Yt|2 + Eˆ[
∫ t+τ
t
|b(r, Yr)|dr]2 + Eˆ[ sup
0≤s≤τ
|
∫ t+s
t
hij(r, Yr)d〈Bi, Bj〉r |2]
+ Eˆ[ sup
0≤s≤τ
|
∫ t+s
t
σi(r, Yr)dB
i
r|2] + Eˆ[ sup
0≤s≤τ
|
∫ t+s
t
∫
Rd
0
K(r, Yr, z)L(dr, dz)|2]}, (4.15)
where τ is a positive constant.
By the Ho¨lder inequality, (e) and (4.12), we have
Eˆ[
∫ t+τ
t
|b(r, Yr)|dr]2 ≤ τ
∫ t+τ
t
Eˆ|b(r, Yr)|2dr
≤ τ
∫ t+τ
t
αEˆ|Yr|2dr ≤ αM2τ
λ
e−λ(t−t0). (4.16)
By Lemma 2.5, (e) and (4.12), we have
Eˆ[ sup
0≤s≤τ
|
∫ t+s
t
hij(r, Yr))d〈Bi, Bj〉r|2] ≤ C′2τ
∫ t+τ
t
Eˆ|hij(r, Yr)|2dr
≤ C′2ατ
∫ t+τ
t
Eˆ|Yr|2dr ≤ C
′
2ατM2
λ
e−λ(t−t0). (4.17)
By Lemma 2.4, (e) and (4.12), we have
Eˆ[ sup
0≤s≤τ
|
∫ t+s
t
σi(r, Yr)dB
i
r|2] ≤ C2
∫ t+τ
t
Eˆ|σi(r, Yr)|2dr
≤ C2α
∫ t+τ
t
Eˆ|Yr|2dr ≤ C2αM2
λ
e−λ(t−t0). (4.18)
Similarly, by Lemma 2.3, we have
Eˆ[ sup
0≤s≤τ
|
∫ t+s
t
∫
Rd
0
K(r, Yr, z)L(dr, dz)|2]} ≤ Cτ
∫ t+τ
t
Eˆ[sup
v∈V
∫
Rd
0
|K(r, Yr, z)|2v(dz)]dr
≤ Cτα
∫ t+τ
t
Eˆ|Yr|2dr ≤ CταM2
λ
e−λ(t−t0). (4.19)
18
Substituting (4.16)-(4.19) into (4.15), we get
Eˆ[ sup
0≤s≤τ
|Yt+s|2] ≤M3e−λt, (4.20)
where M3 > 0 is a constant. Then for n = 1, 2, . . . , it follows that
Eˆ[ sup
nτ≤t≤(n+1)τ
|Yt|2] ≤M3e−λnτ . (4.21)
Hence, for an arbitrary ε ∈ (0, λ) and n ∈ N, from Lemma 2.1, we derive that
c(w : sup
nτ≤t≤(n+1)τ
|Yt|2 > e−(λ−ε)nτ ) ≤M3e−εnτ .
Using the Borel-Cantelli Lemma, we deduce that there exists a n0(w) such that for almost all
w ∈ Ω, n > n0(w),
sup
nτ≤t≤(n+1)τ
|Yt|2 ≤ e−(λ−ε)nτ , q.s.
Then, for nτ ≤ t ≤ (n+ 1)τ ,
ln |Yt|
t
=
ln |Yt|2
2t
≤ ln supnτ≤t≤(n+1)τ |Yt|
2
2nτ
≤ −(λ− ε)
2
q.s. (4.22)
Taking limsup in (4.22) leads to quasi-surely exponential estimate, that is,
lim sup
t→∞
ln |Yt|
t
≤ −(λ− ε)
2
q.s. (4.23)
Letting ε→ 0, we obtain the desired result.
5 An example
In this section, an example is given to illustrate the effectiveness of the obtained results in
section 4.
We consider the following one dimension G-stochastic differential equations


dYt = −2Ytdt− sin2 t2(1+t2)Ytd〈B,B〉t + (1 + |sint|√1+t2 )YtdBt +
∫
Rd
0
YtR(z)L(dt, dz),
Yt0 = Y0
(5.1)
where B is a one dimension G-Brownian motion. Let b(t, Yt) = −2Yt, h(t, Y (t)) = − sin2 t2(1+t2)Yt,
σ(t, Yt) = (1+
|sint|√
1+t2
)Yt, K(t, Y (t), z) = R(z)Yt, V (t, Y ) = |Y |2 and the function R(z) is assumed
to satisfy
sup
v∈V
∫
Rd
0
|R(z)|2v(dz) < k
and
sup
v∈V
∫
Rd
0
[(1 +R(z))2 − 1]v(dz) =: l < 3.
19
Then we have
VY (t, Y )b(t, Yt) = −4Y 2
VY (t, Y )h(t, Yt) = − sin
2 t
1 + t2
Y 2,
VY Y (t, Y )σ
2(t, Yt) = 2(1 +
| sin t|√
1 + t2
)2Y 2,
LV (t, Y ) = −4Y 2 − sin
2 t
1 + t2
Y 2 + (1 +
| sin t|√
1 + t2
)2Y 2 + sup
v∈V
∫
Rd
0
[(1 +R(z))2 − 1]Y 2v(dz)
≤ −3Y 2 + 2| sin t|√
1 + t2
Y 2 + sup
v∈V
∫
Rd
0
[(1 +R(z))2 − 1]v(dz)Y 2
≤ (−3 + l)Y 2 + 2| sin t|√
1 + t2
Y 2. (5.2)
Let λ1(t) =
2| sin t|√
1+t2
, we can see
∫∞
t0
λ+1 (s)ds < ∞. From Theorem 4.2, we easily know that the
solution of system (5.1) is exponentially stable in mean square. Moreover
|b(t, Y (t))|2 = 4|Y |2, |h(t, Y (t))|2 ≤ |Y |2, |σ(t, Y (t))|2 ≤ 4|Y |2,
| sup
v∈V
∫
Rd
0
K(t, Y, z)v(dz)|2 ≤ k|Y |2.
So, we have
Eˆ[|b(t, Yt)|2 + |h(t, Yt)|2 + |σ(t, Yt)|2 + sup
v∈V
∫
Rd
0
|K(t, Yt, z)|2v(dz)] < (9 + k)Eˆ[|Yt|2].
From Theorem 4.3, letting α = 9 + k, we easily know that the solution of system (5.1) is quasi
sure exponentially stable.
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