Singh et al. (1986) proposed an almost unbiased ridge estimator using Jackknife method that required transformation of the regression parameters. This article shows that the same method can be used to derive the Jackknifed ridge estimator of the original (untransformed) parameter without transformation. This method also leads in deriving easily the second order Jackknifed ridge that may reduce the bias further. We further investigate the performance of these estimators along with a recent method by Batah et al. (2008) called modified Jackknifed ridge theoretically as well as numerically.
Introduction
In regression analysis, the presence of multicollinearity among independent variables is a common problem which exhibits serious undesirable effects on the analysis. Its one of the major consequence on ordinary least squares (OLS) is that the estimator produces huge sampling variances which may result in the exclusion of significant coefficients from the model (see Farrar and Glauber 1967) . To deal with such instability, number of methods were developed, the most popular amongst them being the ridge regression (RR) estimator proposed by Hoerl and Kennard (1970) that has been the benchmark for almost all the estimators developed later in this context. Ridge estimation procedure was based on adding small positive quantities to the diagonal of X X which made RR estimator biased but ensured a smaller mean square error (MSE) than the OLS. Swindel (1976) illustrated a technique for combining the prior information with ridge regression. Sarkar (1992) proposed a restricted ridge regression estimator based on RR estimator and restricted least squares (RLS) estimator and derived the superiority of this estimator over the other two by the criteria of MSE when the restrictions are correct and also the conditions when they are not correct. A large number of research articles have appeared since then in this context, see Farebrother (1976) , Firinguetti (1989) , Crouse et al. (1995) and other references there in. These ridge based estimators received considerable attention due to their computational feasibility and some optimal properties but they may carry serious bias. Singh et al. (1986) noted that the general ridge estimators may carry a substantial amount of bias which had been ignored in the literature. To circumvent this problem, they proposed an almost unbiased ridge estimator using the Jackknife procedure of bias reduction. They demonstrated that the Jackknifed estimator had smaller bias as well as MSE than the generalized ridge estimator (GRE) under some conditions. Thereafter, a number of papers have proposed and studied Jackknifed versions of ridge estimator and some other variants. Gruber (1991) compared the efficiency of Jackknifed and usual ridge-type estimators, Batah et al. (2008) studied the effect of Jackknifing on various ridge-type estimators. Interesting literature on the general Jackknife procedures may be found in Miller (1974) and Hinkley (1977) .
In all these papers, Jackknife is performed on a linear set of parameters (to be explained later), using a transformed set of regressors so that the matrix of normal equations becomes diagonal. This introduces simplicity in computing the Jackknife, however, adds the complication of re-transformation to get the estimators of the original regression parameter vector. In the next section, we show that such a transformation is not really necessary and derive the Jackknifed RR estimator of the original regression parameter which is basically of the same form as obtained in Singh et al. (1986) . This direct strategy of jackknifing also enables one to carry out the Jackknife procedure for other estimators of interest in this context. Section 3 considers other estimators such as those studied by Batah et al. (2008) and the second-order Jackknifed RR estimator, that may have relevance for further reduction in bias. This section also presents a theoretical comparison of bias and MSE of different estimators. A comparative study of these estimators based on simulations is carried out in Section 4.
Jackknifed Ridge Estimator for the Multiple Linear Regression
Consider the following multiple linear regression model
where y is an (n × 1) vector of observations on the variable to be explained, X is an (n × p) matrix of n observations on p explanatory variables assumed to be of full column rank, β is a (p × 1) vector of regression coefficients associated with them and u is an (n × 1) vector of disturbances, the elements of which are assumed to be independently and identically normally distributed with E(u) = 0 and E(uu ) = σ 2 I.
Since the exposition of Gauss-Markov theorem, and especially during the past fifty years or so, practically all fields in the natural and social sciences have widely or sometimes blindly used the classical method of estimation, in particular, the OLS estimation method. In least squares approach to linear regression model, the unknown parameters are estimated by minimizing the sum of squared deviations between the data and the model. Applying the least squares method to (2.1) yields the OLS estimator of β which is given bŷ
that is well known to be the best linear unbiased.
As referred to earlier, the OLS procedure may result in large sampling variances in the presence of multicollinearity and therefore may produce estimators which are not in tune with the researcher's prior belief. To combat this problem, Hoerl and Kennard (1970) proposed the generalized ridge estimator (GRE) by allowing some bias into the estimator which resulted in smaller MSE. The estimator is given bŷ
where D is a known matrix. Note that D may not necessarily be diagonal, though, in their original paper Hoerl and Kennard (1970) considered it to be so. This makes sense in the context of a transformed model where the matrix X X is diagonal (see later development). The GRE defined in (2.3) reduces to OLS for D being a p × p zero matrix. It was demonstrated that there always exists a d i > 0 such thatβ GRE performs better thanβ in terms of MSE. It may also be noted that ordinary ridge estimator (ORE) is a special case of (2.3)
To alleviate the problem of bias in GRE, Singh et al. (1986) proposed an almost unbiased ridge estimator using the Jackknife technique that was introduced by Quenouille (1956) as a general method for reducing the bias of an estimator. Later Tukey (1958) proposed that this technique may also offer a simple method to obtain the confidence intervals for the parameters of interest. A number of papers appeared dealing with large-sample properties and empirical validations in common applications like estimation of variances, correlations and ratios. See also the paper by Thorburn (1976) for an excellent exposition of the asymptotic properties of the Jackknife estimator. Jackknife procedure was initially applied to balanced situations i.e., equal sample sizes, equal variances, etc. A commendable review of the same may be found in Miller (1974a) . Miller (1974b) gave the detailed account of jackknifing linear model estimates, and demonstrated that the Jackknife produces consistent results when the sample is large. Further, Hinkley (1977) examined the small sample properties of the standard Jackknife in the general linear model, and compared it to an alternative weighted Jackknife procedure.
The use of Jackknife procedure to reduce the bias of the ridge estimator and the properties of the Jackknifed ridge estimator were also studied by Singh and Chaubey (1987) , Nomura (1988) and Gruber (1998) . Singh et al. (1986) , start with model (2.1) and for convenience decompose it as
where, Z = XG and γ = G β. Here G is a (p × p) matrix whose columns are normalized eigen vectors of X X. Also, Z Z = G X XG = Λ = diag(λ 1 , . . . , λ p ), λ i being the i-th eigenvalue of X X. The GRE of γ may be written aŝ
where K=diag(k 1 , . . . , k p ), k i > 0, A = Λ + K andγ is the OLS estimator of γ. Since γ = G β and GG = I, the GRE of β iŝ
where A * = X X + K * and K * = GKG .
Following Hinkley (1977) , Singh et al. (1986) derived the Jackknifed form ofγ GRE aŝ
It was shown that the bias ofγ JRE is smaller than that ofγ GRE .
Here, it is important to note that Jackknife procedure is applied on a transformed set of regressors for inducing simplicity of computation which however leads complication of retransformation to get the estimator of original regression parameters. We have shown that it is easy to get the estimator for original regression parameter explicitly. We know that
Using (2.7) in (2.8), we get
(say), and GA
Thus using the above values of GA −1 G and GA
where A * and K * are as described earlier. We see thatβ JRE has exactly the same form aŝ γ JRE with A = A * and K = K * .
We note that this form ofβ JRE still requires knowledge of G. However, as shown below direct jackknifingβ GRE gives the same form ofβ JRE and it does not require the knowledge of G.
Let us writeβ GRE , defined in (2.3) aŝ
For this, we first obtainβ GRE(−i) , that is the GRE obtained from the data after deleting the i − th observation as given by,
which may be written aŝ
where
This on simplification, giveŝ
Now defining pseudo-values as
where e i = y i −x i β GRE are the residuals using the ridge estimator. Using these pseudo-values the Jackknifed ridge estimator of β is given bŷ
Using this in (2.11) gives us the Jackknife estimatorβ GRE asβ
We note that the JRE as obtained in (2.12) is of the same form asγ JRE and this form makes it easier to study the properties of Jackknifed form of β. In the next section, we are going to introduce second-order Jackknife estimator and compare its performance with JRE and MJR (Batah et al. 2008 ). Since MJR was introduced for the transformed parameter γ, therefore for the remaining sections we will make use of the transformed model as defined in (2.4).
3 Modified Jackknifed Ridge and Second-Order Jackknifed Ridge Batah et al. (2008) proposed a new estimator namely, Modified Jackknife ridge regression estimator (MJR) combining the ideas of GRE and JRE given by Singh et al. (1986) . They obtained conditions for superiority of MJR over JRE and showed through a simulation study that the MJR estimator is generally superior to both GRE and JRE using MSE criterion. The MJR estimator is of the following form
This method is a bit adhoc because it just consists of replacing the OLS in (2.7) by ridge estimator. They have demonstrated that this estimator outperforms the JRE under some conditions which, however, can not be verified in practice. Further in this paper there is no discussion of bias of the resulting estimator. If further bias reduction of the ridge estimator was required, we could Jackknifê β JRE again. Noting that we can writeγ JRE as the ridge estimator in the form
that is similar to the ridge estimator as given in (2.5) with K replaced by K * = KA −1 K, hence its Jackknifed form that results in the second-order Jackknife (J2R) estimator can be readily written asγ
Similarly, the second-order Jackknifed ridge estimator for β is given bŷ
In the following subsections, we compare the performance of J2R with JRE and MJR in terms of bias and MSE. It is expected that J2R will reduce the bias of JRE and could provide a valid estimator of its variance-covariance matrix, using the general Jackknife methodology as indicated in Singh et al. (1986) for the Jackknifed ridge estimator. However, there is no guarantee that J2R will also be efficient in terms of MSE. This is the line of investigation in the remaining subsection.
Comparison between the bias of JRE, MJR and J2R
The following theorem compares the total squared bias of JRE and J2R, similar to that between JRE and GRE compared by Singh et al. (1986) . Theorem 1. Let K be a (p × p) diagonal matrix with non-negative entries. Then the second-order Jackknifed estimatorγ J2R(i) reduces the bias of the Jackknifed estimatorγ JRE(i) , assuming k i > 0. Further, the difference of total squared biases of the Jackknifed ridge (JRE) and second-order Jackknifed ridge (J2R) estimators of β as given by
is non-negative. It is strictly positive if at least one k i , i = 1, ..., n is positive.
Proof: Recall from (2.5), we havê
Similarly using the expression forγ J2R from (3.3)
Comparing |Bias(γ JRE )| i with |Bias(γ J2R )| i where |.| i denotes the absolute value of the i−th component, we have
that is clearly positive assuming k i > 0, which proves that the second-order Jackknife reduces the bias of the Jackknifed ridge estimator.
Also, if we look at the expression of total squared bias in terms of original parameter vector β, we find that
where use has been made of the fact that Bias(β) = GBias(γ). Clearly, the matrix in braces in R.H.S of (3.8) is positive definite due to the non-negativity of the expression in (3.7), hence D 1 > 0. This proves the theorem.
Next we compare the total squared bias of MJR with GRE of the original parameter vector β.
Theorem 2. Let K be a (p × p) diagonal matrix with non-negative entries, then the difference of total squared biases of the modified Jackknifed ridge (MJR) and generalized ridge estimators (GRE) of β as given by
Proof: Using the expression for MJR as given in (3.1)
where Φ = (I + A
Also, using the expression for GRE of γ from (2.5), we have
Comparing the expression for bias of MJR as given in (3.9) with that in (3.10) component wise, we have
which is a positive quantity. Now comparing the expressions for the total bias as in Theorem 1, we have
It is easy to see that the matrix in braces in the above equation is positive definite that proves the result. 
where SB denotes, the total squared bias. This automatically shows that J2R dominates MJR in terms of total squared bias. Theorem 3. Let K be a (p × p) diagonal matrix with non-negative entries. Then the difference of the MSE matrix of the second-order Jackknife estimator and the Jackknifed ridge estimator,
Comparison between MSE's of JRE, MJR and J2R
is a positive definite matrix if and only if the following inequality is satisfied
Proof: Using the expression of the variance-covariance matrix of the least squares estimator, i.e. V ar(γ) = σ 2 (Z Z) −1 = σ 2 Λ −1 , and the expression for JRE as given in (3.2), we can write
Further using the expression for Bias(γ JRE ) from (3.5), we can write
Similarly using the expression for V ar(γ J2R ) as given by
and the expression for Bias(γ J2R ) as given in (3.6) we have
And therefore from (3.13) and (3.14), ∆ 1 becomes
We know that [I −A −1 K * ] is a diagonal matrix with positive entries and the matrix in braces of (3.16) is also positive definite. Therefore we conclude that M is also a positive definite matrix and hence the difference ∆ 1 is positive definite if and
in the above equation is symmetric positive definite. Therefore using Lemma 1, we conclude that L −1 ∆ 1 L −1 is positive definite if and only if following inequality holds
Remark 3. We see that ∆ 1 = 0 if and
which is not true because the rank of left hand matrix is p and the rank of right hand matrix is either 0 or 1. So ∆ 1 can not be zero whenever p > 1. 15) is positive definite, a simple sufficient condition for ∆ 1 to be positive definite using Lemma 1 is given by
Remark 4. Noting that the matrix (
The following theorem compares the MSE matrix of J2R and MJR, similar to the analysis above.
Theorem 4. Let K be a (p × p) diagonal matrix with non-negative entries. Then the difference
ΦK, Φ and K * are as defined earlier.
and
Now using (3.14) and (3.18), we get
We see that the matrix in braces of (3.20) is a positive definite and that [I − A −1 K * ] is also positive. This implies that H is also a positive definite matrix. Now, proceeding as in the proof of Theorem 3, we get the desired result.
Remark 5. An analysis similar to that in Remark 4, noting that the matrix (
is positive definite, a simple sufficient condition for the matrix ∆ 2 to be positive definite is given by
The conditions in Theorems 3 and 4 as well as those in Remarks 3 and 4 are not verifiable in practice, hence it is important to investigate the relative performance of the new estimator proposed here under a variety of conditions. In the following section we provide a simulation study for this purpose that is similar to the one undertaken in Batah et al. (2008) .
A Simulation Study
In the present section, our aim is to compare the performance of OLS, ORE, JRE, MJR, and J2R estimators on the basis of associated bias and mean square error with the help of Monte Carlo experiments. The true model is y = Xβ + u where u ∼ N (0, 1). Here β is taken as the normalized eigen vector corresponding to the largest eigen value of X X. The explanatory variables are generated from the following equation
where w ij are independent standard normal pseudo-random numbers and ρ 2 is the correlation between x ij and x ij for j, j < p and j = j . When j or j = p, the correlation will be ρ. We have taken ρ = 0.8, 0.95 and 0.99 to investigate the effects of different degrees of collinearity with sample sizes n = 15, 50 and 100. The feasible value of k is obtained by the optimal formula k = pσ 2 β β as given by Hoerl et al. (1975) , so that
This simulation study is patterned on that of McDonald and Galarnaeu (1975) . For computations, the original model is first decomposed into a canonical form to get the estimator of γ and then transformed back to the estimator of β. For these different choices of ρ and n, the experiment is replicated 5000 times. The average absolute bias and average mean square error are computed as follows:
Here,β ij denotes the estimate of i − th parameter in j − th replication and β 1 , β 2 and β 3 are the true parameter values. Results of the simulation study are given in Table 1 and 2. Our conclusions based on this study are summarized below:
1. From table 1, we note that bias of OLS is almost close to zero and bias of J2R is not very far from OLS as expected. This shows that if we further increase the order of Jackknife estimator, its bias will tend towards the bias of OLS.
2. JRE has also served its purpose by reducing the bias of ORE in all the cases.
3. We also notice that the bias of MJR is higher among all the estimators in almost all the cases.
4. From table 2, we see that mean square error of all the estimators is increasing with the increasing value of ρ and decreasing with the increasing value of n.
5. As expected, variance of OLS is highest amongst all and here also mean square error of J2R is closer to that of OLS. We find that J2R does not improve upon JRE and MJR in terms of MSE which we have also shown in theorems 3 and 4.
Other Concluding Remarks
In the present study, we derived the Jackknifed form of generalized ridge estimatorβ GRE that avoid using any transformation, as had been the practice in the literature so far. We also proposed a new estimator based on the second-order Jackknife (J2R) which ensures a smaller bias than those of the Jackknifed ridge estimator (JRE) and modified Jackknifed ridge estimator (MJR). It is seen that J2R may not be as efficient as JRE or MJR, however MJR may carry a much larger bias as became evident through the simulation studies. It may be useful to combine these estimators along the lines of Singh and Chaubey (1987) to improve upon MJR, JRE and J2R in terms of both bias and mean squared error. This will be investigated into another paper. 
