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AImtraet--Nonlinear current ransport behavior during low-temperature avalanche breakdown i  extrinsic 
germanium comprises the spontaneous symmetry-breaking evocation of spatial and temporal dissipative 
structures in the formerly homogeneous semiconductor. Representing a general feature of spatially 
distributed and compartmentalized r action-diffusion systems, uch kind of order-disorder transitions are 
discussed in terms of the interdisciplinary s nergetics oncept that embraces wide ranges of human activities 
both in the arts and in the sciences. 
1. INTRODUCTION 
The interdisciplinary science "synergetics" deals with complex systems that possess the fundamental 
property of spontaneous self-organization f their macroscopic behavior. In this sense, synergetics 
deals with the spontaneous emergence of order out of disorder. Far from equilibrium, the 
cooperation of a large number of systems may produce macroscopic spatial, temporal or functional 
structures. The processes involved are nonlinear, and in many cases stochastic [1]. Dramatic 
progress has been made in recent years in the understanding of such phenomena in quite different 
disciplines ranging from mathematics to physics and chemistry to biology and sociology. 
Among the variety of nonlinear dynamical systems which can be studied experimentally, solid- 
state turbulence in semiconductors appears particularly interesting. Nonlinear current ransport 
behavior during low-temperature avalanche breakdown of extrinsic germanium comprises the spon- 
taneous ymmetry-breaking evocation of both spatially inhomogeneous and temporally unstable 
dissipative structures in the formerly homogeneous semiconductor [2-8]. Such kind of non- 
equilibrium phase transition between different conducting states results from the autocatalytic 
nature of impurity impact ionization generating mobile charge carriers [9-11]. The simple and direct 
experimental accessibility via advanced electronic measurement techniques prefers emiconductors 
as a nearly ideal study object for complex nonlinear dynamics compared to other physical systems. 
Further epresenting a convenient model reaction-diffusion system that exhibits distinct universal 
features, the present semiconductor system may acquire general significance for many synergetic 
systems in nature. Finally, in view of the rapidly growing application of semiconductor technologies, 
the understanding, control and possible xploitation of sources of instability in these systems have 
considerable practical importance. 
This paper provides a brief survey of our recent experimental investigations on the spatio- 
temporal nonlinear current flow in the post-breakdown regime of p-germanium at liquid-helium 
temperatures. Spatially, we report on filamentary flow patterns developing during avalanche 
breakdown. Temporally, we outline the typical universal scenarios demonstrated by means of 
the self-generated oscillatory behavior of distinct state variables. In particular, we concentrate 
on the relationship between th  onset of low-dimensional chaotic dynamics and the break-up of 
spatial order during current filamentation. Such cooperative phenomena induced by the avalanche 
breakdown kinetics in semiconductors can be interpreted in terms of a phenomenological reaction- 
diffusion model known from chemical systems theory. The underlying symmetry concept may have 
the potential of bridging numerous branches of the sciences, the arts and other human activities, 
2. SYSTEM 
Our experimental studies were performed on sin#e-crystalline p-type germanium aterial, having 
the typical dimensions of about 0.2 x 2 x 5 mm 3 and an indium acceptor concentration f about 
467 
468 J .  PAg lS!  et al. 
Ge sample 
r 
I 
Rt 
I---- 
o 0 , ,, 
v0 
Fig. 1. Scheme of the eXperimental setup. The shaded 
areas on the germanium sample indicate th evaporated 
ohmic aluminum contacts. 
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Fig. 2. Current-voltage characteristic obtained by apply- 
ing the bias voltage V0 to the series combination f the 
semiconductor sample and the load resistor (R E = 100 fl). 
The voltage Vwas measured along the sample. Further 
possible control parameters (magnetic f eld, electromag- 
netic or electron-beam irradiation) were notapplied. The 
bath temperature was kept at 4.2 K. 
3 x 10 t4 cm -3 (corresponding to a shallow impurity acceptor level of about 10 meV). The extrinsic 
germanium crystal carries properly arranged ohmic aluminum contacts evaporated on one of the 
two largest surfaces. The sample geometry and the electronic measuring configuration are sketched 
schematically in Fig. 1. To provide the outer ohmic contacts with an electric field, a d.c. bias voltage 
V0 was applied to the series combination of the sample and the load resistor R L (1 or 100 fl). A d.c. 
magnetic field B perpendicular to the broad sample surfaces could also be applied by a super- 
conducting solenoid surrounding the semiconductor sample. The resulting electric current I was 
found from the voltage drop at the load resistor. The voltage V was measured along the sample. 
The inner probe contacts (of about 0.2 nun diameter) served for monitoring independently the 
partial voltages V~(i = 1,2,3) along the sample. Utilizing low-temperature scanning electron micro- 
scopy, two-dimensional images of current filament patterns were obtained by scanning the specimen 
surface with an electron beam and by recording the beam-induced current change in the voltage- 
biased specimen as a function of the beam coordinate (x, y). As described elsewhere [8, 12] in detail, 
the present imaging method combines a low-temperature stage witha scanning electron microscope. 
During the experiments, the semiconductor sample was always kept at liquid-helium temperatures 
(4.2 K or below) and carefully protected against external electromagnetic irradiation (visible, far- 
infrared). 
Similar to the corresponding processes of structure formation in gaseous plasma discharges and 
atmospheric lightning, impact ionization of the shallow impurity acceptors can be achieved in the 
bulk of the homogeneously doped semiconductor at low temperatures. In the temperature gime 
of liquid helium most of the charge carriers are frozen out at the impurities. Since the ionization 
energy is only about 10meV and electron-phonon scattering is strongly reduced, avalanche 
breakdown already takes place at electric fields of a few V/cm and persists until all impurities are 
ionized [13]. The underlying nonequilibrium phase transition from a low conducting state to a high 
conducting state is directly reflected in strongly nonlinear egions of negative differential resistivity 
[9, 14]. Under slight variation of distinct control parameters (electric field, magnetic field, tempera- 
ture, electromagnetic irradiation and/or electron-beam irradiation) the resulting electric current 
flow displays a wide variety of spatial and temporal dissipative structures. 
3. RESULTS 
The autocatalytic process of impurity impact ionization is reflected in a strongly nonlinear 
curvature of the measured current-voltage characteristic in the post-breakdown regime. Figure 2 
gives an example of a typical I -V  curve, clearly displaying negative differential resistance of S-shape 
behavior. According to the inherent multiplication of mobile charge carriers during avalanche 
breakdown, the resulting current flow drastically increases from typically a few nA in the pre- 
breakdown region up to a few mA in the post-breakdown region. Simultaneously, spontaneous 
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Fig. 3. Brightness-modulated image of the filamentary 
current flow in a homogeneously doped semiconductor 
during avalanche breakdown obtained by low-tempera- 
ture scanning electron microscopy (load resistor RL = I fl, 
bias voltage V0 = 2.0V, magnetic field B = 0 G, bath 
temperature T = 4.2 K, no electromagnetic irradiation). 
The dark regions correspond to the filament channels 
extending along the y-direction. 
I 
T 
o 
I I l I I I I J I 
1 ms/div  ~ t 
Fig. 4. Temporal structure of spontaneous current oscil- 
lations superimposed upon the steady d.c. current in the 
post-breakdown regime (load resistor R L = 1 fL bias volt- 
age V0 = 2.0 V, magnetic field B = 0 G, bath temperature 
T =4.2 K, no electromagnetic and no electron-beam 
irradiation). 
emergence of both spatial and temporal dissipative structures in the electric arrier transport takes 
place. 
The complex spatial behavior of our semiconductor system can be globally visualized by means 
of low-temperature scanning electron microscopy. Figure 3 shows a two-dimensional image of a 
typical current filament pattern developing in the nonlinear egime of the current-voltage character- 
istic. As reported elsewhere [8] in detail, the multifilamentary current flow becomes more and more 
homogeneous if the semiconductor system is driven further into its linear post-breakdown region 
at higher electric fields. Nucleation of additional filaments is often accompanied by abrupt changes 
between different stable filament configurations via noisy current instabilities. 
The highly nonlinear current-voltage curve is further associated with the appearance of self- 
generated current and voltage oscillations. Both current land partial voltages Vi (i = 1,2,3) display 
--superimposed upon the d.c. signals of typically a few mA and some hundred mV, respectively-- 
temporal oscillations with a relative amplitude of about 10 -3 in the frequency range 0.1-100 kHz. 
An example of spontaneous current oscillations i  shown in Fig. 4. By means of slightly varying the 
distinct control parameters, the temporal behavior of the system variables V~, V2, 1/3 and I changes 
dramatically, exhibiting the typical universal scenarios of chaotic nonlinear systems [2-7]. The 
observed ynamical phenomena include the intermittent switching between different oscillation 
modes (Pomeau-Manneville scenario), the period-doubling cascade to chaos (Feigenbaum- 
Grossmann scenario) and the quasiperiodic route to chaos (Ruelle--Takens-Newhouse scenario), as 
well as the suppression of quasiperiodicity hrough frequency locking. Moreover, we observed a
transition from ordinary chaos to higher dimensional hyperchaos (R6ssler scenario). As an 
example, we show in Fig. 5 the phase portraits obtained from different inner voltage drops Vi for 
different values of the control parameters V0 or B, as indicated. From top to bottom, the sequence 
clearly demonstrates the structural change of the underlying attractor from a stable fixed point via 
a limit cycle and a quasiperiodic state to a chaotic state. The strange attractor then transforms from 
the ordinary chaotic state of low dimensionality (fractal dimension d = 2.6) into a strongly turbulent 
hyperchaotic state of higher dimensionality (fractal dimension d = 4.3). 
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Fig. 5. Phase portraits of different dynamical states obtained by plotting two different partial voltages 
against one another for different values of the bias voltage V 0 and the magnetic field B (load resistor RL = 
1 t'l, bath temperature T = 4.2 K, no electromagnetic and no electron-beam irradiation). (a) Fixed point 
(V 0 = 2.220 V, B = -4 .0  G); (b) limit cycle (V 0 = 2.184 V, B = 0 G); (c) quasiperiodic state (V 0 = 2.220 V, 
B = 2.1 G); (d) chaotic state (V0 = 2.145 V, B = 31.5 G); (e) hyperchaotic state (V0 = 2.145 V, B = 46.5 G). 
(b) 
(d) 
The phase plots of Fig. 5 provide information on both the temporal behavior and the spatial 
coupling of two spatially separated inner voltages. The apparent loss of spatial coherence between 
different sample parts indicates a break-up of the semiconducting system from strongly coupled into 
more independent subsystems (the partial voltages V~ become more independent). In this way, new 
actively participating degrees of freedom are gained, reflecting increasing dimensionality of the 
semiconducting system. Our experiments deal with a challenging example of a macroscopic system 
consisting of spatially separated and coupled subsystems which by themselves how nonlinear 
dynamical behavior. This model approach is further supported by additional experimental findings. 
First, the autocatalytic hot-carrier subsystems are diffusively coupled by long-range phonon 
propagation due to the extremely high lattice heat conductivity of germanium [6, 15]. Second, the 
spontaneous current and voltage oscillations are localized in the boundary region of current 
filaments [8, 15]. Finally, quasiperiodic current flow with two incommensurate intrinsic frequencies 
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Fig. 6. Reaction scheme of a simple Rashevsky-Turing model system. Constant pools are omitted from 
the scheme, catalytic rate control is indicated by dashed arrows. 
can be attributed to the simultaneous presence of two competing localized oscillation centers, arising 
spontaneously and interacting in a nonlinear way. Prior to the onset of low-dimensional chaos, the 
increasing strength of nonlinear coupling between the oscillators develops an increasing tendency 
to lock into commensurate fr quencies. Now the spatially separated oscillation centers display 
temporally resonant response behavior [7, 16]. 
Following the above quasiperiodic approach to chaos via frequency locking in view of symmetry 
and structure formation processes, the spontaneous emergence of a highly symmetrical nd 
well-ordered mode-locking structure developing from a more disordered state of quasiperiodicity 
represents a typical disorder-order transition, confining the system flow to only a few degrees of 
freedom. The still open question arises whether the complex temporal behavior of the latter chaotic 
state might be interpreted as a new degree of disorder (ensuing the quasiperiodic state) or cvcn as 
a higher form of order (ensuing the mode-locked state), perhaps. 
4. MODEL 
The above spatio-temporal correlation phenomena c n be qualitatively explained in terms of a 
simple dynamical model based on the generic Rashevsky-Turing theory f symmetry-breaking 
morphogenesis [17-20]. As the essential behavioral characteristic, breakdown of symmetry can in 
the simplest case be realized by a two-cellular symmetrical reaction-diffusion system consisting of 
cross-inhibitorily coupled, potcntiaUy oscillating two-variable subsystems (four-dimensional flow). 
The reaction scheme of the simplest version of Turing's model is sketched in Fig. 6. The two 
morphogens A arc self-inhibiting via B and, to a lesser extent, cross-inhibiting each other via the 
symmetrical coupling between the two morphogens B. The excess of self-inhibition within each cell 
over the cross-inhibit/on generated by the other cell is compensated for, w/thin either cell, by a path 
of self-activation (autocatalysis of A) which is not mediated through d/ffusion to the other side. 
D is the diffusion coefficient for the morphogen B. The effects of constant pools and reaction 
partners arc comprised in the effective rate constants K~ . . . . .  Ks. The two-compartment structure 
of the four-dimensional flow in Fig. 6 is capable of eliciting spontaneous symmetry-breaking phase 
transitions and boiling-type turbulence [19, 20]. 
Experimental evidence of a variety of analogous patio-tcmporal cooperative processes [2--8] 
suggests a reaction scheme for our semiconductor system qualitatively similar to that of the 
phenomenological reaction-diffusion model indicated in Fig. 6. Involving the concrete physical 
mechanism of impurity impact ionization coupled with energy relaxation and energy exchange of 
hot carriers through emitted phonons, the two morphogens of our model can be interpreted as the 
number density of moving charge carriers reflected in the electric urrent (activator) and the mean 
energy per carrier (inhibitor). The diffusive coupling is then governed by the energy exchange 
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between different hot-carrier subsystems via long-range phonon propagation [11]. The dynamical 
possibilities of avalanche breakdown kinetics in semiconductors turn out to be directly projected 
onto the main behavioral characteristics of a generic Turing-type system, representing the most 
convenient prototype model for many different synergetic systems in nature. 
5. CONCLUDING REMARKS 
Of the variety of nonlinear dynamical systems that exhibit nonequilibrium phase transitions and 
deterministic chaos, semiconductors provide nearly ideal model systems for qualitative and 
quantitative investigation due to their simplicity both in preparation and experimental accessibility. 
In particular, recent advances in materials engineering and measurement techniques have opened 
up the possibility of a fruitful interaction between the theoretical understanding and experimental 
observations. Thus, a possible twofold impact of semiconductor physics on the life sciences can be 
elucidated. On the one hand, the powerful techniques developed for studying complex physical 
phenomena re very useful in the biological context. Equally useful, on the other hand, are certain 
physical concepts, such as symmetry and symmetry breaking, linear and nonlinear stability, 
frustration and constrained dynamics. Moreover, symmetry is not only one of the fundamental 
concepts in science, but also has the potential of bringing together the most diverse fields from 
mathematics to biology, the creative and performing arts, and most branches of the sciences. 
It is emphasized, however, that biological systems are capable of feats of pattern formation 
(evolution, morphogenesis) which are far beyond the capability of any man-made systems. 
Nevertheless, the ultimate goal is a better understanding of the basic principles of spatio-temporal 
organization, in order to treat periodic diseases or other perturbations of "normal" dynamics in 
human oscillatory systems. Because biological systems have to produce and preserve a temporally 
and spatially ordered structure against the destructive forces of thermal noise and entropy, chaos 
seems to be of only negative influence in biology, sometimes considered as a pathological condition. 
However, one has to realize that the same mathematical model, which is responsible for the 
formation of stable patterns, is---at least principally--able to behave chaotically. Chaos is an 
inherent possibility, but is it, moreover, a necessary element in the formation and functioning of 
living organisms? 
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