Abstract. We present a fast contour-integral eigensolver for finding selected or all the eigenpairs of a non-Hermitian matrix based on a series of analytical and computational techniques, such as the analysis of filter functions, quick and reliable eigenvalue count via low-accuracy matrix approximations, and fast shifted factorization update. The quality of some quadrature rules for approximating a relevant contour integral is analyzed. We show that a filter function based on the Trapezoidal rule has nearly optimal decay in the complex plane away from the unit circle (as the mapped contour), and is superior to the Gauss-Legendre rule. The eigensolver needs to count the eigenvalues inside a contour. We justify the feasibility of using low-accuracy matrix approximations for the quick and reliable count. Both deterministic and probabilistic studies are given. With high probabilities, the matrix approximations give counts very close to the exact one. Our eigensolver is built upon an accelerated FEAST algorithm. Both the eigenvalue count and the FEAST eigenvalue solution need to solve linear systems with multiple shifts and right-hand sides. For this purpose and also to conveniently control the approximation accuracy, we use a type of rank structured approximations and show how to update the factorization for varying shifts. The eigensolver may be used to find a large number of eigenvalues, where a search region is then partitioned into subregions. We give an optimal threshold for the number of eigenvalues inside each bottom level subregion so as to minimize the complexity, which is O(rn 2 ) + O(r 2 n) to find all the eigenpairs of an order-n matrix with maximum off-diagonal rank or numerical rank r. Numerical tests demonstrate the efficiency and accuracy and confirm the benefit of our acceleration techniques.
system solutions, or QR factorizations. In QR iterations, A is usually first reduced to an upper Hessenberg form.
Recently, a class of contour-integral based eigensolvers have been developed to find a partial spectrum. They have some very appealing features, such as the robustness in terms of convergence rates, the natural accommodation of eigenvalue multiplicity, and the nice scalability. In [43, 44] , the Sakurai-Sugiura (SS) method is proposed to reduce a generalized eigenvalue problem to a smaller one with Hankel matrices, and later in [45] a stable version called CIRR is introduced by combining the contourintegral technique with the Rayleigh-Ritz procedure. The FEAST algorithm is first proposed in [41] for Hermitian matrices, where a spectral projector is constructed via the integration of the resolvent of a matrix, followed by projected subspace iterations. Some non-Hermitian FEAST methods can be found in [33, 36, 48, 62] . Contourintegral eigensolvers utilize a filter function, whose quality is a key factor of the effectiveness of the eigenvalue solutions. Rational filter functions are discussed in [25, 49] . Other types of filter functions can be obtained via the solution of optimization or least-squares problems [50, 53] .
The basic idea of the FEAST algorithm is as follows. Suppose λ i , i = 1, 2, . . . , s ≤ n are all the eigenvalues inside a Jordan curve Γ on the complex plane. Consider the contour integral (1.3) ϕ(z) = 1 2πi
A spectral projector to the desired eigenspace span{x 1 , x 2 , . . . , x s } is constructed based on Cauchy's residue theorem [47] in complex analysis:
In practice, the spectral projector Φ is not explicitly formed. Instead, the basis of the eigenspace can be extracted with randomization, where the product of Φ and an appropriately chosen random matrix Y is computed:
(1.5) Z = ΦY = 1 2πi
This needs to evaluate the contour integral, which is done by numerical quadratures. In the process, linear systems are solved for (µI − A) −1 Y . After Z is evaluated, it is used as starting vectors in projected subspace iterations to compute the desired eigenpairs. The accuracy of the quadrature approximation is essential to the convergence rate of the subspace iterations.
In the FEAST algorithm and other contour-integral eigensolvers, it needs an estimate of the number of eigenvalues of A inside Γ, denoted # Λ (A, Γ), which is sometimes assumed to be known in advance. Some estimation methods have been proposed in [40, 43, 62] based on stochastic strategies.
In both the eigenvalue count and the projected subspace iterations, it needs to evaluate the numerical quadrature by solving linear systems with multiple shifts µI and multiple right-hand sides. This poses challenges to both direct and iterative linear solvers. For example, direct solvers are suitable for multiple right-hand sides, but each additional shift typically requires a new factorization. If A is a general dense matrix, each factorization costs O(n 3 ) flops. The total eigenvalue solution cost may be quite high, depending on the number of eigenvalues desired and the accuracy.
Here, we seek to design a fast contour-integral eigensolver. There are three major tasks. (1) One task is to analyze some numerical quadrature rules for the design of filter functions and understand their quality. This helps us choose an appropriate quadrature with justified optimality for the contour integration. (2) The next task is to show why some low-accuracy approximations can be used to quickly and reliably count the eigenvalues inside Γ. Both deterministic and probabilistic justifications are included. (3) The third task is to present a fast algorithm to find selected or all eigenpairs of A based on the analysis and a type of fast shifted factorizations. Some tools to use include structured matrices and shifted structured factorization update. The matrices we consider include some rank structured ones and more general cases. Previously, for non-Hermitian rank-structured eigenvalue problems, fast QR iterations are designed for special cases such as companion matrices [5, 10, 14, 51] . Here, we consider more general cases.
Our first task is to perform some analysis on the quality of some commonly used quadrature rules for approximating (1.3) . The quadrature approximation is expected to be not too far away from 1 for z inside Γ and not too close to Γ, and to decay quickly for z outside and away from Γ. Existing FEAST algorithms usually use the Gauss-Legendre rule [36, 41, 62] , though recent numerical observations find that the Trapezoidal rule may be preferable [48, 50] . Here, we analytically show that the Trapezoidal rule is much superior in the sense that it yields quadrature approximations with nearly optimal decay outside the unit circle (as the mapped contour Γ) in the complex plane. Thus, the Trapezoidal rule will be used in our eigensolver. We would like to mention that interesting analysis has been performed for approximating the operator exponent by contour integration of the matrix resolvent [19] , where an exponentially convergent sinc quadrature rule is proposed and is also applicable to other common kernel functions such as 1/|x − y| and log |x − y| [29] .
The next task is to show the feasibility of using low-accuracy matrix approximations for the quick and reliable estimate of # Λ (A, Γ). The eigenvalue count involves quadrature approximations similar to (1.5) and needs linear solutions with multiple shifts and multiple right-hand sides. Certain low-accuracy matrix approximations with fast solutions enable us to quickly estimate # Λ (A, Γ), as long as the count is unchanged or remains close. We show that, when Γ is not too close to the eigenvalues inside it, A can be approximated by a matrixÃ with a low accuracy so that the eigenvalue count remains the same (# Λ (A, Γ) = # Λ (Ã, Γ)). The farther away Γ is from the eigenvalues, the lower the approximation accuracy ofÃ is allowed to be. On the other hand, if there are eigenvalues close to Γ, we use probabilistic methods to justify the reliability of # Λ (Ã, Γ). We show that, for some situations, with high probabilities, the eigenvalue count is off by only a very small number α. Roughly speaking, the probability of miscounting the eigenvalues by α decays exponentially with α. This is sufficient for us since we do not need the count to be exact.
Our choice ofÃ is based on rank structured forms, since it is convenient to control the approximation accuracy and also quick to perform structured direct solutions with multiple right-hand sides and even multiple shifts. (Note that the approximation analysis for the eigenvalue count is not restricted to rank structured forms.) The rank structured forms involve low-rank approximations of some off-diagonal blocks. Examples of such forms include H [26] , H 2 [27, 6] , and hierarchically semiseparable (HSS) [8, 60] representations. For matrices with small off-diagonal ranks or numerical ranks, fast direct solvers exist. Such matrices widely appear in numerical computations, such as polynomial root finding, Toeplitz problems, and some discretized problems. Here, even if A itself is not rank structured, we may still use a rank structured approximationÃ to quickly count the eigenvalues. Our third task is then to design a fast contour-integral eigensolver for rank structured A and even more general cases. This is based on fast factorizations of rank structured approximations, as well as fast factorization update with varying shifts for the quadrature evaluations. We will adaptively choose the approximation accuracy to balance the efficiency and the accuracy. Previously, for Hermitian HSS matrices, a shifted structured LDL factorization update is designed [4, 56] . Here, we further show that, even for non-Hermitian HSS matrices, we can still update the factorization for varying shifts so as to save nearly 40% of the factorization cost for each shift.
To find the eigenvalues inside a search region, our eigensolver recursively partitions the region into subregions, until the number of eigenvalues inside each subregion is smaller than a threshold k. This process can be organized into a quadtree. For subregions corresponding to the leaf nodes, we then increase the approximation accuracy ofÃ and switch to projected subspace iterations. The shifted structured factorization update can benefit both the eigenvalue count and the subspace iteration. The saving in the eigenvalue count is especially significant, since the count is done for each intermediate subregion or each node of the quadtree and the subspace iteration is done just for the leaf nodes. Additionally, deflation is incorporated into the eigensolver.
In particular, if A itself is rank structured and has maximum off-diagonal rank or numerical rank r, we show that the optimal threshold for the eigenvalue count in the leaf level subregions is k = O(r). This minimizes the total complexity for finding all the eigenpairs, which is O(rn 2 ) + O(r 2 n) under a modest assumption.
Various applications are then discussed. We also discuss the choice of the initial search region. Numerical tests are done for some problems. We can clearly see the benefits of shifted factorization update and low-accuracy matrix approximation. The cost for the eigenvalue counts has been reduced to a very small portion of the total.
The outline of the remaining presentation is as follows. In Section 2, we show our analysis of the quadrature rules for the filter function design. The idea of lowaccuracy matrix approximations for the eigenvalue count is given in Section 3. Our fast contour-integral eigensolver is presented in Section 4. Section 5 gives the numerical experiments to illustrate the efficiency and accuracy.
The following notation is used throughout the paper:
• C γ (z) denotes the circle centered at z with radius γ;
• D γ (z) denotes the open disk centered at z with radius γ;
is the open annulus region centered at z with outer radius γ + δ and inner radius γ − δ.
Analysis of quadrature rules for filter function design.
In contourintegral eigensolvers, the quality of the quadrature approximation is critical for the accuracy of the eigenvalue computation. Here, we first perform analysis on some quadrature rules so as to choose an appropriate one for (1.3) and (1.5) .
If the contour Γ has a parametrization Γ = {h(t) : t ∈ [a, b)}, then (1.3) becomes
A q-point quadrature rule can be used to approximate ϕ(z) by the filter function
where t j 's and w j 's are the quadrature nodes and weights, respectively. We focus on the case when Γ is a circle C γ (z 0 ). Specifically when C γ (z 0 ) is the unit circle C 1 (0), write ϕ(z) in (1.3) and (2.1) as ϕ 0 (z) and writeφ(z) in (2.2) as ϕ 0 (z). Then ϕ(z) can be transformed directly into ϕ 0 (z) by
Thus, it is sufficient to focus only on ϕ 0 (z) and its approximationφ 0 (z). Let the parametrization of the unit circle
where z j 's are the mapped quadrature nodes on C 1 (0):
Rewrite (2.4) as a rational form
where g(z) is a polynomial of degree d g ≡ q and with roots z j , j = 1, 2, . . . , q, and f (z) is a polynomial uniquely determined by the choice of the quadrature rule (t j 's and
to be a good approximation of the exact function ϕ 0 (z), we would expect:
• |φ 0 (z)| is not too far away from 1 when z is inside C 1 (0) and not too close to z j 's; • |φ 0 (z)| decays fast when z is outside C 1 (0) and moves away from it. The following proposition indicates that the first criterion is always satisfied when an interpolatory quadrature is used.
Proposition 2.1. For z ∈ C andφ 0 (z) in (2.4) resulting from any interpolatory quadrature rule applied to (2.3) ,
•φ 0 (0) = 1;
Proof. For any interpolatory quadrature rule, the weights {w j } q j=1 satisfy ∑ q j=1 w j = 2. Then directly from (2.4), we get
When |z| < 1, we have
.
This yields
The proposition means, if z is inside D 1 (0), then |φ 0 (z)| has a lower bound 1/2. It also has an upper bound 1/δ for z not within a distance δ of any mapped quadrature point z j . If z is too close to any z j , then it is possible for |φ 0 (z)| to be large. This can also be observed from 
Proof. Comparing (2.4) and (2.6) yields
Let the coefficient of the term z q−k in f (z) be C q−k for 1 ≤ k ≤ q, which has the following form:
For the Trapezoidal rule, the mapped quadrature nodes z j in (2.5) satisfy
Hence, z j 's are the roots of z
Since all the weights w j are equal, (2.7) can be simplified as
Note that the part in parenthesis in the above equation is the coefficient of the term z q−k in the polynomial g(z) in (2.6) and also in (2.8). Thus,
For the Gauss-Legendre quadrature, we prove the result by contradiction. Suppose d f = 0. Some well-known properties of the Gauss-Legendre quadrature are
where we assume t 1 < t 2 < · · · < t q . As a result, the mapped nodes satisfy (2.10)
to be the set of index sequences of the summation in (2.7). Then for any 1 ≤ k ≤ q − 1, the two sets S k and S q−k have a one-to-one correspondence in the sense that, for any sequence σ ∈ S k , there is a unique sequence β ∈ S q−k such that σ ∪ β = {1, 2, . . . , q} and σ ∩ β = ∅. Therefore, for any 1 ≤ k ≤ q − 1, similar to (2.7),
We can then use (2.9) and (2.10) to get
By assumption, we have
The above equation together with ∏ q j=1 z j = 1 indicate that z j in (2.5) must be roots of the polynomial z q + (−1) q . Thus, the roots of Legendre polynomial must be
This is clearly a contradiction, and hence d f ≥ 1. This theorem indicates that the filter functionφ 0 (z) from the Trapezoidal rule decays as
Thus, the Trapezoidal rule yields nearly optimal decay. The decay in the GaussLegendre case is at best O(|C 1 ||z| 1−q ), where
It can be verified numerically, though not analytically yet, that |C 1 | is not small and actually increases when q increases.
To illustrate the decay, we plot |φ 0 (z)| from the two quadrature rules with q = 8 and 16 in Figure 2 .1. Outside C 1 (0), |φ 0 (z)| decays quickly when |z| increases, and moreover, the Trapezoidal rule yields much faster decay than the Gauss-Legendre quadrature. For q = 8, |φ 0 (z)| from the Trapezoidal rule is about two orders of magnitude smaller at the corners of the mesh (with |z| not even very large). For q = 16, this difference increases to over four orders of magnitude. Figure 2 .1 also align with the numerical observations in [48, 50] . In [50] , an optimization method is used to design filter functions, and in the unit circle case, the best filter function is observed to be precisely the one obtained by applying the Trapezoidal rule. Our analysis provides a theoretical justification.
Theorem 2.2 and
Therefore, unlike in [36, 41, 62] , our eigensolver below uses the Trapezoidal rule to evaluate (1.5) in both the eigenvalue counts and the subspace iterations.
3. Low-accuracy matrix approximation for fast eigenvalue counts.
Motivations.
In contour-integral eigensolvers, it usually requires to know the eigenvalue count # Λ (A, Γ) inside a contour Γ in advance. In our eigensolver in the next section, we may need to estimate eigenvalue counts for many subregions, so it is essential to quickly perform the estimation. Some methods to estimate eigenvalue counts have been proposed in [18, 40, 43, 62] based on stochastic evaluations of the rank or trace [30] of Φ in (1.4). The basic idea is as follows.
According to (1.4), the trace and also the rank of Φ give the exact eigenvalue count # Λ (A, Γ). To estimate the trace, we can pick a small number of random vectors to form an n × m matrix Y , and compute
where Z looks like (1.5). Then
Theoretically, a small number m can lead to a high probability of accurate estimation. However, since Z in (1.5) is approximated by numerical quadratures, m may not be too small. We can start from a very small m and gradually include more random vectors in Y until a reliable estimate is reached.
In the eigenvalue counts with quadrature approximations, it needs to solve linear systems for µI − A with multiple shifts µI, multiple right-hand sides, and for possibly many contours, which amounts to a significant computational cost. However, notice the following important aspects:
1. Since we are just interested in the eigenvalue count (at this stage) instead of the precise eigenvalues, as long as the eigenvalues are not too close to Γ, a small perturbation to A does not alter the eigenvalue count. 2. Moreover, in our eigensolver, we will quadsect a search region containing the eigenvalues and only need to know whether the eigenvalue count inside each subregion is much larger than a threshold k or not. Thus, the eigenvalue count does not even have to be very accurate. As a result, we can use a matrixÃ that approximates A and satisfies the following two requirements:
and it is convenient to control how accuratelyÃ approximates A; 2. # Λ (Ã, Γ) can be quickly estimated, i.e., the linear systems with multiple shifts and right-hand sides in the quadrature approximation of (1.5) (with A replaced byÃ) can be quickly solved. A natural tool that satisfies both requirements is the rank structure, which allows fast direct factorizations. (Note that the fundamental approximation analysis for the eigenvalue count in this section is not restricted to rank structured forms.) In particular, HSS type methods is a convenient algebraic tool with systematic error control, stability analysis, and fast factorizations. In the next section, we will further show the feasibility of updating the factorization for multiple shifts. More general H-matrix representations may be used to accommodate even broader applications, though it is not clear how to perform fast factorization updates for varying shifts.
Before justifying the reliability of our low-accuracy matrix approximation for fast eigenvalue counts, we briefly review HSS representations. The reader is referred to [8, 60] for more details. An HSS matrixÃ can be recursively bipartitioned following a postordered binary tree T (called HSS tree) with nodes i = 1, 2, . . . , t, where t is the root. Initially, let D t =Ã. For any nonleaf node i of T , the partition of D i looks
, where c 1 and c 2 are the children of i. Here, the off-diagonal basis matrices U, V also satisfy a nested property:
)
. All such matrices D, U, V, R, W, B are called HSS generators that definẽ
A. The block row or column corresponding to D i but excluding D i is called an HSS block. The HSS matrix has l levels of partition if the HSS tree T has l levels, where the root is at level 0 and the leaves are at level l. The maximum rank (or numerical rank) of all the HSS blocks at all the levels is called the HSS rank. A matrix is rank structured if all its off-diagonal blocks have small ranks or numerical ranks. That is, the singular values of the off-diagonal blocks decay quickly. Here to be more specific, by saying a matrix is rank structured, we mean it can be accurately approximated by a compact HSS form.
Reliability of eigenvalue count with low-accuracy matrix approximation.
In our eigensolver, we will use an HSS formÃ to approximate A. To see how such an approximation perturbs the eigenvalues, we give following lemma that extends a Hermitian version in [52] . 
where κ(λ) is the 2-norm condition number of λ. The lemma follows directly from the HSS approximation error ∥A −Ã∥ 2 ≤ lτ [52] and standard eigenvalue perturbation analysis [3, 13] .
Throughout this section, we will assume that all eigenvalues λ i of A are simple and the perturbation to the matrix is sufficiently small, so as to identify a one-to-one correspondence between the eigenvalues of A and those of its approximationÃ. More specifically, Lemma 3.1 indicates that for any eigenvalue λ i , there must be a perturbed eigenvalueλ within a disk centered at λ i and with radius κ(
2 ).λ is unique if this disk is isolated from all the other such disks which yields the desired one-to-one correspondence, we can guarantee this by enforcing the following sufficient condition:
whereκ is a sharp upper bound for all κ(λ i ). In more general cases when any approximationÃ is used, the following analogous condition is assumed:
The following theorem shows whenÃ can be used to obtain the exact eigenvalue count inside C γ (z), and also gives a necessary condition for the eigenvalue count to be off by a certain number. We assume the perturbations to the eigenvalues are strictly bounded by δ, which is related to the perturbation in the matrix according to the discussions above.
Theorem 3.2. Suppose A has simple eigenvalues λ with |λ| < ρ,Ã is an approximation to A satisfying (3.4) , and any eigenvalue λ of A and the corresponding eigenvalueλ ofÃ satisfy (3.5) |λ −λ| < δ < γ < ρ. The first statement can be shown as follows. Since no eigenvalue of A lies inside
If A has no eigenvalue inside
Thus,λ is inside C γ (z), just like λ. That is, λ andλ must be both inside or outside C γ (z). Then A andÃ have the same number of eigenvalues inside C γ (z), and the first statement holds.
We then show the second statement by contradiction. Suppose there are less than α eigenvalues of
Theorem 3.2 means, if the contour is not too close to the eigenvalues, thenÃ can be used to obtain the exact eigenvalue count. The farther away the contour is from the eigenvalues, the lower accuracy ofÃ can be used. This is especially effective if the eigenvalues are scattered. On the other hand, if the eigenvalue count withÃ is off by α or more, then there must be at least α eigenvalues within a distance δ of the contour. We then use probabilistic methods to study the error in the count based on the relation between the eigenvalues and A γ,δ (z). . Then for any fixed z ∈ C and γ, δ ∈ (0, ρ), the probability for any λ to lie inside A γ,δ (z) satisfies
Proof. The probability density function for λ has the form ψ(λ) =
If γ < δ,
The result holds in both cases. (Note that the bounds may highly overestimate the probability when A γ,δ (z) is not fully inside D ρ (0).) Lemma 3.3 gives a probability bound for λ to fall inside A γ,δ (z) when the eigenvalues are random and uniformly distributed in D ρ (0). Thus, if A is approximated bỹ A as in Theorem 3.2, then the probability of incorrectly counting λ for # Λ (A, C γ (z)) is at most P. IfÃ is an HSS approximation as in Lemma 3.1, δ can be chosen to be a strict upper bound for the error in (3.2).
In addition, Lemma 3.3 means that, the larger ρ is or the smaller δ and γ are, the less likely λ falls inside A γ,δ (z). In particular, later in our eigensolver, since the search region is recursively partitioned into smaller ones, γ gets smaller along the partition and so does the probability P. This combined with Theorem 3.2 means that it is more likely to get reliable eigenvalue counts based onÃ. Lemma 3.3 assumes the circle C γ (z) is fixed and the eigenvalues are random. We can also assume an eigenvalue λ is fixed and C γ (z) is random, and study the probability of A γ,δ (z) to include λ. 
Proof. The probability density function for γ has the form φ(γ) = { 1 ρ , 0 <γ < ρ, 0, otherwise. By the law of total probability,
Similarly to the proof of Lemma 3.3, we can get
Thus,
We then give the probability for miscounting # Λ (A, C γ (z)) when the eigenvalues of A are random and A is approximated by an HSS formÃ. 1 and satisfies (3.3) . Also, suppose δ < ρ is a strict upper bound for the right-hand side in (3.2) for all the eigenvalues. Let P be given in (3.6) . Then for any integer α ≥ nP and any fixed z ∈ C and γ ∈ (0, ρ), (3.7)
Proof. According to Theorem 3.2,
Now from Lemmas 3.1 and 3.3, the eigenvalues satisfy
Letŷ be the number of eigenvalues inside A γ,δ (z). Since the eigenvalues are i.i.d., y has a binomial distribution with parameters P and n. Also, let y be a binomial random variable with parameters P and n. Thus, (3.8) and (3.9) yield
Since α ≥ nP, by [34, Proposition 1], the tail probability of the binomial random variable y is bounded by
The result then follows. The theorem can be understood as follows. Due to the term P α , roughly speaking, the probability of miscounting the eigenvalues by α decays exponentially with α for reasonably small P. Thus, the probability is very small even for modest α. This is sufficient for us since we only need an estimate of the count.
To give an idea of this probability bound in (3.7), we show it with different eigenvalue perturbation errors δ. See Table 3 .1, where the parameters correspond to a matrix in Example 1 below. Clearly, even though δ is not very small, the probability of miscounting the number of eigenvalues by α > 2 is extremely low. When α slightly increases and/or δ decreases, the probability decreases rapidly.
We would also like to mention that Theorem 3.5 is still a very conservative estimate. For example, consider A to be the matrix with size n = 1600 in Example 1 below. LetÃ be an HSS approximation obtained with a relative tolerance τ = 10 −1 , 10 −2 , . . . , 10 −5 . We run the eigenvalue counts for 100 randomly selected circles. For 57 of the cases, we get the exact counts for all these τ 's. For the other cases, # Λ (A, C γ (z 0 )) and # Λ (Ã, C γ (z 0 )) differ by a very small number with τ = 10 Table 3 .2 also shows the HSS ranks r. Note that when τ reduces from 10 −1 to 10 −4 (and all the counts then become exact), the HSS rank increases from r = 4 to r = 11. Since HSS factorization and solution have asymptotic complexities O(r 2 n) and O(rn) [60] , respectively, using τ = 10 −1 makes the factorization about 7.6 times faster and the solution about 2.8 times faster than using τ = 10 −4 . For examples where the HSS ranks are higher, the difference is even bigger. See Example 2 below. This clearly demonstrates the benefit of low-accuracy matrix approximations for the eigenvalue count.
Our fast contour-integral eigensolver.
In this section, we show the design of our fast contour-integral eigensolver for finding a partial spectrum or the full spectrum of A. We will start from an initial contour that encloses the desired eigenvalues, and then repeatedly quadsect the search region into smaller subregions. When the total number of desired eigenvalues is large, a significant amount of efforts is to make sure each subregion includes no more than a certain number of eigenvalues. Before a contour gets very close to the eigenvalues, the discussions in the previous section indicate that we can use low-accuracy approximations to A to obtain a reliable count of the eigenvalues enclosed by the contour.
We first briefly review the non-Hermitian FEAST algorithm, and then discuss our fast eigensolver based on several strategies for accelerating the FEAST algorithm.
Review of the non-Hermitian FEAST algorithm.
The basic procedure of the FEAST algorithm for non-Hermitian matrices is as follows [33, 36, 41, 48, 62] . Consider the case when Γ in (1.4) is a circle C γ (z 0 ). The matrix Z in (1.5) is used to extract an approximation to the eigenspace span{x 1 , x 2 , . . . , x s }. Φ in (1.4) can be approximated by numerical integration:
where z j = z 0 + γe iπtj , j = 1, 2, . . . , q are the mapped quadrature nodes on C γ (z 0 ). Then Z can be approximated by
where c j = w j (z j − z 0 ) and S j 's are solutions to the shifted linear systems
Solve the linear systems and evaluate Z, which is used to compute the desired eigenpairs in Rayleigh-Ritz iterations. This is summarized in Algorithm 1.
Algorithm 1 Basic FEAST algorithm with projected subspace iteration [41, 62]
Input: A, C γ (z 0 ) (contour) Output: ( Λ, X) (eigenvalues inside C γ (z 0 ) and the corresponding eigenvectors)
Y ← n ×ŝ Gaussian random matrix 
Q ← orthonormal basis of Z ◃ This is important and is added in [62] In steps 2-3 of Algorithm 1, it is sufficient for convergence when the initial subspace sizeŝ is not smaller than the actual eigenvalue count. To ensure a good overall convergence rate, it is preferable to makeŝ a little larger than the actual eigenvalue count [25, 41] . In the iterations, after step 11, ( Λ, X) gives the Ritz pairs of A. It is easy to identify spurious eigenvalues by either checking whether they are inside Γ or computing the relative residuals. Discussions on the convergence criteria can be found in [25, 33, 62] .
Fast contour-integral eigensolver.
Our fast contour-integral eigensolver includes two major stages.
1. Quadsection stage. Start from an initial search region, estimate the number of eigenvalues inside. If the number is much larger than a given threshold, quadsect the region into subregions. Then repeat the procedure. This stage involves eigenvalue counts with low-accuracy structured matrix approximations as discussed in Section 3. Fast structured matrix factorization, factorization update for varying shifts, and fast structured solution will be used. 2. Subspace iteration stage. In the subregions generated by the previous stage, apply projected subspace iteration as in the FEAST algorithm, where structured accelerations for the matrix factorizations and linear solutions also apply if A is rank structured. We focus on rank structured A, and adaptively control the accuracy of its HSS approximationÃ. Lower accuracies are used for the eigenvalue count, and higher accuracies are used for the eigenvalue solution. For convenience, our discussions are based on search regions enclosed by circles.
Structured factorization update for varying shfits.
Both the quadsection stage and the subspace iteration stage involve solutions of linear systems of the following form for multiple shifts µI:
We precompute a ULV factorization for the HSS matrixÃ with the algorithms in [8, 60, 61] and it costs O(r 2 n) flops, where r is the HSS rank ofÃ. Then for each shifted matrix µI −Ã, we can update the ULV factorization, and the ULV factors are used to solve (4.3). If µ is set to be z j in (4.2), we can get an approximation to S j . This shifted ULV factorization is an extension of the Hermitian version in [56] . Suppose the HSS generators ofÃ are D i , U i , V i , R i , W i , B i as defined in Section 3.1. We briefly outline the ULV factorization procedure forÃ in [8, 60] without justification, and then show which steps can be updated to quickly get the factors of µI −Ã. For notational convenience, we present the update forÃ − µI.
First, for a leaf node i of the HSS tree, compute a QR factorization
and apply Q T i to the block row on the left. This needs to modify D i as
where the partition is done so thatD i;2,2 is a square matrix with the same row size asŨ i . Second, perform an LQ factorization of the first block row ofD i :
) , and apply P T i to the corresponding block column on the right. This needs to updatẽ D i and V i (with conformable partitions):
Then L i;1,1 can be eliminated, which corresponds to the elimination of node i. Similarly, eliminate the sibling node j of i. The parent node then becomes a new leaf corresponding to D, U, V generators (4.6)
) ,
,
respectively. We can then repeat the steps on the parent node. Now, when the shifted HSS matrixÃ − µI is considered, a significant amount of computations can be saved:
• No HSS construction is need forÃ − µI, since all the generators remain the same except the D i generators which just need to be shifted as:
• In the ULV factorization, (4.4) remains unchanged.
• (4.5) can be quickly updated as
This avoids a dense block multiplication.
• In (4.6), the following multiplications remain unchanged:
Thus, the entire HSS construction cost and part of the ULV factorization cost are saved. The steps (4.4), (4.5), and (4.7) can be precomputed. For convenience, we call these operations the pre-shift factorization. The remain operations are to be done for each shift µI in a post-shift factorization. Assuming the leaf level diagonal block size is 2r as often used [60] , then the costs for the precomputations and the update are given in Table 4 A similar precomputation strategy can also be applied when a type of structurepreserving HSS construction in [61] is used. The corresponding pre-shift factorization cost is 6r 2 n, which is about 30% of the total factorization cost 58 3 r 2 n [61, Section 3.6]. The algorithm is similar to that of the one mentioned above is thus omitted.
Fast eigenvalue count.
To count the eigenvalues inside a circle C γ (z 0 ), we choose a random matrix Y with a small column size m and evaluate Z just like in (4.1). Then (3.1) becomes
As in [62] , we can start from m that is very small and gradually increase it. The algorithm stops if the estimate converges to a number s smaller than a prespecified threshold k or if the estimate is much larger than k. The selection of k will be discussed in Section 4.2.4 based on an optimality condition. In addition, we may even use a power method similar to [23] to improve the quality of this estimator. As discussed in Section 3, we use a low-accuracy HSS approximationÃ ≈ A to evaluate Z in (4.8).Ã may be constructed directly with an algorithm in [60] or via randomization. The randomized HSS construction in [61] is used here. It is especially attractive when A can be quickly applied to vectors. In the construction, we first compute the product of A and a skinny random matrix (with column size equal to r plus a small constant). This product is adaptively modified to yield the product of each off-diagonal block of A and a certain subblock of the random matrix, so as to apply randomized compression to produce the relevant basis matrices. The reader is referred to [ 2 ) is the most general case when the construction is performed directly on a dense matrix A. Sometimes when A results from discretizations of certain kernels, then an analytical construction can be done quickly [7] .
The shifted factorization update in the previous subsection is then applied tõ A. This leads to the fast eigenvalue count method in Algorithm 2. Following the discussions in Section 2, the Trapezoidal rule is used for the numerical integration. In addition, Section 3 also means that we can use a smaller number of quadrature points in the eigenvalue counts than in the later subspace iterations.
Algorithm 2 Fast eigenvalue count
Input: HSS factors ofÃ (from precomputations); C γ (z 0 ) (contour); k (threshold for eigenvalue count)
m ← a small integer ◃ Initial number of random vectors 3: Y ← n × m random matrix 4:
Update the HSS factors ofÃ to get those of z j I −Ã, j = 1, . . . , q 7: repeat ◃ Adaptive estimate of the eigenvalue count 8:
◃ Current-step estimate of the eigenvalue count 11: if s remains the same for some consecutive steps then
12:
Return ◃ Estimate count is identified 13: else ◃ Attaching one extra vector a time; multiple may be attached 14: Y ← random vector 15: m ← m + 1 16: end if 17: until s is much larger than k ◃ Further partitioning of the region is needed 18: end procedure 4.2.3. Structured FEAST eigenvalue solution with deflation. For a subregion, if the approximate eigenvalue count s is smaller than or near the threshold k, we then solve for the eigenpairs with a structured FEAST algorithm. The FEAST Algorithm 1 can be accelerated with a high-accuracy HSS approximationÃ to A. Similarly to Algorithm 2, the factorizations and solutions can be performed in HSS forms. In particular, the structured factorization update for varying shifts can greatly save the cost. Moreover, the matrix-vector multiplications needed to form the reduced problem (step 10 of Algorithm 3) can also be performed quickly in HSS forms.
In practice, due to different convergence rates of the eigenpairs in the subspace iteration, a deflation technique called locking [31, 42] is often used to save some computation costs. Those eigenpairs that have already converged to a desired accuracy can be locked and excluded from later iterations. This structured FEAST algorithm with deflation is summarized in Algorithm 3.
Algorithm 3 Structured FEAST eigenvalue solution with subspace iteration and deflation
Input: HSS factors ofÃ (high-accuracy approximation of A); C γ (z 0 ) (contour); s (eigenvalue count) Output: ( Λ, X) (eigenvalues inside C γ (z 0 ) and the corresponding eigenvectors) 2:
Update the HSS factors ofÃ to get those of z j I −Ã, j = 1, . . . , q 4:
Y ← n × ( 
until convergence 19: end procedure 4.2.4. Algorithm for all eigenpairs, complexity, and optimal threshold for subregion eigenvalue count. To find a large number of eigenpairs or even all the eigenpairs of A, we recursively partition the search region into smaller subregions until each target subregion contains no more than k eigenvalues, where k is the eigenvalue count threshold. The structured FEAST algorithm is then applied to each target subregion to find the eigenpairs.
Discussion on the initial search region will be given in Section 4.3. For convenience, we assume all the intermediate search regions are squares. (In practice, depending on the actual problem, the regions may be made more flexible and more pre-cise.) For each square, we estimate the number of eigenvalues based on # Λ (Ã, C γ (z 0 )) in Algorithm 2, where C γ (z 0 ) is the smallest circle that encloses the square. Since the area of D γ (z 0 ) is about 1.57 times the area of the square, this gives an intuitive way of choosing the column size in step 5 of Algorithm 3, which is suggested in [25, 41] to be around 1.5 times the actual eigenvalue count. In practice, Algorithm 3 may then find eigenvalues belonging to neighbor subregions (squares). In this case, we can deflate those eigenvalues when the neighbor subregions are visited.
The complete algorithm of our fast eigensolver is summarized in Algorithm 4, where we assume A can be approximated accurately by an HSS form in step 14. Then the low-accuracy HSS approximation in step 3 can be simply obtained by appropriate truncations.
Algorithm 4 Fast structured non-Hermitian contour-integral eigensolver
Input: A (explicit or implicit via matrix-vector multiplications); Γ (contour that encloses desired eigenvalues); k (threshold for subregion eigenvalue count) Output: (Λ, X) (partial or full spectrum of A) ◃ 2D Quadsection stage
Push the initial search region enclosed by Γ onto a stack S 3:Ã ≈ A ◃ Low-accuracy HSS construction for A and ULV factorization 4: while S ̸ = ∅ do
5:
Pop a subregion R i from S
6:
Find the smallest circle C γ (z 0 ) that encloses R i 7:
Mark R i as a target subregion 10:
Quadsect R i into 4 subregions and push the subregions onto S 
for each target subregion R i do 17:
(with minor modifications)
18:
end for 20: end procedure
We now analyze the asymptotic complexity of Algorithm 4 for finding all the eigenpairs of a matrix A with maximum off-diagonal (numerical) rank r, and also decide the optimal threshold k. Due to the nature of quadsection, a quadtree can be used to organize the process. Each node of the tree represents a subregion, and the leaf nodes represent the target subregions with roughly k eigenvalues or less. Note that this tree may be unbalanced.
Due to the independence of the computations for non-overlapping subregions, the complexity is directly related to the number of nodes in the quadtree. Without loss of generality, suppose each leaf of the tree corresponds to a subregion with about k eigenvalues, so that the tree has O( n k ) leaves and also O( n k ) nodes. (This modest assumption just eliminates extreme cases where the eigenvalues are highly clustered so that the tree has too many empty nodes. In fact, as long as each node is nonempty, the quadtree has at most n leaves and the asymptotic complexity count would remain about the same for small r.) The computation costs of some basic operations are listed in Table 4 .2. 
In the quadsection stage, the eigenvalue count Algorithm 2 is performed for every node of the quadtree. The HSS construction cost will be counted in the eigenvalue solution stage since the low-accuracy HSS approximation can be obtained from truncation. We count the costs associated with each node. A smaller HSS rank (r ≤ r) is used in the low-accuracy HSS approximation, and the pre-shift ULV factorization costs ξ 1,0 = O(r 2 n). The post-shift factorization update costs
where q is the number of quadrature nodes and is small (see Section 2). Approximating (4.1) needs to solve m systems and to add q solution matrices, where m is in (4.8).
The cost is
All the trace computations for (4.8) cost ξ 1,3 = O(m 2 n). Thus, the total cost for the quadsection stage is
where we have relaxed m to be k, although m may be actually a very small constant and much smaller than k.
In the second stage, we use Algorithm 3 to solve for the eigenpairs in the subregions associated with all the leaves of the quadtree. A high-accuracy HSS approximation and the pre-shift ULV factorization cost no more than ξ 2,0 = O(rn 2 ) + O(r 2 n) in the precomputation. We then count the costs associated with each leaf. Similar to the above, the post-shift factorization update costs
The linear system solutions for the quadrature approximation costs
where β is the number of iterations and is assumed to be bounded since it is usually small. Getting the orthonormal basis costs ξ 2,3 = O(k 2 n). Forming the reduced matrixÂ via HSS matrix-vector multiplications costs
Solving the reduced eigenvalue problem and recovering the eigenvectors of A costs
The cost for this stage is then
Therefore, due tor ≤ r, the total computation cost is
We can then use this to decide the optimal threshold k that minimizes ξ. 
Proof. In (4.9), the term O(k 2 n)+O(kn 2 ) increases with k, and the term O In addition, the backward stability of relevant HSS construction and factorization algorithms has been studied in [54, 55] .
Applications and initial search region.

Applications and extensions.
Our fast contour-integral eigensolver has a wide range of applications. One category of matrices is rank structured A, and selected examples include:
• Banded matrices, where the HSS rank r is the bandwidth and the HSS form can be obtained on the fly. If the bandwidth is finite, the cost (4.10) to find all the eigenpairs is ξ = O(n 2 ). Banded eigenvalue problems arise in many computations and applications. For example, tridiagonal eigenvalue solution is needed in one type of non-Hermitian eigensolvers that reduce more general matrices (such as complex symmetric ones) to tridiagonal forms. Banded nonHermitian eigenvalue problems also appear in the study of some 1D PDEs and in sparse neural networks [1] .
• Companion matrices, where the HSS rank is r = 2 and the HSS form can be directly written out. Companion eigenvalue solution is usually used to find the roots of univariate polynomials. Our algorithm can achieve the same asymptotic complexity O(n 2 ) as other fast QR-type companion eigensolvers (e.g., [10] ). However, since the companion matrix has more delicate structures that are not fully utilized here, the actual cost is likely higher than that in [10] . On the other hand, the scalability is likely better due to the partitioning of the search region into independent subregions.
• Toeplitz matrices, which in Fourier space have HSS ranks r = O(log n) and the HSS construction costs O(n log 2 n) [61] . The cost (4.10) is ξ = O(n 2 log n). Toeplitz eigenvalue problems are often involved in the studies of time series, wave phenomena in periodic lattices, quantum spin chains, and many other physics and engineering problems [11, 12, 16, 32, 39] .
• Some kernel functions (e.g., 1/|x−y| and log |x−y|) discretized on 1D curves, where r = O(log n) and the HSS construction costs O(n log n) [7] . The cost (4.10) is ξ = O(n 2 log n). Related eigenvalue problems appear in the studies of radial basis functions and integral kernels, in data science areas such as spectral clustering and kernel principal component analysis [46] , and in some physics areas such as entanglement theory [35] . For the last two examples, a much smaller HSS rankr may be used for the eigenvalue counts. In addition, the matrix-vector multiplication needed in forming the reduced eigenvalue problem can also be quickly conducted using FFTs or the fast multipole method (FMM) [22] .
Another category is A with slowly decaying off-diagonal singular values, where a low-accuracy compact HSS approximation can be used to accelerate the eigenvalue count. Examples include some discretized kernel functions in two dimensions. Potential applications of our methods also include more general matrices where the eigenvalues are roughly uniformly distributed, so that a low-accuracy matrix approximation has a high probability of reliably counting the eigenvalues.
For some cases, extensions and modifications can be made to accommodate additional matrix properties. For some structured sparse problems [58, 59] , we may extend our eigensolver by replacing the HSS methods by structured sparse factorizations, where low-accuracy HSS approximations are used for the intermediate fill-in. This is particularly effective for discretized elliptic PDEs. For cases such as those with tensor product structures, the structured approximation and factorization costs may be significantly reduced. See [20, 21] for some examples, where the structured approximation cost is sublinear in n. Tensor structured methods for the eigenvalue solution of these problems can be found in [28] . For such problems, when n is large, it may be more practical to use our method to extract selected eigenvalues.
We can also adopt the eigensolver to extract certain specific types of eigenvalues, such as the real ones. This will be useful in applications such as control. The search for eigenvalues is then restricted to the real line. More effective filter functions can be designed by setting the contour close to the interval, e.g., with a flat ellipse [25] .
Determining the initial search region.
When Algorithm 4 is used to find the entire spectrum, it requires an initial search region. There are many strategies to obtain the region, such as the estimation of the spectral radius and the study of inclusion regions for the field of values. Depending on specific applications, efficient and effective estimations may be available. Here, we just briefly mention the most basic and general method based on the spectral radius. To estimate the spectral radius, we may use the Gershgorin theorem, an estimate of certain matrix norms, or the following well-known result. For A with fast matrix-vector multiplications, we may choose an appropriate j and estimate ∥A j ∥ 1 using Hager's method or a randomized Hager's method [23] .
For some matrices, it may be quick to find ||A|| 1 exactly. For example, if A is a Toeplitz matrix, let u be its first column and v T be its first row. We can compute
If A is a companion matrix, other than the bound from ||A|| 1 , we can find a nearly optimal bound on the eigenvalues based on a result for the roots of a polynomial
|λ| ≤ 2 max ( a n−1 a n , a n−2 a n
5. Numerical experiments. Now, we show the performance of our fast eigensolver (FastEig Algorithm 4) for some test examples. In order to observe how the complexity depends on the matrix size n, we use quadsection to find all the eigenpairs and report the total clock time. The structure-preserving HSS construction and the corresponding shifted factorization schemes mentioned at the end of Section 4.2.1 are used. Since our eigensolver uses structured direct linear solutions in the intermediate computations, some comparisons are performed with structured direct solutions without our acceleration techniques for one example. (Standard dense direct solvers are obviously much slower and are thus not compared.) It will demonstrate the benefits of the shifted structured factorization update and the eigenvalue count with low-accuracy HSS approximations.
The maximum number of subspace iterations is set to be 10. We report several different accuracy measurements:
• e i = |λi−λi| |λi| : relative error, whereλ i is the computed eigenvalue and the eigenvalue returned by the Intel MKL subroutine ZGEEV is treated as the exact eigenvalue λ i ;
relative error as used in [52] ;
: relative residual, wherex i is the computed eigenvector;
: relative residual as used in [24] .
• mean(·): geometric mean. The algorithm is implemented in (sequential) Fortran using the Intel Math Kernel Library (MKL) and Intel Fortran compiler. All the tests are done on an Intel Xeon-E5 processor with 64 GB memory on Purdue's computing cluster Conte. In the first example, we also compare the performance of our eigensolver with the Intel MKL subroutine ZGEEV, which is based on QR iterations. Example 1. First, consider a Cauchy-like matrix A of the form
where s i = e 2iπi/n and t j = e (2j+1)πi/n are located on the unit circle, and {u i } n i=1 and {v j } n j=1 are random. The matrix is related to the discretization of G(s, t) = 1 s−t and is known to be rank structured. Table 3 .2 above includes the HSS ranks for one matrix size. That table already shows how low-accuracy HSS approximation can be used to reliably estimate the eigenvalue counts.
According to FMM, the maximum off-diagonal numerical rank is O(log n). The complexity of the eigensolver is then expected to be O(n 2 log n). In the test, we let the matrix size n range from 1, 600 to 25, 600. We use relative tolerance τ 1 = 10 −1 for the HSS compression in the quadsection stage and τ 2 = 10 −8 in the eigenvalue solution stage. The clock times are reported in Figure 5 .1 for reaching modest accuracies in Table 5 .1, and are compared with the runtimes of the Intel MKL subroutine ZGEEV. Two reference lines for O(n 2 log n) and O(n 3 ) are also included. We can see that the CPU times are roughly consistent with the complexity analysis. In fact, the slope for the plot of FastEig is significantly lower. The crossover point between these two algorithms for this particular test can also be observed. Example 2. Next, consider A to be a discretized matrix from the Foldy-Lax formulation for studying scattering effects due to multiple point scatters [15, 37] . Let Here, ω = 4π and σ j is random in (0, 1), as used in [2] .
If the problem is discretized on one dimensional meshes, we observe performance similar to that in the previous example. Thus, we only consider A resulting from the discretization of (5.1) on M × N regular meshes with equidistance h = 0.1 in each direction. The matrix has order n = M N . Here, we fix M = 20 and let N increase from 80 to 1, 280. We use a rank bound 40 in the quadsection stage and a relative tolerance τ = 10 −8 in the eigenvalue solution stage. In this case, the offdiagonal ranks are much higher than in the pervious example, so that our acceleration strategies make a significant difference.
Since our eigensolver involves direct linear solutions, we give some comparisons with different structured direct solution methods, depending on whether to use shifted factorization update in the linear solutions and/or low-accuracy approximation for the eigenvalue count. The timings are given in Figure 5 .2. We can observe the overall complexity of O(n 2 log n). The scaling of the complexity is much better than that of ZGEEV (though it needs larger n to see a significant advantage in timing). We can also see how the acceleration strategies help to improve the performance. In particular, we show in Table 5 .2 the detailed time for one of the matrices. The shifted factorization update accelerates both the quadsection stage and the subspace iteration stage. By using low-accuracy HSS approximations for the eigenvalue count, the cost of the quadsection stage becomes significantly lower. The benefit of the low-accuracy HSS approximation can also be seen from another aspect. Table 5 .3 lists the HSS ranks ofÃ used in the two stages of FastEig. A small rank in the eigenvalue counts leads to significant savings. The accuracies of the eigenpairs are given in Table 5 .4. In addition, Figure 5 .3 illustrates how the quadsection of the search region is performed. 6. Conclusions. In this paper, we have designed a fast contour-integral eigensolver based on a series of analytical and computational techniques. We show that the Trapezoidal rule is an ideal quadrature for constructing filter functions in contourintegral eigenvalue solutions. This is based on the study of the decay away from the unit circle. We then provide a strategy to use low-accuracy matrix approximations to achieve reliable eigenvalue counts. Such counts are either exact or only off by a small number with low probabilities under some assumptions. Probability estimates are given. In the eigenvalue count algorithm and the FEAST algorithm, rank structured methods are used to accelerate the computations, especially the factorization update for varying shifts. The eigensolver may be used to find a large number of eigenvalues or the full spectrum in a quadsection framework, where we derive an optimal threshold for the number of eigenvalues within each subregion. The eigensolver has nearly O(n 2 ) complexity for rank structured matrices, and some strategies can also benefit more general matrices. Due to the nice scalability of both contour-integral eigensolvers and HSS methods, our algorithms have a great potential to be parallelized. We plan to produce a scalable implementation. We are also in the process of extending the methods to more general matrix classes and matrices with clustered eigenvalues.
