Infinite dimensional Ornstein-Uhlenbeck processes with unbounded
  diffusion - Approximation, quadratic variation, and It\^o formula by Karlsson, John & Löbus, Jörg-Uwe
ar
X
iv
:1
50
3.
05
32
2v
4 
 [m
ath
.PR
]  
20
 Fe
b 2
01
6
Infinite dimensional Ornstein-Uhlenbeck processes with
unbounded diffusion – Approximation, quadratic variation, and
Itoˆ formula
John Karlsson and Jo¨rg-Uwe Lo¨bus
Matematiska institutionen
Linko¨pings universitet
SE-581 83 Linko¨ping
Sverige
Abstract The paper studies a class of Ornstein-Uhlenbeck processes on the classical Wiener space. These
processes are associated with a diffusion type Dirichlet form whose corresponding diffusion operator is un-
bounded in the Cameron-Martin space. It is shown that the distributions of certain finite dimensional
Ornstein-Uhlenbeck processes converge weakly to the distribution of such an infinite dimensional Ornstein-
Uhlenbeck process. For the infinite dimensional processes, the ordinary scalar quadratic variation is cal-
culated. Moreover, relative to the stochastic calculus via regularization, the scalar as well as the tensor
quadratic variation are derived. A related Itoˆ formula is presented.
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1 Introduction
Over the past two decades, infinite dimensional diffusion processes have become a central focus of
stochastic analysis. One important class of infinite dimensional stochastic processes is the set of
Ornstein-Uhlenbeck type processes.
We wish to investigate a fairly accessible representative of the relatively abstract class of infinite
dimensional stochastic processes with unbounded diffusion introduced in [15], [24], [4], and [13]. Ex-
istence and representation of standard elements of the stochastic calculus such as quadratic variation
and Itoˆ formula may convince that these processes fit in the general concept of infinite dimensional
stochastic processes. We would also like to emphasize that the just mentioned references deal with a
class of stochastic processes taking values in certain path spaces, i.e. in Banach spaces.
As a result of this paper, we have scalar as well as tensor quadratic variation and the corresponding
Itoˆ formula available for a class of infinite dimensional Ornstein-Uhlenbeck processes with unbounded
diffusion. For this we have used the recently developed stochastic calculus via regularization, see [22],
[7], and [8]. Even if the diffusion of such infinite dimensional Ornstein-Uhlenbeck processes is governed
by unbounded operators these processes can be weakly approximated by finite dimensional Ornstein-
Uhlenbeck processes.
Let C0([0, 1];R
d) denote the set of all continuous Rd-valued functions γ on [0, 1] with γ(0) = 0 and
let C0([0, 1];R
d) be endowed with the sup-norm. Introduce the following set of cylindrical functions
over Ω ≡ C0([0, 1];Rd)
Y :=
{
F (γ) = f (γ(s1), . . . , γ(sk)) , γ ∈ Ω : 0 < s1 < · · · < sk = 1,
s1, . . . , sk ∈
{
l
2n : l ∈ {1, . . . , 2n}
}
, n ∈ N, f ∈ C∞p ((Rd)k), k ∈ N
}
where C∞p ((R
d)k) denotes the set of all infinitely differentiable real functions f on (Rd)k such that all
its partial derivatives are of at most polynomial growth. For F as in the above definition of Y the
1
gradient operator D is given by
DsF (γ) =
k∑
i=1
(si ∧ s)(∇sif)(γ), s ∈ [0, 1], γ ∈ Ω,
where (∇sif)(γ) = (∇sif)(γ(s1), . . . , γ(sk)) denotes the gradient of the function f relative to the ith
variable while holding the other variables fixed. Let H denote the Cameron-Martin space, i.e. the space
of all absolutely continuous Rd-valued functions f on [0, 1], with f(0) = 0, equipped with inner product
〈ϕ, ψ〉H :=
∫
[0,1]
〈ϕ′(x), ψ′(x)〉Rd dx.
Moreover let Si, i ∈ N, be the ONB in H consisting of the Schauder functions. Denote by B the
σ-algebra of the Borel sets on Ω. Let ν denote the Wiener measure on (Ω,B). Let 0 < λ1 ≤ λ2 ≤ . . .
be a sequence of real numbers satisfying
∞∑
m=0
2−mλd2m <∞. (1.1)
This paper is concerned with an Ornstein-Uhlenbeck type Dirichlet form (E, D(E)) obtained by the
closure of the positive symmetric bilinear form
E(F,G) =
∫ ∞∑
i=1
λi〈DF, Si〉H 〈DG,Si〉H dν, F,G ∈ Y, (1.2)
on L2(ν). The Dirichlet form (E, D(E)) is a particular case of the set of Dirichlet forms associated with
a certain class of infinite dimensional processes with unbounded diffusion introduced and studied in
[15], [24], [4], and [13]. In particular, it has been shown in [13], Proposition 4.2, that condition (1.1) is
necessary and sufficient for closability of (E, Y ) on L2(ν). Furthermore, its closure (E, D(E)) on L2(ν)
is quasi-regular.
1.1 Main results
Let Gi, i ∈ N, be a sequence of independent one-dimensional Ornstein-Uhlenbeck processes, i.e. we have
dGi(t) = −Gi(t)dt+
√
2 dWi(t), t ≥ 0, for a sequence of independent one-dimensional Wiener processes
Wi, i ∈ N. This choice of Gi corresponds to the fact that Gi is related to the one-dimensional analogue
of E, namely E1(f, g) =
∫
f ′g′ ϕdx where ϕ denotes the standard normal density. In the present paper
we consider the Dirichlet form corresponding to (1.2) and show in Lemma 2.1 and Proposition 2.3 that
the associated stochastic process has the representation
Xt :=
∞∑
i=1
Gi(λit) · Si , t ≥ 0, (1.3)
where the right-hand side converges in the norm of C0([0, 1];R
d) almost surely.
The main result of Section 2 is that, provided that
∞∑
m=0
2−
m
2 · λd2m ·
(
max
d2m+1<i≤d2m+1
|Gi(0)|+m 12
)
<∞, (1.4)
the sequence of processes X
(n)
t :=
∑n
i=1Gi(λit) ·Si, t ≥ 0, converges in distribution to Xt, t ≥ 0, in the
space CC0([0,1];Rd)([0,∞)) of all continuous C0([0, 1];Rd)-valued trajectories.
In Section 3 we determine the scalar quadratic variation ofX . For this let L1([0, 1];Rd) denote the set
of all integrable Rd-valued functions γ on [0, 1] and let L1([0, 1];Rd) be endowed with the norm ‖γ‖1 :=∑d
i=1
∫ 1
0
|γi| dx where γ = (γ1, . . . , γd). We consider X as a process with either C0([0, 1];Rd)-valued
2
or L1([0, 1];Rd)-valued trajectories. Correspondingly, let ‖ · ‖ denote the norm in either C0([0, 1];Rd)
or L1([0, 1];Rd). Let ξi, i ∈ N, be a sequence of independent identically distributed standard normal
random variables and define
θ := 2E
∥∥∥∥∥
∞∑
i=1
λ
1
2
i ξiSi
∥∥∥∥∥
2

where we note that θ depends on the choice of the norm. Suppose now that
∞∑
m=0
2−
m
2 · λd2m+1 ·
(
max
d2m+1<i≤d2m+1
|Gi(0)|+m 12
)
<∞ (1.5)
and note the similarity to (1.4). Let τn = {0 = tn0 , tn1 , . . . , tnk(n) = T }, n ∈ N, be an arbitrary sequence
of partitions on [0, T ], T > 0 such that limn→∞ |τn| = 0. We show that in the ucp sense (uniform
convergence in probability)
[X ]t := lim
n→∞
∑
j:tnj ≤t
∥∥∥Xtn
j
−Xtn
j−1
∥∥∥2 = θt,
cf. Proposition 3.3. Furthermore in Proposition 3.5 we verify that for the scalar quadratic variation
relative to the stochastic calculus via regularization, cf. [22], [7], and [8], it holds that
1
δ
∫ t
0
‖Xs+δ −Xs‖2 ds −→δ→0 tθ ucp on t ∈ [0,∞).
The aim of Section 4 is to determine the tensor quadratic variation of the process X in the Banach
space L1([0, 1];Rd) ⊗̂piL1([0, 1];Rd) relative to the stochastic calculus via regularization. That is, we
examine
[X ]⊗t := lim
δ→0
∫ t
0
(Xu+δ −Xu)⊗ (Xu+δ −Xu)
δ
du
in the ucp sense with respect to the norm in L1([0, 1];Rd) ⊗̂piL1([0, 1];Rd). For this, let ξi, i ∈ N, be a
sequence of independent standard normal random variables and define
Θ := 2E
[( ∞∑
i=1
λ
1
2
i ξiSi
)
⊗
( ∞∑
i′=1
λ
1
2
i′ ξi′Si′
)]
.
Provided that we have (1.5) we prove
[X ]⊗t = tΘ, t ∈ [0,∞).
Section 5 is devoted to the Itoˆ formula corresponding to (1.3). Using recent results presented in [7]
and [8], our efforts in Sections 3 and 4 lead to
F (t,Xt) = F (0, X0) +
∫ t
0
∂
∂s
F (s,Xs) ds+
∫ t
0
B∗〈DF (s,Xs), dXs〉B
+
1
2
∫ t
0
(B ⊗̂piB)∗
〈
D2F (s,Xs),Θ
〉
(B ⊗̂piB)∗∗ ds
where B = L1([0, 1];Rd). We also verify that, for a certain class of cylindrical functions F , the expression
on the right hand side takes the well known form of the finite dimensional Itoˆ formula.
We would like to emphasize that infinite dimensional Ornstein-Uhlenbeck processes of the form (1.3)
allow a decomposition Xt = Yt + Zt +At, t ≥ 0, where
Yt =
∞∑
i=1
∫ t
u=0
e−λiu dWi
(
e2λiu − 1) · Si,
3
Zt = −
∑∞
i=1
∫ t
u=0 λie
−λiuWi
(
e2λiu − 1) du · Si, and At =∑∞i=1 e−λitGi(0) · Si. This decomposition is
reasonable since the process Y has independent increments. Independent increments are particularly
useful for calculating a quadratic variation. Furthermore under mild conditions, the parts Z and A
have a zero quadratic variation. In addition, we observe that the components Gi(λit) · Si of Xt =∑∞
i=1Gi(λit) ·Si are independent. In order to carry out the technical calculations of Sections 2–4 these
independences are crucial.
Several times we use results from extreme value theory which in part we derive in the appendix.
1.2 Some basic definitions
Let Ω ≡ C0([0, 1];Rd) := {f ∈ C([0, 1];Rd) : f(0) = 0} be the space of trajectories, endowed with the
norm ‖f‖ := sup{|fi(x)| : x ∈ [0, 1], i ∈ {1, . . . , d}} where f = (f1, . . . , fd) and f1, . . . , fd ∈ C0([0, 1];R).
Furthermore, let L1([0, 1];Rd) be endowed with the norm ‖f‖1 :=
∑d
i=1
∫ 1
0 |fi| dx where f = (f1, . . . , fd)
and f1, . . . , fd ∈ L1([0, 1];R). This choice of the norm in L1([0, 1];Rd) guarantees compatability with
the tensor product in Section 4.
Let (ej)j=1,...,d denote the standard basis in R
d and introduce the system of the Haar functions on
[0, 1] by
H1(t) = 1, t ∈ [0, 1],
H2m+k(t) =

2
m
2 if t ∈ [ 2k−22m+1 , 2k−12m+1 )
−2m2 if t ∈ [ 2k−12m+1 , 2k2m+1 ) k = 1, . . . , 2m, m = 0, 1, . . . .
0 otherwise
(1.6)
Also define
gd(r−1)+j := Hr · ej, r ∈ N, j ∈ {1, . . . , d},
and
Si(s) :=
∫ s
0
gi(u) du, as well as 〈Si, γ〉 :=
∫ 1
0
gi(u) dγu. (1.7)
Introduce
Y˜ :=
{
F (γ) = f (〈S1, γ〉, . . . , 〈Sk, γ〉) : f ∈ C∞p (Rk), k ∈ N
}
as well as
Y˜n :=
{
F (γ) = f (〈S1, γ〉, . . . , 〈Sk, γ〉) : f ∈ C∞p (Rk), k ≤ n
}
, n ∈ N.
Lemma 1.1. We have Y = Y˜ .
Proof. For the sake of clarity we concentrate on the case d = 1. We note that for any dyadic point
s ∈ [0, 1] we have γ(s) = ∫ 10 1[0,s](u) dγu. We also note that 〈Si, γ〉 can be written as
〈Si, γ〉 =
∫ 1
0
Hi(u) dγu
= 2c
∫ 1
0
1[0,s2](u) dγu − c
∫
1[0,s1](u) dγu − c
∫
1[0,s3](u) dγu
where for i = 2m+k,m = 0, 1, . . . , k = 1, . . . , 2m, we have c = 2
m
2 , s1 = (k−1)/2m, s2 = (2k−1)/2m+1,
and s3 = k/2
m. Thus, any element of Y˜ belongs to Y . As for the converse direction, we note that for
any dyadic s ∈ [0, 1] it holds that
1[0,s](u) =
Ns∑
i=1
αiHi(u)
for some Ns ∈ N and α1, . . . , αNs ∈ R. The statement follows.
4
2 Finite dimensional approximation of the infinite dimensional
process
In this section we turn our attention to finite dimensional Dirichlet forms (En, D(En)), n ∈ N, on
suitable finite dimensional subspaces of L2(ν) given by the closure of
En(F,G) =
∫ n∑
i=1
λi〈DF, Si〉H 〈DG,Si〉H dν, F,G ∈ Y˜n, (2.1)
where 0 < λ1 ≤ λ2 ≤ . . . is a sequence of constants. We assume that for a sequence of independent
one-dimensional standard Wiener processes Wi, i ∈ N, we have
dGi(t) = −Gi(t)dt+
√
2 dWi(t), t ≥ 0. (2.2)
In particular, with a non-random initial value Gi(0) the variable Gi(λit) is N(Gi(0)e
−λit, 1 − e−2λit)-
distributed, t > 0. In other words theGi are independent Ornstein-Uhlenbeck processes on R . Therefore
we have
dGi(λit) = −λiGi(λit) dt+
√
2λi dVi(t), i ∈ N,
where Vi = 1/
√
λi Wi(λit) is a Wiener process. Consequently Gi(λi·) is associated with the L2(R)-
generator f ≡ f(x) 7→ λif ′′(x)−λixf ′(x) and hence with the bilinear form (f, g) 7→ λi
∫
f ′(x)g′(x)ϕ(x)dx,
f, g ∈ C∞p (R). Since Si, i ∈ N, is an orthonormal basis in the Cameron-Martin space and the Gis are
independent, the stochastic process
X
(n)
t =
n∑
i=1
Gi(λit) · Si, t ≥ 0, n ∈ N, (2.3)
is associated with the bilinear form (En, D(En)) given by (2.1). On the other hand, we recall from [13],
Proposition 5.2, that (E, D(E)) given by the closure of
E(F,G) =
∫ ∞∑
i=1
λi〈DF, Si〉H 〈DG,Si〉H dν, F,G ∈ Y˜ , (2.4)
is a quasi-regular Dirichlet form on L2(ν) provided that
∑∞
m=0 2
−m · λd2m <∞. The objective of this
section is to identify the stochastic process which is associated with (E, D(E)) and to approximate it by
the sequence X(n). Lemma 2.1 - Proposition 2.3 are devoted to the well-definiteness and association
with (E, D(E)) of the limit process.
Lemma 2.1. Assume that the processes Gi(λit), t ≥ 0, i ∈ N, have been started with non-random
initial values Gi(0) ∈ R, i ∈ N, such that
∑∞
i=1 |Gi(0)|Si(s) converges in C0([0, 1];Rd). Let X0 :=∑∞
i=1Gi(0)Si(s). Then almost surely the sum
∑∞
i=1 |Gi(λit)| · Si, and hence
Xt :=
∞∑
i=1
Gi(λit) · Si, (2.5)
converges in C0([0, 1];R
d) uniformly for all t ≥ 0.
Proof. We know that Gi(λit) is N(Gi(0)e
−λit, 1−e−2λit)-distributed and that for any standard normal
random variable ξ we have P (ξ > x) ≤ 1√
2pix
e−
x2
2 , x > 0, see e.g. [18], Appendix II, Lemma 3.1. Thus
it holds for all i ∈ N, all t ≥ 0, and all y > |Gi(0)|e−λit that
P (|Gi(λit)| > y) ≤
√
2√
pi (y − |Gi(0)|e−λit) · exp
{
−1
2
(
y − |Gi(0)|e−λit
)2}
.
5
Next we track down the numbering of the Schauder functions Si, i ∈ N. Let i = d(r − 1) + j,
j ∈ {1, . . . , d}, and for r ≥ 2, let r = 2m + k where m ∈ {0, 1, . . .}, k ∈ {1, . . . , 2m}. Now set n(i) := m
if i ≥ 2d+ 1. We obtain
∞∑
i=2d+1
P
(
|Gi(λit)| > |Gi(0)|e−λit +
√
2n(i)
)
≤ 1√
pi
∞∑
i=2d+1
1√
n(i)
e−n(i)
=
1√
pi
∞∑
m=1
d2m
1√
m
e−m <∞.
The Borel-Cantelli lemma states now that ν-a.s. there is an i0 such that
|Gi(λit)| ≤ |Gi(0)|+
√
2n(i), i > i0.
Thus for m such that d2m + 1 > i0 we have∣∣∣∣∣
∞∑
i=d2m+1
G(λit)Si(s)
∣∣∣∣∣ ≤
∞∑
i=d2m+1
|G(λit)|Si(s) ≤
∞∑
i=d2m+1
|Gi(0)|Si(s) +
∞∑
i=d2m+1
√
2n(i)Si(s)
≤
∞∑
i=d2m+1
|Gi(0)|Si(s) +
∞∑
m′=m
√
2m′2−
m′+2
2 , s ∈ [0, 1]. (2.6)
We have used the fact that for any s ∈ [0, 1] there is just one d2m′ < i ≤ d2m′+1 such that Si(s) 6= 0.
The last chain of inequalities implies the lemma.
We are now interested in the semigroup associated with the process (2.5). For a point y ≡∑∞
i=1 yiSi ∈ C0([0, 1];Rd) with yi ∈ R, i ∈ N, introduce
Tty :=
∞∑
i=1
yie
−λitSi
and
Uty :=
∞∑
i=1
yi
(
1− e−2λit) 12 Si , t > 0.
Define µt := ν ◦U−1t , t > 0. Let Cb(C0([0, 1];Rd)) denote the space of all bounded continuous functions
on C0([0, 1];R
d).
Proposition 2.2. (Mehler semigroup representation) Let X0 :=
∑∞
i=1Gi(0)Si be non-random such
that
∑∞
i=1 |Gi(0)|Si converges in C0([0, 1];Rd), cf. Lemma 2.1. Furthermore let Xt be given by (2.5)
and consider an arbitrary F ∈ Cb(C0([0, 1];Rd)) ∪ Y˜ . Under these conditions we have
EX0 [F (Xt)] =
∫
F (TtX0 + y) µt(dy) , t > 0.
Proof. It is sufficient to prove the claim for all cylindrical functions F ∈ Y˜ since Cb(C0([0, 1];Rd))∩ Y˜ is
dense in Cb(C0([0, 1];R
d)) with respect to the L1(ν)-norm by the following reasoning. According to the
approximation property as presented in [1] Theorem I.5.7 the simple cylindrical functions are dense in
the set of all simple functions on C0([0, 1];R
d) with respect to the L1(ν)-norm. Noting that the simple
functions on C0([0, 1];R
d) are dense in L1(ν) and simple cylindrical function are dense in Y˜ with respect
to the L1(ν)-norm we may conclude that Cb(C0([0, 1];R
d)) ∩ Y˜ is dense in Cb(C0([0, 1];Rd)).
For i ∈ N and t > 0 let
ψ
(i)
t,Gi(0)
(x) , x ∈ R, be the density of N (Gi(0)e−λit, 1− e−2λit)
6
and note that ψ
(i)
t,Gi(0)
is the density of the process Gi(λit) at time t > 0 when started in Gi(0). We
have
EX0 [F (Xt)] = EX0
[
F
( ∞∑
i=1
Gi(λit)Si
)]
= EX0 [f (G1(λ1t), . . . , Gk(λkt))]
=
∫
. . .
∫
f (y1, . . . , yk)ψ
(1)
t,G1(0)
(y1) . . . ψ
(k)
t,Gk(0)
(yk) dy1 . . . dyk
=
∫
. . .
∫
f
(
y1 +G1(0)e
−λ1t, . . . , yk +Gk(0)e−λkt
)
ψ
(1)
t,0 (y1) . . . ψ
(k)
t,0 (yk) dy1 . . . dyk
=
∫
F (TtX0 + y) µt(dy).
Proposition 2.3. Suppose
∑∞
m=0 2
−m · λd2m < ∞. Then the process (2.5) is associated with the
Dirichlet form (E, D(E)) in the sense of
lim
t→0
∫
F − E·[F (Xt)]
t
·H dν = E(F,H), F,H ∈ Y˜ .
Proof. Let ϕ denote the density of N(0, 1). Using the notation of the proof of Proposition 2.2 and
H(γ) = h (〈S1, γ〉, . . . , 〈Sk, γ〉) all we have to verify turns out to be a well-studied calculation in finite
dimension,
lim
t→0
∫
F − E·[F (Xt)]
t
·H dν
= lim
t→0
1
t
∫ (∫
f(x1, . . . , xk)− f(y1 + x1e−λ1t, . . . , yk + xke−λkt)×
× ψ(1)t,0 (y1) . . . ψ(k)t,0 (yk) dy1, . . . dyk
)
· h(x1, . . . , xk)ϕ(x1) . . . ϕ(xk) dx1, . . . dxk
=
∫ k∑
i=1
λi 〈DF, Si〉H 〈DH,Si〉H dν = E(F,H).
We continue with the first step toward the approximation of the infinite dimensional process (2.5)
by finite dimensional processes of the form (2.3).
Proposition 2.4. Let (En, D(En)), n ∈ N, be given by (2.1) and let X(n) denote the associated process,
see (2.3). Suppose
∞∑
m=0
2−
m
2 · λd2m ·m 12 <∞ (2.7)
and choose an initial value X(n)(0) :=
∑∞
i=1Gi(0)Si(s) such that
∞∑
m=0
2−
m
2 max
d2m+1<i≤d2m+1
|Gi(0)| · λd2m <∞. (2.8)
Let Pn, n ∈ N, denote the distribution of the process X(n) on the space CC0([0,1];Rd)([0,∞)) of continuous
C0([0, 1];R
d)-valued trajectories on t ∈ [0,∞). Then the family Pn, n ∈ N, is relatively compact in the
space of all probability measures on CC0([0,1];Rd)([0,∞)), endowed with the Prokhorov metric.
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Proof. Let t ≥ 0 and u ≥ 0. Conditioning on Ft := σ(Xs : s ≤ t) and taking into account the Markov
property, the random variable
Yi := Gi(λi(t+ u))−Gi(λit)
follows a N(µi, σ
2
i )-distribution where
µi = Gi(λit) · (e−λiu − 1) and σ2i = 1− e−2λiu. (2.9)
We aim to prove the claim by a conclusion similar to, for example, the final one in [16], Theorem 3.1.1.
We have
E
[
‖X(n)t+u −X(n)t ‖4
]
= E
( sup
s∈[0,1]
∣∣∣∣∣
n∑
i=1
Yi · Si(s)
∣∣∣∣∣
)4 . (2.10)
where the norm ‖ · ‖ is taken in C0([0, 1];Rd). It follows that(
sup
s∈[0,1]
∣∣∣∣∣
n∑
i=1
Yi · Si(s)
∣∣∣∣∣
)4
≤
(
|Y1|+ sup
s∈[0,1]
∣∣∣∣∣
∞∑
m=0
max
d2m<i≤d2m+1
Yi · Si(s)
∣∣∣∣∣
)4
≤ 8Y 41 + 8
( ∞∑
m=0
2−
m+2
2 max
d2m<i≤d2m+1
|Yi|
)4
. (2.11)
We have
E
( ∞∑
m=0
2−
m+2
2 max
d2m<i≤d2m+1
|Yi|
)4 = ∞∑
m1,...,m4=0
4∏
j=1
(
E
[
2−
aj(mj+2)
2 · max
d2mj <i≤d2mj+1
|Yi|aj
]) 1
aj
(2.12)
where aj ≡ aj(m1,m2,m3,m4) is the number of times mj appears among m1,m2,m3,m4. Now de-
compose Yi in the following manner. Let ξiσi + µi = Yi, k ∈ {1, . . . , 4}, where ξi is a standard normal
random variable and µi and σi are given by (2.9). Taking the conditional expectation gives
E
[
2−
k(m+2)
2 ·
(
max
d2m<i≤d2m+1
|Yi|
)k]
= E
[
2−
k(m+2)
2 ·E
[
max
d2m<i≤d2m+1
|ξiσi + µi|k
∣∣∣Ft]] .
We recall that both, µi, i ∈ N, and ξi, i ∈ N, are by construction sequences of independent random
variables. Moreover, σi > 0 is non-random, µi is measurable with respect to Ft, and ξi is independent
of Ft. It follows that
E
[
2−
k(m+2)
2 · max
d2m<i≤d2m+1
|Yi|k
]
≤ 8 · 2−k(m+2)2 · max
d2m<i≤d2m+1
σki · E
[
max
d2m<i≤d2m+1
|ξi|k
]
+ 8E
[
2−
k(m+2)
2 · max
2m<i≤2m+1
|µi|k
]
,
k ∈ {1, . . . , 4}. Now we apply E [max1≤i≤n |ξi|k] ≤ D(lnn) k2 for some D > 0 independent of n ≥ 2
which is a standard result from extreme value theory. We obtain
E
[
2−
k(m+2)
2 · max
d2m<i≤d2m+1
|Yi|k
]
≤ 8D1 · 2−
k(m+2)
2 · max
d2m<i≤d2m+1
σki ·m
k
2 + 8E
[
2−
k(m+2)
2 · max
2m<i≤2m+1
|µi|k
]
, (2.13)
k ∈ {1, . . . , 4}, for some D1 > 0 independent of m ≥ 1. Next we recall that
µi is N
(
Gi(0)e
−λit(1 − e−λiu), (1 − e−2λit)(1 − e−λiu)2) -distributed
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and that σi =
(
1− e−2λiu) 12 . Therefore we may write
µi = Gi(0)e
−λit(1 − e−λiu) + (1− e−2λit) 12 (1− e−λiu) · ηi,
where ηi, i ∈ N, is a sequence of independent N(0, 1)-distributed random variables. Applying this to
(2.13) we obtain
E
[
2−
k(m+2)
2 max
d2m<i≤d2m+1
|Yi|k
]
≤ 8D1 · 2−
k(m+2)
2 · max
d2m<i≤d2m+1
σki ·m
k
2
+ 8E
[
2−
k(m+2)
2 · max
d2m<i≤d2m+1
∣∣∣Gi(0)e−λit(1− e−λiu) + (1− e−2λit) 12 (1 − e−λiu) · ηi∣∣∣k]
≤ 8D1 · 2−
k(m+2)
2 · (1− exp {−2λd2m · u} ) k2 ·m k2
+ 82 · 2− k(m+2)2 · (1− exp {−λd2m · u} )k ( max
d2m<i≤d2m+1
|Gi(0)|k +D1 ·m k2
)
≤ D2 · 2−
k(m+2)
2 · λkd2m · u
k
2 ·
(
max
d2m<i≤d2m+1
|Gi(0)|k +m k2
)
, u ∈ [0, 1], (2.14)
k ∈ {1, . . . , 4}, for some D2 > 0 independent of m ≥ 1 and t ≥ 0. Taking into account conditions (2.7)
and (2.8) we apply (2.14) to (2.12) and thus also to (2.10) and obtain
E
[
‖X(n)t+u −X(n)t ‖4
]
≤ 8E[Y 41 ] + 8E
( ∞∑
m=0
2−
m+2
2 max
d2m<i≤d2m+1
|Yi|
)4 ≤ C · u2, u ∈ [0, 1], (2.15)
for some C > 0 independent of n ∈ N and t ≥ 0. It follows now from a straight forward generalization
of [2], Theorem 8.3, and [23], Corollary 2.1.4, to Banach space valued variables, that the family Pn,
n ∈ N, is relatively compact in the space CC0([0,1];Rd)([0,∞)) of continuous trajectories.
We now show convergence in distribution ofX
(n)
t =
∑n
i=1Gi(λit)·Si, t ≥ 0, toXt :=
∑∞
i=1Gi(λit)·Si
as n→∞.
Proposition 2.5. Under the assumptions of Proposition 2.4 the following holds.
(a) The process Xt :=
∑∞
i=1Gi(λit) · Si, t ≥ 0, has almost surely a continuous modification. We will
use this modification from now on.
(b) Let Pn and P denote the distributions associated with the processes X
(n) and X respectively. The
finite dimensional distributions of X(n) converge weakly to those of X. That is∫
ϕ(x1, . . . , xm) dPn(X
(n)(t1) ∈ dx1, . . . , X(n)(tm) ∈ dxm)
−→n→∞
∫
ϕ(x1, . . . , xm) dP (X(t1) ∈ dx1, . . . , X(tk) ∈ dxm)
for all m ∈ N and all functions ϕ belonging to some algebra of convergence determining functions over(
C0([0, 1];R
d)
)m
, cf. [10] Section 4.4.
Proof. (a) It follows from (2.10), (2.11), and (2.15) that
E
[‖Xt+u −Xt‖4] ≤ C · u2, u ∈ [0, 1],
with the same C > 0 as in (2.15). In fact, in (2.11) we turn to calculations which hold uniformly for all
n ∈ N and also for estimating E [‖Xt+u −Xt‖4]. By Kolmogorov’s criterion, cf. [6], Theorem 3.3, we
get continuity of the trajectories of X as claimed. Alternatively, part(a) follows also from Proposition
3.3 below which is proved independently of the results of the present section.
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(b) By [10] Theorem 3.4.5 (b) it is sufficient to show that∫
F1
(
X(n)(t1)
) · . . . · Fm(X(n)(tm)) dPn −→n→∞ ∫ F1(X(t1)) · . . . · Fm(X(tm)) dP (2.16)
for all Fi ∈ Y˜ of type Fi(x) = fi1(〈S1,x〉) · . . . · fik(〈Sk,x〉), i = 1, . . . ,m. It is sufficient since
the functions ϕ(x1, . . . ,xm) := F1(x1) · . . . · Fm(xm) generate a convergence determining algebra over(
C0([0, 1];R
d)
)m
. First we construct the Mehler representation relative to X(n). Recalling our approach
and our notation in Proposition 2.2 we define for y(n) =
∑n
i=1 yiSi ∈ C0([0, 1];Rd) with yi ∈ R, i ∈ N,
T
(n)
t y
(n) :=
n∑
i=1
yie
−λitSi and U
(n)
t y
(n) :=
n∑
i=1
yi(1− e−2λit) 12Si, t ≥ 0.
Furthermore, let
µ
(n)
t := ν
(n) ◦ (U (n)t )−1
where ν(n) is the projection of the Wiener measure to the linear span of {S1, . . . , Sn}. Let T(n)t denote
the semi-group associated with (En, D(En)) and let and X
(n)
0 denote the non-random initial value of
X(n), n ∈ N. Let us consider cylindrical functions F ∈ Y˜ and Fn ∈ Y˜ , n ∈ N, of type F (x) =
f1(〈S1,x〉)·. . .·fk(〈Sk,x〉) and Fn(x) = f1(〈S1,x〉)·. . .·fn∧k(〈Sn∧k,x〉), for x ∈ C0([0, 1];Rd). Following
the proof of Proposition 2.2, the Mehler representation of T
(n)
t Fn is(
T
(n)
t Fn
) (
X
(n)
0 ) =
∫
Fn(T
(n)
t X
(n)
0 + y
(n))µ
(n)
t (dy
(n)) (2.17)
where we mention that (T
(n)
t Fn)
(
X
(n)
0 ) is of the form g1(〈S1,x〉) · . . . · gn∧k(〈Sn∧k,x〉). Using the fact
that F (T
(n)
t X
(n)
0 + y
(n)) = F (TtX0 + y) for n ≥ k we obtain∫
F (T
(n)
t X
(n)
0 + y
(n))µ
(n)
t (dy
(n)) =
∫
F (TtX0 + y)µt(dy), n ≥ k.
Denoting by Tt, t ≥ 0, the semigroup associated with (E, D(E)), by (2.17) it follows that T(n)t F = TtF ,
t ≥ 0, for sufficiently large n ∈ N. Let us fix F1, . . . , Fm ∈ Y˜ , m ∈ N. For sufficiently large n ∈ N it
holds that ∫
F1
(
X(n)(t1)
)
· . . . · Fm
(
X(n)(tm)
)
dPn
=
∫ (
T
(n)
t1
(
F1 · T(n)t2−t1
(
F2 · . . .T(n)tm−tm−1(Fm) . . .
)))(
X
(n)
0
)
ν(n)
(
dX
(n)
0
)
=
∫ (
Tt1
(
F1 · Tt2−t1
(
F2 · Ttm−tm−1(Fm) . . .
)))
(X0) ν (dX0)
=
∫
F1(X(t1)) · . . . · Fm(X(tm)) dP,
i.e. we have (2.16). The statement follows.
Corollary 2.6. Let X(n), X, Pn, and P denote the processes and associated distributions intro-
duced in (2.3) and (2.5). Under the hypotheses of Proposition 2.4 we have Pn −→n→∞ P weakly on
CC0([0,1];Rd)([0,∞)).
Proof. Combining the relative compactness result of Proposition 2.4 with the weak convergence of the
finite dimensional distributions shown in Proposition 2.5 we prove the statement, see also Theorem 3.7.8
(b) of [10].
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3 Scalar quadratic variation
We are now interested in a criterion for the increase of the sequence λi, i ∈ N, in order to guarantee
the finiteness of the quadratic variation. Subsequently we will use the concept of uniform convergence
on compact subsets of [0,∞) in probability (abbreviated ucp), see e.g. [19] II.4 Definition p. 57.
Let Wi, i ∈ N, be a sequence of independent one-dimensional standard Wiener processes and let
Gi(0) ∈ R, i ∈ N, such that
∑∞
i=1 |Gi(0)|Si converges in C0([0, 1];Rd). Then Gi, i ∈ N, defined by
Gi(t) := e
−tGi(0) + e−tWi
(
e2t − 1)
= e−tGi(0) +
∫ t
u=0
e−u dWi
(
e2u − 1)+ ∫ t
u=0
Wi
(
e2u − 1) de−u, t ≥ 0,
is a sequence of independent one-dimensional Ornstein-Uhlenbeck processes. Let the processes X , Y ,
and Z on t ∈ [0,∞) be given by
Xt(s) :=
∞∑
i=1
Gi(λit) · Si(s),
Yt(s) =
∞∑
i=1
∫ t
u=0
e−λiu dWi
(
e2λiu − 1) · Si(s), (3.1)
and
Zt(s) = −
∞∑
i=1
∫ t
u=0
λie
−λiuWi
(
e2λiu − 1) du · Si(s), s ∈ [0, 1]. (3.2)
provided that the infinite sums (3.1) and (3.2) converge almost surely in C0([0, 1];R
d). Recall also
Lemma 2.1. In addition denote by At :=
∑∞
i=1 e
−λitGi(0) · Si, t ≥ 0, the non-random part of
Xt = Yt + Zt +At, t ≥ 0.
We aim to analyze the quadratic variation of X . For this let T > 0 be arbitrary and consider an
arbitrary sequence of partitions of [0, T ],
τn = {tn0 , tn1 , . . . , tnk(n) : 0 = tn0 ≤ tn1 ≤ . . . ≤ tnk(n) = T }, n ∈ N,
with limn→∞ |τn| = 0. Here | · | denotes the mesh size, |τ | := maxj(tj − tj−1). Let ‖ · ‖ denote the
norm in either C0([0, 1];R
d) or L1([0, 1];Rd). For 0 ≤ t ≤ T we introduce the ucp limit
[X ]t := lim
n→∞
∑
j:tnj ≤t
∥∥∥Xtnj −Xtnj−1∥∥∥2 , (3.3)
where we note that this limit depends on the choice of the norm. In the same way we define
[Y ]t := lim
n→∞
∑
j:tnj ≤t
∥∥∥Ytn
j
− Ytn
j−1
∥∥∥2 (3.4)
and [Z]t := limn→∞
∑
j:tnj ≤t
∥∥∥Ztnj − Ztnj−1∥∥∥2 provided that these limits exists ucp. For t ∈ [0, T ] intro-
duce
[A]t := lim
n→∞
∑
j:tnj ≤t
∥∥∥Atn
j
−Atn
j−1
∥∥∥2
whenever this limit exists uniformly in t ∈ [0, T ].
Let ξi, i ∈ N, be a sequence of independent identically distributed standard normal random variables
and define
θ := 2E
∥∥∥∥∥
∞∑
i=1
λ
1
2
i ξiSi
∥∥∥∥∥
2
 .
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Lemma 3.1. Suppose that
∞∑
m=0
2−
m
2 · λ
1
2
d2m+1 ·m
1
2 <∞. (3.5)
(a) The sum (3.1) converges almost surely in C0([0, 1];R
d). Furthermore, the limit (3.4) exists ucp on
t ∈ [0,∞) for both norms, C0([0, 1];Rd) as well as L1([0, 1];Rd). It holds that θ < ∞ and we have
[Y ]t = tθ, t ∈ [0,∞).
(b) For any T > 0 we have for both norms, C0([0, 1];R
d) as well as L1([0, 1];Rd),
Var
 ∑
j:tnj ≤T
∥∥∥Ytn
j
− Ytn
j−1
∥∥∥2
 ≤ C ∑
j:tnj ≤T
(tnj − tnj−1)2
for some C > 0 independent of n ∈ N and τn.
Proof. Let T > 0. For the sake of clarity, below we will use the abbreviations tnj ≡ tj , and
∆i,jY :=
∫ tj
u=tj−1
e−λiu dWi
(
e2λiu − 1) .
We observe that ∆i,jY is N (0, 2λi(tj − tj−1))-distributed. Therefore
E
∥∥∥∥∥
∞∑
i=1
|∆i,jY |Si
∥∥∥∥∥
4
 ≤ dE
(max
0<i≤d
|∆i,jY |+
∞∑
m=0
2−
m+2
2 max
d2m<i≤d2m+1
|∆i,jY |
)4 .
In the case of the C-norm the last line is obvious since taking the sup-norm of
∑∞
i=1
∣∣∆i,jY ∣∣Si we just
focus on one s ∈ [0, 1]. We recall also that the L1-norm of Si is bounded by the C-norm of Si. Taking
the fourth power and using the independence of the different Wiener processes it follows that we have
to investigate terms of type
E
[
max
d2m<i≤d2m+1
∣∣∆i,jY ∣∣k] , k ∈ {1, . . . , 4}.
A known result from extreme value theory says that for a sequence ξi, i ∈ N, of independent N(0, 1)-
distributed random variables we have E
[
max1≤i≤r |ξi|k
] ≤ ck(ln r) k2 for some ck > 0 independent of
r ≥ 2. For example see [9], Example 3.3.29, and [20], Proposition 2.1 (iii), where an = cn and bn = dn.
Recalling that λi is an increasing sequence it follows that
E
[
max
d2m<i≤d2m+1
∣∣∆i,jY ∣∣k] ≤ dk λ k2d2m+1 ·m k2 · (tj − tj−1) k2 ,
k ∈ {1, . . . , 4} for a suitable dk > 0 independent of m and λi, i ∈ N. Piecing everything together and
keeping (3.5) in mind we obtain
E
(max
0<i≤d
∣∣∆i,jY ∣∣+ ∞∑
m=0
2−
m+2
2 max
d2m<i≤d2m+1
∣∣∆i,jY ∣∣
)4
≤ C1 ·
(
λ
1
2
d +
∞∑
m=0
2−
m
2 · λ
1
2
d2m+1 ·m
1
2
)4
· (tj − tj−1)2 (3.6)
for some C1 > 0 independent of λi, i ∈ N, n ∈ N, and τn. We get finiteness in (3.6) for any partition
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τn. Thus E
[
‖∑∞i=1∆i,jY Si‖2] is also finite. Applying Kolmogorov’s inequality we obtain
P
sup
t≤T
∣∣∣∣∣∣
∑
j:tj≤t
∥∥∥∥∥
∞∑
i=1
∆i,jY Si
∥∥∥∥∥
2
− E
∥∥∥∥∥
∞∑
i=1
∆i,jY Si
∥∥∥∥∥
2
∣∣∣∣∣∣ ≥ ε

≤ 1
ε2
∑
j
Var
∥∥∥∥∥
∞∑
i=1
∆i,jY Si
∥∥∥∥∥
2
 ≤ 1
ε2
∑
j
E
∥∥∥∥∥
∞∑
i=1
|∆i,jY |Si
∥∥∥∥∥
4

≤ d
ε2
∑
j
E
(max
0<i≤d
|∆i,jY |+
∞∑
m=0
2−
m+2
2 max
d2m<i≤d2m+1
|∆i,jY |
)4 . (3.7)
We note that the finiteness of the right-hand side implies that the sum (3.1) converges almost surely in
C0([0, 1];R
d). Continuing from (3.7) and using (3.6) we get
P
sup
t≤T
∣∣∣∣∣∣
∑
j:tj≤t
∥∥∥∥∥
∞∑
i=1
∆i,jY Si
∥∥∥∥∥
2
− E
∥∥∥∥∥
∞∑
i=1
∆i,jY Si
∥∥∥∥∥
2
∣∣∣∣∣∣ ≥ ε

≤ dC1
ε2
·
(
λ
1
2
d +
∞∑
m=0
2−
m
2 · λ
1
2
d2m+1 ·m
1
2
)4 ∑
j:tj≤t
(
tj − tj−1
)2 −→
|τ|→0
0.
It follows that for any sequence of partitions τn, n ∈ N we have convergence ucp. We also note that
lim
|τ |→0
∑
j:tj≤t
E
∥∥∥∥∥
∞∑
i=1
∆i,jY Si
∥∥∥∥∥
2

= lim
|τ |→0
∑
j:tj≤t
E
2 (tj − tj−1)
∥∥∥∥∥
∞∑
i=1
λ
1
2
i ∆i,jY
(Var(∆i,jY ))
1
2
Si
∥∥∥∥∥
2

= tθ. (3.8)
This shows (a). Part (b) follows from (3.7), (3.6), and (3.5).
Lemma 3.2. (a) Suppose that
∞∑
m=0
2−
m
2 max
d2m+1<i≤d2m+1
|Gi(0)| · λd2m+1 <∞. (3.9)
Then
∑∞
i=1 |Gi(0)|Si converges in C0([0, 1];Rd), i.e. At =
∑∞
i=1 e
−λitGi(0) · Si, t ≥ 0, is well-defined.
Furthermore, the limit [A]t = limn→∞
∑
j:tnj ≤t ‖Atnj − Atnj−1‖
2 exists uniformly in t ∈ [0, T ] for both
norms, C0([0, 1];R
d) and L1([0, 1];Rd), and is constant zero on [0, T ].
(b) Suppose that
∞∑
m=0
2−
m
2 · λd2m+1 ·m
1
2 <∞. (3.10)
Under this condition the sum (3.2) converges almost surely in C0([0, 1];R
d). Moreover, it holds that the
limit [Z]t = limn→∞
∑
j:tnj ≤t ‖Ztnj − Ztnj−1‖
2 exists ucp on t ∈ [0,∞) for both norms, C0([0, 1];Rd) as
well as L1([0, 1];Rd). Furthermore the limit is constant zero.
Proof. Similar as in the proof of the previous lemma, below we will use the abbreviations tnj ≡ tj , and
∆i,jA := Gi(0)e
−λitj −Gi(0)e−λitj−1 .
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(a) We obtain
∑
j:tj≤T
∥∥∥∥∥
∞∑
i=1
∆i,jASi
∥∥∥∥∥
2
≤
∑
j:tj≤T
 ∑
1≤i≤d
∣∣∆i,jA∣∣+ ∞∑
m=0
2−
m+2
2
∑
d2m<i≤d2m+1
∣∣∆i,jA∣∣
2
≤
∑
j:<tj≤T
(tj − tj−1)2
(
d · max
1≤i≤d
|Gi(0)| · λd + d ·
∞∑
m=0
2−
m+2
2 max
d2m+1<i≤d2m+1
|Gi(0)| · λd2m+1
)2
−→
|τ|→0
0 (3.11)
where we have used |∆i,jA| ≤ |Gi(0)|λi · (tj − tj−1) and the assumption that λi > 0 is non-decreasing
in i ∈ N. We get part (a) of the lemma.
(b) Set ∆i,jZ := −
∫ tj
u=tj−1
λie
−λiuWi
(
e2λiu − 1) du. With ξi,j := supu∈[tj−1,tj ] e−λiu ·Wi (e2λiu − 1)
we have
|∆i,jZ| ≤ ξi,j · λi · (tj − tj−1).
By Lemma A.4 we may find a constant c > 0 independent of j such that
E
[
max
d2m<i≤d2m+1
ξki,j
]
≤ c
(
(ln(λd2m+1 + 1))
k
2 +m
k
2
)
, m ∈ {0, 1, . . .}, k = 1, 2,
where for λd2m+1 < 1 we keep in mind the argumentation of Lemma 3.1. We follow the ideas of the
proof of Lemma 3.1 (a) to obtain
P
 ∑
j:tj≤T
∥∥∥∥∥
∞∑
i=1
∆i,jZ Si
∥∥∥∥∥
2
≥ ε
 ≤ 1
ε
∑
j:tj≤T
E
∥∥∥∥∥
∞∑
i=1
∆i,jZ Si
∥∥∥∥∥
2

≤ d
ε
∑
j:tj≤T
E
[(
max
0<i≤d
∣∣∆i,jZ∣∣+ ∞∑
m=0
2−
m+2
2 max
d2m<i≤d2m+1
∣∣∆i,jZ∣∣)2
]
≤ dD1
ε
∑
j:tj≤T
E
[(
max
0<i≤d
ξi,j · λd +
∞∑
m=0
2−
m+2
2 max
d2m<i≤d2m+1
ξi,j · λd2m+1
)2]
· (tj − tj−1)2
≤ dD2
ε
(
λd +
∞∑
m=0
2−
m+2
2 · λd2m+1 ·m
1
2
)2 ∑
j:tj≤T
(tj − tj−1)2 −→|τ|→0 0 (3.12)
for some suitable constants D1 > 0 and D2 > 0 independent of λi, i ∈ N, and τn. En passant we have
verified that the sum (3.2) converges almost surely in C0([0, 1];R
d). We have proved part (b) of the
lemma.
Proposition 3.3. Assume (3.9) and (3.10). Then [X ]t = [Y ]t = tθ, t ∈ [0,∞) for both norms,
C0([0, 1];R
d) and L1([0, 1];Rd).
Proof. Below we use the previous abbreviations ∆i,jY , ∆i,jZ, and ∆i,jA. Let T > 0. We have for both
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norms, in C0([0, 1];R
d) and L1([0, 1];Rd),∣∣∣∣∣∣
∑
j:tj<T
∥∥∥∥∥
∞∑
i=1
Gi(λitj) · Si −
∞∑
i=1
Gi(λitj−1) · Si
∥∥∥∥∥
2
−
∑
j:tj<T
∥∥∥∥∥
∞∑
i=1
∆i,jY Si
∥∥∥∥∥
2
∣∣∣∣∣∣
≤ 2
∑
j:tj<T
∥∥∥∥∥
∞∑
i=1
∆i,jY Si
∥∥∥∥∥ ·
∥∥∥∥∥
∞∑
i′=1
(∆i′,jZSi′ +∆i′,jASi′ )
∥∥∥∥∥
+
∑
j:tj<T
∥∥∥∥∥
∞∑
i=1
(∆i,jZSi +∆i,jASi)
∥∥∥∥∥
2
. (3.13)
We study the expectation of the sum of the absolute values of the mixed terms in (3.13) i.e.
E(τ) :=
∑
j:tj<T
E
[∥∥∥∥∥
∞∑
i=1
∆i,jY Si
∥∥∥∥∥ ·
∥∥∥∥∥
∞∑
i′=1
(∆i′,jZSi′ +∆i′,jASi′ )
∥∥∥∥∥
]
,
where the partition τ is given by (tj)
k
j=1. By the Schwarz inequality applied as in
E [‖∑i‖ · ‖∑i′‖] ≤ d2 (E [‖∑i‖2C0([0,1];Rd)]) 12 · (E [‖∑i′‖2C0([0,1];Rd)]) 12
and calculations similar to (3.6), (3.11), and (3.12) we verify
E(τ) ≤ D3
(
λ
1
2
d +
∞∑
m=0
2−
m
2 · λ
1
2
d2m+1 ·m
1
2
)
×
×
((
max
0<i≤d
|Gi(0)|+ 1
) · λd + ∞∑
m=0
2−
m
2
(
max
d2m<i≤d2m+1
|Gi(0)|+m 12
) · λd2m+1
)2
×
×
 ∑
j:tj<T
(tj − tj−1)2

1
2
−→
|τ|→0
0 (3.14)
for a suitable constant D3 > 0. We obtain
P
 ∑
j:tj<T
∥∥∥∥∥
∞∑
i=1
∆i,jY Si
∥∥∥∥∥ ·
∥∥∥∥∥
∞∑
i′=1
(∆i′,jZSi′ +∆i′,jASi′)
∥∥∥∥∥ ≥ ε
 ≤ E(τ)
ε
.
This and (3.14) show that
∑
j:tj<t
∥∥∥∥∥
∞∑
i=1
∆i,jY Si
∥∥∥∥∥ ·
∥∥∥∥∥
∞∑
i′=1
(∆i′,jZSi′ +∆i′,jASi′)
∥∥∥∥∥ −→|τ|→0 0 (3.15)
ucp on t ∈ [0,∞). Similarly, applying Lemma 3.2 (a) and (b),
∑
j:tj<T
∥∥∥∥∥
∞∑
i=1
(∆i,jZSi +∆i,jASi)
∥∥∥∥∥
2
−→
|τ|→0
0 (3.16)
ucp on t ∈ [0,∞). Relations (3.15), (3.16), and (3.13) prove the statement.
For r ∈ R let [r] denote the largest integer that does not exceed r. For 0 ≤ a < δ and t > 0 define
〈Y 〉a ≡ 〈Y 〉a;t(δ) :=
[ t−aδ ]+1∑
k=1
(
‖Ya+kδ − Ya+(k−1)δ‖2 − E
[‖Ya+kδ − Ya+(k−1)δ‖2] )
where as above ‖ · ‖ is the norm in either C0([0, 1];Rd) or L1([0, 1];Rd).
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Lemma 3.4. Suppose (3.5). We have
lim
δ→0
sup
0≤a<δ
E
[(
〈Y 〉a;t(δ)
)2]
= 0. (3.17)
Proof. This is a particular case of Lemma 3.1 (b).
Proposition 3.5. Assume (3.9) and (3.10). Then we have
1
δ
∫ t
0
‖Xs+δ −Xs‖2 ds −→δ→0 tθ ucp on t ∈ [0,∞).
Proof. Let us use the same notation as in Lemma 3.4. We obtain for all t ∈ [0,∞) and ε > 0
P
(∣∣∣∣∣
∫ t
0
‖Ys+δ − Ys‖2 − E
[‖Ys+δ − Ys‖2] ds
∣∣∣∣∣ ≥ δε
)
= P
( ∣∣∣∣∣
∫ δ
0
〈Y 〉a da
∣∣∣∣∣ ≥ δε
)
≤ 1
ε2δ2
E
(∫ δ
0
〈Y 〉a da
)2 . (3.18)
Furthermore, we have
E
(∫ δ
0
〈Y 〉a da
)2 ≤ δ ∫ δ
0
E
[〈Y 〉2a] da ≤ δ2 sup
0≤a<δ
E
[(
〈Y 〉a;t(δ)
)2]
. (3.19)
As in the proof of Lemma 3.1 (a), limit (3.8), it follows that 1δE
[‖Ys+δ − Ys‖2] −→δ→0 θ, s ∈ [0,∞).
Relations (3.18) and (3.19) together with Lemma 3.4 show that 1δ
∫ t
0 ‖Ys+δ − Ys‖2 ds −→δ→0 θt in prob-
ability. Thanks to the fact that [0,∞) ∋ t→ 1δ
∫ t
0 ‖Ys+δ − Ys‖2 ds is increasing for all δ, Lemma 3.1 in
[21] implies even
1
δ
∫ t
0
‖Ys+δ − Ys‖2 ds −→δ→0 θt ucp on [0,∞). (3.20)
Recalling At =
∑∞
i=1 e
−λitGi(0) · Si and defining (Z + A)t := Zt + At, t ≥ 0, as in (3.13) we may
conclude∣∣∣∣1δ
∫ t
0
‖Xs+δ −Xs‖2 ds− 1
δ
∫ t
0
‖Ys+δ − Ys‖2 ds
∣∣∣∣
≤ 2
δ
∫ t
0
‖Ys+δ − Ys‖ ‖(Z +A)s+δ − (Z +A)s‖ ds+ 1
δ
∫ t
0
‖(Z +A)s+δ − (Z +A)s‖2 ds (3.21)
=
2
δ
∫ δ
0
[ t−aδ ]+1∑
k=1
∥∥Ya+kδ − Ya+(k−1)δ∥∥ ∥∥(Z +A)a+kδ − (Z +A)a+(k−1)δ∥∥ da
+
1
δ
∫ δ
0
[ t−aδ ]+1∑
k=1
∥∥(Z +A)a+kδ − (Z +A)a+(k−1)δ∥∥2 da.
The two items on the right hand side tend to zero ucp on t ∈ [0,∞) by following the method of
(3.18)-(3.20) with Markov’s instead of Chebychev’s inequality and applying the estimates of the proof
of Proposition 3.3. The claim follows.
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4 Tensor quadratic variation
Let us use the notation of the previous section. In addition, let ‖ · ‖pi denote the projective norm
with respect to the tensor product L1([0, 1];Rd) ⊗ L1([0, 1];Rd), i.e. the norm in the Banach space
L1([0, 1];Rd) ⊗̂piL1([0, 1];Rd). We recall that the algebraic tensor product L1([0, 1];Rd)⊗ L1([0, 1];Rd)
denotes all elements of the form
∑n
i=1 xi ⊗ yi where xi, yi ∈ L1([0, 1];Rd), n ∈ N. For an element
u ∈ L1([0, 1];Rd)⊗ L1 ([0, 1];Rd) the projective norm is defined by
‖u‖pi := inf
{
n∑
i=1
‖xi‖L1‖yi‖L1 : u =
n∑
i=1
xi ⊗ yi, xi, yi ∈ L1([0, 1];Rd)
}
.
The space L1([0, 1];Rd) ⊗̂piL1([0, 1];Rd) is the completion of L1([0, 1];Rd)⊗L1([0, 1];Rd) with respect to
the projective norm. Recall that there is an isometric isomorphism i : L1([0, 1];Rd) ⊗̂piL1([0, 1];Rd)→
L1([0, 1]× [0, 1];Rd2) given by
(i ◦ f ⊗ g)(u, v) = (i ◦ f ⊗̂pig)(u, v) := f(u)⊗ g(v), f, g ∈ L1([0, 1];Rd), (u, v) ∈ [0, 1]2.
The reference measure µ on ([0, 1]2,B([0, 1]2)) is the Lebesgue measure. This also says that f(u)⊗ g(v)
is identified with ((f(u))i (g(v))j)i,j=1...d . Here R
d2 is endowed with the norm ‖x‖1,1 :=
∑d
i,j=1 |xij |
where x = (x11, . . . , xdd), x11, . . . , xdd ∈ R. Similarly for the norm in Rd we denote ‖y‖1 :=
∑d
i=1 |yi|,
where y = (y1, . . . , yd), y1, . . . , yd ∈ R. We also introduce the notation x⊗2 ≡ x⊗ x which will be used
below.
In this section we aim to determine the tensor valued quadratic variation
[X ]⊗t := lim
δ→0
∫ t
0
(Xu+δ −Xu)⊗ (Xu+δ −Xu)
δ
du
in the ucp sense with respect to the pi-norm. Below we take advantage of [7], and [8], however we would
also like to refer to the classical work of [17]. Let ξi, i ∈ N, be independent standard normal random
variables and define
Θ := 2E
[( ∞∑
i=1
λ
1
2
i ξiSi
)
⊗
( ∞∑
i′=1
λ
1
2
i′ ξi′Si′
)]
(4.1)
provided that this expression exists in L1([0, 1];Rd) ⊗̂piL1([0, 1];Rd). To ensure compatibility with [7],
[8], and [12] all integrals with Banach space valued integrands, as for example in the definitions of [X ]⊗
and Θ, are Bochner integrals.
Proposition 4.1. Suppose (3.9) and (3.10), i.e.
∞∑
m=0
2−
m
2 · λd2m+1 ·
(
max
d2m+1<i≤d2m+1
|Gi(0)|+m 12
)
<∞.
Then Θ is well-defined by (4.1) and we have in the norm of L1([0, 1];Rd) ⊗̂piL1([0, 1];Rd)
1
δ
∫ t
0
(Xs+δ −Xs)⊗ (Xs+δ −Xs) ds −→δ→0 tΘ ucp on t ∈ [0,∞).
Proof. Using the independence of the ξi, i ∈ N, we obtain
E
∥∥∥∥∥i ◦
( ∞∑
i=1
λ
1
2
i ξiSi
)
⊗
( ∞∑
i′=1
λ
1
2
i′ ξi′Si′
)∥∥∥∥∥
L1([0,1]2;Rd2)
 ≤ ( ∞∑
i=1
λ
1
2
i
(
E[ξ2i ]
) 1
2 ‖Si‖L1([0,1];Rd)
)2
≤
(
d∑
i=1
λ
1
2
i +
∞∑
m=0
2−
m+4
2 λ
1
2
d2m+1
)2
<∞,
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where the second line follows from (3.10). Thus the existence and representation of Θ defined in (4.1)
follows from [12], Theorem 10.2.
Without further reference, we will use the inequality P (
∑
i |ζi| ≥ a) ≤
∑
i P (|ζi| ≥ bia) several
times in the proof. Here the ζi are arbitrary random variables, bi > 0 with
∑
i bi = 1, and a > 0.
Step 1: Let us introduce some of the important objects in the proof. First we recall that Xt =
Yt + Zt +At, t ≥ 0, where the individual items Y , Z, and A are defined in the beginning of Section 3.
Let
ηt(δ) :=
1
δ
∫ δ
0
(Ys − Y0)⊗
2
ds+
1
δ
∫ t
0
(
Y(s+δ)∧t − Ys
)⊗2
ds− tΘ, t ≥ δ ≥ 0.
Among other things, this says
1
δ
∫ t
0
(Ys+δ − Ys)⊗
2
ds− tΘ = ηt(δ) + 1
δ
(
−
∫ δ
0
(Ys − Y0)⊗
2
ds+
∫ t
t−δ
(Ys+δ − Yt)⊗
2
ds
+
∫ t
t−δ
(Ys+δ − Yt)⊗ (Yt − Ys) ds+
∫ t
t−δ
(Yt − Ys)⊗ (Ys+δ − Yt) ds
)
=: ηt(δ) + ζt(δ) ≡ ηt + ζt. (4.2)
We look at the second item of the right-hand side. Taking into consideration the above isometry and
Fubini’s theorem we get for T ≥ δ and ε > 0
P
(
sup
0≤t≤T
‖δζt‖pi ≥
1
4
δε
)
≤ P
(
sup
0≤t≤T, 0≤γ≤δ
‖Yt+γ − Yt‖2L1([0,1];Rd) ≥
1
16
ε
)
=: g(δ; ε). (4.3)
Step 2: We examine g(δ; ε). According to Le´vy’s characterization of Brownian motion we have
Yt+γ − Yt =
∞∑
i=1
(
(2λi)
1
2Vi(t+ γ)Si − (2λi) 12Vi(t)Si
)
,
where Vi, i ∈ N, are independent one-dimensional Wiener processes. We obtain
g(δ; ε) ≤
∞∑
i=1
P
(
sup
0≤t≤T, 0≤γ≤δ
‖Si‖L1(2λi)
1
2 |Vi(t+ γ)− Vi(t)| ≥ bi
4
ε
1
2
)
(4.4)
where we choose
bi :=
4(ln(i+ 1))
1
2 · (2λi) 12 ‖Si‖L1
4
∑∞
i′=1(ln(i
′ + 1))
1
2 · (2λi′ ) 12 ‖Si′‖L1
≡ 4(ln(i+ 1))
1
2 · (2λi) 12 ‖Si‖L1
D
, i ∈ N. (4.5)
We note that the denominator D is finite by ‖Si‖L1 ≡ ‖Si‖L1([0,1];Rd) = 2−
3m−4
2 if d2m+1 ≤ i ≤ d2m+1
for m ∈ {0, 1, 2, . . .} and hypothesis (3.10). Next we use the subsequent inequality which follows from
Lemma 2.1 of [3] by choosing µ = 1 and scaling. There exists C > 0 independent of v and δ such that
P
(
sup
0≤t≤T, 0≤γ≤δ
|Vi(t+ γ)− Vi(t)| ≥ vδ 12
)
≤ C
δ
exp
{
−v
2
3
}
, v > 0.
We obtain
P
(
sup
0≤t≤T, 0≤γ≤δ
(2λi)
1
2 ‖Si‖L1 · |Vi(t+ γ)− Vi(t)| ≥
bi
4
ε
1
2
)
≤ C
δ
exp
{
− ln(i + 1) · ε
3D2δ
}
(4.6)
for some C > 0 independent of ε, i, and δ. Applying (4.5) and (4.6) to (4.4) yields
P
(
sup
0≤t≤T, 0≤γ≤δ
‖Yt+γ − Yt‖L1([0,1];Rd) ≥
1
4
ε
1
2
)
≤ C
δ
∞∑
i=1
exp
{
− ln(i+ 1) · ε
3D2δ
}
. (4.7)
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It follows that
g(δ; ε) −→
δ→0
0 (4.8)
for all ε > 0. Using similar arguments we get
P
(
sup
0≤t≤δ
∥∥∥∥∫ t
0
(Ys+δ − Ys)⊗
2
ds− δtΘ
∥∥∥∥
pi
≥ 1
2
δε
)
≤ P
(
sup
0≤s,t≤δ
‖Yt − Ys‖2L1([0,1];Rd) + δ ‖Θ‖pi ≥
1
2
ε
)
=: h(δ; ε) −→
δ→0
0. (4.9)
Step 3: Taking our attention back to ηt, for t > u ≥ δ we note that
ηt =
1
δ
∫ δ
0
(Ys − Y0)⊗
2
ds+
1
δ
∫ u−δ
0
(Ys+δ − Ys)⊗
2
ds+
1
δ
∫ u
u−δ
(Yu − Ys)⊗
2
ds
+
1
δ
∫ u
u−δ
(
Y(s+δ)∧t − Yu
)⊗2
ds+
1
δ
∫ u
u−δ
(
Y(s+δ)∧t − Yu
)⊗ (Yu − Ys) ds
+
1
δ
∫ u
u−δ
(Yu − Ys)⊗
(
Y(s+δ)∧t − Yu
)
ds+
1
δ
∫ t
u
(
Y(s+δ)∧t − Ys
)⊗2
ds− tΘ
= ηu +
1
δ
∫ u
u−δ
(
Y(s+δ)∧t − Yu
)⊗2
ds+
1
δ
∫ u
u−δ
(
Y(s+δ)∧t − Yu
)⊗ (Yu − Ys) ds
+
1
δ
∫ u
u−δ
(Yu − Ys)⊗
(
Y(s+δ)∧t − Yu
)
ds+
1
δ
∫ t
u
(
Y(s+δ)∧t − Ys
)⊗2
ds− (t− u)Θ.
By the definition of Θ and the above isomorphism it follows that E[ηt|Fu] = E[ηt − ηu|Fu] + ηu = ηu,
t > u ≥ δ. In other words, ηt, t ≥ δ, is a martingale. For well-definiteness see again [12], Theorem 10.2.
Using (4.2), (4.3), (4.9), and Doob’s inequality we obtain for T ≥ δ and ε > 0
P
(
sup
0≤t≤T
∥∥∥∥∫ t
0
(Ys+δ − Ys)⊗
2
ds− δtΘ
∥∥∥∥
pi
≥ δε
)
≤ P
(
sup
0≤t≤δ
∥∥∥∥∫ t
0
(Ys+δ − Ys)⊗
2
ds− δtΘ
∥∥∥∥
pi
≥ 1
2
δε
)
+ P
(
sup
δ≤t≤T
∥∥∥∥∫ t
0
(Ys+δ − Ys)⊗
2
ds− δtΘ
∥∥∥∥
pi
≥ 1
2
δε
)
≤ h(δ; ε) + P
(
sup
δ≤t≤T
‖δηt‖pi ≥
1
4
δε
)
+ g(δ; ε)
≤ h(δ; ε) + 16
ε2δ2
E
[
‖δηT ‖2pi
]
+ g(δ; ε)
≤ 16
ε2δ2
E
∥∥∥∥∥
(∫ T
0
(Ys+δ − Ys)⊗
2
ds− δTΘ
)
− δζT
∥∥∥∥∥
2
pi
+ g(δ; ε) + h(δ; ε). (4.10)
Next we introduce
〈Y 〉⊗a ≡ 〈Y 〉⊗a,T (δ) :=
[T−aδ ]+1∑
k=1
[(
Ya+kδ − Ya+(k−1)δ
)⊗2 − δΘ]
and note that 〈Y 〉⊗a is almost surely an element of ∈ L1([0, 1];Rd) ⊗̂piL1([0, 1];Rd). From (4.10) we
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obtain
P
(
sup
0≤t≤T
∥∥∥∥∫ t
0
(Ys+δ − Ys)⊗
2
ds− δtΘ
∥∥∥∥
pi
≥ δε
)
=
32
ε2δ2
E
∥∥∥∥∥
∫ δ
0
〈Y 〉⊗a da
∥∥∥∥∥
2
pi
+ 32
ε2δ2
E
[
‖δζT ‖2pi
]
+ g(δ; ε) + h(δ; ε)
≤ 32
δε2
∫ δ
0
E
[∥∥〈Y 〉⊗a ∥∥2pi] da+ 32ε2δ2E [‖δζT ‖2pi]+ g(δ; ε) + h(δ; ε). (4.11)
Step 4: In this step we examine the expression E
[
‖〈Y 〉⊗a ‖2pi
]
. We do this by first applying the
isometry i : L1([0, 1];Rd) ⊗̂piL1([0, 1];Rd) → L1([0, 1]× [0, 1];Rd2), followed by the Schwarz inequality,
and Fubini’s theorem to obtain
E
[∥∥〈Y 〉⊗a ∥∥2pi] = E
[∫
([0,1]2)2
∥∥(i ◦ 〈Y 〉⊗a ) (u, v)∥∥1,1 · ∥∥(i ◦ 〈Y 〉⊗a′) (u′, v′)∥∥1,1 dµ(u, v)dµ(u′, v′)
]
=
∫
([0,1]2)2
E
[∥∥(i ◦ 〈Y 〉⊗a ) (u, v)∥∥1,1 · ∥∥(i ◦ 〈Y 〉⊗a′) (u′, v′)∥∥1,1 ] dµ(u, v)dµ(u′, v′)
≤
(∫
[0,1]2
(
E
[∥∥∥(i ◦ 〈Y 〉⊗a ) (u, v)∥∥∥2
1,1
]) 1
2
dµ(u, v)
)2
. (4.12)
Taking into consideration the independence of the increments of Y we get
E
[∥∥(i ◦ 〈Y 〉⊗a ) (u, v)∥∥21,1] = [
t−a
δ ]+1∑
k=1
E
[∥∥∥(i ◦ ((Ya+kδ − Ya+(k−1)δ)⊗2 − δΘ)) (u, v)∥∥∥2
1,1
]
=
[ t−aδ ]+1∑
k=1
E
[ ∥∥∥ (Ya+kδ − Ya+(k−1)δ) (u)⊗ (Ya+kδ − Ya+(k−1)δ) (v)
− E [(Ya+kδ − Ya+(k−1)δ) (u)⊗ (Ya+kδ − Ya+(k−1)δ) (v)] ∥∥∥2
1,1
]
≤
[ t−aδ ]+1∑
k=1
E
[∥∥∥ (Ya+kδ − Ya+(k−1)δ) (u)⊗ (Ya+kδ − Ya+(k−1)δ) (v)∥∥∥2
1,1
]
.
It follows from the Schwarz inequality that
E
[∥∥(i ◦ 〈Y 〉⊗a ) (u, v)∥∥21,1]
≤
[ t−aδ ]+1∑
k=1
(
E
[∥∥(Ya+kδ − Ya+(k−1)δ) (u)∥∥41]) 12 · (E [∥∥(Ya+kδ − Ya+(k−1)δ) (v)∥∥41]) 12 . (4.13)
We recall from the proof of Lemma 3.1 that Ya+kδ − Ya+(k−1)δ =
∑∞
i=1∆i,a+kδY · Si where ∆i,a+kδ is
N(0, 2λiδ)-distributed, i ∈ N, and thus by relation (3.6) and hypothesis (3.10)
E
[∥∥(Ya+kδ − Ya+(k−1)δ) (u)∥∥41] ≤ Cδ2 (4.14)
for some C > 0 independent of u ∈ [0, 1]. By (4.2) and similar calculations it follows that
E
[
‖ζT ‖2pi
]
−→
δ→0
0. (4.15)
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Now (4.11) together with (4.8), (4.9), (4.15), and (4.12)-(4.14) imply∫ t
0
(Ys+δ − Ys)⊗
2
ds −→
δ→0
tΘ ucp on [0,∞)
in the norm of L1([0, 1];Rd) ⊗̂piL1([0, 1];Rd).
Step 5: It remains to show that∥∥∥∥1δ
∫ t
0
(Xa+δ −Xa)⊗
2
da− 1
δ
∫ t
0
(Ya+δ − Ya)⊗
2
da
∥∥∥∥
pi
−→
δ→0
0 ucp on [0,∞).
Using the relation Xt = Yt + Zt +At, as defined in Section 3, we obtain∥∥∥∥1δ
∫ t
0
(Xs+δ −Xs)⊗
2 − (Ys+δ − Ys)⊗
2
ds
∥∥∥∥
pi
=
∥∥∥∥1δ
∫ t
0
(Ys+δ + Zs+δ +As+δ − Ys − Zs −As)⊗
2 − (Ys+δ − Ys)⊗
2
ds
∥∥∥∥
pi
=
∥∥∥∥1δ
∫ t
0
(Ys+δ − Ys)⊗ (Zs+δ + As+δ − Zs −As) + (Zs+δ +As+δ − Zs −As)⊗ (Ys+δ − Ys)
+ (Zs+δ +As+δ − Zs −As)⊗
2
ds
∥∥∥
pi
.
Using the isometry of i : L1([0, 1];Rd) ⊗̂piL1([0, 1];Rd)→ L1([0, 1]2;Rd2) and the triangle inequality we
get the estimate∥∥∥∥1δ
∫ t
0
(Xs+δ −Xs)⊗
2 − (Ys+δ − Ys)⊗
2
ds
∥∥∥∥
pi
≤ 1
δ
∫ t
0
2 ‖Ys+δ − Ys‖L1 ‖(Z +A)s+δ − (Z +A)s‖L1 + ‖(Z +A)s+δ − (Z +A)s‖2L1 ds
with ‖ · ‖L1 abbreviating the norm in L1([0, 1];Rd). This is precisely the expression (3.21) of the proof
of Proposition 3.5 (b). The proof of Proposition 3.5 (b) shows that under the assumptions (3.9) and
(3.10) this expression tends to 0 ucp as δ → 0. The claim follows.
5 Itoˆ’s formula
According to Lemma 3.1 (b) and relation (3.12), the processes Y and Z are quadratically integrable
provided that (3.9) and (3.10) hold, choose τ = {0 = t0, t1 = T } for this. Thus, depending on
(quadratic) integrability of
∑∞
i=1Gi(0)Si, the process X is a (quadratically) integrable semimartingale
with decomposition X = Y +(Z+A), Y being the martingale part. In order to establish an Itoˆ formula
for the process X , one could think of applying the Itoˆ formula in Banach spaces given by [11], if possible.
However, having established the tensor quadratic variation in Section 4, it is more natural and more
direct to take advantage of the Itoˆ formula in Banach spaces corresponding to the stochastic calculus
of regularization, see [7] and [8].
To ease the notation in this section we denote B := L1([0, 1];Rd). Below we use the pairing du-
alities B∗〈 · , · 〉B and (B ⊗̂piB)∗〈 · , · 〉(B ⊗̂piB)∗∗ in the sense and notation of [7] and [8]. Using the
standard identification of the dual spaces, we recall that for f ∈ L1([0, 1];Rd) = B, g∗ ∈ B∗, and some
representing element g ∈ L∞([0, 1];Rd) ∼= B∗ of g∗ we have
B∗〈g∗, f〉B =
∫ 1
0
f(u) · g(u) du.
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Furthermore we restrict (B ⊗̂piB)∗〈 · , F 〉(B ⊗̂piB)∗∗ to F ∈ B ⊗̂piB ∼= L1([0, 1]2;Rd
2
). To discern the
different scalar products we will use the symbol q to denote the scalar product in Rd
2
. For G∗ ∈
(B ⊗̂piB)∗ and some representing element G ∈ L∞([0, 1]2;Rd2) ∼= (B ⊗̂piB)∗ the pairing duality becomes
(B ⊗̂piB)∗ 〈G∗, F 〉(B ⊗̂piB)∗∗ =
∫
F (u, v) qG(u, v) dudv.
Definition 5.1. Let (Xt)t∈[0,T ] and (Yt)t∈[0,T ] be continuous B-valued, respectively B∗-valued stochas-
tic processes. The forward integral of Y with respect to X denoted by
∫ t
0 B
∗〈Ys, dXs〉B is defined as the
limit ∫ t
0
B∗〈Ys, dXs〉B := lim
ε→0
∫ t
0 B∗
〈
Ys,
Xs+ε −Xs
ε
〉
B
ds
in probability if it exists.
Definition 5.2. Let F be a mapping F : [0, T ] × B → R. We say that F is of Fre´chet class C1,2
(in symbols F ∈ C1,2) if F is one time continuously Fre´chet differentiable and two times continuously
Fre´chet differentiable in the second argument. That is, denoting the Fre´chet derivative with respect to
the second variable by D, for every t ∈ [0, T ] we have DF (t, ·) : B → B∗ and D2F (t, ·) : B → (B ⊗̂piB)∗
continuously.
Theorem 5.3. Suppose (3.9) and (3.10), i.e.
∞∑
m=0
2−
m
2 · λd2m+1 ·
(
max
d2m+1<i≤d2m+1
|Gi(0)|+m 12
)
<∞.
Let (Xt)t∈[0,T ] be given by (2.3), i.e.
Xt =
∞∑
i=1
Gi(λit) · Si, t ≥ 0.
Furthermore denote B = L1([0, 1];Rd), and let F ∈ C1,2. Then
(a) For every t ∈ [0, T ] the forward integral ∫ t0 B∗〈DF (s,Xs), dXs〉B exists.
(b) We have the Itoˆ formula
F (t,Xt) = F (0, X0) +
∫ t
0
∂
∂s
F (s,Xs) ds+
∫ t
0
B∗〈DF (s,Xs), dXs〉B
+
1
2
∫ t
0
(B ⊗̂piB)∗
〈
D2F (s,Xs),Θ
〉
(B ⊗̂piB)∗∗ ds,
where Θ is given by (4.1).
Proof. (a) Due to the existence of a scalar and tensor quadratic variation for Xt we may apply Propo-
sition 3.15 of [8] and Theorem 6.3 of [7] from which the statement follows.
(b) This is an immediate consequence of Proposition 4.1 above, and Theorem 6.3 of [7] together with
Remark 6.2 of [7].
Now let us specify the Itoˆ formula to cylindrical functions F of type F (s, γ) = f(s ; 〈S1, γ〉, . . . , 〈Sk, γ〉),
f ∈ C∞0
(
R
k+1
)
, s ≥ 0, γ ∈ C0([0, 1];Rd). Here, Si and 〈Si, γ〉 are given by Si(s) :=
∫ s
0
gi(u) du and
〈Si, γ〉 :=
∫ 1
0 gi(u) dγu, cf. (1.7). Since such functions F are discontinuous if γ is considered as an
element belonging to L1([0, 1];Rd) we cannot directly apply Theorem 5.3 (b).
For i = d(2m + k − 1) + j, m ∈ {0, 1, . . .}, k ∈ {1, . . . , 2m}, j ∈ {1, . . . , d}, let g(α)i , α ∈ (0, 1), be
an element of C∞0 ([0, 1];R
d) such that g
(α)
i (s) · ej′ = 0, s ∈ [0, 1], for {1, . . . , d} ∋ j′ 6= j. Furthermore,
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define the Rd-valued signed measures µ
(α)
i and µ on ([0, 1],B([0, 1]) by µ
(α)
i ((a, b]) := g
(α)
i (b) − g(α)i (a)
and µi((a, b]) := gi(b) − gi(a). Suppose that µ(α)i converges to µi in the weak∗-topology as α → 0 and
that ‖µ(α)i ‖v ≤ ‖µi‖v, α ∈ (0, 1), where ‖ · ‖v denotes the total variation.
Now let us study cylindrical functions F (α) of type F (α)(s, γ) = f(s ; 〈S(α)1 , γs〉, . . . , 〈S(α)k , γs〉) where
f , s, and γ are as above and S
(α)
i (s) :=
∫ s
0 g
(α)
i (u) du as well as 〈S(α)i , γ〉 :=
∫ 1
0 g
(α)
i (u) dγu.
It follows that
DF (α)(s, γ)(h) =
k∑
i=1
∂
∂xi
f
(
s ; 〈S(α)1 , γ〉, . . . , 〈S(α)k , γ〉
)
〈S(α)i , h〉
=
k∑
i=1
∂
∂xi
f
(
s ; 〈S(α)1 , γ〉, . . . , 〈S(α)k , γ〉
)∫ 1
0
(
−g(α)i
)′
· h dt
= B∗〈DF (α)(s, γ), h〉B (5.1)
where this chain of equations is true for all h ∈ {h˜ : h˜ ∈ C([0, 1];Rd), h(0) = h(1) = 0}. By the well-
definiteness of the second line for all h ∈ L1([0, 1];Rd) we may continuously extend the left-hand side as
well as the right-hand side in L1([0, 1];Rd) to all h ∈ L1([0, 1];Rd). Furthermore, for Φ ∈ L1([0, 1]2;Rd2)
introduce 〈〈
(S
(α)
i (·))⊗ (S(α)i′ (·)),Φ
〉〉
:=
∫
[0,1]2
g
(α)
i (u)⊗ g(α)i′ (v) qdΦ(u, v).
In the same sense as above we have
D2F (α)(s, γ)(H) =
k∑
i,i′=1
∂2
∂xixi′
f
(
s ; 〈S(α)1 , γ〉, . . . , 〈S(α)k , γ〉
)〈〈
(S
(α)
i (·))⊗ (S(α)i′ (·)), i ◦H
〉〉
=
k∑
i,i′=1
∂2
∂xixi′
f
(
s ; 〈S(α)1 , γ〉, . . . , 〈S(α)k , γ〉
)∫
[0,1]2
g
(α)
i (u)⊗ g(α)i′ (v) qd(i ◦H)(u, v)
=
k∑
i,i′=1
∂2
∂xixi′
f
(
s ; 〈S(α)1 , γ〉, . . . , 〈S(α)k , γ〉
)∫
[0,1]2
(
g
(α)
i (u)
)′
⊗
(
g
(α)
i′ (v)
)′
q(i ◦H)(u, v) dudv
= (B ⊗̂piB)∗
〈
D2F (α)(s, γ), H
〉
(B ⊗̂piB)∗∗
, H ∈ L1([0, 1];Rd) ⊗̂piL1([0, 1];Rd). (5.2)
For the next lemma recall the decomposition Xt = Yt + Zt +At, t ≥ 0, introduced in Section 3.
Lemma 5.4. Suppose (3.9) and (3.10). Let i ∈ N and T > 0.
(a) For the quadratic variation
[
〈S(α)i , Y·〉
]
t
of 〈S(α)i , Yt〉 at t > 0 it holds that
sup
α∈(0,1)
E
[[
〈S(α)i , Y·〉
]
t
]
<∞.
(b) For the total variation
∣∣∣〈S(α)i , Z· +A·〉∣∣∣
t
of 〈S(α)i , Zt +At〉 at t > 0 it holds that
sup
α∈(0,1)
E
[∣∣∣〈S(α)i , Z· +A·〉∣∣∣
t
]
<∞.
(c) It holds that 〈S(α)i , Xt〉 −→α→0 〈Si, Xt〉 uniformly on t ∈ [0, T ] almost surely.
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Proof. In the following proof we abbreviate ‖ · ‖C0([0,1];Rd) = ‖ · ‖C and ‖ · ‖L1([0,1];Rd) = ‖ · ‖L1 .
(a) Using the partition of [0, T ] introduced in Section 3, we have
sup
α∈(0,1)
E
[[
〈S(α)i , Y·〉
]
T
]
= sup
α∈(0,1)
E
 lim
n→∞
∑
j:tj≤T
〈S(α)i , Ytj − Ytj−1〉2

= sup
α∈(0,1)
E
 lim
n→∞
∑
j:tj≤T
(∫ 1
0
(
−g(α)i
)′
(u) · (Ytj − Ytj−1) (u) du)2

≤ sup
α∈(0,1)
E
 lim
n→∞
∑
j:tj≤T
∥∥∥∥(g(α)i )′ (u)∥∥∥∥2
L1
·
∥∥Ytj − Ytj−1∥∥2C

≤ sup
α∈(0,1)
∥∥∥∥(g(α)i )′ (u)∥∥∥∥2
L1
· E
 lim
n→∞
∑
j:tj≤T
∥∥Ytj − Ytj−1∥∥2C
 .
This proves part (a) of the lemma since ‖(g(α)i )′(u)‖L1 = ‖µ(α)i ‖v ≤ ‖µi‖v, α ∈ (0, 1), by hypothesis.
Furthermore the second term is finite by Lemma 3.1 (a).
(b) We have
sup
α∈(0,1)
E
[∣∣∣〈S(α)i , Z· +A·〉∣∣∣
t
]
≤ sup
α∈(0,1)
E
∣∣∣∣∣∣−
∞∑
j=1
∫ ·
u=0
λje
−λjuWj
(
e2λju − 1) du · 〈S(α)i , Sj〉
∣∣∣∣∣∣
t

+ sup
α∈(0,1)
E
∣∣∣∣∣∣
∞∑
j=1
e−λj ·Gj(0) · 〈S(α)i , Sj〉
∣∣∣∣∣∣
t

≤
∞∑
j=1
sup
α∈(0,1)
〈S(α)i , Sj〉 · E
[∣∣∣∣∫ ·
u=0
λje
−λjuWj
(
e2λju − 1) du∣∣∣∣
t
]
+
∞∑
j=1
sup
α∈(0,1)
〈S(α)i , Sj〉 · |Gj(0)|
=
∞∑
j=1
sup
α∈(0,1)
〈S(α)i , Sj〉 ·
(
E
[∫ t
u=0
λje
−λju ∣∣Wj (e2λju − 1)∣∣ du]+ |Gj(0)|)
≤
∞∑
j=1
sup
α∈(0,1)
〈S(α)i , Sj〉 · (ctλj + |Gj(0)|)
=
∞∑
j=1
sup
α∈(0,1)
∫ 1
0
(
−g(α)i
)′
(u) · Sj(u) du · (ctλj + |Gj(0)|)
≤ sup
α∈(0,1)
∥∥∥∥(g(α)i )′ (u)∥∥∥∥
L1
·
∥∥∥∥∥∥
∞∑
j=1
(ctλj + |Gj(0)|) · Sj
∥∥∥∥∥∥
C
for some c > 0 independent of j and t. The claim now follows from∥∥∥∥∥∥
∞∑
j=2
(ctλj + |Gj(0)|) · Sj
∥∥∥∥∥∥
C
≤ (cT ∨ 1)
∞∑
m=0
(
λd2m+1 + max
d2m<j≤d2m+1
|Gj(0)|
)∥∥∥∥∥∥
d2m+1∑
j=d2m+1
Sj
∥∥∥∥∥∥
C
which is finite by
∥∥∥∑d2m+1j=d2m+1 Sj∥∥∥
C
= 2−
m
2 , (3.9), and (3.10).
(c) Let i ∈ N. Furthermore let ε > 0 and n ∈ N such that
∞∑
j=n+1
|Gj(λjt)| · ‖Sj‖C < ε
2‖µi‖v
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for all t ∈ [0, T ]. For the existence of such a random n ∈ N see (2.6). We have
∞∑
j=n+1
Gj(λjt)
(
〈S(α)i , Sj〉 − 〈Si, Sj〉
)
=
∞∑
j=n+1
Gj(λjt)
(
−
∫ 1
0
Sj dµ
(α)
i +
∫ 1
0
Sj dµi
)
≤
∞∑
j=n+1
|Gj(λjt)| · ‖Sj‖C ·
(
‖µ(α)i ‖v + ‖µi‖v
)
≤ 2
∞∑
j=n+1
|Gj(λjt)| · ‖Sj‖C · ‖µi‖v < ε,
the second last inequality because of ‖µ(α)i ‖v ≤ ‖µi‖v, α ∈ (0, 1). Furthermore, since µ(α)i converges to
µi in the weak
∗-topology as α→ 0,
∣∣∣〈S(α)i , Xt〉 − 〈Si, Xt〉∣∣∣ ≤ ε+
∣∣∣∣∣∣
n∑
j=1
Gj(λjt) ·
(
〈S(α)i , Sj〉 − 〈Si, Sj〉
)∣∣∣∣∣∣
≤ ε+
n∑
j=1
|Gj(λjt)| ·
∣∣∣∣− ∫ 1
0
Sj dµ
(α)
i − δij
∣∣∣∣
−→
α→0
ε+
n∑
j=1
|Gj(λjt)| ·
∣∣∣∣− ∫ 1
0
Sj dµi − δij
∣∣∣∣ = ε, i ∈ N.
The claim follows.
Proposition 5.5. For Xt given by (2.3) and F (s,Xs) = f(s ; 〈S1, Xs〉, . . . , 〈Sk, Xs〉), f ∈ C∞0
(
R
k+1
)
,
s ≥ 0, the following Itoˆ formula holds.
F (t,Xt) = F (0, X0) +
∫ t
0
∂
∂s
F (s,Xs) ds+
k∑
i=1
∫ t
0
∂
∂xi
f(s ;G1(λ1s), . . . , Gk(λks)) dsGi(λis)
+
k∑
i=1
∫ t
0
λi
∂2
∂x2i
f(s ;G1(λ1s), . . . , Gk(λks)) ds.
Proof. Next we apply the results of [14] Section 2. Let Yn, n ∈ N, be a sequence of R-valued semimartin-
gales admitting a decomposition Yn = Mn + Vn such that for each t ≥ 0 it holds that sups≤t |Yn(s) −
η(s)| −→n→∞ 0 in probability, supnE[Mn(t)2] = supnE[[Mn]t] < ∞, as well as supnE[|Vn|t] < ∞.
Under these conditions if sups≤t |Xn(s)− ξ(s)| −→n→∞ 0 in probability then for each T > 0
sup
t≤T
∣∣∣∣∫ t
0
Xn(s) dYn(s)−
∫ t
0
ξ(s) dη(s)
∣∣∣∣ −→n→∞ 0 (5.3)
in probability. As already mentioned, the above conclusions follow from [14] Section 2. From (5.1) it
follows that∫ t
0
B∗〈DF (α)(s,Xs), dXs〉B = lim
ε→0
∫ t
0 B
∗
〈
DF (α)(s,Xs),
Xs+ε −Xs
ε
〉
B
ds
=
k∑
i=1
lim
ε→0
∫ t
0
∂
∂xi
f
(
s ; 〈S(α)1 , Xs〉, . . . , 〈S(α)k , Xs〉
)
·
(
〈S(α)i , Xs+ε〉 − 〈S(α)i , Xs〉
ε
)
ds
=
k∑
i=1
∫ t
0
∂
∂xi
f
(
s ; 〈S(α)1 , Xs〉, . . . , 〈S(α)k , Xs〉
)
· d〈S(α)i , Xs〉 (5.4)
where the right hand side is an Itoˆ integral since 〈S(α)i , Xs〉 =
∑∞
j=1〈S(α)i , Sj〉Gj(λjs) is a semi-
martingale, see Proposition 6 of [22]. From Lemma 5.4 it follows that the right-hand side converges in
the sense of (5.3) to
k∑
i=1
∫ t
0
∂
∂xi
f (s ; 〈S1, Xs〉, . . . , 〈Sk, Xs〉) · d〈Si, Xs〉 as α→ 0. (5.5)
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We recall that
Θ = 2E
[( ∞∑
i=1
λ
1
2
i ξiSi
)
⊗
( ∞∑
i′=1
λ
1
2
i′ ξi′Si′
)]
where ξi, i ∈ N, are independent standard normal random variables. Using [12], Theorem 10.2, together
with (3.10) we obtain from (5.2)
1
2
∫ t
0
(B ⊗̂piB)∗
〈
D2F (α)(s,Xs),Θ
〉
(B ⊗̂piB)∗∗
ds
=
1
2
k∑
l,l′=1
∫ t
0
∂2
∂xlxl′
f
(
s ; 〈S(α)1 , Xs〉, . . . , 〈S(α)k , Xs〉
)
×
∫
[0,1]2
(
g
(α)
l (u)
)′
⊗
(
g
(α)
l′ (v)
)′
q(i ◦Θ)(u, v) dudv ds
=
k∑
l,l′=1
(λlλl′ )
1
2
∫ t
0
∂2
∂xlxl′
f
(
s ; 〈S(α)1 , Xs〉, . . . , 〈S(α)k , Xs〉
)
×
∫
[0,1]2
(
g
(α)
l (u)
)′
⊗
(
g
(α)
l′ (v)
)′
q
∞∑
i=1
Si(u)⊗ Si(v) dudv ds. (5.6)
Here the right-hand side converges almost surely to
k∑
l,l′=1
(λlλl′ )
1
2
∫ t
0
∂2
∂xlxl′
f (s ; 〈S1, Xs〉, . . . , 〈Sk, Xs〉)
×
∫
[0,1]2
∞∑
i=1
Si(u)⊗ Si(v) q d (µl(u)⊗ µl′(v)) ds
=
k∑
i=1
λi
∫ t
0
∂2
∂x2i
f (s ; 〈S1, Xs〉, . . . , 〈Sk, Xs〉) ds as α→ 0 (5.7)
by Lemma 5.4 (c) and the hypothesis that µ
(α)
i converges to µi in the weak
∗-topology. The proposition
now follows from the Itoˆ formula of Theorem 5.3 for F (α)(s, γ) = f(s ; 〈S(α)1 , γs〉, . . . , 〈S(α)k , γs〉) and
(5.4)-(5.7).
Remark 5.6. Reviewing the finite dimensional approximation of X in Section 2 this particular spec-
ification of the Itoˆ formula provides a certain double-check of the correctness of Proposition 4.1 and
Theorem 5.3 (b).
A Appendix: Some lemmas in extreme value theory
Let Gi, i ∈ N, be a sequence of one-dimensional Ornstein-Uhlenbeck processes of the form
Gi(t) = Gi(0)e
−t + e−tWi(e2t − 1), t ≥ 0,
with independent one-dimensional standard Wiener processes Wi. Let 1 ≤ λ1 ≤ λ2 ≤ . . . be a sequence
of real constants. For T > 0 denote G∗m,T := max{Gi(λit)−Gi(0)e−λit : t ∈ [0, T ], d2m < i ≤ d2m+1},
m ∈ Z+. We are interested in certain moments of G∗m,T . In order to obtain these moments let us
first consider one Ornstein-Uhlenbeck process G and λ ≥ 1. Below we will use the notation G∗T :=
maxt∈[0,T ](G(λt) −G(0)e−λt).
Lemma A.1. The cumulative distribution function FG(x) := P (G
∗
T ≤ x), x ∈ R, is tail-equivalent to
a von Mises function F with limx→∞(1− FG(x))/(1 − F (x)) = 1.
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Proof. Let us use the representation G(λt) − G(0)e−λt = e−λtW (e2λt − 1), t ∈ [0, T ], where W is a
suitable one-dimensional standard Wiener process. We have
P (G∗T ≤ x) = P
({G(t)−G(0)e−λt ≤ x for all t ∈ [0, T ]})
= P
({W (s) ≤ x(s+ 1) 12 for all s ∈ [0, S]}),
where S ≡ S(λ) = e2λT − 1. Let ϕ and Φ denote the density and cumulative distribution function of
the N(0, 1)-distribution. Also let Φ¯ = 1− Φ. Using the Corollary to Lemma 11 of [5] we obtain
P (G∗T > x) = P
({W (s) > x(s+ 1) 12 for some s ∈ [0, S]})
∼
∫ S
0
1
2s
· x(s+ 1)
1
2
s
1
2
· ϕ
(
x(s + 1)
1
2
s
1
2
)
ds+ Φ¯
(
x(S + 1)
1
2
S
1
2
)
=: F¯ (x) ≡ 1− F (x) as x→∞ (A.1)
in the sense that the ratio of the left-hand side of ∼ and the right-hand side of ∼ tends to one as x→∞.
We also mention that in (A.1) the variable x plays the role of n in the Corollary to Lemma 11 of [5]
and that the conditions of this corollary follow immediately.
As shown in [9], Proposition 3.3.28 and Example 3.3.23, it is now sufficient to verify
lim
x→∞
(
1− F (x))F ′′(x)(
F ′(x)
)2 = −1 (A.2)
and F ′′(x) < 0 for sufficiently large x. We note that
Φ¯
(
x(S + 1)
1
2
S
1
2
)
=
∫ S
0
(
1
2s
· x(s + 1)
1
2
s
1
2
− x
2s
1
2 (s+ 1)
1
2
)
· ϕ
(
x(s+ 1)
1
2
s
1
2
)
ds
which gives with (A.1)
F¯ (x) =
∫ S
0
1
s
· x(s+ 1)
1
2
s
1
2
· ϕ
(
x(s+ 1)
1
2
s
1
2
)
ds−
∫ S
0
x
2s
1
2 (s+ 1)
1
2
· ϕ
(
x(s+ 1)
1
2
s
1
2
)
ds.
We observe that with ψ(s, x) := ϕ
(
x(s+ 1)
1
2 · s− 12
)
and µ(ds) :=
(
(s+ 2) · (2s)− 12 (s+ 1)− 32
)
ds we
have
F¯ (x) = −
∫ S
0
d
dx
[
ϕ
(
x(s+ 1)
1
2
s
1
2
)]
(s+ 2) ds
2s
1
2 (s+ 1)
3
2
≡ x ·
∫ S
0
ψ(s, x) · s+ 1
s
µ(ds) (A.3)
which implies
F¯ ′(x) =
∫ S
0
ψ(s, x) · s+ 1
s
µ(ds)− x2 ·
∫ S
0
ψ(s, x) ·
(
s+ 1
s
)2
µ(ds) (A.4)
and
F¯ ′′(x) = −3x ·
∫ S
0
ψ(s, x) ·
(
s+ 1
s
)2
µ(ds) + x3 ·
∫ S
0
ψ(s, x) ·
(
s+ 1
s
)3
µ(ds). (A.5)
Since, for k, l ∈ 0, 1, 2,∫ S
0
ψ(s, x) ·
(
s+ 1
s
)k
µ(ds)
/∫ S
0
ψ(s, x) ·
(
s+ 1
s
)l
µ(ds) −→x→∞
(
S + 1
S
)k−l
(A.6)
we get
lim
x→∞
F¯ (x)F¯ ′′(x)(
F¯ ′(x)
)2 = 1
which is (A.2). From (A.5) we deduce F ′′(x) < 0 for sufficiently large x. The statement follows.
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Lemma A.2. (a) There exist sequences cn > 0 and dn ∈ R, n ∈ N, such that
lim
n→∞
FnG(cnx+ dn) = limn→∞
Fn(cnx+ dn) = e
−e−x , x ∈ R,
i.e. FG belongs to the domain of attraction of the Gumbel distribution.
(b) The sequences cn and dn, n ∈ N, can be chosen by
dn := F
−1
(
1− 1
n
)
and cn :=
F¯ (dn)
F ′(dn)
,
where F−1 denotes the inverse of the restriction of F to [G(0),∞).
(c) There exist the limits
c := lim
n→∞
cn(lnn)
1
2 > 0 (A.7)
and
d := lim
n→∞
dn(lnn)
− 12 > 0. (A.8)
Proof. (a) This is a consequence of Lemma A.1 and [9] Theorem 3.3.26 as well as Proposition 3.3.28.
(b) This follows from [9] Theorem 3.3.26 and [9] Example 3.3.23.
(c) Relation (A.8) is, on the one hand, derived from
− ln F¯ (dn) = lnn (A.9)
which follows from the definition of dn. On the other hand, according to equation (A.3) and the mean
value theorem we have
F¯ (x) = − d
dx
[
ϕ
(
x(s+ 1)
1
2
s
1
2
)]∣∣∣∣
s=Sx
·
∫ S
0
(s+ 2) ds
2s
1
2 (s+ 1)
3
2
≡ F¯(x;S) · C (A.10)
for some Sx ∈ [0, S] with limx→∞ Sx = S. Relation (A.7) follows now from (A.3), (A.4), and (A.6).
In Lemma A.1 and Lemma A.2 we have analyzed the cumulative distribution function FG(x) :=
P (G∗T ≤ x), x ∈ R. Recall that G∗T = maxt∈[0,T ](G(λt) − G(0)e−λt). The next lemma focuses on the
impact of λ ≥ 1 on the sequences cn ≡ cn(λ) > 0 and dn ≡ dn(λ) ∈ R, n ∈ N, defined in Lemma A.2.
Lemma A.3. We have
cn(λ) ≥ c0
(
(lnn)
1
2 + (lnλ)
1
2
)−1
(A.11)
and
dn(λ) ≤ d0
(
(lnn)
1
2 + (lnλ)
1
2
)
(A.12)
for some c0 > 0 and d0 > 0 independent of n ≥ 2 and λ ≥ 1.
Proof. According to (A.10) it holds for all λ ≥ 1 that F¯ (x) ≡ F¯(x;S) · C(λ) where
C(λ) =
∫ S
0
(s+ 2) ds
2s
1
2 (s+ 1)
3
2
with S ≡ S(λ) = e2λT − 1. (A.13)
From (A.9) we obtain
− ln(C(λ) · F¯(dn;S)) = lnn, (A.14)
and (A.10) gives
lim
x→∞
ln(F¯(x;S))
x2
= −S + 1
2S
.
Taking into consideration (A.8), using (A.14) it turns out that
d2n ≤ d1(lnn+ lnC(λ))
for some d1 > 0 independent of n ≥ 2 and λ ≥ 1. Relation (A.12) follows now from (A.13). Together
with Lemma A.2 (b) and (A.3), (A.4), (A.6) this implies (A.11).
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Now we turn to the main object of interest of this appendix, the estimates of the particular moments
of G∗m,T := max{Gi(λit) −Gi(0)e−λit : t ∈ [0, T ], d2m < i ≤ d2m+1}. Below we will use the notation
M (n) ≡M (n)(λ) := max{(Gi(λt) −Gi(0)e−λt) : t ∈ [0, T ], 1 ≤ i ≤ n}. Furthermore, let Γ(k)(1) denote
the kth derivative of the gamma function at x = 1.
Lemma A.4. Let cn(λ) > 0 and dn(λ) ∈ R be given by Lemma A.2 (b) and the paragraph before
Lemma A.3.
(a) For k ∈ N there is an n0 ≡ n0,k ∈ N and a constant C ≡ Ck > 0, both independent of λ ≥ 1, such
that
E
[(
M (n)(λ)
)k]
≤ C (dn(λ))k , n ≥ n0.
(b) For each k0 ∈ N there is a constant D ≡ Dk0 ∈ R > 0 independent of m ∈ {1, 2, . . .} such that for
all 1 ≤ k ≤ k0
E
[(
G∗m,T
)k] ≤ D ((lnλd2m+1) k2 +m k2 ) .
Proof. (a) By (A.1) there is some finite a ≥ 1 independent of λ ≥ 1 such that
1− FG(x) ≤ a(1− F (x)), x > 0,
where we mention that the functions FG ≡ FG,λ and F ≡ Fλ depend on λ via S ≡ S(λ) = e2λT − 1.
Particularly the existence of this a ≥ 1 can be derived from Fλ(x)/FG,λ(x) −→x→∞ 1 for all λ ≥ 1 and
Fλ(x) −→λ→∞ ∞ for all x > 0.
From the final conclusion of the proof of Lemma 2.2 (a) in [20] we learn that, in the notation used
here, − lnFG(cn(λ)x + dn(λ)) ∼ 1 − FG(cn(λ)x + dn(λ)) as n → ∞ uniformly for x > 0 and λ ≥ 1,
see Lemma A.3. As in the proof of Lemma 2.2 (a) in [20], for given ε > 0, there exist now n1 ∈ N
independent of λ ≥ 1 such that for all n ≥ n1, x > 0, and λ ≥ 1
1− FnG(cn(λ)x + dn(λ)) ≤ (1 + ε)n
(
1− FG(cn(λ)x + dn(λ))
)
≤ a(1 + ε)n (1− F (cn(λ)x + dn(λ))) .
Now we follow and modify the proof of Lemma 2.2 (a) in [20] relative to a cumulative distribution
function F (no longer FG) that satisfies (A.1). For given ε > 0 there is n2 ∈ N independent of λ ≥ 1
such that, now in symbols of [20], |f ′(t)| < ε if t ≥ bn for n ≥ n2. In our notation the latter would mean∣∣ (F¯λ(x)/F ′λ(x))′ ∣∣ < ε if x ≥ dn(λ) for λ ≥ 1 and n ≥ n1. This holds because of (A.3)-(A.6) taking into
consideration that the limit (A.6) is uniform in λ ≥ 1 by S ≡ S(λ) = e2λT − 1. Furthermore, we can
reduce the degree of (1+ ε) by two since, in symbols of [20] but our situation, we have 1−F (bn) = n−1
and c(x) = c, x > 0. We arrive at
n
(
1− F (cn(λ)x + dn(λ))
) ≤ (1 + εx)−1/ε x > 0, λ ≥ 1, n ≥ n3
for some n3 ∈ N independent of λ ≥ 1. Thus for sufficiently small ε > 0 there is an n0 ≡ n0,k ∈ N such
that for all k ∈ N with ∫∞
0
kxk−1
(
(1 + ε)(1 + εx)−1/ε
)
dx <∞ and all n ≥ n0 the following holds. We
have
1− FnG(cn(λ)x + dn(λ)) ≤ a(1 + ε)(1 + εx)−1/ε, x > 0,
independent of λ ≥ 1. For n ≥ n0 we obtain
E
[(
M (n)(λ)
)k]
=
∫ ∞
0
kxk−1P
(
M (n)(λ) > x
)
dx
=
∫ ∞
−dn(λ)/cn(λ)
k
(
cn(λ)x + dn(λ)
)k−1
P
(
M (n) > cn(λ)x + dn(λ)
)
· cn(λ) dx
≤
∫ 0
−dn/cn
k(cnx+ dn)
k−1 · cn dx+
∫ ∞
0
k(cnx+ dn)
k−1 (1− FnG(cnx+ dn)) · cn dx
≤ dkn + a
∫ ∞
0
k(cnx+ dn)
k−1
(
(1 + ε)(1 + εx)−1/ε
)
· cn dx.
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Part (a) of the lemma follows.
(b) This is a consequence of Lemma A.3, and part (a) of the present lemma.
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