This paper is dedicated to proving the global existence of strong solutions to the compressible viscoelastic flows in the whole space R n with any n ≥ 2. We remove the "initial state" and "div-curl" assumptions and extend the solution space to the critical Besov space compared with previous works. Our novelty is to view the wildest "nonlinear term" as "linear term". The structure of the reformulated system will be similar to but different with the Navier-Stokes equations. Although we can not obtain the dissipation information for the density and deformation tensor, the L ∞ estimates for the density, deformation tensor and the dissipation estimates only for the velocity are enough for us to get the global existence of the solution.
Introduction
We consider the following equations of multi-dimensional compressible viscoelastic flows:
where ρ ∈ R + is the density, u ∈ R n stands for the velocity and F ∈ R n×n is the deformation tensor. F T means the transpose matrix of F . The pressure P depends only upon the density and the function will be taken suitably smooth. Notations div, ⊗ and ∇ denote the divergence operator, Kronecker tensor product and gradient operator, respectively. D(u) = 1 2 (∇u + ∇u T ) is the strain tensor. The density-dependent viscosity coefficients µ, λ are assumed to be smooth and to satisfy µ > 0, ν λ + 2µ > 0. For simplicity, the elastic energy W (F ) in system (1.1) has been taken to be the special form of the Hookean linear elasticity:
which, however, does not reduce the essential difficulties for analysis. The methods and results of this paper could be applied to more general cases.
In this paper, we focus on the Cauchy problem of system (1.1), so the corresponding initial data are supplemented by (ρ, F ; u)| t=0 = (ρ 0 (x), F 0 (x); u 0 (x)), x ∈ R n .
(1.
3)
It is well known that there are some fluids which do not satisfy the classical Newtonian law. So far there have been many attempts to capture different phenomena for non-Newtonian fluids, see for example [6, 7, 13, 16] etc.. System (1.1) is compressible viscoelastic flow of the Oldroyd type exhibiting the elastic behavior, which is one of the classical non-Newtonian fluids. We are interested in the well-posedness and stability of solutions to the Cauchy problem (1.1)-(1.3), at least under the perturbation of constant equilibrium state (1, I, 0).
Let's first recall previous efforts related to viscoelastic flows. For the incompressible viscoelastic flows, there has been much important progress on classical solutions. Lin-Liu-Zhang [13] , Chen-Zhang [4] , Lei-Liu-Zhou [14] and Lin-Zhang [17] established the local and global well-posedness with small data in Sobolev space H s . Hu-Wu [12] proved the long-time behavior and weak-strong uniqueness of solutions. Chemin-Masmoudi [3] proved the existence of a local solution and a global small solution in critical Besov spaces, where the Cauchy-Green strain tensor is available in the evolution equation. Qian [19] proved the well-posedness of the incompressible viscoelastic system in critical spaces. Subsequently, Zhang-Fang [21] proved the global well-posedness in the critical L p Besov space. Lions and Masmoudi [15] considered a special case that the contribution of the strain rate is neglected, and constructed the globalin-time weak solution with general initial data. Recently, the third author in [23] proved the global small solution to the incompressible viscoelastic flows without "div-curl" structure assumption in Sobolev spaces. Later, Chen-Hao [2] and Zhai [22] extend the result into critical Besov spaces.
For compressible viscoelastic flows, Lei-Zhou [17] proved the global existence of classical solutions for the two-dimensional Oldroyd model via the incompressible limit. The local existence of strong solutions was obtained by Hu-Wang [11] . Shortly, Hu-Wang [10] and Qian-Zhang [20] independently proved the global existence in the critical L 2 Besov space with initial data near equilibrium. Later, Pan-Xu [18] extend their works to the critical L p Besov space. Unfortunately, All the above works depend heavily on the "initial data" assumption and "divcurl" structure assumption. The first work which gets rid of the assumptions comes from Zhu [24] . For convenience of reader, we would like to state its result as follows.
Theorem 1.1 ([24])
Consider the Cauchy problem of 3D compressible viscoelastic system (1.1) with Hookean linear elasticity (1.2) . And for some suitable small constant ε, the initial data (ρ, u, F )| t=0 = (ρ 0 , u 0 , F 0 ) satisfies
Then system (1.1) admits a unique global classical solution (ρ, F ; u) and holds that,
Now let us say a few words about the so-called critical spaces. Note that system (1.1) is scaling invariant under the following transformation: for any constant κ,
up to changes of the Pressure P into κ 2 P and the constant α into κ 2 α. This indicates the following definition of the critical space.
Obviously, it is easy to see that Ḃ n/2 2,1
n is the critical functional setting in the sense of Definition 1.1. It should be mentioned that Danchin [5] first developed the basic idea in the study of compressible Navier-Stokes equations. He established the global well-posedness of strong solutions in the critical spaces. Compared to [5] , there is an outstanding difficulty for the compressible viscoelastic system, that is, how to capture the damping effect of the deformation tensor among more complicated coupling between the velocity, the density and the deformation tensor. Hu-Wang [10] and Qian-Zhang [20] independently explored some intrinsic properties or structures to the viscoelastic system and established uniform estimate for complicated linearized hyperbolic-parabolic systems.
The goal of this paper aims at extending the above statement (Theorem 1.1) to the critical Besov space. 
and
then the Cauchy problem (1.1)-(1.3) has a global unique solution (ρ, F ; u) such that
(1.4)
Moreover, we have the following
Concerning those norm notations for the hybrid Besov spaceL qḂs,σ (p ≥ 2) andC b (Ḃ s,σ ), the reader is referred to Section 2 below.
Remark 1.1 It seems that there is one order loss to the low frequency estimate for the deformation tensor in (1.5) . The reason is that we will reformulate our system (1.1) by the unkown .
Here f ℓ • and f h • represent the low and high frequency part of some norm f • to a tempered distribution f whose exact definition will be given in Section 2.
Remark 1.2 Also, we can not get the dissipation estimates of the density and the deformation tensor. Only a combination of them can have dissipation.
Let us point out some new ingredients in our proof. To avoid the "initial state" and "divcurl" assumptions on the density and deformation tensor, first we view F F T det F as a linear term instead of a nonlinear term. by setting τ := F F T det F − I, we reformulate our system in unknows p := P − 1, u, τ . The linear part of our reformulated system will be
where A := ∆ + ∇div. By setting θ = ∇p − ∇ · τ , we have that
(1.8)
The linear equations (1.8) have similar structure to that of the Navier-Stokes equations. We can get the smoothing effect of u as well as the low frequencies of θ and the damping effect for the high frequencies of θ. However, we have no smoothing effect and damping effect information for the original unknows p, τ . By a dedicated analysis and further decomposition of (1.7), actually we can get the L ∞ estimates of p, τ . Combining the L ∞ estimates of p, τ , smoothing and damping effect of u, θ, we have enough information to ensure the global existence of strong solutions to our system (1.1). The rest of this paper is arranged as follows: In Section 2, we first review the Littlewood-Paley theory and present some definitions and estimates for the hybrid-Besov space. In Section 3, we reformulate our system into a hyperbolic-parabolic system coupled by the density, the velocity and the deformation tensor. Section 4 is devoted to presenting the proof of Theorem1.2. Some analysis properties in the hybrid Besov space will be given in the Appendix.
Littlewood-Paley Theory and the Hybrid Besov Space
Throughout the paper, we denote by C a generic constant which may be different from line to line. The notation A B means A ≤ CB and A ≈ B indicates A ≤ CB and B ≤ CA.
Littlewood-Paley decomposition
Let's begin with the Littlewood-Paley decomposition. There exists two radial smooth functions ϕ(x), χ(x) supported in the annulus C = {ξ ∈ R n : 3/4 ≤ |ξ| ≤ 8/3} and the ball B = {ξ ∈ R n : |ξ| ≤ 4/3}, respectively such that
The homogeneous dyadic blocks∆ j and the homogeneous low-frequency cut-off operatorṡ S j are defined for all j ∈ Z bẏ
With our choice of ϕ, it is easy to see thaṫ
(2.1)
The following Bernstein inequality will be repeatedly used throughout the paper. 
The hybrid Besov space
We denote by Z ′ (R n ) the dual space of
Firstly, we give the definition of the the homogeneous Besov space. 
Secondly, we introduce the hybrid Besov space that will be used in this paper.
where R 0 is a fixed and sufficiently large constant which may depend on λ(1), µ(1) and n. When σ = s,Ḃ s,s is the usual Besov spaceḂ s 2,1 . Since we are concerned with time-dependent functions valued in Besov spaces, the spacetime mixed norm is usually given by
Here, we introduce another space-time mixed Besov norm, which is referred to Chemin-Lerner's spaces. The definition is as follows.
The index T will be omitted if T = +∞ and we shall denote byC b (Ḃ s,σ ) the subset of functions
Next, we collect nonlinear estimates in Besov spaces.
Lemma 2.2 For the Besov space, we have the following properties:
For the heat equation, one has the following optimal regularity estimate.
Then for t ∈ [0, T ], there holds
(2.3)
Lemma 2.5 Let s ∈ (−n min(1/p, 1/p ′ ), 1 + n/p) and 1 ≤ p, q ≤ ∞. Let v be a vector field such that ∇v ∈ L 1 TḂ n/p p, 1 . Assume that f 0 ∈Ḃ s p,q , g ∈ L 1 TḂ s p,q , and f is a solution of the transport equation
3 Reformulation of System (1.1)
Without loss of generality, we set P ′ (1) = 1. Define
By a direct computation, we have the following
where
For simplicity, we denote λ(1) = λ 0 , µ(1) = µ 0 . Hence, Set τ =τ − I, θ = ∇p − α∇ · τ , the system (3.1) can be reformulated as follows
where F 1 = −K(a)∇ · u, F 3 = Q and
Applying α∇· to (3.3) 3 and then subtracting the resulted equation from ∇(3.3) 1 , we can get
In order to get the low-frequency L ∞ estimate of τ , we need the following equations. Subtracting (3.3) 1 Id from (3.3) 3 , we can get
It is easy to see that |∇| = 1 i Λ. Also we use P to denote the projection operator I +(−∆) −1 ∇∇· and P ⊥ = −(−∆) −1 ∇∇·.
Proof of Theorem 1.2
The proof of Theorem 1.2 is divided into two parts. The first one is to establish the following a priori estimate. First of all, it is convenient to give the following interpolation inequality
(4.1)
A priori estimates
Let T > 0. We denote the following functional space E T by
Note that p = P (1+a)−P (1), P ′ (1) = 1, then there exists a small η 0 , when a L ∞ ([0,T ]×R n ) ≤ η 0 , a can be expressed by a smooth function of p. Set a = h(p).
Then we have
The proof of Propositions 4.1 lie in the pure energy methods in terms of low-frequency and high-frequency decompositions.
Low-frequency estimates
For a scalar, vector or matrix function f , we denote f k =∆ k f for simplicity.
Step1: Smooth effect for u and θ By applying Λ −1 P∆ k , Λ −1 P ⊥∆ k to the first equation of (3.4), P∆ k , P ⊥∆ k to the second equation of (3.4), we have
Pθ k respectively, and then adding the resulting equations together, we obtain
To capture the dissipation arising from θ, we next take the L 2 inner product of (4.3) 1 with −ΛP ⊥ u k , (4.3) 2 with P ⊥ θ k , (4.3) 3 with Pθ k and (4.3) 4 with −ΛPu k respectively. Therefore, we add these resulting equations to get
Now, we multiply a small constant ν (to be determined) to (4.5) and then add the resulting equation with (4.4) together. Consequently, we are led to the following inequality
(4.6)
Denote
Thus, we can get
For any fixed R 0 , we choose ν ∼ ν(λ 0 , µ 0 , R 0 ) sufficiently small such that
(4.8)
By using Cauchy-Schwarz inequality in (4.7), we can get the following equality owing to 2 k ≤ R 0 ,
which indicates that
It follows from commutator estimates in [1] that
Combining (4.10) to (4.14), we have
Step2: L ∞ estimates for p and τ
Taking L 2 inner product of (4.16) 1 with p k , (4.16) 2 with P ⊥ u k , (4.16) 3 with −αΛ −1 P ⊥ ∇·τ k and then summing up the resulting equations, we arrive at
Combining (4.17) and (4.7), for some positive c 0 we can get
(4.18)
Next we use the transformation (3.5) to get the estimate of τ . Applying∆ k to (3.5), we get
α p k and then summing up the resulting equations, we arrive at
:=F (t).
(4.20)
Now, we multiply a small constant ν 1 > 0 (to be determined) to (4.20) . By choosing ν 1 ≪ ν sufficiently small and then add the resulting equation to (4.18). Then we can obtain
By using Cauchy-Schwarz inequality in (4.21), we can get the following equality owing to
Combining (4.15) and (4.22), we have
Next we begin to bound those nonlinear terms arising inF i , F i (i = 1, 3), F 2 . More precisely, we need to estimate the following terms according to the definitions ofF i , F i ,
and I(a)Au, u · ∇u, I(a)θ,
Regarding K(a)∇ · u, by taking r 1 = 1, r 2 = ∞, f = ∇ · u, g = K(a) in (A.5) and using (2.2), we have
The terms Q(τ, ∇u), u · ∇u can be treated along the same line as K(a)∇u by taking f = ∇u and g = τ, u respectively. Also I(a)Au can be treated by setting r 1 = ∞, r 2 = 1, f = I(a), g = ∇ 2 u in (A.5) and using (2.2) . In order to bound the term |∇| −1 ((∇u) T ∇p), we apply (A.6) by taking r 1 = 1, r 2 = ∞, f = ∇u, g = ∇p. Then we can get
The term |∇| −1 ((∇u · ∇) · τ ) can be treated along the same line as |∇| −1 ((∇u) T ∇p).
For I(a)θ, we take r 1 = 1, r 2 = ∞, f = θ, g = I(a) in (A.4) and using (2.2). Then we have The term I 1 can treated along the same line as I(a)Au and I 3 can be dealt with by applying (A.5) with f = ∇u, g = ∇μ(a) and r 1 = 1, r 2 = ∞. To bound I 2 , we have 
Since bound of the cubic term 1 1+a div λ (a)divuId is the same as I, we omit the details. Summing up all the estimates, we get 
(4.31)
Now following the effective velocities methods in [8, 9] , we set −µ 0 ∆Pu + Pθ = −µ 0 ∆w and −(λ 0 + 2µ 0 )∆P ⊥ u + P ⊥ θ = −(λ 0 + 2µ 0 )∆w. Then we have
Firstly, we present those estimates for effective velocities w andw. It follows (4.31) that 
) .
(4.34)
Owing to the high frequency cut-off 2 k > R 0 , we have
Choosing R 0 > 0 sufficient large, the terms (w,w) h L 1 TḂ n/2−1 2,1 on the right-side of (4.34)
can be absorbed by the corresponding parts in the left-hand side. Consequently, we conclude that
(4.35)
Next from (3.4), we have
36)
Applying∆ k to (4.36), we can get
where R k = [u · ∇,∆ k ]θ. Now we decompose α∆u k + ∇∇ · u k as α∆u k + ∇∇ · u k = α∆(P ⊥ u k + Pv k ) + ∆Pu k = (1 + α)∆P ⊥ u k + α∆Pu k . Now inserting (4.32) into (4.38) and substituting the resulting equation into (4.37), we can get
(4.39)
Multiplying (4.39) by Pθ k and P ⊥ θ k , and then integrating over R n × [0, t], we can obtain Now multiplying (4.40) by 2 k( n 2 −1) , and then summing over the index k satisfying 2 k > R 0 , we are led to
(4.41)
Multiply (4.41) by a small δ > 0 and then add the resulting inequality to (4.35 
For u · ∇θ h 
.
(4.43)
Likely, we need to bound those nonlinear terms inF 1 , F 2 ,F 3 ,
In order to bound (∇u) T ∇p, from (A.5), we have
For ∇(K(a)∇·u), we write it as ∇(K(a)∇·u) = K(a)∇∇·u+∇·u∇K(a). The estimate for ∇ · u∇K(a) can be handled with at the same way as (∇u) T ∇p. while for K(a)∇∇ · u, we have
The estimates for terms inF 3 are the same as terms inF 1 , we omit the details. Also we can deal with all the terms in F 2 completely the same as those in the low frequency, we omit the details.
The above estimates indicates that
Step2: L ∞ estimates for p and τ Now applying∆ k to the first and the third equation of (3.3), we have
where R 6 k = [u · ∇,∆ k ]p and R 7 k = [u · ∇,∆ k ]τ . Multiplying the first equation of (4.48) by p k and the second by τ k , and then integrating over R n × [0, t], we can obtain The inequality (4.2) is the consequence of (4.30) and (4.52), so the proof of Proposition 4.1 is finished.
Proof of Theorem1.2
First we state a local-in-time existence Theorem. Proof. The proof of Theorem4.1 can be founded in [20] with almost the same line. Here we omit the details.
Continuity argument
Theorem4.1 indicates that there exists a maximal time T such that system (1.1) have a unique solution. Then the reformulated system (3.2) also have a local solution (p, τ ; u) which exits on [0, T ).
From the initial data assumption, we have
for some constant C 0 . Given a constant M to be determined later on, we define
First we claim that T * = T ∀k ∈ N.
With aid of the continuity argument, it suffices to show
Indeed, noting that
We can choose η sufficiently small such that
Then
By applying Proposition 4.1, we obtain
(4.54)
By choosing M = 3CC 0 and η sufficient small enough such that
so (4.53) is followed by (4.54) directly. Actually the above argument implies
Consequently, the continuity argument ensures that T = +∞.
Back to system (1.1) From the third equation of (1.1), we have ∂ t (F − I) + u · ∇(F − I) = ∇u + ∇u(F − I).
By using Lemma2.5, we have
By choosing small η, we can assume CMη ≤ 1/2. Then we can obtain
(4.56)
The estimates (4.55), (4.56) and continuity argument finish the proof of Theorem1.2.
A Some estimates in Besov spaces
In what follows, we denote the characteristic function defined in Z by χ{·} and by {c(j)} j∈Z a sequence on ℓ 1 with the norm {c(j)} ℓ 1 = 1.
Lemma A.1 Let s, t, σ, τ ∈ R and 1 ≤ r, r 1 , r 2 ≤ ∞ with 1 r = 1 r 1 + 1 r 2 . Then we have the following:
Proof. Thanks to (2.1), we havė
. Now we come to prove (A.2). We write J = J 1 + J 2 , where
For 2 j > R 0 and s, σ ≤ n/2 Then when s + τ ≥ 0, we have Proof.
Using Bony decomposition f g = T f g + T g f + R(f, g). For the low frequency, we choose s = n/2, t = n/2 − 1 in (A.1) for T f g; s = n/2 − 1, t = n/2 in (A.1) for T g f and inverse r 1 , r 2 . Then we get 2 j ≤R 0 2 j(n/2−1) ∆ j (T f g) L r L 2 + ∆ j (T g f ) L r L 2 f l L r 1 TḂ n/2 2,1 g l L r 2 TḂ n/2−1 2,1
(A.8)
For the high frequency, we choose s = n/2, t = n/2 − 1, σ = n/2 − 1, τ = n/2 in (A.2) for T f g; s = n/2 − 1, t = n/2, σ = n/2, τ = n/2 − 1 in (A.2) for T g f and inverse r 1 , r 2 . Then we get 4) . We omit the details. Also the proof of (A.6) and (A.8) is almost the same as that of (A.5). The only difference is to repalce n/2 − 1 by n/2 − 2 and n/2. All these finish the proof of the proposition.
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