We study how to approximate polynomial Hamiltonian systems by composition of symplectic maps. Recently, a number of methods preserving the symplectic character have appeared. However, they are not completely satisfactory because, in general, they are computationally expensive, very difficult to obtain or their accuracy is relatively low. The efficiency of a numerical method depends on both its computational cost and its accuracy. Polynomial Hamiltonians are separable in exactly solvable parts, and this can be done in many different ways. Here we study how to find a separation for the Hamiltonian in a small number of cheaply computed terms. Since the proposed methods depend on some free parameters, we also indicate how to choose these parameters in order to improve the accuracy without increasing the computational cost.
I. INTRODUCTION
Polynomial Hamiltonian systems appear frequently in accelerator physics ͓1-7͔ and it is important to build good integrators for numerical simulations. For the experiments in accelerator physics the particles are stored for a long time. During this time the particles give a huge number of turns around the storage ring, and it is very important to study the stability of the trajectories in order to avoid disappearance of too many of these particles in the walls of the ring.
Provided that the synchrotron radiation is neglected, the system can be considered as a Hamiltonian. Each part of the accelerator has associated a Hamiltonian and, by composition, it is possible to consider only one Hamiltonian for approximating a complete turn to the ring. If zϭ (q, p) are the coordinates and momenta of a particle and z 0 are the initial conditions, we have, after one turn, z(1)ϭM H z 0 , where M H is the map associated to the Hamiltonian. Considering that the system is periodic, for N turns we have z(N) ϭM H N z 0 . In general, it is not possible to find analytical expressions for z(N), so numerical methods are required. Methods preserving the qualitative properties of the exact solution are essential in order to have a good picture of the stability regions. Therefore, we only consider symplectic integrators, that is, numerical methods that, when applied to a classical Hamiltonian system, preserve its symplectic character. The approach we propose belongs to this family of methods and it is usually referred to as symplectification of maps in the accelerator physics community.
One of the most important methods is the truncated Taylor map where z (T) is an approximation to z(1), R is a vector, and z i 0 is the ith component of z 0 ͑being z 0 ϵz 0 ). Here, M T has to be high enough to preserve symplecticity up to a round-off error. In general, the dynamics of the system is mainly determined by the low order polynomials, mϭ1, . . . ,M Ϫ1 and the values mϭM ,M ϩ1, . . . ,M T are introduced solely to preserve symplecticity up to round-off. Since the computational cost grows extraordinarily with m, it means that most of the work is done just to preserve symplecticity. For this reason, it seems logical to look directly for methods that exactly preserve symplecticity. It is well known that any transformation defined implicitly by a mixed variable canonical generator gives a symplectic map. Thus, in order to produce a symplectic map accurate up to order M, it is required that the map produced from the generating function agrees with it to that order. Unfortunately, the equations to solve are implicit and they have to be solved up to round-off to preserve symplecticity. If the generating function is cheap to compute ͑for example, a polynomial function͒ and a good starting point for the iteration algorithm is known, efficient methods can be obtained ͓8-12͔. However, in general, explicit methods are faster and easier to implement, and in this paper we only consider explicit methods. Most of these algorithms are compositions of maps like
where M i are symplectic maps such that z k 1 ϭz(1)ϩr M , with r M representing a polynomial of degree M and higher. There is a number of such methods ͓5,7,13͔ that are relatively simple but, the maps M i usually involve the computation of roots and exponentials, k 1 can be relatively large, and the accuracy of the algorithms is frequently not very good. So, we are still paying a high price for preserving symplecticity.
A much cheaper but sophisticated approach was introduced by Irwin ͓14͔. He also proposed an optimization criterion in case we had more b i variables than equations. Nevertheless, when this technique was implemented on some problems, its accuracy was rather poor, and it was abandoned. A deeper analysis, following Irwin's idea, for reducing the number of maps, k 2 , was carried out in ͓15͔ using group properties for the linear maps but, as we mention later in more detail, the cost is not much reduced and still is not useful enough to make this technique competitive. However, Abell and Dragt ͓16,4͔ realized that the optimization of Eq. ͑3͒ should be done on the set of ␤ coefficients. An impressive analysis was conducted and they found, for example, that in the two-dimensional phase space ''almost all sets are bad, good sets are rare, and very good sets are exceptional.'' However, the complexity was so high that, even recently, some experts in symplectification of maps using generating functions ͓11͔ said that ''the approximation theory of that technique is difficult to manage, and the prospects of a practical advantage are still uncertain.'' After the submission of the present paper, Ref. ͓17͔ appeared showing that, in spite of its complexity, it is still possible to find efficient methods for practical problems.
In ͓16,4͔, for given values of M and of the dimension of the phase space, sensitive vectors and Gram matrices were defined, and a set of ␤ coefficients that maximized the minimum of their eigenvalues was sought. As the authors noticed, the results are very sensitive to ␤, and the optimal value is independent of the studied problem ͓16͔ ͓Chap. 16͔. The sensitivity of the results with ␤ seems logical because in a perturbation technique, such as this, the linear part gives the main contribution to the error, so small changes in the ␤ coefficients can affect seriously the accuracy of the method. This indicates that, for most particular cases, the optimal method obtained will be a good one, but still not the optimal for each problem. Here, we propose a simple procedure to obtain the optimal solution for each particular problem.
In this paper we use kicks instead of the general linear transformation R i ͑without loosing much generality͒, simplifying considerably the algorithm ͑3͒. For this particular case, we explicitly obtain the minimum value of k 2 in terms of the dimension of the phase space and M. Moreover, we reduce the number of ␤ i parameters just by introducing into the algorithm some simple and cheap ͑but not necessarily polynomial͒ maps. Then, instead of looking for optimal values for the ␤ i in a j k 2 -dimensional space, we will do it in a lower-dimensional space, reducing significantly the numerical search for their optimal values. In addition, we indicate how to introduce more terms ͑and more parameters͒ into the algorithm, in case a further optimization is desired. The whole procedure of optimization takes into account the coefficients of the Hamiltonian. The algorithm we propose looks like
where M i are some cheap symplectic maps ͑polynomials or quotient of polynomials͒, the G i,1 are linear functions but, if desired, nonlinear terms can be included easily, and the G i,2 are analogous to the G i in Eq. ͑3͒. The b i coefficients are the solution of linear systems, depending on the ␤ j and the coefficients of the particular problem considered. Finally, we indicate how to make numerical searches to find the optimal set of ␤ for each particular problem. In order to illustrate the benefits of this proposed technique, we explicitly show how to implement it on simple examples.
II. MATHEMATICAL BACKGROUND
Let us denote by zϭ(q,p)ϭ(q 1 , . . . ,q n ,p 1 , . . . ,p n ) a vector in a 2n-dimensional phase space, and f (z), g(z) two analytical functions. We denote the Poisson bracket of f and g by
Here I and 0 are the nϫn identity and zero matrices, respectively. Following ͓1͔ we denote by : f (z): the Lie operator associated to f (z). It acts on a function g(z) as
We define the Lie transformation associated to f by 
since H(z t )ϭH(z 0 ). Finally, the action of a Lie transformation e : f (z): z can be considered as the time-1 flow of the Hamiltonian H(z)ϭϪ f (z).
III. SPLITTING THE MAP IN SOLVABLE PARTS
Suppose H(z) is the Hamiltonian containing all elements of the ring. In accelerator physics one is interested in the motion around the design orbit, so ʈzʈ ͑for an unspecified norm͒ will be small. For this reason, it makes sense to write Hϭ ͚ i H i , where H i are homogeneous polynomials of degree i, and to consider only terms up to a given order, say M,
Since H 1 and H 2 are exactly solvable, we can formally write exp͑Ϫ:H: ͒ϭexp͑ : f 1 : ͒exp͑ : f 2 : ͒N ͑18͒
and where f i are homogeneous polynomials of degree i. Usually it is only known the Taylor series expansion of e Ϫ:H: z 0 up to order M , T H (M ) (z 0 ), which, in general, does not preserve symplecticity. However, following ͓18͔ it is possible to write
where r M is a polynomial with terms of degree M and/or higher and the g i are homogeneous polynomials of degree i. In the following, any letter with a subindex, i.e., g k , will denote a generic and unspecified polynomial with terms of degree k or higher. We will indicate explicitly if the polynomial is homogeneous. Occurrences of the symbol g k in different places do not necessarily refer to the same polynomial. Finally, from Eq. ͑20͒ and using the BCH formula, Eqs. ͑18͒ and ͑19͒ are easily obtained.
In this paper we are interested in approximating
but, this transformation usually cannot be solved analytically. Given the homogeneous polynomial in a two-dimensional phase space
it is possible to write it as a sum of exactly solvable parts ͓5,7,19,20,13͔. For example, each monomial aq n p m is exactly solvable
with Eϭexp(Ϫamq 0 mϪ1 p 0 mϪ1 ). Observe that the evaluation of each map involves the computation of an exponential or a root ͓unless n/(nϪm) and m/(nϪm) were both integers͔. Here (q ,p ) are written in terms of a summable infinite series on (q 0 ,p 0 ). Notice also that Eq. ͑23͒ has singularities.
Another inconvenience is that, when considering the polynomial f 3 ϩ•••ϩ f M , the number of monomials increases considerably. However, the number of solvable terms can be reduced by grouping monomials that still have exact solution. The procedure is relatively simple, one has to find those Hamiltonians whose Hamilton equations
are exactly solvable. For example, in Eq. ͑24͒, if we take the Hamiltonian HϭϪaq m p m , the system to solve is
where we have considered the known fact that H 0 ϭ Ϫaq 0 m p 0 m is a constant of the motion so qpϭq 0 p 0 , and integrating Eq. ͑26͒ from tϭ0 to 1, the solution ͑24͒ is obtained. Similarly, we can prove Eq. ͑23͒ ͑see ͓19͔͒. On the other hand, if we consider HϭϪ(aq m ϩbq mϪ1 p), mϾ2, we have ͓6͔
There are several works looking for different groups of monomials with exact solution, for splitting a polynomial in as few number of solvable terms as possible ͓6,7,13͔. However, we must say that there is no unique way to separate a Hamiltonian in solvable parts, and in the following section we present a different way to split the Hamiltonian that usually gives more efficient methods. For higher-dimensional systems, it is interesting to remember the following properties. ͑1͒ Given the 2r-dimensional Hamiltonian
. . ,r is a constant of the motion. In order to compute the flow for (q s , p s ) the Hamil- 
where k is fixed but sufficiently large, and the coefficients
have to solve a system of nonlinear equations. For some of these problems, other members of the Lie algebra generated by A and B are also solvable. This is the case when Aϭp 2 , where ͕B(q),͕B(q),A(p)͖͖ϭC(q). Then, if the e :⑀b i B: maps are replaced by the more general exp(:⑀b i Bϩ⑀ 3 c i C:) maps ͑with c i constants to be determined͒, the resulting methods are, in general, more efficient ͓21,29,26͔. We observe that an efficient way to build an integrator is to consider all maps that can be cheaply evaluated and to try to reproduce the original problem up to a given order by composition of these maps, and this is the procedure we propose in the following sections. . This can be seen as a symplectification of the truncated Taylor map by adding new polynomial terms to the series. This is a clear example showing that different symplectification techniques can produce algorithms with significantly different cost. In addition, we observe that it is possible to build a symplectification with similar cost to the Taylor map, or even cheaper.
IV. USING CHEAP SOLVABLE MAPS
Encouraged by the significant cost reduction that the method showed in examples like the above one, we studied how, given a general Hamiltonian, to build a factorization that preserves symplecticity and agrees with the Taylor series map up to a given order, having similar computational cost. We have seen from Eq. ͑14͒ that the computation of e : f (q):
and e :g(p): is trivial. Therefore, we are interested in looking for integrators, which can be written as
where O(R M ϩ1 ) contains operators associated to polynomials with terms of degree M ϩ1 or higher and Q (i) (q), P (i) (p) are polynomial functions depending only on the coordinates and momenta, respectively.
Definition. A Cremona map is a symplectic map whose Taylor series expansion terminates.
Observe that
is a polynomial function of z 0 , and this approximation can be considered as a Cremona map ͓4,16,14͔.
In the following we show in a simple way that this kind of factorization is always possible, and we present how to obtain some of them. Obviously, the optimal integrator ͑the best choice for k and the polynomials Q (i) and P (i) ) depends on each particular problem. This is what happens in symplectic integrators for Eq. ͑30͒ where the best choice of k and the coefficients ͕a i , b i ͖ depend on the structure of A and B ͑if ͕B,ˆB,͕B,A͖‰͖ϭ0, or if ʈBʈӶʈAʈ, etc.͒ as well as the desired accuracy.
A. Two-dimensional system
For simplicity, we start with the two-dimensional system, zϭ(q,p)R 2 , and we consider the homogeneous polynomial of degree m, Eq. ͑22͒. We have the following theorem.
Proof. We prove the theorem by giving the solution for the coefficients b j . We have
where C m i ªm!/i!(mϪi)!. Then, from Eq. ͑33͒ we have
which can be written in matrix form
͑36͒
Observe that V (m) (␤) is a Vandermonde matrix having inverse provided that ␤ i ␤ j for i j, as is the case. Then, the solution is given by
This theorem can be considered equivalent to the Theorem 5 given in ͓30͔, but here we give the explicit relation between the coefficients b i and ␤ i , a i . In ͓31͔ a similar separation was done where the ␤ j coefficients correspond to the Gaussian points and then the b j can be written in terms of the Gaussian weights and Legendre polynomials of the ␤ j that minimize a given norm. However, for the purpose of this work, we prefer not to fix the values of the ␤ j coefficients at this point. 
with b 0 (0) ϭ0. Theorem 2. The Lie transformation associated to the polynomial
has a finite Taylor series expansion, being a Cremona map. 
it is possible to write
where
(m) ϭ0 for mϽ3 and jϾm, and where d j (m) are functions depending on a j (m) and ␤ j . Proof. Using the BCH formula, equating terms and proceeding order by order ͑starting with mϭ3͒ we get recursively ͑see ͓4,15͔ for more details on this kind of procedure͒ the coefficients d j (m) in terms of the a j (m) 's and ␤ j 's. Example 4.1. Let us consider the following functions:
These functions appear, for example, when considering the Hamiltonian associated to the pendulum (Hϭ p 2 /2Ϫcos q), after taking the factorization e :H: ϭM e : f 4 ϩ f 6 : ϩO͑R 8 ͒, ͑46͒
M being a linear transformation ͓32͔. In the approximation to e : f 4 ϩ f 6 : we compare the cost of the methods following the separation in groups of monomials and the new separation previously proposed. According to ͓13͔ it is possible to separate f 3 ϩ•••ϩ f 6 in 12 terms. If f 3 ϭ f 5 ϭ0 only eight of them are different from 0, and we can write The coefficients c i can be evaluated in terms of the a i (n) using the BCH formula and equating terms ͓13͔. Observe that the evaluation of g (1) , g
, g (6) , and g (8) involve the computation of a root and for g (2) and g (7) an exponential, being g (4) and g (n) , and we found that Eq. ͑48͒ is approximately four times faster. In addition, the algorithm has still seven free parameters, ␤ 0 , . . . ,␤ 6 , to improve the accuracy of the method.
V. GENERALIZATION TO MORE VARIABLES
Let us consider the system with six variables, z ϭ(q 1 ,q 2 ,q 3 ,p 1 ,p 2 , p 3 ), where a homogeneous polynomial of degree m can be written as 
There is a problem in the generalization of Theorem 1 to more variables. The matrices with elements 
and in a four-dimensional space (m 3 ϭ0) 
Here, b (m 1 m 2 m 3 ) R N with NϭS (m) ϩr but, only the previous R m 1 m 2 m 3 components of the vector are different from 0. Corollary 2. It is possible to write 
has a finite Taylor expansion, being a Cremona map. Theorem 6. Under conditions of Theorem 4 and given a general polynomial f 3 ϩ•••ϩ f M in the six-dimensional phase space, it is possible to write
with Q (0) ϭ␤ 0,i ϭ␤ S (m) ϩrϩ1,i ϭ0 and where the coefficients
depend on the coefficients a m 1 Ϫi 1 ,i 1 ,m 2 Ϫi 2 ,i 2 ,m 3 Ϫi 3 ,i 3 and ␤ j,i .
Using the notation qϭ(q 1 ,q 2 ,q 3 ), pϭ(p 1 ,p 2 ,p 3 ) and
the algorithm for computing Eq. ͑60͒ is given by
where q 0 and p 0 correspond to the initial conditions. Here, q i , p i correspond to the value of the vectors at the intermediate stages. Considering that the Lie transformation acts on initial conditions, the computation has to be done from left to right.
Observe that each evaluation is very cheap, where many of the coefficients of d j (m 1 m 2 m 3 ) can be taken identically 0. In
, it is possible to consider the same number of coefficients d j (m 1 m 2 m 3 ) different from 0.
A. Generalization of the linear transformations
In this paper we have considered as linear maps the Lie transformations associated to ͚ j ␤ j 1 2 p j 2 but, more general transformations depending only on the momenta can be considered
where the ␥ i jk , . . . can easily be used for reducing the number of d j (m 1 m 2 m 3 ) coefficients, or just to have more free parameters for optimizing the algorithm. Another possibility is to consider the most general linear transformation, ͚ i, j S i, j z i z j , with S a symmetric matrix. In the twodimensional phase space we have Kϭa different from 0 is essentially the same. Since we will be interested in using these parameters for optimizing the algorithm, we think that to work with such a number of free parameters can increase the error of the method ͑instead of reducing it͒ unless an extremely delicate analysis is carried out. For this reason, we decided just to use the previous cheap and simple maps, depending only on the momenta.
For our scheme, the coefficients ␤ i, j have to satisfy very few constraints and the coefficients d j (m 1 m 2 m 3 ) are relatively easy to obtain. In addition, in most cases it is possible to take rϭ0. This is the case, for example, in the four dimensional space (m 3 ϭ0). All matrices that have to be nonsingular, according to Theorem 4, are submatrices of a matrix with elements ␤ j,1 i 1 ␤ j,2 i 2 , i 1 ϭ0, . . . ,m 1 ,i 2 ϭ0, . . . ,m 2 , 0рi 1 ϩi 2 рm which is of dimension R uϫu with uϭ ͚ iϭ0 m (iϩ1) ϭ͓(mϩ1)(mϩ2)͔/2. According to Eq. ͑54͒ we have that uϽ2S
(m) and we can choose 2S (m) values of ␤ j,1 , ␤ j,2 such that all previous matrices are invertible. However, in the sixdimensional space we have that uϭ ͚ iϭ0 m ͓(iϩ1)(iϩ2)͔/2 ϭ͓6ϩ11mϩ6m 2 ϩm 3 ͔/6, which is higher than 3S (m) for mϾ4. However, as mentioned, this fact does not make the algorithm much more costly.
Example 5.1. In order to illustrate how to obtain one possible method in a high-dimensional system, we consider the example in four dimensions presented in ͓15͔ for a static storage ring represented by the symplectic map
where M is a 4ϫ4 symplectic matrix and f 3 , f 4 can be written in the following form: 
with
and Q (0) ϭ␤ 0,1 ϭ␤ 0,2 ϭ␤ 10,1 ϭ␤ 10,2 ϭ0. We can choose nine pairs ␤ j,1 ,␤ j,2 , jϭ1, . . . ,9 such that all matrices originating from the previous products are nonsingular. We have d (3) ,d (4) R 9 but, only d 3,j (4) has to have all components different from 0. However, if desired, we can take all components of the vectors different from 0 and an optimization procedure can be used. This reduces, in general, the absolute value of the coefficients d j,k (i) , producing a method with smaller errors ͓14,15͔. In the following we show how to simplify even more the procedure for both choosing the ␤ i, j and obtaining the coefficients d i, j (k) . Finally, we must mention that the approximation to M 4 using Eq. ͑64͒ is several times faster than using a factorization in monomials ͓5͔ or different groups of monomials ͓13,7͔.
VI. CHOOSING AN ALTERNATIVE BASIS
In the preceding sections we observed that the computational cost of a given splitting method is clearly dependent on how the Hamiltonian has been split. In the twodimensional phase space we have considered two bases for writing an homogeneous polynomial of degree m,
(1) is that the Lie transformations associated to some elements of the basis are relatively costly. The problem of using P m,i
(2) could be that, for large m, many ␤ i are necessary. This may be uncomfortable to work with, specially when a higher-dimensional space is considered, and when looking for a good set of values for these ␤ i .
On the other hand, the Lie transformation associated to some elements of P m,i
(1) are very cheap to compute. Suppose that P m,i 
͑67͒
We can choose five pairs ␤ j,1 ,␤ j,2 , jϭ1, . . . ,5 such that all matrices originating from the previous products are nonsingular, and we have to invert matrices of dimension 5ϫ5 or smaller. We have now d (3) ,d (4) R 5 , having most of them several components identically 0.
VII. OPTIMIZING THE ALGORITHMS
In previous sections we only considered the computational cost of the algorithms. It is possible to use the free parameters ␤ i in order to slightly reduce the number of maps in the factorization at the extraordinary price of needing to solve very complicated nonlinear systems of equations. On the other hand, to consider algorithms with free parameters for optimization purposes usually produces more efficient methods ͓28͔. Then, we can use these ␤ i in order to get ͑without increasing the cost͒ more accurate results. From Theorem 3 we have, in the two-dimensional phase space,
where R M ϩ1 is a homogeneous polynomial of degree M ϩ1, containing the leading error terms
and ␣ i , iϭ0, . . . ,M ϩ1, depend on the coefficients ␤ i , i ϭ0, . . . ,M we have chosen, and the coefficients of the problem. If we define the error of a method by
1/2 , then we can look for the coefficients ␤ i that minimize E 1 . Since E 1 also depends on the coefficients a i (m) , the optimal choice for the ␤ i will depend on each particular problem. A simpler procedure to choose the best set of coefficients ␤ i is to consider that F(z)ϭ f 3 ϩ•••ϩ f M is a constant of the motion. Then, we can take a number of different initial conditions in the region of interest. For each initial condition z 0 , we evaluate the relative error ͉͓F(z 1 )ϪF(z 0 )͔/F(z 0 )͉, where z 1 is the one map approximation, and finally we take its average value, say E 2 (␤). Next, we have to repeat the same process for different values of ␤ϭ(␤ 0 , . . . ,␤ M ) and to look for the value that minimizes E 2 (␤). In general, E 1 (␤) and E 2 (␤) have their minimum very close to each other, and it is enough to compute only E 2 since it is easier to do it. Observe that E 1 , E 2 :R M ϩ1 →R are positive definite functions, and their minimums can be obtained numerically in a relatively easy way. If the problem is simple enough, we can take random values for the ␤ i , to compute E 1 and/or E 2 , and to make a finer search around the best results. Alternatively, we can choose a randomized approach as initial guess, and to apply a combination of Powell's hybrid method ͑NAG routine C05NBF͒ and the optimization routine E04JYF. In case the routine does not converge to a local minimum, a new random value can be used for a new search ͓28͔. Several local minimums can be found, and one has to choose the optimal one. components of the Gram matrix are ⌫ rs ϭ 1 5 ͚ jϭ0 4 j r j s , being closely related to the Vandermonde matrix.
In our context, this analysis would be equivalent, in some sense, to the study of the eigenvalues of the matrices V (m 1 m 2 m 3 ) for maximizing the minimum eigenvalue, in order to get relatively small values for the coefficients b j (m 1 m 2 m 3 ) .
One expects that, after the composition of the exponentials, the error will remain relatively small. On the other hand, we observed that the optimal choice for the linear transformations also depends on each particular problem ͑on the coefficients a i 1 , . . . ). However, this analysis for the eigenvalues of V (m 1 m 2 m 3 ) can give a good starting point for the numerical search of the ␤ coefficients, and this could be the subject of a future work.
VIII. CONCLUSIONS
In this paper we have studied different symplectic map approximations for polynomial Hamiltonian systems. In general, one has to separate the Hamiltonian in solvable parts. Next, one has to compute each part and finally, to compose the results in order to have an approximation to the original Hamiltonian. However, the Hamiltonian can be separated in many different ways. The efficiency of a method depends on its computational cost and its accuracy. But, it depends on how H is separated. We have analyzed this aspect in the paper and presented methods ͑most of them are Cremona maps͒ with the following properties.
͑1͒ They are cheap to compute. The cost, in general, is very similar to the corresponding Taylor map up to the same order.
͑2͒ There is a systematic and easy procedure for building the methods.
͑3͒ They have a number of free parameters for optimizing the methods, and this can be done very easily.
The numerical experiments clearly confirm the efficiency of the new methods versus other schemes, although this is ultimately dependent on each particular problem.
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