In this paper, an approximate approach based on Bernoulli operational matrices has been presented to obtain the numerical solution of first-order matrix hyperbolic partial differential equations under the given initial conditions. After using the operational matrices, we use the completeness of Bernoulli basis in which the main problem reduces to a system of algebraic equations. The solutions of this algebraic system are the coefficients of the truncated double Bernoulli series which are defined in the interval [0, 1] . Also, convergence analysis associated to the presented idea is provided under several mild conditions. Several numerical examples are considered to show the efficiency of the technique.
Introduction
Partial differential equations (PDEs) are usually applied for simulating the physical phenomena in many branches of science and engineering. For this purpose, the solution of PDEs should be constructed in the best manner for extracting the behavior of the unknown variables that are formulated under the considered models. On the other hand, only for some special classes of PDEs, analytical solutions are available and in many cases obtaining of these solutions is impossible. Therefore, a wide class of numerical techniques were presented in the literature such as finite difference methods (FDMs) and finite element methods (FEMs) (for instance see [1] and the references therein).
In recent years, solving system of PDEs has received considerable attention among many researchers as well as the single PDEs. For instance, in [2] the authors considered a system of two coupled partial delay differential equations (PDDEs) describing the dynamics of two cooperative species and constructed a fitted operator finite difference method (FOFDM) to solve the considered problems. Also, in [3] the variational iteration method (VIM) was presented for solving systems of linear and nonlinear PDEs. In [4] , the authors constructed a new method (i.e., the iterative Laplace transform method), which is a combination of the Laplace transform method and the iterative method, for solving system of fractional PDEs. Moreover, in [5] a hybrid method based on artificial neural networks, minimization techniques and collocation scheme was proposed to determine a related approximate solution of PDE systems in a closed analytical form. In addition, several other new ideas ✩ This work was supported by the Center of Excellence on Modeling and Control Systems, (CEMCS), Ferdowsi University of Mashhad, Iran. were argued in [6, 7] for solving system of PDEs numerically. However, PDE systems are considered in many research works, but studying on matrix PDEs (MPDEs) has had few results in the literature. It is our basic motivations to investigate the numerical solution of MPDEs.
Operational matrices of differentiation and integration have been applied for solving the linear PDEs in the literature extensively. It should be mentioned that, the operational matrices of integration is suitable if they can be applied for imposing the initial or boundary conditions. This work may be make easy the error analysis of any problem. Otherwise (i.e., if they cannot be applied for imposing the initial or boundary conditions) the accuracy of operational matrices of differentiation is more than the integration ones [8, 9] . On the other hand, if the order of any PDE or ODE (specially complex ODE [10] ) is high, the efficiency of the operational matrices of integration may be decreased. Applications of operational matrices of differentiation, in which the numerical solution of PDEs were obtained, can be found in [11, 12] in the case of Chebyshev and Taylor approximation, respectively. For application of integration operational matrices one can point out to [13, 14] in the case of Walsh and Bernstein approximation, respectively. It should be recalled that, no convergence analysis is given to support the high accuracy numerically obtained. In this research work, we propose a new approach for solving first-order matrix hyperbolic PDEs in the following form
with the initial conditions u(0, t) = f (t) and u(x, 0) = g(x). Also, we assume that a,
is the unknown matrix function solution of (1). Numerical study of such these equations in the case of scalar parameters was considered by many researchers such as [15] [16] [17] . Moreover, approximate investigations of some special classes of (1) was discussed in the literature such as [13] . But numerical techniques for solving matrix PDEs have had few results in the literature.
It should be mentioned that we extend a new matrix technique, which was previously examined in the work [18] , for solving (1) subject to the given initial conditions. We note that, the under investigation problem structure of the current paper is different from the problem of [18] in two aspects. Trivially, Eq. (1) has a matrix form, meanwhile in [18] a scalar problem has been considered. Moreover, integrating from both sides of (1) with respect to x and t, for imposing the initial conditions yields to a two-dimensional integral equation of the first kind that may be ill-posed. For this reason, we should differentiate from both sides of the new equation for transforming itself to a two-dimensional integral equation of the second kind.
The paper is organized as follows. Some preliminaries about the basic idea of this paper are provided in Section 2. Bernoulli matrix approach for solving (1) is established in Section 3. In Section 4, a rigorous error analysis is given under several mild conditions. Numerical illustrations are provided in Section 5. Some conclusions are given in Section 6.
Preliminaries
In this section, we will review some useful properties about the Bernoulli polynomials and their associated operational matrices of differentiation and integration. Moreover, by using the Kronecker multiplication we extend these operational matrices to higher dimensions. For this purpose, we first recall some basic properties about Bernoulli polynomials as follows:
According to the above-mentioned properties if we suppose that 
Moreover by assuming
T , one can construct the Bernoulli operational matrices of differentiation and integration in the following form
. . .
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where M and P are Bernoulli operational matrices of differentiation and integration, respectively. We note that, using operational matrix of integration has an error term which is provided as follows (see (2))
where e N+1 is the unit column vector of size N + 1. We now extend these matrices by using the Kronecker multiplication.
For this purpose, assume that
where
By consideringM = M ⊗ I N+1 , where I N+1 denotes the identity matrix of dimension (N + 1), one can deduce that
By a similar way, we have
Now, we assume that
Similar to the previous relations one can deduce that
whereM = I q ⊗M,P = I q ⊗P, and I q denotes the identity matrix of dimension q.
We now recall some interesting properties of the Bernoulli matrix approach in the following lines.
Proof. We assume that
We will show that c k = 0, ∀k = 0, 1, . . . , N. Integrating from the above equality in the interval [0, 1] (and using (2)) yields c 0 = 0. Now by differentiating from the mentioned equality (and using (2) 
. , B N (x)]
T , then C ≡ 0.
Proposition 3. From the previous Corollary, one can conclude that if AB(x) = 0, where
A =     a 0,0 a 0,1 · · · a 0,N a 1,0 a 1,1 · · · a 1,N . . . . . . . . . . . . a N,0 a N,1 · · · a N,N     and B = [B 0 (x), B 1 (x), . . . , B N (x)] T , then A ≡ 0.
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Remark. In Bernoulli matrix scheme, usually A = A(M, P). In other words, A is function of M and P, where M and P are operational matrices.
As we know from [18] , the associated error terms from using operational matrices of integration may be stated as follows.
Proposition 4.
We have
(ii)
Proof. Parts (i) and (i) were proved in [18] . Part (iii) follows from
Basic idea
In this part of paper, the basic equation (1) will be transformed to an associated two-dimensional matrix integrodifferential equation. Then, operational matrices of differentiation and integration together with the completeness of Bernoulli polynomials will be used to transform the basic equation to the corresponding system of algebraic equations. Integrating from both sides of the Eq. (1) (with respect to x and t, respectively) and imposing the initial conditions yield
where w(
′ . By differentiating from both sides of the above equation with respect to x we have
where W (x, t) = ∂w(x,t) ∂x
. The above matrix integro-differential equation is an equivalent form of the Eq. (1) and W (x, t) is a know matrix function. The matrix representation of u(x, t) and W (x, t) is as follows
In this stage, we assume that all the components of u(x, t) can be approximated in terms of linear combination of Bernoulli polynomials in the following form
E. Tohidi, F. Toutounian / Computers and Mathematics with Applications (
Therefore, one can write
whereB(x, t) is defined in (7) previously.
Since our goal is to determine all the components of U, we should approximate all the components of W (x, t) with the aid of Bernoulli polynomials in the following form
The matrix form of these approximations can be written in the form
Since the matrix function W (x, t) is known, we can compute all the components of W by using (3). Now, substituting u N (x, t) and W N (x, t) (as approximations of u(x, t) and W (x, t), respectively) in (10) yields
By using
≈PB(x, t) (and alsoB x (x, t) =MB(x, t)), the above equation will be transformed into the following form
According to the Proposition 3, the termB(x, t) can be factorized from both sides of the above-mentioned equation and hencẽ
whereŨ is an approximation of U. Eq. (17) can be rewritten in the form of the following Sylvester equatioñ
where C =MP, D = a, and E =P. It should be recalled that for solving the above-mentioned Sylvester equation, one can use robust subspace krylov methods such as restarted GMRES and Bi-CGSTAB algorithms. 
Convergence analysis
In this section we will prove that lim N→∞ u N (x, t) = u(x, t) in the main Theorem. Before the presentation of the main Theorem we shall provide some necessary Lemmas. In all of these Lemmas, we assume that Λ is an upper bound for all of the derivatives of the u(x, t) (i.e., the solution of Eq. (1)). It should be noted that from Lemmas 1 to 5, we assume that both of the functions g(x) and u(x, t) are scalar value functions and are independent from the solution of Eq. (1). The following Lemma is established for illustrating the remainder term of approximation with Bernoulli polynomials in the interval [0, 1]. N (x) ) is the remainder term. Then, the associated formulas are stated in the following forms Proof. See [19] . Proof. See [10] .
Lemma 1. Assume that g N (x) is the truncated Bernoulli series of g(x) in terms of linear combination of Bernoulli Polynomials and E(g
g(x) = g N (x) + E(g N (x)), x ∈ [0, 1], g N (x) =  1 0 g(x)dx + N  j=1 B j (x) j!  g (j−1) (1) − g (j−1) (0)  , E(g N (x)) = − 1 N!  1 0 B * N (x − t)g (N) (t)dt,
Lemma 2. Suppose g(x)
∈  E(g N (x))   ≤ CĜ(2π ) −N , x ∈ [0, 1],
whereĜ denotes a bound for all the derivatives of function g(x) (i.e.,
  g (i) (x)   ≤Ĝ,
Lemma 3. Under the assumptions of Lemma 2:
whereĈ = (2π + 1)C and C together withĜ are defined in Lemma 2.
Proof. See [18] .
Lemma 4. Suppose that u(x, t) be an enough smooth function and u N (x, t) be the double truncated Bernoulli series of u(x, t) in terms of linear combination of Bernoulli polynomials by the aid of (3). Then the error bound will be obtained as follows:
|E(u N (x, t))| := |u(x, t) − u N (x, t)| ≤ C ΛN(2π ) −N , (x, t) ∈ [0, 1] × [0, 1],(19)
where Λ is a positive constant independent of N and is a bound for all the partial derivatives of u(x, t).
Proof. See [20] .
Lemma 5. From Lemmas 3 and 4, we have
whereĈ is a positive constant independent of N.
Proof.
Since it is similar to the proof of Lemma 3, we omit the proof.
Lemma 6. If we assume that the exact solution of (1) is sufficiently smooth and all of its partial derivatives are bounded, we have
(i) lim N→∞  Ē S N,t (u N (x, t))   := lim N→∞          t 0 u N (x, t ′ )dt ′ − UPB(x,t)    S N,t (u N (x, t))         = 0 m×q , (21) (ii) lim N→∞  Ē S N,t (u N,x (x, t))   := lim N→∞          t 0 u N,x (x, t ′ )dt ′ − UMPB(x,t)    S N,t (u N,x (x, t))         = 0 m×q .
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Proof. For clarity of presentation, we only prove the first term and the proof of the second term can be done by a similar way.
was defined in Proposition 4. On the other hand
According to the definition ofĒS N,t (u N (x, t)) one can deduce that
Since it is mentioned that, all of the partial derivatives of u(x, t) are bounded, we can use (3) to deduce that
Lemma 7 (Wendroff Inequality [21]). Let u(x, t) (and also φ(x, t)) be continuous and nonnegative matrix functions on the unit
square D = [0, 1] × [0, 1]. If
a, b, and c be some constant matrices with appropriate dimensions and u(x, t) and φ(x, t) satisfy
in the following inequality
where C is a constant matrix that is dependent on a, b, and c. Now, by using the above-mentioned we will prove the main Theorem of this section.
Theorem 1. Suppose that u N (x, t) =ŨB(x, t) is the numerical solution of (1) where the unknown matrixŨ is obtained by solving the Sylvester equation (17). If u(x, t) be the exact solution of (1) (with this condition that u(x, t) with its partial derivatives of all orders bounded in
Proof. Eq. (16) can be rewritten as follows
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Now, one can use the definitions of Lemma 6, and reach to the following result
Subtracking (23) from (10) yields
. Now, we can generalized Lemma 5 for matrix functions and deduce that
whereĈ is a positive constant matrix independent of N. In this stage, Wendroff inequality [21] (or Gronwall inequality in two dimensional functions) can be applied to conclude that
whereC is a positive constant matrix independent of N. Generalization of Lemma 4 to the matrix functions implies that
and also Lemma 6 implies that lim
These complete the proof.
Numerical experiments
This section is devoted to three illustrative examples for proving the applicability of the presented approach numerically. It should be mentioned that, the linear algebraic systems for the first and second example (which are scalar PDEs) are solved by using direct solvers in MATLAB 7.12.0 software with the Digits environment variable assigned to be 64. One of the basic advantages of the proposed method is that, if the exact solution of the PDEs is a polynomial, one can find it by using sufficient values of N. Also, at the third example, we consider a matrix PDE, in which the associated algebraic Sylvester equation has been solved by three kinds of iterative methods such as CGNE, Bi-CGSTAB and restarted GMRES algorithms. Since CGNE algorithm does not converge and also Bi-CGSTAB method has a wide range of oscillations in residual, we just provide the results that are done by the restarted GMRES algorithm.
Example 1.
As the first example, we consider the following first-order PDE
subject to the initial conditions u(x, 0) = x 2 and u(0, t) = t 2 . For solving this PDE, one can use our main idea. Thus, we should integrate the above PDE with respect to x and t and impose the initial conditions as follows
By differentiating from both sides of the Eq. (27) with respect to x we have
where W (x, t) = ∂w(x,t) ∂x According to our basic idea (see Section 3), we should solve the following system of linear equations for N = 3 
2 which is the exact solution. This confirms our claim at the beginning of this section. If we take larger values of N, a similar result can be obtained, meanwhile some ideas such as [22] have an error to dealing with this problem for larger values of N. This is one of the advantages of the presented method. In the next Example, we will consider a PDE with a nonpolynomial exact solution.
Example 2.
As the second example, we consider the following first-order PDE u t + u x + u = −2 sin (x + t) + cos (x + t) , subject to the initial conditions u(x, 0) = cos(x) and u(0, t) = cos(t) and the exact solution u(x, t) = cos(x + t). Similar to the previous example we should integrate the above PDE with respect to x and t and impose the initial conditions
By differentiating from both sides of the Eq. (28) with respect to x we have
where W (x, t) = 2 cos (x + t)−cos (x)−sin (x)+sin (x + t). Similar to the previous Example, we should solve the following system of linear equations
where the components of W are obtained by the aid of (3) and the vectorŨ should be determined after solving the above system of linear algebraic equations. We solve the above system by taking N = 
) where i = 0, 1, . . . , 10 are provided in Table 1 
is sparse (see Fig. 3 ). In addition, according to the ill-conditioning of the coefficient matrix Fig. 4 ) some useful preconditioners may be useful for solving associated linear algebraic systems efficiently. ) - Example 3. As the third example, we consider the first-order matrix PDE in the form of (1) with the assumptions a =   .
For solving this matrix PDE, we use our presented method by using several values of N such as 4, 6, 8, 10 and 12. It should be recalled that, the associated Sylvester equation has been solved by using restarted GMRES algorithm. In Table 2 , we provide E 
Conclusions
The aim of this paper is to propose a new matrix method by using double truncated Bernoulli series for solving first-order linear hyperbolic matrix PDEs subject to the given initial conditions. In this regard, by integrating from the considered PDEs, we may reach the corresponding two-dimensional integral equations. Moreover, by using operational matrices and completeness of Bernoulli basis we can reduce the obtained integral equations to the associated algebraic Sylvester equations. An error analysis is given provided that the known functions and the exact solution and all their partial derivatives are bounded. Three illustrative examples are given to show high order accuracy of the presented approach numerically.
