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Abstract—Guiding the design of neural networks is of great
importance to save enormous resources consumed on empirical
decisions of architectural parameters. This paper constructs shal-
low sigmoid-type neural networks that achieve 100% accuracy in
classification for datasets following a linear separability condition.
The separability condition in this work is more relaxed than
the widely used linear separability. Moreover, the constructed
neural network guarantees perfect classification for any datasets
sampled from a separable probability distribution. This general-
ization capability comes from the saturation of sigmoid function
that exploits small margins near the boundaries of intervals
formed by the separable probability distribution. 1
I. INTRODUCTION
Learning with neural networks has shown remarkable per-
formance in a variety of tasks. To explain the great success
of neural networks, there have been many attempts to analyze
the performance in terms of architectural parameters, training
dataset and algorithms. However, there are still many open
problems, especially in guiding the design of neural networks.
Our focus is on developing guidance for construction of a
neural network for classification tasks with proper architectural
parameters that generalizes well to any datasets sampled from
a separable probability distribution.
Selecting architectural parameters of a neural network has
been a challenging problem and enormous resources have
been consumed to empirically choose the best structure. To
guide the design of neural networks, there have been efforts
to understand the expressivity of neural networks; the works
in [1]–[3] have investigated the functional capability of neural
networks and the works in [4]–[6] have studied the charac-
teristics of linear regions formed by the decision boundary
of a neural network. While these approaches analyze given
architectures without consideration of datasets, we focus on
finding proper architectural parameters of a neural network
based on characteristics of datasets. This work is inspired by
[7] where an upper bound on the number of parameters is
investigated to perfectly fit finite training dataset satisfying a
particular separability condition. Despite of the perfect fitting,
the constructed networks does not guarantee any generalization
beyond the training datasets, even though the authors appeal
to the philosophy of Occam’s razor to argue that the networks’
parsimonious structure is likely to generalize well. In our
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work, we fill this gap and design a network that generalizes to
any datasets sampled from a separable probability distribution.
The main idea is to use sigmoid-type neural networks
(instead of ReLU-type used in [7]) in which the saturation
of the activation function can be utilized to design networks
that generalize well. In particular, we first deal with linearly
separable data of which similar concepts are introduced in
previous works, [7]–[9]. For this linearly separable data, we
can find a projection vector such that projecting the data onto
the vector creates separable intervals each containing data of
the same class. For such a dataset, by scaling the small margins
between the intervals, we design a network whose activation
function is saturated and guarantees the similar patterns for any
data points in the same interval. This design technique leads to
generalization of the neural network (Sec. II). Then, we extend
the concept of separability through multiple projections and
construct 4-layer neural networks that perfectly classify data
satisfying the extended separability condition (Sec. III).
This work introduces an interesting aspect for general-
ization of neural networks. While recent studies, [9]–[12],
on generalization focus on ReLU-type neural networks and
over-parameterization, we employ sigmoid function and show
that its saturation effect guarantees generalization to the
separable distribution of data even with parsimonious and
shallow network structure. Avoiding the vanishing gradient
problem [13] of deep neural networks, this work demonstrates
the potential benefits of shallow sigmoid-type neural networks
in generalization.
A. Prior Work
In [7], the authors investigate how to construct a neural
network to exactly fit the finite training data {(xi, yi)}pi=1
with xi ∈ Rd and yi ∈ [1 : c] where the data satisfies ‘s-
separability.’ The separability means that there exists a vector
a ∈ Rd such that projecting the data {xi}pi=1 onto a creates
(s+1) separate intervals each containing points with the same
label y ∈ [1 : c]. Assuming the intervals have k1, k2, . . . , ks+1
data points, respectively, and the dataset is ordered properly,
the separability condition implies that there exist boundaries
{b(1), . . . , b(s+ 1)} such that
b(1) < aTx1 < a
Tx2 < · · · < aTxk1 < b(2)
< aTxk1+1 < · · · < aTxk1+k2 < b(3)
< · · · < b(s+ 1) < aTxp−ks+1+1 < · · · < aTxp.
(1)
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Fig. 1. Saturation of sigmoid function through scaling of δ-margin.
When f is an injective mapping from the class labels to Rm,
a 2-layer neural network is constructed with (d + (m + 1)s)
parameters for (s−1)-separable dataset that maps the training
data with label j to f(j). The hidden layer is composed of
ReLU activation function which outputs the max of its input
and 0.
The work of [7] answers to the question of how many free
parameters are sufficient to fit the training data exactly when
the data satisfies the particular separability condition in (1).
However, it does not answer whether or not such a network
can generalize well to test data. In our work, we fill this gap.
II. NETWORK CONSTRUCTION FOR CLASSIFICATION OF
SEPARABLE DATASET WITH MARGINS
In this section, we generalize the concept of k-separability
by introducing δ-margin between intervals and find an exact
construction of a neural network that can not only fit a training
dataset exactly but can also generalize well to any test datasets
sampled from a separable probability distribution.
The main idea is to use sigmoid-type neural network instead
of ReLU-type to utilize saturation effect by scaling weights of
neural network. Unlike ReLU function used in [7], sigmoid
function, defined as
ρ(t) = 1/(1 + e−t), (2)
converges to 1 as t → ∞ and to 0 as t → −∞ as shown in
Fig. 1. This saturation effect is exploited to construct a neural
network that generalizes to test dataset.
To elaborate the idea, we first introduce the definition of
k-separability with δ-margin.
Definition 2.1: Let X ⊂ Rd and Y = [1 : c]. A distribution
D over X ×Y is k-separable with δ-margin (for some δ > 0)
if there exist a projection vector a ∈ Rd with ‖a‖2 = 1 and
constants b1 < b2 < · · · < bk+1 such that, for Xi := {x ∈ X :
bi + δ < a
Tx < bi+1 − δ}, i ∈ [1 : k],
(i) P(x,y)∼D (y = yi | Xi) = 1 for some yi ∈ Y ,
(ii) P(x,y)∼D
(⋃k
i=1 Xi
)
= 1.
Note that the number k of intervals can be larger than the
number c of labels, which means that all data of the same
label needs not be in only one interval.
For any x ∈ Xi, |aTx − bl| is bounded below by δ for
all l ∈ [1 : k]. When we scale the weight a and bias b
by a large constant cs, the output of the sigmoid function
⁝
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Fig. 2. Constructed neural network that outputs g(x) arbitrarily close to
the desired output of input x when the input is sampled from a k-separable
distribution with δ-margin.
ρ
(
cs(a
Tx− bl)
)
converges to 1 for l ≤ i and to 0 for l > i as
cs →∞. Therefore, this saturation effect of sigmoid function
can guarantee the same output value for any data x in the
same interval Xi. We utilize this effect to construct a 2-layer
neural network that can classify any datasets sampled from a
k-separable distribution with δ-margin as defined in Def. 2.1.
We also give an upper bound on the scaling factor cs that
allows a small fixed error  > 0 in the desired output of the
neural network.
Theorem 2.1: Let a distribution D be k-separable with δ-
margin by a projection vector a ∈ Rd as defined in Def. 2.1
and f be an injective function that maps the label set Y into
Rm. For (x, y) ∈ X ×Y , consider f(y) ∈ Rm as the desired
output of a neural network for input x with label y. Then, for
any  > 0, the 2-layer neural network, g : X → Rm, shown
in Fig. 2 with parameters a ∈ Rd (the projection vector),
{b1, . . . , bk} (the boundary of intervals),
W =

f(y1)
T
f(y2)
T − f(y1)T
...
f(yk)
T − f(yk−1)T
 = [w1 w2 · · · wm], (3)
cs = (1/δ) log
((√
k ·
(
max
1≤j≤m
‖wj‖2
))
/
)
(4)
satisfies
P(x,y)∼D
(
max
1≤j≤m
|gj(x)− fj(y)| > 
)
= 0 (5)
where fj and gj denote the j-th components of f and g,
respectively. This network is specified by total (d+(m+1)k)
parameters.
Proof: We prove that for any (x, y) ∼ D the con-
structed 2-layer neural network in Fig. 2 with parameters
(cs, a, {b1, . . . , bk},W ) outputs g(x) that is close to the de-
sired output f(y) in the sense of (5).
Let the vector hi ∈ {0, 1}k represent the saturated output of
the hidden layer when the sigmoid function ρ in (2) is applied
to cs(aTx − bl), 1 ≤ l ≤ k, for any input x ∈ Xi and the
scaling factor cs → ∞. Note that hi = [1 . . . 1︸ ︷︷ ︸
i
0 . . . 0︸ ︷︷ ︸
k−i
]. Let
H ∈ {0, 1}k×k be the matrix with its i-th row equal to hTi ,
i.e,
H =

1 0 · · · 0
1 1 · · · 0
...
...
. . .
...
1 1 · · · 1
 =

−hT1−
−hT2−
...
−hTk−
 . (6)
We next construct the weight matrix W ∈ Rk×m of the output
layer such that HW = Y where Y ∈ Rk×m is the matrix
whose i-th row is the desired output f(yi) for the label yi ∈
[1 : c] for input x ∈ Xi. Since H is invertible, W that satisfies
HW = Y is W = H−1Y which is equal to (3). Therefore,
when cs →∞, the constructed 2-layer neural network outputs
the desired output f(yi) for any input x ∈ Xi for i ∈ [1 : k].
We next analyze an upper bound on the scaling factor cs
when we allow size- error between the actual output gj(x)
and the desired output fj(y) for 1 ≤ j ≤ m when (x, y) ∼ D.
Note that the output of the sigmoid function is bounded
below and above by
1− e−t < ρ(t) = 1/(1 + e−t) < et. (7)
By using this and the definition of the k-separable distribution
with δ-margin, we can bound the input and output of the l-th
neuron of the hidden layer as below. For x ∈ Xi,
(i) if l ≤ i,
csa
Tx− csbl ≥ csaTx− csbi > csδ,
ρ(csa
Tx−csbl)>1−e−(csaT x−csbl)>1−e−csδ.
(8)
(ii) if l > i
csa
Tx− csbl ≤ csaTx− csbi+1 < −csδ,
ρ(csa
Tx− csbl) < e(csaT x−csbl) < e−csδ.
(9)
When we denote the output of the hidden layer for an input
x ∈ Xi by (hi + n) ∈ Rk, the output of the output layer is
g(x) =WT (hi + n) = f(yi) +W
Tn. (10)
Moreover, as shown by (8) and (9), |nl| < e−csδ for all l ∈
[1 : k]. Thus, we can bound
|gj(x)− fj(yi)| = |wTj n| ≤ ‖wj‖2 · ‖n‖2 ≤ ‖wj‖2
√
ke−csδ
(11)
where the first inequality is by Cauchy–Schwarz inequality.
To guarantee |gj(x) − fj(yi)| ≤  for a fixed  > 0 for all
1 ≤ j ≤ m, it is sufficient to have the scaling factor cs in (4).
Expressing P(x,y)∼D simply as P,
P
(
max
1≤j≤m
|gj(x)− fj(y)| > 
)
=
k∑
i=1
P
(
max
j
|gj(x)−fj(yi)| > 
∣∣∣Xi)P(Xi) = 0 (12)
where the first equality is from Def. 2.1 and the second
equality is from |gj(x) − fj(yi)| ≤ , ∀x ∈ Xi, ∀j with
the chosen cs.
The constructed neural network requires d parameters for
csa ∈ Rd, k for the hidden layer’s biases (csb1, . . . , csbk), and
mk for the output layer’s weight matrix W ∈ Rk×m.
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Fig. 3. 6k samples from a 20-separable distribution with 0.1-margin (left).
With a neural network constructed as in Thm. 2.1, the number of misclassified
data is counted varying the scaling factor, cs (right).
As an example, when one-hot encoding is used for classifi-
cation, there are c nodes in the output layer and the estimate
of the label for an input to the network is chosen by finding
the output node of the largest value. Then, for f being the
one-hot encoding of Y , the network constructed in Thm. 2.1
guarantees the perfect classification of (x, y) ∼ D when the
scaling factor cs in (4) is chosen for  = 1/2.
Corollary 2.1.1: For any data sampled from a distribution
D that is k-separable with δ-margin as defined in Def. 2.1,
perfect classification is possible with a 2-layer neural network
in Fig. 2 with (d+ (c+ 1)k) parameters.
A. Simulation Results
We present a simulation result that shows the effect of
saturation of sigmoid function on the classification perfor-
mance. In Fig 3, for X ⊂ R2 and Y = [1 : 10], a
dataset following a 20-separable distribution with 0.1-margin
is generated with random a and {bi}. Then, we construct
a 2-layer neural network in Fig. 2 with a different scaling
factor cs > 0 to observe the effect of saturation on the
classification performance. Simulation result shows that the
number of misclassified data decreases as cs increases and
drops to 0 for cs ≥ 3. This value is smaller than the sufficient
cs, 11.02, calculated by (4) in Thm. 2.1 for  = 1/2.
III. EXTENSION TO MULTI-DIMENSIONAL PROJECTION
We extend the result in Sec. II by generalizing the sepa-
rability and considering datasets that can be separable by n
projection vectors instead of by one. For the broader class of
datasets, we design a 4-layer neural network that can perfectly
classify any datasets following the generalized separability.
Definition 3.1: Let X ⊂ Rd and Y=[1 : c]. A distribution
D over X×Y is (k1, k2, · · · , kn)-separable with δ-margin (for
some δ > 0) if there exist projection vectors a1, a2, · · · , an ∈
Rd with ‖as‖2 = 1 and constants bs,1<bs,2< · · ·<bs,ks+1 for
1≤s≤n, such that, for Xi={x ∈ X : bs,is+δ < aTs x <
bs,is+1−δ for 1≤s≤n}, i=(i1, i2, · · · , in), with is ∈ [1 :
ks] for 1≤s≤n,
(i) P(x,y)∼D (y = yi | Xi) = 1 for some yi ∈ Y ,
(ii) P(x,y)∼D (
⋃
i Xi) = 1.
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Fig. 4. Distribution of data which is separable by two projection vectors. The
area with nonzero probability density is expressed using different colors for
each class.
As an example, consider the 2D dataset in Fig. 4. This
dataset does not have a vector to which its projection is
separable, but the two vectors, a1 and a2, can separate the
data into 12 different regions.
We construct a 4-layer neural network shown in Fig. 5 that
can classify this type of broader class of separable dataset. The
first two hidden layers consist of n subnetworks (differentiated
by its color) each of which is constructed by the 2-layer neural
network (with only one output node) as in Thm. 2.1 with
respect to each projection vector as ∈ Rd, 1 ≤ s ≤ n. The
role of the first two layers is to map the original dataset into
a new dataset satisfying the 1D separability in Def. 2.1, i.e.,
the dataset that is (
∏n
s=1 ks)-separable by a projection vector
a ∈ Rn with 1
4
√
n
-margin. Once the dataset is transformed to
a separable dataset satisfying Def. 2.1, by Thm. 2.1 it can be
fed into a 2-layer neural network (the last two layers in Fig. 5)
to have desired outputs. The role of the first two layers in the
neural network is stated in the following lemma.
Lemma 3.1: For data (x, y) following a distribution D that
is (k1, k2, . . . , kn)-separable with δ-margin by n projection
vectors (a1, . . . , an) as defined in Def 3.1, there exists a 2-
layer network (the first 2 layers in Fig. 5) that implements
p : X → Rn such that (p(x), y) follows a distribution D′ that
is (
∏n
s=1 ks)-separable with
(
1
4
√
n
)
-margin by a projection
vector a = 1√
n
[1, 1, . . . , 1]T ∈ Rn.
Proof: The full proof is stated in Appendix. Here we
only provide a proof sketch.
For s ∈ [1 : n], let
hs(i) := (i− 1)
s−1∏
p=0
kp, for i ∈ [1 : ks], with k0 = 1. (13)
For each s ∈ [1 : n], we construct a 2-layer subnetwork,
ps : X → R, whose output ps(x) for input x ∈ Xi,
i = (i1, . . . , in), is close to the desired output hs(is). Such
a subnetwork can be constructed by using Thm. 2.1 for
each projection vector as ∈ Rd. All such n subnetworks
are combined in parallel to form the first two layers of
the network shown in Fig. 5, whose output is p(x) =
[p1(x), p2(x), · · · , pn(x)]T ∈ Rn.
Note that by Thm. 2.1, with the properly chosen scaling
constant cs in (4) we can make each output ps(x) close
⁝
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Fig. 5. Constructed 4-layer neural network that outputs g(x) arbitrarily close
to the desired output of input x sampled from a (k1, . . . , kn)-separable
distribution with δ-margin, separable by n projection vectors {a1, . . . , an}.
to its desired value hs(is). Moreover, due to the definition
of hs(i) in (13),
∑n
s=1 h
s(is) for each i = (i1, . . . , in)
has different integer value. Therefore, for a projection vector
a = 1√
n
[1, 1, · · · , 1]T ∈ Rn, we can make aT p(x) =
1√
n
∑n
s=1 p
s(is) for x ∈ Xi be different for each i =
(i1, . . . , in). Since there are (
∏n
s=1 ks) different i’s, this im-
plies that (p(x), y) follows a distribution D′ that is (
∏n
s=1 ks)-
separable by a = 1√
n
[1, 1, · · · , 1]T with some margin.
After mapping the original dataset (x, y) to a new dataset
(p(x), y) that is separable by one projection vector a ∈ Rn
as in Lemma 3.1, we can construct the next 2-layer network
(the last two layers in Fig. 5) to map the new dataset to any
desired output for classification by using Thm. 2.1.
Theorem 3.2: Let D be a (k1, k2, · · · , kn)-separable with
δ-margin as defined in Def. 3.1 and f be an injective function
that maps Y into Rm. For (x, y) ∈ X × Y , consider f(y) as
the desired output of a neural network for input x with label
y. Then, for any  > 0, there exists a 4-layer neural network,
g : X → Rm, shown in Fig. 5, with (n(d+1)+ 2∑ns=1 ks +
(m+ 1)
∏n
s=1 ks) parameters such that
P(x,y)∼D
(
max
1≤j≤m
|gj(x)− fj(y)| > 
)
= 0 (14)
where fj and gj denote the j-th components of f and g,
respectively.
Here, note that
∑n
s=1(d+2ks) parameters are required for
the first two layers, and (n + (m + 1)
∏n
s=1 ks) for the last
two layers by Thm 2.1.
By the similar reasoning as in Cor 2.1.1, Thm. 3.2 implies
the perfect classification for D satisfying Def. 3.1.
Corollary 3.2.1: For data following a distribution D that
is (k1, k2, · · · , kn)-separable with δ-margin as defined in
Def. 3.1, perfect classification is possible with a 4-layer neural
network in Fig. 5 with (n(d+1)+2
∑n
s=1 ks+(c+1)
∏n
s=1 ks)
parameters.
IV. CONCLUSION
We construct shallow sigmoid-type neural networks that
achieve perfect classification for separable dataset with mar-
gins. This shows the benefit of saturation of sigmoid function
in generalization, in the sense that it can generalize to the
distribution of data beyond finite samples under a separability
condition. The results suggest further investigation on the
generalization of shallow sigmoid-type neural networks. There
are also remaining open problems such as finding proper
projection vectors and boundaries for a given separable dataset
and approximating a general dataset to a separable one.
APPENDIX
PROOF OF LEMMA 3.1
For s ∈ [1 : n], let Ys = [1 : ks] and Ds be a
replication of D, except changing Y to Ys and letting yi = is
for i = (i1, i2, . . . , in). Since Ds is ks-separable with δ-
margin, by Thm. 2.1 a 2-layer network, ps : X → R,
can be constructed with (d + 2ks) parameters and make
P(x,y)∼Ds
(|ps(x)− hs(y)| > 14n) = 0. This also implies that
P(x,y)∼Ds
(
|ps(x)− hs(is)| ≤ 1
4n
∣∣∣Xi) = 1 (15)
since for x ∈ Xi the label y = is under the distribution Ds.
For p(x) = [p1(x), p2(x), · · · , pn(x)]T ∈ Rn, let D′ be
the distribution of (p(x), y) where (x, y) ∼ D. We will
show that D′ is (
∏n
s=1 ks)-separable with
(
1
4
√
n
)
-margin by
a projection vector a = 1√
n
[1, 1, . . . , 1]T ∈ Rn.
For i = (i1, i2, · · · , in), define k˜:
∏n
s=1[1 : ks] → [0 :∏n
s=1 ks − 1] as
k˜(i) =
n∑
s=1
hs(is) (16)
for hs(i) in (13). Note that k˜ is bijective (one-to-one and onto).
Expressing P(p(x),y)∼D′ simply as P,
1 =P
(
|p1(x)−h1(i1)|≤ 1
4n
, · · · , |pn(x)−hn(in)|≤ 1
4n
∣∣∣Xi)
≤ P
(∣∣∣∣∣∑
s
(ps(x)− hs(is))
∣∣∣∣∣ ≤ 14 ∣∣∣Xi
)
= P
(∣∣∣∣∣aT p(x)− k˜(i)√n
∣∣∣∣∣ ≤ 14√n ∣∣∣Xi
)
= 1.
Therefore, by defining the boundaries bi = i−1.5√n for i ∈ [1 :∏
s ks + 1],
P
(
bk˜(i)+1+
1
4
√
n
< aT p(x) < bk˜(i)+2−
1
4
√
n
∣∣∣Xi) = 1.
(17)
By using (17) and the fact that the original distribution D
of (x, y) satisfies Def. 3.1, we show that for X k := {x ∈ X :
bk+1+
1
4
√
n
< aT p(x) < bk+2− 14√n}, k ∈ [0 :
∏l
s=1 ks−1],
P
(
y = yk | X k
)
= 1 for some yk ∈ Y, (18)
P
(∪kX k) = 1. (19)
The equation (17) implies that P(X k˜(i)|Xi) = 1. Further-
more, we can show that P(· | X k˜(i)) = P(· | Xi), since
P
(
Xi|X k˜(i)
)
= 1−
∑
j 6=i
P(Xj|X k˜(i))
= 1−
∑
j 6=i
P(Xj)
P(X k˜(i))P(X
k˜(i) | Xj) = 1
(20)
where the first equality is from the fact Xj does not overlap
and partitions X , and the last one is from the fact k˜(i) 6= k˜(j)
since k˜ is injective.
There exists ik ∈
∏n
s=1[1 : ks] such that k = k˜(ik)
since k˜ is surjective. Then, from the condition (i) of Def. 3.1,
P(x,y)∼D (y = yik | Xik) = 1 for some yik ∈ Y . By using this
and P(· | X k˜(i)) = P(· | Xi), the first condition (18) can be
proven where yk = yik .
The second condition (19) can also be shown by
P
(⋃
k
X k
)
=
∑
j
P
(⋃
k
X k
∣∣∣Xj)P(Xj)
≥
∑
j
P
(
X k˜(j)∣∣Xj)P(Xj) = 1 (21)
since P
(
X k˜(j)∣∣Xj) = 1 and ∑j P(Xj) = 1 by the condition
(ii) of Def. 3.1.
Thus, D′ satisfies all conditions to be (
∏n
s=1 ks)-
separable with 1
4
√
n
-margin by a projection vector a =
1√
n
[1, 1, . . . , 1]T ∈ Rn.
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