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PREFACE 
This document represents the proceedings of the Second Annual Workshop on Space Operations 
Automation and Robotics, otherwise known as SOAR ‘88, which was held a t  Wright State University 
on July 20-23, 1988 in Dayton, Ohio. 
This workshop was jointly sponsored by the National Aeronautics and Space Administration and 
the United States Air Force. It was cosponsored by Wright State University. SOAR ’88 helped to  
establish communications between individuals and organizations involved in similar research and 
technology. It brought together project/program managers in open exchange through 
presentation of technical papers and panel discussions. The objective of SOAR ‘88 was to  provide a 
vehicle for engineers, scientists and managers of both the Air Force and NASA to  come together in 
a workshop environment and exchange ideas, problems/problem solutions, and technica l  
information on projects o f  mutual interest and, perhaps most importantly, t o  build a solid 
foundation for future interaction and cooperation. The workshop consisted of technical sessions 
emphasizing AVExpert Systems, Human Factors, Environment, Robotics and Appl icat ion 
Development and Transition. The workshop wil l rotate annually between NASA and an Air Force 
installation. 
The papers included in these proceedings were published in general as received from the authors 
wi th minimum modification and editing. Information contained in the individual papers is not to  
be construed as being officially endorsed by NASA. 
MESSAGE FROM THE GENERAL CHAIR AND ASSISTANT GENERAL CHAIR 
The SOAR '88 workshop was an outstanding success made possible by the dedication of many Air 
Force, NASA and contractor personnel. 
Our format is continuing to  evolve in an effort t o  best serve the objective of exchanging 
information among practitioners in common areas of technology application for space operations. 
We are in the process of quantifying the joint Air Force/NASA savings as a result of exchange of 
information, software, and initiation of jointly funded projects. I believe a savings of between 
$250,000 to  $500,000 (conservative estimate) has been realized as a result of the first annual SOAR. 
I believe i t  is essential that we continue to  focus SOAR on space operations wi th emphasis on 
technology that i s  mature enough to  be considered for operational applications. If we do this, we 
fill a void between the research and development of  industry and the Government and the 
program applications. 
Robert H. Brown 
SOAR '88 wil l  continue to  provide a vital communication l ink between individuals and 
organizations involved in space operations and robotics research and technology. 
SOAR '88 will present two facets of activities on knowledge-based systems. Sessions wil l focus on 
the fundamental issues that must be addressed to  continue t o  advance the state-of-the-art. 
Additionally, sessions wil l identify issues addressing transitioning knowledge-based systems to  high 
pay-off applications. 
SOAR '88 will also feature sessions in robotics and human factors. These sessions wil l contribute t o  
the interdisciplinary nature of the workshop. A key event for SOAR '88 wil l be the presentations of  
the National Aerospace Plane and Space Station programs. 
We look forward t o  your attendance and participation. Welcome to  Dayton! 
Lawrence E. Porter 
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ABSTRACT 
The Mission Analysis Division of the Systems 
Analysis and Integration Laboratory at the 
Marshall Space Flight Center has developed a 
robust automatic scheduler which can produce 
detailed schedules for the multi-step 
activities required for payload operations 
on the Space Station. This scheduler, a 
part of the Expert Scheduling Program 
(ESPZ), has five components: the book- 
keeper, checker, loader, selector, and 
explainer. The bookkeeper maintains the 
usage profiles for nondepletable resources, 
consumables, equipment, crew, and the times 
of all the steps for the payload activities 
for several different schedules simultan- 
eously. The checker searches the data 
maintained by the bookkeeper and finds times 
when the constraints of each step of  an 
activity are satisfied. The loader is an 
expert system which uses the techniques of 
forwardchaining, depth-first searching, and 
backtracking to manage the workings of the 
checker so that activities are placed in the 
schedule without violating constraints (such 
as crew, resou~ces, and orbit opportuni- 
ties). The selector has several methods of 
choosing the next activity for the loader to 
schedule; new methods using rule-based 
technology are being studied. The explainer 
shows the user why an activity was or was 
not scheduled at a certain time; it offers 
a unique graphical explanation of how the 
expert system (the loader) works. 
INTRODUCTION 
The Experiment Scheduling Program (ESP) has 
been used to schedule the payload activities 
of most Spacelab missions and several 
partial payloads. For Space Station, 
features are being added to ESP that will 
automate many of the tasks that now must be 
done by an expert user. New strategies, 
rules, and capabilities for scheduling are 
being developed. A new name, the Expert 
Scheduling Program, and a new acronym, ESP2, 
have been adopted to emphasize the improve- 
ments being made to the program. These 
improvements are integrated into this 
presentation. 
Before a description of the scheduling 
process is given, a few facts about the 
input data should be stated. The input 
database to ESP2 contains a mission model, 
multiple payload activity models each with 
multiple steps, and the orbit opportunity 
timelines required by the activity models. 
The paper entitled "Space Station Payload 
Operations Scheduling with ESP2" published 
concurrently with this paper describes the 
activity modeling capabilities. The program 
converts the activity requirements to 
feasibilitytests, availabilitywindows, and 
backtracking rules. The synthesis of the 
availability windows and backtracking rules 
into a schedule is the focus of this paper. 
THE SCHEDULING PROCESS 
When generating a trial schedule, ESP2 first 
initializes the schedule. Then it begins 
the "select, check, insert" loop which 
continues until all requested performances 
are attempted. The checking process is 
based on calculating windows which are 
nested in a hierarchy such that each lower 
window is totally contained within the 
window above it. At each level of the 
hierarchy, a window may contain many windows 
at the next lower level, and each of these 
may contain many windows. Checking of 
constraints begins at the topmost window and 
proceeds downward and across. When an 
acceptable window is found, checking 
proceeds immediately to the next lower 
level. If, at any level, an acceptable 
window cannot be found, the window above it 
is failed, and the next window at the level 
of the failed window is deEined. This 
technique is a micro-example of depth-first 
searching. Checking is successfully 
completed whenever an acceptable window is 
found at the bottom level. Checking fails 
whenever another window at the top level 
cannot be defined. Models with two-way 
concurrency (mandatory concurrency) are 
processed simultaneously. There are eleven 
different types of windows within the 
hierarchy. Five of these apply to the 
entire performance and six apply to each 
step of the activity model. The windows for 
each step are independently nested; i.e., 
the crew subwindow for step 5 of a model is 
1 
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subwindow for step 5, but is not nested 
within any of the windows for the othei 
steps on that model. If a model or s t p p  
does not have a particular requirement, the 
associated window is set equal to the next 
higher level window. 
The scheduler is described by presenting 
on a step-by-step basis how an expert 
mission planner would do the task manually 
and then by showing how this approach is 
implemented in ESP2. Since the scheduler 
emulates how an expert would do the task 
manually it meets the primal definition of 
an "expert system." When explaining the 
scheduling process, it is convenient to 
start at the bottom (the bookkeeper) and 
work upwards to the selector. 
Figure 1 shows the major components of the 
program (only ESP) and their interfaces. 
While the primary purpose of the bookkeeper 
and the checker is to support the loader, 
they also support other features of ESP2 
such as retrieving a previously generated 
schedule from a file, schedule editing, 
schedule validating, and automatically 
resolving conflicts. 
the 
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Figure 1. Major Components h Interfaces 
THE BOOKKEEPER 
Assume that a mission planner wants to 
schedule some activities which require 
power. Also assume the planning period is 
one week and the available power is 10.0 
kilowatts. The planner would initialize a 
table like the one shown in Figure 2 with 
the initial time and value and the final 
time and a value of zero. The table is 
read: beginning at time O / O O : O O : O O  (zero 
days, zero hours, zero minutes, zero 
seconds), the power available is 10.0 
kilowatts; at 7/00:00:00, the power avail- 
able changes to 0 .0  kilowatts. 
Suppose that an activity is scheduled from 
1/13:45:00 to 3/16:00:00 using 2.5 kilo- 
watts of power. Also suppose that another 
activity is scheduled from 4/03:28:45 to 
4/09:00:15 using 3.75 kilowatts of power. 
FOUK new times are inserted into the table 
showing the reduction and restoration of 
power by each activity. 
The process becomes more intricate when 
activities overlap each other. Assume that 
another activity is added from 3/16:00:00 to 
5/18:35:30 using 1.25 kilowatts of power. 
Since the start time already exists in the 
table, it is only necessary to insert one 
new time. However, the power availability 
for all the time points between the start 
and stop times must be updated. 
1 
With 3 c  insert 
T i m e  P o w e r  
7/00:00:00 0.00 1/13:45:00 7.50 1/13:45:00 7.50 
3/16:00:00 10.00 3/16:00:00 8.75 
4/03:28:45 6.25 4/03:28:45 5.00 
4/09:00:15 10.00 4/09:00:15 8.75 
7/00:00:00 0.00 5/18:35:30 10.00 
7/00:00:00 0.00 
Initial With 2 inseitr; 
T i m e  Power Time Power _____- o/oo:oo:oo 10.00 o/oo:oo:oo 10.00 o / o o : n o : o o  10.00 
Figure 2. Sample Bookkeeper Table 
This example is lacking only in scale! 
Doing the task manually would require 
keeping up with dozens of resources and 
thousands of events. In addition to keeping 
up with resource and crew usage, it is also 
necessary to keep up with the activity 
schedule s o  that sequencing, concurrency, 
and performance delays can be checked, and 
to keep up with crew location so that crew 
translation time can be allotted. Notice 
that the length of the table is a function 
of the number of resource level changes, not 
the duration of the flight increment being 
scheduled. 
The bookkeeper in ESP2 emulates the manual 
process described above by using specially 
designed file formats and processing 
techniques to rapidly access and update the 
data. Updating all the intervening time 
points between the start and stop times of 
an activity consumes time but permits the 
checker to operate much more efficiently. 
Since ESP2 is implemented on a 32-bit 
machine and time is maintained in integral 
seconds, the flight increment length is 
limited to the largest integer that can be 
stored in a 32-bit word; i.e., 2,147,483,654 
seconds or 68+ years. 
Space Station payload activity scheduling 
philosophy calls for scheduling models or 
groups of models within resource allocation 
envelopes. In this case, the bookkeeper is 
pre-loaded from a database containing the 
envelopes. 
THE CHECKER 
The data from the bookkeeper and the model 
requirements can be used to derive avail- 
ability windows for most model requirements. 
A mission planner performing the checking 
function might want to know, "Where does the 
available power first exceed 8 . 0 0  kilo- 
watts?" A quick scan of the table in Figure 
2 would determine that the window opens 
at O / O O : O O : O O  and closes at 1/13:45:00. 
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If the next window were needed, the mission 
planner would remember how far down t h P  
table checking had proceeded, resume th,.: P 
and find that the next window runs from 
3/16:00:00 to 4/03:28:45, followed by the 
window from 4/09:00:15 to 7 / 0 0 : 0 0 : 0 0 .  
In ESPZ, the request presented to the 
checker might be, "Give me the first window 
where all the resources required foi my 
activity are available." The request would 
also contain earliest and latest times of 
interest. This limiting of the search range 
allows the checker to respond much faster. 
The rules for converting the model require- 
ments to windows reside within the checker. 
It can respond to questions about avail- 
abilities of orbit opportunities, equipment, 
nondepletable resources, or crew. It can 
also respond to queries about the windows 
where performance delay, sequencing, and 
concurrency requirements are met. Allowing 
time for crew movement from one location to 
another is accomplished by subtracting the 
translation time from each end of the crew 
availability windows. A matrix of trans- 
lation times is provided in the database. 
THE LOADER 
The first step in describing how the loader 
works is to describe how a mission planner 
would load a single step into the schedule. 
After checking to see that the consumables 
were available, the mission planner would 
determine the window in which the step might 
be scheduled. The planner would then choose 
one o f  the requirements and find the first 
window satisfying that requirement. If 
this window were long enough, the mission 
planner would check for the window of 
another requirement. Checking would con- 
tinue in this manner until all requirements 
were met. If the intersection of the 
windows were as long as the step, the step 
could be scheduled. In ESP2 the loading, 
or scheduling, of steps is accomplished 
in a manner similar to the human process 
described above. The requirements are 
checked in a particular order; i.e., the 
windows have a defined hierarchy. Each 
window is the search range for determining 
the window below it in the hierarchy. 
Whenever a window is unacceptable (shorter 
than the minimum step duration), the next 
window in the same search range (next higher 
window) is requested. Whenever no usable 
window is found at a particular level, the 
window above it becomes unacceptable and the 
next window at that level is checked. 
Checking continues in this manner until a 
set of nested windows for all requirements 
has been generated OK  there are no more 
windows at the highest level and the step 
cannot be loaded. The reader has probably 
noticed that the bulk of the summary given 
in a preceding section was merely a synopsis 
of the loader. 
Once a lowest-level acceptable window is 
found, the step is loaded within this window 
according to several rules. The highest 
priority rule is to start the step as early 
as possible (front load). Another rule is 
to maximize the step duration within the 
window up to the limit specified on the 
model. If after assigning the start and 
stop t mes of the step there remains a 
choice of crew members to assign, then 
they are assigned so as to balance the 
crew usage. 
But the task is not just to schedule steps, 
but to schedule performances of multi-step 
models! This task requires finding a place 
in the schedule which meets not only the 
requirements of all steps individually, but 
also the delay constraints between steps and 
performances, the resource carry-through 
requirements, the sequencing and concurrency 
requirements, and the performance windows 
specified with the model. 
Confronted with this larger task, the 
mission planner would begin by defining a 
window in which the performance must be 
scheduled. This window is determined by 
considering the window from the selector, 
the performance window from the model, 
performance delays, and sequencing. The 
mission planner would load the steps in this 
window on a trial basis, moving them around 
until all steps were validly loaded. Only 
then would the bookkeeping function be 
conducted and the performance actually 
scheduled. A detailed example of front 
loading a Performance is given in Figure 3. 
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MODEL: 
Performance window: 0/16:00 t o  0/18:30 
S t e p  1: Operate air sample collector 
Duration: 0 / 0 0 : 2 0  t o  0 / 0 0 : 3 0  POWER: 0.889 
s t e p  2: Analyze air sample 
Delay: O/OO:OO t o  0/00:15 
T h e  program computes t h e  w i n d o w  for t h e  first step t o  
b e  loaded ( i t e m  2 a b o v e ) ,  beginning at t h e  start o f  
the performance w i n d o w  litem 1)  and leaving enough 
room for t h e  remaining steps. T h e  step is then loaded 
a s  early a s  possible f o r  as long a s  possible within 
t h e  w i n d o w  ( i t e m  3). T h e  w i n d o w  for t h e  second step 
( i t e m  4 )  is similar t o  t h e  first s t e p  except that 1t 
starts after t h e  e n d  o f  t h e  first step by an amount 
equal t o  t h e  minimum step delay. The loading of the 
second step ( i t e m  5 )  is delayed by resource avail- 
abilities. Note that the step delay relative t o  step 1 
i s  violated. T h e  w i n d o w  f o r  step 1 is recomputed 
( i t e m  6 )  and the step is again loaded ( i t e m  7 )  a s  
early a s  possible for as long a s  possible. Note that 
t h e  s t e p  overlaps step 2. T h e  window for step 2 is 
recomputed ( i t e m  E ) ,  a n d  t h e  step is reloaded ( i t e m  9 ) .  
Figure 3 .  Performance Loading 
with Backtracking 
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Model requirements such as the delay between 
steps, resource carry-through, crew lockin, 
maximum performance duration, and others arc? 
implemented as backtracking rules in the 
loader. Firing one of these rules results 
in already-loaded steps being reloaded. 
When reloading steps, the program adjusts 
the step window s o  that the same back- 
tracking rule is not violated again. 
The above discussion does not take into 
consideration all of the requirements that 
exist in the domain specified for ESP2. 
Other rules are included to check for 
consumables. If consumable usage is a 
function of time, the step durations may 
have to be chosen at less than the otherwise 
available maximum. The scheduling and 
descheduling of startup and shutdown steps 
must be performed and crew monitoring must 
be scheduled. 
After all steps of a performance are loaded, 
the performance is scheduled and all 
bookkeeping functions are conducted. In 
addition to asking the bookkeeper to update 
its data, the loader also updates the crew 
balancing parameters, the grading equation 
parameters and other data. 
ESP2 does one more thing that a good mission 
planner would do. After scheduling a 
performance of a model, the program saves a 
snapshot of its computed data. When asked 
to schedule another performance of that 
model, the program resumes scheduling based 
on the snapshot. This heuristic feature 
significantly enhances the response time. 
However, it is possible for a snapshot to 
be invalidated by the scheduling of another 
model. Therefore after scheduling each 
performance, ESP2 checks all snapshots and 
clears those that are invalid. 
This is only half of the story! When 
scheduling models with two-way concurrency 
(neither model can be scheduled without the 
other), ESP2 processes them simultaneously. 
The complexity of  the loading task is at 
least doubled. Since both models are active 
at the same time and may require the same 
resources, the checker must account for the 
already loaded steps of the other model when 
computing availabilitywindows. Determining 
when and how to backtrack is more complex 
and the computation of step windows is more 
difficult . 
The loader has a last-chance ploy that is 
invoked after all other attempts to schedule 
a performance have failed. If any steps 
have variable durations, these durations 
are forced to the minimum value and the 
loading process is repeated. Remember, 
the original desire was to maximize step 
du t a t i ons . 
The preceding description applies to front 
loading; i.e., loading the performance as 
early as possible. Back loading (loading 
the performance as late as possible) is the 
mirror image of front loading. 
THE SELECTOR 
The loader places the models in the schedule 
based on model requirements and current 
availabilities. Since the program cannot 
deschedule or reschedule a performance 
(global backtracking) while generating a 
schedule, the order of attempting to 
schedule the models, referred to as the 
selection order, has a significant effect on 
the schedule. Selecting the next model/ 
performance to schedule is the function of 
the selector. The selector also determines 
the topmost window in the performance-level 
hierarchy, the steps to be scheduled (the 
model scenario), and the loading algorithm. 
The selector may specify the topmost window 
so as to force the loader to place the 
performance as required by a particular 
scheduling strategy. Possible scheduling 
strategies are resource usage leveling, 
reserving certain times for other yet to be 
scheduled activities, etc. 
As part of the input database, the user 
specifies multiple scenarios for executing a 
performance of a model and the value, or 
weight, of each. Normally the selector 
requests that the loader attempt to schedule 
the highest-valued scenario; and, if it 
fails, the selector requests the next lower 
scenario; and s o  forth. Alternately, the 
user can specify a selection method that 
selects an equal number of each scenario or 
selects them proportional to the values. 
The user also specifies which loading 
algorithm to use or specifies that the 
selector itself is to choose the algorithm. 
But most importantly, the selector chooses 
which model to schedule next. The user 
divides the models to be scheduled into 
groups, assigns a selection method to each 
group, and then specifies the order in 
which to process the groups. The selector 
processes the groups and passes the models 
to the loader one performance at a time. 
The four most commonly used selection 
methods are described below. 
The fixed-order method allows the user to 
specify the complete order of selecting 
the models, possibly on a performance-by- 
performance basis. The user also specifies 
the rules for selecting the model scenario. 
When processing a fixed-order group, ESP2 
makes automatic adjustments to account for 
sequencing and concurrency. ESP2 supplies a 
command which can reorder the members of a 
fixed-order group s o  that the most difficult 
to schedule is selected first. This command 
considers the time windows, the orbit oppor- 
tunity requirements, and the number and 
duration of performances requested by the 
model. 
The random-order method requires the user to 
specify a seed for a pseudo-random number 
generator, the group members, relative 
weighting factors for the members, and the 
scenario selection rules. As it processes 
a random-order group, ESP2 takes into 
account sequencing and concurrency. At the 
user's request, ESP2 automatically generates 
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multiple schedules and saves the "best" one. 
This Monte-Carlo technique allows the 
program to perform exhaustive searches 
without further user intervention. 
The maximize-grade method allows the user 
to specify the members of the groups, the 
weighting factors for each of the schedule 
grading parameters, and special scenario 
selection rules. The scheduling order is 
determined by the selector based on which 
model (if scheduled) would yield the maximum 
increase in the grade. 
The program also provides a pseudo O K  
manual selection method. The scheduler 
editor provides a gateway to the automatic 
scheduler which bypasses the selector. In 
this mode the user performs the task of 
the selector - selecting the model and 
specifying the scenario and the topmost 
window. 
THE EXPLAINER 
As a companion to the loader, ESP2 provides 
a package which traces the step-by-step 
activities of the loader. This package can 
help the user understand why the program 
could not schedule another performance of a 
model OK  why it scheduled the performance 
where it did. The program usually cannot 
tell why a model cannot be scheduled. 
Indeed, there is often not a single reason. 
The crew may be available when the orbit 
opportunity is not, or the orbit opportunity 
may be available when the power is not, 
etc. No one reason can be stated for the 
failure. The trace package can show 
(literally) why the performance could not 
be scheduled. In order to interpret the 
trace, the user only needs a basic under- 
standing of the scheduling process. 
Primarily, the trace shows the windows 
returned by the checker and the firing of 
backtracking rules. The data delivered by 
the selector and feasibility test failures 
are also shown. The text presentation 
contains messages like the following: 
"resource window from 17 /23:45  to 18/3:30", - 
window returned from the checker, 
"end of window checking crew", - the checker 
could not find a window within the specified 
search range (next-higher window), 
"window unacceptable", - window is shorter 
than the minimum step duration, 
"step 4 scheduled from 18/1:25 to 18/2:25", -- 
step is tentatively loaded, 
"delay from step 3 to step 4 violated", - the 
loader must backtrack and reschedule step 3 
"chosen crew: 1,3", - crew members 1 and 3 are 
assigned to the step, and 
"minimizing" - the loader has invoked the last- 
chance rules. 
These are only a sampling of the 74 possible 
messages. 
The trace display is divided into two 
windows; one window containing the text and 
the other the graphics. Only the messages 
containing times (window and scheduled 
messages) are plotted. Figure 4 shows a 
typical trace display for a model without 
two-way concurrence. When models with two- 
way concurrence are scheduled, both are 
loaded and traced at the same time. Then 
both sets of performance level windows are 
shown above the dotted line. Since the 
loader only processes one step at a time, 
only one is shown below the dotted line. 
I 
Figure 4 .  Typical Trace Display 
The scale of the performance level portion 
of the plot is determined by the topmost 
window. The user may pan and zoom in the 
bottom (the step level) portion of the plot. 
The user may also scroll forward and back- 
Ward through the messages. As each window 
OK  scheduled message is presented in the 
text window, it is plotted in the graphics 
window. 
SUMMARY 
In the Expert Scheduling Program all model 
requirements are reduced to feasibility 
tests, windows, or backtracking rules. 
Which model/performance is scheduled next 
is determined by the selector. The checker 
calculates the windows, and the loader 
combines the windows and executes the back- 
tracking rules. The explainer presents the 
user with a trace of the loading process. 
This technique has been proven over the 
last ten years by scheduling Spacelab 
payload activities. Only two conditions are 
necessary for it to support Space Station 
payload activity planning: the activity 
requirements must be reducible to a com- 
bination of feasibility tests, windows, O K  
backtracking rules; and robust selection 
methods must be found to eliminate the 
now-required assignment of selection methods 
by an expert user. 
Surveys of future payload descriptions have 
uncovered only a few requirements which 
are difficult to express in the required 
formats; for example: after-effects of an 
activity require including a step in the 
model which uses the affected resource. 
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The portfolio of selection methods in E S P 2  
is easy to expand and many- additional 
scheduling strategies can be .implemented 
a s  selection methods. Several additional 
selection methods have been designed and 
are being implemented. A n  expert system 
for dividing the payload activities into 
groups and choosing the best selection 
method (scheduling strategy) for each is 
being considered. 
There is a parallel effort within our group 
and the community at-large to formulate a 
different (and better) method to schedule 
Space Station payload activities. A s  with 
any research effort, there is no guarantee 
that the research will be be successful, 
especially within the limited time span 
available before Space Station will become 
a reality. 
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A w r u c r  
The Mission Analysis Division of the Systems 
Analysis and Integration Laboratory at the 
Marshall Space Flight Center is developing 
a system of programs to handle all aspects 
of scheduling payload operations for Space 
Station. The Expert Scheduling Program 
(ESP2) is the heart of this system. The 
task of payload operations scheduling can 
be simply stated as positioning the payload 
activities in a mission s o  that they collect 
their desired data without interfering with 
other activities or violating mission con- 
straints. ESP2 is an advanced version of 
the Experiment Scheduling Program (ESP) 
which was developed by the Mission Inte- 
gration Branch beginning in 1979 to schedule 
Spacelab payload activities. The automatic 
scheduler in ESP2 is an expert system which 
embodies the rules that expert planners 
would use to schedule payload operations 
by hand. This scheduler uses depth-first 
searching, backtracking, and forward chain- 
ing techniques to place an activity so that 
constraints (such as crew, ~ e s o u ~ c e s ,  and 
orbit opportunities) are not violated. It 
has an explanation facility to show why an 
activity was or was not scheduled at a 
certain time. The ESP2 user can also place 
the activities in the schedule manually. 
The program offers graphical assistance to 
the user and will advise when constraints 
are being violated. ESP2 also has an option 
to identify conflicts introduced into an 
existing schedule by changes to payload 
requirements, mission constraints, and orbit 
opportunities. 
INTRODUCTION 
In this paper, we shall describe the pro- 
gram's capabilities as seen by the user, 
the activity and increment constraints the 
program handles and how the expert system 
in the program handles these constraints. 
We have referred to activities and activity 
timelines, assuming that the reader has an 
intuitive understanding of these concepts. 
This discussion of ESP2 can be better under- 
stood i f  we first define several terms. 
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EXl'EI<IMENI' - In general, a collection of pro- 
cedures and equipment which, when executed, 
contribute to the body of technological or 
scientific information. In ESP2, the term 
experiment refers to the "model" o r  "models" 
corresponding to the general definition. 
FlJNC17ONAL. OBJECI'IVE' - A large section of an 
experiment's procedures which accomplishes 
a definite purpose, such as verifying 
equipment, collecting baseline data, etc. 
MODEL (ACllVll7' MODEL) - The database represen- 
tation of an experiment or part of an 
experiment. A model is a collection of 
constraint and execution definitions. Some 
of the definitions apply to the whole model 
and some apply to the "steps" of the model. 
S I & / ' -  The smallest, clearly delineated part 
of an activity model. Steps are usually 
executed in sequential order, but are not 
necessarily contiguous. Resource and crew 
requirements of a model are shown at the 
step level. 
I'El<FORM/INCE - An execution of an activity 
model. A model may be performed multiple 
times to collect additional data. 
EXI'EI<lMEN'I''I~MELINE - A time history Of exper- 
iment performances and related activities 
planned for a Station increment. These 
activities are represented by the start 
and stop times of model steps. 
The Expert Scheduling Program is a highly 
interactive, user-friendly program designed 
to run on a workstation with high resolution 
graphics, a mouse and keyboard. It checks 
all input for reasonableness and provides 
in-line help text as needed throughout the 
program for user assistance. The program 
allows the user to interrupt any of the 
ESP2 activities without corrupting internal 
or external data. A journal of all user 
interactions is maintained to assist in 
tracking the development of  a schedule. 
ORlGlNAL PAGE IS 
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PKEPARING THE INPUT DATABASIS 
The application of ESP2 to Space Station 
increment planning is a very complex process 
that requires several weeks to build a 
final timeline. An outline of the schedule 
building operations for a Space Station 
increment is shown below. This outline 
includes activities done by ESP2 as well 
as related activities done in preparation 
for running ESP2. 
Preparation: 
* Obtain a general understanding of  the 
increment and its objectives. 
* Develop a "gross" timeline for the 
flight increment. This will include 
such things as STS docking, equipment 
changeout, crew work cycle, reboost 
times, etc. 
* Determine the resource usage by non- 
scientific activities. This will 
include the crew off-duty periods, 
the sub-systems, etc. 
* Determine the names and descriptions 
of all observation opportunity sub- 
jects (opportunity file contents). 
* Obtain and enter into the increment 
model a description of the increment 
availabilities. 
* Convert or generate all subjects re- 
quired to be on the opportunity file. 
* Build models of all activities (both 
science and non-science) that must 
be scheduled. These models should 
be checked for internal consistency. 
* Further validate these models by 
scheduling each one or each related 
group onto a new (empty) schedule. 
This will verify that the models 
can schedule. 
Modeling : 
There are several goals to keep in mind 
when developing activity models. The time- 
line engineer should always attempt to mini- 
mize the total number of models required to 
schedule the increment. Each model should 
be as simple as possible. Always minimize 
the number of steps on each model. Steps 
are required to reflect a change in any one 
of the resources required. Develop models 
that will schedule automatically. 
ESP2 is the "heart" of the Experiment 
Scheduling System (ESS). This scheduling 
system will be used at several levels of 
Space Station planning. The Discipline 
Operations Centers (DOC) will use ESP2 to 
schedule gross models of all their users' 
requirements. This schedule will define 
the individual userrs operation "windows". 
The user (scientist) at a User Operations 
Facility ( U O F )  will use ESP2 to build a 
detailed timeline for all his experiment's 
operation. The detailed timelines will be 
integrated into a coordinated Discipline 
activity timeline at the DOC. The Payload 
Operations Integration Center (POIC) will 
use ESP2 to integrate all of the DOC time- 
lines. This program must be able to accom- 
modate each of these functions. Figure 1 
shows the relationship and data flow within 
the overall system. 
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Figure 1. Space S t a t i o n  Timeline Analysis Flow 
The scientist whose payload is scheduled 
to be flown on a Space Station increment 
will enter his experiment's requirements 
and constraints in the User Requirements 
DataBase (URDB). The Model Editor (ME) 
program and the Opportunity File Editor 
(OFE) program will use expert Systems to 
extract this information and build files 
f o r  input t o  ESP2. The Payload Activity 
Display (PAD) will use output from ESP2 to 
produce summary charts for the scientists, 
crew operations and ground support. 
The Model Editor program is a database 
management tool used to create, modify and 
copy ESS activity model files used by the 
ESS programs. The domain of the Expert 
Scheduling Program includes the activity 
and increment constraints that are defined 
in the model file. These files contain the 
following; 
* Increment data 
- Increment start date and duration 
- Constraints and availabilities 
- Requirements and constraints 
- Grouping data 
* ESP2 Control data 
- Opportunity and external retrieval 
file names 
- External retrieval control data 
- Scheduling control data 
- Grading criteria 
* Activity Models 
The increment data is composed of all the 
information required to uniquely identify 
a particular Space Station flight increment. 
This includes the name o r  number of the 
increment, start date, start time and the 
increment duration. Also, included is a 
list of the crew members. This input may 
also be used to specify the crew skills 
required for activities to be conducted 
during the flight increment. All resources, 
constraints and equipment required for the 
increment operations are identified and 
availabilities set in this data. The two 
types of resources are consumables and 
nondepletables. 
Each Activity Model contains constraints 
and requirements for scheduling the oper- 
ations that it represents. This data 
includes the following parameters: maximum 
performance duration, performance t ime 
windows, maximum number of performances, 
performance separation, startup/shutdown or 
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scenarios, sequencing, concurrence, crew 
lockin and resource tolerances. The exper- 
iment operations are divided into steps to 
specify the detailed requirements and con- 
straints. Each model may contain up to 50 
steps. The data that is specified at the 
step level is: duration, delays, equipment/ 
constraint requirements, consumable require- 
ments, nondepletable requirements, resource 
carry-through, fulltime crew or monitoring, 
and selected, intersected or avoided orbit 
opportunities. Each of these parameters 
and requirements will be explained in more 
detail as we later describe how they are 
implemented in ESP2. 
In most cases, more than one Activity Model 
is required to represent all of an exper- 
iment's operations. The model file contains 
grouping data that describes which models 
represent each experiment and discipline. 
The ESP2 control data allows the user to 
tailor the program's operation for specific 
applications. This data is saved and main- 
tained on the model file. 
SCHEDULING 
ESP2 provides an array of tools for build- 
ing, checking and documenting the activity 
timelines. There are three tools avail- 
able to build the timeline. The external 
retriever can retrieve all o r  part of a 
previously generated timeline. The auto- 
matic scheduler can quickly add multiple 
performances of multiple models to a time- 
line. The manual scheduler allows the 
user to modify OK delete what is already 
scheduled OK to add new activities to the 
timeline. When utilizing any of these 
development tools, ESP2 will verify that 
the resources are not overbooked and the 
opportunity requirements are not violated 
in the timeline. The program can maintain, 
in internal storage, up to three timelines 
(in addition to the current timeline). 
ESP2 provides a complete output package 
that allows the user to inspect a timeline 
and prepare documentation. The relation-- 
ship of these t o o l s  within ESP2 is shown 
in Figure 2. 
Activity 
DB. 
Retriever 
CONTROL (Stored) 
CONSTRAINT 
VIOLATIONS - T 
PREVIOUS ACTIVITY TIMELINE 
Figure 2. ESP2 Schedule Building Options 
There is no hierarchy among these tools. 
The user may choose them in any logical 
order to build the final. schedule. Each of 
these will be discussed in this section. 
AS a result of our experience in planning 
nine Spacelab missions, we have developed 
a prototype technique for scheduling Space 
Station payload operations. 
* Start by retrieving all activities 
that have been defined and scheduled 
other sources. These normally 
fxclude the crew models, sub-system 
models and other fixed models. A 
timeline file is usually written at 
this point s o  that all future runs 
of ESP2 can retrieve this partial 
schedule and add to it. 
* Schedule the high priority activities 
using either the automatic scheduler 
or the manual scheduler. This is an 
incremental process usually requiring 
several days. The activity models may 
be grouped according to a user defined 
criteria to provide a set of logical 
intermediate points duringthe develop- 
ment of a timeline. At the end of each 
terminal session, or an intermediate 
point, a timeline file is written. At 
the beginning of the next scheduling 
session an external retrieval from the 
file is performed to continue the time- 
line build-up. 
* Schedule low priority activities in a 
manner similar to the high priority 
activities. During this step, the 
resource availabilities may become s o  
limited that many activities cannot be 
scheduled. The timeline developer may 
either change the requirements of the 
models or shuffle what is already 
scheduled to free the needed resources. 
The explanation facility (trace) is 
useful to understand why a model will 
not schedule or why it schedules at an 
unexpected time. 
EXTERNAL RETRIEVAL 
External retrieval is used to load into ESP2 
a schedule which was previously generated 
and stored on a file. When using external 
retrieval, the user specifies the start and 
stop times of the retrieval and the activity 
models to exclude. The program does not 
allow double booking of a crew member or 
overlapping performances of the same model, 
but no other validation checks are made. 
Since the external retrieval accesses the 
model file, any updates to the resources 
(consumables, nondepletables and equipment 
only) will be incorporated into the time- 
line. 
The retrieval function provides Several 
valuable capabilities to the user. Prior 
scheduled activities may be retrieved, Or 
"loaded" into ESP2, before adding more 
activities to the timeline. This function 
is necessary for complex increments that 
require several weeks to develop. Also, 
two timelines may be merged. This is done 
by retrieving from first one timeline file 
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and then another. Output can be produced 
for a selected subset of the timeline. This 
is done by excluding all but the desired 
activity models, retrieving these models 
and producing the desired output. 
AUTOHATIC SCHEDULER 
Automatic scheduling is used to add multiple 
performances of multiple models to the 
current schedule. This option allows the 
program to decide where (in the schedule) 
to place the performances of the models. 
When using the automatic scheduler, the 
user specifies the models to be scheduled 
and, optionally, the order in which to 
attempt to schedule the models. The user 
may divide the models into 12 groups and 
specify the scheduling strategy for each 
group. The scheduling order does not 
affect the schedule except that resources 
are assigned on a first-come, first-serve 
basis. The user also specifies the weight- 
ing parameters reflecting the priority of 
the models, the schedule start time, the 
grading criteria for the schedule and the 
number of scheduling passes to make. 
The automatic scheduler is the primary mode 
for developing timelines. This scheduler 
minimizes the time required to produce a 
schedule. It will build a schedule which 
meets all requirements. It will quickly add 
activities to a schedule without allowing 
user input errors. It can automatically 
generate several schedules and save the 
best. 
A brief top-down explanation of the sched- 
uling process in ESP2 is outlined below. 
* Initialize the timeline. 
* Choose the next model/ 
performance to try. 
* Check the constraints 
of the chosen model 
against a timeline of 
availabilities. 
* If successfully checked, 
insert the performance 
in the timeline and up- 
date the status of 
increment constraints. 
Cycle 
until all 
performances 
are attempted 
The ESP2 Scheduling process is based upon 
calculating windows which are nested in a 
hierarchy such that each lower window is 
totally contained within the window above 
it. Checking of constraints begins at the 
topmost window and proceeds downward and 
across (i.e. , "depth-first searching"). 
Checking is successfully complete whenever 
an acceptable window is found at the bottom 
level. Checking fails whenever another 
window at the top level cannot be defined. 
Selection Methods 
The choice of which model to schedule next 
is determined by the selection method. ESP 
currently provides three selection methods 
for the user to choose from; Fixed, Random 
and Grade Maximization (^Grade). Each 
selection method will choose a scenario 
for the selected model based on upon a user 
specified strategy. 
The Fixed method requires a user to specify 
the scheduling order of the models within 
each group. An optional command, for this 
method only, will order the models within 
each group such that the most difficult is 
listed first. This command computes a 
difficulty factor for each model based on 
the time windows on the model, the orbit 
opportunity requirements of the model, the 
number and duration of requested perform- 
ances. These computations consider what is 
already in the schedule; so that different 
orders will be obtained by generating the 
order at different stages of the increment 
timeline development. 
The Random method uses a random number seed 
and generator to select which model to 
schedule. Each performance has an equal 
probability of being chosen. Therefore, 
requesting an excess number of performances 
will give a model a higher probability of 
being selected early. This allows the user 
to assign a high priority to a model for 
the purpose of scheduling. By choosing the 
random selection method and requesting many 
scheduling passes (trials), the user can 
effect a Monte-Carlo approach to finding 
the best solution. 
The "Grade method evaluates which model 
will provide the greatest improvement in 
the schedule grade and selects it to be 
scheduled next. With this method, ESP2 
dynamically updates the selection order as 
each model is scheduled. The grading 
criteria selected by the user will affect 
this selection. The grade is based upon 
the following five factors: the number of 
performances scheduled, the number of 
activity models scheduled, the amount of 
crew time utilized, the amount of activity 
operation time scheduled and the mean 
number of performances scheduled. 
Loading Algorithms 
The placement of the model in the timeline 
is determined by the loading algorithm and 
when the requirements of the model are 
met. This algorithm controls where each 
performance is scheduled if it is not 
precisely fixed by performance time windows, 
performance separation times or other model 
constraints. ESP2 currently provides two 
loading algorithms; Front and Back. Front 
loading will always attempt to schedule the 
performance at the earliest time which 
satisfies all constraints. Back loading 
will always attempt t o  schedule the perform- 
ance at the latest time which satisfies all 
constraints. The loading algorithm can be 
selected independently for each group of 
models to be scheduled. 
The activity requirements and constraints 
defined in the model file are not rule 
based. Each activity model has several 
10 
different types of requirements and con- 
straints which determine the time at which 
the model may be scheduled. ESP2 has a 
fixed rule base which handles all of  these 
requirements. These requirements may be 
classified as: time constraints, perform- 
ance options, relational constraint, orbit 
opportunities and resources. 
Time Constraints 
An activity model may require that all 
performances be scheduled within specified 
time windows. Each model may have up to 
10 windows with a start time, a stop time 
and the number of performances required 
for each. Multiple performance windows 
allow the timeline engineer to predictably 
and variably space performances throughout 
the schedule. 
The size of the scheduling window for a 
model can be constrained by limiting the 
maximum performance duration. This gives 
the user control over the length of an 
entire performance while allowing ESP2 to 
stretch out steps as needed. An activity 
model may also limit the separation be- 
tween adjacent performances. ESP2 will 
always attempt to minimize the performance 
separations. 
Each step of an activity model contains 
limits for the duration and the time to 
delay before beginning step operations. 
These limits are defined in the model 
database with a minimum and maximum value. 
ESP2 will attempt to maximize step duration 
(as long as all other requirements are 
fulfilled) and minimize step delays. 
Performance Options 
There are two mutually exclusive options 
for defining the steps to be scheduled on 
each performance. These options are 
defined in the models during the ME build 
process. ESP2 is capable of scheduling 
either option without any further user 
interaction. 
The first option is Startup/Shutdown. A 
model may have startup steps which are 
executed only for the first performance of 
an activity and shutdown steps which are 
executed only for the last performance of 
an activity. However, there must be a 
core of steps (at least one) which are 
executed on all performances. With this 
capability, ESP2 can automatically schedule 
activity startup/shutdown with a single 
model. 
The second option is Scenarios. A scenario 
is an alternate ordering of the steps of 
an activity model. A model may define up 
to four scenarios. Each scenario has a 
priority associated with it. Currently, 
ESP2 has a limited rules set for handling 
scenarios. This is an area that is still 
being developed and could provide major 
improvements in the scheduling capabilities. 
1 1  
Relational Constraints 
ESP2 also provides techniques for sched- 
uling experiment activities relative to 
other Space Station activities. These 
techniques are sequencing and concurrence. 
Sequencing is accomplished by requiring a 
model to be scheduled within a specified 
time period after the performances of a 
leading activity model. This time window 
is restricted by a minimum and maximum 
value. ESP2 will attempt to minimize the 
sequence delay. By manipulating these 
parameters and the performance separation, 
the user can implement this as either a 
prerequisite or a one-to-one sequencing 
requirement. Concurrence is accomplished 
by requiring that one step of a model be 
scheduled at the same time as a step of 
another model. ESP2 provides three levels 
of concurrence: Mandatory, Necessary and 
Desired. Each level is handled differently 
by the scheduler. 
Orbit Opportunities 
An activity model step may specify a set of 
orbit opportunities that must exist during 
its operations. An orbit opportunity may be 
defined as (1) a celestial object or ground 
site which is to be observed or (2) an 
Experiment observation window. Each model 
step may have up to three categories of 
requirements for the opportunities. These 
are Intersected, Selected and Avoided. ESP2 
will process any subject on the opportunity 
file as one of these requirements. Up to 
three subjects may be intersected for a 
specific step. The step will be scheduled 
only if all three subjects exist for the 
entire duration of the step. A list of up 
to five subjects may be processed as se- 
lected opportunities. The step will be 
scheduled if at least one of the subjects 
is available for the entire duration of the 
step. The list of 5 selected opportunities 
may also be avoided. ~n this mode, the step 
can only be scheduled when none of the 
opportunities are available for any part of  
the activity. 
Re sources 
A resource used in discrete integral amounts, 
such as a TV camera, whose availability is 
temporarily changed for the duration of its 
usage is called an Equipment/Constraint. 
Each activity model step may require up to 
1 5  different types of Equipment/Constraints. 
In many cases this type of resource is used 
to prevent two models from scheduling at 
the same time. It can also be used to make 
models schedule concurrently and for "bean 
c oun t i n g " . 
The availability of a Nondepletable resource 
is also temporarily changed only for the 
duration of its usage. However, this type 
of resource may be used in fractional 
amounts (e.g., Power). An activity model 
step may require up to 10 nondepletables. 
A negative usage rate will increase the 
availability for the duration of the step. 
ORlGlNAL PAGE IS 
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A Consumable resource is one whose avail- 
ability is permanently changed by its usaqr? 
(e.g., Camera film). Each model step m;iy 
require up to 10 different types of ' 3 0 1 7 -  
sumables. A consumable can be defined t o  
be used at a fixed amount, constant rate or 
based upon a nondepletable rate. 
An activity model step may require resource 
Carry-Through. This function, when used in 
conjunction with step delays, allows ESP2 
to schedule resource usage during a delay 
between activities. 
The Payload Crew is possibly the most 
valuable resource for any Spacelab mission 
o r  Space Station increment. The scheduling 
of crew members to perform the experiment 
activities is given special consideration. 
ESP2 will permit the user to override 
warnings about overuse of other resources, 
but it is impossible to overbook a crew 
member (i.e, schedule him/her to perform 
more than one activity at once). The 
program also provides for fulltime crew 
participation or periodic monitoring. Each 
model step may specify up to three lists of 
the eight possible crew members. These 
lists can be used to identify the crew 
according to their skill levels. The total 
number of crew members required for a step 
can be distributed across the skill levels, 
but cannot e x r p e d  eight. ESP2 allows crew 
lockin [i.e., require that the same crew 
members be s c i i e 3 ~ 1 : e d  f s r  all steps). 
MANUAL SCHEDULER 
The manual scheduler, also known as the 
timeline editor, is used to modify existing 
activities OK to enter activities whose 
requirements are not well modeled O K  whose 
placement is predetermined. When using the 
timeline editor, the user enters the start 
and stop times and crew usage for each step 
of an activity. Resource usage is taken 
from the model steps. The editor presents 
a screen of data to be edited using form- 
editing techniques and commands. When the 
user issues the command to commit the page 
to the schedule, the entries are checked 
for constraint violations. If none of the 
violations will not destroy the integrity 
of the schedule, the user may ignore the 
warnings and update the schedule. A chart 
showing where each required resource of an 
activity is available and the intersection 
of these availabilities is provided to 
assist the user. 
The editor also provides easy access to the 
automatic scheduler for quick scheduling of 
a model (possibly with some requirements 
overriden). This override feature will 
temporarily change a limited set of model 
requirements within ESP2 only. The model 
database is not changed. 
CHECKPOINTING 
Checkpointing/restarting is used t o  save a 
schedule internally; and, at some later 
time, restart from that checkpoint. ESP2 
has four slots which may contain schedules. 
Each checkpoint is timetagged and labeled 
to identify its contents. One of these 
slots is used to maintain the current or 
working schedule. All changes are made and 
all output is generated from this schedule. 
The second slot used by the program main- 
tains a copy of the last external retrieval. 
Two additional checkpoints are available 
for the user. During the development of 
a timeline, it is good practice to period- 
ically create a checkpoint to save the 
existing schedule. 
EXPLANATION FACILITY 
The engineering trace is an explanation 
facility which can show the user why ESP2 
could not schedule another performance of a 
model or why ESP2 scheduled the model where 
it did. ESP2 cannot tell why a model cannot 
be scheduled. Indeed, there is often not a 
single reason. The crew may be available 
when the orbit opportunity is not, or the 
orbit opportunity may be available when the 
power is not. The reason for failure was 
not the lack of crew OK  the lack of power 
OK the lack of an orbit opportunity. The 
reason can be stated: "because all require- 
ments were not met at the correct times". 
ESP2 provides a graphic and textual trace 
of the checking and loading portions of its 
scheduling algorithms so that a proficient 
user can understand how ESP2 arrived at a 
schedule and therefore why something is not 
scheduled O K  is scheduled at a particular 
time. 
OUTPUT 
ESP2 documents experiment timelines! The 
array of output generated upon user request 
includes tabulations, terminal and laser 
plots, document outputs, printouts, and 
experiment timeline and on/off files. A 
complete list of the types of output avail- 
able in the current program is shown in 
Figure 3 .  
Most of these output options utilize a 
control form. This form presents a choice 
of up to six output mediums to accommodate 
the various hardware capabilities. When 
ESP2 is run on a non-graphics terminal, the 
terminal plot options are not available. 
However, the plots can be generated on a 
Laser printer. When ESP2 is run on a work- 
station, the program is capable of display- 
ing up to 9 overlayed terminal plots. 
These plots can be reduced to icons for 
later recall. 
One of the most useful output formats is 
the Step Opportunity Plot. This output 
shows all the requirements of a step and 
where these requirements are met. The 
intersection of the time periods where all 
requirements are met is plotted as the 
opportunities to schedule the step. This 
is a valuable tool when building up a 
timeline. 
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1- Composite TL (Timeline file) TPF 
2- Subset Composite TL TP 
3- Selected Activity TL's T F  
4- Crew Timelines TPF 
5- Selected Equipment TL's TP 
6- Equipment/Constraint Usage TPF 
7- Selected Nondepletable TL's T 
8- Nondepletable resource usage TP 
9- Schedule Overview T 
10- Subset Composite Overview T 
11- Activity Overviews T 
12- Performance Summary T 
13- Crew Work Summary T 
14- Crew Utilization Summary T 
15- Crew Availability Summary T 
16- Unscheduled Performances T 
18- Average Nondepletable Usage T 
19- Nondepletable Minimum Avail. T 
20- Step Opportunities TP 
21- Performance Opportunities TP 
22- Models T 
23- Orbit Opportunities TPF 
17- Activity Summary T 
AVAILABILITIES: 
T - Tabulation or Printout 
Figure 3 .  ESP Output Menu Options 
CONCLUSIONS 
Although the ESP2 program is still being 
developed, its predecessor, ESP, has been 
thoroughly qualified. ESP has successfully 
supported the activity timeline development 
for nine Spacelab missions, three of which 
have flown, and several partial payloads. 
This program is currently being used not 
only by MSFC, but also by the Flight Project 
Engineering Office at JSC to schedule the 
SLS-1 and SLS-2 Spacelab missions, Martin 
Marietta Denver Aerospace to schedule the 
TSS mission and Deutsche Forschungs- und 
Versuchsanstalt fur Luft- und Raumfahrt 
(DFVLR), Germany's equivalent to NASA, to 
schedule the D-2 Spacelab mission. Langley 
Research Center recently requested a copy 
of ESP for evaluation of its applicability 
for their Space Station evolution studies. 
ESP is being used at MSFC today to schedule 
90-day strawman flight increments for Space 
Station investigations. This exercise will 
provide more insight into the modifications 
required for ESP2 to handle the Space 
Station scheduling task. ESP2 will utilize 
AI technology, where it is cost effective, 
to enhance the program capabilities. Some 
currently planned improvements include; the 
ability to edit the activity models within 
ESP2, the ability to generate observation 
opportunities within ESP2, and additional 
loading algorithms. The capacities of the 
program, as it was designed for Spacelab 
operations, and the maximum usage experi- 
enced for the three successfully completed 
Spacelab missions are listed in Figure 4 .  
PROGRAM CAPACITY HISTORJCAL PEAKS 
Mission duration (days) 
Activity models 
Performances per Model 
Performances per Timeline 
Steps per Model 
Steps per Timeline 
Crew members 
Equipment/Constraint types 
Nondepletable resources 
Consumable resources 
Opportunity subjects 
Acq/Losses per opportunity 
1000 
50(J 
500 
50000 
50 
50000 
8 
99 
25 
25 
200 
500 
10 
361 
I35 
1218 
37 
5163 
7 
67 
5 
7 
109 
(SL-1) 
( SL-- 1) 
(SL-1) 
(SL-1) 
(SL-1) 
(SL-2) 
(SL-3) 
(SL-1) 
(SL-3) 
(SL- I )  
(SL-2) 
Figure 4 .  ESP Program Capacities 
During the Spacelab era, the average over- 
all usage of these capacities was only 
about 10 percent. Therefore, we believe 
these limits will be a good starting point 
for scheduling Space Station payload oper- 
ations. 
In a recent interview for the Plarshall Star, 
John Jaap summed up the status of  ESP2 
development thus; "Scheduling for Spacelab 
missions is complex enough, even for short 
missions. On the other hand, Space Station 
activity scheduling, with more shared re- 
sources and experiment durations counted in 
weeks rather than hours, requires a more 
automated computer program. For Space 
Station we're adding features to ESP that 
will automate many of the tasks that now 
must be done by an expert user. New rules 
and strategies for scheduling are being 
developed. " 
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Abstract 
NASA Ames Research Center has a diverse program in 
planning and scheduling. This paper highlights some 
of our research projects as well as some of our a p  
plications. Topics addressed include machine learn- 
ing techniques, action representations and constraint- 
based scheduling systems. The applications discussed 
are planetary rovers, Hubble Space Telescope schedul- 
ing, and Pioneer Venus orbit scheduling. 
1 Introduction 
NASA Ames Research Center’s Artificial Intelligence 
Research Branch, led by Dr. Peter fiiedland, has 
a diverse research program in planning and schedul- 
ing. Our work ranges from state-of-art fundamental 
research to applications of both new and existing tech- 
nology. This paper is intended to summarize and high- 
light some of these activities. 
The research issues we will highlight include: ma- 
chine learning and planning, planning representa- 
tions, non-symbolic representations, constraint-based 
scheduling, and the representation of procedural 
knowledge. 
The applications we will present include Hubble 
Space Telescope scheduling, Mars Rover planning and 
scheduling, and Pioneer Venus orbit scheduling. 
2 Planning and Scheduling 
It is important to clarify the terms “planning” and 
‘scheduling” before we proceed. An agent plans by 
finding actions that will take it from its current state 
to another desired state. Classically, this is a goal di- 
rected search through a space of possible partial plans. 
Scheduling, on the other hand, refers to an agent plac- 
ing explicit times or orderings on a set of intended ac- 
tions. This is usually a search through a space of pos- 
sible timelines. In short, we call the process of find- 
ing actions that achieve goals planning and we call the 
placement of times on those actions scheduling. 
3 Research 
Our research program is a mix of internal research, 
university grants, and commercial contracts. Here we 
will present a representative subset of the program con- 
ducted at Ames, SRI, Stanford, and Carnegie-Mellon. 
3.1 Learning in Planning 
One of our group’s areas of focus is machine learning 
and we are particularly interested in its application 
to planning and scheduling. We are exploring ways to 
improve search performance through the application of 
explanation-based learning techniques [Mit87,DeJ87]. 
The main idea behind this work is that a system can 
improve its performance by analyzing the solutions to 
problems it has previously encountered. As a result 
of this analysis, the system can remember the good 
decisions it made as well as the poor ones. Ideally, we 
would like the system to generalize from this analysis 
so that the knowledge gained from its retrospection will 
be useful in cases that are not only identical to the ones 
it encountered, but also those that are close enough so 
that the previous experience would prove relevant and 
helpful. 
PRECEDlNG PAGE BLANK NOT FlLMED 
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Dr. Steven Minton, of Carnegie-Mellon Univer- 
sity, performed a thorough analysis of a planning 
and learning system called PRODIGY [Min87,Min88]. 
PRODIGY is a STRIPS-like planner that employs 
explanation-based learning to acquire search control 
knowledge. His results showed that learning will not 
necessarily improve the performance of a planning sys- 
tem and in many cases it can degrade performance. 
As a result, Dr. Minton explored various methods of 
monitoring the utility of learned knowledge in order 
to transform (or possibly remove) learned knowledge 
to make the overall system more useful. Dr. Minton 
has recently joined our laboratory and will continue 
exploring planning and learning issues. 
Another project within our laboratory is also ad- 
dressing the utility problem in planning systems that 
learn. Monte Zweben and collaborators at  the MITRE 
Corporation are specifically addressing the utility 
problem caused by the complexity of learned knowl- 
edge [Zwe88b]. When a planning system needs to make 
a decision it must consider the generalized information 
that it has learned. This pattern-matching overhead 
can overwhelm the system to the point where learned 
knowledge no longer aids efficiency. Using PRODIGY 
as a model, Mr. Zweben and his colleagues are develop 
ing a system that employs explanation-based learning 
(EBL) to acquire search knowledge, but relaxes some 
of the constraints usually associated with EBL tech- 
niques. Specifically, EBL generalizes from a single in- 
stance and guarantees the correctness of the learned 
knowledge. As a result, the learned information tends 
to be quite complex. This project’s main extension to 
the PRODIGY model is the approximation of learned 
knowledge in the interest of lowering the expense of 
the relevancy check. As a result, this approximation 
of learned knowledge could be incorrect and must be 
monitored. If the learned knowledge is approximated 
erroneously and misleads the planner frequently, then 
the approximations must be refined. The goal of this 
project is to determine the approximation and refine- 
ment strategies that will result in an efficient and effec- 
tive collection of knowledge learned by an explanation- 
based component. 
3.2 Planning Representations 
Dr. Mark Drummond, of our group, takes a Net The- 
ory approach to the problem of planning, scheduling 
and control [Dru85,Dru87]. His approach has a num- 
ber of interesting features and advantages. Similar to 
Amy Lansky’s [Lana71 work, it views a plan as a set 
of constraints over a pre-specified set of actions. Un- 
like Lansky’s GEM model, however, the Net Theory 
approach allows one to distinguish clearly between or- 
derings required by causality, and those that are sim- 
ply convenient, given the agent’s goals. The Net The- 
ory approach also begins to make clear the true role 
of least commitment planning, where orderings on ac- 
tions are postponed until an ordering decision must be 
made. Current plan representations frequently over- 
commit to specific orderings. This over-commitment 
is critical when dealing with complicated scheduling 
problems, since many orderings and conditions can- 
not be determined until a schedule is actually being 
carried out. The Net Theory approach currently being 
explored by Dr. Drummond allows complete postpone- 
ment of ordering decisions until all environmentally de- 
termined information is available. This permits a new 
view on the role of an agent’s synthetic temporal data 
structure. These data structures can now be viewed 
as plans, schedules, or control programs, depending 
on the phase of overall system operation. This work 
does not view planning and scheduling as a one-time 
process, but rather, includes an explicit control phase 
where plans/schedules are incrementally modified to 
suit execution needs. 
Dr. Drummond is also exploring a number of other 
issues in his planning research including: the tradeoff 
of reactive and predictive scheduling, the role of means- 
ends analysis in planning, the integration of planning 
and scheduling mechanisms, the representation and 
derivation of conditional and iterative plans, the role of 
constraint-satisfaction in the planning process, and the 
use of domain constraints to  control planning search 
(Dru88). 
3.3 Control Without Symbols 
The work of Dr. Stan Rosenchein, formerly of SRI 
International and now of Teleos Research, takes the 
perspective that expensive symbolic processing at  run 
time can be avoided by compiling symbolic representa- 
tions into circuitry guaranteed to act in bounded time. 
Dr. Rosenchein and his colleague Leslie Kaelbling have 
developed a set of tools that enables one to design a 
robotic controller in a high-level language, which then 
gets compiled into efficient circuitry that can be simu- 
lated or manufactured in hardware [Kae88,Ros86]. The 
fundamental idea behind this work is that much of 
the expensive search (like pattern matching) employed 
by symbolic reasoners can be accomplished at  com- 
pile time, allowing the robot to quickly process its sen- 
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sory information and react appropriately. One of their 
tools, Gapps IKae881, takes a goal expression and rules 
in a goal decomposition language and outputs circuitry 
that willenable a system to take action given a goal and 
its current state. Their tool REX allows one to spec- 
ify behavior that takes sensory input and the system’s 
current state and updates the current state to reflect 
what has occurred in the system’s environment. REX 
allows one to specify the circuitry in a language more 
abstract than circuits, but less abstract than that of 
a programming language. They are currently design- 
ing a system called RULER which will allow one to 
design the state update circuitry in a logical language 
resembling PROLOG. Ultimately, this language will be 
compiled into REX specifications. 
This work is distinguished in that the REX language 
has been specifically designed to support analysis of 
any particular REX program to prove its correctness. 
Further, this work is currently used to control Flakey, 
the SRI mobile robot. We view this work as a realistic 
first step towards the production of efficient robotic 
control tools. It begins to show how a designer can 
allocate computational resources at  different phases of 
the design and deployment process. 
3.4 Constraint-based Scheduling 
As previously mentioned, scheduling is the process 
of placing a pre-specified set of actions on a time- 
line ensuring that the schedule’s constraints are main- 
tained. One of our  projects, led by Monte Zweben, 
addresses the formulation and resolution of complex 
scheduling and resource allocation problems using con- 
straints to represent scheduling knowledge and prefer- 
ences IZwe88aI. Constraints are declarative representa- 
tions of relationships that abstract away control flow. 
They allow one to specify the relationships between 
the problem’s variables in a system and enable the 
system to  automatically determine the computation 
path from known variables to the unknown [Sta77]. 
These representations can be used for lookahead in 
a search process. Lookahead or constraint propaga- 
tion results in less backtracking (Le., fewer futile search 
paths) because commitments to various choices in the 
system are made only if they are compatible with the 
choices remaining in the system [HarBO,SteBO]. How- 
ever, lookahead can result in unnecessary constraint 
propagation. To circumvent this problem, we employ 
a technique called delayed evaluation [Fi184]. A sys- 
tem employing delayed evaluation does not completely 
evaluate its data structures until they are accessed. We 
use the data structure streams [Abe85] which are lists 
that delay the evaluation of their tails (;.e., all the ele- 
ments of the list except the first element). The use of 
streams is advantageous for two main reasons: 1) their 
delayed evaluation circumvents unnecessary constraint 
propagation; 2) their delayed evaluation is transpar- 
ent to knowledge engineers because stream operations 
are quite similar to list operations and our model of 
constraint-satisfaction is based upon list operations. 
3.5 Procedural Knowledge 
Dr. Michael Georgeff of SRI International has devel- 
oped a system called PRS - Procedural Reasoning Sys- 
tem - that enables one to represent and use complex 
procedural knowledge IGeo86). PRS takes a set of pro- 
cedures and executes them in a goal-directed manner. 
It uses a declarative representation of procedures that 
extends the expressiveness of previous action repre- 
sentations. Actions in PRS can exhibit iteration and 
recursion and also can employ run-time conditional 
branching. Thus, decisions as to what action to per- 
form next can be dependent upon the runtime envi- 
ronment. PRS procedures can also be interrupted by 
other procedures, thereby allowing emergency recog- 
nition and exception handling. The ability to change 
its focus of attention quickly and to act conditionally 
makes PRS a highly reactive system. 
PRS also has interesting theoretical aspects in that it 
meets much of the rational agency criteria proposed in 
the recent philosophical literature. Because PRS be- 
haves like a rational agent there is potential for the 
development of interesting explanation components. 
PRS has been exercised in a very complex and inter- 
esting domain: malfunction handling for the reaction 
control system of the Space Shuttle. NASA diagnostic 
manuals were encoded in PRS resulting in an extensi- 
ble set of semi-autonomous procedures. 
4 Applications 
The Ames AI Research Lab performs state-of-the-art 
research, but does so in the context of real-world appli- 
cations. This allows us to both verify that our meth- 
ods scale-up to real problems and focus our research 
towards topics of interest to NASA. In addition to 
framing our research within NASA problems, we also 
demonstrate the utility of known AI techniques with 
engineering applications. Don Rosenthal is the direc- 
tor of our applications work. His applications projects 
include Pioneer Venus satellite scheduling and Hubble 
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Space Telencope scheduling. In fiscal year 1989, Mr. 
Rosenthal will explore planetary rover applications. 
4.1 Pioneer Venus 
This project, now completed, showed the utility of rule- 
based systems for operational software [Ros88]. We de- 
veloped a heuristic ground-based scheduler for science 
operations (e.g., instrument configurations, data stor- 
age and playback, telemetry, etc.) onboard the Pioneer 
Venus satellite. This software is currently performing 
a task in minutes which formerly took people hours. 
Further, the resulting schedules are as effective as the 
man-made ones but contain fewer flaws. The satellite’s 
operations are currently scheduled with this expert syti 
tem. This scheduler is the first expert system installed 
in day to day use within a NASA mission operations 
environment. 
4.2 Hubble Space Telescope (HST) 
Scheduling 
Thousands of proposed observations for HST must 
be processed by the Space Telescope Science Institute 
(STScI), on the Johns Hopkins University campus in 
Baltimore, to construct nchedules for the ncience o p  
erationa of the orbiting optical observatory. Current 
software is not flexible or extensible enough to meet 
the operational demands expected on the system and 
we are helping to provide knowledge-based solutions to 
thin problem [Mi187]. 
The HST projects we support take a constraint 
based approach to scheduling. Dr. Stephen Smith, 
of Carnegie-Mellon University, is applying research in 
factory scheduling [Fox83,Smi86] to the HST problem. 
This approach is well suited for over-constrained prob- 
lems where a solution requires the relaxation of con- 
straints. 
Another project, at  the STScI, is applying state-of- 
the-art constraint satisfaction techniques to the HST 
scheduling problem. Their goal is to produce a flexible 
and extensible scheduler that can dynamically react to 
anomalies and re-schedule accordingly. This work has 
resulted in a program called SPIKE, which uses piece- 
wise constant functions to quantitatively represent the 
degree of constraint violation. Using these functions, 
SPIKE can efficiently combine constraints as well as 
judge the options it must choose. 
4.3 Planetary Rovers 
In the coming year we will begin performing exten- 
sive research into the planetary rover problem while 
concentrating on the science planning and scheduling 
issues. Using the Mars Rover domain as a model, we 
are interested in rovers that can autonomously plan 
and execute an appropriate set of scientific analyses for 
many different science goals. Further, we will explore 
techniques that dynamically discover interesting sci- 
ence opportunities, and attempt to replan the rover’s 
actions to accomodate these new goals. 
Additionally, we will address the integration of nav- 
igation planning and science planning which will re- 
quire research in systems that negotiate for resources 
and time. 
We will also explore machine learning techniques 
that can improve the overall rover system. First, we 
will explore techniques that improve a system’s search 
performance. Second, we will address model refine- 
ment for rovers that begin with a rough and incomplete 
model of their environment. These techniques review 
a system’s actions and remembers when they succeed 
and when they fail. They also find discrepencies be- 
tween a system’s expectations and its observations and 
uses these discrepencies to refine the system’s models. 
5 Summary 
This paper is intended to selectively introduce our re- 
search and to point out references to technical pa- 
pers. Some of the areas currently addressed by our 
group but not discussed here are: 1) planning with in- 
complete models [Car87b,Car87a], 2) the use of truth- 
maintenance in planning [Mor86], and 3) communicat- 
ing, cooperating agents [Ni187]. In the coming year, we 
plan to expand our efforts in multi-agent planning and 
constraint satisfaction. The overall goal of the program 
is to develop the technology for large-scale automation 
of space missions. 
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Abstract: 
This expert system automates and optimizes radar tracker 
selection for shuttle missions. The expert system is written in the 
Fortran and C languages on an HP9000. It is portable to  any 
UNlX machine having both ANSI-77 Fortran and C language 
compilers. It is a rule based expert system that selects tracking 
stations from the S-band and C-band radar stations and the 
TDRSS east and TDRSS west satellites under a variety o f  
conditions. The expert system was prototyped on the Symbolics 
in the ART and ZetaLisp. After the prototype demonstrated an 
acceptable automation of  the process of  selecting tracking 
stations to  support the orbit determination requirements for 
Shuttle missions, the basic ART rules of  the prototype were 
ported to  the HP9000 computer using the CLIPS language. CLIPS 
is a forward-chaining rule-based expert system language written 
in "C". Prior t o  the development of this expert system the 
selection process was a tedious manual process and, expensive in 
terms of human resources. Manual tracking station selection 
required from 1 t o  2 man weeks per mission; whereas the expert 
system can complete the selection process in about 2 hours. 
Introduction: 
Expert system technology is a major subset of Artificial 
Intelligence (AI) and has been aggressively pursued by AI 
researchers since the early 1970's. In the last few years, both 
government and commercial application developers have given 
expert systems considerable attention as well. Expert systems 
have a number of characteristics which make them an attractive 
solution to  problems which require complex expertise: they 
don't quit, retire, or become ill; they always work at their 
highest level of capability; they can be applied t o  hostile 
environments or repetitious problems; and they potentially 
offer a computer-based solution to  problems that previously 
required a human expert. 
This paper describes an expert system that automates the 
laborious and time-consuming process of selecting radar 
tracking systems prior t o  each Shuttle fl ight. The tracker 
selection is necessary in order to  insure that the mission has 
adequate tracking coverage to  provide required position and 
velocity information. The data obtained from these trackers 
provides the information for the orbit determination process in 
the MCC and therefore is crucial for performing maneuvers. 
This development expert system also served as a case 
history for the development and delivery of expert systems. The 
initial prototype of TRACKEX was developed in  ART on a 
Symbolics machine in three weeks. There were approximately 
one hundred ART rules with an average length of twenty lines 
There were also five hundred lines of LISP code, primarily 
providing a user interface. The target machine for the delivery 
system was an HP9000. The conversion of the one hundred ART 
rules to  CLIPS took one week, and three weeks were spent in 
converting the LISP to  FORTRAN. 
EXPERT SYSTEM OPERATION: 
The expert system TRACKEX i s  a rule-based software 
package written in the C and FORTRAN languages. The rules are 
coded in the production rule language CLIPS. The use of CLIPS 
was driven by the choice of the target machine: a unix-based 
HP9000, inputting the C and FORTRAN compiler. FORTRAN 
subroutines and C functions were developed to  replace the LISP 
110 interface of the prototype. The released product consists of 
295 rules, 52 FORTRAN subroutines and 23 user-defined C 
functions. 
TRACKEX assigns the best possible group of tracking 
systems from the total set of trackers available during each 
orbit. This selection i s  made wi th  consideration given t o  
geometry, no two stations from the same geometric area; t o  
expense of operation, some sites are always active and are 
therefore more economical to  use than a site that has t o  be 
manned specially for the mission; and t o  subsequent orbi t  
coverage, especially for a Target vehicle. Once a tracker i s  
assigned to  a Target, i t  is assigned in subsequent orbits until i t s  
elevation angle, with respect to  the tracker's local horizontal, 
falls below an acceptable limit. 
TRACKEX will make tracker selections for up to  four 
vehicles for batches of ten orbits at a time. The user defines the 
preferred priorities when more than one vehicle i s  t o  be 
considered and this priority ordering is maintained throughout 
the entire selection process unless the user modifies the 
priorities during the run. TDRSS and S-band systems can track 
multiple vehicles during the same orbit. However, most Targets 
will not have S-band transponders and will therefore be skin 
tracked. Skin tracking prohibits the tracking of more than one 
vehicle at a time. Therefore, multiple Targets may mean sparsity 
of available trackers, making the assignment of vehicle priority 
very important. 
The number of user inputs are minimal and are menu 
driven thus, training a user to  use the system i s  quickly 
accomplished. The expert system can be run in a completely 
automatic mode after the program has been properly initialized 
and all user required inputs are made. 
The tracker selection matrix table i s  described in the 
appendix, and the included table is an example of the expert 
system's output using simulated data The table is formatted 
according to the users' specifications and i s  intended to  be 
adequate for insertion into all documentation requiring i t ' s  
information content. 
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TRACKEX has proven to be both accurate and fast. During 
the verification phase, it was found to be correct in these cases 
where the initial human expert solution differed from the 
expert systems selection. 
The verification for TRACKEX was an exhaustive 
case-bytase comparison of human expertise versus TRACKEX 
automation. This was possible since there are only four groups 
of ground stations, each containing a limited number of specific 
tracking sites. The verification cases were designed so that each 
tracker would be selected at least once at the appropriate time 
and under a variety of conditions. Each of the three tracking 
phases, non-critical. critical, and complex were exercised to the 
fullest extent. 
The human expert designed the test cases to cause every 
rule in the expert system to be fired at least once. The expert 
then made independent tracking system selections per case 
prior to running TRACKEX. When there was a difference in the 
selections, TRACKEX was ultimately found to be correct. 
In addition to being accurate, TRACKEX is  capable of 
making the tracker selection for an entire Shuttle Mission in 
about two hours of computer time, whereas the manual method 
takes from one to two man weeks and is subject to error (a less 
than optimal selection) because it i s  very difficult for a person to 
remember and constantly apply 295 rules. 
Conclusion: 
Although an entire industry has grown to  support the 
development of expert system tools and applications, with a 
wide variety of both hardware and software products now 
available, expert systems have generally failed to make a major 
impact in application environments where there i s  a 
requirement for specific hardware or integration w i th  
procedural languages such as ADA, C, or FORTRAN. The 
problem of delivering a functional application, especially i n  
embedded systems, has proven to be a major stumbling block. 
This stumbling block was avoided in this project by using 
the CLIPS language for the delivery of TRACKEX. 
The CLIPS language provides expert system technology in 
a conventional language w i th  the capability of complete 
integration with conventional procedural languages. 
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Appendix: 
DESCRIPTION OF THE TRACKER SELECTION MATRIX 
The output tables containing the tracker schedule are 
stored in permanent files for inclusion in documentation 
requesting the trackers to be scheduled for a particular orbital 
mission. 
The following is a description of each entry to the table: 
a) Title---Tracker Support Matrix 
The table is a matrix of the selected tracker site 
(row) vs the orbit in which it is available (column). 
b) Subtitles 
Fl ight: The f l i gh t  acronym i s  p icked up  
automatically from the visibility files which contain 
the flight's predicted tracker acquisition and loss of 
signal profile. 
Orbits: The ten (10) orbits over which the current 
table extends are indicated by their starting orbit 
number and the end orbit number for quick 
reference purposes. 
Cycle: This is an integer that indicates the version 
number for documentation purposes. 
The full date and time of the table's creation is 
included again, for documentation and referencing 
purposes. 
c) The table entries 
The column titled "SITE' contains the Tracker 
acronym for a Tracker (S-band, C-band, or Tdrss) 
selected at least once during the ten-orbit period. 
For instance the first acronym is TDRE and it has 
entries in all ten orbits. 
The entry itself is coded such that the following 
information is revealed: 
a) The first single symbol (C, X, or *) indicates 
the vehicular phase for that  particular 
vehicle. (see note at bottom of table) 
b) The next 2 character symbol i s  a user input, 
defined at run time, and indicates the vehicle 
to which the data pertains. Thus, the user 
can tailor this entry to  best describe the 
vehicle name andlor type. For example, an 
OAentry could signify Orbiter A. 
The last symbol i s  an two-digit  integer 
indicating the maximum elevation angle for 
that tracker during the orbit of interest. For 
example, the ninth row contains a selection 
for BDQC in orbit 2. BDQC is the acronym for 
a C-BAND tracker on the island of Bermuda. 
The entry indicates that the Orbiter vehicle, 
OA, is in Complex tracking phase (X) and had 
a maximum elevation angle of 25 degrees. 
c) 
The symbols are completely defined in a post-script to 
each table. 
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I Tracker Support Matrix I 
I F1ight:FLTl Orbits: 1 - 10 I 
I Cycle: 1 Thu Mar 24 10:14:14 CST 19881 
ISITE I 1  12 13 14 15 I 6  17 
_ _ _ _ _  
ASCC 
_ _ _ _ _ I _ _ _ _ _  
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AUTOMATION OF THE SPACE STATION CORE MODULE POWER MANAGEMENT 
AND DISTRIBUTION SYSTEM 
David J .  Weeks 
National Aeronautics and Space Administration, NASA/MSFC 
Marshall Space Flight Center, AL 35812 
ABSTRACT 
Under the Advanced Development Program for Space Station, 
Marshall Space Flight Center (MSFC) has been developing 
advanced automation applications for the Power Management 
and Distribution (PMAD) system inside the Space Station 
modules for the past three years. The Space Station Module 
Power Management and Distribution System (SSMIPMAD) 
test bed features three artificial intelligence (AI) systems 
coupled with conventional automation software functioning in 
an autonomous or “closed-loop’’ fashion. The AI systems in 
the test bed include a baseline scheduler/dynamic rescheduler 
(LES), a load shedding management system (LPLMS), and a 
fault recovery and management expert system (FRAMES). 
This test bed will be part of the NASA Systems Autonomy 
Demonstration for 1990 involving Ames Research Center, 
Lewis Research Center, Johnson Space Center, and MSFC. 
This demonstration will feature cooperating expert systems in 
various Space Station subsystem test beds. Earlier MSFC 
power system automation efforts contributing to the develop- 
ment of the SSM/PMAD include the Intelligent Data Reduc- 
tion Expert (I-DARE), the Nickel-Cadmium Battery Expert 
System (NICBES), and the Autonomously Managed Power 
System (AMPS) including the fault diagnostic expert system, 
STARR. It is concluded that advanced automation technology 
involving AI approaches is sufficiently mature to begin apply- 
ing the technology to current and planned spacecraft applica- 
tions including the Space Station. 
INTRODUCTION 
One purpose of the Space Station advanced development 
program, implemented FY85-87, was to advance the state-of- 
the-art of various technologies to enable the development of 
the planned Station. The specific focus of the SSM/PMAD 
automation effort was to advance the Space Station Module 
(laboratory or habitation modules that the crew will live and 
work in) power system automation capability over previous 
manned spacecraft power systems [ 1,2,3]. 
The short-term objective of the work at MSFC is to develop 
ground-based knowledge-based systems integrated with actual 
electrical power system breadboards and test beds to demon- 
strate the viability of such advanced automation approaches 
for spacecraft on-board and ground support applications. It is 
envisioned that initially such knowledge-based systems would 
be employed as advisory systems in ground support station 
roles. When an appropriate confidence level in these systems 
is reached by program managers, advisory systems would next 
be employed on-board the spacecraft with the necessary hooks 
and scars to enable eventual direct control mode implementa- 
tion. The long-term objective is to develop autonomous opera- 
tion spacecraft electrical power systems. 
In the Electrical Power Branch at MSFC, attention has been 
focused on comprehensive fault management and dynamic 
payload rescheduling activities. Comprehensive fault 
management includes identifying anomalies, diagnosing 
actual faults (hard and soft), recommending corrective actions 
for fault recovery, and autonomously implementing fault 
recovery actions. Dynamic payload rescheduling is necessary 
in order to operate a closed-loop autonomous electrical power 
system of significant size and complexity until a new space- 
craft baseline schedule is developed and a loads event list is 
delivered to the power system. 
When a fault develops (or begins to develop as an incipient 
failure) the system should be able to identify what is happen- 
ing, locate the problem source, recommend actions to be 
taken, be able to actually implement those actions autono- 
mously, evaluate the payload schedule for perturbations, and 
reschedule payloads in accordance with the current electrical 
power system configuration following recovery actions taken 
by the system. While hard short-circuits in the power system 
will be handled by the fast and smart switchgear to 
immediately protect the power system, open-circuits, resistive 
short-circuits, and impending faults will require intelligent 
systems to detect and isolate. An intelligent system should be 
capable of interacting with the power system by opening and 
closing various switches autonomously in order to narrow the 
list of malfunctioning component candidates to a minimum 
number. This implies that the system must know what 
switchgear it may open and close at any given time. At some 
point, the system may require a crew member to replace a 
suspect component to alleviate the problem or further narrow 
the suspect list. The intelligent system must also be able to 
discern a sensor failure from a power component failure. If a 
sensor is deemed to be malfunctioning, the system must 
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inform the crew that the component should be replaced and 
that the systeiii will ignore ;dl dntn froiii that sensor until i t  hiis 
been informed by the crew that the sensor has been replaced. 
The approach within the Information and Electronic Systems 
Laboratory at MSFC has been t o  start with well-defined. 
limited electrical power system applications as stand-alone 
systems. The next step was t o  integrate such applications with 
actual breadboards that are representative of flight systems. 
The current phase focuses on integrating these knowledge- 
based systems together and with conventional automation 
software. 
Other research is being conducted in the area of intelligent 
data reduction for power system telemetry. Such data reduc- 
tion is important because as much as 95 to 98% of the power 
system telemetry data at any given moment may be 
insignificant and manual data reduction is extremely people- 
intensive and often too late to avoid many problems. Incipient 
failure detection and other trends analysis for state-of-health 
monitoring would be greatly facilitated by on-board autono- 
mous data reduction. Future plans involve the development of 
expert systems for battery management, trends analysis, and 
on-orbit replaceable unit (ORU) level failure forecasting. 
The Electrical Power Branch at MSFC has been involved since 
1984 with the development of expert or knowledge-based 
systems to facilitate the automation of electrical power 
systems. These knowledge-based systems include the Fault 
Isolation Expert System (FIES I and FIES 11, managed by the 
Software and Data Management Division in 1982-84), the 
Space Station Experiment Scheduler (SSES), a fault detection/ 
diagnosis/recovery expert system called STARR, the NICBES 
for the Hubble Space Telescope power system test bed, the 
SSM/PMAD system automation product which includes three 
AI systems [Fault Recovery And Management Expert System 
(FRAMES), Load Priority List Management System 
(LPLMS), and Load Enable Scheduler (LES)], the I-DARE, 
the cooperative expert system project for Scheduling And 
Fault Analysis/Recovery Integration (SAFARI), and some 
learning systems research. This paper will focus on the 
SSM/PMAD automation effort preceded by some discussion 
of the NICBES and I-DARE projects [4]. 
EFFORTS BENEFITTING SSM/PMAD 
Two MSFC power system automation efforts involving AI are 
of particular interest to the SSMlPMAD automation effort. 
These are the NICBES and I-DARE projects. 
NICBES 
NICBES, the nickel-cadmium battery expert system, is 
integrated with the Hubble Space Telescope electrical power 
system test bed, featuring flight-type components. Imple- 
mented in PROLOG, the expert system resides on a PC/AT. A 
block diagram of NICBES and the test bed is given in Figure 1 
P I .  
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I I  w II 
Figure I .  NICBES Functional Block Diagram 
This test bed is operated continuously and automatically 
telephones the test bed personnel and manager at work and at 
home in the event of an anomaly. When these personnel arrive 
at the test bed site, they troubleshoot the system and take any 
steps necessary to restore the system to full operational status 
while protecting critical flight-type components in the test 
bed. 
NICBES has three major functions in addition to the collection 
and storage of telemetry data from the test bed. The first func- 
tion or mode is fault diagnosis. NICBES will independently 
verify the occurrence of an anomaly, identify the source of the 
anomaly, and recommend appropriate corrective actions. 
The second mode is status and advice. NICBES will evaluate 
the status of each battery in the test (there are six, 23-cell 
flight-type batteries) and give advice concerning each battery. 
Where appropriate, graphs or histograms from the decision 
support system will be employed to support the advice given. 
Advice may also be sought on whether the battery is due for 
reconditioning, a change in workload, or a change in charging 
scheme. 
The third mode is the decision support system which offers 
twelve plots for any of the six batteries in the system. These 
plots display summary data that the expert is accustomed to 
seeing and from which they can verify conclusions drawn by 
the expert system for the twelve previous simulated orbits. 
NICBES is significant in that while only a prototype, it is the 
only expert system in NASA interfaced with a program- 
critical electrical power system test bed. The past year and a 
half of NICBES operation has driven out several features 
which are to be incorporated in the near future. These include 
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the upgrading of the number of orbits of data handled from I2  
to between 100 and SO(): adding an explanation facility; 
employing a true niulti-tasking operating system; and porting 
to a faster computer (80386 personal computer). 
I-DARE 
The intelligent data reduction expert system (I-DARE) is 
implemented on a Lisp workstation in Common Lisp. I t  is 
interfaced with the telemetry data stream from the Hubble 
Space Telescope power system test bed over dedicated lines to 
the electrical power systems test beds laboratory in another 
building and will autonomously reduce the data to the signifi- 
cant components. The concept of such data reduction is shown 
in Figure 2. Such data reduction is currently extremely slow 
and manhour intensive. This is a two year research effort with 
emphasis on emulating in an expert system the behavior of the 
test bed engineers in reducing the power system telemetry data 
to its significant components [8]. 
Figure 2. Intelligent Data Reduction Expert System 
SSMIPMAD AUTOMATION 
The Space Station advanced development breadboard for 
power system automation at MSFC is illustrated in Figure 3. 
The SSMIPMAD is a dual channel 20 kHz power system sized 
large enough to operate a substantial number of realistically 
sized loads simultaneously and autonomously. The architec- 
ture and functionality are based upon the requirements of a 
Space Station Core Module. Autonomy is pushed down to the 
lowest levels, the lowest level processors (LLP) located in the 
load centers and subsystem distributors. The Communications 
and Algorithmic Controller (CAC) implemented on a VME/IO 
mini-computer performs numeric computations, controls the 
breadboard communications (Ethernet and RS-422 serial data 
networks) and directs the LLPs. The breadboard includes three 
AI systems which function in a cooperative mode. These are 
the LPLMS, the LES, and the FRAMES [6]. 
LPLMS 
The prioritization expert system is called the loads priority list 
management system (LPLMS) and keeps up with the dynamic 
priorities of all payloads while developing current global load 
shedding lists for the SSM/PMAD every 15 min in preparation 
for contingencies which necessitate load shedding. The global 
load shedding list is broken down by the CAC into local load 
shedding list for each load center/subsystem distributor. The 
LPLMS is implemented in Common LISP and resides on a 
LISP workstation. 
Figure 3. SSM/PMAD Block Diagram 
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The scheduler expert system is called the load enable 
scheduler (LES) and schedules/reschedules the payloads for 
the Space Station module. LES is a special version of 
MAESTRO, the Martin Marietta IRAD AI scheduling effort. 
The baseline scheduling capability of LES generates a baseline 
schedule in the form of event lists which provide the SSM/ 
PMAD test bed with operational scenarios. LES can handle 
hundreds of scheduling constraints. I t  can reschedule the loads 
in response to a reconfiguration of the SSM/PMAD (due to a 
fault, change in power allocation, or operator instructions) in 
as little as five minutes. This allows the SSM/PMAD to con- 
tinue servicing loads in accordance with mission objectives 
and priorities the best that it can under deteriorating circum- 
stances. This resource scheduler also resides on the Lisp work- 
station hosting the LPLMS and is coded in Lisp [7]. 
FRAMES 
The fault recovery and management expert system (FRAMES) 
resides on a separate Lisp workstation and is implemented in 
the Common List Object System (CLOS). This expert system 
watches over the entire breadboard operation looking for 
anomalies and impending failures. The functionality of 
FRAMES actually extends to the lowest level processors and 
the smart switchgear with their associated controllers in the 
breadboard for comprehensive fault management of the entire 
breadboard. 
FRAMES is responsible for detecting faults, advising the 
operator of appropriate corrective actions, and in many cases 
autonomously implementing corrective actions through power 
system reconfiguration. The expert system will carry out 
trends analysis seeking incipient failures and soft shorts as 
well as open circuits. Fast response remote power controllers 
(RPC) respond to the hard system shorts. 
When a fault or anomaly occurs in this Space Station module 
power system breadboard, FRAMES detects, diagnoses, and 
recommends corrective actions (in the case of critical loads, it 
also autonomously performs corrective actions). Then the LES 
interface determines if a new payload schedule is necessary 
and if so, directs LES to reschedule the payloads. The 
LPLMS derives new load shedding lists from the new 
schedule and issues these lists to the CAC which develops 
local load shedding lists for LLPs in the load centers and 
subsystem distributors, thus completing the closed automation 
loop as illustrated in Figure 4. 
SPECIFIC RESULTS 
NICBES is employed daily and has proved to be a valuable aid 
to the Hubble Space Telescope power system breadboard 
personnel. Its major deficiency resides in the single tasking 
mode of the operating system on the PC/AT. An upgrade in 
progress will move NICBES to a 80386-based computer 
system. The revised NICBES will involve a multi-tasking 
operating system which will allow continuous data handling. 
It will increase the number of orbits data handling from 12 to 
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Figure 4. Closed-Loop Operation 
between 100 and 500 while adding a natural language explana- 
tion facility. An editor to facilitate the rule base maintenance 
is also under development. Plans are now being formulated to 
develop another expert system for a new nickel-hydrogen 
battery test bed for the Hubble Space Telescope program. 
I-DARE is a simple model at this point and will continue to be 
under development for the next year. The data link for the AI 
workstation is in place and intensive interviews with the 
domain experts (the data reducing engineers) have taken 
place. A prototype has been developed which does some 
telemetry transmission error detecting and reduces the actual 
telemetry data to a limited extent. The goal is to at least match 
human performance in this phase. 
Prototypes of LPLMS, LES, and FRAMES have been 
completed. As this paper is being written, these systems are 
being integrated with one another and with the SSM/PMAD 
test bed hardware and conventional software. A full-up 
integrated test will be conducted at MSFC in August 1988. 
Work has already commenced on further development of the 
SSMIPMAD to support the 1990 NASA Systems Autonomy 
Demonstration featuring cooperating expert systems in Space 
Station subsystem test beds. 
CONCLUSIONS 
Artificial Intelligence systems will be employed in the auto- 
mation of future spacecraft electrical power systems including 
the Space Station. Initially, these systems will serve in 
advisory roles primarily in the ground support stations with 
some limited advisory roles on-board manned spacecraft. The 
hooks and scars will be designed in place for these advisory 
systems to evolve to direct control implementation modes of 
operation. Initially, such control systems may be placed 
primarily in the ground support stations until program 
management, ground support personnel, and crew confidence 
is established to the point that they may be implemented on- 
board. On-board AI control systems will be implemented such 
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that if the AI system fails, it will not cause a catastrophic situ- 
ation but will instead allow the subsystem to continue opera- 
tions in a less automated but safe fashion. 
The eventual goal is completely autonomously operated space- 
craft electrical power systems. Conventional automation 
software approaches have too many gaps to provide overall 
autonomy. Utilizing AI approaches allows for comprehensive 
fault management and dynamic rescheduling capabilities for 
the electrical power system. Autonomous intelligent data 
reduction will enable enhanced state-of-health monitoring and 
better trends analysis including incipient failure detection 
which will enable recovery actions to be taken in order to 
preclude an actual failure. Many of the approaches and tech- 
niques developed to support autonomous electrical power 
systems operation may also be utilized for other spacecraft 
subsystems as well. 
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EMMA : THE EXPERT SYSTEM FOR 
MUNITION MAINTENANCE 
Barry E. Mullins, Capt, USAF 
Air Force Armament Laboratory (AFATL/FXG) 
Eglin Air Force Base, Florida 32542-5434 
ARS'PRACT 
EMMA (Expert Missile Maintenance Aid) 
is the result of research sponsored by the 
Air Force Armament Laboratory, Air Force 
Systems Command at Eglin Air Force Base 
(AFB), Florida. It is a first attempt to 
enhance inaintenance of a tactical munition 
at the field and depot level by using 
artificial intell igence (AI) techniques. 
The ultimate goal of EMMA is to help a 
nov ice na i ntenance technician i so 1 ate and 
diagnose electronic, electromechanical, 
and mechanical equipment faults to the 
board/chassis level more quickly and con- 
sistently than the best human expert using 
the best currently available automatic 
test equipment (ATE). To this end, EMMA 
augments existing ATE with an expert sys- 
tem that captures the knowledge of design 
and maintenance experts. 
This paper describes the EMMA pro- 
gram. It addresses such issues as how the 
f ield-level expert system prototypes were 
evaluated as well as the results of the 
evaluations. Additionally, current work 
on the depot-level prototypes is discussed 
as well as issues related to using DOD- 
STD-2167 to document the development of 
expert systems. This paper will briefly 
address several study tasks performed 
during EMMA. The paper concludes with a 
discussion of future plans for a follow-on 
program and other areas of concern. 
INTRODUCTION 
Weapon systems of today are undoubt- 
edly benefiting from technology advances 
and justifiably so. Munitions are becom- 
ing more sophisticated and "smarter" as a 
result of this technology. Electronically 
sophisticated munitions are quickly infil- 
trating the Department of Defense arsenal 
of weapons. Simple bombs are becoming 
relics of the past. 
However, some shortcomings can be 
associated with incorporating new techno1,- 
ogy into current and future weapon sys- 
- t i n . ,  W L I I - , : , I  I )  ~ s > i i n t + ~ ) , ~ n . e  w i l  1 surcly 
s u f f e r  a s  c ~ ~ ~ s - l l i ~ t ~ n r c ~  o f  thls technol- 
ogy. The technology advances that have 
improved the effectiveness of munitions 
are simultaneously complicating the main- 
tenance of these munitions by increasing 
the functionality of the munition typical- 
ly making the munition harder to maintain. 
Munition test equipment and associated 
software do not adequately diagnose 
faults. Automatic test equipment (ATE) is 
plagued by high false alarm rates. Guid- 
ance and control sections returned to the 
depot are currently experiencing approxi- 
mately 28 to 4 4 %  retest O K s .  Many faults, 
a s  many as one out of every four, cannot 
be detected by ATE. Sequential testing is 
typically how ATE perforins diagnostic 
testing. This limits the diagnostic capa- 
bilities of the test equipment. Addition- 
ally, ATE cannot diagnose beyond multiple 
1 inked components. 
Another aspect of munition mainte- 
nance that must be addressed when dealing 
with munition reliability is the personnel 
shortage. The current shortage of skilled 
munition maintenance technicians is a 
serious problem. Demographic projections 
indicate that this dilemma will not sub- 
side in the near future. Since experi- 
enced technicians are able to diagnose a 
fault quicker and more reliably than a 
novice, the knowledge acquire by the expe- 
r ienced technician (expert) throughout the 
years should be captured so that this 
knowledge can be used by novice techni- 
cians during future diagnostic sessions. 
Artificial intell igence (AI) technol- 
ogy is one approach to increasing the 
reliability and maintainability of ex- 
isting and future weapon systems. One 
popular and heavily cited definition of 
artificial intelligence is provided by Dr. 
Elaine Rich, University of Texas at 
Austin. She defines AI as follows: "Arti- 
ficial intelligence is the study of how 
computers do things at which, at the mo- 
ment, people are bstter" (Rich, 1983:l). 
A subset of AI is a field called expert 
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systems. This area of AI has emerged 
recently with the greatest amount of suc- 
cess (Hayes-Roth et al., 1983:xi). Donald 
Waterman defines expert systems as " s o -  
phisticated computer programs that manipu- 
late knowledge to solve problems effi- 
ciently and effectively in a narrow prob- 
lem area" (Waterman, 1986:xvii). 
The Air Force has recognized the 
importance of increasing munition reli- 
ability. In a joint memorandum, General 
and Verne O K K ,  former Secretary of the Air 
Force stated, "For too long, the reli- 
ability and maintainability of OUT weapon 
systems have been secondary considerations 
in the acquisition process. It is time to 
change this practice ....'I 
ElIllA 
Gabriel, former Air Force Chief Of Staff, 
EMMA (Expert Missile Maintenance Aid) 
is the result of research sponsored by the 
Air Force Armament Laboratory, Air Force 
Systems Command at Eglin AFB, Florida and 
is a first attempt to enhance Air Force 
tactical munition maintenance by applying 
art i f ic ia 1 in te 1 1 igence/expert system 
technology to ATE. The objective of EMMA 
is to develop an automated smart munition 
test system that augments existing ATE. 
The ultimate goal of EMMA is to help a 
novice munition technician isolate and 
diagnose electronic, electromechanical, 
and mechanical equipment faults to the 
board/chassis level more quickly and con- 
sistently than the best human expert using 
the best currently available ATE. 
EMMA is a thirty month effort split 
into two phases. Phase 1 began in Septem- 
ber 1986 and concluded 10 months later in 
J u l y  1987. This phase addressed the 
field-level maintenance of tactical muni- 
tions and ultimately resulted in two 
field-level expert system prototypes. 
Phase 2 began in August 1987 and is sched- 
uled to conclude in April 1989, 20 months 
later. Phase 2 focuses on depot-level 
maintenance and will produce two depot- 
level expert system prototypes. Since 
depot-level diagnostic activities are more 
in-depth and detailed than the field, this 
phase is expected to be more difficult and 
of greater complexity. This accounts for 
the greater time allotted to this phase. 
The prototypes from both phases are tar- 
geted towards the maintenance technicians. 
Since EMMA is constrained by schedule and 
money, the number of tests developed under 
this effort is limited, yet sufficient to 
demonstrate concept feasibility of using 
expert systems for munition maintenance. 
EMMA draws on many different types of 
knowledge and information to perform the 
diagnosis of the faulty munition. The 
EMMA knowledge base consists of mainte- 
nance rules o r  Technical Orders (TOS), 
maintenance technician practices (heuris- 
tics), Unit Under Test (UUT) design, ex- 
isting test equipment capabilities, fail- 
ure rates, and test costs. This knowledge 
is gleaned from various sources including 
TOs, schematics of the UUT and the test 
equipment, knowledge acquisition inter- 
views with munition maintenance experts 
and the experts that designed the munition 
and test equipment. Figure 1 depicts how 
this knowledge is brought to bear on the 
problem of diagnosing the faulty munition. 
First, the symptoms are derived from the 
test equipment and technician observa- 
tions. This information is supplied to 
the expert system via a sophisticated, 
User-friendly interface. The expert sys- 
tem then employs the knowledge stored in 
the knowledge bases and derives a repair 
strategy which is displayed to the techni- 
cian using the EMMA computer. 
S1*P10MS 
EXPERT 
SYSTEM 
Figure 1. EMMA Expert System 
EMMA is a dual contract effort per- 
formed by Raytheon Company, Missile Sys- 
tems Division in Bedford Massachusetts, 
and Rockwell International Corporation, 
Autonetics Sensors and Aircraft Systems 
Division in Anaheim, California. Both 
contractors will develop a phase 1 and 
phase 2 EMMA prototype resulting in a 
total of four prototypes. Both contrac- 
t o r s  were a1 lowed to select their candi- 
date vehicle for the EMMA program within 
specified limits. Raytheon selected the 
AIM-7F Sparrow missile as their candidate 
munition. Rockwell chose the GBU-15 modu- 
lar glide bomb. 
THE AIM-7F  FIELD-LEVEL EMMA PROTOTYPE 
The Raytheon field-level (phase 1) 
EMMA prototype was designed to enhance the 
field-level maintenance of the AIM-7F 
missile by augmenting the missile's test 
set. All references to the word "EMMA" in 
this section refer to the Raytheon AIM-'IF 
version of EMMA. The field-level test set 
for the AIM-7F is the AN/DSM-162 test set. 
EMMA is hosted on a Symbolics 3670 LISP 
machine running the expert system shell 
ART (Automated Reasoning Tool). ART pro- 
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v i d e s  a p r o d u c t i o n  l a n g u a g e  t h a t  i s  p r i -  
m a r i l y  r u l e - b a s e d .  C o n s e q u e n t l y ,  EMMA was 
d e v e l o p e d  u s i n g  t h e  r u l e - b a s e d  a p p r o a c h .  
The S y m b o l i c s  compute r  is c o n n e c t e d  t o  t h e  
AN/DSM-162 t e s t  s e t  v i a  a n  RS-232 c a b l e .  
F i g u r e  2 i l l u s t r a t e s  t h e  m a j o r  componen t s  
o f  t h e  E M M A  s y s t e m  a n d  how t h e y  a r e  i n t e r -  
c o n n e c t e d .  
AN/OSM 162 
TEST SET 
I PRINTER 
F i g u r e  2. AIM-7F F i e l d - l e v e l  
EMMA P r o t o t y p e  
The RS-232 c a b l e  a l l o w s  EMMA t o  o p e r -  
a t e  i n  t h r e e  m o d e s  -- a u t o m a t i c ,  semi- 
a u t o m a t i c ,  and  manua l .  The d i s t i n g u i s h i n g  
c h a r a c t e r i s t i c s  o f  t h e s e  modes  i s  t h e  
l e v e l  of  a u t o m a t i o n  EMMA is a l l o w e d  d u r i n g  
t h e  d i a g n o s t i c  s e s s i o n .  The a u t o m a t i c  
mode u s e s  t h e  RS-232 i n t e r f a c e  t o  a l l o w  
EMMA t o  d i r e c t  t h e  d i a g n o s t i c  t e s t i n g  and 
r e s e q u e n c i n g  of tests. EMMA a u t o m a t i c a l l y  
a c c e p t s  d a t a  f r o m  t h e  t e s t  se t  v i a  t h e  RS- 
232 c a b l e ,  p e r f o r m s  t h e  f a u l t  i s o l a t i o n ,  
a n d  d i r e c t s  t h e  t e s t  s e t  t o  p e r f o r m  a d d i -  
t i o n a l  tes t ,  i f  r e q u i r e d ,  u n t i l  t h e  f a u l t  
i s  d e t e c t e d  o r  a l l  t e s t s  p a s s .  I f  a f a u l t  
i s  d e t e c t e d  d u r i n g  a u t o m a t i c  o p e r a t i o n ,  
t h e  u s e r  may s w i t c h  t o  s e m i - a u t o m a t i c  mode 
f o r  c l o s e r  c o n t r o l  o v e r  t h e  t e s t i n g  a n d  
t h e  a b i l i t y  t o  q u e r y  a f t e r  e a c h  t e s t  s e g -  
men t . 
The s e m i - a u t o m a t i c  mode o p e r a t e s  s i m -  
i l a r  t o  t h e  a u t o m a t i c  mode w i t h  o n e  e x c e p -  
t i o n .  T h i s  mode s t o p s  e x e c u t i o n  o f  E M M A  
a t  t h e  c o m p l e t i o n  o f  e a c h  u n i q u e  t e s t  
s e g m e n t .  T h i s  a l l o w s  t h e  t e c h n i c i a n  t o  
q u e r y  E M M A  r e c o m m e n d a t i o n s  u s i n g  t h e  e x -  
p l a n a t i o n  c a p a b i l i t y .  A n o t h e r  a d v a n t a g e  
o f  t h e  a u t o m a t i c  m o d e s  (semi a n d  f u l l )  i s  
d a t a  i n t e g r i t y .  S i n c e  E M M A  p a s s e s  t h e  
d a t a  be tween  t h e  test set  and t h e  Symbol- 
i c s  c o m p u t e r  v i a  t h e  RS-232 c a b l e ,  t h e  
d a t a  a r e  m o r e  l i k e l y  t o  r e m a i n  v a l i d  as 
opposed  t o  t r a n s f e r r i n g  d a t a  v i a  a t e c h n i -  
c i a n  who c o u l d  i n a d v e r t e n t l y  i n t r o d u c e  
e r r o r s .  
The  l a s t  mode i s  m a n u a l .  T h i s  mode 
i s  p r o v i d e d  i n  c a s e  a n  RS-232 c o n n e c t i o n  
is n o t  p o s s i b l e .  A s  t h e  name i m p l i e s ,  a l l  
a c t i v i t i e s  b e t w e e n  t h e  t e s t  se t  a n d  t h e  
S y m b o l i c s  compute r  must  b e  p e r f o r m e d  man- 
u a l l y  by  t h e  t e c h n i c i a n .  EMMA w i l l  d i r e c t  
t h e  t e c h n i c i a n  t o  p e r f o r m  t h e  a p p r o p r i a t e  
a c t i o n s  t o  t h e  t e s t  s e t  a n d  w a i t  f o r  t h e  
r e s p o n s e .  The  t e c h n i c i a n  e n t e r s  t h e  re -  
s p o n s e s  f rom t h e  test  set i n t o  EMMA. 
A s  w i t h  mos t  e x p e r t  s y s t e m s ,  EMMA is 
a b l e  t o  e x p l a i n  i t s  r e a s o n i n g  p r o c e s s  t o  
t h e  u s e r  ( t e c h n i c i a n ) .  EMMA e x p l a i n s  i ts 
f a u l t  d e t e c t i o n  a n d  r e s e q u e n c i n g  l o g i c .  
I n  o t h e r  w o r d s ,  E M M A  e x p l a i n s  a d e t e c t e d  
f a u l t  a n d  why a c e r t a i n  t e s t  i s  b e i n g  
r ecommended .  Two l e v e l s  o f  e x p l a n a t i o n  
a r e  a v a i l a b l e  d e p e n d i n g  upon t h e  e x p e r i -  
e n c e  o f  t h e  t e c h n i c i a n .  The  t e c h n i c i a n  
may r e q u e s t  a n  e x p l a n a t i o n  d u r i n g  a n y  
p h a s e  o f  t h e  d i a g n o s t i c  p r o c e s s .  T h i s  
a l l o w s  t h e  t e c h n i c i a n  t o  q u e r y  EMMA d u r i n g  
a c o n s u l t a t i o n  which  h e i g h t e n s  t h e  t e c h n i -  
c i a n ' s  u n d e r s t a n d i n g  of  what EMMA is d o i n g  
w h i l e  s i m u l t a n e o u s l y  p r o v i d i n g  t h e  t e c h n i -  
c i a n  w i t h  a v a l u a b l e  t r a i n i n g  a i d .  
One o f  t h e  m o s t  c r i t i c a l  a s p e c t s  o f  
a n y  s o f t w a r e  s y s t e m  is its u s e r - f r i e n d l i -  
n e s s .  I f  t h e  s y s t e m  is d i f f i c u l t  t o  u s e  
a n d  t h e  u s e r  d o e s  n o t  u s e  i t ,  i t  h a s  
f a i l e d .  EMMA u s e s  windows t o  r e l a y  i n f o r -  
m a t i o n  t o  t h e  t e c h n i c i a n  a n d  a c c e p t s  i n -  
f o r m a t i o n  v i a  menus .  U s i n g  a m o u s e ,  t h e  
t e c h n i c i a n  i s  a b l e  t o  e n t e r  d a t a  q u i c k l y  
a n d  a c c u r a t e l y  w i t h o u t  h a v i n g  t o  l e a r n  
c r y p t i c  commands.  The  m a j o r i t y  o f  t h e  
d a t a  e n t e r e d  i n t o  E M M A  b y  t h e  t e c h n i c i a n  
i s  d o n e  u s i n g  t h e  m o u s e ;  h o w e v e r ,  some  
k e y b o a r d  i n p u t  is  r e q u i r e d .  F i g u r e  3 
s h o w s  t h e  s c r e e n  o f  a S y m b o l i c s  c o m p u t e r  
r u n n i n g  EMMA. 
THE GBU-15 FIELD-LEVEL EMUA PROTOTYPE 
The R o c k w e l l  f i e l d - l e v e l  ( p h a s e  1) 
EMMA p r o t o t y p e  was d e s i g n e d  t o  e n h a n c e  t h e  
f i e l d - l e v e l  m a i n t e n a n c e  o f  t h e  GBU-15 
g l i d e  bomb by a u g m e n t i n g  t h e  f i e l d - l e v e l  
test  se t  -- GJM-55. A l l  r e f e r e n c e s  t o  t h e  
word " E M M A "  i n  t h i s  s e c t i o n  r e f e r  t o  t h e  
R o c k w e l l  GBU-15 v e r s i o n  o f  E M M A  u n l e s s  
s t a t e d  o t h e r w i s e .  E M M A  is h o s t e d  on a IBM 
P C / A T  c o m p a t i b l e  c o m p u t e r  r u n n i n g  t h e  
e x p e r t  s y s t e m  s h e l l  M . l .  A l t h o u g h ,  t h e  
M . l  l a n g u a g e  is p r i m a r i l y  r u l e - b a s e d ,  EMMA 
was  d e v e l o p e d  u s i n g  a n  o b j e c t  o r i e n t e d  
a p p r o a c h .  The r u l e s  o f  t h e  knowledge  b a s e  
r e f e r e n c e  o b j e c t s  a n d  o b j e c t  a t t r i b u t e s .  
T h i s  E M M A  d i d  n o t  s u p p o r t  t h e  c a p a b i l i t y  
f o r  a n  a u t o m a t i c  mode d u e  t o  h a r d w a r e  
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Figure 3. A I M - 7 F  EMMA Screen 
limitations thereby leaving only the man- 
ual mode (i.e., no connecting cable). 
Figure 4 i 1 lustrates the major components 
of the EMMA system and how they are inter- 
connected. 
Uncertainty is addressed in this 
version of EMMA. When EMMA asks the tech- 
nician for information, the technician may 
enter "unknown" as a response. EMMA will 
accommodate this response by adapting its 
reasoning process using uncertainty. Un- 
certainty is handled using a MYCIN-like 
representation. When a recommendation is 
displayed to the technician, the certainty 
of the recommendation is also displayed t o  
indicate the belief of the recommendation. 
The GBU-15 EMMA also possesses expla- 
nation capabilities. The technician may 
ask EMMA for an explanation or help at any 
time. EMMA will respond with either an 
explanation of the reasoning process or 
information that will guide the technician 
through the consultation. The explanation 
capability can handle queries regarding 
the reason a certain conclusion was 
reached or why EMMA is asking for informa- 
tion. As with the A I M - 7 F  EMMA, the GBU-15 
EMMA has two levels of explanation to 
accommodate the needs of different techni- 
cians. The same training benefits exist 
in the GBU-15 EMMA as the A I M - 7 F  EMMA. 
EMMA exploiks thp use of pull-down 
menus and function keys on the computer to 
CURRENT 
SITUATION 
nATA 
*- I *e 
RECOMMENOATIONS 
F O R  PROBLEM 
MAINTENANCE 
TECHNICIAN 
Figure 3. ( : B U - 1 5  Field-level 
EMMA rrototype 
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make i t  a s  u s e r  f r i e n d l y  a s  p o s s i b l e .  The 
m a j o r i t y  o f  t e c h n i c i a n  i n t e r a c t i o n  w i t h  
EMMA is p e r f o r m e d  u s i n g  t h e  keyboard .  The 
t e c h n i c i a n  t y p i c a l l y  r e s p o n d s  t o  E M M A  
q u e s t i o n s  and  r e q u e s t s  w i t h  s h o r t  a n s w e r s  
t h e r e b y  r e d u c i n g  t h e  p r o b a b i l i t y  o f  e r r o -  
n e o u s  d a t a  b e i n g  e n t e r e d .  F i g u r e  5 s h o w s  
t h e  s c r e e n  o f  t h e  c o m p u t e r  r u n n i n g  EMMA. 
EVALUATION OF THE EMMA PROTOTYPES 
M e a n i n g f u l  e v a l u a t i o n  o f  e x p e r t  s y s -  
tems h a s  b e e n  an o f t e n  d i s c u s s e d  b u t  se l -  
dom a c h i e v e d  t o p i c  w i t h i n  r e c e n t  y e a r s .  
More  o f t e n  t h a n  n o t  q u a n t i t a t i v e  me t r i c s  
a r e  s i m p l y  n o t  a v a i l a b l e  o r  m e a n i n g f u l  a s  
a n  e v a l u a t i o n  m e a s u r e .  S i n c e  a n  e x p e r t  
s y s t e m  e n c a p s u l a t e s  t h e  k n o w l e d g e  o f  a 
g i v e n  e x p e r t  i n  a g i v e n  f i e l d ,  t h e  e f f e c -  
t i v e  e v a l u a t i o n  o f  t h e  e x p e r t  system may 
b e  d i f f i c u l t  a t  b e s t .  V a l i d a t i o n  must  b e  
u s e d  t o  j u s t i f y  t h e  r e p r e s e n t a t i o n  l e v e l s  
o f  e x p e r t  s y s t e m s  ( O ' K e e f e  e t  a l . ,  1 9 8 7 ) .  
V a l i d a t i o n  is  t y p i c a l l y  c o n s i d e r e d  a 
p a r t  o f  e v a l u a t i o n ,  a n d  e v a l u a t i o n  is  
c o n c e r n e d  w i t h  d e t e r m i n i n g  t h e  comprehen-  
s i v e  v a l u e  o f  a n  e x p e r t  s y s t e m  (O'Keefe e t  
a l . ,  1 9 8 7 ) .  V a l i d a t i o n  s h o u l d  n o t  b e  
c o n f u s e d  w i t h  v e r i f i c a t i o n .  "Va l  i d a t i o n  
r e f e r s  t o  b u i l d i n g  t h e  r i g h t  s y s t e m  ( t h a t  
is, s u b s t a n t i a t i n g  t h a t  a s y s t e m  p e r f o r m s  
w i t h  a n  a c c e p t a b l e  l e v e l  o f  a c c u r a c y ) ,  
w h e r e a s  v e r i f i c a t i o n  r e f e r s  t o  b u i l d i n g  
t h e  s y s t e m  ' r i g h t '  ( t h a t  i s ,  s u b s t a n t i -  
a t i n g  t h a t  a s y s t e m  c o r r e c t l y  i m p l e m e c t s  
i t s  s p e c i f i c a t i o n s ) ' '  ( O ' K e e f e  e t  a l . ,  
1987) .  V a l i d a t i o n  and v e r i f i c a t i o n  w i l l  
b e  a d d r e s s e d  i n  t h i s  p a p e r  a s  t h e y  a p p l y  
t o  EMMA. 
Verificatiob of EMMA 
A u n i q h a s p e c t  o f  t h e  v e r i f i c a t i o n  
o f  t h e  E M M A  p r o g r a m  i s  t h a t  i t  u s e s  DOD- 
STD-2167, t h e  D e f e n s e  S y s t e m  S o f t w a r e  
Deve lopmen t  s t a n d a r d ,  t o  d e v e l o p  t h e  e x -  
p e r t  s y s t e m  p r o t o t y p e s .  T h i s  i s  o n e  o f  
t h e  f i r s t  a t t e m p t s  t o  a p p l y  t h i s  s t a n d a r d  
t o  t h e  d e v e l o p m e n t  o f  a n  e x p e r t  s y s t e m .  
DOD-STD-2167 t r a d i t i o n a l l y  e m p l o y s  t o p -  
down d e v e l o p m e n t  o f  l a r g e  s o f t w a r e  s y s -  
t e m s .  E x p e r t  s y s t e m s  on  t h e  o t h e r  h a n d  
a r e  d e v e l o p e d  u s i n g  a d e v e l o p m e n t  method-  
o l o g y  t h a t  i s  l e s s  r i g i d l y  d e f i n e d  w h i c h  
t y p i c a l l y  e n t a i l s  an i t e r a t i v e  a p p r o a c h  t o  
s o f t w a r e  d e v e l o p m e n t .  A d d i t i o n a l l y ,  e x -  
p e r t  s y s t e m s  a r e  u s u a l l y  c r e a t e d  b y  a 
r e l a t i v e l y  s m a l l  team. 
The EMMA p r o g r a m  h a s  shown t h a t  e x -  
p e r t  s y s t e m s  c a n  b e  d e v e l o p e d  u s i n g  DOD- 
STD-2167 s o f t w a r e  d e v e l o p m e n t  r e q u i r e -  
m e n t s .  W i t h  some  c a r e f u l  t a i l o r i n g  o f  
some  o f  t h e  d o c u m e n t s ,  t h i s  s t a n d a r d  c a n  
b e  e f f e c t i v e l y  u s e d  t o  d o c u m e n t  t h e  p r o -  
gram and p r o v i d e  t h e  p rogram manager v a l u -  
a b l e  i n s i g h t  i n t o  t h e  c o n t r a c t o r ' s  s o f t -  
ware  d e v e l o p m e n t ,  t e s t i n g ,  and  e v a l u a t i o n  
e f f o r t s .  The  t a i l o r e d  d o c u m e n t s  were 
a l t e r e d  t o  a c c o m m o d a t e  t h e  i t e r a t i v e  n a -  
t u r e  o f  e x p e r t  s y s t e m  d e v e l o p m e n t .  
S i n c e  v e r i f i c a t i o n  m u s t  d e t e r m i n e  
w h e t h e r  an e x p e r t  s y s t e m  c o r r e c t l y  i m p l e -  
m e n t s  i t s  s p e c i f i c a t i o n s ,  t e s t i n g  m u s t  
o c c u r  i n  o r d e r  t o  v a l i d a t e  t h i s  r e q u i r e -  
m e n t .  A g a i n ,  DOD-STD-2167 p r o v e d  t o  b e  
a d e q u a t e  f o r  v e r i f i c a t i o n  t e s t i n g  o n c e  
e x t e n d e d .  U s i n g  t h e  t e s t i n g  p r o c e d u r e s  
c a l l e d  o u t  i n  t h i s  s t a n d a r d ,  t h e  c o r r e c t  
EMMA CONFIG NO: 33 TEST NO: 0096 NOGO: INV/M6 A1 
COMPONENT CABLE CERTAINTY 
INV/CONV 60% 
CONTROL UNIT (HARNESS) UUT INPUT CABLE 053A20(BLU) 40°% 
RECOMMENDATION: 
CHECK THE INPUT CABLE OF THE UNIT UNDER TEST. IF OK, THEN 
R&R INV/CONV 
JUSTIFICATION: 
A RELATED TEST WITH A DIFFERENT INPUT CHANNEL PASSED AND 
THE PARAMETERS THAT FAILED WERE APPROXIMATELY ZERO; THUS 
THE INPUT CABLES OF THE UNIT UNDER TEST COULD BE THE 
CAUSE. A MORE LIKELY FAILURE IS THE INV/CONV BECAUSE THE 
+ 28 VDC ELECTRONICS IS COMPLEX AND COULD CAUSE ZERO 
FAILURES AS INDICATED 
F i g u r e  5. GBU-15 EMMA S c r e e n  
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i m p l e m e n t a t i o n s  of t h e  s p e c i f i c a t i o n s  f o r  
EMMA were v e r i f i e d .  TWO l e v e l s  o f  t e s t i n g  
o c c u r r e d  t o  a c c o m p l i s h  t h i s  t a s k .  F i r s t ,  
i n f o r m a l  t e s t i n g  t o o k  p l a c e .  T h i s  t e s t i n g  
v e r i f i e d  t h e  i n t e g r i t y  o f  t h e  i n d i v i d u a l  
c o m p u t e r  s o f t w a r e  u n i t s  b e f o r e  t h e  u n i t s  
were i n t e g r a t e d  i n t o  t h e  s y s t e m  and  t e s t e d  
a s  a s y s t e m .  I n f o r m a l  t e s t i n g  was  p e r -  
f o r m e d  b y  t h e  k n o w l e d g e  e n g i n e e r .  S i n c e  
e x p e r t  s y s t e m  d e v e l o p m e n t  is i t e r a t i v e  i n  
n a t u r e ,  i n f o r m a l  t e s t i n g  e s s e n t i a l l y  oc -  
c u r s  t h r o u g h o u t  d e v e l o p m e n t .  The knowl-  
e d g e  e n g i n e e r  a n d  t h e  e x p e r t  v e r i f y  t h e  
e x p e r t  s y s t e m  and  i d e n t i f y  p o t e n t i a l  c o r -  
r e c t i o n s  and enhancemen t s .  Based on t h e s e  
r e c o m m e n d a t i o n s ,  t h e  k n o w l e d g e  e n g i n e e r  
was  a b l e  t o  i n c o r p o r a t e  t h e  r ecommenda-  
t i o n s .  S e c o n d ,  f o r m a l  t e s t i n g  o c c u r r e d .  
An i n d e p e n d e n t  t e a m  p e r f o r m e d  t h e  f o r m a l  
t e s t i n g  b y  e x e r c i s i n g  E M M A  u s i n g  t e s t  
p l a n s  a n d  t e s t  d e s c r i p t i o n s  g e n e r a t e d  
u s i n g  DOD-STD-2167. 
V a l i d a t i o n  of EMMA 
The v a l i d a t i o n  o f  E M M A  w i l l  be a d -  
d r e s s e d  i n  t h i s  p a p e r  i n  t w o  a r e a s .  
F i r s t ,  t h e  p e r f o r m a n c e  v a l i d a t i o n  of EMMA 
w i l l  be d i s c u s s e d  (i.e., how w e l l  E M M A  
p e r f o r m e d ) .  S e c o n d ,  t h e  human f a c t o r s  
a s p e c t  o f  v a l i d a t i o n  w i l l  b e  a d d r e s s e d .  
Both  a r e a s  a r e  e x t r e m e l y  i m p o r t a n t  t o  t h e  
s u c c e s s  of  an expert  sys t em.  The f o l l o w -  
i n g  p a r a g r a p h s  w i l l  p r e s e n t  t h e  V a l  i d a t i o n  
o f  t h e  two  E M M A  p r o t o t y p e s .  The  v a l i d a -  
t i o n  m e t h o d o l o g y  w i l l  b e  d i s c u s s e d  f o l -  
lowed by  t h e  r e s u l t s  o f  t h e  v a l i d a t i o n .  
A s  w i t h  m o s t  e x p e r t  s y s t e m s ,  t h e  
u l t i m a t e  m e a s u r e  o f  s u c c e s s  is d e t e r m i n e d  
when t h e  s y s t e m  i s  u s e d  b y  t h e  e n d  u s e r s  
( i n  t h i s  c a s e  t h e  f i e l d - l e v e l  m u n i t i o n  
t e c h n i c i a n ) .  T h i s  i s  t h e  a p p r o a c h  t a k e n  
w i t h  t h e  EMMA p r o g r a m .  B o t h  c o n t r a c t o r s  
t o o k  t h e i r  r e s p e c t i v e  p r o t o t y p e s  t o  A i r  
F o r c e  b a s e s  i n  which  t h e i r  s e l e c t e d  muni- 
t i o n  is used  and  a f i e l d - l e v e l  m a i n t e n a n c e  
c a p a b i l i t y  exis ts .  T h i s  a l l o w e d  t h e  p r o -  
t o t y p e s  t o  be e v a l u a t e d  i n  an a c t u a l  f i e l d  
test e n v i r o n m e n t .  
A f t e r  c o n s i d e r i n g  s e v e r a l  a l t e r n a -  
t i v e s ,  b o t h  c o n t r a c t o r s  d e c i d e d  t o  u s e  a 
t o g g l e  s w i t c h  box t o  i n s e r t  f a u l t s  i n t o  a 
known g o o d  m i s s i l e .  T h i s  a p p r o a c h  was  
n e c e s s a r y  s i n c e  i t  was  f e a r e d  t h a t  t h e  
m a i n t e n a n c e  s q u a d r o n s  i n  t h e  f i e l d  m i g h t  
n o t  h a v e  a s u f f i c i e n t  number  o f  f a u l t y  
m u n i t i o n s  d u r i n g  t h e  e v a l u a t i o n  p e r i o d .  
T h e s e  f a u l t s  were i n d u c e d  b y  t h e  u s e r  b y  
s i m p l y  t o g g l i n g  o n e  o f  t h e  s w i t c h e s  which 
i n  t u r n  would  d i s t u r b  one  o r  more s i g n a l s  
w i t h i n  t h e  m u n i t i o n .  The  f a u l t s  were 
d e f i n e d  by  t h e  domain e x p e r t  s u c h  t h a t  t h e  
f a u l t s  would  a d e q u a t e l y  exercise t h e  v a r -  
i o u s  c h a r a c t e r i s t i c s  o f  t h e  E M M A  p r o t o -  
t y p e s  w h i c h  i n c l u d e d  t h e  r e s e q u e n c i n g  
l o g i c ,  t h e  e x p l a n a t i o n  c a p a b i l i t y ,  and t h e  
f a u l t  i s o l a t i o n  l o g i c .  To v e r i f y  t h e  
e x p e r t  was  n o t  t r y i n g  t o  s e l e c t  o n l y  t h e  
f a u l t s  EMMA c o u l d  h a n d l e  b e s t ,  t h e  mainte-  
n a n c e  e x p e r t s  a g r e e d  t h e  s e l e c t e d  f a u l t s  
were r e p r e s e n t a t i v e  o f  f a u l t s  t h e y  common- 
l y  e x p e r i e n c e .  
The A I M - 7 0  EnnA E v a l u a t i o n .  Raytheon 
t o o k  t h e i r  f i e l d  l e v e l  AIM-7F p r o t o t y p e  t o  
t h e  3 2 5 t h  E q u i p m e n t  M a i n t e n a n c e  Squadron  
(EMS) a t  T y n d a l l  AFB, F l o r i d a  f o r  a n  e v a l -  
u a t i o n  p e r i o d  t h a t  b e g a n  on  8 J u n e  1 9 8 7  
and c o n c l u d e d  on 12  J u n e  1987. 
The a r g u m e n t  c o u l d  b e  made t h a t  EMMA 
s h o u l d  a c c u r a t e l y  d i a g n o s e  a l l  t h e  i n d u c e d  
f a u l t s  s i n c e  t h e  e x p e r t  s y s t e m  a n d  t h e  
f a u l t s  were d e r i v e d  f r o m  t h e  s a m e  s o u r c e  
-- t h e  d o m a i n  e x p e r t .  I n  o r d e r  t o  demon-  
s t r a t e  t h e  r o b u s t n e s s  o f  E M M A ,  a n  a d d i -  
t i o n a l  e v a l u a t i o n  m e t h o d o l o g y  was  u s e d .  
Two f a u l t e d  missiles were s a v e d  by  t h e  EMS 
p r i o r  t o  t h e  e v a l u a t i o n .  T h e s e  missiles 
h a d  p r e v i o u s l y  f a i l e d  t e s t i n g  u s i n g  t h e  
AN/DSM-162 t e s t  se t .  H o w e v e r ,  t h e  f a u l t  
d a t a  f o r  t h e s e  missiles were n o t  r e l e a s e d  
by t h e  EMS p e r s o n n e l  u n t i l  a f t e r  t h e  EMMA 
e v a l u a t i o n .  A t h i r d  missile became a v a i l -  
a b l e  d u r i n g  t h e  EMMA e v a l u a t i o n  b y  f a i l i n g  
a f l i g h t  l i n e  t e s t  d u r i n g  p r e l a u n c h  t u n -  
ing .  T h i s  m i s s i l e  w a s  a n  e x c e l l e n t  e x e r -  
c i s e  f o r  t h ' e  E M M A  p r o t o t y p e  s i n c e  i t  was  
n o t  p r e v i o u s l y  t e s t e d  b y  t h e  AN/DSM-162 
test  set. I ts  f a u l t  was unknown t o  e v e r y -  
o n e  p r e s e n t  a t  t h e  e v a l u a t i o n .  A l l  t h r e e  
m i s s i l e s  ( s o m e t i m e s  r e f e r r e d  t o  a s  "mys- 
t e r y  missiles" d u e  t o  t h e i r  unknown p a s t )  
c o n t a i n e d  f a u l t s  unknown t o  EMMA o r  t h e  
d o m a i n  e x p e r t  t h e r e b y  e x e r c i s i n g  EMMA i n  
a n  u n p r e d i c t a b l e  manner.  
Four  m u n i t i o n  m a i n t e n a n c e  t e c h n i c i a n s  
f rom t h e  EMS a t  T y n d a l l  were u s e d  f o r  t h e  
e v a l u a t i o n .  Two t e c h n i c i a n s  were c l a s s i -  
f i e d  as  n o v i c e  w i t h  l i t t l e  e x p e r i e n c e  w i t h  
t h e  AN/DSM-162 tes t  set  and its a s s o c i a t e d  
o p e r a t i n g  p r o c e d u r e s .  The o t h e r  two t e c h -  
n i c i a n s  were c l a s s i f i e d  a s  e x p e r t s  w i t h  a 
s u b s t a n t i a l  b a c k g r o u n d  i n  u s i n g  t h e  
AN/DSM-162 t es t  s e t .  Two t e a m s  o f  t w o  
t e c h n i c i a n s  were c r e a t e d  c o n s i s t i n g  o f  o n e  
e x p e r t  a n d  o n e  n o v i c e .  O n e  t e a m  ( h e r e a f -  
ter  r e f e r r e d  t o  a s  t h e  EMMA team) r e c e i v e d  
e x t e n s i v e  t r a i n i n g  on  t h e  o p e r a t i o n  o f  
EMMA. The o t h e r  team ( h e r e a f t e r  r e f e r r e d  
t o  a s  t h e  non-EMMA t e a m )  was  n o t  t r a i n e d  
on  t h e  E M M A  s y s t e m  a n d  s e r v e d  a s  a b a s e -  
l i n e  f o r  t h e  e v a l u a t i o n .  
T w e l v e  f a u l t s  were i n s e r t e d  i n t o  a 
known good mis s i l e  u s i n g  t h e  t o g g l e  s w i t c h  
box .  The  f a u l t s  were d i a g n o s e d  b y  t h e  
E M M A  t e a m  u s i n g  t h e  E M M A  s y s t e m  a n d  t h e  
non-EMMA t e a m  u s i n g  j u s t  t h e  AN/DSM-162 
t e s t  s e t  a n d  t h e  a p p l i c a b l e  TO. P e r f o r -  
m a n c e  o f  t h e  two t e a m s  was  b a s e d  on  t h e  
l e v e l  of e x p e r t i s e  of t h e  o p e r a t o r ,  d u r a -  
t i o n  o f  t e s t ,  a n d  t h e  a b i l i t y  t o  d i a g n o s e  
t h e  f a u l t  a c c u r a t e l y .  
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The r e s u l t s  o f  t h i s  e v a l u a t i o n  exer- 
c i s e  were v e r y  p r o m i s i n g .  T h e r e  were 
t h r e e  s i g n i f i c a n t  r e s u l t s  d e r i v e d  from t h e  
e v a l u a t i o n .  F i r s t ,  t h e  EMMA s y s t e m  o p e r -  
a t e d  b y  t h e  EMMA team was a b l e  t o  c o n s i s -  
t e n t l y  d i a g n o s e  t h e  f a u l t  q u i c k e r  t h a n  t h e  
non-EMMA team u s i n g  j u s t  t h e  AN/DSM-162 
a n d  t h e  TO r e g a r d l e s s  o f  t h e  e x p e r i e n c e  
l e v e l  o f  t h e  E M M A  o p e r a t o r .  A t i m e  s a v -  
i n g s  o f  2 0 %  was s e e n  w i t h  t h e  n o v i c e  u s i n g  
EMMA o v e r  t h e  e x p e r t  u s i n g  t h e  AN/DSM-162. 
Second,  n o v i c e  t e c h n i c i a n s  u s i n g  t h e  E M M A  
s y s t e m  s i g n i f i c a n t l y  o u t p e r f o r m e d  (bet ter  
f a u l t  d i a g n o s e s )  n o v i c e  t e c h n i c i a n s  u s i n g  
j u s t  t h e  AN/DSM-162 a n d  p e r f o r m e d  3 3 %  
bet ter  t h a n  e x p e r t  t e c h n i c i a n s  u s i n g  j u s t  
t h e  AN/DSM-162. F i n a l l y ,  EMMA'S e x p l a n a -  
t i o n  c a p a b i l i t i e s  s i g n i f i c a n t l y  e n h a n c e d  
t h e  a b i l i t i e s  o f  t h e  E M M A  t e a m  t o  d e t e r -  
m i n e  t h e  r e a s o n  b e h i n d  e a c h  f a u l t .  
Once E M M A ' s  a b i l i t i e s  were e x e r c i s e d  
u s i n g  t h e  i n d u c e d  f a u l t s ,  E M M A  was p i t t e d  
a g a i n s t  t h e  m y s t e r y  m i s s i l e s  a g a i n  w i t h  
e x c e l l e n t  r e s u l t s .  The E M M A  team u s i n g  
EMMA c o r r e c t l y  i s o l a t e d  t h e  f a u l t s  i n  a l l  
t h r e e  missiles. O n l y  a f t e r  EMMA d i a g n o s e d  
t h e  f a u l t s  was t h e  p r e v i o u s  t e s t i n g  d a t a  
on t h e  missiles r e l e a s e d .  E M M A ' s  d i a g n o -  
s is  was c o n s i s t e n t  w i t h  t h i s  d a t a .  
User a c c e p t a n c e  o f  EMMA was o u t s t a n d -  
i n g .  In f a c t ,  t h e  t e c h n i c i a n s  a c c e p t e d  
E M M A ' s  d i a g n o s i s  o f  t h e  m i s s i l e  f r o m  t h e  
f l i g h t  l i n e  a n d  s a i d  t h e y  w o u l d  h a v e ,  i f  
a l l o w e d ,  s e n t  t h e  m i s s i l e  t o  t h e  d e p o t  
w i t h  no  f u r t h e r  t e s t i n g  u s i n g  t h e  AN/DSM- 
1 6 2  t es t  set .  T h i s  e x e m p l i f i e s  E M M A ' s  
a c c e p t a n c e  b y  t h e  EMS m a i n t e n a n c e  p e r s o n -  
n e l  a t  T y n d a l l  AFB. The t e c h n i c i a n s  f o u n d  
t h e  s y s t e m  t o  be v e r y  u s e r - f r i e n d l y .  The 
mouse and t h e  u s e  o f  menus made t h e  s y s t e m  
e a s i e r  t o  u s e  t h a n  t h e  b u l k y  a n d  c u m b e r -  
some TOs. A l s o ,  t h e  e x p l a n a t i o n  c a p a b i l i -  
t y  p r o v e d  t o  be a n  e f f e c t i v e  t r a i n i n g  
mechanism.  
The G B U - 1 5  EMMA Evaluation. R o c k w e l l  
e v a l u a t e d  t h e i r  GBU-15 E M M A  a t  t h e  4 t h  
Equipment  M a i n t e n a n c e  Squadron  l o c a t e d  a t  
Seymour J o h n s o n  AFB, N o r t h  C a r o l i n a  d u r i n g  
t h e  p e r i o d  o f  22 J u n e  t h r o u g h  29 J u n e  
1987.  
F o u r  m a i n t e n a n c e  t e c h n i c i a n s  were 
used  i n  t h e  e v a l u a t i o n  o f  t h e  EMMA p r o t o -  
t y p e .  Two t e c h n i c i a n s  were c o n s i d e r e d  
e x p e r t s  w i t h  s e v e r a l  y e a r s  o f  e x p e r i e n c e  
w i t h  t h e  G B U - 1 5  t e s t  e n v i r o n m e n t .  The 
r e m a i n i n g  two t e c h n i c i a n s  were c o n s i d e r e d  
n o v i c e s  w i t h  l e s s  t h a n  6 m o n t h s  o f  e x p e -  
r i e n c e .  A n o t h e r  i m p o r t a n t  d i s t i n c t i o n  
be tween t h e  e x p e r t  and n o v i c e  t e c h n i c i a n s  
i s  t h e  f a c t  t h a t  t h e  e x p e r t  t e c h n i c i a n s  
owned p e r s o n a l  c o m p u t e r s  a n d  t h e r e f o r e  
were f a m i l i a r  w i t h  how c o m p u t e r s  o p e r a t e  
w h e r e a s  t h e  n o v i c e  t e c h n i c i a n s  d i d  n o t  own 
c o m p u t e r s  a n d  h a d  n e v e r  u s e d  a c o m p u t e r  
b e f o r e  t h e  E M M A  e v a l u a t , i o n .  A l l  f o u r  
t e c h n i c i a n s  were t r a i n e d  on how t o  u s e  t h e  
E M M A  s y s t e m .  A f t e r  t h i s  b r i e f  t r a i n i n g ,  
t h e  t e c h n i c i a n s  f e l t  v e r y  c o m f o r t a b l e  
u s i n g  t h e  s y s t e m .  
Twenty-two s i m u l a t e d  f a u l t s  were i n -  
d u c e d  i n t o  t h e  known g o o d  m u n i t i o n  w i t h  
t h e  i n t e n t  o f  e v a l u a t i n g  E M M A ' s  c a p a b i l  i -  
t ies  t o  h a n d l e  t h e  f o l l o w i n g  f i v e  a r e a s :  
r e s o l u t i o n  o f  a m b i g u i t i e s  b e t w e e n  m a j o r  
s h o p  r e p l a c e a b l e  u n i t s  (SRU), r e f e r e n c i n g  
l o w e r  c o n f i g u r a t i o n  t e s t i n g  t o  f a c i l i t a t e  
f u r t h e r  c o m p o n e n t  r e s o l u t i o n ,  d i s t i n -  
g u i s h i n g  b e t w e e n  a c a b l e  f a i l u r e  a n d  a 
c i r c u i t  c a r d  a s s e m b l y  (CCA) g a i n  f a i l u r e ,  
r e s o l u t i o n  o f  a m b i g u i t i e s  b e t w e e n  C C A ' s ,  
a n d  r e c o g n i z i n g  o p e r a t o r  e r r o r s  o r  tes t  
s e t  p r o b l e m s .  S i x  o f  t h e  t w e n t y - t w o  i n -  
d u c e d  f a u l t s  were i n  t h e  a l l - u p - r o u n d  
( A U R )  c o n f i g u r a t i o n  (i.e., t h e  t e s t  was 
p e r f o r m e d  w h i l e  t h e  GBU-15 m u n i t i o n  was 
c o m p l e t e l y  i n t a c t ) .  The r e m a i n i n g  s i x t e e n  
f a u l t s  were i n  t h e  c o n t r o l  m o d u l e  s t a n d  
a l o n e  c o n f i g u r a t i o n .  E M M A  w a s  a b l e  t o  
h a n d l e  t h e s e  f i v e  a r e a s  b y  a n a l y z i n g  a d d i -  
t i o n a l  t e s t  p a r a m e t e r s  a s  w e l l  a s  i n s t i -  
t u t i n g  and a n a l y z i n g  tests r e l a t e d  t o  t h e  
f a  i 1 ed t e s t  . 
The d i a g n o s t i c  r e s u l t s  o f  t h e  i n d u c e d  
f a u l t s  showed s u b s t a n t i a l  t i m e  s a v i n g s  i n  
f a u l t  i s o l a t i o n  and i n c r e a s e d  d i a g n o s t i c  
c a p a b i l i t i e s .  W h i l e  t h e  m u n i t i o n  was i n  
t h e  c o n t r o l  m o d u l e  s t a n d  a l o n e  c o n f i g u r a -  
t i o n ,  a t i m e  s a v i n g s  o f  4 0 %  was s e e n  o v e r  
c o n v e n t i o n a l  t e s t i n g  w i t h  t h e  GJM-55. 
When t h e  m u n i t i o n  w a s  i n  t h e  A U R  c o n f i g u -  
r a t i o n ,  E M M A  was a b l e  t o  p r o v i d e  u p  t o  7 4 %  
t i m e  s a v i n g s .  T h i s  is d u e  t o  E M M A ' s  c a p a -  
b i l i t y  t o  r e s o l v e  f a i l u r e s  w h i l e  t h e  muni-  
t i o n  i s  i n  t h e  A U R  c o n f i g u r a t i o n  t h e r e b y  
s a v i n g  t h e  t e c h n i c i a n  from h a v i n g  t o  p e r -  
f o r m i n g  t e s t i n g  i n  s t a n d  a l o n e  c o n f i g u r a -  
t i o n .  
The GJM-55 t e s t  s e t ,  i n  s o m e  s i t u a -  
t i o n s ,  w i l l  r ecommend  m o r e  t h a n  o n e  sus- 
p e c t e d  f a i l u r e .  T h i s  g r o u p  o f  f a i l u r e s  is 
c a l l e d  a n  a m b i g u i t y  g r o u p  s i n c e  t h e  t e s t  
se t  c a n n o t  r e s o l v e  a n y  f u r t h e r  t h a n  t h i s  
group.  T h i s  is a n o t h e r  o f  E M M A ' s  c a p a b i l -  
i t i e s  t h a t  d e m o n s t r a t e d  p r o m i s i n g  p e r f o r -  
mance a s  s e e n  by  t h e  r e s u l t s  t h a t  f o l l o w .  
EMMA a l s o  c o n s i d e r e d  t h e  p o s s i b i l i t y  o f  a 
c a b l e  h a r n e s s  f a i l u r e  o r  t h e  t e s t  s e t  i s  
f a i l i n g .  Based on t h e s e  c a p a b i l i t i e s  E M M A  
was  a b l e  t o  s i g n i f i c a n t l y  i m p r o v e  f a u l t  
i s o l a t i o n .  The r e su l t s  o f  t h e  twenty- two 
s i m u l a t e d  f a u l t s  d e m o n s t r a t e  t h i s  improve-  
m e n t .  E M M A  a d d e d  a w i r i n g  h a r n e s s  c h e c k  
t o  5 0 %  o f  a l l  t e s t s .  E M M A  d e l e t e d  a CCA 
f r o m  a n  a m b i g u i t y  g r o u p  4 0 %  o f  t h e  t i m e  
t h e r e b y  r e d u c i n g  t h e  n u m b e r  o f  CCA t o  b e  
c o n s i d e r e d  d u r i n g  t e s t i n g .  E M M A  a d d e d  a 
C C A  t o  a n  a m b i g u i t y  g r o u p  3 0 %  o f  t h e  t i m e  
t o  i n s u r e  a l l  p o t e n t i a l  C C A ' s  a r e  c o n -  
s i d e r e d  d u r i n g  t h e  t e s t i n g .  T h i s  i n d i -  
c a t e s  t h a t  t h e  t es t  set  s o m e t i m e s  d i d  n o t  
c o n s i d e r  a l l  p o t e n t i a l  C C A ' s .  F i n a l l y ,  
EMMA e x c h a n g e d  o n e  s u s p e c t  CCA i n  an ambi- 
g u i t y  g r o u p  f o r  a n o t h e r  CCA 1 0 %  o f  t h e  
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t i m e .  The a b i l i t y  t o  m a n i p u l a t e  t h e  ambi- 
g u i t y  g r o u p  t o  b e n e f i t  f a u l t  i s o l a t i o n  was 
d e m o n s t r a t e d  b y  EMMA a n d  p r o v e d  t o  b e  a n  
e f f e c t i v e  f a u l t  i s o l a t i o n  t e c h n i q u e .  
T h e s e  r e s u l t s  d i r e c t l y  s u p p o r t  t h e  t i m e  
s a v i n g s  p r e v i o u s l y  men t ioned .  
The GBU-15 E M M A  p r o t o t y p e  a l s o  re- 
c e i v e d  a c c o l a d e s  f o r  i t s  u s e r  f r i e n d -  
l i n e s s .  T h e  t e c h n i c i a n s  u s e d  E M M A  w i t h  
c o m f o r t  a n d  f o u n d  s e v e r a l  i t e m s  t o  b e  
p a r t i c u l a r l y  l a u d a b l e .  Among t h e s e  items 
was t h e  u n d e r s t a n d a b i l i t y  o f  EMMA. The 
e x p l a n a t i o n  c a p a b i l i t y  p r o v i d e d  e a s y  t o  
u n d e r s t a n d  r e s p o n s e s .  Ano the r  a s p e c t  t h e y  
f o u n d  b e n e f i c i a l  was  t h e  a d d i t i o n  o f  t h e  
i n t e r n a l  w i r i n g  h a r n e s s  c h e c k  a s  o n e  o f  
t h e  r e a s o n s  f o r  a f a u l t  s i n c e  t h i s  c h e c k  
is r e l a t i v e l y  " i n e x p e n s i v e "  t o  p e r f o r m  and 
c a n  p r e v e n t  u n n e c e s s a r y  a n d  p o t e n t i a l l y  
c o s t l y  f u t u r e  t e s t i n g .  The  t r a i n i n g  p o -  
t e n t i a l  o f  EMMA was a l s o  m e n t i o n e d  a s  o n e  
o f  i t s  m a j o r  a s s e t s  w i t h  t h e  s h o r t a g e  o f  
s k i l l e d  t e c h n i c i a n s  i n  t h e  m u n i t i o n  main-  
t e n a n c e  f i e l d .  
EMMA PHASE 2 
B o t h  c o n t r a c t o r s  a r e  c u r r e n t l y  i n  
p h a s e  2 o f  t h e  EMMA program. A s  p r e v i o u s -  
l y  m e n t i o n e d ,  p h a s e  2 f o c u s e s  on t h e  main- 
t e n a n c e  o f  t a c t i c a l  m u n i t i o n s  a t  t h e  d e p o t  
l e v e l .  More  s p e c i f i c a l l y ,  R a y t h e o n  is  
f o c u s i n g  on t h e  d e p o t - l e v e l  m a i n t e n a n c e  o f  
t h e  AIM-7F. Rockwel l  is u s i n g  t h e  GBU-15 
a s  i t s  d e p o t - l e v e l  m a i n t e n a n c e  m u n i t i o n .  
P h a s e  2 i s  a n a t u r a l  e x t e n s i o n  o f  p h a s e  1 
s i n c e  f i e l d - l e v e l  f a u l t s  a r e  s e n t  t o  t h e  
d e p o t  f o r  r e p a i r .  The  p r o t o t y p e s  d e v e l -  
o p e d  d u r i n g  t h e  p h a s e  2 e f f o r t  w i l l  be 
m o r e  d e t a i l e d  e x t e n s i o n s  o f  t h e  p h a s e  1 
p r o t o t y p e s  w i t h  o n e  e x c e p t i o n ;  t h e  p h a s e  2 
p r o t o t y p e s  w i l l  a u g m e n t  t h e  d e p o t - l e v e l  
t e s t  sets. The  d e p o t  tes t  s e t  f o r  t h e  
AIM-7F i s  t h e  AN/DPM-22 t e s t  set .  The 
GBU-15 d e p o t - l e v e l  test s e t  is CATS ( C a l -  
c u l a t o r  A u t o m a t i c  T e s t  S t a t i o n ) .  
The  d e p o t - l e v e l  p r o t o t y p e s  w i l l  be 
i m p l e m e n t e d  on t h e  same compute r  h a r d w a r e  
u s i n g  t h e  same e x p e r t  s y s t e m  s h e l l s  a s  t h e  
f i e l d - l e v e l  p r o t o t y p e s .  However,  o n e  d i f -  
f e r e n c e  be tween  t h e  f i e l d  and d e p o t  p r o t o -  
t y p e s  f o r  b o t h  c o n t r a c t o r s  i s  t h e  i n t e r -  
f a c e  b e t w e e n  t h e  t e s t  s e t  a n d  t h e  E M M A  
c o m p u t e r .  The  R a y t h e o n  i n t e r f a c e  w i  11 
o n l y  s u p p o r t  one-way c o m m u n i c a t i o n  f r o m  
t h e  t e s t  se t  t o  t h e  E M M A  c o m p u t e r  d u e  t o  
tes t  s e t  l i m i t a t i o n s .  T h i s  i s  d i f f e r e n t  
t h a n  t h e  two-way c o m m u n i c a t i o n  o f  t h e  
f i e l d  p r o t o t y p e .  Rockwel l  is u s i n g  a two- 
way c o m m u n i c a t i o n  i n t e r f a c e  b e t w e e n  t h e  
test set  and  t h e  EMMA compute r  w h e r e a s  t h e  
f i e l d  p r o t o t y p e  i n t e r f a c e  was m a n u a l .  
Both  p r o t o t y p e s  w i l l  a g a i n  i n c o r p o r a t e  an 
e x p l a n a t i o n  c a p a b i l i t y  f o r  t h e  t e c h n i -  
c i a n s .  
The  e v a l u a t i o n  o f  t h e  d e p o t  p r o t o -  
t y p e s  w i l l  f o l l o w  t h e  s a m e  m e t h o d o l o g y  
u s e d  i n  p h a s e  1. Each  p r o t o t y p e  w i l l  be 
e v a l u a t e d  a t  t h e  a c t u a l  d e p o t  l o c a t i o n  by  
a c t u a l  d e p o t  t e c h n i c i a n s .  Once  a g a i n ,  
b o t h  e v a l u a t i o n s  a r e  s c h e d u l e d  t o  l a s t  
f i v e  d a y s  a n d  a r e  s c h e d u l e d  t o  o c c u r  i n  
F e b r u a r y  1989. The AIM-7F p r o t o t y p e  w i l l  
b e  e v a l u a t e d  a t  t h e  N a v a l  A v i a t i o n  Depot 
( N A V A V N D E P )  i n  A l a m e d a ,  C a l i f o r n i a .  The  
GBU-15 p r o t o t y p e  w i l l  b e  e v a l u a t e d  a t  
R o c k w e l l ' s  Missile S y s t e m s  D i v i s i o n  i n  
A t l a n t a ,  G e o r g i a  s i n c e  a n  o r g a n i c  d e p o t  
c a p a b i l i t y  c u r r e n t l y  d o e s  n o t  e x i s t .  
FOLLOW-ON PROGRAMS TO EMUA -- EUMA 2 
A f o l l o w - o n  program w i l l  be i n i t i a t e d  
i n  e a r l y  1 9 9 0  -- E M M A  2. The  p r i m a r y  
t h r u s t  o f  E M M A  2 i s  t o  d e v e l o p  a n  e x p e r t  
s y s t e m  t h a t  is  c a p a b l e  o f  d i a g n o s i n g  a 
f a m i l y  o f  t a c t i c a l  m u n i t i o n s  a t  t h e  d e p o t  
l e v e l .  The c u r r e n t  EMMA is l i m i t e d  t o  o n e  
m u n i t i o n  p e r  p r o t o t y p e .  E M M A  2 w o u l d  
a t t e m p t  t o  e x p a n d  t h e  c u r r e n t  p r o t o t y p e  
c a p a b i l i t i e s  t o  i n c l u d e  m u l t i p l e  m u n i t i o n s  
f r o m  t h e  same f a m i l y  (e.g. ,  A I M  f a m i l y ,  
GBU f a m i l y ,  s u r f a c e - t o - a i r  f a m i l y ,  etc.). 
EMMA 2 would  draw on the best f e a t u r e s  of 
a l l  p r o t o t y p e s  d e v e l o p e d  i n  t h e  two p h a s e s  
o f  E M M A  t o  d e r i v e  a r o b u s t  s y s t e m .  
OTHER ISSUES/OBSERVATIONS 
The f o l l o w i n g  p a r a g r a p h s  p r e s e n t  o t h -  
er a r e a s  o f  i n t e r e s t  t o  t h e  EMMA program. 
S t u d  i es 
A s  p a r t  o f  t h e  p h a s e  1 e f f o r t ,  f i v e  
s t u d i e s  were c o n d u c t e d  t o  a d d r e s s  a r e a s  o f  
c o n c e r n  t h a t  c o u l d  b e  i n c o r p o r a t e d  i n t o  
t h e  d e p o t - l e v e l  p r o t o t y p e s  and p o t e n t i a l l y  
i n  f u t u r e  m a i n t e n a n c e  e x p e r t  s y s t e m s .  
These  s t u d i e s  i n c l u d e d  t h e  r e u s e  o f  muni- 
t i o n  t e s t  p r o g r a m s ,  t h e  u s e  o f  t h e  Ada 
l a n g u a g e  f o r  e x p e r t  s y s t e m  d e v e l o p m e n t  and 
A T E  t e s t  p r o g r a m s ,  t h e  a p p l i c a b i l i t y  o f  
t h e  M o d u l a r  A u t o m a t i c  T e s t  E q u i p m e n t  
(MATE) s t a n d a r d  t o  EMMA, t h e  a p p l  i c a b i  1 i t y  
o f  t h e  W a r n e r  R o b i n s  R e l i a b i l i t y  A s s e t  
M o n i t o r  (RAM) d a t a b a s e  t o  EMMA and  f u t u r e  
m a i n t e n a n c e  e x p e r t  s y s t e m s ,  and  t h e  s e c u -  
r i t y  issues o f  e x p e r t  s y s t e m s .  A c o m p l e t e  
d i s c u s s i o n  o f  t h e  r e s u l t s  o f  t h e s e  s t u d i e s  
is beyond t h e  s c o p e  o f  t h i s  p a p e r .  The re -  
f o r e ,  t h e  i n t e r e s t e d  r e a d e r  is r e f e r r e d  t o  
t h e  two f i n a l  r e p o r t s  o f  p h a s e  1 ( E l e r i n  
e t  a l . ,  1 9 8 7 ;  D a v i s ,  1 9 8 7 ) .  T h e s e  f i n a l  
r e p o r t s  a r e  s p l i t  i n t o  two  v o l u m e s ;  t h e  
s e c o n d  v o l u m e  c o n t a i n s  a c o m p l e t e  d i s c u s -  
s i o n  of t h e  r e s u l t s  o f  t h e s e  s t u d i e s .  
C u r r e n t  U a i n t e n a n c e  P h i l o s o p h y  
The c u r r e n t  m u n i t i o n  m a i n t e n a n c e  p h i -  
l o s o p h y  o f  t h e  T a c t i c a l  A i r  Command (TAC) 
f o r  f i e l d  m a i n t e n a n c e  is  t h a t  o f  f a u l t  
d e t e c t i o n  ( g o / n o g o  t e s t i n g ) .  I f  a f a u l t  
d o e s  o c c u r  i n  t h e  f i e l d ,  t h e  s u s p e c t e d  
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f a u l t y  s e c t i o n  o f  t h e  m i s s i l e  is  s e n t  t o  
t h e  d e p o t  f o r  r e p a i r .  One o f  t h e  d r i v i n g  
f a c t o r s  o f  t h i s  p h i l o s o p h y  is t h e  s h o r t a g e  
o f  s k i l l e d  m a i n t e n a n c e  t e c h n i c i a n s  i n  
f i e l d - l e v e l  m a i n t e n a n c e .  
S i n c e  t r a i n i n g  t h e s e  t e c h n i c i a n s  i s  
c o s t l y ,  TAC d e c i d e d  t o  e l i m i n a t e  a n  A i r  
F o r c e  S p e c i a l t y  C o d e  (AFSC) f o r  m u n i t i o n  
m a i n t e n a n c e .  T h e  d e l e t e d  AFSC, 3 1 6 X l L ,  
was  a n  e l e c t r o n i c s  m u n i t i o n  m a i n t e n a n c e  
s p e c i a l i s t .  With t h i s  s p e c i a l i s t  no l o n -  
g e r  a v a i l a b l e ,  m u n i t i o n ,  n o t  e l e c t r o n i c  
m u n i t i o n ,  s p e c i a l i s t  a r e  d i a g n o s i n g  t o -  
d a y ' s  m u n i t i o n s .  T h i s  t e n d s  t o  c r e a t e  
p r o b l e m s .  T h e  m u n i t i o n  s p e c i a l i s t s  a r e  
t y p i c a l l y  n o t  a d e q u a t e l y  t r a i n e d  t o  d i a g -  
n o s e  t h e  e l e c t r o n i c a l l y - s o p h i s t i c a t e d  mu- 
n i t i o n s  o f  t o d a y .  
E M M A  i s  c a p a b l e  o f  p r o v i d i n g  t h e  
n e c e s s a r y  t r a i n i n g  o f  m u n i t i o n  m a i n t e n a n c e  
t e c h n i c i a n s .  Using t h e  e x p l a n a t i o n  c a p a -  
b i l i t i e s  o f  EMMA, a t e c h n i c i a n  c a n  q u i c k l y  
become s k i  1 l e d  a t  d i a g n o s i n g  t h e  m u n i t i o n .  
S i n c e  E M M A ' S  k n o w l e d g e  i s  g l e a n e d  f r o m  
d i a g n o s t i c  and d e s i g n  e x p e r t s ,  t h e  n o v i c e  
m u n i t i o n  t e c h n i c i a n  u s i n g  EMMA w i l l  e f f e c -  
t i v e l y  b e  p e r f o r m i n g  a s  i f  h e  h a s  a n  e x -  
p e r t  m a i n t e n a n c e  t e c h n i c i a n ,  t h e  d e s i g n e r  
o f  t h e  t e s t  s e t ,  t h e  m u n i t i o n  d e s i g n e r ,  
and an i n s t r u c t o r  l o o k i n g  o v e r  h i s  s h o u l -  
d e r  d u r i n g  t h e  d i a g n o s i s .  A n o t h e r  a s p e c t  
o f  EMMA t h a t  s h o u l d  r e d u c e  o v e r a l l  m a i n t e -  
n a n c e  c o s t s  is i ts  a b i l i t y  t o  d i a g n o s e  t o  
a g r e a t e r  c o m p o n e n t  l e v e l  t h a n  e x i s t i n g  
t e s t  s e t s  u s e d  b y  t o d a y ' s  t e c h n i c i a n s .  
T h i s  s h o u l d  s i g n i f i c a n t l y  r e d u c e  t h e  c o s t s  
a s s o c i a t e d  w i t h  s h i p p i n g  f a u l t y  m u n i t i o n s  
t o  t h e  d e p o t ,  s i n c e  m o r e  f a u l t s  c a n  be 
i s o l a t e d  a t  t h e  f i e l d .  
The  m u n i t i o n  d e p o t s  a r e  c u r r e n t l y  
r e s p o n s i b l e  f o r  t h e  m a j o r i t y  o f  m u n i t i o n  
r e p a i r s .  The  f i e l d  h a s  v e r y  l i m i t e d  re -  
p a i r  c a p a b i l i t i e s .  This r e s u l t s  i n  i n -  
c r e a s e d  c o s t s  f o r  o v e r a l l  m a i n t e n a n c e  o f  a 
m u n i t i o n  s y s t e m .  T h e  o b v i o u s  c o s t  is  
t r a n s p o r t a t i o n  of  t h e  m u n i t i o n  be tween t h e  
f i e l d  a n d  t h e  d e p o t .  H o w e v e r ,  t h e  l e s s  
t a n g i b l e  and p o t e n t i a l l y  more  s i g n i f i c a n t  
c o s t  i s  t h a t  o f  h a v i n g  t h e m u n i t i o n  o u t  o f  
t h e  i n v e n t o r y .  T h i s  e f f e c t i v e l y  r e d u c e s  
t h e  number o f  missi les  a v a i l a b l e  f o r  exer- 
cises O K  c o n f l i c t .  
F u t u r e  U a i n t e n a n c e  S y s t e m s  
EMMA p r o t o t y p e s  h a v e  p r o v e d  t h e  f e a -  
s i b i l i t y  o f  a p p l y i n g  A I  t o  m u n i t i o n  main-  
t e n a n c e .  I n  f u t u r e  weapon s y s t e m s ,  main-  
t e n a n c e  e x p e r t  s y s t e m s  s h o u l d  e v o l v e  w i t h  
t h e  w e a p o n  s y s t e m  i n s t e a d  o f  a f t e r  t h e  
f a c t .  T h i s  would  a l l o w  t h e  e x p e r t  s y s t e m  
t o  c a p t u r e  k n o w l e d g e  a b o u t  t h e  w e a p o n  a s  
i t  i s  d e v e l o p e d .  F u r t h e r m o r e ,  t h e  e x p e r t  
s y s t e m  s h o u l d  be  i n c o r p o r a t e d  d i r e c t l y  
i n t o  t h e  ATE i n s t e a d  o f  a u g m e n t i n g  t h e  ATE 
r i t h  a s e p a r a t e  c o m p u t e r  s y s t e m .  T h i s  
s h o u l d  make  w e a p o n  s y s t e m s  o f  t h e  f u t u r e  
more s u p p o r t a b l e  by  c o n s i d e r i n g  t h e  main-  
t e n a n c e  a s p e c t  e a r l y  i n  t h e  w e a p o n  l i f e  
c y c l e .  
SUMMARY 
T a c t i c a l  m u n i t i o n  m a i n t e n a n c e  o f  t o -  
d a y  h a s  p r o b l e m s .  E M M A  i s  a n  a t t e m p t  t o  
r e l i e v e  some o f  t h e s e  p r o b l e m s  b y  a p p l y i n g  
a r t i f i c i a l  i n t e l l  i g e n c e / e x p e r t  s y s t e m  
t e c h n o l o g y .  The r e s u l t s  o f  E M M A  i n d i c a t e  
t h a t  t h i s  a p p r o a c h  t o  m u n i t i o n  m a i n t e n a n c e  
h a s  s i g n i f i c a n t  p o t e n t i a l  f o r  f u t u r e  tac- 
t i c a l  m a i n t e n a n c e  s y s t e m s .  
C o r p o r a t e  k n o w l e d g e  r e t e n t i o n  is o n e  
o f  t h e  p r e m i u m  b e n e f i t s  of  EMMA. S i n c e  
EMMA is u p d a t e d  e a s i l y  and i t  n e v e r  " f o r -  
g e t s "  knowledge ,  EMMA is a n  e x c e l l e n t  t o o l  
f o r  s t o r i n g  c o r p o r a t e  knowledge  a s  t e c h n i -  
c i a n s  come a n d  go.  A l s o ,  E M M A  p r o v i d e s  
c o n s i s t e n t ,  h i g h  q u a l i t y  d i a g n o s i s  s i n c e  
i t  n e v e r  h a s  a IlbadIl d a y  a s  c o n t r a s t e d  
w i t h  t e c h n i c i a n s .  R a p i d  f a u l t  i s o l a t i o n  
and e f f i c i e n t  manpower u t i l i z a t i o n  a re  two 
more b e n e f i t s  o f  u s i n g  EMMA. These  b e n e -  
f i t s  p r o v i d e d  by  EMMA w i l l  r e s u l t  i n  s u b -  
s t a n t i a l  m i s s i o n  p a y o f f s .  Weapon s y s t e m  
d o w n t i m e  w i l l  b e  d e c r e a s e d  a s  w e l l  a s  
p e r s o n n e l  r e q u i r e m e n t s  and t r a i n i n g  t i m e .  
H o w e v e r ,  t h e  m o s t  s i g n i f i c a n t  p a y o f f  is  
t h e  i n c r e a s e  i n  t h e  r e l i a b i l i t y  o f  m u n i -  
t i o n  m a i n t e n a n c e  p r o c e d u r e s .  
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DIAGNOSTICS IN THE 
EXTENDABLE INTEGRATED SUPPORT ENVIRONMENT (EISE) 
James R.  Brink, Ph.D. 
BattelleColumbus Division 
505 King Ave. 
Columbus, Ohio 43201 
ABSTRACT 
EISE is an Air Force developed real-time computer 
network consisting of conercially available hardware 
and software components to support systems level 
integration, modifications and enhancements to 
weapons systems. The EISE approach offers substantial 
potential savings by eliminating unique support 
environments in favor of sharing common modules 
for the support of operational 
weapon systems. 
An expert system is being developed that will help 
support diagnosing faults in this network. This 
is a multi-level, multi-expert diagnostic system 
which uses experiential knowledge relating symptoms 
to faults and also reasons from structural and 
functional models of the underlying physical model 
when experiential reasoning is inadequate. The 
individual expert systems are orchestrated by a 
supervisory reasoning controller, a meta-level 
reasoner which plans the sequence of reasoning 
steps to solve the given specific problem. The 
overall system, termed the Diagnostic Executive, 
accesses systems level performance checks and error 
reports, and issues remote test procedures to 
formulate and confirm fault hypotheses. 
BACKGROUND 
In general, once a weapon system has been 
operationally accepted and placed into the Air 
Force inventory, management responsibility for its 
support is transferred from the acquiring agency 
to one of the Air Logistics Centers (ALC) within 
the Air Force Logistics Command (AFLC). Aside 
from the classical logistics management functions, 
these centers also provide the engineering 
capability to do systems analysis, modifications 
of the hardware and software, component level testing 
and evaluation, and system level integration and 
test. The primary engineering tool for AFLC weapon 
system support is the Integration Support Facility 
(ISF) . 
A typical ISF, being a subset of the tools the 
contractor originally used to develop the system,is 
useful for supporting just the original system. 
Because modification is difficult, individual ISFs 
are developed to support the various models of the 
same weapon system. Like the weapon systems they 
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support, ISF support is costly, requiring thousands 
of personnel and hundreds of millions of dollars 
annually for the Air Force. 
To alleviate these problems, the Air Force is 
developing the Extendable Integration Support 
Environment, or EISE. The EISE concept consists 
of common hardware and software modules for common 
integration support functions. These modules, or 
building blocks, are logically reconfigurable to 
provide support for multiple weapon systems within 
the same environment. The EISE building blocks 
are off-the-shelf, commercially available items to 
the greatest extend possible. The building blocks 
are connected by Ethernet for non-real time 
requirements, and by a high-speed token passing 
network during real time simulations. As a result, 
custom ISFs for each weapon system will no longer 
be needed, thus reducing support costs through 
resource sharing, economies of scale for sparing 
of the individual building blocks, and for facility 
maintenance contracts. 
OVERVIEW OF DIAGNOSTICS APPROACHES 
Diagnosing problems associated with accommodating 
a great variability in the building blocks for 
EISE on a real time h igh  speed network is expected 
to be quite difficult. Thus, a complex expert 
system, named the "Diagnostic Executive", is being 
developed to ensure the functioning and availability 
of EISEs. It is an "executive" because it performs 
high level diagnostics and calls upon diagnostics 
in the various processors as required to identify 
and isolate faults in EISE. In order to provide 
background on the development strategy for the 
Diagnostic Executive, we first summarize existing 
approaches to diagnostic expert systems. 
The conventional approach to diagnostic expert 
systems development involves collecting and 
organizing the knowledge gained through experience 
by repair technicians, essentially associating a 
set o f  symptoms to the set of faults causing those 
symptoms. This approach is termed surface, shallow, 
experiential or empirical reasoning and it works 
we1 1 where human maintenance experts have accumulated 
enough experience to provide rules of thumb for 
most of the probable faults. Early experiential 
diagnostic systems developed as a flat knowledge 
base with every rule being scanned at every step 
of inference. In spite of some weaknesses, this 
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approach has a proven t r a c k  reco rd  and i s  l a r g e l y  
respons ib le  f o r  t h e  success t h e  A I  technology i n  
t h e  mid-1980's. 
L i f e - c y c l e  maintenance and e v o l u t i o n  o f  f l a t  r u l e  
based systems has proven t o  be q u i t e  d i f f i c u l t  f o r  
systems o f  even modest s i z e .  For c l a s s i f i c a t i o n  
problem s o l v i n g ,  t h i s  problem i s  s u b s t a n t i a l l y  
reduced by adding c o n t r o l  t o  t h e  i n fe rence  process 
( c a l l e d  " e s t a b l i s h - r e f i n e " )  and modularzing t h e  
r u l e  base v i a  a taxonomy o f  pre-enumerated f a u l t  
cond i t i ons ,  organized i n  a top down hierarchy. The 
most l i k e l y  probable f a u l t  c l a s s  i s  "es tab l i shed"  
and taken as a "hypothes is"  t o  be " r e f i n e d "  i n t o  
more f i n e l y  d e t a i l e d  probable f a u l t  c lasses i n  t h e  
nex t  lower  l e v e l  o f  t h e  h ierarchy,  and t h i s  process 
i s  repeated r e c u r s i v e l y .  Separate se ts  o f  r u l e s  
a re  used f o r  each c l a s s  t o  r e l a t e  probable f a u l t  
c lasses t o  suppor t i ng  evidence and t o  summarize 
r e s u l t s .  
Both e x p e r i e n t i a l  and f a u l t  c l a s s i f i c a t i o n  systems 
a r e  sha l l ow  approaches, and represent  condensed 
and s t reaml ined  knowledge which can y i e l d  accurate 
r e s u l t s .  However, i f  a c o n d i t i o n  a r i s e s  which i s  
beyond i t s  e x p e r t i s e  (i .e., t h e  pre-encoded human 
d i a g n o s t i c  r u l e s ) ,  t h e  system w i l l  per form poor l y .  
CSRL developed a t  t h e  Ohio State Un ive rs i t y  (1983, 
1986) and commercial ized by B a t t e l l e  (1986) 
represents  an e x c e l l e n t  example o f  t h i s  approach 
t o  c l a s s i f i c a t o r y  problem so lv ing .  Rule K i t  by 
General Dynamics (1984) i s  another example o f  t h i s  
approach. 
S t r u c t u r a l  based t roub leshoo t ing  approaches 
i n c o r p o r a t e  i n f o r m a t i o n  about t h e  topology o f  t h e  
Unit Under Test (UUT). Th is  i nc ludes  c o n n e c t i v i t y  
between each o f  t h e  components, s i m i l a r  t o  t h e  
schematic diagram o f  t h e  c i r c u i t  used by human 
techn ic ians .  Given a known good i n p u t  and a known 
bad ou tpu t ,  t h e  system can use t h e  c o n n e c t i v i t y  t o  
t r a c e  s i g n a l s  through t h e  diagram. This  i s  more 
f l e x i b l e  and robust than the shallow approach because 
f a i l u r e s  can be diagnosed w i t h o u t  p re -en te r ing  
symptom-fault r e l a t i o n s h i p s .  On schematics w i t h  
many l a y e r s  o f  l o g i c ,  many stages o f  process ing 
between i n p u t  and ou tpu t ,  l a r g e  f a n - i n  o r  fan-out ,  
t h e  ambiguity groups can be large,  and combinatorial 
exp los ion  problems o f t e n  e x i s t .  By i n c l u d i n g  w i t h  
each component i t s  f a i l u r e  p r o b a b i l i t y ,  cos t  o f  
access, t e s t  setup costs, requi red t e s t i n g  times and 
i n f o r m a t i o n  y i e l d ,  techniques can be employed t o  
o p t i m i z e  f o r  l e a s t  t e s t  cost, l eas t  t ime t o  locate, 
l e a s t  t e c h n i c a l  s k i l l  r equ i red ,  o r  l e a s t  t e s t  
equipment requ i red .  Cantone (1984) and Simpson 
(1982) a re  examples o f  t h i s  approach. 
The nex t  advancement i n  d i a g n o s t i c  reasoning 
approaches i s  t o  model the behavior and func t i ona l i t y  
o f  t h e  components i n  a d d i t i o n  t o  t h e  s t r u c t u r e .  
Behavior o f  a component can o f t e n  be descr ibed 
w i t h  a s e t  of r u l e s ,  however, these r u l e s  come 
from t h e  design engineer. Once a dev ice has been 
modeled, i t  i s  gener ic  and can be used f o r  m u l t i p l e  
purposes. Th is  "model based reasoning" approach 
i s  sometimes termed "deep reasoning" when reasoning 
from p h y s i c a l  f i r s t  p r i n c i p l e s .  
The model based reasoning s t r a t e g y  f o r  d iagnos is  
invo lves no t i ng  the d i f f e rences  between t h e  expected 
ou tpu ts  as p r e d i c t e d  by t h e  model and r e a l i t y  as 
measured a t  t e s t  p o i n t s .  C o n n e c t i v i t y  i s  used t o  
f i n d  t h e  components along t h e  t o p o l o g i c a l  p a t h  o f  
t h e  s i g n a l .  The dimension o f  t h e  d iscrepancies 
( i n  analog c i r c u i t r y ,  frequency, ampl i tude,  phase, 
e tc . )  i s  used t o  narrow the search t o  the  components 
t h a t  a f f e c t  t h a t  dimension o f  t h e  s i g n a l .  Th i s  i s  
done by p a t t e r n  matching amongst t he  behavior r u l e s  
o f  each component. The fu r the r  screening o f  possible 
f a i l e d  components by f u n c t i o n a l i t y  g r e a t l y  reduces 
t h e  ambigui ty  groups, and t h e r e f o r e  speeds up t h e  
search and reduces t h e  number o f  t e s t s  r e q u i r e d  t o  
i s o l a t e  t h e  f a u l t .  The use o f  behavior /  
f u n c t i o n a l i t y  t o  determine which components a f f e c t  
a g iven measurement i s  the most important con t r i bu to r  
t o  t he  d iagnost ic  power o f  t he  model based reasoning 
approaches. Conversion o f  q u a n t i t a t i v e  t e s t  
measurements t o  terms s u i t a b l e  f o r  q u a l i t a t i v e  
reasoning ( l o ,  OK, h i ,  always, sometimes, never) ,  
propagat ion o f  c o n s t r a i n t s ,  c o n f l i c t  r e s o l u t i o n  
v i a  t r a c k i n g  o f  assumptions and dependency chains 
i n  a t r u t h  maintenance system a re  some o f  t h e  
techniques employed i n  t h e  model-based reasoning 
sys terns. 
Model based systems, u n l i k e  h e u r i s t i c  o r  
c l a s s i f i c a t i o n  systems, can be robust  w i t h o u t  
r e q u i r i n g  exhaustive a p r i o r i  enumeration o f  symptom- 
f a u l t  r e l a t i o n s h i p s .  Using t h e  s t r u c t u r e  and 
func t i on  o f  t he  UUT, symptoms and e f fec ts  o f  f a i l u res  
can be dynamical ly  computed. The disadvantages 
are t h a t  development times are longer, and execution 
t ime  can become computational l y  i n tens i ve .  
Genesereth (1982), Sembugamoorthy (1984), Davis 
(1984), P ip i t one  (1986), de Kleer (1986), and Kaplan, 
e t  a1 (1988) a r e  good examples o f  t h e  model based 
reasoning approach. 
THE DIAGNOSTIC EXECUTIVE 
The approach used i n  t h e  E I S E  D iagnos t i c  Execut ive 
employs a m ix tu re  of t he  approaches described above. 
Exper ien t i a l  knowledge consis t ing o f  a p r i o r i  f a i l u r e  
p r o b a b i l i t i e s  and h e u r i s t i c  r u l e s  o f  thumb a r e  
t r i e d  f i r s t  t o  l o c a t e  t h e  most common f a i l u r e s .  
Th is  g i ves  a qu i ck  response f o r  problems w i t h i n  
i t s  range o f  exper t i se .  When the  d iagnost ic  system 
encounters a f a i l u r e  mode beyond i t s  su r face  
h e u r i s t i c  ru les ,  t he  deeper o r  model based reasoning 
system takes over, us ing i t s  knowledge o f  s t r u c t u r e  
( connec t i v i t y )  and func t i ona l i t y  (behavioral models) 
t o  search f o r  components whose f a i l u r e  can e x p l a i n  
t h e  g i ven  symptoms. 
Others who have used t h i s  approach t o  b u i l d i n g  
d i a g n o s t i c  systems i n c l u d e  F ink and Lusth (1986) , 
Richardson and B a r t h e l i n g h i  (1986), Chu (1988), 
Pau (19861, Havl icsek (1986), McCown and Conway 
(1988), Warn (1988). 
The types o f  f a u l t s  expected t o  c r e a t e  t h e  most 
problems f o r  deployed E I S E  systems f a l l  i n t o  t h r e e  
ca tegor ies .  F i r s t ,  t h e  hardware components of 
E I S E  can f a i l .  Because E I S E  i nvo l ves  most ly  o f f -  
t h e - s h e l f  commercial hardware, i s o l a t i n g  hardware 
f a i l u r e s  need o n l y  be accomplished t o  t h e  vendor 
respons ib le  u n i t ,  which might  be a works ta t i on  
(e.g., Sun, MicroVax) o r  a ca rd  (e.g., Heurikon). 
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Second, timing problems can occur during the real- 
time simulation phase, causing problems ranging 
from bad data to total system shutdown. Isolating 
these problems is expected to be especially difficult 
because they can arise from a variety of sources 
including hardware failures (intermittent or 
otherwise), errors in the network software, errors 
in the applications software or configuration errors. 
Third, faults can result from an incorrect setup 
or operation of the simulation itself. These faults 
can occur when an operator does not correctly follow 
the setup protocols, when an object code file does 
not get properly downloaded to a processor, or 
when the incorrect, or old version of object code 
is downloaded to a processor. 
Many of these problems are highly interrelated and 
may have unpredictable side effects. Error messages 
resulting when an anomaly finally surfaces and 
becomes detectable by system checks may be highly 
unrelated to the cause of the problem. Thus, the 
diagnostic executive incorporates reasoning 
approaches to resolve the resulting ambiguities. 
IMPLEMENTATION 
The Diagnostic Executive is currently being 
implemented on a Symbolics 3675 using Intellicorp's 
suite of knowledge engineering tools. Diagnostics 
information from each layer of the ESIE network 
(see Figure 1) is routed to the Diagnostic Executive, 
which calls the appropriate diagnostic routines 
and repair actions. The planned structure of the 
Diagnostic Executive (shown in FIGURE 2.) is a 
multi-level, multi-expert diagnostic system which 
uses experiential knowledge relating symptoms to 
faults and also reasons from structural and 
functional models of the underlying system. The 
individual expert systems, termed Reasoners, are 
orchestrated by a supervisor termed the Reasoning 
Controller, a meta-level reasoner which plans the 
sequence of reasoning steps to solve the given 
specific problem. The Reasoners are integrated 
via highly structured common working memory managed 
by the truth maintenance system which keeps track 
of all relevant facts, deductions, hypotheses and 
chains of reasoning. A conclusion reached by any 
reasoner serves to constrain the space of possible 
causes of difficulty known as the ambiguity group. 
The constraints from all reasoners are summed in 
the Ambiguity Group Truth Maintenance System as 
they are determined. This stepwise summation of 
constraints, known as propagation of constraints, 
has the tremendous advantage of limiting the size 
of search space. The principle is that two simple 
constraints by separate reasoners can synergistically 
add to tremendously reduce the size of the search 
space a third reasoner must look through. 
Coordinating the multiple expert systems employed 
in the Diagnostic Executive is the responsibility 
of the "Reasoning Controller", a knowledge base that 
contains information concerning which reasoning 
strategy is best to employ for each type of 
diagnostic problem. Upon malfunction, the Reasoning 
Controller is activated to determine the state of 
the network, what parts are functioning correctly, 
and the nature and extent of the problem. 
The Reasoning Controller consists of a planner, 
agenda, scheduler and progress monitor. Using the 
refinement of skeletal plans technique, the planner 
matches relevant features of the problem, symptoms, 
and states of the network or operator requests, and 
chooses a sequence of applying the Reasoners that 
best fits the problem at hand. The sequence is 
placed in the agenda and executed by the scheduler. 
The progress monitor i s  a regularly executed watchdog 
process which reports information on the current 
known state of all nodes, processors and functions 
as available from the current ambiguity group, its 
current strategy, goals and deductions. In the 
future, it is expected to compare current progress 
against established norms and time constraints so 
that replanning can be directed to the planner 
when required. Explanations are also available in 
the form of dependency records and tracings of 
rule firings. 
The typical control strategy is for the Reasoning 
Controller to first invoke the Event Reasoner to 
look at current system status data (including 
reported status of each node and error conditions), 
and to trace the operator command input history, 
forward chaining from this information to deduce 
the estimated status of all processors on the 
network. Next, the Reasoning Controller invokes 
the Surface Reasoner, to identify probable fault 
classes that can explain the observed symptoms 
(using its experential knowledge). Assuming the 
fault is not isolated by the Surface Reasoner, the 
Structural Reasoner is called upon to locate optimal 
test points in the system, given the malfunctions 
currently under diagnosis. The test points are 
chosen both to reduce the number of tests required 
to isolate a fault and to minimize the cost of 
performing the test. At this time, the Functional 
Reasoner can be used to determine expected values 
of intermediate test points from known good points 
or known bad points. Differences between the model 
predictions and the actual responses of the system 
constitute the symptoms to be used by the model 
based Reasoners. 
The Event Reasoner is the primary diagnostic aid 
in beginning failure analysis of network startup 
from power-off condition to full-up, real-time 
condition. Major event sequences modeled include 
initialization of the individual computers, 
communication over a non-real-time network, the 
downloading of configuration files from servers to 
the diskless systems, communication over the real- 
time network, initialization of processors with 
real-time application data, handshaking and 
communication in real-time and post simulation 
activities. 
The Event Reasoner uses models of temporal sequences 
to constrain the search to those portions of the 
system active during each action. Correct sequences 
of operations indicate processors and functions 
which have operated correctly. Thus the recognition 
of temporal sequences can serve as a landmark to 
indicate state of the system. The results of time 
sequences trigger rules to insert facts into the 
structural and functional dimensions of our ambiguity 
group truth maintenance system. 
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The Structural Reasoner is a topological based 
expert system as described in the Diagnostics 
Overview section. Each system component is 
represented as a unit, containing slots for source 
and destination of data paths. A connectivity 
tracer uses this information to find the paths 
from known good test points to known bad test points. 
After the paths have been found, feedback loops are 
marked to be opened, and calculation is done to 
find the point in the path that will yield the 
most information for the least cost. Included 
with each component is its failure probability, 
cost to access, test setup costs, required testing 
times and information yield. A computation is 
performed to optimize for least test cost, least 
time to locate, least technical skill required, or 
least test equipment required. The criteria to be 
optimized is passed down from the Reasoning 
Controller each time the Structural Reasoner is 
invoked. The result of this process is the optimal 
test point. 
The Functional Reasoner is a model based reasoner 
as described in the Diagnostics Overview section. 
It models the transformations which occur as a 
signal is passed through the component. We have 
adapted the methodology of Pipitone (1986). A 
separate rule is used for every dimension of the 
signal. Qualitative reasoning (always, sometimes, 
never, low, OK, high) is used, not quantitative, 
numeric reasoning. All functionality rules are 
bi-directional. Computation of expected signal 
downstream from a known signal is done by forward 
chaining through any rules (always, sometimes, or 
never). Backward chaining can also be done from a 
measured failed testpoint to find components 
responsible for the erroneous behavior. 
After the expected values have been computed, the 
test is run. Comparison of actual test results 
with expected test results yields a symptom. The 
dimensions of the symptom which differ from the 
predicted value is used by the Functional Reasoner 
to search for rules of each component along the 
test path that influence this dimension of the 
signal. This is done by matching on the 
functionality rules. Components along the signal 
path that contain rules that influence the dimension 
of the signal differing from prediction are the 
ambiguity set, the set of possible causes of the 
abnormality. Most of the diagnostic power of the 
Functional Reasoner comes from chaining on rules 
describing behavior. This narrows down the 
topological search to only those components that 
affect the behavior of the specific parameter under 
measurement. 
The Ambiguity Group Truth Maintenance System 
constitutes Level 4 of Figure 2 and overlays the 
device data base. The deductions and corresponding 
rule firings are recorded in a set of worlds, or 
state/dependency graphs, managed by the truth 
maintenance system. Most of the intermediary 
conclusions made by the system are stored in these 
systems adds, deletes, merges or invalidates worlds 
explicitly control this process. Facts not fitting 
I situation graphs or worlds. The truth maintenance 
I as information is confirmed, contradictions are 
I found and new hypotheses are generated. Rule firings 
I 
into the worlds structure are stored in an 
unstructured facts list. 
The Device Data Base constitutes Level 5 of Figure 
2. This data base contains a structural hierarchy 
o f  EISE, from system to node, to individual 
processors on the node, to cards inside each 
processor. Boards are the replaceable unit in the 
EISE system, therefore the structural hierarchy 
only goes down to the board level. The device 
data base also contains a functional hierarchy of 
EISE. 
As indicated above, the architecture described 
here represents our implementation plan. 
Implementation began early in 1988, and a working 
version of the Diagnostic Executive for the A-10 
EISE will be ready for validation in late 1988. 
Currently, the Event Reasoner has received the 
most implementation attention and can handle many 
of the problems encountered. Portions of the other 
reasoners have been implemented, but integration 
of all reasoners as described through the reasoning 
controller is as yet incomplete. 
CONCLUSIONS 
The diagnostic executive described here is being 
built on the A-10 EISE, i.e., the EISE which serves 
as the Integration Support Facility for the A-10. 
Other Air Logistics Centers are expected to use 
EISEs to support their weapon systems. Extending 
EISE to other weapon systems will not only introduce 
other configurations and hardware components to 
diagnose, but operator setup protocols are expected 
to be more complex and timing problems will be 
more severe because of greater traffic on the 
network. 
The Diagnostics Executive will substantially decrease 
the need to employ many high cost troubleshooting 
experts. In addition, faster and more thorough 
diagnostics will decrease downtime allowing greater 
utilization of existing valuable computer network 
resources. A third important benefit will be 
increased availability of the Integrated Support 
Facility ,a1 lowing faster turnaround time to implement 
the needed, timely and highly responsive updates 
to our aircraft systems. 
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ABSTRACT 
ADEPT is an expert system that integrates 
knowledge from three different suppliers to offer an 
advanced fault-detection system, and is designed for 
two modes of operation: real-time fault isolation and 
simulated modeling 
Real time fault isolation of components is 
accomplished on a power system breadboard through 
the Fault Isolation Expert System (FIES 11) interface 
with a rule system developed in-house. Faults are 
quickly detected and displayed and the rules and chain 
of reasoning optionally provided on a Laser printer. 
simulated Space 
Station power module using direct-current power 
supplies for Solar arrays on three power busses. For 
tests of the system’s ability to locate faults inserted via 
switches, loads are configured by an INTEL 
microcomputer and the Symbolics artificial intelligence 
development system. As these loads are resistive in 
nature, Ohm’s Law is used as the basis for rules by 
which faults are located. 
This system consists of a 
The three-bus system can correct faults 
automatically where there is a surplus of power 
available on any of the three busses. Techniques 
developed and used can be applied readily to other 
control systems requiring rapid intelligent decisions. 
Simulated modeling, used for theoretical 
studies, is implemented using a modified version of 
Kennedy Space Center’s KATE (Knowledge-Based 
Automatic Test Equipment), FIES I1 windowing, and 
an ADEPT knowledge base. A load scheduler and a 
fault recovery system are currently under development 
to support both modes of operation. 
INTRODUCTION 
Marshall Space Flight Center (MSFC) is 
involved in design and development of the Automation 
of Electrical Power Systems project. This demonstrates 
the feasibility of using computer software to enhance 
fault-diagnosis techniques and develop fault-recovery 
techniques for the Space Station. To accomplish this, 
prototype software was developed to automate such 
tasks as detecting and isolating faults and monitoring 
and reasoning status. 
The ADEPT system includes: 
(1). Real time fault isolation through a breadboard 
modeling the power components. 
(2). A local simulator which uses the theoretical models 
and will eventually support the fault recovery system. 
HISTORY BACKGROUND 
In 1985, Martin Marietta Denver Aerospace 
delivered to MSFC the Fault Isolation Expert System 
including a two-rack, 350-watt, three-channel electrical 
power system breadboard. 
MSFC was experimenting with various software 
techniques to improve performance and speed. ADEPT 
was built with the MSFC rule system utilizing the 
existing FIES II breadboard and software interface and 
KATE as a tool for the local simulator. 
The real-time fault isolation version was 
implemented in LISP, because of its ability to search 
for a fault, display fault data, and automatically print 
out the fault reasons and current data along with the 
steady-state data for comparison. 
The University of Alabama in Huntsville is also 
involved in this project. They have already converted 
the software into Symbolics system genera 7.1, and also 
will be conducting a future study of load management 
and scheduling. 
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THE ADEPT SYSTEM 
ADEPT is composed of a Symbolics 3670 
computer linked to the modified FIES I1 system. The 
Symbolics 3670 includes a high-resolution graphics 
terminal, eight megabytes of memory, a 474 megabyte 
hard disk, Laser graphics printer, and a LISP 
environment. The FIES I1 breadboard is built into two 
side-by-side racks containing the host computer, its 
memory storage devices and I/O support equipment; the 
relay board subrack, its power supplies and related 
controllers; communications boards, ports, and cables; 
housekeeping power supplies; control switches and 
lighted displays. 
Figure 4 outlines the components in the ADEPT 
system and the interactions of these components with 
one another. 
Data transfer scheduling and control are 
provided by the host computer, an Intel System 86/380. 
Based on the iRMX86 operating system, the 86/380 
contains the iSBC 86/30 Single Board Computer board, 
a thirty-five megabyte Wincester hard-disk, a one 
megabyte eight-inch flexible disk drive, and a multibus 
expansion rack with slots containing not only 
controllers for the computer itself, but also 
communication and data conversion boards discussed 
below. Software run on the 861380 is written in Intel's 
ASM86 assembly language. 
Three dual-sided power supplies provide charge 
to the batteries or electricity to drive the system's load 
resistances, or both, depending upon the configuration 
into which the busses' relays are set. Representing the 
Space Station's solar arrays, these supplies are capable 
of up to fifty volts and nearly two amperes output on 
each of the six available channels. Each supply has 
independent current-limiting adjustment, allowing 
simulation of various solar array lighting conditions. 
At the heart of the breadboard is the relay board 
subrack, comprised of six boards containing forty-eight 
relays along with related support components. In 
addition to its function as the system's switching center, 
the relay subrack provides attach points for most of the 
sensor lines, by which A/D converters sample system 
conditions, and all of the fault insertion lines. The fault 
insertion logic, used to introduce various abnormalities 
at nodes along the power busses, sends its outputs 
directly to the relay boards where the "support 
components" mentioned effect conditions of open or 
closed relay faults and resistive or direct shunt faults. 
Configurations may be inserted either manually, using 
toggle switches on the front panel of the FTES I1 racks, 
or remotely, from the Symbolics terminal or the 
debugging monitor. In the event that a switch is offset 
from the normal mode, the corresponding relay cannot 
be controlled remotely, but a fault will exist and should 
be detected and isolated. 
The system integrates software from three 
different suppliers to offer an advanced fault detecton 
system, designed for the two modes of operation 
outlined in Figure 1. 
Real-time fault isolation of components on the 
power system breadboard through the FlES I1 interface 
is made possible with the MSFC rule system. Faults are 
quickly detected, displayed, and reasoning provided. 
The FIES I1 interface and MSFC rules system were 
written in Common Lisp (Figure 2). 
The simulation version uses a frame-based 
system, describing all system components and the 
relationships among them. A constraint system analyses 
these relationships and compares theoretical to actual 
measured values, thus identifying constraint 
failures(Figure 3). 
FAULT ISOLATION 
When an initial configuration of loads is 
selected and downloaded from the Host Computer, and 
steady-state condition is achieved, all the sensor points' 
voltages and currents are read continuously and any 
significant change at any sensor point indicates a fault 
has been inserted. This Fault condition is then flagged 
to the Host computer to initiate the isolation program. 
Fault Type: OPEN RELAY 
Open circuit conditions are indicated by a 
sudden drop in the values of current read at the sensors 
while the voltage values remain the same or perhaps 
higher. Isolation is done by searching for a sensor point 
where the voltage is zero. The location of the inserted 
fault lies between the sensor points where there was a 
voltage and was not a voltage. 
Fault Type: DIRECT SHUNT 
A direct shunt, or short-circuit, fault causes a 
sudden increase in the sensor readings of current values 
and a decrease in voltage values on sensors nearest the 
power source. When this occurs, the fault type is 
identified and a search begins for a sensor point where 
the current is higher than the steady state current and 
following points have current readings of 
approximately zero. 
Fault Type: RESISTIVE SHUNT 
Resistive shunt causes a sudden increase in 
current readings on the sensors nearest the power 
source. A decrease in the voltage may also occur where 
the load plus the resistive shunt causes the current- to 
exceed the capacity of the solar cells being simulated. 
Isolation of the resistor shunt fault is done by 
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identifying the first sensor reading with a significant 
decrease in current. The fault is between this sensor and 
the last one back toward the power source with a high 
current reading. 
ADEPT 
Knowledge 
REFINEMENTS 
Refinements in the rules are made using Ohm's 
Law to further identify the type of fault being 
experienced. This is done by considering the ratio of 
the values of currents and voltages between steady-state 
and fault conditions. 
Simulation 
FIES 11 
Window 
I n t e r f a c e  
In fe rence  
Engine 
Figure 1. ADEPT system flow diagram 
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Figure 3. ADEPT simulation flow diagram 
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ABSTRACT 
applied in operation and control of the 
Defense Communications System (DCS), 
which has the mission of providing 
reliable worldwide voice, data and 
message services for U.S. forces and 
commands. Thousands of personnel 
operate DCS facilities, and many of their 
functions match the classical expert 
system scenario: complex, skill- 
intensive environments with a full 
spectrum of problems in training and 
retention, cost containment, moderni- 
zation, and so on. Two of these 
functions have been the subject of 
research programs at Lincoln Laboratory 
over the past two years, sponsored by 
Rome Air Development Center and the 
Defense Communications Agency respect- 
ively, namely 1) fault isolation and 
restoral of dedicated circuits at Tech 
Control Centers and 2) network manage- 
ment for the Defense Switched Network 
(the modernized dial-up voice system 
currently replacing AUTOVON). An expert 
system for the first of these is deployed 
for evaluation purposes at Andrews Air 
Force Base, and plans are being made for 
procurement of operational systems. In 
the second area, knowledge obtained with 
a sophisticated simulator is being 
embedded in an expert system. The 
background, design and status of both 
projects will be described. 
1. INTRODUCTION 
formance despite the fact that no 
electronic equipment can run indefi- 
nitely without degradation or failure, 
all communication systems must provide 
for detecting and correcting deficient 
operation. The growing technical 
disciplines of Network Management and of 
lfAO&M1l (Administration, Operation and 
Maintenance) in the telecommunications 
industry reflect the substantial payoffs 
that can be obtained by prompt and 
careful attention to these factors, 
keeping network performance and revenues 
Expert systems techniques are being 
In order to maintain peak per- 
continually close to peak design 
capabilities. A number of efforts have 
been undertaken to provide automated aids 
for human operators carrying out these 
functions, and in recent years artificial 
intelligence techniques have been pursued 
in the attempt to achieve consistently 
high performance despite operator skill 
and experience limitations [l]. 
the motivations for continually main- 
taining high network performance are 
slightly different. For one thing, 
chronically tight defense budgets tend to 
limit communications expenditures to the 
bare minimum, and adequate support of 
military requirements can only be 
achieved if these minimum systems can be 
kept tuned to their peak capability. 
Another significant difference is that 
military communication systems are 
precedence-oriented: in times of 
emergency or network damage the best 
achievable service must be provided to 
the most critical users, even if this 
requires preemption or denial of service 
to less essential users. Moreover, 
military operators and technicians tend 
to be young and inexperienced compared to 
their civilian counterparts: this 
increases the risk that military networks 
may not be at their best, and creates 
even greater need for automated aid 
systems. 
The purpose of this paper is to 
briefly describe two ongoing projects 
which which are developing Expert 
Systems techniques for assisting 
military personnel in maintaining peak 
performance of military voice and data 
communications systems [ 2 , 3 , 4 , 5 1 .  One 
project addresses Technical Control, 
which is the process of isolating faults 
and restoring service on critical 
dedicated circuits. The other project 
addresses Network Management for the 
worldwide voice system called the Defense 
Switched Network; this is the process of 
For military communication systems, 
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allocating and controlling network 
resources to assure reliable service for 
high-precedence dial-up users, despite 
failures or congestion in major portions 
of the network. 
2. THE EXPERT TECH CONTROLLER 
Work has been in progress since 
FY86 on the Expert Tech Controller (or 
ETC), an expert system for assisting 
humans in performing circuit fault 
isolation and service restoral at 
military Tech Control Facilities (TCFs) 
[2,3,4]. A worldwide network of some 
400 TCFs performs these functions for 
more than 61,000 dedicated circuits 
operated by the Department of Defense 
(DoD) for facilities or users who must 
have full-time connectivity because they 
are continually active, or because their 
mission requires instant communications 
in the event of emergency. 
include, for example, high-usage long- 
haul trunks for the military switched 
voice network; dedicated circuits linking 
the Pentagon and the White House with 
military force commanders; and data links 
joining various essential computer 
systems. 
Such circuits 
ETC was initially implemented with 
ART (trademarked acronym for Automated 
Reasoning Tool, an Expert System shell 
produced by Inference Corp.), on a 
Symbolics 3640 computer. This approach 
yielded precisely the advantages that 
one hopes for under such conditions: we 
were able to rapidly prototype a system 
that performed circuit fault isolation, 
focusing our attention on acquisition and 
understanding of knowledge in the problem 
domain rather than expending energy on 
the writing of software tools and 
facilities. By being able to frequently 
come back to the domain knowledge sources 
(senior NCOs at a major TCF, the 2045th 
Communications Group at Andrews Air Force 
Base, Washington, DC) with working 
software implementations of the knowledge 
they had given us in our previous visit, 
we were able to sustain a high level of 
enthusiasm and cooperation. 
operation became slower and slower, 
however, especially during resets. Our 
analysis indicated that the generality 
and power of the ART design brought along 
much overhead that was not needed for the 
particular kinds of problems ETC had to 
deal with. Accordingly, we decided to 
reimplement the system entirely in 
ZetaLISP, the native language of the 
Symbolics machine. The resulting 
performance was entirely satisfactory; 
ETC moved along at about the rate at 
which a skilled human operator would 
reason about the problem in hand. 
Development and extension of the system 
As ETC's knowledge base grew its 
knowledge base continued steadily 
thereafter until about mid-FY88, when it 
was decided to suspend further develop- 
pment of ETC and transfer our efforts 
entirely to an advanced project called 
MITEC (Machine-Intelligent Tech 
Controller), described below. 
3. ETC FUNCTIONALITY 
1,000 or more circuits pass through 
a typical TCF, where the Tech Controllers 
can access them for test, patch and 
re-route purposes via banks of manual 
patch panels. Having been gradually 
implemented over a number of years, these 
circuits involve a potpourri of equipment 
types and vintages, and the acquisition 
of fault isolation skills for all the 
commonly used variations can require 
years of practice. 
The basic mission of Tech 
Controllers is to insure that the 
circuits passing through their TCF are 
continually available and operating at 
peak efficiency. Whenever a circuit 
outage occurs, Tech Controllers rapidly 
isolate the faulty segment and patch 
around it with spare facilities, or with 
facilities preempted from lower- 
precedence circuits, to restore service. 
At this point a repair order is issued 
for the appropriate repair service to 
find and fix the specific equipment 
failure. During a normal working day at 
the Andrews Air Force Base TCF there are 
typically several of these circuit outage 
problems in progress at once. On a less 
urgent basis, Tech Controllers endeavor 
to minimize failures by performing 
routine quality assurance testing on 
working circuits, in order to identify 
and correct incipient problems before 
they occur. The workload resulting from 
all these duties is substantial, and the 
actual personnel complement on board at 
a TCF is typically somewhat below the 
authorized level; moreover, two-thirds 
of these are likely to be trainees. 
Consequently there is great interest in 
the possible application of Expert 
Systems techniques for raising personnel 
work efficiency by allowing them to work 
at higher skill levels. 
The initial objective for the ETC 
development was to create a concept 
demonstration model showing how an Expert 
System could perform in the TCF environ- 
ment. The design goal for ETC was the 
capability to isolate the causes of the 
majority of the normal kinds of problems 
(e.g., no signal, receiving garble, 
excessive retransmissions) on the many 
types of circuits (e-g., voice, data, 
teletype, digital) using the wide variety 
of communication links (e.g., land lines, 
HF radio, microwave, satellite, etc.) 
between TCFs. The initial concept 
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assumed an "air gap" between the problem- 
solving logic and the communications 
equipment: ETC directed the measurement 
and data-gathering actions of a human 
operator via CRT displays, and the human 
supplied the requested information to ETC 
via mouse and keyboard. The problem- 
solving logic applied by ETC reflected 
knowledge obtained from skilled human 
practitioners. Graphics displays and text 
messages aided the novice operator in 
visualizing and understanding the fault 
isolation processes. Upon isolating the 
faulty circuit segment, ETC would supply 
instructions for the operator on how to 
patch around it. Finally ETC would 
complete the paperwork items required of 
human operators under normal circum- 
stances, namely a log of the isolation 
and restoral procedures completed and a 
repair order for fixing the faulty 
equipment. 
By early FYaa the indications were 
that the concept demonstration goals of 
ETC had indeed been achieved. It was 
estimated that ETCIs knowledge base 
encompassed the circuit, device and 
fault types involved in more than half 
of the normal daily work load at Andrews. 
Planning was begun for a follow-on system 
development that would Itclose the air 
gapt1 by allowing ETC to directly access 
the communications and test equipment, 
find the fault, and electronically patch 
around it. This system would exploit 
modern remotely-controllable communi- 
cations, access and test equipment 
typical of that in use in the commercial 
telecommunications industry, and 
gradually being installed in military 
facilities. This new system, called 
MITEC (Machine Intelligent Tech 
Controller), would be targeted for 
introduction in the field on the same 
time scale as the modern communications 
and test equipment. 
At the present time, further 
development of ETC has been suspended 
and the design of MITEC is in progress. 
A communications testbed is being 
assembled to serve as a development and 
demonstration environ-environment for 
MITEC. This testbed represents two 
modern TCFs joined by digital trunk 
circuits in the 24-channel industry 
standard 1.544 Mbps DS1 format (often 
referred to as a T1 carrier). Each TCF 
has a group of local users, and each is 
controlled by its own Expert System. The 
testbed includes voice and digital user 
terminal equipment; modems and telephone 
lines; first- and second-level 
multiplexers; a DACS-I1 cross-connect 
switch for TI trunks; and HLI 3200 test 
access switches provided with HLI 3701 
and 3705 test sets. In-service and spare 
circuits are provided at several levels, 
and remotely-controlled matrix switches 
can select the desired configuration. 
The initial goals for MITEC are to 
demonstrate fault isolation and service 
restoral on all the circuit and trunk 
fault variations that are possible on 
the testbed, which will represent the 
majority of situations likely to be 
encountered at modernized TCFs. These 
processes will proceed with no air gap, 
that is, with no direct human inter- 
actions other than keeping the operator 
informed via screen messages, and giving 
the operator the go/no-go decision 
authority before a suggested circuit 
patch is actually executed. 
4. SIMULATION AND EXPERT SYSTEMS FOR 
DSN NETWORK MANAGEMENT 
The DSN (Defense Switched Network) 
is currently being implemented as a 
modern replacement for the AUTOVON 
(Automatic Voice Network) system that 
was originated in the 1950s to provide 
reliable voice service for military 
commanders in CONUS and overseas. The 
service concept in both cases is direct- 
dial long-distance service between 
authorized telephones on military 
installations, carried on government- 
leased or -owned trunk circuits (which 
are a major category, by the way, of the 
dedicated circuits handled by the Tech 
Control Facilities discussed above). 
A key feature of the system is a 
five-level precedence and preemption 
structure (Routine, Priority, Immediate, 
Flash, and Flash Override), in which a 
call being placed by a higher-precedence 
user can aufomatically preempt lower- 
precedence calls in progress if 
necessary. Another feature of the system 
is that it is engineered to provide good 
service (i.e., low blocking probability) 
€or precedence users at the lowest 
possible cost. Basically, this means 
that the number of expensive long- 
distance trunks between pairs of 
switching nodes is made as small as 
possible. Routine users, who generate at 
least two-thirds of the normal peacetime 
traffic, therefore get significantly 
higher blocking probability on AUTOVON/ 
DSN than civilian customers experience on 
the commercial networks. 
The baseline requirement for . 
Network Management in this Spartan 
environment is to do the best possible 
job of providing non-blocking service to 
precedence users in the face of traffic 
overloads, equipment failures or other 
disrupting influences. In the antiquated 
AUTOVON system the provisions for network 
management were minimal; in some cases 
certain manual actions were possible 
(such as re-programming switches to block 
calls to a failed switch), but for the 
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most part the response to network 
problems was to dispatch repair crews and 
wait for service to be restored. 
feature of the DSN program is the 
replacement of the aging, limited AUTOVON 
switches with modern computer-controlled 
equipment that offers far greater Network 
Management power and flexibility. TWO 
immediate problems arise in seeking to 
take advantage of this power: 1) there 
is no pre-existing body of DSN Network 
Management knowledge, and 2) it appears 
that the tasks of the DSN Network Manager 
will be complex and demanding, creating 
serious manpower training and retention 
needs. 
The ongoing program in DSN Network 
A key 
Management at Lincoln Laboratory [5] has 
two main thrusts in addressing these 
problems: creating NM knowledge by 
experimentation with a powerful DSN 
simulation, and embedding this knowledge 
in an Expert System capable of advising 
less-skilled human operators as well as 
retaining a corporate memory of NM 
knowledge through personnel transfers and 
returns to civilian life. 
5. THE CALL-BY-CALL SIMULATOR [CCSIM) 
A large Fortran program has been 
developed which simulates all the DSN 
activities relevant to NM on a call-by- 
call basis. Its host computer is a Sun 
3/260 work station, which typically 
simulates faster than real time 
(depending upon the size and complexity 
of the network being simulated). 
CCSIM run is initialized with the 
topology and connectivity of the network 
under study, typically all the backbone 
switching nodes in a theater-wide DSN 
(i.e., Pacific or European), and is also 
provided with the matrix of average 
busy-hour routine and precedence traffic 
levels for each source/destination pair 
in the network. 
initiate calls in accordance with 
statistical models of caller behavior, 
with averages matching the given 
matrices. Every event associated with 
each call is modelled, including all 
route selection processing, blocking and 
preemption events at source, destination 
and intermediate nodes, and user retry 
behavior. As the simulation progresses 
the experimenter can apply overload and 
fault conditions, and he can select and 
apply network management control actions 
from an available repertoire which, in 
the real world, would be transmitted to 
switch control computers throughout the 
network and would cause modifications in 
the way switches process subsequent 
calls. 
A 
Random number generators 
CCSIM produces two classes of 
output information: concise local 
statistics reports for each network 
node, identical to the 5-minute 
summaries continually transmitted to 
central authority by real switches in 
the field, and exhaustive reports of the 
details of the simulation run. The 
former constitute a set of @*soda straw" 
views of the network that will be the 
only statistics information available to 
DSN network management personnel at 
theatre headquarters (the Area 
Communications Operations Center or 
ACOC), while the latter provides the 
experimenter with omniscient under- 
standing of what really happened during 
the run. Such precise and complete 
information is obtainable because CCSIM 
actually tracks every simulated call 
through its complete history, from birth 
to death. 
The process of Knowledge 
Engineering that is currently ongoing 
with CCSIM involves the initiation of 
specific damage or overload events 
during a run, followed by analysis of 
the switch reports to discern patterns 
and indicators that a network manager at 
the ACOC could have recognized as 
evidence of the existence of the par- 
ticular fault condition. The experi- 
menter then chooses a candidate NM 
control command and applies it to CCSIM, 
analyzing both the switch reports and the 
comprehensive statistics for indications 
that the control is successfully 
minimizing performance degradation caused 
by the fault condition. 
engineering process is quite painstaking, 
involving many repetitious experiments to 
achieve statistical regularity as well as 
to understand the effects of parameter 
variations in both the damage and control 
commands. Preliminary results of this 
experimentation are described in [5]. 
has been undertaken to create an ACOC 
operator training system to develop 
personnel skills to meet the immediate 
needs of manual network management of the 
DSN, which is currently in the process of 
implementation. This training system 
will use the CCSIM to produce 5-minute 
reports as inputs to the existing 
operator console and support equipment. 
A training supervisor will set up CCSIM 
runs with representative fault 
conditions, and the operators will learn 
to recognize the statistical signs of 
trouble and to select and apply control 
actions, which will then be reflected in 
the ongoing operation of CCSIM. 
This knowledge 
In the near term, a separate effort 
6. THE NETWORK MANAGEMENT EXPERT 
SYSTEM (NMES) 
An Expert System is being 
implemented to alleviate the DSN NM 
personnel training and retention 
problems. The long-range goal of this 
effort is to aid the ACOC NM personnel 
by performing pattern recognition on the 
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incoming stream of 5-minute switch 
reports to detect problem conditions, 
then to recommend NM control actions to 
overcome the problems -- in short, to 
embody and make available the store of 
NM knowledge developed through experi- 
mentation with CCSIM, and also to be 
augmented over time with the accumulated 
experience of the operations personnel. 
In the near term, the NMES is being 
integrated with CCSIM to form an inter- 
active engineering tool in which the 
expert system can diagnose and correct 
problem conditions in the simulated 
network. This integrated system will be 
used in advancing the knowledge develop- 
ment for network managment, as well as 
for other types of network engineering. 
The Network Management Expert 
System has been implemented with ART, 
running in a common LISP environment on 
a Sun 3/260 work station. The nature of 
the NM problem seems better matched to 
the ART structure than was the Tech 
Control environment, and it seems likely 
that the implementation will stay in ART 
for the time being. The NM problem is 
much more a matter of scanning 
collections of slowly-varying facts to 
see whether rules are satisfied, in 
contrast with the sequential nature of 
circuit fault isolation exercises. 
Moreover, while ETC had to be reset after 
every fault diagnosis in order to clear 
its world of all the schemata that were 
created while proceeding down the various 
unsuccessful and successful lines of 
inquiry, NMES can avoid time-consuming 
resets because, once it is turned on, it 
maintains an essentially continuous view 
of its problem domain. 
A group of NMES software modules 
called llmonitorsll process the incoming 
switch reports from CCSIM,  each watching 
for a particular pattern suggested by our 
knowledge engineering activity. An 
abstract state model of the network is 
maintained, including the nature and 
location of each of the problem indi- 
cators noted by the monitors. Higher- 
level modules analyze the network state, 
postulate problem conditions, and then 
confirm or reject the conclusions over 
successive 5-minute intervals. Another 
module consults the knowledge base of NM 
control actions to correct confirmed 
problems, and sends instructions to CCSIM 
to implement the controls at all the 
switch locations specified. An 
additional module watches the effects of 
the controls applied, both to determine 
whether the controls or parameters should 
be modified, and to remove the controls 
as soon as the problem condition goes 
away. Each knowledge module in the 
expert system has its own set of monitors 
that can be turned on or off, to scan the 
switch reports for patterns of interest. 
7. SUMMARY 
subject to manpower skill, training and 
retention problems of a quite different 
order than their commercial counterparts, 
and are thus a fertile field for the 
development of knowledge-based software 
support systems. Moreover, commercial 
automated aid systems tend not to be 
applicable to the military problems, 
because of such differences as precedence 
and pre-emption capabilities. Two 
problem areas have been selected for 
concept validation development of expert 
system techniques addressing military 
needs, namely Technical Control and 
Network Management. Both systems have 
been developed to the point of sub- 
stantial functionality, and appear likely 
to lead to transfer of the technology 
into the field. 
Military communications systems are 
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ABSTRACT 
The development of a probabilistic structural analysis methodology 
(PSAM) is underway at Southwest Research Institute (SwRI) as part 
of a research program for NASA/Lewis. In the near-term, the 
methodology will be applied to designing critical components of the 
next generation space shuttle main engine. In the long-term, PSAM 
will be applied very broadly, providing designers with a new tech- 
nology for more efective design of structures whose character and 
performance are significantly affected by random variables. 
The software under development to implement the ideas developed 
in PSAM resembles, in many ways, conventional deterministic struc- 
tural analysis code. However, several additional capabilities regard- 
ing the probabilistic analysis makes the input data requirements and 
the resulting output even more complex. As a result, an intelligent 
front- and back-end to the code is being developed to assist the 
design engineer in providing the input data in a correct and 
appropriate manner. The type of knowledge that this entails is, in 
general, heuristically-based, allowing the fairly well-understood tech- 
nology of production rules to apply with little difficulty. However, 
the PSAM code, called NESSUS, is written in FORTRAN-77 and 
runs on a DEC VAX. Thus, the associated expert system, called 
NESSUS/EXPERT, must run on a DEC VAX as well, and integrate 
effectively and efficiently with the existing FORTRAN code. This 
paper discusses the process undergone to select a suitable tool, iden- 
tify an appropriate division between the functions that should be 
performed in FORTRAN and those that should be performed by 
production rules, and how integration of the conventional and AI 
technologies was achieved. 
1 INTRODUCTION 
1.2 Background To The Problem 
Structural analysis techniques traditionally have been based on 
deterministic methods. That is, design characteristics such as 
geometry, material properties and loads were assumed to be con- 
stant. In reality however, there are factors such as manufacturing 
processes and operating conditions which introduce variance into 
design characteristics. In the past, this variance has either been 
ignored or a worst-case scenario has been adopted. Ignoring the 
variance may lead to design failure, the cost of which may be very 
great, perhaps involving the loss of human life. Adopting a worst- 
case scenario typically yields an extremely conservative and expen- 
sive design. 
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To account for the variability in design, structural analysis methods 
must step beyond the limitations of deterministic methods. The use 
of probabilistic structural analysis methods yields the ability for the 
designer to identify the relationships between specific design features 
and risk of structural failure. This provides information for edu- 
cated decisions concerning risk, cost and need. 
1.2 A Probabilistic Approach to Structural Analysis 
A probabilistic structural analysis methodology (PSAM) is being 
developed at Southwest Research Institute (SwRI) as part of a 
research program for the National Aeronautics and Space Adminis- 
tration (NASA). In the near-term, the methodology will be applied 
to design critical components of the next generation space shuttle 
main engine. In the long-term, PSAM will be applied very broadly, 
providing designers with a new technology for more effective design 
of structures whose character and performance are significantly 
affected by random variables. 
The objective of PSAM is to establish a computer-based methodol- 
ogy for design modeling of the real world effects of variability in 
applied loading (pressure, temperature, centrifugal force, etc.), 
material characteristics, tolerances, fits (boundary conditions), and 
strength data. The resulting computer programs will enable the 
design engineer to model how these design input variations (random 
variables) lead to variations in structural performance - stress, buck- 
ling, load, vibration amplitude, etc. The risk of structural failure 
can then be calculated by comparing the variation in performance 
with the variation in the allowable design limit condition, based on 
experience and material properties. 
One goal of this NASA effort is to extend the research on probabilis- 
tic structural analysis methods and to develop a set of FORTRAN 
modules that embody the results of this research. The resulting sys- 
tem, c*lled NESSUS (Numerical Evaluation of Stochastic Structures 
Under Stress) will include a module which performs standard detrr- 
ministic structural analysis, a module which performs probabilistic 
analysis, a preprocessing module which will convert raw data to 
information that is usable by the probabilistic m o d u l ~ ,  and a 
module which will perform a pit-liminary analysis of the results of 
the probabilistic module. 
1.3 Where Artificial hklligence Is Needed 
The ultimate goal of the project is to go a step beyond building a 
set of analysis modules to creating an integrated, user-friendly struc- 
tural design package. However, the NESSUS structural analysis 
modules alone constitute only a set of state-of-the-art structural 
analysis programs. To upgrade these modules to a design package 
they must be integrated into one system and a user interface must 
be added. Without the interface the design engineer must proceed 
through a time consuming and complex set of steps to use the 
NESSUS modules. The engineer must first build a data deck which 
contains a description of the finite element model of the structure to 
be analyzed. Though this data deck may consist of several thousand 
lines of data and must be arranged in a specific format for the 
NESSUS modules, the type of information it contains is generally 
required by any conventional structural analysis program. The next 
step, involving probabilistic analysis, however, will be new to most 
design engineers. These data requirements for NESSUS are very 
challenging, generally far exceeding that needed for the conven- 
tional, deterministic design approach. Once the deterministic and 
probabilistic portions of the data deck have been built, the engineer 
must execute the appropriate NESSUS module(s). The output from 
a NESSUS run consists of a file full of numbers which must be inter- 
preted and analyzed. Finally, the engineer must detemine, from the 
results, what step to take next. 
These are complex tasks which require expertise not only in finite 
element modeling, but also in the use of both the conventional and 
probabilistic NESSUS analysis modules. This expertise, however, is 
scarce since most engineers do not have experience with probabilistic 
analysis and even fewer have experience with the NESSUS modules. 
In addition to being complex, these tasks can be very time consum- 
ing. The analysis programs tend to run on large, number-crunching 
machines, such as the Cray, and can take many hours to complete a 
single run. Thus, a considerable amount of engineering time could 
be spent debugging erroneous data decks. These are classic reasons 
for using an expert system approach. An additional argument for 
using an expert system for this eBort is that NESSUS is an evolving 
application, thus any interface to NESSUS must be Rexible, expan- 
dible and maintainable. These are attributes which a rule-based 
expert system would provide. Therefore, it was decided to investi- 
gate the use of an expert system to serve as an aid to the design 
engineer in creating an appropriate and correct data deck and in 
analyzing the results of an analysis run. This expert system is 
called NESSUS/EXPERT. 
2 IDENTIFYING THE REQUIREMENTS 
2.1 Functional Requirements 
NESSUS/EXPERT must serve as a Rexible, user-friendly, integrated 
interface to the NESSUS structural analysis modules. In support of 
this function NESSUS/EXPERT must 1) be menu-driven and 
present to the user only those activities which are appropriate given 
the current status of the system, 2) invoke the various NESSUS 
modules directly a t  the appropriate times, 3) allow the user to leave 
the system a t  any stage with no loss of information, and 4 )  cater to 
users with varying degrees of expertise. In addition to these general 
system-wide requirements, t h e  functional requirements of 
NESSUS/EXPERT can he categorized into two major functions: a n  
intelligent user interface front-end and an intelligent back-end 
analysis aid. 
2.1.1 An Intelligent Front-End to NESSUS 
The front-end to the NESSUS structural analysis modules essen- 
tially provides an enhanced, on-line, automated user’s manual. The 
NESSUS modules expect BS input a data deck containing all of the 
structural information in a specific format. For large jobs this data 
deck may contain several thousand lines of data. To  ease the chore 
of entering this data, NESSUS/EXPERT must infer data where pos- 
sible and use defaults where available, informing the user of the 
values being used and their impact on the analysis. 
To  generate portions of the structural data required in the data 
deck, engineers often use independent software packages. For exam- 
ple, the nodes and elements of the finite element topology may be 
generated via a finite element preprocessor. To accommodate this 
practice, NESSUS/EXPERT must be able to read data in from 
existing files. Not all data will exist in files however, so 
NESSUS/EXPERT must also provide for manual entry of data. 
Regardless of the entry method used, NESSUS/EXPERT must 
allow the user to view and modify the data once it has been entered. 
In serving as the front-end to the NESSUS structural analysis 
modules, NESSUS/EXPERT must provide guidance and advice to 
the user. This is probably the most important of 
NESSUS/EXPERT’s functions given the sire and complexity of thu  
task. In order to best assist the user, NESSUS/EXPERT must 
0 prompt for all required information, being as specific as possi- 
ble, 
activate and deactivate available options based on the current 
state of the job so that no incompatible selections are avail- 
able to the user and so that all dependencies are represented, 
check for completeness of the data, 
check for inconsistencies between pieces of data, 
provide helpful hints involving idiosyncrasies of the NESSUS 
code and 
offer advice on optimal strategies in a given situation. 
0 
0 
0 
0 
0 
The final function required of NESSUS/EXPERT in its capacity as 
the front-end to the NESSUS structural analysis modules is to 
automatically generate the data deck needed by NESSUS from the 
data that has been entered. By providing the user with guidance 
and advice and preparing the data deck for the user, 
NESSUS/EXPERT will minimize the time spent by the engineer 
debugging the data deck. 
2.1.2 An Intelligent Back-End Analysis Aid to NESSUS 
The second major function of NESSUS/EXPERT is that it must 
serve as the back-end to the NESSUS structural analysis modules. 
The output from the structural analysis modules is simply a large 
file of numerical data. NESSUS/EXPERT must aid the user in 
analyzing and interpreting these results. Based on the results of the 
analysis, NESSUS/EXPERT must provide guidance to the user on 
what steps to take next. Recommendations might include modifying 
certain of the input data and rerunning the anlysis to see the effects, 
or observing that a particular parameter is sensitive to certain vari- 
ations in the probabilistic data. NESSUS/EXPERT must also pro- 
vide helpful hints involving idiosyncrasies of the NESSUS code and 
optimal strategies in given situat.ions. 
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2.2 The Challenge: Integrating AI Into The FORTRAN Engineer- 
ing Environment 
The types of knowledge that must be embodied in 
NESSUS/EXPERT given the functional requirements identified 
include both factual knowledge and knowledge which involves rules- 
of-thumb and heuristics related to  experience gained in using the 
NESSUS system. Thus, the knowledge that had to be captured fit, 
in a fairly straightforward manner, the production rule knowledge 
representation technique. The challenge, however, came in satisfy- 
ing the operational requirements involved with functioning in an 
engineering environment and still staying within time and budget 
constraints. These operational requirements are that 
NESSUS/EXPERT must run on a VAX under VMS, be able to run 
interactively, real-time on large amounts of data, must be packaged 
for easy distribution, and be delivered in FORTRAN-77 to insure 
portability and availability to the engineering community. 
3 SELECTING AN APPROACH 
3.1 Potential Approachrs To The Development Of 
NESSUS/EXPERT 
Given only the functional re? iirements of the system, the selected 
approach to the problem would have been simple enough since most 
expert system building tools support this type of knowledge 
representation scheme. However, since very few expert system 
building tools are capable of extensive interaction with external 
functions, especially those written in FORTRAN, it was necessary 
to identify and investigate the approaches that might satisfy both 
the functional and operational requirements. 
One potential approach was to  use an existing expert system build- 
ing tool written in FORTRAN. At the start of this project over 2 
years ago, there were only two such tools. These lacked sufficient 
sophistication in rule structures and manipulation due to the 
difficulties involved in performing inherently recursively-based tasks, 
such as parsing and analysis, in a non-recursive language. An added 
difficulty was that there were licensing problems involved in using a 
commercial product to develop a system that would be distributed 
within the government for free. 
Another approach considered was to write our own expert system 
building tool in FORTRAN. Consideration was given to writing an 
OPS-like production system in FORTRAN, but it was determined 
that the effort to do an adequate job was well beyond the scope of 
the project. Such an effort would leave little time and money for 
the development of the expert system itself. 
The possibility of writing the expert system itself in FORTRAN was 
also rejected. FORTRAN does not provide the non-algorithmic con- 
structs and pattern matching capabilities needed for efficient expert 
system development. The effort required to develop an expert system 
in a language that does not provide these capabilities would be 
tremendous. Further arguments against using FORTRAN as the 
development language for NESSUS/EXPERT were that it would 
probably be unacceptably ineficient and would loose many of the 
primary benefits of AI technology, such as flexibility, expandability, 
and maintainability. 
The fourth option considered was to use an existing non- 
FORTRAN-based expert system building tool that could interface 
to FORTRAN and address the problerri of delivery in FORTRAN 
later in the project. This temporary solution would allow for pro- 
gress to be made i n  the development d the expert system thus ena- 
bling a better understanding of the dlrcts the operational reqnire- 
ments were going to  have on the system. A search was made to find 
an existing, inexpensive, fairly well-supported expert system building 
tool that could aid in the writing of production rules as well as 
readily interface to FORTRAN code. 
No such system was found. Thus, the requirement that the tool be 
able to interface with FORTRAN code was reduced to being able to 
interface with the operating system and/or file system. Thus a pub- 
lic domain version of OPS5 was chosen for experimentation. This 
version was written in Franr LISP so the environment was not ideal. 
However, i t  did run on a VAX and it allowed rapid prototyping 
thus facilitating time effective cxperimentation with the interface 
between the expert system and the existing NESSUS code. The 
interface with FORTRAN was simulated using access to files. OPS5 
proved to be sufficient in terms of the functional needs of the expert 
system itself but, as expected, not in the operational issues of 
integration and delivery. 
Shortly after the development of the NESSUS/EXPERT prototype, 
a version of OPS5 written in BLISS was offered by DEC. This ver- 
sion provided the flexibility and power of the OPS5 language but 
not the problems involved with running in the Lisp environment. 
DEC OPS could interface reasonably well with the DEC FORTRAN 
on the VAX. The prototype of NESSUS/EXPERT was converted 
to  DEC OPS to test the FORTRAN communication capabilities. 
The resulting system was satisfactory from the standpoint of 
integration into the FORTRAN environment. However, inefficiency 
of the DEC OPS/FORTRAN interface was a concern as were the 
licensing issues involved with using a commercial tool to develop an 
expert system that was to be embedded in an existing FORTRAN 
program and distributed to engineering environments where DEC 
OPS would most likely not be available. 
During this time vendors began offering a few tools that could access 
non-Lisp environments. This capability was made possible because 
the tools were not written in Lisp, but in more conventional pro- 
gramming languages like C. These included S.l, M.l, various ver- 
sions of OPS, apd CLIPS[l]. Of these CLIPS(C Language 
Integrated Production System) provided the most benefits for the 
project. The benefits of CLIPS were that it was not a commercial 
tool, it was developed at  Johnson Space Center and was readily 
available to other NASA projects, it was written in C and thus 
highly portable, it could easily integrate into the FORTRAN 
environment, and access was available to both the source code and 
the people who wrote it. 
3.2 The Selected Approach - CLIPS and FORTRAN 
Some preliminary implementations, tests, and experiments were run 
to test the integration of CLIPS with FORTRAN and to determine 
the amount of effort required to convert the now quite large proto- 
type of NESSUS/EXPERT from OPS to CLIPS. The results were 
very positive. Therefore, if NESSUS/EXPERT were implemented in 
CLIPS the sole remaining deficiency would be the requirement for 
delivery in FORTRAN. Since the primary reason for requiring 
delivery in FORTRAN had been to insure portability and availabil- 
ity to NASA, the NASA sponsor of the PSAM project consented to 
delivery in CLIPS. Therefow, CLIPS was selected as the implemen- 
tation language for NESSUS,’EX”R’.’. 
In light of the FORTRAN i i i t r r ~ a r i ~ g  capabilities that CLIPS pro- 
vides, a reassessment of thr NESSUS/EXPERT design was made. 
In previous implementations all thc required NESSUS/EXPERT 
functions had to be implemented with the rule-based tool, including 
those tasks that were best suited for conventional programming 
methods. With CLIPS’ ability to integrate with FORTRAN, an 
investigation was made into wlirt,lier tlip non-AI type tasks should 
be moved from the rules out tu IWl~‘1~ItAN routines. 
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The NESSUS/EXPERT functions were divided into two classes: 
functions that performed high-level tasks that are well-suited to AI 
solutions, such as decision making, consistency checking and evalua- 
tion and functions that performed lower-level functions which could 
run more efficiently implemented in FORTRAN. 
The NESSUS/EXPERT tasks identified as best suited for CLIPS 
implementation include consistency and completeness checking, 
inference of data from other available data, interpretation and 
analysis of data, providing guidance and advice on the use of the 
system, and control tasks, such as running the dynamic menu sys- 
tem for the user interface. These tasks require either heuristic-type 
knowledge or knowledge concerning the relationships between the 
categories of NESSUS data and are well suited to implementation as 
forward chaining rule bases. 
The NESSUS/EXPERT tasks identified as best suited for FOR- 
TRAN implementation include user I/O, file I/O, editor-type tasks, 
such as type and range checking, mathematical computations, and 
data deck generation. It is worthy of note that although the func- 
tions selected for FORTRAN implementation can execute more 
efficiently written in FORTRAN, the development of FORTRAN 
code for these functions required considerably more time than it had 
with the expert system building tool. These FORTRAN routines 
are also much less flexible than the corresponding OPS5 rules which 
performed basically the same functions. 
The resulting system brings the best of both conventional and AI 
programming techniques together. CLIPS rules drive the 
NESSUS/EXPERT system. The CLIPS rules invoke the appropri- 
ate FORTRAN modules to perform low-level functions as needed. 
The CLIPS rules pass data to C interface routines which pass the 
data on to the FORTRAN modules as calling parameters. The 
FORTRAN modules make assertions into the CLIPS world via a 
handful of FORTRAN and C interface routines. The interactions 
between the CLIPS rules and t.he FORTRAN modules are 
represented in Figure 1. 
CLIPS nom r - l  
FIGURE 1. CLIPS/FORTRAN COMMUNICATION 
NESSUS/EXPERT communicates with the user through both the 
CLIPS rules and the FORTRAN modules. The design of the 
interface is such that it is not apparent to the user whether CLIPS 
rules or FORTRAN code is driving it at  any given time. The FOR- 
TRAN modules provide the interface to the NESSUS modules and 
the user’s data files. Figure 2 shows the external interfaces to 
NESSUS/EXPERT. 
I - control 
I . guidance L advice 
I - data inference 
1 - consistency checking 
I - colpleteness checking I - data analysis - data interpretation 
I1 
I1 
I /  
I ’  
I1 
I 
I 
- I  
! I 1  I 
1 . user I/O 
I . file I/O 
I . interface to ~ S U S  
JOB FILES 
t . editor-type Punchons , - ~ t h c o l p  
. data deck generation 
FIGURE 2. NESSUS/EXPERT EXTERNAL COMMUNICATION 
4 OVERVIEW OF NESSUSiEXPERT 
Currently the system consists of around 700 CLIPS rules and 300 
FORTRAN routines. It runs on a VAX under VMS. A partial 
example session for building a deterministic data deck is presented 
in the appendix. 
The marriage of CLIPS and FORTRAN provided several capabili- 
ties in terms of satisfying the operational requirements of 
NESSUS/EXPERT. The efficiency of the system is optimized 
because each of the languages performs the types of tasks which 
they do best. Well organised rule sets and FORTRAN modules pro- 
vide modularity. The use of CLIPS and FORTRAN77 provides for 
both portability and availability to the engineering community. 
Thus the operational requirements of the system were satisfied. 
Many of the functional requirements are satisfied via a “smart”, 
CLIPS controlled menu system which is the basis of the user inter- 
face. Knowledge of the process that the engineer must follow to use 
NESSUS is encoded into the menu system. Figure 3 shows the 
heirarchical structure of the menus in the NESSUS/EXPERT sys- 
tem. 
In a typical session, NESSUS/IGU%RT would first present the ’JOB 
SELECTION’ menu. The job selected specifies which structural 
analysis problem the user would like to work on. The user may 
select to continue work on a job that has been previously worked on 
or enter a new jobname to begin work on a new structural analysis 
problem. When the job is specified, NESSUS/EXPERT automati- 
cally retrieves all of the information that has previously been 
entered for that job. Once all of the information for the selected 
job has been retrieved, NESSUS/EXPERT presents the user with 
the ’ACTIVITY SELECTION’ menu. Like most of the 
NESSUS/EXPERT menus, the contents of this menu are dynami- 
cally determined by NESSUS/EXPERT based on the current status 
of the job. For example, the activity selection menu for a job will 
include the option to run a deterministic analysis only if a complete 
and consistent deterministic datadcch exists for the job. From the 
’ACTIVITY SELECTION’ menu the i w r  can move throughout the 
menu system as desired. The onlv restriction on  movement through 
the menu systrni is that NESSUS/EXPERT will not provide arress 
to menus which do not make sense in the current context. 
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I I 
piiq 
RESTART 
DATA n m  ANALYSIS 
KNTER/*WIpI 
PROBABILISTIC 
DATA 
EVALUATION 
FIGURE 3. NESSUS/EXPERT MENU STRUCTURE 
Within the NESSUS/EXPERT menu system, there are five basic 
types of screens. These five type9 of screens are used for five 
different types of interactions with the user. Consistent formats 
have been defined for each of the five screen types to enhance user- 
friendliness. These five screen types include a menu screen, a 
manual entry screen, a flag entry screen, a help screen, and an infor- 
mation screen. 
The menu screen type is used by NESSUS/EXPERT to prompt the 
user for a choice between several available activity options. The 
CLIPS rules control when the menu screen appears and what items 
appear on it. The FORTRAN modules operate the actual input and 
output for the screen. Figure 4 exemplifies the NESSUS/EXPERT 
menu screen. The following features are common to all menu 
screens. 
A title on the top line indicates both the current orientation 
within the NESSUS/EXPERT system and the purpose of the 
screen. 
The name of the current job appears on the top line next to 
the title. 
A brief set of instructions appears after the title line. 
A HELP option is provided as a menu item. When this option 
is selected, NESSUS/EXPERT displays one or more screens of 
text which explain the current menu. When the user exits the 
HELP screen, NESSUS/EXF'ERT returns to the menu from 
which the HELP option was selected. This provides an on-line 
help facility which is context sensitive. The types of 
knowledge available via this help facility include knowledge 
about the use of NESSUS/EXPERT and knowledge about 
NESSUS. It serves as an enhanced, automated NESSUS user's 
manual. 
A QUIT option is provided as a menu item. Selection of this 
option usually returns the user to the next level up in tlie 
menu heirarchy. 
Manual entry screens provide an editor-like means for the user to 
enter data directly into the NESSUS/EXPERT system with 
insurance that the data meets the requirements of the NESSlJS 
modules. The manual entry screens allow the user to enter, drlrtr, 
modify and view data. Manuai entry screens are run by I~OR'I'IXAN 
modules. They are invoked I, CLIPS rulrs a t  tlir appropriatr 
times. The FORTRAN iiianii:il entry Inodulrs cont;rin sprrilir 
* * *  BASIC MODEL N F d T , - . - J 3  EXANPLE * * *  
SELECT THE CATEGORY OF DATA 1') BE ENTERED. 
(Categories marked w i t h  have been a t  l e a s t  pa r t i a l ly  
entered. I 
1 QUIT 2 *COORDINATES 3 *ELENENTS 
4 BOUNDARY 5 TRANSFORMATIONS 6 TYING 
7 SPRINGS 8 MASSES 9 DASHPOTS 
10 DUPLICATENODE 11 EMBED 12 HELP 
> >  2 
FIGURE 4 .  TYPICAL NFS'" rXPERT MENU SCREEN 
knowledge about types and ranges required for each piece of data 
within each category. Where these types and ranges vary depending 
on other data values that have been entered, the invoking CLIPS 
rules inform the FORTRAN modules of the appropriate restrictions. 
Figure 5 exemplifies the NESSUS/EXPERT manual entry screen. 
The following features are common to all manual entry screens. 
A title on the top line indicates the category and the job 
name. 
The most recently manipulated lines of data are displayed. 
A brief set of instructions follow the data display. 
The user can return to the previous menu by tying 'q'. 
The help facility (as described above) can be accessed by typ- 
ing 'h'. 
A line of data can be deleted by typing 'd' and the line 
number. 
A line of data can be vicard by typing the line number. 
A line of data can 'w rhnngrd by simply reentering the line. 
* * *  COORDINATES MANUAL EN?gk FOR EXANPLE * * *  
Coordinates d a t a  for l i n e  1 and subsequent l i n e s :  
1 )  1 0 . 0 0 0 0  0 . 0 0 0 0  0 . 0 0 0 0  0.1000 
2) 2 1.0000 0.0000 0 . 0 0 0 0  0 . 1 0 0 0  
3 )  3 2 . 0 0 0 0  0 . 0 0 0 0  0 . 0 0 0 0  0 . 1 0 0 0  
d l  4 3.0000 0.0000 0.0000 0.1000 - ,  
5) 6 5:oooo 0:oooo o:oooo 0.1000 
6 )  7 6.0000 0.0000 0.0000 0.1000 
7 )  8 1.0000 0.0000 0.0000 0.1000 
8 )  9 8.0000 0.0000 0.0000 0.1000 
Enter a n  e x i s t i n g  node number and 4 n e w  d a t a  values,  
n e w  node number and  4 d a t a  v a l u e s  or  a 
l i n e  number ( t o  v i e w  e x i s t i n g  c o o r d i n a t e s  d a t a ) .  
(Enter Q ( u i t )  when a l l  COORDINATES data has been en tered . )  
- 3 1 2 3 4  
FIGURE 5. TYPICAL NESSUS/E * F  MANUAL ENTRY SCREEN 
Flag screens provide a method o f  manual entry for information 
which NESSUS uses that does nnt involve data values. The manual 
entry screen allows pieces of information to be toggled on and off. 
The CLIPS rules control when the Oag srreens appear and tlie FOR- 
TRAN modules perform thr actual input and output for the screen. 
Figure 6 exemplifies the NESSUS/EXl'EItT flag screen. The follow- 
ing features are common to all Bag screens. 
0 A title on the top line indicates tlir catrgory and tlir job 
name. 
A brief sr t  of instrurtions follows tlir title linr 
The Grst option (quit) allows the user to leave tlir flag screen. 
The s w o n d  oplion (on) allows for the flag to be activated. 
'I'lir third optioii (ofl) :iIIows for the flag t o  br dractivated. 
Tllr fourtli option (hrlp) pro\ i c lr? i  arress to the help facility as 
clcwrilwd n b w r .  
0 
0 
0 
0 
0 
63 
ORIGINAL PAGE IS 
OF POOR QUALITY 
* * *  SET/RESET FLAG FRONTALSOLUTION 
Flag is  currently SET OFF. 
1 Qui t  
2 SET f l a g  t o  ON 
3 RESET f l a g  t o  OFF 
4 HELP 
> >  2 
FIGURE 6 - TYPZCA: 'IESSUS/EXPERT FLAG SCREEN 
The help screen is used by NESSUS/EXPERT to display text expla- 
nations to the user. The contents of the help screen will apply 
specifically to the user's current position within the menu system 
and to the current status of the job. The types of knowledge avail- 
able via this help facility include knowledge about the use of 
NESSUS/EXPERT and knowledge about NESSUS. It serves as an 
enhanced, automated NESSUS user's manual. Help screens explain 
both what is expected of the user under the current circumstances 
and additional information concerning the technical aspects of the 
subject at hand. This provides an on-line help facility which is con- 
text sensitive. Help screens are provided by the FORTRAN modules. 
When the user exits the HELP screen, NESSUS/EXPERT returns to 
the screen from which the HELP option was selected. Figure 7 
exemplifies the NESSUS/EXPERT help screen. The following 
features are common to all help screens. 
0 A title on the top line indicates the topic of help and the job 
name. 
Striking the return key wiil either display more hdp  if avail- 
able or will return the user to the previous screen. 
-. * * *  ELEMENT TYTi HELP SCREEN * * '  
S e l e c t  t h e  element type  t o  be u s e d  i n  t h e  a n a l y s i s  by 
entering t h e  number w h i c h  corresponds t o  t h a t  e l e m e n t .  
The  element t y p e s  currently available are: 
3 :  4-node plane-stress. L i k e  M R C  element t y p e  3.  
7 :  8-node s o l i d .  L i k e  MARC e lement  type 7. 
1 0 :  4-node axisymmetrlc s o l i d .  L i k e  MARC element t y p e  1 0 .  
11: 4-node plane s t ra in .  L i k e  MARC e l e m e n t  type 11. 
7 5 :  4-node thick/thin s h e l l .  L i k e  NARC element t y p e  7 5 .  
98: 2-node Timoshenko  beam. L i k e  MARC e l e m e n t  t y p e  98 .  
151: 4-node assumed s t r a in  plane s t r e s s .  
152: 4-node assumed s t r a in  p l a n e  s t r a i n .  
153:  4-node assumed s t r a in  axisymmetrlc. 
1 5 4 :  8-node assumed s t r a in  s o l i d .  
The current version of NHOST o n l y  a l l o w s  f i n i t e  element 
models consisting of a s i n g l e  e lement  t y p e .  
(RETURN t o  continue) 
F I G U R E  7 .  TYPICAL NESSUS/EXPERT HELP S C R E E N  
The information screens provide high-level 'idormation to the user, 
such as warnings and advlce. For example, NESSUS/EXPERT 
would use an information screen to alert the user when an incon- 
sistency is detected in the model data. Figure 8 exemplifies the 
NESSUS/EXPERT information screen. The following features are 
common to all information screens. 
0 A title on the top line indicates the type of information 
involved and the job name. 
The information itself is displayed as the body of the screen. 
A list of the options available to the user in response to the 
given information is presented after the information. 
0 
Thus, NESSUS/EXPERT appears to the user as a set of highly 
tlexible menu intrrfaces. In general, the appearance of a menu and 
the options available on it are determined by rules written i n  CLIPS 
that utilize knowledge about the current state of the job and what 
the  user wishes to do. CLIPS passes any directions concerning what 
should he displayed to the appriipriate FOH'TRAN routineS. Thr 
tt. CONSISTENCY CHECK ?OR EXAMPLE *.* 
Element data references t h e  following undefined nodes. 
5 
TYPE C t o  enter coordinate data for t h e  node(s1 OR 
E t o  change the element de f in i t i on ( s ) .  
I t o  ignore t h e  inconsistency for now. 
) >  i 
F I G U R E  8 - TYPICAL NESSUS/!?XPERT I N F O R M T I O N  SCREEN 
FORTRAN routines handle the actual display of the menu and the 
acceptance of the input from the user. The FORTRAN routines 
then return any information that is needed for higher level decisions 
back to the CLIPS environment. 
5 CONCLUSIONS 
Over the past few years aritifical intelligence, especially expert sys- 
tem technology, has been applied to a wide variety of real world 
problems. At  the same time, it has become apparent that in order 
for such systems to be truly useful, they must be able to integrate 
with other real world computer software systems. The level of 
integration required by any given system depends on its needs. The 
need to access certain data, either from a Eat file or database, is 
fairly simple and straightforward. The need to share control and 
functionality, on the other hand, is not so easy. 
NESSUS/EXPERT must not only access data, i t  must access and 
analyze a large amount of data in real time. The analysis that must 
be performed usually depends not on the data itself, but on certain 
attributes of the data, such as the number of parameters or the 
maximum value of a certain parameter. Processing the data and 
calculating these attributes is more efficiently handled by a conven- 
tional language such as FORTRAN. Analyzing these attributes and 
developing conclusions is better handled by a higher level language 
such as CLIPS. 
Aside from the issue of data access, NESSUS/EXPERT must also be 
capable of invoking the NESSUS code itself, thus serving as a user 
interface to the structural analysis system. Also, due to the need to 
divide the tasks between FORTRAN and CLIPS based on function- 
laity, NESSUS/EXPERT must be able to invoke both FORTRAN 
and CLIPS routines in as seamless a manner as possible. Therefore, 
NESSUS/EXPERT must manage control and functionality between 
the FORTRAN and CLIPS environments. 
We have been successful in achieving the requirements for integra- 
tion between an artificial intelligence and an engineering environ- 
ment in NESSUS/EXPERT for several reasons. First, an appropri- 
ate division of functional tasks was defined. These tasks were then 
associated with the proper method for implementation, artificial 
intelligence or conventional. Based on the amount and type of 
integration required as a result o f  assigning tasks to implementation 
approaches and the other requirements of the project, an appropri- 
ate set of tools was selected, in this case CLIPS and FORTRAN. 
Finally, the actual integration routines were designed and imple- 
mented to insure as seamless a transition between the two environ- 
ments as possible. In this way a system that takes advantage of the 
best in both the artificial intelligeence and engineering environments 
can be successfully developed in an efficient and eaective manner. 
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[2] NakaEawa, Dias, Nagtegaal, and Wertheimer, "MHOST Users' * e *  COUMENT ENTRY FOR EXAMPLE * * *  
Manual - Version 3.3," April 1986. ENTER THE COMMENT FOR THE JOB. 
(The comment must be strictly alphanumeric; 
no special characters.) 
Current comment: APPENDIX - A SAMPLE SESSION 
The first screen displayed by the NESSUS/EXPERT system is the 
JOB SELECTION menu (Screen 1). This menu allows the user to 
select from the jobs that have been previously worked on via the 
NESSUS/EXPERT system or to  enter the name of a new job. 
rather than selecting an already existing job. 
> >  Example job for demonstration purposes 
SCREEN 2 
* * *  ANALYSIS TYPE SELECTION FOR EXAMPLE * * *  
SELECT THE ANALYSIS TYPE YOU WOULD LIKE UODEL. Notice in Screen 1 a new job called EXAMPLE has been selected 
1 static 
3 frequency 
5 modal 
Next NESSUS/EXPERT prompts the user for a comment that will 
be placed a t  the top of the data file for future reference. Entry of 
the comment is optional and is provided only for the user's conveni- 
dnce. Screen 2 shows the COMMENT ENTRY screen. 7 HELP 
2 dynamic 
4 buckling 
6 frequency domain dynamic 
In most cases, NESSUS/EXPERT allows the user to determine the 
order in which various types of data are entered. However, there 
are two pieces of data that NESSUS/EXPERT requires to be 
entered before all others. These are the analysis type and the ele- 
ment type. NESSUS/EXPERT requires the entry of these before all 
other data due to  the high degree of dependencies of the subsequent 
data requirements imposed by these two pieces of data. In Screen 3 
STATIC is chosen for the analysis type. 
In Screen 4, the element type is prompted for and the HELP option 
has been selected. This results in the display of a help screen for 
selection of the NESSUS element type (Screen 4). 
In this sample session, the return key was hit to return to the ele- 
ment type selection menu and element type "75" was selected. Thus 
with the mandatory pieces of data having been entered, the SYS- 
TEM MENU for the job is displayed (Screen 6 ) .  The options in this 
menu are generated dynamically based on the current state of the 
job. Notice there are only three options available to the user at  this 
point. The user must enter the minimum data requirements for the 
deterministic datadeck before other options will be offered. This is 
simply because no other options make sense until the deterministic 
data has been entered. For this sample session, the option to enter 
the deterministic model data is selected. 
There are around 70 categories of deterministic data that can be 
entered via NESSUS/EXPERT. Therefore, these categories have 
been organized into 6 seperate m e n u s  for ease of use. T h e  m e n u  
shown in Screen 7 prompts the user for selection of one of these 6 
> >  1 
SCREEN 3 
* * *  ELEUENT TYPE MANUAL ENTRY FOR EXAMPLE * * *  
Enter the element type. 
1 QUIT 2 " 3 "  3 "7" 4 "lo" 5 "11" 
6 "15" 7 " 9 8 "  8 "151" 9 "152" 100 "153" 
11 "154" 12 HELP 
> >  12 
SCREEN 4 
* * *  ELEUENT TYPE HELP SCREEN * * *  
Select the element type to be used in the analysis by 
entering the number which corresponds to that element. 
The element types currently available are: 
3: 
7: 
10: 
11: 
75: 
98: 
151: 
152: 
153: 
154: 
4-node 
8-node 
4-node 
4-node 
2-node 
4-node 
4-node 
4-node 
8-node 
4-node 
plane-stress. Like MARC element type 3 .  
solid. Like MARC element type 1. 
axisymmetric solid. Like MARC element type 
plane strain. Like MARC element type 11. 
thick/thin shell. Like MARC element type 75 
Timoshenko beam. Like MARC element type 98. 
assumed strain plane stress. 
assumed strain plane strain. 
assumed strain axisymmetric. 
assumed strain solid. 
10. 
The current version of MHOST only allows finite element 
models consisting of a single element type. 
(RETURN to continue) 
SCREEN 5 
. * *  :.;E :E:;: :on ,'.V\.,YFLE * f f  
menus. For our sample session the BASIC MODEL MENU has been SELECT AN ACTIVITY. 
selected. 
Screen 8 shows the categories ofTered by the BASIC MODEL MENU. 
In this screen, the user has selected to enter the deterministic data 
for the COORDINATES category. 
1 Exit the PSAU Expert system. 
2 Return to JOB SEGECTION MENU. 
3 Enter/Alter/Complete deterministlc model data. 
4 HELP 
> >  3 Most category data can be entered either from an external file or by 
SCREEN 6 manual entry. (If the category was previously entered, it does not 
have to be reentered. The system will ahtomatically read in all data 
* * *  JOB SELECTION * * *  
SELECT THE JOB YOU WOULD LIKE TO WORK ON. 
(TO begin work on a new ]ob, enter the new lobname.) 
(to delete a :.ib, type "D <return>" o r  "d <return>".) 
1 QUIT 2 Y K P  3 SAMPLE 
4 VALID CASE3 5 HELP 
> >  EXAMPLE 
S~REE,, - 
* f *  MODEL DATA GROUPS MENU FOR EXAMPLE * * *  
SELECT THE DESIRED MODEL DATA MENU. 
1 BASIC MODEL MENU 2 MATERIAL DATA MENU 
3 LOADINGS MENU 4 USER FILE SPECS MENU 
5 SOLUTION CONTROL MENU 5 PRINTOUT CONTROL UENU 
1 Return to SYSTEM MENU 8 HELP 
> >  1 
SCREEN 7 
6 5  
associated with a job when the job is selected.) In Screen 9, the user 
has specified that the data be read in from a file called 
COORD.DAT. 
When the coordinates data has been read in the system returns to 
the BASIC MODEL MENU for the next selection. Notice in Screen 
10 that the COORDINATES option has been marked with an aster- 
isk to indicate that this data has been entered. The elements data 
has also been entered in the same way although for the sake of brev- 
ity this process was not shown here. In Screen 10, the user is 
reselecting the COORDINATES option. 
Since some COORDINATES data has already been entered, the sys- 
tem takes the user directly to manual entry. In Screen 11, the user 
has entered a bad data value (an illegal node number) for new coor- 
dinates data. 
Screen 12 shows an error message resulting from the entry in Screen 
10. The user now has entered "d 5" to tell the system to delete the 
5th line of data. 
Screen 13 shows that the data from line 5 was deleted and the 
remaining data was shifted to fill that line. The user has now 
selected to QUIT from COORDINATES manual entry. 
Once the COORDINATES manual entry is left, the CLIPS rules 
detect that there is an unusual situation. Screen 14 shows an infor- 
mation screen which alerts the user to the fact that the nodes 
defined are not in the expected consecutive sequence. In this case, 
the user assures the system that this was the intention and the sys- 
tem forgets the matter. Had the user answered NO to the query, 
the system would have returned the user to manual entry for correc- 
tion of the problem. 
Screen 15 shows a second information screen presented by the 
CLIPS rules. Here the system has detected an unacceptable incon- 
sistency between the ELEMENTS data and the COORDINATES 
data. Selection of either the C or E option would take the user 
directly to manual entry for the data type. In the example the user 
has selected to ignore the inconsistency for the time being. The 
NESSUS/EWERT system will not forget that this inconsistency 
exists, however. The user will be reminded of it before a determinis- 
tic data deck is built. 
Again, for the sake of brevity, screens are not provided for the entry 
of the remaining required deterministic data. In Screen 16, the user 
has moved to the SOLUTION CONTROL MENU. The FRONTAL- 
SOLUTION option has been chosen. Notice that there are 13 
categories of data in this menu and none have been previously 
selected (no asterisks). 
The FRONTALSOLUTION category is simply a Bag to NESSUS, 
therefore no data is required. The category is either present or not 
e * *  COORDINATES ENTRY METHOD MENU FOR EXAMPLE * * e  
SELECT A DATA ENTRY METHOD. 
1 QUIT 
2 Enter data by hand. 
3 Read data in from file. (Enter filename) 
4 HELP 
> >  coord.dat 
SCREEN 9 
* * *  BASIC MODEL MENU FOR EXAMPLE f a *  
SELECT THE CATEGORY OF DATA TO BE ENTERED. 
(Categories marked with have been at least 
partially entcred.1 
1 QUIT 2 'COORDINATES 3 *ELEMENTS 
4 BOUNDARY 5 TPANSFORMATIONS 6 TYING 
7 SPRINGS 8 MASSES 9 DASHPOTS 
10 DUPLICATENODE 11 EMBED 12 HELP 
> >  2 
SCREEN 10 
* * *  COORDINATES UANUAL ENTRY FOR EXAMPLE * * *  
Coordinates data for line 1 and subsequent lines: 
11 1 0.0000 0.0000 0.0000 0.1000 
21 2 1.0000 0 . 0 0 0 0  0 .0000 0.1000 
3 )  3 2.0000 0.0000 0.0000 0.1000 
4 )  4 3.0000 0.0000 0.0000 0.1000 
5 )  6 5.0000 0,0000 0.0000 0.1000 
6 1  7 6.0000 0.0000 0 . 0 0 0 0  0.1000 
7 1  8 7 . 0 0 0 0  0.0000 0 . 0 0 0 0  0.1000 
81 9 8.0000 0.0000 0.0000 0.1000 
Enter an existing node number and 4 new data values, 
new node number and 4 data values or a 
line number (to view existing coordinates datal. 
(Enter Q(uit) when all COORDINATES data has been entered.) 
- 3 1 2 3 4  
SCREEN 11 
* * *  COORDINATES UANUAL ENTRY FOR EXAMPLE o f f  
INVALID NODE NUMBER ENTERED. 
LEGAL RANGE: 1 TO 400. 
Coordinates data for line 1 and subsequent lines: 
11 1 0.0000 0.0000 0.0000 0.1000 
21 2 1.0000 0.0000 0 . 0 0 0 0  0.1000 
3 )  3 2.0000 0,0000 0 . 0 0 0 0  0.1000 
4) 4 3 . 0 0 0 0  0 . 0 0 0 0  0 . 0 0 0 0  0.1000 
5 1  6 5.0000 0.0000 0 . 0 0 0 0  0.1000 
6 )  7 6.0000 0.0000 0.0000 0.1000 
7 )  8 7.0000 0.0000 0.0000 0.1000 
8 )  9 8.0000 0.0000 0 . 0 0 0 0  0.1000 
Enter an existing node number and 4 new data values, 
new node number and 4 data values or a 
line number (to view existing coordinates datal. 
(Enter Q(uit1 when all COORDINATES data has been ente 
d 5  
SCREEN 12 
red. I 
- 
* * *  COORDINATES UANUAL ENTRY FOR EXAMPLE * * *  * * *  BASIC MODEL MENU FOR EXAMPLE * * *  
SELECT THE CATEGORY OF DATA TO BE ENTERED. Coordinates data f o r  llne 5 and subsequent lines: 
(Categories marked with have been at least 
partially entered.) 
i P i i i T  2 C J O A t i l A T E S  3 ELXEKTS 
4 BOUNDARY 5 TRANSFORMATIONS 6 TYING 
7 SPRINGS S M S S E S  9 DASHPOTS 
10 DUPLICATENODE 11 EMBED 12 HELP 
> >  2 
SCREEN 8 
5 1  6 
6 1  7 
7 )  8 
8 1  9 
9 1  10 
101 11 
1 1 )  12 
12) 13 
5.0000 
6.0000 
7 . 0 0 0 0  
8.0000 
9.0000 
10.0000 
0.0000 
1.0000 
0 . 0 0 0 0  
0.0000 
0 . 0 0 0 0  
0.0000 
0.0000 
0 . 0 0 0 0  
1.0000 
1.0000 
0 . 0 0 0 0  
0 . 0 0 0 0  
0.0000 
0 . 0 0 0 0  
0 . 0 0 0 0  
0 . 0 0 0 0  
0 . 0 0 0 0  
0 . 0 0 0 0  
0.1000 
0.1000 
0.1000 
0.1000 
0.1000 
0.1000 
0.1000 
0.1000 
Enter an existlng node number and 4 new data values, 
new node number and 4 data values or a 
line number (to view exlstlnq coardxnates data). 
(Enter Q(u1tI when all COORDINATES data has been entered.) 
4 
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present. Screens 17 and 18 demonstrate how NESSUS/EXPERT 
provides for this type of category to  be turned on and off. In the 
example, the category is turned on. 
Screen 19 shows the SOLUTION CONTROL MENU consequent to 
the FRONTALSOLUTION option being selected. Notice that there 
are now only 12 categories of data in this menu. 
NESSUS/EXPERT has removed the BANDMATRIX option from 
the menu. This is because FRONTALSOLUTION and BANDMA- 
TRM are mutually exclusive options for the NESSUS input. 
Screen 20, the final screen in this example shows that once the 
minimum data requirements for the deterministic model have been 
entered, options are added to the system menu accordingly. 
*** COORDINATES MANUAL ENTRY FOR EXAMPLE * * a  
Undefined COORDINATES NODES: 
5 
Should these NODES be left undefined (Enter Y or N). 
Y 
SCREEN 14 
..* CONSISTENCY CHECK FOR EXAMPLE * * *  
Element data references the following undefined nodes. 
5 
TYPE C to enter coordinate data for the node(s1 OR 
E to change the element definition(s1. 
I to ignore the inconsistency for now. 
> >  i 
SCREEN 15 
*** SOLUTION CONTROL MENU FOR EXAMPLE * * *  
SELECT THE CATEGORY OF DATA TO BE ENTERED. 
(Categories marked with have been at least 
partially entered.) 
1 QUIT 2 ITERATIONS 
3 INCREMENTS 4 TIME 
6 M t b S  J rrrrnvrn,n,h 
1 DEFORMATION 8 DISPLACEMENTMETHOD 
9 FRONTALSOLUTION 10 LINESEARCH 
- - . . ._ ... _ _  - . 
11 LOUBIGNAC 12 OPTIMIZE 
13 SECANTNEWTON 14 TANGENT 
15 HELP 
> >  9 
SCREEN 16 
* * *  SET/RESET FLAG FRONTALSOLUTION 
Flag is currently SET OFF. 
1 Quit 
2 SET flag to ON 
3 RESET flag to OFF 
4 HELP 
> >  2 
SCREEN 17 
* * *  SET/RESET FLAG FRONTALSOLUTION 
Flag is currently SET ON. 
1 Quit 
i SET f i d g  L O  CR 
3 RESET flag to OFF 
I HELP 
> >  1 
SCREEN 18 
* * *  SOLUTION CONTROL MENU FOR EXAMPLE * * *  
SELECT THE CATEGORY OF DATA TO BE ENTERED. 
(Categories marked with have been at least 
partially entered.) 
2 ITERATIONS 1 QUIT 
3 INCREMENTS 4 TIME 
5 BFGS 6 DEFORMATION 
7 DISPLACEMENTMETHOD 8 *FRONTALSOLUTION 
9 LINESEARCH 10 LOUBIGNAC 
11 OPTIMIZE 12 SECANTNEWTON 
13 TANGENT 14 HELP 
> >  1 
SCREEN 19 
ii’ jy;iix i.iE;rG ESfiPiE l** 
SELECT AN ACTIVITY. 
1 Exit the PSAM Expert system. 
2 Return to JOB SELECTION MENU. 
3 Change ]ob comment. 
4 Reselect analysis type. 
5 Enter/Alter/Complete deterministic model data. 
6 Enter/Alter/Complete random variables. 
7 Build Deterministic Datadeck. 
8 Run determinrstic analysis. 
9 HELP 
> >  6 
SCREEN 20 
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ABSTRACT 
Automation of flow field zoning in two dimensions is 
an  important step towards reducing the difficulty of three- 
dimensional grid generation in computational fluid dynam- 
ics. Using a knowledge-based approach makes sense, but 
problems arise which are caused by aspects of zoning in- 
volving perception, lack of expert consensus, and design 
processes. These obstacles are overcome by means of a 
simple shape and configuration language, a tunable zon- 
ing archetype, and a method of assembling plans from 
selected, predefined subplans. A demonstration system 
for knowledge-based two-dimensional flow field zoning has 
been successfully implemented and tested on representa- 
tive aerodynamic configurations. The results show that 
this approach can produce flow field zonings which are ac- 
ceptable to experts with differing evaluation criteria. 
INTRODUCTION 
Computational fluid dynamics (CFD) is becoming an 
essential tool in the understanding of fluid physics and in 
the design of aerospace vehicles. The long range goal is to 
be able to quickly and accurately simulate the viscous flow 
about realistic configurations’. Ideally, the time required 
for each computation should be small enough to permit in- 
corporation of such a solution technique into the design cy- 
cle. Several aspects of CFD have been identified as pacing 
items, or areas which require significant advances before 
the goals of CFD can be real i~ed’ ,~.  Three-dimensional 
grid generation is prominent among them. Although grid 
generation methods have become fairly sophisticated, it 
is often extremely difficult to generate a reasonable single 
grid about a general, three-dimensional configuration’-6. 
Factors which are principally responsible for this difficulty 
are: 1 )  complex geometries, 2) the need for selective refine- 
ment to resolve fluid physics phenomena efficiently, and 3)  
limitations on the size of computer physical memory. 110- 
main decomposition, or flow field zoning, is an effective 
solution. Partitioning a flow field into zones can reduce 
the topological complexity o f  the problem. It allows grid 
refinement to be limited to just those regions of th r  flow 
field where it is required in order to resolve high griidirrlts. 
Also, i f  each zonal grid is sinal1 enough to fit into tlir phys-  
ical memory of the computer, prol)lrrns of  any size can 1)r 
tackled. 
l’hc full benefits o f  flow ficld xoiiirig ran be gainrd only  
i f  it is done well. A usrr  must have thc following qualifica- 
tions: experience with zonal rnethods, familiarity \villi grid 
generation rapaltilitirs, fluid tlyriarnics knowlrtlgc, knowl- 
edge about the flow solver being used, criteria for evaluat- 
ing zonings, and imagination. Unfortunately, the follow- 
ing conditions exist which prevent the widespread use of 
a zonal approach: 1) those qualifications are possessed by 
few, and are not easily taught; 2) tedium and frequent er- 
ror are inherent in zonal boundary condition specification, 
regardless of the user’s expertise; 3)  it is difficult even for 
an expert to visualize and specify general zonal bound- 
ary surfaces in three dimensions; and 1) zoning evaluation 
criteria are not well established. Clearly, automating flow 
field zoning is an important step towards achieving routine 
application of CFD to aerospace problems“. 
The goal of the present research is to lay the foundation 
for an automated zonal grid (composite grid) generation 
capability in three dimensions by developing a knowledge- 
based demonstration program capable of automated flow 
field zoning in two dimensions. There are aspects of the 
zoning problem which make a knowledge-based program- 
ming approach a natural choice. There are other aspects, 
however, which tend to discourage the use of knomledge- 
based techniques as they currently exist. The purpose of 
this paper is to briefly describe the demonstration sys- 
tem which has been implemented, focusing on the methods 
used to overcome the difficulties arising from these latter 
aspects. 
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topologies for each zonal grid, and the user sets the grid 
generation parameters for the final step of grid genera- 
tion. Figure 2 shows the seven-zone (or seven-block) grid 
designed by EZCrid for a four-element airfoil in a tran- 
sonic, viscous fluid at  4” angle of attack. All of the grids 
in this paper were generated using the General Dynam- 
ics grid generator GRIDGEN2D’. Note that the airfoil 
in Figure 1 is identical to the downstream-most airfoil in 
Figure 2, demonstrating that in addition to  shape and in- 
flow conditions, the configuration plays an important role 
in determining the zoning. 
EZGrid has both automatic and interactive modes of 
operation. Though an automated design is possible for a 
variety of zoning problems, a user may choose to design 
a zoning interactively (to test out a particular idea, for 
example). 
A KNOWLEDGE-BASED APPROACH 
There are several useful rules for identifying tractable 
task domains for knowledge-based system development”, 
which are: 1) a closed-form or algorithmic solution cannot 
be found, 2) domain expertise exists, 3) the task can be 
performed by an expert within a reasonable amount of 
time (hours, days), 4) the task is cognitive (as opposed to 
perceptual), 5 )  the skill is routinely taught to nonexperts, 
and 6) the task is worth doing, and has a high payoff. 
Furthermore, a distinction is often made between problems 
which are solved by means of classification, or selection of 
predefined solutions, and problems whose solutions must 
be constructed or designed (analysis versus synthesis)”. 
Problems that require construction of a solution usually 
respond to knowledge-based techniques less readily than 
those which can be solved using selection or classification 
procedures. 
Several aspects of flow field zoning obey these rules. 
Zoning is an ill-structured problem, and no satisfactory 
conventional solution has been found. Expertise is re- 
quired to perform the task well, and an expert can design 
and generate a zoning in several days or weeks, depending 
on the complexity of the configuration. Finally, flow field 
zoning is an important element in the drive to make three- 
dimensional grid generation faster and easier, and is thus 
definitely worth doing. 
Unfortunately, several aspects of flow field zoning break 
these rules. The art of flow field zoning is not easily taught, 
perhaps because there is no good language to describe the 
process. The task has an unmistakable perceptual element, 
involving qualitative shape and position information. The 
process of flow field zoning has been modelled as one in 
which a solution is designed as opposed to selected. Lastly, 
while there are recognized experts, ideas differ (and are 
even still evolving) as to what constitutes a good zoning, so 
the solution preferred by one expert may be unacceptable 
to another. This implicit “user bias” affects the design and 
evaluation of flow field zonings. These aspects of flow field 
zoning serve to make the application of knowledge-based 
techniques challenging at  best. 
The plan that was adapted to successfully develop a 
system for this domain included the following: 
1. Develop a model and language to describe the funda- 
mentals of txvo-dimensional flow field zoning. 
2. Debug the model and language through the implemen- 
tation of an interactive knowledge-based system (in 
which the mechanics and bookkeeping of designing a 
zoning and generating the boundary curves are auto- 
mated, but the user supplies the necessary perception, 
zoning design knowledge, and implicit bias, i.e., the as- 
pects of the problem which are difficult to automate). 
3. Increase the level of system automation incrementally 
by replacing the parts previously supplied by the user, 
one at  a time, as described in the sections below. 
4. Use existing grid generation capabilities. 
In the sections which follow, pragmatic solutions to the 
problems of perception, design knowledge, and user bias in 
flow field zoning are described. 
SHAPE - A MATTER OF INTERPRETATION 
To automatically design a flow field zoning for a given 
problem, the system must have available qualitative shape 
and configuration information. This information may be 
obtained in one of two ways: interactively from the user 
or automatically through extensive processing of the raw 
geometric data input by the user. Interactive input was 
selected for EZGrid for the following reasons: I )  data pro- 
cessing can be time-consuming, even for cases which are 
simple and obvious to a user; 2) the shape distinctions 
typically resulting from such processing” are finer than 
necessary for this application; 3) the way an  object is de- 
scribed by a user may reflect some bias, and can radically 
affect a zoning design; and 4) having the user describe the 
configuration permits the system to share the user’s fo- 
cus on object groupings as a way to decouple portions of 
the problem where possible (objects which are far apart 
or separated by one or more other objects may have lit- 
tle influence on each other in terms of how the zoning is 
designed). The user still provides the perceptual informa- 
tion, but explicitly, in a consistent manner, only for the 
input geometry, and only during the set-up phase at the 
beginning of an EZGrid run. 
To make the interactive input of shape and configura- 
tion descriptions as consistent and as painless as possible, 
a simple shape and configuration language was developed 
based on Brady’s hypothesis” that all .shapes have identi- 
fiable subshapes. In EZGrid, object shapes are composed 
of one or more primitive parts which are described by vari- 
ous attributes (orientation, length, width, etc.). Each part 
has a front end, a back end, a top side, and a bottom side. 
Ends can be blunt, sharp, or base. Sides can be straight, 
convex, or concave. Common end/side combinations are 
given names, such as ellipse (both ends blunt, both sides 
convex), teardrop one end blunt, one end sharp, sides any 
value), and bullet I one end blunt, one end base, both sides 
convex). Parts fit together via “joins”, a simplified ver- 
sion of Brady’s join concept. Configurations are described 
by grouping objects that the user feels have a direct influ- 
ence on each other, and then providing nearest distances 
and relations among objects within a grouping and among 
groupings. Object grouping permits a decomposition of 
the problem into simpler subproblems, as is discussed in 
the section on encoding zoning design knowledge. 
The qualitative shape and configuration information in- 
put by the user has a great impact on the design of a zoning 
for any given problem. An example of the effect of shape 
description is shown in Figures 3a-d, in which the geome- 
try, inflow conditions, and user bias are all identical. The 
only difference lies in how the shape has been described 
qualitatively. The objects in Figures 3a-d have been de- 
scribed, respectively, as an ellipse, a bullet, a wedge (one 
end sharp, one end base), and a teardrop. The “ellipse” is 
surrounded by a single zonal grid with what is known as 
a C-type topology. A two-zone grid was designed for the 
“bullet” case. The “wedge” flow field was partitioned into 
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three zones, and the “teardrop” shape was surrounded by 
two zones, each with an  H-type topology. The four zonings 
are quite different, and demonstrate the large effect that  
shape description has on flow field zoning design. 
INCORPORATION OF USER BIAS 
One of the problems associated with flow field zoning 
is that  the experts do not agree on what makes a good 
zoning. One way to deal with this problem in the de- 
velopment of a knowledge-based system is to establish a 
standard, or archetypal, set of guidelines. The  drawback 
of this approach for zoning is the possibility that the stan- 
dard could be totally unacceptable to some experts, and 
totally acceptable to none. The approach which was cho- 
sen, and which has worked well, is to establish a tunable 
zoning archetype. A user can tune the archetype to  reflect 
her or his own bias. 
The criteria for designing and evaluating flow field zon- 
ings can be categorized as either objective or subjective. 
Objective criteria include basic guidelines for the type of 
zoning being used, such as: zones are empty and topo- 
logically four-sided, zones abut without gaps rather than 
overlap, zonal boundaries do not cross each other or the 
boundaries of the input geometry, and the outer boundary 
location depends on the physical conditions of the problem. 
Subjective criteria comprise what is commonly referred 
to in expert systems parlance as “standard practice.’’ -4s 
noted above, zoning practice is not standard. These sub- 
jective criteria, which depend on a user’s bias, form the 
basis for the tunable zoning archetype. 
The bias an expert user brings to a zoning design prob- 
lem involves a variety of factors: 1) the particular capa- 
bilities of the user’s flow solver code, for example, how 
boundary conditions and singularities are handled, what 
sort of turbulence model is used, and what effect grid skew- 
ness has on the robustness of the code; 2) the user’s own 
experience (often based on a specific flow solver), which de- 
termines the user’s threshold of tolerance of  inaccuracies 
caused by grid skewness, discontinuities, singularities at  
body surfaces, and zonal boundary intersections with body 
surfaces; 3) the user’s objectives for the problem at hand 
- for example, the finest resolution is needed at  body sur- 
faces and in the wake in order to  calculate drag accurately, 
or high grid point efficiency is needed to get the greatest 
accuracy with a small, fixed number of grid points; and 1) 
aesthetics - “ I  don’t like the look of that discontinuity in 
the boundary curve.” 
TO incorporate a user’s bias into the design and eval- 
uation processes, it must first be paramrterized. The 
archetype is rlrfined as the collection o f  pararneters chosen 
to capture zoning user bias, and is tuned by the assignment 
of  weights t o  each pararneter. list o f  zoning parameters 
and their posit)le weight valucas is found in ‘J‘able I. Note 
that t h r  values are all qiialitative. The archetype is in- 
tended h J t h  to giiide tht! design o f  zonirigs and to evaluate 
completed zoriings. ‘I’hese qualitative values are used by 
the design rulrs to inf luence a zoning dvsign, as evidenced 
by the! rc.slilt.s i n  Figures .la-c. ‘[’he g?(JrYICtry, inflow condi- 
tions, a r i d  shape. tfcscription are idtmtical f o r  each case in 
l:igiirc 4. I)iffvrrnt zoriings rcsiilt from tliffcrcnt archetype 
parariict.c.r valiics. ‘l’hr zoning in F’igllrc ,la was gcnrratcd 
for ii iiscr w h o  pl;ic:c.s more irriportimc:c: o n  siirfacc quanti- 
ties (such ;I> l if t .  a r i d  surface drag) than on f i c ~ l d  quantities 
or t h e  wakes. I’igiirc. rcsiitts w h e n  ttiosc. priorities arr rt!- 
versed. ‘I‘he zoriirigs tliffcr rriainly i n  t,i)pi,logy i i i i  0 - t y p e  
toplology w a s  i i t l t~~~lli i t  ical ly  sc.l~ctc.d for ,la arid i~ C t y p c :  
topology f o r  , lh .  ‘ I ’ h c :  t wi)-zon(* zoning i r i  I.‘igiirt: / I C  S I I O W S  
the EZGrid method of compromising when both surface 
quantities and wake resolution are considered important. 
Numerical values are more convenient than qualitative 
ones for evaluating and comparing zonings. To translate 
the qualitative values into numerical ones, the archetype 
was calibrated in the following manner. Three different 
configurations of N A C A 0 0 1 2  airfoil pairs were selected as 
test cases: horizontally aligned, vertically aligned, and 
staggered. For the first two cases, three candidate zonings 
were generated using EZGrid in interactive mode, and four 
candidate zonings were generated for the staggered config- 
uration. These three test cases were shown to  five flow 
field zoning experts. The  experts were asked first to  select 
weights for the archetype parameters consistent with their 
own views and appropriate for the test cases. No two of 
the resulting archetypes were identical. They were then 
asked to  order the candidate zonings for each test case by 
preference, presumably consistent with the archetype as 
they had tuned it. Their orderings for each case are repre- 
sented by the first number in each column in Table 11. For 
example, expert 1 rated zoning A as second best, zoning 
B as worst, and zoning C  as best for the first case. 
The second number in each column of Table I1 is the 
ordering given by EZGrid for the same cases. The EZ- 
Grid preferences were arrived a t  by comparing the scores 
calculated for the candidate zonings. Each parameter has 
a measurement function which, when applied to a zoning 
(prior to grid generation), yields a number that denotes 
a penalty for that  aspect of the zoning. The raw penal- 
ties for each case did not vary from expert to  expert, of 
course, but the weights which multiply those values come 
from each expert’s tuned archetype, so when the results 
are summed and compared, the EZGrid preference in each 
case does vary from expert to expert. The assignment 
of numerical values to the qualitative weights chosen by 
the user was adjusted so as to maximize the number of 
matches between expert and EZGrid. Out of fifteen or- 
derings, in only two does EZGrid fail to choose the same 
“best” candidate as the expert. It would be misleading to  
state that  these results are statistically significant, but it is 
reasonable to claim, based on this study, that  user bias has 
a measurable effect on flow field zoning design, and that 
the the proposed zoning archetype is a promising method 
of evaluating zoning results in the absence of universally 
accepted criteria. 
ENCODING ZONING DESIGN KNOWLEDGE 
There are many approaches to design. The process 
of flow field zoning is modeled as being of the design-by- 
composition variety. A zoning design can be described by 
a composition of primitive zoning actions. To automate 
zoning, it is necessary either to automate the choice of an 
action at  each stage of the design, or to follow a plan (a 
sequence of  actions) constructed or selected at  the outset. 
Consider zoning design as a search problem in which 
zoning knowledge is used to restrict the search for an 
acceptable solution. The space of possible solutions (or 
search space) consists of all possible combinations of  zon- 
ing actions. Weak heuristics are bits of knowledge that 
help to prune the number nf possibilities, but do not nar- 
r o w  the range of possibilities sufficiently to eliminate the 
need for search. The nature o f  the zoning search space 
is s u c h  that  i f  only weak heuristics are used (involving 
riiirril,cr o f  objects, prior actions, containrnerlt inforrna.tion, 
iintl in f low conditions), the  nrrmher o f  pcissible solutions 
remains large, arid much rcdandancy in the final zoning 
design ciirltlidates is ~inavoitlable. I f  strorlg heuristics are 
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used (involving qualitative shape and configuration infor- 
mation, user bias, zoning design knowledge, and fluid dy- 
namics/CFD knowledge), the search space is narrowed to 
one or possibly several action sequences. In fact, search is 
eliminated. For such a search space, the plan option was 
adopted. 
Zoning plans are constructed by assembling predefined 
subplans. Subplans are sequences of zoning actions ap- 
plicable to a single grouping of objects. The bulk of the 
zoning design knowledge in EZGrid is contained directly 
by these subplans. If certain preconditions about an ob- 
ject grouping are true, a complete subplan is asserted into 
the database. If the configuration is described by only one 
grouping, the subplan becomes the plan. If there is more 
than one grouping, more than one subplan is selected and 
assembled together to produce a plan. The rules which de- 
termine the way in which the subplans are combined con- 
tain the remainder of the zoning design knowledge. Figure 
5a shows a three-zone viscous zonal grid for a single rotor 
blade cross-section. Its plan was composed of a single sub- 
plan. For the case of a cascade of rotor blades, represented 
here by just two blades, one could either develop a subplan 
for a grouping consisting of two vertically-aligned blades, 
or describe the configuration as having two groupings, each 
consisting of one blade. In the case of two groupings, the 
subplan of Figure 5a would be selected twice and com- 
bined. The five-zone grid resulting from this assembly is 
shown in Figure 5b. The result of a somewhat different 
combination of the same subplan is shown for the rotor- 
stator pair in Figure 5c. The final example of subplan 
assembly is the seven-zone zoning of Figure 2, which was 
generated automatically following a plan assembled from 
three simpler subplans. The assembly of plans from sub- 
plans increases the system’s efficiency (it is not always nec- 
essary to add new subplans to handle new configurations) 
and generality (designs for complex problems may be com- 
posed of designs for simpler problems). This approach has 
proved successful for the test problems selected. 
CONCLUSIONS 
Flow field zoning is an effective solution to the three- 
dimensional grid generation problem of computational flu- 
id dynamics. To further exploit the potential of zonal ap- 
proaches, zonal grid generation must be automated. As a 
stepping stone to an automated three-dimensional zonal 
grid generation capability, a two-dimensional flow field 
zoning demonstration system, EZGrid, has been imple- 
mented using knowledge-based techniques. This paper fo- 
cuses on those aspects of flow field zoning which make the 
use of such techniques challenging: the element of percep- 
tion, lack of expert consensus, and the modelling of zoning 
as a design process. In the case of perception, the solution 
involves the use of a simple shape and configuration lan- 
guage to facilitate the interactive input of such information 
by the user. The lack of expert consensus is overcome not 
by imposing a rigid standard, but by the development of a 
tunable zoning archetype, which affects the zoning design 
and provides a means of evaluation. The design knowl- 
edge essential to the construction of a flow field zoning is 
encoded in the  form of subplans, which, when selected, are 
assembled into a plan for designing and generating a zon- 
ing. A design problem is thus transformed into a simpler 
selection and assembly problem. 
It is clear, then, that the guidelines for choosing a prob- 
lem to which knowledge-based techniques can be applied 
are not hard-and-fast rules. The successful implementa- 
tion of EZGrid demonstrates that even if some aspects of 
a problem prevent it from being a perfect application for a 
knowledge-based approach, time and persistence can over- 
come the problems which arise. 
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Table 1 Zoning Archetype Parameters 
I ARCHETYPE PARAMETER I POSSIBLE VALUES 
SIMPLICITY 
ZONE CORNER SKEWNESS 
ZONE SIDE SMOOTHNESS 
ZONE SIDE MAPPING DISPARITY 
GRID POINT EFFICIENCY 
ORTHOGONALITY AT BODY SURFACES 
SURFACE VI. FIELD QUANTITIES 
WAKE RESOLUTION 
ZONE TUPLE POINTS 
SlNGULARlTlES AT BODY SURFACES 
ZONEIBODY INTERSECTIONS 
VISCOSITY IN MORE THAN ONE 
DIRECTION 
Low } IMPORTANCE 
MEDIUM 
HIGH 
ALLOWED BUT NOT IMPORTAN1 
ALLOWED 
SOMEWHAT DISCOURAGED 
DISCOURAGED 
STRONGLY DISCOURAGED 
NOT ALLOWED 
GEOMETRY 
HORIZONTAL 
NACA0012 PAIR 
00 
STAGGERED 
NACA0012 PAIR 
O0 
VERTICAL 
NACA0012 PAIR 
0 
0 
Table 2 Zonine Archetvoe Calibration Results 
CANDIDATE 
ZONING 
A 
B 
C 
A 
B 
C 
D 
A 
B 
C 
- <.  
CANDIDATE ORDERING BY PREFERENCE 
(HUMAN EXPERTEZGRID) 
EXPERT 1 EXPERT 2 EXPERT 3 EXPERT4 EXPERT 5 
212 
313 
111 
313 
111 
414 
212 
212 
111 
313 
111 
213 
3/2 
414 
313 
212 
111 
111 
212 
313 
212 
313 
111 
414 
111 
313 
212 
111 
212 
313 
111 
2/3 
312 
212 
111 
414 
313 
312 
2/ 1 
1 /3 
111 
313 
212 
414 
1/3 
312 
2/ 1 
111 
212 
313 
Figure I A singlr.-zonr. grid. 
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Figure 2 A 7-zone grid. 
(a) ELLIPSE 
(c) WEDGE (d) TEARDROP 
1:igure 3 Effect of qualitative shape description. 
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(a) WAKE - LOW IMPORTANCE 
SURFACE QUANTITIES - HIGH IMPORTANCE 
(b) WAKE - HIGH 
SURFACE QUANTITIES - LOW 
(c) WAKE - HIGH 
SURFACE QUANTITIES - HIGH 
Figure 4 Effect of user bias. 
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(a) SINGLE ROTOR BLADE (b) ROTOR CASCADE 
(c) ROTOR-STATOR PAIR 
Figure 5 Effect of assembling subplans. 
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Abstract 
The current Shuttle Program was used as a working model and certified data 
source Changes to flight 
hardware, processing methodologies, and identification of automation 
applications that would reduce costs were derived reference to that data. 
The CIRCA 2000 Criteria were developed using these critical analyses of the 
on-going Shuttle Program. 
in the identification of STS operational cost drivers. 
by 
Several innovative suggestions are reviewed. 
In 1986, the Kennedy Space Center com- 
missioned BAO (Boeing Aerospace Operations) 
to perform the SGOE/T Study, (Shuttle Ground 
Operations Efficiencies I Technologies Study". 
This Study was a one year contract (Phase 1) 
with two priced options (Phase 2 and Phase 3). 
We are currently in Phase 3 of that Study. Each 
Phase of the Study has had a different thrust. 
The Phase 1 primary objective was to identify 
the Shuttle Program operational cost drivers 
and reduce the overall operational cost either 
through improving the efficiency of the ground 
operations or with the addition of selected 
technology elements to cut costs. The results 
of the study indicated that although it may be 
too late to "significantly" change the existing 
Shuttle System per se, development of launch 
site criteria for use by the various design 
agencies and their contractors would be ben- 
eficial for future programs, either manned or 
unmanned. One of the significant conclusions 
was that increased application of automation 
to evaluate systems and conduct operations 
will provide several ways of reducing launch 
operations costs and providing benefits: 
o Increase the speed of the total checkout 
(reduce time-in-flow requirements) 
o Reduce manpower requirements 
o Reduce the possibility of human error 
o Minimize documentat ion changes 
(improve test-to-test consistency) and 
provide the potential for "learning curve" 
reduction in the time required for manual 
tasks. 
The data also clearly indicated that the lack of 
emphasis on maintenance requirements during 
the early design portion of the Program has had 
a very significant impact on recurring, oper- 
ational costs. Bypassing these considerations 
in favor of other high priority items to save 
front-end costs in the design phase of the 
Shuttle has significantly increased operational 
costs at KSC and, therefore, Life Cycle Costs 
for the Program. 
A Phase 2 product of the SGOElT Study was 
development of the description of a generic 
launch vehicle to be operational by the year 
2000 and titled "Circa 2000" or "Circa 2K" for 
short. The objective was to use the operations 
cost drivers identified in Phase 1 of the Study. 
The approach was to develop individual 
operational requisites for the four segments of 
Ql a launch system. 
" I  
The Circa 2000 System's four areas include: 
Management and System Engineering 
Vehicle Design 
Test and Checkout 
LaunchedPad 
In each of these areas, the Circa 2000 system 
defines design requirements that will signif-  
icantly reduce the launch operations costs 
contribution to Life Cycle Costs (LCC). 
Personnel interested in further information are 
referred to William J. "Bill" Dickinson, phone 
number (407) 867-2780, at the Kennedy Space 
Center. Due to the primary interest of this 
audience, this paper will concentrate on the 
"Test and Checkout" segment (see Figure 7 ) ,  
because that area will benefit the most from 
the incorporation of additional automation 
techniques. 
Figure 1 
TEST AND CHECKOUT 
TEST RND CHECKOUT 
~ Some of the CIRCA 2000 criteria for that 
i segment include: 
I 1. 100% Computer Connectivity 
Operations Requirement: 
All computers associated in any manner 
with operations, flight or ground, must 
ma in ta in  comp le te  connnec t i v i t y  
(bridging). 
Rationale: 
The amount of data required to support and 
maintain any operational system requires 
that eff iciency in acquisit ion of 
I 
I 
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operational data be always maintained. 
Paperwork (its development, maintenance, 
use and control) currently requires a large 
portion of the operations budget. A 
significant reduction in the total Life 
Cycle Costs can be achieved by intensive 
application and use of automation to 
replace paperwork. 
Sample Concept: 
Utilization of commercial DBMS (Data Base 
Management System) which support SQL 
(Standard Query Language) and provide for 
data import and export in a manner that 
meets the requirements of MIL-STD- 
1840A. 
Technology Requirement: 
Distributed DBMS that will provide the 
required flexible computer connectivity. 
I I .  Automated Electronic OMl's 
Operations Requirement: 
Operational and support procedures should 
be computer-based and maintained. 
Automation of the OM1 (Operations and 
Maintenance Instructions) process; i.e., 
development, maintenance, and use, 
provides improvements in: 
Rationale: 
0 costs 
o Discipline of usage 
o Performance data verification 
o Configuration change compliance 
Sample Concept: 
Assembly and checkout procedures would 
be  received from each vendor  
electronical ly (per MlL-STD- l840A,  
including graphics). These data would then 
be processed into an operational-site 
procedure format. As procedures are 
scheduled for performance, the test 
conductor would initiate them from his 
terminal and follow the displayed test 
progress. The displays will include 
instructions for manual operations, 
progress of the automated test sequences, 
or the requirements for hardware 
replacement and retest in the event of an 
out-of-tolerance test result indication. 
Techno logy Require men t : 
Procedure authoring and update, standard- 
ized Aext and graphics formats. 
111. Automatic Test Requirements 
Verification 
Operations Requirement: 
S a t i s f a c t i o n  of  a p p r o v e d  t e s t  
requirements wi l l  be  automatical ly 
correlated with the completion of the 
associated procedures. Completion of 
individual test requirements will be 
verified within the automated testing 
system. 
Current manual method is labor intensive, 
inefficient, inadequate, and error prone. 
Rationale: 
Sample Concept: 
A truly paperless, automated OM1 will have 
sequence execut ion control led by 
scheduling systems that track the 
completion of each procedure and task. As 
each task is completed, without error, or 
after maintenance 
accompl ished, al l  
requirements wou Id 
verified. 
Technology Requirement: 
Operational systems 
processing, networking, 
connectivity. 
IV. Integrated Fault Tolerant 
Suite (IFTAS) 
Operations Requirement: 
Avionics systems must 
reliability by providing 
and retest is  
associated test 
be automatically 
distributed data 
and co m p u t e r/data 
Avionics 
provide for higher 
several levels of 
fault tolerance thru redundancy to support 
mandated system availability. 
Rationale: 
To support on-board checkout and mission 
success, the entire avionics suite must be 
designed to provide that level of fault 
tolerance required to assure that the 
system is available when required. This 
is best accomplished by assuring the 
robustness of a l l  mission cri t ical 
systems, and providing fault tolerance 
where it is required (similar to the 
minimum equipment l is t  used by 
commercial aircraft). 
Sample Concept: 
Future systems must be designed such that 
systems in general can be dynamically 
configured to provide for more than one 
function. Should an allocated processor or 
sub-system fail, another processor with a 
lesser priority function should be assigned 
to reconfigure and perform the function of 
the failed processor. This will force a 
high degree of commonality, require 
distributed processing, and provide a 
system more capable of surviving in 
adversity. 
Technology Requirement: 
Distributed processing, development of 
layered architectures, commonality of 
equipment elem en ts. 
V. Returned Vehicle Self-Test for 
Ref lig ht 
Operations Requirement: 
After flight, the returned vehicle should 
have sufficient self-test capability to 
verify its flight readiness or provide 
problem isolation down to the LRU (Line 
Replaceable Unit). 
Rationale: 
To accomplish an order-of-magnitude cost 
reduction, we must strive to achieve the 
160-hrs. (or better) turnaround time. The 
original STS turnaround objective was 
160-hrs. STS actual processing times 
have grown an order of magnitude beyond 
that original goal. 
Sample Concept: 
During flight, BIT ident i f iedrecords 
anomalies. After landing, BIT/BITE 
isolates problem to LRU level. After 
replacement, BIT retests the system and 
verifies flight readiness. 
Technology Requirement: 
Development of BIT/BITE to meet specific 
requirements. 
V I .  Autonomous Guidance Navigation 
and Control (GN&C) 
Operations Requirement: 
Eliminate vehicle dependence on GSE for 
test and checkout. 
Rationale: 
Onboard BIT/BITE of GN&C can eliminate, 
simplify, or reduce the requirement for 
ground support operations. 
Sample Concept: 
Boeing 757/767 or advanced military 
a i r c ra f t  compu te r i zed  e lec t ron ics  
p r o v i d i n g  s e l f - t e s t  a n d  f a u l t  
i d e n t i f i c a t i o n  w i th  fau l t - t o le ran t  
computers. Ability to replace circuit 
boards without system shutdown. Easy 
accessibil i ty. 
VII. Software Commonality 
Operations Requirement: 
The vehicle should utilize the same set of 
software for ground operation test, inte- 
I gration, and for flight. 
Rationale: 
Current STS ground operations are 
accomplished with several different 
programs depending on the stage of 
testing. This results in many hours of 
time for reloading the main computer 
memory. For example, the final prelaunch 
load requires 14  clock-hours to 
accomplish. 
Sample Concept: 
The Avionics should be designed as a 
distributed system with one or more high 
speed buses providing communications 
between subsystems as required. 
Each subsystem should have the capability 
of autonomous ground operations by com- 
manding the system to a standalone mode. 
I 
In this mode all required external stimuli 
would be simulated by the subsystem in a 
sufficient manner to verify its proper 
operation. This would allow each 
subsystem to be tested independently of 
the operational state of the other systems. 
When all ground testing and vehicle 
integration is complete, each subsystem 
would be commanded to the flight mode 
without additional computer reloading. 
Technology Requirement: 
Distributed, layered architecture. 
In a paper presented last year (1987) at the 
Space Congress in Cocoa Beach, FL, David 
Lowry and Tom Feaster described plans for 
research and development of computerized 
tools to incorporate supportability factors in 
the early phases of system design (Reference 
2). The concept includes the role that 
CAE/CAD/CAM should play in improving design 
for supportability. There is an accumulation 
of evidence from recent research performed 
by the Human Resources Laboratory at 
Wright-Patterson Air Force Base that 
indicates that the accumulation of 
operational maintenance and logistics support 
characteristics must begin early in the 
development of system concept studies. This 
research indicates, also, that one of the best 
ways to improve design for support is to 
include the operational maintenance and 
logistics data and factors directly in the 
daily working procedures and systems used by 
the design engineering personnel (Ref. 3). 
There is a need, then, to develop the technical 
capability to develop generic operational 
maintenance criteria, logistics factors and 
provide operational requirements and criteria 
feedback directly into the CAD process being 
used by the aerospace industry. This 
technical capability does not exist today 
except in limited scope and then only in 
isolated cases. 
The current status of design for support is 
primarily that of studies and analyses being 
performed "off-line" from the main "perfor- 
m an ce - o r i e n t ed " e ng i n e e r i n g des i g n act i v- 
ities; usually being performed "after the 
fact" without any real input to major design 
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decisions. The development of the technical 
capability to enter maintenance and logistics 
factors (along w i t h  equipment design 
information and performance parameters) 
directly into the main CAD process can change 
this picture. 
Equipment and systems designed from the 
b e g  inn ing  w i th  access ib i l i t y  a n d  
supportability to meet operational criteria 
can become a standard, on-line design 
product. 
Computer-based, automated analysis models 
are an essential part of the CAD process. 
Presently these models are used to assess 
system element performance characteristics 
as well as weight & balance. These 
automated analysis models are one of the 
reasons for the quick reaction time of the 
CAD process. Consideration of operations 
maintenance and logistics data in the 
analyses models will also be necessary if 
meeting approved Life Cycle Cost targets is 
going to truly be a primary objective in the 
future. 
The abil ity to view objects in three 
dimensions is now resident within many CAD 
systems. Color presentation of objects is 
now possible. These characteristics will 
afford opportunities to use a totally 
integrated CAE/CAD/CAM system to perform 
maintainability evaluations of proposed 
equipment during early design without the 
high cost of Class 1 mockups. 
The design and drawing data generated by 
CAD can be, and are, being bridged to the 
databases that operate the numerical 
controlled machines within the manufacturing 
facility. The data flows from CAD to CAM and 
eventually, by hardcopy, to field and service 
o rg a n izat ions . U n f o rt u n ate1 y , the data bases 
that are used in operational maintenance and 
logistics analysis models have not been linked 
with the CAD/CAM engineering databases. 
Design tasks in the future will require inter- 
change of operational maintenance, access- 
ibility, and supportability criteria and data 
with the established CAD/CAM systems if 
costs are to be truly optimized and reduced to 
meet the current cost targets. 
REDUCE LIFE CYCLE COSTS 
BE CREATIVE ! ! BE INNOVATIVE ! ! 
DESIGN the SUPPORT 
not 
SUPPORT 
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ABSTRACT 
This paper reviews progress in a current study 
assessing the feasibility, benefits, and r i sks  
associated with AI Expert Systems applied to 
low cost space expendable launch vehicle 
systems. 
This study is in support of the joint USAF/NASA 
effort to define the next generation of a heavy- 
lift Advanced Launch System (ALS) which will 
provide economical and routine access to space. 
The significant technical goals of the ALS 
program includes: a 10 fold reduction in cost per 
pound to orbit, launch processing in under 3 
weeks, and higher reliability & safety standards 
than current expendables. 
General Dynamics with Abacus, under the 
auspice of Wright Aeronautical Labs WPAFB, are 
exploring the use of knowledge-based system 
techniques. This is for the purpose of 
automating decision support processes in on- 
board and ground systems for pre-launch 
checkout and in-flight operations. Issues such 
as: satisfying real-time requirements, providing 
safety validation, hardware & DBMS interfacing, 
system synergistic effects, human interfaces, 
and ease of maintainability, have an effect on 
the viability of expert systems as a useful tool. 
INTRODUCTION 
The Problem - We recognize that our nation's 
current suite of launch vehicle systems has a 
number of problems making them inadequate for 
the projected needs after the mid-1990's. High 
costs of above $2,00O/lb of payload delivery, a 
low reliability, poor resiliency (standdowns of 
many months for current expendables), and 
limited launch rate capacity are reasons behind 
the joint USAF/NASA effort for an operational 
ALS and Shuttle II. These will serve the 
commercial and DoD mission models beginning in 
1995. If we are to meet the goals of $300/lb 
and launch rates as high as 50 missions 
annually, these systems and their assoc iated 
ground operations segment must be made as 
autonomous as possible, while at the same time 
improving reliability and safety. This s t u d y  
explores the use of knowledge-based system 
(KBS) techniques for the purpose of automating 
the decision processes of these vehicles and all 
phases of the ground operations segment by 
assessing the feasibility, benefits, and r i sks  
involved. 
An expert decision aid is a software approach to 
solving particular problems that are constantly 
changing over time and are complex or adaptive 
in behavior, the opposite of an analytical 
problem that is basically d e t e r  m i n i s t i c .  
Examples of these types of problems are: the re- 
scheduling of a vehicle checkout due to a 
damaged cable; or, determining if a system i s  
indeed faulty given conflicting sensor readings. 
These heuristic problems require a depth of 
knowledge and experience (art rather than 
science) to form solutions quickly. Expert 
systems embody that collection of knowledge 
and experience in modular pieces that are rules 
and facts that describe the proper t h o u g h t  
process for a given set of circumstances arrived 
at by any path. It is this modular independence 
that makes expert systems attractive. The 
incremental improvement of knowledge and 
experience can be built and tested readily 
without re-testing the rest of the software 
system, unlike conventional software that is 
difficult to maintain in a day to day changing 
environment. 
a7 
Project Scope - The scope of the Space 
Transportation Expert System Study, (STRESS) 
is extensive. Virtually all on-board management 
decision functions are included as is the ground 
segment from pre-mission planning, through 
checkout and launch services, and post-flight 
analysis. This effort is then to define viable 
Vehicle Mission Management System (VMMS) 
architectures (and their corresponding ground 
system) which can evolve with this new KBS 
GENERAL DYNAMICS 
SPACE SYSTEMS DIVISION 
STAS STUDY 
technology, determine the most fruitful to 
pursue, and for specific areas derive the avenues 
in need of concentration. This process is 
depicted in Figure 1. It is clear that the focus 
of our efforts must be on the AI techniques 
supported with the knowledge of the functional 
systems requirements. Figure 2. shows a rough 
overview of the ALS program major milestones 
and the expected implementation of KBS as a 
technology. 
ABACUS 
PROGRAMMING CORPORATION 
EXPERT SYSTEMS 
SHUTTLE & SPACE STATION 
SPACEDECISION SUPPORT EXPERTSYSTEM 
(DISTRIBUTED AI BUS. NASA SPACE STATION) 
EXIMU. EXPERT INERTIAL MEASUREMENT UNIT 
ALS PROGRAM (SAFETY NAVIGATION MONITOR. NASA SPACE SHU~TLE) 
EXRMS. EXPERT REDUNDANCY MANAGEMENT SYSTEM 
SPACE VEHICLES 6 MANNED MISSION OPERATIONS 
STAS h ALS STUDY RESULTS 
W R A S  h AGNLC STUDY RESULTS 
0 GROUND 6 ON-BOARD AI R6D STUDIES 
( FLIGHT AVIONICS RECOVERY FOR 17% PROCESSOR 
6 1553 BUS ARCHITECTURE1 
MISSION h FLIGHT OPERATION AI APPtlCATION STUDIES 
OIAGNOSTIC 6 DATA BASE MANAGEMENT AI STUDIES 
1 
VIABLE SYSTEMS ARCHITECTURE 
hl AUTONOMOUS KNOWLEDGE-BASED SYSTEMS ARCHITECTURES 
EXPENDABLE SYSTEMS 
REUSABLE SYSTEMS I 
ON-BOARD & GROUND PRE-DESIGN 
OEMONSTRATION PLAN SPECIFICA TIONS 
TECHNOLOGY PLAN 
GROUND OPERATIONS SEGMENT 
PRE-MISSION PLANNING SCHEDULING . MODULAR FLIGHT LOADS 
0 PAYLOAD INTEGRATION 
PRE-FLIGHTCHECKOUT 
LAUNCH OPERATIONS 
MISSION SUPPORT 
POST-FLIGHT ANALYSIS 
0 MISSION PLANNING SCHEDULING 
0 COMPUTATIONAL RESOURCE MANAGEMENT 
FUEL MANAGEMENT 
LIFE SUPPORT 
0 PAYLOAD MANAGEMENT 
0 DATA MANAGEMENT 
0 COMMUNICATIONS MANAGEMENT 
FAULT TOLERANCE MANAGEMENT 
REOUC TlON 
Figure 1. The Space Transportation Expert System Study, STRESS 
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Figure 2. ALS Program Expert System Integration 
Problems related to AI applications we will 
assess include: 
*The increasing cost of failure, which leads to 
a high demand for success and hence system 
re l iab i l i t y  
*Ever increasing system demands, i.e., 
reconfigurable avionics, adaptable GN&C, 
heavy instrumentation, and autonomous 
procedures like rendezvous and docking, etc. 
*Multiple payloads in heavy lift vehicles which 
tend to complicate integration, planning 
requirements, and V&V of flight loads, and 
*Increasing flight rates, which tend to magnify 
the logistical dependence on ground support; 
Problems related to AI applications we will 
access include: 
-Speed, where the current technology is not 
well suited to real-time situations 
* V & V  methodology,  which has been 
inadequately developed to date 
*Large data storage requirements, which 
complicates redundancy 
*Knowledge representation and manipulation 
techniques where, to date, no standard exists 
and where optimized hardware has been slow 
to develop 
To attack these problems, we must rely on 
technological innovations. Based on our studies, 
we believe the key to viable solutions must 
address improving speed and modularization of 
the multiple support functions which comprise 
the system. To accomplish this, two approaches 
we are considering are: the uti l ization of  
parallel processor techniques with a t i e r e d  
management approach for modularized expert 
systems; and utilization of a distributed AI bus, 
developed for the space station, to network the 
functional systems. The basis of our approach is 
to conceptualize systems employing varying 
combinations of these philosophies. 
BENEFITS AND LIMITATIONS OF KBS 
Although there are many considerations that 
will be made in the application of KBS to Launch 
Systems, some of the major issues are: 
Benefits- 
*The major benefit of knowledge based 
languages and techniques is the obvious one 
that they allow the modeling and solution of 
problems that are inordinately difficult using 
conventional procedural programming. 
*Ease of maintenance results from knowledge 
being expressed in small independent uni ts 
without the complex interrelationships tha t  
result from the sequence-specific nature of 
procedural code. 
*Ease of top-down representation a n d 
development also results from having 
knowledge expressed in independent units. 
Often it is possible to define major aspec ts  
of a problem at a relatively abstract level 
and gradually elaborate the knowledge to deal 
with more and more specific issues, in t h e  
same way an expert develops expertise. 
Knowledge developed in this way can be much 
easier to understand and verify than . 
procedural knowledge. 
*A corollary of the above advantages is that 
systems can be built to perform reasonably in 
combinations of circumstances that are 
unanticipated by the designer. However, 
there is the corresponding danger that a 
system will act when it should not. 
Limitations- 
-Real-time software applications face all the 
same challenges as other software 
applications, and in addition are faced with 
the problem of synchronizing with real world 
events. Developing a knowledge based system 
for real-time performance is a challenge best 
met by designing the performance in from the 
start, although tuning and hardware upgrades 
can have a real impact in certain cases. 
Design for real-time should follow two 
principles: 1) locate processing nodes to 
limit data transfer to the most essential data 
to avoid bottlenecks; and 2) consider 
distributing or pipe line processing over a 
number or processors. 
*There is a shortage of general and proved 
methodologies for dealing with know ledge  
processing. This means that systems can be 
produced that are understood only by the 
specialists that built them and formally 
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when they go beyond the limit of applicability 
of their knowledge. 
*The technology is new enough that it is still 
in the phase of a multitude of incompatible 
and immature competing tools, p e n d i n g  
standardization (e.g., ANSI standard 
knowledge representations), and an industry 
shakeout. While the tools available can be of 
real value in appropriate cases, unless one is 
Anticipated Savings - The mission control 
system (MCS) of today consists of seven major 
task areas. The areas are flight planning, data 
Io ad preparation , pay lo ad integration , train i ng 
and simulation, flight control, communications 
and tracking, and post flight analysis. This and 
other studies point out many ways in which 
cost reductions can be achieved through the 
implementation of decision support systems, 
automated software production, and advanced 
information processing in the MCS'areas. 
Anticipated R i s k s  - Expert system 
implementation introduces new risks which 
must be carefully managed. Some of the 
identified risks are: 
-Problems may occur with verification and 
.Automation might impact negatively on 
*Error propagation is more serious with KB 
validation of the knowledge processing 
man u al in te rve n t io n , deg radi ng safety 
systems which reduce data to conclusions 
*Data security and system vulnerability 
*Symbolic processing power required may 
*The problem may not be amenable to 
*The cost of implementation may approach the 
*The nature of the problem and knowledge 
*Minimal availability of top-level AI experts 
* A  possibly diffuse and poorly understood 
problems 
exceed that which is available 
subdivision 
level of anticipated savings 
required may change 
knowledge base 
It should be emphasized that the verification 
and validation (V&V) of AI software is no simple 
task. Traditional software development 
methodologies use some form of path testing, 
measuring test coverage with metrics such a 
testing all branches of code. This testing often 
takes over 30% of the program effort. The 
concept of path testing does not mesh with AI 
systems well, because their static s t ruc tu re  
does not directly map onto their execution 
pattern as does traditional procedural code. For 
this reason the DoD software development 
standard is not yet applicable to the 
development and implementation of e x p e r t  
systems. It is perhaps obvious that an infinite 
number of tests is impractical, but the 
alternative is to release a program that m a y  
behave in ways not predicted by the designer. 
This is an issue that remains to be resolved. Our 
system integration laboratory (SIL) approach 
will be extremely useful in attacking the V&V 
problem, as imbedded systems become more 
intelligent. It is specifically aimed at hardware 
and software system integration. 
The Abacus Expert System V&V Methodology is 
also a major risk reduction factor: 
*Validate the inference engine separately from 
.Utilize selcted expert system forms 
*Maintain separate thoroughly validated tools 
*Maintain a library of test cases and scenarios 
*Use an independent panel of experts for 
the knowledge base 
system performance validation 
AI TECHNIQUES 
Knowledge-Based Representation- Although 
in certain cases performance or h a r d w a r e  
compatibility may be the deciding factor, 
knowledge representation (KR). is generally the 
major issue determining the success of a 
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knowledge based program. A successful KR must 
deal with the multifaceted knowledge that 
human experts bring to bear on problems, must  
be defined in terms of knowledge obtained from 
real sources, must be appropriate for the tools 
available, and must be defined with enough 
formality that it can be verified and validated 
without recourse to exhaustive testing. The 
knowledge engineer needs a toolbox containing a 
number of KR models (e.g., forward- and 
backward-chaining production systems, frames 
or schema, inheritance, escape to PROLOG, LISP, 
or procedural languages) which can be 
interlinked through knowledge gateways and/or 
blackboarding on standardized KRs. The Abacus 
AI Bus is a standardized knowledge ga teway 
intended to coordinate distributed knowledge 
based processing systems. 
Knowledge-Based Problem Solving - The 
techniques used for solving knowledge based 
problems cannot be separated from the KRs used 
to define the problems; solution techniques and 
representation techniques feed back and limit 
each other, and are both conditioned by the set 
of available tools. The basic issue is search,  
and the best techniques are those that 
reasonable narrow the search space most 
quickly, based upon intelligent use of knowledge 
rather than brute force. However, it is the 
problem KR that should drive the choice of 
techniques, subject only to a tool's ability to 
support them. What is important in a family of 
tools is the ability to link together a number o f  
techniques where each technique is used where 
it is most appropriate. In situations where a 
system offering limited processing power is 
considered, a critical issue is the compatibil i ty 
of the representations, for two reasons. First is 
the obvious requirement that the knowledge 
produced by one subsystem should be suitable 
for incorporation into another. Second, the 
behavior of the overall distributed system is 
difficult to verify if each element obeys a basic 
logic unrelated to the others. 
Tool Evolution - Knowledge processing 
technology has advanced remarkably in the past 
decade, but is still relatively immature. In the 
next decade, tools will bring many of the current 
shortcomings up to a higher standard, as well as 
incorporating new features. The progress that 
is of most importance is not the latest research 
developments, however, but rather the 
standardization and certification of the already- 
existing technology so that it can be confidently 
utilized in more critical situations: 
-Tools will aid in capturing and verifying 
knowledge: 
1)Built-in domain knowledge of selected 
application areas will require only add the 
specific parameters of the problem (i.e. 
electronic diagnostic systems already 
know how to interpret a circuit diagram). 
2)High-quality debugging tools to view a 
knowledge base in a useful graphic form 
and check i t  for completeness and 
consistency. 
3)Mixed representations allow portions of a 
problem to be expressed in different ways, 
for example a slot in a frame taking a 
value from the operation of a rule or f rom 
a database. 
4)Bridges to the outside world and data 
sources, such as databases, spreadsheets, 
and communications. 
.Knowledge rep resen ta t i on  wi l l  be  
standardized and processors cert i f ied;  
analogous to the development of ANSI or DoD 
standards for programming languages, and the 
certification of compilers. In this way, 
knowledge bases conforming to a standard 
representat ion ( i .e.  forward-chain ing 
production systems) will be portable from 
one tool to another in the way that FORTRAN 
is transported from one compiler to another. 
*Routine use in real-time applications will 
come from improved hardware, tools that are 
optimized to certain hardware, and the 
progressive identification and elimination of 
bottlenecks as the commonalities in common 
knowledge based applications become more 
well known. 
TECHNICAL APPROACH 
The STRESS Program follows a progressive plan 
of deVelODment: . Task I' - Currently in progress, we have 
assessed key drivers to cost, schedule, 
safety, and mission success by filtering 
inputs from the STAS, MPRAS, and AGN&C 
studies; and are now deriving KBS candidates 
with a cursory analysis of V&V effects on 
these drivers. 
Task II - Develop a technology plan so as to 
identify the critical performance areas and 
propose a research schedule to s u p p o r t  
advanced vehicle devleopment. 
Task Ill - System partitioning predesign and 
tradeoffs will determine a maximum degree 
of autonomy that is performance and cost 
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effective. Evaluating the viable architectures 
as to benefits and risks wi l l  determine 
resultant effects to the onboard and ground 
systems requirements. Establish system 
specifications which will encompass t h e  
range of options identified in the predesign 
for each system and develop a feasibi l i ty  
demonstration plan that would be most 
representative of the critical functions a n d 
interfaces. 
Task IV - Develope pathfinder demonstration 
with functional integration to conventional 
avionics systems to show merit in an on- 
board envi ro n men t. 
Task V -  Prepare the d o c u m e n t a t i o n  
covering each of the above tasks, submit a 
final report for AF review, and present a final 
briefing of the study results. 
STRESS Study Goals - The following goals are 
used as a point of departure: 
I *Decreased costs achieved with: 
-Increased autonomy, to minimize ground 
-Improvements in the methods used today 
-Minimized Mission Control Support by 
-Reduced post-flight analysis through on- 
-Development of a standardized payload 
*Schedule Compression will result from: 
support time and personnel 
automation and vehicle autonomy 
board fault logging and testing 
interface 
-Availability allowing increased launch rates 
-Deferred maintenance allowed by expert 
-Autonomous vehicle approach, allowing 
*Improved Mission Success will result from: 
system redundancy management 
automated checkout 
-Adaptive reconfigurable systems and control 
- I m proved depth of veri f i ca t i o n /c h ec ko ut : 
1. Failure prediction by data trend analysis 
2. Improved data collection and correlation 
*Increased Flight Safety will result from: 
-Human operator cross-check and backup 
-Hierarchical end-effect failure checking 
-Replacement of men in hazardous operations 
, -Failure prediction allowed by trend analysis 
I 
TOTAL SYSTEM DESIGN SOLUTIONS 
On-Board/Ground Part i t ioning - The design 
goal is to determine the maximum degree of 
autonomy that could be delegated to the on- 
board Vehicle and Mission Management system, 
and establish the requirements for t h e  
complementary ground support system. 
The structure of the VMMS will be based on the 
Pave Pillar architecture, figure 3 (without 
shaded interfaces), as modified by two 
complementary studies - the Autonomous 
Guidance, Navigation and Control (AGN&C) study 
and the Multipath Redundant Avionics S tudy  
(MPRAS). These study results, which are 
considering alternatives such as p o r t i o n e d  
vehicle autonomy, integrated smart sensors, and 
power/thermal/t ime optimization, will be 
incorporated into an overall system approach. 
Maximum Degree of Autonomy- Studies to 
date have indicated that one of the most 
beneficial approaches which can be taken to 
reduce cost of launching vehicles is to strive for 
the maximum degree of autonomy for the on- 
board systems. The rational is obvious; the 
reduction of ground support personnel t e a m  
required for a vehicle system saves money in a 
direct and understood manner. The airborne 
functions considered include: 
-Flight control reconfiguration 
*Fault tolerance management, including self 
diagnostics, fault - detection, identification 
and prediction 
*Man/Machine interfaces 
-Information gathering and management 
*Fuel management 
-Pay lo ad management 
*Mission planning, scheduling, replanning, and 
*Computational resources management 
.Space/Space and Space/Ground telemetry 
*Performance management 
*Guidance and Flight control management 
rescheduling 
data processing management 
The "AI BUS": an Integrating Architecture 
- The AI Bus is an architecture developed by 
ABACUS to provide a highly flexible structure 
for integration of multiple expert systems and 
conventional systems hosted on a mix of 
machines in a distributed network. The AI Bus 
is not a physical bus, but instead a logical one 
that provides standard utilities and services 
through standard interfaces to both knowledge 
based and conventional software systems. This 
approach allows growth towards the increased 
use of expert systems by providing a common 
framework at initial design time, along with 
high technology transparency for attached 
components, This permits substitution of 
components, such as a nodal parallel processor, 
later in the design cycle than a m o r e  
conventional architecture, and it mitigates the 
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Figure 3. An AI Bus concept will provide inherent integration of knowledge based systems. 
schedule risk issue. The bus is a layered 
architecture implemented upon the distributed 
data network of the vehicle avionics systems. 
The layers extend at the higher layers to the 
complementary ground based system. 
Figure 3 (with shaded interfaces) shows t h e  
primary components of the AI Bus as it could be 
applied to the Pave Pillar architecture after i t  
has be structured for the VMMS function. It 
includes: 
Common code for inference engines 
-A knowledge based management system for 
handling working memory, truth maintenance, 
various knowledge representation techniques 
and standard database type access 
*Invocation scheduling based on system events 
and access to the event information 
*Access to system global information 
*A shared, distributed blackboard structures 
for knowledge based systems 
The 
based systems frameworks in that it: 
AI Bus differs from conventional knowledge 
*Provides a "listen" capability for knowledge 
based systems to monitor other systems 
*Is designed to operate in, and take advantage 
of, a distributed architecture 
4s  designed to handle real time as well as 
conventional, consultive type knowledge 
based systems 
.Handles a hybrid combination of rule based 
and conventional procedural programs 
CONCLUSIONS 
Experience from our launch vehicle programs and 
other studies show that there are m a n y  
opportunities in operations that reduce costs 
and improve autonomy, including: 
.Ground operations: daily planning support and 
timely work-around decisions aids 
*Ground checkout: autonomous procedural 
operations and control, standard trends, and 
red-line monitoring 
*On-board systems: monitoring, integration, 
and control 
*Launch day: fly with fault diagnostics and 
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decision aids 
*Post-flight: data reduction and analysis 
* 
* 
* 
* 
This program will assess these benefits v s  
implementation risks and demonstrate k e y 
performance requirements to show feasibility. 
Deve lopment  of an overall integrated 
architecture will be important in providing a 
context and focus for the fol low-on 
demonstration prototypes, and assure the 
synergy of their gains in both development and 
use in vehicle operations. 
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Phase II, beginning 3Q ' 88 ,  will develop, 
demonstrate, and validate the cost reductions 
predicted by the use of expert decision aids in 
areas that would improve ground and on-board 
system autonomy. Proof of concept 
demonstrations will be selected in order to 
* 
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OPERABILITY, MAINTAINABILITY REQUIREMENTS 
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CEC 
NASAIKSC 
reduce the risk of commitment to this new 
technology. Each demo will be of a fractional 
scale; sufficient to give a good pe r fo rmance  
correlation to a full-scale i m p l e m e n t a t i o n .  
These demonstrations will incrementally show: 
*Ease of human interface for maintainability 
*Real-time system performance 
*Integration to vehicle/ground hardware, and 
*Validation methods consistent for ground and  
data systems 
on-board applications. 
Integration to the other related technology 
projects is essential to this approach. Figure 4 
shows the flow of requirements, analyses, tool 
sets, standards, and interfaces between them. 
Final validation of these cost reductions will be 
done through demonstrations integrated into a 
"hot bench" environment to be established at 
NASA/KSC. 
PROTOlYPE OPERATIONS. INTERFACE STANDARDS. 
INTELLIGENT CHECKOUT. AND TRAFFIC REQUIREMENTS 
PEffORWNCE DATA FOR AUKMATED 
Figure 4. The information flow between these interrelated 
technologies is essential to our approach. 
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A DESIGN AND IMPLEMENTATION METHODOLOGY FOR DIAGNOSTIC SYSTEMS 
Linda J. F. Williams 
Mcdonnell Douglas 
16055 Space Center Blvd 
Houston, TX 77062  
ABSTRACT 
This paper presents a methodology for design 
and implementation of diagnostic systems. 
Also discussed are the advantages of 
embedding a diagnostic system in a host 
system environment. The methodology utilizes 
an architecture for diagnostic system 
development that is hierarchical and makes 
use of object-oriented representation 
techniques. Additionally, qualitative models 
are used to describe the host system 
components and their behavior. The 
methodology architecture includes a 
diagnostic engine that utilizes a combination 
of heuristic knowledge, causal knowledge and 
system structure knowledge to control the 
sequence of diagnostic reasoning. 
The methodology provides an integrated 
approach to development of diagnostic system 
requirements that is more rigorous than 
standard systems engineering techniques. The 
advantages of using this methodology during 
various lifecycle phases of the host systems 
(e.g. National Aerospace Plane (NASP)) 
include: the capability to analyze diagnostic 
instrumentation requirements during the host 
system design phase, a ready software 
architecture for implementation of 
diagnostics in the host system, and the 
opportunity to analyze instrumentation for 
failure coverage in safety critical host 
system operations. 
1.0 INTRODUCTION 
Space transportation systems are among the 
most advanced and complex systems being 
designed today and provide a wide variety of 
physical systems that will require some 
measure of intelligent automation. The 
increased complexity of these types of 
systems has led to extremely complex 
operations in manned systems that will 
continue to overburden flightcrews. There is 
an inherent need to assist crew personnel in 
complex system operations through intelligent 
automation. In the case of unmanned systems, 
intelligent automation integrated at the 
design phase will greatly assist in the 
selection of optimal instrumentation sets. 
(By optimal instrumentation set we are 
referring to the set of instrumentation that 
will provide the most complete information 
during monitoring, control and fault 
diagnosis functions). 
An area that can be greatly enhanced by 
intelligent automation is Fault Diagnosis, 
Fault Isolation and Recovery (FDIR) 
functions. Intelligent FDIR automation will 
allow more productive and effective use of 
crew personnel, fewer system shutdowns, 
reduced system downtime, improved safety, 
maintainability, reliability, and reduce crew 
cognitive overload. 
The need for intelligent Fault Diagnosis, 
Fault Isolation and Recovery (FDIR) 
automation in several different physical 
systems has lead to design concepts that are 
being developed into a methodology and 
implemented in a generic software tool that 
will provide automated FDIR functions for any 
physical system. This generic software tool 
is the System Diagnostic Engine (SDE). The 
objective of the SDE project is to define and 
develop a methodology for design, analysis 
and implementation of diagnostic systems. 
The goal of the SDE project is to develop 
this methodology into a generic, domain 
independent software tool that will provide 
automated FDIR capabilities at reasonable 
execution speeds with database integration 
and knowledge acquisition capabilities. 
The use of a generic software tool like the 
SDE will augment heuristic-based (rule-based) 
automation by reducing the brittleness that 
is inherent in heuristic-based systems. The 
SDE also has the potential f o r  reducing the 
initial cost of the system design and 
automation of the FDIR procedures. 
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2 . 0  INTELLIGENT FDIR AUTOMATION 
Growing interest in automating FDIR functions 
is evident in several projects throughout the 
aerospace community including but not limited 
to: Faultfinder (l), an intelligent aid for 
assisting flight crew in FDIR functions; 
Helix ( 7 ) ,  intelligent aide for diagnosing 
the power train of twin-engine helicopters; 
and Muxpert (4), intelligent aide for 
diagnosing AH-64A Apache multiplex 
subsystems. Each project deals with a 
different domain but use similar 
architectures and qualitative reasoning 
techniques to improve automated FDIR 
capability. 
2.1 Qualitative Reasoning 
Qualitative reasoning is an area of 
Artificial Intelligence (AI) research that 
addresses problems of reasoning about 
physical systems. This includes the areas of 
causal reasoning (9,10,3), reasoning from 
structural knowledge (9,10,3), qualitative 
modeling (3), qualitative simulation (e ) ,  
etc. Qualitative reasoning shows great 
promise in augmenting the "traditional" 
expert system technology. (By "traditional" 
expert system technology we are referring to 
the technology of developing expert systems 
using heuristic knowledge). When people 
reason about physical systems they use more 
than just experiential (or heuristic) 
knowledge, they in fact use commonsense 
knowledge and often develop a mental model 
(with the appropriate level of detail 
necessary) to understand the physical 
system's behavior and to reason about novel 
faults. Qualitative reasoning research 
involves automating this human reasoning 
process. (3,lO) A common theme of much of 
the qualitative reasoning research is 
explaining how physical systems work using a 
description of system structure and behavior. 
The behavioral description of the physical 
system can be derived from the system 
structure; structure being the physical 
system's components, the connectivity between 
the components, and the component behaviors. 
(9) The term 'behavior' refers to the 
observable changes (over time) of the state 
of the components and the system as a whole. 
Components have individual behaviors and the 
collective interactive component behavior 
results in the behavior of the system as a 
whole. While the 'structural description' 
consist of the individual variables that 
characterize the system and their 
interactions, the 'behavioral description' 
consist of the potential behaviors of the 
system. The 'functional description' of a 
physical system reveals the purpose of a 
structural component or connection in 
producing the behavior of a system. For 
example, the function of a release valve on a 
pressurized tank is to prevent an explosion; 
the behavior of the system as a whole is to 
maintain a pressure below a certain limit.(8) 
Reasoning about the functional description of 
a physical system can facilitate 
understanding of the system behavior. This 
can lead to interesting optimizations in 
system design and creative alternatives to 
fault recovery procedures for physical 
systems. A completely different component 
may be substituted for a piece of a larger 
system if the function of the two components 
are equal. For example, a light bulb could 
be used to replace (or partially replace) a 
small heat source. In a fault recovery 
situation, the location of the replacement 
component is an additional constraint that 
must be considered. (The light bulb must be 
in an appropriate location to be considered 
for use as a heat source.) 
2.1.1 Causal Reasoning 
Qualitative reasoning research supports the 
following reasoning tasks: 1) simulation - 
starting with a structural description of a 
physical system, and initial conditions, 
determine a likely course of future behavior 
(8); 2) envisionment - starting with a 
structural description, determine all 
possible behavioral sequences (6); 3) 
diagnosis - comparing composed behavior (as 
computed from a structural description) with 
specified desired behavior ( 5 ) ;  4) 
verification - ascertain that a particular 
implementation structure has a composite 
behavior which matches the desired behavior 
specification (2). 
A common criteria for explanation in each of 
these qualitative reasoning tasks involves 
causal reasoning. Causal reasoning refers to 
the use of causal knowledge (i.e. cause and 
effect information) about a physical system 
to derive knowledge about the behavior and 
function of the physical system. This 
reasoning method contrast with standard 
physics where systems are described by 
differential equations which provide 
constraints on the dynamics of the system 
state variables. Although the analytical 
techniques are capable of capturing a more 
complete state of knowledge, people rarely 
use analytical techniques when reasoning 
about a physical system. More often people 
will use causal information in mental models 
to gain an understanding of system behavior. 
Since people are very capable of performing 
FDIR functions without solving differential 
equations in their heads, it is reasonable to 
assume that causal reasoning is useful in 
intelligent FDIR automation. In fact, a 
great deal of information can be derived from 
an understanding of component connectivity 
and causal processes that underly a physical 
system. 
2 . 1 . 2  Connectivity Representation 
The structural description of a physical 
system consist of system components, the 
connectivity between components, and 
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component behaviors (as discussed in section 
2.1). The component connectivity in a 
physical system structure can be represented 
using nadjacencyn and "reachabilitytl. 
Adjacency describes components that are 
directly connected to one another (e.g. a 
resistor is directly connected to a wire). 
Reachability refers to components that can 
have an effect on one another but are not 
adjacent. In figure 1 the regulator is 
adjacent to the hall-sensor and the hall- 
sensor is adjacent to the amp-trigger, but 
there is also a reachable connection (effect) 
from the regulator to the amp-trigger. There 
are inherent advantages to "gathering" 
adjacent and reachable connectivity 
information about a physical system into a 
computable structure. "Gathering" 
information refers to the automatic 
collection of data from the structural 
description. This can be accomplished by 
computing the connected reachability 
information from the adjacency data which was 
derived from the structural description.* By 
"computable structure" we are referring to a 
stable computer structure (e.g. a matrix) 
that is developed a single time at the 
initial execution stage and provides rapid 
access to data. Using this method allows 
information associated with data propagating 
through the components of the system to be 
readily available without simulating 
propagation (e.g. tracing through a frame or 
object type of representation). Examining 
the reachability data also gives us clues 
about the physical system's structural 
description that may not be obvious in a 
frame or object type representation. 
(Especially in system representations that 
contain a large number of interconnected 
components). An example of this type of 
undetected representation would be a circuit 
(as the term applies to graph theory). A 
circuit can be thought of as a continuous 
loop in a structure and would have 
significant impact on data propagating 
through a physical system. The ability to 
detect this type of structural information 
could assist in creating a mcre complete 
automated FDIR capability. Having access to 
the reachability data provides us with a 
relatively simple method for analyzing 
diagnostic instrumentation requirements 
during the physical system design phase. 
Understanding connectivity in a physical 
system allows us to better analyze the 
proficiency of a particular instrumentation 
set for handling failure coverage in safety 
critical operations. 
Methods for combining the types of reasoning 
discussed above, and ways to apply 
qualitative reasoning techniques to permit 
"Technical design details are not being 
published in this paper because of approval 
difficulties. Details will be included in 
forthcoming publications. 
combinations of qualitative reasoning tasks 
in automated diagnostic reasoning systems are 
being studied in the projects listed above 
(section 2.0) and in the System Diagnostic 
Engine (SDE) project described in the 
following paragraphs. 
I I I I I I 
I I I 
I rwlator I-->  I  hall-sensor I--->  I amptrigger I 
'-1 I I 
Figure 1 Adjacency/Reachabi I ity 
3.0 SYSTEM DIAGNOSTIC ENGINE 
The idea of a SDE was conceived from 
attempting to enhance the automated FDIR 
capability in a heuristic-based expert system 
by combining causal knowledge and 
experiential knowledge. (IO) The approach to 
diagnosing a malfunctioning system through 
the use of a deep understanding of the 
fundamental structure and behavior of the 
system and its components has the target of 
providing an expert's troubleshooting ability 
without explicitly modeling the expert. The 
advantage of this approach are especially 
apparent when automating FDIR operations. 
Certain aspects of the FDIR operations will 
change when moving from a manned operational 
mode to a fully automated operational mode. 
A human operator may be required to make 
observations that are unavailable to an 
automated system. For example, a voltage 
reading from a meter might be necessary for 
fault diagnosis in a manned operational mode. 
An automated system cannot access the same 
information and must rely on other methods to 
derive the same results. Integrating 
intelligent FDIR automation during system 
design will assist in selecting the optimal 
set of instrumentation to allow the automated 
system to have access to appropriate sensor 
information. 
3.1 SDE Architecture 
The methodology architecture uses a 
combination of heuristics, qualitative 
models, 1st principles and causal information 
to reason about system structure, functions 
and associated faults. The methodology will 
support design of systems for diagnosability 
and intelligent automated control for FDIR, 
and will augment heuristic (rule-based) 
expert system technology by handling cases 
where rules and procedures are invalidated by 
unanticipated events. 
The knowledge representation architecture 
(figure 2 )  will reason about faults in the 
following manner. The system to be diagnosed 
is first modeled causally in a hierarchical 
sense with each level of the hierarchy 
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showing the connection graph of the component 
structure. Each component is then modeled as 
an object which contains an executable 
qualitative model of its physical behavior. 
The component object also includes a list of 
component inputs and outputs, input and 
output value limits, connectivity 
information, history (this would include Mean 
Time Between Failures (MTBF)), and heuristics 
(rules of thumb) about the component. With 
the system structure defined to a depth 
adequate for the system diagnosis 
(appropriate Line Replaceable Unit (LRU) 
level), the SDE will start with the root of 
the hierarchy and determine which 
subcomponents of the root component are 
malfunctioning. The SDE will prioritize the 
list of suspect components using knowledge 
about connectivity, heuristics, knowledge of 
system goals, component history and resource 
limitations. The SDE will then successively 
call for diagnosis of these components. 
Finally, the lowest level of the hierarchy 
will be reached and control would be passed 
to another portion of the SDE application 
containing system function knowledge to 
determine the recovery steps that are 
necessary.* 
Recovery reasoning requires an understanding 
of the functions a system is required to 
carry out. This understanding should include 
the relationship of these functions to the 
standard goals of the system, to other 
functions (i.e. functional interdependencies) 
and to the components that make up the 
system. A possible abstract depiction of 
this representation is shown in figure 3. 
This representation would come into use after 
the diagnosis had identified the faulty 
component. The functions that are dependent 
on faulty components would need to recover 
either through functionally redundant 
hardware or a change in the system 
operations. 
functional representation and the reasoning 
processes that utilize it is future work that 
must be completed as an extension to the 
general diagnostic methodology developed 
today. 
The exact nature of the 
4.0 PROTOTYPE DEVELOPMENT 
To provide demonstration and proof of 
concept, the SDE was applied to a small 
example application; the Manned Maneuvering 
Unit (MMU) Translational Hand Controller 
(THC) was chosen for this purpose. (The MMU 
is the backpack used by the astronauts during 
Space Shuttle Extravehicular Activities). 
The following related tasks are currently 
complete: 1) a minimal core capability of the 
SDE implemented in KEE on a Symbolics 
computer, 2 )  a qualitative simulation of the 
MMU THC capable of failing one or more 
components and implemented in KEE, 3) a 
knowledge base for the MMU THC application (a 
graphical representation of the structural 
description for the MMU THC is shown in 
figure 4 and the structural description 
derived from the MMU THC knowledge base by 
the SDE is shown in figure 5 ) .  (11) 
Major goals of the SDE implementation include 
maintaining portability and reasonable 
execution speeds. If automated diagnostics 
is to be transferred to real world systems, 
portability is an important issue. The 
projects mentioned in section 2 . 0  and the SDE 
itself have been prototyped using a variety 
of powerful software tools and computers. 
These environments are intended to be rapid 
prototyping environments and are unlikely to 
be ported to the final physical system for 
use in integrating intelligent diagnostics. 
The SDE has implemented methods, 
representation structures, algorithms, etc. 
with the intent to port to hardware and 
software that can be integrated into physical 
systems. Although the porting task could 
require substantial recoding, (e.g. porting 
to Ada), the underlying design will remain 
unchanged. 
5 . 0  CONCLUSIONS 
A requirement of automated FDIR is the 
integration of the system design with the 
intelligent FDIR software. This integration 
will benefit the system development during 
all phases of the life cycle by providing I )  
the capability to analyze diagnostic 
instrumentation requirements during the 
design phase, 2 )  providing a ready software 
architecture for implementation of 
intelligent diagnostics, and 3 )  providing the 
opportunity to analyze different 
instrumentation configurations for failure 
coverage necessary in safety critical 
operations. 
physical system that is already designed 
can result in difficult problems and 
unsatisfactory results. Although some level 
of automation can be obtained for the 
physical system that is already in use, FDIR 
operations will probably always require the 
attention of a human operator (e.g. 
volt meter as described in section 3.0). 
intelligent automation is to be implemented 
successfully and fully autonomous FDIR 
capability is desired, it is necessary to 
integrate intelligent FDIR automation during 
all phases of the system life cycle. The 
System Diagnostic Engine (SDE) methodology 
allows an integrated approach to development 
of intelligent FDIR. 
Automating FDIR procedures for a 
reading a 
If 
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System Structural Representation Object A Description 
Leve: 3 
n 
The system is modelled as a hierarchy o f  directed graphs to  whateuer depth is 
needed to  provide enough detail f o r  diagnosis. The nodes o f  the graphs represent 
the subsystems, assemblies, components, subcomponents, etc. o f  the ouerall system. 
Each node has an object representation (or frame) that contains all information 
pertinent t o  the diagnosis. 
Figure 2 Knowledge Representation Architecture 
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System S t r u c t u r a l  Representa t ion  System F u n c t i o n a l  Representa t ion  
Level 0 
Level 1 
Le-re1 2 
Possible future eHtensions o f  the knowledge representation architecture. The system 
functionality is specified as an AND/OR graph (not fully-connected). l inks are then established 
between the system structural hierarchy and the functionality graph. These links indicate 
which system objects are required for the system to be able to carry out particular functions 
or subfunctions. 
Figure 3 Possible Structural/FunctionaI Mapping 
f 
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+5v, return 
assembly 
t5v. return I I  c 
-x.tx commands 
- y ,  TY commands 
- z ,+z  commands assembly magnetic fie1 
nully. ty, -Y 
nullz,+z.-z 
open, close L switch positions - 
t16.8~, -16.8V b 
case c handle temperatures 
\ 
\ 
mech tl- y dir 
mech + / -  z dir 
/ 
nullz,tz,-z 
open,close 
handle- ::: : <-> case- case- temp 
iSv, return <r> handle-temp 
a assembly 
h 
neq-z- 
switch 
elec-z-dir 
e l k  y-dir electz-dir elec+x-dir 
t5.lreturn 
mchtx-di r 
elec-y-dir elec-valve 
0 seven of these - each connected t o  one of above objects ' 
elec-dir 
(tx,-x,ty,-y,tz,-z,vlv~ 
Hierarchical breakdown used to represent THC stucture. The top level breaks down Into mechanical 
and electrical assemblies, the 2nd and 3rd level break electrical and mechanical into lowest level 
physical components. 
Figure 4 MMU Hand Controller Structural Architecture 
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Figure 5 SDE Derived Structural  Description 
o f  MMU Hand Controller 
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ABSTRACT 
Flight and mission-critical systems are veri- 
fied, qualified for flight, and validated using well- 
known and well-established techniques. These 
techniques define the  validation methodology used 
for such systems. In order t o  verify, qualify, 
and validate knowledge-based systems (KBSs), 
the methodology used for conventional systems 
must be  addressed, and the applicability and limi- 
tations of tha t  methodology t o  KBSs must be iden- 
tified. The  author  presents a n  outline of how this 
approach t o  the validation of KBSs is being de- 
veloped and used a t  the Dryden Flight Research 
Facility of the NASA Ames Research Center. 
1 INTRODUCTION 
The verification and validation (V&V) of 
flight-critical systems is a major activity at the 
Dryden Flight Research Facility of the NASA 
Ames Research Center (Ames-Dryden). The 
Ames-Dryden staff assumes safety-of-flight re- 
sponsibilities for all vehicles flown at the facility. 
Because these systems are used in research air- 
craft, the  V&V experience a t  Ames-Dryden is pri- 
marily with one-of-a-kind research systems on ex- 
perimental vehicles. While the range of this expe- 
rience a t  Ames-Dryden is somewhat more narrow 
than tha t  of the validation of flight-critical sys- 
tems for commercial operations [I], this experience 
is directly applicable to the types of knowledge- 
based systems (KBSs) within NASA research pro- 
grams, whose requirements are to  qualify and val- 
idate unique, one-of-a-kind research systems. 
The  Ames-Dryden VBV methodology for em- 
bedded flight-critical systems relies on testing, 
peer review, abstract models, simulations, and 
flight validation. This methodology also relies, in 
large part ,  on engineering judgment and a tradi- 
tion tha t  has evolved from the experience with 
flight-critical systems from the first simplex dig- 
ital aircraft flight control system on the F-8 dig- 
ital fly-by-wire (DFBW) aircraft [2], through the 
triplex D F B W  system on the F-8 aircraft [3,4], 
the  3/8th scale F-15 remotely piloted research ve- 
hicle (RPRV) [ 5 ] ,  the highly maneuverable air- 
craft technology (HIMAT) vehicle [6,7,8,9], and 
the advanced fighter technology integration pro- 
gram AFTI /F - l6  [lo,  111, t o  the X-29 forward- 
swept wing aircraft. The result of this evolving, 
hands-on development of qualification and V&V 
methodologies is a practical approach tha t  maxi- 
mizes safety and allows system qualification, verifi- 
cation, and validation t o  proceed in an expeditious 
and resource-effective manner. 
The V&V methodology used a t  Ames-Dryden 
is the same methodology tha t  has actually been 
used for all flight-critical control systems i n  non- 
commercial aeronautical flight vehicles, including 
the If-18, Space Shuttle, and B-1 airciaft. This 
methodology uses a subset of the V&V techniques 
in use or advocated within the aeronautics coni- 
munity. The  larger issues of certification and 
the validation of highly reliable, fault-tolerant 
systems have been of lesser concern than those 
of qualifying and conducting flight validation of 
flight-critical systems. 
The  basic methodology for the V 8 V  of coli- 
ventional operation-critical systcins is directly ap- 
plicable to  the V&V of IiDSs. 111 fact, if IilISs 
are to  be used in operation-critical applications. 
the qualification of these I<l3Ss will have to bc 
PRECEDING PAGE BLANK NOT FILMED 
107 
performed within the context of established pro- 
cedures and will have to address the require- 
ments placed upon the qualification of conven- 
tional operation-critical systems. Thus, i t  is essen- 
tial tha t  the main features of this well-established 
V&V methodology be understood. 
NOMENCLATURE 
normal acceleration, g 
altitude, ft 
altitude rate,  ft/sec 
altitude acceleration, ft/sec2 
functional relationship between k and a, 
aerodynamic gain 
proportional path gain 
integral pa th  gain 
equivalent longitudinal stick command 
difference between desired and actual 
representation of integrator in Laplace 
a1 ti t  ude 
variable notation 
Abbreviations and Acronyms 
AFSR 
AFT1 
AI 
Ames-dry den 
CCB 
CCR 
CDR 
DFI3W 
DR 
F R R  
HiMAT 
KBS 
P C  
PDR 
RPRV 
QA 
SDR 
airworthiness and flight safety 
advanced fighter technology 
artificial intelligence 
Dryden Flight Research Facility 
of the NASA Ames Research 
Center 
review 
integration 
configuration control board 
configuration change request 
critical design review 
digital fly- by- wire 
discrepancy report 
flight readiness review 
highly maneuverable aircraft 
knowledge-based system 
program change (software) 
preliminary design review 
remotely piloted research 
quality assurance 
system design review 
technology 
vehicle 
STR 
V&V 
wo 
D e f i n i t i o n s  
system test report 
verification and validation 
work order (hardware) 
The majority of the following definitions is 
taken verbatim from Szalai and others (41. 
cer t i f ica t ion  The  determination by a regula- 
tory authority tha t  a product meets the regula- 
tions for tha t  product. 
e m b e d d e d  system A system tha t  is an inte- 
gral part  of some larger system. This distinction 
is particularly important when a subsystem inter- 
acts with the larger system in such a way tha t  a 
failure in the embedded system can propagate to  
the larger system or cause the larger system t o  fail. 
f a u l t  t o l e r a n t  A system which is able t o  con- 
tinue t o  provide critical functions after the occur- 
rence of a fault. 
flight critical A component or  system whose 
failure could cause loss of the aircraft. 
miss ion  c r i t i ca l  A component or system 
whose failure could result in the inability t o  per- 
form a mission. 
o p e r a t i o n  critical A component or system 
whose failure could result in loss of the aircraft, 
loss of life or limb, compromise public safety, result 
in substantial financial loss, or inability to  perform 
a mission. 
qua l i f ica t ion  A formal process whereby a sys- 
tem or aircraft is defined to  be ready for flight 
operations. 
system An entity of fixed identity united by 
some form of purpose, interaction, or interdepen- 
dence tha t  can be meaningfully isolated. 
va l ida t ion  The determination tha t  a result- 
ing product meets the objectives tha t  led to  the 
specification for the product. This determination 
usually includes operation in a real environment. 
ver i f ica t ion  The determination tha t  a design 
meets the specification. Verification is usually a 
par t  of the validation process. A simulated envi- 
ronment is often used. 
2 
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2 A METHODOLOGY FOR 
CONVENTIONAL, 
EMBEDDED 
CONTROL SYSTEMS 
FLIGHT-CRITICAL 
The basis of the  Ames-Dryden flight qualifi- 
cation and V&V methodology for embedded flight- 
critical systems is the incremental verification of 
system components, integration testing, configu- 
ration management, and  flight validation. T h e  
application of the verification, integration testing, 
and flight validation is discussed within the  overall 
context of the system life cycle. The configuration 
management aspect of the qualification and V&V 
methodology is discussed separately. 
2.1 Verification, Validation, and the 
Systeiii Life Cycle 
Verification and validation is a n  ongoing pro- 
cess tha t  is an integral par t  of the system life cycle. 
The  system life cycle for conventional flight con- 
trol systems js often characterized as a series of 
stages (figure 1).  
When functional specifications are derived 
from the  system goals and requirements, those 
specifications must be critically examined to  es- 
tablish t h a t  the  specifications adequately address 
the system goals and requirements. Similarly, 
the design specifications must meet the functional 
specifications. This critical examination is accom- 
plished by system design reviews (SDRs), prelim- 
inary design reviews (PDRs), and critical design 
reviews (CDRs). The  SDR is a presentation and 
review of the conceptual design of the  system; the 
goals and requirements are  addressed and top-level 
definition of functional specifications are provided. 
The  purpose of the  SDR is to ensure tha t  the un- 
derstanding of the goals and requirements for the 
system is consistent between the requesters and 
designers. The  P D R  is a presentation of a first- 
order definition of the system design including a 
presentation of how the  functional specifications 
are being addressed in the design. The CDR is a 
detailed design review in which a functional design 
is presented for review. (Theoretically, no hard- 
ware or software is to be  implemented until after 
the CDR, but  in practice, system components are 
implemented early in the life cycle, often before 
the SDR, t o  test ideas and may be directly incor- 
porated or modified for the system as finally im- 
plemented.) At each of these reviews, designs are 
presented to  a large audience with broad interests 
ensuring tha t  system-level goals and requirements 
are addressed, user requirements are  satisfied, and 
safety issues are adequately considered. The re- 
view boards provide detailed feedback t o  the sys- 
tem designers and implementers, and weaknesses 
or criticisms raised a t  a design review must be ad- 
dressed at the next level of review. 
The design review process is a n  iterative, and, 
one hopes, convergent process in which the goals 
Hardware 
Mission design 
Hardware 
Hardware 
design test 
Software 
design 
Flight 
Software System 
design I 
review 
Specification1 I design 
validation 
I review i Flight readiness review 
review 
Definition 
-of r e q u i r e m e n t s ~ ~ s i g n ~ p r ~ u c t i ~ ~  Ground est -+Flight test- 
6205 
Figure 1 .  Ames-Dryden Life Cycle for Research Systems 
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and requirements and functional specifications are 
interpreted and translated into a design specifica- 
tion tha t ,  among other things, establishes a par- 
titioning of functions between hardware and soft- 
ware. Design specifications for both hardware and 
software are translations of the functional speci- 
fications which in turn  embody the system-level 
goals and requirements. The  design specification 
is supported by a n  interface definition establish- 
ing both the  interfaces between the system and its 
environment and the interfaces between the hard- 
ware and software. 
The  design specifications are  transformed into 
hardware and software realizations. This transfor- 
mation is not a straightforward, one-step process. 
The transformation of a design specification t o  an 
implemented prototype system requires the devel- 
opment and testing of numerous software proce- 
dures and hardware circuits, each of which is a 
prototype of some element in the larger system. 
The implementation of system elements or 
components is supported by a variety of analysis 
tools and testing techniques [ 1 , 2 , 4 , 1 2 , 1 3 ] .  The 
analysis tools used include failure modes and ef- 
fects analysis, independent review, static verifica- 
tion, independent calculations, conjectures, and 
suspicions. This analysis is conducted on abstract 
models of the system or  of the system compo- 
nents. Linear system models, aggregate system 
models, block diagrams, flow diagrams, schemat- 
ics, source programs, specifications, and simula- 
tions are  some of the main abstract models used. 
This analysis of abstract  models is used t o  trans- 
late requirement and design specifications into a 
physical realization. 
The  physical realization of a system is con- 
structed from physical realizations of system com- 
ponents such as circuits, microprocessors, comput- 
ers, and software modules. Hardware components 
are often breadboard, brassboard, or nonflight- 
qualified versions of the actual flight system; these 
hardware components are  bench tested in isolation 
and then incorporated into “hot-bench’’ test fa- 
cilities tha t  incorporate other simulated or actual 
physical systems. Typical of these hot-bench test 
facilities are simulations incorporating flight hard- 
ware (hardware-in-the-loop simulations) [G, 7,8] or 
iron bird facilities based on extensive replication 
of flight systems and are often based on the  use of 
decommissioned aircraft [4]. 
Simulation testing provides a closed-loop fa- 
cility wherein the  system is exposed t o  a n  envi- 
ronment tha t  closely resembles the  electronic and 
d a t a  environment in which the system must actu- 
ally operate. Simulation also provides a facility for 
testing tha t  the hardware and software of the sys- 
tem are integrated and operating together. The 
realism of the simulation is determined by the op- 
erating requirements for the flight application of 
the system (see section 2.3) .  Simulation is where 
the pilot ( the system user) is first exposed to  and 
allowed to  evaluate the system. 
This analysis, testing, and verification along 
with the configuration management process (see 
section 2 .2 )  constitute main components of the 
qualification process wherein a system is deter- 
mined t o  be  ready for flight test. These results 
are presented t o  a flight readiness review (FRR) 
team composed of nonproject engineers from mul- 
tiple engineering disciplines who perform an inde- 
pendent and in-depth review of the system design, 
analysis, test results, and configuration manage- 
ment. The F R R  team is empowered to recom- 
mend additional analysis, testing, or documenta- 
tion. The  results of the FRR are presented a t  
a n  airworthiness and flight safety review (AFSR) 
panel where the project team seeking authoriza- 
tion for approval t o  begin flight testing responds 
t o  the findings of the  FRR. The  AFSR panel is 
typically composed of engineering and operations 
managers and flight safety personnel. Only after 
the AFSR is satisfied is a system taken to  flight. 
Flight validation is a n  extension of the test- 
ing methods performed on physical models in the 
simulation. For a research system, the flight tested 
component is a physical model of itself; if the sys- 
tem is t o  be fielded in an operational environment, 
the flight tested system is often a prototype of the 
final system. During flight test, the system is ex- 
posed to  the total  physical, electronic, and da ta  
environment in which it is designed to  operate. 
Gault and otliers [I] ,  IIolt and others 1121, and 
Jiopkins [I31 propose the use of additional abstract 
models (aggregate models) and analysis methods 
(formal proofs and statistical analysis). These 
models and analysis tools address one of tlie chief 
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limitations in the  Ames-Dryden methodology: the 
reliance on testing, both failure modes and effects 
and nominal condition testing. This becomes a se- 
rious concern when considering either highly reli- 
able, fault-tolerant systems or highly complex sys- 
tems. Hartmann and others [13] describe the  num- 
ber of tests required for such systems as a fund@ 
mental problem: 
T h e  fundamental problem of fault toler- 
ance validation is the  vast number of test 
cases when all possible combinations of 
flight conditions and multiple faults are 
considered. 
This view is confirmed by Gerhart and others [l], 
Holt and others [12], and Gerhart [15], who claim 
tha t  exhaustive testing is not possible for any but 
the simplest of systems. 
2.2 Configuration Management 
Configuration management is the orderly and 
systematic process of ensuring consistency in de- 
velopment, documentation, testing, problem re- 
porting, and maintanance of a system. The use of 
a configuration control board (CCB) with review 
and change approval authority, consisting of repre- 
sentatives from several engineering disciplines, is 
a key feature of configuration management. Pe- 
tersen and Flores [16] describe the configuration 
management process: 
The  primary purpose of the software 
control and system configuration man- 
agement process for flight-critical digi- 
ta l  flight control systems is to  provide a 
method for efficient flight system devel- 
opment and a procedure for assuring safe 
flight operations. The process is designed 
to control system configuration changes 
by managing the primary system devel- 
opment phases . . . and t o  resolve dis- 
crepancies uncovered during system test- 
ing. In addition, the configuration coli- 
trol process prescribes stringent test and 
documentation requirements and pro- 
vides for visibility of changes across all 
involved engineering disciplines through 
formal review procedures. 
Petersen and Flores [16] also present block dia- 
grams showing the steps in the software control 
and system configuration process (figure 2) and 
the documentation flow and tracking process (fig- 
ure 3) used a t  Ames-Dryden. This process is ini- 
tiated when the  system is pu t  under configuration 
control which is generally well into the system de- 
velopment cycle. 
Figure 2 shows how new system requirements 
or anomalous system behavior are accommodated 
in the software control and system configuration 
management process. New system requirements 
are introduced into the  configuration manage- 
ment process using a configuration change request 
(CCR); anomalous system behavior is recorded on 
a discrepancy report (DR) (figure 3). 
The  use of DRs t o  record any anomalous be- 
havior is useful for identifying and correcting prob- 
lems tha t  result from operator error, initializa- 
tion, or system design. Additionally, the extensive 
use of DRs provides a means of isolating incipi- 
ent problems by identifying areas or functions in 
the system tha t  are repeatedly involved in or as- 
sociated with anomalous behavior. Tracking DRs 
also facilitates one aspect of the process of build- 
ing confidence in the system (see section 2.1): it 
provides a means of judging the maturity of a sys- 
tem through experience with tha t  system over an 
extended period. Typical experience with systems 
as a function of time is shown in figures 4 and 5.  
It is important t o  note tha t  the problems 
identified in every DR cannot be or are not al- 
ways remedied. A problem tha t  occurs in a test 
facility might be highly unlikely in flight; the sub- 
ject of a DR might even be based on a rethinking 
of the system design tha t  uncovers a failure mode 
or potential problem. Program schedule slippage 
or the costs of fixing the  problem are often over- 
riding concerns. The effect of problems identified 
in DRs is evaluated in terms of the risk associ- 
ated with them. Those known problems tha t  are 
identified on DRs and not remedied are called “ac- 
cepted risks.” Accepted risks are always clearly 
identified before flight testing. The  risks associ- 
ated with these problems are made visible to, and 
are evaluated by, independent reviewers sucli as 
those comprising the AFSR panel (see section 2.1). 
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2.3 System Criticality and Its Impact 
on Validation 
The requirements imposed on the  V&V and 
configuration management process are determined 
by the  criticality of the  system. For aircraft flight 
systems, three levels of criticality are generally 
recognized: 
A. Systems whose failure could cause loss of life 
or limb, compromise public safety, o r  result in 
substantial financial loss; 
I). Systems whose failure could cause mission 
failure (mission-critical); 
C. Systems whose failure could cause inaccurate 
results or inefficient use of resources. 
The  level of criticality of a system is primarily de- 
termined by those requesting tha t  the system be 
developed. IIowever, system designers or any of 
the  independent review teams can modify that  de- 
termination. In practice, we have found that  it is 
Total 
system 
2ooo operating 
lime, hr 
0 
8388 
usually easier and less work to  classify a system 
as a level B rather than  t ry  t o  support and de- 
fend a classification a t  level C. Nontechnical fac- 
tors are often taken into account when determin- 
ing a t  which level t o  class a system. A system 
might be treated at level A when tha t  system or 
the project of which it is a part  is highly visible 
and any perceived problem might jeopardize re- 
search goals. 
The  configuration management process in- 
creases in formality a t  each higher level of criti- 
cality: the  composition of the  CCB is broader and 
consists of more members, the  requirements for 
documentation increase, and testing requirements 
for system changes are more extensive. The  re- 
quirements for the  simulation also increase with 
higher levels of criticality: a level C system might 
be qualified off-line, using interactive or batch sim- 
ulations and stand-alone hardware tests; a level I) 
system requires a t  least a real-time, piloted simu- 
lation for closed-loop testing; and a level A system 
generally requires a hardware-in-the-loop simula- 
tion or an  iron bird. 
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3 APPLICATION OF 
VALIDATION 
METHODOLOGY TO 
SYSTEMS 
KNOWLEDGE-BASED 
The  V&V methodology used for conven- 
tional, embedded operation-critical flight systems 
provides an established and accepted set of pro- 
cedures upon which a methodology for KBSs can 
be based. While this position may be controver- 
sial in t h e  AI community, the  political and socio- 
logical realities of flight research and testing will 
ultimately dictate t h a t  any methodology for the 
validation of KBSs a t  least address the currently 
used methodology for conventional systems. 
3.1 The Life Cycle Model for 
Knowledge-Based Systems 
T h e  proposed approach to  the V&V of KBSs 
relies on the life cycle model shown in figure 1. The 
life cycle model for a KBS has been a topic of con- 
siderable concern t o  some who have addressed the 
validation of a KBS, and several models have been 
proposed [17,18,19]. These models stress the de- 
velopment and prototyping process in a KBS. The 
motivation for developing these models is appar- 
ently t o  address the lack of a clear or well-defined 
statement of system goals and requirements and t o  
highlight the  prototyping process common in the 
development of KBSs. While the proponents of 
these models would probably contend tha t  there 
is a fundamental difference between the life cycle 
of a KBS and a conventional system, another view 
is t h a t  this apparent difference is more reflective 
of the  maturi ty  of KBSs rather than of anything 
fundamental. 
Because KBSs are  just  emerging in operation- 
critical applications, there is little certainty of ca- 
pabilities and limitations of these systems. The 
prototyping tha t  is a common feature in the de- 
velopment of a KBS often represents an at tempt  
t o  establish requirements for a given application. 
This definition of requirements, capabilities, and 
limitations through prototyping is not unlike that 
used in conventional systems when new teclr~riques 
or a.pplications are  a t tempted.  The  difference is 
in the body of knowledge and experience behind 
the  use of conventional systems as opposed t o  tha t  
for KBSs. Also reflected in this prototyping is 
the lack of maturity of artificial intelligence (AI) 
techniques in general tha t  provides little basis for 
the selection of control and knowledge representa- 
tion methods. 
3.2 Problems in the Verification and 
Validation of Knowledge-Based 
Systems 
There are several issues t h a t  are almost cer- 
tain to  create problems for anyone attempting 
to validate operation-critical KBSs. Perhaps the 
most serious of these is an unwillingness t o  treat 
the current generation of KBSs out  of the con- 
text of the promises of AI. The  current generation 
of KBSs are not, in general, capable of learning 
or even modestly adaptive. These systems exhibit 
few nondeterministic properties. These KBSs may 
be complex but  they are not unpredictable. But so 
long as there is this persistence in dwelling on the 
ultimate potential of AI systems instead of on the 
realities of the system being qualified, i t  is unlikely 
t h a t  an AFSR panel would allow flight testing. 
A further difficulty arises from the contention 
tha t  I<BSs d o  not always produce the correct an- 
swer. If this is t rue then a KBS can only be 
used for tasks in which their performance can 
be monitored and overridden by a human. hlost 
operation-critical systems are required to  perform 
without human intervention or with only high- 
level supervision or control. However, a KBS tha t  
does not always produce the optimum answer is 
acceptable as long as it never produces a wrong 
answer. This latter point is in fact one of the 
main V&V issues: operation-critical systems must 
be shown to always produce acceptable solutions. 
3.3 A Proposed Approach to De- 
velop a Verification and Valida- 
tion Methodology for Knowledge- 
Based Systems 
In order to  validate a system, one must have 
a set of requirements for that system, and thosc. 
requiremeiits must est ablislr the perforiirance rri- 
teria and the liniitations of the systciii. The cur- 
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rent claim from some within the AI community 
tha t  many of the characteristics of AI systems pre- 
clude such requirements either do not understand 
the validation issue or  are unwilting to  accept the 
structure and formalism required for validation. 
To address the issue of requirements, a n  incremen- 
tal  approach t o  validating KBSs is needed. 
There are two key aspects of the proposed ap- 
proach to  the V&V of KBSs: 
1. development of a KBS to  perform some task 
t h a t  is well-known, well-understood, and for 
which conventional V&V techniques are ade- 
quate; and 
2. incrementally and simultaneously expand 
both the KBS and the V&V techniques to  
more demanding and complex tasks. 
T h e  procedures used for verifying, qualifying, and 
validating conventional operation-critical flight 
systems a t  Ames-Dryden will be applied and mod- 
ified as required. Because we ultimately plan t o  
carry these experiments to  flight using the rapid- 
prototyping facility [20], this process will be per- 
formed under the aegis of the AFSR panel and 
will be under periodic review. The  subject of this 
research will be a KBS tha t  is being developed 
to perform aircraft maneuvers normally performed 
by highly trained pilots. 
The  research plan is to  identify maneuvers of 
increasing difficulty and t o  build gradually more 
complex and adaptive KBS to  accomplish those 
maneuvers. This will include prototyping, evalu- 
ation, and a series of initial operating capabilities 
Control system 
- - - - - - - - - - - - - - - - - - - - , I n 
tha t  will evolve into a sequence of documented 
requirements for testing against each version of 
the system. This approach fits well within the 
model of and practice used with conventional digi- 
tal  systems. 
4 VALIDATING A SIMPLE 
SYSTEM 
KNOWLEDGE-BASED 
To illustrate the proposed approach to  the 
V&V of KBSs, a rule-based longitudinal altitude- 
command autopilot example for a n  F-15 aircraft 
will be presented. The example presented repre- 
sents a single axis of a three-axis (longitudinal, 
lateral-directional, and velocity axes) controller. 
This controller is being developed and will he qual- 
ified as a mission-critical system (see section 2.3) 
as part of the research into validation methodolo- 
gies for operation-critical KBSs. 
4.1 Goals and Requirements for 
Example Knowledge-Based 
System 
A simplified representation of the aircraft and 
control system is shown in figure 6.  The  objective 
is to  develop and t o  demonstrate a knowledge- 
based controller tha t  produces command inputs 
to the aircraft control system based on a dynamic 
world model obtained from instruments on the air- 
craft and on a simple set of rules. While this task 
I 
may not represent a suitable application of a KBS 
(because i t  is easily performed by conventional 
algorithmic control laws), i t  provides a simple 
mission-critical application tha t  is both easy to  
understand and easy to validate. 
The  control task requires the autopilot system 
(whether based on conventional algorithms or a 
knowledge-based approach) t o  produce commands 
tha t  cause the  measured aircraft altitude h to be 
within some specified tolerance A h  of the com- 
manded altitude h,,,. Additionally, constraints 
are placed on the  altitude ra te  h and the nor- 
mal acceleration a,. T h e  constraint on a, is the 
same as a constraint on altitude acceleration h, 
but  a, represents a more easily understood and 
easily measured physical quantity. 
The  initial requirement for this controller was 
tha t  i t  control the aircraft in a consistent, repeat- 
able manner at least as well as a pilot during both 
the transition mode (going from one altitude t o  
another) and the altitude-hold mode (controlling 
the  aircraft about  a specified altitude). T h e  de- 
sire was t o  have it control the aircraft as well as a 
conventional algorithmic autopilot. An additional 
goal was t o  allow off-condition engagement so tha t  
the controller would be effective even without be- 
nign initial (engagement) conditions. 
These goals and requirements are similar t o  
those initially imposed on the altitude-hold capa- 
bilities of the  flight test maneuver autopilot for 
the HiMAT vehicle [21]. The  constraints and tol- 
erances were established as baseline figures. From 
this initial specification, a rule-based system was 
implemented tha t  combined numeric and symbolic 
methods. This initial system was tested using a 
detailed nonlinear simulation model of the aircraft 
and its control system; the  controller achieved ex- 
cellent results for some initial conditions but per- 
formed poorly for many others.  This  initial result 
was typical of tha t  experienced when evaluating 
the initial implementation of a conventional con- 
troller on a nonlinear simulation. After several it- 
erations of this process, a fairly detailed statement 
of performance capabilities and limitations was es- 
tablished (table I). This information, in essence, 
represents a clarification of the statement of goals 
and requirements, serves as the basis of a func- 
tional specification for the system, and defines the 
system test matrix. 
4.2 Life Cycle of Example Knowledge- 
Based System 
By this point in the life cycle, the develop- 
ment of a conventional controller would be sup- 
ported by design and analysis tools and abstract 
(linear) models of not only the aircraft and its con- 
trol system but  of the controller as well. These 
tools and models would provide some of the basis 
of the validation of a conventional system by es- 
tablishing metrics of system performance and ro- 
bustness. The  main benefit of having such tools 
and models is tha t  their use allows extensive test- 
ing with a minimum of computational expense; 
only selected test points need t o  be repeated us- 
ing the nonlinear simulation. For the rule-based 
controller, tools and analysis techniques either do 
not exist or are rudimentary a t  best. This differ- 
ence in development will create some difficulties 
in qualifying the system for flight. Par t s  of the 
problem are both technical and sociological. Veri- 
fication will have t o  rely on more extensive testing 
and a thorough exposition of the nature of the 
rules. The testing will require tha t  a large num- 
ber of tests be conducted on the nonlinear simula- 
tion tha t  extends the time required for conducting 
those tests. 
Table I. System 
Performance Capabilities 
and Engagement Conditions 
Defined by Prototyping 
Performance requirements 
A h  = f 50 ft 
h,,, = f 100 ft/sec 
anpo, = 2.0 g 
anneo = 0.5 g 
Enaacement conditions 
A h  = f c o f t  
h,,, = f 200 ft/sec 
a, = f 2.0 g 
The  next step in the life cycle is an SDR. 
This has been conducted informally during de- 
velopment but now requires formal exposure and 
review. The rules derived from prototyping (ta- 
ble 11) and a detailed definition of the verification 
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test matr ix  will be presented and reviewed a t  the 
SDR. Again, this addresses both the technical and 
sociological aspects of V&V: the  SDR provides a 
technical assessment of the  design, allowing the 
completeness and consistency of the rules t o  be 
examined by independent reviewers and serves as 
a gentle introduction t o  the idea of using KBSs in 
such applications. 
Table 11. Rules for Longitudinal Altitude-Hold 
Autopilot 
Performance boundary rules* 
If the altitude acceleration exceeds the 
positive acceleration limit, move stick 
forward. 
If the altitude acceleration exceeds the 
negative acceleration limit, move stick aft. 
If the predicted altitude ra te  exceeds the 
positive altitude rate limit, trim stick 
forward. 
If the  predicted altitude ra te  exceeds the 
negative altitude ra te  limit, trim stick aft. 
Normal command rules* 
0 If the altitude error is positive and the 
predicted altitude ra te  is negative, trim 
stick aft. 
0 If the altitude error is negative and the 
predicted altitude ra te  is positive, trim 
stick forward. 
If the  predicted altitude error is positive 
and the altitude error is small, click stick 
forward. 
0 If the  predicted altitude error is negative 
and the altitude error is small, click 
stick aft. 
0 If the predicted altitude error is positive 
and the altitude error is large, trim 
stick forward. 
0 If the predicted altitude error is negative 
and the altitude error is large, trim 
stick aft. 
*Definitions: 
move large movement of stick 
trim intermediate movement of stick 
click small movement of stick 
It  is expected tha t  the development of this 
rule-based controller will continue through the 
normal life cycle for research systems. The  main 
differences tha t  are expected between conventional 
and 
1. 
2. 
3. 
4. 
KBSs are  tha t  for the KBS 
the design reviews will serve both educational 
and technical purposes; 
the design will incorporate more problem spe- 
cific experience (but probably less fundamen- 
tal system understanding) a t  each stage in the 
life cycle; 
the lack of traditional tools and abstract mod- 
els will force earlier recognition and definition 
of system testing requirements; and 
because of the lack of tools and abstract mod- 
els, the  testing required for the rule-based 
system will be more extensive than tha t  re- 
quired for a conventional system of similar 
capabilities. 
4.3 Test Matrix for Example 
Knowledge-Based System 
To appreciate the number of individual tests 
tha t  must be performed as par t  of the validation 
of this longitudinal autopilot, two factors must be 
understood: 
1. the performance and limitations define a ma- 
trix of test conditions for each simulated flight 
condition; and,  
2. because the dynamics of a n  aircraft vary 
throughout its flight envelope, tha t  matrix of 
test points must be repeated a t  many flight 
conditions. 
The performance requirements and engage- 
ment conditions define the requirements for both 
on- and off-condition operation. To test the 011- 
condition requirements for the example autopilot, 
one engages the system a t  the test altitude and 
hlach number and monitors the performance of 
the system to  ensure tha t  none of the performance 
limits are  exceeded. The testing of engagement 
requirements requires a set of tests about each of 
the altitude and hlach number points. Thus. for a 
given altitude and hlach numlwr, tlic systcin inust 
be engaged a t  a number of conditions repicsrntiug 
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the  permutations of the bounds of the engagement 
conditions; again, time histories are monitored t o  
ensure t h a t  t h e  system performs within the  Lim- 
its established by the  performance requirements. 
At each altitude and Mach number test condition, 
this requires a minimum of eight separate tests. 
The  dynamics of a n  aircraft are not constant 
throughout the  flight envelope. To ensure tha t  the 
system performance goals are  met, tests must be 
performed at a number of flight conditions (fig- 
ure 7 ) .  At each altitude and Mach number con- 
dition, the entire matrix of performance require- 
ments must be tested at the engagement limits. 
r 
Altitude 1 V X X X X X  
8197 
Mach 
Figure 7. Typical Flight Envelope W i t h  Ex- 
ample Test  Condit ions 
This testing is time consuming and requires 
a detailed nonlinear simulation. A conventional 
system would require less simulation testing on 
the nonlinear simulation because i t  would be sup- 
ported by abstract  models of the aircraft and the 
autopilot. The  nonlinear simulation would be used 
a t  a few selected altitude and Mach number con- 
ditions t o  verify the abstract models. 
It is important  to  note t h a t  the  testing de- 
scribed above 
1. includes no failure condition testing, 
2. the example autopilot is a greatly simplified 
representation of a system tha t  will be taken 
to  flight, and 
3. the  rules presented in table I1 represent only 
a single axis of a three-axis controller. 
5 LIMITATIONS OF 
VALIDATION 
METHODOLOGY FOR 
SYSTEMS 
KNOWLEDGE-BASED 
The most serious limitation of applying the 
V&V methodology for conventional systems to  
operation-critical KBSs is the lack of both struc- 
tured development methods and verification tools 
and techniques. Conventional systems are sup- 
ported by design and analysis tools and tech- 
niques, coding standards, and methods for exam- 
ining software tha t  is procedural in nature. These 
tools, standards, and procedures do not exist for 
KBSs nor are any likely to  emerge in the near 
term. Another limitation of applying the conven- 
tional V&V methodology t o  KBSs is tha t  compo- 
nent testing is difficult if not impossible. Both of 
these limitations will force validation t o  rely on 
integrated system testing, treating the total  KBS 
as a black box. 
The testing requirements for a system do not 
increase linearly with the complexity of the sys- 
tem; testing requirements grow as a polynomial 
or exponential function of system complexity. As 
a simple example of the growth of the test ma- 
trix with system complexity, consider the test ma- 
trix defined for the longitudinal autopilot (see sec- 
tion 4.3). A similar matrix would be defined for 
each axis of the total autopilot. If we assume that 
there are m tests required for each axis, then the 
final autopilot will have three axes of comparable 
complexity; the total number of tests will be m3 
because all combinations of tests will have to  be 
performed a t  each flight condition to validate the 
system performance. 
Testing any but the most simple s y s t e m  as 
black bows requires a test matr ix  of overwhelm- 
ing coniplcxity. This will compound an  already se- 
vere problem tha t  has been a consistent factor i n  
tlic VSrV of convcntioiial systems: tlic cost, sclicd- 
ule, and personncl requirements for VkV greatly 
cxccrd the developiiient costs and almost always 
cause prograinniatic delays. Further, the costs ant1 
delays arc dircctly Irlatcd to how Lite, i n  tlic (IC>.- 
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velopment cycle, design and implementation errors 
are detected. 
One of the  main challenges of developing a 
validation methodology for KBSs is t o  develop 
tools and techniques tha t  will allow highly com- 
plex systems to  be verified, qualified for flight, 
and validated in a cost-effective and timely man- 
ner rvithout having t o  reduce the  capability or 
operational envelope of t ha t  system. (This chal- 
lenge, incidentally, is one that  those working with 
conventional systems must also face.) As part  of 
the Ames-Dryden effort in developing and demon- 
strating a viable validation methodology for KDSs, 
the development of automatic testing systems is an 
integral part .  The  goal of this effort is t o  gener- 
a te  test matrices automatically from requirements 
and specifications for use in an automated test- 
ing system capable of both conducting tests and 
monitoring and interpreting test results. 
6 CONCLUDING REMARKS 
The qualification, verification, a n d  valida- 
tion methodology used a t  Ames-Dryden for flight- 
critical control systems and how this methodol- 
ogy can be extended and applied to  intrlligent 
knowledge-based systems are reviewed in this pa- 
per. The justification for the use of this method- 
ology is the similarity of the current generation 
of KDSs with conventional systems i n  terms of 
complexity and function. Liniitations of t,he pro- 
posed methodology for both highly reliahle, fault- 
tolerant systems and extremely complex systems 
such as might be envisioned for future generations 
of KDSs are discussed. Research and developmcnt 
areas are suggested to augment and enhance the 
current methodology to  support both conventional 
systems as well as KBSs. 
The  main differences between convc.ntiona1 
systems and KIISs are that  for the latter 
1. the design reviews will serve bot11 educational 
and technical purposes, 
2. the design will iricorporatcx inore p r o l ~ l ~ i i r -  
specific experimce (biit prot~ibly lvss furitla- 
mental system uiiderstanding) at ciarli stag(, 
in the life cycle, 
3. the lack of traditional tools and abstract  mod- 
els will force earlier recognition and definition 
of system testing requirements, and 
4. because of the lack of tools and abstract mod- 
els, the  testing required for the  rule-based 
system will be more extensive than that  re- 
quired for a conventional system of similar 
capabilities. 
The  view presented in this paper is consistent 
Lvith that proposed in Gault and others [l]: 
A validation methodology for such sys- 
tems [ultrahigh reliability, fault-tolerant 
systems] must be based on a judicious 
combination of logic01 proofs, analytical 
modeling, and experimental  testing. 
This methodology must be supported by reliable, 
validated development and test tools that  lower 
the cost and reduce the schedule, if the goal of val- 
idation is t o  be achieved for either highly reliable, 
fault-tolerant systems or highly complex systems 
such as are envisioned for KBSs. 
Perhaps the biggest obstacle in the qualifica- 
tion of operation-critical KDSs is the mystification 
and obfuscation by the advocates and developers 
of KBSs. \\'bile stressing the enormous differences 
between KBSs and conventional systems may be 
a useful tactic i n  generating enthusiasm and sup- 
port for the development and use of KBSs, this 
approach is almost guaranteed to  discourage ac- 
crptance and prevent deployment of these systems 
i n  operation-critical applications. 
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ABSTRACT 
Knowledge-based systems have the potential to 
greatly increase the capabilities of future 
aircraft and spacecraft and to significantly 
reduce support manpower needed for the space 
station and other space missions. However, a 
credible validation methodology must be developed 
before knowledge-based systems can be used for 
life- or mission-critical applications. 
Experience with conventional software has shown 
that the use of good software engineering 
techniques and static analysis tools can greatly 
reduce the time needed for testing and simulation 
of a system. Since exhaustive testing is 
infeasible, reliability must be built into the 
software during the design and implementation 
phases. 
engineering techniques and tools used for 
conventional software are of little use in the 
development of knowledge-based systems. 
Therefore, research at Langley is focused on 
developing a set of guidelines, methods, and 
prototype validation tools for building highly 
reliable, knowledge-based systems. 
The use of a comprehensive methodology for 
building highly reliable, knowledge-based systems 
should significantly decrease the time needed for 
testing and simulation. A proven record of 
delivering reliable systems at the beginning of 
the highly visible testing and simulation phases 
is crucial to the acceptance of knowledge-based 
systems in critical applications. 
INTRODUCTION 
Highly reliable, real-time knowledge-based systems 
(KBSs) have been proposed for many aerospace 
applications, including space station, manned and 
unmanned spacecraft, as well as civilian and 
military aircraft and other life-critical 
applications. For example, continuous operation 
of a space station will require extensive, around- 
the-clock monitoring by large numbers of expert 
ground control personnel unless some degree of 
system autonomy is obtained through the use of 
knowledge-based expert systems. Many of the 
systems proposed for the space station would 
result in loss of life if they were to fail during 
operation. 
Unfortunately, many of the software 
Even when personnel are not involved, 
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the loss of equipment and/or experiments can be 
prohibitively expensive. Therefore, these on- 
board systems must be reliable and validatable. 
Similarly, a pilot's associate or other advisory 
system, even if not in direct control of the 
craft, could only be used if the pilot were 
confident of its outputs. In many emergency 
situations, a pilot does not have the time to 
consider how the system arrived at its conclusion 
but must quickly and confidently follow the 
directions he is given. 
case, then the advisory system would never have 
been needed in the first place. 
If this were not the 
A credible validation methodology for highly 
reliable KBSs does not exist today. 
research efforts in verification and validation of 
KBSs focus on a rapid-prototyping life cycle, 
review panels, testing, and development of limited 
static analysis tools for checking consistency and 
completeness of a rule base 111. These techniques 
are necessary, but alone are not comprehensive 
enough to validate a system to be used in a life- 
critical application. Consistency and 
completeness checking only tests for a limited 
number of prespecified types of errors. The 
complexity of the knowledge base in a realistic 
system makes exhaustive testing impossible. More 
rigorous validation techniques must be developed. 
This paper documents the ongoing research at NASA 
Langley to develop concepts, guidelines, and 
methodologies for the validation of KBSs. The 
scope of the effort and how Langley's research 
plan was developed are discussed. 
the art in validation of conventional software is 
presented. Characteristics of KBSs affecting 
validation are discussed, and how validation of 
KBSs differs from conventional software is 
characterized. The research approach being 
followed at Langley is then presented, followed by 
details of the methods, guidelines, and prototype 
tools being developed. Finally, the expected 
results from this research project are discussed. 
BACKGROUND 
The research plan presented in this paper is the 
culmination of a research effort that began at 
NASA Langley in 1986 [l - 4 1 .  The first step was 
to characterize the potential needs for, and 
identify current research in, validat.ion of KBSs 
Most current 
The state of 
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through workshops, classes, and industrial 
contacts. A research team with varied backgrounds 
from artificial intelligence, software 
engineering, and validation was then established. 
The differences between validation of a 
conventional software system and validation of a 
KBS were characterized, and applicability of 
conventional techniques to KBSs was assessed. 
major issues and requirements particular to KBS 
validation were identified. A number of 
deficiencies in methods available for KBS 
validation became apparent, and a preliminary set 
of tools and methods to be developed were then 
identified to address those deficiencies. 
Concepts, guidelines, methodologies, and 
supporting tools for the validation and 
verification of KBSs are to be developed. Because 
of the lack of available validation methods and 
the proliferation of KBS development projects, the 
methods and tools developed will be made available 
to near-term and mid-term KBS development efforts 
as soon as practicable. Feedback from these 
development efforts will provide valuable insight 
as to the effectiveness and comprehensiveness of 
the tools and methodologies developed. 
The target applications are life-critical KBSs for 
NASA OK military aircraft or spacecraft 
applications with any one or a combination of 
rule, frame, or object knowledge representations. 
Most of the tools and techniques developed will 
also be useful and cost effective for developing 
high quality KBSs for applications with less 
stringent reliability requirements. To keep the 
development effort feasible and within the bounds 
of realistic funding expectations, a number of 
issues will not be addressed, including the 
following topics: automatic programing, 
validation of learning, cost/reliability 
tradeoffs, and validation of advanced hardware 
architectures. 
realistically addressed after significant advances 
are made in other KBS validation and verification 
areas. 
VALIDATION OF CONVENTIONAL SOFTWAFE 
The development and validation of reliable 
conventional software is a major concern within 
NASA, the Department of Defense, and industry. 
After many years of research and the development 
of a new engineering discipline -- Software 
Engineering -- to address this problem, a number 
of techniques have been developed. Yet, the 
discovery of software "bugs" in operational life- 
critical software is not uncommon [5]. The FA4 
has not yet certified any civil air transports 
with flight-critical digital avionics. Thus, the 
techniques used today for conventional software 
may actually be inadequate for life-critical 
applications. 
When conventional software is developed for life- 
critical military or space applications, 
validation is an ongoing process throughout the 
life cycle [6]. Limited design tools are 
available to aid in dividing the problem into a 
hierarchical set of modules. These modules are 
developed and tested separately and then 
integrated. The programmers adhere to strict 
coding standards and other techniques such as 
The 
These aspects can only be 
information hiding that have been found to lead to 
more reliable code. The developed code is 
subjected to extensive code walkthroughs and 
inspections in addition to the static checking 
provided by sophisticated compilers and other 
static code analysis tools. 
developed module is subjected to extensive 
testing. The interactions between modules are 
carefully tested during system integration. 
system is then subjected to functional testing and 
finally simulation. 
A system developed for a space application is 
reviewed periodically throughout the development 
life cycle by a safety assessment team from NASA 
to ensure that the procedures discussed above are 
closely followed [7]. Likewise, the developers of 
a system for a NASA experimental aircraft must 
convince a NASA safety team that the system is 
reliable before flight testing can begin. Similar 
procedures are followed by the Air Force to ensure 
adherence to MIL-STD-2167 and by the FAA for civil 
aircraft systems. 
base their estimates of the reliability of a given 
system on evidence of rigorous adherence to good 
software engineering techniques and documentation 
of traceability to specifications as well as on 
the absence of serious errors uncovered during 
testing. 
Experience with conventional software has shown 
that the use of good software engineering 
techniques and static analysis tools can greatly 
reduce the time needed for testing and simulation 
of a system. 
implementation phase are signiEicantly easier and 
less expensive to correct than those uncovered 
during the testing phase. The focus of the 
testing phase should be tuning system performance 
and promoting confidence about the inherent 
reliability of the program being tested. 
caught during this phase should represent the 
occasional translation and coding errors, not 
major oversights or misunderstandings of the 
specifications. 
Reliability is a characteristic that must be built 
into the program from the beginning. 
poorly written program into a reliable one simply 
by extensive testing is at least extremely 
difficult and expensive, if not impossible. 
Each independently 
The 
The assessment teams typically 
Errors caught early in the 
Errors 
Making a 
CHARACTERISTICS OF KNOWLEDGE-EASED SYSTEMS 
There are two major differences between KBSs and 
conventional software that affect the validation 
process -- structure and functionality. 
A KBS is divided into some form of knowledge base, 
which may be rules, frames, procedures, OK some 
other structure or combination of structures, and 
a reasoning algorithm, such as an inference 
engine, which operates on the knowledge. This 
separation of the system into algorithm and data, 
plus the inherent structuring of the knowledge 
base may actually aid in the validation process. 
Unfortunately, many of the techniques and tools 
used for conventional software are of little use 
in the development of KBSs. Researchers are just 
beginning to develop guidelines for implementing 
software engineering concepts such as 
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modularization, information hiding, and structured 
coding. 
languages such as LISP and Prolog do not support 
strong typing and other features used in static 
code analysis, and the compilers do little static 
checking for errors. Code walkthroughs are less 
effective for KBSs because each piece of the 
knowledge is viewed individually and interactions 
are difficult to conceptualize. 
symbolic OK parallel architectures significantly 
compounds the validation problem. 
In addition to the above differences attributable 
to the KBS implementation method, there are 
further differences caused by the fact that KBSs 
are often used to implement "expert systems." A 
KBS is usually expected to have considerably more 
functionality than would be expected for a 
conventional software system, especially in the 
case of an expert system. 
is to operate is not explicitly known at the start 
of the project and is to be determined by the 
knowledge engineer during system development. 
Expert system applications are typically 
characterized by the absence of a well-understood 
algorithm OK even well-known performance 
requirements. 
understood and may come from different and even 
conflicting sources. 
may be limited. 
life cycle is used, making traceability of 
requirements to the code more difficult to ensure. 
The rapid-prototyping life cycle is not unique to 
KBSs and is beginning to be studied extensively as 
an acceptable method for developing conventional 
software. However, it is still generally 
recommended that the prototype be discarded or 
used as a working specification for the 
development of the real system. Without a well- 
understood algorithm to follow and with often 
limited access to the "expert," compiling test 
cases to assess whether the system is operating 
"correctly" is usually expensive and difficult. 
These characteristics have given KBSs a well- 
deserved reputation for ad hoc, trial-and-error 
development. Therefore, very rigorous 
verification of safety will be necessary before a 
KBS can be certified for use in a life-critical 
application. 
A complete validation methodology must necessarily 
include guidelines for system development 
throughout the software life cycle. The rapid 
prototype scheme of software development, which is 
very favorable for the development of KBSs, must 
be accompanied by a specification of the system. 
The rules used in the prototype represent the 
knowledge that has been collected about how the 
system should perform. However, there may be 
unanticipated interactions between these rules. 
The system specification should include 
information about the contents of the knowledge 
base and deductions that should be possible from 
it. This "metaknowledge" becomes the basis for 
the validation effort and should include both 
"do's"--a specification of what the system should 
do--as well as "don' ts"--what the system 
explicitly should not do. Each of these 
assertions about the system must be classified as 
to level of criticality--whether failure of the 
assertion could cause l o s s  of life or property or 
simply inefficiency or passenger discomfort. 
Development shells and preferred KBS 
The use of new 
Much of how the system 
The knowledge is often poorly 
Access to the expert sources 
A rapid-prototyping development 
Most 
applications will contain a mix of assertions of 
various criticality levels. 
The most critical assertions of what the system 
should and should not do, such as crash the plane, 
must be verified using rigorous techniques, such 
as formal verification. The search algorithms 
employed and their implementations and 
interactions must also be rigorously verified. 
This includes verification that the search 
algorithms will complete within real-time 
deadlines. 
APPROACH 
The emphasis on KBS validation research at NASA 
Langley has been placed on aiding the KBS 
developer in building a quality product and 
assessing it before the final phases of testing 
and simulation are reached. 
simulation are then used to assess and tune how 
well the KBS performs the desired functionality 
requirements, rather than to try to verify safety 
properties. 
Testing and 
There are several reasons for concentrating 
research efforts on the design and implementation 
phases. Two reasons come from experience with 
conventional software. First, errors are much 
easier and less expensive to correct if uncovered 
early in the development life cycle. Also, since 
exhaustive testing of a nontrivial system is 
impossible, testing cannot be expected to catch 
enough errors to change an inherently unreliable 
program into a reliable one. Most importantly, 
the largest impediment to deployment of KBS for a 
life- OK mission-critical application is a 
categoric lack of confidence in all KBSs on the 
part of those who ultimately make such decisions. 
This is true of any methods or technologies that 
are viewed as being radically new and different. 
The only way to change this image is to arrive at 
the highly visible testing phase with reliable 
software and use testing merely to tune system 
performance. 
serious errors during the testing phase of any 
piece of software alarms safety review teams. 
Thus, NASA Langley's efforts in KBS validation 
research will consist of developing and assessing 
a number of guidelines and methods for  building 
high reliability into KBSs before they reach the 
testing phase. The research topics being pursued 
by NASA Langley and its contractors and grantees 
are discussed in the following section. Some of 
the projects discussed below have not even begun 
yet, and few have progressed past an initial 
feasibility study phase. 
THE PRELIMINARY SET OF TOOLS AND METHODS 
A preliminary set of guidelines, methods, and 
tools have been identified as promising for the 
development and validation of highly reliable, 
real-time KBSs. prototypes of the tools will be 
developed and integrated with a development 
environment. The methods and guidelines will be 
developed, documented, and demonstrated on KBS 
applications. The preliminary research projects 
to be pursued include: 
Seeing the uncovering of a number of 
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- guidelines for scoping the application 
- requirements documentation tool 
- guidelines for knowledge acquisition 
- a development environment supporting software 
- consistency and completeness checking tool 
- sensitivity analysis tool and guidelines 
- methods and tools for formal verification of 
- a base of reasoning algorithms formally 
- methods for real-time performance analysis 
- methods for implementing a KBS on a fault- 
engineering techniques 
safety properties 
characterized to support formal verification 
tolerant parallel processor 
The tools and methods will be applied to several 
applications, such as the Systems Autonomy 
Demonstration Project (SADP) demonstration 
systems, to assess their effectiveness. 
scoping the Application 
Before development begins, it is essential to 
determine a feasible application, or to "scope" 
the application. 
important for a KBS because of the overzealous 
selling of AI leading to statements such as "we 
don't have to know how to do it, we can program it 
using AI." 
guidelines will be developed for choosing and 
scoping applications for development. 
development and validation tools and software 
engineering methods become available, these 
guidelines will be modified to reflect the current 
state of the art in KBS development. 
Requirements Definition 
Validation must be in mind from the beginning of 
system development. To be useful later in the 
validation phase, the requirements for the system 
are divided into the following categories [I]: 
1. Desired Competency Requirements -- How well 
the system is expected to perform. 
the functionality desired from the system is 
often poorly understood before the system is 
built, these may of necessity be vague and 
incomplete. 
2. M i n i m  Competency Requirements -- What the 
system explicitly must do and must not do to 
ensure safe operation. 
precise and comprehensive to Support 
validation and should be rated as to level 
of criticality. 
This is especially difficult and 
A set of periodically updated 
As more KBS 
Since 
These must be 
The requirements developed during this phase 
and the metaknowledge collected during the 
knowledge acquisition phase will be documented 
using a requirements documentation tool. This 
tool will support traceability between the 
requirements and the implementation. A l s o ,  the 
consistency and completeness checker and safety 
property verification tool will directly access 
this information during the validation phase. 
Guidelines for developing specifications and 
guidelines for specification of safeiy ptoperties 
will also be developed. 
Knowledge Acquisition 
A set of guidelines for knowledge acquisition to 
support validation will be developed. 
of information should be collected from the 
experts during the knowledge acquisition phase: 
1. Knowledge -- Procedural information about 
Three types 
how the system should perform its operation. 
2. Metaknowledge -- Metaknowledge, or knowledge 
about knowledge, describes constraints on 
the knowledge that can later be used for 
consistency and completeness checking. The 
metaknowledge should be documented using the 
Requirements Documentation Tool. 
3 .  Test cases -- Examples of what proper 
outputs would be for given inputs to the 
system. 
System Development 
The knowledge base is developed from the above 
information using rapid prototyping on a system 
development environment, similar to an expert 
system shell. 
will form the core of the integrated toolset. The 
development environment must be able to support 
the development of a KBS composed of a combination 
of knowledge representations of rules, frames, and 
objects. 
must be able to directly access the KBS as it is 
developed. The reasoning algorithm will be chosen 
from a suite of algorithms or separately developed 
and formally characterized. 
A basic development environment will be chosen 
from the available environments. The chosen 
environment will then be enhanced to extend its 
capabilities, provide support for frames and 
objects as well as rules, and target it to support 
probable future NASA applications. Much research 
will also be done in assessing the software 
engineering techniques being developed for KBS and 
in developing new methods such as those used for 
conventional software, including coding standards 
for modularization, information hiding, and strong 
typing. AII example of the application of software 
engineering techniques to KBSs may be found in 
[ E ] .  
techniques will be added to the development 
environments. 
The system development environment 
The validation and verification tools 
Support for these software engineering 
Consistency and Completeness Checking 
A static analysis tool, including a completeness 
and consistency checker will be integrated with 
the toolset to automatically check that the 
knowledge in the system meets the conditions 
described by the metaknowledge collected during 
knowledge acquisition. 
analysis tools with various capabilities are 
currently being developed in industry [9-121. 
Lockheed AI Center has been identified as the 
source for research and development of a static 
analysis tool because of their extensive 
background and sizeable accomplishments in the 
development of the EVA system. 
Current tools are still limited in what they can 
check for; however, checking of more complex forms 
Quite a number of static 
The 
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of metaknowledge should be possible in the future. 
Research will be conducted to assess the 
usefulness of various types of static KBS 
analysis. The tool will then be enhanced to 
provide the types of checking found to be most 
useful. The static analysis tool will be very 
useful for finding some types of errors in a 
knowledge base, but it can only find errors that 
specifically violate the metaknowledge given. 
Some verification that the system meets its 
minimum competency requirements could be done by 
this tool. 
Sensitivity Analysis 
Because of the trial-and-error methods often 
employed in KBS development, KBSs frequently 
exhibit "instability" or "fragility" properties. 
These include sensitivities to: 
1. 
2. 
3 .  
Sequence dependencies -- Depending on the 
order of rule firings, the same input can 
produce wildly different outputs. 
Input values -- Slight changes in input 
values produce extreme changes in output 
values. 
Constants -- Slight changes of numerical 
values contained within the knowledge 
base, such as constants encoded within the 
rules or certainty factors, produce 
extreme changes in output values. 
These sensitivities do not necessarily mean that 
an error is present, but point to likely errors 
and to values which must be very accurate because 
the system computation is extremely sensitive to 
them. 
The sensitivity analysis research and tool 
development is being conducted under a grant to 
Worcester Polytechnic Institute. A sensitivity 
analysis tool will be developed to automatically 
perform specified sensitivity analyses. 
development is based on the use of Evidence Flow 
Graphs, which are independent of the knowledge 
representation of the KBS [ 3 1 .  A rules-to-graph 
translator is already being developed to 
automatically translate a knowledge base of rules 
from the system development tool into a graphical 
structure. Other translators to perform 
translation of other knowledge representations 
will also be developed. 
conducted to extend the types of sensitivity 
analyses performed and assess their usefulness in 
finding errors in the knowledge base. 
If the system is to be used in a control 
application, its stability must be validated ( 1 3 1 .  
Each input value is known only within certain 
error tolerances. 
mathematically using other input values and 
parameters that also have degrees of error. 
must be shown that the result computed by the 
system is within the tolerance needed by the 
system. 
parameters as well as the error tolerances 
allowable on the outputs must be included in the 
specification. 
The tool 
Research will be 
This value is manipulated 
It 
The maximum error of input values and 
Verification of Safety Properties 
The KBS must be mathematically verified to meet 
the m i n i m  competency requirements for safe 
operation. This is an expensive step, but one 
that is necessary for life-critical applications. 
Research into specification of safety properties 
and mathematical verification of them is being 
conducted by SRI International. These procedures 
will be applied to an example application to 
demonstrate the feasibility of formal verification 
of safety properties of a realistically complex 
system. 
developed to aid the user in this process. The 
actual mathematical verification will be performed 
by a theorem prover being developed by SRI for 
conventional software and hardware (141. The 
safety verification tool is basically an interface 
between the development environment and the 
theorem prover and will directly access the 
knowledge base and reasoning control information 
stored in the development environment. 
Reasoning Algorithms 
Although many KBSs are written in rules that look 
like sentences in formal logic, reasoning 
algorithms typically perform operations that bear 
no resemblance to first-order logic, such as 
Prolog's treatment of negation and "cuts." 
formal verification of safety properties to be 
possible, the formal semantics of these features 
must be defined and adherence of the algorithm 
used to the defined semantics must be verified. 
For most applications, one or a combination of 
several reasoning (inference) algorithms will be 
chosen from an established base of al-gorithms. 
a new reasoning algorithm must be developed for 
the application, the semantics of the new 
algorithm must be defined and verified. 
to develop techniques for semantic 
characterization of reasoning algorithms 
verification of those characterizations, as well 
as establishment of a base of characterized 
reasoning algorithms will be performed by SRI 
International. 
Real-time Performance Analysis 
Large WSs are notorious for their very slow 
performance. ~ n y  performance gains expected from 
the development of faster symbolic processors and 
more efficient implementations will probably be 
offset by the growing size and complexity of 
systems. Because of interactions between 
knowledge, addition of knowledge to the system can 
result in exponential increases in search times. 
Verification that the search algorithms will 
complete within real-time deadlines will be very 
important in applications such as aircraft control 
and advisory systems that have deadlines on the 
order of a few milliseconds. 
A worst case analysis will probably be too 
conservative to be useful for many systems. 
However, it may be possible to show analytically 
that the probability of missing a real-time 
deadline is within the reliability requirements of 
the system. 
Real-time performance is a function of the 
hardware architecture, the reasoning algorithm, 
A safety verification tool will be 
Fgr 
If 
Research 
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how that algorithm is implemented on the hardware 
arChiteCtUKe, plus the structure and contents of 
the knowledge base. 
real-time performance analysis based on measurable 
parameters o f  the system will be developed by the 
Charles Stark Draper Laboratory. 
Parallel Architectures 
AS KBSs become larger and more complex, the use of 
parallel architectures will be necessary to obtain 
acceptable performance. The Charles Stark Draper 
Laboratory is developing a functional programming 
model for implementation of a KBS on a fault- 
tolerant parallel processor. The programming 
model will provide for graceful degradation, 
deadlock detection and recovery from excessive 
generation of parallelism, and distributed 
checkpointing and error recovery as well as load 
balancing to increase system performance. 
the programming model is implemented, the system 
will be used to study optimal KBS parallelization 
schemes for maximizing performance on a parallel 
processor and to study real-time performance 
analysis. 
EXPECTED RESULTS 
Although none of the tools and methods will be 
completed in the near term, many of the basic 
concepts behind those tools and methods are 
already being developed. 
and validation methodology will be useful to 
system builders in the near term even before 
details are worked out and tools are developed. 
This includes guidelines for what types of 
information should be collected during the 
requirements specification and knowledge 
acquisition phases, how this knowledge can support 
the validation effort, and various sensitivity 
analyses to be performed. Guidelines for choosing 
and scoping a feasible application will have been 
documented, and a description of software 
engineering practices that are useful for KBS will 
have been developed. The first flight test of a 
simple KEG application, the Mode Control Logic 
Panel developed by Langley's Aircraft Guidance and 
Controls Branch, will be conducted in Summer 1988 
on the Advanced Transport Operating Systems 
(ATOPS) aircraft at Langley. This system was 
developed as a rule-based system then coded in the 
C programming language. 
An integrated prototype toolset with limited 
validation capabilities should be available for 
system builders to use by the mid 1990's. 
tools and methodologies will be made available to 
interested KBS developers as beta-test sites, and 
documentation and consultation on the use of the 
tools will be made available. Feedback as to the 
usability and effectiveness of the tools and 
techniques will be a crucial part of future 
planning. 
CONCLUDING REMARKS 
The aim of research at NASA Langley in validation 
of KBSs is to develop a set of guidelines, 
methods, and tools to aid a KBS developer in 
building a highly reliable KBS. 
toolset of prototype tools will be developed to 
demonstrate the methods and how to implement them. 
Techniques for performing 
Once 
Much of the development 
The 
An integrated 
The integrated toolset will in no way be 
comprehensive enough to support the development of 
all OK even most future NASA KBS applications. 
The development of a user-friendly toolset with an 
advanced, corrprehensive development environment 
will be left to industry, but will hopefully be 
supported by the core research of this project. 
The methods and tools being developed purposefully 
end at the beginning of the testing phase. 
Exhaustive testing of a realistically complex KBS 
is impossible. 
considerably more functionality than conventional 
software and to operate correctly in unanticipated 
environments. Testing over various expected 
scenarios will typically uncover only very obvious 
errors and will not significantly add to the 
robustness of the KBS or its ability to operate 
correctly in other unanticipated scenarios. Thus, 
the system should be relatively reliable before it 
reaches the testing phase, and testing and 
simulation should be concentrated on tuning system 
performance. 
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Abstract 
Software quality is of primary concern in all large-scale expert system development 
efforts. Building appropriate validation and test tools for ensuring software reliability of 
expert systems is therefore required. 
The Expert Systems Validation Associate (EVA) is a validation system under 
development at the Lockheed Artificial Intelligence Center. EVA provides a wide range 
of validation and test tools to check the correctness, consistency, and completeness of 
an expert system. 
Testing is a major function of EVA. It means executing an expert system with test cases 
with the intent of finding errors. In this paper, we describe many different types of testing 
such as function-based testing, structure-based testing, and data-based testing. We 
describe how appropriate test cases may be selected in order to perform good and 
thorough testing of an expert system. 
INTRODUCTION 
It has been repeatedly shown that the expert system technology in 
artificial intelligence can be used to implement many different ap- 
plications such as diagnostic systems, battle management sys- 
tems, machine and robot control systems, monitoring systems, 
design systems, manufacturing systems, etc. Regardless of 
whether the expert systems are stand-alone or real-time em- 
bedded systems, we need to be ensured that they are reliable, 
correct, consistent and complete. For this purpose, the Lockheed 
Artificial Intelligence Center started in 1986 the Expert Systems 
Validation Associate (EVA) project [Stachowitz et al. 1987a, 
1987b, 1987~1. EVA provides a wide range of validation and test 
tools to check the correctness, consistency and completeness of 
an expert system. 
Testing is a major function of EVA. It means executing an expert 
system with test cases with the intent of finding errors. A very 
good example is the Target Generation Facility (TGF) which 
provides simulated, real-time controllable aircraft targets to Air 
Traffic Control Systems under test at the FAA Technical Center. 
In this paper, we consider many different types of testing such as 
function-based testing, structure-based testing and data-based 
testing. We describe how appropriate test cases may be selected 
in order to perform good and thorough testing of an expert system. 
BACKGROUND 
Expert systems are usually developed incrementally. The initial re- 
quirements for an expert system may be clearly stated. However, 
as the expert system evolves and is evaluated, the requirements 
may be changed or new requirements may be added. In many 
cases, even if the requirements are not changed, there are no 
known algorithms for solving the problem. For example, there are 
no algorithms for performing parallel parking even though the in- 
itial and final positions of a car can be specified precisely. There- 
fore, an expert system may have to be developed in repeated 
cycles of implementation, evaluation and modification steps. In 
the parallel parking example, a fuzzy (approximate) algorithm, 
represented by rules, may be tried first. The algorithm continues to 
be modified until a satisfactory performance is achieved. The goal 
of the test case generator is to generate "appropriate" test cases 
from the requirements specifications or the expert system itself for 
users, expert collaborators, or system builders to perform the 
thorough evaluations during the development or acceptance 
phase of the system production cycle. 
Testing of conventional software [DeMillo et al. 1981, 1987, Hetzel 
1984, Miller and Howden 1984, Zeil and White 19801 has been 
known for a long time. As stated in [Hetzel 19841, software testing 
is a creative and difficult task. It requires very good knowledge 
about the system being tested. Typically, the requirements cannot 
be processed automatically, or knowledge is buried inside the 
codes of the system. Therefore, test cases are conventionally 
generated manually. This is certainly tedious and error-prone. 
On the other hand, an expert system is usually implemented in a 
high-level language that supports high-level concepts such as ob- 
jects, relations, categories, functional mappings, data types and 
data constraints. This knowledge can be used to generate test 
cases automatically. 
TYPES OF TEST CASES 
In this paper, we consider three types of test cases, namely, 
function-based test cases, sfructure-based test cases, and data- 
based test cases. 
To generate function-based test cases for an expert system, one 
requires knowledge about the system's functions. Function-based 
testing is usually regarded as black box testing because it tests 
the external input-output behavior (specifications) of the system. In 
order to generate function-based test cases automatically. the 
generator must be provided with knowledge about the input-output 
specifications. 
Structure-based test cases explore the relations between rules. 
An expert system can be represented by a knowledge base con- 
sisting of facts and rules, which can be connected to make a con- 
nection graph. An arc in the connection graph denotes a match 
between a literal in the left hand side (LHS) of a rule and a literal in 
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the right hand side (RHS) of a rule. Note that a fact can be con- 
sidered as a rule without a RHS. Structure-based test cases are 
based upon the structure of the connection graph. The idea is to 
generate a set of test cases to exercise every rule in the connec- 
tion graph at least once. 
The difference between function-based and structure-based test- 
ing can be illustrated by using an electrical circuit: Function-based 
testing means checking whether the light goes on when we throw 
the switch, while structure-based testing means inspecting 
whether all parts are connected properly into the circuit. To per- 
form function-based testing, we do not need to look inside the cir- 
cuit box. Therefore, it is called black box testing. On the other 
hand, since we need to look inside the circuit box to see how parts 
are connected, structure-based testing is called white box test- 
ing. 
Data-based test cases are based upon data definitions for the ex- 
pert system. The data definitions consist of data declarations and 
data constraints. The data declarations are schema statements 
for data domains, relations and objects. A data constraint is 
specified by a logic formula using object-level and/or meta-level 
predicates. 
FUNCTION-BASED TESTING 
Input data to an expert system are usually represented by facts 
that are instances of schemas. Let us call these schemas input 
schemas. Each test case contains a set of facts of the input 
schemas. For each set of input facts, the expert system will 
produce a set of output facts (data), which are instance of output 
schemas. 
The input and output schemas may not be declared exp/icit/y. 
They may be implicitly contained in the connection graph of the 
expert system. In this case, we consider only the rule part of the 
connection graph. In a connection graph, there are two kinds of 
leaf nodes, namely, input nodes and output nodes. An input node 
is a LHS-literal of a rule that is not connected to other RHS-literals. 
An output node is a node representing a RHS-literal that is not 
connected to any LHS-literals. The schemas of input and output 
nodes will be considered as the input and output schemas, 
respectively. 
In order to thoroughly cover all different types of input test cases, 
we must systematically categorize input and output data by explicit 
declarations. For each set of input facts in certain categories, we 
specify the expected output facts, or the expected categories of 
the output facts, or the data constraints that the expected output 
facts have to satisfy. 
Consider the airline inquiry system in [Hetzel 19841. The specifica- 
tions of the system are given as follows: The inputs are 1) a trans- 
action identifying departure and destination cities and travel date, 
and 2) tables of flight information showing flights available and 
seats remaining. The system checks the flight tables for the 
desired city. If there is no flight to that city, it prints message 1 "No 
flight". If there is a flight, but seats are not available, it prints mes- 
sage 2 "Sold out". If there is a flight and seats are available, it 
displays that fact. Therefore, the expected ouput is either a flight 
display, or message 1, or message 2. 
For this example, the relational schema is: 
flight(flight#, from-city, to-city, date, seats-reserved, capacity) 
where flight# is a key. The data base contains a collection of 
ground instances (facts) of the flight relation. To generate test 
cases, we specify the following categories of flights: 
category(flight,no-flight(X,Y,D)):- I' no flight from X t o  Y ' /  
A=(F# 1 fIight(F#,X,Y,D ,_,_ ) ) ,  count(A)=O 
category(flight.single(X.Y,D)) - /' single fhght from X to Y */  
A=(F# 1 flighl(F#,X.Y,D,_,p)), count(A)=l 
category(flight,multtple(X.Y.D)):- I' multple fhght ' I  
A=(F# 1 fIight(F#,X.Y.D,p,p)], count(A) > 1 
category(flight,full(F#,X,Y,D)):- P flight F# from X to Y i s  full*/ 
category(flight,available(F#,X,Y,D)):- l'fligbt is available */ 
flight(F#,X,Y,D,S,C), count(S)=C. 
flight(F#,X,Y,D,S,C), count(S) c C. 
Similarly, the categories of the output on a computer display are: 
category(output.one-line). 
category(output,multiple-lines). 
category(output.message-1). 
category(output,message-2). 
(Note that we use the Prolog syntax for representing facts and 
rules, where a variable is written as a string beginning either with a 
capital letter or "-".) 
For each set of input facts (data) belonging to a certain combina- 
tion of categories, we specify the expected output. For this ex- 
ample, the input-output relationships specified in terms of 
categories are given as follows: 
(1) single & available --> one-line. 
(2) multiple & available --> multiple-lines. 
(3) no-flight --> message-1. 
(4) single & full --> message-2. 
(5) multiple & full --> message-2. 
Based upon these functional specifications, the test case gener- 
ator can generate the following test cases to cover different input 
scenarios: 
CASE 7A: Flight available (only flight to the city) 
EXPECTED RESULT: Display one line. 
CASE 78: Flight avilable (multiple flights to the city). 
E X P f C E D  RfSULT: Display multiple lines. 
CASE.?: No flight. 
EXPECTED RESULT: Message 1 
CASE 3A: No seats (only flight to the city) 
EXPECTED RESULT: Message 2.  
CASE 38: No seats (multiple flights, all full). 
EXPECTED RESULT: Message 2. 
CASE 4: Flight available (one flight full, but another open). 
EXPECTED RESULT: Display lines and Message 2. 
Note that each of CASE 1A through 38 corresponds to one of the 
input-output relationships specified above. However, CASE 4 is 
generated by using the input-output relationships (2) and (4). This 
is possible because the conditions in the input-output relationships 
(2) and (4) are not mutually exclusive. 
STRUCTURE-BASED TESTING 
Another important source of test cases derives from the structure 
of a knowledge base, namely, the connection graph. The advan- 
tage of structure-based testing is that the generation of test cases 
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depends upon only the connection graph. It does not have to rely 
upon other information such as input-output specification of the 
system represented by the knowledge base. 
The basic concept in structure-based testing is one of complete 
coverage. The assumption is that every rule in the connection 
graph in some way selves some purpose for handling certain 
situations. Therefore, all the rules must be useful, Le., used some 
time, and the goal of structure-based testing is to generate a set of 
test cases to exercise every rule at least once. An algorithm for 
generating such test cases follows: 
(1) Generate the connection graph of the knowledge base. 
(2) Generate the rule flow diagram from the connection graph. 
Note that a rule flow diagram is a directed graph where nodes 
denote rules, and arcs denote rule execution sequences. 
(3) Create a set of paths in the flow diagram such that each 
node (rule) is covered by at least one path in the set. 
(4) Generate test cases to traverse these paths. 
Consider a rule-based system that computes the grade of a stu- 
dent from his answers to a quiz. The system compares his 
answers with the expected answers, counts the number of right 
answers, computes a numerical score, and then records the 
grade. His answers are represented by studenf(Name.Answers), 
and the expected answers are represented by 
expectpquestions, Correct_answers). An instance of student 
and an instance of expect constitutes an input to the system. The 
rules for this system are given as follows: 
(1) grade(Name,Grade):- student(Name,Answers), 
expect(N-questions, Correct-answers), 
right-answers(Answers, Correct-answers, N-rights), 
Ratio is N-rights/N-questions, 
Score is Ratio'100, 
compute-grade(Score,Grade) 
(2) right-answers([],[] ,O). 
(3) right-answers([XlY], [XjZ], R1):- 
right-answers(Y,Z,R), 
R1 is R+1. 
(4) right-answers(LIY], LIZ], R):- right-answers(Y,Z,R) 
(5) compute-grade(Score,a):- Score>=90. 
(6) computegrade(Score,b):- Score<9O, Score>=80. 
(7) compute-grade(Score,c):- Score<8O, Score>=70. 
(8) compute-grade(Score,f):- Score<70. 
The rule flow diagram for these rules is shown in Figure 1. From 
the rule flow diagram, we can construct, for example, a set of 
paths, [1,3,4,2,81, [1,3,2,51, [1,4,3,3,3,2,71, and [1,3,4,3,3,3,2,61. 
This set has a complete coverage of the rules, because every rule 
appears in the set at least once. For each path in the set, we 
collect all the conditions of the rules in the path, and find values 
that satisfy the conditions. If such values exist, then the path can 
be traversed, and the values can be used as a test case. The test 
cases for the paths are shown in Table 1. 
DATA-BASED TESTING 
We now consider test cases that are derived from data definitions. 
Such test cases are called data-based test cases. Data definitions 
include data declarations and data constraints. In an expert sys- 
tem shell, data declarations are specified by data schema state- 
Figure 1. Rule Flow Diagram 
TABLE 1. TEST CASES FOR COMPLETE COVERAGE 
TEST CASES PATHS TRAVERSED 
student(john, [yes,yes]). 
expect(2, [yes,no]). 
student(smith, [yes]). 
expect(1, [yes]). 
........................................ 
student(peter, [yes,yes,yes,no]) 
expect(4, [no,yes,yes,no]). 
student(mary, [yes,no,yes,no,yes]). 1,3,4,3,3,3,2,6 
expect(5, [yes,yes,yes,no,yes]). 
ments. Since maintaining the integrity of facts and rules in a 
knowledge base is important, we need also to specify the data 
constraints that the facts and rules must satisfy. Any fact or rule 
that violates the data constraint will not be inserted into the 
knowledge base. We can use logical formulas to represent the 
data constraints. 
By means of the data declarations and data constraints in the ex- 
pert system, we can generate good and bad test cases. A good 
test case satisfies the data declarations and data constraints and 
should be accepted by the experl system, while a bad test case 
violates them and should be rejected by the expert system. Be- 
cause the goal is to test the expert system with difficult examples, 
we should generate some extreme cases that barely satisfy or vio- 
late the data constraints, or contain large or small values. 
Consider input data on triangles specified by 
RELATIONAL SCHEMA: 
triangle(side1 :number, side2:number, side3:number) 
DATA CONSTRAINT: 
triangle(X.Y,Z) A 
X + Y > Z A  
x + z > Y A  
Y + Z >  x. 
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The data constraint says that the sum of any two sides of a tri- 
angle is greater than the remaining side. From the above data 
declaration and data constraint, we can generate the following ex- 
treme test cases. (Note that the first five test cases are bad, while 
the last two are good.) 
EXTREME TEST CASES COMMENTS 
triangle(1, 1, 2) 
triangle(0, 0,O) A point 
triangle(4, 0, 3) 
triangle(1, 2, 3.00001) 
triangle(9170, 8942, 1) 
triangle(.0001, .0001, .0001) 
triangle(83127, 74326, 96652) 
A straight line 
A zero side 
Close to a triangle 
Very small angle 
Very small triangle 
Very large triangle 
For an applicative system which takes an input and produces an 
output, a test case means a simulated instance of input and its 
expected output. However, for an imperative system that may al- 
ter data structures or produce side effects, just generating test 
cases of input is not enough. An imperative system can be 
represented by a state machine. There are a number of states. For 
each state, there are a certain number of actions that take the 
state into other states. For the state machine, a test case will be 
actually a test scenario that consists of an initial state, and a se- 
quence of specific actions. The goal is to check if bad states will 
be encountered when we run the state machine with the test 
scenario. We note that a bad state means that the state violates 
integrity constraints or a situation where no actions are available. 
Consider the following example: Container A can hold 5 gallons of 
water and container B 2 gallons of water. Initially, A is full and B is 
empty. Assume that water can be poured from A to B, and B to the 
drain. We would like to get to a final state where A is empty and B 
is half-full. The initial and final states are shown in Figure 2. 
Initial State 
A 
Final State 
Figure 2. Initial and Final States 
We use sfate(X,Y) to denote a state where X and Y are the 
amounts of water in containers A and B, respectively, and use 
pour(X,Y,Q) to denote an operation to pour Q gallons of water 
from X into Y. 
Let transition(Op,X, Y) denote that the operation Op changes state 
X to state Y, and let reach(Seq,X,Y) denote that the sequence of 
operations, Seq, changes state X to state Y. 
The constraints on states and operations are specified as follows: 
pour(a,b,X) A 0 ~ x 9 2 .  
pour(b,drain,X) A O<X$2. 
state(X,Y) A O<X<5 A O<Y<2. 
From the constraints, we can generate the following test scenario: 
state(5,O). initial state 
pour(a,b,2), pour(a,b,2). input sequence 
This is a bad test scenario because the second operation in the 
input sequence will cause container B to overflow. If we had the 
following knowledge base, 
(1) transition( pour(a,b,Z). state(X,Y). state(U,V) ) :- 
z>o A 
u=x-z A 
V=Y+Z. 
(2) transition( pour(b,drain.Y). state(X,Y), state(X,O) ) :- Y > 0 
(3) reach([Op],Sl ,S2) :- transition(Op,Sl,S2) 
(4) reach((OplSeq1, S1, S3) :- 
transition(Op,Sl ,S2), 
reach(Seq,S2,S3). 
the bad scenario would be "successfully" processed, because 
Rule (1) is wrong. The correct version of the rule should be 
(1') transition( pour(a,b,Z), state(X,Y), state(U,V) ) :- 
z>o A 
u=x-z A 
v=Y+z A 
x>z A 
v < 2  
The correct rule does make sure that container B will not overflow. 
CONCLUSION 
Test cases of input values to an expert system can be generated 
automatically. However, the expected output and performance for 
each test case may not be known, or not clearly defined, or stated 
in qualitative or narrative statements. In this case, the system's 
output and performance for the generated (simulated) test cases 
may have to be evaluated by independent human experts. The 
experts' evaluation results can be stored and used with the test 
cases again when the expert system is modified. 
We have described systematic ways for automatic test case 
generation. For large expert systems, this is essential because 
manual approaches are tedious and possibly biased. 
We have started work on implementing components of the test 
case generator. First, we will generate structure-based test cases 
because they do not depend upon specifications and 
metaknowledge. Then, we will consider data-based and finally 
function-based test cases. 
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Abstract 
Our research investigates how observations can be catego- 
rized by integrating a qualitative physical model with ex- 
periential knowledge. Our domain is diagnosis of patho- 
logic gait in humans, i n  which the observations are the gait 
motions, muscle activity during gait, and physical exam 
data, and the diagnostic hypotheses are the potential muscle 
weaknesses, muscle mistimings, and joint restrictions. Pa- 
tients with underlying neurological disorders typically have 
several malfunctions. Among the problems that need to 
be faced are: the ambiguity of the observations, the ambi- 
guity of the qualitative physical model, correspondence of 
the observations and hypotheses to the qualitative physi- 
cal model, the inherent uncertainty of experiential knowl- 
edge, and the combinatorics involved in forming compos- 
ite hypotheses. Our system divides the work so that the 
knowledge-based reasoning suggests which hypotheses ap- 
pear more likely than others, the qualitative physical model 
is used to determine which hypotheses explain which obser- 
vations, and another process combines these functionalities 
to construct a composite hypothesis based on explanatory 
power and plausibility. We speculate that the reasoning ar- 
chitecture of our system is generally applicable to complex 
domains in which a less-than-perfect physical model and 
less-than-perfect experiential knowledge need to be com- 
bined to perform diagnosis. 
The Promise of Deep Knowledge 
niodel within the knowledge-based system, according to the 
following presumptions. 
1. Let hf  be the physical model which describes the do- 
main when everything is functioning as it should. 
2. Let M be the set of all physical models consistent 
I f  Ad @ M ,  then there is a with the observations. 
malfunction. 
3. If there is a malfunction, then for each AT‘ t M ,  the 
differences between izf’ and Af is a possible diagnosis. 
That is, the normal physical model is selectively changed 
until it predicts (or is compatible with) the aberrant obser- 
vations. Each change corresponds to an abnormality or mal- 
function. For example, in de Kleer and Williams’ method 
for diagnosis, such a change consists of suspending the con- 
straints of a component in the model, i.e., the outputs of 
a malfunctioning component are considered to be uncon- 
strained. Each set of changes that accounts for the obser- 
vations is considered a possible diagnosis. The process of 
diagnosis is a search for each such set of changes. 
An example might clarify the intended role of physical 
models. Consider the device in Figure 1, by now a familiar 
example in the literature. Mult-1, Mult-2, and Mult-3 are 
three multipliers, with A-E as their inputs and X-2 as their 
outputs. Add-1 and Add-2 are adders with X-2 as inputs 
and F and G as outputs. Given specific inputs to this de- 
Recently in knowledge-based systems research, there has 
been an emphasis on “deep” knowledge over “shallow” 
knowledge. Deep knowledge is based on the causal mech- 
anisms underlying the domain, typically obtained through 
scientific studies and incorporated into physical models of 
the domain, while shallow knowledge is based on experi- 
ential knowledge, typically obtained from human experts 
and incorporated in rule-based systems [4]. The promise of 
deep knowledge is that the conclusions of a knowledge-based 
system be inferred from an accurate physical model of the 
domain, rather than dependent on a time-consuming and 
error-prone knowledge engineering effort. 
The emphasis on deep knowledge has influenced re- 
search on diagnosis [9, 191. In this line of research, the 
process of diagnosis is reduced to manipulating the physical 
- 
Figure 1: Multiplier and Adder Example 
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Difficulties in Fulfilling the Promise 
We have been studying diagnosis in the  doniain of human 
pathologic gait (walking disorders) 113, 181. In this domain ,  
t h e  goal of diagnosis is to  de te rmine  the  muscular and  skele- 
tal causes of t he  pat ient’s  abnornial gait motions.  Exam- 
ples of malfunctions include reduced ranges of motion of 
joints  (contractures) ,  joint  pain,  muscle weakness, and  mus-  
cle spasticity.  Typically, pat ients  will have a known under- 
lying disorder such cerebral  palsy or ar thr i t is ,  which gives 
rise to  t h e  joint  and  muscle malfunctions.  Diagnosing joint  
and  muscle malfunctions is done t o  help determine what  
kind of t r ea tmen t s  (e.g. ,  physical therapy ,  braces, surgery 
on joints  and  muscles) will best  correct t h e  patient’s gait.  
T h e  d a t a  is primarily of t he  following types:  history, 
physical e x a m ,  and  motion d a t a .  T h e  pat ient’s  history in- 
cludes information about  pas t  a n d  present diagnoses and  
t r ea tmen t s  and  demographic  d a t a .  T h e  physical exaniina- 
tion provides d a t a  about  t h e  range of motion of joints and  
s t rength  of muscles. T h e  motion d a t a  include the  gait mo- 
tions of t h e  patient obtained through a special camera sys- 
t em.  This  measures  joint  angles, gait  velocity, str ide length,  
e tc .  Also, E M G  measurements  a re  taken while the patient 
is walking, which provides d a t a  on muscle activity. 
Since h u m a n  walking is subjec t  to  the  laws of Physics, 
just  as any  o ther  physical activity, it appears  t ha t  deep- 
knowledge-diagnosis would be  appropriate .  Unfortunately,  
there  are  several difficulties in doing diagnosis based on 
physical models. 
1. Construction. Domain models with sufficient predic- 
t ive and  explanatory power need to  be  constructed by- 
fore deep-knowledge-diagnosis can proceed. However, 
quant i ta t ive modeling of h u m a n  gait is stlll a challeng- 
ing research topic [12]. This  is not just  a problem in 
our domain .  More often than  no t ,  simulation of com- 
plex mechanical devices a n d  biological processes are  
o p e n  research problems. 
2 .  Ambiguity. Even if a domain model can  he  con- 
s t ructed,  there  is a problem of obtaining sufficiently 
detailed d a t a  for t he  donlain model. If a quan t i t a t ive  
simulation is to  be performed, then  precise measure- 
nients of t he  initial s t a t e  and input  parameters  need 
to be obtained.  I n  many domains,  this presents no 
difficulties. For example,  electronic circuits a r e  suffi- 
ciently constrained and  well-understood so t h a t  care- 
3. 
fully selected meiisiirenients can give the  s t a t e  of t he  
device. Unfortunately in gait analysis, many  internal  
gait parameters cn.iinot be directly or even indirrctly 
measured by cu r r rn t  technology. e.g., EhlG d a t a  is a 
best a qualitative measure of muscle forces [2O].  Gen- 
erally in  medical domains,  iiiany internal parameters  
cannot be accuratrly measured without overly invasive 
actions 
One answer to this problem (and  par t  of our own 
solution) is t he  use of quali tative physical models 
[ l ,  8 ,  10, 151. Such models still provide explana tory  
power in spite of ambiguous da t a .  However, quali ta- 
t ive models in t roduce  their own sources of ambiguity.  
As a rule, quali tative simulation does not predict  a 
single sequence of s ta tes ,  but produces several  alter- 
native s t a t e  sequences. Additional information is re- 
quired to  disambiguate between them [ 7 ] .  Also, qual- 
i ta t ive simulation might  produce s t a t e  sequences t h a t  
are  spurious [Itj]. 
Computational complezity. Diagnosis is inherently 
cornpictationally complex. The number  of possible di- 
agnoses is conibinatorially large. If n different mal- 
functions can occur ,  then  there  are 2“ possible sets of 
nialfunctions. If each malfunctions can be caused in rn 
different ways, then  there  are  2”’” possibilities. This 
large hypothesis space is not j u s t  an  abstract  possibil- 
ity. In pathologic gait, patients with underlying neu- 
rological disorders typically have several malfunctions,  
some of which are  “pr imary”  (due  to  t h e  underlying 
disorder),  while others  are  a t t e m p t e d  compensations.  
Clearly, there is a need t o  modify t h e  assumption t h a t  
physical models for performing efficient and  accura te  diag- 
nosis can be readily constructed in all domains.  A more rea- 
sonable assumption is tha t  physical models can perform spe- 
cific diagnostic subtasks. Experiential  knowledge acquired 
from human exper t s  is still needed to  help guide t h e  search 
through the hypothesis space.  
The Subtasks That Physical Mod- 
els and Experiential Knowledge 
Are Good For 
T h e  next question is t o  identify the  respective roles t ha t  
physical models and  experiential  knowledge can  play. Un- 
fortunately,  many factors a re  domain-dependent ,  and  no 
“task model” is sufficiently developed to  clearly answer this 
question (see [3 ,  5, 171 for what  has been developed).  Our 
own experience ( t h e  next best thing) is the following. 
As mentioned earlier, deep knowledge is usually associ- 
a ted  with physical models, which a re  in tended  t o  have pre- 
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dictive arid explanatory power. A physical model of patho- 
logic gait needs to represent at  least the muscles, the limb 
segments. and t,he interactions among them. Given a partic- 
ular situation (joint positions, limb and trunk momentums, 
muscle and ground forces), it ideally shoiild predict changes 
i n  position and inoinentuni. A major difficulty is obtain- 
ing accurate dn.ta on muscle forcrs. A s  a coI1sequence, w e  
will rely o n  a qualitatzve physical niodrl, based on knowl- 
edge about the motions that miiscles control and on rdative 
strengths of niuscles. For example, the action of  a muscle 
on a joint might be described as “caiises flexion” as opposed 
to a diffrrential equation. Such models have weak predic- 
tive capabilities. I n  our domain, we will at best be able to 
explain how a motion could be caused by a conibinations 
of factors, but tlie anihiguity concerning the exact amount 
of force associated with each factor precludes even qualita- 
tively accurate predictions. 
Another difficulty is using the physical model to search 
for diagnostic hypotheses. Because the interactions of tlie 
components (muscles and limb segments) are highly coni- 
plex (unlike the device of Figure I ) ,  a particular motion 
could be caused i n  a large number of ways, especially when 
combinations of malfunctions are considered. Also, tlie ef- 
fect of any single malfunction can propagate throughout the 
rest of the system. A sprained ankle, for instance, affects 
the whole gait, not just the motion of the ankle. A phys- 
ical model then might be able to suggest local, indiziidual 
causes for a particular abnormal motion, but searching for 
all possible causes for each abnormal motion and generating 
composite hypotheses based on jus t  this information will be 
computationally prohibitive. 
Can experiential knowledge be used for the diagnos- 
tic reasoning that is difficult to do with physical models? 
As is typical in knowledge-based systems, experience can 
provide rules that associate abnormal observations with the 
malfunctions that typically cause them. Hence, experiential 
knowledge can give valuable clues concerning what malfunc- 
tions should be considered. Such knowledge, though, is not 
very good for determining whether a hypothesized malfunc- 
tion accounts for the observations in a particular case, and 
is no good for considering combinations of interacting mal- 
functions. 
Thus,  we can usually use (qualitative) physical models 
to suggest some of the possible causes of an observation and 
to determine what observations a hypothesis accounts for 
(explanatory coverage). Experiential knowledge can asso- 
ciate hypotheses with observations and suggest which hy- 
potheses appear more likely than others. In general, rea- 
soning based on experiential knowledge is good for generat- 
ing individual malfunctions that appear likely, while niodel- 
based reasoning is best for testing explanatory coverage of 
malfunctions and combinations thereof. Figure 2 summa- 
rizes these conclusions. 
Integrating Model-Based Reason- 
ing with Experiential Reasoning 
These considerations lead us to the following proposal based 
on using hypothesis assembly [ 141 to integrate model-based 
.. 
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Experiential Reasoning 1 Model-Based Reasoning 
generate: nialfunctions 
associated with 
observations 
test: likelihood of 
malfunctions 
good for: generating 
individual 
nialfunctions 
generate: malfunctions 
that cause 
observations 
test: explanatory 
coverage of 
malfunctions 
conibinations 
of nialfunctions 
good for: testing 
Figure 2: Experiential vs. blodel-Based Reasoning 
reasoning with experiential reasoning. Hypothesis assembly 
is a general technique for constructing and critiquing com- 
posite hypotheses. It requests inforniation via the following 
domain-dependent functions: 
1. a function that rates the “plausibility” of a hypothe- 
sis. The likelihood of malfunctions as determined by 
experiential reasoning can be used to rate plausibility. 
Explanatory coverage can be used to break ties (i.e., 
when the likelihoods of two malfunctions are too close 
for meaningful comparison). 
2. a function that rates the importance of observations. 
I n  pathologic gait, the amount of the difference be- 
twepii abnormal and normal for a particular motion 
parameter determines its importance. 
3. a function that determines what hypotheses can ex- 
plain an observation. The qualitative physical model 
can be used to suggest hypotheses that explain an ob- 
servation. 
4. a function that determines what observations a (com- 
posite) hypothesis does and does not explain. The 
qualitative physical model can be used to determine 
what observations are explained by a combination of 
malfunctions. 
The subtasks that experiential knowledge and physical mod- 
els are good for fit into hypothesis assembly quite well. 
Hypothesis assembly uses this information to construct 
a composite hypothesis with the following properties: 
The composite hypothesis explains as many obser- 
vations as possible in comparison with similar com- 
posite hypotheses. That is, no local change (addi- 
tion/deletion of some part to/from the composite hy- 
pothesis) improves explanatory coverage. 
Each hypothesis part within the composite hypothesis 
is as plausible as possible, viz. in comparison to other 
hypothesis parts explaining some particular observa- 
tion. 
The composite hypothesis is parsimonious, i.e., no hy- 
pothesis in the composite hypothesis is superfluous. 
( A  hypothesis within a composi te  hypothesis is super- 
fluous if it can be removed without loss of explaiiatory 
coverage. ) 
Hypothesis assembly also cri t iques this composi te  hypotlie- 
sis i n  comparison to  o ther  composite hypotheses.  Thus, one 
composite hypothesis is selected and  its goodness I n  coni- 
parison to o ther  hypotheses is de te rmined .  
Hypothesis assembly, however, is not guaranterd  to  find 
the “correct” hypotheses.  Given the  difficulties in  decp- 
knowledge-diagnosis discussed earlier, no method caii be 
expected to  guarantee  t ru th .  Nor is hypothesis asseinhly 
guaranteed t o  produce the  “best”  hypotheses according to 
normative criteria such as “most probable hypothesis t,ltat 
accounts for all t he  observations.” Srich criteria are com- 
putatioiially intractable  [;?I. We conjecture tha t  Iiyputll&s 
assembly is t he  best t ha t  can be done within the constraints 
of imperfect physical models and  computat ional  tractability. 
Conclusion 
It  has been proposed tha t  diagnosis should be based on  
physical models of t h e  domain.  However, several factors 
make it unlikely tha t  diagnosis can be  ju s t  be  based 011 phys- 
ical models. These  factors include constructing a sufficiently 
powerful physical model, obtaining sufficiently accura te  ob- 
servations,  and  performing diagnosis efficiently. Diagnosis 
in the domain of h u m a n  pathologic gait  illustrates these 
problems. Our proposal is to  integrate  quali tative physical 
models with experiential  knowledge so tha t  both sources 
of information will be  efficiently and  effectively utilized. In 
particular,  they  can be  integrated using t h e  technique of hy- 
pothesis assembly, which constructs a composi te  diagnostic 
hypotheses with several desirable properties:  explanatory 
power, plausibility, and  parsimony. We speculate t ha t  t he  
reasoning archi tecture  of our system is generally applicable 
to  complex domains in which a less-than-perfect physical 
model and  less-than-perfect experiential  knowledge need to  
be  combined to perform diagnosis. 
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Abstract: Evidential reasoning techniques classically rep- 
resent support for a hypothesis by a numeric value or an ev- 
idential interval. The combination of support is performed 
by an arithmetic rule which often requires restrictions to  be 
placed on the set of possibilities. These assumptions usu- 
ally require the hypotheses to  be exhausitive and mutually 
exclusive. Endorsement based classification systems repre- 
sent support for the alternatives symbolically rather than 
numerically. A framework for constructing endorsement 
systems is presented in which transformations are defined 
to  generate and update the knowledge base. The interac- 
tion of the knowledge base and transformations produces a 
non-monotonic reasoning system. Two endorsement based 
reasoning systems are presented to  demonstrate the flexi- 
bility of the transformational approach for reasoning with 
ambiguous and inconsistent information. 
1 Introduction 
Classification systems are designed to  determine the iden- 
tity of an object from a set of possibilities. Evidence is 
acquired and interpreted to provide support for the alter- 
natives. Historically, numeric measures have been used to 
represent the support for the alternatives. Common nu- 
meric systems for combining evidential support include cer- 
tainty factors [2, Chapters 10-11], Bayesian probability and 
the Dempster-Shafer theory of evidential reasoning [5]. En- 
dorsement based reasoning was introduced by Cohen [3] 
and Sullivan and Cohen [SI to  provide a framework for the 
symbolic representation and combination of evidential sup- 
port. 
Numeric representations of support, in which the like- 
lihood of a possibility is often indicated by a single value 
or by an evidential interval, have distinct computational 
advantages. The combination of support is accomplished 
by a straightforward arithmetic calculation such as Bayes’ 
rule or Dempster’s rule. Moreover, a ranking of the likeli- 
hood of the alternatives can be obtained directly from the 
associated values. 
This research was supported by the Air Force Office of Sci- 
entific Research under contract FY1175-87-04878/01. 
The disadvantages associated with the numeric repre- 
sentation of support have been well chronicled. Difficulties 
with the use of probabilistic techniques for evidential rea- 
soning are presented in Tversky and Kahneman [7] and 
Quinlan 141. Shafer [5] discusses the inadequacy of a single 
point measure for representing evidential support. Exper- 
iments by Buchanan and Shortliffe [2, Chapter 101 exhibit 
the lack of sensitivity in system performance to  changes in 
the numeric values. The standard numeric techniques also 
fail when presented inconsistent information. When this 
occurs, the result of the computation of both Bayes’ rule 
and Dempster’s rule is undefined. 
An endorsement based system uses symbolic interpre- 
tations of the information, endorsements, to represent and 
combine evidential support. Rather than translating the 
evidence into a form suitable for a predefined combina- 
tion rule, the combination techniques are specifically de- 
signed for the evidential information of the particular do- 
main. Ranking the alternatives requires an analysis of the 
endorsements in the knowledge base. Separating the eval- 
uation of the alternatives from the support combination 
techniques adds flexibility to  the reasoning system. It is 
this separation that  permits endorsement based systems to  
develop hypotheses from inconsistent information. 
2 Ambiguity and Inconsistency 
Many classification problems can be formulated as ques- 
tions of the propagation of support in a hierarchy. The rela- 
tionships of the hierarchy are defined by set inclusion. The 
alternatives are distinguished by the presence or absence of 
certain characteristics. For example, a medical diagnosis 
system attempts to  identify a disease from the information 
provided by the observed symptoms and test results. The 
diseases comprise the set of possibilities and the charac- 
teristics are the symptoms. For identification purposes, a 
disease is completely characterized by its symptoms. 
Formally, a classification hierarchy is defined by two 
sets; the characteristics C and possibilities P. A possibility 
is defined as a subset of characteristics. A simple hierarchy 
is illustrated in F i g u r e  1.  Throughout this paper, variables 
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Figure 1. A characteristic, possibility hierarchy. 
z and y are used to denote characteristics while X and Y 
denote possibilities. 
Evidence supporting the presence of characteristic a and 
the absence of d in the hierarchy defined in Figure 1 is 
ambiguous since both PI and Ps are consistent with this 
information. The addition of evidence supporting the pres- 
ence of c produces unambiguous evidence; P3 is the sole 
consistent possibility. Finally, acquiring information that 
denies the presence of b provides an example of hierarchic 
inconsistency; there are no possibilities that agree with the 
accumulated data. 
3 A Transformation System 
I 
The use of transformation rules to define the combination 
of support in an endorsement based system is demonstrated 
by the system GET (Generation of Endorsements by Trans- 
formations). The objective is to identify a possibility by 
acquiring information pertaining to the presence or ab- 
sence of characteristics. The transformations that define 
the support combination techniques assert and delete en- 
dorsements. The set of asserted endorsements is referred to 
as the knowledge base. The endorsements for in the system 
GET are given in Table 1. 
Evidence supporting the presence of a characteristic z 
is denoted p(z),  a(.) denotes evidence that indicates the 
absence of characteristic z. Because of the simplicity of the 
evidential information, several important capabilities of the 
transformational approach are not exhibited in this system. 
Extensions to this basic model are described in Sections 4 
and 5. 
GET utilizes two types of endorsements; evidential and 
derived. Evidential endorsements m, n and d are gener- 
ated directly from the evidence and the relationships that 
define the hierarchy. The endorsement m(z, Y) is asserted 
whenever evidence p(z) is processed and z is a character- 
istic of Y. The evidential endorsement n(z, Y) is asserted 
when evidence is obtained that indicates the presence of a 
characteristic not in Y .  Similarly, d(z,Y) is added to the 
.knowledge base when evidence is obtained 'indicating the 
absence of z and z is a characteristic of Y .  The endorse- 
ment m(z, Y )  offers positive support for the possibility Y .  
The endorsements n (z ,Y)  and d(z ,Y)  are negative, they 
indicate a disagreement between the evidence and the com- 
position of Y. 
Derived endorsements are produced by the transforma- 
tions that define the combination of support. The derived 
endorsements of GET are s, c, 0, and i. These endorse- 
ments indicate the consistency of a possibility with the ac- 
cumulated evidence and are similar to those used by Sulli- 
van and Cohen IS] for recognizing plans. 
The knowledge base is maintained by transformations 
that insert and delete endorsements. The transformations 
are mainted by two types of rules; replacement rules and 
generation rules. Endorsements are generated by rules of 
the form 
condition + endorsement 
where the condition may refer to the evidence and to en- 
dorsements in the knowledge base. When the condition is 
satisfied, the rule adds the endorsement to the knowledge 
base. The generation rules are applied only when the en- 
dorsement on the right-hand side is not currently asserted. 
Consequently, the knowledge base will not contain dupli- 
cate endorsements. 
A replacement rule has the form 
e l ,  . . . , e,, f l ,  ..., 4 
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endorsement interpretation 
m(z,  Y )  
n ( z ,  Y )  
d ( z ,  Y )  
S(Y) 
C(Y) Y is consistent 
O(Y) 
i (Y)  Yis inconsistent 
z, whose presence is supported, is a member of Y 
z, whose presence is supported, is not a member of Y 
z, whose absence is supported, is a member of Y 
Y is the sole consistent possibility 
Y is only one of several consistent possibilities 
(other consistent possibilities) 
generation rules replacement rules 
1. p ( z )  & member(z, Y )  + m ( z , Y )  
3 .  a(.) & mernber(z, Y )  =+ d ( z ,  Y )  
4 .  n ( z , Y )  =+ i ( Y )  
5 .  d ( z , Y )  =+i(Y) 
6 .  c (Y)  & 3(X)(X # Y & c ( X ) )  +o(Y)  
7 .  c ( Y )  & V ( X ) ( X  # Y -+ i ( X ) )  =+ s (Y)  
8 .  s (Y) ,  c ( Y )  -+ s (Y)  
10. i (Y ) ,  s (Y)  -+ i (Y )  
11. i (Y ) ,  c ( Y )  --t i (Y)  
12. i (Y ) ,  o ( Y )  -+ i (Y )  
2. p ( z )  & -member(z, Y )  =+ n(z ,  Y )  9. s (Y) ,  o ( Y )  -+ s (Y)  
Table 1: Endorsements and TransfQrmations for GET 
where ei and f, are endorsements and the f s  comprise a sub- 
set of the e's. A replacement rule is triggered when the en- 
dorsements comprising the left-hand side are in the knowl- 
edge base. The rule replaces the endorsements on the left- 
hand side with those on the right. The ability of replace- 
ment rules to  update the knowledge base as information is 
acquired produces a non-monotonic support system. For 
example, the simultaneous presence of endorsements c ( X )  
and i ( X )  causes the deletion of the consistency endorse- 
ment. The rules that  define the propagation of support in 
GET are given in Table 1. The predicate member(z, Y )  is 
satisfied whenever z is a characteristic of Y. 
A dominance relation on the derived endorsements is 
defined by rules 8-12. When a possibility X has been as- 
signed endorsements specifying that it is both consistent 
and the sole consistent possibility, the former endorsement 
is removed since it is less informative than the endorsement 
s (Y) .  Similarly, the presence of an inconsistency removes 
all endorsements designating consistency. 
Initially, every possibility is assigned the consistency en- 
dorsement c .  For a system to be consistent, it must agree 
with all of the acquired evidence. Two types of inconsic 
tency can occur in a hierarchic reasoning system: evidential 
and hierarchic. Evidential inconsistency occurs when evi- 
dence is acquired that  generates both p ( z )  and a(z). Hier- 
archic inconsistency results from the acquistion evidentially 
consistent information that  is incompatible with each of the 
possibilities in the hierarchy. 
Even when no possibility agrees with the totality of the 
evidence, the endorsements still contain information that 
may be used in determining a likely candidate. Evaluating 
the likelihood of the alternatives requires the addition of a 
component that  examines the composition of the knowledge 
base. In GET, the alternatives are ranked using the number 
of positive endorsements, negative endorsements and the 
number of characteristics that  define the possibility. 
For a possibility Y ,  let pos(Y) denote the number of 
positive endorsements for Y .  That  is, the number of en- 
dorsements of the form m ( z ,  Y ) .  Similarly, neg(Y) denotes 
the number of negative endorsements. The support for a 
possibility is defined to  be 
sup(Y)  = (pos (Y)  - n e g ( Y ) ) / c a r d ( Y )  
where card(Y) is the cardinality of Y .  A possibility X is 
deemed more likely than Y whenever X is consistent and 
Y is inconsistent or X and Y have the same consistency 
endorsement and sup(X) > sup(Y). 
The use of card(Y) in computing sup(Y) measures the 
lack of information concerning the characteristics of Y .  Fig- 
ure 2 traces the processing of information concerning the 
hierarchy in Figure 1. The possibilities are listed in the or- 
der specified by the ranking defined above. When evidence 
p ( a )  and a(d) is processed, sup(P1) = 1 and sup(P3) = f 
even though both have one positive endorsement. P3 is 
supported to  a lesser degree since it contains elements for 
which no evidence has been acquired. 
The final combination of evidence produces hierarchic 
inconsistency. The analysis designates P3 as the most likely 
candidate since it has the most positive and fewest negative 
endorsements. 
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4 An identification system 
Many identification problems acquire and evaluate informa- 
tion gathered from disparate sources. With this in mind, 
Borigda and Imielinski [I] proposed the process of deci- 
sion making in a committee as a general framework for the 
analysis of uncertainty. In a committee deliberation, cer- 
tain opinions carry more weight than others. This may be 
due to  the level of expertise or the status (i.e. the chair- 
man) of the committee member. An endorsement system 
can use multiple endorsements to  determine a consensus of 
opinion. The strength of an endorsement may be reflected 
in combination rules and in the evaluation strategy. 
A transformation based endorsement system was con- 
structed to  determine the identity of a person from descrip 
tions of the physical characteristics of the person. Informa- 
tion for a database containing height, weight, sex and hair 
color was obtained, sometimes grudgingly, from the faculty 
and graduate students of the Wright State University com- 
puter science department. Evidence provided to  the system 
consists of the quality of the observation and an estimate of 
a physical characteristic. An observation is either excellent 
and impaired; an impaired observation may be one made 
under less than ideal circumstances or by an inexperienced 
observer. 
An observation generates endorsements for each person 
in the database. The endorsements indicate the proximity 
of the estimate to  the recorded value. The endorsements 
are match (ma), possible match (PO), unlikely (un) and 
improbable (im). The appropriate endorsement is deter- 
mined by a range specified for each physical characteris- 
tic. For example, the weight endorsement is determined by 
the difference of the estimated weight ( w t e )  and the weight 
recorded in the database ( w t p )  as follows: 
ma 
P O  
un 
im 
if lwte - w t p l  5 5 
if 5 < l w t e  - w t p l  5 10 
if 10 < l w t e  - w t p l  5 15 
if l w t e  - w t p l  > 15 
The endorsements for height are determined in a similar 
manner. A menu containing a spectrum of colors is given 
for the hair color estimate. A match endorsement is gen- 
erated when the estimate is identical to  the hair color in a 
database entry. The possible endorsement is generated if 
the estimate differs by only one position in the spectrum. 
For example, the possible endorsement is assigned to every 
person in the database whose hair color is brown or blond 
when light brown hair is specified by the observer. Match 
and improbable are the only endorsements assigned for the 
sex character is t ic. 
An endorsement has four arguments; the name of the 
person to  whom the endorsement refers, the physical char- 
acteristic, a time tag and the quality of observation. The 
time tag is an integer that records the number of the obser- 
vation that  produced the endorsement. The endorsement 
po(johnsmith, weight, 5 ,  ez) 
is generated when the database entry for John Smith’s 
weight is 190 pounds and the fifth observation estimates 
the weight of the unknown individual as 183 pounds. An- 
other observation that  estimates the weight at 181 pounds 
produces an endorsement that  differs from the preceding 
endorsement only in the time tag. 
The cycle of evidence acquisition and endorsement gen- 
eration follows the pattern presented in the previous sec- 
tion. The analysis of the endorsements establishes a mea- 
sure of agreement between the observed physical character- 
istics and each person in the database. For each person p 
and characteristic c ,  the value 0 < a g r e e ( p , c )  < 10 is de- 
termined by the number and quality of the endorsements 
referring to  that  characteristic. Endorsements are assigned 
weights as follows: 
excellent impaired 
ma 10 6 
im 3 0 
un 0 0 
P O  7 2 
To rank of the alternatives, we let e z ( p ,  c )  and i m ( p ,  c )  
denote the mean of the weights of the excellent and im- 
paired endorsements for a person p and characteristic e ,  
respectively. When there are no excellent observations, the 
evaluation uses the only information available. The acquis- 
tion of excellent observations reduces the dependence of the 
identification on less reliable information. This is reflected 
by degrading the significance of impaired observations. 
excellent a g r e e ( p ,  c )  
observations 
When there are four or more excellent observations, the 
impaired observations are no longer used. To obtain the 
highest possible rating, there must be at least two obser- 
vations, one of which is excellent. Moreover, all of the ob- 
servations must generate the m a  endorsement. An individ- 
ual’s ranking is the sum of the values of the associated with 
the four characteristics. 
The analysis of the alternatives in the identification sys- 
tem illustrates one of the fundamental properties of en- 
dorsement based reasoning. The value of an endorsement 
is dynamic, it may change as additional information is ob- 
tained and added to the knowledge base. The evaluation 
uses the information recorded in the endorsements to de- 
termine the weight of the evidence. This  is what Sulli- 
146 
van and Cohen [6] refer to as explicitly reasoning with the 
causes of uncertainty rather than implicitly manipulating 
uncertainty through a numerical calculus. The endorse- 
ment system permits the reevaluation of the significance 
of evidence based on the totality of all evidence that  has 
been processed. 
5 Conclusions 
The systems described in this paper demonstrate a trans- 
formation based approach to  the representation and combi- 
nation of evidential support. Rules for the combination and 
propagation support are designed for the particular prob- 
lem domain. The specification of knowledge base trans- 
formations as generation and replacement rules permits a 
straightforward translation of the system design into a Pro- 
log implementation. 
Advantages of endorsement based systems include the 
expressibility of the evidential representation and the flex- 
ibility of support propagation and evaluation techniques. 
Increasing the information in an endorsement provides ad- 
ditional capabilities to  a symbolic reasoning system. Pred- 
icates can be added to  replacement rules to  produce time 
dependent analysis. The comparison of tags in endorse- 
ments e and f 
e ( i , Y ) , f ( j , Y ) , i  > j + e ( i , Y )  
e ( i , Y ) , f ( j , Y ) , j  > i - + f ( i , Y )  
defines a recency precedence of endorsements. In a time 
dependent problem domain, the dynamic capabilities of en- 
dorsement analysis can be used to  give additional creedence 
to  recently obtained information. 
In a symbolic reasoning system, the evidence and com- 
bining rules can be direct translations of domain informa- 
tion and reasoning. The endorsements in the knowlege rep- 
resent the accumulated information. Unlike the numeric 
systems in which the alternatives are ranked by the associ- 
ated values, assigning a measure of likelhood to  the possibil- 
ities in an endorsement system is obtained by analyzing the 
contents of the knowledge base. Advances in endorsement 
based reasoning requires developing efficient techniques for 
evaluating the knowledge base. 
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Reducinq Uncertainty by Using Explanatory Relationships 
John R. Josephson, Ph.D., The Ohio State University 
Abstract 
Explanatory relationships can be used effectively to reduce the 
uncertainty that remains after diagnostic hypotheses have been 
scored using local matching. 
1. Introduction 
The problem that the mind must solve is not that of reasoning 
with uncertainty, but reasoning DESPITE uncertainty -- how to 
come to robust conclusions despite uncertain data, inconclusive 
inference procedures, and incomplete knowledge. 
(-- B. Chandrasekaran) 
Suppose that some black box hypothesis source delivers up a 
set of diagnostic hypotheses, each hypothesis given a confidence 
value on some scale. Suppose further that these confidence 
values can be taken to reflect “local match” or prima facie 
likelihood. That is, the confidence value associated with each 
hypothesis is a measure of its likelihood of being true, based only 
on consideration of the match between the hypothesis and the 
data with little or no consideration of interactions between 
potentially rival or otherwise related hypotheses. Thus we have a 
picture of a set of hypotheses where each has been somehow 
stimulated, evoked, and instantiated for the case, and at the 
current stage of processing each hypothesis has been scored ir 
isolation from the others. 
At this stage we have both a problem, and an opportunity to do 
something about it. The problem is that many hypotheses will 
probably have intermediate scores, representing hypotheses that 
can neither be taken as practically certain. nor as being of such a 
low confidence as to be ignorable. Some number of these 
hypotheses are presumably true, but how many and which ones? 
The opportunity is that of bringing knowledge of interactions 
between the hypotheses to bear in order to reduce the degree of 
uncertainty associated with the hypotheses -- increasing 
confidence in some of them, and decreasing conlidence in others. 
Some types of interactions between hypotheses are: 
A and B are mutually incompatible. 
A is a more detailed refinement of B. 
A could be caused by 8. 
A and B are mutually compatible, and are explanatory 
alternatives where their explanatory coverages 
overlap. 
Besides hypothesis--hypothesis interactions of mutual 
incompatibility and support, which can arise by degrees as well as 
discretely, one especially interesting class of interactions concerns 
explanatory relations: what happens when two or more 
hypotheses represent alternative explanations for the same 
datum? The focus of this paper will be on explanatory 
relationships, and on how explanatory relationships impact on our 
estimates of confidence. 
Knowledge of explanatory relationships gives us an opportunity 
to take advantage of some “best explanation” reasoning. 
2. Best-Explanation Reasoning 
inference that follows a pattern approximately like this:’’ *, 3, 
lnference to the Best Explanation or Abduction is a form of 
D is a collection of data (facts, observations, 
givens), 
H explains D (would, i f  true, explain D), 
No other hypothesis explains D as well as H does. 
Therefore. H is correct. 
...__.______________~~~-.~--~~~~~~~~~~--~~-~~....-.----- 
The strength of an abductive conclusion will in general depend 
on several factors, including: 
the alternatives, 
how good H is by itself, independently of considering 
how decisively H surpasses the alternatives, 
how thorough the search was for alternative 
pragmatic considerations, including 
explanations, and 
*the costs of being wrong and the benefits of 
being right, 
* how strong the need is to come tu a conclusion 
at all. especially considering the possibility of 
seeking further evidence before deciding. 
149 
Abductions, as we have just characterized them, go from data 
&scribing something to an explanatory hypothesis that best 
accounts for that data. 
3. Using Explanatory Relationships 
Let us suppose that, besides a confidence value, each plausible 
diagnostic hypothesis (one which is not ruled-out) is associated 
with a description of which findings that hypothesis can explain. 
One way to take advantage of these explanatory relationships is 
to set up a standard for when a diagnosis is complete. The 
diagnosis can be considered to be complete when all of the 
abnormal findings have been accounted for (explained). (This 
standard should be considered to be somewhat of an idealization, 
since for example unimportant findings need not be accounted 
for.) 
Let us focus on the use of explanatory relationships to reduce 
the uncertainty that remains after the confidence scoring based on 
local matching. First we note that an overall abduction problem is 
set up - to account for all of the (abnormal) findings, and a series 
of small abduction problems is set up - to account for each 
particular (abnormal) finding. Our basic strategy will be to try to 
solve the overall abduction problem by solving some number of 
smaller and easier abduction problems. 
First we solve the easiest little abduction problems, the ones in 
which we can have the most confidence. If a certain hypothesis is 
the only plausible explanation for some finding, then (supposing its 
local-match confidence value is not too low) it is entitled to as high 
confidence value, and entitled to be accepted into the overall 
composite hypothesis that represents the solution to the overall 
abductive problem. So first we form the set ofEssential 
hypotheses consisting of those of the sort we have just mentioned. 
If we are lucky the set of Essential hypotheses will together 
account for all of the (important abnormal) findings. If this occurs 
then the overall abduction problem is solved - the set of Essentials 
together constitutes the best explanation - and the diagnosis is 
complete. Hypotheses which are not part of this best explanation 
are lowered in confidence, since they are not needed as part 01 
the final explanation, and everything that they explain can now bc 
explained in some other (and in the context better) way. 
If the Essentials do not explain everything, then next we form 
the set of Clear Best hypotheses consisting of those which 
explain findings for which there is no other explanation anywhere 
nePr as good. For example if some finding S can only be 
ex1 lained by A (moderate confidence), B (low confidence), and C 
(lotv confidence), then A is worthy of acceptance as being clearly 
the best way to explain S. Hopefully, the Essentials together with 
the Clear Bests will now explain everything, and the diagnosis can 
be considered to be complete (after perhaps removing some few 
hypotheses which are now explanatorily superfluous in the 
presence of the rest). 
If the Essentials together with the Clear Bests do not explain 
everything we have done all we can do on the current evidenr 
without resorting to guessing Generally our best strategy undnr 
thc se circumstances would be to gather more data In 1 x 1  we ,ire 
in a position to guide our data gathering by focusing on the 
problem of discriminating between alternative good explanations 
for important findings. 
Yet sometime we have to decide quickly, and do not have 
enough time to gather further data. Also sometimes the cost of 
gathering further data is too high. Under these circumstances we 
still have the means available to do some clever guessing We can 
begin to include hypotheses which are best explanations for 
certain finding, but which are not far enough ahead of the 
alternatives, or not of high enough local-match confidence, to 
enable them to be accepted confidently. These Weakly Bests 
constitute the best guesses we can make under the 
circumstances. 
Actually we can even do slightly better. Findings can be made 
to vote for the hypotheses which best explain them. The idea is 
that two different findings both pointing to the same hypotheses as 
the best explanation constitute (apparently) independent sources 
of evidence for the hypothesis, Le. constitute converging lines of 
inference for the hypothesis. Hypotheses with more votes can be 
accepted more confidently than hypotheses with fewer votes, and 
enough can be accepted to complete the explanation. This 
phenomenon of converging lines of inference seems to be what 
the philosopher of science William Whewell (1794-1 866) called 
“the concilience of inductions.” 
4. Conclusion 
We have shown how a stage of diagnostic problem solving, 
where there are N viable plausible hypotheses, each with a 
confidence score based on local matching, can, by using 
explanatory relationships, be brought to a more advanced stage, 
where the number of hypotheses has been radically pruned to k 
hypo heses together representing a single compound hypothesis 
that f xDlains a distinct oortinn of the data. and which is a “lorjica Iv 
optimal” outcome in an abductive sense. I should point out that 
variations of this method have played an important role in several 
knowledge-based systems including the Red system for Red-cell 
antibody identification5 and the Pathex system for diagnosing 
cholestatic liver diseases. 
Note that, at the level of description we have been using, we 
might be describing the information processing of an “algorithmic 
computer”, i.e. an instruction follower; or a “connectionist 
cmputer”, i.e. one whose primitive processing elements work by 
propagating nudges and activation strengths. In either case what 
we are describing is the functional and semantic significance of 
various actions of the machine, not precisely how these actions 
are accomplished. 
Note too that we might be describing a medical diagnosis 
engine, or a diagnoser of mechanical systems, a fragment of the 
processing of the vertebrate visual system, or the information 
processing that goes on when we recognize words in continuous 
speech. The strategy for reducing uncertainty that we have 
described is appropriate quite generally for a variety of abductive 
or interpretive infor nmon processing tasks. 
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A b s t r a c t  Viewpoint. In this viewpoint memory does not consist 
A multiprocessor system, under design for 
space-station applications, makes use of the 
latest generation symbolic processor and 
packaging technology. The result will be 
a compact, space-qualified system two to 
three orders of magnitude more powerful 
than present-day symbolic processing sys- 
tems. 
1 Symbolic Computing 
The tasks for which symbolic computing is uniquely 
qualified are different from those served well by con- 
ventional numerical computing. Conventional pro- 
grams tend to be uniform, simple, homogeneous, and 
numerically intensive. Symbolic programs, on the 
other hand, are diverse and heterogeneous, involv- 
ing a variety of mechanisms and conceptual tasks 
within a single program. A single symbolic comput- 
ing application, for example the management of an 
autonomous space vehicle, will have to perform a va- 
riety of tasks such as hierarchical classification, signal 
interpretation, hypothesis formation, matching, and 
logical inference; not to mention conventional numer- 
ical tasks. It will have to employ a variety of different 
mechanisms such as rule-based programming, frame- 
instantiation, constraint propagation, numerical simu- 
lation, object-oriented programming, symbolic math- 
ematics, and truth maintenance; all within a single 
large system. 
The popular notion of an AI program as a single, 
simple rule interpreter is a gross oversimplificat,ion. 
In fact, symbolic computing places much more serious 
demands on the system architecture than would be 
presented by the need simply to to support a simple 
rule interpreter. 
of a stream of raw bits organized into bytes or words. 
Rather, it consists of much larger conceptual entities 
which are thought of as objects. An object might be 
something simple like a list, an array, an integer or 
it might be something with higher semantic content, 
for example, a node in a semantic network or a data 
structure representing an entity in the real world. 
These objects should have an identity. This means 
that you should be able to tell the type of an object, 
just by looking a t  it. In addition, one should be able 
to tell its location in memory. The techniques that are 
used to do this are called storage conventions. Ideally, 
the hardware should guarantee that the storage coil- 
ventions are never violated. 
The object-oriented viewpoint depends upon the 
ability to make memory seemingly infinite, in the 
sense that there will always be room for allocating new 
objects. Indeed, the goal is t o  free the programmer 
from worrying about where objects are allocated and 
when they are deallocated. In practice, this means 
that the system needs to support garbage collection, 
the process of reclaiming unused storage. It is uec- 
essary that unused storage be reclaimed at  a rapid 
enough rate so that free storage is always available. 
Garbage collection means that the symmetry of stor- 
age is maintained; to the programmer, all storage is 
the same and its always available. 
The second major feature of the object-oriented 
viewpoint is that the programmer codes using Generzc 
Operattons. A generic operation is defined as an ab- 
stract, conceptual operation which does not reflect the 
limitations of the hardware. For examplc, adrli1.ion is 
a conceptual operation which is meaningful to apply 
to integers, floating-point numbers, vectors, polyno- 
mials, etc. Ideally, there should be a single operation, 
called PLUS, which does all of these, dispatching 011 
the type of the objects being added to determine how 
1.1 T h e  Objec t -Or i en ted  Viewpoin t  to perform the Operation. 
A viewpoint of a computer that is characteristic of 
symbolic computation is called the Object-Orzented 
‘Iloward Slirobe is also a Principal Research Scientist 
Modern symbolic computing hardware allows this 
viewpoint to be supported emciently, I t  is 
ware’s job to check every operat,ion and decide how 
to perform it. based upon the types of the operands. 
So in eKect that hardware will tell itself: “That’s a at tlie M I T  Artificial Intelligence I A o r a l o r y .  
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fixed-point number and therefore I should do integer 
add,” or, “That’s a floating point number, I should be 
performing floating point add.” Or, “It’s an extended 
number that I can’t directly support at  all, but I can 
support it by this sequence of other instructions.” 
In addition to higher level code, this approach 
leads to better debugging capability and supports the 
concept of incrementality. Since dispatching on the 
operand type is a runtime function, a new data-type 
may be added by simply defining the generic opera- 
tion upon the new type. Existing software can now 
use the new data-type without recompilation. Any 
attempt to do an invalid operation on any particular 
piece of data is detected by the hardware, allowing 
the programmer to enter a debugging session in the 
context of the error. 
2 Ivory 
Symbolics is now implementing a new generation of 
symbolic processing architectures built upon the Ivory 
processor. Ivory-based architectures represent the 
state of the art in satisfying the requirements of sym- 
bolic processing, as described in the previous section. 
In particular, Ivory supplies the following. 
Runtime type checking - Parallel tag processor, 
late-branch ROM and comprehensive trap logic 
support generic arithmetic and pointer manipu- 
lation. 
Virtual Memory Support - On chip translation 
buffer, microcoded cache-miss backup and the 
support of CDR-coded lists (more compact phys- 
ical memory representation). 
Specialized Lisp operations - Pipelined memory 
interface and high level microcoded primitives 
support efficient implementation of operations 
such as CAR and CDR. 
Garbage Collection ~ On chip hardware to fa- 
cilitate efficient GC algorithms such as the 
Ephemeral GC [Moon, 19841. 
Fast call and return - Specialized datapaths, par- 
allel operations, and fast cycle time support the 
complex calling strategies required by Lisp. 
Fast “vector” instructions for garbage collection, 
data-base searching and graphics applications. 
A fast coprocessor interface, primarily used to 
provide high floating point performance. 
A programmable interleaved memory interface to 
allow a wide range of memory system speeds and 
architectures to be used - ranging from small 
high speed caches to four-way interleaved stan- 
dard hlOS memories. 
Data Architecture 
object reference or is part of the representation of an 
object. A machine word contains 40 bits, which are 
assigned as in Figure 1. 
2 6 
Bits Bits 
32 
Bits I CDR I Data I Addressor 
Code Type Immediate Data 
Figure 1: Ivor) Memory Word 
The data t y p e  f ie ld  indicates what kind of informa- 
tion is stored in a word. The cdr-code f ie ld  is used for 
various purposes. For header data types, the cdr-code 
field is used as an extension of the data-type field. 
For stored representations of lists, the contents of this 
field indicate how the data that constitute the list are 
stored. This results in a compact representation of 
lists. The address o r  immediafe d a t a  f ie ld  is inter- 
preted according to the data type of the word. This 
field contains either the address of the stored repre- 
sentation of an object, or the actual representation of 
an object. 
Ivory supports the rich variety of objects found in 
symbolic processing environments as described in the 
previous section. General Lisp data structures such as 
symbols, lists, arrays, strings, and characters are all 
directly manipulated by the instruction set For nu- 
meric data types, Ivory includes very efficient support 
(immediate object representation) for 32-bit integers 
and 32-bit IEEE single-precision floating point num- 
bers. It also supports infinite precision integers, G4- 
bit IEEE double-precision numbers, rational numbers, 
and complex numbers. 
2.2 Virtual Memory 
Ivory implements a 4 gigaword virtual addrcsss space. 
The 32-bit virtual word address is divided into a 24- 
bit virtual page number and an &bit page offset. The 
virtual page number i s  mapped via the P a g e  Hash  
Tab le  (PIIT) to get a 24-bit physical page niiinber. 
\Vhile the 25G-word page size may seein sillall by 
traditional processor standards, it is appropriate for 
symbolic processors. Symbolic processors tend to have 
many small functions, small data objects, and little 
locality of reference. These factors teiid to liniit the 
advantages of a larger page size, and the smaller page 
size allows better allocation of physical nieiiiory 
2.3 Garbage Collection 
The Ivory mrinory architecture supports two meth- 
ods for garbage collection (CC). Both strategies are 
incremental i n  nature arid identical to the Syinbolics 
3G00 impler~irntation [Rloon, 1981; hloon. lOS51. ‘The 
In line with the requirements of the object-oriented 
viewpoint, every word in memory contains either an 
two methods differ iiihow they decide to actuaily re- 
claim storage. In  hoth cases the garbage collectioii 
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process condemns or identifies storage it would like 
to reclaim. This storage is considered to occupy old 
space while other storage is termed new space. If the 
processor attempts to read an object reference to old 
space, a trap will be taken and the Dansporter will be 
invoked. This is a software routine which copies the 
storage containing the object representation into new 
space. I t  also updates the pointer to the old object 
in memory to point to the copy of the object in new 
space. In order to signal the trap which invokes the 
transporter the memory interface looks a t  the data 
type of a word to determine if it is a pointer, and if 
the address field points to old space. 
The Dynamic GC is used to reclaim objects that 
have lifetimes on the order of tens of minutes to hours 
and days. I t  performs a single linear scan of all of new 
space, reading every memory word. During this scan 
the memory interface will cause the transporter to be 
invoked if the word is a pointer to old space. At the 
end of the scan, all of new space must point only to 
new space and the storage used by old space can be 
reclaimed. This scan is done incrementally so as not 
to hurt interactive performance. 
The Ephemeral GC (EGC) is used for reclaiming 
objects that have lifetimes of the order of seconds to 
minutes. This scheme is based on the observation that 
most of the objects created in the system have a rel- 
atively short lifetime. The EGC attempts to reclaim 
the most recently allocated objects by breaking up 
storage into levels, corresponding to how recently an 
object was created. Ephemeral GC requires the mem- 
ory system to maintain a database of pages which con- 
tain pointers to  a more recent level. When the EGC 
condemns the most recent level it uses the database to 
scan only those pages which potentially contain point- 
ers to the condemned level. To support this, the mem- 
ory interface must notice when it is writing a pointer 
to a more recent level into a page. In Ivory, this infor- 
mation is maintained in the PHT for pages which are 
in physical memory, and in a companion structure for 
pages which reside in secondary storage. 
2.4 Stack Execution 
Ivory uses a stack-based model of execution. The 
stack is divided into frames, one for each active func- 
tion. The stack is used for passing arguments, al- 
location of local variables, and intermediate results 
of computations. A stack frame is indexed by three 
pointer registers; the frame pointer (FP), the local 
pointer (LP), and the stack pointer (SP). 
The frame information consists of two words; the 
offsets of the LP and SP registers from the FP, and 
the continuation of this frame. The continuation is 
either the return address of this function, or the nest 
function to call. The F P  is used to access the frame in- 
formation and the arguments to  the function. The SP 
is used to access intermediate results of cornpulat~ions. 
The LP must be distinct from the FP  because argii- 
ments are pushed by the caller, and may be pushed in 
I Local 
Variables 
Arguments 
Frame 
Information 
Figure 2: Ivory Stack Frame 
several different ways 
2.5 Instruction Set 
Ivory performs different operations depending 011 the 
data-type of the word that is fetched as an instruc- 
tion. Most object references push themselves onto the 
top of the stack. This capability is used to supply ful l  
word constant operands. A special data-type is used 
to push the contents of the word whose address is spec- 
ified in the address field of the instruction word. Other 
data-types are allocated to perform specialized types 
of function calls. There are data-types for calling coni- 
piled functions and generic functions using the address 
field to point to the function. A further type is used 
to call the contents of a memory word as a fuuction. 
This is used to implement dynamically linked fiinc- 
tions. Finally there is a set of 16 data-types which 
are further decoded into two “packed” iiistriictions. 
The 32-bit immediate data, along with 4 hits from 
the data-type field are combined to form two 18-bit. 
instructions. 
The Ivory instruction set incorporates ful l  run-tiinc 
error and exception checking. Esceptions are cases 
which are not an error, but cannot he handled by 
the processor hardware without, software intcrvent ion. 
The checking performed by the instruct io11 srt i i i -  
dudes full checking of data-types, sub 
uninitialized variables, undefined functi 
tection of integer and floating-point overflow. 1:scc.p 
tions are handled by causing a trap t.hrough ii vector 
in memory. 
Even though strict error-clic~rking pcdoniicil  is by 
the instriirtion set, i t  is possihle to esttwd l l i c  i i i s t r u e  
t,ions supplied to handlr new object, t y p w .  13y ritiliziiig 
escept.ioii handlers and the N C W  Flavors [hloon. 1 Mti] 
object-oricnt,ed programming syato i i .  i t  is possiil)I,- I C >  
drfine a nrw ol)jt.ct t y p  that I I I ~ I S ~ I I ~ ~ ~ ~ I ~ ~ C S  a s  i i i i  PX- 
isting type i i i  all progranis. C‘oiivcrrrly i t  is Iwssil~le 
to t.rt.a t t lie a rcl I it.cc t .ura I l y-dc f i  iivd ( la  t.a- t y pc 
of thc  object-orirntrd systcni. This ~wriiiits I I I C  t l c r -  
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Figure 3: Ivory Pipeline Stages 
inition of generic functions (as described in the first 
section of this paper) which can operate uniformly on 
instances and objects with different data-types. 
2.6 Microarchitecture 
The Ivory microprocessor implements a 4-stage 
pipeline as shown in Figure 3. The first stage fetches 
the instruction, decodes it, and adjusts the program 
counter. The second stage fetches the initial microin- 
struction, computes the operand address, and ad- 
justs the stack pointer. The third stage fetches the 
operands and computes the result. The fourth stage 
stores the result, unless a fault has occurred, in which 
case it restores the state of the third stage. 
Instructions spend only a single cycle in the first two 
pipeline stages, but can spend an arbitrary number 
of cycles in the execute stage. Simple instructions, 
such as PUSH,  A D D ,  and EQ execute in a single cycle. 
Conditional branches are resolved in the second (D) 
stage. A taken conditional branch executes in two 
cycles; a not-taken branch in one. 
Figure 4 shows a block diagram of the Ivory CPU. 
Instructions are fetched directly from a 32 word (up to 
64 instructions) direct-mapped instruction cache. The 
cache, which is filled by an autonomous prefetcher, 
serves to  buffer instructions arriving from memory and 
hold small program loops. A bypass path provides the 
instruction directly from memory when the first stage 
is stalled on a cache miss. 
The operand address calculation data path con- 
tains the stack frame pointer registers and a 32-bit 
adder/suhtractor. It computes the address of the 
operand and stack pointer adjustment according to 
the macroinstruction. This data path is also usrd in 
parallel with the main data path to accelerate function 
call/return. 
The main data path contains a 128 word topof- 
stack cache, a 32-word scratchpad (whlch contains a 
tluplicate of the top word on thr stack i n  a fixed lo- 
cation), the A L U ,  and tag checking logic. 'l'hr ALU 
includes an add(.r, boolean unit, sliift/iriask logic., and 
support for onc-hit-per-cyclr iritrgrr riiiiltiply/~livi~lr. 
Tag checking is done in parallel with with the ALU op- 
eration, so that in the common cases no time penalty 
is paid for type checking. Similarly, ECC checking of 
data from memory is done in parallel with the ALU us- 
ing the on-chip ECC logic. Bypass paths for both the 
top-of-stack cache and scratchpad forward the result 
of the previous instruction to  the ALU as necessary. 
The Ivory processor supports a pipelined memory 
bus which can have up to four outstanding requests 
a t  once. An associative queue of outstanding request 
addresses is maintained for detecting when instruc- 
tions arrive from memory and installing them into the 
instruction cache. The memory interface protocol is 
implemented by an independent state machine which 
arbitrates between on-chip users of the memory sys- 
tem and other bus masters. 
3 Multiprocessing with Ivory 
In addition to the features of Ivory described in the 
previous section, there are several design features of 
the Ivory processor specifically intended to support 
multiprocessor architectures. They are: 
Support for Futures. 
Support for Special Variable Binding. 
Synchronization primitives 
3.1 Futures 
Futures are a Lisp language construct which appear 
in parallel extensions to Lisp such as MultiLisp [Hal- 
stead, 19851 and QLISP [Gabriel & McCarthy, 19841. 
A future is a compound structure which represents 
a promised value coupled with a process that com- 
putes the value. The future is a first class data struc- 
ture which can be stored in other data structures, 
loaded and stored even though the process computing 
its value has not terminated. However, if the value 
of the future is ever required for a computation (e.g. 
it is one input to an arithmetic operation) then the 
processes attempting to iouch the future bloclts until 
the future's value is delivered. This facilitates a very 
flexible, demand driven style of parallel processing. 
Ivory provides a special hardware datatype for fu- 
tures which is known about by the microcode and 
the tags processor. This datatype acts as an  invisi- 
ble pointer; if a future has been delivered, the instruc- 
tion attempting to use its value is not interrupted, but 
simply follow the future pointer to  its actual value. If 
the value has not been delivered, the hardware causes 
a trap; the operating system can then suspend the 
requesting process until the value is delivered. 
Without the hardware support provided for the fu- 
ture datatype, the compiler would have to emit code 
to check tlie datatype of eve ry  value manipulated by 
the prograrn. This is because any value might be a 
future. Experiments with the QLISP system a t  Stall- 
ford Uriivrrsity haw shown that this leads to uuac- 
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Figure 4: Ivory Processor Block Diagram 
ceptable overhead in their implementation on stock 
parallel processing hardware. 
3.2 Special Variable Bindings 
Lisp allows two types of variable bindings. Lexical 
binding of variables is the type familiar in all block 
structured languages. Dynamic binding (also known 
as special binding), however, changes the globally ac- 
cessible value of a location through the dynamic ex- 
tent of the binding. This change, however, is visible 
only within the process which bound the variable; all 
other processes see either the global value or their own 
dynamically bound value. 
Classically, special variable binding is performed us- 
ing shallow binding. This involves overwriting the lo- 
cation with its newly bound value while saving the old 
value in a special stack. Shallow binding optimizes the 
speed of access to the variable. Shallow binding can 
be (and is) used in sequential machines that support 
multiple processes. When a process relinquishes con- 
trol of the processor, its special variable hindings are 
undone; the process which gairls control of the pro- 
cessor must firsl cstahlish its spccial variable hindings 
before heginning its execution. ‘This rnakes processrs 
switcliing costly, ever1 for srquential rnachinr:s. 
In the parallel processing world the shallow bind- 
ing technique doesn’t work at all. This is because 
two distinct processors can be concurrently executing 
separate processes each of which wants to bind the lo- 
cation to a unique value. Since shallow binding works 
by overwriting the single location there is no way for 
two processes both to bind the same location. 
This forces the use of the much slower deep bind- 
ing technique for special variables. In a deep binding 
scheme, each process maintains an ordered mapping 
between locations and bound values. The mapping 
must be ordered since a process can repeatedly rebind 
the value of a single location and the latest binding 
should hold. This data structure must be sequentially 
searched for a variable binding; this is typically a very 
slow process. 
Ivory provides hardware support to optimize deep 
binding. A special datatype, called bound locnlron, 
is used to indicate that a location has been dynan- 
ically bound. Whenever Ivory encounters such a 
datatype, it traps to a microcode routine that searches 
a hashtahle for the value of the binding. The liaslitahle 
uses a key derived from both the identity of the Ijind- 
ing process and the address of the location bound. 
The binding and unbinding instructions keep this liasll 
tahlo u p  to date. A probe into this table is very fast; 
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Figure 5: Relative sizes of a single Ivory processor in four different technologies. 
if there is no entry in the hash table, then a classic 
deep binding search is initiated. 
This technique has two advantages over the tech- 
niques possible without datatype checking hardware. 
First, for locations which have not been dynamically 
bound, there is no cost above that of shallow binding, 
since the special techniques are only invoked for loca- 
tions whose datatype is bound locafion; these mark- 
ers are only placed in a location that is dynamically 
bound. The second advantage comes from the hard- 
ware assisted hashing used to fetch the binding. In 
conventional processors neither of these techniques are 
available. The lack of the bound location datatype is 
particularly critical since any location may be dynam- 
ically bound and hence any load or store must check 
for this. 
3.3 Locking and Synchronization 
Parallel processing in the presence of side-effects re- 
quires techniques for establishing critical regions, mu- 
tual exclusion from data structures and joint synchre 
nization of processors to rendezvous points. These are 
very difficult to achieve efficiently without hardware 
support. Ivory provides a sfore conditional instruction 
that can serve as the basis for all of these facilities. 
Store conditional takes three arguments; the first is 
a location, the second two are the new value and the 
test value. If the location currently contains a value 
EQ to  the test value, then the new value is stored in 
the location. The value returned by the instruction 
can be tested to see if the store succeeded. 
Semaphores, atomic updates and locks can all be 
implemented using this single atomic update primi- 
tive. 
4 Technology for a Spaceborne 
Processor Architecture 
The ultimate Spaceborne VHSIC multiprocessor will 
result from a combination of the powerful computer 
architecture ideas of Ivory with evolving VIISIC hard- 
ware technologies. At each stage of this evolution, the 
overall performance, integration and reliability of the 
system will be increased. Three hardware technologies 
are particularly important: 
Fine-line VIISIC chip technology, moving froin 
1.25 micron, to  .5 micron and finally to .25 micron 
Rad-Hard CMOS. 
Super-chip technology which integrates a signifi- 
cant portion of the total system onto a single large 
die (2 inch square), using redundancy tecliuiques 
to achieve adequate yields. 
Button-Board System Packaging which allows 
very dense packaging of boards into modules 
without the use of backplanes and connectors. 
4.1 Chips and Superchips 
The first commercial Ivory chip is implemented in 1.0 
micron CMOS technology and runs with a cycle time 
in the vicinity of 150 ns. At this clock rate Ivory’s 
performance is roughly 3 times that of the Symbolics 
3600. A second version of Ivory is now available with 
cycle times in the vicinity of 100 11s. 
Radiation doses as high as lo5 rads are espectcd 
in the space station environment. Since mechaui- 
cal shielding takes up space and weight, the use of 
rad-hardened technology is preferable. \’IISIC pro- 
vides a CMOS technology with adequate radiatiou re- 
sistance for space-station applirations. In additioii. 
error-correcting logic on the memory bus of Ivory (nl- 
ready provided in the coniniercial versioii of IvoIy) 
may be enhanced for increased reliability to single 
event upset (SEU). 
Figure 5 shows how the die size for an Ivory c111p 
will shrink as it is reimplemented i n  newer \‘IISIC 
technologies. Since Ivory is implemented in a twhuol- 
ogy independent design system, it can be rctargctd 
to these new technologies i n  a matter of (lays tlirougli 
a totally mecliaiiical process. These delist, procesws 
also allow the cycle time to be rcduccd: cyclr- tiiiwh 
below 50 ns slio~ild bc a c l i i ~ ~ v a b l r  with t11c . 5  ~ i i i c r o i i  
process. 
Figure 0 sliows the outliiir of a super-clii~~ c o i i t ; i i i i -  
ing Ivory chips iniplrmriited i u  .5 atid .25 i i i i r ro~~ t l i -  
irology. Even w i t l i  srvcral rcdriiidnut col)ich 0 1  [ l i t ,  
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Figure 6: Ivory processors in a superchip 
Ivory die, the superchip contains room for an exten- 
sive cache memory. The advantage of this approach 
is that the cache can be more closely coupled to the 
processor, avoiding the delays associated with crossing 
chip boundaries. 
Using this technology also allows the chip architec- 
ture to evolve further, leading to additional perfor- 
mance improvements. Such processors should be ca- 
pable of performance in the range of 15 to 20 times 
that of the Symbolics 3600. 
For small to modest scale parallelism, two inter- 
connection technologies are appropriate. For system 
of 4 to 6 Ivory processors, a shared bus with snoop- 
ing caches is capable of providing adequate bandwidth 
and a coherent memory image shared by all proces- 
sors. However, a single bus system is not attractive 
when fault-tolerance considerations are added in. 
A cross-bar interconnection scheme can support a 
larger number of processor (up to 32) and provide 
greater fault tolerance. Figure 7 shows an example 
of a crossbar interconnect. 
4.2 Button Board Interconnect 
Duttoiiboard Packaging is a new technology a t  ’ I W V  
which provides performance and density iniprove- 
ments over those possible with conventional packagrs. 
Buttonboard packaging replaces bulky edge coniicc- 
tors with “button”-shaped contacts and small I’C- 
board strips with low int,erconnect density and f w  
layers. Buttons may be placed anywlicre on ;i cir- 
cnit board to provide ail interconnect hrt.wrwi boards 
This allows a reduction of the path Irnglh of i n l w  
board signals, thereby reduring propagat ion delays. 
I n  the envisaged design, compoiiciil.-carryiiia l )oards 
alternate with signal-ront.itig boards i n  a stack wliirli 
is fastened together to make a monolithic whole. Re- 
sults of prototype testing seem to indicate that a 
buttonboard-based design will easily meet electrical 
and mechanical requirements for the space station. 
Figure 8 shows how a crossbar system can be i n -  
plemented using button board packaging. One inter- 
esting feature of this packaging technique is that ad- 
ditional processors (or memory) can be added sini- 
ply by dropping in an additional processor card. A 
full scale SVMS system should therefore capable of a 
peak performance of greater than 500 times that of 
the Symbolics 3600. 
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Existing satel l i te  concepts of operation 
depend on readily available experts and are 
extremely manpcwer intensive. Areas of expertise 
required include mission planning, mission data 
interpretation, telemetry monitoring, and anomaly 
resolution. The concepts of operation have 
evolved to  their current s ta te  i n  part because 
space systems have tended to  be treated more as 
research and development assets rather than as 
operational assets. These methods of satel l i te  
c o m d  and control w i l l  be inadequate in the 
future because of the availability, survivability, 
and capability of human experts. Because space 
systems have extremely high reliability and 
limited access, they offer challenges not found i n  
other military systems. n7us, autonntion 
techniques used elsewhere are not necessarily 
applicable to space systems. RADC has developed a 
program to  make satel l i tes  much more autonomous 
using a variety of advanced software techniques. 
The purpose of t h i s  paper is to present the 
problem the program is addressing, some possible 
solutions, t h e  goals of t h e  RADC program, the 
rationale as to why the goals are reasonable, and 
the current program status. Also presented are 
some of the concepts used i n  the program and haw 
they differ from mre traditional approaches. 
1. Introduction 
@eration and control of satel l i tes  can be 
divided into two major areas: health/status and 
mission. Healtwstatus is a broad definition 
covering a l l  activit ies not directly concerned 
w i t h  executing the primary missim of the 
satel l i te .  This includes power control, thermal 
control, attitude control, telemetry 
collection/fomtting, station keeping, overall 
monitoring to insure nominal operation, md 
ancmaly resolution. Anomaly resolution consists 
of detecting and diagnosing a real or aparent 
anomly(ies1 , developing recomnded courses of 
action to resolve the anomly(ies) , executing one 
or more courses of action, and observing the 
results of that action(s) . These healtwstatus 
activit ies are somwhat generic between different 
satel l i tes  although the details will differ. 
The mission activit ies may involve situation 
assessment, scheduling, tracking, processing 
preplanned and real-time user requests, and 
mission data interpretation. These mission 
activities are not as generic as healtNstatus 
activit ies because they are more dependent on the 
type of satell i te.  For exanple, mission 
activities of a comnunications satel l i te  may be 
significantly different than a surveillance 
satel l i te  or a navigation satell i te.  
Both healtwstatus and mission are potential 
targets for greater autonomy. Each relies on 
ground support from experts with highly 
specialized knowledge. The basic goal of 
satel l i te  autonomy is to transfer t h i s  knowledge 
to the satel l i te  and enploy it so the satel l i te  
achieves rmch greater independence from the 
experts and the ground support infrastructure they 
require. The result w i l l  be a cormand and control 
system that is both affordable and survivable for 
future operations. 
2. Problem 
Current methods of comMnding and controlling 
both the healtwstatus and mission activities have 
limitations that must be addressed to insure 
effective satel l i te  operations i n  the future. The 
problem areas considered herein are cost, time 
delays, survivability , t he  increasing dependence 
on experts, and some unique aspects of t h i s  
problem compared to  other systems. 
2.1. Cost 
The comnand and control cost of satel l i te  
assets is measured i n  terms of the resources 
consumed, including manpower and facil i t ies.  
Current operations are costly and the cost w i l l  
likely become prohibitive i n  the future without 
significant changes i n  operational concepts. 
As the nwber of space systems grows, it w i l l  
become increasingly difficult ,  i f  not impossible, 
to find enough qualified personnel to  operate and 
control these systems. This is especially true i n  
the case of the technical experts who evaluate 
situations that are unusual, conplex, and 
difficult  to diagnose. These experts must also 
recomnend actions; such actions may be novel 
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solutions for unanticipated problems. A 
significant portion of the dollars expended i n  
operating and maintaining space systems is for 
personnel. Again, the key problem lies with those 
experts used to  deal with difficult  situations. 
Thus, even i f  enough people could be found t o  
perform the expert functions, the mey required 
may be prohibitive. This could have a major 
impact on an effort such as the Strategic Defense 
Initiative (=I) which may involve many more 
satell i tes than are currently s u p r t e d .  One way 
to  reduce to nunber of experts required for 
satel l i te  support is to  centralize comnand and 
control facil i t ies.  However, t h i s  can also create 
mre time delays and reduce survivability as 
described below. Also, centralized comnand and 
control doesn't ameliorate the need for numerous 
geographically-dispersed transmit/receive ground 
stations which experts need to  maintain frequent 
satel l i te  contact during difficult  situations. 
2.2. Time Delays 
One of the concerns with centralized comMnd 
and control is that it can cause delays by 
requiring individual users to  conmunicate directly 
or indirectly with the central control. This 
becomes necessary because the ground control ms t  
resolve conflicts i n  user requests and insure the 
system constraints are always satisfied. Even 
ignoring the delays entailed by requiring central 
coordination of user requests, t he  current methods 
of satel l i te  control are not particularly fast. 
This is especially true when unusual situations 
arise. That is, situations that are not covered 
by routine operating procedures require extensive 
expert analysis before resolution. Unique 
satel l i te  failures are one exanple of an unusual 
situation. Many satel l i te  failures take weeks  or, 
i n  some cases, even months to totally resolve. 
During t h i s  time, t he  satel l i te  may be safed and 
often cannot fully meet its mission goals. As new 
requirements come into play (such as S I ) ,  
response time w i l l  become more crit ical .  Not  only 
w i l l  it be necessary to take an irmgdiate response 
to reach a safe state,  but it w i l l  also be 
necessary to  quickly reach a final decision on a 
situation. Fortunately, efforts to  inprove 
response time can also increase efficiency. By 
speeding the decision process, resources o n h r d  
the satel l i te  can be used more effectively since 
more windows  of opportunity are available. The 
inprovement could be faster recovery from an 
anmlous condition or it may even be redirecting 
mission functions faster than ground controllers 
are able. 
2.3. Survivability 
Most of today's space systems uti l ize a 
centralized comnand and control concept for 
healtwstatus and mission functions. Although 
t h i s  can reduce ccxt, it can also create 
survivability problems. That is, a centralized 
comMnd and control facil i ty i n  a f i x e d  location 
is easier to target (destroy or electronically 
jam) than several mobile targets. Multi-node, 
mobile, distributed control systems for 
healtNstatus have been suggested to inprove 
survivability because such systems would be 
difficult  to target or jam. Unfortunately, it is 
not possible to singly relocate a l l  personnel 
controlling today's satell i tes into mobile 
systems. Many people would singly be unwilling to 
work i n  a mobile (espeaially remote) facility. 
Also, the savings i n  personnel and facil i ty costs, 
gained through centralized control, would be lost. 
2.4. Increasing Expert Dependence 
Current space system are controlled by 
technical personnel assisted by experts (usually 
from the manufacturer of the satel l i te)  who 
evaluate c q l e x  situations and recomnend actions. 
These are highly technical people with long 
experience in satel l i te  design and operation. 
Interestingly, some efforts to  introduce more 
automation into satell i tes may actually conpund 
the need for these experts. This is because, 
although the automation reduces the efforts 
required by technicians, it can greatly increase 
the conplexity of the satel l i te  system i n  both the 
healwstatus and mission areas. This, i n  turn, 
can create a higher dependence on experts for 
difficult  situations or problems. 
Another problem is beginning to occur i n  
space system w i t h  long l i f e  spans, a 
characteristic which is generally desirable for an 
expensive, inaccessible asset. The problem is 
that a satel l i te  can "live" long enough for the  
original experts to  retire or move on to  other 
programs. Incoming people are not as familiar 
w i t h  the satel l i te ' s  design or history (i.e., 
heuristics of operation). "his creates a greater 
need to  capture t h i s  knowledge before the experts 
leave the program. Some NASA programs are 
recognizing t h i s  problem and attempt to create 
historical records of the experts knowledge. 
2.5. Different 'qpe of Problem 
Satellite anomaly resolution has significant 
differences from the anomaly resolution of most 
other systems such as aircraft. By design, 
satell i tes are highly reliable and have no 
physical access. whereas most anomaly resolution 
for an aircraft involves isolating a comn 
failure, most anomlies i n  a spacecraft are unique 
and unanticipated. Expert systems that u t i l i z e  a 
knawledge base b u i l t  up from experience and 
heuristics are inadequate for most satel l i te  
problems because the typical problem is new. 
2.5.1. High &liabil i ty 
Many studies have been perfonred to attenpt 
to anticipate problems before they occur, thereby 
decreasing the dependence on the s k i l l e d  experts. 
Unfortunately, i n  spite of these efforts to 
anticipate problems and provide procedures and 
equipnent to resolve them, as many as mof a l l  
major anomlies experienced by current satel l i te  
systems have been unanticipated and required 
experts for resolution (Figure 1). This is 
probably due to the great emphasis on system 
reliability. That is, i f  a failure rode is 
identified, the system is  designed to rake the 
failure extremly unlikely. Thus,. the failures 
that occur tend to have not been identified before 
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hand. 
2.5.2. Limited Aocese 
Even though today's satellites are very 
corrplex, the limited nmber of actions that can be 
taken for any one situation creates a bounded 
problem. Although penrutations cause t h i s  nunber 
to be large, it is mch smaller than the n d x r  of 
possible actions that could be taken with a system 
such as an aircraft because the aircraft is 
physically accessible. Thus, space systems allow 
the use of techniques that would be inawropriate 
in other dornains. 
3. potential Solutions 
All of the problems discussed can be 
alleviated if  satell i tes can be made mre 
autonomous and thereby reduce the dependence on 
available human experts. The need for mre  
autonomous satell i tes has been acknowledged by the 
Satellite Control Architecture Study sponsored 
jointly by Air Force space Connand and Air Force 
System CamMnd Space Division. Actually, 
satel l i te  autonomy is a function of system design, 
hardware reliability, redundancy, the environment, 
and a capability to analyze and act on changes in 
situations. 
Fortunately, new software techniques 
associated with Artificial Intelligence ( A I )  
research offer the unique hope of addressing the 
problem. The goal is to have a system that w i l l  
act as an expert would i n  the same situation. To 
be truly successful, such a system must not be 
limited to  predefined responses to predefined 
situations. It must, instead, be capable of 
reasoning about a new situation as a real expert 
would. 
3.1. Redundant Conponents 
Redundant components are an essential part of 
any satel l i te  autonomy concept. Without 
redundancy, few, if  any options exist for dealing 
with satell i te anomalies. The traditional 
approach for enploying redundancy is to provide 
automatic anomaly detection and automatic 
switching from the anomalous component to an 
equivalent backup. For some anomalies, automatic 
switching wi thou t  understanding the nature of the 
problem may be necessary because of the 
time-critical response required. One example 
might be switching to a backup voltage regulator 
because of a loss of power. Unfortunately, 
automatic switching is based upon assumptions 
which may not be valid a t  the time the anomaly 
occurs. As a result, switching to a backup 
component can further corrplicate the situation. 
Thus, it's important t o  minimize switching to 
backup components when t h e  anomaly is not fully 
understood. Because of limited ground support, 
the tendency for today's satell i tes is to employ 
automatic switching whenever possible, as long as 
further conplications are not expected. I n  
contrast to t h i s  method of using redundant 
conpnents, an on-board self-reasoning software 
system could aproach the problem a t  various 
levels to understand the cause of the problem mch 
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as a human expert would. 
3.2. &liable Conponents 
Today's satell i tes are generally composed of 
highly reliable components, and further advances 
i n  reliability w i l l  certainly enhance autonomy. 
If fact, if a component is considered reliable 
enough, t h e  redundant component my be l e f t  out of 
the design. Nevertheless, some components are too 
cri t ical  to avoid redundancy no matter how 
reliable they are. 
Another aspect of reliability is the impact 
on the expert supporting the satellite. A primary 
source of knowledge for the expert is the  
technical documentation for the satell i te.  
Hwever, it's also essential that the expert have 
operational experience i n  dealing with satel l i te  
anomalies i n  order t o  remain competent. The irony 
is that, while both a reliable satell i te and a 
competent expert are desirable, the expert's 
competency depends, i n  part, on satel l i te  
failures! 
3 . 3 .  Expert systems 
Many expert system are i n  use today whose 
problewsolving performance matches or exceeds 
that of a human expert w i t h i n  a limited domain. 
Ry incorporating heuristics, or "rules of thurrb," 
derived from a human expert(s), expert system are 
able to minuc the behaviour of the human expert. 
These heuristics are the aggregate of experiences 
from which the expert has learned (sometimes the 
hard way). Often the expert is unable to 
precisely delineate a heuristic, or, even worse, 
w i l l  falsely delineate a plausible heuristic. 
Even without these problems, heuristics 
axiomatically reference predefined problems. 
Thus, an expert system by itself cannot provide 
autonomy for a satel l i te  suffering unexpected 
problem. A t  best, an expert system can provide a 
reasonable init ial  attempt to  isolate a problem. 
The human expert, on the other hand, can f a l l  back 
upon more general knawledge when simple heuristics 
don't solve the problem. 
3.4. Neural Networks 
I n  the area of health/status, Neural Networks 
(Neural Nets) have been used to diagnose satel l i te  
a m d i e s .  The diagnosis can be almDst 
instantaneous i f  the Neural Net is ixplemented 
w i t h  parallel processing. Hawever, Neural Nets 
require many training exanples of predefined 
problems and, like Expert Systems, cannot diagnose 
a problem that was never defined. Also, t h e  cost 
of generating numerous real or precisely-similated 
anarrralies for the Neural Net to train on may be 
prohibitive. Even i f  t he  Neural Net correctly 
diagnoses the anomaly, it doesn't offer the 
potential for prescribing a solution. 
In  the mission area, Neural Nets my prove 
valuable i n  certain types of mission data 
interpretation (e.g., sa te l l i te  photos). Emever, 
they don't a p r  to have the potential for 
autonomously allocating mission sensor resources 
to meet dynamic requirements. 
3.5. Model-based Reasoning 
It w a s  stated above that AI promises 
significant promise to solving the described 
problems. Even though, the term "Artificial 
Intelligence" means different things to different 
people, several AI concepts apear  to be well 
s u i t e d  to the problem of satel l i te  autonomy. The 
f i r s t  of these is the idea of model based 
reasoning. Model based reasoning uses causal 
models of the system and its environment to reason 
about situations. The models are b u i l t  using the 
object-oriented programning techniques. This 
allows concise models to be b u i l t  for different 
physical aspects of t h e  system (e.g. electrical 
models, structural models, thermal models ,etc.) . 
Each of these models would include a deep basic 
understanding of t h e  specific satel l i te  design as 
well as basic physical principles. Although the 
final models would be specific for an individual 
satel l i te ,  their architecture and much of their 
basic knowledge is generic. Finally, they w i l l  be 
b u i l t  w i t h  tools making it easy to adapt them from 
one application to another. Model based reasoning 
uses special techniques to determine the cause of 
conflicts between model predictions and actual 
observed events. In addition, t h e  models are used 
to construct solutions to problems and to  try the 
solutions (through sirrulation) before actual 
comMnds are given to the satell i te.  Overall t h e  
model based concept provides (for the f i r s t  time) 
the capability to deal w i t h  unanticipated events. 
The system would be able to reason &out variances 
between the observed world and the world predicted 
by its models. The rrdels themselves could then 
be modif ied to mre closely mtch the observed 
world. They would also serve to  evaluate a 
goal-oriented searcli toward reso1vir.g any 
problems. The resoluticr? would not be 1I.mit.d t o  
only predefined actiens but  could also bc new,  
novel actions. It would also tjc n:uch ncre 
flexible. T h u s r  when S. pwer systen) was dyradedr 
the models would automatically adjust themselves 
to the new situation and would then serve to  
revise the constraints in power utilization 
procedures/schedulers. Viewed another way, the  
model based system tr ies  to capture how the system 
should work as opposed to  the traditional method 
of attenpting to capture a l l  possibilities of a l l  
problems. It's important to note that model-based 
reasoning is not limited to  naturally occurring 
events. Hostile events that degrade or impact the 
system performance can be handled the same way. 
The system need not know a l l  possible hostile 
actions, but  merely that the world is not as it 
should be. 
3.6. Natural Language 
Another AI technique that is awlicable t o  
autonomous satell i tes is natural language. In its 
plrest form, Natural language progrananing would 
allow a user to converse with a machine in the  
smne manner i n  which people c o m i c a t e .  k tua l ly  
the current state-of-art for natural language is 
not yet that advanced. Although current language 
parsers are extremely useful i n  some amlications, 
they are still  only valid for relatively small 
domains. Natural language research is, however 
useful for aFp1icatia-s other than natural 
language processing. This research has developed 
useful knowledge representation schemes, search 
techniques, and problem solutions. Some of its 
techniques for treating sequential events are of 
particular interest to satel l i te  operations. 
Scripts is a programning technique that w a s  
developed for natural language understanding. It 
w a s  found to be impossible to  understand language 
without understanding the context of the 
situation. Words, sentences, and whole thoughts 
require an understanding of the situation to 
eliminate anbiguities. Scripts can be written for 
comn situations to establish a loose 
relationship between events. These scripts can & 
referenced to  understand the dialog. A similar 
concept can be used to understand the telemetry 
data of a satell i te.  For example, a script could 
be written to  cover the events that usually occur 
when going into an eclipse or for some possible 
hostile events. These scripts then serve as 
possible references to resolve anbiguities i n  the 
telemetry data. A key feature of the  scripts is 
that they serve as a reference framework and not 
a s  a muatoty sequence of events. This gives 
them great flexibility. 
4.  RADC Satellite Autonomy (SA) Program 
4 .1 .  Background 
RADC has undertaken a major effort i n  the 
area of Artificial Intelligence, init ially 
concentrating on tactical and intelligence 
applications. During 1985-86 RADC worked w i t h  the 
Air Force Satellite Control Facility and Space 
Division to fund some studies and research into 
the application of A I  into satel l i te  systems. In 
additicn, Aerospace Coprat ion has done some 
research i n  the same area. Finally, F n y  
aerospace coRtractors have also been conductirg 
icdependent research md development i n  t h i s  same 
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field. A l l  of these studies concluded that 
a r t i f ic ia l  intelligence techniques conbined with 
advances i n  carplter speed, nremory density, and 
architecture promise significant progress toward 
solving satel l i te  autonomy problems. 
Studies by Space Division and Space Comnand 
also defined roadmap for future satel l i te  control 
system and thus help show how fo incorporate the 
technology advances. These studies advocate a 
phased amroach toward achieving autonomy 
beginning f i r s t  with system that interact w i t h  
humans. 
4.2. Description 
Fame Air Development Center (RAMJ) has worked 
with the Strategic Defense Initiative Organization 
(s)10), Air Force Satellite Test Center (MS'IC), 
Air Force Space Technology Center (AFS'IC), Space 
Division (SD), Air Force Astronautics Laboratory 
(MAL), and Air Force Space Conand to  create a 
program that uses AI techniques to achieve 
satel l i te  autonomy. The program is a multi-phased 
effort  that f i r s t  shows t h e  feasibility of the 
concept and then builds a prototype. This w i l l  be 
done using limited ground systems and then fu l l  
ground prototypes for an existing satell i te.  The 
long term goal of t h i s  program is an on-board 
autonomous design. This goal includes both 
health/status and mission functions. The output 
of the program w i l l  be a system design that can be 
given to  a System Program Office for incorporation 
into a new satel l i te  design. This program is not 
designed to  extend the A I  technology, but it w i l l  
make use of thf! most current technology methods 
and ideas. This is not .simply a program to 
develop better built-in-test or data 
compression/data analysis, but  is a program to  
develop a generic system capable of reasoning 
about i tself  or its environments. 
4.3. Goals 
4.3 .l. Handle Unanticipatd Situatians 
The abil i ty to handle the  unanticipated and 
the abil i ty to generate novel solutions are key 
i s s u e s .  This can best be explained by example. A 
typical function currently performed by people 
might be the scheduling of power utilization. 
Certainly, an algorithm could be made to perform 
t h i s  function, but  as time progresses the 
satel l i te  capabilities might change (systems fa i l ,  
etc.) or the operational requirements may change. 
Thus, the real key to autonomy i n  t h i s  case is the 
abil i ty to modify the scheduling procedure as 
events change. That is, a system should be able 
to develop and implement new scheduling 
constraints as the situation dictates. This is 
particularly true for situations where multiple 
users are tasking the same system. Therefore, a 
good scheduling system should be a flexible, 
reasoning type of system. 
4.3.2. Generic Solution 
The w\cc SA prcqrm w i l l  be developed and 
denonstrated init ially for three different types 
of satell i tes.  m r ,  the enphasis is to prove 
the viability of particular advanced software 
techniques that can be amlied to any satell i te.  
These techniques can then be incorporated into the 
in i t ia l  design of a satel l i te  so that, once 
deployed, elaborate ground support is not 
required. 
4.3.3. Cost Wuction 
Autonomous satellites that can, among other 
things, recover to a maxinnnn extent from 
ananalies, respond to contention for resources 
from users, and adjust n o m i ~ l  operations based on 
degrading conponents w i l l  provide a tremendous 
cost savings in terms of manpawer and facil i t ies.  
Note that the total n&rs of F p l e  and 
faci l i t ies  to  support satel l i tes  w i l l  likely 
increase i n  the foreseeable future, even with 
highly autonomous satellites. This is because the  
total nun33er of operational satellites w i l l  
dramatically increase. Hewever, b e  Cost 
reduction goal of the RADC SA program is to  reduce 
t h e  manpcwer/satellite and facil i t ies/satell i te 
ratios (Figure 2 ) .  This w i l l  d e  future 
operations bath possible and affordable. 
NUHBEA OF SATELLITES 
F i g u r e  2 .  
4.4. -roach 
Even though healtwstatus and mission 
operational concepts can be considered separately, 
some integration and dependency exists. For 
exanple, mission sensors have telemetry which must 
be analyzed i n  the same manner as support function 
telemetry. Thus, both healtwstatus and mission 
m u s t  be considered i f  greater autonomy is to be 
achieved. 
Cne can reasonably expect components 
comprising the health/status and mission areas to 
improve i n  both reliability and redundancy. 
Hcwever, the RADC SA program w i l l  plrsue greater 
autonomy through a synergistic awlication of 
expert system, model-based reasoning, and natural 
language concepts as previously discussed. 
4.5. Vnresolved Issues 
As described above, advanced software 
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techniques apear  to offer promise toward solving 
the difficult  problem of autonomy. However, there 
are some i s s u e s  that must be explored before these 
techniques can be dictated for use on future 
satell i tes.  Some of these i ssues  are described 
below. 
4.5.1. Scaling 
The f i r s t  of these issues is scaling. 
Although small self reasoning model-based systems 
have been built it is not yet proven that the 
results on these small systems can be scaled to 
larger system such as an entire satell i te.  
Fortunately, as stated above, the satel l i te  
problem is bounded. In addition, hierarchical 
structures and parallel processors my  be used i f  
scaling becomes a major problem. 
4.5.2. Satell i te Configuration 
Another issue concerns the configuration of 
the satell i te.  A model-based system rmst always 
track the current configuration of the satel l i te  
including the status of expendables. 
Unfortunately, the exact status of a l l  systems on 
the satel l i te  may not be known (especially i f  
anomalies have occurred) . - Thus, t he  model-based 
system may have to infer the status of systems. 
Since rmltiple inferences are often possible, the 
model-based system nust be able t o  track ml t ip le  
configurations simultaneously. As further 
information becomes available, the  models mst be 
revised and incorrect representations must be 
elimiMted. 
4.5.3. Data Archiving 
Data archiving is yet another issue. Proper 
interpretation of events requires the system to 
archive data for later use. This is especially 
necessary for detecting gradual changes in system 
performance. Archiving can become extremely 
expensive in memory and obviously not a l l  data can 
be archived. The problem l ies  i n  deciding how 
rmch to archive, haw to  compress it, and how to 
plrge it. 
4.5.4. Environment Modeling 
Modeling the external environment w i l l  be 
necessary for a robust model-based system design. 
Hcwever, the external environment is not nearly a 
straightforward model as the satel l i te  i tself .  
Ideally, the external environment would be 
represented i n  enough detail to resolve 
environmentally induced situations, b u t  not i n  so 
much detail as to unnecessarily complicate the 
system. Early studies have shown the advantage of 
supplementing a mcdel-based system wi th  an expert 
system ( to  heuristically handle anticipated 
situations) and t h i s  w i l l  probably be necessary 
for d e l s  of the environment. 
feasibility against real satell i tes.  I n  t h i s  
f i r s t  phase, a software system capable of doing 
a l l  healtwstatus for three mjor sa te l l i t e  
subsystems w i l l  be developed. In addition, a 
system w i l l  be developed to perform one major 
mission function i n  this  phase. These systems 
w i l l  be tested against existing robust satel l i te  
simulators and evaluated by current operational 
users. The exact designs for satel l i te  autonomy 
are currently being developed, but  several th ings  
have been shown: 
4.6.1. Goal Attainment 
Me perfect software that can totally mimic 
the human expert is not yet i n  sight. However, it 
does a p a r  possible to  achieve most aspects of 
each of the goals described above. In  addition, 
the software developed w i l l  exceed the human 
expert i n  many situations. This occurs because 
the systems are mre  thorough and can reason 
faster than people. Preliminary systems are 
addressing the key problem areas. They have found 
novel solutions to problems and have been able to  
reason about unforeseen situations. 
4.6.2. versus Cmventional Processing 
An autonomous system w i l l  ultifiately use both 
conventional and A I  techniques. The problem is 
large and corrplex, b u t  it still  appears to be 
generally solvable. 
5 .  SUmMry 
The problems with operation and control of 
satell i tes are real, here today, and getting 
wrse. Pdvanced techniques offer unique promise 
i n  t h i s  area. Although these techniques have 
limitations and concerns, they w i l l  go a long way 
toward solving these problems. The RADC Satellite 
Autonomy Program is a challenging program to use 
advanced techniques to develop a self reasoning 
system that can reduce the experts/system ratio 
currently necessary to operate and control 
satell i tes.  
4.6. Status 
Currently, the Satellite Autononiy progran is 
i n  its f i r s t  phase. The three prime contractors 
are being, Ford Aerospace, and TFW. These 
contractors are developing a system to prove t h e  
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GARBAGE COLLECTION CAN BE MADE REAL-TIME AND VERIFIABLE 
James H. Hino 
Integrated Inference Machines, Inc. 
1468 East Katella Avenue 
Anaheim. CA 92805 
ABSTRACT 
An ef f ic ien t  means  of  memory reclamation (also 
known as Garbage Collection) i s  essential for Machine 
In te l l igence  a p p l i c a t i o n s  where  d y n a m i c  s t o r a g e  
allocation i s  desired o r  required. Solutions for real- 
time systems must introduce very small processing 
overhead and must also provide for  the verification of 
the sof tware in  order  to both meet the application 
t ime budgets  and to  verify the correctness of the 
sof tware.  This  paper  proposes  Garbage Collect ion 
techniques for  symbol ic  processing systems which 
may simultaneously meet both real-time requirements 
and ver i f icat ion requirements .  
T h e  proposed memory  reclamation technique takes  
advantage of  the s t rong points of  both the earlier 
Mark and Sweep technique and the more recent Copy 
C o l l e c t i o n  a p p r o a c h e s .  A t  l e a s t  o n e  prac t ica l  
implementa t ion  of  these  new G C  techniques has  
already been developed and tested o n  a very-high 
performance symbolic  computing system. 
Complete GC processing of all generated garbage has 
been demonstrated to require  as l i t t le as a few 
mil l iseconds to perform.  This  speed enables  the 
effect ive operat ion of the GC funct ion as e i ther  a 
background  task  o r  a s  an actual  par t  of the 
application task, itself. 
INTRODUCTION 
Scient is ts  and engineers  may argue over  the true 
na ture  of  in te l l igence ;  whether  it be human o r  
a r t i f i c i a l .  
However, there is little argument that the capture and 
recording of useful  knowledge does  require more 
memory and more s torage  space  than does  the 
numerical or  a lpha-numeric  data entries. 
T h e  p r a c t i c a l  a p p l i c a t i o n  of new M a c h i n e  
Intel l igence technology to today 's  and tomorrow's  
Aerospace and Defense problems has  become ; in  
important strategic issue to all of us. Application 
sof tware programs are ,  therefore ,  becoming larger 
and more complex. 
r e l a t i v e l y  s t r a i g h t - f o r w a r d  r e p r e s e n t a t i o n  o f  
Charles L. Ross 
Integrated Inference Machines, Inc. 
1468 East Katella Avenue 
Anaheim, CA 92805 
W e  mus t  be  c o n c e r n e d  with the h igh-pr ior i ty  
problems of ( I )  developing effective software which 
c a n  per form i t s  t asks  quick ly  enough  to  mee t  
demanding mission requirements;  of ( 2 )  developing 
these programs in  a timely and affordable manner;  
and  of  (3)  ver i fy ing  the  cor rec tness  and  the  
predictability of the final operational programming. 
S imul taneous  so lu t ions  to all of these needs  i s  
extremely challenging. The first priority need must 
be  meet ing the  an t ic ipa ted  mission requi rements .  
T h o s e  r e q u i r e m e n t s  i n c l u d e  the c a p a b i l i t y  o f  
combined appl icat ion sof tware / hardware processor  
systems to produce essential information in  time to 
make cr i t i ca l  d e c i s i o n s  or t o  cont ro l  d y n a m i c  
p r o c e s s e s .  
Rea l - t ime,  knowledge -based  sys tems programs,  in  
particular, must accept a wide variety of types of data, 
inc luding  both  numer ica l  in format ion  and  non-  
numerical  in format ion .  
Non-numerical o r  symbolic  data representat ions can  
easily include data items and associated data values 
which can  vary enormously in  terms of  memory 
storage needs. A considerable waste of available real 
system memory capaci ty  can occur unless dynamic 
memory allocation of variable size memory blocks is 
supported. Several languages including C,  LISP, and 
ADA allow for dynamic allocation and de-allocation of 
m e m o r y .  
For C, this task is left up to the programmer to handle 
as a part of the creation of the application software. 
In LISP, the task has been assigned to the designers of 
the  L I S P  e n v i r o n m e n t  ( i n c l u d e s  the o p e r a t i n g  
system) for a particular processor. This choice has 
off-loaded this demanding task from each individual 
programmer.  Thereby reducing the possibility of 
unanticipated program f laws from this potential error 
s o u r c e .  
I n  the ADA language, the assumption is made that 
e i ther  the appl ica t ion  program or i ts  opera t ing  
s y s t e m  ( o r  b o t h )  may pe r fo rm the  nicniory 
re c I il m a t i o n f ti n c t i on , si nce t h e 
ADA Language Reference Manual does not specify 
that an ADA implrment;ition niusi handle i t .  
(G a r ba ge C o I I e c I ion ) 
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Early experiments  to allow programmers to allocate 
and de-allocate storage in  LISP  was disasterous. It 
proved to be  extremely difficult for  the programmer 
to know when all necessary data items are no longer 
referenced by any system process, program, or  other 
data item. Some of the more intractable problems 
found in  some C programs may be a by-product of the 
rel iance o n  the appl icat ion programmer to program 
this funct ion,  without  leaving an unsuspected trap 
under  cer ta in  p rogram condi t ions .  When  large,  
complex programs are  wri t ten by many individual 
programmers, the risk may substantially increase. 
Some of  the extra power and flexibility of the LISP 
l a n g u a g e  a d d s  to the c rea t ion  of cons iderable  
temporary results in main memory. Much of which is 
quickly no longer  referenced and is, therefore, no 
longer  required.  This  increases  the importance of 
solving the GC problem. If memory is not reclaimed, 
free memory locations will soon become unavailable 
and program execution will stop. 
This paper describes an approach to the design of a 
real-time GC mechanism. The proposed approach was 
demonstrated in the demanding LISP environment. I t  
should be effective for ADA, as well. The performance 
tests were run using an implementation of the design 
for a uniprocessor architecture. The results should be 
appropriate for single processor systems or a system 
consis t ing of  several  individual processors, each of 
wh ich  a r e  running  separa te  appl ica t ion  programs 
which co-operate together to meet a collective series 
of concurrent mission information processing needs. 
The described approach may or may not be directly 
t ransfer rab le  to the des ign  of a mult i -processor  
sys tem,  o r  be opt imum for  such a configurat ion.  
A d d i t i o n a l  o n - g o i n g  research  wi l l  a s s e s s  such  
feasibil i ty and effectiveness. 
STORAGE MANAGEMENT 
Both da ta  and program s ta tements  in LISP  are 
represented in terms of symbol ic  expressions (S- 
expressions). S-expressions often appear as lists of 
items enclosed in parentheses. An S-expression is 
either an "atom", a list of S-expressions, or a "dotted- 
pair" of S-expressions. An atom is either a "numeric 
atom" such as an integer or  a floating point number, 
or  a "literal atom" which is a string of characters 
beginning with a a lphabet ic  letter and containing 
other letters, digits, or  a few other characters. 
Atoms may be put together to form more complicated 
S-expressions using ei ther  a dot ted-pair  construction 
or a list construction. List construction is far more 
common in actual usage of LISP. S-expressions can be 
fur ther  combined with other S-expressions to build 
larger ones. Table I shows examples of a few of the 
various types of symbolic expressions, along with the 
definition of a symbolic expression and a list. 
A fundamental assumption of LISP is that at any point 
i n  a computation process all memory cells (containing 
ei ther  programs o r  da ta )  are reachable  through a 
chain of  pointers from a fixed set of known cells or 
base registers. Garbage Collection approaches must 
deal with the extensive series of re!ationships of data 
and programs which can exilrt at any time. 
ORIGINAL PAGE IS 
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MEMORY RECLAMATION APPROACHES 
The three basic  forms of memory reclamation are 
" M a r k .  and  S w e e p " ,  " C o p y i n g  Col lec t ion" ,  and 
"Dynamic Pools". The following sections will briefly 
discuss  the advantages and disadvantages of each 
approach for  implementing real-time systems. The 
concept of a "workspace" i s  used in these discussions. 
A workspace is the collection of programs and data for 
any application as well as the entire system code. At 
any t ime the workspace may contain unreferencable 
objects which is called "garbage". 
MARK AND SWEEP 
Mark and Sweep is also known as Stop and Collect. 
This  technique requires  that the processor  perform 
successive passes through all of referenced memory. 
A specific data structure might be referenced several 
times. In the first  pass ,  all accessable  objects  are  
marked. Then all marked objects are forwarded. The 
forwarding phase updates  all pointers to their new 
locations. Finally, all marked objects are moved to 
their final destinations. Since objects are copied over 
each other,  the application task may not run while 
the garbage collection is taking place. The collection 
process i s  activiated when there i s  insufficient free 
memory to allocate an object or when requested by 
the a p p l i c a t i o n  (a  f o r c e d  o r  c o m m a n d e d  G C  
p r o c e d u r e ) .  
This process must be performed over all modifiable 
objects .  The process  i s  ver i f iable  in t ime and 
c o r r e c t n e s s  if a f o r c e d  g a r b a g e  c o l l e c t i o n  i s  
commanded at a predictable place in the application 
program. A forced garbage co l lec t ion  i s  of ten 
desireable with this type of collection since the time 
required to collect garbage increases with the amount 
of garbage in the workspace. 
A drawback to the Mark and Sweep technique is that 
the time required for most machines can take many 
seconds or even many minutes. Hardware support for 
garbage collection functions, on even fast machines, 
has  typically still fallen short of the requirements for 
real- t ime appl icat ions.  
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COPYING COLLElXION 
Copying Collect ion i s  a popular  form of memory 
reclamation used by several  L ISP  machines .  A 
copying collector splits memory into two parts, known 
as hemispaces. Accessable objects are copied from one 
hemispace  in to  the o t h e r ,  l eav ing  a forwarding  
pointer  behind in i ts  place. When all  accessable 
objects are copied, the direction of copying reverses. 
The process of changing the direction of copying i s  
called a "hemispace swap". This  method of garbage 
collection can  better approach real-time since it only 
copies a small amount of memory at any given time 
wherein the application program is  stopped. 
A key problem associated with copying collection i s  
tha t  i t  in t roduces  addi t ional  uncertainty in to  the 
appl icat ion processing time. Performance c a n  be 
unpredic tab le  s ince  the  actual  t ime requi red  i s  
dependent upon when a hemispace swap occurs. 
Another  parameter  tha t  affects  the var iabi l i ty  of 
processing time of an application i s  the amount of 
information that i s  being copied between hemispaces. 
This  quantity i s  a function of how much memory is 
being utilized versus how much free memory . exists, 
and is not constant over time. 
The final aspect of copying collection that affects the 
variability of  processing t ime i s  that when an object 
i s  moved, all references to that object must traverse 
an indirect pointer to reach the desired object. 
It i s  general ly  thought  that  a Copying Collect ion 
approach requires  less  overhead than a Mark and 
Sweep technique s ince the Mark and Sweep process 
passes  through memory three times. This  is not 
n e c e s s a r i l y  t r u e .  I t  d e p e n d s  u p o n  t h e  
implementat ion,  and especial ly  the errect ive use or 
tag bits available in a tagged architecture. 
One  final note  of  s ignif icance i s  the amount  of 
memory required to implement  a copying collection 
approach.  S ince  the avai lable  memory must be 
divided into two hemispaces (a "FROM" Space and a 
"TO" Space), i t  can take up  to twice the amount of heap 
memory as other GC approaches. 
DYNAMIC POOLS 
Languages where commands to deal locate  discarded 
memory is required , can use a scheme where there 
exist dynamic pools of allocated and available memory. 
This scheme works well if allocations are of a constant 
size.  If  allocations are of  varying sizes,  memory 
f ragment  at ion e x i  s t s. F ragmen t  a t i  o n  w i 1 I cause  
compaction to be required. The time for compaction is 
a function of how much memory is required and how 
memory is fragmented. The process of searching for 
free memory occurs at each allocation. This makes 
ver i f ica t ion  of  t ime budgets  d i f f i cu l t ,  i f  not 
i m p o s s i b l e .  
A NEW HYBRID APPROACH 
Integrated Inference Machines, Inc. has designed and 
implemented a memory reclamation technique that 
takes advantage of the strong points of the Mark and 
Sweep and Copying Collection approaches. I t  has been 
called the SCORE CC.  SCORE stands for Stop-and- 
Col lec t ,  Opt imiz ing ,  Rea l - t ime,  Ephemeral garbage 
c o l l e c t o r .  
The garbage collector i s  a callable microcode routine 
that i s  invoked by a special  opcode. The collector 
utilizes tag bits associated with a hardware-supported 
tagged architecture machine. Two  bits of the 8-bit tag 
associated with each word in memory i s  used to  
support the G C  function. 
The SCORE garbage collector separates memory into 
"Static Space" and Heap Space. All objects in Static 
Space do not move and the memory they occupy does 
not need to be reclaimed. All new objects are allocated 
from "Free Space" into "Heap Space". Objects in Static 
Space  need not be  read-only,  but when they are  
modified to be a pointer to an object in Heap Space, the 
address of this location must be saved for the garbage 
collection process. Figure 1 shows how memory i s  
p a r t i t i o n e d .  
INFORUATION 
UNAVAILABLE 
T o  begin the Mark Phase of  a garbage collection 
procedure, the list of objects in Static Space is added to 
the "Mark Seed"( the mark  seed i s  typical ly  the 
execution stack as well as  objects required to handle 
asynchronous events  such as  errors  or interrupts).  
This i s  required to ensure that objects in Heap Space 
that are  only  referenced f rom Sta t ic  Space  are  
properly marked. All objects in Heap Space are then 
collected, using a modified Stop and Collect algorithm. 
The mark phase is also modified to stop if an attempt to 
mark an object in Static Space is made. 
The Forwarding Phase operates ,  normally, on Heap 
Space  only.  This  a lgori thm provides  compact ion 
which can make objects move. Therefore, when Heap 
Space is forwarded, the locations in Static Space that 
reference objects  in  Heap Space are forwarded to 
reflect the new location of the object in Heap Space. 
Finally, the Compaction Phase operates normally on 
Heap Space. 
The setting of the boundary between Static and Heap 
Space ,  and the t iming of the garbage col lect ion 
process is a function of the application. The optimal 
par t i t ioning places  unmodif ied objects  and objec ts  
which d o  not contain pointers into Static Space. All 
other objects are placed into Heap Space. 
For real-time applications, the timing of the garbage 
collection is forced by the application program on a 
regular basis. This  collection i s  placed at the end of 
one iteration of the application. This  i s  typically 
where required references to temporary objects is at a 
m i n i m u m .  
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In  order  to  mee t  the requirements  of  real- t ime 
appl ica t ions ,  s p e e d  a s  wel l  a s  ver i f iab i l i ty  of  
performance is required. SCORE memory reclamation 
does not occur in  the background. Repeated timings 
of a n  application, as  well as  the time to reclaim 
garbage i s  repeatable ,  down  to  the number of 
machine cycles. Every run of an application with a 
given environment of data inputs i s  identical to the 
previous and to the next. Memory locations are not 
altered in ways that cannot be reproduced. 
The SCORE GC also can be operated in an emphemeral 
mode. In  this mode, garbage collection is performed 
when a small amount of memory i s  used. As objects 
surv ive  co l lec t ion ,  they move in to  S ta t ic  Space .  
Intermediate spaces can be added with different rates 
of collection to provide additional ephemeral quality. 
PERFORMANCE RESULTS 
A single SCORE GC cycle has a minimum runtime of 
under 2 milliseconds. The SCORE collector requires a 
very small percentage of processing time d o  perform 
i t s  f u n c t i o n s .  A n  average  G C  overhead  of  
approximate ly  f i v e  percent  of  the  appl ica t ion  
runtime is predicted. The average number is useful 
since some tasks may create little or no garbage, while 
others will generate a great deal. 
Of equal importance, the resulting GC overhead for a 
given application i s  measureable and is repeatable. 
Tables  11, 111, and IV show the results of GC tests 
pe r fo rmed  by the  a u t h o r  u s i n g  a very h igh  
p e r f o r m a n c e  s y m b o l i c  c o m p u t e r ,  the  SM45000 
(developed and manufactured by IIM). 
Table  I1 identifies a ser ies  of benchmark programs 
f rom the Gabr ie l  Benchmark  su i te  used f o r  the 
evaluation. The suite contains benchmarks known to 
produce little or no garbage as  well as ones which 
produce a s ign i f icant  amount  of garbage.  The  
benchmarks were timed for conditions of No Garbage 
Collection overhead at all (Table I I ) ,  operation of the 
SCORE GC in real-time mode (Table Il l ) ,  and operation 
of the SCORE GC in the ephemeral mode (Table IV). 
INFORMATION 
UNAVAILABLE 
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CONCLUSION 
T h e  power  and  f lex ib i l i ty  of  d y n a m i c  memory  
allocation and de-allocation can be made a part of 
real- t ime systems.  Memory reclamation (garbage  
col lect ion)  technology has  advanced to  the point  
w h e r e  f a s t ,  p r e d i c t a b l e  m e m o r y  m a n a g e m e n t  
p r o c e s s i n g  c a n  a c c o m o d a t e  these  r e q u i r e m e n t s .  
Ver i f iab i l i ty  of  t h e  resu l t ing  d y n a m i c  memory  
application software does not have to be sacrificed to 
an essentially background processing task which can, 
in turn, alter the dynamic memory states and defy 
r e p e a t a b i l i t y .  
T h e  fu l l  per formance  of  the  technique  makes  
significant use of two of the tag bits within the 8-bit 
tag field associated with each 32-bit word i n  memory. 
The absolute GC processing times can be reduced still 
further by speeding up the symbolic processor, itself. 
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ABSTRACT 
MITRE has been developing a Knowledge-Based Battle 
Management Testbed for  evaluating the viability of 
i n t e g r a t i n g  i n d e p e n d e n t l y - d e v e l o p e d  k n o w l e d g e -  
based decision aids in the Air Force tactical domain. 
The primary goal for  the testbed architecture is to 
permit a new system to be added to a testbed with little 
change to  the system's software. Each system that 
connects to  the testbed network declares that it can 
provide a number of  services to other systems. When 
a system wants to use another system's service, it does 
not address the server  system by name, but instead 
transmits a request to the testbed network asking for 
a particular service to be performed. 
A key component  of  the testbed architecture i s  a 
common database which uses a relational database 
management system. The RDBMS provides a database 
update  not i f icat ion serv ice  to  request ing systems.  
Normally, each system is  expected to monitor  data 
relations of interest to i t .  Alternatively, a system may 
broadcast an announcement message to inform other 
sys tems that  an event  of  potent ia l  interest  has  
o c c u r r e d .  
Current  research is aimed at deal ing with issues 
resul t ing from integrat ion efforts,  such as deal ing 
with potential mismatches of  each system's assump- 
t ions about  the  common  da tabase ,  decent ra l iz ing  
network control, and coordinating multiple agents. 
INTRODUCTION 
In tegra t ing  he te rogcneous  sof tware  sys tems is a 
burgeoning problem, par t icular ly  for the mil i tary.  
Many independent ly-developed systems produced for 
the military are stand-alone decision aids. This paper 
describes an architecture which supports thc integra- 
tion of such command and control (C2)  systems and 
discusses  the required character is t ics  which cnablc  
these systems to coopcra tc  and share  information 
with each other. 
MITRE'S Knowledge-Bascd Battle Managcmcnt Tcstbcci 
has  bccn the vehiclc for performing experimcnts in 
in tegra t ing  knowledge-based systems for  the Rome 
Air  Development  Center  (RADC) [5]. The testbed 
employs a core set of functions which provide control 
m e c h a n i s m s  and open connectivity support ,  c a l l e d  
t h e  k n o w l e d g e - b a s e d  b a t t l e  m a n a g e m e n t  ( K B -  
B A T M A N )  shell. The type of systems for which the 
tes tbed i s  in tended  are  coarse-grained,  l o o s e l y -  
coupled systems. A coarse-grained system has a large 
amount of functionality, and a loosely-coupled system 
has a high level of independence from other  systems; 
such a system does  not  require a great  deal of 
communica t ion  wi th  external agents, and can act 
autonomously most of the time. A primary goal of the 
testbed architecture has been to permit systems to b e 
able to "plug in" dynamically and even be replaceable  
by systems offering similar func t iona l i ty .  
Three realistic Air Force tactical C2 systems operate in 
the current testbed: a mission planner, a s i m u l a t o r ,  
and an intelligence analysis system. The goal of the 
testbed project has been to link these three coarse-  
grained systems using the KB-BATMAN Shell and to 
determine what problems must be addressed to assure 
effective cooperation among them. The principal w a y  
in which these three sys tems are  l inked i s  by 
relaying outputs  f rom one  sys tem,  such as  the 
in te l l igence  analyst ,  to become inputs  to another  
system, such as the mission planner. This concept of 
in tegra t ion  seems  s imple ;  however ,  a var ic ty  of  
issucs  are  involved ,  s o m e  of  which havc been 
addrcsscd during the tcstbcd project. 
The principal issucs that havc been addressed include 
how to control coopcration, how to permit conimonly- 
used information to be used by several systcms, a n d  
how to deal with dilfcrcnt views or representations of 
i n  fo  rni a t i  o n .  
BACKGROUND AND PROBLEMS 
R e l a t e d  R e s e a r c h  
I t  is difficult  to cvaluacc thc c f fcc t ivcncss  of  a 
decision a id  in isol;ltion from other  systcins  with 
which i t  m;iy inicract. Graham dcscrihcs ;I modcl for 
representing thc interaction o f  sys tems wiih their  
cnv i roil i n  cn I, w he re t tic cnv i  ron rncnt is t hc csscnt i  al 
"gluc" through which t l i c  systems intcrlici 141. 
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Graham views the environment as one more system to 
be modeled in a distributed simulation of C2 systems. 
Previous  MITRE work on t h e  AirLand Loosely 
In tegra ted  Exper t  Sys t ems  (ALLIES)  project  [ 11 
involved integrat ing an Army planning system, an 
intelligence analysis system, and a simulation system 
into a s ingle  cooperating environment. Since these 
systems were integrated after each was developed to 
operate  s tand-alone,  the methodology for  integration 
was ad hoc  and communicat ions required several  
different  protocols .  
A be t te r  envi ronment  f o r  deve loping  cooperat ing,  
d i s t r i b u t e d  s y s t e m s  i s  e s s e n t i a l  t o  e n c o u r a g e  
modularity of system design and to provide well- 
defined interfaces among systems. Teknowledge, Inc. 
has been developing ABE for RADC and the Defense 
Advanced Research Projects Agency (DARPA) to meet 
these goals [3]. ABE was not used in the testbed project 
b e c a u s e  i t  was  s t i l l  u n d e r  deve lopmen t  when 
e v a l u a t e d .  
Integrat ion of  heterogeneous decis ion aids  requires  
addressing issues involving the fields of  distributed 
comput ing ,  da tabases ,  networking,  and knowledge-  
based systems, among others. 
D i s t r i b u t e d  C o n t r o l  
In  a n y  d i s t r i b u t e d  e n v i r o n m e n t ,  c o n t r o l  of 
i n t e r s y s t e m  a c t i v i t i e s  m a y  be  c e n t r a l i z e d  o r  
decentral ized,  o r  a hybrid. Centralized control is 
easiest to implement, but also provides a single point 
ef failure,  which would not be desirable  in an 
operat ional  system in most cases .  Decentral ized 
c o n t r o l  r e q u i r e s  fa i r ly  complex  a lgor i thms f o r  
coordination of systems. We use centralized control in 
our  testbed, in part to keep the architecture simple, 
and a l so  to  suppor t  monitor ing of testbed com- 
m u n i c a t i o n s .  
C o m m o n  F u n c t i o n a l i t y  
While heterogeneous software components  should he 
l o o s e l y - c o u p l e d  to  p r e v e n t  e a c h  sys tem f rom 
becoming highly dependent  on other  systems,  there 
still  is a need for shar ing information that is not 
specific to a single system. Two common systems have 
been identified to f u l f i l l  this requirement: a Common 
Database manager  and a Common Knowledge Base 
manager. These two componcnts are considered to be 
integral parts of the KB-BATMAN Shell, although like 
other systems in the testbed, they are modules which 
can be replaced without affecting other systems. 
A relational database management system (RDBMS) is 
used for the Common Database because the functional- 
i t y  of  RDBMSs are fairly standard and implcmen- 
tations are availahlc for a wide variety of computers. 
Most properly-dcsigncd dccision aids should have an 
easily ident i f iable  set of database access funct ions 
which may be rcplaccd with RDBMS funct ions 
accessing a Common Datahasc. 
Whcn a ncw systcm is hcing intcgratcd into thc 
tcstbcd, i t  is important to dctcrrninc how i t  U S C S  a 
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database. One  problem is  to decide which d a t a  
e lements  are of interest to  other  systems in t h e  
testbed, and which data elements are for internal use 
only. A second-order problem is to ascertain how to  
translate data representations into a form that is most 
appropr ia te  for access  by mult iple  systems,  s ince 
different systems may view the same collection of  d a t a  
in d i f fe ren t  ways.  Each  system's  v i ew o f  the  
organizat ion of da ta  must  be  t ransformed to the  
Common Database's actual view. T o  solve this p r o b l e m ,  
the Common Database system must be  able to provide 
an intelligent database viewing mechanism, in which 
a database request from a system may be  translated to 
a combination of select, join, and project o p e r a t i o n s  
in order  to provide the reques ted  v iew.  T h e  
al ternat ive to providing intell igent interfaces is to 
modify the internal structure of a system, which is 
likely to be  an undesirable  option for  large-scale ,  
coarse-grained systems.  
There a re  fur ther  issues resulting f r o m  m u l t i p l e  
access to commonly-used information.  One  system 
may use a different method of representing s o m e  
entity; for example in the testbed, one system u s e s  
latitude and longitude to identify a ground location 
w h e r e a s  a n o t h e r  s y s t e m  u s e s  t h e  u n i v e r s a l  
t ransverse Mercator  coordinate  sys tem.  Also,  one  
system may be interested in greater  precis ion o r  
detail for some data  than needed by another system. 
Interpretat ion of uncertainty qualifications to data is 
likely to be d i f f icu l t  o r  imposs ib le  to  cor re la te  
between systems.  
The Common Knowledge Base includes commonly-  
needed behaviors o r  functionality for the Air  Force 
problem domain.  It can  be  used to  reduce the 
duplication of effort in component systems. It can 
also be used to enforce standard operat ing procedures  
as well as Air Force doctrine. Further work remains 
to be done on the Common Knowledge Base, partic- 
ularly for its potential role as an overall director for a 
suite of ~2 systems. 
I m p a c t  o n  Us ing  E x i s t i n g  S y s t e m s  
An early goal of the testbed project was to address the 
issue of  using existing decision aid systems. It is 
impractical to suggest that any existing system can be 
easi ly  adapted  f o r  in tegra t ion  in to  o u r  tes thed 
architecture. Systems which were not designed with 
integrat ion in mind arc  espec ia l ly  l ikely to be 
difficult to adapt. It may he more cost-effective and 
reliable to r e implemen t  a system to fit the architec- 
ture than to patch existing software. 
THE KB-BATMAN SHELL ARCHITECTURE 
M e s s a g e  P a s s i n g  
Tcsthcd components communicate with each other by 
scnding messages. Thrcc types of messages are used: 
a requcst, a reply, and a notification. A requcst 
corresponds to a the concept of  remote procedure call 
from distributed computing. A reply contains data in 
rcsponsc to a rcqucst. A notification is an an-  
nounccmcnt  which docs  not imply  that a rcply is 
c x p c c t e d .  
BRiGlfJAL. PAGE %S 
OF POOR QUAIPPI  
A Component System 
Figure 1 
P r o c e s s e s  
Multiple processes are involved in the KB-BATM A N 
shell concept. The following types of processes are 
used 
- .. 
in the- testbed: 
The Router  
(onc process)  
Testbed Connection Monitor 
(one  process)  
Routcr  Interfaces (RIs)  
(one per hosted system) 
System Interfaces (SIs) 
(one per hosted systcm) 
System Executors 
(one per active rcqucst execution) 
Figurc 1 shows thc intcrrclat ionships  among thcse 
p r o c c s s e s  
T h c  R o u t e r  s u p p o r t s  c c n t r a l i z e d  c o n t r o l  of 
communications among hosted systcms. All messagcs 
pass through the Routcr. Figurc 2 depicts the star 
nctwork of s y s t c m s  communica t ing  through the 
R o u t c r .  
A Routcr  IntcrPacc and System Interface togcthcr  
form thc communications intcrfacc bctwccn a system 
and the Router. Thc intcrfacc consists of two parts 
bccausc thc system may cxccutc  on a different  
computcr  than the Routcr .  A systcm's  RI proccss 
cxccutcs on the samc machinc as thc Routcr; the SI 
process can opcratc on any computcr, but typically is 
associatcd with a machinc rcprcscnling thc hostcd 
system. (A hostcd systcm itself may opcratc  on 
multiplc computcrs) .  Proccsscs on both computers 
nccd IO poll for mcssagc arrival Prom ci thcr  sidc. 
cithcr from the systcm o r  thc Routcr. 
The Testbed Connection Monitor operates on the same 
computer  as the Router. I ts  purpose is to handle  
requests from systems o n  other machines to connect 
themselves into the testbed. The Connection Monitor 
asks the Router process to create an RI for the system. 
The RI and SI  then will open the necessary network 
connections to support message passing. 
Through its SI, each system declares to the Router the 
services it can perform upon request. For example, 
the Common Database system advertises that it will 
service database access  and database update notifi- 
cation requests. In addition, "declare services" is a 
built-in service handled by the Router. 
When a system's SI receives a request for one of its 
services  from another  system via the Router ,  i t  
executes  tha t  request  by evalua t ing  a func t ion  
asynchronous ly  in a s e p a r a t e  Sys t em E x e c u t o r  
process. In other words, the service request can be in 
execution while the S I  continues to poll for further 
messagcs; in fact, multiple service requests can be in 
exccution, each in a separate System Executor process. 
The Router's role is to maintain a "yellow pages" of  all 
declarcd services. It is possible that a service can be 
performed by more than one system. Whcn a system 
rcqucsts an external service, its SI sends the request 
to its RI which relays i t  to the Router. The Router 
dc tc rmines  which system is  most  appropriate  to  
pcrform the service by selccting onc from the set of 
all dcclared servers. (In the present implementation, 
no cri teria are  applied for sclect ing from mult iple  
servers. Cri ter ia  might  include speed of  response, 
accuracy of response, currency of data, etc.) The  
servicc requester does not address its request to a 
par t icular  system; in Pact, the rcqucster  docs not 
know what systcm, i f  any, will pcrform a scrvice. It is 
possiblc that a servicc is not supported, in which casc 
thc Routcr scnds an error indication as a rcply to the 
rcqucsicr. The  Routcr currcntly docs not interpret 
the contcnts of mcssagcs. 
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A System Executor process i s  created by an SI to 
perform a requested service. The System Executor can 
be considered to be performing the service in the 
context of the SI'S system since it has access to any 
functions and data of that system. System Executors 
are  implemented as reusable process resources on a 
LISP machine, so after one completes the servicing of 
a request i t  becomes eligible for reuse. 
Consider  a s i tuat ion in which a service handl ing 
system does not respond to a service request in a 
timely fashion, either due to system failure or because 
it  is busy doing other things. The requesting system 
would wait a long time or even forever unless it is 
designed to monitor for replies and eventually time 
out .  In general ,  it is preferable  for dis t r ibuted 
systems to be da ta -dr iven ,  responding to changes 
introduced by external sources (such as other systems 
or an opera tor ) ,  ra ther  than func t ion-dr iven ,  in 
which the system asks another system to perform a 
function and then waits for a response. A data-driven 
system is easier to coordinate with other systems than 
a function-driven one because i t  is reactive rather 
than dependent .  Nevertheless ,  funct ion-driven or  
servicc-oriented systcms are necessary for a varicty 
of general-purpose common funct ions that multiple 
systems may need to use, such as accessing the 
Common Database and using resource managers. 
I n p u t  Ports 
Whcn a message is transmitted from one tcstbcd 
process to another, i t  is stored in a process' input port. 
Each process other  than System Executors has one 
input port, and the process may read mcssagcs from 
the input port in any ordcr  i t  chooscs. Prcscntly, 
most processes read and process all messages i n  a 
first-in, first-out (FIFO) manncr. Ifowcvcr, a Systcm 
Executor process scans thc contcnts of thc i n p u t  port 
2 
of its currently associated SI for whichever replies it 
is expecting. A System Executor does not process any 
request messages, and the System Interface does not 
process any reply messages.  Each process which 
monitors a network connection for input will copy 
network input  messages  into ' i t s  input  port for  
subsequent  process ing .  
TAC-2 APPLICATION SYSTEMS 
TAC-2 is the name of thc version of  the testbed which 
incorporates  three realistic knowledge-bascd systems 
in the Air Force tactical domain: a mission planning 
system. an intelligence analysis system, and a simula- 
tion system. These three systems were developed by 
t h r e e  d i f f e r e n t  g r o u p s  of people  a t  d i f f e r e n t  
locat ions.  One,  the planning system. was undcr  
dcvelopment prior to the initiation of TAC-2. whereas 
the other two were developed expressly for use with 
TAC-2. 
Thc planning system uscd i n  TAC-2 is the Air Force 
Miss ion  Planning  sys tcm ( A M P S ) ,  which is a 
successor to the KNOBS Replanning Systcm (KRS) [ 2 ]  
which in turn was a succcssor to the Knowlcdgc Bascd 
Systcm (KNOBS).  All of thcsc systems have been 
developed by the MITRE-Bcdford Artificial  Intcl-  
ligence Tcchnical Ccntcr indcpcndcntly of thc TAC-2 
crfort underway a1 the MITRE-Washington Artificial 
Intelligcncc Technical Ccntcr. The concepts cnibod- 
ied in KRS have also led to thc current dcvclopnient of 
TEMPLAR for use as a opcrational systcni by the A i r  
F o r c e .  
AMPS was dcvclopcd as a stand-alone sysicm. and 
nonc o r  the AMPS soI'[warc was dcvclopcd f o r  usc in 
TAC-7,. t lowcvcr ,  one component o f  AMPS, iis rel- 
alional database nianagcnicnt systcm. was adapted f o r  
use as part of TAC-?'s Coninion Dalabasc sysicm. A 
n u m h c r  o f  CnhanccnicnIs wcIc mad< 10 [lie DOMS i n  
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order to support simple methods for  remote access and 
update notification. The Common Database system is 
used to manage data for all component systems in TAC- 
2.  
T h e  in te l l igence  sys tem in TAC-2,  INTEL,  was  
developed by the same staff at MITRE-Washington that 
developed TAC-2 and therefore was easiest to adapt to 
the conventions required for  inclusion in the TAC-2 
t e s tbed .  
The simulation system in TAC-2, SIMULATOR, was 
developed by staff  at the Rome Air  Development 
Center. SIMULATOR was designed to work with TAC-2, 
but included some differences with the other systems 
in assumptions about data. For example, SIMULATOR 
assumes  that location da ta  is given in universal  
t r ansve r se  M e r c a t o r  coord ina te s  whereas  A M P S  
as sumes  tha t  l oca t ion  da ta  a re  g iven  a s  la t i -  
tude/longitude pairs .  T h e  transformation between 
the two location representations is complex. How can 
systems cooperate if they have differences like this? 
An intelligent interface to the Common Database must 
transparently supply the correct data to each system. 
These three domain systcms cooperate by reading and 
writing data to the Common Database. AMPS plans 
of fens ive  counter -a i r  (OCA) missions automatically 
based on  target and other data present in the Common 
Database, built-in planning constraints, and optional 
user inputs.  T h e  Simulator simulates flying these 
missions, assessing bomb damage to the targets and 
loss of aircraft due to surface-to-air missiles (SAMs). 
The  INTEL system priorit izes targets for bombing 
mis s ions .  
All TAC-2 component systems and support software 
are written in LISP (both Common LISP and ZETALISP) 
and run on  Symbolics LISP machines. INTEL and 
SIMULATOR opera te  in the latest  version of  the 
operating system software, whereas AMPS executes in 
an earlier version. The K B - B A T M A N  shell  software 
and the Common Database system software operate in 
both  v e r s i o n s ,  u s i n g  t h e  s a m e  source  code .  
Communica t ions  be tween  LISP  machines employs  
gener ic  ne tworking  sof tware ,  and can use ei ther  
TCP/IP or Chaosnet protocols for  transmission of 
messages between a systcni and the K B - B A T M  A N 
Router.  TAC-2 can operate on as many as five 
computers, with each of the Router, Common Database, 
AMPS, INTEL, and SIMULATOR on a scparate cornputcr; 
or as few as two, with AMPS on one computcr and the 
others all on  another computer. 
SUMMARY AND CONCLUSIONS 
The  KB-BATM AN Shcll  architecture providcs support  
for  d c - 
cision aids.  The  most important aspcct o f  thc 
architccture is thc emphasis on maintaining indcpcn- 
dcncc  of sys tems.  Indcpendcnt sys tems can bc 
considcrcd more managcablc and robust than systems 
that rcly on o thcr  sys tcms for control dircctivcs.  
Indcpcndcnce  is  encouragcd  through thc use o f  
intersystem mcssagcs  which arc not addrcsscd  to 
spcc i f ic  sys tems.  Ins tead ,  nicssagcs arc  c i thcr  
in tegra t ing  c o a r s c  - g r a i n cd know I c d gc - b a sc  d 
service-oriented, to be relayed by a Router to a system 
which supports the service,  or broadcast  into the 
envi ronment  for all systcms to examine. A message 
may be nothing more than a piece of data in a shared 
Common Database,  in which case system control is  
totally data-driven. 
Another key aspect of  the architecture is the use of 
in te l l igent  interfaces to  systems. Intelligent inter-  
faces can be used to adapt data from the external 
e n v i r o n m e n t  (e.g., the Common Database) to be in a 
form su i t ab le  f o r  in te rna l  sys tem use. These  
interfaces may need to employ knowle d g e - b a s e  d 
techniques  fo r  transforming data from a c o m m o n  
rep resen ta t ion  to a specialized one  used within the 
system. If necessary, an interface can interact with 
the envi ronment  and o the r  sys tems in o rde r  t o  
support its system's needs. 
Further work is required to address issue areas such 
as decentralizing control away from a single Routcr 
and supporting componcnt  connectivit ics o ther  than 
a star nctwork. The Routcr nceds to be  extended to 
permit servers to provide qualifications for  provid ing  
a service, and on the other end, to permit servers to 
be able to preview a request to de te rmine  whcthcr i t  
is intcrested in servicing it. The la t ter  improvemen t  
would be necessary for a totally decentralized control 
mechanism such as contract nets, in which  s y s t e m s  
bid on service requests. 
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Abstract 
Expert systems can be used to govern the intelli- 
cent control of vehicles, for example the Robotic Air Vehi- 
:le (RAV) which is currently a research project a t  the Air 
Force Avionics Laboratory. Due to the nature of the RAV 
system the associated expert system needs to perform in a 
demanding real-time environment. The use of a parallel 
processing capability to support the associated expert sys- 
tem’s computational requirement is critical in this applica- 
tion. Thus, algorithms for parallel real-time expert sys- 
tems must be designed, analyzed and synthesized. The de- 
sign process incorporates a consideration of the rule-set/ 
face-set size along with representation issues. These is- 
sues are looked at  in reference to information movement 
and various inference mechanisms. Also, examined is the 
process involved with transporting the RAV expert system 
functions from the TI Explorer, where they are imple- 
mented in the Automated Reasoning Tool (ART), to the 
iPSC Hypercube, where the system is synthesized using 
Concurrent Common LISP (CCLISP). The transformation 
process for the ART to CCLISP conversion is described. 
The performance characteristics of the parallel implemen- 
tation of these expert systems on the iPSC Hypercube are 
compared to the TI Explorer implementation. 
Introduction 
Artificial Intelligence (AI) is concerned with the 
designing of computer systems tha t  exhibit intelligent 
characteristics of human behavior. These methods are 
used irhen other direct approaches start to deteriorate due 
to a lack of generality of solution. Examples of such be- 
ha\.ior include language understanding, reasoning, and 
problem solving (Barr and Feigenbaum, 1981). These 
problems are  studied in AI by using a computational 
model. Many computational models exist for AI problems. 
A computational model is a formalism used to describe a 
method of solution. These models present different ways 
to represent the problem domain. Examples of these mod- 
els include production systems, wniantic networks, frames, 
and logic (Fischler and Firschcin. 1987). 
A specializaed area of AI called expert systems 
de~.elopment has had considerable success with a multi- 
tude of applications. Many applications use production 
s)’stems or rule-based system structures employing com- 
mercial expert system shells. These structures apply heu- 
ristics to solving the problem along with algorithmic meth- 
* Research supported by thc Air Force Wright 
Aeronautical Laboratories and the Strategic 
Defense I ni t i  a t  i \,e. 
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ods. The success of these expert systems is directly related 
to the quantity and quality of the associated knowledge 
base (rules and facts). 
Real-time applications exist that involve “hard” 
problems that currently defy generic algorithmic ap- 
proaches. Thus, problem solving paradigms from Artificial 
Intelligence (AI) are being applied to these applications 
using expert system structures. Due to the computational 
complexity, however, these approaches have poor com- 
puter performance characteristics (Gupta, 1986). Parallel 
processing seems to offer a possibility to improve expert 
system computational performance for hard real-time 
problems. 
Parallel processing is the use of more than one 
processing element to compute the solution to a problem. 
By using more processing elements, it is hoped that the 
time to solve the problem is reduced over the time to solve 
the problem on a single processor. There are several ways 
to achieve performance improvements in computer sys- 
tems besides parallel architectures: faster hardware tech- 
nology, improved serial architectures, better algorithms 
and code optimization. There are several reasons, how- 
ever, for looking toward parallel architectures. First, paral- 
lel architectures can evolve as fast as  hardware technolo- 
gies become available. Second, many problems associated 
with AI are computationally “hard” (exponential time-or- 
der) or NP-complete. If a problem is NP-complete, this 
implies that time-order improvements in solution algo- 
rithms are unlikely due to many years of computational 
studies (Aho, Hopcroft, and Ullman, 1974). It should be 
noted that parallelism can not produce olynomial time 
solutions to exponential time problems &orman, 1985). 
But, it is possible to improve the constant term of the time 
complexity. Also, the exponential time bound is often 
times worst case. In AI problems, the use of heuristics can 
reduce the time complexity of state space searches in spe- 
cific applications. Third, some problems seem to lend 
themselves to parallel solutions because the problems de- 
compose easily into independent, computationally equiva- 
lent pieces. Production systems, for  example, seem to fall 
into this category because of the large number of rules that 
must be matched during each production cycle. 
This paper discusses real-time processing with 
application to the Robotic Air Vehicle (RAV) expert sys- 
tems. Consideration is given to parallel search algorithms 
and associated knowledge-based structures in the design 
and implementation of a parallel processing expert sys- 
tem. Experimental and theoretical results are presented. 
Real-Time Processing 
There are  several important issues in the analy- 
sis and design of real-time computer applications. One of 
‘9 
the important characteristics is the critical nature of the 
system execution speed in reference to external events. 
This can be viewed in terms of the response time of the 
system to a particular input. For a real-time system, “the 
time needed to make a calculation has to be less than the 
time from when the need for the calculation is recognized 
until the time when the response is needed to take action” 
(Norman, 1985). This can vary with the system, but the 
time is generally relatively small. Relatively small is defi- 
nitely less than a second and often in the milliseconds or  
less (Ward and Mellor, 1985). 
Another critical characteristic is limited mem- 
ory capacity. Real-time softivare typically needs to run in 
a n  environment where the size of the program can become 
a problem. A third consideration is the correctness and 
integrity of real-time software. The system needs to run 
correctly and without failure a high percentage of the time 
(h’ard and Mellor, 1985). These represent the most critical 
issues dealing with real-time systems. In addition, real- 
time expert systems must also focus on efficient memory 
interfacing, integration with specific application software 
processes, efficient inferencing mechanisms, and external 
temporal commands and events. 
The problem with a real-time system on a serial 
architecture is that the execution time and space require- 
ments are relatively fixed for a given operation. A desir- 
able feature of a real-time system would be a variable 
time and space performance based on the need. With par- 
allel architectures this could be possible. If a problem 
needed a faster solution based on the time requirement, 
then more processors could be added to produce the ap- 
propriate speedup. This could only be done if the speedup 
were predictable. 
The need for production systems lvithin real- 
time systems is growing. With parallel processing of pro- 
duction systems, the execution speed is increasing. For 
real-time systems this speedup needs to be predictable, so 
that at  any given moment more processors can be brought 
to bear on a problem to decrease the coefficient of the 
time complexity of the solution. 
An example of a real-time application, which is 
a current research project at  the Air Force Avionics Labo- 
ratory, is the Robotic Air Vehicle (RAV). It is an  air vehi- 
cle with the capability of autonomous flight operation. 
This vehicle needs the capability for the “intelligent” con- 
trol of an  air vehicle, the capability to plan and replan 
missions, and the capability to access flight data on vari- 
ous geographical locations (airbases, airports, cities, etc). 
By “intelligent” it is meant that the system can react to 
conditions rather than f ly  on a rigid preprogrammed flight 
path. A diagram of the system can be seen in Figure 1. 
This system is a n  example of hierarchical control which 
may permit real-time performance due to its decomposi- 
tional structure. This is also known as meta-level expert 
s)’steni organization. Thus, the course granularity of the 
niultple expert system frameivork provides yet another 
source of parallelism. 
This study focuses on the “intelligent” flight 
control components of the system. This component was 
selected for the feasibility study due to its reliance on pro- 
duction systems and its maturity in relation to the entire 
research project (Shakley, 1987a). The control of the vehi- 
cle can be thought of as a search through a finite state- 
space over a time period of the vehicle’s operation. The 
problem of intelligent control of a robot is a control-type 
NP-complete problem that is best suited to be solved by a 
production system in real-time. Therefore, this system 
makes a n  excellent tool for the study of parallel AI search 
techniques for real-time applications. 
The RAV system is an  example of a n  intelligent 
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Figure 1. RAV System Diagram. 
(McNulty, 1987: 1327). 
real-time robotic control system implemented using a n  ex- 
pert or production system (McNulty, 1987). The purpose 
of this investigation is to try to increase the performance 
of the expert system by reanalysis, redesign and 
reimplementation of the system on appropriate parallel ar- 
chitectures. The hypothesis of this study is that the per- 
formance of the RAV expert system can be improved in a 
predictable and linear manner. 
This research is also intended to be a feasibility 
study of the various issues involved with implementing a 
parallel expert system. These include implementing an  ex- 
pert system written in Automated Reasoning Tool (ART) 
on a TI Explorer and on the iPSC Hypercube using Con- 
current Common LISP (CCLISP). ART is a knowledge en- 
rineering language used in the development of expert sys- 
;ems. CCLISP is a dialect of Gold’s Common LISP that 
has been enhanced to allow for message passing on the 
iPSC Hypercube. LISP was chosen since it was available 
on both the TI Explorer and iPSC Hypercube making the 
transportation of the code from one machine to the other 
easier. This study is most interested in examining the exe- 
cution speed of real-time systems that use production sys- 
tem structures. Achieving execution “speedup” rests on 
the use of parallel algorithms. The results are not intended 
to specify final real-time execution times, but rather pre- 
sent an analysis of speedup possibility due to parallel proc- 
essing of production systems. 
The current knolvledge base for the RAV has 
been obtained from TI through the Air Force Avionics 
Laboratory. This includes a basic demonstration routine. 
Portions of this demonstration are used to exercise the sys- 
tem. The control for the expert system is developed using 
the basic principles of production system control for an 
inference engine. The current RAV software uses the 
Automated Reasoning Tool (ART) as the inference engine 
(PrlcNulty, 1987). ART can not be used with the parallel 
en\.ironnient since i t  is not available for the iPSC Hyper- 
cube. The inference engine is implemented on the TI Ex- 
plorer Lisp machines where it can be tested against the 
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knoivledge base and the rule execution timing results can 
be compared to the ART ir.ference engine. The parallel 
expert systcni i s  impleme!lted 03 the Intel iPSC Hypercube 
with up to 31 p:oces:ing t=.Icmcr.ts ( E s )  to explore larp,er 
degrees of paralklisni. 
Parallel Search 
‘The advent of parallel computer architectures 
have address-d tiiz possibility of faster execution of many 
computer applications. Paral!el architectures have brought 
about new proS!err.s as well as the old in terms of software 
analysis and ciesign. For an  application to be implemented 
on parallel architecture, a way must be found to decom- 
pose the prabkm into component parts. Several important 
issues are concerned with this decomposition. First, the 
work must be distributed as evenly as possible for an  equi- 
table load balancing. Second, the communication between 
the pieces need: to be kept to a minimum. This is to re- 
duce the cominciication overhead associated with the vari- 
ous processore communicating with each other. However, 
when this communication occurs, the processors need to 
be synchronized with respect to each other. This is to pre- 
vent problems with updating shared variables that can pro- 
duce erroneous or  unpredictable results. Proper synchroni- 
zation also prevents the occurrence of deadlock between 
processor: (Ishida and Stolfo, 1985). 
Speedup is the most common performance 
measvrement (metric) in parallel computing. This is the 
ratio of the run time of the concurrent software running on 
n nodes over the the run time of the best serial solution. 
An application is said to be “perfectly parallel” or have a 
linear speedup if this ratio is n. Often the speedup ap- 
proaches the linear speedup, but does not reach it due to 
the communications overhead between the processing ele- 
ments (Gupta, 1986). Although rare, speedups have been 
observed greater than n. This is called super linear speedup. 
At first this seems to be absurd, but upon further study it 
does seem reasonable. Super linear speedup usually oc- 
curs when the application is so large on a serial system 
that certain overheads are incurred, but when placed on 
many processors none of the pieces is large enough to in- 
cur the same overhead. Thus super linear speedup is ob- 
served(Kornfeld, 1981). In addition, there is usually a 
point at which the addition of more processors does not 
improve the speedup (Gupta, 1986). 
Communications overhead is a large concern is 
parallel computing. Communication takes several forms. 
The first is the Lime to set the job up on the parallel system 
or  the time f3 distribute the work. The seccnd involves the 
time needed io collect the results of the jcb. The third is 
the communication needed between the processors during 
the running of the job. An important measiirement is the 
time a processor is communicating versus processing. This 
measurement along with the setup time and cleanup time 
gives a good indication of the overhead associated with the 
parallel process. 
Load balancing is another important criteria for 
parallel computing. This is the percentage of the total 
processor power that is used during the job. A perfect load 
balance would be one in which all the processors are busy 
all the time. This perfect balance is im?sossible due to two 
factors. First, &pending on  the connect.ior. network fqr the 
processors, setup and cleanup processer: Frovidn f3r times 
when not a!! the processors are busy. Second, ’ihtre is usu- 
ally some frar t im of the job that is inhertiltly sc~ial. This 
part of the job has to be performed on one yoczvsor while 
the other prxessors  are idle. These two factor; r re  innate 
to the problem. Poor Icad ba!e?+ig C P G  z!:o be designed 
into a problem due to ‘F imprope. drcocposition. This bal- 
ancing can occur in two ways, either static or  dynamic. 
D) namic load balancing i \  ail;ipting thc load to the current 
state of processing. This is a dit t icult task cluc to the addi- 
tion o\crliead incurred a d  the mcta-levcl control needed. 
Several ct!ic,r pei.forniance measurements are 
ncedecl to baseline ii prodiirtion system. These include 1 )  
the number of productions or  rules, 2) the number of 
\\.orking niemory elements or  facts, 3) the composition of 
the rules \vhich includes the number of clauses in the LHS 
and KHS of the rsle, and 4)  the average nLmber of rules 
eligible to be se!ectea 3n 2 +\.en cycle. Tkrse are but a 
few basic compr,r?-;n;s, c,ther characteristics der?*nd on the 
q’steni and iqrerence engine being examined. 
Since production systems are a type of search, 
parallel decolnposition techniques for search problems can 
be applied to production systems. So, production systems 
can be decomposed along the control functions like a 
branch-and-bound or i t  can be decomposed by its data. In 
the case of a production system the data can be thought of 
as t\vo parts (Figure 2). The first part is t k  facts or  the 
bvorking memory (WM). Although the wcrking memory 
can have several meanings in this context i t  reiers to the 
initial facts and axioms as well as the facts 8dded due to 
the firing of rules. The second part is the rules or the pro- 
duction memory (PM). These two parts are not always dis- 
tinct, but can overlap. For example, the result of a rule 
could be the addition of a new rule. The reasons for mak- 
ing the distinction in the types of data is that in some cases 
i t  is much easier to decompose the rules than it is to de- 
compose the facts. The latter requires C:?:a dependencies 
to be worked out while the former requires less restrictive 
decomposition considerations. 
As described earlier the concurrr ncy available 
in decomposing the functions is limited. This is Fe:lic*Aar 
true for production systems where o w  90% df the rime is 
spent in the match function (Gupta, 198f).  So th? main 
emphasis is placed on the decomposition of the data. The 
methods for implementing a production system tend to 
center around ways to decompose the rules (PM) and the 
facts (WM). This has lead to several algorithms to accom- 
plish this decomposition and their placement on separate 
processors. Examples include a Full Distribution of Rules, 
the Original DADO, Miranker’s TREAT, and Fine Grain 
RETE (Shakley, 1987a). These algorithms are generally a t  
the level where the underlying inference engine structure is 
unimportant. The methods are more concerned with the 
dependencies of the rules on each other and the facts 
(WM). The initial prototype knowledge structure consisted 
of a frame-based data structure of facts and a list struc- 
ture of rules. The impact of this selection is analyzed in a 
subsequent section. 
r 
Product 
6 
Production System 
Rules Facts and Axioms 
Figure 2.  Production System Components. I 
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The main striictiir~' of the piloting conlrol is a 
Li!crcd series of t\vo expert s!steiiis. Eicli ris::ei-t system 
1i;i s sc \.e ra i 50 mpo lie ii t s n rg n ii i zcd by f i i  nc t i o n3 I i ty (Fig LI re 
3 ) .  These crniponents provide a source of data independ- 
ence of rille, and \vrir!-.ing memory. The syste.71 contains 
311 "average cize" production ami \\orking memory. The 
s!-steni Cont3i:iS over 350 rules. The working memory con- 
sists of schemata uhich are frame-like structures. Each 
frame contains slots that hold the indi-ridual facts. There 
are approsima'ely 160 schemata. The average number of 
slots per frame is approximately ten, therefore the total 
number of facts i s  cbout five times the number of rules. 
The requirement for a n  inference engine is to 
perform the basic production system cycle: match, select, 
and act. [This cycle is embodies the resolution process 
(Kilsson, 19SO).] This inference engine softivare should be 
able to match the rules of the RAV expert system with the 
facts in \\orking memory. I t  should select one of these 
rules and add the results of the RHS of the selected rule to 
the \\orking memory. 
The current RAV system implemented on the TI 
Explorer uses the Automated Reasoning Tool (ART) for 
this process. The lack of availability of ART on the iPSC 
Hypercube reqiiirer that ancther control procers imple- 
mentation be rievelqped. However, the new irnpl, -menta- 
tion should be cxnpatible nith the ART rules and working 
memory structure. 
ART is a very complex and extensive tool. To 
try to rebuild the generic ART system on the hypercube 
would require a prohibitive development time. Therefore, 
simplicity of design is a critical component. The new con- 
trol process should only provide the functionality of ART 
that the RAV requires. 
The previous designed inference engine was 
modified for parallel implementation. The algorithm for 
the parallel design is presented in Figure 4. The actual 
change in the design to the seria! inference cngine is 
small. The changes occur in the select and act phase. Each 
processing element (PE) or node of the parsllel design 
needs to report the rule selection to the system. The PE 
then has to coordinate with the system in order to act to 
update the working memory. Three alternative.: seem ap- 
propriate: a star, a binary tree, or  a ;panning tree. With 
the star, one node acts as the central point with all other 
nodes communicating with that node. This would require 
longer than nearest neighbor communication or one node 
hops. The binary tree can be implemented with nearest 
neighbor communication, but only on higher dimension 
cubes. The spanning tree (Figure 5 )  offers the appropriate 
functionality with nearest neighbor communication. A rule 
selected on node 14 would be sent ta node 6. At pode 6, 
this received rule would be added to the agenda and node 
6 would select a rule. This continues up the tree until node 
0 receives all the selected rules from its children. It then 
selects a n  overall rule and passes it down the tree to all its 
children. Each child then passes the selected rule to its 
children until all nodes receive the selected rule for firing. 
The communication network for the flow of information is 
designed as 2 spanning tree. The reason for this type of 
tree is becaus? it preserves nearest neighboi connections 
and :he height of the tree is the logarithm base 2 of p 
uhere p is the number of PES. A node only communicates 
wit\ other nodes a distance of one away and the length of 
a path from the bottom of the tree to the top is the dimen- 
sion of the cube. 
The oa!y design aspect remaining is the method- 
ology of placing rules of the RAV production system com- 
ponents on the parallel system's PES. The first design to 
place the rules on the PES, decomposed the rules by com- 
RAV Components 
PES VCES 
Autopilot Airwork 
Commnav Airwork-New 
Departures Autopilot 
Hold-Arc Elevation 
Ir: tercepts Heading 
Intercepts-New Speedbrake 
Landings Throttle 
Mission 
Recover 
Takeoffs 
Targrts 
Targe t-All 
Figure 3. RAV Components. 
1. Initialize: Place a copy of the simple inference engine 
on each PE. Place a copy of WM on each PE. Place a 
subset of the PM on each PE. 
2.  Repeat until done; 
3 .  Match and select on each PE. 
4 .  Report selection up tree. 
5 .  Overall selection made at  root node. 
6 .  Broadcast WM change to all PES. 
7. end repeat; 
Figure 4 .  Parallel Inference Engine Algorithm. 
ponent on the different PES. This was unsatisfactory since 
this produced an  uneven load balance. Therefore, a more 
appropriate decomposition of the rules was to equally dis- 
tribute the rules to the various PES (Figure 6) . 
Low-Level Design & Implementation 
The parallel inference engine was implemented 
in CCLISP on the iPSC Hypercube. Since the serial infer- 
ence engine was implemented on the TI Explorer using 
Common Lisp the changes needed due to language differ- 
ences were minimal. CCLISP (Broekhuysen, 1987b) was 
not as extensive as Common Lisp on the TI Explorer (Ex- 
plorer, 1985). For example, CCLISP did not support CAD- 
DDR, but this was easily changed. The language issues 
simply did not provide a major obstacle. There was, how- 
ever, major effort involved in implementing a parallel in- 
ference engine. This centered around the communication 
betbveen nodes. 
The parallel design of the inference engine re- 
quired that the selected rule frcm all the nodes be col- 
lected a t  one node for the final selection, and then that 
selection needs to be passed to all the other nodes. This is 
accomplished with a spanning tree. 
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Figure 5 .  Spanning Tree Connections. 
(Brandenburg and Scoit, 1986). 
n Inference Engine 
I Figure 6 .  Rule Distribution. I 
The algorithms for determining the parent and 
children nodes of the tree dependencies uses a logical “or” 
of the binary node numbers. This was difficL!: tL‘ imple- 
ment in LISP, so a tatie look-up was used. This proved to 
be very simply and efficient, but somewhat inflexible since 
only node zero can be used as the root node. 
The message passing within CCLiSP presented 
some problems. There were several ways to pass mes- 
sages. They ranged from low level message passing to high 
level fast loading (FASL) node streams. The low level 
message passing required that the length of the message 
length be known. This proved to be a major limitation, 
given that the messages to be passed would be variable 
length rules. Therefore, the high level FASL node streams 
were selected for their abstraction. These streams did pro- 
vide a problem. There was no defined way to d:, a receive- 
lvait. This allows a process to enter receive m c k  cnti! 9 
message is received. This process is very convenis t  for 
synchronizing nodes. This functior. k d  to be bui!: s k : g  2 
loop doing repeated receives until a message was receiyea 
from another node. One other note concerning this proc- 
ess. The documented function ’listen’ was not imple- 
mented (Broekhuysen, 1987b). This would have provided a 
method to test the message buffer for an incoming mes- 
sage without actually doing a read. 
The changes to the actual serial inference en- 
pine \Yere small and confined to a small number of mod- 
ules. The first module had to be changed to provide the 
proper termination test. This is important to insure that the 
individual nodes terminated only when no overall rule was 
available, not just when the node found no matches. The 
other module had to be changed to incorporate the com- 
munications with the other nodes. Severa! other routines 
ivere needed to assist this latter module to makc the com- 
mu ti ica t ion. 
The RAV system consisted of the original com- 
ponents of the W.V expert system designed by TI. In its 
original form i t  consisted of a series of plans, needs, and 
schemata which was a higher level abstraction than the 
ART rules (McNulty, 1987). The plans and needs were 
then “compiled” into ART rules for execution using soft- 
\Yare developed by TI (Lystad, 1987). The only way to get 
the schemata and rules from the RAV Plans m d  Needs 
\vas to compile them into files rather than into the ART 
system. From there, the rules and schemata ar? then trans- 
formed into a format that the serial and eventually the 
parallel inference engine could accept. This transformation 
was partially automated with a routine and further trans- 
formed by hand to come up with the final format compat- 
ible with the implemented inference engine. The total 
translation was not done programmatically due to the com- 
plexity of the software involved to parse and recggnize the 
various ART syntax forms. 
Experiinental Analysis of Results 
The only test suite available was a demcrstra- 
tion developed by TI midway through the development of 
the system. In fact, the expert system used in this study 
was not complete and was only a demonstration prototype 
(Graham, 1987). This demonstration was considerably 
lengthy and required the perfect execution of all the rules 
and implementation of all associated ART functionality. 
The alternative \vas to develop small prearranged sets of 
facts that would trigger a subset of rules. This was the 
preferable choice since the inference engine could not deal 
with all the rule formats in their entirety. The complete 
demonstration was not used, therefore a full comparison 
of the systems could not be done. 
The code and expert system for the parallel 
RAV system was transported to the iPSC Hypercube from 
the TI Explorer to a microVAX to a VAX across the DE- 
feme Data Network (DDN) to the AFIT VAX and fically 
to the iPSC Hypercube (Shakley, 1987a). This was perhaps 
the most “trying” of the problems associated with this 
\vhole implementation. This was because of the many ma- 
chines that had to be traversed to get the code from the TI 
Explorer tc the iPSC. This was only done after the tape- 
to-tape transfer failed due to a mismatch in tape-formats. 
The code was ana!yzed for its effectiveness and 
correctness by comparing its execution with that of the 
ART system. The code peyfxms slowly compared to sys- 
tems like ART which runs at  between 2-30 rules per sec- 
ond (Gupta, 1986). On the Explorer, the inference engine 
plods along Et about one cycle every 30 seconds or 2 rules 
per minute. This is with the smaller rule base. With the 
larger rule base, the system runs one cycle every 11 3 sec- 
onds. On the iPSC Hypercube, the serial system runs at  
one cycle ir, about 11 seconds with the smaller database 
and in about 79 secmbs with h e  larger database. This 
situation involves two phenomena that need explanation. 
First, why does 60 extra rules slow the process down so 
much? The reason for this is in the format of these rules. 
They are rules that have a variable binding on the schema 
name. This means they must go through the list of schema 
names looking for a match. These rules can not take ad- 
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vantage of the indexing created by the frames. This is a 
process net handled well by the inference engine. Second, 
ivhy does the TI Explorer go slower than the iPSC Hyper- 
cube? The surface appearance is that the Common Lisp 
on the Explorer is much more extensive than that on the 
iPSC Hypercube. These would create more overhead on 
the Explorer and allow the hypercube to process faster. 
The speedups are far less than linear (Figure 7). 
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Figure 7. Speedup Graphs. 
The speedups taper off with the dimension of th? cube. 
The select time on some of the nodes exceeds the match 
time on the node. In some instances, the select time far 
exceeds the match time. There are tvv explanations for 
this phenomena. The first is that the problem size is too 
small for the higher dimension cube. This can be seen 
from the first data set. On the higher dimension cube, the 
match time is less than the select time for one series of 
communication. The result is a much longer cycle than 
nhat  would be expected from a linear speedup. The sec- 
ond cause for this slowdown is poor load balancing. Each 
node has an  equal number of ru!es and each rule gets 
checked for a match on each cycle. The reason the load is 
imbalanced is due to the compositiorl of the individual 
rules. The rules have different numbers oi clauses that 
causes each rule to have a variable length match time. 
Also, the order of the ciauses creates different match 
times. Even though a rule may have a long list of clauses 
to match, if the first one fails, then the rule matches 
quickly. Finally, the different types of matches take vary- 
ing lengths of time depending on the format of the clause. 
A match involving a schema variable match takes much 
longer than a simple slot match. 
Theoretical Analysis (Shakley, ls87b) 
The conipatational complexity of a production 
system can be divided into several compor,ents. These cor- 
respond to :he match, select, and act phases. The last com- 
ponent’s (act) comptitational complexity is easiest to ana- 
lyze. During the act phase, one rule has been selected and 
the clauses of the consequent are either added to or re- 
tracted from the fact database. Although, it depends on the 
data structure of the facts, i t  is a polynomial operation. In 
most cases, the comp!exity is either constant or linear. 
This \vould occur with any type of ipdexing ai linked list 
data structcrc of facts. The computational ccrnplexity of 
the other t\\co cxiponents  is more difficult to analyze and 
in fact depends o r  the tl-pes of clauses used within the 
rules. 
A set of parameters is needed to discuss the 
computatio:vl complexity of the productior system. These 
parameters ?re found in Figure 8. 
nR - Number of Ru;*?s 
nF - Sumber of Fact5 
IC - Maximum length G L  z .ule clause 
nA - number of antecedant clauses 
nC - number of consequent clauses 
nV -number of variables 
Figure 8.  Production System Fararneters 
The first type of production system considered 
is one with only constant terms in the rule clauses. The 
initial observation about the system is that the fact data- 
base is unordered. Therefore, the entire database must be 
searched for each clause of each rule. The worst case time 
complexity is then O(nR*nA*nF) for the match phase. 
This complexity grows as  the number and complexity of 
rules grows and as  the number of facts grows. In a 
monotonic system, one in which only facts are added, not 
retracted, this complexity grows as  the system operates 
adding more facts. 
The select phase can take two forms. In the 
first, the select phase stops whenever the first rule is 
matched successfully. The second form waits until all the 
rules have been matched, and then selects one rule from 
all the successfully matched rules. In the worst case, the 
matcher matches every rule’s clauses to every fact. There- 
fore, the two forms of the select only affect  the complexity 
of the select. In the first form, the complexity is constant 
and in the other i t  is O(nR). 
The first form has some disadvantages that 
make it unattractive. By taking the first rule that matches 
successfully, the production system is creating an implied 
order of the rules. This creates preconditions to the subse- 
quent rules. For a rule to be selected, not only does the 
condition of the rule have to be meet, but also the condi- 
tions of the previous rules can not be meet. Therefore, the 
second select form creates a certain sense of “random- 
ness’’ to select process. Therefore the overall complexity 
of a production system ivith constant clauses is 
O(nR*nA*nF) for one match, select, act cycle. It should be 
noted that the entire production system is NP-complete 
and if retractions of facts are allowed the production sys- 
tem is not even guaranteed to terminate. 
The second type of rule clause considered is one 
in which variables are allowed. This type of clause has the 
potential to match with many different facts. The match 
complexity of these types of clauses ?.re th: zame as in the 
previous case: O(nR*nA* nF). However, the select phase is 
more complicated. There is a svccmfully matched rule 
for each instantiation of each variable. Therefore, the se- 
lect phase has a worst case time complexity of 
O(nR*nV*nF). Where the number of variables equal the 
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number of atomic elements Lvithin the clause then nV 
equals nA times the IC. l l i is  produces a complexity of 
O(nR*nA*nF*IC). Both the preceding cases assume that 
there is no order to facts. Also, there have been no simpli- 
fying assumptions about the structure of the database. 
The first step in simplifying the fact data struc- 
ture is to provide a frame structure for the facts, an Ob- 
ject-Attribute-Value (OAV) structure. This provides a way 
of ordering the facts. In this way, the value can be ac- 
cessed by indexing into the fact data structure using the 
object and the attribute. A clause in a rule can now be 
matched in constant time, O(1). Therefore, the time to 
match is reduced to O(nR*nA). The time to select is still 
O(nR) where no variables are associated with the clauses. 
If a variable is associated Ivith the value within a clause. 
then the time to match is the same. However, the time to 
select is O(nR*nV) or O(nR*nA) since there is only one 
variable per clause. The problem arises if  variables are 
introduced into either the Object or Attribute fields of the 
clause. If both all of the OAV are variables then the sys- 
tem degenerates into the case with no ordering of the 
facts. The time complexity for the system is 
O(nR*nA*nF*lC). The ogly case left is if two of the three 
are variables. The match time O(nR*nF*nA) in the worst 
case. Each rule must be matched with each fact for each 
clause in the rule. In conclusion, this simplifying feature 
alone only save time when used with only one variable 
item per clause and that item must be the value of the 
OAV. It should be noted that if the variable is in another 
field, then the indexing scheme could be changed to ac- 
count for the change in the clause structure. 
From the previous example, it can be seen that 
better performance can be achieved if the facts can be 
organized into frame structures that allow for the indexing 
of facts. This benefit, however, only allows for a variable 
in the value field. Also, on each cycle this entire match, 
select, act cycle has to be reaccomplished. A state saving 
feature within the production system could reduce the time 
for all but the first match, select, act cycle. This data struc- 
ture stores from cycle to cycle the rules that had previ- 
ously matched. Then only those rules that were affected by 
the selected rule would need be considered on each pass. 
Therefore, each fact needs an associated list of affected 
rules. Then, when this fact was changed via a rule only the 
affected rules would need to be considered for matching. 
In the worst case, every rule affects every other rule creat- 
ing the situations in the previous cases with the appropri- 
ate time complexities. In this case, this simplification has 
no improvement. However, rare is the system where every 
rule affects every other rule. The reduction is actually 
within the coefficient of the equation. The time complexity 
for the OAV case is O(nR*nA). The coefficient of this 
complexity IS one. With the above simplification, each sub- 
sequent cycle is (l/aR)*nR*nA where aR is the number of 
affected rules. This method also reduces the cycle time for 
the multiple variable case of OAV. In the original case, the 
time complexity was O(nR*nA*nF) for each cycle of the 
production system. This still holds for the first cycle, but 
every cycle afterwards is considerably less. In fact, each 
cycle is O((l/aR) *nR*nA). This is true even for the rules 
with multiple variable clauses, since a rule can only affect 
a limited number of instantiations of a multiple variable 
clause rule. Only when a rule affects all the instantiations 
of a multiple variable clause rule is the complexity of that 
following cycle increased to O(nR*nA*nF). The state sav- 
ing technique does increase the space complexity of the 
system. Each fact has to have a list of pointers to each rule 
that is affected by the fact 
What does this all mean in picking an inference 
data structure and strategy? The answer lies in the prob- 
lem domain. It revolves around the characteristics of the 
system: the number and complexity (number of antece- 
dents) of the rules, and the number and format of the 
facts. I f  the format of the facts is “random” in that no 
ordering can occur, then the system is doomed to poor 
performance. If on the other hand the facts can be organ- 
ized into frames or some form of OAV where the value is 
the only variable field. Then an order of magnitude im- 
prevenient can be obtained. I f  variability is allowed in  
other fields of the frame, ther. poor performance is reintro- 
duced. If a state saving feature is introduced, then in the 
average case the performance can be improved on all, but 
the first cycle of the production system. This state saving 
feature, however, does require additionzl space. Therefore, 
a mixture of inferencing techniques could be the “best” 
solution. 
A study consisted of analyzing the various types 
of inferencing with the different types of clauses in the 
Robotic Air Vehicle Expert System. The expert consists of 
over 300 rules and over 160 frames with approximately 10 
slots per frame. The system was originally implemented 
with an unordered list of facts. The system performed 
“well” with a subset of rules and facts that did not exceed 
approximately 10 rules and 50 facts. That is rules that con- 
tained only one variable item per clause. One cycle took 
approximately 1-2 minutes. The system was then up- 
graded to a frame based data structure [In the first case, 
each slot was transformed into a single fact and treated as 
unordered]. This system performed “well” with all rules 
and frames. The system completed a cycle in approxi- 
mately 30 seconds. However, this system had problems 
with clauses that had multiple variable items. These rules 
took approximately 1 minute per rule. The cycle time was 
never calculated due to the extremely long time per rule. It 
should be noted that the rules of this type were limited in 
numbers and were less than 50. The next step was to cre- 
ate a state saving system. This system only matched and 
considered the rules that \Yere affected by the previously 
selected rule. This required that the rules be compiled into 
the data structure of the facts, so that each fact could point 
to.the rules that were affected by the modification of that 
fact. The first cycle of this system still took approximately 
30 seconds to complete without the multiple variable 
items. Then each subsequent cycle took approximately 
5-10 seconds thereafter. The sequence of different in- 
ferencing techniques confirmed to the prediction of the 
computational complexity analysis. Further, work is still 
desirable to provide an even broader base of sample data. 
This would help to confirm even further the time complex- 
i ty  analysis. 
Conclusions 
This research study investigated the feasibility 
of parallel architectures to improve the performance of po- 
tential real-time software. In particular, the feasibility of 
parallel architectures to improve the NP-complete problem 
of state space search in the form of a production system. 
The RAV expert system is an example of such a system. 
The speedup results from the inference engine 
were disappointing, however, it did show that speedups 
were possible. The speedups suffered from a combination 
of two factors. The first was a relatively small problem 
compared to the communications overhead. It was ob- 
served that for a system with greater than eight nodes, the 
time to perform the match cycle on a node was less than 
the time to communicate with the other nodes. Also, the 
speedup suffered due to a load imbalance. The method for 
decomposing the rules proved to be unsatisfactory. The 
method did not take into account the variability among 
rules. Real-time performance was not achieved as was an- 
ticipated. With improvements in the inference engine and 
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load baLincc. signil i ~ i l t i t  improvements ctiiild be possible. 
The pcrtoriiianc‘e of tlic il’SC IIypercube i n  
cornprison to the 1‘1 E\plorcr fzirl! pi.sitively . The 
il’SC t I\!~erciibr: performed ahoiit :\;ice ; I -  :;I!? as the TI 
Explorer on the inference engine. Ho\ve:.er, :his seems to 
be due to the sicil)licity of the LISP on the iPCc‘ Myper- 
cube. 
The i!?ference engine de\eloped in this study 
p r r f c r m d  ;idrLil.;,>telv. The iiiferen::e engine fircd a rule 
a’oc~i: snce every 30 seconds or at a rate of j u x  ;Ii?der 2 a 
n1;nii:c on the TI E\plorer. The engine fired n rule one 
e\ery 1 F  seconds on a single node of the iPSC Hvpercube 
or just o\’er 3 rules a minute. 
Recoinmendat ions 
This study probably raises more questions than 
it  ansivers. Beginning with the serial inference engine. An 
area of study \vould be the perforniance of in.” eerence en- 
cines. The characteristics of inferewe ecgines and their 
ierforniance \vould have been invalua!,ie ta this research. 
hlore ivork could be done to improve the inference wgine 
in this study. The inference engiqe in this stady cou!d be 
redone using the Rete algorithm. The ben~nmzrking of in- 
ference engines and inference engine techniques would be 
valuable. Also, with regard to inference engines, this study 
starteo tc automace and slrnulate the flmckxziity of ART 
on the iPSC Fypercube. The furthe- deve!opment of the 
process could provide a valuable tocl for expert system 
development. The expert system could lx developed on 
the TI Explorer using ART and transferred to the iPSC 
Hypercube for performance studies. 
There needs to be better ways to characterize 
the \vork needed to match a rule so that more effective 
iPSC Y y y x i ? b r  ! c r d  b;?l;rnrirle can be performed (Bailor 
and Seward, 19i:S) This wquld depend on the structure of 
the inference engine, th.: strwtliw L$ the rules and the 
tion GG data. An ?:tomiled x??r.\<: skolAd t e  ckveloped to 
hand12 thic Inxi balarmnq. This ;ictomzted methCil could 
be  sed fcr. adaptivf: time-bxzd b a d  balhncing. In addi- 
tion, tempo1 31 &pendency meckenisrn w?c! ke used to 
achieve this adaptive load balance. 
Ihe current study used a complete set of facts 
on each node and only one rule waz fir23 r! R time across 
the entire network. The RAV software showed promise for 
further levels of concurrency. The structure of the RAV 
expert system shows great promise in firing several rules 
in one cycle of the inference engine. This could provide a 
significant time and space savings. The RAV expert sys- 
tem is to operate in a real-time environment. This means 
a varying time requirement for operations. The implemen- 
tation of an  automatic way +C d:tnmically iccrease the 
speed of a computztion through 2. t(i~t?..-Levd of k-nowledge 
and ccntrol would be valuable t? ah5 desigr. af real-time 
softwzre. 
I structure cf * l ~  f x t s  f s :  efficient paitltioning ;.nd ditribu- 
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PORTABLE INFERENCE ENGINE: 
An Extended CLIPS for Real-Time Production S y s t e m s  
Thach Le & Peter Homeier 
The Aerospace Corporation 
Abs t rac t  
The present CLIPS (C-Language Integrated Production 
System) architecture has not been optimized to deal with the 
constraints of real-time production systems. Matching in 
CLIPS is based on the Rete Net algorithm, whose assumption of 
working memory stability might fail to be satisfied in a 
system subject to real-time dataflow. Further, the CLIPS 
forward-chaining control mechanism with a predefined 
conflict resolution strategy may not effectively focus the 
system's attention on situation-dependent current priorities, 
or appropriately address different kinds of knowledge which 
might appear in a given application. Portable Inference 
Engine (PIE) is a production system architecture based on 
CLIPS which attempts to create a more general tool while 
addressing the problems of real-time expert systems. 
Features of the PIE design include a modular knowledge base, a 
modified Rete Net algorithm, a bi-directional control strategy, 
and multiple user-defined conflict resolution strategies. This 
paper will analyze the problems associated with real-time 
applications, and explain how the PIE architecture addresses 
these problems. 
1. In t roduc t ion  
Expert system technology has been successfully applied to a 
number of practical applications 111. As this technology 
becomes more widely used and starts to address more 
complicated real world problems, issues of portability and 
accommodation of real-time data will become more significant. 
The ability to handle real-time data will automate processes 
and remove the human dependency for some cognitive 
preprocessing of inputs. For example, a real-time satellite 
diagnosis expert system, instead of asking the operator to 
analyze satellite telemetry data, will take in the raw 
telemetry data directly and extract the needed information. 
This capability is important, especially in a situation where 
the amount of real-time data precludes exhaustive human 
preprocessing. This situation exists in many aerospace 
applications. 
CLIPS, an OPS5-like (Official Production System) production 
system written in the C language by NASA, is an excellent 
delivery vehicle because of its portability. However, it was 
not designed for real-time systems. PIE (Portable Inference 
Engine) is a production system based on CLIPS which attempts 
to avoid degradation in performance when the system is 
subject to real-lime dataflow and also supports a more 
explicit control mechanism. 
In part two and three of this paper, we will briefly review a 
typical production architecture as exemplified by CLIPS and 
discuss the problems which arise in real-time systems when 
employing this type of architecture. In part four and five, we 
describe the PIE architecture, design issues, and how this 
architecture accommodates these problems. PIE is an on-going 
project, and its architecture is currently being implemented 
for embedded applications. 
2. CLIPS & Production Systems Architecture 
A production system is a typical rule-based system. It consists 
of a knowledge base and an inference engine. The problem 
state, contained in a data structure called working memory, is 
represented by facts. These facts may be created during the 
problem-solving process, either through rule execution or 
via the external environment. The knowledge base, which 
resides in a data structure called production memory, contains 
rules of the form "IF antecedent THEN consequent". Usually the 
antecedent is a set of patterns representing the rule's 
conditions, and the consequent represents conclusions or 
actions. 
Production systems may be data-driven, goal-driven, or some 
combination of the two. CLIPS' behavior rests on the frequent 
re-evaluation of the problem state (represented by the 
current memory elements in the working memory), rather 
than on any static control structure of the program. 
Therefore, CLIPS falls into the class of data-driven production 
systems. 
A production system is usually described in terms of 
recognize/act cycles, which may be divided into three separate 
processes: 
1. Matching: Match a set of existing facts in working memory, 
which represents the current problem state, against all 
available rules. Rules whose conditions are satisfied are called 
instantiated. The set of instantiated rules at any cycle is called 
the conflict set. The matching process updates the conflict set 
at each cycle. 
2. Conflict resolution: Select a single rule from the conflict set 
based on some criteria, which could be (as in the CLIPS case) 
user-predefined priority of rules, the recency of working 
memory elements, the number and complexity in rules' 
patterns. 
3. Execution: Carry out the actions specified on the Right Hand 
Side of the selected rule. This could affect the content of the 
working memory (change the problem state). 
The production system performs this recognize/act cycle 
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repeatedly until encountering an empty conflict set or a halt 
action. The production system as a model of computation 
provides a powerrui w i t e x t  within which large, ill- 
structured problems may be described [2]. 
3. Real-time Issues 
The term "real-time" is not easily defined. It is usually 
associated with fast response. A more precise definition is a 
system which has guaranteed response time for a defined class 
of events. In general, the design of a real-time system 
involves an integrated hardwarelsoftware approach, with 
careful prioritization of competing service requests. A more 
limited definition for real-time is adopted here. For 
production systems, we define a real-time system as one 
where efficiency is a primary design concern, which allows 
the generation of working memory elements from on-line 
inputs, and which has the capability for conflict resolution 
based on dynamic prioritization. 
In the following sections, the real-time issues that are related 
to the performance of CLIPS are discussed. When the system is 
subject to real-time dataflow, two main sources of deficiency 
are identified: the control mechanism and the matching 
process. 
3.1 Control  
CLIPS provides an implicit control mechanism, built-in to the 
production system to govern the direction of the inference 
engine. This control algorithm is specified in the conflict 
resolution strategy. The CLIPS conflict resolution approach is 
to select a rule from the conflict set according to its priority, 
the recency of the working memory elements that match the 
rule conditions, and the specificity of the conditions 
(measured by the number of tests performed). In addition, 
rules that have previously fired will not be fired again on the 
same facts or working memory elements. 
To exploit the full power of the CLIPS language, the application 
programs should be data-driven. The course of execution, or 
the sequence of rule firings, should be sensitive to the 
characteristics of the data. Such systems, where the direction 
of problem-solving is from facts toward goals, are 
characterized as having a forward-chaining control strategy. 
Other systems might use a backward-chaining, or goal- 
driven, control strategy, where the direction is from goals 
toward facts. 
For a given search space, the best direction of reasoning is to 
move in the direction of less alternatives to minimize 
backtracking, a process of returning to the parent search node 
to explore other alternatives if the current search node is not 
satisfied [4]. Hence, the decision to use either forward- 
chaining or backward-chaining is dependent on the structure 
of the search space [SI. However, many realistic problems do 
not have a simply structured search space. For such problems, 
an efficient reasoning strategy will be bi-directional (i.e., 
combining both backward- and forward-chaining). 
A bi-directional control strategy, beside enhancing the 
searching process performance, is also useful in expressing 
the way of human experts do problem solving [3]. He or she 
often alters the line of reasoning and sets up different 
hypotheses, or goals, if a particular fact is observed. 
A problem with a predefined conflict resolution strategy is 
that its algorithm is not appropriate for all applications. 
Different applications or different parts of the same 
application might require different controi knowledge specific 
to their domains. For example, many app ications select rules 
based on confidence factors, or perhaps some rule-of-thumb 
provided by an expert. Such knowledge has to be embedded 
within rules, whereas the appropriate place is the conflict 
resolution. The code as a result will be harder to understand. 
There are also performance penalties. The system, instead of 
taking one recognize/act cycle to select the right rule, has to 
perform a few recognizelact cycles to come up with the same 
result. In time-critical situations, explicit control may be 
needed to quickly resolve conflict. 
In building a large expert system, one may encounter many 
problems that require various control techniques to keep the 
system's performance efficient. As a real-time production 
system language, PIE must fulfil this requirement. 
3.2 Matching 
Matching in production systems is the process of collecting a 
set of rules, the so called conflict set, that have their 
conditions satisfied by the current problem state. This process 
takes about 90% of a recognizelact cycle [6]; therefore, the 
performance of the matching algorithm is crucial to the 
overall performance of expert systems. 
CLIPS uses the Rete algorithm for matching. Rete is known to 
be the most efficient matching algorithm for many patterns to 
many objects [7]. It is implemented in several popular expert 
system shells [SI. One major assumption that contributes to 
Rete's efficiency is the assumption that the problem state 
changes slowly. This assumption is valid for many systems 
where the problem state is changed only by the execution of 
rules. Since each rule is usually small, its effects on the 
problem state should also be small. The Rete match algorithm 
capitalizes on this observation by saving the previous cycle's 
matching information, and only updating the matches that have 
changed. However, in a real-time situation, the problem state 
could be changed, possibly massively, by the external 
environment. This violates the Rete Net's assumption, and Rete 
should not be used in such cases [SI. 
As mentioned before, some degree of backward chaining is 
often incorporated into a forward-chaining system. In this 
case, the resulting system behaves as if it only focuses its 
attention on the most recent goal; but in reality, at the 
underlying level, the system still spends its computational 
resources matching all rules, which includes many that are 
not relevant to the current goal. For example, if the current 
task of an automobile diagnosis system is to check out, a 
problem with the battery, it should not devote much of its 
computing resources to match rules related to incoming data 
from the engine. 
4. PIE 
PIE is a production system based on CLIPS with architectural 
modifications to increase applicability to real-time systems 
and to provide enhanced production system capabilities. 
4.1 Design Issues 
As seen above, the potential unsuitability of CLIPS as a 
language for building real-time expert systems results from 
the built-in control mechanism, and from assumptions of the 
Rete matching algorithm. In order to overcome these 
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shortcomings, PIE has two requirements. First, the matching 
algorithm should be sensitive to the changed data that are 
relevant to the current task being solved, but not to the total 
amount of changed data. Second, the control mechanism has to 
be more explicit and flexible enough to accommodate different 
kinds of knowledge which might appear in a single application. 
The primary architectural features of PIE which differ from 
CLIPS are a modular knowledge base, a modified Rete match 
algorithm, a bi-directional control strategy, and multiple 
user-detined conllict resoiuiion sii awyies. I ne ~uriuwiriy 
section will detail these features. 
4.2 Architecture 
Beside rules, PIE has two other data structures, called 
modules and goals. A module is a set of rules that are grouped 
together based on their functionality or any other convenient 
criteria that the programmer defines. A goal is a set of 
modules that defines a particular task to be achieved. A module 
could belong to more than one goal; in this way, multiple 
definition of a set of rules that belong to more than one goal can 
be avoided. 
At any time, there will only be one active goal. Only the active 
goal's rules are to be considered in the current recognize/act 
cycle. Corresponding to this set of active rules is a set of 
active working memory elements which are defined in the 
active rules' conditions. Matching has to be done between the 
active rules and the active working memory elements only; 
other rules and working memory elements will be ignored as 
long as they remain passive. 
A rule, once selected to fire, could activate a new goal or 
deactivate the current goal. Initially, a top-level goal is 
activated. If a new goal X is activated by a rule in the top- 
level, then X is said to be a child of the top-level goal, and the 
top-level goal is said to be a parent of X. When activated, a 
goal's rules become active and its parent's rules become 
passive. When deactivated, a goal's parent rules will become 
active. 
Associated with each module is a conflict resolution strategy 
that can be defined either by the programmer or by a default 
strategy. Modules included in the same goal must share the 
same conflict resolution strategy. The conflict resolution is 
defined in a procedural language (C), and can access system 
information such as number of instantiations, rule priority, 
recency factor, number of tests, condition patterns of rules, 
etc. 
The system at the highest level is a goal tree that behaves like 
a goal-drivenlbackward-chaining system. At the goal level, it 
behaves like a purely data-driven/forward-chaining system 
with a user-defined conflict resolution strategy. With this 
architecture, it is possible to build any level of integration of 
forward-chaining and backward-chaining (See figure 1). For 
example, a purely forward-chaining system, such as CLIPS, is 
a PIE with a single goal. A purely backward-chaining system 
is a goal tree in which each goal contains rules to invoke 
subgoals, except for the leaf goals of the goal tree which 
contains rules that match to facts. 
The Rete Match algorithm compiles all rules in production 
memory into a dataflow graph called the Rete Net [7]. The 
mdiching intormation is saved in each node of the graph. For 
0 Rule - 
Calling a new goal 
0 Goal 
Figure 1 : Forward Chaining and Backward Chaining in PIE 
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CONTROLLER Goal + 
PIE, Rete is modified so that at each recognizelact cycle, it 
only updates a partial net related to rules belonging to the 
current active goal, instead of updating llw whole net. A 
controller is added to the Rete algorithm to k t  , -  track of the 
relationship among rules, modules, and goals. During the 
course of execution there usually are many goals to be 
activated and deactivated. The controller's function is to turn 
on the appropriate nodes to be involved in the malching for the 
current active goal and turn off those of the deactivated goal 
(sen finiiro W 
I I I L  .-.-,...:-.-, :: -.fa of an inactive qoal will Overwi : ,  I I> nIrj,;r T . . . . . . . . 
0 passive node 
data but will not participate in the matching process until the 
goal is activated. If older data are to be saved in time order for 
some later use, the corresponding patterns created have to 
include the time index defined by programmers. 
PIE is an on-going project. The major effort has been to 
understand the implementation of Rete algorithm in CLIPS and 
to build a controller for Rete. The user-defined conflict 
resolution strategies written in the C language will be 
compiled and called appropriately with the activation of 
corre: ponding goals. Other work will be to enhance the parser 
to rec3gnize modules, goals, activation, deactivation, etc. 
1 
Patterns 
RETE Net 
Rules 1 
Modules 
Figure 2: Controller For Rete Match Algorithm 
5. Advantages of the PIE Architecture 
As stated previously, modularity and the concept of an active 
rule set decreases the magnitude of the matching problem, 
permitting use of the Rete match algorithm in a rapidly 
changing problem state. Each goal of a goal tree might associate 
with a number of on-line inputs, so the cost of matching for 
each goal over a recognizelact cycle is proportional to this 
number of inputs. During the course of execution, the system 
might explore only part of the goal tree before the solution is 
found; by focusing the matching process on the currently 
active goal, the system computing resources are not spent on 
rule matching for goals never explored. 
In addition, supporting modularity at the language level strips 
away much of the bookkeeping usually needed at the 
programming level to achieve the same purpose. The result is 
clearer, easier to understand programs, assisting debugging 
and maintenance. 
Large expert systems also benefit from modularity. Because of 
the recursive nature of PIE, where each goal can be thought as 
a PIE system by itself, a problem can be broken down into 
subproblems or goals, then can be tackled independently. On 
the other hand, one PIE system can be integrated into another 
PIE system as a new goal at any appropriate level of the goal 
tree. 
The integrated forward- and backward-chaining control 
strategy of PIE optimizes the search process of many realistic 
problems whose search space does not directly support either 
a simple forward-chaining or a simple backward-chaining 
strategy. Simulated backward-chaining is no longer required. 
A programmer can look at the search space structure of his or 
her problem and decide on the appropriate strategies for 
different portions of the search space. 
The computational cost of a production system is due to two 
elements: the rule application cost and the control costs. In 
figure 3, the cost of rule application is high if the level of 
"informedness" (i.e., encoded knowledge) of the control 
strategy is low, and vice versa [4]. With the availability of 
user-defined conflict resolution strategies, programmers 
determine the right level of informedness for the control 
strategy. This will optimize the overall computational cost of 
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Figure 3: Computational Cost of AI Production Systems 141. 
the production system while reducing the obscurity of control 
knowledge embedded in the rule set. User-defined conflict 
resolution alsn helps to preselve the data-driven or the goal- 
driven nature of rules. 
From the design of PIE architecture, the predicted 
performance of PIE and of CLIPS as functions of the amount of 
incoming data is shown in the figure 4. If there is no incoming 
external data, the performance of PIE is likely to be lower 
than CLIPS due to additional overhead. As the amount of 
incoming data increases, CLIPS performance will degrade 
because of the increasingly invalid assumption used in the Rete 
matching algorithm. PIE performance is expected to degrade 
more slowly because of its insensitivity to the total amount of 
incoming data. The degradation of PIE performance depends 
mainly on the amount of incoming data associated with 
activated goals. The programmers have the flexibility to 
improve the performance by designing the system so that this 
number can be reduced to as much as possible. 
Amount of incoming data 
Figure 4: The predicted relative preformance of PIE and CLIPS vs the amount of incoming data 
3& 
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6. Conclusion References 
A PIE architecture has been defined based on extending CLIPS 
to accommodate morliilar. hierarchical data structures. The 
concept of an active rule set and associated working memory 
subset was introduced to "focus the production system 
attention". The resultant architecture provides programmers 
with more flexibility in defining the control strategy of the 
inference engine. This structure appears promising for 
systems with real-time constraints, and provides a clear 
delineation of the control structure from the rule base. This 
architecture is currently being implemented for embedded 
applications. 
Some applications might have requirements that exceed the 
capability of PIE in a sequential processing environment. 
Performance could be improved by use of parallel computing. 
PIE modularity and independence of control for each goal seem 
to lend PIE to a macro-level of parallelism, permitting 
partitioning and implementation on a parallel architecture. 
Other areas of interest include extension to temporal 
reasoning [lo], debugging environments for PIE-like 
architectures, and integration of the knowledge base with the 
more conventional database structures. 
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Abstract 
This paper reports the early results of a research project to create tools for building interfaces to 
intelligent systems on the NASA Space Station. One such tool is the Schematic Browser which helps users 
engaged in engineering problem solving find and select schematics from among a large set. Users query 
for schematics with certain components, and the Schematic Browser presents a graph whose nodes 
represent the schematics with those components. The query greatly reduces the number of choices 
presented to the user, filtering the graph to a manageable size. Users can reformulate and refine the 
query serially until they locate the schematics of interest. To help users maintain orientation as they 
navigate a large body of data, the graph also includes nodes which are not matches but provide global 
and local context for the matching nodes. Context nodes include landmarks, ancestors, siblings, children 
and previous matches. 
INTRODUCTION 
As part  of the Space Station effort, The 
National Aeronautics and Space Administration 
(NASA) is sponsoring several demonstration 
projects to show the utility of intelligent systems 
built with knowledge-based software technology. 
The Space Station will be an extremely complex 
system composed of many subsystems, each with 
considerable complexity of its own. Managing 
the complexity inherent in the structure and 
behavior of the engineered systems is a major 
challenge. The use of intelligent systems is 
intended to help manage that complexity by 
automating some of the functionality that is 
currently handled for analogous systems in a 
manual mode. But i t  will be critical that 
humans be able to understand, interact with, 
and control the intelligent system when 
necessary. To that end, suitable human- 
computer interfaces must be built. 
Our project, funded by the NASA Johnson 
Space Center, is to build some tools for the 
construction of those interfaces. This paper 
reports the early results of our efforts to build 
one such tool, a graphic browser for retrieving 
schematics (engineering diagrams). The general 
context of use for the browser in our project is a 
diagnostic task, although i t  would be useful for 
other tasks such as training and maintenance. 
End users of the interfaces built with the tools 
are flight control engineers, test engineers and 
astronauts. Users of the tools are knowledge 
system developers. We are using the thermal 
bus (heat transport system) of the Space Station 
as an example of an engineered system for 
demonstrating our work. 
The use of schematics is central to engineering 
problem solving. Schematics show connectivity 
between components in an engineered system. 
Understanding connectivity is critical to 
understanding system function and having the 
ability to detect and diagnose problems. 
Schematics provide simple, clear models of the 
systems they represent, allowing the problem 
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sol1 vr to i'n\ NOII roniiwtioiis :in11 tr:iri- out n n d  
isol:it 1. ~ ~ o i i i ~ u ~ i i t ~ i ~ t s  \vi! Ii f ; i i i I ! \ .  
b'or :I I:irSr c~nginwrt~ii ~ I L ,  I l i i w  ~ii:ig lw 
t l ~ ~ ~ ~ i s : i n d s  of srhcinat irs. I?:i.~iiiii~wii I 1 1 ,  i n  his 
hook on int crfacrs for roniputrsr nioclrls o f  
tenis. ol)srrvrd t hat coping wit 11 
the complrsity of thest- systrnis rcqiiires "a large 
repertoire of different. mental represrntat.ions of 
the environment.' Davis [?I.  in an article on the 
nse of intelligent. syst,rms on the Space Station, 
nott-d that good engineering depends in part on 
the judicioiis selection of t.he correct model for a 
given problem. In a real-time engineering 
contest., not to  mention the fragile environment 
of space, the user needs to  have the best possible 
representation of the problem for maximum 
problem solving effectiveness. 
Large numbers of schematics accumulate to  
depict an engineered system because engineers 
must be able to  look at the system a t  different 
levels of detail, and from different perspectives. 
NASA engineers described to us four levels of 
schematic detail: the overview of the complete 
system, a view of each major subsystem, a view 
of a component area within a subsystem, and a 
detailed view of a single component. As one 
engineer put it, engineers need "information all 
the way down". Perspectives for a thermal 
system include mechanical, electrical and 
thermal perspectives. As problem solution 
proceeds, engineers move among the schematics 
to  find the view that  best captures that aspect of 
the problem they are working on at a given 
moment. 
Because the Space Station is still in the design 
stages, we don't know how many schematics will 
describe i t  or its component subsystems such as 
the thermal bus. A comparable number for a 
nuclear power plant is about 2000 schematics in 
the "working set" (although the total number of 
srlirinatirs for t.he plant. may he much higher) 
131. I:or :I particular problem t.lien, finding t.he 
riglit. scheinat,ic out. of a large universe is an 
important. aspert. of solving the problem. 
INTERFACEPRECEPTS 
Onr of t.he challenging things about building 
interface tools is figuring out what will 
ultimately help the end user of the interfaces 
developers build with the tools. Tools have a 
life of their own beyond the fact that they 
merely make it easier to construct something; 
more importantly, tools de f ine  possibil if ies for  
what to build. If developers have a tool for 
constructing cascading menus for example, 
suddenly we will see cascading menus appearing 
in our interfaces (for better or for worse). When 
tools suggest a good representation and provide 
useful functionality, they can be very powerful. 
To maximize the problem solving effectiveness of 
our users as they work with large quantities of 
data, we are most concerned with providing 
tools that  enable developers to  build interfaces 
that help the end user to: 
Preserve focus 
Maintain orientation. 
Focus 
As much as possible, users should be able to  
devote their attention to  solving the problem a t  
hand, not managing the computer. They should, 
in other words, be able to  focus directly on 
getting their work done, with a minimal 
allocation of mental energy for interpreting 
information or taking action that does not bear 
directly on the problem solution. 
The interface should be constructed so that i t  
presents only the data  of interest or  relevance t o  
the user for the phase of the task in progress a t  
a given moment. The reduction of distracting 
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matrrial has an iniport.ant rffect. on the user's 
efficiency 141 and irrelrvant, informat.ion should 
be removed t.o reduce t h e  effort. of ignoring it 
i51. 
Orientation 
In any system where users work with a large 
amount. of dat.a, it is easy to become disoriented, 
that. is to lose a sense of where one is in the local 
or global environment [6], (71, [8]. In the world 
of the small, two-dimensional computer screen, 
the spatial cues used for orientation in everyday 
life no longer apply, or apply in extremely 
limited ways 191, [lo\, (111, 1121. The interface 
must introduce other conventions for orienting 
the user. 
The orientation problem is of course a central 
concern for browsers, whose very purpose is to 
navigate around a large space. Users need to 
know where they are so that they can: 
Move to other places in the data space 
Interpret the meaning of unfamiliar 
information. 
The possible meaning of say, an unfamiliar node 
on a graph, may be discerned by inspecting the 
nodes which are nearby and are likely to be 
similar, and by seeing where the node is in the 
total graph. 
Also, to  help users keep a sense of "place", an 
interface should present an aspect of stability in 
what is viewed. It is important to  minimize the 
time the user spends adjusting to changing 
views, unless those views directly reflect some 
aspect of the problem data  themselves. 
THE SCHEMATIC BROWSER 
We deem a browsing tool an important part of 
an interface toolkit for our developers whose end 
users routinely deal with large quantities of 
data. It is not always possible for users to know 
at the outset of a problem solving session exactly 
what they are looking for. Having the ability to 
browse quickly and easily should enable users to 
get to the schematics which best represent their 
problems. 
Browsing is a visual activity. The user sees a set 
of choices, in some format, from which to select 
one to view in more detail. An unordered list 
exemplifies perhaps the simplest representation 
of choices. With this representation, however, 
lie two problems. 
There may be too many choices to look 
at .  
It may be too confusing to easily 
recognize a desirable choice. 
One solution to the recognition problem takes 
advantage of structure inherent in the set of 
choices by relating them to one another in some 
way. Relations may be expressed, for example, 
in an ordered list, or a graph, as in Figure One. 
The graph for the schematics in our application 
is a loosely-defined part-whole graph. Each 
node represents an actual schematic, and its 
children are schematics that  show some part of 
the parent node's schematic in more detail. For 
example, the "Thermal Bus Overview" 
schematic (Figure Two) shows the three major 
parts of the thermal bus, wiz., the evaporator 
(heat acquisition), transport and condenser (heat 
rejection) sections. The child nodes of the 
"Thermal Bus Overview" node on the graph 
(Figure 1) are "Evaporator Section", "Transport 
Section" and "Condenser Section". Each of the 
schematics for "Evaporator Section", 
"Transport Section" and "Condenser Section" 
shows its section in more detail than can be 
found in the "Thermal Bus Overview" 
schematic. 
In looking a t  the graph, the user views nodes 
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Figure One. 
for display by clicking on a node. 
browsing. 
Unfiltered part-whole graph of schematic diagrams. User selects a schematic 
The unfiltered graph shows too many choices for easy 
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HEAT REJECTION H E A T  TRANSPORT 
4 
HEAT ACQUISITION HEAT TRANSPORT HEAT REJECTIOF 
LOOP B 
GAC PROTOTYPE THERMAL BUS OVERVIEW 
Figure Two. Thermal Bus Overview Schematic. A sample schematic being browsed. 
This schematic shows the major subsystems of the thermal bus: the condenser, 
transport and evaporator sections. Each subsystem has its own schematic in which it 
is shown in greater detail. In the graph, the subsystem schematics are children of the 
"Thermal Bus Overview" schematic. 
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'I'lic iiwr f i i l c l s  s i p i f i c : i i i t  C r i v i i t  : i t i o n  i n  tlir 
rrl:it ions nii ion5 t Iir nodrs s o  111:it intvrrsting or 
r c h a n t  nodes :ire niorc appartmt. 
l h i t  too ninny rhoiccs rcmniii. Thc grnph lacks 
siifficicnt focus. E'igurt. Onr for esnniplr has 36 
choices. possibly too n i ~ i n y  to browse quickly and 
easily. and tlic niinibrr of rhoires in an 
nppliration mny of course be much greater. 
Itow can the interface filter the choices in an 
intelligent way and present the choices to  their 
best advantage? 
There is a natural tension between the need to 
filter to promote focus, and the need to  provide 
context for orientat,ion. T o  study this problem, 
much of our attention has turned to filtering the 
graph to a more manageable size, while a t  the 
same time providing sufficient context for the 
interpretation of the nodes. 
Our general approach is to: 
1. Filter out as many nodes as as possible 
2. Add back in selected nodes for context. 
The Query-Filtered Graph 
First, the user or the intelligent system 
formulates a query to  filter the set of choices 
and its graph down to a much smaller -- and 
more relevant -- subset. The query can be 
thought of as mapping a matching-predicate 
over the 0bject.s in the total set and collecting 
those that  satisfy the predicate. For example, in 
Figure Three, the user has asked for a graph of 
schematics that  show Evaporator-1. All of the 
nodes for the schematics containing 
Evaporator-1, that  is, those that match the 
query, are shown. 
In addition, the user sees two nodes that do not 
actually show Evaporator-1: "Condenser 
Section" and "Transport Section". As major 
s i i l ~ s y ~ t t ~ n i s  o f  t h t -  t hrrmal h i s ,  the 'Condrnsrr 
Scrtion' and "'Transport, Section. are included 
w /ntidriinrk-a in the graph, providing 
rerogniaable geography or shape to  the graph. 
Landmarks are st,atic nodes, appearing in every 
graph, to provide a sense of large-srale structure. 
The user therefore views a graph of the matches 
for the query without losing a sense of the 
ovrrall shape of the graph. 
Non-matching ancestor nodes are also added 
back into the graph, again to  provide the large- 
scale, global structural context for the matches. 
Ancestors provide shape and major reference 
points in the graph. In Figure Three, we do not 
see non-matching ancestors as all visible nodes 
are either matches or landmarks. 
Browsing 
A left mouse click on a node in the graph selects 
and displays the schematic represented by the 
node. A middle mouse click pops up a small 
window with auxiliary information about the 
schematic. (The auxiliary information could be 
any information relevant to  the schematic such 
as page numbers in hardcopy editions, help, 
engineers' annotations, etc.) 
The browsing environment has a Browser 
Window (see Figure Four) which displays user 
options and an alphabetical text list of the 
names of the components in the schematic 
currently displayed. 
The schematics themselves are active. The user 
can click on a component to accomplish a 
variety of tasks such as further browsing 
(described in the following section), inspecting 
the underlying object in the knowledge base, 
filtering out the display components of its type 
from the schematic, showing a history of 
attached sensors, etc. 
The user may also reformulate a query, refining 
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ondenser S e ~ l i o n  vaporator Sectlon Flight Instrurnentatlon 
vaporator Sectlon with Manual Valves \ Thermal Bur Overvle 
I 
u8 Loop Dlrnenslon8 
US Physlcal Layout 
rototype Thermal Bus Redundancy Features 
Thermal BUS Electrical Interfaces 
Thermal Bus Mechanical Interfaces 
GAC PROTOTYPE THERMAL BUS OVERVIEW 
Figure Three. Filtered graph showing matches, in bold, for query requesting schematics with Evaporator-1. 
Landmarks, in italics, are a constant feature of the graph, giving a consistent, shape to the graph for better user 
orientation. 
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i t  by asking for schematics with different o r  
additional components. The user rrfrrs to 
components via a mouse selection on the picture 
of the component in the schematic, or by 
clicking on the name of the component in the 
text list. For example, the user may a s k  for 
only those schematics showing Evaporator-], 
and refine the query to  ask for schematics 
showing both Evaporator-I and Evaporator-4. 
Many extensions for other kinds of queries can 
be envisioned, such as adding a perspective to 
the query, e.g., only those schematics of 
mechanical views showing Evaporator-I. 
Adding Further Context 
The query-filtered graph normally shows the 
user matches, landmarks and ancestors. 
However, the user may desire additional context 
to  support the browsing activity. By its very 
nature browsing is interactive, and a user or 
intelligent system may not find the desired 
information the first time. A t  this point it may 
be helpful to show nearby nodes which are 
closely related to  the actual matches. The 
Schematic Browser has an option for including 
siblings and children or just siblings of matches 
in the graph, as in Figure Five. The inclusion of 
sibling and child nodes develops a sense of local 
contezt for the user, so that nodes closely related 
to those that  match the query are available for 
further exploration and to aid in the 
interpretation of the matches. 
We also show a sort of dynamic local context by 
including the previous matches in reformulated 
queries, that  is, the set of matches from the 
query immediately previous to  the current one 
(Figure Six). For example, when the user 
reformulates the query tor "Evaporator-1" as. 
'Evaporator-1 and Evaporabr-4', the previous 
matches from the query "Evaporator-I' are 
included. Thus the shape of the graph does not 
rliange vrry rniirli, Iii~l~~irig t o  m:iiiit,;iiti 
consistrncy and oric.titat.ion. 
Other  schemes for showing local context. arc of 
course pasihle, and may depend oti applicat i o t i -  
sprcific criteria. 
Presentation Control 
In looking at the Figures in this paper the reader 
has certainly noticed the use of differing fonts to 
express node type on the graph. The fonts 
express emphasis and de-emphasis of the nodes, 
depending on their current status in the graph. 
Matches are emphasized - shown in large bold. 
The landmarks are smaller, italicized. The local 
context nodes are smaller still. The intention is 
to sharpen focus for the user by using: large 
fonts to draw the eye toward the nodes most 
likely to  be of interest; smaller fonts to  help 
reduce visual clutter; and the small italicized 
font to  provide low-key emphasis for landmarks. 
The user also has the ability to control the 
actual title used for the nodes. Optionally, 
shorter forms of the titles can be used for the de- 
emphasized nodes. In addition, page numbers 
(for the hardcopy versions of the schematics) are 
optionally shown. 
To preserve the shape of the graph as much as 
possible, we maintain some standard order in the 
layout of the graph by sorting siblings 
alphabetically. This gives a feel of stability to 
the viewer so that  nodes appear in the same 
context as new queries are formulated. (The 
alphabetical ordering is not optimal for the 
application and we will move to some new 
standard ordering to capture something of the 
semantics of the application, e.g., "Evaporator 
Section", "Transport Section" and "Condenser 
Section" in that order to reflect the functional 
flow of liquid in the bus.) 
Again, many variations on the presentation 
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I Left click on a component to filter graphs to figures shoving that component. Middle cl ick adds It to the filterlng list. 
l[Components shown within figure: Filter control: 
CONDENSER-SECTION 
EVAPORATOR-SECTION 
TRANSPORT-SECTION 
CnNnFNFFR-AI - -. ._ _. . . . . 
CONDENSER-A2 
CONDENSER-A3 
CONDENSER-A4 
(Matches and some ancestors.) 
(Matches and al l  ancestors.) 
(Matches slbllngs. and some ancestors.> 
(Matches: siblings. children. and some ancesIors.> 
Wlgh l igh t  th is  f igure In  graph.) 
(Toggle whether showing f igure and page numbers.) 
(Toggle whether always showing fu l l  t i t les.) 
Figure Four. Browser Window for selection "Thermal Bus Overview". User options and 
a list of components in the schematic are displayed. The user may click on a component 
in the list Tor further querying. 
Figure Five. 
matches, e.g., sibling node "Evaporator 1 Design and Instrumentation Layout". 
Filtered graph showing matches for query "Evaporator-1 and Evaporator-4", and siblings of 
us Loop Dimensions 
us Physical Layout 
1.1.1YV. 1h.rn.l BUS Il.4u.4.noy r..,w.* 
Bus Eiect r lcs l  In te r faces  
Thermal Bus Mechanical in te r faces  
p o n a m s e r  Section / vapora tor  Section F l ight  Instrumentation 
'%vaporator Section w i t h  Manual Valves 
$ 
\Thermal Bus Overview 
r r m s p r t  s.ct;on 
Figure Six. Filtered graph showing matches for query "Evaporator-1 and Evaporator-4", without siblings. 
Previous matches, nodes "Evaporator 1 Design and Instrumentation Layout" and "Prototype Thermal Bus 
Redundancy Features", de-emphasized in small font, are displayed from previous query for "Evaporator-1" 
(Figure Three). 
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Fisheye Views 
O u r  work with filtrm :iiid contest iiinii:igwwiit 
i n  graphical browsers falls into t h e  cntrgory of 
generalized fisheye views described by Furnas 
\ I O ] .  The basic notion of a fisheye view involves 
a balance of local detail and global contest.. 
Furtias identifies the rotnponent.~ of a fisheye 
view 3s a fortis node and a degree of interest 
function composed of an n priori interest 
function and a nieasiire of distance from the 
focus node. The degree of interest function is 
computed for the nodes of the graph, given the 
focus node, and the top n nodes are shown. 
Our work fits this model, with some differences. 
First, we utilize a set of focus nodes -- the 
matching subset determined by the query. We 
do not have a notion of showing just the top-n- 
ranked nodes. We emphasize a priori interest 
rather than distance in selecting nodes for 
display, that  is, landmarks, ancestors and 
previous matches. Only the optional inclusion of 
siblings and children one node away from 
matches is based on a distance measure. Our a 
priori interest function has a dynamic aspect not 
found in Furnas' work, in preserving the 
previous matches in the graph so that the 
current view is in part a function of its history. 
Our graphs tend more toward stability and 
consistent shape both in the long term because 
of the use of landmarks, and in the short term 
via the inclusion of previous matches. Feiner [8] 
notes that  the drastic changes in the shape of a 
fisheye graph which commonly occur may be 
disorienting, so consistency aids offset a 
disadvantage of the fisheye approach. 
Also, in our work, we have the addition of the 
use of presentation control for emphasizing and 
dw~iiipliasizing nodes. This seems to fit .  in wrll 
w i t h  thr intuitive notion of a fisheye in which 
tlir ryr is drawn t.o prominent parts of the view 
I ) rca i ise of their size and clarity, while less 
iiiiporhnt, part.s apprar to be less distinct. and 
more (1 ist an 1.. 
In tegra t ion  of the Schemat ic  Browser w i t h  
an Intelligent System 
The Browser attempts to manage information 
presentation in a way that is supportive of the 
human user performing a browsing task. But 
significant portions of the browsing task may be 
done by an intelligent system which is 
monitoring activity in the domain knowledge 
bases and coordinating displays for the user. 
As an example scenario of how this might work, 
the intelligent system and an astronaut are 
trouble-shooting a problem that appears to  
involve degraded condenser capacity. The 
intelligent system recognizes that the astronaut 
is likely to  need a schematic view of the relevant 
subsystem. The intelligent system: 
Formulates an initial query, such as 
"Schematics showing condensers, their 
temperature sensors and the 
temperature sensors for the vapor 
lines". 
Chooses the options for the query- 
filtered graph -- whether to  show 
children and siblings, full titles, etc. 
Chooses a schematic for initial viewing 
from the set of schematics which match 
the query. 
Annotates the schematic with messages 
and related displays, such as a 
temperaturetime graph for the vapor 
line sensor whose reading is abnormally 
high. 
The user can then proceed to use the selected 
schematic or refine the query and continue 
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SUMMARY 
,. I Irc complrsity of t.oday's rnginrcrvd systrnis 
ni:rhrs hravy drniands on rnginrrrs and othrrs 
w h o  milst arrrss a t i d  intrrart, wit.11 t.hr niassivv 
quantities of information which drsrribe LIIP 
systems. Our paprr has discussrd somc 
t,echniques for accessing the kind of schematic 
drawings used routinely in engineering problem 
solving. 
Problems of information access include having 
too many choices from which to select something 
interesting and relevant, and losing track of 
where a choice fits into the overall organization 
of the information. In our  browser, choices are 
presented in a graph to  provide the user the 
orienting context inherent in the relations 
between the nodes. An important part of the 
work of the Browser is to  present only those 
nodes likely to be useful to  the user. 
Our general approach is to  filter the nodes down 
to a small relevant subset, and to  then add back 
in selected nodes for context. The nodes in the 
graph are filtered by user-formulated queries, 
reducing the choices to  a more manageable and 
relevant subset. The Browser establishes context 
for the nodes matching the query by adding 
landmarks, ancestor nodes, previous matches 
and optionally, siblings and children of the 
matches. The Browser's presentation control 
mechanisms help the user to  focus on the most 
important nodes through emphasis of the 
matching nodes and de-emphasis of context 
nodes. 
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1 Introduction 
IS1 is involved in user interface research aimed at bringing together multiple input  and  output  
modes in a way tha t  handles mixed mode input (commands, menus, forms, natural  language), 
interacts with a diverse collection of underlying software utilities in a uniform way, and presents 
t he  results through a combination of output  modes including natural  language text ,  maps, charts 
and graphs. 
Our  system, Integrated I n t e r f a c e s ,  derives much of its ability t o  interact uniformly with the 
user and  the  underlying services and to  build i ts  presentatioJis, from the information present in a 
central  knowledge base. This knowledge base integrates models of: the application domain (Navy 
ships in the Pacific region, in the current demonstration version); the structure of visual displays 
and  their graphical features; t he  underlying services (data  bases and expert  systems); and  interface 
functions. T h e  emphasis in this paper is on a presentation planner tha t  uses the knowledge base 
t o  produce multi-modal output.  
There has  been a flurry of recent work in user interface management systems (we list several 
recent examples in the  references). Existing work is characterized by an  at tempt  t o  relieve the 
software designer of the burden of handcrafting an  interface for each application. The  work has 
generally focused on intelligently handling input.  In our paper we deal with the  other end of the 
pipeline - presentations. 
. 
1.1 Presentation Planning 
Presentations are  pu t  together by a Presentation Planner. The  presentation planner decides 
what  output  mode or combinations of output  modes t o  use for each piece of information. This 
involves recognition of the topic of the information, classification of t he  topic, a check of the user’s 
‘This research is supported by the Defense Advanced Research Projects Agency under Contract No. N0014-87-K- 
0130. Views and conclusions contained in this report are the authors’ and should not be interpreted as representing 
the official opinion or policy of DARPA, the U.S. Government, or any person or agency connected with them. 
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prefercnces for presentation, and a coordinated delegation activity to  assign tasks t o  the various 
output  modcs. This is done by rules tha t  map between concepts and display modes. 
In moving from an interface \ v i t h  a single output  device t o  a n  integrated multiple output  device 
interface, ou tput  processing changes substantially. Even in single-mode systems, we find t h a t  some 
preparation is necessary beyond the mere determination of the contents of presentations. For 
example, an information retrieval system may use tables exclusively for the display of retrieved 
data.  Such a system may still decide to  split information between tables in a report to  control the 
length of the tables before the final ou tput  is generated. In an integrated presentation system, such 
planning activity grows considerably. The system must be able to  decide what  ou tput  mode to  use 
for each piece of information. 
The  research issues t h a t  must  be  addressed in this context include determining what  constitutes 
a good presentation of information, how to  recognize information presentation situations, how t o  
build knowledge t h a t  can be shared across several modalities, and how t o  choose the mode and 
form of output .  
1.2 Planning as a Paradigm 
In Presentation Planning, the use of the term planning is intended to  bring to mind the  AI sense of 
planning, where a system at tempts  t o  achieve a goal, executing certain operations a t  its disposal. 
The goal of our presentation planner is the presentation of some information, e.g., the  s ta tus  of a 
fleet of ships. The  actions are commitments t o  present par t  of t h a t  information in some form, e.g., 
t o  present a m a p  of the ships’ positions showing the direction and speed of each by the direction 
of arrows, while showing their sailing schedules in associated text.  
Certain constraints (called grouping cons tra ints )  must be considered in the process. In our naval 
demonstration domain, one constraint is t h a t  ships traveling together as a unit ( t a s k  force)  must 
be shown with a single symbol. Another is tha t  ships in port are shown in a way t h a t  depends on 
how “familiar” the  port  is to  the anticipated viewer. So while we never have the case where some 
ship in port  is shown on a map  while others in the same port  are shown in a separate table, ships 
in different ports  may well be shown differently. 
We must also allow for coordination and cross reference. Text in a graph and in a natural  
language explanation should try t o  use similar vocabulary. The text might need t o  refer t o  the par t  
of the  m a p  it is describing. This  requires tha t  the planning for individual media must  b e  given 
enough advice by the overall planner to  assure consistency and coordination. 
We are exploring the  planning paradigm by developing rules for good presentations and ex- 
pressing them in the  formalism of an AI planner. 
2 
Presentation planning is achieved in our system by the application of a system of antecedent- 
consequent rules. The  rules are used to  classify the information t h a t  needs t o  be  presented and 
t o  m a p  types of information to  appropriate types of presentations. Specifically, rule application 
involves realizing the  categories tha t  a given piece of information fits within, i.e., finding the rules 
whose antecedents describe the information; selecting the  most germane category for the  informa- 
tion, i.e., finding the most specific rules; and redescribing the information in appropriate textual 
and visual forms, Le., using the consequents of the rules to s t ructure  the presentation. 
Knowledge Bases & Rules For Presentation Planning 
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\\‘e cannot a t  this point claim that  we have a complete theory of what  constitutes a good 
presentation, since such a theory would have to explain aesthetic considerations involved in the 
preparation of presentations. While we cannot handle such considerations in general, we have been 
able to provide heuristics useful in  certain sit,uations. The Integrated Interfaces system contains 
rules t ha t  structure forms so that  they contain what we consider appropriate amounts of informa- 
tion. Users whose aesthetic judgements differ from ours can modify these explicit rules to  achieve 
different behavior. In this sense our system can be considered a presentation shell. 
2.1 Example 
The U S .  Navy’s Pacific Fleet prepares a daily report on the situation and plans of the fleet. This 
report conveys current ship locations, courses, current activities, and the activities planned for ships 
in the near future.  The person putting this situation report together has available for presentation 
a graphics system for ocean surface maps, a business graphics system for time tables, and methods 
for adding text  t o  maps and tables. 
Such a report  could be presented in many ways. A map with lines showing each ship’s course 
with a label a t  each point where the ship s tar ts  a new activity; or a map with points showing each 
ship’s initial location and a timetable for each ship; or a map with points showing each ship’s initial 
location and a label in English explaining its sailing plans. The Pacific Fleet uses the third form. 
The Navy’s report-generating activities can be described as following a process and rules similar 
to  those encoded in our system. [nformation concerning ships is realized as belonging to certain 
known categories, e.g., the ship’s planned activities. Rules for translating such information into a 
component of a report ,  e.g., an indication on a map or a textual description, are then examined, 
and  a rule appropriate for the desired mode of presentation is selected. The  information about the 
ships is then redescribed as par t  of the presentation being prepared. 
2.2 Design 
2.2.1 Models 
Our models characterize or define the categories of entities our user interface can deal with. One 
of the models identifies the categories of objects and actions in a common-sense view of the domain 
of our system. We indicate subclass relations present between categories, as well as relationships 
between objects and actions. For the Navy application we described above, we include the various 
categories of ships and sailing activities. We also include specific knowledge, such as t ha t  Tankers 
are a type of Ship, and tha t  a Repair activity involves a Disabled Ship. 
The 
objects here include windows, tables, maps, text strings, and icons. The actions here include 
creation, deletion, movement, and structure of displays. 
A final model (not crucial for this discussion) describes the functions and d a t a  structures of the 
available application services. Included here are descriptions of underlying application software, 
and any database schemas. 
Another model describes the categories of objects and actions of the interface world. 
2.2.2 Rules 
The  presentation rules are simple: they map  object from the application domain model into objects 
in the interface model. So the entity tha t  describes a daily s ta tus  report may be mapped into a 
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map. A position report may be mapped onto a point. A ship’s planned future activities may be 
mapped onto a text string. 
These rules are arranged according to  the class subsumption hierarchy of the models. So the 
rules applicable to  all ships are further up  the hierarchy than  those applying only t o  tankers. 
A system t h a t  constructs a visual display based entirely 011 an analysis of the details of the da ta  
to  be presented (cf. Mackinlay [SI) holds considerable appeal. However, in a domain as complex 
as ours, it is probably impossible t o  design such a presentation system. We thus allow both “low- 
level” rules, such as those tha t  map the various types of ships to  their icons, and “high-level” ones, 
which given a particular type of presentation request provide a script to  be followed in fulfilling the 
request. 
2.2.3 Rule A p p l i c a t i o n  
Presentation planning can now be described as the task of recognizing the domain categories within 
which a request for information presentation falls, selection of the appropriate rules t h a t  apply to  
those categories, and mapping of the domain terms in the request into appropriate presentation 
terms. 
The  three phases which we refer to as realization, selection, and redescription are implemented 
in our system as described below. 
Realization relates the facts about  instances to  the abstract categories of the model. For exam- 
ple, the concrete facts about  Spr i t e ,  a ship with a malfunctioning radar ,  must lead to  the realization 
t h a t  it is a Disabled Sh ip  (assuming Disabled Ship is defined in the domain model). Selection works 
by allowing for the appropriate mapping rules t o  be chosen, allowing for additivity. Selection also 
assures tha t  all aspects of the demand for presentation are  met  by some rule. Redescription ap- 
plies the rules, mapping each aspect of a common-sense view of a presentation into a n  equivalent 
presentation form. 
The  forms produced by rule application are not actually the commands to  the output  subsystems 
(Le., the  map  graphics system, text generator, and the business forms system). Instead, they are 
interpretable by device drivers tha t  control these systems. This design allows the  forms produced 
by the rules to serve as a model for the contents of the screen. Although we d o  not currently d o  so, 
user input  activity on the screen could be  interpreted with this screen model serving as a context. 
So our design has  the additional advantage of allowing, in principle, the  use of the  same knowledge 
base and many of the same inference mechanisms for analysis and presentation planning. 
3 Knowledge Representation Tools 
Our implementation of presentation planning depends on two knowledge representation systems: 
NIKL and K G T W O .  NIKL holds our models. KL-TWO automatically carries ou t  realization. KL- 
T W O  also holds the  demands for presentation and receives the forms read by the device drivers. 
This  section provides a brief introduction to  these tools. 
3.1 NIKL 
NIKL [3] is a network knowledge-base system descended from KL-ONE 111. This type of system 
supports  description of the  categories of entities t h a t  make u p  a domain. The central components 
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Figure 1: Fragment of Domain Model Containing Ship. 
of the  notation are sets of concepts and roles, organized in IS-A hierarchies. These hierarchies 
identify when membership in one category (or the holding of one relationship) entails membership 
in (or the holding of )  another. The  roles are associated with concepts (as role restrictions), and 
identify the relationships t h a t  can hold between actual individuals t ha t  belong t o  the categories. 
T h e  role restrictions can also hold number restrictions on the number of entities t ha t  can fill these 
roles. 
We have been experimenting with a naval assets domain model for the naval briefing application 
mentioned above. I t  has a concept Disabled-Ship that  is meant to identify the ships tha t  are unable 
t o  carry out  their missions. Disabled-Ship IS-A type of Ship distinguished from Ship by having a 
role restriction Readiness t ha t  relates Disabled-Ship to  NonOperational-Status, i.e., all ships with 
nonoperational s ta tus  are disabled. All Ships can have exactly one filler of the Readiness role 
restriction. The  concept of NonOperational-Status is partly defined through the IS-A relation t o  a 
concept Readiness-Status. This situation is shown graphically in Figure 1 in the typical network 
notation used for K G O N E  knowledge bases. 
In flavor, NIKL is a frame system, with the concepts equivalent to  frames and  the role restric- 
t ions t o  slots. However, the NIKL representation can be given a formal semantics. In fact, we 
could translate our NIKL knowledge bases into predicate calculus expressions and use a theorem 
prover t o  make the same inferences we do. However, NIKL is optimized for the limited inferences 
i t  makes and a general purpose theorem prover would be less efficient. 
3.2 KL-TWO 
K G T W O  is a hybrid knowledge representation system that  takes advantage of NIKL’s formal 
semantics [8] .  K G T W O  links another reasoner, PENNI, to  NIKL. For our purposes, PENNI, which 
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is an enhanced version of IIUP [GI,  can be viewed as restricted t o  reasoning using propositional 
logic. As such, I’ENNI is more restricted than those systems t h a t  use first order logic and a general 
purpose thcorcm prover. 
PENNI can be viewed as managing a d a t a  base of propositions of the form ( P  Q )  and (Q  Q b )  
where the forms are variable free. The first item in each ordered pair is the name of a concept in 
an associated NIKL network and the first item in each ordercd triple is the name of a role in t h a t  
netuork.  So the assertion of any form ( P  Q )  is a s ta tement  t h a t  the individual Q is a kind of thing 
described by the concept P. The  assertion (Q  Q b )  states t h a t  the individuals Q and b are related 
by the abstract  relation described by Q. 
NIKL adds t o  PENNI the ability t o  d o  taxonomic reasoning. Assume the NIKL database con- 
tains the concepts just  described in discussing NIKL. Assume tha t  we assert jus t  the following three 
facts: (Ship Sprite), (Readiness Sprite C4) and (Nonoperational-Status C4); C4 is a US. Navy 
readiness code. Using the knowledge base, PENNI is able to deduce t h a t  any Ship whose Readi- 
ness is a NonOperational-Status is a Disabled-Ship. So if we ask if (Disabled-Ship Sprite) is true,  
KL-TWO will reply positively. 
PENNI also provides a t ru th  maintenance system t h a t  keeps track of the facts used to  deduce 
others. When our rules are used t o  determine aspects of a presentation froni facts about the world, 
the t ru th  maintenance sytem records the dependencies between the domain and the presentation. 
For example, (Readiness Sprite C 4 )  triggers a rule which asserts (Disabled-Ship Sprite). If (Read i -  
ness Sprite C4) is retracted, PENNI’s t ruth maintenance system will automatically retract the 
assertion t h a t  the  Sprite is a disabled ship. 
4 Examples 
The  power of Presentation Planning is in its flexibility. The designer of a system does not specify 
rigidly in advance in what  form information will be requested from the user, and how d a t a  and 
results will be  displayed. Instead, our models contain descriptions of the types of information 
the application programs deal with, and of the types of graphical tools and instruments available. 
The  rules for presentation enable the system to  generate on-demand displays appropriate for given 
needs. Here are  some concrete examples. 
4.1 
Consider the knowledge about  ships and about  graphical instruments encoded in the NIKL models 
in Figures 1 and 2. Besides the  aspects of Figure 1 already indicated, note t h a t  Ships have Missions 
and tha t  Patrol missions are a subclass of Mobile missions. Note also t h a t  all Ships have Schedules. 
Figure 2 describes some Graphical-Instruments. This includes Tezt for language output ,  Icons for 
maps and isolated forms, and Visual-Enhancements tha t  could apply t o  icons and text.  Icons have 
Tezt as their Tag. Several specific Icons and Visual-Enhancements are included. 
Let us assume t h a t  the user wishes t o  show ships engaged in a Mobile mission with a special 
Icon, and t h a t  the  icon should be oriented in a direction identical t o  the ship’s course. In addition, 
assume t h a t  Disabled-Ships are t o  be shown with Red icons and tha t  the  Schedule of a ship is t o  
be  shown in the  natural  language Tag of the Icon representing i t .  A version of the rules tha t  we 
would use t o  achieve this is shown in Figure 3. 
Construction of a Visual Representation of an  Object 
ORIGINAL PAGE IS 
OF POOR QUALITY 
210 
ORIGINAL PAGE IS 
OF POOR QUALITY 
Figure 2: Fragment of Interface Model Containing Graphical-IILstrument. 
1. IF (Operational-Ship x) or (NonDeployed-Ship x) 
THEN (Icon-Color Image(x) Green) 
2.  IF (Disabled-Ship x) 
THEN (Icon-Color Image(x) Red) 
3. IF (Ship x) and (Mission x y) and (Course y z) 
THEN (Orientation Image(x) z) 
4 .  IF (Ship x )  and (Mission x y) and 
5. IF (Ship x) and (Schedule x y) 
(Mobile y) THEN (Icon-Type Image(x) Arrow) 
THEN (Tag Image(x) Textual-Description(y)) 
Figure 3: Sample Presentation Rules 
21 1 
The  antecedent considers the categories of one or more individuals and their relationships, all 
in terms of the NIKL models. The consequents provide assertions about the graphic representation 
of objects for the PENNI database. These rules are asserted into PENNI so t h a t  the t ruth main- 
tenance system may keep track of the dependencies between antecedent facts and their resultant 
consequents, as explained in the previous section. 
The  functions Image and Teztual-Description map the constants of the common sense world 
into constants of the  visual and textual world, respectively. For example, Rule 5 above states tha t  
if some individual, x, is a Ship and another individual, y, is i ts  Schedule, then the Tag of the image 
of x is the textual-description of y. The textual-description of y will be created by the invocation 
of our tex t  generator. 
To complete the example, suppose t h a t  the following set of facts was asserted into the PENNI 
database: (Ship Sprite), (Readiness Sprite C4), (NonOperational-Status C 4 ) ,  (Mission Sprite X 3 7 ) ,  
(Patrol X 9 7 ) ,  (Schedule Sprite U 4 6 ) ,  (Course XS7 220) ,  and (Employment-Schedule U 4 6 ) .  Sup- 
pose further t h a t  the NIKL model defined Patrol to be a subclass of Mobile missions. Then real- 
ization would recognize the ‘Sprite’ as a Disabled Ship and one engaged in a Mobile mission on a 
course of 220 degrees. Selection would identify tha t  Rules 2, 3, 4 and 5 apply. Redescription would 
result in the  addition t o  the PENNI database of the description of the image of the ‘Sprite’ as a 
red arrow with a n  orientation of 220, and with a textual representation of i ts  schedule as its label. 
If any of t h e  facts pertaining t o  Sprite is retracted, an automatic change in the description of 
i ts  graphic image will occur. 
4.2 Recognizing Special Cases 
For many requests for information encountered in our domain the presentation required is far more 
complex than  the  rules of the kind listed above could provide for. The  construction of these complex 
presentations requires, among other things, a global evaluation of the coherence of the display. I t  
would therefore be  hopeless, a t  this point, to  a t tempt  t o  write rules tha t  would a t tempt  t o  derive 
a n  elaborate presentation entirely from low-level information about  the objects to  be described. 
Our approach provides us with a partial solution to  this problem. 
The  availability of models of the domain and of displays to  our Presentation Planner gives it 
the  advantage of being able to  recognize collections of d a t a  as representing information of a certain 
known type. The  Presentation Planner can then make use of presentation techniques specialized 
for this type of d a t a  t o  provide the user with more appropriate displays. 
For example, Figure 4 provides portions of our model t h a t  include the class Pacific Situation, 
a display of d a t a  about  ships and ports in the Pacific Region, which includes certain specific 
information from the  ships’ employment schedule. 
When provided with d a t a  about  ships in the Pacific region and their employments, the Presen- 
tation Planner  would classify the d a t a  in its model of the domain. A spatial reasoner deduces the 
region containing all of the ships which would be included in the Pacific Region and the Presen- 
tation Planner recognizing tha t  i t  has received a collection of d a t a  belonging t o  the class Pacific 
Situation. Once the  classification of the d a t a  is accomplished the Presentation Planner will use 
specific presentation rules appropriate for displaying the information. In the domain we have con- 
sidered there is a preferred way for presenting this information, t o  which we try t o  conform. This 
preferred presentation has  developed in the Navy in the  course of years of handcrafted situation 
briefing presentations. 
ORIGINAL PAGE IS 
OF POOR QUALITY 
212 
ORGfNAL PAGE Is 
OF POOR QUALm 
Figure 4: Fragment of Domain Model Including Situation. 
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The specific presentation rules appropriate only for a situation briefing will combine the entities 
created by more general rules, of the kind described in the previous section, t o  produce the final 
presentation. 
4.3 
The  Presentation Planner must also deal with the preparation of displays for the purpose of solic- 
iting necessary information from the user. Here, again, the models of all aspects of the task and 
the domain are indispensable. 
At some point the user may indicate a desire t o  view d a t a  concerning ships in some region. In  
terms of our model (see Figure 4), t h a t  would mean indicating a preference for Display a Situation. 
As it  turns  out ,  the Presentation Planner does not have any rules tha t  can be  used t o  redescribe 
this general request into a presentation, but there exist ways of satisfying more specific requests. 
For example, requests to  have the Pacific Region or any of its subregions displayed can be satisfied. 
As we see in Figure 4, the situation involves specific ships and ports, which may also be displayed. 
In this case, the Presentation Planner collects all options the user can choose among to  construct 
an executable request. The  Presentation Planner then plans a display form t h a t  will be used t o  
present these options t o  the user. The result of this plan is a set  of assertions in PENNI t h a t  the 
device driver for a separate form management package (QFORMS) [2] will use t o  prepare the input 
form. 
T h e  form below, presented t o  the user, allows the  user t o  make one of several specific choices: 
Generation of an Input Display 
Pacific Regions: 
Western Pacific 0 
South China Sea 0 
Indian Ocean 0 
Eastern Pacific 0 
Pacific Command Region 0 
Ship: 
I t  is instructive t o  examine precisely how this form is created. Specifically, how does the choice 
“Ship” become part  of the form? I t  is not a Pacific Region, bu t  Navy personnel request t h a t  this 
possibility be supported. 
We thus included in our model the concept Display Ship/Region Situation. Since this has two 
subclasses of actions, namely Display Ship Situation and Display Regional Situation our system 
considers the  possibility of generating an intermediate two item submenu, something like: 
Situation in Pacific Region 0 
Situation of Ship 0 
We considered this unsatisfactory from a human factors standpoint. We therefore formulated 
a general rule saying t h a t  if the choices on a proposed menu can be further subdivided, and if the 
number of choices is less than  N ,  then the proposed menu should not be displayed. Instead, a more 
detailed form should be  generated, one based on the subchoices. Our prototype uses the  value 3 
for N, so in this case the  rule causes the Presentation Planner to  immediately generate the  more 
specific form. A user is free to change the value of N, thus modifying the design of forms t,he system 
generates in situations like the one above. 
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Note t h a t  the geographic regions available were specified by name in the form created, while 
ships were not.  Rather, the user is allowed to  specify the desired ship by typing i t  on the form 
(Figure 5 ) .  This distinction is a result of information concerning the cardinality of the relevant 
collections of objects - information encoded in our models. Since the number of possible choices 
for region is small, they are enumerated. However, the number of ships is larger, so the  user is 
provided with a way to specify a choice explicitly instead. 
Generating interfaces by models and rules is time consuming and tedious. But  i t  forces the 
designers t o  think out  every aspect of an interface. The decisions are not hidden in the  code, they 
are explicit - observable, modifiable - in the rules and the model. 
5 Related Work 
The literature contains numerous examples of User Interface Management Systems. However, we 
see our contribution as being our emphasis on Presentation Planning, and very few systems are 
concerned with this aspect of the interface. Perhaps the best known previous work dealing with 
this issue is t h a t  of Mackinlay [5]. 
Much like par t  of our system, Mackinlay’s APT uses information about  characteristics of da ta  
provided t o  i t ,  t o  produce a graphical representation of t h a t  da ta .  The  differences between the 
two systems become clear when we consider the variety of d a t a  each deals with and the variety of 
presentations they produce. A P T  produces graphs of various kinds, and much of i ts  effort goes into 
deciding which axes t o  choose, and how t o  indicate the  values along each axis. D a t a  dealt with 
is limited t o  what  can be presented using such graphs. Consequently, Mackinlay has  succeeded in 
producing a system which can generate graphical presentations automatically using only “low-level’’ 
information about  the  objects and their attributes. 
Our  system is expected t o  generate a much wider variety of displays, many t h a t  would re- 
quire considerable design work even from an expert human graphic artist.’ In addition, certain 
display layouts are often chosen simply t o  conform t o  pre-existing preferences of Navy personnel. 
Consequently, unlike Mackinlay, we are required t o  provide for the possibility of following pre-set 
stereotypical instructions in certain cases. We thus must devote considerable effort t o  recognizing 
which cases require these special displays. 
A further significant difference between the systems is the complexity of the d a t a  we are required 
t o  present. In order t o  handle this range of d a t a  we must represent i t  using a sophisticated 
knowledge representation language, NIKL, a facility which Mackinlay finds unnecessary in APT. 
Both systems make use of sophisticated reasoning facilities. 
6 Problems 
We believe our approach to the  problem of presentation planning is a viable one. Indeed, as 
illustrated in the  examples of the  previous section, we are using it to generate various interesting 
displays. However, there are  still numerous outstanding problems which remain to be solved. In 
this section we will list some of the more difficult and interesting ones; some of them are  inherent 
to presentation planning while others are  specific to  choices we have made in  our system. 
‘As in fact they do. Maps of the kind produced by our system take Navy personnel approximately 4 hours to 
produce every day. 
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6.1 
Currently, we are using off-the-shelf programs for the low level production of output .  This places 
us in a position of having to  divide our da ta  between the available facilities without having access 
t o  the internal decisions made by those facilities. In reality linguistic considerations may play an 
important  par t  in the decision t o  use a pointing gesture. For example, in a situation where using 
language to  describe an object to  the hearer would be difficult or awkward, we prefer to  point to  i t .  
Our  existing setup does not  permit the Presentation Planner to become aware of such difficulties. 
The  proper solution t o  this problem would probably require a uniform approach to  all methods 
of communicaton and a more complete understanding of their relative capabilities. This appears 
to  be a hard problem. We are not aware of any existing efforts in this direction. 
Related t o  the problem mentioned above is the question, Which information about  presentation 
planning can be shared across media and modalities and which is unique t o  each medium? 
Lack of Coordination between Output Modes 
6.2 Modeling Difficulties 
The  domain of graphical displays is not yet well understood. We are facing difficulties in developing 
a model t h a t  expresses all the  information needed t o  plan presentations. Certain idiosyncracies of 
NIKL have added to  the difficulty of representing some of the knowledge. Several of these problems 
will be resolved with the development of Loom [4] to  which we intend t o  switch as soon as it  becomes 
available. 
6.3 
A user model will enhance the Presentation Planner. For example, knowledge about  a user’s 
familiarity with a certain geographic area will allow the system t o  label only unfamiliar ports  and 
regions, thus reducing screen clutter. While incorporating a user model is in our longer range plans, 
we have not yet begun t o  d o  so. 
Lack of a User Model 
6.4 
A dialogue model will allow the presentations to  be more closely tailored to  the  user’s requests. 
Currently, the Presentation Planner is simply provided with d a t a  to  display. I t  is not aware of 
the purpose of the  display, nor even of the user request tha t  prompted i t .  Keeping track of such 
information is also in our future plans. 
Lack of a Dialogue Model 
6.5 
Many of our presentation rules assume a simple correspondence between domain objects and their 
graphical icons. This may turn  out  t o  be an oversimplification. I t  might be necessary for us to  
posit intermediate levels between the domain and the display; a common-sense reasoning level, for 
example. 
Complexity of Correspondence between Domain and Interface Models 
7 Current Status 
A demonstration version of the Integrated Inberfaces system is now available at ISI. The  current 
version models the domain of Navy ships in the Pacific Ocean. A user may use the  system to  access 
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information about  ships’ locations, tasks, readiness status,  and more. The resulting information is 
displayed using combinations of maps, menus, tables, and natural language output  (Figure 5). 
The  system is written in Common Lisp and runs in the X windows environment under UNIX on 
I1P 9000 Model 350 workstations. Displays are presented on a Renaissance color graphics monitor. 
The  map graphic modality is supported by ISI’s Graphics Display Agent. Menus and forms are 
created using QFORMS [2]. Natural language output  is produced by ISI’s Penman system [7]. 
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A b s t r a c t  
The u l t i m a t e  g o a l  of r e s e a r c h  e f f o r t s  
d i r e c t e d  a t  u n d e r l o a d ,  boredom, o r  compla- 
c e n c y  i n  h i g h - t e c h n o l o g y  work e n v i r o n m e n t s  
i s  t o  d e t e c t  c o n d i t i o n s  o r  s t a t e s  o f  t h e  
o p e r a t o r  t h a t  c a n  be d e m o n s t r a t e d  t o  l e a d  
t o  p e r f o r m a n c e  d e g r a d a t i o n ,  a n d  t h e n  t o  
i n t e r v e n e  i n  t h e  e n v i r o n m e n t  t o  r e s t o r e  
a c c e p t a b l e  s y s t e m  p e r f o r m a n c e .  P h y s i o -  
l o g i c a l  m e a s u r e s  may p r o v i d e  i n d i c e s  o f  
c h a n g e s  i n  c o n d i t i o n  o r  s t a t e  o f  t h e  
o p e r a t o r  t h a t  may b e  o f  v a l u e  i n  h i g h -  
t e c h n o l o g y  work e n v i r o n m e n t s .  The f o c u s  
o f  t h e  p r e s e n t  s t u d y  was  o n  t h e  u s e  o f  
phy s i  o l o g i  c a l  m e a s u r e s  i n t h e  a s se  ssme n t. 
o f  o p e r a t o r  c o n d i t i o n  o r  s t a t e  i n  a t a s k  
u n d e r l o a d  s c e n a r i o .  A f a u l t  acknowledg-  
men t  t a s k  c h a r a c t e r i z e d  by s i m p l e  r e p e t i -  
t i v e  r e s p o n s e s  w i t h  m i n i m a l  n o v e l t y ,  
c o m p l e x i t y ,  and u n c e r t a i n t y  was employed 
t o  p l a c e  s u b j e c t s  i n  a t a s k  u n d e r l o a d  
s i t u a t i o n .  Phy si01 o g i c a l  m e a s u r e s  ( E C G ,  
E E G ,  a n d  p u p i l  d i a m e t e r )  were m o n i t o r e d  
d u r i n g  t a s k  p e r f o r m a n c e  o v e r  a o n e - h o u r  
t e s t  s e s s i o n  f o r  1 2  s u b j e c t s .  Each o f  t h e  
p h y s i o l o g i c a l  m e a s u r e s  e x h i b i t e d  c h a n g e s  
o v e r  t h e  t e s t  s e s s i o n  i n d i c a t i v e  of  d e c r e -  
m e n t s  i n  s u b j e c t  a r o u s a l  l e v e l .  W h i l e  
h i g h  c o r r e l a t i o n s  b e  t w e e n  phy si  o l  o g i  c a l  
m e a s u r e s  w e r e  f o u n d  a c r o s s  s u b j e c t s ,  
i n d i v i d u a l  d i f f e r e n c e s  b e t w e e n  s u b j e c t s  
s u p p o r t s  t h e  u s e  of p r o f i l i n g  t e c h n i q u e s  
t o  e s t a b l i s h  b a s e l i n e s  u n i q u e  t o  e a c h  
s u b j e c t .  
Introduct ion 
W i t h  t h e  d e v e l o p m e n t  a n d  i n c r e a s i n g  
n u m b e r  o f  h i g h - t e c h n o l o g y  w o r k  e n v i r o n -  
m e n t s ,  t h e  r o l e s ,  f u n c t i o n s ,  a n d  t a s k s  
p e r f o r m e d  by p e o p l e  i n  t h e s e  e n v i r o n m e n t s  
need  t o  be c o n s i d e r e d  c a r e f u l l y .  A l t h o u g h  
n o t  u n i q u e  t o  h i g h  t e c h n o l o g y  or  a u t o m a t e d  
e n v i r o n m e n t s ,  w o r d s  s u c h  a s  b o r e d o m ,  
u n d e r l o a d ,  and  complacency  d e s c r i b e  c o n d i -  
t i o n s  o f  t h e  h u m a n  o p e r a t o r  o r  s y s t e m  
manager  t h a t  may h a v e  m a j o r  i m p a c t  on t h e  
p e r f o r m a n c e  a n d  s a f e t y  of h i g h - t e c h n o l o g y  
s y  stems . 
I n c r e a s e d  a u t o m a t i o n  c a n  c h a n g e  t h e  
n a t u r e  o f  t h e  t a s k  t h a t  t h e  o p e r a t o r  i s  
p e r f o r m i n g ,  and may i n c r e a s e  t h e  m o n i t o r -  
i n g  o r  v i g i l a n c e  c o m p o n e n t  o f  a t a s k  
( P a r a s u r a m a n ,  1 9 8 7 ) .  Many s t u d i e s  a n d  
r e p o r t s  c o n c e r n i n g  t h e  e f f e c t s  o f  a i r c r a f t  
a u t o m a t i o n  may b e  f o u n d  i n  t h e  l i t e r a t u r e  
( e . g .  B e r g e r o n  & t l i n t o n ,  1 9 8 5 ;  W i e n e r ,  
1 9 8 5 ;  Wiene r  & C u r r y ,  1 9 8 0 ) .  Each r e p o r t  
e c h o e s  c o n c e r n ,  b o t h  a b o u t  e r r o r s  made i n  
t h e  use o f  a u t o m a t e d  sys tems a n d  f a i l u r e  
o f  t h e  o p e r a t o r  o r  crew t o  d e t e c t  e r r o r s  
when u s i n g  a n  a u t o m a t e d  system. 
R e p o r t s  c o n c e r n i n g  t h e  e f f e c t s  o f  
a u t o m a t i o n  on commerc ia l  a i r c r a f t  p i l o t s  
n o t e  t h a t  t o o  much a u t o m a t i o n  may r e s u l t  
i n  c o m p l a c e n c y  a n d  b o r e d o m  ( C h a m b e r s  & 
N a g e l ,  1 9 8 5 1 ,  a n d  p i l o t  r e p o r t s  o f  j u s t  
" b e i n g  a l o n g  f o r  t h e  r i d e . "  ( C h a m b e r s  & 
N a g e l ,  1 9 8 5 ;  W i e n e r ,  1 9 8 5 ) .  Chambers  a n d  
N a g e l  ( 1 9 8 5 )  d i s c u s s  p o t e n t i a l  a l t e r n a -  
t i v e s  i n  t h e  a l l o c a t i o n  o f  f u n c t i o n s  
b e t w e e n  a u t o m a t e d  sys t ems  a n d  t h e  human 
o p e r a t o r .  I n  o n e  s y s t e m ,  w h i c h  t h e y  
c a l l e d  t h e  f r p i l o t f s  a s s i s t a n t  c o n c e p t ,  If 
t h e  p i l o t  p l a y s  a n  a c t i v e  r o l e  a s  t h e  
system manage r .  I t  was s u g g e s t e d  t h a t  t h e  
a c t i v e  r o l e  o f  t h e  p i l o t  m a y  s e r v e  t o  
r e d u c e  complacency  and boredom. A s e c o n d  
s y s t e m ,  t h e  t t e l e c t r o n i c  c o p i l o t  c o n c e p t ,  It 
was p r e s e n t e d  i n  wh ich  t h e  p i l o t  f u n c t i o n s  
a s  a p a s s i v e  m o n i t o r ,  w i t h  c o n c o m i t a n t  
r i s k s  o f  c o m p l a c e n c y  a n d  b o r e d o m .  I n  
r e v i e w i n g  t h e  r e p o r t  by C h a m b e r s  a n d  
N a g e l ,  P a r a s u r a m a n  ( 1  9 8 7 )  s u g g e s t e d  " t h a t  
t h e  g o a l  o f  human f a c t o r s  e n g i n e e r i n g  m u s t  
n o t  n e c e s s a r i l y  be  t o  r e d u c e  w o r k l o a d  b u t  
t o  o p t i m i z e  i t ." 
I n  r e s e a r c h  on v i g i l a n c e ,  c o n d i t i o n s  
d e s c r i b e d  a s  b o r e d o m ,  m o n o t o n y ,  a n d  
f a t i g u e  h a v e  b e e n  r e p o r t e d  a s  h a v i n g  o v e r -  
w h e l m i n g  e f f e c t s  c o m p a r e d  t o  t h e  many 
v a r i a b l e s  ( e . g .  , t e m p e r a t u r e ,  n o i s e ,  c i r -  
c a d i a n  e f f e c t s ,  i l l u m i n a t i o n ,  and  v i b r a -  
t i o n )  t h a t  h a v e  r e c e i v e d  e x p e r i m e n t a l  
a t t e n t i o n  ( H a c k i e ,  1 9 8 7 ) .  S t u d i e s  examin-  
i n g  s t r e s s  e f f e c t s  o n  s o n a r  o p e r a t o r s  show 
t h a t  boredom, monotony,  a n d  f a t i g u e  were 
r a n k e d  t h e  h i g h e s t  of a l l  t h e  s t r e s s o r s  
c o n s i d e r e d  (Mack ie ,  W y l i e ,  & S m i t h ,  1 9 8 5 ) .  
The u l t i m a t e  g o a l  of r e s e a r c h  e f f o r t s  
d i r e c t e d  a t  u n d e r l o a d ,  boredom, or  compla- 
c e n c y  i s  t o  d e t e c t  c o n d i t i o n s  o r  s t a t e s  of 
t h e  human o p e r a t o r  or crew member t h a t  c a n  
be  shown t o  l e a d  t o  p e r f o r m a n c e  d e g r a d a -  
22 1 
PRECEDING PAGE BLANK NOT FILMED 
ORIGINAL PAGE IS 
OF POOR QUALITY 
t i o n ,  and t h e n  t o  i n t e r v e n e  i n  t h e  automa- 
t e d  work e n v i r o n m e n t  t o  r e s t o r e  a c c e p t a b l e  
s y s t e m  p e r f o r m a n c e .  Whi l e  m o n i t o r i n g  cf 
m a c h i n e s  by human o p e r a t o r s  h a s  a l o n g  
h i s t o r y ,  m o n i t o r i n g  o f  t h e  human o p e r a t o r  
by t h e  m a c h i n e ,  o r  b e t t e r  y e t ,  a n  i n t e r a c -  
t i o n  o r  l t d i a l o g l l  b e t w e e n  t h e  human a n d  
m a c h i n e  i s  o ~ l y  becoming f e a s i b l e  t h r o u g h  
t h e  t e c h n o l o g y  of  t o d a y  and  t h e  p r o m i s e s  
a n d  p o t e n t i a l  o f  t h e  t e c h n o l o g y  c f  
tomorrow.  
I n  o r d e r  t o  d e t e c t  c h a n g e s  i n  t h e  
c o n d i t i o n  o r  s t a t e  o f  t h e  hur,an o p e r a t o r  
o r  crew member, p h y s i o l o g i c a l  m e a s u r e s  may 
p r o v i d e  t h e  i n d i c e s  r e q u i r e d .  Kany 
s t u d i e s  h a v e  been  c o n d u c t e d  e x p l o r i n g  t h e  
r e l  a t i  o n  s h i p  b e  t w e e n  p h y  s i  01 o g i c a 1  
p a r a m e t e r s  a n d  t f w o r k l o a d ,  " v i g i l a n c e ,  o r  
" f a t i g u e "  ( S e e  O ' G o n n e l l ,  1 9 7 9 ,  f o r  a 
r e v i e w ) ,  a n d  p h y s i o l o g i c a l l y  d r i v e n  
" a l e r t n e s s  i n d i c a t o r s "  ( O ' D o n n e l l ,  1 9 7 9 ,  
pp. 57  & 6 2 )  h a v e  b e e n  s u g g e s t e d  and  ex-  
p l o r e d .  H o w e v e r ,  i n  o r d e r  f o r  t h e s e  
m e a s u r e s  t o  be employed  a s  v i a b l e  i n d i c e s  
o f  o p e r a t o r  c o n d i t i o n  o r  s t a t e ,  r e s e a r c h  
e f f o r t s  m u s t  t a k e  a d v a n t a g e  o f  new a n d  
s t e a d i l y  i m p r o v i n g  s e n s o r  t e c h n o l o g y ,  a n d  
s t a t e - o f - t h e - a r t  a n a l y s i s  m e t h o d o l o g i e s .  
Horst  ( 1 9 8 8 )  d i s c u s s e s  some of  t h e  a r e a s  
of a p p l i c a t i o n  a n d  p rob lem a r e a s  a s s o c i -  
a t e d  w i t h  p h y s i o l o g i c a l  m e a s u r e s ,  a n d  
n o t e s  t h a t  o n - l i n e  o r  r e a l - t i m e  a p p l i c a -  
t i o n s  o f  p h y s i o l o g i c a l  i n d i c e s  may i n -  
c l u d e :  ( 1 )  a s s e s s m e n t  o f  ' I t h e  g e n e r a l  
s t a t e  of t h e  o p e r a t o r , "  i n  o r d e r  t o  d e t e r -  
m i n e  w h e t h e r  t h e  o p e r a t o r  s h o u l d  b e  I f i n  
t h e  l o o p f r  a t  a l l ,  ( 2 )  dynamic  t a s k  a l l o -  
c a t i o n  b e t w e e n  human a n d  m a c h i n e ,  a n d  
( 3 )  d e t e c t i o n  of  i m p o r t a n t  e v e n t s  t h a t  t h e  
o p e r a t o r  d i d  n o t  a t t e n d  t o  or  d e t e c t i o n  of 
e v e n t s  w i t h  e r ror  r e s p o n s e s  ( H o r s t ,  1988 ,  
p. 3 0 ) .  
The f o c u s  of t h e  p r e s e n t  s t u d y  was o n  
t h e  u s e  o f  p h y s i o l o g i c a l  m e a s u r e s  i n  t h e  
a s s e s s m e n t  of o p e r a t o r  c o n d i t i o n  o r  s t a t e  
i n  a t a s k  u n d e r l o a d  s c e n a r i o .  R e s e a r c h  
d i r e c t e d  a t  d e t e c t i n g  c o n d i t i o n s  o r  s t a t e s  
of t h e  o p e r a t o r  i n  a t a s k  u n d e r l o a d  s c e n a -  
r i o  t h a t  c a n  b e  r e l a t e d  t o  p e r f o r m a n c e  
d e g r a d a t i o n  c a n  b e  c o n c e p t u a l i z e d  a s  
h a v i n g  f o u r  s t a g e s :  
( 1 )  S t a g e  1 i n v o l v e s  e s t a b l i s h i n g  t h e  
s e n s i t i v i t y  of s e l e c t e d  p h y s i o l o g i c a l  
m e a s u r e s  t o  t h e  c o n d i t i o n  o r  s t a t e  of t h e  
o p e r a t o r  i n  t a s k  u n d e r l o a d  s c e n a r i o s .  
T h i s  s t a g e  may be  a c c o m p l i s h e d ,  a s  i n  t h e  
p r e s e n t  s t u d y ,  t h r o u g h  p h y s i o l o g i c a l  
measu remen t  of s u b j e c t s  i n  l a b o r a t o r y  o r  
s i m u l a t i o n  e n v i r o n m e n t s .  One q u e s t i o n  t o  
be a n s w e r e d  a t  t h i s  s t a g e  i s  w h e t h e r  t h e r e  
a r e  g e n e r i c  m e a s u r e s  t h a t  may be  u s e d  a s  
i n d i c a t o r s  f o r  a l l  human o p e r a t o r s  o r  
w h e t h e r  i n d i v i d u a l  d i f f e r e n c e s  b e t w e e n  
p e o p l e  r e q u i r e  t h e  d e v e l o p m e n t  of p r o f i l e s  
u n i q u e  t o  i n d i v i d u a l s  o r  g r o u p s  of i n d i -  
v i d u a l  s. 
(2j St t lge  2 i z  c o n c e r n e d  w i t h  e s t a t -  
1 i s h i n  t Le twe t ' r I  o t,z e r v e d  
p h y s i o l o g i c . a l  c h a n g e r .  2 n d  t a c k .  p e r f o r m -  
a n c e .  O b v i o u s l y ,  t h e r e  o:;.y kJe n~any  a t t r i -  
b u t e s  t o  ta :k: ;  i n  t t l e  i ; i g h  t e c h n o l o g y  
e n v i r o n m e n t . ,  i n v o l v i n g  2 v a r i e t y  c f  t y p e '  
o f  c o g n i t i v e  p r o c e s s e r ,  cri t b e  p a r t  cjf t h e  
o p e r a t o r .  F o r  e x a m p l e ,  i f  p l - ~ y ~ i o l o ~ i c ~ l  
r l e a s u r e s  a r e  i n d i c a t i v e  o f  o p e r a t o r  I 7 t o r e -  
c i ~ m , ~ ~  on wh ich  t y p e s  c8f t a s k s  c a n  one l o o k  
f o r  d e g r a d e d  p e r f o r m z n c e  ( e . g .  p e r c e p t u a l ,  
m e m o r y ,  p r o b l e m  s o l v i n g  / d e c i s i o n  
r a k i n g ) .  T h i s  s t a g e  nay Le i n v e s t i g a t e d  
m o s t  e a s i l y  by s t u d i e s  c o n d u c t e d  i n  s e t -  
t i n g s  i n  w h i c h  a h i g h  d e g r e e  o f  c o n t r o l  
c v e r  t h e  t a s k  i s  p o s s i b l e ,  s u c h  a s  i n  
1 a b o r  a t o r y  o r  s i m  ul a t  i on e n v  i ronmen t s . 
( 3 )  S t a g e  3 i n v o l v e s  e s t a b l i s h i n g  t h e  
re1  a t i o n s h i p  b e t u e e n  phy si01 o g i c a l  i p d i  c e s  
a n d  p e r f o r n a n c e  i n  r e z l - w o r l d  s e t t i n g s .  
Ir: o r d e r  t o  a c c o m p l i s h  t h i s ,  p e r f o r m a n c e  
a s s e s s m e n t  and  p h y s i o l o g i c a l  m e a s u r e m e n t  
may be c o n d u c t e d  i n  i n s t r u m e n t e d  a i r c r a f t  
o r  i n s t r u m e n t e d  g r o u n d  t r a n s p o r t a t i o n  
v e h i c l e s .  I n  o r d e r  t o  i n v e s t i g a t e  u n d e r -  
l o a d  or llboredomfT i n  r e z l - w o r l d  s e t t i n g s ,  
i t  m a y  be n e c e s s a r y  t o  m o n i t o r  o p e r a t o r s  
o r  crew members o v e r  e x t e n d e d  p e r i o d s  o f  
t ime.  
( 4 )  S t a g e  4 i n v o l v e s  t h e  d e v e l o p m e n t  
a n d  t e s t i n g  o f  o f f - l i n e  a n d  o n - l i n e  i n t e r -  
v e n t i o n s .  Such i n t e r v e n t i o n s  o r  r e m e d i a -  
t i o n  s t r a t e g i e s  w o u l d  b e  d e s i g n e d  t o  
i n s u r e  t h a t  c o n d i t i o n s  o r  s t a t e s  o f  t h e  
o p e r a t o r  a s s o c i a t e d  w i t h  p e r f o r m a n c e  
d e g r a d a t i o n  a r e  h a n d l e d  i n  s u c h  a way a s  
t o  r e s t o r e  a c c e p t a b l e  system p e r f o r m a n c e .  
T h e  p r e s e n t  s t u d y  was d i r e c t e d  a t  
S t a g e  1 ,  d e s c r i b e d  a b o v e ,  a n d  was  f o c u s e d  
on e s t a b l i s h i n g  t h e  s e n s i t i v i t y  and  i n t e r -  
r e l a t i o n s h i p  o f  h e a r t  r a t e  a n d  h e a r t  r a t e  
v a r i a b i l i t y ,  p u p i l  d i a m e t e r ,  and  e l e c t r o -  
e n c e p h a l o g r a p h i c  d a t a  d u r i n g  p e r f o r m a n c e  
o f  a t a s k  i n  wh ich  t h e  s u b j e c t  was  unde r -  
l o a d e d .  The  c h a r a c t e r i s t i c s  o f  s u c h  a 
t a s k ,  s i m p l e  r e p e t i t i v e  r e s p o n s e s  w i t h  
m i n i m a l  n o v e l t y ,  c o m p l e x i t y ,  a n d  u n c e r -  
t a i n t y  ( C o o p e r ,  1 9 6 8 1 ,  were s u c h  t h a t  
boredom would be  e x p e c t e d .  
t h  e r e l  a t i  on :,ti i p 
M e t h o d o l o g y  and D e s i g n  
Subjnzls. P h y s i o l o g i c a l  a n d  t a s k  
p e r f o r m a n c e  d a t a  were o b t a i n e d  from 1 2  
s u b j e c t s  ( 1 0  m a l e ;  2 f e m a l e ) .  S u b j e c t  
a g e s  r a n g e d  be tween  2 0  and  44 y e a r s ,  w i t h  
a m e d i a n  a g e  of 28.5 y e a r s .  S u b j e c t s  were 
v o l u n t e e r s  from among t h e  s t a f f  and con- 
t r a c t  p e r s o n n e l  o f  t h e  N A S A  L a n g l e y  Re- 
s e a r c h  C e n t e r .  
Iasb. A f a u l t  a c k n o w l e d g m e n t  t a s k  
( f i v  e c h  o i  c e - r e a  c t i o n- t i m e  
t a s k )  was s e l e c t e d  a s  a l a b o r a t o r y  bench-  
mark t a s k  f o r  i n d u c i n g  boredom. The f a u l t  
acknowledgmen t  t a s k  c o n s i s t e d  o f  a d e s k -  
a 1  t e r  na t i v e  
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ORIGINAL 
OF POOR 
t o p - c o m p u t e r - g e n e r a t e d  j E t  e n g i n e  p i c t u r i -  
a 1  i n  w h i c h  o n e  o f  f i v e  z r e a s  coi.ild b e  
h i g h l i g h t e d  i n  r e d .  T h e  t a s k  f o r  t k , e  
s u b j e c t  was  t o  d e t e c t .  t h e  f a u l t ,  t h e n  t c i  
p r e s s  t h e  a p p r o p r i b t e  r ec .ponse  key f o r  t h e  
h i g h l i g h t e d  a r e a ,  w h i c h  t u r n e d  o f f '  tk.e 
h i g h l i g h t e d  a r e a .  T h e  h i g h l i g h t e d  a r t . 3  
r e m a i n e d  l i g h t e d  u n t i l  t h e  s u b j e c t  r e -  
sponded .  If t h e  s u b j e c t  d i d  n o t  r e spo t?d ,  
a t i m e - o u t  o c c u r r e d  a f t e r  a b o u t  30 s e c -  
o n d s ,  and a n e r  f a u l t  was  p r e s e n t e d .  The 
t a s k  was p r e s e n t e d  o n  a CC-A c o m p u t e r  moci- 
t o r  arid r e s p o n s e s  were ~ a r i e  on t h e  d e s k t o p  
c om p u t e r k e y b o a r d . 
S u b j e c t  r e s p o n s e  t i n i e s  a n d  a c c u r a c y  
of r e s p o n d i n g  were r e c o r d e d  f o r  e a c h  f a u l t  
p r  ese  n t a  t i  on. F r  eq ue n c y  p r  e 5 e  n t a ti on 
o f  f a u l t s ,  o r  i n t e r t r i a l - i n t e r v a l  ( I T I ) ,  
f o r  h a l f  t h e  s u b j e c t s  was  6 s e c o n d s  ( r a n -  
domly r a n g i n g  be tween  4.8 and  7 . 2  s e c o n d s )  
t h r o u g h o u t  t h e  t e s t  s e s s i o n  a n d  f o r  t h e  
r e m a i n d e r  of  t h e  s u b j e c t s  a l t e r n a t e d  be- 
t w e e n  2 0  s e c o n d  I T I s  ( r a n g e :  1 6  t o  2 4  
s e c o n d s )  and 2 s e c o n d  J T I s  ( r a n g e :  1 .6 t o  
2 . 4  s e c o n d s )  w i t h  e a c h  I T 1  m a i n t a i n e d  f o r  
b l o c k s  of  5 m i n u t e  d u r a t i o n .  The a l t e r n a -  
t i n g  I T 1  c o n d i t i o n  was  i n c o r p o r a t e d  i n  t h e  
s t u d y  i n  o r d e r  t o  examine  c o n t r a s t s  i n  t h e  
p h y s i o l o g i c a l  d a t a  d u r i n g  p e r i o d s  i n  which 
t h e  t a s k  made  d i f f e r i n g  d e m a n d s  o n  t h e  
s u b j e c t .  A c o m p l e t e  t e s t  s e s s i o n  l a s t e d  
a p p r o x i m a t e l y  o n e  h o u r  and  c o n s i s t e d  of 1 2  
f i v e  m i n u t e  b l o c k s .  A time s y n c h r o n i z a -  
t i o n  s i g n a l  w a s  s e n t  f r o m  t h e  d e s k t o p  
c o m p u t e r  t o  a D i g i t a l  Equipment  Corpora -  
t i o n  ( D E C )  M o d u l a r  I N s t r u m e n t  C o m p u t e r  
( M I N C )  s y s t e m  on which  t h e  p h y s i o l o g i c a l  
d a t a  were r e c o r d e d .  
of 
P r o c e d u r e .  Upon a r r i v a l  a t  t h e  l a -  
b o r a t o r y ,  s u b j e c t s  i n i t i a l l y  c o m p l e t e d  
v o l  un t a  r y  c o n s e n t  f o r m s ,  t h e n  e l  e c  t r o d e  
a t t a c h m e n t  began .  After e l e c t r o d e  i n s t a l -  
l a t i o n ,  s u b j e c t s  were s e a t e d  i n  f r o n t  of  
t h e  t a s k  d i s p l a y  w h e r e  i n s t r u c t i o n s  o n  
p e r f o r m i n g  t h e  t a s k  were g i v e n  a n d  c a l i -  
b r a t i o n  o f  t h e  n o n - c o n t a c t  o c u l o m e t e r  
system u s e d  t o  m e a s u r e  p u p i l  d i a m e t e r  was 
c o m p l e t e d .  The e x p e r i m e n t a l  s e s s i o n  was 
t h e n  s t a r t e d .  T i m e  k e e p i n g  d e v i c e s  ( e . g .  
c l o c k s  a n d  w r i s t  w a t c h e s )  were r e m o v e d  
f r o m  t h e  e x p e r i m e n t a l  s e t t i n g  d u r i n g  t h e  
t e s t  s e s s i o n  t o  m i n i m i z e  t h e  s u b j e c t ' s  
a w a r e n e s s  o f  t h e  t i m e  r e m a i n i n g  i n  t h e  
t e s t  s e s s i o n .  A t  t h e  c o n c l u s i o n  o f  t h e  
t e s t  s e s s i o n  i n f o r m a t i o n  was  o b t a i n e d  from 
e a c h  s u b j e c t  c o n c e r n i n g  f o o d ,  b e v e r a g e s ,  
m e d i c a t i o n s ,  and  s l e e p  p r i o r  t o  t h e  t e s t  
s e s s i o n .  S u b j e c t s  were a l s o  q u e r i e d  a b o u t  
t a s k  s t r a t e g i e s  o r  m e n t a l  " g a m e s "  t h a t  
t h e y  e n g a g e d  i n  d u r i n g  t h e  s e s s i o n .  
Sub.iect s r t l f - r eDaL measures. Each 
s u b j e c t  c o m p l e t e d  t h e  J e n k i n s  A c t i v i t y  
S u r v e y  ( JAS)  ( T h e  P s y c h o l o g i c a l  Corpora -  
t i o n )  a n d  t h e  Eysenck  P e r s o n a l i t y  Inven-  
t o r y  ( E P I )  ( E d u c a t i o n a l  a n d  I n d u s t r i a l  
T e s t i n g  S e r v i c e ) .  T h e  JAS p r o v i d e d  a n  
i n d e x  o f  t h e  T y p e  A b e h a v i o r  p a t t e r n .  
PAGE IS 
QUALITY 
Pr 1. c r '  t ki e r el a t i  on-  
:,tfip tt.t.l;et.tl t h c  T Y K E  A b rk . av io r  p a t t e r n  
arid p t y s i o l  rJgic .s l  r'e:,r.or,ses, a n d ,  i r i  p a r -  
t i c> 131 a r ,  pr e s s c r  ( 
( F e r L i n s ,  151811; L a k e ,  S u a r e z ,  S c h n e i l e r -  
r r jan,  8 T o c c i ,  1 5 8 5 ) .  The E,PI p r o v i d e d  ar, 
j r l d e x  o f  j r , t . r o v F r : ; i c . n - c x t r r ; v e r s i o r i .  
:, t uti I i-. 5 v c t x I- 1. o r  t i  
h E: a r' t r ;: t, t' a n d t r l  cc 6 
P h y s i o l o g i c a l  m e a s u r e s  
r n L  Bi3L-e ILB1 md ksrL b t e  Y ! r i =  
i& i l  i t y  LJJHRl. el e c t r o  c a  r d i o g r  am 
(ECG) s i e n a l ,  from which  H R  and H R V  he re  
d e r i v e d ,  was o b t . a i n e d  t h r o u g h  a c t i v e  e l e c -  
t r o d e s  a t t a c h e d  t o  t h e  t o p  cf t h e  s t e r n u m  
a n d  t o  t h e  l o w e r  l e f t  r i b  c a g e .  A r e f e r -  
e n c e  e l e c t r o d e  w a s  a t t a c h e d  t o  t h e  l e f t  
a n k l e .  The ECG s i g n a l  was f e d  t h r o u g h  a n  
o p t o - i s o l a t e d  b i o a m p l i f i e r  t o  a s c h m i t t  
t r i g g e r  w h i c h  p r o d u c e d  a d i g i t a l  o u t p u t  
upon ari E C G  s i g n a l  p o s i  t i v e - g o i n g  t h r e s -  
h o l d  c r o s s i n g  (R-wave).  The t ime i n t e r v a l  
be tween  s u c c e s s i v e  t h r e s h 0 1  d c r o s s i n g s ,  o r  
i n t e r - b e a t  i n t e r v a l  ( I B I ) ,  was  r e c o r d e d  on  
t h e  D E C  M I N C  s y s t e n i .  
The  
P u D i l  D i a m e t e r  QJl. The PD o f  e a c h  
s u b j e c t  was m e a s u r e d  u s i n g  a n o n - c o n t a c t  
i n f r a r e d - l i g h t  b r i g h t - p u p i l  o c u l o m e t e r  
s y s t em . T h e o c u1 om e t e r e 1 e c t r 0- o p t i c a 1  
h e a d  was l o c a t e d  60-80 cm from t h e  s u b j e c t  
a n d  t o  t h e  l e f t  o f  t h e  C G A  c o l o r  m o n i t o r  
p r e s e n t i n g  t h e  t a s k .  PD w a s  s a m p l e d  a t  
one - second  i n t e r v a l s  t h r o u g h o u t  t h e  t e s t  
s e s s i o n  a n d  r e c o r d e d  o n  t h e  D E C  M I N C  
system. 
ELm~trsnn~nPhalsgraPhY LEESl. E E G  
r e c o r d i n g  s i t e s  were over t h e  o c c i p i t a l -  
p a r i e t a l  c o r t e x  ( l o c a t i o n s  01 a n d  P 3 )  
u s i n g  a b i p o l a r  l e a d  c o n f i g u r a t i o n ,  w i t h  
t h e  r e f e r e n c e  e l e c t r o d e  a t  t h e  i p s a l a t e r a l  
m a s t o i d  bone.  The power ( i n t e g r a t e d  am- 
p l i t u d e )  of t h e  EEG s i g n a l  i n  t h e  v a r i o u s  
f r e q u e n c y  r a n g e s  was  o b t a i n e d  by f i l t e r i n g  
t h e  s i g n a l  a n d  i n t e g r a t i n g  t h e  f i l t e r e d  
o u t p u t .  The EEG s i g n a l  was  f i l t e r e d  i n t o  
f i v e  f r e q u e n c y  r a n g e  c o m p o n e n t s :  ( 1 )  d e l t a  
( 1 - 4  H z ) ,  ( 2 )  t h e t a  ( 4 - 8  H z ) ,  ( 3 )  a l p h a  
(8 -13  H z ) ,  ( 4 )  b e t a 1  (13 -20  H z ) ,  and  ( 5 )  
b e t a 2  ( 2 0 - 4 0  H z ) .  T h e  o u t p u t  o f  e a c h  
f i l t e r  w a s  f e d  t o  a c o n t o u r  f o l l o w i n g  
i n t e g r a t o r  w i t h  a 1 s e c o n d  t ime c o n s t a n t  
( C o u l b o u r n  I n s t r u m e n t s  f i l t e r s  a n d  i n t e -  
g r a t o r s ) .  T h e  i n t e g r a t e d  a m p l i t u d e  o f  
e a c h  of t h e  f i v e  EEG f r e q u e n c y  r a n g e s  was  
s a m p l e d  by t h e  D E C  M I N C  system a t  o n e -  
s e c o n d  i n t e r v a l s  t h r o u g h o u t  t h e  t e s t  ses- 
s i o n .  
Results and Discussion 
mance . The p r i m a r y  p u r -  
p o s e  of t h e  t a s k  i n  t h e  p r e s e n t  s t u d y  was 
t o  p l a c e  t h e  s u b j e c t  i n  a s i t u a t i o n  of 
t a s k  u n d e r l o a d ,  a s i t u a t i o n  i n  wh ich  b o r e -  
dom w o u l d  b e  e x p e c t e d .  A s  w o u l d  b e  a n -  
t i c i p a t e d  o n  a t a s k  o f  t h i s  t y p e ,  f ew  
Task Per for  
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i n i t i a l  t . e : . ~ , o r , ~ t ’  1 . i m t ’ s  wcr.c IAndt3t’ cr ie  
s e c o n d .  Two : . 1 . 1 - ~ j t c t s  r-holrcc! d e c r e ? . - e d  
r e s p o r , s e  t i r e s  t t i t ~ o t i ~ t i o u t  L h c .  t t . r . t ,  s e z -  
s i o n ,  ? r i d  t t i t . t , e  c t t i e r s  n;ai  r:t,airicbd r e l a -  
t i v e l y  s t e a d y  resbmnse  t ir;;es. Tt-.t: rtw?:ir,- 
i n g  sevc r :  s c b j e c t : :  d i s p l s y e d  e i t h e r  SI cw 
i n c r e a s e s  i 13 r e s p o c s e  L i n e  o r  i r , c r e a s e ( !  
r e s p o n s e  t - i m e s  d u r i n g  s e v t - r a l  5 r s i c u t e  
b l o c k s  d u r i n t  the t e s t  s e s s i o n  ( t y p i c a l l y  
n e a r  t h e  c n d  o f  t h e  s e s s i o n ) .  A t  no t ime  
d i d  a s u b j e c t  c o m p l e t e l y  f a i l  t o  r e s p o n d  
t o  t h e  t a s k ,  a l t h o u g h  r e z p o n s e  times ex -  
c e e d i n g  10 s e c o n d s  w e r e  o b t . a i n e d  frcm twc 
s u b j e c t s  d u r i n g  p e r i o d s  when t h e y  e p p e a r e c  
t o  be n e a r  s l e e p .  
E e a r t  R a t e  a& H e a r t  R&e V a r i a b i l i t v .  
A s  w o u l d  b e  e x p e c t e d  f r o m  s u b j e c t s  p e r -  
f o r m i n g  a t a s k  w i t h  low demands,  t i R  (corn- 
p a r e d  f o r  e a c h  5 m i n u t e  b l o c k )  s h o w e d  3 
s l i g h t  d e c r e a s e  a f t e r  t h e  i n i t i a l  b l o c k ,  
a n d  t h e n  r e m z i n e d  s t e a d y  d u r i n g  t h e  rest .  
o f  t h e  t e s t  s e s s i o n .  D e s p i t e  t h e  r e l a t i v e  
c o n s t a n c y  of  a v e r a g e  H R ,  on  a w i t h i n - s u b -  
j e c t s  b a s i s ,  H R V  w a s  f o u n d  t o  c o r r e l a t e  
p o s i t i v e l y  w i t h  b l o c k  number f o r  e a c h  of  
t h e  1 2  s u b j e c t s ,  i n d i c a t i n g  a n  i n c r e a s e  i n  
H R V  w i t h  t ime on  t h e  t a s k .  I n d i c e s  of H R V  
u s e d  i n  t h e  p r e s e n t  s t u d y  were b a s e d  o n  
f i l t e r i n g  and  c o m p u t i n g  t h e  power s p e c t r a l  
d e n s i t y  f o r  t h e  I B I  d a t a .  Two m e a s u r e s  o f  
v a r i a b i l i t y  w e r e  e x a m i n e d :  ( 1  ) t o t a l  
power,  and  ( 2 )  power i n  t h e  . 0 5  t o  . 1 5  Hz 
b a n d w i d t h .  T h i s  band h a s  t y p i c a l l y  been  
a s s o c i a t e d  w i t h  b l o o d  p r e s s u r e  r e g u l a t i o n  
( K i t n e y ,  1 9 8 0 ) .  F i g u r e  1 shows t h e  p l o t  
o f  p o w e r  ( m e a n s  f o r  1 1  s u b j e c t s )  i n  t h e  
t h e  t a s k .  The f i g u r e  shows a n  i n c r e a s e  i n  
a v e r a g e  H R V  w i t h  t i m e  on t h e  t a s k .  
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F i g u r e  1. Averaged  s p e c t r a l  power (.05 - 
. 1 5  Hz) of I B I  f o r  11 s u b j e c t s .  
P u D i l  Diameter  . I n  g e n e r a l ,  P D  h a s  
b e e n  f o u n d  t o  d e c r e a s e  when v a r i e t y  a n d  
n o v e l t y  i n  t h e  f i e l d  o f  v i e w  i s  m i n i m i z e d .  
F i g u r e  2 p r e s e n t s  t h e  r e l a t i o n s h i p  be tween  
mean p u p i l  d i a m e t e r  f o r  11  s u b j e c t s  o v e r  
t h e  c o u r s e  of t h e  t e s t  s e s s i o n .  A s  shown 
i n  t h e  f i g u r e ,  mean p u p i l  d i a m e t e r  d e -  
c r e a s e d  w i t h  t ime on t h e  t a s k .  
Pupil 
dia. (mm) 
0 5 10 15 
Block number (5 min/block) 
F i g u r e  2. Averaged p u p i l  d i a m e t e r  f o r  11 
s u b j e c t s .  
m. A s  n o t e d  a b o v e ,  t h e  EEG s i g n a l  
w a s  f i l t e r e d  i n t o  f i v e  f r e q u e n c y  r a n g e  
curnporients: ( 1 )  d e l t a  (1-4 H z ) ,  ( 2 )  t h e t a  
(‘1-e !k), ( 3 )  a l p h a  (8-13 H z ) ,  ( 4 )  b e t a 1  
(13 -20  Hz) ,  and ( 5 )  b e t a 2  (20-40 Hz) .  EEG 
d a t s  c o n s i s t e d  o f  t h e  l e v e l  of t h e  i n t e -  
g r z t e d  a m p l i t u d e  o f  e a c h  o f  t h e  f r e q u e n c y  
c o m p o n e n t s  ( s a m p l e d  a t  1 t i z ) .  An i n i t i a l  
t iypothe  s is  u n d e r  t e s t  was t h a t  con  t i n  ued 
p e r f o r m a n c e  o f  a n  u n d e r l o a d  t a s k  w o u l d  
l e a d  t o  s h i f t s  i n  t h e  EEG a c t i v i t y  f r o m  
f a s t e r  a c t i v i t y  ( b e t a )  t o  s l o w e r  a c t i v i t y  
( d e l t a  a n d  t h e t a ) .  The d a t a  d i d  n o t  sup -  
p o r t  t h i s  h y p o t h e s i s .  A n a l o g o u s  t o  t h e  
r e l a t i o n s h i p  be tween  H R  and  H R V ,  a v e r a g e  
l e v e l s  o f  a c t i v i t y  w i t h i n  e a c h  f r e q u e n c y  
b a n d  g e n e r a l l y  r e m a i n e d  s t e a d y ,  w h i l e  
v a r i a b i l i t y  o f  t h e  l e v e l s  w i t h i n  e a c h  
f r e q u e n c y  band e x h i b i t e d  c h a n g e s  w i t h  time 
on t h e  t a s k .  A l though  v a r i a b i l i t y  of e a c h  
0 
l o  
11 I I I 
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Block number (5 minlblock) 
F i g u r e  3 .  Averaged a l p h a  v a r i a n c e  f o r  11 
s u b j e c t s .  
of t h e  l o w e r  f r e q u e n c y  EEG b a n d s  ( d e l t a ,  
t h e t a ,  a n d  a l p h a )  e x h i b i t e d  i n c r e a s e s  w i t h  
time on t h e  t a s k ,  t h e  m e a s u r e  h a v i n g  t h e  
h i g h e s t  c o r r e l a t i o n  w i t h  H R V  a n d  P D  w a s  
a l p h a  v a r i a b i l i t y .  F i g u r e  3 p r e s e n t s  
a l p h a  v a r i a n c e  ( m e a n s  o f  1 1  s u b j e c t s )  
v e r s u s  b l o c k  number on t h e  t a s k ,  and  shows  
a n  i n c r e a s e  i n  a l p h a  v a r i a n c e  w i t h  time on  
t h e  t a s k .  
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F ' i m u l t a n e o L s  r e c o r d i n g  o f -  E C C ,  PD, a n a  E E G  
p e r n i t  t e d  e x z r n i r i a t i o r i  G f  t h e  i n t e r r e l a -  
t . io r . s t i ip  be tween  t h e s e  m e a s u r e s .  F i g u r c  4 
:,bows ai., i n d e x  o f  t l R V  p l o t t e d  a ~ a i r ~ s t  PD.
I n  t h i s  f i g u r e  t h e  s p e c t r a l  power o f  t h e  
J B I  d a t a  i n  t h e  . 05  t o  . I 5  fiz band (means  
o f  1 1  s u b j e c t s )  f o r  e a c h  b l o c k  i s  p l o t t e d  
v e r s u s  niear. p u p i l  d i a m e t e r  f c ~ r  e a c h  b l o c k .  
T h e  f i g u r e  shows i n c r e a s e d  t1RV c o n c o m i t a n t .  
w i t h  d e c r e a s e d  P D .  F i L u r e  5 p r e s e n t s  t h e  
r e l a t i o n s h i p  b e t w e e n  t h e  H R V  i n d e x  a n d  
a l p h a  v a r i a n c e  ( m e a n s  o f  11  s u b j e c t s )  f o r  
e a c h  b l o c k ,  a n d  i l l u s t r a t e s  i n c r e a s e s  i n  
a l p h a  v a r i a n c e  accompany ing  i n c r e a s e s  i n  
t h e  H R V  i n d e x .  W h i l e  t h e  d a t a  p r e s e n t e d  
i n  f i g u r e s  4 and 5 show h i g h  c o r r e l a t i o n  
c o e f f i c i e n t s  be tween  m e a s u r e s ,  when means  
f o r  t h e  11  s u b j e c t s  a r e  u s e d ,  i t  s h o u l d  be 
n o t e d  t h a t  l a r g e  i n d i v i d u a l  d i f f e r e n c e s  i n  
e a c h  o f  t h e  p h y s i o l o g i c a l  m e a s u r e s  a r e  
n o t e d  w h e n  e x a m i n i n g  t h e  d a t a  a t  t h e  
s i n g l e  s u b j e c t  l e v e l .  T h e r e f o r e ,  f i g u r e s  
4 and  5 s h o u l d  net b e  i n t e r p r e t e d  s i m p l y  
a s  s u g g e s t i n g  a h i g h  d e g r e e  o f  c o n v e r g e n t  
v a 1  i d i  t y  be tween  m e a s u r e  s .  I11 u s  t r a  t i n g  
t h e  i n d e p e n d e n c e  o f  t h e  m e a s u r e s ,  i t  was 
f o u n d  t h a t  some s u b j e c t s  d i s p l a y e d  c h a n g e s  
i r :  one  p h y s i o l o g i c a l  i n d e x  w h i l e  showing  
l i t t l e  o r  no  c h a n g e  i n  a n o t h e r .  T h e s e  
r e s u l t s  s u p p o r t  t h e  u s e  of  p r o f i l i n g  t e c h -  
n i q u e s  i n  o r d e r  t o  e s t a b l i s h  b a s e l i n e s  
u n i q u e  t o  e a c h  i n d i v i d u a l .  
- 
R e f e r e n c e s  
B e r g e r o n ,  H. P . ,  a n d  H i n t o n ,  D. A. ( 1 9 8 5 ) .  
A i r c r a f t  a u t o m a t i o n :  The p rob lem of  
r = .898 t h e  p i l o t  i n t e r f a c e .  AYiaLLan, 
I I I I I Snaan, an9 Enyirsnmnnfal lmdininn, 
/- 
2oo r 
I n  a n  u n d e r l o a d  s c e n a r i o  e a c h  o f  t h e  
p h y s i o l o g i c a l  m e a s u r e s  u s e d  i n  t h e  p r e s e n t .  
s t u d y  a r e  p r o n e  t o  a l f c e i l i n g l l  ( o r  
l f f l o o r f f )  e f f e c t  a s  t h e r e  a r e  l i m i t s  t o  
i n c r e a s e s  i n  H R V ,  a l p h a  v a r i z b i l i t y ,  o r  
d e c r e a s e s  i n  PP. T h e r e f o r e ,  i t  would b e  
e x p e c t e d  t h a t  o v e r  s u f f i c i e n t  t i m e  
p e r i o d s , t h e  s e  p a r  am e t e r  s w o u l  d r e  a c h  
a s y m p t o t i c  l e v e l s .  As i l l u s t r a t e d  by 
f i g u r e s  1 ,  2 ,  and  3 ,  wh ich  show a v e r a g e s  
ove r  t h e  t e s t  s e s s i o n  f o r  H R V ,  P D ,  a n d  
a l p h a  v a r i a n c e ,  a s y m p t o t i c  l e v e l s  were n o t  
r e a c h e d  i n  t h e  one h o u r  t e s t  s e s s i o n  u s i n g  
t h e  f a u l t  acknowledgmen t  t a s k .  T h i s  s u g -  
g e s t s  t h a t  f u t u r e  s t u d i e s  may b e n e f i t  from 
a l o n g e r  p e r i o d  of t e s t i n g ,  o r  p e r h a p s  a n  
o n - l i n e  a s s e s s m e n t  of  p h y s i o l o g i c a l  i n d i -  
c e s  t o  d e t e r m i n e  t h e  d u r a t i o n  of a n  e x p e r -  
i m e n t a l  s e s s i o n  f o r  a g i v e n  s u b j e c t .  
U n l i k e  c h a n g i n g  t h e  s p e e d  o f  o p e r a -  
t i o n  o r  l o a d  o n  a m e c h a n i c a l  d e v i c e ,  
p l a c i n g  a human o p e r a t o r  i n  a n  u n d e r l o a d  
s i t u a t i o n  d o e s  n o t  g u a r a n t e e  p e r f o r m a n c e  
d e f i c i t s  o r  t h a t  t h e  o p e r a t o r  w i l l  b e  
b o r e d .  Many o f  t h e  s u b j e c t s  i n  t h e  
p r e s e n t  s t u d y  r e p o r t e d  e n g a g i n g  i n  a v a r i -  
e t y  cf m e n t a l  t a s k s  o r  flgamestf  i n  o r d e r  t o  
m a i n t a i n  a l e r t n e s s .  I n  e f f e c t ,  t h e  sub -  
j e c t s  w e r e  m a k i n g  c h a n g e s  i n  l o a d  o r  
t f b u s y n e s s f l  b e y o n d  t h e  d e m a n d s  p l a c e d  o n  
t h e m  by t h e  t a s k .  D e s p i t e  e n g a g i n g  i n  
t h e s e  a c t i v i t i e s ,  t h e  m a j o r i t y  o f  s u b j e c t s  
e x h i b i t e d  p h y s i o l o g i c a l  c h a n g e s  d u r i n g  t h e  
t e s t  s e s s i o n  i n d i c a t i v e  o f  d e c r e a s e s  i n  
a r o u s a l  l e v e l .  
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The n e x t  s t e p  i n  e x p l o r i n g  t h e  p h y s i -  
o l o g i c a l  a s s e s s m e n t  of  t a s k  u n d e r l o a d  i s  
t o  e s t a b l i s h  t h e  r e l a t i o n s h i p  b e t w e e n  
o b s e r v e d  p h y s i o l o g i c a l  c h a n g e s  a n d  a t t r i -  
b u t e s  o f  t a s k  p e r f o r m a n c e .  J n  o r d e r  t o  
a c c o m p l i s h  t h i s  s t e p ,  i t  i s  n e c e s s a r y  t o  
Pupil dia. (mm) m e a s u r e  p h y s i o l o g i c a l  i n d i c e s  w h i l e  s u b -  
j e c t s  p e r f o r m  ( f o r  e x t e n d e d  t i m e  p e r i o d s )  
F i g u r e  4. I B I  s p e c t r a l  power ( . 0 5  - - 1 5  t a s k s  i n c o r p o r a t i n g  a n d  s e n s i t i v e  t o  t h e  
Hz)  v e r s u s  p u p i l  d i a m e t e r  (Mean f o r  11 t y p e s  o f  a c t i v i t i e s  t h a t  o p e r a t o r s  may 
s u b j e c t s )  . 
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s u b j e c t s ) .  1187-1199.  
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ABSTRACT 
Measures of pilot situation awareness (SA) are needed in order to know whether new 
concepts in display design help pilots keep track of rapidly changing tactical situations. 
In order to measure SA, a theory of situation assessment is needed. In this paper, I 
summarize such a theory encompassing both a definition of SA and a model of situation 
assessment. SA is defined as the pilot's knowledge about a zone of interest at a given 
level of abstraction. Pilots develop this knowledge by sampling data from the environment 
and matching the sampled data to knowledge structures stored in long-term memory. Matched 
knowledge structures then provide the pilot's assessment of the situation and serve to 
guide his attention. A number of cognitive biases that result from the knowledge matching 
process are discussed, as are implications for partial report measures of situation 
awareness. 
INTRODUCTION 
Under the intense stress of combat, 
military pilots will need to keep track of a 
rapidly evolving tactical situation. Helping 
the pilot to maintain his knowledge of the 
situation from moment to moment, referred to as 
situation awareness (SA), has become a matter 
of considerable interest. Measures of pilot SA 
are needed in order to know whether new 
concepts in avionics and display design improve 
SA o r  not, but psychologists are only now 
beginning to explore whether and how SA can be 
measured. Two fundamental questions must be 
answered before appropriate measures can be 
developed: precisely what is situation 
awareness, and how do pilots maintain it. A 
clear definition of SA is needed because we do 
not know what to measure otherwise. A model of 
how pilots maintain SA is needed in order to 
suggest what kinds of measures will target SA 
and what kinds will miss the target all 
together. 
In this paper, I will summarize a theory 
of situation assessment encompassing a 
definition of SA and a model of how SA is 
maintained. In the course of this summary, I 
will show how the theory accounts for certain 
well-known biases in human cognition. 
WHAT IS SITUATION AWARENESS? 
In order to define situation awareness, 
one should first define what a situation is. 
In this paper, I define a situation to be a set 
of processes that control events in the 
environment. At any given moment in time, 
objects in the environment will be in 
particular states and at particular spatial 
locations, but these states and locations are 
constantly changing. Therefore, while 
momentary states of objects are critical to 
defining a given situation, those states are 
secondary to the processes that control them. 
Further, processes in the environment may 
themselves arise from higher order factors. In 
combat, for example, there will exist at least 
two opposing forces, each of which has its own 
set of goals. I n  order to achieve those goals, 
each force will have organized itself in a 
certain way and will have assigned certain 
functions to various members of the resulting 
organization. The processes of combat then 
arise from the interactions of functions 
between the two opposing forces. 
A situation, then, can be defined at 
various levels of abstraction. A the highest 
level, the situation may be defined in terms of 
the goals of the human participants. At the 
lowest level, the situation may be defined in 
terms of the momentary states of objects in the 
environment. In between these two extremes, 
the situation may be defined in terms of the 
organizations, functions, or  processes that 
translate goals into states. 
Situation awareness, therefore, can be 
defined partly as the knowledge that results 
when attention is allocated to the environment 
at one o r  more levels of abstraction. Of 
course, one could also allocate attention to a 
particular area within the environment--what 
Endsley (1988) calls a "zone of interest". 
Endsley (1988) has defined zones of interest as 
concentric volumes of space surrounding the 
pilot throughout which he distributes his 
attention. But these zones need not be 
spatially defined. For example, the pilot's 
own aircraft could define one zone, his own 
flight could define a larger zone, and the 
overall battle may define yet a larger zone. 
Thus, situation awareness should more properly 
be said t o  result from the allocation of 
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A blODEL OF S ITllATTON ASSESSFIEN? 
Defining situation awareness determines 
what is to he measured hut does not suggest & 
it should he measured. For this latter 
purpose, a model of situation assessment is 
needed. Ideally, such a model will indicate 
what kinds of measurement operations will 
target SA and what kinds will miss the target 
altogether. 
Some models of situation assessment stress 
that pilots develop and maintain a mental 
representation of the situation in working 
memory (Endsley, 1988). Because SA is 
maintained in working memory, these models 
predict that pilot SA should improve as the 
pilot's working memory capacity increases. 
Wickens, Stokes, Barnett, and Davis (1987) have 
recently provided evidence in support of this 
prediction. But a strictly increasing 
monotonic relation between working memory 
capacity and the quality of SA is expected only 
if all critical information about the situation 
must be represented in working memory at all 
times. This condition would exist only if the 
environment were the pilot's only source of 
information. But many theorists propose that 
recognized patterns among incoming sensory data 
may identify knowledge structures stored in 
long-term memory and that these identified 
structures are also a source of knowledge about 
the situation (Anderson, 1983; Rumelhart, 1984; 
Shank, 1982; Wyer & Srull, 1986). The 
knowledge structures in long-term memory go by 
different names, depending upon the theorist: 
associative networks (Anderson, 1983). memory 
organization packets (Shank, 1982), referent 
bins (Wyer & Srull, 1986), or schemata 
(Rumelhart, 1984). 
If schemata can provide substantial 
information about a situation, then the pilot 
need not attend to every detail of the 
environment in order to have a reasonably 
complete assessment of the situation. Rather, 
he needs to have schemata that accurately fill 
in many of the details, and he needs to 
recognize patterns in the incoming sensory data 
adequate to identify these schemata. Once a 
schema has been identified, the pilot needs 
only to search the schema for items of 
information not currently in working memory. 
b'lieii ;in appropriate schema is i io t  found i n  
Ioiig-Lclrrn memory, then the p i l o t  must resort to 
a hackiip procedure t h a t  greatly increases the 
load on workj ng memory. T h i s  backup procedure 
has b e e n  described by Wyer and S r u l l  (1986). 
lkscritially, the pilot must attend to a larger 
amount of information in the environment, 
identify multiple schemata that may be 
appropriate, j)lace information from these 
several schemata into working memory, and then 
integrate the information into a single result. 
This model of situation assessment 
predicts that the relationship between working 
memory capacity and quality of SA is dependent 
on the completeness of the knowledge the pilot 
has stored in long-term memory. If that 
knowledge is sufficiently complete with respect 
to a particular focal region, then the quality 
of SA should be less sensitive to working 
memory capacity. This dependence on long-term 
memory suggests that working memory capacity 
should have a greater impact on the SA of 
novice pilots than of highly trained expert 
pilots. 
THE MODEL IN OPERATION: 
COGNITIVE BIASES IN SITUATION ASSESSMENT 
Although schemata can facilitate situation 
assessment and relieve the load on working 
memory, they can also lead to biases that 
degrade the quality of situation assessment. 
These biases are representativeness, 
availability, the confirmation bias, cue 
salience, and the "as if" heuristic (see 
Kahneman, Slovic, & Tversky, 1982; Wickens, 
1984; Wickens et al., 1987). These heuristics 
and biases can be divided into two groups: 
those that operate when incoming data match 
some schema, and those that operate when no 
match is found. Representativeness, 
availability, and the confirmation bias belong 
to the first group and are natural consequences 
of the situation assessment model. Cue 
salience and the "as if" heuristic belong to 
the second group and result from the demands of 
the backup assessment process on limited 
working memory and attentional resources. 
"Representativeness" is defined in 
Kahneman et al. as the process of matching the 
pattern of incoming data with a typical pattern 
for a particular situation stored in long-term 
memory. Such a matching process is not a 
computational short-cut as it is sonetimes said 
to be (Wickens et al., 1988) but is instead the 
central mechanism of situation assessment. 
Nevertheless, that such pattern matches can 
sometimes lead to errors in assessment seems 
indisputable. 
One way such matches can go wrong is 
captured by the availability heuristic. 
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"Avai I w b i  1 i L y "  occurs when p i l o t s  select the 
most accessible schema rather than the "best" 
schema. Within the model, avai.labili.ty results 
when t w o  or more schemas identify themselves as 
matching in-coming data and the schema with the 
strongest level of activation provides the 
pilot with his situation assessment. 
Activation strength may be high for several 
reasons. One is that activation strength 
should increase as the goodness-of-fit between 
the data and the schema increases. Another is 
that a schema may have been primed by earlier 
events and so already have a high base-line 
level of activation. If so, then a partial 
match may result in a higher level of 
activation than that found in another, unprimed 
schema where the match was actually better. 
The confirmation bias is defined as the 
tendency to attend only to those sources of 
information that confirm our previous beliefs. 
In the present model, the confirmation bias 
results whenever a schema is activated. The 
schema directs the pilot's attention to those 
cues that are relevant assuming that the event 
represented by the schema is in fact in 
progress. When the correct schema has been 
activated, this attentional guidance is 
beneficial; but if an incorrect schema has been 
activated, then such guidance can lead to a 
cascade of assessment errors as one error leads 
to another. 
Cue salience results when activated 
schemata are not adequate to direct the pilot's 
attention or when working memory is too 
overloaded to retain the attentional guidance 
provided by a schema. In the absence of such 
attentional guidance, control of the pilot's 
attention is likely to shift to the external 
environment. The physical salience of 
environmental cues may then become the dominant 
factor guiding the pilot's allocation of 
attention (cf., Wallsten, 1980). 
The so-called "as-if" heuristic also comes 
into play in the absence of adequate schemata. 
When incoming data do not match a single 
schemata, then the data are broken down into 
subsets and these subsets are then matched to 
schemata. In the extreme case, each data item 
in the subset would be matched to a different 
schema, and the schemata would then serve only 
to interpret each individual item. The result 
is that information from multiple schemata will 
have to be integrated in order to provide a 
coherent assessment of the situation. In 
arriving at this assessment, the relative 
contribution of each item of information should 
be weighted so that it contributes to the 
assessment appropriately. But in the absence 
of a single schema to assign these weights, any 
weights assigned by the pilot would be 
arbitrary. Because the simplest set of 
arbitrary weights i s  the set in which all 
weights are equal, pilots weight each item of 
information equally. That is, pilots treat the 
information items "as if" each had the same 
weight. 
IMPLICATIONS OF THE MODEL: 
MEASURING SITUATION AWARENESS 
An important aspect of the model is that 
once the pilot has achieved an assessment of 
the situation, that assessment is stored with 
the schema from which it was derived. If the 
assessment was integrated from information from 
multiple schemata, then a new schema is created 
and stored in long-term memory. At that point, 
the assessment may no longer be needed in 
working memory and so may be discarded (see 
Wyer & Srull, 1986, for a discussion of similar 
processes). This particular feature of the 
model has important implications for how SA can 
be measured, as will now be seen. 
Any direct measure of SA will determine 
what aspects of the situation the pilot has 
stored in either working or long-term memory. 
That is, one could ask the pilot for particular 
kinds of information and then see if he can 
provide them. Because situation assessments 
are stored in long-term memory once they have 
been reached, it will generally not be possible 
to tell whether the pilot provided the 
information from working or long-term memory. 
But because situation assessments may not be 
retained in working memory once they are no 
longer needed, it is safest to assume that 
information is provided from long-term memory. 
This assumption might seem to suggest that SA 
could be measured by having pilots recall the 
details of a mission after the mission had been 
completed, an approach advocated by Whitaker 
and Klein (1988) and Kibby (1988). But data on 
serial position effects suggest that such an 
approach would measure pilot SA reliably only 
for events occurring late in the mission (see 
Tarpy & Mayer, 1978, f o r  a review). 
An alternative to post-mission recall is 
recall during the mission, an approach 
advocated by Endsley (1988) and Marshak, 
Kuperman, Ramsey, and Wilson (1987). At 
various points during the mission, the pilot i s  
asked to report on certain but not all aspects 
of the mission. For this reason, the approach 
may be called a partial report procedure. 
Asking the pilot to recall information about an 
event during the time that the event is taking 
place raises certain procedural difficulties. 
First, the pilot does not need to recall the 
information if it is currently available in the 
environment. Therefore, Endsley and Marshak et 
al. have suggested blanking all displays that 
might convey the information in question to the 
pilot. Such a procedure is impossible or at 
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least extremely dangerous in actual airborne 
missions and so is used only in simuLaLetl 
missions. Further, to ensure that responding 
to the memory probe does not interfere with the 
pilot's mission performance, the simulation is 
frozen for the probe and then resumed following 
the pilot's response. A number of practic.al 
issues raised by this procedure have been 
discussed by Endsley (1988) and need not be 
repeated here. 
A theoretical problem with the partial 
report procedure arises if recall is assumed to 
be from long-term memory. Essentially, the 
pilot has to search for the schema in which the 
relevant assessment was stored, and he has to 
base this search on the question that was 
asked. Suppose that the pilot is asked to 
report the spatial location of a particular 
enemy aircraft. Now imagine that when the 
location of that aircraft was noticed, the 
pilot was trying to determine that aircraft's 
objectives. Then, the aircraft's location will 
be stored with a "mission objectives" schema. 
But the question does not ask for the aircraft 
objectives, and so the pilot will not search 
for an objectives schema. As a result, the 
pilot may be unable to retrieve the aircraft's 
location even though he noticed and stored it. 
This theoretical difficulty may not discredit 
the partial report procedure, h u t  it does 
suggest that care must be taken in constructing 
the questions that are to be asked. 
Finally, the model suggests that measuring 
the load on working memory imposed by situation 
assessment may be as important as measuring SA 
itself. If pilots attain adequate SA but only 
at the cost of a high load on working memory, 
then they would be vulnerable to "losing" their 
SA if the demands of the mission on working 
memory were to increase. One way to measure 
the load on working memory would he by means of 
a secondary memory span task. Such a task 
could easily be integrated into the partial 
report method of measuring SA. Performance on 
the memory span task in combination with the 
partial report measure would then provide a 
measure of the pilot's SA and what it cost him 
to attain it. 
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ABSTRACT 
The computer keyboard of today is 
essentially the same as it has been for many 
years. Few advances have been made in keyboard 
design even though computer systems in general 
have made remarkable progress in improvements. 
This paper discusses the future of keyboards, 
their competition and compatibility with voice 
input systems, and possible special-application 
intelligent keyboards for controlling complex 
systems. 
INTRODUCTION 
The keyboards in use today do not differ 
substantially from those used early in this 
century. The standard QWERTY keyboard, designed 
for a wholly mechanical typewriter, has remained 
unchanged, despite the now totally electronic 
environment. Substantial amounts of research 
have been devoted to computer systems, including 
the man-machine interface, with little 
improvement over the way data is transferred 
from human to machine. 
Keyboard design research has focused 
mainly on physical parameters such as height, 
angle, key resistance, and key shape (Alden, 
Daniels, & Kanarick, 1972). Key arrangement has 
also been studied, but very little research has 
been devoted to innovative keyboard design. 
Even a supposedly innovative keyboard, the 
Dvorak keyboard, only focuses on balancing the 
typing load between fingers and hands. Dvorak 
rearranged the alphabetic keys based on 
frequency of use for letters in English text 
(Dvorak, Merrick, Dealey, & Ford, 1936). 
Keyboard design has not been directed at 
capitalizing on the cognitive processes of human 
operators. Although a considerable amount of 
research has been directed at the study of 
cognitive processing during typing, the focus 
has been to describe the processing underlying 
the use of QWERTY keyboards rather than being 
directed at the development of new keyboards 
(Salthouse, 1 9 8 6 ) .  
When evaluating keyboards to be used for a 
particular task, several general measures can be 
used. Accuracy of input, rate of input, and 
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time to learn combine with physical parameters 
to provide a measure of keyboard's suitability 
for a given task. Accuracy and rate of input 
are straightforward measures. Time to learn a 
keyboard is dependent upon several variables: 
the number of possible entries, the type of 
task, the expected operational input rate and 
accuracy, and the keyboard's cognitive 
compatibility. Cognitive compatibility is an 
important concept, but one that is easy to 
overlook. A keyboard is more compatible if its 
functions map regularly into natural human 
cognitive processes. Keyboards with cognitive 
compatibility should be easy to learn as well as 
rapid to operate. 
There have been attempts at improving the 
cognitive compatibility of keyboard designs. 
These keyboards can be classified as either 
alphanumeric or icon based. Icon based 
keyboards include the multi-function keyboards 
used in fighter aircraft and item selection 
keyboards used in some fast food restaurants. 
Chord keyboards, stenotype machines, telegraphs, 
alphabetic, Dvorak, and QWERTY keyboards are 
examples of alphanumeric keyboards. 
ICON KEYBOARDS 
With icon keyboards words, phrases or 
concepts are processed rather than single 
letters. Multi-function keyboards, used in 
fighter aircraft, allow a pilot to select an 
action, based on the current configuration of 
the keyboard. Key labels appear on the CRT 
adjacent to the keys and change to reflect 
current operability. Other multifunction 
keyboards have several labels on the key and 
require the use of shift keys to access all 
functions. Menu-based computer interfaces are a 
derivation of an icon keyboard. 
Item selection keyboards have dedicated 
keys, each one corresponds to a particular item. 
An important characteristic of icon keyboards is 
that items are organized by class. For example, 
on a fast food item selection keyboard, 
sandwiches would be grouped separately from 
drinks. Within these general classifications, 
sub-classes also can be grouped. Specialty 
sandwiches lmi!-.llt Iw S L > ~ . I I - . I I  Ti-oln h a m l ~ u ~ - ~ ~ ~ - s  
within thc s,indwichcs group.  This semantic 
orEanizntion is \.en' comp;\tilrle with operator's 
cogniti\.e processing when an o r d e r  is placed. 
Operators do not hn\.e to look up 01- remember the 
price of each item. Nor do thev have to make 
several keystrokes to enter the price on the 
register. (There are other advantages such as 
communication to team members and inventory 
which will not be disctlssed.) 
There are, of course, limitations on what 
can be done with an icon keyboard. The most 
obvious limitation is that it cannot produce 
free form text. Also, it is a visual search 
device which limits the speed at which it can be 
operated and, typically, it takes considerable 
space to accommodate a l l  icons. 
ALPHANUMERIC KEYBOARDS 
Text processing refers to any keyboard 
used to output letters and words. In alphabetic 
and QWERTY keyboards each letter has a key that 
is dedicated to it. A telegraph keyboard is at 
the opposite extreme. It may have only one key; 
a pattern of dots and dashes are used to 
represent individual letters. Chord keyboards 
are intermediate. With chord keyboards, 
combinations of several keys are pressed 
simultaneously to produce letters, syllables, or 
words. 
Alohabetic Kevboards. These keyboards have the 
keys arranged in alphabetical order, usually in 
three rows. Basically, the alphabetic keyboard 
was an attempt to increase cognitive 
compatibility by taking advantage of a human 
operator's knowledge of alphabetic order. This 
attempt has not been successful. Norman (1986) 
has suggested that the artificial breaks in the 
alphabet, due to the three rows, reduces the 
effectiveness of the alphabetic keyboard. 
Qwertv Kevboards. Today's microcomputer 
keyboards, while remaining basically QWERTY text 
processors, have added function keys, a control 
(Ctrl) key, and an Alternative (Alt) key. This 
is a first attempt at integrating both text and 
concept processing into one keyboard. 
Typically, Ctrl and Alt key are used to execute 
a higher level command which would require a 
string of letters if typed. Often, there has 
been some attempts to use a mnemonic code to 
select the command associated with a particular 
key. Usually this has been to use the first 
letter of one of the names for the command. If 
the operator remembers the command name, the 
result can be higher cognitive compatibility. 
Seldomly does it achieve the level of 
compatibility inherent in the use of the shift 
key. While it is expected that when we strike a 
e, II on the keyboard, a lower case "c" is 
produced, and when we strike a "<shift> c", an 
upper case "C" is the result, it is not so 
obvious what will result when a "<Ctrl> c" or a 
"<Alt> c" is pressed. The problem is a lack of 
cognitive compatibility. The same is true of 
function keys labeled F1 to F10. There is no 
inherent meaning in the label. 
0 . 0  
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Figure 1 The Alpha-Dot code 
Chord Kevboards. These keyboards typically have 
fewer keys than standard keyboards since 
characters are produced by pressing multiple 
keys on a stroke. Two examples of chord 
keyboards are the Alpha-Dot keyboard, a one- 
handed typing device, and the two-handed 
Stenotype machine. A variety of other chord 
keyboards have been proposed. See Ewry (1987) 
for a review. 
The Alpha-Dot keyboard has just three 
character keys and it requires a two strokes for 
each character entered (Sidorsky, 1974). The 
specially designed character set (Figure 1) 
visually maps the shape of the printed letter 
onto a matrix of two rows of three dots, 
corresponding to the three character keys. Each 
row of dots represents one keystroke. Tests 
have shown that people can learn to use this 
keyboard, by touch, in one hour or less (Amell, 
1986; Ewry, 1987). In comparison, when letters 
are randomly assigned to keystrokes, learning 
takes considerably longer (Ewry, 1987). Trying 
to arrange keys based on frequency of use will 
usually make them appear to be randomly 
organized. The Alpha-Dot keyboard is learned 
rapidly because it is cognitively compatible. 
Compatibility in this case is different than the 
cognitive compatibility of icon keyboards. The 
spatial coding scheme of the Alpha-Dot keyboard 
relates letter shape to key patterns. By using 
visual imagery, operators can remember many 
keystroke patterns. A problem with Alpha-Dot 
coding is that not all letter-keystroke patterns 
can be represented without resorting to 
distorted letter shapes. 
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Stenotypewriters are chord keyboards that 
have been developed for use in courtroom 
transcription. These stenotype keyboards use a 
very different cognitive coding principle. An 
operator enters a syllable or word with each 
two-handed keystroke. The machine shorthand 
code is basically phonetic. Operators enter a 
consonant-vowel-consonant sequence (CVC) on each 
stroke, representing a syllable. More 
complicated CVC patterns also can be entered. 
Front consonants and back consonants are 
represented separately on the keyboards. Chord 
responses are used in two ways. First, to 
define the CVC. Second, to define consonants 
and vowels because there are only 22 keys and 
not all consonant and vowels have a single key 
definition. 
Stenotyping can lead to very rapid text 
transcription. Expert stenotypists can achieve 
entry rates of 225-300 words per minute. In 
contrast, comparable QWERTY typists achieve 
entry rates of only 60-80 words per minute. 
Modern online computer transcription can convert 
stenotype codes into normal alphanumeric text. 
High entry rates can only be achieved because 
the system is designed for fast human 
throughout. On the negative side, however, are 
the long training times necessary to learn the 
complete stenotyping code and the high drop out 
rate of students in training programs. Clearly, 
stenotyping causes problems for human operators. 
Voice Recognition. One solution to the 
cognitive compatibility problem would seem to be 
the development of automatic speech recognition. 
Unfortunately, speech recognition research 
requires major conceptual breakthroughs before 
automatic speech recognition can be used 
routinely. Current systems have trouble 
segmenting words in continuous speech, and have 
trouble differentiating homophones. They are 
also speaker dependent. Currently, most 
automatic speech recognizers use only a small 
speaker-dependent vocabulary. Actually, even 
optimal speech recognition devices would not 
eliminate the need for keyboards because privacy 
is required for many keyboard uses. Thus they 
are similar to icon keyboards. 
THE FUTURE OF KEYBOARDS 
A small next step would be to integrate 
what we know about keyboards and speech 
recognition into a single system. Functions 
currently accessed by function keys or Alt Ctrl 
combinations could be called by voice command. 
This would relieve some of the cognitive 
incompatibilities present in current systems. 
Since we generally know what we want to do, we 
just don't know which key combination does it. 
This would necessitate the recognition system be 
part of the front end, even part of the keyboard 
itself. This would result in personalized 
keyboards which would be transportable between 
systems since the output of the keyboard would 
still be ASCII characters. In addition, since 
personalized keyboards would have memory for 
speech recognition, we could also customize the 
key combinations to produce often used words or 
phrases instead of functions. 
I 
LEARNING TIME 
Figure 2 The keyboard design space. 
Major changes in keyboard design also may 
be possible. Figure 2 represents the current 
state of keyboard design. The axes show the two 
major parameters of keyboard operation, rate of 
entry and time to learn. Several keyboards are 
easy to learn, but their entry rates are low. 
The stenotype keyboard in the upper right 
quadrant of the figure represents a keyboard 
which requires a long learning time, but entry 
rates are extremely fast. The "desired" elipse 
in Figure 2 represents an area of the space 
where new development work should focus. What 
is needed is a keyboard in which high entry 
rates can be achieved with minimal training. By 
stressing human cognitive processes, this goal 
may be attainable. 
Chord keyboards provide a level of 
flexibility that lends itself to the development 
of innovative keyboard designs with high 
cognitive compatibility. In order to achieve 
the goal of an easily learned keyboard with 
entry rates in the range of a QWERTY touch 
typist or human speech, attention must be paid 
to the relationship between the operator and the 
keyboard. One design strategy could be to 
design down from the stenotypewriter. Simple 
phonetic coding is easy to learn. Instead of a 
system for very high entry rates, it may be 
possible to design a code which is more 
systematic and regular but at the cost entry 
rates that are lower than the 225-300 attainable 
with stenotyping. 
Chord keyboards have another advantage. 
They can be made with very few keys and can be 
used with one hand. The one-handed chord 
keyboards may be used as data entry devices 
where space is a design constraint and speed of 
entry is noncritical. They could also be used 
as hand-held remote terminals that communicate 
with a main computer. The ability to interface 
with a computer while engaging in activities in 
the field offers many possibilities. They could 
be used anywhere a notepad could without the 
restrictions of even a laptop computer. A 
keyboard such as the Alpha-Dot could 
revolutionize laptop computer design. 
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Keyboards are not going to disappear in 
the foreseeable future. With current 
technology, we have the ability to improve their 
functionality and take greatly improved 
keyboards into the 21st century. 
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It is of practical importance in 
decision situations involving risk to 
train i tidi v idual s to transform 
uncertainties into subjective probability 
estimates that are both accurate and 
unbiased. We have found that in decision 
situations involving risk, people often 
introduce subjective bias in their 
estimation of the likelihoods of events 
depending on whether the possiblr: 
outcomes are perceived as being "good" or 
"bad" . Until now, however, the 
successful measurement of individual 
differences in the magnitude of such 
biases has not been attempted. In this 
paper we illustrate a modification of a 
procedure originally outlined by 
Davidson, Suppes, and Siege1 [ 3 ] .  to allow 
for a quantitatively-based methodology 
for simultaneously estimating an 
individual's subjective utility and 
subjective probability functions. The 
procedure is now an interactive computer- 
based algorithm, DSS, that allows for the 
measurement of biases in probability 
estimation by obtaining independent 
measures of two subjective probability 
functions (S+ and S-) for "winning" 
(i.e., good outcomes) and for "losing" 
(i.e., bad outcomes) respectively for 
each individual, and for different 
experimental conditions within indi- 
viduals. The algorithm and some recent 
empirical data are described. 
It is argued that, if in decision 
situations involving substantial risk or 
potential loss, our goal is to train 
individuals to become expert decision 
makers, it is important to understand how 
people subjectively evaluate and 
represent uncertainties or Probabilities. 
Decision theorists have argued for some 
time that any decision analysis under 
risk must involve the assessment of 
uncertainties, and that uncertainties can 
best be measured by subjective 
probabilities that represent the decision 
maker's degree of belief about the 
relevant uncertain events. The decision 
maker must somehow transform uncer- 
tainties into subjective probability 
estimates that are both accurate and 
unbiased. There is, however, convincing 
evidence that in many complex decision 
situations involving risk or uncertainty, 
people use heuristics that often 
introduce bias in the subjective 
estimation of the likelihoods of events 
that are relevant to the outcomes of the 
decision 18, 201.  They may judge the 
probability of an event by its 
representativeness of a class of events, 
by its availability in memory as a 
relevant example, or on the basis of an 
adjustment from a numerical anchor point. 
Recently published edited volumes by 
Arkes and Hammond [l] and Kahneman, 
Slovic, and Tversky [lo] reflect this new 
direction of study in the field of 
judgment and decision making research. 
Studies have shown that people generally 
do not make good probability estimates 
[6, 10, 11, 16, 1 7 ,  181.  They 
overestimate low and underestimate high 
probabilities and they ignore base-rate 
information [2, 121; they revise opinions 
too conservatively [4]; they indicate 
excessive confidence in their judgment 
[ 7 ] ;  and they are influenced by their 
affective mood state [9, 151. 
However, only recently have 
systematic research efforts investigating 
the cognitive mechanisms by which biases 
are generated been reported. For 
example, Nygren and Isen [15] have shown 
that a positive mood state can lead 
decision makers to exhibit "cautious 
optimism" in risky choice situations. 
They become optimistic in the sense that 
they tend to overestimate the likelihood 
of "good" events and underestimate the 
likelihood of "bad" events; but at the 
same time they exhibit a cautious shift 
toward risk-aversion in the 
choices. 
Such findings imply the 
models that interrelate 
processes and judgmental biases 
r actual 
need for 
cognitive 
Wickens 
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[21] has t~rgiied that without an 
understanding nf t h e s e  biases i n  such a 
framework, i t  is difficult to predict h o w  
specific decisions ar'r bvirig: mado by 
individuals. But, how can such biases be 
quantitatively measured'? Most models of 
decision muking under- risk assume that 
there are four basic questions that 
remain the focal issues in decision 
analysis. They are: (1) what are the 
possible courses of action? (2) what are 
the outcomes associated with thcsc 
courses of action? ( 3 )  what is the 
utility associated with each outcome?, 
and (4) what is the probability 
associated with each outcome? Much 
quantitative and empirical research 
continues to focus on Questions 1, 2, and 
3, and, in particular, the measurement of 
u t i . Z i t y  [5, l o ] .  This paper describes a 
method to take a closer look at Question 
4 .  the measurement of the s u b j e c t i v e  
p r o b a b i l i t y  f u n c t i o n .  
MATHEMATICAL MODELS 
There are two leading models of 
risky decision making upon which this 
research is based, subjective expected 
utility ( S E U )  theory and Kahneman and 
Tversky's prospect theory [13]. In SEU 
theory the overall utility of a course of 
action or "gamble" is found by taking, 
for each possible outcome in the gamble, 
the product of the utility of the outcome 
multiplied by the subjective probability 
associated with that outcome's 
occurrence, and summing these terms 
across all outcomes. The decision maker 
is assumed to choose the gamble/option 
with the highest overall expected 
utility. Prospect theory proposes that 
the decision process is, in fact, 
completed in two phases, with the 
potential courses of action first being 
"framed" for the choice process. This 
framing often may constitute a 
preliminary look at the outcomes, and 
this look sometimes results in a 
simplified representation of the choice 
alternatives, particularly if the 
alternatives are complex. Following this 
initial phase, the alternatives are 
actually evaluated in a manner similar to 
that suggested by S B U  theory, where the 
alternative with the highest value 
(utility) is chosen. 
Both models take the same general 
form, then, in that overall preference 
for a course of action or gamble ( C )  is 
assumed to be a function of (a) the 
values or utilities of the possible 
outcomes and (b) the subjective 
probabilities (in S E U  theory) or decision 
weights (in prospect theory) associated 
with these outcomes. Expressed mathe- 
matically, for a simple gamble of the 
form G = ( x ,  p ;  y ,  I - p )  where one 
obtains outcome x with probability p or 
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out t - o m t :  y 
subjective 
assumed in 
V(C) = V ( x )  
where V ( x )  
and S ( p }  is 
is associa 
with probability I - p ,  the 
value of the gamble ( C )  is 
hese models to be 
* S ( P 1  -+ V(Yl * S ( 1 - p )  (1)  
is the utility of outcome x 
a subjective probability that. 
ed with outcome, x .  In 
prospect theory S ( p )  is a d e c i s . i o n  w e i g h t  
rather than a probability estimate, per 
se. These decision weights are aa::;i-ctl 
to increase monotonically with objeciive 
probabilities of events, but are larger 
than the objective probabilities for 
extremely unlikely outcomes and smaller 
than the objective probabilities for more 
likely outcomes. In prospect theory the 
decision weights for complementary events 
with probabilities p and I - p  need not 
necessarily add to one, but will 
generally be less than one, a property 
that Kahneman and Tversky I131 label as 
s u b c e r t a i n  t y .  
However, since both S E U  and prospect 
theory are based on the same simple 
bisymmet.ric model, they do not allow for 
a differential weighting of an event's 
probability in winning versus losing or 
"good" versus "bad" contexts as we have 
recently found [ 9 ,  15, 161. That is, the 
models do not allow for the possibility 
that a decision maker might weight or 
even evaluate a probability like . 2  or . E  
differently, depending on the outcome 
with which it is associated. To account 
for such findings one needs a 
modification of SEU with a dual  
probability function. Such a model has 
been formally proposed by Luce and Narens 
~ 4 1 .  Their dual bilinear model would 
allow for the measurement of probability 
bias, where "good" and "bad" outcomes 
can differentially affect subjective 
judgments of the same explicitly stated 
probabilities. 
THE QUANTITATIVE METHOD 
A modification o f  the procedure used 
originally by Davidson, Suppes, and 
Siege1 [ 3 ]  is now a computer-based 
algorithm, DSS, (cf. [ 161 ) that 
independently measures the utility and 
subjective probability functions ( U  and 
S) in E q .  1 above. Specifically, the S 
function is measured separately as two 
functions, S+, and S-, in order to assess 
potential bias in judgments of the 
likelihoods of good (S+) and bad (S-) 
outcomes. To the extent that the same 
function is obtained for S+, and S-, no 
context bias of this type is present in a 
decisicn maker's probability estimates. 
To the extent that the functions obtained 
for S+, and S- differ, a me8SUr8ble 
cognitive bias exists in the individual's 
probability estimation process. 
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The DSS proccdurc i nvo 1 vcs 
determining the equal ity o r  indifference 
point in sequences of pairs of gambles s o  
that Eq. 1 can be found for each gamble, 
and thcsc equations can then be cqunted 
and solved in order to estimate the 
subjective utili t,y associated with 
various outcomes. This utility function 
is then used in a second phase to 
es t i ma t e p rob ab i 1 i t y 
functions. On each trial, an individual 
is presented with two two-outcome gambles 
and is asked to indicate which of the two 
s/he prefers. The two-outcome gambles 
are s e t  up as follows: Individuals are 
told that in each gamble, one outcome 
would be obtained if the event E occurs 
and the other outcome would be obtained 
if the event E does not occur. The event 
E is never specified, but. individuals are 
informed that i t  has a true computer- 
generated probability of one-half. (Data 
from several studies have indicated that 
such inst.ructions produce no bias bet.ween 
these two alternatives of E and not E; 
individuals indeed weight the two events 
equally.) On each trial, one gamble, 
Gamble 1, has both outcomes fixed at 
specified values (e.g., some amount of 
money or points); the other gamble, 
Gamble 2 ,  has one fixed outcome and one 
that is varied. For each of a specified 
number of trials (eight in the current 
version of DSS), the individual is asked 
to compare Gamble 1 with Gamble 2 .  The 
variable outcome in Gamble 2 is modified 
by DSS contingent upon the individual’s 
response. 
t he sub j ec t i ve 
The decision maker’s task on each 
trial is simply to indicate which gamble 
s/he prefers. If Gamble 1 is preferred, 
the variable outcome in Gamble 2 is 
adjusted upward by DSS to make this 
gamble more attractive; if Gamble 2 is 
preferred. the variable outcome in Gamble 
2 is lowered to make this gamble less 
attractive. The amount of adjustment 
made by DSS depends on whether the 
individual indicates that one gamble is 
either slightly or strongly preferred to 
the other. Since events E and not E have 
probabilities fixed at . 5  and these 
events are weighted as equivalent in 
probability, DSS determines the 
subjective utility function by noting in 
the variable-outcome gamble the 
value/amount necessary for a subject to 
change his/her preference ordering 
between the fixed-outcome and variable- 
outcome gambles (indicating the 
indifference or equivalence point for 
that pair of gambles). That is, DSS 
notes the amount that the individual 
assigns to the variable outcome in Gamble 
2 such that s/he no longer has a clear 
preference for either Gambles 1 or 2 .  
One sequence of pairs of gambles we 
have used with DSS is presented in Table 
I ;  we will use these values throughout 
the remainder of this paper as an 
illustration. Kach of the eight 
situations presented in Table I actually 
cons is ts, then, of H series of 
adjustments to Gamble 2 that lead to the 
estimat.ion of a subjective utility scale. 
For example, for the sequence presented 
in Table I ,  in the first situation, the 
individual is faced with one gamble for 
which s/he would lose $10 with p = .5  
(i.e., if E occurs) and would l o s e  $10 
with p = .5 (if not E occurs). This, 
then, is a sure-loss gamble. The 
alternative gamble in the pair is 
described as resulting in a loss of -$A 
dollars with p = .5 ,  and a gain of $10 
with p = .5. The money amount associated 
with - $ A  is initially randomly set to a 
large negative value or to a large 
positive value making one gamble 
initially more attractive. The 
individual adjusts the variable value up 
or down as necessary to reach 
indifference between the gambles (-$lo, 
-$lo) and (-$A, +$lo). The final dollar 
amount associated with -$A is recorded 
for the individual by DSS so that this 
information can be used to determine 
other utility values in subsequent Trials 
3 ,  4, and 6 .  
Table I 
Construction Sequence for 
Used to Find Individual Uti 
Gamble 1 Gamble 2 
Trl Get Get Get Get 
____--_---_----_____------- 
1 -10 -10 - A +10 
2 +10 +10 -10 + B 
3 -10 + B - A  + c  
4 - A +10 - D  + E  
5 - D  + B  - E  + C  
6 - A  + C  - D  + F  
7 - D  + F  - E  + G  
8 - E  + C  - H  + F  
Trials 1 - 8 
ity Functions 
Subjective 
Utility 
To facilitate the estimation 
process, we first assign a utility of +1 
to + $10 and a utility of -1 to - $ l o .  
(Because in SKU theory the subjective 
utility scale is unique up to an affine 
transformation, that is, it is interval, 
we can without any loss of generality 
assign the utilities of +1 and -1.) 
Then, after -$A is found, we can 
determine that the utility value, V ( - $ A ) ,  
equals - 3 ,  by substituting in the formula 
in Kq. 1 
S+(.5) * (-1) + S - ( . 5 )  * (-1) = 
S+(.5) * (+1) + S - ( . 5 )  * V ( - $ A ) .  ( 2 )  
In a manner comparable to that for Trial 
1 in Table I ,  a value for +$E can be 
found next by comparing the gambles ( +  
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$10, + $10) and (-$lo, +$B), yiclding the 
amount that is associated with a utility, 
V(+$B). of +3. These values o f  -$A and 
+$B are then used in Trials 3 - 8 to 
determine other points on the subjective 
utility scale. Currently, DSS finds an 
estimate for +$C, -$D, -$E, +SF, +SG, 
and -$H, which have utility value of + 5 ,  
- 5 ,  - 7 ,  + 7 ,  4-9, and -9 ,  respectively as 
shown in Table I. 
PROBABILITY ESTIMATION 
Once these eight points on the 
utility function have been obtained along 
with - 1  and +1, a nonlinear regression 
analysis is completed to find the best 
fitting utility curve for the estimated 
point values. A typical observed curve 
is shown in Figure 1. Given this best 
fitting curve, other utility values can 
then be estimated for the individual. 
TYPICAL ESTIMATED I m L m  FUNCTION 
Figure 1. A Typical Utility Curve for 
Money. Losses End Is Steeper Than 
Gains End, Indicating Loss-Aversion. 
A new series of gambles, now with 
different explicitly stated probability 
values, are used to obtain the subjective 
probability functions for winning (i.e., 
"good" outcomes) and losing (i. e., "bad" 
outcomes). Again, in the variable 
gamble, Gamble 2, one outcome is obtained 
if the event B ( S ( p )  = - 5 )  occurs and the 
other outcome is obtained if the event B 
does not occur (also S(p) = . 5 ) .  The 
fixed gamble is similar to those 
presented in the utility estimation 
phase, except that now the probabilities 
of winning and losing are either . 2 / . 8 ,  
.4/. 6 ,  . 6 / . 4 ,  o r  .8/. 2. 
could also be progr.ammed 
variable outcome in Gamb 
modified in a series of s 
individual indicates that 
are equally attract.ive. 
such a gamble -is shown in 
(01  htar values 
nto D S S . )  The 
2 is  again 
c a p : ;  unt i 1 the 
the two gambles 
An cx;tmpl(. of 
Figure 2 .  
-D [-51 t E  [t3] -A [-31 t X  
m VWES 
Figure 2 .  Rxample of Two Gambles in the 
Probability Estimation Phase. 
Table I1 shows an illustrative 
series of eight trials used to estimate 
the probability functions. Letters A - H 
represent the amounts found previously on 
Trials 1 -- 8, and X and Y are the 
variable outcomes; the stated probability 
values for each outcome are shown in 
parentheses. Note that on two pairs of 
trials (Nos. 9/11 and 13/15; Nos. 10/12 
and 14/16) a subjective probability of 
winning value ( S + )  and probability of 
losing value (S-) is estimated for each 
of the values 2 . ,  .4, .6, and .8. 
Table I1 
Construction Sequence for  Trials 9 - 16 
Used to Find Individual Probability 
Functions 
Gamble 1 Gamble 2 
Tr 1 Get Get Get Get ----___----___----_-____________________- 
9 - D(.5) + F ( . 5 )  - A(.6) + X(.4) 
10 - D ( . 5 )  + B ( . 5 )  - H ( . 2 )  + X(.8) 
11 - A(.5) + C(.5) - D ( . 4 )  + X(.6) 
12 - D(.5) + B ( . 5 )  - A(.8) + X(.2) 
13 - E(.5) + C(.5) - D(.6) + Y(.4) 
14 - A(.5) + C ( . 5 )  - D ( . 2 )  + Y(.8) 
15 - D(.5) + B ( . 5 )  - E(.4) + Y(.6) 
16 - A(.5) + C(.5) -10(.8) + Y ( . Z )  
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Since events 6 and not E havc 
probabilities fixed at . 5  and the events 
are weighted by the individual as 
equivalent in probability, we can assign, 
with loss of generality, S+(.5) = S-(.5) 
= .5. Equations 3 and 4 illustrate two 
examples of trials where St(.8) and 
S - ( . 2 )  are then determined as follows: 
S t ( . 5 ) * Y ( +  $B) + S - ( . 5 ) * Y ( -  $D) = 
S + ( . 8 ) * Y ( +  $X) + S-(.2)*Y(- $H) (3) 
S ' ( . S ) * V ( +  $Y) + S - ( . Z ) * Y ( -  $D) (4) 
S S ( . 5 ) * Y ( +  $C) + S - ( . 5 ) * Y ( -  $ A )  = 
If we assume that these two subjective 
probabilities act like objective 
probabilities and add to one, where 
S*(.8) = 1 - S-(.2), then by substituling 
in utility values obtained from the 
estimated utility curve for -$A, +$E, 
+$C, -$D, -$€I, +$X, and +$Y, two 
independent estimates of S+(.8) and S- 
( . 2 )  can be obtained by solving Eqs. 3 
and 4. If we do not wish to assume that 
these two subjective probabilities add to 
one, we can still estimate S*(.8) and S- 
( . 2 )  since we have two equations and two 
unknowns. In a comparable manner we can 
find restricted (i.e., add to one) or 
unrestricted (i.e., do not add to one) 
est,imates of S-(.8) and S + ( . 2 )  from two 
new equations, and similarly for Ss(.6) 
and S-(.4) and S-(.6) and S+(.4). Other 
probability values could also easily be 
estimated. 
Regardless of whether a restricted 
or unrestricted model is fit, and 
regardless of the shape of each 
individual's subjective utility function, 
the S* and S- functions should be the 
same if no probability bias due to a good 
vs. bad context exists in an individual's 
data. That is, if no bias exists, we 
should expect S-(.2) = S+(.2), S-(.4) = 
S+(.4), S-(.6) = S+(.6), and S-(.8) = 
S+(.8). 
AN EMPIRICAL EXAMPLE 
Subjects. Thirty-two male and 
female undergraduate students at The Ohio 
State University volunteered to par- 
ticipate in this study in partial 
fulfillment of the requirements of their 
introductory psychology course. 
Procedure. On each trial, subjects 
were presented with two two-outcome 
gambles and were asked to indicate which 
of the two they preferred. In this way 
both subjective utilities and subjective 
probabilities for .2 - .8 were indepen- 
dently estimated. The subjects were 
instructed that they would be asked to 
make choices between pairs of gambles, 
and after they had indicated all of their 
preferences, some of the choice 
situations would be randomly sampled and 
~iItiy(:tl. The gamlilc that they would play 
in each pair would be randomly picked 
between the two gamblcs indicated to be 
equally attractive o n  each trial. Each 
subject. was given 1 0 0  points, 
representing his or her credit for 
participating and was told that s/he 
would be gambling with this credit (not 
money) in the randomly selected gambles. 
Subjects were told that. as a result of 
the gambling, they might either lose 
their credit hour if they lost their 100 
points, retain their credit hour if they 
finished with more than zero points, or 
gain an additional credit if they 
finished with more than 200 points. At 
this point, all subjects were given the 
opportunity to withdraw from the study 
without penalty. None did so. 
Results. Table 111 presents the 
est i ma t ed probab i 1 i t i es that 
were obtained for .2, .4, .6, and .8 for 
both the winning and losing contexts. 
The data labeled "restricted" represents, 
as discussed above, the average of two 
estimates that are based on the 
restriction that the estimates for 
complementary events sum to one. The 
data labeled "unrestricted" are based on 
the estimates found when the sums are not 
restricted to add to one. Regardless of 
which of these models is assumed, the 
estimates in the table indicate that 
indeed across individuals a strong 
biasing effect exists. The same 
objectively stated probability values 
( . 2 ,  .4, .6, and .8) when presented to 
individuals, elicit consistently 
different subjective values or weights in 
A t  all their decision making process. 
four estimated levels of probability, the 
estimates that were associated with 
winning outcomes were consistently 
weighted lower than the corresponding 
values for losing. This represents a 
very strong affective bias in the 
estimation and/or weighting processes for 
subjective likelihoods. 
subject, i ve 
Table I11 
Median Estimates of Winning and Losing 
Subjective Probabilities 
Restricted Case 
Actual Prob L Prob W Difference ____________________--------------------- 
. z o o  .347 .208 .139 
.400 .462 . 4 0 1  .061 
.600 .599 .539 .060 
.800 .793 .653 .040 ______________________-_----------------_ 
Unrestricted Case 
Actual Prob L Prob W Difference 
. z o o  .312 .238 .074 
.400 .469 .400 .069 
.600 .567 .508 .059 
.800 .815 .5 14 . 3 0 1  
24 1 
SUMMARY 
W h c ~ r i  an event  11;i:; an c a s  1 : * t i  1 i skied 
prohability c \ s s o c i o t e d  with i t ,  i t  should 
be irrrlevant whcsther that evcnt i s  
associated with :I "good" 01'  "hncl" out(.onre 
context; the affr.(:tive nature of t h e  
outcomes should not influence probability 
estimation o r  weighting in Lhe decision 
process. In this study, two probability 
functions wet-c e s t  imatod, and diffcrcnt 
values were found to be assigned to the 
winning and losing events. This 
differential weighting of t h e  same event 
suggests t h a t  there is an affective 
influence on probability estimation i n  
the decision making process. lndividuals 
make choices between alternatives by 
assigning d i f f e r e n t  subjective 
probabilities or weights to the same 
explicit event depending on whether i t  
has a positive affective component 
(winning) or a negative affective 
component (losing). 
The DSS methodology is important. 
because i t  has the potential of not only 
quantitatively measuring this probability 
bias b u t  also of explaining how some 
biases in probability estimation may 
cause suboptimal decisions, and how such 
bias can be reduced or eliminated in 
training decision makers to become more 
"expert" judges. It is designed to lead 
to programmatic research that has the 
ultimate application of developing 
training procedures that can: (a) 
standardize probability estimation 
methods in decision making under risk, 
(b) eliminate estimation biases such as 
over- and underestimation, (c) reduce 
individual differences in probability 
estimation, and (d) develop a scale for 
assessing a decision maker's accuracy and 
unbiasedness in subjective probability 
estimation. Research in this area is 
necessary if we are to go beyond merely 
describing suboptimal decision making 
behavior. The present study is an 
attempt to begin programmatic research 
that will allow us to predict suboptimal 
behavior due to biases in probability 
estimates and to train individuals to 
reduce bias in their judgments. In 
particular, several issues seems to be 
initially relevant to continued research. 
First, how strong and how generalizable 
is the differential weighting effect for 
probabilities? Second, what factors 
influence the strength of this effect? 
And, third, can a method like the DSS 
procedure coupled with the dual bilinear 
model allow us to predict and 
quantitatively measure the effects of 
suboptimal decision making strategies? 
The research reported here, together 
with that reported elsewhere [8, 9, 10, 
15, 161 is resulting in a more complete 
picture of the complex role that 
est i m a t .  ion b i a s  and nffect. play in 
decision- making under risk or 
uiicertziint y. Our findings suggest that 
the dual bilinear model is a model worth 
pursuing. I t  has the  potential to explain 
a number of difficult findings in the 
decision making 1 i terature including the 
framing effect [ 131, the differential 
weight ing c f f c c t  1 6 1 ,  and the "caut,ious 
optimists" effect [ 151.  Finally, the 
DSS procedure offers a quantitni i17e  
measurement procedure for act::.,: ly 
measuring rather that simp.ly describing 
biases i n  judgment and decision making 
processes. 
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ABSTRACT 
Sophisticated computer systems are being developed to assist 
in the human decision-making process for very complex tasks per- 
formed under stressful conditions. The human-computer interface is 
a critical factor in these systems. The human-computer interface 
should be simple and natural to use, require a minimal learning 
period, assist the user in accomplishing his task(s) with a minimum 
of distraction, present output in a form that best conveys informa- 
tion to the user, and reduce cognitive load for the user. In pursuit 
of this ideal, the Intelligent Multi-Media Interfaces project, spon- 
sored by the Defense Advanced Research Projects Agency and 
monitored by the Rome Air Development Center, is devoted to the 
development of interface technology that integrates speech, natural 
language text, graphics, and pointing gestures for human-computer 
dialogues. The objective of the project is to develop interface tech- 
nology that uses the medidmodalities intelligently in a flexible, 
context-sensitive, and highly integrated manner modelled after the 
manner in which humans converse in simultaneous coordinated 
multiple modalities. As part of the project, a knowledge-based 
interface system, called CUBRICON (CUBRC Intelligent CONver- 
sationalist) is being developed as a research prototype. The applica- 
tion domain being used to drive the research is that of military tacti- 
cal air control. 
1. INTRODUCTION 
As the number and sophistication of military information pro- 
cessing systems rapidly increases, the impact on human operational 
users must be considered very carefully. Typically, large amounts 
of information must be communicated for use by the human opera- 
tor in performing time-critical decision-making tasks for command 
and control functions. The problem is to make such sophisticated 
systems easy for military operators to use quickly and efficiently. 
Modem information processing and decision-aiding systems require 
a full range of communication media to facilitate interaction and 
provide the increased bandwidth for information transfer with the 
human user. The human-computer interface must not only take 
advantage of multiple media/modalities, but must make use of the 
synergistic properties of these media to minimize the user’s cogni- 
This research is supported by the Defense Advanced Research Pro- 
jects Agency and monitored by the Rome Air Development Center 
under Contract No. F30603-87-C-0136. 
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tive workload: (1) the human-computer interface system must pro- 
vide the user with input medidmodalities that are natural and 
efficient for the user; and (2) the use of multiple medidmodalities 
must be applied to the problem of presenting output information to 
the user in a manner that maximizes user comprehension; the 
manner of presentation must be based on knowledge of the applica- 
tion domain, the characteristics of the information, the discourse 
context, the user’s task, and respected human factors guidelines. 
Presently, there is no computer system that can meet the 
above requirements. Knowledge-based understanding and genera- 
tion of information by a computer system in multiple 
medidmodalities has recently begun to be investigated [Neches & 
Kaczmarek, 1986; Kobsa et al., 1986; Arens et al., 1988; Neal & 
Shapiro, 1988; Neal et al., 1988; Sullivan & Tyler, 19881. The 
research discussed in this paper is part of the Intelligent Multi- 
Media Interfaces (IMMI) project [Neal & Shapiro, 1988; Neal et al., 
19881 which is dedicated to the development of intelligent multi- 
media interface technology that integrates speech, natural language 
text, graphxs, and pointing gestures for human-computer dialogues. 
The objective of the project is to develop interface technology that 
uses the media/modalities intelligently in a flexible, context- 
sensitive, and highly integrated manner modelled after the way in 
which humans converse in simultaneous coordinated multiple 
modalities. As part of the project, a knowledge-based interface sys- 
tem, called CUBRICON (the CUBRC Intelligent CONversational- 
ist), is being developed as a proof-of-concept prototype. Although 
the IMMI project is a basic research project, an application task 
domain of military tactical air control is being used to drive the 
research. 
This paper discusses the CUBRICON human-computer dialo- 
gue system and the multi-media communication methodology which 
forms the foundation of the system. Section 2 presents a brief over- 
view of the CUBRICON system. Section 3 discusses the 
knowledge sources used by the system. Section 4 focuses on multi- 
media input processing while Section 5 focuses on the generation of 
multi-media output. Subsequent sections outline the future direc- 
tion for the CUBRICON project, summarize the main ideas of this 
paper, provide acknowledgements, and list references. 
2. OVERVIEW 
The model upon which the CUBRICON system is based is 
that of two people talking in front of a blackboard or other graphics 
display device(s). People in such a situation use various combina- 
tions of modalities for very effective communication. The modali- 
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ties include spoken natural language, written text, pointing gestures. 
drawings, and tables. Thus, CUBRICON is intended to imitate, to a 
certain extent, the ability of humans to simultaneously accept input 
from different sensory devices (such as eyes and ears), and to simul- 
taneously produce output in different media (such as voice, pointing 
motions, and drawings). 
CUBRICON accepts input from three input devices: speech 
input device. keyboard, and mouse device pointing to objects on a 
graphics display. Output is produced for three output dcvices: 
color-graphics display, monochrome display, and spccch output 
device. The CUBRICON software is implemented on a Symbolics 
Lisp Machine using the SNePS semantic network processing system 
[Shapiro, 1979; Shapiro & Rapaport, 19861, an A T N  
parser/generator [Shapiro, 19821 and Common Lisp. Speech recog- 
nition is handled by a Dragon Systems VoiceScribe IOOO. Speech 
output is produced by a DECtalk speech production system. 
Every intelligent entity requires a considerable amount of 
knowledge upon which to base its decision-making processes. Cer- 
tain knowledge sources have been identified as essential to 
CUBRICON’s multi-media communication ability. These 
knowledge sources are discussed in the next section. 
3. KNOWLEDGE SOURCES 
In order for CUBRICON to perform the critical functions of a 
human-computer interface, the following knowledge sources were 
found to be essential: (1) domain-specific and related interface 
knowledge, (2) multi-media language knowledge, (3) the discourse 
context, (4) the usedtask model, and (5 )  human factors guidelines 
for enhancing human understanding, and (6) information charac- 
teristics. 
3.1 Domain-Specific And Related Interface Knowledge 
CUBRICON includes a knowledge base containing domain- 
specific and interface information. The domain-specific information 
is applicable to the mission planning task domain of the target 
application system. Task domain entities include airbases, 
surface-to-air missile ( S A M )  systems, fuel storage facilities, and tar- 
gets. The knowledge base also includes essential information con- 
cerning how to present or express the various entities via the 
system’s verbal/graphic language. This information includes the 
words and symbols used to express any given entity, which which 
symbols att appropriate under which conditions, and when particu- 
lar colors are to be used. 
3.2 Multi-Media Language Knowledge 
CUBRICON’s multi-media langauge is defined by the combi- 
nation of its lexicon and grammar. A lexicon is the collection of all 
morphines, tokens, or signals that carry meaning in a given 
language. CUBRICON’s lexicon consists of words, graphic figures, 
and pointing signals. The grammar defines how the morphemes, 
tokens, and signals of the lexicon can combine to form legal com- 
posite language structures. An example of a multi-media language 
structure that is legal according to the CUBRICON grammar is a 
noun phrase consisting of the typical linguistic syntax, accompanied 
by one or more pointing signals (pointing to objects on a graphics 
display). 
3.3 The Discourse Model 
The attcntional discourse focus space [Grosz, 1978, 1986; 
Sidner, 1983; Grosz and Sidncr, 19851 is a key knowlcdgc structure 
that supports continuity and rclevancc in dialogue. The CUBRI- 
CON system tracks thc attcntional discoursc focus space of the 
dialogue carried out in multi-media language and maintains a 
representation of the focus space in two structures: (1) a main focus 
list and (2) a set of ancillary focus lists called virtual displays. The 
main focus list includcs those entitics and propositions that have 
been explicitly expressed (by the user or by CUBRICON) via 
natural language, pointing, highlighting, or blinking. A virtual 
display is a list of all the objects that are “in focus“ because they are 
visible in a given window on one of the displays. CUBRICON 
maintains one virtual display per window. 
3.4 User/Task Model 
A user/task model is essential as a basis for judging the 
relevance and importance of information items to the user. Car- 
berry [I9871 provides a brief summary of current research on user 
modeling. CUBRICON’s user/task model includes (1) a task 
hierarchy and (2) an entity rating module. 
The task hierarchy is a decomposition of the user’s main tasks 
into subtasks. In a task oriented application system, there is usually 
some a priori knowledge of the task hierarchy and sequencing. Even 
though the task hierarchy structure is not absolute in that a user may 
deviate from the typical roadmap through the tasks, this hierarchy 
can be used as a valuable knowledge source to track the discourse 
focus, manage the displays, and anticipate the needs of the user. 
The CUBRICON entity rating module includes a task- 
dependent representation of the relative inportance of all the entity 
types known to the system and an algorithm for modifying these 
ratings depending on task and discourse context. CUBRICON uses 
a numerical value (on a scale from 0.0 to 1.0) to represent an 
entity’s importance. A pre-defined task-dependent initial assign- 
ment of ratings to entities is used when a new task is started by the 
user. These ratings are modified when the entities are referenced in 
the dialogue. 
3.5 Characteristics Of The Information 
The characteristics of the information to be expressed are criti- 
cal to the selection of an appropriate presentation modality. The 
following list briefly summarizes CUBRICON’s criteria for select- 
ing presentation modality based on characteristics of the informa- 
tion. The CUBRICON design is based on the premise that 
graphic/pictorial presentation is always desirable. 
o Color-graphics: Selected whenever CUBRICON knows how to 
represent the information pictorially. 
o Table: Selected when the values of common attribute(s) of 
several entities must be expressed. 
o Histogram: Selected when a quantitative attribute of several en- 
tities must be displayed in a comparative form. 
o Form: A predefined form is selected when the task engaged in 
by the user requires the form. 
o Printed natural language: Selected for the expression of a pro- 
position, relation, event, or combination thereof that would 
strain the user’s short term memory if speech were used (e.g., 
technical responses that must be referred to subsequently by the 
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uscr); the knowlcdgc structures bcing cxprcsscd arc hctcrogcnc- 
ous; 
Spoken natural language: Sclcctcd for explanations of displays, 
verbal highlighting of objccts on the displays, informing the 
uscr about the system's activity (e.g., "I'm still working" whcn 
the uscr must wait for output from the system), short cxprcs- 
sions of relatively non-technical information that can be rcmcm- 
bcred when presented serially. 
o 
3.6 Guidelines For Enhancing Human Understanding 
Guidelines from the human factors and psychology disciplines 
for enhancing human understanding are being incorporated into the 
CUBRICON system. Smith & Mosier [1986] provide one of the 
well-known sources of such human factors guidelines. Guidelines 
that have been incorporated in the CUBRICON system include: 
Maintain the context of the user/computer dialogue. For exam- 
ple, in managing map displays, CUBRICON tries to retain the 
most recently discussed or mentioned objects on the displays 
(avoid premature removal) so as to maintain continuity in the 
dialogue. 
Maintain consistency throughout a display. For example, when 
CUBRICON expands or extends a map display to include some 
new area, then the same types of objects are displayed in the 
new region as in the old so that the user does not incorrectly 
infer that a certain type of object is not in the newly added re- 
gion because it is not being displayed. 
Maintain consistency across displays. Different displays of the 
same type should have the same general format. Color keys, ti- 
tles, help information, etc., should be consistently located for 
different displays of the same type. 
MULTI-MEDIA INPUT UNDERSTANDING 
People commonly and naturally use coordinated simultaneous 
natural language @TI.,) and pointing gestures. These two modes of 
communication combine synergistically to form an efficient method 
of expressing definite references and locative adverbials. For exam- 
ple, a person could simply say "this SAM" (surface-to-air missile) 
and point to an entity on the display to select from among several 
S A M  systems visible on the display. Used in isolation, each of the 
two modes have shortcomings. If natural language is used alone, 
then lengthy descriptions are frequently required to identify objects 
that lack unique "names". For example, to specify a particular 
S A M  from among many S A M s  visible on a map display, a person 
would need say something like "the SAM system at 12.3 degrees 
longitude and 50.5 degrees latitude" or "the S A M  system just east 
of Kleinburg". 
Pointing used alone also has problems: (1) a point gesture can 
be ambiguous if the point touches the area where two or more 
graphical figures or icons overlap and (2) the user may inadvertently 
miss the object at which he intended to point. This laaer problem 
is discussed briefly in the last paragraph of this section. To handle 
the first problem of ambiguous pointing, some systems use default 
techniques. These techniques include: (1) a point retums the entity 
represented by the "top" or "foremost" icon where the system has a 
data structure it uses to remember the order in which icons are 
"painted" on the display (i.e., which are further in the background 
and which arc foremost in the forcground); (2) thc icons or cntities 
are assigncd weights rcprcscnting impoflance and thc icon with the 
largcst wcight is selcctcd as the intcrprctation of an ambiguous 
point; or (3) thc icon whosc "ccntcr" is closcst to the location 
pointed at is sclcctcd. Combinations of such tcchniqucs can also bc 
used. A serious disadvantage of the above listed point- 
intcrprctation techniques is that it  is dificult, if not impossiblc, for 
ccrtain icons to be sclcctcd via a point rcfercnce. 
CUBRICON's acceptance of dual-media input (NL accom- 
panied by coordinated pointing gcsturcs) overcomes the limitations 
of the above weak default techniques and providcs an efficient 
expressive referencing capability. The CUBRICON methodology 
for handling dual-mcdia input is a dccision-making process that 
depends on a variety of factors such as the types of candidate 
objects being referenced, their properties, the sententid context, and 
the conrrruinfs on the parricipanrs or fillers of the semantic case 
frame for the verb of any given sentence. CUBRICON's decision- 
making process draws upon it's knowledge sources discussed in 
Section 3. 
CUBRICON also providcs the user with flexibility in several 
different ways: (1) the user can input natural language via either the 
speech device or the keyboard, (2) the uscr is not limited to just one 
point per NL phrase, but can point several times per phrase, (3) 
point gestures can occur anywhere within a given NL phrase, and 
(4) the user can reference four different types of objects via point- 
ing: geometric points, entities represented graphically (e.g., by 
icons), entries in table displays, and windows on a display. 
We present a few brief examples to illustrate the functionality 
of the system. In each of the following examples, assume that the 
<poinu touches one or more icons. 
Example 1: USER: "What is the status of this <point> airbase?" 
From the icons touched by the point, the virtual display is searched 
for the semantic representation of the objects which were graphi- 
cally displayed by the touched icons. From the hierarchy of the 
knowledge base, the system determines which of the objects 
selected by the point gesture are airbases and discards the others. 
Example 2: USER: "What is the mobility of this <point> ?" 
Example 2 entails the use of the property "mobility" as the critical 
item of information that is used to determine the referent of the 
dual-media phrase. After searching the virtual display for the 
objects touched by the point gesture, CUBRICON determines which 
of these objects have property "mobility" using the knowledge base 
of application information. 
Example 3: USER: "Remove this window cpoin0." 
In example 3, assuming the <poinu touches an icon on a window 
of the display, the term "window" used with the point gesture 
insures that the system correctly interprets the reference. which 
would otherwise be ambiguous. 
CUBRICON also includes the ability to handle two types of 
"ill-formed" input: dual-media expressions which (1) are incon- 
sistent or (2) have an apparent null referent. A dud-media expres- 
sion is inconsistent when the natural language part of the expression 
and the accompanying point cannot be interpreted as refemng to the 
same object(s) (e.g.. the user says "this airbase" and points to a fac- 
tory). A dual-media expression has no apparent referent when the 
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user's point touches no icons (i.c. he points to an "empty" area). In 
both of these cases. CUBRICON infers thc intcndcd refcrcnt. Thc 
CUBRICON methodology for processing multi-media input is dis- 
cussed in greater detail in [Ncal et al., 19881. 
5. MULTI-MEDIA OUTPUT GENERATION 
The CUBRICON system is being dcvcloped so that it embo- 
dies the following key features which are essential to maximizing 
human understanding of presented information: (1) Output presenta- 
tions should be sensitive to context and relevance. (2) Selection of 
appropriate presentation medidmodalities should be based on the 
eharacterisitics of the information to be expressed, alternatives 
being selected when necessary. (3) The medialmodalities should be 
used in a highly integrated manner during output presentation. (4) 
Respected human factors guidelines should be adhered to. 
The CUBRlCON output planning process is highly dependent 
on the knowledge sources discussed in Section 3. The top level out- 
put planning process is summarized below. 
1. For each information item or cluster, determine the modality in 
which it should ideally be expressed. Graphic/pictorial presen- 
tation is always desirable. Natural language can always be used 
as a last resort. 
2. Determine whether the resources are available to express the in- 
formation as desired. Resources: (1) Color graphics display: 
Are the items to be expressed graphically already on the 
display? If so, no additions are necessary. If not, is there mom 
to insert them in their "natural" position? (2) Monochrome 
display: Similar to the color graphics display. (3) Natural 
language text window: Always available due to scrolling capa- 
bility. (4) Speech output device: Always available. 
3. If the desired display cannot accommodate the new information 
without modification, determine whether the state of the display 
can be modified. This depends on the level of importance of the 
information to be expressed and the task model. 
0 
0 
Possiblc modifications to the graphics display: 
o Extend the displayed region to include information 
itcms to be expressed. 
"Zoom in" to display a portion of the current display in 
greater detail. 
o "Pan" to a different region. 
o Combination of the above. 
o 
o 
Open a window on the display to show the new infor- 
mation. 
4. If the display status cannot be adequately modified as per step 3 
above, try modifying the information to be expressed: trim the 
amount of information by filtering on the basis of relevance 
with regard to the user/task model and/or the discourse model. 
5. If the information can still not be expressed in the given modali- 
ty due to insufficient resources for the selected modality, then 
select another modality and go back to step 2. 
6. Finish composing the output having resolved resource restraints. 
The following are working examples from a dialogue with 
CUBRICON to illustrate the functionality of the system. These 
examples illustrate the output composition process and use of the 
knowledge sources discussed in the previous sections. The dialo- 
gues are concerned with mission planning and situation assessment 
in a tactical air control domain. 
USER: "Display the Inner Fulda Gap Region." 
CUBRICON: 
Color Graphics Display: 
Map of Inner Fulda Gap Region with main mads, major cities, 
waterways, and national boundries (Figure 1). 
Icons representing entities within the Inner Fulda Gap Region 
that are above a preset threshold in importance superimposed 
on the map (Figure 1). 
Figure 1. Multi-Modal Presentation Composed by CUBRICON 
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Monochrome Graphics Display: 
o Table of rclcvant attributes for the entities that arc displayed 
on the map display. 
DISCUSSION: 
CUBRICON's first choicc for displaying information is graph- 
ically, when appropriate. The Fulda Gap Region boundary is 
defined in thc CUBRICON knowledge base and provides sufficient 
information for the modality selection process. CUBRICON selects 
color-graphics as a display modality and generates a map display. 
Since this was the initial input, the color graphics display was avail- 
able. 
An important feature of CUBRICON is that output prcsenta- 
tions are formulated in a context sensitive manner. Entities to be 
displayed on the map are selected on the basis of their importance 
to the task at hand. Only entities above a pre-set threshold on the 
entity rating scale are displayed. Non-domain-specific items such as 
national borders, roads, rivers. and cities arc displayed using the 
MAP Display System [Hilton. 19871. 
Another key feature of the CUBRICON interface system is 
that it is multi-media. In the present example, the CUBRICON out- 
put uses both color graphics (Le.. the map display), and a tabular 
presentation on the monochrome display. The tabular presentation 
was selected because there are important attributes associated with 
the entities displayed on the map display, which would severely 
clutter the map if included there. 
USER: "Where is the Dresden airbase?" 
CUBRICON: 
Color Graphics Display: 
o Map of Inner Fulda Gap Region with added area that includes 
the Dresden airbase (Figure 2). 
o Main roads, major cities, waterways, and national boundrics 
(as before but across the whole map, old and new areas) (Fig- 
ure 2). 
Icons reprcsenting entities within the map area displayed that 
are above a prc-set threshold in importance are superimposed 
on the map (same as before but across the whole map, old and 
ncw areas) (Figure 2). 
o An airba..e icon labelled "Dresden Airbase". This airbase icon 
is displayed as initially blinking and then highlighted. 
Monochrome Graphics Display: 
o 
o 
Table of relevant entity attributcs. Same table as before, but 
expanded to include new entitics added to the map (Figurc 2). 
The Dresden Airbase table entry (row) is highlighted. 
DISCUSSION: 
The information rcquested is location. The Dresden airbase 
has an icon representation and a longitude, latitude associated with 
it in the CUBRICON knowledge base. The preferred modality for 
presentation is therefore graphical. 
In composing a new map on which to display the Drcsden air- 
base, the system has some choices. These include: opcn a window 
on the color-graphics display showing the area around the Dresden 
airbase, replace the old map on the CRT with a new area around the 
airbase, or compose a new map including both the old map and the 
region around the Dresden airbase. 
An important principle that CUBRICON tries to follow is to 
preserve the context of the human-computer dialogue. Since the 
user task has not changed and there is already a map displayed on 
the color graphics display, the system expands the displayed area to 
include the Dresden airbase. CUBRICON selects this option 
because it provides the requested information while it preserves the 
display context. When the Dresden airbase is added to the map, the 
system also blinks it as the system's way of "pointing" to the object 
under discussion. 
Figure 2. Map and Table Maintaining Context and Consistency 
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Another important guideline to which the CUBRICON system 
adheres is to maintain consistency throughout a display so as to 
prevent the user from making false inferences about what is or is 
not located within the region. In the case of our map display, this 
means that there should be consistency in the types of objects 
shown across the entire map. If SAMs are displayed in the old 
region, then they should be displayed in the newly added map area. 
Similarly for other types of objects. If this is not done, then the 
user might incorrectly infer that there were no S A M s  in the new 
area. Guided by the consistency principle, the system also modifies 
the tabular presentation that is on the monochrome display. The 
new displays are shown in Figure 2. 
USER: "What is the mobility of this SAM (accompanied by a 
point gesture to a S A M  with the mouse device)?" 
CUBRICON: 
Spoken and Written Natural Language: 
o "The mobility of this SA-3 is high." The phrase "this SA-3'' is 
accompanied by blinking the particular icon as the system's 
means of pointing to it. 
DISCUSSION: 
CUBRICON selects natural language as the modality as per 
the criteria presented in Section 3.5. This example also demon- 
strates CUBRICON's ability to generate multi-media output that is 
highly integrated. Specifically, in this example, the spoken natural 
language definite reference "this SA-3'' is coordinated with a blink- 
ing reference on the graphics display. 
USER "What are the mobilities of these <pointl> 
cpoint2xpoint3><point4>cpoint5>?" The five pointing 
gestures indicate five different S A M  icons on the color map 
display. 
CUBRICON 
Color-Graphics Display: The referenced SAMs are 
highlighted. 
Monochrome Display: A window containing a table display- 
ing the mobilities of the indicated SAMs is added. 
DISCUSSION 
The user's question is almost the same in these last two exam- 
ples. CUBRICON responds in coordinated NL and pointing when 
the response is a single proposition, as in the previous example. 
However, CUBRICON selects a table modality with associated 
highlighting on the color-graphics display for this last response. 
This selection is made since the values of a common attribute 
(mobility) of several entities must be expressed. This situation 
matches the selection criteria for the table modality as presented in 
Section 3.5. 
o 
6. CURRENT STATUS AND FUTURE DIRECTION 
The work discussed in this paper has been implemented on the 
hardware suite described in Section 2. The knowledge sources dis- 
cussed in Section 3 have been implemented and the functionality 
describcd in this papcr has been rcalizcd in the currcnt CUBRICON 
prototype. The examplcs prcscntcd in Sections 4 and 5 arc working 
examples. 
The CUBRICON team is continuing its rcscarch and devclop- 
ment of the concepts and methodology essential to intelligent 
multi-media human-computer interface systems. This includes con- 
tinued research and development of the knowledge sources such as 
the user/task model and discourse model, the automated process of 
determining the appropriate media/modalities for any given infor- 
mation items or clusters, appropriate modification of the displays 
including placemcnt of information when needed, the multi-modal 
composition process, and the role of speech output in a multi-modal 
interface system. 
7. SUMMARY 
Modern information processing and decision-aiding systems 
are complex and require a full range of communication media to 
facilitate interaction and provide the increased bandwidth for infor- 
mation transfer with the human user. The human-computer inter- 
face must be able to use and manage the media and modalities in an 
intelligent manner. The Intelligent Multi-Media Interface Project is 
devoted to the development of interface technology that integrates 
speech, natural language text, graphics, and pointing gestures for 
human-computer dialogues. The objective of the project is to 
develop interface technology that uses the media/modalities intelli- 
gently in a flexible, context-sensitive, and highly integrated manner 
modelled after the manner in which humans converse in simultane- 
ous coordinated multiple modalities. As part of the project, a 
knowledge-based interface system, called CUBRICON is being 
developed as a research prototype. Several knowledge sources are 
essential to intelligent use of multiple modalities and are included in 
our CUBRICON system: a knowledge base of application-specific 
and related interface knowledge, a definition of the multi-media 
language in the form of a lexicon and grammar, a discourse model, 
a user/task model, knowledge of information characteristics and the 
appropriate corresponding modality for expressing the information, 
and human factors guidelines for enhancing human understanding 
and reducing cognitive workload. CUBRICON accepts dual-media 
input consisting of natural language and simultaneous coordinated 
pointing gestures. The CUBRICON methodology handles the syn- 
ergistic mutual disambiguation of simultaneous natural language 
and pointing as well as inconsistent NLminting expressions and 
expressions that have an apparent null referent. CUBRICON's out- 
put composition process includes selection of appropriate modalites 
and media. determination of whether resources are available, subse- 
quent modification of resources or modification of the information 
to be expressed (if necessary), modification of selected output 
media/modalities (if necessary), and composition of the output. 
Examples were presented to illustrate some of the key functionality 
of the CUBRICON system. 
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Abstract 
Designing effective presentations of technical information is 
extremely difficult and time-consuming. Moreover, the 
combination of increasing task complexity and declining job 
skills makes the need for high-quality technical presentations 
especially urgent. We believe that this need can ultimately be 
met through the development of knowledge-based graphical 
interfaces that can design and present technical information. 
Since much material is most naturally communicated through 
pictures, our work has stressed the importance of well- 
designed graphics, concentrating on generating pictures and 
laying out displays containing them. 
We describe APEX, a testbed picture generation system that 
creates sequences of pictures that depict the performance of 
simple actions in a world of 3D objects. Our system supports 
rules for determining automatically the objects to be shown in 
a picture, the style and level of detail with which they should 
be rendered, the method by which the action itself should be 
indicated, and the picture’s camera specification. We then 
describe work on GRIDS, an experimental display layout 
system that addresses some of the problems in designing 
displays containing these pictures, determining the position 
and size of the material to be presented. 
Keywords: knowledge-based graphics, user interface design, 
graphical layout, design grids 
1. Introduction 
Technical information design and delivery systems based on 
paper and microfilm are gradually being replaced by 
computer-based systems. Conventional approaches to 
designing the user interfaces to these new systems and the 
information that they manage typically rely on handcrafted 
dialogues and parameterized displays. As a consequence, they 
are expensive and time-consuming to produce, much like the 
older systems that they replace. 
One way to improve the interface design process is to use 
graphical editors, rather than programming, to specify the 
appearance and interaction capabilities of the user interface. 
This concept was developed in systems such as [HANA80; 
FEIN82; WONG82; BUXT83; GREE85; OLSE851 and has 
since been borrowed and popularized by the recently 
introduced Hypercard [GOOD87]. 
1.1. Editor-Based Design 
Editor-based systems have shown some dramatic results in 
allowing users, both programmers and nonprogrammers, to 
design certain kinds of interfaces in less time than it would 
take using conventional methods. In addition to increasing 
design throughput, editor-based systems can also increase 
design quality by encouraging successive refinement. If some 
part of the initial design is deemed inadequate it may be 
relatively easy to modify it. 
IGD (Interactive Graphical Documents) [FEIN82; FEIN88al is 
an early example of an experimental editor-based interface 
design system. Its users create interactive graphical 
hypermedia presentations that are designed and presented on a 
high-resolution color monitor. Pictures and typeset text are 
created with one editor and incorporated into a presentation 
with another. A display from a sonar maintenance and repair 
manual created with IGD is shown in Figure 1. This display, 
as well as the rest of the manual, was designed by a team of 
authors and illustrators who used the system’s graphical 
editors, rather than a programming language. The same 
graphical editor that is used to specify the visual appearance of 
the display is also used to determine the display’s interactive 
capabilities. For example, the designer can graphically select 
objects and make them into buttons that when touched cause 
actions to be performed, such as jumping to a new display. The 
editor provides a display of the manual’s structure that allows 
users to both build and view interconnections between all of 
the displays. 
The author’s current work is supported in part by the Defense Advanced 
Research Projects Agency under Contract NooO39-84-C-0165, the New 
York State Center for Advanced Technology under Contract NYSSTF- 
CAT(87)-5, and an equipment grant from the Hewlett-Packard Company. 
The IGD and APEX systems were supported in part by the Office of Naval 
Research under Contract NOGO14-78-C-0396 and the National Science 
Foundation under Grant INT-7302268-A03. 
1.2. Problems with Editor-Based Design 
Our experience, and that of users of commercial systems like 
Hypercard, have shown that systems of this sort are powerful 
tools for trying out interface ideas. Unfortunately, there are 
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and displays includes [ZDYB8 1; FRIE84: MACK86; 
AREN88; NEAL881. 
2. Automating Picture Generation 
Our work in picture generation has resulted in the creation of a 
testbed system, described here, that creates sequences of 
pictures that depict the performance of simple actions in a 
world of 3D objects [FEIN85]. APEX (Automated Pictorial 
Explanations) is designed to mediate between an AI problem 
solver and conventional graphics software, as shown in Figure 
2. The problem solver has expertise about a maintenance and 
repair domain and can develop a plan for fixing a piece of 
broken equipment that involves rigid body transformations 
(translation and rotation) of its parts. The graphics software is 
capable of drawing pictures of scenes whose contents and 
camera specification are explicitly described to it. 
APEX takes as input the same information about the objects in 
the world and what the user knows about them that is provided 
to the problem solver, as well as the plan for the actions to be 
performed on the objects that is determined by the problem 
solver. APEX produces as output the specifications for a set of 
pictures to be generated by the graphics software that can be 
used to explain these actions to the repair person. 
~i~~~~ 1. An interactive display from a manual created with 
IGD. 
several difficulties with using them for creating large-scale 
systems. The first is caused by the need for customization. 
Editor-based interface design systems require that the interface 
designer anticipate all users, information, and situations that 
Problem Solver b APEX b Graphics Software b 
Pictures Problem Picture 
Solution Specifications 
will be handled. One attempt to meet this need relies on the 
careful crafting of different sets of responses and presentations 
for a small number of equivalence classes. For example, users 
might be divided into novices, intermediates, and experts, and 
parts of the presentation designed differently to accommodate 
each. Rough equivalence classes like these, however, do not 
adequately reflect the large, heterogeneous, and changing user 
population that a large-scale system may have. 
Rather than simply passing the entire existing environment of 
objects along with a camera specification to the graphics 
software, APEX instead builds a new environment. The goal is 
to create an environment whose picture will be more effective 
at communicating desired information than a picture of the 
original environment. Although the new environment is based 
on the original environment, objects may be selectively 
included, excluded, or even created from scratch. For 
example, an object may be left out if it is not related to the task 
to be illustrated, resulting in a simpler, less cluttered picture. A second problem is raised by the need for immediacy. Timely, on-the-fly presentations of unanticipated information 
are essential for C3, as well as for technicaldocumentation, if 
and presentation needs. If a human designer is involved in 
time for presenting information will be unacceptable. 
We believe that the ultimate solution to these problems is the 
automated generation of both the form and content of the 
information delivered. In the research reviewed in this paper 
we have concentrated on the design of explanatory pictures and 
the layout of displays containing these pictures. Thus, 
these applications are to cope with unanticipated information APEX for determining the objects 
adapting the system when such situations arise, the turnaround 
to be added to the new environment, the style and level of 
which the action itself should be indicated, and the picture’s 
camera specification. We refer to this process of building a 
new environment to 
depiction [FEIN87]. 
with which they be the method by 
a more effective picture as 
2.1. Depicting Objects 
although our work has been in a maintenance and repair 
domain, our emphasis has not been on determining what 
actions to perform (Le., on automated troubleshooting), but 
rather on explaining to the viewer how to perform those 
APEX starts with an initially empty environment and adds the 
following kinds of objects, which it selects by processing the 
objects in the original environment. 
actions. Related work on automating the generation of pictures 
Figure 2. APEX converts the problem solver’s plan into specifications of pictures to be drawn by the graphics software. 
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Frame objects. Each of APEX’s pictures is designed to show a 
particular action being performed. The empty picture 
crystallizes around a small set of objects that directly 
participate in the action. We call these the picture’sframe 
objects since they are specified by the action frame [MINS75] 
being depicted. 
Context objects. Next, APEX adds objects that will provide 
context for those objects that are already included. The objects 
in APEX’s world form a hierarchy. Context objects are 
selected by traveling up the hierarchy starting with each object 
that was originally included in the picture. Objects 
encountered are added to the picture up until the first object 
with which the user is already familiar. 
Landmark objects. Although the context objects are helpful, 
they are often not sufficient to help locate the frame objects 
and may themselves be difficult to recognize. Therefore, 
APEX’s picture-making strategy searches for landmark objects 
that could serve as a reference in locating those objects that 
have been included in the picture thus far. It does this by 
examining the objects that are near the important objects and 
selecting those that have significantly different appearance as 
determined by their shape, size, or the material from which 
they are made. 
Similar objects. APEX searches the environment for nearby 
objects that are similar in appearance to those already included. 
These are added to the picture to help eliminate the chance that 
the viewer will confuse them with the objects included so far. 
Supplementary objects. Additional objects are added in order 
to assure that the picture looks correct. For example, objects 
that physically support objects that are already in the picture 
are added so that the supported objects don’t seem to be 
floating unsupported. 
Meta-objects. In order to show the action being performed in a 
picture and to help distinguish the objects affected, APEX 
creates additional objects that are added to the picture. These 
meru-objecrs are arrows that are used to show translational and 
rotational motion. At the same time, the position of the arrow 
also indicates the object being moved. 
2.2. Depicting Properties 
When APEX adds an object to the picture it also determines 
several properties: camera specification, rendering style, and 
level of detail. 
Camera specification. The picture’s camera specification is 
modified for each added object to determine how much of the 
object should be visible. APEX’s rules force frame objects, 
context objects, landmarks, similar objects, and meta-objects to 
be entirely visible. Supplementary objects, on the other hand, 
either cause no change in the camera specifications or may 
cause relatively small changes to enable some portion of them 
to be visible. 
Rendering style. APEX selects the rendering style used for 
each object. Currently only two styles are employed. The 
first, the “regular” rendering style, causes objects to be 
depicted with their actual material properties. This is used for 
frame objects, context objects, and meta-objects. A 
“subdued” rendering style is assigned to all other objects that 
are added to the picture to indicate that they are less important. 
APEX currently realizes a subdued style by blending the 
object’s material properties (which determine its rendered 
color) with the properties of its parent. 
Level of detail. APEX determines the level of detail to be used 
in rendering an object. Only enough detail is used to 
disambiguate an object from others that are similar in 
appearance to it. Much work on APEX was devoted to 
developing a method for determining automatically physical 
approximations of objects that could be used to depict them at 
different levels of detail. 
Figure 3 shows a picture designed by APEX to show the 
viewer that they are to open the drawer of the center equipment 
cabinet by pulling on its middle handle. The cabinet itself was 
included to serve as context for the drawer that is part of it. 
The small cabinet on the wall was added as a landmark and the 
floor was included as a supplementary (supporting) object. 
The large cabinets on both sides were added because of their 
similarity to the center cabinet, while the top and bottom 
handles were included because of their similarity to the middle 
handle. Just enough detail was used in depicting objects to 
disambiguate them from those objects that were decided to be 
similar to them. A meta-object arrow shows that the drawer is 
to be pulled out. 
Depiction is a general concept whose application is not limited 
to making pictures of 3D environments. In other work, we have 
applied it to the creation of editable graphical histones for user 
interfaces. We have designed a graphical editor that displays a 
pictorial “comic strip” history of the user’s interactions 
[KURLSS]. Each “panel” of the history is created using rules 
similar to those used by APEX to determine automatically the 
objects to include and how they should be rendered. Unlike 
APEX, multiple actions are compacted into a single panel 
when appropriate. The user can interact graphically with the 
history to review their session and to undo, modify, and redo 
past actions. 
Figure 3. A picture designed by APEX to show how to open 
the center cabinet’s drawer using its middle handle. 
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In order to create a coherent and effective presentation, not 
only must pictures (and text) be created, but they must be 
combined together on the display in a process known as 
display layout. Our current work in display layout treats some 
of the problems in determining the position and size of 
material that is to be presented to the user. We have developed 
a testbed system called GRIDS (GRaphical Interface Design 
System), which lays out displays containing pictures and text, 
determining the size and position of the parts from which they 
are composed [FEIN88c]. 
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GRIDS takes as input information about the objects to be 
displayed, the user, and the display hardware. It uses this to 
determine a layout that will be applied to each screenful of 
objects. Its approach is based on the idea of grid-based layout 
developed by graphic designers [HURL78; MULL811. A 
design grid, consisting of proportionally-spaced horizontal and 
vertical lines, is imposed on the space to be laid out. The lines 
describe a set of rectangular gridjiefds. The fields are 
separated vertically and horizontally by equal-sized spaces and 
the array of fields is surrounded on all four sides by margins. 
Objects are sized and positioned on the grid in such a way that 
they are aligned with the grid lines. Thus each object is 
positioned in a part of the grid that is an integral number of 
fields in height and width. 
3.1. Designing a Layout 
Our system generates a grid and determines how objects will 
be placed using it. Its approach is briefly reviewed here and 
described in more detail in [FEIN88c]. First a grid is created, 
based on input information about the material to be laid out, 
the display, and the user. For example, the user's distance 
from the display constrains the sizes of the fonts and pictures 
that can be used, while the size and aspect ratio of the physical 
display constrain both the size and relative position of the 
objects to be laid out. These in turn help determine the size of 
the grid's fields, margins, and inter-field spaces. 
Next, the grid that the system produces is used in conjunction 
with input information about the objects to be laid out to 
generate a prototype display layout. An important part of this 
input information is a grammar that describes the kinds of 
objects that will be included in the actual displays. The actual 
objects that will be presented in a particular display are 
instances of the general classes of objects that are the 
grammar's terminals. The system currently supports pictures, 
body text blocks, and headings. These objects are further 
specialized by designating limits on their expected size and 
content. The grammar also specifies grouping relationships 
among these objects. For example, the grammar may specify 
that displays can contain pictures that are each related to a 
block of text that serves as its caption. Finally, the prototype 
display layout is used to determine how to lay out input 
instances of the objects described by the display grammar to 
form the actual displays. 
The GRIDS testbed is implemented in OPS5 [FORGgl] and 
generates output in PostScript [ADOB85]. Figure 4 shows an 
example of a layout designed by GRIDS, with and without the 
I Head 
Figure 4. A display layout designed by GRIDS, with and 
without the grid used to generate it. 
grid that was used to generate it. The outermost rectangles 
indicate the boundaries of the physical display. (The grid does 
not actually appear in the layout presented to the user.) 
GRIDS currently does not lay out actual pictures and text, but 
rather works with the approximations shown in the figure: 
rectangular shaded areas for pictures and numbered lines for 
text. 
By generating a grid first and using it to produce multiple 
layouts, we gain one of the important advantages of grid-based 
design: consistency [MULLgl]. Each display to be laid out is 
not optimized as an individual design problem, but bears a 
visual relationship to the other displays. Not only do we gain 
efficiency in not having to redesign each display afresh, but the 
use of a common layout format visually enforces the 
relationship between the displays. The limited selection of 
sizes and positions used within a single display also helps 
establish intra-display consistency. 
4. Conclusions 
We have described work in two aspects of automatically 
generating presentations of technical information. APEX 
creates sequences of explanatory pictures, while GRIDS 
designs and lays out displays containing separately created 
pictures and text. An important underlying theme of both 
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systems is that to ensure a consistent presentation, a common 
set of design rules should be provided or generated first, and 
then used to create individual pictures and displays. 
The projects described here are partial, testbed 
implementations of a general conceptual architecture for 
generating both layout and information content automatically 
[FEIN88b]. Much work remains to be done to eventually 
develop robust, knowledge-based design systems that can 
produce timely, high-quality technical presentations that are 
customized to the needs of particular users. 
References 
[ADOB85] 
[AREN88] 
[BUXT83] 
[FEIN82] 
[FEIN85] 
[FEIN87] 
[ FE I N8 8 a] 
[FEIN88b] 
[FEIN88c] 
[ FORGX I I 
Adobe Systems Inc. PostScript Language 
Reference Manual. MA: Addison-Wesley, 
1985. 
Arens, Y., Miller, L., and Sondheimer, N. 
“Presentation Planning Using an Integrated 
Knowledge Base.” Proc. ACMISIGCHI 
Workshop on Architectures for Intelligent 
Interfaces: Elements and Prototypes, 
Monterey, CA, Mar 29-Apr 1, 1988,93-107. 
Buxton, B. “Toward a Comprehensive User 
Interface Management System.” Computer 
Graphics, 17:3, July 1983,35-42. 
Feiner, S., Nagy, S., and van Dam, A. “An 
Experimental System for Creating and 
Presenting Interactive Graphical Documents.” 
ACM Trans. on Graphics, 1:l January 1982, 
59-77. 
Feiner, S. “APEX: An Experiment in the 
Automated Creation of Pictorial 
Explanations.” IEEE Computer Graphics and 
Applications, 5:11, November 1985,29-38. 
Feiner, S. A framework for automated picture 
generation. Columbia Univ. Dept. of Comp. 
Sci. Tech. Rep. CUCS-277-87, 1987. 
Feiner, S. “Seeing the Forest for the Trees: 
Hierarchical Display of Hypertext Structure.” 
Proc. COIS88 (ACM-SICOISIIEEE Comp. 
Soc. Conf. on Offrce Info. Sys.), Palo Alto, 
March 23-25, 1988, 205-212. 
Feiner, S.  “An Architecture for Knowledge- 
Based Graphical Interfaces.” Proc. 
ACMISIGCHI Workshop on Architectures for 
Intelligent Interfaces: Elements and 
Prototypes, Monterey, CA, Mar 29-Apr 1, 
Feiner, S.  “A Grid-Based Approach to 
Automating Display Layout.” Proc. Graphics 
Interfuce ’88, Edmonton, June 6-10, 1988 
(Morgan Kaufmann, Palo Alto, 1988), 192- 
197. 
Forgy, C. OPSS User’s Manual. Computer 
Science Technical Report CMU-CS-81-135, 
Carnegie-Mellon University, July 1981. 
1988, 129-140. 
[FRIE84] 
[GOOD871 
[CREE851 
[HANA80] 
[ HURL7 81 
[KURL88] 
[MACK861 
[MINS75] 
[MULL811 
[NEAL881 
[OLSE85] 
[WONG82] 
[ZDYBgl] 
Friedell, M. “Automatic Synthesis of 
Graphical Object Descriptions.” Computer 
Graphics, 18:3, July 1984, 53-62. 
Goodman, D. The Complete Hypercard 
Handbook, NY: Bantam Books, 1987. 
Green, M. “The University of Alberta User 
Interface Management System.” Computer 
Graphics, 19:3, July 1985,205-213. 
Hanau, P. and Lenorovitz, D. “Prototyping 
and Simulation Tools for User/Computer 
Dialogue Design.” Computer Graphics, 14:3, 
Hurlburt, A. The Grid. NY: Van Nostrand 
Reinhold Co., 1978. 
Kurlander, D. and Feiner, S. “Editable 
Graphical Histories.” To appear in Proc. 
I988 IEEE Comp. SOC. Workshop on Visual 
Languages, October 10-12, 1988, Pittsburgh, 
PA. 
Mackinlay, J. “Automating the Design of 
Graphical Presentations of Relational 
Information.” ACM Trans. on Graphics, 5:2, 
Minsky, M. “A Framework for Representing 
Knowledge.” In P. Winston (ed.), The 
Psychology of Computer Vision, McGraw-Hill, 
Muller-Brockmann, J. Grid Systems in 
Graphic Design. Niederteufen, Switzerland: 
Verlag Arthur Niggli, 198 1. 
Neal, J. and Shapiro, S. “Intelligent Multi- 
Media Interface Technology.” Proc. 
ACMISIGCHI Workshop on Architectures for 
Intelligent Interfaces: Elements and 
Prototypes, Monterey, CA, Mar 29-Apr 1, 
Olsen Jr., D., Dempsey, E., and Rogge, R. 
“Input/Output Linkage in a User Interface 
Management System.” Computer Graphics, 
Wong, P., and Reid, E. “FLAIR - User 
Interface Dialog Design Tool.” Computer 
Graphics, 16:3, July 1982, 87-98. 
Zdybel, F., Greenfeld, N., Yonke, M., and 
Gibbons, J. “An Information Presentation 
System.” Proc. IJCAI 8I ,  Vancouver, August 
July 1980,271-278. 
April 1986, 110-141. 
1975,211-277. 
1988,69-91. 
19~3, July 1983, 191-197. 
24-28, 1981,978-984. 
257 
N89-19852 
AN INTELLIGENT INTERFACE FOR SATELIXIE OPERATIONS 
YOUR ORBIT DETERMINATION ASSISTANT (YODA) 
Anne Sohur 
GEIRCA Advanced Technology Laboratories 
Route 38, Moorestown Corporate Center 
Moorestown, New Jersey 08057 
ABSTRACT 
An intelligent interface is often characterized by the 
ability to adapt evaluation criteria as the environment 
and user goals change. Some factors that impact 
these adaptations are redefinition of task goals and, 
hence, user requirements; time criticality; and sys- 
tem status. To implement adaptations affected by 
these factors, a new set of capabilities must be incor- 
porated into the human-computer interface design. 
These capabilities include: 1) dynamic update and 
removal of control states based on user inputs, 2) gen- 
eration and removal of logical dependencies as 
change occurs, 3) uniform and smooth interfacing to 
numerous processes, databases, and expert systems, 
and 4) unobtrusive on-line assistance to users of 
varied skill levels. This paper discusses how these 
concepts were applied and incorporated into a 
human-computer interface using artificial intelli- 
gence techniques t o  create a prototype expert system, 
YODA (Your Orbit Determination Assistant). YODA 
is a "smart" interface that supports in real time orbit 
analysts who must determine the location of a satel- 
lite during the station acquisition phase of a mission. 
The paper also describes the integration of four 
knowledge sources required to support the orbit deter- 
mination assistant: orbital mechanics, spacecraft 
specifications, characteristics of the mission support 
software, and orbit analyst experience. This initial 
effort is continuing with expansion of YODA's capa- 
bilities, including evaluation of results of the orbit 
determination task. 
INTRODUCTION 
Current satellite mission support tasks at  GE utilize 
off-line mission support software known as SOCS 
(Spacecraft Orbit Control System). SOCS stores 
information about the satellite and contains the 
algorithms used for nine major analysis tasks; e.g., 
orbit determination and ephemeris propagation. 
These algorithms operate on parameter values 
supplied by the orbit analyst (OIA). Entries are made 
via a terminal, with no input prompts provided. It is 
the responsibility of the OIA t o  check all inputs and 
consult a set of manuals for input requirements, 
including appropriate format and values. Once all 
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values have been entered, the OIA issues a com- 
mand telling SOCS to receive the entered values and 
perform the selected analyses. When an analysis is 
complete, SOCS returns an output via hardcopy. The 
OIA must interpret the results to determine their va- 
lidity. 
These practices are time consuming and require the 
01A to have experience in orbital mechanics, a sound 
knowledge of the spacecraft characteristics, and 
knowledge of both the SOCS software and data entry 
procedures. Compounding these difficulties is the 
trend for future satellite mission support tasks to 
serve an increased number of satellites of increased 
complexity, despite the counter trend toward satellite 
autonomy. As the total mission support workload in- 
creases, personnel will be in shorter supply, and 
therefore, often lacking in experience. It will be diffi- 
cult for these personnel to respond to and perform 
critical tasks in a timely manner using current prac- 
tices. To alleviate this situation, GE took steps to sim- 
plify ground support operations by creating an intelli- 
gent human-computer interface. The objective of this 
effort was to reduce both workload and required ex- 
perience level needed to perform orbit determination. 
An intelligent interface is often characterized by the 
ability to adapt evaluation criteria as the environment 
and user goals change. Satellite orbit determination 
is a reoccurring mission support task in which the 
criteria used to locate satellites changes with envi- 
ronmental changes; e.g., variations in spacecraft 
characteristics, orbit and mission phase. The adapta- 
ble interface developed for this task was named 
YODA* (Your Orbit Determination Assistant). 
YODA is an expert system prototype that assists orbit 
analysts who must determine the location of a satel- 
lite under severe time constraints, who have little re- 
altime satellite operations experience, or who may 
perform the orbit determination task infrequently. 
*YODA was implemented on a Texas Instrument 
Explorer using ART (Automation Reasoning Tool, 
developed by Inference). Common LISP was used to 
reformat the input orbit determination values into a 
form that was readable by the SOCS software.) 
YODA has the ability to check all inputs, adapt its 
evaluation criteria, dynamically update and remove 
control states based on user inputs, and provide unob- 
trusive on-line assistance to users of various skill 
levels. The following discussion describes how these 
capabilities were incorporated into the human- 
computer interface. 
USER OPERATIONAL REQUIREMENTS 
For YODA to  be a success it was critical for i t  to be 
accepted by the user community. Therefore, priority 
was given to meeting user operational requirements. 
Table I lists these requirements, together with the 
features implemented in YODA to meet the specified 
needs. 
REQUIREMENT 
Collectively, these features impart intelligence to the 
user interface. Knowledge incorporated into the 
human-computer interface includes the ability to 
senselmake inferences about: appropriate default 
values, advice needed, value constraints for sanity 
checks, and the relationships between items a s  a 
function of the situation. 
YODA FEATURE 
TABLE I. USER REQUIREMENTS AND 
ASSOCIATED YODA FEATURES 
Orbit 
Determination 
APPROACH 
SOCS 
Software 
Knowledge Acquisition 
Knowledge acquisition was performed using subject 
matter experts from two technical domains: SOC soft- 
ware and orbit determination, because current prac- 
tices require the O/A to have knowledge of both these 
domains. For example, communicating a value for a 
particular element requires the O/A to input SOCS 
values indicating the particular record, the specific 
memory location, and the associated target element 
value. Table I1 shows the domain knowledge needed 
to make an  entry. The information actually input to 
SOCS is highlighted. Figure 1 shows a completed or- 
bit determination input with the examples provided 
in Table I1 highlighted. 
To meet user requirements, a detailed task analysis 
was included as  part of the knowledge acquisition 
process. This approach enabled a n  operational con- 
cept to be formulated that specifically met the needs of 
the O/A in the context of all mission support phases 
(see Figure 2). Additionally, the O/A would be provid- 
ed with a means to create and maintain a cognitive 
model of the orbit determination task and would no 
longer be required to know SOCS software. 
System expandable to 
on/off-line training 
Grow system to accom- 
modate more space- 
craft and SOCS 
modules 
Track where the user is in the 
task (future) 
Standardized operations 
Underlying code readable, 
repeatable, updatable, without 
requiring close support from Al 
expert 
Perform only orbit 
determination tasks 
Easily accommodate 
user change of mind 
Minimizes required user knowl- 
edge of computer systems, SOCS 
and data input procedures 
Provides default values, and 
limit and sanity check criteria 
Adapts with mind change 
Serve multiple users 
Reduce need to seek 
expert advice 
Allocate control to user 
versus system 
Provides relevant help easily 
Enables multipath access 
Performs any task in any order 
Provide feedback 
what to do 
result of input 
Assesses value of user input and 
procedure choice based on cur- 
rent situation 
Meaningful input prompts, error 
messages, and advice based on 
current situation 
Advice when required 
tion but starved for 
knowledge” 
information items 
Knowledge Acquisition Results 
The task analysis revealed the orbit determination 
function to be comprised of six distinct operational 
tasks. Two of the tasks were perceived by the OIA to 
contain optional subtasks; one subtask, for example, 
is adding special modifications which enable effects, 
such as solar pressure, drag, time bias, and range 
bias to be considered during the orbit determination 
computation performed by the SOCS software. Also, 
the task analysis provided the framework upon 
which to  associate all information items and estab- 
lish the relationships between identified items. Each 
item upon which the analyst would perform some ac- 
tion required that the following kinds of information 
be associated with it: 
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Figure 2. Mission Support Phases for Satellite 
Operations 
criteria to access information 
criteria to remove or exchange information 
input messages 
error messages 
general help (task level; e.g., initial guess, using 
YODA) 
specific help (item level; e.g., coordinate system 
selection) 
evaluation criteria in respect to the set-up 
environment 
where to transfer information, if applicable 
SOCS values. 
Figure 3 is a simplified diagram of these relation- 
ships. Tasks are indicated as  rectangles, with the in- 
formation associated with each task and the relation- 
ships between each information item depicted 
hierarchically. Thus, if an  information item occur- 
ring above another is removed, then the information 
items below i t  will also be removed andfor exchanged 
for appropriate new information. 
SOFTWARE DESCRIPTION 
Overall System 
Figure 4 shows a system function flow. The OIA en- 
ters values, which YODA checks for validity. When 
all inputs have been made, the analyst indicates that 
they may be sent to  SOCS for orbit determination com- 
putation. This action calls a routine which converts 
all the values specified by the analyst into a form that 
can be read by the SOCS software (Figure 1). The 
SOCS software then computes the location of the sat- 
ellite and provides the results in hardcopy. It is up to 
the analyst to validate the orbit determination results. 
(An expert system to perform this latter task is now 
being developed. The outputs of this expert system 
will be fed into YODA in the form of recommenda- 
tions to improve the orbit determination result.) 
Software Architecture 
The interface architecture is composed of objects and 
rules. The objects are  represented in  two separate 
knowledge-bases: a task knowledge-base and a value 
knowledge-base. The task knowledge-base is com- 
prised of those items (constants) which will always be 
part of the task despite user initiated (rule activated) 
changes to those objects: i.e., their values. This knowl- 
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Figure 4. System Level Function Flow 
edge-base plays a critical role in achieving the criteri- 
on of providing a cognitive model of the orbit determi- 
nation process to the analyst. Figure 5 shows an ex- 
ample from the analyst's perspective. The display1 
window is represented as an object and corresponds 
to  a specific orbit determination task. The icons1 
objects within the window represent the items needed 
by the analyst to perform the task. Figure 3 represents 
the way in which the task knowledge-base is struc- 
tured. The value knowledge-base contains the values 
which the objects in the constant knowledge-base can 
adopt, and the evaluation criteria used to assess the 
validity of any values input made by the analyst (see 
Figure 6). Specific input messages, error messages, 
and recommendations are also housed in this knowl- 
edge-base. A third knowledge-base contains the gen- 
eral help facilities. Table I11 compares, in summary 
TABLE 111. COMPARED OBJECT CHARACTERIS- 
TICS OF THE TASK AND VALUE 
KNOWLEDGE-BASES 
Directly manipulatable by 
analyst, empty input slots 
Associated SOCS function 
values 
Control state identifiers 
Analyst unable to manipu- 
late these objects directly 
- 
Links to associated 
defaults, evaluation 
criteria, and help 
information housed 
within other 
knowledge-base 
Corresponding links for 
default and evaluation 
criteria 
Default values, evaluation 
criteria, input and error 
messages, all of which 
correspond to appropriate 
mission phase, spacecraft, 
coordinate system. etc. 
form, the differences between the objects of the task 
knowledge-base and the value knowledge-base. 
The rules embody the knowledge of the interface. Each 
rule refers to the state of some relevant knowledge- 
base. In accordance with a change of state initiated by 
the OIA the rule can adapt the interface to the appro- 
priate context. For example, using an extreme case, if 
an analyst changes hisher mind about which space- 
craft upon which to  perform an orbit determination, 
YODA can update and/or remove appropriate control 
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Figure 5. Graphical Input Display Used to Support Bound and Sigma Value Entry Task 
(DEFSCHEMA KEPLERIAN-BOUND-DEFAULTS-FOR SPACENET 
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(vehicle-id A) 
(use correction-type) 
(class bounds) 
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(element (ell 1000000)) 
(element (e12 1.05)) 
(element (e13 0.5)) 
(element (e14 3.0)) 
(element (e15 3.0)) 
(element (e16 5.0))) 
Figure 6. Example of an Object in the Knowledge-Base 
states and generate and/or remove logical dependen- 
cies as the change occurs. All element values (de- 
faults, last, current) associated with the 'old vehicle 
will be removed from the fact base. Default and last file 
values associated with the 'new' spacecraft in respect 
to the already specified coordinate system, and the 
constraints used for last file selection (mission phase, 
SOCS software module) will be displayed. The analyst 
will be expected to input new current values. At a local 
level, changing a coordinate system will result in the 
O/A seeing an exchange of default values and the re- 
moval of current values. Evaluation criteria and user 
advice will also be appropriately removed andlor ex- 
changed, but in a manner that is transparent to  the 
analyst. Figure 7 shows the information that is pre- 
sented to the analyst when asking about the Cartesian 
coordinate system. To obtain this information the ana- 
lyst pointed to the word "Cartesian". The rules also 
maintain the appropriate values required to execute 
SOCS functions. This bookkeeping task is also trans- 
parent to the user. 
User Interaction with YODA 
The dialogue between the analyst and YODA consists 
of direct manipulation. This allows the analyst to con- 
trol the sequence of events and therefore have the 
freedom to take any action in any order. An expert 
could fill in orbit determination values working with- 
in a single display (the summary display). A less ex- 
perienced analyst can walk through each task in a 
top down sequence, while a more experienced analyst 
can perform the tasks nonsequentially. At all times 
the analyst is provided with commands that are rele- 
vant to the task. To enable the value knowledge-base to 
be easily updated, schemata were written in English 
(Figure 6). To change the values, the current values 
have to be deleted and new ones put in their place. The 
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FUTURE person performing this update would not have to 
modify the rule base. 
SUMMARY 
YODA is a knowledge entry program developed to al- 
low orbit analysts to  efficiently use an external data 
source. This is accomplished by enabling orbit deter- 
mination evaluation criteria to be correctly specified 
by an  O/A so that  orbit determination computations 
can be executed by a software system. The O/A works 
within a visual programming environment. Graphi- 
cal forms allow specification of knowledge using a 
"fill in the blanks" approach. For example, orbit ele- 
ment values are represented in a schema language 
as simple icons. Whenever one of these icons is select- 
ed with a mouse, a special environment is entered, 
providing inferential knowledge needed to evaluate or 
provide advice about the parameter value in respect to 
the situation. The O/A is a t  all times in control of the 
input process. This is achieved by interactive displays 
that support the analyst's cognitive model of the task 
in a natural idiom. Feedback to the O/A is immediate 
and is presented in a manner which conveys the ac- 
tions taken by the system on the inputs supplied by the 
analyst. 
The developed prototype was successfully demon- 
strated. It is now being ported into a delivery system to 
enable YODA's use in  GE's mission control room 
during daily operations and satellite launches. 
The current system is limited to creating inputs for 
entry into the SOCS software. The output from the 
orbit determination computation is evaluated by the 
analyst. An effort is currently under way to automate 
this task, using an  expert system that will inform the 
O/A of the results of the output evaluation and recom- 
mend changes that could be made on the initial in- 
puts. It is also planned to expand this system to an  on- 
line job-performance aid, where the effect of the orbit 
parameter values input by the O/A can be seen dy- 
namically and in comparison to both the known de- 
faults and last parameter value sets for the specified 
mission phase, spacecraft, and coordinate system. 
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ABSTRACT 
Intell igent Tutoring Systems (ITSs) transcend 
conventional computer-based instruction. An ITS is 
capable of monitoring and understanding student 
performance thereby providing feedback, explanation, 
and remediation. This is accomplished by including 
models of the student, the instructor, and the expert 
technician or operator in the domain of interest. The 
space shuttle fuel cell is the technical domain for the 
project described below. 
One system, Microcomputer Intelligence for Technical 
Training (MITT), demonstrates that ITSs can be 
developed and delivered, with a reasonable amount 
of effort and in a short period of time, on a 
microcomputer. The M l l T  system capitalizes on the 
diagnostic training approach called Framework for 
Aiding the Understanding of Logical Troubleshooting 
(FAULT) (Johnson, 1987). The system’s embedded 
procedural expert was developed with NASA’s CLIPS 
expert system shell (Culbert, 1987). 
Ml lT was conceived and sponsored by the Air Force 
Human Resources Laboratory, Brooks Air Force Base, 
Texas. The research, development, and evaluation of 
Ml lT was completed with cooperation from NASA at 
the L.B. Johnson Space Center, Houston, Texas. 
INTRODUCTION 
Intelligent Tutoring Systems (ITSs) are instructional 
systems that deliver training in a manner comparable 
to that of a human tutor. ITSs deliver instruction, 
interact with students, and structure subsequent 
instruction based on student performance. To provide 
such instruction, ITSs must contain an understanding 
of a specific domain, a means to model student 
understanding of that domain, and a component 
containing pedagogical guidelines for providing 
feedback and remediation. These components must 
surround an instructional environment. The 
instructional environment must have a reasonable 
interface to the student user. The components of a 
generic ITS are shown in Figure 1 (Johnson, in press). 
There are many recent publications that offer thorough 
definitions of ITSs and describe existing systems 
(Psotka, Massey, & Mutter, 1988; Polson & 
Richardson, 1988; and Wenger, 1987). 
STUDENT 
INSTRUCTOR - INSTRUCTIONAL , EXPERT 
MODULE ENVIRONMENT MODULE 
Figure 1. Components of an Intelligent Tutoring 
System 
This paper describes a six-month research effort in 
which mature computer-based instruction (CBI) for 
diagnostic training was integrated with the NASA 
expert system shell, C Language Integrated 
Production System (CLIPS), to create a fully 
operational ITS on a microcomputer. The system is 
called Microcomputer Intelligence for Technical 
Training (MITT). 
Although ITSs have been around for nearly twenty 
years, they have not emerged as common 
components in training departments. Instead, they 
have remained as research topics in industry, 
government, and university laboratories (Johnson, in 
press). The purpose of the MITT project was to prove 
that ITSs can be developed in a reasonable amount of 
time for a reasonable price. Also, the MllT developers 
wanted to show that ITS technology is sufficiently 
mature to contribute to an operational training 
environment. 
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To develop an instructional environment for MITT, 
Search Technology, Inc. capitalized on its more than 
10 years of research experience with computer-based 
simulation for diagnostic training. That research (Hunt 
& Rouse, 1981; Johnson, 1981, 1987; Johnson & 
Rouse, 1981; Rouse and Hunt, 1984) was 
characterized by an evolving set of computer 
simulations and extensive experimental and real-world 
evaluations. This R&D was conducted in diverse 
domains, such as automotive mechanics, aviation 
mechanics, communication/electronics, and nuclear 
safety systems. Search Technology's CBI research 
began as an attempt to understand how humans 
gather and process information in problem-solving 
situations. This led to research into the effects of 
training on problem-solving behavior. From this 
research, a variety of training concepts were 
developed and evaluated in laboratory and field tests. 
The diagnostic training simulations that emerged from 
this research were Troubleshooting by Application of 
Structural Knowledge (TASK) and Framework for 
Aiding the Understanding of Logical Troubleshooting 
(FAULT). Both simulations are described by Rouse and 
Hunt (1 984). 
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at the heart of the Ml lT system. It uses a hard copy 
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functional flow diagram along with an on-line display for 
student options, test results, and feedback. FAULT is 
a simulation that permits the user to engage in the 
same information processing that would take place 
during real equipment troubleshooting. This includes 
actions such as checking instruments, obtaining 
symptomatic reports from an operator, forming 
hypothesis, selecting tests, and identifying parts for 
replacement. FAULT simulations developed prior to 
Ml lT included a limited degree of intelligence that 
provided student advice and feedback (Johnson, 
Norton, Duncan, & Hunt, 1988). 
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THE MITT SYSTEM 
The MITT system consists of five parts shown in Figure 
1 : the instructional environment, the student interface, 
the expert module, the student module, and the 
instructor module. This section describes each of the 
modules and how they communicate to form the 
Intelligent Tutoring System. 
The Instructional Environment 
MITT'S instructional environment is the FAULT 
simulation. Perhaps the greatest strength of the 
FAULT simulation is the simplicity of the system's 
representation. Figure 2 shows MITT'S functional flow 
representation of the space shuttle fuel cell. Each part 
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Figure 2. MITT Fuel Cell Functional Flow Diagram 
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in the system is represented as a node in a network. 
MITT'S simple, single functional relationship helps the 
student create a mental model of the technical system. 
The Student Interface 
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Although each module of an ITS is critically important, 
it is the user interface that ultimately delivers the 
instruction to the user. The interface must allow easy 
interaction with the simulation. Also, the outputs of the 
expert, student, and instructor modules must be 
completely integrated with the student interface in 
order to be effective and unobtrusive. 
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A mouse is the primary user input device, although a 
keyboard may also be used at any time. The cursor, 
controlled by either the mouse or the keyboard, can be 
moved within each menu to select student diagnostic 
options. On certain screens, extensive data are 
available as shown in Figure 3. For the simulation to 
know precisely what data the student is requesting, it is 
necessary for the user to click on the X X X  area (see 
column 3 in Figure 3) to obtain the information. 
2 3  
Figure 3. CRT Display Requiring Specific 
Information Request Areas 
The Expert Module 
MITT'S expert module represents the system in two 
ways. It has both a procedural and a functional expert. 
The procedural expert (PE) maps symptoms to 
suspect systems and components with collections of if- 
then rules. These symptoms include information such 
as annunciator lights and instrument indications. The 
functional expert (FE) uses one or more connectivity 
matrices to represent various functional relationships 
among the parts of the system. 
The procedural expert 
The procedural expert is a series of rule-based 
statements. It contains information in the form of 
advice regarding specific NASA troubleshooting 
procedures for the space shuttle's fuel cell. At any 
stage during diagnosis of a malfunction, the student 
can request procedural advice. The PE gives advice 
according to the order in which gauges, controls, or 
panels have been seen by the student. Advice is 
given only when it is requested from the MllT menu by 
the student. This procedural advice suggests the next 
step to take in the diagnosis of a malfunction. The 
student may follow the advice that is given or choose 
from other menu options. 
PE development required an analysis of existing NASA 
troubleshooting procedures. These procedures were 
broken down into steps or actions that are likely to be 
used by the student. Each action corresponds to the 
reading of simulated gauges, controls, or panels 
available in the shuttle. Search Technology's analysis 
of the MllT project had to ensure that the student had 
some means to accomplish a given NASA procedure 
within the constraints of the simulation. 
Each statement of advice is linked to a logical test. For 
example, if the orbiter's primary annunciator panel (F7) 
has been seen and the front gauge panel (F9) or 
cathode-ray tube (CRT) display System Summary 1 
has been seen, then an advice statement describes 
what has been seen, what conclusions can can be 
drawn, and what actions are appropriate. All of the 
advice statements for the six malfunctions are 
incorporated into approximately 60 rules. Additional 
procedural intelligence can be incorporated by merely 
adding to the established rule base. 
The functional expert 
The functional expert (FE) is based on the functional 
connectivity among the system components. For 
example, if part B depends on part A and part A has 
failed, then part B will be adversely affected. Also, part 
B will adversely affect parts which depend on it. This 
functional understanding permits the expert to 
calculate how failures propagate through the system 
by following the functional topography. 
The student has the option to interact with this expert 
by requesting FE advice while working on a problem. 
The FE provides assistance based on the functional 
structure of the system and the student's previous 
actions. The FE also communicates with the student 
module to monitor changes in the feasible set of 
failures based on each student action. 
Expert integration 
The experts must have the means to communicate 
with each other. During MITT'S development, this was 
accomplished by creating an equivalency table 
between gauge readings and topographic tests. For 
example, a reading of the 02/H2 flow on a gauge may 
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be the same as a test between two parts of the 
functional flow diagram. As far as MITT was 
concerned, they are the same. All of the tests were 
translated to gauge readings to match the format of the 
PE. In addition, the gauge readings were translated to 
functional flow tests for the FE. 
The Student Module 
The student module creates a model of the student by 
tallying the student’s actions throughout the simulation. 
The student model is updated by the FAULT simulation 
and the expert module. The data from the student 
model is used by the instructor module to determine 
when advice is appropriate. 
MllT has a student model that is current for each 
problem. The model includes tests the student has 
taken and results of these tests. The model keeps 
track of the number of times the student uses an 
option from the primary simulation display as well as 
the number of accesses to each orbiter gauge, 
annunciator, or CRT. The model also keeps track of 
the type of errors noted by the functional expert. The 
student module provides feedback upon completion of 
each problem as shown in Figure 4. 
I 
I 
The Instructor Module 
CoqrsMationsl You have corrected the problem. 
Number of students completiw this problem: 78 
Number of students who quit before solving: 2 
Number of Students who received a time otk 8 
Number of minules for diagnosis: 7 0.4 
Number d errors made: 2 1.8 
Nunber 04 &plays accessed: 14 173 
Numberdbmes ocaduraladvicaused 1 1.8 
Number ot tknes EwtionaI ahrica used 2 1.3 
Figure 4. MITT Feedback at Problem Completion 
The instriictor module is a rule-based routine that 
pinpoints certain student errors and intervenes as they 
occur. The types of errors detected include student 
actions that result from a student misunderstanding of 
either the MITT system or of simple troubleshooting 
procedures. The advantage to this approach is that 
the instructor module provides generic advice that 
promises to be effective for current and future 
simulations. 
The instructor module was designed to help guide the 
student to the most appropriate segment of the MllT 
system. Instead of redundantly explaining something, 
it suggests where the student should look for more 
information. In this sense, the instrucor module 
actually works more like a reference librarian than a 
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teacher. The advantage to this approach is that only 
those who need reference material use it. 
The entire MITT system is designed to deliver 
instruction in such a way that even novices can easily 
use the system. The system includes help for using 
the Ml lT simulation and contains technical information 
and diagnostic advice on the fuel cell’s domain. MITT 
is student driven with complete learner control. Only 
under exceptional circumstances does the instructor 
module intervene and redirect the student from 
exploring his own paths. 
Hardware 
The hardware system used for the development and 
delivery of the MllT ITS was an IBM-AT (or an IBM- 
compatible system). The system requires 640 Kb of 
random access memory (RAM) and a hard disk. 
Presently, an Color Graphics Adapter (CGA) card and 
color monitor are needed. A mouse is recommended, 
but optional. 
The rationale for using IBM-ATs is straightforward. 
First, the equipment is affordable and more likely to be 
found in research laboratories and (more importantly) 
training installations. When a group decides to use 
MITT, they will not have to purchase expensive, 
dedicated AI workstations. Second, IBM-ATs have all 
the necessary speed, storage, hardware and software 
support, and other capabilities to deliver the required 
level of intelligent tutoring. In addition, IBM-ATs offer 
readily available off-the-shelf peripherals for interface to 
video disk and other computers. 
CLIPS 
MITT is written in C. By capitalizing on CLIPS, MllT 
processes rules for the various modules without using 
LISP. Therefore during MITT’S development, CLIPS 
was a convenient tool to use for several reasons. It 
can be embedded into existing C code, it has an built- 
in inference engine, the rules are simple to create, and 
CLIPS itself is easy to learn. In addition, CLIPS is 
highly portable across computer systems. CLIPS runs 
on IBM-ATs and IBM compatibles, and it is inexpensive 
(i.e., free for government use). 
The disadvantage to using CLIPS, during MITT’S 
development, was that Search Technology did not 
have a reliable, compiled version of CLIPS at the time 
MITT was completed. The uncompiled CLIPS version 
caused a delay in the system’s response time to the 
student. The new, compiled version of CLIPS will 
increase the speed with which procedural advice is 
given, thereby improving user acceptance of MIlT. 
MllT EVALUATION 
Evaluation can be divided into two stages: formative 
and summative evaluations. Formative evaluation 
takes place during software design and development. 
Summative evaluation refers to the software’s value 
following development. For this short effort, the 
formative evaluation was most important. 
Formative Evaluation 
The primary goal of formative evaluation is to keep 
potential users informed as to ongoing development 
and the expected final product. Formative evaluation 
permits developers, subject matter experts, and 
prospective users to be constantly informed and able 
to make real-time changes in design. It also prevents 
the notion that “it is too late to change that now.” 
The majority of MITT’S formative evaluation was 
accomplished by the ongoing interaction between the 
developers and personnel from NASA and AFHRL. 
During the program’s development, Search 
Technology followed a proven evaluation plan for CBI 
development (Maddox & Johnson, 1986). The plan 
ensured that software evaluation was performed using 
a three-step process: measuring compatibility, 
understandability and effectiveness. Compatibility 
refers to the extent to which the user is able to see the 
computer displays and reach the pointing devices. 
Displays must be legible, and all colors must be easily 
discernible. Understandability is concerned with ITS 
output and required user input. Users must be able to 
understand what the system is telling them and what 
they must tell the system. In addition, the system input 
requirements must aligned with the student’s prior 
knowledge and training. Effectiveness is similar to 
summative evaluation which is explained below. 
Summative Evaluation 
Summative evaluation takes place once the software is 
complete. It is a summary concerned with the effect of 
the training on student performance. MllT is not ready 
for a classic summative evaluation because only the 
first 6-month phase of the work is finished. However, 
the first phase did undergo two pseudo-summative 
evaluations that served as a way to define the steps 
needed for the next phase of MITT’S development, 
tentatively called MITT It. 
The first stage of the summative evaluation was 
conducted by Search Technology and NASA. This 
evaluation took place over a 2-day period at the 
Johnson Space Center. During that time, 17 NASA 
employees used MITT. These people included 
astronauts, flight controllers, CBI developers, AI 
researchers, technical instructors, and a training 
manager. The goal of the evaluation was to obtain a 
preliminary assessment of user acceptance and to 
insure that the ITS was complete and technically 
correct. User acceptance was overwhelmingly 
positive. 
The second stage of the summative evaluation was 
conducted by AFHRL and NASA, again at Johnson 
Space Center. For this evaluation, MllT was used by 
15 flight controllers for approximately 3 hours each. 
Again, the MllT ITS simulation was well received by 
the students. Many users commented that they saw 
value in the problem-solving approach to training 
presented by MITT. The users were impressed with 
the fact that they could proceed at their own pace with 
their own problem-solving style. The students were 
also satisfied with the advice they received from the 
functional, procedural, and instruction experts. 
The second evaluation pointed out areas of the MllT 
system that could be improved in subsequent versions 
of MITT. For example, it would be worthwhile to 
modify the on-line shuttle schematics to more closely 
resemble the functional flow diagrams. Some users 
commented that they would prefer higher fidelity 
displays of shuttle instrumentation. In addition, the 
current MITT problem knowledge base must be 
embellished to include a greater variety and number of 
problems. 
Comments from NASA’s instructional staff and training 
managers have been very positive. NASA is anxious to 
proceed with MITT 11’s development. Their first 
concern is to enhance the fuel cell knowledge base so 
that it can provide daily operational training to 
supplement existing classroom and simulator training. 
They also want the capability to build knowledge 
bases for additional space shuttle and space station 
subsystems. A goal of the MllT II program is to 
develop software tools and knowledge engineering 
techniques that will place an increasing amount of ITS 
development in the hands of training department 
personnel. These tools will help to decrease the costs 
of ITS development and further increase ITS 
availability. 
CONCLUSION 
MITT has clearly demonstrated that Intelligent Tutoring 
Systems can be developed in a reasonably short 
period of time at a reasonable cost. MITT has also 
shown that ITSs can be developed and delivered using 
off-the-shelf microcomputers. Most importantly, the 
MllT project has demonstrated that ITSs do not have 
to remain “laboratory rats”, but instead can be viable 
components of operational training departments. 
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The CBT Continuum. Computer-Aided 
Instruction (CAI) is a mature 
technology used to teach students 
in a wide variety of domains. The 
introduction Of Artificial 
Intelligence (AI) technology to the 
field of CAI has prompted research 
and development efforts in an area 
known as Intelligent Computer-Aided 
Instruction (ICAI) . In some cases, 
ICAI has been touted as a 
traditional CAI. "With the advent 
of powerful, inexpensive school 
computers, ICAI is emerging as a 
potential rival to CAI." (Dede & 
Swigger , 198 7) In contrast to 
this, one may conceive of Computer- 
Based Training (CBT) systems as 
lying along a continuum which runs 
from CAI to ICAI. Although the key 
difference between the two is 
intelligence , there is no commonly 
accepted definition of what 
constitutes an intelligent 
instructional system (VanLehn, 
1986). 
revolutionary alternative to 
For my purposes , I 
discriminate among CBT systems 
according to the degree to which 
the instruction they provide is 
individualized. My choice of this 
particular dimension is based on 
more of a desire for utilitarianism 
than for precision. A great deal of 
data from the traditional 
educational world indicates that 
one-on-one tutoring is superior to 
both mastery teaching and 
conventional teaching (Wool€, 1987; 
Bloom, 1984). Thus, an important 
way in which CBT systems differ is 
in the degree to which their 
behavior is modified by an inferred 
"model of the student's current 
understanding of the subject 
matter." (VanLehn, 1986) The CBT 
system that is less intelligent by 
this definition, I conceive of as 
CAI. Similarly, the system that is 
more intelligent, 1 conceive of as 
ICAI. Often, ICAI systems are 
referred to as Intelligent Tutoring 
Systems (Sleeman & Brown, 1982). In 
this paper, I will refer to a 
single ICAI system as an ITS, and 
to multiple ICAI systems as ITSs. 
-
-
With respect to 
individualization, it is important 
to note that virtually all 
traditional CAI systems are 
individualized in the sense that 
they are self-paced, and many are 
further individualized by virtue of 
branching routines which allow 
different students to receive 
different instruction. CAI systems 
with branching routines are, in 
fact, more individualized than 
those without branching routines. 
Thus, they are more intelligent by 
the current definition (although in 
a weak sense, as we shall see). 
Nevertheless, in branched C A I  the 
instructional developer must 
explicitly encode the actions 
generated by all possible branches, 
and there is a finite number of 
possible paths through these 
branches. As one moves further away 
from the CAI to the ICAI end of the 
continuum, one begins to see a very 
different and more powerful 
approach to individualization. This 
more powerful approach is touched 
on by Wenqer (1987) when he refers 
to explicit encoding of knowledge 
rather than encoding of decisions 
(pg. 4 ) .  An ITS (which term I 
reserve €or systems which are very 
far toward the ICAI end of the 
continuum) utilizes a diverse set 
of knowledge bases and inference 
routines to ')compose instructional 
interactions dynamically, making 
decisions by reference to the 
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knowledge with which they have been 
provided" (Menger, 1987; pg. 5 ) .  
The ITS Anatomy. In an ITS, 
individualized instruction is an 
emergent property of several 
interacting components. ITSs often 
consist of four, sometimes five, 
distinct components. These are the 
expert module, the instructional 
module , the student model , the 
interface, and a device simulation 
when relevant. 
The expert module is a 
programmed representation of expert 
knowledge in the target domain 
(that which is being taught). It is 
almost identical to what is 
commonly known as an expert system, 
except in this context it is often 
very articulate (able to generate 
some form of rationale for it's 
actions) and capable of generating 
alternative solution paths (rather 
than a single 'best' path). The 
expert module brings domain 
knowledge to the ITS. In some 
useful sense, the system 'knows 
how to perform the task which it is 
seeking to teach, and can 
demonstrate that knowledge. 
The instructional module is a 
programmed representation of expert 
knowledge on pedagogy in the target 
domain. It is generally not 
articulate but is invariably 
capable of generating alternative 
instructional approaches based on 
the current knowledge level of the 
current student. While the expert 
module invariably derives from 
knowledge engineering with an 
expert practitioner in the target 
domain; the instructional module 
may derive from knowledge 
engineering with an expert 
instructor in the target domain 
(which may or may not be the same 
person as the expert practitioner), 
with a general training specialist, 
or both. 
The student model differs from 
the expert and instructional 
modules in that it is a mere shell 
at the beginning of a tutoring 
session, whereas the latter two are 
robust and complete when the 
development of the ITS is complete. 
At the beginning of a tutoring 
session the student model is merely 
a place to store specific kinds of 
information about students in 
particular formats that will be 
useful for the instructional module 
to access. The student model is 
dynamically updated during tutoring 
sessions to maintain current 
information about the student such 
as what the student knows, what the 
student does not know, and 
misconceptions the student may 
have. The student module brings 
situational awareness to the ITS. 
Thus, the system 'knows' who it is 
teaching to, and can make informed 
decisions about how to teach. 
The interface provides the 
methods by which the student 
interacts with the ITS. The 
interface may include such output 
methods as computer generated 
graphics and text, recorded video 
images, or speech synthesizers; and 
such inpyt devices as a mouse, 
keyboard, touchscreen, joystick, or 
voice recognition system. One 
important point about the interface 
is that it should be as simple as 
possible so that learning to use 
the ITS does not interfere with 
learning from the ITS. 
Some of the ITSs developed at 
the Intelligent Systems Branch 
(e.g., MITT, MATIE), and many ITSs 
in general (e.g., STEAMER, 
IMTS/Bladefold, Sherlock) utilize 
an embedded computer simulation of 
an electrical or mechanical device, 
and thus provide device-specific 
instruction. The device simulations 
are used to teach operation or 
maintenance of a specific device in 
the context of an operating model 
of the device. Other ITSs teach a 
body of knowledge that is not 
specific to any particular device 
(e:g. , SCHOLAR, LISP Tutor, 
Smithtown). 
Knowledge Engineering. One of the 
bottlenecks in the development of 
an ITS is the process that has come 
to be known as knowledge 
engineering. The creation of any 
robust expert system (such as the 
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expert module of an ITS) requires a 
great deal of front-end work before 
a single line of code is written. 
The knowledge engineer must first 
discover how the expert performs 
the target task. What knowledge is 
required? How are subgoals defined 
and achieved? What inferences are 
made and from what data? For 
complex tasks, the process is 
arduous even with a very articulate 
expert. One of the hallmarks of 
expertise, however, is a reduced 
ability to separate and articulate 
the small steps of a complex 
cognitive operation (Anderson, 
1983). Thus, the process of 
knowledge engineering tends to be a 
successive approximation leading 
slowly toward a complete model of 
the task. The Human Resources 
Laboratory (HRL) , Naval Training 
Systems Center, and the Army 
Research Institute are jointly 
pursuing a program with the goal of 
providing tools to support the 
iterative process of knowledge 
engineering. The KA (Knowledge 
Acquisition) toolkit is a software 
package which allows the user to 
easily create a flowchart 
representation of a procedural 
task. The system then prompts the 
user to break the chart into 
smaller and smaller substeps, and 
to specify the inferences 
underlying decision points. The end 
result of a session with the KA 
toolkit is a running simulation of 
target task performance that is 
suitable to support training. The 
goal of KA is to automatically 
generate a running expert system 
from computer-aided knowledge 
engineering. 
ITS Domains. Traditionally (if the 
term applies to a technology less 
than twenty years old) , ITSs have 
focused on knowledge-rich tasks 
such as electronic troubleshooting, 
physics, economics, and medical 
diagnosis. 
The Orbital Mechanics (OM) 
tutor, currently being developed at 
HRL, teaches students the device- 
independent body of knowledge known 
as orbital mechanics. For example, 
the Ground Tracks Curriculum Module 
teaches the correspondence between 
orbital parameters and ground 
tracks of satellites. Ground tracks 
are displays which depict the 
changing relationship between the 
surface of the earth and the 
location of a satellite over time. 
Understanding this relationship is 
important for Satellite Operations 
Officers ( 2 0 5 5  AFSC) who monitor 
and plan satellite missions. 
Because the OM curriculum is 
device-independent, the tutor 
provides appropriate instruction 
for any task requiring knowledge of 
orbital mechanics. It does not 
provide instruction on applying 
that knowledge in the context of a 
specific task using specific 
hardware. 
The Fuel Cell (MITT) tutor, 
developed for HRL and NASA by 
Search Technologies, is an example 
of a device-specific tutor. MITT 
provides intelligent maintenance 
training for the fuel cells on- 
board the shuttle. This skill is 
important for Air Force Flight 
Controllers ( 2 0 X X  AFSC) and for 
space shuttle crew members. A s  a 
device-specific tutor, MITT is 
targeted for a specific point in 
the training curriculum of a 
specific group of students. That 
point lies midway between basic 
instruction and expensive 
simulation. For example, current 
flight NASA training for 
controllers involves a general 
systems course (Phase I), 
specialized Phase I1 instruction 
(e.g., Regency CAI and a workbook 
for fuel cell specialists) , Single 
Systems Training (SST - 
individually tutored simulation 
time) , and finally on-the-job 
training. The Phase I1 instruction 
is very inexpensive and very basic, 
whereas the SST component (also 
called SST malfunction class) is 
very expensive to provide at 
approximately $600 per hour. SST 
utilizes a shuttle cockpit mockup 
and allows instructors to introduce 
various kinds of system failures 
into the simulation. MITT is an 
example of a low fidelity 
simulation-based ITS that is 
targeted to fill the gap between 
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Phase I1 and SST, so that students 
can learn a great deal about their 
task before moving on the the 
higher-fidelity, more expensive 
simulation. In this way they can 
make maximum use of their time on 
the more expensive, higher fidelity 
simulation. 
Enabling Skills. In many cases, 
knowledge-rich domains involve 
components of expertise, sometimes 
called enabling skills, which can 
be characterized as high- 
performance or knowledge-lean 
components. For example, electronic 
troubleshooting involves schematic- 
tracing which is supported by the 
ability to immediately and 
accurately combine gate inputs to 
determine the output of a 
particular gate type as represented 
on the schematic. Similarly, expert 
performance in theoretical physics 
requires total facility with basic 
math and algebraic skills. Human 
instructors can recognize 
deficiencies in basic enabling 
skills (especially in one-on-one 
tutoring situations) and apply 
methods to correct these 
deficiencies. 
ITSs as a rule are not 
sensitive to deficiencies in basic 
enabling skills, even though they 
are not difficult to identify. 
Moreover , computers are 
particularly well suited to 
providing the kind of drill-and- 
practice exercises that can correct 
the deficiencies. For example, in 
the Air Traffic Control (ATC) 
training regime for radar operators 
it is important to be able to 
visually estimate the angular 
heading of a radar blip within 5 
degrees accuracy. This level of 
accuracy takes an average of 2000 
training trials to achieve. Under 
normal training conditions, this 
many trials would require about 5.5 
weeks of training time. In a 
computerized angle judgement module 
(Regian & Schneider, 1 9 8 6 )  , 
students perform a video-flash-card 
version of the task. In this form, 
students experience 2000 trials of 
the critical task in 3 hours. 
In generating instruction for 
knowledge-rich domains, ITSs should 
be sensitive to the full ranqe of 
performance determinants for the 
task, and have appropriate routines 
available for remediation. 
Furthermore, there may he a place 
for ITS technology even in 
relatively knowledge-lean domains, 
such as typing, air intercept 
control, and simple equipment 
operation. In these cases, 
knowledge engineering and 
subsequent knowledge representation 
for the target task would be 
relatively simple, since expert 
performance is defined more by 
skill than by knowledge. 
Conversely, knowledge engineering 
for the instructional module would 
require more emphasis. 
In order to evaluate the 
utility of ITSs in knowledge-lean 
tasks, HRL is collaborating with 
the Southwest Research Institute in 
developing the Console Operations 
(COPS) tutor for NASA. COPS will be 
a prototype ITS to support the NASA 
Flight Control User Tools course, 
providing device-specific 
instruction for operators of the 
Propulsion Console. The first COPS 
module will teach the major 
components of the console, and 
console initialization procedures. 
Pedagogically, COPS focuses on the 
cognitive automaticity (Schneider, 
1 9 8 5 ) .  This principle describes the 
acquisition of of cognitive skill 
with consistent practice. The goal 
of the first COPS module is to 
instill facility with the 
Propulsion Console so that the 
operator can then focus on the more 
knowledge-rich aspects of the task. 
Later COPS modules will teach 
console reconfigurations that are 
associated with key mission events 
(e.g., main engine cutoff, external 
tank separation, etc.) . Currently 
in the design phase, this system 
represents a significant departure 
from the knowledge-rich domains 
which have traditionally been the 
focus of ITS development. 
Conclusion. The infusion of AI 
technologies into CBT has the 
instructional principle of 
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potential of producing CBT systems 
which provide individualized Woolf, B. P. (1987). A survey of 
instruction rivaling the quality of intelligent tutoring systems. 
one-on-one human tutoring. However, Proceedings of the Northeast 
the incorporation of intelligent Artificial Intelligence Consortium. 
routines in CBT systems is Blue Mountain Lake, NY. June. 
expensive and should only occur 
when there is sufficient 
enhancement of instructional 
efficiency and effectiveness to 
offset the additional development 
cost. HRL is conducting research to 
help define the role of AI in 
training, to develop usable and 
maintainable systems €or users, and 
to advance the spectrum of I T S  
applicability. 
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The spacecraft command/control environment is 
becoming increasingly complex. At this point in 
time as we are entering the era of  Space Station 
and the era of more highly automated systems it 
is evident that the critical roles played by 
operations personnel in supervising the many 
required control center system components is 
becoming more cognitively demanding. In 
addition, the changing and emerging roles in the 
operations picture will have far-reaching effects 
on the achievement of mission objectives. 
highly trained and competent operations personnel 
are mandatory for success. 
Keeping pace with these developments has been 
computer-aided instruction utilizing various 
artificial intelligence technologies. The impacts 
of this growing capability on the stringent 
requirements for efficient and effective control 
center operations personnel is an area of much 
concentrated study. 
This paper addresses the current research and 
development efforts in the area of automated 
tutoring systems for the spacecraft command/ 
control environment being conducted by the 
Goddard Space Flight Center in conjunction with 
the Center for ManIMachine Studies at the Georgia 
Institute of Technology. 
Thus 
INTRODUCTION 
Goddard's involvement with Intelligent Tutoring 
Systems (ITS) is coming about through an evo- 
lutionary system-upgrade process whose catalyst 
is the embedding of knowledge-based Operator 
Assistants (OA) in the ground systems for near- 
earth unmanned scientific satellites. Figure 1. 
depicts this evoluntionary process. 
will concentrate on the three major phases of 
this system evolution and will detail the 
architectural aspects of the intelligent tutor- 
ing concept being formulated. Since data from 
some initial experiments is still being analyzed 
the performance of a prototype ITS in a ground 
system environment will be the subject matter of 
future papers. 
The paper 
c4 1:nvi ronmcnt 
a Configuration and operation 
of real-time Command, Control, 
CozpuLa t  ion, and Communication 
( C  ) systems f o r  near-earth un- 
manned scientific spacecraft 
projecLs  
, 
l 
e C4 environment with embedded 
knowledge-based components to 
provide automated operator- 
assistance (OA) to ground sys- 
tem personnel who are assuming 
more supervisory functions 
c C4 - OA environment with an abstraction of this environ- ment embodied in an Intelligent Tutoring System (ITS) to support ground system personnel training 
4 Evolution of C Environment 
Figure 1. 
C4 ENVIRONMENT 
The environment in which we plan to embed 
intelligent tutoring systems is that which sup- 
ports the command, control, computation and 
communication functions for near-earth unmanned 
scientific satellites. 
environment is presented in Figure 2. 
An abstracted view of this 
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ACO- Acquisilion Dala 
AP. Applicalions Processor 
ATT. Alliluds Dala 
C M D  Command Uploads 
CM. Command Management 
CMF. Command Managemenl Faciliiy 
DOCS. Dala CQ. Control System 
FDF- Flighl Dynamics Facilily 
GCM. Ground Conlrol Messages 
GN. Ground Nelwork 
GW. Gateway 
MODLAN. Mission Op. Div. LAN 
MODNET. Mission Op. Ds. Network 
The NASA End-to-End Data/Information System 
Figure 2 .  
This NASA End-to End Date/Information System 
which embodies the C4 functions is a highly 
complex and expensive real-time system which 
involves many personnel to orchestrate and 
participate in the efficient and effective opera- 
tions needed to realize a successful spacecraft 
mission. The heart of the ground system is the 
Payload Operations Control Center (POCC). 
It is here where the health and safety of the 
spacecraft is monitored, where anamalous be- 
haviors are detected and corrected, where normal 
commanding of the spacecraft is conducted, where 
initiation of the prescribed science agendas are 
triggered and where interfaces to remote facili- 
ties housing principal science investigators 
are maintained for the transmission of telemeter- 
ed science data. 
A major supporting function is provided to the 
POCC's by the Data Operations Control (DOC) 
system which supports the configuration and 
deconfiguration of communication and computer 
system support resources required for success- 
ful mission activities. To support the design 
and development of Operator's Associates (OA) 
which constitutes the second phase of the 
evolution, a real-time interactive simulation 
of the operator interface to a ground control 
system for unmanned earth-orbiting satellites 
was developed. This system, known as GT-MSOCC, 
provides a high fidelity environment in which 
to place prototype OAs for evaluation. The 
L! 
MOR. Mission Op. Room 
MPT. Mission Planning Terminal 
MSOCC. MulilSatiillie Op. Cntrl. Cnir 
NCC. Nelwork Control Cenier 
ODM. Operalion Data Message 
ODN. Operational Data Nelwork 
PSAT. Predicative SalellMe Da:a 
RUPS. Recorder Uttl~iy Proc. System 
SCHED. Schedule 
SDPF. Science Data Ptoc. FaclIny 
TAC- Telemelry h Command Processsr 
TLM. Telemetry 
W S C  While Sands 
major functions supported by GT-MSOCC are 
* control of current missions - system configurations to meet 
* compensation for response 
* deconfiguration of systems 
support requests 
schedule failures 
'The reader is directed to [l] for a full dis- 
cussion of the GT-MSOCC system. 
C4 - OA ENVIRONMENT 
The following, based on [2,3,4,5], introduces 
the Operator Function Model (OFM) and its role 
in the concept of an Operator's Associate. 
For the design of an Operator's Associate a 
model of the human operator is needed and 
ta maximize its usefulness it. should be e 
normative. In this way it will be able to eval- 
uate actual human performance and if necessary 
offer advice and reminders. Furthermore, the 
model should have normative procedural knowledge 
so that is will be able to control any part of the 
system on command. 
model, it must be computational (i.e., well- 
specified enough to code into software). The 
model should be an operator model. Since the 
Operator's Associate will in general have access 
only to the operator's actions, there must be a 
In order to implement a 
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Heterarchic-Hierarchic Structure of the OFM 
way of representing how actions reflect cognitive 
processes. The model's structure should be a blend 
of a task performance and metacognitive model. 
We need to consider both the domain-specific 
characteristics of performance and domain- 
independent problem-solving behavior. 
The basis for our operator's associate is the 
Operator Function Model (OFM). The OFM is a 
mathematical representation of how an operator 
might decompose the task of controlling a complex 
system into its simpler parts. The OFM is struc- 
tured as a heterarchic-hierarchic network of 
finite-state automata. It is also a dynamic model, 
and this dynamic quality is represented as next- 
state transition functions that describe movement 
between states (nodes in the network). The OFM 
models operator-system interaction rather than 
the workings of the systems itself. The nodes in 
the network are operator actions, tasks, sub- 
functions, and functions. In particular, at the 
topmost heterarchic level are the major operator 
functions. Each function decomposes hierarchic- 
ally into subfunctions, tasks and actions (either 
cognitive or manual). The next state transition 
functions can be modeled as system triggering 
events that cause the operator to switch to a 
different function, subfunction, or task. 
Figure 3 illustrates the OFM heterarchic-hier- 
archic framework. 
The OFF1 specifies normatively how an operator 
should control the system. 
operator-system interaction is well-defined, an 
OFM can be constructed to model at least one 
reasonable method of control. Thus, the OFM is a 
prescriptive model in that it specifies non- 
deterministically a set of plausible manual and 
cognitive control actions, as well as goals and 
subgoals, given the current system state. 
Given that the 
Operator behavior is prescribed in the context of 
the current state of the system. As a well- 
defined mathematical entity, the OFM is a com- 
putational model of human performance. The OFM 
is an operator model that is concerned with the 
operator-system interaction and the operator's 
functions within that interaction. Finally, 
the OFM is both a task and metacognitive model. 
It is a task performance model in that actual 
operator actions are mapped onto hypothesized 
tasks, and errors of omission or commission are 
clearly recognizable. It is also in part a 
metacognitive model that characterizes generally 
the decomposition of operator functions from goals 
to subgoals, function, and manual and cognitive 
actions. It combines the richness of a multi- 
leveled representation with the mathematical rigor 
necessary for implementation. Thus, the OFM. both 
comceptually and methodologically, is a suitable 
model for the basis of an intelligent aiding 
system. 
After the successful application of the OFM in 
analyzing and developing a normative model of the 
subset of operator activities in the 
Satellite Operations Control Center (MSOCC) it 
became apparent that this modelling technique 
could be used to develop a knowledge base for an 
expert system whose function was to provide 
assistance to an operator. This expert system, 
named OFMspert, is an example of a type of in- 
telligent system we call an "Operator Associate". 
To date an experimental version of OFMspert has 
been developed and demonstrated at the Center for 
Man-Machine Studies at Georgia Tech. 
This line of research recognizes that today 
and well into the future the human operator is a 
Multi- 
n Function o Heterarchic node indicating a high-level function in the operator's role 
o Hierarchic nodes in a structure 
supporting the decomposition O E  
high-level functions in order to 
coordinate control actions and 
information selection/integration 
act ions 
Subfunctions 
Output of OFM - Manual Control Functions 
- Cognitive Information-seeking and 
Decision-making Functions 
Figure 3 .  
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critical component in control systems. 
of an Operator Associate is to enhance and 
amplify the skills of the human operator and to 
exploit the strengths of all system components 
human or otherwise. The Operator Associate is 
designed to provide a dynamic symbiosis between 
the human operator and the rest of the control 
system. 
The basic requirement for a viable Operator 
Associate is a normative model of the human 
operator behavior in various system contexts. 
For o u r  system this model is provided by the OFM. 
As a basis the OFM provides information relative 
to the current operator state, predicted operator 
state and an assessment/predictor of the operator's 
goals, functions, intuition and performance. 
In characterizing our version of Operator 
Associate two broad classes of operational 
capabilities or properties emerge, namely con- 
trol and understanding. The control properties 
allow for the assumption,by the Associate, of 
varying levels of dynamic control of some part of 
the operational system. The level of control 
turned over to the Associate is determined by the 
human operator. The understanding properties 
provide the Associate with the capability of in- 
ferring current system goals, and offering context 
dependent assistance, advice and/or reminders to 
the human operator. 
At the current time the focus of our development 
activity is on the understanding of the Associate. 
The level of understanding which can be supported 
b y  the Associate is, of course, a function of the 
application of the underlying operator model in 
explaining system operations. 
Part of any understanding system are functions 
which we collectively call "intent inferencing". 
Intent inferencing tries to provide plausible 
explanations for observed operator actions given 
the current system state and past operator actions 
Intent inferencing attempts to understand 
operator actions by interpreting them within the 
context of some normative model. In our case this 
normative model is provided by the OFM. 
In providing information to support intent 
infercing the heterarchic-hierarchic structure of 
the OFM comes into play. Briefly, the heter- 
archic nodes correspond to the high-level 
functions in an operator's role. 
level function has associated with it a three- 
level hierarchy which supports a decomposition 
of the function into subfunctions, tasks, and 
actions. In the current implementation of the 
Associate this model information is manipulated 
by means of a blackboard system typical of those 
in u s e  in current artificial intelligence systems. 
Figure 4 depicts the blackboard model used in 
OFMspert. 
of knowledge sources (KS). 
determines what type of event to focus on, the 
Activator KS selects a specialist KS appropriate 
for the selected event, and the Specialist KS 
provides the knowledge used to make modifications 
The goal 
Each such high- 
This model uses a three level hierarchy 
The Strategy KS 
. .  
data structurc: 1 
w 2  
0 
U L E - U  
Figure 4 .  
to the blackboard. The current overall archi- 
tecture for the OFMspert is shown in Figure 5. 
The EnhancedNa-mative Model with its Goals, 
Plan and Task (GPT) is based on the OFM. 
OFMspert is proposed as a conceptual foundation 
for the implementation of artificial intelligence 
in POCC ground control systems. 
does not automate a portion of the control system, 
but rather extends the capabilities of the human 
operator responsible for system operation. 
OFMspert is an architecture that provides the 
operator with an automated associate to which the 
operator can delegate routine tasks. The transfer 
of control from human to computer and back is 
accomplished smoothly and the computer-based 
associate is capable of inferring current system 
state and likely operator functions. 
OFMspert is capable of explaining what it is 
doing; explanations are given in the context of 
the OFM that defines both the operator and 
computer-based associate's role. These capabil- 
ities rest on the integrity of the OFM and the 
knowledge structures. that comprise it. As such, 
OFMspert is an extension of the OFM models de- 
veloped as part of this program with extensions 
in areas that are quite promising for C4 applica- 
tions. 
The OFMspert 
Finally, 
C4 - ITS 
ITSSO (intelligent tutoring system for satellite 
operators) [ 6 ]  is a design for a model-based, 
on-line tutuoring system for operators of complex, 
predominantly automated dynamic systems. The 
design is illustrated in the context of GT-MSOCC. 
The purpose is to provide embedded training f o r  
novice operators learnign how t o  supervise a 
complex, multifunction ground control system. 
This application is one with a great deal of 
pratical appeal for current and future ground 
control applications. 
Computer-based training is a natural application 
of the OFM for a dynamic system. 
dynamically specifies current operator functions 
related subfunctions, and both manual and cogni- 
The model 
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t i v e  a c t i o n s .  The OFM i s  a n o r m a t i v e  model  a n d  
r u n s  o n - l i n e .  It  i n t e r p r e t s  c u r r e n t  system s ta te  
and i n f e r s  l i k e l y  o p e r a t o r  f u n c t i o n s .  A s  a r e s u l f  
f o r  n o v i c e  o p e r a t o r s ,  it c o u l d  b e  q u i t e  d s e f u l  i n  
p r o v i d i n g  s u g g e s t i o n s  a b o u t  what  t o  d o  a n d  how t o  
d o  i t  g i v e n  c u r r e n t  s y s t e m  state.  
A more i n t e r e s t i n g  f e a t u r e  o f  t h e  work i s  t h e  
i n t e l l i g e n t  and  a d a p t i v e  n a t u r e  of t h e  t r a i n i n g  
s y s t e m .  I n  a d d i t i o n  t o  s i m p l y  p r o v i d i n g  
s u g g e s t i o n s ,  t h e  OFM c a n  b e  u s e d  t o  model  t h e  
n o v i c e ' s  c u r r e n t  knowledge  of t h e  o p e r a t o r  t a s k s .  
By e x a m i n i n g  the d i f f e r e n c e s  be tween t he  n o r m a t i v e  
OFM a n d  t h e  s t u d e n t  OFM, a n  o n - l i n e  s y s t e m  
t a i l o r s  p r o b l e m s  or  s c e n a r i o s  w i t h i n  t h e  c o n t e x t  
o f  GT-MSOCC t o  h e l p  t h e  n o v i c e  l e a r n  a g i v e n  
f u n c t i o n  or a p r o c e d u r e  needed  t o  carry o u t  t h e  
f u n c t i o n .  
E s s e n t i a l l y ,  t h e  ITSSO r e s e a r c h  a s s u m e s  t h a t  
i n t e l l i g e n t ,  o n - l i n e  t r a i n i n g  or  t u t o r i n g  
i n v o l v e s  s e v e r a l  components :  a domain o r  t a s k  t o  
be  l e a r n e d ,  e .g . ,  GT-MSOCC o p e r a t o r  o p e r a t i o n s ,  
a model  of t h e  t e a c h e r  ( n o r m a t i v e  OFM), a model  
of t h e  n o v i c e  o r  s t u d e n t  ( d e s c r i p t i v e  Om), a n d  a 
set of t e a c h i n g  s t r a t e g i e s .  
a l l o w  t h e  t e a c h e r  model  t o  modi fy  t h e  domain i n  
o r d e r  t o  t e a c h  t h e  s t u d e n t  new knowledge ,  i n c r e a s e  
e x p e r i e n c e  or u n d e r s t a n d i n g  o f  p r e v i e o u l y  l e a r n e d  
knowledge or  p r o c e d u r e s ,  and  remediate e r r o r  o r  
m i s c o n c e p t i o n s  i n  t h e  s t u d e n t ' s  u n d e r s t a n d  i rig or 
s y s t e m  or o p e r a t o r  f u n c t i o n s .  
T e a c h i n g  s t r a t e g i e s  
'The c u r r e n t  ITSSO concept :  i s  I)nscd 011 i i  t u t o r i n g  
s y s t e m  nrchitecLrirc c s t a b l i s l i e d  i n  I I I. I.'ip,iirC 
0 d i s 1) 1 i i  y s L t i i s i rc 1 i i L CY- L I I I- c . 
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Architecture for an Instructional System. 
Figure 6 .  
One of the major basic accomplishments that 
has been achieved principally in the work con- 
ducted by our colleagues at Georgia Tech has 
been a characterization of the three major models, 
the task, student and instructional models, which 
form a basis of our ITS architectural concepts. 
The preliminary and high-level view of these 
models is being refined and detailed as we gain 
experience with the models. 
The following tables, developed in [ 2 ] ,  present a 
summary of the ITS architecture as it is currently 
envisioned. 
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TABLE I SUMMARY OF ITS ARCHITECTURE 
Assumpt ions :  
The i n s t r u c t i o n a l  program h a s  access t o  
a s i m u l a t o r  o f  t h e  l a r g e - s c a l e ,  dynamic 
s y s t e m  on  which  t h e  t a s k  t o  be  l e a r n e d  
i s  p e r f  ormed. 
G e n e r a l  Knowledge R e p r e s e n t a t i o n  R e q u i r e m e n t s :  
1. R e p r e s e n t  knowledge  from m u l t i p l e  
2. 
3. R e p r e s e n t  knowledge a t  t h e  correct 
v i e w p o i n t s  
R e p r e s e n t  knowledge  a t  m u l i t p l e  l e v e l s  
g r a i n  s i z e  
T a s k  Model 
F u n c t i o n :  
The f u n c t i o n  of t h e  t a s k  model is t o  
p r o v i d e  d i r e c t e d  p r o b l e m - s o l v i n g  a i d s .  
D e s c r i p t i o n :  
The t a s k  model  is a p r e s c r i p t i v e  model  
of t h e  t a s k ,  which  s p e c i f i e s  d y n a m i c a l l y  t h e  
r e l a t i o n s h i p  be tween g o a l s ,  s y s t e m  s ta tes ,  
a n d  a c t i o n s .  
R e q u i r e m e n t s :  
1. The model  p r e s c r i b e s  a c t i o n s  b a s e d  on 
t h e  c u r r e n t  s y s t e m  s ta te  a n d  c u r r e n t  
o p e r a t o r  g o a l s .  
a. It must  a c c o u n t  f o r  a d y n a m i c a l l y  
c h a n g i n g  s y s t e m .  
b. S u g g e s t e d  a c t i o n s  m u s t  be  r e a d i l y  
u n d e r s t a n d a b l e  by t h e  s t u d e n t .  
c. S u g g e s t e d  a c t i o n s  m u s t  be  r e a d i l y  
a p p l i c a b l e  by t h e  s t u d e n t .  
2. S t u d e n t s  m u s t  be  a b l e  t o  l e a r n  t h e  
3 .  
t h e  p r e s c r i b e d  s t r a t e g y .  
Knowledge is o r g a n i z e d  as  c o n c e p t s  and  
metaconcep  ts. 
Knowledge K c p r e s e n t a t i o n :  
1.  
2. M e t a c o n c e p t s  a r e  r e p r e s e n t e d  as 
C o n c e p t s  a r e  r e p r e s e n t e d  as  frames. 
p r o d u c t i o n  r u l e s .  
S t u d e n t  Model 
Funct  ion  : 
T h e  s t r i d e n t  model  i d e n t i f  i e s  c o r r e c t  
and e r r o n e o u s  s t u d e n t  a c t i o n s  and 
provides p e r f o r m a n c e  f e c d h c k .  
Requi rements :  
1. 
2. 
The s t u d e n t  model p r o v i d e s  a method 
o f  o r g a n i z i n g  correct s t u d e n t  a c t i o n s .  
It  p r o v i d e s  a method o f  o r g i n i z i n g  
s t u d e n t  errors. 
Knowledge R e p r e s e n t a t i o n :  
1. 
2. 
3. 
F u n c t i o n  : 
C o n c e p t s  are r e p r e s e n t e d  as frames 
w i t h  s l o t s  fo r  c o r r e c t  a n d  i n c o r r e c t  
a c t i o n s .  
M e t a c o n c e p t s  are r e p r e s e n t e d  as 
p r o d u c t i o n  r u l e s .  
Error r u l e s  s p e c i f y  i m p r o t a n t  o r  
common errors. 
I n s t r u c t i o n a l  ModeL 
The f u n c t i o n  o f  t h e  i n s t r u c t i o n a l  module i s  
t o  make i n s t u r c t i o n a l  management d e c i s i o n s .  
D e s c r i p t i o n :  
The i n s t r u c t i o n a l  module c o n t a i n s  a set o f  
p r o d u c t i o n  r u l e s  f o r  c h o o s i n g  t h e  i n -  
s t r u c t i o n a l  medium, c u r r i c u l u m ,  p a c e  of  
i n s t r u c t i o n ,  amount  o f  f e e d b a c k ,  a n d  d e g r e e  
o f  c o n t r o l  a s t u d e n t  m a y  e x e r c i s e .  
R e q u i r e m e n t s :  
1. I n s t r u c t i o n a l  media  
- A l t e r n a t e  problem s o l v i n g  w i t h  
q u i z z e s  a n d  e x e r c i s e s  
2 .  C u r r i c u l u m  
- The o r d e r  of p r e s e n t a t i o n  o f  
material p r o c e e d s  from e a s y  t o  
d i f f i c u l t  
3. Pace 
a.  P r e s e n t  new c o n c e p t s  i f  none  are 
t o  be  r e v i e w e d .  
b. A l t e r n a t e  new and  r e v i e w  c o n c e p t s .  
c. Review c o n c e p t s  i n  which  t h e  number 
o f  errors  e x c e e d s  t h e  t h r e s h o l d  
v a l u e .  
4 .  Feedback  
a.  P r o v i d e  f e e d b a c k  d u r i n g  o n l y  p a r t  
b .  When a l l o w i n g  f e e d b a c k ,  p r e s e n t  
o f  t h e  l e s s o n .  
f e e d b a c k  i m m e d i a t e l y  a f t e r  e v e r y  
e r r o r .  
c. Summarize f e e d b a c k  f o r  a problem 
Knowledge 
1 .  
2. 
when a s t u d e n t  r e q u e s t s  it and a t  
t h e  end  o f  a problem.  
R e p r e s e n t a t i o n  
I’roblems and  e v e r c i s e s  are  c o n t a i n e d  
w i t h i n  s l o t s  of t h e  concept :  f r a m e s .  
K u l r s  make i n s t r u c t  i o n a l  mniiagement 
tlec is ions.  
285 
CONCl.lISIONS 
ORIGINAL 
OF POOR 
PAGE IS 
QUALITY 
KIII'EKIINCIIS 
A p r o t o t y p e  of I'I'SSO was implemented i n  t . hc  
c o n t e x t  of CI'-MSOCC antl c m p i r j c a l . l y  e v a l i ~ a t c d .  
'I'm s u b . j c c t s ,  t u t o r e d  by ITSSO, control led the 
G'T-MSOCC s y s t e m .  A f t e r  t r a i n i n g ,  the s y s t e m  
p e r f o r m a n c e  o f  I 'I 'SSO-trained s u l i j c c t s  w a s  com- 
pared  t o  t h a t  o f  s u b j e c t s  t r a i n e d  by human 
i n s t r u c t o r s .  Data a n a l y s i s  i s  a l m o s t  c o m p l e t e .  
P r e l i m i n a r y  a n a l y s i s  i n d i c a t e s  t h a t  s u b j e c t s  
t r a i n e d  w i t h  ITSSO c o n t r o l  GT-MSOCC as e f f e c t i v e l y  
as  t h o s e  t r a i n e d  one-on-one by a human i n s t r u c t o r .  
A s  t h e  ITSSO c b n c e p t s  m a t u r e  i t  is p l a n n e d  t h a t  
I T S s  w i l l  h e  i n t r o d u c e d  i n t o  t h e  o p e r a t i o n a l  
e n v i r o n m e n t s  h e r e  a t  Goddard t o  p r o v i d e  
a d d i t i o n a l  s u p p o r t ' a n d  t r a i n i n g  f o r  t h e  o p e r a t o r s  
o f  t h e  f u t u r e .  
The p u r p o s e  of t h i s  p a p e r  h a s  been  t o  i n t r o d u c e  
th.2 r e a d e r  t o  e m e r g i n g  I T S - r e l a t e d  r e s e a r c h  and  
development  b e i n g  s p o n s o r e d  by t h e  Goddard S p a c e  
F l i g h t  C e n t e r .  
e x p e r i e n c e d  i n  i n t r o d u c i n g  e x p e r t  s y s t e m  t e c h -  
n o l o g y  i n t o  o u r  C4 e n v i r o n m e n t s ,  t h e  e x p a n s i o n  
of o u r  knowledge-based t e c h n o l o g i e s  t o  i n c l u d e  
I T S s  i s  p r o v i n g  t o  b e  a p r o d u c t i v e  a n d  f o c u s e d  
a p p l i c a t i o n  of e x p e r i e n c e s  w i t h  a r t i f i c i a l  
i n t e l l i g e n c e .  
S p u r r e d  on  by t h e  s u c c e s s  w e  h a v e  
A major f o c u s  of our  I T S - r e l a t e d  r e s e a r c h  w i l l  be  
t e a c h i n g  s t r a t e g i e s  which  c a n  reflect c h a n g e s  
i n  b o t h  t h e  S t u d e n t  a n d  Domain Models .  
The r e a d e r  who would l i k e  a more d e t a i l e d  
v iew of o u r  c u r r e n t  work is u r g e d  t o  c o n s u l t  
t h e  r e f e r e n c e s  from which  t h i s  a r t i c l e  was 
d e v e l o p e d .  
ACKNOWLEDGEMENTS 
The a u t h o r  w i s h e s  t o  s i n c e r e l y  t h a n k  D r .  
C h r i s t i n e  Mitchell a n d  h e r  associates a t  t h e  
C e n t e r  for  Man-Machine S y s t e m s  R e s e a r c h  a t  
G e o r g i a  I n s t i t u t e  of T e c h n o l o g y  for  p r o v i d i n g  
a r i c h  r e s e a r c h  b a s e  t o  s u p p o r t  c o n t i n u e d  
work on ITSs .  
Thanks  a lso go t o  R o b e r t  Dominy, T r o y  A m e s  a n d  
R o b e r t  D u t i l l y  a t  t h e  Goddard S p a c e  F l i g h t  
C e n t e r  for  he l : , ing  t o  c l a r i f y  t h e  C4 Envi ronment  
a n d  t o  Dorothy  P e r k i n s  a n d  J o h n  D a l t o n  for  
p r o v i d i n g  management s u p p o r t  a n d  encouragement .  
I)oma i 11 f o r  Motlcl i ng l i u m a n - ~ h p u t e r  
I n terac: t i o n  a r i d  A i d i ng l)cc i s i o n  Mak i ng 
j n  Supervisory C o n t r o l  S y s t e m s , "  
T r a n s . ,  S y s t e m s ,  Man, antl C y b e r n e t i c s ,  
SMC-17, No. 4 ,  . Ju ly /Augus t ,  p g s .  553- 
572. 1087. 
2. F a t h ,  J.  L . ,  "An A r c h i t e c t u r e  f o r  
A d a p t i v e  Computer -Ass is ted  I n s t r u c t i o n  
Programs f o r  Complex Dynamic S y s t e m s , "  
C e n t e r  f o r  Man-Machine Sys tems R e s e a r c h ,  
G e o r g i a  I n s t i t u t e  of  Technology,  R e p o r t  
No. 87-3, J u n e ,  1987. 
3 .  Rubin ,  K .  S . ,  J o n e s ,  P a t r i c i a  M . ,  a n d  
M i t c h e l l ,  C. M . ,  "OFMspert: I n f e r e n c e  
of O p e r a t o r  I n t e n t i o n s  i n  S u p e r v i s o r y  
C o n t r o l  Us ing  A B l a c k b o a r d  A r c h i t e c t u r e , "  
C e n t e r  f o r  Man-Machine S y s t e m s  R e s e a r c h ,  
G e o r g i a  I n s i t u t e  of Technology,  R e p o r t  
No. 87-6, December, 1987.  
4 .  J o n e s ,  P.  M . ,  " C o n s t r u c t i n g  a n d  
V a l i d a t i n g  a Model-Based O p e r a t o r ' s  
Associate," C e n t e r  fo r  Man-Machine 
S y s t e m s  R e s e a r c h ,  G e o r g i a  I n s t i t u t e  
of T e c h n o l o g y ,  R e p o r t  No. 88-1, March,  
1988. 
5 .  T r u s z k o w s k i  , W. , "The O p e r a t o r s  
Associate: An O p e r a t o r  F u n c t i o n  
Model E x p e r t  Sys tem,"  R e s e a r c h  
a n d  Technology 1987,Goddard S p a c e  
F l i g h t  C e n t e r ,  May, 1988, pgs.  207- 
209.  
6 .  R e s n i c k ,  D. E. ,  "ITSSO: I n t e l l i g e n t  
T u t o r i n g  Sys tem fo r  S a t e l l i t e  
O p e r a t o r s , "  C e n t e r  f o r  Man-Machine 
S y s t e m s  R e s e a r c h ,  G e o r g i a  I n s t i t u t e  
o f  Technology,  R e p o r t  No. 88-2, J u n e ,  
1988 ( i n  p r o g r e s s ) .  
286 
CONSERVATION OF DESIGN KNOWLEDGE 
Larry Leifer 
Fred Lakin 
John Warnbaugh 
David Cannon 
Stanford University Center for Design Research 
Cecelia Sivard 
Mark Sullivan 
NASA Arnes Researach Center 
(Paper not provided by publication date.) 
287 
N89 - 1985 6 
Knowledge Acquisition for Case-Based Reasoning Systems 
Cliristophcr I<. Ricslm~k 
Dept. of Computer Scicncc 
Yale University 
New Haven, CT 06520 
Cognitivc Systcms, Inc. 
New Haven, CT 06511 
Abstract 
Case-based reasoning (CBR) is a simple idea: solve new 
problems by adapting old solutions to similar problems. 
rule-based reasoning: rules are not combined blindly in a 
search for solutions, solutions can be explained in terms 
more cases. To explain why it came to the conclusions it 
did, the reasoner would show the cases from which it built 
its solution, 
To make the utility of the case-based approach clear, 
similar to a given situation, but did no reasoning at all. 
For example, a tax advisor that showed me examples of 
The CBR approach Offers several potential advantages Over consider a case-based that only retrieved cases 
of concrete examples, and Performance Can improve au- tax forms filled out by people in ,.ircumstances very sim- tomatically as new problem are and added to the ilar to mine would be very helpful, even though it didn’t 
try to do my taxes for me. 
in this case 
knowledge from expert to user. 
A tax expert could extend 
as a fairly direct conduit, tranferring 
This is the ideal situation, but there is one major prob- 
dexing the cases so that the right cases are retrieved, The 
features that make one case similar to another are usu- 
ally not explicitly in the input data, but are inferred using 
domain-specific knowledge. The domain expert has to add 
this knowledge to the system along with the cases. 
Based on basic research in case-based reasoning 111, 
Cognitive Systems Inc. is developing a case-based reason- 
ing shell whose primary function is to help a domain expert 
enter and organize a case library. In this paper we will de- 
scribe the kinds of features that have been found useful for 
knowledge acquisition in case-based reasoner. 
case library. 
ment to the real world requires smooth interfaces for get- 
ting knowledge from experts. We describe the basic ele- 
ments of an  interface for acquiring three basic bodies of 
library of problems and their solutions, the analysis rules 
that flesh out input problem specifications so that relevant 
cases can be retrieved, and the adaptation rules that adjust 
old solutions to fit new problems. 
Introduction 
Case-based reasoning means reasoning from Prior exam- 
PIes. A case-based reasoning (CBRS) has a case 
library, containing 100% 1000s O r  more cases. Each case 
describes a problem and a solution to that problem. The 
reasoner solves new problems by adapting relevant cases 
from the library. 
Case-based reasoning is an alternative to rule-based 
reasoning. A rule-based reasoner has a large library of 
rules of the form, “IF A THEN B.” These are chained to- 
gether in various combinations to solve problems. A rule- 
based system will be flexible and produce nearly optimal 
answers, but it Will be Slow and Prone to error. A case- 
based system will be restricted to variations on known sit- 
uations and produce approximate answers, but it will be 
quick and its answers will be grounded in actual experi- 
ence. In very limited domains, the trade-offs favor the 
rule-based reasoner, but the balance changes as domains 
become more realistically complex. Realistic domains in- 
volve a large number of number of rules, many of which are 
quite difficult t o  formalize properly, linked into long, tenu- 
ous chains of reasoning. With enough pre-stored solutions 
in a CBRS, there is almost always short path between the 
input case and the retrieved solution. 
One important potential advantage of case-based rea- 
soning is that human expertise seems more like a library 
of past experience than a set of rules. Hence cases should 
better support knowledge transfer (communication of ex- 
pertise from domain experts to system) and explanation 
(justification of solution from system to domain experts). 
TO increase the reasoner’s knowledge, an expert would add 
Moving CBR from the university research environ- the system simply by adding examples. The system 
that any case-based reasoner requires: the lem that has to be solved when building case library: in- 
A Case-Based Reasoning Shell 
one way to look at a CBRS is to contrast it with a 
database management system (DBMS). ~h~ caSeS are like 
records in the database. (ln fact, in application areas 
where databases exist, e.g., financial domains, cases really 
are records.) In a standard DBMS, records are retrieved 
with queries, such as “List all employee records where the 
salary field is Over $50,000 and the position field is not 
The DBMS retrieves all records that satisfy 
the constraints of the query. T~ do this, a database ad- 
ministrator in advance has organized the database, split- 
ting different kinds of information into different files, and 
telling the DBMS to create indices for certain fields of cer- 
tain records. For example, an employee database might 
be split into a file of employee and ID numbers, in- 
dexed by names, a file of personal information about each 
employee, e.g., employee ID, home address, age, and SO 
on, indexed by employee ID, and a file of payroll informa- 
tion, also indexed by ID. With modern query languages, 
the user doesn’t have to know how information is actually 
split up, although these choices will make queries 
A case-based reasoning system differs from a DBMS 
in two fundamental ways, First, a CBRS query is simply a 
than others. 
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Figure 1: On-Screen Input Form @Cognitive Systems, Inc. 
1988 
partially filled-in record, e.g., a tax form with personal and 
income information filled in, a loan application with the 
loan request and income information filled in, or a battle 
situation assessment form. The query is not a pattern of 
constraints, such as "greater than $50,000", but a concrete 
description of some current situation. There is no query 
language to learn. 
Second, the CBRS retrieves cases by best partial 
match. Retrieved cases usually do not match the iuput 
exactly. Instead, they are the cases that are closest to the 
input query, based on domain-specific information about 
what matters and what doesn't. In a Normal DBMS, 
records either match the query pattern or they don't. If a 
user wants to find records similar to a particular case, the 
user has to form a query pattern, replacing particular val- 
ues with ranges of possible values. The user has to know 
what's in the database, what extra fields to calculate, how 
to replace particular input values with ranges, and so on. 
Example-based interfaces, such as Query-by-Example 121, 
make it easier to generate query patterns, but they still do 
not allow a user to simply enter a description of the cur- 
rent situation and let the system take care of everything 
else. 
To use a CBRS, a user enters the current case, by 
filling out an on-screen form that, ideally, mimics exactly 
forms the user is already familiar with. Figure 1 shows 
an example of a battlefield intelligence estimate form that 
can be filled in on-screen in Cognitive System's shell-based 
battlefield advisor demo. 
The CBRS application then retrieves forms describ- 
ing similar cases. These retrieved forms contain additional 
fields, called output fields, indicating actions taken and 
outcomes observed in those previous situations. Armed 
with these exemplars, the user can make an intelligent 
choice about what to do in the current situation, and, op- 
tionally, add the new case to the library for future refer- 
ence. 
Knowledge Acquisition 
To determine best matches, a CBRS has to know how to 
infer values for internal fields that a user would not 
be expected to input, e.g., the debt to income ratio in 
a loan application, or the attacker to defender ratio in 
a battle situation 
relate different field values to each other, e.g., incomes 
fall into brackets for tax purposes, and a prepared 
defense is closer to a fortified defense than it is to a 
hasty defense in a battle situation 
rank different fields as more or less important in de- 
termining best matches, e.g., income is more impor- 
tant than name for tax advice purposes, and strength 
ratios are more important than absolute sizes in as- 
sessing battles 
The job of the Domain Expert Interface component 
of the Case-Based Reasoning Shell is to enable a domain 
expert, with little or no programming knowledge, to add 
these three kinds of knowledge, plus cases, of course, to 
form a case library that, in conjunction with the Shell, 
forms a CBRS application usable by end users. 
The Domain Expert Interface, by necessity, is some- 
what more complicated than the end user interface, but, 
by using ideas from DBMS interfaces and taking advantage 
of the concrete, real-world-based nature of case-based rea- 
soning, it is still possible to have an interface that is much 
simpler and easier to use than those commonly found in 
rule-based expert systems. 
For example, adding new cases to the case library is 
simply a matter of filling out the same forms that the end 
user sees. The only difference is that the domain expert 
also fills in the output fields. For example, in the bat- 
tle assessment domain, the domain expert would fill in 
not only the initial battle situation, but also the battle 
outcomes, post-battle analyses of why things happened as 
they did, graphical annotations, and so on. If an on-line 
database already exists for a domain, the shell can convert 
the database records to cases, so that the domain expert 
just has to add any output fields not included in the orig- 
inal database, and organize the cases, as described below. 
For example, the Quantified Judgment Model (QJM) bat- 
tle database, developed at Data Memory Systems Incorpo- 
rated, was used to initialize the case library for Cognitive 
Systems' battlefield advisor. 
Cognitive Systems' CBR Shell provides the domain 
expert with two interfaces to assign relative importances to 
fields in a case. One interface allows the expert to "color" 
the fields of the input form, where each color represents a 
different level of importance. The other interface, present 
when different cases are being compared on-screen, lists 
fields in order or importance, and allows the expert to drag 
fields up or down, to fine-tune the relative rankings. Fur- 
thermore, the Shell can assign an initial set of importance 
levels to fields, by looking at which cases have similar val- 
ues in their output fields. Our initial experience suggests 
that field importances are hard for experts to determine, 
and not as robust for determining case similarities as the 
other two kinds of information described next. The ini- 
tial values assigned by the Shell are usually best left as is, 
except in special circumstances. 
To specify how different field values relate to each 
other, e.g., to  allow the expert to say that a prepared de- 
. 
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Figure 2: Abstraction Editor Screen @Cognitive Systems, 
Inc. 1988 
fense is closer to a fortified defense than to a hasty one, the 
expert uses a graphical abstraction hierarchy editor, similar 
to those found in other AI shells such as KEE and ART [3]. 
Each field in a form has its own hierarchy of values, since 
the values, especially if they are numbers, might mean dif- 
ferent things in different fields. The hierarchy is initialized 
to a simple list of all the values seen in that field in the 
entire case library. The domain expert groups these val- 
ues together to form the hierarchy. Thus, in the ficid for 
defensive posture, the expert might group prepared and 
fortified defenses together as strong defenses, and group 
strong and hasty defenses together as defenses. The closer 
two values are grouped, the better they are considered to 
match when the CBRS is looking for similar cases. Fig- 
ure 2 shows an abstraction hierarchy screen for Cognitive’s 
battlefield advisor. 
Finally, to specify derived fields, e.g., to create a field 
that is the attacker to defender strength ratio, the CBR 
shell uses a graphic formula building interface similar to 
that found in database systems such as Double Helix [4]. 
The expert selects various fields from the case form and 
links them to arithmetic, comparison, and other kinds of 
operation icons. Such an interface avoids problems with 
syntactic errors, and lets the domain expert know what op- 
tions are available at any time for constructing a formula. 
Figure 3 shows a formula screen for Cognitive’s battlefield 
advisor. 
The usefulness of a CBRS of course depends on how 
well it actually does in find similar cases. Therefore, the 
center of interaction in the Domain Expert Interface is a 
screen that displays, for a given test input case, the five 
best matches that currently exist, given the current impor- 
tances, hierarchies, and derived fields. The display uses a 
“compare and contrast” columnar format listing the out- 
put fields, followed by the fields ranked as most important. 
If the expert sees cases being retrieved that he or she con- 
siders very dissimilar to the input case, the expert can tell 
from this display if truly similar cases are not matching 
because certain field values are poorly grouped in their hi- 
erarchies, or if an important combination of values is not 
being calculated, or if some field of information is simply 
4 
Figure 3: Formula Editor Screen @Cognitive Systems, Inc. 
1988 
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Figure 4: Best Match Comparison Screen @Cognitive Sys- 
t e m ,  Inc. 1988 
missing from the database. Figure 4 shows a compare and 
contrast screen for Cognitive’s battlefield advisor. 
Conclusions 
This paper has described the basic features of a knowledge 
acquisition interface for a case-based reasoning shell. The 
shell uses a form-filling metaphor for case entry, and a 
graded match mechanism for displaying case similarity. A 
domain expert organizes the library by specifying what 
fields in a form are important, how well different values 
of a field match each other, and what additional derived 
fields have to be calculated to capture important non-input 
features. The result of the domain expert’s efforts is a 
case-based reasoning application that can take an input 
situation and retrieve relevant cases from the case library 
to assist a human decision maker or problem solver. 
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Knowledge a c q u i s i t i o n  i s  s d i d  t o  be t h e  b igges t  
bo t t l eneck  i n  the  development o f  exper t  sys- 
tems. The problem i s  g e t t i n g  the  knowledge ou t  
o f  t he  e x p e r t ' s  head and i n t o  a computer. 
c o g n i t i v e  psychology c h a r a c t e r i z i n g  mental 
s t r u c t u r e s  and why exper t s  are yood a t  what 
they do i s  an impor tan t  research drea. I s  
t he re  some w d j  t h a t  t he  t o o l s  t h a t  psycholo- 
g i s t s  have developed t o  uncover mental s t r u c -  
t u r e  can be used t o  b e n e f i t  knowledge eng i -  
neers? We t h i n k  t h a t  t he  way t o  f i n d  o u t  i s  t o  
browse through the  p s y c h o l o g i s t ' s  t oo lbox  t o  
see what t h e r e  i s  i n  i t  t h a t  might  be o f  use t o  
knowledge engineers. 
Exper t  system devel opers have re1  i e d  on two 
standard methods f o r  e x t r a c t i n g  knowledge from 
the  exper t :  (1) the  knowledge engineer engages 
i n  an i n tense  b o u t  o f  i n te rv iews  w i t h  the  ex- 
p e r t  o r  exper ts ,  o r  ( 2 )  t he  knowledge engineer 
becomes an exper t  h imse l f ,  r e l y i n g  on i n t r o -  
spec t i on  t o  uncover the  b a s i s  o f  h i s  own exper- 
t i s e .  Un fo r tuna te l y ,  these techniques have the 
d i f f i c u l t y  t h a t  o f t e n  the  exper t  h imse l f  i s n ' t  
consc ious ly  aware o f  t h e  b a s i s  o f  h i s  exper- 
t i s e .  I f  the  exper t  h imse l f  i s n ' t  conscious o f  
how he solves problems, i n t r o s p e c t i o n  i s  
useless.  
Cogn i t i ve  psychology has faced s i m i l a r  problems 
f o r  many years and has devel oped exp lo ra to ry  
methods t h a t  can be used t o  d i scove r  c o g n i t i v e  
s t r u c t u r e  from simple data. 
We w i l l  s k i p  over what we c a l l  " d i r e c t "  methods 
f o r  knowledge a c q u i s i t i o n .  D i r e c t  methods 
i nc lude  in te rv iews ,  quest ionnai res,  p ro toco l  
analys is ,  i n t e r r u p t i o n  analys is ,  and i n f e r -  
e n t i a l  f l o w  ana lys i s .  Our goal here i s  t o  
expose the reader t o  " i n d i r e c t "  methods, 
methods which are l i k e l y  t o  be a good deal l e s s  
f a m i l i a r  t o  the  p r a c t i c i n g  knowledge engineer: 
mul t id imensional  sca l i ng ,  h i e r a r c h i c a l  c l u s t e r -  
i ng ,  general weighted networks, ordered t rees ,  
and r e p e r t o r y  g r i d  ana lys i s .  Bu t  f i r s t ,  a few 
p o i n t s  need t o  be made about the  v a r i e t y  o f  
ways t h a t  exper t s  can organize i n fo rma t ion .  
I n  
Simp1 e OBJECT-ATTRIBUTE -VALUE t r i p l e s  and f o r -  
ward and backward search s t r a t e g i e s  are on ly  a 
few o f  t he  knowledge s t r u c t u r e s  and search 
s t r a t e g i e s  t h a t  human exper t s  seem t o  have. 
Exper t i se  i s  p r i m d r i l y  a s k i l l  o f  r e c o g n i t i o n ,  
o f  "seeing" o l d  p a t t e r n s  i n  a new problem. 
Chess exper ts ,  f o r  instarice, have t h e  same 
l i m i t e d  a b i l i t i e s  as novices t o  ho ld  i n f o r -  
mation f o r  ana lys i s ;  t h e i r  non-chess memory 
a o i l i t i e s  a re  n o t  excep t iona l .  They excel 
because they have hundreds o f  thousands of 
chess c o n f i g u r a t i o n s  i n  t h e i r  hedds, and 
because they can q u i c k l y  encode the  c u r r e n t  
s i t u a t i o n  i n t o  c o n s t e l l a t i o n s  o f  p r e v i o u s l y -  
seen chess pa t te rns .  
good moves f o r  t he  e x p e r t  i s  thus r e s t r i c t e d  t o  
a small s e t  o f  know-yood moves t h a t  f i t  the 
pa t te rns ,  whereas the  nov ice has no such e x p e r t  
p a t t e r n  knowledge t o  f i l t e r  o u t  bad candidates. 
There i s  a l s o  evidence t o  suggest t h a t  exper t s  
see more r i c h l y  encoded p a t t e r n s  than nov ices 
do. They have organized the  concepts i n  t h e i r  
knowledge bases w i t h  much more depth and w i t h  
many more c e n t r a l  assoc ia t i ons  than novices. 
For  example, i n  t h e  l a b o r a t o r y  we found t h a t  
exper t  ALGOL programmers had much more s t r u c -  
t u r e  i n  t h e i r  concept r e l a t i o n s h i p s  than d i d  
nov ice programmers. Furthermore, t he  exper t s '  
mental o rgan iza t i ons  were h i g h l y  s i i n i l a r ,  
whereas the  novices had scat tered,  i d iosyn -  
c r a t i c  o rgan iza t i ons  f o r  ALGOL-specific 
concepts. [31 
Not on l y  do exper t s  have in fo rma t ion  organized 
i n  a h i g h l y  s t r u c t u r e d  way, they a l s o  use a 
v a r i e t y  o f  d i f f e r e n t  k i n d s  o f  knowledge s t r u c -  
t u res .  Fo r  instance,  some t h i n g s  are s to red  i n  
simple l i s t s  l i k e  the  months o f  t he  day and the  
days o f  t he  week. 
t a b l e  b e t t e r ,  i n fo rma t ion  such as calendar 
appointments and t h e  p e r i o d i c  t a b l e .  Some 
in fo rma t ion  i s  s to red  as a f l o w  diagram, such 
as dec i s ion  t rees ,  f o r  example, rep resen t ing  
the r o u t i n g  o f  telephone messages t o  people who 
can handle them. There i s  i n fo rma t ion  s to red  
The choice o f  candidate 
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Other i n fo rma t ion  f i t s  a 
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i n  h i e r a r c h i e s  o f  r e l a t i o n s h i p s ,  nested ca te -  
go r ies  o r  c l u s t e r s ,  such ds animal taxonoillies 
o r  ta in i l  i d 1  r e l a t i o n s h i p s .  Networks s t o r e  
r i c h l y  connected language assoc ia t i ons .  I n f o r -  
i l lat ion concerning room drrdriyeinerits o r  iiiaps m y  
be s to red  as a phys i ca l  model u r  phys i ca l  
space. And, some in fo rmd t ion  may be s tored 
about a d e v i c e ' s  i n t e r n a l  components and how 
they are causa l l y  r e l a t e d  ds a phys i ca l  model, 
commonly r e f e r r e d  t o  ds a inental lflodel. Thus, 
exper t s  lnay n o l d  wnat they know about ob jec ts  
and t r i e i r  r e l a t i o n s h i p s  i n  inany d i f f e r e n t  r e -  
p resen ta t i ons ,  each s u i t d b l e  f o r  a $ a r t i c u l a r  
k i n d  o f  reasoning o r  r e t r i e v a l .  
METHODS FOR KNOWLEDGE ACQUISITION 
There dre two general c lasses o f  methods f o r  
revedl  i n g  wnat exper t s  know. " D i r e c t  Methods" 
ask the  exper t  t o  r e p o r t  on knowledge t h a t  can 
be d i r e c t l y  expressed. Tn is  s e t  o f  inerhods 
i nc ludes  i n te rv iews ,  quest ionnai res,  simple 
observat ion,  t h ink ing -ou t - l oud  p r o t o c o l s  , 
i n t e r r u p t i o n  ana lys i s ,  and i n f e r e n t i a l  f l o w  
ana lys i s .  I n  c o n t r a s t ,  " I n d i r e c t  Methods" do 
n o t  r e l y  on exper t s '  a b i l i t i e s  t o  a r t i c u l a t e  
t h e  i n f o r m a t i o n  t h a t  i s  used, o r  how i t  i s  
used. Instead,  i n d i r e c t  methods use other  
k i n d s  o f  behavior ,  such as r e c a l l  froin memory 
o r  r a t i n g  scales, as the b a s i s  f o r  in ferences 
dbout what the  e x p e r t  must have known (and, 
pernaps, t he  form i n  which i t  must have been 
represented)  i n  order  t o  produce t i l e  responses 
t h a t  were observed. I n d i r e c t  metnods i nc lude  
mu1 t i d imens iona l  sca l i ng ,  h i e r a r c h i c a l  c l u s t e r -  
i ng ,  general weighted networks, ordered t rees ,  
and r e p e r t o r y  g r i d  ana lys i s .  
INDIRECT MTHODS 
A l l  o f  t h e  d i r e c t  methods mentioned above ask 
t h e  exper t  d i r e c t l y  what he knows. They r e l y  
on t h e  a v a i l a b i l i t y  o f  t he  i n f o r m a t i o n  t o  bo th  
i n t r o s p e c t i o n  and a r t i c u l a t i o n .  O f  course, i t  
i s  n o t  always the  case t h a t  t he  exper t  has 
access t o  the  d e t a i l s  o f  h i s  inental processing. 
I n  f a c t ,  i t  i s  n o t  uncommon f o r  exper t s  t o  
pe rce i ve  complex r e l a t i o n s h i p s  o r  come t o  sound 
conclus ions w i t h o u t  knowing e x a c t l y  how they 
d i d  it. I n  these cases, i n d i r e c t  knowledge 
e l i c i t a t i o n  methods are requ i red .  
I n  t h e  f o l l o w i n g  methods, exper t s  a re  asked n o t  
t o  express t h e i r  knowledge d i r e c t l y .  I ns tead  
they a re  g i ven  a v a r i e t y  o f  o the r  tasks,  e.g., 
t o  r a t e  how s i m i l a r  two g iven ob jec ts  are, o r  
t o  r e c a l l  a c o l l e c t i o n  o f  ob jec ts  severa l  t imes 
from p resc r ibed  s t a r t i n g  p o i n t s .  
r e s u l t s ,  t he  ana lys t  then i n f e r s  the  under l y ing  
s t r u c t u r e  among t h e  ob jec ts  r a t e d  o r  r e c a l l e d .  
A l l  t he  i n d i r e c t  methods discussed here have 
been v a l i d a t e d  i n  experimental s tud ies  t h a t  
have conv inc ing l y  demonstrated t h e i r  psycho- 
l o g i c a l  v a l i d i t y .  
To make progress, these d i f f e r e n t  techniques 
must make assumptions about the  way the data 
were produced. Assumptions must be made dbout 
From the  
t t ie  nature o f  the mental rep resen ta t i on :  I s  i t  
phys i ca l  space, 1 i s t s ,  networks o f  assoc ia t i on ,  
t db les ,  e t c  .? Furthermore, the s t ronger  the  
assumptions t h a t  tne dna lys t  i s  ab le  t o  mdke, 
the  s t ronger  the conclus ions t h a t  cdn be made. 
Thus, i t  i s  impor tant  f o r  the a n a l y s t  t o  make a 
good guess dbout what form t i l e  e x p e r t ' s  under- 
l y i n g  rep resen ta t i on  i s  l i k e l y  t o  take. An 
inforined guess can be made a f t e r  i n i t i a l  i n t e r -  
views w i t h  the exper t ,  as we l l  as from c a r e f u l  
quest ion ing and no t i ng  o f  o b j e c t  iiaines and 
no ta t i ons  t h a t  the exper t  uses. 
O f  the methods t o  be discussed, mul t id imen-  
s iond l  sca l i ng ,  h i e r d r c i i i c a l  c l u s t e r i n g ,  and 
general weighted netwurks are the  most genera l ,  
i n  t he  sense t h a t  they make the  weakest assump- 
t i o n s  about the data be ing dndlyzed. 
t h ree  methods can be reasonabl j  app l i ed  t o  any 
s i m i l a r i t y  judgments, w h i l e  r e p e r t o r y  g r i d  
ana lys i s  dnd ordered t r e e  ana lys i s  make st rong 
psychologica l  assumptions about the  k i n d  o f  
mental s t r u c t u r e  and processes under 
i n v e s t i g a t i o n .  
m l t i d i m e n s i o n a l  Sca l i ng  
Mul t id imensional  s c a l i n g  (MDS) i s  a technique 
t h a t  should be used on ly  on s i m i l a r i t y  data 
t h a t  can be assumed t o  tiave come from stored 
rep resen ta t i ons  o f  phys i ca l  n-dimensional space 
[4 ] .  The sub jec t  prov ides s i m i l a r i t y  judgments 
on a l l  p d i r s  o f  ob jec ts  i n  the  domain o f  i n t e r -  
es t .  These judgments are assumed t o  be bo th  
syminetric and graded, 
s i m i l a r i t y  o f  A t o  B must be the  same ds the  
s i m i l a r i t y  o f  B t o  A (symmetry) and t h a t  t he re  
rmst  be a continuum o f  poss ib le  s i m i l a r i t y  
values r e l a t i n g  A dnd B, n o t  merely a simple 
judgment o f  s i m i l a r  o r  d i s s i m i l a r  (gradedness). 
A computer program i s  requ i red  t o  per form the  
mul t id imensional  s c a l i n g  ana lys i s .  The r e s u l t  
i s  a c o n f i g u r a t i o n  o f  t he  ob jec ts  i n  space. 
The d imens iond l i t y  o f  t he  space and t h e  m e t r i c  
t h a t  obta ins i n  i t  are se lec ted  by t h e  ana lys t ,  
u s u a l l y  on the  b a s i s  o f  t r i a l  and e r r o r .  
O f  course, i t  may n o t  be poss ib le  t o  f i n d  a 
c o n f i g u r a t i o n  t n a t  e x a c t l y  represents  t h e  gene- 
r a t i n g  s i m i l a r i t y  ma t r i x .  I n  f a c t ,  each MDS 
s o l u t i o n  has a " s t ress "  value associated w i t h  
i t  t h a t  prov ides a measure o f  t h e  degree t o  
which the  computer-produced c o n f i g u r a t i o n  and 
the i n p u t  m a t r i x  d i f f e r .  I n  p r a c t i c e ,  t h e  
ana lys t  l o o ~ s  f o r  t he  lowest  s t r e s s  s o l u t i o n s  
w i t h  the  fewest dimensions. 
The MDS technique i s  good f o r  producing a d i a -  
gram t h a t  the exper t  can l a t e r  i nspec t  and 
descr ibe i n  more d e t a i l .  It can reveal  i n t e r -  
e s t i n g  c l u s t e r s  o f  ob jects ,  neighbor r e l a t i o n s ,  
and o u t l i e r ,  o r  " f r i n g e "  ob jec ts .  One d i f f i -  
c u l t y  w i t h  t h i s  technique, as w e l l  as the  
others t h a t  we descr ibe t h a t  r e q u i r e  a s i m i -  
l a r i t y  ma t r i x ,  i s  t he  ted ious and time-consum- 
i n g  process o f  c o l l e c t i n g  the pa i r -w ise  judg-  
ments. Fo r  n ob jec ts  n(n-1) /2  judgments a re  
These 
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requ i red ,  a number t h a t  soon grows q u i t e  l a r g e ,  
even f o r  mot ivated subjects .  
A second d i f f i c u l t y  w i t h  the  tecnnique i s  d i s -  
cover ing the r i g h t  space: i n  p a r t i c u l a r ,  t he  
r i g h t  diinensional i t y ,  the  r i g h t  d i s t m c e  ae t -  
r i c ,  the r i g h t  s t a r t i n g  co r i f i yu ra t i on ,  and the  
r i g h t  i n t e r p r e t a t i o n  o f  c l u s t e r s  and dimen- 
s ions.  
t he  a n a l y s i s  i s  f a i r l y  s t r a i g h t f o r w a r d ,  b u t  
i n t e r p r e t i n g  the r e s u l t s  requ i res  some 
exper t i se .  
C l u s t e r  Ana lys i s  
L i k e  MDS, c l u s t e r  a n a l y s i s  s t a r t s  w i t h  a m a t r i x  
of synrnetric s i m i l a r i t y  judgments. 
many c l u s t e r i n g  a lgo r i t hms ,  developed f o r  many 
purposes, b u t  f o r  psychologica l  i n v e s t i g a t i o n s  
Johnson h i e r a r c h i c a l  c l u s t e r i n g  i s  t he  method 
o f  choice,  because the  r e s u l t  o f  t h i s  c l u s t e r -  
i n g  technique i s  s e n s i t i v e  on l y  t o  t h e  o r d i n a l  
p r o p e r t i e s  o f  t he  s i m i l a r i t y  judgments and n o t  
t o  magnitude C51. T h i s  i n s e n s i t i v i t y  t o  judg-  
ment magnitude r e f l e c t s  tne  prudence requ i red  
i n  i n t e r p r e t i n g  psycho1 o g i c a l  judgments. 
Johnson h i e r a r c h i c a l  c l u s t e r i n g  produces h i e r -  
a r c h i c a l  rep resen ta t i on  o f  the i tems o f  i n t e r -  
e s t ;  t h e  h ie ra rchy  take  t h e  form o f  a roo ted  
t r e e  i n  which the  i tems are the  " leaves." Each 
subtree forms a c l u s t e r  and the  path t h a t  con- 
nects  two i tems i n  t o e  t r e e  i s  a measure o f  t he  
diameter of t he  sma l les t  c l u s t e r  t h a t  con ta ins  
them both.  
H i e r a r c h i c a l  c l u s t e r i n g  i s  o r d i n a r i l y  done 
u s i n g  e i t h e r  the  "minimum" method, i n  which 
t h e  s i m i l a r i t y  between two c l u s t e r s  i s  t h a t  o f  
t h e  most s i m i l a r  i tems i n  e i t h e r ,  o r  t he  "maxi- 
min" method, i n  which t h e  s i m i l a r i t y  between 
two c l u s t e r s  i s  t h a t  o f  t h e  l e a s t  s i m i l a r  i tems 
i n  e i t h e r .  The minimum method tends t o  g i v e  
long,  s t r i n g y  c l u s t e r s ,  t he  maximum method 
t i g h t ,  spher i ca l  ones. 
General Weighted Networks 
T h i s  i s  a t h i r d  method u s i n g  a syminetric s im i -  
l a r i t y  m a t r i x  obta ined froin exper t s '  pa i r -w ise  
s i i n i l a r i t y  judgments. I n  t h i s  case the re  i s  a 
somewhat more t h e o r e t i c a l  bas i s  f o r  the anal - 
y s i s :  We assume t h a t  i n  producing t h e  judg-  
ments the  e x p e r t  i s  t r a v e r s i n g  some mental 
network o f  assoc ia t i ons ,  a network i n  which 
tne re  i s  a s i n g l e  pr imary path between every 
two i tems, and, f o r  some o f  them, a d i f f e r e n t l y  
encoded, secondary pa th  as w e l l .  
The o b j e c t  o f  t h i s  method, which was developed 
by Sctivaneveldt, e t  a l .  [6, 71, i s  t o  recon- 
s t r u c t  t h e  a s s o c i X i E  network through the 
s i m i l a r i t y  judgments. I n  a t tempt ing t h i s ,  
Schvdneveldt, e t  a l . ,  r e c e n t l y  i n v e s t i y a t e d  the  
na tu re  o f  e x p e F € i G  i n  a i r p l a n e  p i l o t  p e r f o r -  
mance u s i n g  networks. 
Once the  da ta  are i n  hand per forming 
There are 
The method requ i res  a computer and works as 
f o l l o w s :  F i r s t ,  a Minimal Connected Network 
(MCN) i s  formed by connecting the most s i m i l a r  
i tems, then t i l e  next  most s i r i i i l  a r  i tems, e tc . ,  
w i t h  arcs u n t i l  t he re  i s  a un ique path between 
any two i tems ( a  minimal spanning t r e e ) .  I n  
the  second stage o f  the ana lys i s  more l i n k s  are 
added t o  the  MCN t o  form the  Minimal E laborated 
Network (MEN). To form the  MEN we add a l i n k  
between two i tems t o  the  MCN i f  and on ly  i f  i t  
i s  sho r te r  than the path between them i n  the 
MCN . 
The i n t e r p r e t a t i o n  o f  t he  MCN and MEN i nvo l ves  
l o o k i n g  f o r :  
(1) dominating concepts-those t h a t  have a 
l a r g e  number o f  connection s t o  many 
o the r  nodes; and 
members o f  c y c l e s - c o l l e c t i o n s  o f  i tems 
t h a t  are f u l l y  l i n k e d  i n  c i r c u l a r  
paths. 
( 2 )  
I n  t h e i r  e x p l o r a t i o n  o f  t he  MCN and MEN fo r  
b o t h  exper t  and nov ice p i l o t s  Schvaneveldt, e t  
a1 ., c o l l e c t e d  s i m i l a r i t y  judgments on a s e t 7 f  
T r y i n g  terms having t o  do w i t h  " s p l i t - p l a n e  
concepts." The ana lys i s  o f  t he  judgments 
reveal  ed : 
(1) 
( 2 )  E laborated l i n k s  connected l a r g e r  
i n t e g r a t e d  conceptual s t r u c t u r e s .  
( 3 )  Exper ts  cou ld  e a s i l y  i d e n t i f y  l i n k  
r e l a t i o n s  i n  t h e  networks, r e l a t i o n s  
such as " a f f e c t s  , I' " i s -a, " "des i r- 
able, 'I and "acceptable. " 
E x p e r t ' s  s t r u c t u r e s  are s impler  than 
students ' . 
The f a c t  t h a t  t he  exper ts  were so c l e a r l y  d i f -  
f e r e n t  from novice f l i e r s  suggests t h a t  t h i s  
GWN technique can reveal  s i g n i f i c a n t  aspects o f  
exper t i se ,  aspects t h a t  c l e a r l y  should be en- 
coded i n t o  an exper t  system. 
The o b j e c t  o f  t he  ordered t r e e  technique i s  t o  
induce a s u b j e c t ' s  mental s t r u c t u r e  f o r  t he  s e t  
o f  to-be-recal 1 ed i teins from h i s  r e c a l l  orders.  
The s t r u c t u r e  w i l l  be an ordered t ree ,  t h a t  i s ,  
a t r e e  which r e f l e c t s  the  s u b j e c t ' s  c l u s t e r i n g  
and p r i o r i t i z a t i o n  o f  t he  i tems o f  i n t e r e s t .  
U n l i k e  h i e r a r c n i c a l  c l u s t e r i n g ,  the ordered 
t r e e  technique i s  based on a d e t a i l e d  psycho- 
l o g i c a l  model o f  how the  r e c a l l  orders dre 
produced by  the  sub jec t :  
p l e  r e c a l l  a l l  i tems from a s to red  c l u s t e r  
be fo re  r e c a l l i n g  i tems from another c l u s t e r .  
( T h i s  i s  t he  hypothes is  i m p l i c i t  i n  t he  concept 
o f  "chunks" i n  memory.) 
T h i s  assumption b u i l d s  on data froin people 
r e c a l l i n g  from known ( l e a r n e d )  o rgan iza t i ons .  
It assumes t h a t  peo- 
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R e g u l a r i t i e s  found throughout a s e t  o f  orders 
are taken as evidence o f  respons ib le  mental 
s t r u c t u r e  and processing. Sets o f  orders need 
n o t  come from r e c a l l ;  they can be obta ined 
simply by asking subjects  t o  order  i tems so 
t h a t  i tems t h a t  a re  r e l a t e d  are placed 
together .  
The computer program t h a t  conducts ordered t r e e  
ana lys i s  examines a l l  orders f o r  se ts  o f  i t em 
t h a t  form connected suborders. The s e t  o f  a l l  
such connected i t em se ts  forms a l a t t i c e  o f  
chunks, where the  elements o f  t he  l a t t i c e  are 
ordered by s e t  i n c l u s i o n .  The l a t t i c e  i s  con- 
ve r ted  i n t o  an ordered t r e e  s t r u c t u r e  i n  which 
a node rnay be marked as u n i d i r e c t i o n a l  ( o n l y  
one order  o f  i t s  c o n s t i t u e n t s  was seen), b i -  
d i r e c t i o n a l  ( o n l y  one order  and i t s  i nve rse ) ,  
o r  nond i rec t i ona l  (more than two orders ob- 
served). The program can a l s o  per form c e r t a i n  
advanced analyses i n  a d d i t i o n ,  such as ca l cu -  
l a t i n g  an index o f  o rgan iza t i on  dnd look ing  f o r  
anomalous, o r  "out1 i e r , "  orders, whose exc lu -  
s ion  from the  ana lys i s  y i e l d s  a new t r e e  s t r u c -  
t u r e  w i t h  s i g n i f i c a n t l y  inore s t r u c t u r e .  
T h i s  technique has been used i n  a v a r i e t y  o f  
s tud ies  o f  exper t -nov ice d i f f e r e n c e s .  I n  [31, 
f o r  example, novice, in termediate,  and exper t  
ALGOL-W programmers were asked t o  r e c a l l  ALGOL 
keywords many t imes from many d i f f e r e n t  s t a r t -  
i n g  p o i n t s  w h i l e  t h e i r  performance orders were 
recorded. Exper ts  d i f f e r e d  remarkably from the 
novices. 
and t h e  s i m i l a r i t y  among t h e  e x p e r t  s t r u c t u r e s  
(ordered t r e e s )  was f a r  g rea te r  than t h a t  among 
t h e  novices. I n  [21], fur thermore,  t he  pauses 
between r e c a l l s  o f  successive i tems was ac- 
counted f o r  by  t h e  nurnber o f  chunk boundaries 
crossed i n  the  i n f e r r e d  memory o rgan iza t i on .  
There have been a v a r i e t y  o f  s tud ies  t h a t  have 
used t h i s  technique t o  reveal  o rgan iza t i on  i n  
d i f f e r e n t  domains o f  exper t i se ;  a l l  have shown 
a convergence among exper ts  i n  t h e i r  mental 
o rgan iza t i on  o f  t h e  concepts. 
Reper tory  G r i d  Ana lys i s  
T h i s  technique as used i n  [91 i s  t he  most i n t e -  
g ra ted  c o g n i t i v e  t o o l  f o r  knowledge a c q u i s i t i o n  
o f  those presented here. It inc ludes  an i n i -  
t i a l  d i a l o g  w i t h  the  exper t ,  a r a t i n g  session, 
and analyses t h a t  b o t h  c l u s t e r  t he  ob jec ts  and 
t h e  dimensions on which they were ra ted .  Es- 
s e n t i a l l y ,  i t  i s  a f ree - fo rm r e c a l l  and r a t i n g  
session i n  whicn the ana lys t  makes in ferences 
about the  r e l a t i o n s h i p s  among ob jec ts  and the 
re la tedness o f  t he  dimensions t h a t  t he  exper t  
f i n d s  impor tant .  
Since t h e  use o f  r e p e r t o r y  g r i d  ana lys i s  as an 
e x p e r t  system-bui ld ing t o o l  i s  b e a u t i f u l l y  
covered i n  [9] we w i l l  g i ve  on ly  a b r i e f  out -  
l i n e  here, r e f e r r i n g  the reader t o  [9] f o r  
d e t a i l s .  
They showed nuch more o rgan iza t i on ,  
Repertory g r i d  ana lys i s  i s  a technique t h a t  
comes from persondl c o n s t r u c t  theory,  a c l i n i -  
ca l  t o o l  intended t o  reveal  the s t r u c t u r e  o f  a 
p a t i e n t ' s  emotiondl system. As used i n  knowl- 
edge engineer ing the f i r L t  step i n  the ana lys i s  
i s  an open i n t e r v i e w  w i t h  the  exper t ,  i n  which 
some impor tant  ob jec ts  i n  t i l e  doilldin o f  exper- 
t i s e  are e l i c i t e d .  Once a s e t  o f  i tems i s  
a v a i l a b l e ,  t he  ana lys t  p i cks  se ts  o f  e x p e r t i s e  
are e l i c i t e d .  Once a se t  of i tems i s  a v a i l -  
able, t h e  ana lys t  p i cks  se ts  o f  t h ree  elements 
and asks "What t r a i t  d i s t i n g u i s h e s  any two o f  
these ob jec ts  from the t n i r d ? "  The exper t -  
suppl ied t r a i t  i d e n t i f i e s  a "dimension" i n  the 
domain. Then the exper t  i s  dsked t o  r a t e  a l l  
tr i ree ob jec ts  along the named dimension. Th is  
process o f  ask ing f o r  s a l i e n t  dimensions f o r  
f u r t h e r  t r i p l e s  cont inues u n t i l  t he  a n a l j s t  i s  
s a t i s f i e d  t t i a t  the major dimensions o f  t he  
system have been uncovered. 
The ana lys t  now cons t ruc ts  a m a t r i x ,  o r  g r i d ,  
w i t h  ob jec ts  l a b e l i n g  columns and dimensions 
l a b e l i n g  rows. Then the  exper t  i s  asked t o  
f i l l  i n  a l l  t he  miss ing values, so t h a t  a l l  
ob jec ts  are r a t e d  on a l l  dimensions. 
It i s  now poss ib le  t o  perform a c l u s t e r  anal -  
y s i s  on b o t h  ob jec ts  and dimensions, u s i n g  an 
approp r ia te  s i m i l a r i t y  measure between t t ie  
vectors  o f  i n t e r e s t .  Such analyses are used t o  
i d e n t i f y  p r o t o t y p i c a l  dimensions and iterl is. 
CONCLUSION 
J u s t  as a s t a t i s t i c i a n  maKes judgments aoout 
the  s u i t a b i l i t y  o f  a data s e t  t o  the  assump- 
t i o n s  o f  a proposed ana lys i s ,  t he  knowledge 
engineer must make judgments o f  t he  s u i t a b i l i t y  
o f  a method f o r  knowledge e l i c i t a t i o n  t o  the  
k i n d s  o f  knowledge the  exper t  i s  assumed t o  
possess. There are a nunber of ways these 
techniques can be misappl ied f o r  s c i e n t i f i c  
d iscovery o f  inental organizat ions.  However, i f  
used ds exp lo ra to ry  t o o l s ,  these techniques can 
b r i n g  a g rea t  deal o f  i n fo rma t ion  t o  the  knowl- 
edye engineer [lo]. With them, knowledge engi -  
neers can hope t o  uncover more o f  what exper t s  
know than can be learned through i n t e r v i e w s  o r  
i n t r o s p e c t i o n .  
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ABSTRACT 
Emergency crew escape capabilities have been 
less than adequate for fighter aircraft since 
before WW 11. From the over-the-side bailout of 
those days through the current ejection seat with 
a rocket catapult, escaping from a disabled 
aircraft has been risky at best. Current efforts 
are underway toward developing a high-tech, 
"smart" ejection seat that will give fighter 
pilots more room to live in the sky but, an escape 
capsule is needed to meet current and future 
fighter envelopes. Escape capsules have a bad 
reputation due to past examples of high weight, 
poor performance and great complexity. However, 
the advantages available demand that a capsule be 
developed. This capsule concept will minimize the 
inherent disadvantages and incorporate the bene- 
fits while integrating all aspects of crew station 
design. The resulting design is appropriate for a 
crew station o f  the year 2010 and includes 
improved combat acceleration protection, chemical 
or biological combat capability, improved aircraft 
to escape system interaction, and the highest 
level of escape performance achievable. 
capsule is compact, which can allow a reduced 
aircraft size and weighs only 1200 lb. The escape 
system weight penalty is only 120 lb higher than 
that for the next ejection seat and the capsule 
has a corresponding increase in performance. 
BACKGROUND 
The 
Emergency crew escape capabilities have been 
less than adequate for fighter aircraft since 
before WWII, when over-the-side bailout was the 
only means of escape. The development of jet 
aircraft was accompanied by ejection seats that 
were catapulted from the cockpit. This was 
followed by the addition of a rocket for tail 
clearance and runway ejections and then a drogue 
parachute for stabilization and deceleration at 
high speeds. The current USAF ejection seat, the 
ACES 11, includes a small gimballed rocket that 
helps stabilize the escape svstem and airspeed 
sensors to vary parachute sequencing. From 1957 
to 1984, the rate of major injury or fatality 
(M/F rate) for non-combat ejections with suffi- 
cient altitude above the ground was an average of 
26 percent. The ACES I1 seat shows significant 
improvement with a M/F rate of 14 percent. When 
this data is ffltered to isolate the effect of 
airspeed, the results 3re verv fnteresting. In 
fact, only 10 percent of the non-combat elections 
were over 400 KFAS (knots equivalent airspeed, 687 
psf dynamic pressure). Data fron combat missions 
in Vietnam showed that eiection speed increased 
dramaticallv, with approximately 50 percent of 
ejections occuring at over 400 KEAS. Due to a 
limited amount of combat data, the non-combat data 
with known airspeed and cause of iniurv wa? used 
for judping injury rates. 
ejections under 400 KEAS became 23 percent and 
over 400 KEAS was 65 percent. (The corresponding 
ACES I1 M/F rates are 9 percent and 70 percent.) 
Based on these rates, the combat ejection M/F rate 
could exceed 45 percent due to airspeed. Tech- 
nology is currently available for the development 
of a controllable ejection seat under the Crew 
Escape Technologies (CREST) propram. This program 
will demonstrate an escape system that can remain 
stable at speeds up to 700 KEAS (1660 psf) and 
steer away from the ground during low altitude 
ejections. An eiection seat based on the CREST 
program results will improve low altitude escape 
performance and provide greater protection at high 
speed. However, it will be difficult for an open 
ejection seat to meet the 700 KEAS goal while 
fighter aircraft can already fly at 800 KEAS (2100 
psf) or more. The desire for further improvements 
in safe escape led to an effort to develop an 
escape capsule that could take advantage of 
current and emerging technology and perhaps become 
available early in the next centurv. 
Escape capsules provide protectlon from the 
elements and are a natural solution to the high- 
speed escape problem. However, previous capsule 
experiences in the USAF have led to a generally 
had reputation for capsule escape systems. The 
two operational capsules that have been flown (the 
F-Ill and the B-lA, the B-1B has election seats) 
were based on technologies that are 20 years old 
or more (Figure 1). This lack of technological 
capability led to designs that were heavy and 
difficult to make feasible. The F-Ill capsule now 
weighs 3,300 lb (crew of two), includes a large 
portion of the forward fuselage and contains many 
heavy instruments and controls. The R-1 capsule 
weighed nearly 10,000 lb (crew of 6 )  which result- 
ed in a similar weight per crew member to that of 
the F-Ill (about 1,700 lb). In contrast, an 
ejection seat with the capabilities sought by the 
The M/F rate for 
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Figure 1. F-111 and B-1 Capsules 
CREST demonstrator escape system is expected to 
weigh from 600 to 700 lb for one person when 
ejected. The comparatively higher weight of 
capsules leads to greater penalty to the aircraft 
and, because of aircraft weight limitations 
imposed, it is difficult to achieve the same 
perfomance levels as those possible for an 
ejection seat. 
number of reasons. The underlying reason is that 
the escape system designs were constrained by 
predetermined fuselage structural designs and crew 
stations. This led to excess volume in the 
capsules which allowed capsule wejght increases 
caused by other aircraft systems. This approach 
also precluded the use of an insertable capsule 
which would reduce the amount of aircraft struc- 
ture carrterl in the capsule and allow a minimum 
volume f o r  the capsule. Lack of todays technolo- 
gies prevented solutions to the problem of crew 
station/capsule weight as well. The older crew 
stations were full of control panels with their 
associated boxes, control units, computers and 
The capsule weights are high for a 
countless wires. These combined weights added to 
the total that the escape rocket system had to 
accelerate. In addition, relatjvelv dumb rockets 
and control svstems were used that lacked effi- 
ciency and generally ended up undersi~ed due to 
weight growth of the capsules. Another problem 
with the previous capsules was the method of 
landing them after an ejectjon. The most effi- 
cient approach at the time was to use inflatable 
airbaEs to absprb landing impact during parachute 
descent. This approach has a llmfted performance 
envelope which has led to a 15 - 2@ percent major 
injurv rate due to landing impact for the F-111. 
A factor that added to the weight problem and 
created maintenance difficulties was that the 
r-111 and B-1 rapsules were integral to their 
aircraft fuselage and used explosive shaped 
charges as the means of separating for ejection. 
This meant that all capsule subsystems were 
accessible only through the skin on the fuselage. 
Periodic refurbishment of the capsule involved 
removing much of the skin and replacing all 
pyrotechnic components. This scarred past for 
escape capsules has severely limited investment 
toward future capsule escape systems. 
of consciousness and ingress and egress in a 
chemically or biologically contaminated (CB) 
environment. Todays fighter aircraft are designed 
to be able to turn at 9 G while fighter pilots can 
only withstand 7 to 9 G through intensive physical 
efforts. Also, these aircraft are capable of 
reaching acceleration levels of 9 G faster than 
pilots bodies can compensate for them. This 
situation has led to 7 deaths of Air Force pilots 
directly attributed to G loss of consciousness 
since 1983. Finally, there is no current method 
for ingressing or egressing the cockpit in a CB 
environment while keeping the cockpit "clean". 
Efforts are underway to develop ways to keep the 
environmental control system air free of contam- 
ination through the use of catalytic converters or 
a closed loop system, hut the pilot must be 
allowed in and out of the crew station. The 
current approach uses a dirty cockpit and the 
pilot must wear cumbersome, hot protective gear 
while flying the mission. 
DISCUSSION 
Two other areas of concern are G-induced loss 
The Air Force Wright Aeronautical Laboratories, 
Aircrew Protection Branch has engineered an 
approach to providing capsule escape over the last 
four years with encouraging results. The solution 
involves integration of capsule, crew station, 
airframe, and crew member requirements and empha- 
sizes the need for an independent crew station and 
escape system design group whose requirements must 
be included in future aircraft development pro- 
grams. The program focused on providing high 
speed escape capability with maximum escape system 
performance, protection from aircraft combat 
accelerations and ingress and egress in a CB 
environment. 
effort known as Concept Development of a Canopy 
Escape Module was based on the F-16 geometry as 
shown in Figure 2. The F-16 has a large, single- 
piece transparency that is convenient for attach- 
ing a crew station to form a capsule. Also, there 
The escape capsule design that emerged from our 
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Figure 2. Canopy Escape Module 
was recent data available on the F-16 and a 
prototype F-16 aircraft was at our disposal. The 
effort focused on providing safe escape capability 
up to a maximum 950 KEAS and the best combat 
acceleration (G) protection possible. The design 
really began with the G protection issue in order 
to define the pilot position. 
escape subsystems were put around the pilot and 
fitted within the F-16 fuselage. This left a 
certain volume for the crew station which was less 
than optimum. The width of  the F-16 at the crew 
station does not allow much room beside a reclined 
pilot. In the ideal case, the crew station 
requirements would have the opportunity to drive 
fuselage design. Following crew station design. 
aircraft to capsule interfaces were addressed and 
methods of ingress and egress in a CB environment 
proposed. 
A capsule and 
Reclined Seat & Minimum Weight Capsule 
The approach to G protection was to recline the 
seat to reduce the column of blood between the 
head and heart. A 65 degree reclined seat was 
designed that could provlde protection up to 9 to 
12 G without requiring the pilot to perform 
strenuous anti-G exercises while trying to fight 
the enemy. (See Figure 3 below.) 
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Figure 3 .  Reclined Seat Design with 5th and 95th 
Percentile USAF Male Pilot Outlines 
Having a reclined seat helped reduce capsule 
weight by minimizing the cross-sectional area. 
This lowered the propulsion weight requirements by 
reducing capsule aerodynamic drag. The capsule 
was made insertable into the airframe to avoid 
having to accelerate aircraft fuselage structures 
during ejection. 
designed to be made of composite materials and 
molded around the minimum volume required for the 
crew station. The weight of the crew station was 
minimized by taking advantage of predicted techno- 
logies for the year 2010. The head-up display 
would be projected from the helmet, and voice 
control, eye tracking and artificial intelligence 
would be used to minimize the number of instru- 
ments and controls required. The front displays 
would be flat panel type to eliminate all CRTs 
from the crew station. Finally, all display 
generators, control units, radios, and other 
avionics would be outsjde the capsule with data 
transfer through fiber optics o r  coaxial cable. 
As a result the only weights required for the 
capsule are structure, escape systems, display and 
control input devices, and the crewmember. The 
resulting capsule weight to meet todays aircraft 
performance of 800 KEAS is just over 1200 lb and 
the associated weight penalty to the aircraft only 
increased by 27 percent (117 Ib) over that esti- 
mated for an ejection seat based on the CREST 
technologies. 
Escape System Design & Performance 
The body of the capsule was 
This Canopy Escape Module (CEM) design was able 
to incorporate the same controller technologies 
being developed for the CREST demonstrator and 
added a highly controllable propulsion system. 
The propulsion system uses gel propellants which 
consist of thickened liquid oxidizer and fuel. 
These materials ignite instantlv when they meet 
which eliminates the need for igniters and allows 
pulsing of the propellant for a very simple but 
effective throttling method. These propellants 
are highly efficient and can be used more effi- 
ciently compared to solid propellants which cannot 
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be started'and stopped at will. 
system was sized by estimatfng the amount of 
propellant required to bring the capsule to a stop 
fron a maximum speed dive at sea level and compar- 
ing the results to the propellant required to 
recover the capsule at maximum velocity at Mach 
3.5. It was estimated that a 9.50 KEAS capable 
capsule with 190 lb of propellant could recover 
the capsule with only one second remaining to 
impact in a 950 KEAS vertical dive. The high 
altitude case for a 950 KEAS capsule (42,000 ft) 
requires large amounts of propellant due to the 
high velocity of 3400 ft/s (compared to 1600 ft/s 
at sea level). It takes far longer to slot. down 
from such a high speed, but the 190 lb of propel- 
lant was found to be adequate since the accel- 
erations could be much lower. By having a gel 
propulsion system and adding an appropriate ground 
sensor, it was possible to add a retrorocket 
landing capability. The same propulsion system 
used for ejection would be reused to brtng the 
capsule to a stop on the ground regardless of wind 
and slope conditions. This landing method can be 
achieved at a lower weight than airbags and can 
reduce the landing injury rate dramatically. 
Crew Station Design & Considerations 
The propulsion 
The CEM crew station that resulted from reclin- 
ing the pilot into a low-profile capsule led to 
some potential problems. The total surface area 
available for controls and instruments is only 
half of that for our current fighters. In addi- 
tion, the reachable and visible area in flight is 
less than one-fourth of that currently available. 
Part of this severe limitation was caused by the 
F-16 fuselage and bubble canopy geometries. Some 
increase in side panel area can be expected in 
future fighter aircraft. However, the available 
space will still be very limited due to the 
reclined position of the pilot. This wjll require 
a tremendous change in crew station design and the 
overall ptlot vehicle interface. To accomplish 
the necessary changes, the aircraft will have to 
have a pilot's associate to automate many of the 
functions currently being performed by the pilot. 
The best solution involves the use of the Super 
Cockpit as proposed by the Human Systems Division 
which would have the helmet project a complete 
computer enhanced world through the pilot's visor. 
This computer world would be overlaid on the real 
world to highlight threats, course information, 
targets, and assist the pilot's orientation. This 
super cockpit would also have an audio system that 
could cue the pilot in three dimensions by having 
threats and other things announce themselves to 
the pilot from specific directions. When combined 
with voice control, the pilots ability t o  tell the 
aircraft systems what to do, these technologies 
would eliminate the current dependence on control 
surface area and a multitude of knobs and switch- 
es. Another effect of reclining the pilot is to 
make. it more difficult to search the space around 
the aircraft for threats. This is most difficult 
in the rearward direction where much of the danger 
i s  coming from. Pilots currently whip their heads 
around to compare their attitude with the attitude 
of their enemy. Preventing them or making it 
difficult for them to do this would make this 
system impossible to achieve unless there is an 
even better approach. Our efforts have led to a 
proposal that the pilot could  take advantage of 
Super Cockpit swtern capahi!ities to allow the 
pflot tn perform combat rranouvers while looking In 
the forward djrection. The three dimensional 
audio capability would CUP the pilot to the 
enemy's location ar.d the helmet display would 
praject a rearview mirror lmage at a location 180 
degrees from the direction of the sound (and the 
enemy). This image would show the orientation of 
the enemy aircraft and would provide a consistent 
reference for the pilot to act on. The pilot 
could then maintain his own head and body attitude 
relative to his aircraft and would have easier 
access to the other fnformation needed to malntain 
maximum aircraft performance. The pilot would 
stay in the best position for G protection and 
would be hetter able to maintain concentration and 
awareness during combat maneuvers. 
Capsule/Aircraft Interfaces & CB Ingress/Egress 
The fact that the capsule was designed to be 
insertable led to several benefits. The capsule 
and its volume became independent of other air- 
craft changes to a large extent. This way when 
fuselage weight increases in the nose ,  the capsule 
weight doesn't increase by default. A l s o ,  bv 
being inserted into the fuselage, the capsule 
could be removed for maintenance of both the 
capsule and the fuselage components surrounding 
it: In order tn accomplish this, some kind of 
latching mechanism would be required between the 
capsule and the airframe. There would al.so have 
to be a rel.easahle interface between the two 
structures for power, data transfer, avd environ- 
menta! control system air. This removability of 
the capsule has the potential to provide a CB 
ingress and egress mechanism. The pilot could be 
left in the cockpit while it is removed and 
replaced by another pilot and cockpit. This would 
allow aircraft turnaround along with time for 
careful decontamination of returning capsules. 
Another approach for CB ingress and egress was 
proposed with less dependence on technology and 
support equipment. A plastic curtain could be 
deployed around the open crew station between the 
canopy and the canopy sill. This curtain would 
have a special zipper on it matching a zipper on a 
large impermeable suit. When these zippers are 
mated an airlock is created between the suit and 
the canopy (or  shelter). This entire system might 
last several uses before being disposed of and 
replaced. (See Figure 4 . )  
CONCLUSIONS 
Previous escape capsule experiences in the USAF 
have led to a reluctance to pursue such escape 
systems for future fighter aircraft. Our efforts 
have shown that emerging technolngies will allow a 
capsule to be developed that offers the maximum 
escape system performance at a small increase in 
weight penalty to the aircraft. New technologies 
are available which allow safe escape over a 
larger portion of the aircraft flight envelope and 
can greatlv reduce landing impact injuries. A 
concerted and integrated crew station and escape 
system design can lead to greatlv improved pilot 
performance by providing increased G protection 
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Figure 4. Proposed CB Protection System 
and advanced crew station technologies. The CEM 
has been designed to achieve these improvements 
while reducing maintenance problems by having a 
removable capsule. The serious problem of ingress 
and egress in a CB environment can be overcome by 
using the removable capsule as a transfer means. 
Another approach has been proposed involving a 
plastic curtaln around the open cockpit ar?d a 
large plastic suit that can be zipped to the 
curtain forming an airlock. 
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ChLMICAL TdARFARE PROTECTION FOR THE COCKPIT OF I'UTURE AlRCPAFT 
William G. Pick1 
Air Force Wright Aeronau t j ca l  L a b o r a t o r i e s  
Aircrew P r c t e c t i o n  Branch 
Clr ight-Pat terson AFB, Ohio, 45433-6553 
C u r r e n t l y  systems are b e i n g  developed which 
w i l l  f i l t e r  chemical and b i o l o g i c a l  contaminants  
from crew s t a t i o n  a i r .  I n  o r d e r  t o  maximize t h e  
b e n e f i t s  of  t h e s e  sys t ems ,  a method of keeping t h e  
c o c k p i t  contaminant  f r e e  d u r i n g  p i l o t  i n g r e s s  and 
e g r e s s  i s  needed. One s o l u t i o n  i s  t o  u s e  a 
r e c t a n g u l a r  p l a s t i c  c u r t a i n  t o  seal  t h e  f o u r  edges 
of t h e  canopy frame t o  t h e  canopy s i l l .  The 
c u r t a i n  i s  s t o r e d  i n  a t r a y  which i s  r e c e s s e d  i n t o  
t h e  canopy s i l l  and u n f o l d s  i n  acco rd ion  f a s h i o n  
a s  t h e  canopy i s  r a i s e d .  A two way z i p p e r  deve l -  
oped by Calspan cou ld  b e  used a s  an  a i r l o c k  
between t h e  p i l o t ' s  o v e r s u i t  and t h e  cockp i t .  
Th i s  sys t em e l i m i n a t e s  t h e  p i l o t ' s  need f o r  heavy 
and res t r ic t ive  Cb g e a r  because he would neve r  be  
exposed t o  t h e  chemica l  w a r f a r e  environment.  
INTRODUCTION 
The S o v i e t ' s  r e c e n t  u s e  of  chemical  w a r f a r e  
a g e n t s  and t o x i n s  i n  Afghan i s t an  shows t h e i r  
w i l l i n g n e s s  t o  u s e  chemical  weapons t o  ach ieve  
t h e i r  m i l i t a r y  g o a l s .  
two purposes .  The f i r s t  i s  t o  cause  d i r e c t  
c a s u a l t i e s  on enemy pe r sonne l .  The second i s  t o  
r educe  t h e  o p p o s i t i o n ' s  performance by f o r c i n g  hjm 
t o  wear a restrictive Chemical and B i o l o g i c a l  (CB) 
p r o t e c t i v e  ensemble w h i l e  working in a contaminat-  
ed environment.  
Cur ren t  a i r c r a f t  have no means o f  p r e v e n t i n g  
t h e  con tamina t ion  of t h e  c o c k p i t  i n t e r i o r  when t h e  
a i r f i e l d  h a s  been chemica l ly  a t t a c k e d .  Because 
t h e  c o c k p i t  is " d i r t y "  t h e  p i l o t  must wear a heavy 
p r o t e c t i v e  s u i t  t h roughou t  h i s  mi s s ion .  The 
c u r r e n t  CB ensemble c o n s i s t s  o f :  a MEXJ-I3/P 
chemical-biological-oxygen mask (CBO), a b u t y l  
rubber  hood, a CRU-8O/P c h a r c o a l  f i l t e r  pack, an  
active c h a r c o a l  impregnated undergarment,  and 
b u t y l  rubbe r  g l o v e  i n s e r t s .  In  o r d e r  t o  p r o t e c t  
t h e  p i l o t  from l i q u i d  con taminan t s ,  a p l a s t i c  
overcape and ove rboo t s  are worn by t h e  p i l o t  
u n t i l  he  r e a c h e s  t h e  a i r c r a f t .  The CB ensemble 
r educes  p i l o t  performance by d e c r e a s i n g  head 
m o b i l i t y  and p e r i p h e r a l  v i s i o n ,  and by i n c r e a s i n g  
h e a t  build-up unde rnea th  t h e  CBO and t h e  rubber  
hood. 
d e f e a t s  t h e  f i r s t  purpose of  a chemical  a t t a c k ,  i t  
f a l l s  victim t o  t h e  second. T h i s  l e a d  t o  o u r  
development of  a CB p r o t e c t i o n  system concept  
which p r o t e c t s  t h e  p i l o t  from CB a g e n t s  i n  a 
manner which minimizes  t h e  n e g a t i v e  impact on 
p i l o t  performance ( s e e  f i g u r e  1). 
A chemical  a t t a c k  serves 
Although t h e  c u r r e n t  CB p r o t e c t i o n  system 
CHEMICAL BIOLOGlChI PROTECTION SYSTEM 
The proposed CB p r o t e c t i o n  system c o n s i s t s  of  
a n  i n g r e s s / e g r e s s  system and a Cockpit  Atmosphere 
P r o t e c t i o o  System (CAPS). The i n g r e s s / e g r e s s  
system would keep t h e  p i l o t  from b e i n g  exposed t o  
contaminants  d u r i n g  h i s  t r a n s f e r  from t h e  pro- 
t e c t i o n  s h e l t e r  t o  t h e  a i r c r a f t .  The CAPS wou1.d 
ma in ta in  a contaminant  f r e e  environment i n s i d e  t h e  
cockp i t .  
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F i g u r e  1. PROPOSED CB PROTECTION SYSTEM 
INGRESS PROCEDURE 
The new i n g r e s s  p rocedure  would beg in  w i t h  
t h e  p i l o t  e n t e r i n g  an  impermeable o v e r s u i t  u s i n g  
a two-way z i p p e r  (such as  t h e  "Supertab" 
developed by Calspan f o r  t h e  Army) t o  form an 
a i r l o c k  between t h e  p r o t e c t i v e  s h e l t e r  and t h e  
o v e r s u i t .  The p i l o t  would then  t r a v e l  o u t  t o  
h i s  a i r c r a f t  p r o t e c t e d  by t h e  o v e r s u i t .  
would t h e n  i n g r e s s  t h e  a i r c r a f t  by u s i n g  t h e  
z i p p e r  t o  form an a i r l o c k  between t h e  p i l o t ' s  
o v e r s u i t  and CAPS. The p i l o t  would i n g r e s s  and 
e g r e s s  t h e  c o c k p i t  through a 3' 6" l ong  two-way 
z i p p e r  l o c a t e d  on t h e  s i d e  of t h e  c u r t a i n  ( s e e  
f i g u r e  2) .  Once i n s i d e ,  t h e  p i l o t  would z i p  t h e  
c u r t a i n  c l o s e d  and t h e  o v e r s u i t  would f a l l  o f f .  
To e g r e s s  t h e  c o c k p i t ,  t h e  p i l o t  would f i r s t  z i p  
h i s  s p a r e  o v e r s u i t  o n t o  t h e  i n s i d e  o f  t h e  
c u r t a i n .  H e  would then  t u r n  t h e  s u i t  i n s i d e  
o u t ,  pushing i t  through t h e  opening i n  t h e  
H e  
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c u r t a i n  s o  t h a t  i t  w o u l d  t b r n  be on t h e  o u t s i d e  of 
t h e  c u r t a i n .  He would then  r e v e r s e  t h e  i n g r e s s  
procedure and r e t u r n  t o  t h e  s h e l t e r .  The cse of 
o v e r p r e s s u r e  i n s u r e s  t h a t  no c o n t m i n a n t s  e n t e r  
t h e  c o c k p i t  through t h e  ;.ipper meclanism. The 
c o c k p i t  a i r  used t o  p rov ide  t h e  o v e r p r e s s u r e  could 
be  c l eansed  by a c a t a l y t i c  f i l t r a t i o n  system such 
as t h e  s y s t e m  b e l n g  developed b:r t h e  Envircnmental  
Control  proup o f  :he A i r  Force Wright Aeronau t i ca l  
L a b o r a t c r i e s .  The c v t r s u i t  and t h e  CAPS wculd 
p r o t e c t  t h e  p i l o t  from t h e  contaminated 
e n v i r o n s e n t .  T h i s  would a l l o w  him t o  f l y  h i 5  
mis s ion  f r e e  from t h e  h o t  and cumbersope CB 
ensemble. 
ORIGINAL PAGE IS 
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The RECTANGULAR CURTAIN ( s e e  f i g u r e  3) is 
LrsIgned t o  p r o t e c t  t h e  c o c k p i t  from CE a g e n t s  
when t h e  canopy is  raised by s e a l j n g  t h e  edges  of  
cl ie  canopy t o  t h e  canopy sill.  The c u r t a i n  cou ld  
c o n s i s t  of a t h i n  sanduich (approximately .006 
Inches  6 oz ret s q u a r e  ya rd )  of a nylon polymer 
f i l m  l amina ted  t o  a suppor t  s u b s t r a t e .  The 
c u r t a i n  u n f o l d s  and f o l d s  i n  acco rd ion  f a s h i o n  a s  
TRANSPARENT 
F i g u r e  2.  PILOT TRANSFER FROM SUIT TO COCKPIT 
OVERSUIT 
The o v e r s u i t  would b e  des igned  t o  p r o t e c t  t h e  
p i l o t  from l i q u i d  and vapor  con taminan t s  d u r i n g  
t r a n s f e r  t o  and from t h e  a i r c r a f t .  It would be  
c o n s t r u c t e d  from a l i g h t w e i g h t  (approximately 6 0 2  
p e r  s q u a r e  y a r d ) ,  f l e x i b l e ,  and tough material, 
which h a s  good CB b a r r i e r  p r o p e r t i e s  (one p o s s i b l e  
material is a Saranex b a r r i e r  f i l m  bonded t o  a 
Tyvek s u p p o r t  m a t e r i a l ) .  
d i s p o s a b l e  and des igned  so t h a t  one s i z e  would f i t  
the 1st th rough  99 th  p e r c e n t i l e  U.S. A i r  Fo rce  
p i l o t s .  The s u i t  would b e  large enough so t h a t  
t h e  p i l o t  cou ld  crawl i n t o  and o u t  o f  i t  easi1.y 
u s i n g  a 3' 6" opening a c r o s s  t h e  chest, which 
would be  s e a l e d  by one h a l f  of  t h e  two-way z ippe r .  
The p i l o t  would be  wearing a n  advanced f l i g h t  s u i t  
which would p rov ide  f i l t e r e d  a i r  d u r i n g  h i s  
t r a n s f e r  t o  t h e  a i r c r a f t  and some CB p r o t e c t i o n  i n  
case of  emergency e g r e s s  o r  a l e a k  i n  t h e  CB 
p r o t e c t i o n  system. 
COCKPIT ATMOSPHERE PROTECTION SYSTEM 
The s u i t  would b e  
The CAPS c o n s i s t s  of a RECTANGULAR CURTAIN, a 
STORAGE TRAY, a STORAGE TRAY L I D ,  INFLATABLE 
RUBBER SEALS, and a RETRACTION SYSTEM each of  
which are desc r€bed  below. 
F i g u r e  3. SIDE VIEW OF CAPS 
t h e  canopy is r a l s e d  and lowered. The c u r t a i n  
dimensions were developed u s i n g  t h e  F-16 c o c k p i t  
as  a b a s e l i n e .  Assuming a 3" l i m i t  i n  f o l d e d  
width t h e  c u r t a i n  would r e q u i r e  48 p a n e l s  t o  seal  
t h e  c o c k p i t  opening.  
s h o r t e r  i n  t h e  back,  t h e  wid th  of  t h e  f o l d s  would 
only b e  1". 
s i d e s  t a p e r s  from 3" a t  t h e  f r o n t  t o  1" a t  t h e  
rear. The c u r t a i n  i s  a t t a c h e d  a t  t h e  bottom t o  
t h e  s t o r e g e  t r a y  and a t  t h e  t o p  t o  t h e  s t o r a g e  
t r a y  l i d .  To p r e v e n t  t h e  c u r t a i n  from b i l l o w i n g  
o u t  from o v e r p r e s s u r e ,  p l a s t i c  s t i f f e n e r s  would be  
a t t a c h e d  t o  t h e  i n s i d e  edge o f  each  c u r t a i n  f o l d  
( s e e  f i g u r e  4 ) .  
s t r u c t e d  of n material which was 2" wide and .04" 
t h i c k .  
c r e a s e d  a t  t h e  c e n t e r  and f o l d e d  180 degrees .  The 
comblned we igh t  of t h e  c u r t a i n  and s t i f f e n e r s  
would b e  approx ima te ly  15 pounds. 
Because t h e  c u r t a i n  is 
The wid th  of t h e  f o l d s  a l o n g  t h e  
The s t i f f e n e r s  would b e  con- 
The material  would b e  c a p a b l e  o f  b e i n g  
CONTAMINATED 
ENVIRONMENT 
-*7 -Itsi 
F i g u r e  4.  CROSS CUT VIEW OF CURTAIN 
(Dimensions are i n  i n c h e s )  
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The SI'ORAGE TRAY ( s e e  f i g u r e  5) cou ld  he formed 
of a s i n g l e  molded p h s t i c  t r a y  which would be 
inipermeable to  chemical  a g e n t s  and weigh about  4 
pounds. The s t o r a g e  t r a y  would be  i n s e r t e d  i n t o  a 
r eces sed  groovt: i n  t h e  canc;py sill .  Thr width of 
t h e  b i n  would be  4" a t  t h e  f r o n t  of t h e  s i l l  and 
2" a t  t h e  back and would v a r y  l i n e a r l y  from 4" tc 
2" a l o n g  t h e  s l d e s .  The d e p t h  of t h e  t i n  cou ld  be  
3.5" and would depend on c u r t a i n  t h i c k n e s s .  The 
s e a l  i n s e r t  would a t t a c h  t h e  s t o r a g e  t r a y  t o  t h e  
bottom of  t h e  r e c e s s e d  groove i n  t h e  canopy sill.  
The s m a l l  i n d e n t a t i o n  a t  t h e  bottom of t h e  s t o r a g e  
t r a y  i s  t h e  gu ide  w i r e  channel  and a l o n g  i t s  
l e n g t h  are s o c k e t s  which would ho ld  t h e  gu ide  
wire r o l l e r s  i n  p l a c e .  
g u l d e  w i r e  t r a c k  i s  t h e  c u r t a i n  a t t achmen t  
s t r i p .  
To the r i g h t  o f  t h e  
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F i g u r e  5. CSOSS SECTTON O r  ClzpS 
The STORAGE TRAY L I D  cou ld  b e  formed of a 
s i n g l e  p i e c e  of  1/16" t h i c k  ha rd  molded p l a s t i c ,  
which would a l so  be impermeable to chemical  
a g e n t s  and would weigh about  1 pound. When the 
CAPS is no t  i n  u s e ,  t h e  pr imary purpose of t h i s  
p i e c e  i s  t o  serve as a l i d  t o  t h e  c u r t a i n  
s t o r a g e  t r a y  and i s  secu red  t o  t h e  s t o r a g e  t r a y  
by the t e n s i o n  i n  the g u i d e  w i r e s .  When CAPS is 
i n  use,  t h e  s t o r a g e  t r a y  l i d  s e r v e s  as t h e  means 
by which t h e  c u r t a i n  and g u i d e  w i r e s  are 
connected t o  t h e  canopy. 
The INFLATABLE RUBBER SEALS could be  made o f  a 
b u t y l  rubbe r  and would weigh approximately 2 
pounds. The seals cou ld  be  rounded on t h e i r  
o u t e r  s u r f a c e  and have t w o  hol low channe l s ,  one 
on each  s i d e .  
by a C02 c a r t r i d g e  which i s  a t t a c h e d  t o  each 
seal ,  t h e  seal  squeezes  t h e  seal i n s e r t .  The 
beaded shape  a t  t h e  end of  t h e  seal  i n s e r t  
p r e v e n t s  i t  from p u l l i n g  l o o s e .  One s e a l  would 
be  p l aced  i n  t h e  s t o r a g e  t r a y  recess of  t h e  
canopy s i l l  and t h e  o t h e r  wou1.d run  around t h e  
canopy edges.  
wires, g u i d e  w i r e  ro l le rs ,  and a t e n s i o n i n g  
mechanism. 
nylon and would b e  capab le  o f  w i t h s t a n d i n g  50 
When t h e  channe l s  are p r e s s u r i z e d  
The RETRACTION SYSTEM would c o n s i s t s  o f  gu ide  
The g u i d e  wires cou ld  b e  made o f  
pounds o r  t e n s i l e  f c r c e .  
be  l o c a t e d  on each  side o f  t h e  c u i t a i n .  The 
wires would he anchored t o  t h e  l i d  on one end,  
pass through grommets on t h e  s t i f f e n e r s ,  go 
sround t h e  r o l l e r s ,  p a s s  through t h e  w i r e  channe l ,  
and a t t a c h  a t  t h e i r  o t h e r  end t o  t h e  t e n s i o n i n g  
system. The purpose of t h e  gu ide  wires i s  t o  
e n s u r e  t h a t  t h e  c u r t a i n  f o l d s  p r o p e r l y  i n t o  t h e  
s t o r a g e  t r a y .  They would a lso suppor t  t h e  c u r t a i n  
and p reven t  e x c e s s i v e  b i l l o w i n g  due t o  
ove r -p res su re  o r  wind. 
c o n s i s t  o f  e i t h e r  a n  e lectr ic  motor and t a k e  up 
reels o r  some type  of s p r i n g  t e n s i o n  system. 
t o t a l  we igh t  of  t h e  t e n s i o n  sys t em is  estimated t o  
b e  10 pounds. 
OPERATION 
Two gu ide  wires would 
The t e n s i o n  system cou ld  
The 
While the a i r c r a f t  i s  i n  a s a f e  environment ,  
t h e  i n f l a t a b l e  rubbe r  s e a ?  i n  t h e  canopy frame 
would b e  l e f t  d e f l a t e d .  T h i s  would leave t h e  
s t o r a g e  t r a y  l i d  a t t a c h e d  t o  t h e  s t o r a g e  t r a y ,  
a l lowing  normal i n g r e s s  and e g r e s s .  Once t h e  
a i r c r a f t  h a s  been exposed t o  contaminants  t h e  
i n f l a t a b l e  rubber  seal i n s i d e  t h e  canopy frame 
would be  p r e s s u r i z e d  by i ts  C02 c a r t r i d g e  b e f o r e  
t h e  canopy is r a i s e d .  The C02 c a r t r i d g e  can b e  
a c t i v a t e d  from e i t h e r  t h e  I n s i d e  o r  t h e  o u t s i d e  
of  t h e  c o c k p i t .  The s t o r a g e  t r a y  l i d  i s  now 
f i r m l y  a t t a c h e d  t o  t h e  canopy frame. A s  t h e  
canopy is r a i s e d  t h e  l i d  p u l l s  t h e  p l a s t i c  
c u r t a i n  o u t  o f  t h e  s t o r a g e  t r a y  and t h e  c u r t a i n  
s t i f f e n e r s  s l i d e  up the g u i d e  w i r e s .  
canopy I s  lowered the g u i d e  w i r e s  i n s u r e  t ha t  
t h e  c u r t a i n  f o l d s  i n t o  t h e  s t o r a g e  t r a y  
p rope r ly .  The seals would remain p r e s s u r i z e d  
u n t i l  t h e r e  i s  t i m e  t o  decontaminate  t h e  
a i r c r a f t  and r e p l a c e  the CAPS. 
CONCLUSION 
A s  t h e  
The CAPS would b e  a l i g h t  weight  
(approximately 35 pounds) d e v i c e  which would 
p r e v e n t  contaminants  from e n t e r i n g  t h e  cockp i t .  
The CAPS h a s  the advantage of remaining passive 
u n t i l  CB a g e n t s  are d e t e c t e d ,  when it can b e  
a c t i v a t e d  by t h e  push of a b u t t o n .  CAPS can b e  
removed and r e p l a c e d  q u i c k l y  and e a s i l y  when t h e  
a i r c r a f t  h a s  beep decontaminated.  CAPS makes 
u s e  of  a doub le  z i p p e r  mechanism which, when 
combined w i t h  an  impermeable o v e r s u i t ,  a l l o w s  
t h e  p i l o t  t o  t r a n s f e r  s a f e l y  from a p r o t e c t i v e  
s h e l t e r  t o  t h e  c o c k p i t .  This means t h e  p i l o t  
could t r a n s f e r  t o  h i s  a i r c r a f t  w i thou t  e v e r  
b e i n g  exposed t o  t h e  CR environment which would 
d e f e a t  t h e  f i r s t  purpose o f  a chemical  a t t a c k .  
The CAPS would a l l o w  t h e  p i l o t  t o  ma in ta in  t h e  
same performance l e v e l  h e  had b e f o r e  the 
a i r f i e l d  was contaminated,  d e f e a t i n g  t h e  second 
purpose o f  a chemical  a t t a c k .  
REFERENCES 
1, "Soviet  Chemical Weapons Threa t  ,I1 
DST-1620F-051-85, Department of  
Defense I n t e l l i g e n c e , l 9 8 5 .  
31 1 
2. Merrifield, John, "USAF Crews Jncreasing 
Proficiency In Chemical Defense 
Clothing," Aviation Week and Space 
Technology, July 26 ,  1986, 73-78. 
3. Hubert. James Capt, Alexander, Kristen Capt, 
and Pickl, William, "Concept Development O f  A 
Canopy Escape kioiodule," AFWAL-TR-88-3C49, Air 
Force Systems Command, Aeronautical Systems 
Division, Wright-Patterson Air Force Base Ohio, 
May, 19S8. 
4. Thompson, Al, and tienneman, Teresa, "Technology 
Impacts Of Advanced Technology Crew Protectlon 
(ATCP)," AFWAL-TR-85-3074, Air Force Systems 
Command, Aeronautical Systems Division, 
Wright-Patterson Air Force Base Ohio, December 
1985. 
\ 
5 
5. Pilie, Roland, et al., "Interchange Mechanfsm 
For Multiple Fasteners," Patent number 
4,485,534, United States Patent, Dec. 4, 1984. 
6 .  Pilie, Roland, et al., "Entrance And Egress 
System For Protective 
Shelters And Garments," Patent number 
4,485,489, United States Patent, 
Dec. 4, 1984. 
312 
ORK;INAL PAGE IS 
OF POOR QUALITV 
N89-19860 
Hobert S .  Kennedy*, Marshall 8. Jones**, 
Denrii.s H. Baltzley* 
*Essex Corporation 
1040 Woodcock Road, Suite 227 
Orlando, Florida 32803 
**Milton S .  Hershey Medical Center 
Pennsylvania State University 
Hershey, Pennsylvania 17033 
ABSTHAC'P 
A major application of isoperformance is as 
a trade-off methodology of the thrce major 
drivers of system design; equipment, training 
variables, and user characteristics. The 
flexibility of isoperformance allows each of 
these three components to be nearly any 
ratiorial variation. For example, aptitude may 
be military Armed Forces Qualification Testing 
(AFQT) categories, cutoff scorf?s within a 
selection procedure, or simply dichotomizing 
high arid low scorers (pass/fail). Equipment 
may be new versus old, "smart" versus "dumb", 
high versus low resolution, etc. Training may 
be short versus long or varieties of media 
typcs (lecture versus CAI/CFJI versus self- paced 
workbooks). 
In its final computerized form 
isoperformance lets the user set an operational 
level of performance (e.g., a jet pilot in a 
simulated emergency must take prescribed 
corrective action and clear the plane in 
several seconds, pilot astronauts will check 
out all shuttle flight systems within 30 
minutes, or Mission Specialists must handle 
successEully a required number oE job 
elements). At this point the computer program 
guides the user through any requested 
trade-ofEs of the three components whi.le 
maintaining the specified operational level oE 
performance through "isoperformance curves." A 
demonstration of the computer program is 
currently available. 
INTRODUCTION 
Since the 1950's applied behavioral 
scientists working in the fields of systems, 
training, and selection have remained largely 
independent from each other. Within most 
organizations the various policy management 
guides and functional mission statements 
reinforce this separation. Historically, in 
systems research work, human Eactors 
practitioners have been taught that their role 
is to gather these human input/output data 
(transfer functions) and determine how they 
interact with their equipment (or physical and 
environmental stimuli). These data would then 
be used to generate standards and 
specifications which could then be used by 
design engineers to improve systems 
performance. Human factors experts also 
believed that design engineers were eagerly 
awaiting these data to incorporate into new 
systems which would permit efficient allocation 
of functions between man and machines (Fitts, 
1951; Taylor, 1963). This goal was naive; 
attention must be given to techniques whose 
goals are to improve decision making in systems 
research by employing as a strategy the notion 
of "trade-off technoloqy." 
The isoperformance approach (Jones, 
Kennedy, Kuntz, & Baltzley, 1987) is based on 
the premise that differing combinations (i.e. 
trade- o f f s )  of individual differences, 
training, and equipment variables can lead to 
the same desired outcome in total operational 
systems performance. It is called 
isoperformance (is0 meaning same) and is a 
conceptual approach to systems research in 
human engineering. The key ingredient of 
isoperformance is to invert the question of 
operational perEormance enhancement by setting 
a desired level of performance and derive how 
it can be attained by different combinations of 
personnel, training, and equipment. The goal 
is that once these combinations have been 
determined, choices among them can be made in 
terms of maximum Eeasibilitics or minimum 
costs. The program takes into account 
technology advancement and systems, personnel, 
and training research. It leaves an audit 
trail of the decision process. 
Development of the Isoperformance Concept. 
The isoperformance concept originally surfaced 
out of our scientific human engineering studies 
and experiences on military flight simulators. 
The simulator experiments sought to identify 
which equipment features best promoted 
acquisition of flying skills (Lintern, Nelson, 
Sheppard, Westra, & Kennedy, 1981) and followed 
the holistic design philosophy of Simon 
(1976). This approach reports the size of main 
effects of "equipment features" like display 
resolution, luminance and contrast or scene 
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content, and permits comparison oE thcx 
eEEects (in ternis o E  size) with reliable 
individual diEEerenccs like visual contrast 
sensitivity, dark Eocus, or video game 
perEormance, as we1 l as training improvcments. 
The data E r o m  thcse studics were gericrally 
reported in ternis OE percent of variance 
accounted €or, for each variable, and a meta 
analysis of the relative contributions has been 
made over all the studies (Jones, Kennedy, 
Baltzley, & Westra, 1988) over a nine-year 
period oE our association with the project. 
The present authors concluded that in thcse 
studies, when comparing aptitude, training, and 
equipment, re1 iable individual d i  EEerences 
(aptitude) explained substantially more 
(usually twice as much) oE the variance in the 
task performance than either practice or 
equipment. From this relationship has stemmed 
the isoperEormance concept oE trading o f €  the 
three perEormance predictors where it appeared 
that individual diEEerences (reliable 
diEEerences, not error) played a large part. 
In earlier conceptualizations an Omega 
Squared (Hays, 1977) meta analysis was 
attempted €or a large portion oE the published 
human Eactors literature in order to identiEy 
the relative contributions oE individual 
diEferenccs versus training versus equipment 
features. Tn this work, over 10,000 citations 
from the body oE literature in the Eield 
produced less than 0.1% which possessed and 
reported data in suEEicient detail in order to 
be able to perEorm an adequate analysis oE 
eEEect size (Jones, Kennedy, Turnage, Kuntz, & 
Jones, 1986). These Eindings presented a 
sobering commentary on the state oE the 
existing literature €or grounding the 
development oE trade- of€ methodologics on 
empirical Eindings. 
However, there are several other 
alternatives. Expert judgments, based on 
knowledge oE the technical literature, can be 
heavily constrained to make inEerences in the 
form of estimates (Jones, Kennedy, Kuntz, & 
Baltzley, 1987). Alternatively, Eormal 
experiments can be carried out and implemented 
under an innovative technical Eramework such as 
we (Kennedy. Jones, & Baltzley, 1988) have 
showed where a considerable amount oE the 
explainable variance in task perEormance 
remained aEter blocking out the results 
according to dictates oE the isoperEormance 
methodology. Other methods also exist when 
empirical data is unavailable. 
Structural Elements in Isoperformance. 
There are three main elements in the 
isoperEormance methodology. These include 
individual diEEerences, training, and equipment 
variations. several synonyms are used in this 
report Eor these three dimensions. 
a. Individual Differences. These 
differences include all of the many 
identiEiable characteristics of people from 
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sensory sensitivities, strength and 
anthropometric VdriableS to mental capabi lit ies 
and motor skills. The military, €or example, 
employs the multidimensional Armed Forces 
Qualifications Test (AFQT) where anyone 
classiEied below Category 4 is not accepted 
(Maier & GraEton, 1980). Nevertheless, even 
with these restrictions in range (Sims & Hiatt, 
1981). individual difEerences among military 
personnel are great. For example, in naval 
aviation, stringent visual examinations are 
used €or acceptance, yet the distance at which 
one pilot customarily can detect opponent 
aircraft is sometimes 50 70% better than 
another, resulting in 2-3 mile advantages in 
early detection. Moreover, some pilots who are 
better at visual detection can even "outsce" 
the poorer ones when the latter use telescopes 
(Jones, 1981, personal communication). In this 
example, i E  equipment Eactors were evaluated to 
determine eEEects on perEormance in terms oE 
the amount oE accountable variance, one could 
not adequately assess the question without 
taking into account the diEEering visual and 
perceptual capabilities oE the individual 
pilots. Cognitive and other mental 
capabilities also show wide variation (cE., 
SchoenEeldt, 1982, €or a review). These 
relations are similarly available in industry 
and business although perhaps not as well 
documented - 
b. Training. Training or practice can 
also be viewed under several diEEerent rubrics 
such as the number and length oE trials, 
instructional systems (e.g., lecture, 
on-the-job, text), simulator vs. embedded 
training, or the type oE practice regimen 
(massed versus distributed). In the 
discussions which Eollow, when we employ these 
and other denotations to report the specific 
outcomes, it is always our intention to connote 
the more general notion oE the broader class o f  
the dimension. 
Specifically, a recent review oE the lawEul 
relationships from the scientiEic literature 
related to training has been completed (Lane, 
1986). The sheer magnitude oE the information 
in the report defies simple explanation. For 
example, learning curves vary in their shape. 
Tasks that are primarily conceptual may show 
plateaus or large gains with short amounts oE 
practice. However, skill acquisition and 
procedural tasks generally show the 
"traditional learning curve." The shape o f  the 
learning Eunction is such that the most rapid 
amount oE training eEEect occurs initially and 
the best description of the overall 
relationship is that log performance (or 
practice) is a linear Eunction of log practice 
(Newell & Rosenbloom, 1981). Thus, ranges of 
improvement in perEormance during Eormal 
training can be an order oE magnitude of 
improvement €or each epoch of time spent in 
training (cf. Hagman & Rose, 1983; Lane, 1986; 
Schendel, Shields, & Katz, 1978). Improvements 
oE as much as 500% are not unusual. Such a 
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range o€ iinprovements can temper any expected 
change due to equipment €actors and, because o€ 
their size, must be included in planning €or 
technological design oE the workplace. 
The problem outlined above is riot one which 
will lessen with time but rather Lhe converse. 
It is believed that the problem of Eunctjon 
allocation becomes more critical with t.he 
growing complexity and sophistication of 
machine systems. Consideririg the survey oE the 
literature (Jones et al., 1986) it is believed 
a systematic methodology, such as 
isoperEormance, can be provided to account €or 
man/machine interEace problems and present 
decision aids to create trade-oCE alternatives 
Erom the human side of  the combination wi1.h no 
loss oE operational proficiency. 
c. Equipmet& By equipment comparisons 
we may mean Eeatures that can be varied on a 
single piece of hardware (e-g., brightness, 
resolution or contrast or several disparate 
engineering options (e.g., artiEicial 
intelligence versus unaided displays) or 
diEferent software modifications (e.g., rate 
aiding, predictor display). Equipment is also 
a term that can encompass many of the new 
workplace technologies including office 
automation systems and computerized 
manuEacturing systems. Under certain 
circumstances "equipment" could mean two models 
or versions of a system or it could be 
simulator versus actual aircraEt. 
The IsoperEormance Methodoloqy. Cost- 
efEective methods may proceed in either oE two 
general ways. The more Eamiliar is to fix 
costs and maximize eEEectiveness. One gets, as 
the popular phrase puts it, "the biggest bang 
for the buck." The alternate procedure is to 
Eix eEEectiveness and minimize health, safety, 
personnel, training, equipment, and manpower 
costs - to get "the same bang in the least 
cost ly and most exped i t ious way - " Thj s la t t er 
approach leads naturally to trade-ofEs among 
the cost factors and is the approach taken by 
isoperEormance methodology (Jones et al., 1987). 
The heart of this methodology is the 
isoperEormance curve. With respect to aptitude 
levels and training times such a curve looks 
like the one given in Figure 1. The Y-axis is 
aptitude measured, €or example, by cut-off 
scores. For this example let's suppose there 
were Eive categories within which incumbents or 
applicants could €all (two high, two low, and a 
middle category) on a particular aptitude 
test. The X-axis is training time in weeks. 
The job might be that of a computer operator. 
The curve drawn is for 80% proficient. That 
is, any point on the curve (any of the 
indicated combinations of aptitude level and 
training time) will produce personnel 80% oE 
whom are proficient at the job. Thus, iE one 
has  high-aptitude applicants (for example, in 
the highest cut-oCf categories) 80% proficient 
can be reached in roughly eight weeks. With 
lower aptitude people more training time is 
needed and €or some aptitude levels (The lowest 
cut-oCE scores) no amount oE training time up 
to the maximum considered will suEfice to 
produce computer operators 80% of whom are 
proEicient. 
1 12 23 
Weeks 01 Training 
Figure 1. An isoperformance curve Eor 80% 
proficient. 
lsoperformance curves come in families. A 
separate and distinct isoperEormance curve 
exists for every level o€ performance that one 
specifies. Thus, iE one were to specify 50% 
proEicient, €or example, one would get a 
diEferent curve than the one that appears in 
Figure 1. Note that the second curve (Figure 
2) lies to the leEt and down from the first 
curve presented. It takes less time to train 
the same people to the lower level oE 
pertormance or, in the alternative, Eor the 
same amount oE training time the lower level of 
proEiciency can be attained with lower aptitude 
personnel. 
A pair of curves quite similar to the pair 
in Figure 2 can be obtained in a quite 
diEferent way. Suppose one were to automate 
part of the computer operator's job by 
providing hidher, perhaps, with more advanced 
computer equipment that was itself easy to use 
(which is done with some regularity). With the 
new equipment the job becomes considerably 
simpler so that the same objective results can 
now be achieved by lower aptitude people or 
with less training time. The situation is 
depicted in Figure 3.  Again there are two 
curves, but this time the two curves correspond 
to two equipment variations and both represent 
the same level of perEormance. Any point on 
either curve suEEices to produce personnel 80% 
oE whom are proEicient. Using the new 
equipment the same people can be trained to the 
same level o f  performance (80% proEicient) in 
less time. Or, €or a given amount o€ training 
time, the same level o€ performance can be 
achieved with lower aptitude personnel. 
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Figure 2. 1% isoperformance curves, one for 
80% and the other for 50% proficient. 
t 
u 4  
d 
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1 
1 12 23 
Weeks of Training 
Figure 3 .  'ItJo isoperformance curves, one for 
each of two equipment conEigurations, 
but both for the same job and the same 
level oE performance. 
IsoperEormance curves must be evaluated 
beEore any conclusion can be reached. Any 
point on either of the two curves in Figure 3 
will produce 80% proficient personnel - but 
which point is best? To answer this question 
one invokes other cost considerations. 
Category 1 and 2 people may be in such demand 
for other jobs that they must be regarded as 
unavailable. Training times in excess of  12 
weeks may be excessively expensive. Figure 4 
re-presents Figure 3 marked to reflect these 
two considerations. Since category 1 and 2 
personnel are excluded by reason of 
unavailability, and category 3 personnel (or 
lower) require more than 12 weeks to reach 80% 
proEicient using the original equipment, there 
is no solution to be obtained using equipment 
configuration A. The alternative equipment, 
however. does provide a range of solutions. 
Any point on the lower curve between the 
horizontal and vertical bars would be 
acceptable insofar as personnel availability 
and training costs are concerned. They might 
not bc equivalent, however, on other counts. 
It might be, for example, that training schools 
Eor computer operators must extend at least 
eight weeks, shorter lengths oE time being 
impractical for scheduling reasons. The 
solution would then have been narrowed to the 
second equipment configuration (B), category 3 
and 4 personnel, and a training time between 
eight and twelve weeks. 
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Figure 4. Figure 3 marked to indicate that 
category 1 and 2 people are not available and 
that training times in excess oE 12 weeks 
are too expensive. 
Isoperformance is a very powerEul aid to 
decision making and becomes more indispensable 
as the organization becomes more complex. Thus 
far, it has been explored in the environment of 
military systems but the implications are much 
broader. Moreover, because of the greater 
requirement to utilize and train available 
manpower, much o€ the potential power and 
flexibility of the mode1 can be taken advantage 
oE' in civilian applications as outlined in a 
later section. The Einal computer program may 
be used not only by system design specialists, 
but also by executive decision makers, human 
resource and training specialists, as well as 
human Eactors engineers doing strategy planning. 
In addition to related work like the Army's 
MANPRINT, the Navy's HARDMAN. and the Air Force 
program RAMPARTS, some of which have been 
referred to above, we ofEer as background some 
oE the work on isoperformance. Isoperformance, 
in addition to referring to the computer 
program which is developed for the Air Force, 
is also a philosophy or conceptual model which 
structures how one addresses man-machine 
interactions. All of these trade-of€ 
technologies therefore have considerable 
features in common. What distinguishes the 
isoperEormance work to some extent is the 
series of interactive software programs which 
are in the process of completion. The next 
development jn that Air Force work is ZsoCore. 
A preliminary version of this planned computer 
program will be available in FY88 and is 
described in some detail below. 
IsoCore. Suppose we are given a known or 
designed piece of equipment and a definition of 
what "proficiency" means for a task to be 
performed using this equipment. Suppose 
further that if no data is available the 
program's user is able to estimate certain 
training outcomes for different categories oE 
personnel (which outcomes will be specified 
shortly). Isoperformance is intended to 
achieve the following aims: 
ORIGINAL PAGE IS 
OF POOR QUALITY 
ORIG!NAL PAGE IS 
OF POOR QUALITY 
It Eorces the user to make estimatw 
of training outcomes Eor different 
personnel categories: 
- lt provides checks on the internal 
consistency arid logical coherence OC 
these estimates; 
- lt provides checks on how well the 
es t ima t es conform to known 
regularities Erom research in systems, 
human engineering. persorinel, and 
training ; 
- It informs the user as to the results 
of these checks, together with 
information about what can be done to 
make the estimates consistent or bring 
them into closer conformity with known 
regularities and facts; 
_. It outputs "isoperformance curves," 
thaL is, curves in a space defined by 
aptitude and training time all points 
of which are estimated to produce the 
same proportion of proficient 
personnel: 
- It leaves a hard-copy audit trail of 
all estimates, feedback, and outputted 
isoperformance curves. 
-. 
The isoperformance core subprogram is being 
written in four phases: specification, input, 
verification, and output. These phases will be 
discussed in the order given. 
- Specification. The first phase of the core 
subprogram requires the user, In efEect, to 
state the problem. The user is asked to 
specify: 
_ _  the system under study 
the task to be performed 
-. what is meant by "proficient" 
performance 
-_  the personnel population to be 
considered 
-_ the 'aptitude dimension to be used as 
predictor 
how that dimension is to be divided 
into ranges or "aptitude 
categories" 
the training program 
the maximum amount of training time to 
be considered. 
- .  
_ _  
_ _  
_ _  
With two exceptions, the main purpose of 
these specifications is to provide a basis for 
checking the user's input estimates against 
known training outcomes and predictive 
validities for similar tasks and personnel 
categories. 
The isoperformance core subprogram provides 
for a single predictor dimension. This one 
dimension does not, however, have to be unitary 
in a factor-analytic or any other sense. In 
the usual case it will be a maximally 
predictive linear composite of aptitude 
variations related to performance on the task 
under consideration. The specified personnel 
population i s  divided into rariqos by cut off 
poin1.s on the one predictor dimension. The 
cut- or€ poiri1.s ttiemse1vc:s a r e  not important. 
What matters is the proportion OE the subject 
population that Ealls into each category. The 
maximiim amourit oE trainiriy time to be 
considered must be specified because, 
otherwise, traini rig time becomes 
indeterminate. The instructions Lo t.ho user 
are to specify the maximal amount of time that 
could, taking cost considerations and other 
demands on iris t ruct ional personnel and 
facilities into accourit, be considered feasible 
for trai.ni.ng people to perform the specified 
task. 
_Input. [.'or each aptitude category the user 
is required to make either two or three 
estimates. The first of these estimates is the 
amount of training time necessary for 5% of 
category one personnel to become proficient; 
the second is the proportion of persons in the 
category who will be proficient given the 
maximum amount of training time considered 
Eeasible; and the third estimate is the amount 
oE training time necessary to make 50% of 
category one personnel proficient. Plainly. 
this third estimate is needed only if the 
second is greater than 50%. These two or three 
points define a rough skjll acquisition curve. 
T f  the second estimate is greater than 50%, 
however, the negative acceleration of the mean 
performance curve is intensified once the 
median category member becomes proficient. At 
that point the distributional effect also 
becomes negatively accelerated making for a 
relatively sharp "turn" at 50% proficient. 
Verification. The third phase of the 
ISOPERFORMANCE core subprogram checks to make 
sure that input estimates are "reasonable." 
Doing so involves three kinds of checks: 
formal, general, and specific. A formal check 
is analytic, that is, a matter of logical 
necessity. The estimates, €or example, should 
increase or remain the same with decreasing 
aptitude category. The second kind oE check 
(general) is for conFormity with known 
regularities from personnel and training 
research. The third kind of check (specific) 
involves comparing the input estimates and 
extracted correlation coefficients with known 
training outcomes and predictive validities for 
similar tasks and personnel categories. 
Output. Output consists of easily 
understood. isoperformance curves on a graph of 
aptitude on the ordinate and training time on 
the abscissa. This background outlines the 
extensive groundwork which has been done 
formulating the isoperformance concept for 
military applications. This work will also 
serve as the basis for which to empirically 
ground the transition to civilian industry as a 
useful decision making tool for organizational 
and personnel cost assessment (in time and 
dollars). 
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COMMERClAL APPLICATIONS 
Isoperformance methodology has broad 
application in systems research for government 
and private industry. Five major areas of 
application are: (a) as a management decision 
aid for human factors engineering design; (b) 
as an adjunct to aid executives in organizing 
manpower, personnel, and training (MPT) 
applications, particularly where "what if" 
questions need to be answered and where an 
audit trail of the solution adopted is useful: 
(c) as a formal system for conducting 
trade- of fs where cost analyses are conducted 
for existing systems: (d) as a way for industry 
to meet the functional specifications and 
requirements in an RFP; and (e) as a way for 
industry to be responsive to governmental 
contracts, especially those adhering to new 
guidelines on using NDI procurement 
strategies. A brief example is provided for 
each oE these areas to demonstrate the utility 
of isoperformance methodology. 
Isoperformance kinds of estimates are 
already required in the military in the form of 
MANPRlNT analyses. The data available from the 
MANPRINT requirements €or systems will work 
well as data for explicit trade-offs in 
isoperEormance analyses. Prom these current 
data "ground-up" HFE design work could be 
pursued with maximally efficient systems as a 
result. 
Within the MPT arena isoperformance 
methodology permits trade-ofEs for each 
component and provides immediate feedback for 
Eorcasting eEficiency and selection/placement. 
The current IsoDemo program developed for the 
A i r  Force (Jones & Jones, & Essex Corporation, 
1987) provides a constrained example of using 
the isoperformance methodology. At the end of 
the program the manager can tell what the 
lowest aptitude category is within the training 
time allotted and equipment constraints 
available. Conversely, he/she can also find 
the minimum training time necessary if the very 
best people were available which is seldom the 
case in the military: however, this will differ 
for private industry selection. 
The third major area of isoperformance has 
the broadest application. This area is using 
isoperformance methodology for existing 
systems. Isoperformance can be used to 
evaluate and suggest improvements in any system 
where there is a man/machine interaction or the 
various costs of the different parts can be 
compared. This is especially useful with 
emerging technologies. In private industry 
technology changes weekly, isoperformance 
allows the decision-maker to evaluate each 
potential upgrade or changeover from a complete 
systems viewpoint and to make better informed 
choices from a organizational cost/benefit 
perspective. 
Finally, industry may use isoperformance 
methodology to meet the Punctional 
specifications and requirements in an RFP or 
simply to be responsive to a customer's needs. 
Suppose the government or another large 
organization calls for updating or replacing an 
in-place piece of equipment. A company may 
propose to modify the system by upgrading it to 
make it "state-of-the-art," or it can trade off 
the complexity through longer training time or 
selection of higher aptitude personnel. The 
company may propose to replace the equipment 
with a less complex system with no development 
cost associated. In this way the company 
cannot only lower the unit cost but could 
provide isoperformance verification for shorter 
training time and broader use of the labor 
pool. This would result in substantial 
lowering of total system costs in training, 
personnel, and support. The benefits are 
obvious: the company may elect to pursue a 
technological advantage or an overall cost 
advantage. Both are defensible and may be 
suggested to a manager for overall preference. 
Tf the system is a simulator, state-of-the-art 
may be required. If it is a vehicle, an 
overall cost approach may be chosen. The Army, 
€or example, adapted the Chevy Blazer to meet 
their light truck requirements. 
As a computerized decision aid in design, 
the isoperformance program may be used to 
trade-oPF the aptitude, equipment, and training 
dimensions which are known or can be estimated 
Eor a prospective system. In this way overall 
utility as well as costlbenefit considerations 
may be assessed. For example, in a new weapons 
system, the projected manpower of the target 
service as well as the allowable minimum and 
maximum training times may be reasonably 
estimated. This will form a "window" within 
which the equipment (man/machine interface) 
must stay. Many questions about which elements 
to emphasize can be answered almost immediately 
by framing the question within the context of 
the isoperformance model. 
Additionally, as a fifth point, the 
isoperEormance approach is well suited for 
application of the recent policy mandating the 
use oE Non-Developmental Items (NDI) in the 
military acquisition process. This NDI 
procurement plan is a direct result of the 
President's Council on Defense Acquisition. The 
Packard Commission. Governmental agencies are 
required to evaluate the ability of an 
"off-the-shelf" item for satisfying their 
functional needs. An NI)I may be entirely 
off-the-shelf needing no development, or the 
item may require a dedicated R&D effort by the 
contractor to modify the item for current 
governmental needs. A major principle in NDI 
acquisition is that less than full compliance 
with a programs performance objectives is 
insufficient reason not to use NDI. In other 
words, if an NDI does not meet all 
specifications and requirements set forth in 
the Request for Proposal (RFP), it is not 
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disqualified; cost/benefit trade ofrs can be 
made. Ilere lics the isoperformancc strong 
point. Industry which deals in government 
contracting may invoke 1her;e NDl concerns and 
u:;e i soperformancc: to trade oCE any weakncsscs 
in their "oEE- the-shelE" products to maintain a 
more flexible position in competition. 
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ABSTRACT 
A part of NASA's Space Station will be a 
Flight Telerobotic Servicer (FTS) used to help 
assemble, service, and maintain the Space 
Station. Since the human operator will be 
required to control the FTS the design of the 
human-telerobot interface must be optimized 
from a Human Factors perspective. 
Simulation has been used as an aid in the 
development of complex systems. Simulation has 
been especially useful when it has been applied 
to the development of complex systems. 
Simulation should ensure that the hardware and 
software components of the human-telerobot 
interface have been designed and selected so 
that the operator's capabilities and limitations 
have been accommodated for since this is a 
complex system where few direct comparisons 
to existent systems can be made. Three broad 
areas of the human-telerobot interface where 
simulation can be of assistance will be 
described. The use of simulation can not only 
result in a well-designed human-telerobot 
interface, but it can also be used to ensure that 
components have been selected to best meet 
system's goals and for operator training. 
INTRODUCTION 
The Space Station is a NASA project which, 
when completed in the mid-l990's, will function 
as a permanently manned orbiting space 
laboratory. A part of the Space Station will be a 
remotely controlled Flight Telerobotic Servicer 
(FTS). The FTS, a project led by NASA's Goddard 
Space Flight Center, will be used to help 
assemble, service, and maintain the Space 
Station and various satellites. The use of the 
FTS will help ensure the safety and productivity 
of space-based tasks normally accomplished by 
astronauts performing outside the pressurized 
spacecraft. For the short-term, control of the 
FTS will be dependent primarily on the human 
operator. Since the human operator will be a 
part of the telerobotic system, then it is 
important that the human-telerobot interface be 
well-designed from a Human Factors 
perspective. It is critical that the components 
of this interface be designed so that the human 
operator's capabilities and limitations are best 
accommodated for within the structure of 
specific task requirements. To emphasize the 
importance of a well-designed human-telerobot 
interface, one study found that simply the 
selection of an appropriate control device, based 
upon the operator's capabilities and the 
requirements of the task, can more than double 
the productivity of the telerobotic system 
(OHara, 1986). 
With the system development process 
becoming more complex and expensive, more 
emphasis is being placed on the evaluation of 
systems during early stages of the development 
cycle. The design of systems that include human 
operators is especially complex because 
determining overall systems performance is 
dependent upon the interaction of the human 
operator, hardware components, and software 
components (Chubb, Laughery, and Pritsher, 
1987). Adequately evaluating the performance 
of a system during the design cycle is becoming 
increasing more difficult when using the static 
evaluation tools traditionally available to the 
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Human Factors Engineer, such as job and task 
analysis (Geer, 1981). It is becoming more 
common for systems developers to use 
simulation as a design tool instead of hardware 
models (Gawron and Polito, 1985) and for Human 
Factors Engineers to use simulation to enhance 
the use of static evaluation tools. This is 
because more sophisticated analysis tools are 
needed that will allow a controlled evaluation of 
the human operatodhardware 
components/software components interaction 
(Chubb, Laughery, and Pritsher, 1987). 
This paper will cover the various uses of 
simulation, the elements of the human-telerobot 
interface, and how simulating the 
human-telerobot interface on the Space Station 
will result in a better designed system. Before 
focusing the discussion specifically to the 
simulation of the human-telerobot interface, it 
will be useful to briefly define simulation and 
to cover the major uses of system simulation -- 
independent of the type of system that is being 
simulated. There will then be a discussion of 
the areas of the human-telerobot interface and 
how simulation can contribute to a better 
designed user interface from a Human Factors 
perspective. 
USES OF SIMULATION 
Simulation is the process of imitating or 
duplicating the actions or processes of some 
system in a controlled environment (Arya, 
1985). Emphasis should be placed on the word 
"controlled." System simulation, either 
hardware, computer, or a combination of the 
two, has been used for decades. This paper will 
describe four major uses of simulation. One use 
of simulation is to study the effectiveness of 
various hardwarekoftware components on 
of using simulation within this context are cost 
-- it is cheaper to simulate a system than it is 
to build one; time -- simulating a system is 
usually faster than building it; feasibility -- 
because of the size and complexity of some 
systems, it is not possible to evaluate them in 
the real world, therefore, simulation serves the 
function of systems verification; safety -- some 
can only be evaluated safely with the use of 
I overall system's performance. The advantages 
I systems operate in dangerous environments and 
simulation; and prediction --with the use of 
simulation, a system's performance and 
processes can be speeded up so that future 
behavior can be predicted (Arya, 1985). 
A second use of simulation is to determine 
the effects of various hardware/software 
components on simulated human performance. 
This approach utilizes mathematical models of 
human performance to assist the simulation 
process. In this, as well as the approach 
mentioned above, man-in-the-loop is not a part 
of the evaluation. 
A third use of simulation is to investigate 
the effects of various hardware/software 
components on actual human performance. This 
approach can be taken in an attempt to match 
systems components and operator capabilities 
and limitations in order to ensure optimal 
systems and operator performance. This 
approach can be taken in an attempt to add 
greater fidelity, and thus, external validity to 
the data that are gathered in the analysis. 
The last use of simulation to be addressed in 
this paper is to train operators to eventually use 
a real-world system. The major benefits of 
simulation as a training aid are in the areas of 
scheduling -- training is not affected by 
weather or the need to perform operational 
missions; cost-- simulator training is 
significantly less expensive than prime system 
training; safety -- reduces the exposure of 
operators and the prime system to the hazards 
of the operating environment; control of training 
conditions -- control of environmental and 
human interaction conditions that may be a part 
of the operating environment; learning 
enhancement -- system malfunctions and 
environmental conditions can be included in the 
training; and performance enhancement -- 
inclusion of critical missions that are 
difficult to train for in the real world (Flexman 
and Stark, 1987). 
As the above list indicates, simulation has 
significant usage as an aid in the development of 
systems. It can have even greater significance 
in the design and development of novel systems 
-- systems that have never existed before and 
where few direct comparisons to existent 
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systems can be made. The human-telerobot 
system that will be used on the Space Station is 
such a novel system. 
Even though industrial robots and 
teleoperators are heavily used in such areas as 
the nuclear industry and in underwater 
activities, there are major differences between 
these applications and the telerobot system to 
be used on the Space Station -- one of these 
being the zero-gravity factor. There is also a 
limited number of direct comparisons which can 
be made from the Remote Manipulator System 
(RMS) used on the Space Shuttle and the 
proposed telerobot system. The review of the 
literature concerning these systems has 
provided answers to some important design 
issues, but there are major limitations to how 
far these data can be generalized to the 
human-telerobot interface on the Space Station. 
It is thus proposed that the use of simulation 
in the design and development of the 
human-telerobot interface on the Space Station 
will be very beneficial. Simulation should serve 
as an aid in the selection and design of hardware 
and software components to ensure maximum, 
error-free performance. Simulation should be 
worthwhile especially for its ability to 
simulate the effects of zero-gravity on 
performance. This can be accompished in 
underwater conditions (e. g., Weightless 
Environment Test Facility at Johnson Space 
Center) and when people are exposed to 
momentary weightless conditions which can 
occur in certain aircraft (e. g., KC-135). 
Operator performance at manipulation tasks 
while in a one-gravity environment may well not 
be generalizable to weightless states. 
Simulation of the interface should also have the 
benefit of helping engineers to detect flaws in 
the design of components of the interface which 
would adversely affect system and/or operator 
performance. It is obviously important that any 
mistakes of this type be detected early and far 
before the design is finalized or manufacture of 
the system has occurred. 
INFORMATION NEEDS OF THE OPERATOR 
There are three broad areas of the 
human-telerobot interface where simulation can 
be of assistance: operator information needs, 
control devices, and workstation layout. These 
three areas and examples of various components 
are listed in Table 1. The information needs of 
the operator will vary depending upon the tasks 
to be performed. The operator will need 
information concerning the location and 
orientation of the telerobot in space, the health 
status of the telerobot, visual feedback from the 
viewing system, the status of any 
transportation devices, the status of the 
workpiece, and the status of the hardware in the 
control workstation. 
TABLE 1 
Three areas of the human-telerobot interface 
and example components 
1. Information needs of the operator 
Location of telerobot 
Status of transportation devices 
Status of workpiece 
Status of workstation 
Force feedback 
Visual feedback 
Camera position and number 
Spatial orientation of image 
Monitor type, placement, and number 
Illumination 
2. Control devices considered 
Miniature master controllers 
3 or 6 degree-of-freedom hand controllers 
Exoskeleton controllers 
Head-slaved controllers 
Dedicated switches 
Programmable display pushbuttons 
Voice commanded systems 
Computers 
3. Telerobot workstation 
Hardware layout 
Software layout 
Restraint systems 
Regarding visual feedback, the visual system 
may well be the single most important source of 
information for the operator (Smith and Stuart, 
in press). Some of the issues related to the 
visual system are concerned with camera 
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position and number, the spatial-orientation of 
the image presented to the operator, and monitor 
type, placement, and number. For example, when 
performing a remote manipulation task in real 
time, the operator can view the remote scene 
either by looking through a window, or with the 
use of cameras. For most of the tasks that will 
be performed in space, a direct view of the 
working area will either not be available, or 
will not provide the necessary visual cues for 
teleoperation. Therefore, cameras will provide 
the primary mode of feedback to the operator 
concerning manipulator position, orientation, 
and rate of movement. Operators normally use 
the body of the manipulator as a reference point 
when making control inputs, but, if the Space 
Station's external cameras are placed such that 
the camera view is not normal to the 
manipulator (normal refers to placement behind 
the shoulder of the arm) then the visual 
feedback will be spatially displaced. Spatial 
displacement is an unfortunate consequence of 
attempts to provide complete visual information 
to the operator; however, when the camera 
placement is not normal it should be avoided if 
at all possible or compensation techniques 
should be employed such as referencing the 
control device to the perceived motion on a 
monitor. 
Spatially displaced feedback can take on 
different forms: angular displacement -- view is 
displaced horizontally within the transverse 
plane or vertically within the median plane; 
reversal -- view is facing the arm; 
inversion-reversal -- view is upside down and is 
facing the arm; and inversion -- view is upside 
down with respect to the manipulator arm. The 
image can also be temporally displaced -- there 
are time delays in the visual feedback, as well 
as size distorfed -- the image is enlarged or 
reduced from its actual size. 
Spatial displacements adversely affect 
operator performance to varying degrees. 
Generally, they take on progressively more 
disturbance with angular displacement being the 
least disruptive and inversion displacement 
being the most disruptive. Temporal 
displacement interrupts the intrinsic temporal 
patterning of motion and causes severe 
disruptions in behavior. Much effort should be 
extended to prevent its occurrence. Size 
distortions generally do not affect performance 
to a great extent (Smith and Smith, 1962). 
Other visual system issues include how an 
operator will use multiple views of the task 
area and how operators can best use 
non-stereoscopic cues to depth perception. (The 
issue of stereo versus monocular viewing is 
still being discussed in the literature and will 
not be addressed in this paper.) Simulation of 
various task scenarios with human operators 
working within various hardware and software 
mockups, including sophisticated scene 
generation techniques, can serve as an aid in 
determining what types of information are 
needed and what types of information 
presentation enhancements should be used at 
various points within the sequence of task 
performance. An example of an information 
enhancement technique that simulation can 
investigate is the use of real-time moving 
graphics displays designed to help operators 
maintain their orientation while performing 
under potentially visually disorienting 
conditions. Other screen-viewing techniques 
should be investigated with the use of 
simulation in an attempt to avoid operator 
disorientation while performing manipulation 
tasks. 
CONTROL DEVICES 
Control devices will be used to control such 
things as telerobot activation, position, 
manipulators, end effectors, rate of movement, 
and the viewing system. Control devices being 
considered include manipulator controllers such 
as miniature master controllers with direct 
position control, 3 or 6 degree-of-freedom hand 
controllers using rate or force inputs, 
exoskeleton controllers using various position 
sensors to detect human arm configurations, 
head-slaved control, dedicated switches, 
programmable display pushbuttons, voice 
commanded systems, and computer displays 
with cursor-control devices which allow menu 
selections. Control device selection is 
important because it affects operator 
performance, workload, and preference. 
Computer simulated scenarios could be linked to 
the use of actual controllers to determine their 
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effects on operator performance across 
different manipulation tasks. The study of 
different controllers while performing various 
tasks could also be used as a means of 
determining whether the use of specific 
controllers is more muscle-fatigue inducing. 
WORKSTATION DESIGN 
The telerobot workstation consists of 
hardware elements, their interfaces, and the 
software that will allow the hardware to be 
used. The workstation is the point where the 
information and control inputs are made 
available to the operator. Just as with the 
selection of control devices, the workstation 
should be logically and functionally laid out to 
optimize operator performance and preference 
while minimizing workload and error rates. 
Simulation can help to determine optimal 
workstation layouts. A simple means of 
simulating the workstation layout is through the 
use of computer prototyping, but it is 
recommended that large-scale simulation be 
used as a means of designing and evaluating the 
telerobot workstation. 
CONCLUSIONS 
Many issues remain unresolved concerning 
the components of the human-telerobot 
interface mentioned above. It is then critical 
that these components be optimally designed and 
arranged to ensure, not only that the overall 
system's goals are met, but that the intended 
end-user has been optimally accommodated for. 
With sufficient testing and evaluation 
throughout the development cycle, then the 
selection of the components to use in the final 
telerobic system can promote efficient, 
error-free performance. It is recommended that 
whole-system simulation with full-scale 
mockups be used to help design the 
human-telerobot interface. It is contended that 
the use of simulation can facilitate this design 
and evaluation process. The use of simulation 
can also ensure that the hardwarekoftware 
components have been selected to best 
accommodate the astronaut, instead of the 
astronaut having to make performance 
accommodations for the hardwarehoftware 
components that have been selected. 
As was mentioned above, there are other 
advantages to simulating the 
human-teleoperator interface than simply 
serving as an aid in the selection and design of 
hardwarekoftware components so that operator 
performance is optimized. Systems developers 
can also use the simulation system to test 
whether or not hardware components meet 
overall systems goals, and the simulation 
system can be used for subsequent training of 
the astronauts who will use the actual system. 
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Abstract  
l h e  micrograv i ty  o f  the space environment 
has profound e f f e c t s  on humans and, 
consequently, on the design requirements 
f o r  subsystems and components w i t h  which 
humans i n t e r a c t .  There are changes i n  
the anthropometry, v i s i o n ,  the percept ion 
of o r i e n t a t i o n ,  posture, and the ways i n  
which we exe r t  energy. The design 
requirements f o r  proper human engineering 
must r e f l e c t  each o f  the changes t h a t  
r e s u l t s ,  and t h i s  i s  espec ia l l y  t r u e  i n  
the exercise o f  c o n t r o l  over remote and 
teleoperated systems where the operator i s  
removed from any d i r e c t  sense o f  con t ro l .  
The Nat ional  Aeronautics and Space 
Admin is t ra t ion has recen t l y  completed the 
f i r s t  NASA-wide human f a c t o r s  standard f o r  
micrograv i ty .  The Man-Systems I n t e g r a t i o n  
Standard, NASA-STD-3000, contains 
considerable in format ion on the appropr iate 
design c r i t e r i a  f o r  micrograv i ty  , and 
there i s  in format ion which i s  usefu l  i n  the 
design o f  te leoperated systems. There i s  
not ,  however, a dedicated c o l l e c t i o n  o f  
data which pe r ta ins  d i r e c t l y  t o  the special  
cases o f  remote and r o b o t i c  operations. 
This paper deals w i t h  the design 
considerat ions f o r  human-system i n t e r a c t i o n  
i n  the con t ro l  o f  remote systems i n  space, 
b r i e f l y  d e t a i l s  the in format ion t o  be found 
i n  the NASA-STD-3000, and argues f o r  a 
dedicated sect ion w i t h i n  the Standard which 
deals w i t h  r o b o t i c ,  te leoperated and remote 
systems and the design requirements f o r  
e f f e c t i v e  human con t ro l  o f  these systems i n  
the space environment, and from the space 
env 1 ronment, . 
I n t roduc t i on  
The h i s t o r y  o f  manned space f l i g h t  i s  f i l l e d  
w i t h  the s c i e n t i f i c  and exploratory  
accomplishments o f  humans and demonstrations 
o f  our p r o d u c t i v i t y  i n  the o r b i t a l  
environment. During the Skylab era,  were i t  
not  f o r  the c o r r e c t i v e  measures taken by the 
f i r s t  manned mission t o  Skylab, the program 
would have been l o s t .  The several 
s a t e l l i t e s  which have been recovered, 
repaired and returned t o  o r b i t  by Shu t t i e  
crew members i s  testimony t o  the key 
p o s i t i o n  t h a t  humans hold i n  ca r ry ing  out  
our successful space program. The Apol lo 
Program sent men t o  the Moon and returned 
them, and the  r e s u l t s  o f  t h e i r  explorat ion,  
as wel l  as t h e i r  impressions o f  our p lanet  
from a new vantage p o i n t .  
I n  the next decades, we w i l l  r e t u r n  t o  the 
moon and venture out  t o  Mars. We w i l l  o r b i t  
the Earth i n  a permanently occupied Space 
Stat ion,  and begin the co lon i za t i on  o f  our 
so la r  system. We w i l l  do a l l  o f  t h i s  based 
on our experiences and successes o f  past 
missions and our des i re  t o  comprehend the 
Universe around us. 
The lessons and legacies o f  our manned space 
f l i g h t  experience, space systems research 
and human p r o d u c t i v i t y  i n  space have been 
compiled i n  the NASA-STD-3000, Man-Systems 
I n t e g r a t i o n  Standard, the f i r s t  NASA wide 
design guide f o r  man-systems i n  space 
f l i g h t .  This fou r  volume se t  o f  design 
g u i d e l i n e s  p r e s e n t s  t h e  d e s i g n  
considerat ions and requirements f o r  the 
e f f e c t i v e  employment o f  humans i n  space. 
The t a b l e  o f  contents r e f l e c t s  the human 
engineering issues which must be addressed 
i n  order t o  support humans i n  space, both 
i ns ide  of spacecraf t  ( i n t r a v e h i c u l a r  
a c t i v i t y )  and outside o f  spacecraf t  
(ext ravehicu lar  a c t i v i t y ) .  I n  p o i n t  o f  
f a c t ,  the two precedent human engineering 
guide l ines f o r  space f l i g h t  programs were 
d iv ided along the EVA and I V A  r o l e s  i n  
space. The MSFC-STD-512A i s  a very de ta i l ed  
treatment of the I V A  issues, whi le  the JSC 
10615 d e a l t  w i t h  the EVA design 
considerat ions and requirements. The 
contents and philosophy o f  these two usefu l  
quidebooks have been combined and superceded 
by the NASA-STD-3000. But i s  the support o f  
humans i n  space the only way t o  e f f e c t i v e l y  
conduct space exp lo ra t i on  and operations? 
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Many o f  the research programs t h a t  are 
sponsored by NASA i n  the areas o f  robo t i cs  
and te leoperat ion suggest t h a t  d i r e c t  human 
presence and in te rven t ion  are no t  tne only 
means by which we can explore and manipulate 
the space environment around us. The 
Marshall  Space F l i g h t  Center has conducted 
research i n  te leoperated systems since the 
l a t e  6 0 ' s  ( 1  ) ,  The Je t  Propuls ion Laboratory 
has developed and launched numerous unmanned 
explorer spacecraf t  and the O r b i t a l  
Maneuvering Vehicle i s  being developed t o  
augment the r o l e  o f  humans i n  space without 
exposing them t o  the hazards and r i s k s  o f  
the space environment. The Goddard Space 
F l i g h t  Center i s  developing the F l i g h t  
Telerobot ic  Servicer f o r  remote operations 
and the Space S ta t i on  w i l l  have a Mobile 
Serv ic ing Center f o r  the conduct o f  remote 
a c t i v i t i e s  a t  the Space Stat ion.  But what 
o f  the human operators who w i l l  be 
responsible f o r  the management and operat ion 
o f  these teleoperated and r o b o t i c  systems? 
Where are the design c r i t e r i a  which we w i l l  
employ i n  the e f f e c t i v e  i n t e g r a t i o n  o f  human 
c a p a b i l i t i e s  and those o f  machines f o r  
r o b o t i c  space operations? 
RackqrounQ 
During the d e f i n i t i o n  stages o f  the Man- 
Systems I n t e g r a t i o n  Standard every e f f o r t  
was made t o  i d e n t i f y  the categor ies of 
experience which we had gained over the past 
twenty- f ive years o f  human space f l i g h t .  
The organizat ion o f  the standards fo l l ows  
very close1 y the organizat ion o f  
conventional human engineering and appl ied 
psychology t e x t s ,  bu t  the b ib l iography and 
research l i t e r a t u r e  on which the standards 
are based i s  unconventional, coming 
p r i n c i p a l l y  from space f l i g h t  data f i l e s  and 
repor ts .  Consequently, we f i n d  subject  
matter t i t l e s  such as v i s i o n ,  anthropometry, 
human performance, g r i p  strength,  e t c .  
f i l l e d  w i t h  data which i s  n o t  f a m i l i a r  t o  
human f a c t o r s  s p e c i a l i s t s  who deal only w i t h  
Ear th ly  design concerns. A l t e r a t i o n  o f  
posture, v i sua l  c a p a b i l i t y ,  s p a t i a l  
o r i e n t a t i o n  and biochemical components o f  
the human are a few o f  the s i g n i f i c a n t  
d i f f e rences  experienced as the r e s u l t  o f  
space f l i g h t  and the e f f e c t s  o f  
micrograv i ty .  
During the development o f  the Man-Systems 
I n t e g r a t i o n  Standards, t h e r e  was 
considerable discussion concerning the 
treatment o f  ext ravehicu lar  a c t i v i t y  design 
data and requirements. "EVA i s  a special  se t  
o f  operations requ i r i ng  a special  treatment 
i n  the development o f  design standards", was 
one o f  the arguments. Cer ta in l y ,  the f a c t  
t h a t  the human assumed the shape o f  the 
space s u i t ,  t h a t  wi thout  the space s u i t  
there could be no EVA,  and t h a t  the boundary 
o f  the space s u i t  was the envelope o f  design 
i n t e r e s t ,  were a l l  r a d i c a l l y  d i f f e r e n t  
f ac to rs  than those which have t o  be 
considered f o r  I V A ,  o r  s h i r t  sleeved 
operat ions conducted i n a pressur 1 zed space 
c r a f t .  On the other hand there was the 
argument f o r  an in tegrated design standard 
which d e a l t  w i t h  space f I i g h t  issues as 
though there were not  s i g n ~ f i c a n t  
d i f ferences among the several classes of 
activities. "Put the E V A  requirements and 
considerat ions i n  a sub-paragraph o f  the 
top i c  o f  i n t e r e s t " ,  went the argument, 
assuming t h a t  space f l i g h t  a c t i v i t i e s  are 
space f l i g h t  a c t i v i t i e s .  
The recogni t ion tha t  E V A  i s  a s i g n i f i c a n t l y  
d i f f e r e n t  means o f  conducting space 
operations i s  evident i n  the dedicated 
chapter deta i  1 i ng EVA design requi  rements i n  
the NASA-STD-3000. The organizat ion o f  t h i s  
chapter f o l l ows  the organizat ion o f  the 
standard i t s e l f ,  but  the d e t a i l s  p e r t a i n  t o  
the specia l  design cons t ra in t s  associated 
w i t h  E V A .  So, the argument f o r  a separate 
chapter prevai led,  but  another argument was 
l o s t ,  t h a t  f o r  a chapter deal ing w i t h  the 
special  design cons t ra in t s  associated w i t h  
robo t i cs  and te leoperat ion as a means t o  
ca r ry  out  space operations. 
Soace Automation. Robotics and TeleoDeration 
as a SD e c i a l  Class o f  SDac e ODerationg 
The technology t o  perform remote operat ions 
w i t h  humans as the primary c o n t r o l l e r  o r  
supervisor i s  we l l  demonstrated on a d a i l y  
basis i n  chemical processing p lan ts ,  
e l e c t r i c i t y  generating p lan ts ,  undersea 
exp lo ra t i on  and operat ions and i n  s tee l  
processing f a c i l i t i e s  t o  c i t e  only a few 
examples. Human operators v i s u a l l y  inspect 
and monitor, manipulate and order,  con t ro l  
movement and o r i e n t a t i o n  o f  remote systems 
as though they were a c t u a l l y  i n  the remote 
environment. To do so requi res special  
technology and s p e c i f i c  in format ion be made 
ava i l ab le  t o  the operator.  The content and 
format o f  t h i s  in format ion and the con t ro l  
and d i sp lay  requirements t o  manage t h i s  
technology are no t  always the same as they 
are i n  a conventional, d i r e c t  management 
work s i t u a t i o n .  The support requirements 
f o r  remote vehic les are a l so  d i f f e r e n t  from 
those which are managed d i r e c t l y  by humans,. 
Just  as handra i ls ,  handholds and work 
r e s t r a i n t s  are requi red f o r  the conduct o f  
EVA,  te leoperated systems requ i re  specia l  
design considerat ion t o  support the man- 
machine symbiosis. The issue i s ,  where do 
we go t o  f i n d  these special  design 
considerat ions and requirements f o r  remote 
space operations? If both remote operations 
and space operat ions are special  classes of 
a c t i v i t i e s  performed by humans and machines 
the question then becomes, i s  there a human 
engineering design data base f o r  remote 
space operations? 
Remote V i s i o Q  
Using d i r e c t  v i sua l  apprehension, the human 
i s  able t o  detect  t a rge ts  as small as . o i  
arc minutes, able t o  perceive v a r i a t i o n  
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using stereoscopic, 
ors,  est imate distances 
as wel l  as monoscoDic. . .  
cues and detect  motion i n  the v i sua l  f i e l d .  
The cu r ren t  s t a t e  o f  video technology does 
not  take f u l l  advantage o f  the human’s 
v isual  c a p a b i l i t y  and, consequently, some 
design compromises have been made which have 
been shown t o  have a negat ive e f f e c t  on 
system performance. Black and white video 
o f f e r s  higher r e s o l u t i o n  than cu r ren t  co lo r  
t e l e v i s i o n ,  but  a t  the expense o f  loosing 
the advantage o f  the in format ion conveyed by 
co lo rs  i n  the remote scene ( 2 ) .  
Stereoscopic t e l e v i s i o n  systems provide a 
means of perce iv ing depth i n  a v isual  
d isp lay,  bu t  usua l l y  a t  the cost o f  reduced 
frame r a t e ,  reduced f i e l d  o f  view, 
cons t ra in t s  on head movement o r  reduced 
luminance ( 3 ) .  Even i n  the best systems, 
sensor and d isp lay technology combine t o  
l i m i t  the r e s o l u t i o n  o f  the remote scene t o  
3 o r  4 arc minutes, o r  requi re  a 
p r o h i b i t i v e l y  large bandwidth f o r  s ignal  
transmission, espec ia l l y  f o r  space 
appl icat ions.  And the f i e l d  o f  view t h a t  i s  
ava i l ab le  from most d isp lay systems i s  
g r e a t l y  l ess  than the normal f i e l d  o f  view 
t h a t  we use t o  comprehend the environment on 
a day-to-day basis.  
On the other hand, video technology permits 
us t o  combine graphical  data w i t h  v i sua l  
scenes, augment d isp lays w i t h  computer 
generated informat ion,  b u i l d  synthet ic  
d isp lays which can be used t o  rehearse an 
a c t i v i t y  before execut ing it, focus on a 
s p e c i f i c  p o i n t  i n  the v i sua l  f i e l d ,  enlarge 
o r  reduce the f i e l d  o f  view, g rea t l y  magnify 
an ob jec t ,  and a c t u a l l y  i n s e r t  a v isual  
probe i n  spaces where we would otherwise be 
unable t o  see. I n  some systems, m u l t i p l e  
cameras and d isp lays can a f f o r d  a forward, 
as we l l  as a backward, view o f  the remote 
environment. And i n  others,  we can enhance 
a v i sua l  scene through computerized 
reconst ruct ion t o  provide a representat ion 
o f  the remote environment t h a t  would 
otherwise be meaningless. There are new 
technologies such as f i b e r  op t i cs ,  head UP 
displays,  helmet mounted d isp lays and 
v i r t u a l  image d isp lays which can be employed 
i n  the con t ro l  o f  remote systems, and we are 
coming t o  understand how and where t h i s  
technology can be e f f e c t i v e l y  used. What i s  
no t  f u l l y  understood, from a func t i ona l  
standpoint, are the e f f e c t s  on operator 
performance t h a t  t h i s  technology has. What 
i s  lack ing i s  a desc r ip t i on  o f  what we do 
know about human performance and remote 
v i s i o n  and system performance as they are 
appl ied t o  r o b o t i c  space appl icat ions.  
Remote ManiDulation 
Through the use o f  h i s  hands, the human i s  
able t o  sense small forces o r  exe r t  g r i pp ing  
forces f o r  a sho r t  per iod i n  excess o f  100 
pounds. Using d i r e c t  touch, the operator 
can manipulate ob jects  t h a t  are out  o f  view. 
He can make quick and d e l i c a t e  motions t o  
change items i n  the d i r e c t  environment, o r  
make quick and fo rce fu l  motions and crush a 
concrete t i l e  w i t h  h i s  f i s t .  The operator 
can sense d i f ferences i n  mass by comparing 
two objects  he ld i n  h i s  two hands. And by 
p i ck ing  up a t o o l ,  he can m u l t i p l y  h i s  
capaci ty t o  manipulate and a1 t e r  the 
The environment w i t h i n  h i s  reach. 
ergonomics o f  manual dexter i t y  , f a t  i Que, 
operat ing e r ro rs ,  and the t a c t i l e  senses are 
we l l  studied and documented i n  conventional 
human engineering t e x t s  and design 
guide1 ines. The human requirements f o r  
con t ro l  and management o f  remote 
manipulat ion are no t  so we l l  understood o r  
documented. For space operations there i s  
no t  a formal body o f  knowledge t o  which a 
system designer can t u r n  f o r  design 
requirements and guidel ines.  
As a means o f  manipulat ing and changing the 
remote environment, space te leoperators  are 
usual ly  envisioned w i t h  a manipulator arm, 
a t  l e a s t  one and more o f t e n  w i t h  several .  
The terminal  e f fec to r  i s  general ly drawn as 
a clamp o r  mu l t i - f i nge red  hand, o r  i n  the 
case o f  a te leoperated Mars s o i l  sampler, a 
simple scoop. The Shu t t l e  Remote 
Manipulator System (RMS)  has a terminal  
e f f e c t o r  which can accept only s p e c i a l l y  
prepared grapple f i x t u r e s  i n  order t o  handle 
remote payloads. More advanced manipulator 
systems f o r  space, such as the F l i g h t  
Telerobot ic Servicer and the O r b i t a l  
Maneuvering Vehicle are being designed w i t h  
more manipulat ing c a p a b i l i t y  and a more 
f l e x i b l e  terminal  e f f e c t o r  than are 
ava i l ab le  on the RMS. However, t he  design 
requirements t o  take f u l l  advantage o f  the 
c a p a b i l i t i e s ,  and avoid the l i m i t a t i o n s ,  o f  
the human operator i n  remote manipulat ion 
are no t  ye t  f u l l y  developed. 
The minimum d e t a i l  requi red t o  support t he  
design o f  systems f o r  remote space 
maniDulation w i  11 requ i re  an understanding 
o f  the e f f e c t s  o f  employing a p a r t i c u l a r  end 
e f f e c t o r ,  the type o f  a r t i c u l a t e d  arm, the  
con t ro l  a lgor i thm and the  con t ro l  devices 
used by the human t o  accomplish the remote 
task. A s i g n i f i c a n t  change i n  any o f  these 
components has been demonstrated i n  the 
laboratory t o  have a change i n  the o v e r a l l  
system performance ( 4 ) .  
Design considerat ions and requirements f o r  
remote space manipulat ion should inc lude the 
use o f  general purpose e f f e c t o r s  such as 
grasping f i nge rs ,  opposed clamps, p a r a l l e l  
jaws and other ,  near anthropomorphic 
approaches. The design considerat ions f o r  
spec ia l ized e f f e c t o r s  such as terminal  t o o l  
k i t s ,  i n f l a t a b l e  end e f f e c t o r s ,  t a c t i l e  
probes, and capture and docking devices 
should be d e t a i l e d  i n  a design handbook. 
Each t ime we want t o  employ a remote 
manipulator end e f f e c t o r  system, we should 
no t  have t o  design it from scratch and f o r  
only one mission o r  app l i ca t i on ,  but  ra ther  
we should be able t o  r e f e r  t o  a c lass o f  
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which i s  b e t t e r  and which i s  best? demonstrated designs and the e f f e c t s  they 
have on human performance. 
As we move up the manipulator from the 
e f f e c t o r ,  we w i l l  want t o  know the 
consequences o f  employing a p a r t i c u l a r  s t y l e  
and design of manipulator arm. There are 
demonstrated performance d i f ferences among 
classes o f  arms w i t h  respect t o  var ious 
tasks. Telescoping arms, f o r  example, are 
commanded t o  a spec i f i ed  p o i n t  i n  less t ime 
than are m u l t i - j o i n t e d ,  a r t i c u l a t e d  arms 
( 5 ) .  This  might be usefu l  in format ion i n  
the design o f  a capture and docking device 
f o r  space te leoperators ,  where the 
’ teleoperated arm i s  requi red t o  reach ou t  
and get a secure hold on a s p e c i f i c  capture 
f i x t u r e  on a s a t e l l i t e .  The system designer 
might want t o  know the performance 
di f ferences between the con t ro l  o f  
anthropomorphic and non-anthropomorphic arm 
designs, i f  there are any. And what are the 
e f f e c t s  on the operator o f  adding more 
degrees of freedom t o  an a r t i c u l a t e d  arm? 
Can the more complex design produce a higher 
l e v e l  o f  performance, o r  does the operator 
become confused i n  the con t ro l  o f  m u l t i p l e  
degrees o f  freedom and consequently, o v e r a l l  
system performance decl ines? 
One o f  the recu r r i ng  issues i n  te leoperated 
space systems i s  the number o f  arms t h a t  one 
operator can and should c o n t r o l .  One way t o  
avoid the design s o l u t i o n  o f  p rov id ing  the 
maximum imaginable number o f  arms required 
t o  perform the  task and then f o r c i n g  the 
operator t o  contend w i t h  the simultaneous 
con t ro l  o f  these i s  t o  inc lude the human 
performance design requirements i n  the 
system design, but  where do we look f o r  such 
requ i rements? 
Between the  physical  manipulator w i t h  i t s  
end e f f e c t o r  and the  human operator o f  a 
space te leoperator  there i s  the con t ro l  
a lgor i thm. What approaches t o  con t ro l  
software produce the  best r e s u l t s  f o r  space 
te leoperat ion? Do operators perform a c lass 
o f  tasks b e t t e r  when they have t i p  p o s i t i o n  
c o n t r o l ,  o r  j o i n t  c o n t r o l ,  o r  does i t  make 
any d i f f e rence?  I s  system performance 
changed when the software executes spec i f i ed  
rout ines ra the r  than having the operator 
have t o  perform them? A t  what ra tes  should 
a con t ro l  a lgor i thm permit  a manipulator t o  
execute a task i f ,  a t  any t ime, the 
i n t e r v e n t i o n  o f  the human operator i s  l i k e l y  
t o  be requi red t o  manage unforeseen 
circumstances? The designer o f  space 
te leoperators  should be able t o  consul t  a 
design guide which addresses these issues, 
i f  not  answer them. 
The con t ro l  system by which the human 
operator manages the remote manipulator i n  
space might be a manual c o n t r o l l e r ,  o r  a 
voice c o n t r o l l e r .  The manual c o n t r o l l e r  
might be one o r  two handed, a j o y s t i c k  or  
t r a c k b a l l ,  exoskeletal ,  r e p l i c a ,  f o rce  
r e f l e c t i n g  or  p o s i t i o n  commanding. But 
A ser ious attempt has been made by the 
Nat ional  Bureau o f  Standards t o  quan t i f y  the 
performance c r i t e r i a  f o r  measuring 
manipulatorcapabilities, and t o  standardize 
the devices and methods used t o  evaluate 
manipulator systems, so the data bases are 
ava i l ab le  o r  under const ruct ion ( 6 ) .  I t  i s  
r e a l l y  a matter o f  g e t t i n g  the in format ion 
i n t o  the hands o f  the design engineers i n  a 
format t h a t  i s  useful,  and w i t h  f u l l  
recogni t ion of the human operator as a 
cen t ra l  f ea tu re  o f  the te leoperated 
manipulat ing system. 
Workstation Des ian  f o r  Remote Ooerationn 
When we consider the design o f  workstat ions 
f o r  remote space operations we are 
confronted w i t h  two populat ions o f  
operators, those who operate from the 
micrograv i ty  environment and those who 
operate from ground based con t ro l  s ta t i ons .  
They are exclusive populat ions i n  terms o f  
anthropometry and operat ional  requirements. 
The designer o f  te leoperator  workstat ions 
should have the advantage o f  what has been 
learned about the design cons t ra in t s  which 
apply t o  both o f  these populat ions.  There 
has been s i g n i f i c a n t  research and design 
work done f o r  both the t e r r e s t r i a l  and the 
micrograv i ty  workstat ions,  consequently the 
issue o f  work s t a t i o n  design i s  a l ess  
pressing one i f  the designer i s  f a m i l i a r  
w i t h  the requirements which s u i t  both 
popu 1 a t  i ons . 
Again, t he  required study has been 
accomplished. We know how t o  design Earth 
based workstat ions which complement the 
operator ’s a b i l i t y  t o  perform remote tasks, 
and we know how t o  take advantage o f  the 
micrograv i ty  environment, i t s  e f f e c t s  on 
human performance, and design workstat ions 
t o  accommodate t o  these fac to rs .  What i s  
needed i s  the incorporat ion o f  these data i n  
a dedicated chapter o f  the Man-Systems 
I n t e g r a t i o n  Standard which deals w i t h  
te leoperat ion and automation. Here the 
designer could review the postura l  and 
anthropometric changes t h a t  take place as a 
r e s u l t  o f  l i v i n g  and working i n  space, the 
increase i n  s ta tu re  and the  e f f e c t i v e  
decrease i n  operat ional  posture. The 
designer could review the e f f e c t s  on v i s i o n  
and v isual  percept ion which accompany an 
environment which does no t  f i l t e r  and 
r e f r a c t  l i g h t  through a t h i c k  atmosphere. 
He could review the requirements f o r  
operator r e s t r a i n t  a t  a workstat ion and 
determine i f  the r e s t r a i n t s  would 
accommodate a spr i ng 1 oaded , force 
r e f l e c t i n g  hand c o n t r o l l e r  wi thout  having i t  
push the operator away from the workstat ion 
as con t ro l  forces,  and equal and opposite 
reac t i ve  forces, are t rans fe r red  t o  and from 
the hand c o n t r o l l e r .  
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Svstem Induced Factors 
Working from Earth t o  con t ro l  a space based 
serv i  c i  rig t e l  eoperator may i nvo 1 ve 
distances of only 400 o r  500 k i lometers.  
However, the transmission and re lay o f  
commands and feedback on such low Earth 
o r b i t a l  exercises may be as much as 2 or  2 . 5  
seconds as a func t i on  o f  network delays. 
With the use of s i g n i f i c a n t  ground networks 
i t  could be even more. What are the e f f e c t s  
or1 the human operator o f  having such a delay 
i n  the con t ro l  loop? Are  the e f f e c t s  
d i f f e r e n t  f o r  d i f f e r e n t  per iods o f  delay? 
Are there d i f ferences i n  system performance 
when the delay i s  random and unpredictable,  
a func t i on  only o f  the network cyc le  times? 
Are there design so lu t i ons  which have been 
shown t o  be e f f e c t i v e  i n  compensating f o r  
con t ro l  loop delay? Control  loop t i m e  delay 
has been the subject  o f  several recent NASA 
programs, and w i  11  continue t o  be a t o p i c  o f  
i n t e r e s t  as more robo t i c  space vehic les are 
placed i n  serv ice ( 7 ) .  The issue remains, 
however, as t o  the best means t o  provide the 
research f i n d i n g s  and design considerat ions 
t o  the system designer. We should not  
expect, as in format ion consuming and 
processing animals, t h a t  every designer 
should be aware o f  the study r e s u l t s  
concerning a l l  o f  the subsystems w i t h  which 
the human i s  requi red t o  i n t e r a c t  w i t h  
dur ing a te leoperated mission. These data 
should be made ava i l ab le  i n  a cen t ra l i zed  
data base d e t a i l i n g  the response o f  humans 
t o  remote systems technology. 
Summary and I n v i t a t i o n  
Each year the NASA-STD-3000 i s  reviewed by 
a government and indus t r y  advisory group, 
and c r i t i c a l  informat ion i s  added, modif ied 
and ed i ted  t o  make the standard more 
r e f l e c t i v e  of the changing technology, new 
research f i n d i n g s  and program requirements. 
The NASA Johnson Space Center i s  responsible 
f o r  maintaining the c r i t i c a l  comments and 
reviewing them f o r  incorporat ion i n  the 
standard. These comments are c l a s s i f i e d  
i n t o  fou r  categor ies as fo l l ows :  
1. I n t roduc to ry ,  explanatory and 
c l a r i f y i n g  statements which introduce the 
t o p i c  t o  the reader. For a space 
te leoperat ions sect ion t h i s  would include a 
d e f i n i t i o n  and d i s c r i m i n a t i o n  o f  
t e l e o p e r a t o r s ,  robo ts ,  a r t i f  i c i  a1 1 y 
i n te l l i gen tmach ines ,  automata and the l i k e .  
I t  would provide a desc r ip t i on  o f  the 
general system t o  inc lude the o r b i t i n g  o r  
rov ing machine, the re lay  and transmission 
system, the e f f e c t o r s  on the machine and the 
human operator as an element i n  the con t ro l  
1 oop. 
2.  Design cons i d e ra  t i ons and 
comments. These are the s a l i e n t  po in ts  t o  
consider i n  the design o f  a human operated 
system, although the considerat ions may no t  
g ive s t r i c t  r u l e s  t o  f o l l o w .  For 
t e l  eoperated systems, t h e  design 
considerat ions might include the degree o f  
telepresence appropr iate t o  the con t ro l  
system, the v a r i e t y  o f  hand c o n t r o l l e r s  
which are ava i l ab le  f o r  con t ro l  o f  
te leoperators and a general discussion o f  
the d i f ferences among them. I n  t h i s  sect ion 
the issues o f  t ime delay, co lo r  coding 
d isp lay formats and arrangements would be 
d e a l t  w i t h  as items which the designer must 
tahe i n t o  considerat ion as he or  she begins 
t o  def ine the remote system t o  meet h i s  or  
her special  systems’ requirements. 
Very o f t e n  the in format ion contained i n  
the considerat ions sect ion i s  more important 
than in format ion contained i n  other o f  the 
sect ions,  but  because i t  serves as a menu o f  
opt ions,  i t  i s  usua l l y  no t  de ta i l ed  and 
s p e c i f i c  enough t o  t e l l  the designer what t o  
do, j u s t  what t o  consider. 
3.  Design requirements i s  the t h i r d  
sect ion f o r  each t o p i c  i n  the standard. I t  
i s  i n  t h i s  sect ion where engineers and 
designers f i n d  the d e t a i l e d  requirements 
which must be met  i n  order f o r  the system i n  
question t o  meet the demands made on human 
operated space. vehic les.  Where poss ib le ,  
the requirements are spec i f i ed  i n  
q u a n t i t a t i v e  terms, usua l l y  w i t h i n  a design 
range. Var ia t ions from any o f  these 
requirements c a l l s  f o r  a review and approval 
o f  the design v a r i a t i o n .  For space based 
te leoperators  the requirements might c a l l  
f o r  a f i x e d  per iod o f  t ime which an operator 
can work wi thout  r e l i e f ,  o r  s t a t e  t h a t  
con t ro l  inputs  s h a l l  no t  be capable o f  
acc ident ly  damaging the c r a f t ,  o r  t h a t  
d isp lay reso lu t i on  s h a l l  be greater than 1 
arc minute. They would probably s t a t e  the 
minimum disp lay r a t e ,  s ignal- to-noise r a t i o  
and con t ras t  and d isp lay br ightness. 
Concerning the use o f  f 1 i g h t  con t ro l  l e r s  and 
manipulator c o n t r o l l e r s ,  the requirements 
would speci fy  fo rce  and torque 1 i m i  ts and 
the number o f  degrees o f  freedom which can 
be con t ro l l ed  by an operator. The 
requirements f o r  space te leoperators  w i l l  
probably seem ove r l y  r e s t r i c t i v e ,  bu t  they 
w i l l  ensure against  system f a i l u r e  and 
damage t o  adjacent s t ructures.  The 
requirements are those items which must be 
s a t i s f i e d  i n  order t o  ensure an appropr iate 
a1 l o c a t i o n  o f  a u t h o r i t y  and autonomy between 
the human and the machine. 
4. Design examples and so lu t i ons  i s  
the f o u r t h  sect ion o f  each o f  the top i cs  
covered i n  NAS-STD-3000. Here, proven space 
designs are presented, n o t  as the answer t o  
a designer ’s dream, bu t  as h i s t o r i c a l l y  
successful so lu t i ons  t o  problems encountered 
i n  space systems. For space based 
te leoperators  and robots t h i s  sect ion would 
include the Mars lander, the Soviet  lunar 
rovers, the Shu t t l e  Remote Manipulator 
System and other extant  examples. I t  might 
a l so  supply design so lu t i ons  from very near 
term programs such as the F l i g h t  Telerobot ic  
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i f  they advance the  s t a t e  o f  the a r t  o r  
understanding beyond t h a t  provided by 
h i s t o r i c a l  missions. 
As the r o l e  o f  te leoperators  and robots 
becomes more wide spread i n  the space 
environment, and as NASA and the Department 
o f  Defense come t o  r e l y  on them more, there 
w i l l  be a c lea r  requirement t o  develop a 
dedicated human engineering design standard 
f o r  t e le robo t  systems. Those o f  us who are 
i n te res ted  i n  seeing the  e f f e c t i v e  
app l i ca t i on  o f  t h i s  technology can 
con t r i bu te  our concerns and knowledge t o  
such agency wide standards as NASA-STD-3000. 
F i r s t ,  we can request t o  be included i n  the 
next Government and Indust ry  Advisory Group 
meeting, and second, we can send 
recommendations concerningthe incorporat ion 
o f  man-systems/remote systems data i n t o  the 
e x i s t i n g  standard. The Johnson Space Center 
i s  responsible f o r  maintaining the  Standard, 
and comments and considerat ions can be 
forwarded t o  M r .  C l e t i s  Booher, SP3/Man- 
Systems I n t e g r a t i o n  Standards, NASA-Lyndon 
B. Johnson Space Center, Houston, TX 11058. 
It i s  hoped t h a t  i n  the  next few years, 
through the e f f o r t s  o f  p a r t i c i p a n t s  i n  
symposia such as SOAR and the Robotics 
Indust ry  Associat ion t h a t  we w i  11 be able t o  
def ine and con t r i bu te  a body o f  knowledge 
which w i l l  encourage the app l i ca t i on  o f  
automata, robots and te leoperators  t o  the 
operat ions o f  our space program. 
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INTEGRATION OF A COMPUTERIZED TWO-FINGER GRIPPER 
FOR ROBOT WORKSTATION SAFETY 
John E. Sneckenberger. Professor 
Kazuki Yoshikata, Graduate Student 
Mechanical and Aerospace Engineering 
West Virginia University 
ABSTRACT 
A microprocessor-based controller has been 
developed that continuously monitors and adjusts 
the gripping force applied by a special two-finger 
gripper. This computerized force sensing gripper 
system enables the endeffector gripping action to 
be independently detected and corrected. The 
gripping force applied to a manipulated object is 
real-time monitored for problem situations, 
situations which can occur during both planned 
and errant  robot a r m  manipulation. When 
unspecified force conditions occur at the gripper, 
the gripping force controller initiates specific 
reactions to cause dynamic corrections to the 
continuously variable gripping action. 
The force controller for this intelligent 
gripper has been interfaced to the controller of an 
industrial robot. The gripper and robot 
controllers communicate to accomplish the 
successful completion of normal gripper operations 
as well as unexpected hazardous situations. An 
example of an unexpected gripping condition would 
be the sudden deformation of the object being 
manipulated by the robot. The capabilities of the 
interfaced gripper-robot system to apply 
workstation safety measures (e.g., stop the robot) 
when these unexpected gripping effects occur 
have been assessed. 
INTRODUCTION 
The widespread application of robots has 
created a need for endeffector devices which can 
sense the force applied to handled objects. Other 
handled object characteristics such as its shape 
are  also often required because the robot has to 
deal with several kinds of object materials of 
different texture. 
Although these kinds of gripper capabilities 
are absolute necessities for so-called human 
equivalent robots, the mentioned endeffector 
functions can have specific purposes for some 
industrial applications. In this project, the 
proposed industrial gripper force sensor system 
can be fully utilized for handling part  objects 
with only limited feedback information from the  
endeffector because: 
1) The user enters the approximate gripper 
force that seems suitable for gripping a particular 
object while the robot performs a specified task. 
2) If the robot’s s m a r t  gripper controller 
then notices that the object cannot be safely 
handled within the program specified force bounds 
due to prescribed task acceleration and 
deceleration characteristics, it will stop the robot 
and wait for another user command that it 
recognizes to be more suitable for the particular 
part  handling assignments, force-wise and robot 
movement-wise. 
Thus, the robot can avoid improper and unsafe 
part  handlings. 
GRIPPER DESIGN 
In manipulating and moving objects with 
robots, force sensors in the gripper can provide 
important feedback information. 
A s m a r t  gripper force sensor system using 
strain gages was designed to permit the handling 
of very delicate objects using a two-finger 
gripper (see Figure 1). 
The details of the gripper fingers and force 
sensor design will be described in a paper to be 
presented a t  the International Conference on 
Ergonomics of Advanced Manufacturing and Hybrid 
Automated Systems this August 15th. 
PPer 
or 
U 
Figure 1. Two-Finger Gripper Hardware 
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SMART GRIPPER CONTROLLER 
The signal from the gripper’s sensor is 
amplified by a strain gage amplifier which sends a 
DC output voltage to the input of an  A/D 
converter (see Figure 2). The voltage is 
processed through an  A/D converter and sent to 
an  8-bit NEC Z80A computer through a 8255A PI0 
interface, where interface programs can be written 
in either Basic o r  Assembler languages. Also the 
stepper motor for the gripper drive is driven by 
a stepper motor driver board through another PI0 
interface. Further, the NEC computer 
communicates with GE P-50 industrial robot 
through another PI0 interface. 
1 
Z80A 
CPU 
Stepper Motor 
Figure 2 .  Control Computer Interface 
GRIPPER CONTROL LOGIC 
During robot operation, the two-finger gripper 
maintains the user specified force; that  is, the 
forward and reverse rotations of the stepper 
motor are controlled by the output signals from 
the s m a r t  gripper controller. A s  the gripper force 
approaches the specified force, the forward and 
reverse rotations of the stepper motor are  slowed 
down to one-third of full speed. 
In this developed s m a r t  gripper system, 
improper part  handling force w a s  defined as F < 
1/2 W or F > 3/2 W, where W is the user specified 
force. If the measured force exceeded the defined 
safe range during robot task operation, the robot 
automatically stops and waits for the user to enter 
another specified force (see Figlire 3 ) .  Thus, the 
smart gripper controller provides a robot safety 
scheme in its handling of objects. 
7 
L 
Figure 3. Flow Chart of Force Control Logic. 
SMART GRIPPER OPERATIONS AND CIRCUITRY 
The operational logic and interface 
communications for the s m a r t  gripper controller 
will be described by means of the following 
pick-and-place illustration. 
Grasp (Position B )  
When the robot gripper reaches i ts  part  grasp 
location (position B )  from its home position, after 1 
sec. the P-50 controller output port 04 t u rns  on 
(see step 01 in Table 1 and Figures 4 and 5 ) .  
Thus, the 1/0 port A0 of the Z80A is then 
grounded and the Z80A starts its  A/D conversion, 
The stepper motor then starts rotating, causing 
the gripper to close. 
When the specified force is  applied to the 
object, relay 1 closes (see step 02 in Table 1). 
The P-50 robot then proceeds to the part  release 
location (position A )  for the gripper. 
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Step 
00 
01 
02 
Transfer (Move B + A1 
P-50 P-50 P-50 Comments 
Timer Output Input 
Home Position w 
T1 ON 04 ON P-50 moves to position 8. 
(1 sec) After 1 sec. gripper 
closes to the specified 
force. 
02 ON When the force reaches 
the specified value,the 
P-50 proceeds,maintaining 
the force. 
External If the force exceeds 
('4) (A ) 
Release servo the range: F<(1/2)*w or 
W is a specified force. 
stop F>(3/2)*W, P-50 stops. 
While the object is  being transferred, the 
stepper motor can rotate forward and reverse 
according to the continuous force feedback. If 
the force is too big or too s m a l l  owning to some 
physical, etc., change, where a proper gripping 
operation is now impossible, then the P-50 robot 
stops and waits for another force input from the 
Z80A. Relay 2 is  activated to initiate this 
servo-stop of the P-50 robot. 
Release Location (Position A )  
When the P-50 endeffector reaches i ts  release 
rocation (position A),  after 1 sec. the P-50 
controller output port 05 is turned on (see SteF 
03 in Table 1). Then the motor reverses and the 
object is  released by the gripper. 
03 
0 4  
Grasp (B) 
When the P-50 reaches * Shaded areas define unsafe forces. 
End of Program Figure 6. Example of  Controlled Gripper Force. 
T2 ON 05 ON 
(1 sec) position A. after 1 sec 
the gripper opens. 
Figure 4. P-50 Operational Sequence 
w i t h  Safety Sheme. 
ervo-Stop (02) 
Port C P o r t  B Por t  A 
(Output port) (Unused) (Input port) 
82558 1/0 Ports of  NEC Z80A Computer 
Figure 5. Z80A Interface Connection 
EXPERIMENTAL STUDY 
F I  Table 1. Control L q i c  Step Sequence 
Experiments were performed to learn how 
accurately the endeffector was able to handle 
deformable objects (see Figure 6). These pick and 
place tasks were conducted at various robot 
speeds. 
Although complete numerical results have not 
yet been obtained, the designed and developed 
s m a r t  gripper has shown excellent observed 
performance in the handling of lightweight 
deformable objects (see Figure 7). 
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Figure 7 .  Experimental System. 
CONCLUSIONS 
This project has been conceptually successful 
in the development of a low cost gripper force 
sensor system that  was able to handle lightweight 
deformable objects during a pick-and-place task 
with safety. This system was conceived and 
constructed with controller interface provisions 
that stops the robot if the gripper force exceeds a 
specified unsafe force range. 
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LOCAL POSITION CONTROL: 
A NEW CONCEPT FOR CONTROL OF MANIPULATORS 
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ABSTRACT 
Resolved motion rate control is currently one of 
the most frequently used methods of manipulator 
control. It is currently used in the Space 
Shuttle remote manipulator system (RMS) and in 
prosthetic devices. Position control is predomi- 
nately used in locating the end-effector of an in- 
dustrial manipulator along a path with prescribed 
timing. 
In industrial applications, resolved motion rate 
control is inappropriate since position error 
accumulates. This is due to velocity being the 
control variable. In some applications this pro- 
perty is an advantage rather than a disadvantage. 
It may be more important for motion to end as soon 
as the input command is removed rather than reduce 
the position error to zero. 
Local position control is a new concept for mani- 
pulator control which retains the important pro- 
perties of resolved motion rate control, but 
reduces the drift. Local position control can be 
considered to be a generalization of resolved 
position and resolved rate control. It places 
both control schemes on a common mathematical 
basis. 
INTRODUCTION 
Space presents a uniquely promising work environ- 
ment for operations associated with research, 
manufacturing, and services in a number of fields 
of commercial importance [ l ] .  Semiconductor, 
superconductor, and biological technologies and 
satellite servicing being some of the more 
promising areas of commercial uses of space. 
Space also presents a uniquely unfamiliar and 
hazardous work environment for people. The micro- 
gravity and ultra-vacuum of low earth orbit, which 
is so promising in its technological uses, exposes 
astronauts to potentially dangerous situations. 
The use of advanced automation and robotics in 
space is seen as a way of reducing both the risks 
and the costs of space operations [ 2 ] .  
Astronauts excel at integrating sensory informa- 
tion, interpreting sensory information, and then 
using his judgment to make decisions as to how 
best to complete a task, even in the event of some 
unforeseen circumstance. An astronaut, however, 
can become overwhelmed by sensory information and 
not be able to perform effectively. Teleoperated 
manipulators, like the Shuttle remote manipulator 
system (RMS), are an extension of a person's 
sensing and manipulating capability to a location 
remote from him. 
Automation and robotics will not lessen the 
importance of the astronaut, since fully autono- 
mous operation in space is not possible in the 
foreseeable future. Rather, astronauts and 
automation need to be utilized each to their best 
advantage. Automation excels in quickly storing 
and recalling large amounts of data, computing, 
responding to signals, and in continuously moni- 
toring many different tasks without being dis- 
tracted. Sharing controlling between astronauts 
and automation can result in a system with greater 
capability than either operating alone. 
The problem of sharing control of a manipulator 
between man and machine is of crucial importance 
for space and other remote applications of auto- 
mation. Some directions in which automation and 
robotics research should evolve from this tech- 
nology into more advanced telerobots are described 
by Sheridan 131. Sheridan distinguishes between 
efferent (motor) and afferent (sensory) computer 
extensions to the human operator. This paper 
describes a new concept for control of manipu- 
lators, local position control. It is an efferent 
extension in that it unifies position and resolved 
rate control techniques and is also an afferent 
extension in that in some implementations it would 
reduce the sensory burden. 
CONTROL OF MANIPULATORS 
A common characteristic of manipulator control 
systems is that they must generate a trajectory 
for one or more appendages. A trajectory consists 
of two parts, a path and a displacement along that 
path. A teleoperator control system [ 4 ]  is shown 
in Figure 1. 
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Figure 1 - Teleoperator Control System 
Resolved motion rate control allows the operator 
to specify the velocity of the end-effector in 
directions resolved into a Cartesian coordinate 
system. It is one of the most frequently used 
methods of manipulator control and is used in the 
RMS and prosthetic devices. Here, the path 
generated and the path commanded diverge since 
rate is control variable. At any instant the 
input is commanding a velocity on the path 
generated without regard to the path commanded. 
Resolved position control allows the operator to 
specify the position of the end-effector in 
directions resolved into a Cartesian coordinate 
system. It is commonly used in locating the end- 
effector of an industrial manipulator along a path 
with prescribed timing. 
In industrial applications, resolved motion rate 
control is inappropriate since position error 
accumulates. In some applications, however, this 
property is an advantage rather than a disadvan- 
tage. It may be more important for motion to end 
as soon as the input command is removed rather 
than reduce the position error to zero. 
LOCAL POSITION CONTROL 
Local position control can be thought of as con- 
sisting of position control in a plane normal to 
the path and rate control along the path. The 
concept is shown graphically in Figure 2. For a 
path P between two points A and B, the actual 
position is point C at a particular instant in 
time t. Point C is in error since it is not on 
the path P. Under the local position control 
paradigm, the commanded position at time t + At 
can be found by projecting C in a plane normal to 
the path to point D on the path and then advancing 
along the path to point E according to the desired 
time rate of change of  displacement along the 
path. The next position can be expressed as 
where 
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Figure 2 - Local Position Control 
of Translation 
Similarly, the orientation trajectory may be 
thought of as a displacement along a path on a 
hypersphere as shown in Figure 3 .  For a path P on 
the hypersphere between two orientations A and B, 
the actual orientation at a particular instant in 
time t is in error at point C. As before, the 
next commanded orientation at time t + AT can be 
found by projecting C normal to the path to point 
D and then advancing along the path to point E 
according to the desired time rate of change of 
orientation. The next orientation can be 
expressed as [5] 
where q(t) is the quaternion for orientation C, 
- q(t+At) is the quaternion for orientation E and 
q+ is the quaternion of the orientation change beiween E and C. 
Figure 3 - Local Position Control 
of Orientation 
SOME POSSIBLE REALIZATIONS 
The range of possible realizations of local 
position control encompasses all modes currently 
described in the literature. Local position 
control also suggests some new modes not described 
before. A few of the possible modes are 
1. Handcontroller with rate inputs and 
a) Normal and tangential position errors 
ignored. Equivalent to resolved rate control 
b) Tangential position error ignored. 
c) Neither normal nor tangential errors 
ignored. Equivalent to resolved rate control with 
position servo [ 6 ] .  
2 .  Computer generated path with 
a) One handcontroller rate input for dis- 
b) Displacement along the path in At is a 
placement along the path in At. 
programmed function of time. 
3 .  Computer generated surface with 
a) Two handcontroller rate inputs for dis- 
placement along a path in At constrained to the 
surf ace. 
b) Displacement along a path in At con- 
strained to the surface Ls programmed function of 
time. 
4 .  
a slave manipulator 
Path generated by a master manipulator driving 
a) Kinematic control of slave. Unilateral 
control. 
b) Forces and torques sensed by slave are 
reflected back to the operator of the master. 
Bilateral control. 
c) Forces and torques are not sensed by slave 
but synthesized as a function of the posttion and 
orlentation difference between master and slave. 
Synthetic bilateral control. 
5. Path generated by a master manipulator driving 
a slave 1s constrained to a computer-generated 
path. Results in the same three cases as mode 4 .  
6. Path generated by a master manipulator driving 
a slave is constrained to a computer-generated 
surface. Results in the same three cases as mode 
4 .  
7. Supervisory level computer generates a path or 
surface and an operational level computer 
generates the displacement and orientation rates. 
SHUTTLE RMS AS AN APPLICATION 
One might envision using mode 2 a) with a smooth 
computer-generated curve superimposed on the TV 
monitor as a visual aid to the operator. The 
curve might be heuristically chosen for a particu- 
lar task like docking or berthing and have perhaps 
a parametric adjustment. The operator would have 
to input only a single rate, the rate O E  displace- 
ment along the path, and visually verify that it 
is following the superimposed curve. 
CONCLUSION 
Local position control can be considered to be a 
generalization of the resolved posttion and rate 
control concepts. All previously described 
control modes can be described in the context of 
local position control and many new ones can be 
thought of as well. Local position control may 
well be a big step in the right direction in the 
evolution of telerobots. 
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Local position contrpl of the Shuttle RMS would h? 
practical is a means of determining the relative 
position and ortentation of objects in space can 
be found. Recent work on the Laser Docking Sensor 
[7] indicates that this may soon be pos:;!Sle with 
a high degree O F  accuracy at ranges Erom 0.1 to 
22,000 feet. 
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ABSTRACT 
Understanding about a dexterous 
robot hand's motion ranges is 
important to the precision grasping 
and precision manipulation [ 4 ] .  This 
paper presents an object oriented study 
for a planar robot hand on the ranges, 
measured with respect to the palm, of 
position reaching of a point in the 
grasped object, and of rotation of the 
object about the reference point. In 
this paper we introduced the rotational 
dexterity index and dexterity chart. We 
developed an analysis procedure for 
calculating these quantities. We also 
devel oped a design procedure for 
determining the hand kinematic parameters 
based on a desired partial or complete 
dexterity chart. These procedures have 
been tested in detail for a planar 
robot hand with two 2- or 3-link 
fingers. We have shown that the derived 
results are useful to performance 
evaluation, kinematic parameter design, 
and grasping motion planning for a 
planar robot hand. 
1. Introduction 
Many robot manipulation tasks 
require a robot hand to have dexterity in 
fingers' arrangement and movement. 
These tasks include non-grasping 
manipulation such as playing piano 
and pushing obj ect , and grasping 
manipulation such as power grasping and 
precision grasping [l, 3, 5 ,  61. In 
this study we are interested in 
the dexterity for precision grasping. 
The precision grasping logically 
implies that the grasped object can move 
delicately with respect to the palm. 
Disregarding the grasping capability, 
grasping stability, optimal grasping 
configuration, etc., for which there 
exist many studies in literature, 
we further limit ourself to the study of 
the motion range of the grasped 
object . 
Compared with the robot arm 
motion, the object's motion relative to 
hand is usually small. However, for 
such relative motion the range of position 
reaching of a point on the object 
and the range of rotation of the object 
about the point at a given position 
is still a basic and important 
problem. While there are many studies 
on the robot arm's primary and 
secondary workspace (see the definition 
by B. Roth [ 8 ]  and K.C. Gupta and B. Roth 
[2]), there are relatively few studies 
on hand motion range reported in the 
literature, among which the work by J. 
Kerr and B. Roth [ 4 ]  provides us a 
starting point. 
Unlike a robot arm, in conducting 
motion range for a robot hand, the shape 
and size of grasped object must be taken 
into account, since the hand and the 
grasped object constitute one motion 
system. [ 4 ]  has studied the position 
reaching of a hand with two and three 
fingers. They assumed a line or a 
triangle with vertices corresponding to 
the two or three grasping points. 
This gives a relatively simple model, 
however, the influence from the 
interference between the fingers and 
the grasped object is neglected to a 
large extent. 
Besides the range of position 
reaching of a point in the object, 
the range of rotation of the object about 
the reference point at each position 
should also be determined. Since the 
grasped object usually has very limited 
is not range of rotation, it 
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appropriated for one to seek a 
counterpart in precision grasping 
for primary workspace which exists for a 
robot arm. Instead , one need to 
find the distribution of different 
rotation ranges in the positionally 
reachable space. 
This paper presents our study 
guided by above thoughts for a planar 
robot hand. The paper is divided 
into two parts: dexterity analysis and 
design application. In the analysis 
part we have selected a circle of 
suitable size as a testing object, defined 
a rotational dexterity index for the 
grasped ob] ect at a given 
position, represented the spatial 
distribution of rotational dexterity over 
the workspace by a dexterity chart. 
Detailed analyses are conducted for a 
planar hand with two 2- or 3-link fingers. 
In the design application part, we 
presented a methodology for designing 
the kinematic parameters of a planar 
hand from a desired partial or 
complete dexterity chart. Depending on 
the number of controlling points 
in the dexterity chart, we have shown 
that the optimal approximate solution in 
the sense of least square errors can be 
obtained. The technique of selecting 
initial value and final solution 
modification have also been discussed. 
2. Dexterity Analysis 
We assume in this analysis that 
the contacts always occur at the finger 
tips and there is no slipping at the 
finger tips during motion. For the most 
part, we also neglect the size of 
the finger tip. Its influence will be 
discussed near the end of this section. 
In addition to these assumptions, 
depending on tasks there are various 
objects with different geometric shapes 
and sizes. For a particular 
application, it is appropriate to test 
directly on the grasped object. In this 
paper we select a circle as a testing 
object based on three reasons: (1) without 
a particular task in mind, a circle is 
always one of the most simple and common 
planar objects (or component objects) ; 
(2) the simplicity in analysis due to 
using a circle does not prevent the 
developed methodology to be extended to 
other testing objects; ( 3 )  the motion 
range analysis for a circle always 
provides the lower bound of the motion 
ranges for any inscribed objects, though 
this is under the assumption that 
their contacts are positioned 
coincident with the circle. 
The size of a manipulated object 
will affect the dexterity measure. The 
dexterity of a hand decreases as the 
size of the object increases. In order 
to study the influence on dexterity 
due to hand configuration instead of 
hand dimension, we let the diameter of 
the testing circle to be proportional to 
the average length of the fingers, while 
the proportional coefficient is chosen 
heuristically as 0.5. From calculation 
for many cases in which the hands 
have two homogeneous 2-link fingers , we 
noticed that when the proportional 
coefficient varies around 0.5, a 
scalar dexterity measure changes linearly. 
- 2 1 Dexterity Analv sis of A P1 a- 
When the dimension of the finger 
tip is not negligible, a planar hand 
with two 2-link fingers can not turn 
an object without slipping, since 
the finger's position and orientation 
can not be controlled at the same 
time. To turn an object by pure rolling 
between the fingers and the object, the 
minimum number of joints required is two 
for one finger and three for the other. 
However, to illustrate our analysis 
procedure a hand having two 
homogeneous 2-link fingers with pointed 
tips is sufficient. 
With Two 2-Link Finsers 
w I 
Figure 1 
A kinematic model of a hand with 
two 2-link fingers grasping a ball is 
shown in figure 1. Since those two 
fingers are symmetrical, we need to only 
look at one finger. Let us define, for 
finger l,Si to be the rotation angle for 
joint i; a. the length of link i; (X 
Y1) the coorhinates of finger base; in; ) the coordinates for finger tip 
with "1 ''respect to palm coordinates. 
These variable and parameter symbols 
are consistent throughout this paper. 
The transformation matrix from 
the finger tip coordinates to the 
palm coordinates, takes a form [7] 
Mx Nx 
M N  
Y Y  
0 0 
cose2 
SINB2 
0 
cosel -SINB1 :I] = 'S1NOl cose 
1 0 0 1 
0 11 1 0  0 1 1  
...... (1) 
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We have two equations from (1) rotation angle of the object, since 
the contact points are fixed between the 
fingers and the circle. For a planar 
precision grasping, we define the 
Rotational Dexterity Index at a position 
as 
(x -x cosol+ (yb-yl) SINB~ = a2coSeZ+al b 1  
...... (2) 
RDI = (Sum of reachable Arc Length) /(2Rn) 
The workspace of the hand is 
defined as the motion range which the 
reference point of the testing object (a 
center point of the circle) can reach. 
Many nodes can be created by dividing the 
workspace into a collection of small 
areas. For each node the rotational 
dexterity index can be calculated. 
Then, a set of loci of the nodes 
having equal vales of rotational 
dexterity index can be obtained. Within 
the range of the workspace, these 
curves represent the spatial 
distribution of different degrees of 
rotational dexterity. We name the ares 
within one curve of rotational 
dexterity index p as Workspace of 
...... ( 4 )  (Y -Y ) cosel-(xb-xl)smel = a2sme2 b 1  
...... ( 3 )  
The solution of e and 
should however be checked against A$ 
interference between the object and the 
fingers. If two very near points on 
the circle can be reached by one 
finger, their circle-center symmetrical 
points can be reached by the other 
finger, and there is no interference 
between the ball and fingers, we can 
assume that a corresponding small arc 
length on' the circle is reachable by 
fingers. Moving the finger around the 
circle and summing up all reachable 
small segments, the total reachable 
arc length can be obtained, which is 
directly proportional to the range of the 
, 
.'+- 
I . "  :.VI :.,I :.I> !I# :I ,  .hi :ri i .m 
!I "01.0.1 
.0., 
F i g u r e  i? 
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The WRDI distribution can be 
very effectively expressed through a 
chart, we call it the dexterity chart. 
Figure 2 shows some dexterity 
charts that present the dexterity of 
some hands with two homogeneous two-link 
fingers. In the figures we choose the 
increase step for RDI as 0.1. From the 
comparison of the charts we can see 
clearly that the link parameters have 
big influence over the manipulating 
capability of a hand. For a planar 
hand with two non-homogeneous 
fingers, a non-symmetrical dexterity 
chart can be obtained, such as in the 
figure 3. These dexterity charts are 
very useful in comparing dexterity of 
two hands, in programing the motion 
of a manipulated object, and in 
designing a hand. 
The dexterity of a hand may be 
expressed by a scalar. We define one 
scalar as the summing up all the areas 
in different WRDI. That is, 
DEX = C (i+l) AREhI=i*step ...... ( 5 )  
Where the step can be 0.1 or other value 
we prefer. The another obvious choice is 
that define DEX as the average 
rotational dexterity index. 
2.2. Dexterity Analvsis of A Planar Hand 
With Two 3-Link Finaers 
The analysis procedure used for 
the planar hand with two 2-link fingers 
can be easily extended to a planar 
hand with two 3-link fingers. 
‘1 
RD 1-0 
r:l 
- ‘ I .BO -‘.73 -‘.50 ‘.25 d.00 .I25 .‘SO .‘73 t.00 
X 
Figure 3 
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The kinematic model of a two 3- 
link finger hand is shown in Figure 
4. The transformation matrix from 
finger tip coordinate system to palm 
coordinate system can be expressed as 
cosel -sinel X1 1 
0 1  0 1  0 
cose2 -sine2 a cose3 -sinej a2 
sine2 cose2 0 1  [ si;’ c;e3 ol] 
1 
1 0 a3 [ 1 :] ......( 6 )  
From (6) we obtain three independent 
equations 
-M a cos8 +N a sin8 +(Xb-Mxa3-X )=alCosB1 x 2  3 x 2  3 1 
-M Y 2  a cos8 3 +N Y 2  a sinB3+(Yb-MYa3-Yl)=alsin8 1 
cos81cos82-sin81sin82 = M X cose3-M Y..... sine 3 (7) 
Because the left side of equation 
(6) consists of known parameters, the 
variable el, e2 and B3  are solvable. 
The procedure used €or dexterity 
analysis of a hand with two 2-link 
fingers can be used now for the analysis 
of the hand with two 3-link fingers. 
We need only to follow each steps 
presented in the previous section. 
Y 
5 
I 
Figure 4 
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2.3 The Effect of Finuer TiD Dimension 
on Dexteritv 
The method can be extended to 
take into account the dimension of finger 
tips. Figure 5 shows that when the 
finger tip is of circular type, we 
can choose the equivaleqt radius of 
the manipulated circle as R =R+r, then 
above procedure for dexterity 
analysis can still be used. An 
additional value CRDI should be added 
to RDI, CRDI=S4 r/R, where 64=4 -4 is 
due to pure rolling between the' Anger 
and the circle. 
.' A ' I  
Figure 5 
2.4 .  Dexteritv Analv sis of 
A multifinger hand can reposition 
some of its finger contacts with respect 
to the grasped object, so it may have 
much large WRDI of RDI=1.0. 
If we assume all fingers 
keep contacting while turning a 
circle, the previous methodology 
can be applied directly. 
Planar Multifinaer Hand 
3. Application for Kinematic Parameters 
Given the number of fingers, numbers 
of links for each finger, and finger 
tip positions, there are still the 
kinematic parameters of a planar hand 
need to be determined. These 
parameters include palm size (or 
locations of finger bases), the length 
of each finger link, and the 
diameters of the sphere 
(semisphere) attached on finger tips. 
We present here a design 
methodology which is based on a partial 
or complete desired dexterity chart. 
Such partial dexterity chart can be 
obtained by selecting several positions 
on the boundaries of different WRDI. 
For an arbitrarily given object and a 
dexterity chart, while we can design a 
hand to follow accurately few 
Design of Planar Robot Hands 
controlling points in a dexterity chart, 
it is not feasible to have a hand 
whose dexterity chart matches 
exactly an arbitrarily given one. 
We develop an approximate design method 
which results in a hand with the 
dexterity chart that has minimum 
deviation from a given one. 
3.1 De sisn of A Planar lisnd wim 
The configuration of a planar two- 
link finger is the same as shown in figure 
1. As we illustrated in figure 1 and 
figure 5, let (X Y ) be the coordinates 
for the base 0%' fiAger 1 in the palm 
coordinate: (X , Y ) be the coordinates 
for the center soin% of the circle; ,9 be 
the angle between the X axis of the palm 
frame and the line through the circle 
center and contact point of fingerl; and r 
be the radius of the sphere attached on 
the tip of finger 1. The transformation 
matrix from finger tip coordinate system 
to the palm coordinate system takes the 
same expression as in (1). Except that 
X =X +(R+r)cosp andY =Y +(R+r)sinp. 
P!?emktiply both sidesof $hec equation 
by the inverse matrix associated with 
e Three independent equations are 
obtained. 
Two 2-Link Finsers 
a cose2+al = cose1[Xc+(R+r)cos,9-Xl]+ 2 
+sine [Y +(R+r)sin,9-Y1] . . . . . . ( 8 )  1 c  
a2sinO2 = -sine1[Xc+(R+r)cos,9-Xl]+ 
+case [Y +(R+r)sinp-Y1] . . . . . . (9) 1 c  
cose2 = Mxcose +M sinel 
1 Y  
. . . . . . (10) 
Because M =COSQ and M =sina,where Q 
is the angle Xbetween lastY link of the 
designed finger and the X axis of the palm 
frame, the equation (10) can be rewritten 
as 
Q = el + e2 ...... (11) 
Given one position in a 
dexterity chart, there are three 
equations and six unknowns (XljnY1, ;&: 
a ,e and 0 ) .For n positions 
dgxtbrity ckiart, there are 3n equations 
and 4+2n unknowns. Therefore, for 4 
given positions in a dexterity chart there 
exists an exact solution for finger 
parameters. 
When the number of given positions 
are over 4 ,  the above equations 
are overconstrained. we can obtain 
approximate solutions by using 
regression methods, in which one of the 
simplest is least square method. Our 
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min x ( coseli[Xci+(R+r)c~s~i-Xll+ 
+sineli [Yci+ (R+r) singi-Yl] -a2cos82i- 
-a ) '+( -sineli [Xci+ (R+r) cospi-X1]+ 1 
+coSeli[yci+ (R+r) sir~p~-Y~]-a,sin@~~ 2 
S.T. eli + e2i - ai = 0 
where i = 1,2,3 .... n ...... (12) 
In using least square method, 
we tentatively guess 0 . for each 
position, and solve 8 '&om equation 
(11). For n positionii the 2n 
equations from ( 8 )  and ( 9 )  can be written 
as in matrix form 
K12 K13 K14 
O K22 K2 3 K2 4 
K32 K3 3 K3 4 
K42 K4 3 K4 4 
... 
K(2n-1)2"' K(2n-1)4 
(2n) 4 K O '(2n)2 . * .  
where Gl=al, G =a2, G =X 2 3 1' 
G1 
G2 
G3 
G4 
...... (13) 
;4=Y1 
P ~ ~ - ~ =  coseli [xci+ (R+r) cospi]+ 
+sineli [ Yci+ (R+r) sinpi] 
P (2i) = -sineli [ Xci+ (R+r) cospi] + 
+cosoli[Yci+(R+r) sinpi] 
K(2i-1) 2 = COS'2i 
K ( ~ ~ ) ~  = sineai 
y2i4)3 - K(2i)4 = cos(ai-e2i) 
(2i)3 = sin(ai-e 2i) = -K '(2i-1) 4 
i =  1, 2, 3...n. 
Rewriting equation (13) in brief form 
[ I(Znx4) [ I(4x1) - [ l(2nx1) 
- 
...... (14) 
Premultiplying bothT sides of equation 
(14) by matrix [ K 1 (4x2n)r 
[ G ] = ( [ K I T  [ K ]  [ K I T  p I ....... (15) 
The matrix [ K IT [ K 3 is positive 
definite and symmetrical. Except for 
singular cases it has inverse matrix. 
3.2 Initial Values of Iteration 
From kinematic parameters obtained 
by (15) , actual 8 . and e . can be 
calculated. By it&ative com&ation the 
solution will be refined each time. 
The initial values of B2i's will 
affect the convergence speed. In the 
design of a two 2-link finger, by our 
sign convertion, negative initial values 
are suggested for a left finger, and 
positive initial values are suggested for 
a right finger. 
Looking at the matrix expression 
r K IT r K I= 
n ccoseZi 
ccoseZi n 
Xcos(ai-B2i) CCOSU 
Csin(ai-#2i) csina 
i 
i 
1 Ccos(ai-e2i) csin(ai-e2i) i xsina i CCOSU 
n 
0 n J 
we notice that to avoid singularity we 
can not have all initial values of B . I S  
to be zero, or to satisfy the constra3hts 
a-8 =O or a - e 2 = x / 2  for all positions. 
3.3 Avvr oachina F inal solution 
The solution from the iterative 
method means that the finger tip can be as 
close as possible to the required 
positions for given ai's. It is not 
surprise that some part of thedexterity 
chart will be satisfactory and some part 
will be not. Following three 
techniques can help us to improve the 
final solution, while using the same 
number of links for each finger and 
same number of finger for each hand. 
2 
(1) Improve U ~ S  
From (13) we know that we can 
otherwise the matrix [ K 3 [ K J 
will be singular. Checking the result 
of computation, we can find which u is 
selected unappropriatelly and to which 
direction it needs to be modified. 
( 2 )  Repeat The Equations for Few 
Positions In (13) 
Repeating the equations for 
few positions in (13) would drive 
the corresponding parts of the dexterity 
chart approach more closely to desired 
one , though the other parts 
will deviate correspondingly. This 
is useful for the case where some 
points are relatively more important. 
( 3 )  Shift The Given Positions of The 
Finger Tip 
not assign all a .  equal0 Tor ?r/2# 
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The resulted dexterity chart may 
also provide us some clues as to 
shift some contact positions of the 
finger tip , since either their 
requirement can not be met, or they have 
big negative influence over whole chart. 
Figure b 
I 
/' 
3 . 4  An Desisn Example 
A hand with two 2-link fingers 
is designed to test our design 
methodology. The hand is expected to 
(1) have a WRDI (RDI=0.2) in a circle 
with radius R=2.5, for a manipulated ball 
with radius R=0.6; and at the same time 
(2) have a WRDI (RDI=0.3) in a circle with 
radius R=1.5, for a manipulated ball with 
radius R=0.5. Both of the circle centers 
are at the point (0, 3.5). Totally 16 
positions in the dexterity chart are 
selected to design the hand. Because 
the desired dexterity chart and 
fingers' configuration is symmetric, only 
one finger need to be designed. The 
selection of initial positions and 
orientations of the last links is shown 
in figure 6. The process of 
approaching the final solution is shown 
in figure 7. To improve the 
legibility, RDI curves with larger 
values are not shown in the charts. 
Figure 7 (b) shows that the condition 
(2) is always satisfied, and figure 7 
(a) shows how the condition (1) is 
approached. 
Although, in the example , 
two manipulated objects are circles, the 
I. 
Figure 7 
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method can be used to design a 
hand for manipulating several different 
objects with several different levels of 
dexterity. That is very useful for 
the designing of industrial robot 
hands. 
3.5 Desian of a Three Link Finaer 
The design method can be extended 
to design a three link finger. 
The configuration of a planar 
three link finger is figure 4. The 
transformation matrix from finger tip 
coordinate system to the palm coordinate 
system is expressed in ( 6 ) .  
Considering Mx=N =cosa,M =-N =Sinal Y Y X  
rewrite equation (7), we have 
= e + e  +e3 1 2  . . . . . . (16) 
a cose +a cos(a-e3)+a3cosa+X1 = Xb . . . (17) 1 1 2  
a sine +a sin(a-0 )+a3sina+Y1 = Yb . . . (18) 1 1 2  3 
When the dimension of the finger tip 
is considered , X =X +(R+r)cosp 
and Y =Y +(R+r)sinf3 are to be 
substitutkl Cinto (17) and (18). 
For one point on a dexterity 
chart there are 3 equations and 8 
unknowns (Xl, Y1, all a2, a3, 81' 82 
and Os). For n points there are 3n 
equations and 5+3n unknowns. After we 
assign values to 5 unknowns, we can 
have 3n equations with 3n remain unknowns. 
It is very difficult or impossible to 
have analytic solution, so we resort to 
using numerical method. 
In using the least square method 
we have to assign two 0 ' s  for each 
position, and the third B can be solved 
from equation (16). Equations (17) and 
(18) can be used to construct a matrix 
equation 
. . . (19) - [ (mx5) ' (5x1) - [ I(mx1) 
where m=2n 
G =a 
K(2i-1 
K(2i-1 
K(2i-1 
K(2i) 1 
K(2i) 2 
K(2i) 3 
1 1' G2=a2, G3=a3, G =X1, G 5 1  =Y 
1 
2 
4 
= celi 
= cos 
i = cosa 
- seli 
= sin(ai-B3i) 
= Sinai 
K(2i-1)4 = K  (2i)5 = 
K(2i-1)5 - K(2i)4 = 
- 
The matrix [ G ] can be expressed as 
The rest of the steps are similar 
as presented for designing a 2-link 
finger . 
3.6 Other Issues On Desian 
In the above procedure a hand 
is designed with one finger at a time, between so
there is no difference 
designing a mlutifinger hand and 
designing a two finger hand. However, 
the chance of interference will increase 
as the finger number increase. 
2. Selection of The Size of Finger Tip 
Theoretically, we can design 
the diameter of a circular finger tip 
using the equation (3). However I 
sometime the result is not feasible. The 
better way is we first select the 
diameter of the finger tip according 
to the size of the manipulated object, 
Then check whether the result is 
satisfactory. 
1. Design of Multifinger Hands 
4 .  Conclusion 
Inspired by the work on 
dexterous robot hand workspace [4], we 
proceeded an object oriented study for 
a planar hand on the range of position 
reaching of a point on the grasped 
object, and the range of rotation 
of the object about the reference point. 
Both ranges are measured with 
respect to the palm. 
In this paper, for each position of 
the reference point, the percentage 
of one revolution that object can rotate 
about the reference point with respect 
to the palm is defined as rotational 
dexterity index for that point. The 
distribution of such rotational 
dexterity index over the whole 
positionally reachable space is expressed 
in a dexterity chart, which includes 
contours of different index values. 
In addition to using dexterity 
chart for hand performance evaluation, 
we also presented an design 
procedure for determining the 
kinematic parameters of a planar hand 
with revolute joints based on a desired 
partial or complete dexterity chart. 
Least square error iterative method, 
its initial value selection and final 
solution improvement have been stressed. 
The dexterity analysis and 
design application are presented in a 
case study format, in which a planar 
hand with two 2- or 3-link fingers have 
been investigated in detail. 
Although the methodologies 
are developed for dexterity analysis and 
3 50 
design of planar hands, they can be [lo] Yang, D.c.H. and Lai, Z.C., "On the 
extended to the spatial hands for the same Dexterity of Robotic Manipulators -- 
purpose. service angle", pp.262-270, Journal 
The methods are useful in of Mechanism, Transmissions, and 
the analysis, design and motion Automation in Design, V01.107, June 
planning of industrial robot hand for 1985 
assembly tasks or some other tasks in 
which precision grasping and manipulation 
are needed. 
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ABSTRACT 
A strategy is presented for the design 
and construction of a large 
master/slave-controlled, five-finger 
robotic hand. Each of the five fingers 
will possess four independent axes each 
driven by a brushless DC servomotor and, 
thus, four degrees-of-freedom. It is 
proposed that commercially available 
components be utilized as much as 
possible to fabricate a working 
laboratory model of the device with an 
anticipated overall length of two-to- 
four feet (0.6 to 1.2 m). The fingers 
are to be designed so that proximity, 
tactile , or force/torque sensors can be 
imbedded in their structure. In order 
to provide for the simultaneous control 
of the twenty independent hand joints, a 
multilevel master/slave control strategy 
is proposed in which the operator wears 
a specially instrumented glove which 
produces control signals corresponding 
to the finger configurations and which 
is capable of conveying sensor feedback 
signals to the operator. Two dexterous 
hand master devices are currently 
commercially available for this 
application with both undergoing 
continuing development. A third 
approach to be investigated for the 
master control mode is the use of real- 
time image processing of a specially 
patterned master glove to provide the 
respective control signals for 
positioning the multiple finger joints. 
INTRODUCTION 
Objective 
It is proposed to design and construct a 
large, anthropomorphic, master/slave- 
controlled, robotic hand. The 
envisioned device would be larger and 
more powerful than the human hand while 
possessing sufficient dexterity to 
closely mimic the fingering and grasping 
configurations of its human counterpart. 
The device has been assigned the 
Carl L. White 
Computerized Technologies, Inc. 
1445 Summit Street 
Columbus, Ohio 43201 
acronym,  SLAVE^ for , " Servomotor-Linked 
Articulated Versatile End Effector," 
reflecting the planned master/slave 
control mode and the use of an 
individual electric servomotor to drive 
each joint. 
A rapid prototype R&D strategy utilizing 
off-the-shelf components wherever 
possible is p o osed for the development 
of the SLAVE' Yaboratory prototype. A 
key goal of the strategy is to minimize 
development time and costs by 
eliminating long lead times for design 
and construction of individual 
components. The commercial availability 
of components including the electric 
servomotors and power transmission 
mechanisms to drive the individual 
finger joints will, thus, dictate size, 
weight, payload and finger length of the 
hand assembly. Based upon this 
consideration, it is anticipated that 
the initial working laboratory model 
will have an overall length of two-to- 
four feet (0.6-1.2 m) and an individual 
finger clamping force of 15-20 pounds 
(-067--089 kN). 
Previous Work i n  Robotics Hands and 
Grippers 
Classification of robot hands may be 
based on mechanical characteristics. 
The basic criteria for classification is 
the number of "degrees of freedom" which 
the robot hand possesses. Degrees of 
freedom relates to the number of powered 
joints and the kinematics of the hand. 
The kinematics plus the geometry of the 
hand determine the envelope of the work 
space. Theoretically, the larger the 
number of degrees of freedom the more 
dexterous the hand and the more numerous 
the grasping patterns which can be 
achieved. 
The current research in robotic hands 
has been motivated by extensive work in 
prosthetics and industrial grippers. In 
industry, grippers are designed for 
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securely grasping objects and the burden 
of maneuvering them is put on the robot 
joints where these grippers are 
attached. For various objects, 
different grippers with different finger 
shapes and actuation mechanisms are 
designed to be simple and durable [l]. 
For positioning small objects, 
industrial robots have been provided 
with small motion hands. An elegant 
example, is the Tokyo hand where three 
five-bar structures achieve 6-degrees of 
freedom to maneuver a triangular plate 
To improve the dexterity of the robot 
hands, computer controllers have been 
incorporated. These computerized 
controllers provide the potential of 
designing articulated robot hands with 
programmable and reconfigurable fingers 
f o r  different applications. 
In designing prosthetic devices, much of 
the work has focused on developing 
simple grasping systems. An example of 
a simple single degree-of-freedom 
prosthetic hand is the Utah hand where 
myoelectric sensing has been employed 
[ 31. A more advanced prosthetic device 
employing force balancing mechanics to 
allow fingers to curl and settle around 
the grasped object is the Belgrade hand 
Dexterity is a key feature in designing 
robot hands. Thus multi-degree-of- 
freedom hand designs have been reported 
in recent years. These designs employ a 
wide range of actuating devices (e.?. 
pneumatic, hydraulic and electric 
servomotors) and force and tactile 
sensing. In particular, the dexterous 
robot hand developed at Japan's Electro- 
Technical Laboratory is a computer 
controlled 3-fingerI ll-degree-of- 
freedom device able to grasp and impart 
controlled motions to rectangular and 
spherical objects [5]. 
Another remarkable design was the 
Stanford/JPL hand which has three, 3- 
degree-of-freedom fingers [6]. That 
design proved that three fingers are 
sufficient to grasp an object assuming 
that the object is held in the 
fingertips. That grasping technique is 
not very secure since efficient grasping 
requires that fingers curl around 
r21. 
~41. 
objects and hold them against the palm. 
Also developed was a hierarchical 
control system for commanding the 
fingers and object motions [7]. 
Using the shape memory alloy (SMA) 
technology, Hitachi has combined the 
actuator and transmission into one 
mechanical element [8]. The Hitachi 
hand is kinematically similar to the 
Tokyo hand. The slow response time, high 
power consumption, and actuator fatigue 
failure are three significant problems 
with this hand design. 
The most complex mechanical hand is the 
UTAH/MIT hand [ 9-11]. The current 
design has a total of 17 degrees of 
freedom and consists of three, 4-degree- 
of-freedom fingers and one, 4-degree-of- 
freedom thumb. The hand presents a 
major success in designing a very 
complex mechanical system and in the 
high performance achieved. The major 
drawback is the high power consumption 
and the large amount of computation 
resources (3-5 Motorola 68000 
microprocessors). 
Common to all of these systems are a 
number of major design issues. The 
number of digits affect the 
effectiveness of secure grasping while 
more joints broaden the range of 
grasping capabilities. One of the major 
issues in designing dexterous robot 
hands is the choice of actuation and 
transmission mechanisms. To avoid 
excessive weight, actuators are often 
located away from the hand and a variety 
of transmission schemes are utilized. 
In particular, cables routed through 
flexible conduits and Kevlar composite 
flat ribbons passing over pulleys are 
used. 
As indicated, dexterous hand designs are 
characterized by the kinematics, 
actuators, and transmission mechanisms. 
In the following section, these key 
factors will be pscussed briefly for 
the proposed SLAVE dexterous hand. 
PROPOSED ROBOTIC HAND DESIGN 
Kinematics 
A mechanical hand configuration 
possessing four fingers and a thumb is 
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contemplated. Each of these five 
members will have four joints or 
degrees-of-freedom. More specifically, 
for each finger/thumb member three 
joints would provide flexion and 
extension (and possibly hyperextension) 
and a fourth joint would allow abduction 
and adduction. This would give the hand 
a total of twenty degrees of freedom and 
provide sufficient dexterity to closely 
replicate the gripping and fingering 
actions of a human hand. 
Actuators 
Each of the twenty joints is to be 
directly driven by an independent DC 
servomotor and integrated speed reducing 
mechanism. The brushless DC type of 
servomotor duplicates the external 
performance of a conventional DC motor 
without utilizing a commutator or 
brushes. This is possible because 
solid-state electronic switching 
replaces the conventional brush 
commutation switching process. A second 
major difference is that the wound 
member, or armature, reverses its role 
and relative position from rotor 
(rotating member) and inner component in 
the conventional DC motor , to Stator 
(stationary member) and outer component 
in the brushless motor. These two 
differences lead to a number of 
significant advantages from the 
brushless DC motor [12-131: 
1. 
2 .  
3. 
4 .  
5. 
6. 
7. 
8 .  
No brushes to wear out: increased 
reliability, reduced maintenance 
requirements. 
No commutator bars to oxidize: 
ability to sit idle for years 
without loss of performance. 
Absence of brush arcing: safer in 
the presence of fumes, dust, paint 
spray, etc. 
Speeds up to 80,000 RPM are 
practical. 
Less radio-frequency interference. 
Easier cooling of windings with 
fins or cooling jacket: extended 
operating range. 
Smaller diameter, more compact. 
Reduced inertia: increased accel- 
eration and improved control. 
Although practical brushless DC 
servomotors are a relatively recent 
solid state electronics and permanent 
magnet technology, units are now 
available from a number of major 
manufacturers. Included in this 
category are suppliers such as Inland, 
Moog, Litton Clifton Precision, Fanuc, 
Indramat, Mavilor and Electorcraft. 
Power Transmission 
Electric motors characteristically 
produce relatively low torque in the low 
speeds range. This is true as well for 
brushless DC motors, and preliminary 
calculations indicate that torque 
multiplication (or speed reduction) 
rates in the area of 200:l will be 
required to achieve the desired robotic 
hand strength. To meet this 
requirement, the patented harmonic drive 
gearing device available from the 
Harmonic Drive Division of the Emhart 
Machinery Group, Wakefield, MA, has been 
tentatively identified. 
The harmonic drive has three simple, 
concentric components: 
1) a rigid circular spline with 
internal gear teeth, the outermost 
component which is a non-rotating 
member for speed reducing 
applications; 
2) a non-rigid "flexspline" with 
external gear teeth, the 
intermediate member of the assembly 
serving as the output member for 
speed reducing applications; 
3) the elliptical wave generator, the 
innermost of the concentric 
components serving as the input 
member with its elliptically shaped 
inner bearing race and ball 
bearings rotating within an outer 
bearing race of the " f lexspline" 
output member. 
The fact that the outer rigid circular 
spline has two more teeth than the 
mating "flexspline" results in a 
relative angular motion between these 
two components equal to the spacing of 
two teeth for each complete rotation of 
the elliptical wave generator. With the 
circular spline rotationally fixed, the 
"Flexspline" will rotate in the opposite 
direction to the input at a reduction 
ratio equal to the number of teeth on 
the "Flexspline" divided by two. A 
detailed explanation of these operatinq 
development triggered by advances in principles is given in the "Harmonic 
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Drive Designers Handbook" (141 along 
with load and accuracy ratings, 
operating life expectancies and 
installation and servicing guidelines, 
The unique design of the harmonic drive 
yields the following advantages for 
robotics applications: 
1. Exceptionally high torque and power 
2. Essentially zero backlash. 
3 .  Efficiencies as high as 90%. 
4 .  Ratios as high as 320:l in a 
single reduction with much higher 
ratios achieved by compound stages. 
5. Concentric input and output shafts. 
6. No radial loads since torque is 
generated by a pure couple; this 
simplifies the supporting structure 
requirements. 
capability in a small package. 
Drawbacks of the harmonic drive are that 
it is relatively compliant exhibiting a 
soft windup characteristic in the low 
torque region, and that it produces a 
small, sinusoidal positional error on 
the output. This error varies inversely 
with the pitch diameter at a predominant 
frequency of twice the input speed. 
Additionally an amplitude modulation 
typically occurs twice per output 
revolution. 
Electronic Programmable Controllers 
With the many degrees of freedom 
required for dexterous robot hands, the 
problem of control and demand on 
computing escalates. The simplest 
approach is to use a local control loop 
for each joint. However, for precise 
motion control, a coordinated motion for 
fingers and digits becomes a must for an 
efficient design. 
For master-slave operation, where the 
coordination is achieved by the action 
of a human in the loop, the coupling 
between the fingers is neglected. 
Currently, a number of high performance 
servomotor controllers are commercially 
available. These controllers are 
designed to be programmable and 
installed in personal computers. 
DEXTEROUS HAUD MASTERS 
The proposed master/slave control mode 
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calls for the operator to wear a 
specially instrumented dexterous hand 
master. This device must produce 
control signals capable of directing the 
servomotor actuators of the robotic 
slave hand into correspondence with the 
respective positions of the human 
operator's hand joints. Plans call for 
consideration of three different 
dexterous hand masters to carry out this 
control function. Two such devices, the 
A. D. Little "Sarcos Dexterous Hand 
Master" and the VPL Research "DataGlove" 
are currently commercially available 
though both are undergoing continuing 
development. Their application will be 
discussed briefly in the following 
paragraphs together with a third 
approach utilizing real-time image 
processing of a special optically 
patterned master glove. 
A. D. Little Sarcos Dexterous Hand 
Master 
Arthur D. Little, Inc. of Cambridge, 
Massachusetts [15] offers a Sarcos 
Dexterous Hand Master. The device 
utilizes mechanical linkage assemblies 
secured to the individual finger digits 
by means of flexible ring-like bands. 
Built-in hall effect potentiometers 
translate the various linkage motions 
into electrical signals which can be 
correlated to the individual finger 
joint movements. 
The linkages are constructed chiefly of 
aluminum, non-magnetic stainless steel, 
and delrin. A stainless steel hand clip 
is used to fasten the device to the 
hand. Special provisions include spring 
loading of the ring-like finger bands to 
maintain proper positioning even though 
the fatty tissue of the finger changes 
shape as the joints flex; and, "passive 
pivots" perpendicular to the joint 
bending axes to accommodate the non- 
parallel joint axes commonly resulting 
from crooked fingers. 
Currently, up to twenty human joints 
motions can be monitored with a 
resolution of one-half degree over their 
full range for flexion or ab/adduction. 
Each channel is sampled 100 times per 
second to provide for real time finger 
configuration data. Accuracy of 
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positioning and repeatability are said 
to be strong points of the A. D. Little 
hand master. 
VPL DataGlove 
VPL Research of Redwood City, California 
markets the DataGlove [16-181, an 
ingenious glove-like dexterous hand 
master that senses hand gesture position 
and orientation in real time. The 
device utilizes fiber-optic cables 
sandwiched between a stretchable inner 
glove and a cloth outer glove. 
Each joint motion to be detected 
requires a separate fiber-optic cable 
laid in a parallel path running across 
the joint and looping back so that both 
free ends are anchored in an interface 
board mounted near the wrist. At one 
end of the cable is a light emitting 
diode source and at the other a 
phototransistor. The segments of the 
cable which rest over the joint are 
specially treated so that the light 
escapes when the joint is flexed. The 
greater the degree of bending, the 
greater is the loss of transmitted 
light. This effect can be detected by 
the phototransistor and calibrated to 
provide angular measurements with a 
resolution of one degree. A data 
acquisition rate of 60 times per second 
is used. 
An additional feature on the DataGlove 
Model 2 System is a high resolution, 3D, 
magnetic digitizing device which 
provides f o r  6-degree-of-freedom (three 
translation and three rotation 
coordinates) tracking of the absolute 
position of the hand. This tracking 
device, produced by Polhemus Navigation 
Sciences Division of the McDonnell 
Douglas Electronics Co., is designated 
as the "3SPACE Isotrak." 
It should be noted that VPL Research has 
recently developed a counterpart of the 
DataGlove hand master called the 
DataSuit which provides configuration 
data for the entire body. 
Optical Pattern Hand Master 
A third method suggested for the master 
control mode is the use of a master 
glove imprinted with a special color- 
coded optical pattern. In this 
approach, the respective control signals 
for positioning the multiple finger 
joints would be extracted from the glove 
image. Potentially, the required glove 
could be lighter, better fitting, less 
cumbersome, and less expensive than 
either the A .  D. Little Sarcos Dexterous 
Hand Master or VPL DataGlove. The 
authors are not aware of any 
commercially available devices of this 
nature or any researchers who have 
applied this approach to date. 
Nevertheless, the continuing gains in 
computing speed which are being achieved 
by parallel processing may make this a 
viable approach for mimicking the 
relatively slow, four-to-five hertz, 
action of the human hand. To achieve 
real time performance, however, while 
compensating for factors such a 
extraneous light or the masking effect 
of hidden fingers, special treatments 
might be required. For example, 
condsideration might be given to the 
application of neural networks by which 
the system could be trained to quickly 
recognize specific finger 
configurations, or to the use of special 
image enhancing techniques such as the 
eigenimaging technique [19-201. 
APPLICATIONS 
The proposed SLAVE2 approach has 
attracted preliminary support from the 
National Aeronautics and Space 
Administration (NASA). The device would 
serve as a laboratory model to develop 
end effector technology for Space 
Shuttle servicing and Space Station 
construction, servicing and repair 
operations. Tentative plans call for 
the construction of two similar models, 
one for study by the Kennedy Space 
Center (KSC), and the second €or the Jet 
Propulsion Laboratory (JPL). 
The KSC SLAVE2 hand will be designed for 
installation on 
Anthropomorphic Robot manufactured by 
ARI. The IRB-90 is capable of lifting 
approximately 200 pounds (90 kg) and 
holding it about ten feet (3000 mm) from 
its base with a repeatability of 0.04 
inches (1 mm) under constant operational 
conditions. Further details of this 
system installed at the Robotics 
the IRB- 9 0/2 
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Applications Development Laboratory 
(RADL) have been reported by V. L. Davis 
[21] of KSC. 
The JPL model of the SLAVE2 hand will be 
designed to attach to a laboratory work 
stand for testing and evaluation. 
Anticipated commercial applications 
include handling of hazardous wastes, 
munitions, or large radioactive or 
chemically contaminated objects. Fire 
fighting, construction, demolition, 
disaster clean-up, and rescue operations 
might provide additional applications 
for a large dexterous end effector 
operated remotely under master/slave 
control. 
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ABSTRA CT 
A pose acquisition system operating in 
space must be able to perform well in a variety 
of different applications including automated 
guidance and inspections tasks with many 
different, but known objects. Since the space 
station is being designed with automation in 
mind, there will be CAD models of all the 
objects, including the station itself. The goal 
of our work is to construct vision models 
and procedures directly from the CAD mod- 
els. The system we are designing and imple- 
menting must convert CAD models to vision 
models, predict visible features from a given 
view point from the vision models, construct 
view classes representing views of the object, 
and use the view class model thus derived to 
rapidly determine the pose of the object from 
single images and/or stereo pairs. 
Keywords: matching, view class, CAD model, relational 
pyramid 
1. Introduction 
CAD systems are increasingly becoming an integral 
component of the manufacturing process in the factories and 
plants of the United States. Parts can be designed inter- 
actively and then automatically machined from the newly 
created models. As part of the automation process, some 
manufacturers are buying machine vision systems to inspect 
the machined parts and to provide the three-dimensional 
guidance for robots that handle the parts. Currently, most 
of these systems have to be reprogrammed to recognize 
each new part; this can involve weeks or months of effort, 
depending on the task. Since many manufacturers have the 
CAD models of the parts, the most desirable approach is 
to produce the vision algorithms directly from the CAD 
This research was supported by the National Aeronautics 
and Space Administration (NASA) through a subcontract 
from Machine Vision International. 
models. This approach has already been recognized as 
important, and some preliminary work in the area has been 
done. Examples include the work of Henderson and Bhanu 
at The University of Utah (Henderson et al., 1986) and that 
of Ikeuchi at Carnegie-Mellon (Ikeuchi, 1987). One area 
where vision systems based on CAD models is becoming 
important is in the United States space program. Since the 
space station and space vehicles are recent or even current 
designs, we can expect to have CAD models of these objects 
to work with. Vision tasks in space such as docking and 
tracking of vehicles, guided assembly tasks, and inspection 
of the space station itself for cracks and other problems can 
rely on model-directed vision techniques. 
We are building a computer vision system that uses 
CAD models and other knowledge about the objects it will 
view to generate vision models and vision algorithms. The 
system has two major subsystems: one for offline processing 
and one for online processing. The offline processing sub- 
system will handle the task of converting each of the CAD 
models, which were meant to be used for design and display 
of objects, to a vision model and a procedure that can be 
used to recognize, inspect, or manipulate the object. The 
online processing will use the vision model and procedure 
to perform the inspection/guidance task. 
CAD models range from the standard three-view, ortho- 
graphic engineering drawings to the more recent construc- 
tive solid geometry (CSG) and boundary models produced 
by solid modeling systems. Since there are algorithms for 
converting three views to solid models, we will not consider 
the three view representation, but are working with solid 
modeling systems. The purpose of most solid modeling 
systems is to provide an interactive environment in which 
an engineer can design a part, with procedures by which he 
or she can display the part in different orientations. A few 
systems also produce the specifications for the automatic 
machining of the part. None of these representations is 
suitable to be directly used by a machine vision system. 
A machine vision system needs a model of a part that 
specifies the features by which it can be recognized from 
one or more images. The features that will show up and 
can be extracted from an image are dependent on the 
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view, the material of the objcct, and the lighting setup. 
Machine vision coinpanics t Iiat sell software to customers 
for particular inspection or guidance applications typically 
have programmers and engirirrrs who spend months dcvcl- 
oping the best lighting and optics and the algorithms for 
determining the exact pose of the part and then performing 
the inspection or guidance task. All of the knowledge and 
experience of thcse people is missing in the bare CAD mod- 
els. Thus the offline system must contain enough knowledge 
of lighting and materials and the physics of imaging, that it 
can perform the same task automatically and reliably. 
In our overall design, the input to the offline system 
consists of 1 )  the  CAD model from the geometric modeling 
system, 2) a knowledge base of information on materials, 
lighting, and imaging, in a rule-based form, and 3) the  
specifications for the particular task to  be performed. The 
offline system will transform this information into a vision 
model and a procedure for that  task, to be used by the online 
system. This paper deals with the vision models being 
produced and the matching algorithms that  will use these 
models. The  topics to  be  discussed include 1)  prediction of 
images features from object models, 2) representation of the 
features predicted for a given view and their interrelation- 
ships, 3) generation of viewing clusters, and 4 )  matchine. 
a n  unknown view to the representatives of the view classes 
derived from the clustering. 
2. Predicting Image Features from Object 
Models 
Prediction of image features from object models is 
important in determining the machine vision algorithms 
that  will detect and extract the features and match to  
stored models. Ikeuchi (1987) has included prediction in his 
system that  matches range data  derived from photometric 
stereo. Ponce and Chelberg (1987) have worked out the 
mathematics for predicting the appearance of limbs and 
cusps of generalized cylinders. We have chosen to  work 
with standard geometric modeling systems of the type used 
in computer aided design of industrial parts in order to  
be most compatible with current and potential industrial 
applications. 
There are two major ways of representing three- 
dimensional objects in todays geometric modeling systems. 
Constructive solid geometry (CSG) models are built from 
primitive solids such as spheres, ellipsoids, cylinders, rect- 
angular parallelepipeds, and cones. The  primitive solids are 
combined using operations of union, intersection, and set 
difference to  produce a binary tree structure that  represents 
the object. The  idea is conceptually simple and easy for 
a designer t o  learn. Furthermore, the objects produced 
are guaranteed to  be physically possible three-dimensional 
objects. T h e  tree structures can be used to  generate wire 
frame drawings of the object or, with the use of a ray 
casting procedure, gray tone and color images of different 
views with different lightings. Boundary models represent 
an object by its surfaces and edges. They are more difficult 
to  use for construction of an object, but potentially more 
flexible, since the surfaces and edges may be represented 
by B-splines, allowing much more generality. It is possible 
to  construct a boundary representation (BREP) that  does 
not correspond to  any physically possible object. Boundary 
models can also be used to  generate wire frame, gray tone, 
or color images. 
We are using three different systems in our present 
work. The  first system, Renaissance, is a n  experimental 
CSG modeller being developed by Tony DeRose of the Com- 
puter Science Department a t  the University of Washington. 
This system accepts CSG input and applies ray casting 
to  produce shaded images. It allows spheres, ellipsoids, 
cylinders with spherical or ellipsoidal faces, rectangular 
parallelepipeds, cones, and half planes as primitives. I t  
also allows the user to specify the reflectivity of the  surface 
material and to  include any number of point light sources 
a t  different positions and with different intensities. Ongoing 
research on this system is producing the ability to  specify 
areal light sources of various shapes that  are more realistic 
than the point light sources. We are using this system 
mainly to  generate artificial images for display and for image 
processing. 
The  second system we are using is PADL-2 (Voelcker 
and Requicha, 1977) which was developed a t  Rochester and 
is now being distributed by Cornell University. PADL-2 
is a CSG system, but has the ability to  convert the CSG 
models to  BREP. Since vision systems deal with surfaces 
and edges, this converstion is essential to  our work. PADL-2 
allows spheres, cylinders, rectangular parallelepipeds, cones, 
wedges, and tori as primitives, and it does not have as much 
flexibility as WART in selection of lighting. We are mainly 
using it for fast wire frame drawings of the objects and for 
the conversion to  BREP. 
The  third system we are using is CATIA, a joint venture 
of IBM and Dassault. CATIA can produces a BREP 
with not only simple surfaces and curves, but also B-spline 
surfaces and curves. Although we cannot access the CATIA 
system ourselves, we will be given data  from that  system 
via IGES format tapes. 
The  prediction work consists of extracting data  from 
various geometric modeling systems, storing it in a three- 
dimensional vision model of our own design, and using the 
vision model to  predict the features that will appear in 
images. T h e  extraction process is merely a programming 
task, made difficult or easy by the particular system from 
which the data  must come. The  vision model we are 
currently using is $how in Figure 1 .  It is a variation of the 
hierarchical, relational structure we designed for collision 
avoidance and matching several years ago (Shapiro and 
Haralick, 1984). T h e  basic data  structures employed are 
the relational data structure, which represents entities, and 
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' i l  among entitirs. A relational data structure is a set of 
named relations. Each relation is a set of N-tuples for 
some positivr integer N .  The components of an N-tuple may 
be atomic or may themsclves be relational data structures. 
Each relational data structure has one distinguished relation 
called the attribute-value table. The attribute-value table 
stores the values associated with global attributes of the 
entity represented by the relational data structure. The 
other relations often depict thc relationships among the 
primitive pieces of the entity. 
The entities shown in Figure 1 are the world, the object, 
the face, the boundary, the simple arc, the compound arc, 
the simple surface and the compound surface. The world 
is made up of objects. The Objects Relation, which is a 
part of the World Relational Data Structure, is a list of 
the objects in the world. Each object in the list has a 
name, a type, a pointer or reference to the relational data 
structure for that object, and a transformation that can 
be applied to the points of the object to position it in the 
world. The attribute-value table of the world contains global 
information about the world, including, but not limited to 
the bounding box shown in the figure. An object has a set of 
faces and two important relations that embody the topology 
of the object. The Edge/Surface Topology Relation is a list 
of the three-dimensional (and possibly curved) edges of the 
object. Each edge in this relation is associated with its 
two endpoints, the faces to its left and right, the arcs that 
represent the edge in the boundaries of the two faces, and 
the angle between the two faces (or an approximation if 
they are not planar). The Vertex Relation is a list of three- 
dimensional vertices. Each vertex has associated a name, 
a location, a list of edges that meet a t  that vertex, and a 
transformation. 
Conceptually, a face has a surface equation or equations 
and a set of boundaries that tell what portions of the surface 
actually belong to the face. These boundaries are listed in 
the Boundaries Relation, and the surface is referenced as the 
value of the Surface attribute in the attribute-value table 
of the face. This is consistent, because the face has only 
one surface, but it has a set of boundaries. Each boundary 
is a list of arcs, which can be simple (represented by an 
equation) or compound (represented by a Compound Arc 
Relational Data Structure which itself has an Arcs Relation 
or list of arcs). Similarly, surfaces are either simple surfaces 
or Compound Surface Relational Data Structures. At all 
levels of the structure, entities have associated transforma- 
tions and bounding boxes. 
We h a w  used data structures of this general form 
for model-based vision system and geographic informa- 
tion systems and have found them to be very flexible and 
very natural representations of complex structures. The 
particular variant discussed here stores all the information 
usually found in any BREP plus the topological information 
that can help generate constraints for matching in a vision 
w I \  I I 
' I  
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Figure 1 illustrates the relational data structure for 
a three-dimensional vision model. 
system. Later in the work, inspection specifications and 
other attributes will be added to the models. 
Given a relational data structure representing a three- 
dimensional object, the goal of the prediction module is 
to predict the features of that object that will appear 
in an image of the object from a given viewpoint and 
wit4 a given set of light sources. Visible features can 
consist of edges between separate surfaces of the object, 
limbs (loci of points where the line of sight is tangent 
to the surface), corners, holes, imprinted characters, and 
anything else we might be able to detect with low- and 
mid-level vision algorithms. Our initial system will predict 
edges and limbs that should appear in an image of the 
object from a particular viewpoint and independent of the 
lighting. The result will be similar to a wire-frame rendering 
of the object, and the algorithms used will be variations 
of standard hidden line/hidden surface algorithms used 
to produce wire-frames. The main difference will be the 
maintenance of the relationships between the predicted two- 
dimensional structures and the three-dimensional entities 
which produced them. This information will be used later 
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in the pose estimation procedures. 
We are currently beginning the implementation of this 
part of the system. We have derived the equations of the 
limbs for the simple CSG primitives (ellipsoid, cylinder, and 
cone) in closed form. Yet to  be derived are the equations 
and procedures for working with B-spline data. The  next 
step is t o  investigate and characterize the reasons that  an 
edge or a limb may not show up  in a n  image a t  all. Not 
enough contrast between two surfaces due to  illumination or 
even the color and patterns of the surfaces and not enough 
difference in the orientations of the two surfaces are  some 
of the possible causes. 
3. Representation of Features 
The prediction system will generate the features that 
appear in a given view, and those views that  produce similar 
features will be grouped together as one viewing cluster. 
In order t o  decide if two views are  similar enough to  be 
grouped together, we need a representation for the features 
and their interrelationships. This representation should be 
simple enough that  the primitive features can be  easily 
accessed and complicated enough that powerful high-level 
relationships can be represented. This suggests a pyramid 
structure where simple primitives are represented a t  the 
bottom level, and the succeeding levels represent more and 
more complex relationships among the  primitives. Thus the 
view depicted by this structure can be dealt with a t  any level 
of complexity desired. The  structure is formally defined as 
follows. 
Let F be  a set of detectable primitive features. Each 
feature f E F has an associated type T f  and a vector 
of attributes A,. A relational pyramid of height h over 
feature set F is a sequence of h relational descriptions 
(Do, D1,. . . , Dh-1). Description Do is a sequence of no re- 
lations < @, . . . , R:o >, each relation representing one of 
the primitive types. A pair (f, A f )  belongs to  relation RP if 
f E F is a primitive feature of the type represented by R: 
and A,  is its vector of attributes. Intuitively, a t  level 0 of 
the relational pyramid, each feature is associated with its 
attributes and is classified as one of several different legal 
types. 
Description D1 is a sequence of relations < R!, . . . , R,!,, > 
where each relation Rf represents a relationship among 
two or more of the level-0 primitives. An attributed 
tuple of one of these level-1 relations Rf has the form 
((NI, t l ) ,  . . . , (N, ,  t,), A )  where each N, is the name of a rela- 
tion Rk, at level 0, and the corresponding t ,  is a tuple of RL,. 
The semantics of ((Nl,t l) ,  .. . , ( iVn,tn),A) E Rf is that the 
level-0 attributed primitives ( t l ,  . . . , tn) which are of types 
( N 1 , .  . . , Nn), are related according t o  the level-1 relation- 
ship R:, and this level-I relationship has attribute vector A. 
This idea can then be extended up  the pyramid. At level k, 
description D1: is a sequence of relations < Rf,  ..., REk >, 
where each relation represents a rclationship among two 
or more of the entitities from level 0 to  level k - 1. (In the  
strictest kind of pyramid, they would all he from level k-1.) 
An attributed tuple of such a level-k relation Rt; has the 
form ((N1,tl) ,..., (N,,t,),A) where each N, is the name 
of a relation R$, a t  a previous level k' and t ,  E R$, for 
j = 1, .  . . ,n. T h e  semantics of ( ( N l , t I ) , .  . . , ( N , , t , ) , A )  E R: 
is that the attributed primitives ( t l , .  . . , tn) which come from 
levels 0 to  k-1 and which are of relational types (N1,.  . . , N , )  
are related according to the level-k relationship Rf and this 
level-k relationship has attribute vector A .  
Thus the relational pyramid structure allows us to  define 
an object by its attributed primitives, relationships among 
those primitives, relationships among those relationships, 
and so on up to some predefined maximal level. It is 
a hierarchical, relational structure, but the hierarchy is 
defined on relationships instead of on larger and larger pieces 
of the object. Having formally defined the structure, we will 
now show how it can be used to  describe a view or a view 
class of a three-dimensional object. 
The  level-0 primitives in our current system are straight 
and curved line segments. Thus in our formalism, Do = < 
straightsegments, curvedsegments > . The attribute vector 
for a straight line segment contains its starting point and 
its ending point, and the attribute vector for a curved 
line segment contains its starting point, its ending point, 
and an interior point which is used in later calculations of 
relationships. 
The  level-I relations represent junctions where two or 
three segments meet. (This will later be extended to  multi- 
segment junctions.) For junctions where only straight lines 
meet, we use the standard junction types FORK, ARROW, 
T, and L. Because we wish to  distinguish between the 
separate lines of each junction, we define a numbering 
scheme that  selects the  first line in each junction as the 
one closest to  vertical and then numbers the remaining lines 
consecutively in clockwise order. 
For junctions including a t  least one curved line, we chose 
to  define a new labeling scheme that helps us to  build 
up relations a t  the next level of the pyramid. (For a n  
alternate labeling scheme for junction with curves, where 
junction types represent 3D information rather than just 
2D configurations, see Chakravarty (1979).) In our current 
scheme, a curved segment is considered concave (A) or 
convex (V) depending on the way it faces the segment 
previous to  it in a clockwise ordering of the segments. (Since 
our curve segments come from spheres, cylinders, and cones, 
they will not have inflection points.) The  first segment in a 
junction with a straight line segment and one or two curved 
line segments is defined to  be the straight line segment. The  
first segment in a junction with two straight line segments 
and one curved line segment is the straight line segment 
counterclockwise from the curved segment. If there are no 
straight lines, the curved segment whose chord joining its 
s tar t  and end points is closest t o  vertical will be  considered 
the first segment. T h e  label of a junction then dcpcntls 
on the labels of the two or three segments comprising it, 
in the ordering in which they are  numhered. For example, 
LA is the label of a junction where a straight line segmont 
connects to  a concave curve segment, while LAV is the 
label of a junction where a straight line segment is followed 
(in clockwise order) by a concave curve segment which is 
followed by a convex curve segment. 
The  relations currently implemented a t  level 1 of the 
pyramid represent each of the junction types just described. 
The  LOOP relation, which is also being implemented, con- 
sists of sets of segments that  together form a minimal closed 
boundary. Other feasible level-1 relations for view classes 
would be parallel line segments, colinear line segments, and 
such spatial relations as above, below, left-of, and right-of 
(when they are invariant for all views in a view class). 
The  level-2 relations use level-1 tuples representing at- 
tributed junctions and loops and level-0 tuples representing 
line and curve segments as their primitives. The relations 
currently being implemented a t  level 2 are  PARALLEL, 
ANTIPARALLEL, REVERSE, COLINEAR, ADJACENT, 
and INSIDE. Because these relations are being defined on 
junctions rather than on line segments, they have special 
definitions. 
The  PARALLEL relation consists of attributed sets 
of parallel junctions. Two straight line junctions J1 = 
( 1 1 , 1 2 , .  . .,In) and Jz = ( l ; ,  l;, . . . , Pm), n 5 m, are parallel if 
there is a n  order preserving injection f : J1  - J2 satisfying 
parallel(Zi, f ( l i ) ) ,  i = 1,. . . , n. Two arbitrary junctions 
J 1  = ( 1 1 , 1 2 , .  . . , In) and Jz  = ( l i ,  14,. . . , lh) are parallel if the 
nonempty subsequences IC1 c J l  and IC, E Jz  consisting of 
only the straight lines are  parallel, where the number of 
straight lines is greater than one. 
While two ARROW junctions may be parallel, it is 
impossible for a FORK junction and a n  ARROW junc- 
tion to  be  parallel, since one line segment of the FORK 
will point in the opposite direction as the corresponding 
line segment of the  ARROW. Yet this relationship is also 
important in describing the line drawing as a whole. For 
this reason, we define the ANTIPARALLEL and REVERSE 
relations as follows. Two straight line junctions J1 and 
J 2  are antiparaIle1 if there is a function f : J1 + Jz  
satisfying parallel(&, f ( l i ) )  or antiparallel(&, f ( 1 i ) ) .  Two 
straight line junctions are  reverse if they are antiparallel 
and if antiparallel(li,f(li)) is true for exactly one pair of 
corresponding segments. Two junctions are antiparallel (or 
reverse) if the  nonempty subsequences consisting of only 
straight lines and consisting of a t  least two straight lines 
are antiparallel (or reverse). In our implementation, the 
REVERSE relation corresponds to  this definition of reverse, 
and the ANTIPARALLEL relation corresponds to  pairs of 
junctions that  are  antiparallel, but not reverse. 
The  COLINEAR relation consists of attributed sets of 
colinear junctions. Two junctions are considered colinear if 
tlicy arc  parallel, antiparallrl, or rcverse and there is one 
pair of corresponding ctlgcs which satisfy t,he same linear 
equation. The  AD.JACI:N‘T rcla.t.ion consisk of pairs of 
junctions which are directly conncctetl t,o each other by 
a common scgmrnt. If ahovc, I)clow, ]&of, and right- 
of are invariant across a. view class, thcse can be used as 
attributes to  the adjacency of t l i c  junctions. Finally the 
INSIDE relation consists of a level-0 primitive and a level- 
1 loop, where the primitive lies inside the loop. Figure 
2 illustrates these concepts for one view class of a three- 
dimensional object . 
Figure 2a illustrates the line drawing representing 
a view class of a machined part object. 
4. Constructing Viewing Clusters 
A view class model of a n  object consists of a set of 
characteristic views of that  object, represented by a suitable 
data  structure. In his range-data-oriented system, Ikeuchi’s 
view classes are  the aspects of the object. Two views are  
part of the same view class if all the  same surfaces a re  
visible in each of them. While this is a very reasonable 
approach for range data ,  where segmentation into surfaces 
is relatively easy, it is not reasonable for intensity images of 
complex parts, where it may be very difficult to accurately 
segment into individual surfaces. Korn and Dyer suggested 
that the view classes could be constructed by considering a 
large number of views around a tesselated Gaussian sphere 
and grouping together those that  share some property. T h e  
important question here is what that  property might be. 
The  most reliable features that  can be automatically 
extracted from intensity images are still line segments: both 
straight and curved. If we apply Ikeuchi’s thinking to  Korn 
and Dyer’s suggestions, we would say that  two views belong 
to  the same cluster if the same line segments are  visible in 
both. But, even under conditions where background and 
lighting are  carefully controlled, one can still expect some 
missing or extra line segments due t o  effects of illumination 
and other environmental factors. Thus two line drawings of 
an object, taken from approximately the same viewpoint, 
may be a little bit different. Furthermore, there may be a 
set of viewpoints which all produce similar, but not identical 
line drawings, and which we would like to  group together _ . -  
in order to  control the number of view classes. All of this 
ORIGINAL PAGE 
365 OF POOR Q U A F W  
I lL LOI.IAmrow l o l l  
IIAnow 12) ILV LCOll 
IlLV L W I . I U V  LC41I 
I IUV .LC4)  lUL.LCSI1 
I IUL .LC5 I  IL  LON 
I(LV.LCOI 1UV.LCI I I  
( I U V  LCO (UL.LC21I 
I IUL.LC2I. lLV LC31 
LEVEL 1: 
Figure 2b illustrates the pyramid structure for 
the view class shown in Figure 2a with attribute 
information suppressed for simplicity. 
suggests that two views belong in the same view class if 
their relational distance (Shapiro and Haralick, 1985) is 
similar enough. Thus finding view classes consists of finding 
relational distances between pairs of pyramid structures 
representing view points selected from a tesselated Gaus- 
sian sphere and clustering them, based on these relational 
distances. This is all part of the offline processing of the 
object. 
5. Matching Unknown Views to View 
Class Descriptions 
When an image is taken of a known 3D object from an 
unknown view, the first step before inspection or guidance 
is to determine the pose (position and orientation) of the 
object. To achieve this with a view class model, the vision 
system must first determine the correct view class, find the 
correspondences between the features extracted from the 
image and those in the view class representation, use the 
links between 3D features and view class features to find the 
correspondence between extracted features and 3D features, 
and use this correspondence to find the pose of the object. 
It is desirable to determine the correct view class its 
rapidly as possible. Chakravarty and Freeman (1982) rep- 
resented a view class by a vector containing the number of 
junctions of each junction type. They used the values in 
the vector to select the best view class, relying especially on 
the most frequent junction type. We feel that this approach, 
while simple and rapid, will not work very well when some of 
the segments do not show up in the image, causing missing 
or erroneous junction types, or when extra segments appear 
in the image. Ikeuchi (1987), using range data, created 
an interpretation tree during his offline processing phase. 
The interpretation tree was a decision tree used to select 
the best view class, depending on the values of various 
measurements. We will consider this approach in the future, 
but initially, we are trying a simple idea based on the Hough 
transform, which we consider promising. 
Suppose each view class is represented by a rela- 
tional pyramid structure. For each relational pyramid, we 
can easily derive a s u m m a r y  p y r a m i d  structure. Where 
the relational pyramid has a relation R with c tuples 
summary pyramid has a corresponding relation R with a 
single tuple ((Nl, N,, . . . ,N,,), c) representing those c tuples. 
For example, if the parallel relation has 4 tuples of the form 
( ( F O R K , f ) ,  (ARROW,a) ) ,  then the parallel summary re- 
lation has one tuple ( (FORI f ,ARROW) ,4 ) .  This is done 
for each relation and a t  each level of the pyramid. At level 
0, the summary is just the count c of how many primitive 
features there are of each type. Figure 3 illustrates the 
summary structure for the relational pyramid of Figure 2b. 
Note that we have simplified the level-1 summary structures 
for readability. The names of these level-1 relations actually 
indicate the types of the primitives. 
Along with the original relational pyramid structures 
and the summary structures, the online system requires one 
more structure to be produced by the offline system: the 
i d e s  structure. The index allows direct access, given a 
summary tuple of the form ( ( N l , N 2 , . . . , N n ) , c ) l  to a list 
of all view classes that have this tuple in their summary 
structures. It keeps an evidence accumulator for each view 
class, initialized to zero. For exact matching, the online 
system would traverse the summary structure derived from 
the unknown view, and for each tuple in the summary 
structure, it would add one to the accumulators of all the 
view classes on the list attached to that tuple in the index. 
The view class or classes with maximal evidence would be 
selected. 
Exact matching will produce erroneous results, due to 
missing and extra segments. Our current solution is to 
actually model the "erroneous" views associated with a view 
class, producing a separate summary for each. We also 
associate a probability with each perfect and each erroneous 
{((NI 7 t ~ , , ) ,  ( N , ,  t z , j ) ,  . . ., ( N n ,  tn,, )> A )  I .i = 1, . . ., CI 1 the 
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Figure 3 illustrates a summary structure for the 
relational pyramid of Figure 26. 
view; the probabilities are now chosen by the experimenter, 
but will eventually come from the prediction module. Using 
the summary matching described above with the enlarged 
set of summaries, we can select one or more view classes. A 
Bayesian analysis will then tell us which is the most probable 
view. 
Once a view class has been selected, we must determine 
the correspondence between the primitives of its relational 
pyramid and those of the unknown view’s relational pyra- 
mid. Since the  relational pyramid structure is a highly 
constrained, relational representation of a view class or view, 
we expect that  a backtracking tree search, using discrete 
relaxation, will be able to  rapidly find the best mapping 
from view class structure to  view structure. In particular, 
the  higher-level relations are  expected to  aid in efficient 
pruning of the tree. Furthermore, it is not necessary t o  
find a correspondence for every primitive feature of a view 
class. We need only find enough correspondences to  reliably 
compute the pose of the object. 
6 .  Summary 
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Abstract 
In recognizing objects in an outdoor scene, range and reflectance 
(or color) data provide complementary information. This paper 
presents the results of experiments in recognizing outdoor scenes 
containing roads, trees. and cars from the CMU Navlab (Navi- 
gation Laboratory) project. The recognition program uses range 
and reflectance data obtained by a scanning laser range finder, as 
well as color data from a color TV camera. After segmentation of 
each image into primitive regions. models of objects are matched 
using various properties. 
1 Introduction 
In order to be able to handle a variety of environments and tasks. 
a mobile robot must be able to extract features from its visual sen- 
sors that enable it to correctly interpret its environment. Many 
sensing strategies are now possible, from standard video cam- 
eras to sophisticated ranging systems. A single sensing modality 
cannot provide enough information to interpret outdoor scenes 
however. Geometrical data from ranging systems is necessary for 
describing the shapes of tlie observed objects, but some type of re- 
flectance data is also necessary to properly analyze their physical 
properties, such as terrain type or surface markings. Combining 
different types of sensor data is not an easy task however. It in- 
volves the combination of data sets that are measured by sensors 
with different characteristics of Eeld of view, range, and accu- 
racy. It also involves the combination of sets of informations 
of different nature that have been extracted using very different 
algorithms. such as the combination of surface patches and color 
edges, for example. 
In this paper, we investigate ways to combine geometrical in- 
formations from a laser range finder with physical informations 
from a color camera and an active reflectance sensor (Actually 
*This research was sponsored in part by the Defense Advanced Re- 
search Projects Agency, DoD. through ARPA Order 5351. monitored 
by the US A m y  Engineer Topographic Laboratories under contract 
DACA76-85-C-0003. by the National Science Foundation contract DCR- 
8604199, by the Digital Equipment Corporation External Research Pro- 
gram. and by NASA grant NAGW-1175. The views and conclusions 
mtained in this document are those of the authors and should not be in- 
terpreted as representing the official policies, either expressed or implied, 
of the funding agencies. 
the reflectance images are also provided by the range sensor). We 
demonstrate the approaches to the combination of those sensors 
in two examples. The 6rst one concerns the analysis of outdoor 
for the recognition of natural objects, such as trees. for which 
only weak models exist. The second one is the recognition of 
landmarks for which an accurate geometric model is available. 
In both cases, the combination of shape and reflectance informa- 
tion provides a better. more reliable, interpretation of the sensor 
data We have implemented all the techniques described in this 
paper on the CMU Navlab (Navigation Laboratory) which is a 
self-contained mobile robot designed for navigation in outdoor 
terrain [12]. 
2 Description of the sensors 
In this Section, we describe the geometry and the outputs of the 
two sensors that we use: a laser range finder, and a color camera. 
Even though some of the characteristics are fairly specific to the 
particular sensor, the geometries and noise models of the sensors 
are representative of a wide range of existing visual sensors. 
2.1 The range and active reflectance sensors 
The basic principle of active sensing techniques is to observe the 
reflection of a reference signal (sonar, laser, radar..etc.) produced 
by an object in the environment in order to compute the distance 
between the sensor and that object. In addition to the distance, 
the sensor may report the intensity of the reflected signal which 
is related to physical surface properties of the object. In accor- 
dance with tradition, we will refer to this type of intensity data as 
"reflectance" data even though the quantity measured is not the 
actual reflectance coefficient of the surface. 
Active sensors are attractive to mobile robots researchers for 
two main reasons: first, they provide range data without the 
computation overhead associated with conventional passive tech- 
niques such as stereo vision, which is important in time critical 
applications such as obstacle detection. Second. it is largely in- 
sensitive to outside illumination conditions. simplifying consider- 
ably the image analysis problem. This is especially important for 
images of outdoor scenes in which illumination cannot be con- 
trolled or predicted. For example, the active reflectance images 
of outside scenes do not contain any shadows from the sun. In 
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addition, active range finding technology has developed to the 
extent [ 11 that makes it realistic to consider it as part of practical 
mobile robot implementations in the short term. 
The range sensor is a time-of-flight laser range finder de- 
veloped by the Environmental Research Institute of Michigan 
(ERIM). The basic principle of the sensor is to measure the dif- 
ference of phase between a laser beam and its reflection from the 
scene [7]. A two-mirror scanning system allows the beam to be 
directed anywhere within a 30" x 80' field of view. The data pro- 
duced by the ERIM sensor is a 64 x 256 range image, the range is 
coded on eight bits from zero to 64 feet, which corresponds to a 
range resolution of three inches. In addition to range images. the 
sensor also produces active reflectance images of the same for- 
mat (64 x 256 x 8 bits). the reflectance at each pixel encodes the 
energy of the reflected laser beam at each point. Figure 1 shows 
a pair of range and reflectance images of an outdoor scene. 
Figure 1: Range and reflectance images 
The position of a point in a given coordinate system can be 
derived from the measured range and the direction of the beam at 
that point. We usually use the Cartesian coordinate system shown 
in Figure 2. in which case the coordinates of a point measured 
by the range sensor are given by the equations: 
x = DsindcosB 
y = Dcosq5cose 
2 = DSinB 
where q5 and 0 are the vertical and horizontal angular angles 
of the beam direction. The two angles are derived from the row 
and column position in the range image (r, c). by the equations: 
e 3 e o + c x A e  
4 = 90 + r  x Aq5 (4) 
where 80 (resp. 40) is the starting horizontal (resp. vertical) 
scanning angles. and AB (resp. Ad)  is the angular step between 
to consecutive columns (resp. rows). Figure 3 shows an overhead 
view of the scene of Figure 1. the coordinates of the points are 
computed using Equ. (4). 
As is the case with any sensor, the range sensor returns values 
that are measured with a limited resolution which are corrupted 
by measurement noise. In the case of the ERIM sensor, the main 
source of noise is due to the fact that the laser beam is not a 
Figure 3: Overhead view 
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Line in space but rather a cone whose opening is a 0.5" solid 
angle (the instantaneous field of view). The value returned at 
each pixel is actually the average of the range of values over a 
2-D area, thefoofprinf. which is the intersection of the cone with 
the target surface. Simple geometry shows that the area of the 
footprint is proportional to the square of the range at its center. 
As a result, the accuracy of the sensor degrades rapidly as the 
measured points are further away from the sensor which makes 
the feature extraction a difficult task. The footprint affects all 
pixels in the image. 
There are other effects that produce distortions only at specific 
locations in the image. The main effect is known as the "mixed 
point" problem in which the laser footprint crosses the edge be- 
tween two objects that are far from each other. In that case, the 
returned range value is some combination of the range of the two 
objects but does not have any physical meaning. This problem 
makes the accurate detection of occluding edges more difficult. 
Another effect is due to the reflectance properties of the observed 
surface; if the surface is highly specular then no laser reflection 
can be observed. In that case the ERIM sensor returns a value 
of 255. This effect is most noticeable on man-made objects that 
contain a lot of polished metallic surfaces. 
2.2 The video camera 
The video camera is a standard color vidicon camera equipped 
with wide-angle lenses. The color images are 480 rows by 512 
columns, each band is coded on eight bits. The wide-angle lens 
induces a significant geometric distortion, that is, the relation 
between a point in space and iis projection on the image plane 
does not obey the laws of the standard perspective transformation. 
We alleviate this problem by first transforming the actual image 
into an "ideal" image: if (R, C) is the position in the real image, 
then the position (r,  c)  in the ideal image is given by: 
(5 )  
Ideal image 
Figure 4: Geometry of the video camera 
necessarily mean an array that stores those Bdimensional pixels, 
but rather a set of functions that provide access to the range and 
color data at any point as described in Section 3.1.4. Our first 
task for building a colored-range image is to express the points 
in video and range image in a common reference frame, that is 
to solve the registration problem. 
3.1 The registration problem 
Range sensor and video cameras have different fields of view. 
orientations, and positions. In order to be able to merge data from 
both sensors, we fust have to estimate their relative positions. this 
is known as the calibration, or registration problem (Figure 5) .  
We approach the problem as a minimization problem in which 
pairs of pixels are selected in the range and video images. The 
pairs are selected so that each pair is the image of a single point in 
space as viewed from the two sensors. The problem is then to find 
the best calibration parameters given these pairs of points. The 
problem is further divided into two steps: we first use a simple 
linear least-squares approach to find a rough initial estimate of the 
parameters, and then apply a non-linear minimization algorithm 
to compute an optimal estimate of the parameters. 
where f, and fc are third order polynomials. This correction is 
cheap since the right-hand side of ( 5 )  can be put in lookup tables. 
The actual computation of the polynomial is described in [9] The 
geometry of the ideal image obeys the laws of the perspective 
projection in that if P = [x ,  y, z]' is a point in space, and (r,  c)  is 
its projection in the ideal image plane, then: 
r = fx/z, c = fy/t ( 6 )  
wheref is the focal length. In the rest of the paper, row and 
\ column positions will always refer to the positions in the ideal 
image, so that perspective geometry is always assumcd. Figure 5:  Geometry of the calibration problem 
Merging range and video images 3.1.1 The calibration problem as a minimization prob- 
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where R is a rotation matrix, and T is a translation vector. R is a 
non-linear function of the orientation angles of the camera: pan 
(a), tilt (j3). and rotation (y). Pi can be computed from a pixel 
location in the range image. e is not completely known, it is 
related to the pixel position in the video image by the perspective 
transformation: 
zfri = fxf 
ZfCi = fyf 
where f is the focal length. Substituting (7) into (8) and (9) 
we get: 
where R,. R,. and R. are the row vectors of the rotation matrix 
We are now ready to reduce the calibration problem to a least- 
squares minimization problem. Given n points Pi, we want to 
find the transformation (R, T )  that minimizes the left-hand sides 
of equations (10) and (11). We lirst estimate T by a linear least- 
squares algorithm, and then compute the optimal estimate of all 
the parameters. 
Assuming that we have an estimate of the orientation R. we 
first want to estimate the corresponding T. The initial value of R 
can be obtained by physical measurements using inclinometers. 
Under these conditions. the criterion to be minimized is. 
R. and =fr,, =fr,- 
C ( A i  - T,Ei -/Ci +E)' t (Di - TzEi - F i  + <f (12) 
i=l 
where Ai = RzCri ,  Ei = ri, Ci = R z E ,  Di = R,Cci .  Ei = ci. 
Equation (12) can be put in matrix form: 
and Fi = R Y E  are known and T,. c. q, f are the unknowns. 
C = IlU - AVl12 t (IW - BV1I2 (13) 
where V = [c,G,Tx,fl' is the vector of unknowns, and 
A, U, W, E are matrices that are functions of the known quan- 
tities only. The minimum for the criterion of Equation (13) is 
attained at the parameter vector: 
V =  (A'A +E'B)-l(A'U +E'W)  (14) 
Once we have computed the initial estimate of V. we have to 
compute a more accurate estimate of (R, 7). Since R is a function 
of (a,p,y), we can lransform the criterion from equation (12) 
into the form: 
I 
i=l 
where Ii  is the 2-vector representing the pixel position in the video 
image. l i  = [ri,ci]',  and S is the full vector of parameters, S = 
[E, q, T,,f, a, p, 71'. We cannot directly compute c;, since 
the functions fli are non-linear. instead we linearize C by using 
the first order approximation of If; (81 Uius reducing the problem 
IO a linear least-squares minimization that can be solved directly. 
The procedure is iterated until S cannot be improved any further. 
3.13 Implementation and performance 
The implementation of the calibration procedure follows the steps 
described above. Pairs of corresponding points are selected in a 
sequence of video and range images. We typically use twenty 
pairs of points carefully selected at interesting locations in the 
image (c.g. comers). An initial estimate of the camera orientation 
is (0, p ,  0). where fl is physically measured using an inclinometer. 
The final estimate of S is usually obtained after less than ten 
iterations. This calibration procedure has to be applied only once, 
as long as the sensors are not displaced. 
Once we have computed the calibration parameters, we can 
merge range and video images into a colored-range image. In- 
stead of having one single fusion program. we implemented this 
as a library of fusion functions that can be divided in two cate- 
gories: 
1. Range 4 video: This set of functions takes a pixel or a 
set of pixels (r', c') in the range image and computes the 
location (f, c') in the video image. This is implemented 
by directly applying Equations (10) and (11). 
2. Video -+ range: This set of functions takes a pixel or a set 
of pixels (f, c') in the video image and computes the lo- 
cation (?, c') in the range image. The computed location 
can be used in turn to compute the location of a intensity 
pixel in 3-D space by directly applying Equation (4). The 
algorithm for this second set of functions is more involved 
because a pixel in the video image corresponds to a line 
in space (Figure 4) so that Equations (10) and (11) cannot 
be applied directly. More precisely. a pixel (f, c') corre- 
sponds, after transformation by (R, 7), to a curve C in the 
range image. C intersects the image at locations (P ,  I?), 
the algorithm reports the location (r', c') that is the min- 
imum among all the range image pixels that lie on C of 
the distance between (f ,  6) and the projection of (r', 8)  
in the video image (using the first set of functions). The 
algorithm is summarized on Figure 6. 
Backprojection of 
a ran e pixel from (e) Projection of he line 
in range image m co P or wage space 
/T 1 Linefrom -inverse perspective 
Figure 6: Geometry of the "video -+ range" transformation 
Figure 7 shows the colored-range image of a scene of stairs 
and sidewalks, the image is obtained by mapping the intensity 
3 76 
values from the color image onto the range image. Figure 8 
shows a perspective view of the colored-range image. In this 
example [lo]. we first compute the location of each range pixel 
(r', c') in the video image, and then assign the color value to the 
64 x 256 colored-range image. The final display is obtained by 
rotating the range pixels. the coordinates of which are computed 
using Equation (4). 
Figure 7: Colored-range image of stairs 
ORIGINAL PAGE IS 
OF POOR QUALITv 
Figure 8: Perspective view of registered range and color 
images 
3.2 Application to outdoor scene analysis 
An example of the use of the fusion of range and video images 
is outdoor scene analysis [6,10] in which we want to identify the 
main components of an outdoor scene, such as trees. roads, grass, 
etc. The colored-range image concept makes the scene analysis 
problem easier by providing data pertinent to both geometric in- 
formation (e.g. the shape of the trees) and physical information 
(eg. the color of the road). 
3.2.1 Feature extraction from a colored-range image 
The features that we extract from a colored-range image must be 
related to two types of information: the shapes and the physical 
properties of the observed surfaces. 
The geometric features are used to describe the shape of the 
objects in the scene. We propose to use two types of features: 
regions that correspond to smooth patches of surface, and edges 
that correspond either to transitions between regions, or to tran- 
sitions between objects (occluding edges). Furthermore, we must 
be able to describe the features in a compact way. One common 
approach is to describe the regions as quadric patches, and the 
edges as sets of tridimensional line segments. More sophisti- 
cated descriptions are possible [4]. such as bicubic patches or 
curvature descriptors. We use simpler descriptors since the range 
data is relatively low resolution. and we do not have the type of 
accurate geometric model that is suited for using higher order ge- 
omebic descriptors. The descriptors attached to each geometric 
feature are: 
The parameters describing the shape of the surface patches. 
That is the parameters of the quadric surface that approx- 
imate each surface patch. 
The shape parameters of the surface patches such as center. 
area, and elongations. 
The 3-D polygonal description of the edges. 
The 3-D edge types: convex, concave, or occluding. 
The surface patches are extracted by fitting a quadric of equa- 
tion FAX + B'X + C = 0 to the observed surfaces, where X is the 
Cartesian coordinate vector computed from a pixel in the range 
image. The fitting error. 
E(A, B ,  C )  = [YMi + B'Xi + C]* (16) 
is used to control the growing of regions over the observed 
surfaces. The parameters A,B,  C are computed by minimizing 
E(A,B,C)  as in [3]. 
The features related to physical properties are regions of ho- 
mogeneous color in the video image, that is regions within which 
the color values vary smoothly. The choice of these features is 
motivated by the fact that an homogeneous region is presumably 
part of a single scene component, although the converse is not 
true as in the case of the shadows cast by an object on an homo- 
geneous patch on the ground. The color homogeneity criterion 
we use is the distance (X - m)'C-'(X - m) where m is the av- 
erage mean value on the region, C is the covariance matrix of 
the color distribution over the region, and X is the color value of 
the current pixel in (red, green, blue) space. This is a standard 
approach to color image segmentation and pattern recognition. 
The descriptive parameters that are retained for each region are: 
Xi €patch 
The color statistics (m, E). 
The polygonal representation of the region border. 
Shape parameters such as center or moments. 
The range and color features may overlap or disagree. For 
example, the shadow cast by an object on a flat patch of ground 
would divide one surface patch into two color regions. It is there- 
fore necessary to have a cross-referencing mechanism between 
the two groups of features. This mechanism provides a two-way 
direct access to the geometric features that intersect color fea- 
tures. Extracting the relations between geomebic and physical 
features is straightforward since all the features are registered in 
the colored-range image. 
An additional piece of knowledge that is important for scene 
interpretation is the spatial relationships between features. For 
example. the fact that a vertical object is connected to a large flat 
plane through a concave edge may add evidence to the hypothesis 
that this object is a tree. As in this example. we use three fypes 
of relational data. 
The list of features connected to each geomelric or color 
feature. 
The type of connection between two features (con- 
vex/concave/occluding) extracted from the range data 
The length and strength of the connection. This last item is 
added to avoid situations in which two very close regions 
become accidentally connected along a small edge. 
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3.2.2 Scene interpretation from the colored-range im- 
age 
Interpreting a scene requires the recognition of the main compo- 
nents of the scene such as trees or roads. Since we are dealing 
with natural scenes, we cannot use the type of geometric match- 
ing that is used in the context of industrial parts recognition [4]. 
For example, we cannot assume that a given object has specific 
quadric parameters. Instead, we have to rely on "fuzzier" evi- 
dence such as the verticality of some objects or the flatness of 
others. We therefore implemented the object models as sets of 
properties that translate into constraints on the surfaces. edges. 
and regions found in the image. For example, the description 
encodes four such properties: 
P1: The color of the trunk lies within a specilic range 
constraint on the statistics (m, .E) of a color region. 
0 p2: The shape of the trunk is roughly cyclindrical 
constraint on the distribution of the principal values of the 
matrix A of the quadric approximation. 
P3: The mnk is connected to a flat region by a concave 
edge 3 constraint on the neighbors of the surface, and 
the type of the connecting edge. 
P4: The tree has two parallel vertical occluding edges a 
constraint on the 3-D edges description. 
Other objects such as roads or grass areas have similar de- 
scriptions. The properties Pi of the known object models Mj are 
evaluated on all the features Fb extracted from the colored-range 
image. The result of the evaluation is a score Sg for each pair 
(Pi, Ft). We cannot rely on individual scores since some may not 
be satisfied because of other objects, or because of segmentation 
problems. In the tree hllnk example, one of the lateral occluding 
edges may itself be. occluded by some other object, in which case 
the m e  for P4 would be low while the score for the other prop- 
erties would still be high. In order to circumvent this problem, 
we first sort the possible interpretations Mj for a given feature Fk 
according to all the scores (Si)i. In doing this, we ensure that 
all the properties contribute to Uie final interpretation and that no 
interpretations are discarded at U i i s  stage while identifying the 
most plausible interpretations. 
We have so far extracted plausible interpretations only for in- 
dividual scene features A. The final stage in the scene interpre- 
tation is to find the interpretations (Mi,, F t )  that are globally con- 
sistent. For example, property P3 for the tree implies a constraint 
on a neighboring region, namely that this has to be a flat ground 
region. Formally, a set of consistency constraints C, is asso- 
ciated with each pair of objects (M", M"). The C, constraints 
are propagated through the individual interpretations (Mi,, Ft) by 
using the connectivity information stored in the colored-range 
feature description. The propagation is simple considering the 
small number of features remaiidng at this stage. 
The final result is a consistent set of interpretations of the scene 
features. and a grouping of the features into sets that correspond 
to the same object. The last result is a by-product of the con- 
sistency check and the use of connectivity data. Figure 9 shows 
the color and range images of a scene which contains a road, a 
couple of trees. and a garbage can. Figure 10 shows a display of 
the corresponding colored-range image in which the white pixels 
are the points in the range image that have been mapped into 
the video image. This set of points is actually sparse because of 
the difference in resolutions between the two sensors. and some 
interpolation was performed to produce the dense regions of Fig- 
ure 10. 
Only a portion of the image is registered due to the difference 
in field of view between the two sensors (60" for the camera ver- 
sus 30" in the vertical direction for the range sensor). Figure I2 
shows a portion of the image in which the edge points from the 
range image are projected on the color image. The edges are 
interpreted as the side edges of the tree and the connection be- 
tween the ground and the tree. Figure l l  shows the 6nal scene 
interpretation. The white dots are the main edges found in the 
range image. The power of the colored-range image approach is 
demonstrated by the way the road is extracted. The road in this 
image is separated into many pieces by strong shadows. Even 
though the shadows do not satisfy the color constraint on road 
region, they do perform well on the shape criterion (flatness). and 
on the consistency criteria (both with the other road regions, and 
with the trees). The shadows are therefore interpreted as road 
regions and merge with the other regions into one road region. 
This type of reasoning is in general difficult to apply when only 
video data is used unless one uses stronger models of the objects 
such as an explicit model of a shadowed road region. Using the 
colored-range image also makes the consistency propagation a 
much easier task than in purely color-based scene intapretation 
programs [ll]. 
Figure 9: Color and range images of an outdoor scene 
4 Merging range and active re- 
flectance images 
In the previous section we discussed ffie fusion of data from a 
vidco camera and a range sensor. We now discuss the fusion 
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Figure 10: A view of the corresponding colored-range im- 
age 
Figure 12: Edge features from the colored-range image 
of two types of data from the ERIM sensor: range and active 
reflectance. This problem is somewhat simpler since the two im- 
ages are already registered by the sensor itself. We will therefore 
focus our attention on the analysis of the active reflectance im- 
ages, and the application of simultaneous range and reflectance 
processing to object recognition. 
4.1 Correction of active reflectance images 
A reflectance image from the ERIM sensor is an image of the 
energy reflected by the reflection of a laser beam. Unlike con- 
ventional intensity images, this data provide us information which 
is to a large extent independent of the environmental illumina- 
tion. In particular. the reflectance images contain no shadows 
from outside illumination. The measured energy depends also 
on the shape of the surface, and its distance to the sensor. We 
correct the image so that the pixel values are functions of the 
material reflectance only. The measured energy. f,elmn, depends 
on the specific material reflectance, p, the range, D. and the angle 
of incidence, y: 
Due to the wide range of F,.lyTn, the value actually reported 
in the reflectance image is compressed by using a log transform. 
That is, the digitized value, PL.,,,~, is of the form [ 141: 
f - *  = A log(p COS y) + E log D (18) 
where A and 11 are constants that depend only on the charactcr- 
istics of the laser, the circuilry used for the digitization, and the 
physical properties of the ambiant atmosphere. Since A and B 
cannot be computed directly, we use a calibration procedure in 
which a homogeneous flat region is selected in a training im- 
age, we then use the pixels in this region to estimate A and E 
by least-squares fitting mu. (18) to the actual reflcctancdrange 
data. Given A and B, we correct subscquent images by: 
Figure 1 I: Final scene interpretation P a w - i m g e  = (PL. , , ,~  - B logL))/A (1% 
The value P,,,,,,-L.,,,~, depends only on thc material reflectance and 
the angle of incidencc. This a sufficient approximation for our 
purposes since for snioolh surfaces. such as smooth terrain, the 
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cosy factor does not vary widely. For efficiency purposes, the 
right-hand side of 19 is precomputed for all possible combina- 
tions (P+,,D) and stored in a lookup table. Figure 1 shows 
an example of ERIM image and Figure 13 shows the resulting 
corrected image. 
Figure 13: Corrected reflectance image 
4.2 Application to 3-D feature extraction for 
object recognition 
W e  now tackle the problem of fusing range and reflectance data 
for recognizing objects for landmark-based robot navigation [5]. 
The problem is different from the previous scene description 
problem in several respects. First of all. we assume that we 
have a geometric model of the landmark. Furthermore, we want 
to not only identify the object in the scene, but also to compute 
its position and attitude. It is critical to extract accurate geomet- 
ric features from the images in order to relate the observed scene 
to the stored models. The fusion of range and reflectance data is 
used to improve the quality of the surface description extracted 
from the image data. 
The 3-D features that are needed for object recognition are 
connected surface patches. Each patch corresponds to a smooth 
portion of the surface and is approximated by a parameterized 
surface. In addition to the parameters and the neighbors. each 
region has two uncertainty factors: u., and Ud. u. is the variance 
of the angle between the measured surface normal and the surface 
normal of the approximating surface at each point. a d  is the 
variance of the distance between the measured points and the 
approximating surface. Those two attributes are used in theobject 
recognition algorithm. 
Several range image segmentation techniques have been pro- 
posed in previous works 141. These techniques are based either 
on clustering in some parameter space, or region growing using 
the smoothness of the surface. We chosc to combine both ap- 
proaches into a single segmentation algorithm. The algorithm 
h s t  attempts to find groups of points that belong to the same 
surface, and then uses these groups as secds for region growing. 
so that each group is expanded into a smooth connected surface 
patch. The smoothness of apatch is evaluated by fitting a surface, 
plane or quadric, in the least-squares sense. 
The strategy for expanding a region is to merge the best point 
at the boundary of each region at each step. This strategy guar- 
antees a near optimal segmentation. It has. however, two major 
drawbacks: it may be computationally expensive. and it may lead 
to errors due to sensor mors on isolated points, such as mixed 
points. To alleviate these problenls, we use a multi-resolution 
approach. We first apply the segmentation to a reduced image in 
which each pixel corresponds to a n x n window in the original 
image., n being the reduction factor. This Erst, low-resolution, 
step produces a conservative description of the image. The low- 
resolution regions are then expanded using the full-resolution im- 
age. No new regions are created at full resolution. 
The region segmentation algorithm should produce a reliable 
description of a scene from a range image. The range measure- 
ments are corrupted by sensor noise (Section 2.1) which may 
produce gross errors in the segmentation. Thc first source of 
error is the sensor accuracy which degrades rapidly as the mea- 
surements me taken further away from the sensor. Due to the 
limited sensor accuracy, it is difficult to separate regions whose 
differences in orientation are of the order of the sensor noise. 
The second source of error is the presence of mixed points at 
the occluding edges of objects. This problem my lead to erro- 
neous segmentation of the regions that border an object, as well 
as errors in the estimation of the parameters of those regions. 
Merging informations from the reflectance images with the 
pure range image segmentation removes both types of segmen- 
tation errors. Specifically, we are interested in using the edges 
ffom the reflectance image. The edges correspond either to oc- 
cluding edges or to edges on the surface of the object In the 
first case, the reflectance edges indicate the possible locations of 
mixed points, which can therefore be removed from the range 
image prior to segmentation. In the second case, the reflectance 
edges may correspond to boundaries between surface patches that 
may not be distinguishable in the range image due to sensor noise. 
In the low-resolution segmentation step, pixels that correspond to 
a window that contains at least one edge pixel are removed so 
that mixed points at the occluding edges are removed. In the full- 
resolution step, regions are expanded so that they do not cross 
an edge. As a side effect, edge pixels are all part of the regions 
boundaries. 
As an example. Figure 15 shows the edges extracted &om the 
reflectance image of Figure 14. The edges were extracted by 
using a 10 x 10 Canny edge detector [2]. Figure 16 shows the 
corresponding low resolution segmentation for a reduction factor 
of n = 2. Each region is displayed with a different gray level. 
Figure 17 shows the final segmentation obtained at full resolution. 
Figure 14: Range and refleclance images 
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the bottom part of the Figures shows an overhead view of the 
scene with the object superimposed at Uie computed location. 
These results show that the combination of range and reflectance 
images provides the necessary features to accurately recognize 
and locate 3-D objects in outdoor scenes. 
Figure 15: Edges from reflectance image. 
Figure 16: Low-resolution segmentation (n = 2) 
4.3 Object recognition from range and re- 
flectance images 
The 3-D features extracted from the range and reflectance images 
are matched against stored models in order to recognized known 
objects in the scene. The models are described by a set of surface 
patches and constraints between them. The constraints encap- 
sulated geometrical properties of the object such as "these two 
patches are roughly orthogonal", for example. The constraints are 
implemented as numerical tests on the parameters of the regions 
extracted from the images. Instead of using strict constraints, 
such as "the normals v1 and vz of those two regions are exactly 
orthogonal". we use intervals of confidence within which a given 
constraint is satisfied, such as "the angle between v1 and \r2 must 
be within the interval [el, az]". Using intervals allows us to take 
into account the imprecision on the parameters of the features, 
and the fact that the stored model may not correspond exactly to 
the observed object. 
The matching between scene and model features first generates 
hypothesis for each scene feature, and then explores the set of 
hypothesis in order to find rnatcliings that satisfy the constraints 
stored in the model. The final product of the matching algo- 
rithm is a set of interpretations. that is a set of possible positions 
of the object in the scene. The interpretations are weighted by 
comparing the projection of the model onto the range image at 
the computed location. and the actual observed scene. The in- 
terpretation with the largest correlation is retained as the final 
interpretation (See [5 ]  for a complete description of the recog- 
nition algorithm). Figures 18 and 19 show two examples of an 
object recognized in a range iniage (in this case a car). The top 
image is the reflectance image of the scene, the middle image 
shows the computed location of the car in the range image. and 
Figure 18: Result of object recognition from range and 
reflectance images 
5 Conclusion 
We have developed techniques for the fusion of data from mul- 
tiple sensors. We have demonstrated the relevance of the re- 
sulting merged sensor data in the context of object recognition 
and scene interpretation for autonomous mobile robots. The ex- 
periments with real images showed conclusively that sensor data 
fusion provides useful additional information for scene interpre- 
tation. In order to represent the merged data, we have proposed 
the concept of a colored-range image in which pixels contain 
data from different sensors. One obstacle to building colored- 
range images is the geometric registration between sensors that 
may take images from different vantage points and with different 
fields of view. We have found that a simple sensor calibration 
scheme provides the parameters necessary to perform the reg- 
istration. Even though we applied the data fusion approach to 
only three types of data, video, range, and active reflectance im- 
ages, it is clear that the concept of colored-range image should 
be extended to other sensor$ such as sonars, active muluband 
reflectance. or multiple cameras. The sensor fusion techniques 
have been successfully integrated into the large autonomous mo- 
bile robot systems developcd at CMU [10,12], and provide the Figurc 17: Final segmentation 
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Abstract: 
Robot path planning can refer either t o  a mobile vehicle 
such as a Mars Rover, or t o  an end effector on an arm moving 
through a cluttered workspace. In both instances there may 
exist many solutions, some of which are better than others, 
either in terms of distance traversed, energy expended, or joint 
angle or reach capabilities. A path planning program has been 
developed based upon genetic algorithm. This program 
assumes global knowledge of the terrain or workspace, and 
provides a family of "good" paths between the initial and final 
points. 
Initially, a set o f  valid random paths are constructed. 
Successive generation of valid paths are obtained using on e of 
several possible reproduction strategies, similar t o  those found 
in biological communities. A fitness function is defined t o  
describe the "goodness" o f  the path; in  this case including 
length, slope, and obstacle avoidance considerations. 
It was found that with some reproduction strategies, the 
average value of the fitness function improved for successive 
generations, and that  by saving the best paths o f  each 
generation, one could quite rapidly obtain a collection o f  
"good" candidate solutions. 
Introduction: 
Robotics operations in  the 1990's and beyond wil l  be 
characterized by increasing levels o f  system autonomy. This 
implies that the various algorithms being developed now under 
the guise of Artificial Intelligence wil l  be applied t o  those 
robotics operations currently performed or controlled by human 
operators. It has became traditional t o  classify robotics 
operations according t o  such labels as: manipulation, path 
planning, sensors, end effectors, etc.; and to deal wi th  these 
sub-areas independently. However, they are clearly linked, and 
in  some cases solution approaches in  one sub-area can be 
applied t o  problems in another. A characteristic found in many 
areas is that there exists a plethora of solutions. and that the 
problem then reduces t o  how to  distinguish the good solutions 
from the not-so-good ones. 
The robot path planning problem is such a case; and in 
fact the path can refer either to  that of a mobile vehicle such as 
a Mars Rover or arm platform on the space station (MRMS), or to 
an end effector on an arm moving through a cluttered 
workspace. There often exist a large, (even infinite), number of 
paths between the initial and final positions, and the desire is 
not necessarily t o  determine the best solution, but to obtain a 
"good" one within some reasonable time frame. In the present 
discussion, we will assume a "global" approach; that is, the 
space through which the robot moves is fully modeled. The 
obstructions are assumed t o  be known, and initially are assumed 
t o  be static. The case of dynamic obstacles will be discussed in a 
later paper. 
There are a number of approaches to  this problem, most 
o f  which attempt t o  identify the absolute best path. The 
problems with these are that the computational times become 
excessively long, and that "best" is often a very subjective 
quality. What we have attempted t o  do is t o  locate a class of 
"good" solutions, from which one can be selected arbitrarily. 
The method we used was what has become known as the 
"Genetic Algorithm", [l]. 
The Genetic Algorithm (GA) is based upon fairly simple 
biologicallevolutionary principles. A random initial population 
is generated, and allowed t o  evolve in such a way that the 
desirable characteristics o f  individuals are on  the average 
enhanced, and the undesirable characteristics suppressed. The 
characteristics of any individual are described as a bit string, or 
concatenated b i t  strings, much as chromosomal material i s  
composed of series of genes. Associated with each string is some 
"fitness" value which manifests itself as part of the overall 
fitness of the individual within that particular population. If the 
strings with high fitness values are retained, and combined with 
other strings of high fitness, while those of low fitness are 
allowed t o  disappear, the average overall fitness o f  the 
population should increase. 
The mechanism by which the high fitness information is 
transferred is called "genetic crossover". As in  biology, when 
two individuals mate, the offspring carry some genetic material 
from each parent. This is called crossover, and can be illustrated 
as follows: 
Parent 1 : 101101~0111 
Parent 2 : 10001 1 :0010 
Thus a single crossover can produce two new individuals 
with genetic characteristics similar t o  their parents. Multiple 
crossovers obviously can produce many distinct children, but for 
the present application this was not found t o  be necessary. 
What did turn out  t o  be necessary was the inclusion of an 
environmental driver, specifically, mutation. In simplest terms, 
this means that any bit hasa low but non-infinitesimal chance of 
being flipped; a 1 becomes 0 and vice-versus. In our application, 
a mutation had prefound and often catastrophic effects upon 
the survival of the individual, similar t o  what is found in many 
natural mutations. 
child 1 : 101 1010010 
child 2 : 10001 101 1 1  
X I  andlor 
It is necessary to  emphasize that the biological analog has 
limitations, and in  one very important respect, we rewrote 
high-school biology. Most previous work on genetic Algorithms 
have used bit-strings which were of constant length. Ours not 
383 
only varied, but  the variation itself was used as the fitness 
function, and hence as the driver for our "natural selection" 
law. A second major departure from previous work was the use 
of "Deification", the process by which we saved the best 
individual or individuals of each generation through subsequent 
generations; exempting them from mutation but allowing them 
to participate in the genetic crossover process. We did, as shall 
be explained in  detail, retain a probabilistic approach: even the 
individual with the best fitness value can suffer an accident and 
hence fail t o  reproduce; although most of the time, the "good" 
genetic material was maintained and developed. 
The Algorithm: 
The following terms and definit ion w i l l  be used t o  
describe the genetic algorithm. 
Population: 
Generation: 
The set of valid paths (solutions) 
The subset o f  the population which i s  
under consideration at  a given point in  
time. 
Individual: A single member of the population; in this 
case, a single valid path. The individual is 
represented as a bit string, or possibly an 
ordered list, eg: 101 100101 1. 
Those properties by which the value of the 
individual is measured. Examples: total 
p a t h  l e n g t h  compared  t o  o t h e r  
individuals, avoidance o f  steep inclines, 
energy expenditure, etc. 
Fitness: 
In order to  perform the path-planning task for a mobile 
robot, the following general approach was taken. First, the 
terrain map was described. Then an initial group of valid paths 
were formed, using a random path generator. These paths were 
treated as the initial generation, and one of several strategies 
for reproduction was chosen. Successive generations were 
formed using the reproduction strategy; t h e  process 
terminating after some arbitrary number of generations, usually 
50. This either allowed for convergence t o  a set of "good" 
paths, or provided an indication that the strategy chosen was 
not convergent, i.e., the average and best fitness values failed to  
improve with time. During the run, the best path solutions in 
each generation were stored, allowing the selection of the best 
individual for the total population, even i f  it did not happen to  
appear in the final generation. This selection was made simply 
by choosing that individual path with the best fitness value. 
Figure 1 illustrates one of the terrain maps. The black 
squares represent regions of exclusion, such as boulders. Paths 
were constructed as moves between adjacent white squares, 
either laterally or diagonally. It was permissible for the robot t o  
pass between the corners of diagonally adjacent obstacles, but 
not between their laterally adjacent sides. The number within 
each square represents the "elevation"; so hills, valleys, craters, 
and canyons could be represented as well .  Cliffs were 
represented as obstacles, because it was assumed that they were 
unclimbable, and that falling off of one would terminate the 
path. The numbers of rows and columns could be adjusted, so 
arbitrarily accurate maps could be drawn, depending upon the 
patience of the user. 
It should be mentioned, however, that autonomous 
vehicles generally do not have true global information, but can 
"see" obstacles only within their immediate vicinity. Thus 
"global" means limited to  the field of view. This does not 
invalidate the method for larger areas; it simply requires that 
intermediate goals be established, and that the algorithm be 
rerun until the final goal is attained. Except for pathological 
cases, back tracking should not be required to  extend past the 
preceding sub-goal's origin. Consequently, a grid o f  about 
15x15 was chosen as a compromise between computer time, 
user input time, and the desire for fineness of detail. 
The initial set of paths for each run were constructed by a 
random path generator. Each initial path had to  be valid; that 
is, i t  had to  start at the user-selected origin, and terminate at the 
goal, and could not traverse obstacles. Otherwise, loops, hil l  
climbs, crater traversals, etc., were allowed. The number o f  
initial paths was set by the user. 
Each valid path, or individual, had a fitness value, which 
determined that individual's status within i t s  generation, which 
in  turn determined how likely that individual was to  reproduce, 
thus passing the "good" information on to  the next generation. 
The fitness value was determined by: 1) length - the longer the 
path, the poorer the value; and 2) "energy" expended. The 
latter was modeled with a hiker in  mind; going straight up a 
steep slope is much more difficult than is going up a switchback. 
To encourage the vehicle to  take a gentle but longer slope up a 
hill, as opposed to  a short but steep climb, a penality function 
was devised to  be the square of the slope between adjacent 
points. Figure 2 illustrates two paths to  the same goal, and 
shows their respective fitness values. 
Traversals of descending slopes, (not cliffs), required no 
special energy outlay, so they were not penalized in the fitness 
values. 
Therefore, a number was assigned t o  each of the initial 
paths, based upon that path's length and upon its energy 
efficiency. It should be reemphasized that only valid paths were 
permitted. The next step was t o  form a new generation, the 
average fitness value of which was hopefully smaller (i.e., 
better) than the original generation's average fitness value. To 
do this, required selection of one of several possible strategies. 
Attempts were made t o  pat tern these af ter  zoological 
analogues, w i t h  overlays from various societies, real o r  
mythological. The choice of strategy determined the number of 
individuals permitted t o  mate, the number t o  be culled, the 
number to be "deified", - as well as the environmental pressure, 
the rate of mutation. 
Mating pair selections and cullings were performed by 
using a weighted random selection. A "line" was formed, 
composed of the concatenated fitness values of the individuals 
within the generation. The line segments were normalized t o  
unity, the value for th  individual with the best fitness within that 
generation. Thus a worse path has a lower numerical value. The 
''line'' is the summation of these segments. If it were intended 
that 10% of the generation should be culled, a number of 
"darts" equal t o  90% of the generation size would be thrown at 
the "line". The longest segments have the greatest chance of 
being hit by a dart; that is, they are selected for survival. Of 
course, it i s  possible to  miss the "best" in  the generation - this 
happens in nature - the lead elk slips and fractures a leg, or runs 
afoul of a predator. On the average, however, the least f i t  of 
the generation will be eliminated. Subsequently, mating pairs 
are formed. A "survivors line" is formed in a similar manner, 
and the "darts" thrown again. Mating pairs are established by 
pairs of dart throws. As a result, on the average, the best f it will 
be paired together, although again there is a random element. 
Two additional points should be made here First, i t  was 
required that two individuals be selected. If the line segment 
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representing a single individual was chosen twice within the 
same mating pair, another "dart' was thrown, until a second 
individual was obtained. Second, and of great importance for 
the correct functioning of the G.A., an individual could be 
selected for more than one mating pair. This is the scheme by 
which the "good" individuals produce more offspring on the 
average. 
The mating of two individuals leads to  genetic crossovers 
in their offspring. In each case, both possibilities formed from a 
single crossover were enrolled into the next generation. In 
practice, when two individuals were selected, a search was made 
for a common grid point. If several points were found in each 
individual, one would be selected at random, and the initial 
portion of each path would be concatenated with the trailing 
portion of the other. If no common points were found, the 
individuals would be enrolled as is in the new generation. Thus, 
i n  either case, t w o  individuals were added t o  the  next  
generation. The number o f  pairs t o  mate determines the 
number of offsprings, so the overall size of each generation will 
shrink, expand, or stay the same according t o  the strategy 
chosen by the user. The usual practice was to  keep the size of 
the generation constant, in order t o  prevent either premature 
extinction prior t o  the evolution o f  "good" paths, or the 
overloading of the computer by too many individuals. This was 
done by "filling" the subsequent generation with members of 
the mating pool, based again on a random weighted selection 
process. 
An additional ingredient was found t o  be necessary in  
order to  prevent what resembled a collapse of genetic diversity. 
If a small, but finite mutation rate was not added, after several 
generations a small group of identical paths was formed. Our 
"mutation" kept the pot boiling, so that new solutions could be 
obtained. It also occasionally destroyed a "good" path, which 
necessitated our saving the  best individuals f rom each 
generation, as ment ioned previously. M u t a t i o n  was 
implemented as follows: the mutatio probability p determined 
whether i t  would occur within a given individual. If it did occur, 
a point along the path was selected at random. The remainder 
of the unmutated path between that point and the goal was 
destroyed. A new link t o  an allowed square was made, and the 
remainder of the path constructed using the random path 
generator. Clearly, most mutations had catastrophic effects for 
the fitness value of the mutant, however i t  did permit new 
material t o  evolve, which was not present in the original 
generation. 
A final technique was instigated to  accelerate the rate at 
which "good" paths evolved. The best member, (or members), 
of each generation i s  preserved in tact  for  subsequent 
generations. Deified individuals are free from the threat of 
mutation, but do remain within the mating pool. The result of 
this non-biological device is a more rapid convergence toward 
the "good" solutions, and in  the presence of high mutations 
rates, the necessary ingredient for 
Experimental Procedure: 
Convergence. 
The Genetic Algorithm program was developed on a 
Symbolics 3670, using Zeta LISP. Because the Genetic Algorithm 
is based upon manipulation of ordered lists, LISP is eminently 
suitable for this task. For the initial version of the program, a 
grid board was laid out, upon which the user could define 
obstacles, as well as elevations. 
Following the selection of a specific board, or the 
construction thereof using the interactive graphics routines 
available upon the Symbolics, the initial conditions and 
parameters for the run were selected. These included 
population size, number of matingdper generation, number of 
culled individuals, number of "saved" individuals, and mutation 
rate; as well as the number of generations to  be run. The run 
was then performed, recording the following information: the 
best path for each generation, the fitness value for that path, 
the average fitness for all paths of each generation, and the 
diversity of each generation. These data could be displayed 
graphically, as illustrated in Figure 3. 
A series of runs were made, using a variety of boards and 
initial conditions. These could be grouped into three major 
c I asses : " E I i ti s t " , " U n i versa I i s t  " , a n d " Rad i 0-c  h e m i c a I 
Wastedump". The El i t i s t "  strategy permitted only the most f i t  
members of the generation t o  mate, as is characterized by high 
cull numbers and low mating number. It should be recalled that 
the individuals paired for mating are obtained by a weighted 
random selection process, and therefore no guarantee exists 
that the ones w i t h  the best fitness will be chosen. Not 
surprisingly, the number of generations (and hence computer 
time) necessary t o  obtain the good paths was greater for this 
strategy. 
An improvement in the convergence was observed by 
using the "Universalist" strategy: h igh mating numbers, 
(usually involving all individuals within each generation), and 
low cull numbers. Even with the pairing of very good and very 
bad solutions, the average fitness improved more rapidly than in 
the case of the "Elitist': strategy. 
The "Radio-chemical Was tedump"  runs w e r e  
characterized by high mutation rates. The high rate was 
imposed upon both the Elitist and Universalist strategies, with 
the result that convergence t o  a good solution disappeared. The 
average fitness values for these runs generally showed no  
improvement wi th  increasing generation number. It was 
possible, however, t o  force improvement by imposing 
"deification"upon the best individual(s) from each generation; 
and when this is done, mutation behaves like genetic crossover. 
The average and best fitness values do improve with time, when 
both conditions are applied. 
It is clear from the latter, that by imposing deification 
even without the high mutation rate, the convergence would be 
improved as well; and this was done to  decrease the amount of 
computer time. 
Results: 
In order t o  determine the characteristics of the Path 
Planner, a series o f  runs were made for increasing complex 
terrain maps. For each terrain map, one or more o f  the 
following input parameters was varied: population size, 
number of mating pairs, cull number, mutation probability, and 
number of deified individuals per generation. The output from 
each set was examined to determine relative convergence rates 
for good solutions, and how "good" the solutions were 
compared to  the "best" solution for that terrain map. 
The initial set was run using a 10x10 square board, (Figure 
4) with no variation in elevation. The start position was square 
(0, 0) and the goal was square (9, 9). The best path had a length 
(fitness value) of 13.899, and of the thirteen runs using this map, 
seven found this particular path, and the remaining six had 
fitness values less than 16.8. The ratio of mating pairs t o  
population size was varied from 0.05 to  0 50. The variation in 
the convergence to  good solutions between these runs was of 
the same magnitude as that observed in repeated runs using the 
same input set. Therefore, although there was a slight 
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indication that a ratio between 0.3 and 0.4 produced better 
convergence, it could not  be isolated from the variation 
produced just by the random number generator. 
In all runs in this set, the mutation probability was held at 
0.05, and there were no individuals deified. Rapid convergence 
to good solutions were seen throughout; in  a majority of cases, 
the best solutions was obtained. No definite trend was observed 
between Elitist and Universal mating strategies. 
Two additional runs were made at this time, examining 
separate issues. These runs utilized a simple map, consisting of a 
10x10 square board with a barracade between the start and 
goal. The first of these barracade runs was to  examine the rate 
of convergence given a much larger set of possible initial paths. 
The concern was that good solutions would be much harder t o  
obtain because the initial paths could be much more complex 
with the additional open spaces. This was found not t o  be the 
case. Convergence t o  good solutions occurred rapidly. 
The second barracade run involved raising the mutation 
probability t o  0.65, without saving any individuals. The average 
fitness and best fitness value for each generation failed t o  
improve. It was found subsequently, that with a high mutation 
probability it was absolutely necessary t o  deify one or more 
individuals in  each generations, in  order for the best fitness 
value to  improve; and even then the average fitness values 
failed to  converge. 
Fol lowing these runs, a more complex map was 
introduced, (Figure 5). This map consisted of 15x15 squares, 
with scattered obstacles, but s t i l l  no variation in elevation. A 
total of eight runs were performed using this map Again, the 
major issue was to  determine whether there was any significant 
variation in rate of convergence t o  good solutions as the ratio 
between number of mating pairs and population size was 
varied. Two runs also involved adjusting the mutat ion 
probability. 
The absolute best fitness (shortest path) for this map was 
calculated to  be 20.97, and results for the eight runs varied 
between 21.5 and 32.5. Clearly, the results were not  as 
satisfactory with this set as they were with the simpler map. 
However, convergence was observed in  all cases, including that 
which consisted of mutation probability of 0.90. In fact, this 
case, in which a single individual was saved in each generation, 
recorded the best solution for the entire set, although the 
average fitness did not improve during the entire run. Again, no 
significant differences were observed between Elitist and 
Universal mating strategies. 
A final run was made with this map utilizing a very low 
mutation probability (p = 0.0001). It was observed that the best 
solution converged fairly rapidly t o  23.3, or about 15% above 
the absolute best value. However, the diversity collapsed t o  
near zero midway through the run, and consequently no further 
improvement could occur after that point. This illustrates the 
necessity of a small but  f inite mutation probability for the 
successful operation of the algorithm. 
The next stage consisted of adding topology into the 
calculation of the fitness value, and il lustrating it on  the 
Symbolics Computer. The small number in  the upper left hand 
corner of each square in Figure 6a represents the "elevation" of 
that square. Contour lines have been drawn in Figure 6b for 
better visualization. Represented are: a steep rising slope, a 
hill, a hole (or crater), and a ditch or "wash". the penalty 
imposed by climbing up a slope is equal t o  the square of the 
local slope. There is no penalty for climbing down. 
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Thirteen runs were performed using this terrain map. 
Calculating the absolute best path was extremely difficult; in  
fact, what is believed t o  be the best path was found by 
correcting one of the paths located by the genetic algorithm 
itself. The fitness value of this corrected "best" path is 23.314, 
and the best fitness values obtained during the runs ranged 
between 25.3 and 43.8, (average = 35.11, 51% above best 
value). The major area of investigation in this set focused upon 
the effect o f  deif icat ion upon the  convergence t o  the 
"best"so1ution. By saving at  least one member o f  each 
generation, it is guaranteed that the best fitness value solution 
i s  at least no  worse during subsequent generations. A 
significant improvement was observed by the deification of 
multiple individuals within a generation, up t o  that point at 
which the genetic diversity collapsed. The best results were 
obtained with 5-10 individuals saved out of a generation size of 
250. It was also observed that slightly better results were 
obtained using a mating pair number of 0.3 X generation size, 
although it is not clear that this i s  statistically significant. 
Conclusions: 
We have developed a path planner using a genetic 
algorithm. The principal differences between our algorithm and 
other genetic algorithms are: 1) the variable length of the list, 
2) the way i n  which we performed crossover and mutation 
operations, and 3) the use of deification. It should be pointed 
o u t  t h a t  a "greedy A l g o r i t h m "  was ava i l ab le  f o r  
post-processing, t o  straighten out kinks in the final paths, i f  so 
desired. None of the results discussed in this paper included that 
technique. In a real world case, such as onboard an autonomous 
planetary surface vehicle, this type of post-processing would 
doubtlessly be employed. 
We make the following conclusion based upon our data: 
1) The genetic Algorithm can be used to  construct a 
robust path planner. Convergence t o  good 
solutions were obtained for a wide range of input 
parameters 
2) The inclusion o f  De i f i ca t i on  improves the  
performance of the algorithm significantly. 
Deification is required for convergence when using 
high mutation probabilities. 
There is an indication that the optimum ratio of 
mating pairs to  population size lies between the 
Elitist and Universal mating strategies. This value 
appears to  be in the range 0.3 - 0.4, which implies 
up t o  80% of the populat ion involved i n  the 
genetic crossover operation. 
3) 
4) 
It should finally be observed tha t  one o f  the major 
drawbacks of the A* algorithm, which is used in many of the 
existing path planning programs, is that the search-tree i s  
exponential. The corresponding search tree used in  this Genetic 
Algorithm is of order N X P, where N is the number of nodes in 
the list, and P is the population size. This implies that the 
Genetic Algorithm is a far less computation intensive approach 
to  path planning. 
Reference: 
[ I ]  Goldberg, David E. "The Genetic Algorithm Approach: 
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SYSTEMS, Plenum Publishing Corp , 1986, pp 247-253 
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Figure 1. A 10 x 10 terrain map, illustrating 
obstacles, elevations, and a typical path 
Figure 2. Paths illustrating gradual and steep slopes 
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Figure 3b.  Genet ic  D i v e r s i t y .  The D i v e r s i t y  i s  t h e  f r a c t i o n  
o f  d i s t i n c t  paths i n  each generat ion .  
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Figure  3a .  F i t n e s s  Values .  The top  l i n e  i s  the  Average F i t n e s s .  
The lower l i n e  i s  the  Best F i t n e s s  Value. 
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Figure 4 .  A f l a t  10 x 10 o b s t a c l e  map 
Figure 6a. The 15 x 15 complex t e r r a i n  map, 
showing both p o s i t i v e  and negative topology.  
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Figure 5 .  A f l a t  15 x 15 complex obstacle-map 
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Figure 6b. The same complex t e r r a i n  map 
with contour l i n e s  a t  2 u n i t  i n t e r v a l s .  
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ABSTRACT 
NASA has just completed an In-house Phase B Study (one 
of three studies) for the preliminary definition of a 
teleoperated robotic device that will be used on the National 
Space Transportation System (NSTS) and the Space Sta- 
tion to assist the astronauts in the performance of assembly, 
maintenance, servicing, and inspection tasks. 
This device, the Flight Telerobotic Servicer (FTS), will 
become a permanent element on the Space Station. 
Although it is primarily a teleoperated device, the FTS is be- 
ing designed to grow and evolve to  higher states of 
autonomy. Eventually, it will be capable of working from the 
Orbital Maneuvering Vehicle (OMV) to service free-flying 
spacecraft at great distances from the Space Station. A ver- 
sion of the FTS could also be resident on the large space 
platforms that are part of the Space Station Program. 
INTRODUCTION 
The In-house Phase B Study helped NASA understand opera- 
tional concepts and scenarios for the FTS. The results will 
not be used as the design concept for the FTS. Grumman 
Space Systems in Bethpage, NY, and Martin Marietta, 
Denver Aerospace in Denver, CO, are conducting more in- 
depth preliminary design studies. 
This paper discusses the technical design drivers that the 
In-house Phase B Study identified as significant in the 
development of a robotic system for space. The Phase B 
Study started with the initial requirements of the top-level 
mission, system, and functional requirements for the FTS 
111. These requirements were developed during a 2-month 
Phase A Study conducted by NASA during the fall of 1986 
12 and 31. 
The output of the Phase B Study will be integrated with the 
Martin Marietta and Grumman results to refine the re- 
quirements for Phases C and D of the FTS Program that are 
expected to begin in the spring of 1989. 
STUDY APPROACH 
The Phase B Study started with a detailed analysis of the 
Space Station tasks described in the requirements document 
[l I. These tasks describe generic capabilities that are intend- 
ed to be representative of the fundamental mission of the 
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FTS as a robotic device that assists the astronauts in 
assembly, maintenance, servicing, and inspection tasks in 
the unpressurized environment of the Space Station. 
Analyzing the tasks in the requirements document [11 led 
to the identification of a number of design drivers for the 
development of the FTS. These design drivers resulted in 
a series of trade studies that were used to develop candidate 
design solutions. The resulting design concept for the FTS 
was called the "Tinman." This concept resulted in a robotic 
system that was adequate for the assigned tasks and could 
perform the tasks reliably and safely. 
Advanced technology items were scrutinized as to  their 
relevance to the performance of the assigned tasks as well 
as their state of readiness. If an item was not considered 
necessary, it was not incorporated into the design. Some 
items were considered appropriate, but their state of 
readiness made them too high a risk for inclusion into the 
initial implementation of the FTS. High-technology should 
not be used just for the sake of using it, then to have it fail 
in orbit. An early failure of the FTS would be a great set- 
back for space robotics. Instead of being a useful tool for 
the astronauts, the FTS would be discarded and the 
astronauts would turn to  another means of accomplishing 
the tasks. 
A program requirement is that the FTS must be capable of 
growth and evolution. System adaptability is necessary 
because of the emerging technologies that will be valuable 
to the program once they have matured. The FTS must be 
designed from the ground up with the proper "hooks" and 
"scars" for growth. With the appropriate systems engineer- 
ing and architectures that can accommodate growth, ad- 
vanced technology with software and hardware can be add- 
ed later to the system with minimum impact. To accomplish 
this, NASA has adopted a control architecture developed 
by the National Bureau of Standards (NBS) that permits this 
type of growth 141. 
DESIGN CONCEPT 
Figure 1 shows the design concept that was developed for 
the FTS during the Phase B Study. As shown in the draw- 
ing, the telerobot is composed of three major subassemblies: 
the main body, the manipulator arm assembly, and the arm 
positioning system. 
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k 180 degrees about the end of the positioning system, and 
two, 7-degree of freedom manipulators mounted to each end 
of the shoulder assembly. The manipulators are 1.524 
meters (60 inches) long and are configured with a roll-pitch- 
roll shoulder, pitch in the elbow, and roll-pitch-roll in the 
wrist. 
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Figure 1. FTS Dimensions 
The main body contains all the major electronic components 
of the telerobot, as well as the grapple fixture by which the 
telerobot is picked up by one of the large manipulator arms 
(e.g., the Space Station Remote Manipulator System 
(SSRMS) or the NSTS Remote Manipulator System (RMS)). 
The main body also contains the attachment grapple (or foot) 
by which the telerobot is securely fixed at the worksite. 
One of the features of the main body of the telerobot is that 
it is free to  rotate about its central core and the attachment 
foot. This freedom to rotate allows the thermal radiators, 
that cover three sides of the main body, to  be oriented for 
optimum heat rejection at the worksite. Main body rotation 
with respect to  the attachment foot allows the operator of 
the large manipulator arm (SSRMS or RMS) another degree 
of freedom to help orient the FTS foot for proper mating to 
the worksite attachment point. 
The next major component of the telerobot is the arm posi- 
tioning system that consists of two, linearly driven, tubular 
sections connected through an offset rotational joint. The 
lower section is free to rotate simultaneously with respect 
to  both the main body and the attachment foot. The 
manipulator arms are free to rotate f 180 degrees with 
respect to  the upper section. Five degrees of freedom are 
obtained to position the arms relative to the telerobot main 
body and attachment location. There are a number of ad- 
vantages to the arm positioning system: it extends the reach 
of the telerobot without extending the length of the 
manipulator arms; it allows the arms to be positioned square- 
ly to  a task so that the teleoperator interfaces with the task 
in a natural manner; and it allows the telerobot to reach out 
over large objects which may come between the attachment 
fixture and the location of the task. 
The final component of the telerobot is the manipulator arm 
assembly that is mounted to  the end of the positioning 
system. It consists of the shoulder assembly that rotates 
In addition to the telerobot, the FTS includes two worksta- 
tion designs: a stowable workstation for the NSTS that is 
mounted in the aft flight deck of the shuttle and the Space 
Station workstation that will include FTS unique hardware 
that will be incorporated into the Space Station Multipur- 
pose Application Console (MPAC). 
DESIGN DRIVERS 
During the analysis of the requirements and task capabilities, 
the study team identified the following major design drivers 
for the FTS: 
Thermal Environment 
Independent Operation 
Manipulator Stability and Positioning 
Safety 
Mobility 
Evolution 
One-G Operation 
Human Interface 
The impact of each of these design drivers on the final design 
concept will be discussed in the following paragraphs. Not 
all of the design drivers are independent. Often, more than 
one of the drivers affects the design of a particular sub- 
system therefore a systems approach had to be taken to the 
trade studies in order to determine the appropriate solution 
leading to the best overall design concept. 
Thermal Environment 
The thermal environment created by the vacuum of space 
introduces unique problems for the FTS in an area that is 
only a minor concern for terrestrial robots. In space, the only 
way of dissipating heat is by radiation or conduction. The 
only paths for conduction were by hookup to the Space Sta- 
tion thermal system or by dumping heat into the FTS base 
mounting structure. Both options were considered too 
restrictive for the flexibility and usefulness of the FTS and 
they also created a thermal interface to the Space Station 
that the design team wanted t o  avoid. Therefore, radiation 
was the only means of heat dissipation. 
Radiating heat from a robot with peak operating power in 
the 1 to  2 kW range with approximately 20 motors, several 
high-speed computers, video equipment, and batteries with 
heat dissipation as the only means of cooling resulted in a 
thermal problem. The operation of the FTS should not be 
restricted because of the thermal environment. This meant 
that the FTS had to be capable of operating with arbitrary 
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sun angles and with partial blockages from the structure at 
the worksite. 
To overcome these problems, the overall power of the 
telerobot was reduced, its total radiating capability was in- 
creased, and the main battery was removed from the 
telerobot. 
One effect of reducing the power was the selection of 
motors at each joint that were sized for the tasks in zero 
gravity but could not operate without assistance on Earth. 
By using smaller motors, the manipulator thermal system 
could be separated from the rest of the body and it could 
collect all the other heat dissipating components into one 
structure that could be optimized for thermal radiation. 
Figure 2 shows the concept for the telerobot body that uses 
heat pipes to direct the heat from the electronic boxes out 
to the outside surfaces where radiators cover three sides. 
The main body was designed to rotate independent of the 
manipulators and the arm positioning system so that it could 
be controlled to track an optimal orientation to cold space 
as the telerobot is performing its tasks. 
BODY 
FRAME 
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Figure 2. Structure Subsystem Tinman Design 
Removing the main battery from the telerobot had a number 
of effects on the design. It reduced the mass of the telerobot 
and removed a source of power dissipation. It also freed the 
telerobot from the tight thermal limits that the battery im- 
posed on the system. 
The combined effect of all these design choices produced 
a thermal design that is independent of the Space Station 
that will permit indefinite operation of FTS under most con- 
ditions. In some extreme cases of radiator blockage, the task 
may have to be halted temporarily to allow the telerobot to 
cool down. The use of a small "backpack" was considered 
composed of Phase Change Material (PCM) that could be 
used to absorb peak loads to enable the telerobot to con- 
tinue operating for a brief time under extreme conditions. 
The thermal system is also an ideal candidate for the incor- 
poration of an expert system that could continually monitor 
the thermal health of the telerobot and inform the operator 
how much time is left before a cool-down period would be 
required. 
Independent Operation 
Another requirement is that the FTS must be capable of 
limited operation independent of hard-wired utilities for 
power, data, and video from the Space Station. As a result 
of this requirement, a large battery and an RF communica- 
tions system was included in the design of the FTS. The FTS 
can never be totally independent of the Space Station 
because it always needs a firm structural attachment when 
working. However, the requirement for independent opera- 
tion gives the FTS a tremendous amount of flexibility allow- 
ing it to work in areas on the Space Station where no utility 
ports are located. 
A battery that would allow operation for even a few hours 
at the power levels of the FTS adds considerable weight and 
adversely impacts the thermal subsystem. Since the in- 
dependent operation is not the primary mode of operation, 
it was decided to remove the battery and the communica- 
tions system from the main body of the telerobot and locate 
them in a separate module called the Robot Support Module 
(RSM). Because there is not a requirement for an early in- 
dependent operational capability, the RSM could be launched 
later than the FTS fhereby reducing the initial manifested 
weight of the FTS. 
Another advantage of the separate RSM is that it would be 
possible to design different RSMs for the different operating 
environments of the FTS. The NSTS and the Space Station 
have different power and communications systems, 
therefore a different RSM could be designed for each loca- 
tion. Another RSM could be built for operation from the Or- 
bital Maneuvering Vehicle (OMV) for the servicing of free- 
flying spacecraft away from the NSTS orbiter or the Sta- 
tion as shown in Figure 3. Two RSMs on the Space Station 
itself are a possibility so that while one is being used, the 
other could be having its battery recharged. 
Manipulator Positioning and Stability 
When the work environment of the FTS is examined in both 
the shuttle payload bay and on the Space Station, the same 
dimension of 5 meters keeps reoccurring. The shuttle 
payload bay is 4.57 meters wide and, consequently, most 
payloads launched b,y the shuttle are also approximately 5 
meters wide or 5 meters in diameter. The SS truss bays are 
5-meter cubes and the Attached Payload Accommodation 
Equipment (APAE) sit on a 5- by 5-meter base. It can 
be concluded from this information that the ideal reach 
envelope of the telerobot would be 5-meters. If the telerobot 
is to work in these locations, it must be able to cover these 
types of distances. However, early analysis indicated that 
a 5-meter reach for the manipulator arms was not feasible 
if the telerobot was to do any dexterous manipulation. A 
local mobility system and an arm positioning system was 
chosen to deliver the arms to the task. This approach allows 
the arms to be shorter and more rigid for the fine control 
tasks. 
Figure 4 shows the reach envelope of the telerobot. Situated 
in the center of the Space Station truss bay, the telerobot 
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Figure 3. FTSlOMV Servicing 
Figure 4. FTS Work Volume 
can reach all faces of the bay. The reach of the telerobot 
at an APAE site is shown in Figure 5 where the Orbital 
Replaceable Units (ORUs) in the center can be reached from 
either side, even if larger ORUs are in the way. 
The flexibility and controllability of such a system are still 
areas of concern that are being investigated. Preliminary in- 
dications are that the arm positioning system can be made 
rigid enough to meet the task requirements. The 5 degrees 
of freedom in the arm positioning system are controlled 
open-loop and, therefore, do not contribute complexity to 
the arm control problem. The degrees of freedom in the posi- 
tioning system are commanded to set positions one at a time 
and then rigidly locked before the operator begins to use the 
manipulator arms. It is not anticipated that the positioning 
system would be teleoperated through the hand-controllers. 
The operator could simply key in the position of the joints 
from a keyboard. 
Safety 
Safety is of primary importance in the design of the FTS. 
Safety influences each subsystem and must be designed into 
the FTS from the start. The Phase B Study approach was 
to set up a watchdog safety subsystem that consists of 
redundant radiation hardened computers and associated sen- 
sors in the telerobot to monitor all aspects of the telerobot 
operations and health. Also, the workstation has a safety 
computer that acts as a global safety monitor for worksta- 
tion operations as well as the telerobot safety subsystem. 
Whenever any anomalous condition is detected, the safety 
computers will stop all movement of the telerobot. 
There is also a safety shutdown signal that originates from 
an astronaut on Extravehicular Activity (EVA) if he senses 
a problem with the telerobot. This is called the EVA safety 
link and allows an EVA astronaut to have shutdown con- 
trol of the telerobot whenever he is working in the vicinity 
of the telerobot. 
Each controller for the manipulator joints is capable of be- 
ing programmed to limit the local parameters associated with 
that joint, such as velocity and acceleration. This program- 
ming allows the motions of the telerobot to be tailored to 
the task and the environment. A velocity limit of 1 foot per 
second is imposed on the manipulators whenever the 
telerobot is working in the vicinity of an astronaut or critical 
hardware. Similar limits must be imposed on the maximum 
momentum the system can attain when moving an object. 
This may result in an even lower tip velocity, but it ensures 
that the telerobot can safely brake its motion to avoid 
collision. 
Figure 5. FTS Operating from an APAE 
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Another safety feature in the telerobot is the inclusion of 
a small, holdup battery within the telerobot to  sustain its 
functions and to  perform an orderly shutdown in the event 
of a power loss. This safety feature is needed when the 
telerobot is operating without the large battery in the RSM, 
and it is deriving its power from the host vehicle. 
Mobility 
Mobility was identified early as an FTS design driver. There 
is not a requirement for the type of mobility that would allow 
the telerobot to walk down the Space Station truss. There 
are other means available on the shuttle and the Space Sta- 
tion to provide global mobility, such as the RMS on the shut- 
tle and the SSRMS on Space Station attached to a transport 
device such as the Mobile Servicing Centre (MSC) or the 
Mobile Transporter (MT). However, from a close examina- 
tion of the FTS tasks, it is clear that some form of “local 
mobility” (or ”robility”) was needed at the worksite in order 
to make the FTS a useful tool on the Space Station. 
The local mobility system that is part of the in-house con- 
cept is a portable rail that can ride out to the worksite with 
the telerobot to provide lateral movement. The portable rail, 
together with the arm positioning system, allows the 
manipulator arms to be positioned with 6 degrees of freedom 
at the worksite. The length of the portable rail had to be trad- 
ed off against the flexibility of the rail and the induced mo- 
tions at the end of the rail when the telerobot is in opera- 
tion. The portable rail is attached to the RSM in the in-house 
concept so that the telerobot/rail/RSM combination can be 
picked up as one unit and carried to the worksite by one 
of the transport devices on Space Station. Figure 6 shows 
the portable rail supporting the telerobot from the RSM. 
Figure 6. FTS and RMS (Robot Support Module) 
Evolution 
The FTS must be able to evolve towards greater adaptabili- 
ty which includes more autonomous operation that will be 
accomplished through the incorporation of advanced hard- 
ware and software items as they become available. Since 
the FTS is intended for permanent residence on the Space 
Station, new items must be added to the system in orbit. 
The FTS must be designed to easily accept these changes. 
This will be done by the incorporation of modularity and ac- 
cessibility in the design of all subsystems of the FTS and 
by a careful implementation of the NASREM architecture. 
Primary growth areas are expected to be in more advanced 
computers, upgraded software, advanced sensors with im- 
age processing, smart end effectors, and new and more ef- 
ficient power systems. Also, the manipulator arms could be 
of a modular design so that they can be reconfigured to pro- 
vide more capability for new maintenance and servicing 
tasks on the Space Station. Power, data, and video lines 
would run throughout the telerobot with standard interfaces 
defined at the tool plate, arm joints, and other locations 
where hardware may be added or later changed. 
A vision system, which initially is just a closed circuit video 
system, can easily grow to a stereo-vision system and even- 
tually evolve to full machine vision. Steps that can be taken 
in the initial design to facilitate this growth are the choice 
and location of cameras and the interfaces to permit the 
computers to have access to image data. 
One-G Operation 
Requiring that the telerobot exhibit its full operational 
capability in the gravity environment of Earth, has far 
reaching impact on the system design. From a programmatic 
standpoint, the FTS must be capable of being tested in the 
performance of representative tasks on Earth before it is 
committed to launch. However, such a requirement has to 
be weighed against the impact it causes on the struc- 
tural, controls, electromechanical, power, and thermal 
subsystems. 
For terrestrial robots, a 1OO:l  weight-to-lift ratio is not 
unusual, and a ratio of IO: 1 is just now being achieved by 
some research manipulators such as the Laboratory 
Telerobotic Manipulators (LTM) being developed by NASA 
Langley Research Center and the Oak Ridge National 
Laboratory. This means that if the FTS were required to han- 
dle mockup hardware weighing 50 pounds, the manipulators 
would be on the order of 300 to 500 pounds each using 
today’s technology. This results in 600 to 1,000 pounds 
for just the manipulators. The total manifested weight for 
the FTS, including the telerobot and the workstation, is 
presently 1,500 pounds. 
The FTS must undergo a strict weight control program that 
will result in motors and a structure that will be adequate 
to accelerate the inertias required by the tasks in the zero- 
gravity environment of space, but they may not be capable 
of lifting the mockups of the same hardware on Earth. This 
will mean that the telerobot will need special assistance to 
perform its operations in 1 G, such as counterweights and 
other gravity off-loading devices. 
Smaller, lightweight motors are a benefit to both the power 
and thermal subsystems of the FTS. A lighter weight struc- 
ture has an impact on the control system since the 
manipulators will be more flexible, but this is not viewed as 
an insurmountable problem for the FTS because of the re- 
cent advances in algorithms for the control of flexible robots. 
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Human Interface 
The design of the FTS for the human operator extends 
beyond the obvious human engineering of the workstation, 
b e . ,  ensuring that the operator is presented with all the 
necessary displays and controls). The FTS is a teleoperated 
device where the operator is directly in the control loop. The 
human interface has a strong influence on the design of the 
control system, the data system, and the sensors, including 
the vision system. 
The FTS must be designed for operation by one operator. 
Inventive means must be found for the control of the 
cameras, illumination, and other peripheral devices when the 
operator is using both hands to operate the manipulators. 
The study team concluded that the use of force reflecting 
hand controllers should be a requirement for the FTS. This 
would permit the operator to sense the manipulator forces 
in his hand controllers. For a teleoperated device, this re- 
quirement is a tremendous asset to the operator. It enhances 
safety when working in an unstructured environment, and 
it has been proven through documented experiments in the 
laboratory to reduce errors and overall training time. 
The problem on force reflection is the stringent data laten- 
cy requirement it places on the data system for communica- 
tions between the workstation and the telerobot. Because 
the force loop is now closed through the workstation, the 
stability of the control loop depends upon minimizing the 
delay time for the round trip signal. The loop should operate 
at approximately 200 Hz, which results in a latency require- 
ment of 5 msec. The FTS will be using the Data Manage- 
ment System (DMS) on the Space Station to connect the 
workstation to the telerobot, and an assessment has to 
be made to see if the DMS can satisfy such a latency 
requirement. 
CONCLUSION 
The Flight Telerobotic Servicer promises to be a useful, 
reliable, and safe tool to assist the astronauts in perform- 
ing assembly, maintenance, servicing, and inspection tasks 
on Space Station and the NSTS. The design challenges have 
been identified and operational scenarios and task planning 
have been addressed by the NASA Phase B Study team 
while candidate designs are being developed by Grumman 
and Martin Marietta in their Phase B Studies. 
The FTS is unique in that it will be required to operate in 
a much less structured environment than previously 
developed industrial robots. It will be required to perform 
many varied tasks with varying precision throughout its ex- 
pected lifetime. These tasks will increase in complexity 
therefore the system must be capable of substantial growth 
and evolution. It is a program that focuses more on the future 
than the present technology. 
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ABSTRACT 
One of the objectives of the Wisconsin Center for Space 
Automation and Robotics (WCSAR) at the University of 
Wisconsin-Madison is the development of component 
technologies for use in telerobotic systems for space. As part 
of this effort, a test bed has been established in which these 
technologies can be verified and integrated into telerobotic 
systems. The facility consists of two slave industrial robots, an 
articulated master arm controller, a Cartesian coordinate master 
arm controller, and a variety of sensors, displays and 
stimulators for feedback to human operators. The controller of 
one of the slave robots remains in its commercial state, while 
the controller of the other robot has been replaced with a new 
controller that achieves high-performance in telerobotic 
operating modes. 
A dexterous slave hand which consists of two fingers and a 
thumb is being developed, along with a number of force- 
reflecting and non-force reflecting master hands, wrists and 
arms. A tactile sensing finger tip based on piezo-film 
technology has been developed, along with tactile stimulators 
and CAD-based displays for sensory feedback and sensory 
substitution. 
This paper describes the WCSAR telerobotics test bed and 
the component technologies that are incorporated in it. It also 
describes their integration of these component technologies into 
telerobotic systems, and their performance in conjunction with 
human operators. 
INTRODUCTION 
Autonomous robots working in industrial environments, 
typically, replace human workers performing well structured 
and repetitive tasks. Advanced teleoperated systems, on the 
other hand, extend the human manipulation, sensing and 
cognitive capabilities to remote locations. This shields the 
operator from the hazards of working in the task environment. 
The need for use of both autonomous and teleoperated (or a 
combination of the two) robotic systems for space applications 
is well recognized by NASA [l] and the aerospace community. 
Major emphasis in mach of this work is placed on developing 
[2] human-like robotic systems that would replace humans in 
extra-vehicular activities. This includes a major effort by 
NASA for the development of the Flight Telerobotic Servicer. 
The work underway at the Wisconsin Center for Space 
Automation and Robotics (WCSAR) is designed to complement 
such efforts by developing modular and add-on technologies 
that would improve the effectiveness of such systems as well as 
enhance effective utilization of automation and robotics in 
commercial activities in a space environment. The emphasis is 
on the development of new component and system technologies 
that will not only utilize, but improve the existing automation 
and robotic technologies for applications involving assembly, 
maintenance and servicing of space platforms, stations, 
commercial satellites and future production and life support 
facilities. The technology areas of near-term are those that 
enhance dexterity, sensory perception, performance, and 
telepresence in telerobotic systems 
WCSAR is a NASA-funded Center for Commercial 
Development of Space (CCDS) and was founded in 1986. It 
provides an organizational structure that fosters the co- 
sponsorship of commercial application of space automation and 
robotics between industrial partners and associated universities. 
At present, WCSAR has three active project areas: (1) 
AstroboticsTM - Robotic Technology Development; (2) 
AstrocultureTM - Automated Plant Growth Facilities for Space; 
and (3) AstrofueP - Automated Lunar Resource Processing 
Systems. These are being pursued by interdisciplinary teams 
formed by WCSARs university and industrial partners. 
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The layout of the WCSAR telerobotics test bed is shown in 
Figure 1. It consists of three major subsystems: 
1) Cincinnati Milacron Robot with Enhanced 
Control and Dexterous Hand. This subsystem 
consists of a Cincinnati Milacron T3-726 elecmc-drive 
robot, an ACA dexterous slave hand, a number of master 
hands, and a non-kinematic replica master arm as illustrated 
in Figures 2 and 3. The original conrroller of the robot has 
been replaced with a new, higher-performance controller 
designed at WCSAR which is capable of being flexibly 
programmed in a number of telerobotic operating modes. 
2) ASEA Industrial Robot with Telerobotics Inc. 
Gripper. This subsystem consists of an ASEA IRB 6/2 
electric-drive robot, its controller, a Cartesian coordinate 
master arm, a Telerobotics, Inc. slave gripper, and a force- 
reflecting master gripper as illustrated in Figures 4 and 5. 
Control of the ASEA is accomplished with a host computer 
as the master, serially linked to the ASEA controller via a 
standard RS232C communication port on the ASEA. 
3) Space Shuttle Aft Flight Deck Mock-up. High- 
performance telerobots working in space with sensory 
feedback to the operator will need to be operated from 
workstations in space within reasonable communications 
proximity. One likely workstation location is the aft flight 
deck of the Shuttle; another is the Space Station. A mock- 
up of the aft-flight deck of the Space Shuttle is included in 
the test bed for the purpose of simulating teleoperation in a 
space environment. It serves to isolate operators of 
telerobotic experiments from slave hardware, thus 
insulating them from visual and audio cues that would not 
Fingertip - Interface Hand Control Master/Slave - Force Reflection 
be present in space. 
Slave Gripper Dexterous Hand 
L r E r Y  Control Computers 
Master 
Feedback 
Shuttle Aft. Flight Deck I Mock-up 
Figure 1. WCSAR Telerobotics Test Bed 
I 
R 
Figure 2. "Milacron" subsystem with dexterous slave hand 
ACA Master ACA 
Dexterous 
........... : .......... 
Figure 3. Schematic of "Milacron" master/slave subsystem 
- 
-- 4 
Figure 4. "ASEA" subsystem with master/slave dexterous 
hand 
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Non-Kinematic 
Replica Master 
Hand TYF B 
(Laird H1) 
Three digit (fmger) device 
Three degrees-of-freedom per digit 
Force reflection provided with 
one drive motor per finger - Actuators local 
Non-Kinematic 
Replica Master 
Hand Type C 
(Laud H2) 
- Three digit (fmger) device 
Three degrees-of-freedom per digit 
Replica Master 
Hand Type 
(Zik 112) 
~ ~~~~~ 
Three digit (finger) device . Three degrees-of-freedom per digit . Force Reflecton provided with eacl 
Actuators remote 
degree-of-freedom 
tendon/pulley/linkage system [3,4]. Attachment to the finger is 
realized with a ring that tits around the finger. Force reflection 
is implemented using four remotely-located motors. Torque 
from the motors is transmitted directly to the master finger. 
One finger of the master hand has been manufactured and is 
currently undergoing testing. 
cart artesiah, ASEA 
Master Arm 
I Arm Controller I 
Table I. Master arm/wrist/hand developments 
Figure 5. Schematic of "ASEA" master/slave subsystem 
Component I Characteristics Status 
MASTER HANDS, WRISTS AND ARMS - Cartesian coordinate configuratior 
with three degrees-of-freedom 
Standard industrial interface 
(RS232 comm. to ASEA) 
Cartesian 
COOrdinate 
ArmMaster 
(Zik Al) 
Complete 
Table I lists a number of devices that have been or are 
presently being developed at WCSAR. The first developments 
were centered around the "ASEA" subsystem and the master 
arm and hand shown in Figure 4. With a Cartesian master arm 
interfaced to the robot using a standard communication 
interface, teleoperation control of the robot was achieved 
relatively quickly. However, performance in this system is 
limited by low-speed communications. The Cartesian 
coordinate master provides a large mounting platform to locate 
the master hand which incorporates drive motors for force 
reflecting fingers. This setup will allow WCSAR to perform a 
series of force-reflecting experiments using the parallel motion 
slave hand. 
Complete 
I 
I 
Complete 
Complete 
Next, a master arm and wrist was developed which 
provides six-degrees-of-freedom for control of the "Milacron" 
subsystem shown in Figure 2. Also, a number of dexterous 
master hands have been developed to interface with the 
dexterous slave hand. Figure 6 shows a light-weight master 
hand with no force reflection. This device is referred to as 
"Laird H1" in Table I and features three fingers, each with three 
degrees of freedom. 
Currently 
being 
manufactlned 
I 
I 
Non-Kinematic 
Replica Master 
HandTypeE 
(ACA HI) 
Non-Kinematic 
Replica Master 
h / W r i S t  
(Zik A2) 
Currentl y 
being 
manufxtured 
Three digit (finger) device 
Two degrees-of-freedom per digit 
Figure 7 shows one finger of a force reflecting master hand 
that is under development. Its features include: - Six degrees-of-freedom 
Three intersecting axis wrist 
Mechanically counterbalanced 
configuration with hand grip in 
ccnter of wrist 
Currently 
being 
muractued 
a three finger design which allows for object manipulation; 
three degrees-of-freedom per finger which allow for 
various types of finger manipulation; 
force reflection to enhance telepresence and reduce task 
completion time; 
low friction and inertia; and 
position range same as a human finger; 
I 
THREE-FINGERED DEXTEROUS SLAVE HAND 
The device mounts to a bracket that is fixed to the back of the 
operator's hand (not shown in Figure 7). Forces are 
transmitted to the operator's finger through a 
The Astronautics Corporation of America (ACA) dexterous 
slave hand is under development in conjunction with WCSAR 
and the State of Wisconsin and has the following features: 
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Linearity 
dexterity is achieved with three digits, eight or nine 
movable joints, and five to seven independent movements; 
power and speed are similar to the human hand; 
self-contained actuators are in a single mechanical module; 
capability of operating in teleoperation modes with reflected 
force and compliant control; 
minimal size and weight; 
simplicity and robustness suitable for space and commercial 
use; and 
precision and controllability. 
1% Error at 4 Pounds of Normal Force 
A prototype of one of the three digits has been fabricated, 
assembled and tested as shown in Figure 2. The three-fingered 
slave hand consisting of three fingers and a thumb is illustrated 
in Figure 8, and its testing in the test bed will begin at the end 
of July, 1988. 
TACTILE SENSORS AND STIMULATORS 
Tactile feedback in a telerobotic system can provide the 
operator with an accurate sense of a presence when the operator 
is manipulating and contacting objects with the remote slave 
device. One concept currently being investigated is shown 
schematically in Figure 9. It consists of three major elements: 
sensors, displays, and the stimulator interface. The sensors 
currently used include very small piezoresistive devices that are 
highly sensitive to pressures of less than 3 psi, and are 
mounted to the slave in areas where tactile contact is most 
common and most useful. The sensors will be attached to the 
parallel jaw grippers on the "ASEA" subsystem and to the 
dexterous hand on the "Milacron" subsystem to conduct typical 
EVA tasks in a teleoperated mode. 
Because human visual and auditory sensory inputs may be 
heavily utilized in a telerobotic system during these tasks, tactile 
stimulation has been the primary display mechanism to the 
operator. The goal of the system is to provide this stimulation 
directly to the operator's hand in a pattern matching the sensor 
pattern on the slave hand. This direct mapping of the slave 
sensors and the master stimulators will yield a comfortable 
system with the least amount of operator interpretation and 
training required. 
ROBOTIC FINGERTIP SENSOR 
Researchers at WCSAR have adapted a four-degree-of- 
freedom, tactile fingertip sensor, originally developed for 
manufacturing applications [5 ] ,  for use in teleoperated systems. 
robot and enhance telepresence. Eventually, the sensor will 
allow a teleoperated robot to grasp fragile objects and do 
delicate work. The fingertip: 
can be optimized with respect to its shape and its sensing 
element size and location to give favorable signal 
characteristics; 
is linear over a reasonable range of applied forces; 
has low hysteresis and good repeatability; 
can be linearly decoupled to allow measurement of four 
degrees-or-freedom appropriate for fingertip grippers. 
(normal force, two tangential force components, and torque 
about the normal force axis 161); 
is inert to most environmental influences; 
can be easily constructed with minimal material costs; and 
can be made rugged, yet possesses sufficient compliance 
for practical force control. 
The basic concept of the sensor is shown in Figure 10. The 
sensor is constructed of two materials: room temperature 
vulcanizing (RTV) silicone rubber, which is used as a 
compliant, homogcneous, bulk base material, and 
polyvinylidene fluoride (PVDF) film, which is the piezoelectric 
polymer used to detect strains in the rubber. When a force is 
applied to the fingertip sensor, deformation in the rubber 
results. This deformation is transferred to four strips of 
piezoelectric film which are bonded to the rubber's surface. 
The shift in electrical charge in the strained piezoelectric film is 
the signal used to measure the forces applied to the sensor. 
Each different component of the force applied to the sensor, 
whether it is normal, tangential, or torque, will produce a 
unique signal in each of the four pieces of piezo-film. 
Therefore, after the signals have been amplified, the signals 
must be sent to a computer for decoupling which will resolve 
the applied force into its independent components. The 
characteristics of the fingertip are listed in Table II. 
Table 11. Characteristics of fingertip sensor 
Hysteresis 3% Error at 7 Pounds of Normal Force 
Repeatability < 1% Error at 5 Pounds of Normal Force 
Integration of this fingertip on the dexterous hand will allow 
WCSAR to develop sensitive force feedback from the slave 
Range 0.5 Ounces to 15 Pounds 
I I 
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Figure 6. Non force-reflecting master finger 
Figure 8. Three-Fingered Dexterous Slave Hand 
AID Digital 
Converter Multiplexer 
Astronautics 
6 KIF Dextrous 
Hand 
rrays 
Figure 9. Tactile Feedback System 
Connectors 
Stimulator A
Interface 
Jaw Grippers 
@ .. 
Normal Force 
Torque 
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I I Display I 
Normal H A  Tangentials Torque 
Computer with inteiaJ 
1 I 
Figure 7. Force-reflecting master finger 
Figure 10. Fingertip sensor and signal processing system 
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HUMAN FACTORS EXPERIMENTS 
Sustained operation of exoskeletal master controllers, 
particularly force-reflective systems, can be a fatiguing and 
uncomfortable experience if operational and feedback force 
levels are not properly adjusted for the individual operator. 
Though there is no guidance at this time for specifying these 
levels, previous exertion experiments have demonstrated that 
perceptions of force change with onset of localized muscle 
fatigue and discomfort [7,8]. One of WCSARs objectives is 
to help develop a comfortable and fatigue-resistant master 
controller device which may be used in sustained manipulation 
and gripping activities by a wide ranging population. I 
WCSAR is now conducting a series of experiments, using 
apparatus such as that shown schematically in Figure 11. The 
objective is to determine the force-of-operation and end-effector 
force-feedback levels that can be endured for sustained periods 
in teleoperated systems (e.g. 2 hours) without encountering 
material signs and symptoms of fatigue and discomfort, and 
without altering the operator's perception of force produced or 
experienced at the end-effector. These experiments will help to 
produce performance response models which will account for 
differences in task duration, manipulation duty cycle (Le. 
percent of time exerting against the manipulator), criticality of 
task force perception requirements, and an individual's pinch 
strength and psychometric sensitivity limitations. 
Pincher Apparatus 
with Strain Gauges 
Figure 1 1. Apparatus for force-of-operation experiments 
CONCLUSION 
The work underway at the Wisconsin Center for Space 
Automation and Robotics (WCSAR) emphasizes the 
development of modular and add-on technologies that enhance 
dexterity, sensory perception, and performance in telerobotic 
systems. The component technologies described in this paper, 
and other related developments, are now being verified in the 
experimental telerobotic systems in the test bed. This will lead 
to their refinement and eventual availability for use in 
telerobotic servicing systems being developed for space. We 
also expect significant terrestrial application spin-offs. 
Component developments being integrated into the WCSAR 
test bed will lead to enhanced capabilities at the system level. 
This will allow sophisticated human/sensor/actuator systems to 
be evaluated, with the results leading to practical systems with 
high levels of productivity and low levels of operator fatigue. 
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ABSTRACT 
T h e  A r t i c u l a t e d  T o t a l  Body  (ATB) m o d e l  i s  
a c o m p u t e r  s i m u l a t i o n  p r o g r a m  w h i c h  w a s  
o r i g i n a l l y  d e v e l o p e d  fo r  t h e  s t u d y  o f  
a i r c r e w  member  d y n a m i c s  d u r i n g  e j e c t i o n  
f r o m  h i g h - s p e e d  a i r c r a f t .  T h i s  m o d e l  i s  
t o t a l l y  t h r e e - d i m e n s i o n a l  a n d  i s  b a s e d  on 
t h e  r i g i d  b o d y  d y n a m i c s  o f  c o u p l e d  
s y s t e m s  w h i c h  u s e  E u l e r ' s  e q u a t i o n s  o f  
m o t i o n  w i t h  c o n s t r a i n t  r e l a t i o n s  o f  t h e  
t y p e  e m p l o y e d  i n  t h e  L a g r a n g e  m e t h o d .  I n  
t h i s  p a p e r  t h e  u s e  o f  t h e  AT9 m o d e l  a s  a 
r o b o t  d y n a m i c s  s i m u l a t i o n  t o o l  i s  
d i s c u s s e d  a n d  v a r i o u s  s i m u l a t i o n s  a r e  
d e m o n s t r a t e d .  F o r  t h i s  p u r p o s e  t h e  ATB 
m o d e l  h a s  b e e n  m o d i f i e d  t o  a l l o w  f o r  t h e  
a p p l i c a t i o n  o f  t o r q u e s  a t  t h e  j o i n t s  a s  
f u n c t i o n s  o f  s t a t e  v a r i a b l e s  o f  t h e  
s y s t e m .  S p e c i f i c a l l y ,  t h e  m o t i o n  o f  a 
r o b o t i c  arm w i t h  s i x  r e v o l u t e  
a r t i c u l a t i o n s  w i t h  j o i n t  t o r q u e s  
p r e s c r i b e d  a s  f u n c t i o n s  of a n g u l a r  
d i s p l a c e m e n t  a n d  a n g u l a r  v e l o c i t v  a r e  
m a n i p u l a t a b i l i t v  a n d  d e x t e r i t y .  T h e  
d e v e l o p m e n t  o f  t h e  t e c h n o l o g y  n e c e s s a r y  
t o  a c h i e v e  t h e  l e v e l  o f  f i n e  t a s k  
p e r f o r m a n c e  r e q u i r e d  i n  a e r o s p a c e  
o p e r a t i o n s  i n v o l v e s  a n  u n d e r s t a n d i n g  o f  
t h e  t h r e e - d i m e n s i o n a l  k i n e m a t i c s  a n d  
d v n a m i c s  of  r o b o t i c  s y s t e m s  a n d  of  t h e  
c o n t r o l  t e c h n i q u e s  f o r  a c c u r a t e l y  
m a n i p u l a t i n g  t h e s e  d e v i c e s .  A t  t h e  
A r m s t r o n g  A e r o s p a c e  M e d i c a l  R e s e a r c h  
L a b o r a t o r y ,  W r i g h t - P a t t e r s o n  Air F o r c e  
Base ,  t h e  A r t i c u l a t e d  T o t a l  Body  (ATB) 
m o d e l  h a s  b e e n  s u c c e s s f u l l v  u s e d  i n  t h e  
i n v e s t i g a t i o n  o f  m a n i k i n  a n d  human b o d v  
d y n a m i c s .  I n  v i e w  of  t h e  m o d e l ' s  d v n a m i c  
s i m u l a t i o n  c a p a b i l i t v  a n d  t h e  
s i m i l a r i t i e s  b e t w e e n  r o b o t i c  a r m s  a n d  t h e  
human a r m ,  a n  a t t e m p t  h a s  b e e n  m a d e  i n  
t h i s  s t u d y  t o  a d d  a n  a c t i v e  d r i v i n g  
f e a t u r e  t o  t h e  AT9 m o d e l ' s  p a s s i v e  
r e s p o n s e  c a p a b i l i t i e s  i n  o r d e r  t o  u s e  i t  
a s  a d y n a m i c s  a n d  f e e d b a c k  c o n t r o l  
s i m u l a t i o n  t o o l .  
~ 
DESCRIPTION OF THE ATE M O D E L  d e m o n s t r a t e d .  T h e  s i m u l a t i o n  p r o c e d u r e s  d e v e l o p e d  i n  t h i s  w o r k  mav s e r v e  a s  
f o r  analyzlng r o b o t i c  T h e  AT9 m o d e l  w a s  o r i g i n a l l y  d e v e l o p e d  a s  
t h e  C r a s h  V i c t i m  S i m u l a t o r  (CVS)  m o d e l  
f o r  t h e  N a t i o n a l  H i g h w a y  T r a f f i c  S a f e t y  
( NHTSA) b y  C a l s p a n  A d m i n i s t r a t i o n  
C o r p o r a t i o n  i n  t h e  e a r l y  1 9 7 0 ' s  t o  
m e c h a n i s m s ,  d y n a m i c  e f f e c t s ,  j o i n t  l o a d  
t r a n s m i s s i o n s ,  f e e d - b a c k  c o n t r o l  
a l g o r i t h m s  e m p l o y e d  i n  t h e  a c t u a t o r  
c o n t r o l  a n d  e n d - e f f e c t o r  t r a j e c t o r i e s .  
INTRODUCTION p r e d i c t i v e l y  s i m u l a t e  o c c u p a n t  m o t i o n  
d u r i n g  a u t o m o b i l e  c r a s h e s  ( R e f .  1 ) .  I t  
w a s  s u b s e q u e n t l v  m o d i f i e d  t o  a d d r e s s  Air 
F o r c e  r e q u i r e m e n t s  a n d  r e n a m e d  t h e  A T B  
m o d e l  ( R e f s .  2 - 5 ) .  I t  h a s  b e e n  u s e d  
e x t e n s i v e l v  t o  s t u d v  human a n d  m a n i k i n  
b o d v  d v n a m i c s  i n  a i r c r a f t  e j e c t i o n s ,  
a u t o m o b i l e  c r a s h e s  a n d  r o l l o v e r s ,  a n d  
( R e f s .  6 - 8 ) .  
Work i n  t h e  a e r o s p a c e  e n v i r o n m e n t  
p r e s e n t s  s p e c i a l  p r o b l e m s  w h i c h  c a n  b e  
h a n d l e d  r e m o t e l y  b y  t h e  u s e  o f  a u t o m a t i o n  
t e c h n i q u e s  a n d  r o b o t s .  D u r i n g  a e r o s p a c e  
o p e r a t i o n s ,  r o b o t  arms a n d  h a n d s  c a n  b e  
e x o s k e l e t a l  d e v i c e s  t o  p e r f o r m  t a s k s  s u c h  
a s  r e p a i r i n g  f a i l e d  e q u i p m e n t ,  r e s c u e i n g  
c o n t r o l l e d  b y  a d i s t a n t  o p e r a t o r  t h r o u g h  o t h e r  m e c h a n i c a l  f o r c e  envi ronments  
a s t r o n a u t s  a n d  h a n d l i n g  h a z a r d o u s  
m a t e r i a l s .  T h e s e  t a s k s  r e q u i r e  extreme T h e  A T B  m o d e l  i s  b a s e d  on r i g i d  b o d v  d y n a m i c s ,  a l l o w i n g  a s v s t e m  t o  b e  
d e s c r i b e d  a s  a s e t  o f  r i g i d  s e g m e n t s ,  
c o u p l e d  a t  j o i n t s  w h i c h  a l l o w  t h e  
V i s i t i n g  S c i e n t i s t  on i n t e r g o v e r n m e n t a l  a p p l i c a t i o n  of t o r q u e s  a s  f u n c t i o n s  o f  
p e r s o n n e l  a s s i g n m e n t  f r o m  t h e  U n i v e r s i t y  j o i n t  o p i e n t a t i o n s  a n d  r a t e  o f  c h a n g e  o f  
o f  M i s s o u r i - R o l l a .  
o r i e n t a t i o n s .  A t y p i c a l  i n i t i a l  b o d v  
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JOINT ACTUATORS c o n f i g u r a t i o n  f o r  a human o r  m a n i k i n  
s i m u l a t i o n  i s  s h o w n  i n  F i g u r e  1 .  E x t e r n a l  
f o r c e s  a r e  a p p l i e d  t o  t h e  s e g m e n t s  
t h r o u g h  i n t e r a c t i o n  w i t h  o t h e r  s e g m e n t s ,  
c o n t a c t  p l a n e s  u s e d  t o  d e s c r i b e  t h e  s e a t ,  
f l o o r ,  c o n t r o l  p a n e l ,  e t c . ,  b e l t  
r e s t r a i n t  s y s t e m s ,  p r e s s u r e  f i e l d s  s u c h  
a s  t h o s e  d u e  t o  w i n d  f o r c e s ,  a n d  g r a v i t y .  
E a c h  s e g m e n t  h a s  a s u r f a c e  a p p r o x i m a t e d  
b y  a n  e l l i p s o i d  w h i c h  i s  u s e d  t o  d e f i n e  a 
c o n t a c t  s u r f a c e ,  a p p l i c a t i o n  p o i n t s  f o r  
e x t e r n a l  f o r c e s  a n d  a r e f e r e n c e  f o r  
c a l c u l a t i o n  o f  t h e  c o n t a c t  f o r c e s .  M o t i o n  
c o n s t r a i n t s  c a n  a l s o  b e  p l a c e d  on o r  
b e t w e e n  t h e  s e g m e n t s .  
FIGURE 1. INITIAL BODY CONFIGURATION 
FOR HUMAN OR MANIKIN ATB SIMULATION 
Many c o m p l e x  d y n a m i c  s y s t e m s  t h a t  c a n  b e  
d e s c r i b e d  i n  t e rms  o f  m u l t i p l e  r i g i d  
b o d i e s  c a n  b e  m o d e l e d  w i t h  t h e  AT9 m o d e l  
b e c a u s e  o f  i t s  g e n e r a l i t y  a n d  
f l e x i b i l i t y .  An i n p u t  d a t a  s e t  c o n s i s t i n g  
o f  t h e  g e o m e t r i c a l ,  i n e r t i a l  a n d  m a t e r i a l  
p r o p e r t i e s  o f  t h e  s e g m e n t s ;  t h e  j o i n t  
c h a r a c t e r i s t i c s ;  d e f i n i t i o n  o f  t h e  
e n v i r o n m e n t ,  s u c h  a s  c o n t a c t  p l a n e s ,  
b e l t s ,  w i n d  f o r c e s  a n d  g r a v i t y ;  a n d  t i m e  
h i s t o r i e s  o f  known m o t i o n s  d e f i n e s  a 
s p e c i f i c  s i m u l a t i o n  f o r  t h e  m o d e l .  
T h e  ATB m o d e l  p r o v i d e s  a w i d e  v a r i e t y  o f  
o p t i o n s  f o r  o u t p u t ,  i n c l u d i n g  t h e  t i m e  
h i s t o r y  d a t a  f o r  t h e  m o t i o n  o f  a l l  
s e g m e n t s ,  t r a n s f e r r e d  j o i n t  f o r c e s  a n d  
t o r q u e s ,  a n d  e x t e r n a l  i n t e r a c t i v e  f o r c e s .  
A l s o  t h e  a s s o c i a t e d  V I E W  g r a p h i c s  p r o g r a m  
p r o v i d e s  t h r e e - d i m e n s i o n a l  p r o j e c t e d  
i m a g e s  o f  t h e  s y s t e m  a s  s h o w n  i n  F i g u r e  1 
f o r  t h e  human b o d y  ( R e f .  9). 
T h e  a b o v e  d e s c r i b e d  f e a t u r e s  m a k e  t h e  ATB 
m o d e l  a n  i d e a l  t o o l  f o r  m o d e l i n g  t h e  
d y n a m i c s  o f  r o b o t i c  s y s t e m s .  H o w e v e r ,  i n  
t h e  ATE m o d e l ,  w h i c h  was  o r i g i n a l l y  
d e s i g n e d  t o  p r e d i c t  p a s s i v e  r e s p o n s e ,  t h e  
s y s t e m  o f  r i g i d  b o d i e s  r e a c t e d  t o  
e x t e r n a l  f o r c e s  c a u s e d  b y  t h e  p r e s c r i b e d  
e n v i r o n m e n t .  To s i m u l a t e  r o b o t i c  
s y s t e m s ,  a n  a c t i v e  d r i v i n g  c a p a b i l i t y  h a d  
t o  b e  a d d e d  t o  t h e  m o d e l .  
R o b o t i c  s y s t e m s  h a v e  a c t u a t o r s  s u c h  as  
motor s  d r i v i n g  e a c h  j o i n t  a r t i c u l a t i o n .  
T h e s e  a c t u a t o r s  t y p i c a l l y  a p p l y  a t o r q u e  
t o  t h e  j o i n t  t h a t  d r i v e s  t h e  j o i n t  t o  a 
s p e c i f i c  p o s i t i o n  o r  t h r o u g h  a 
t r a j e c t o r y .  T h e  t o r q u e s  a r e  a d j u s t e d  b y  
t h e  f e e d b a c k  a l g o r i t h m s  o f  t h e  s y s t e m .  
T h e  a c t i v e  d r i v i n g  c o m p o n e n t s  o f  r o b o t i c  
s y s t e m s  a r e  s u c h  a c t u a t o r s .  T h e r e f o r e  
t h e  c a p a b i l i t y  t o  m o d e l  a c t u a t o r  r e s p o n s e  
w a s  a d d e d  t o  t h e  ATB m o d e l  a s  t h e  a c t i v e  
e l e m e n t .  
T h e  most common s t a t e  v a r i a b l e s  u s e d  i n  
f e e d b a c k  c o n t r o l  a r e  t h e  j o i n t  p o s i t i o n  
a n d  v e l o c i t y . .  The  m o d e l  u s e s  t h e  
p o s i t i o n s  a n d  v e l o c i t i e s  o f  t h e  s y s t e m  o f  
s e g m e n t s  t o  c a l c u l a t e  a l l  t h e  f o r c e s  a n d  
t o r q u e s  on e a c h  s e g m e n t  a t  e a c h  
i n t e g r a t i o n  t i m e  s t e p .  T h e s e  f o r c e s  a n d  
t o r q u e s  i n c l u d e  c o n t a c t  f o r c e s  b e t w e e n  
s e g m e n t s  a n d  b e t w e e n  s e g m e n t s  a n d  o t h e r  
s u r f a c e s  o r  b e l t s ,  a e r o d y n a m i c  f o r c e s ,  
g r a v i t y  a n d  j o i n t  r e s i s t i v e  t o r q u e s .  
S i n c e  t h e  a c t u a t o r s  n e e d  t h i s  s a m e  
i n f o r m a t i o n  f o r  t h e  f e e d b a c k  a l g o r i t h m s ,  
t h e  a c t u a t o r  t o r q u e  c a l c u l a t i o n  was a d d e d  
t o  t h i s  p a r t  o f  t h e  p r o g r a m .  T h e  p r o g r a m  
h a s  b e e n  s e t  u p  t o  f e e d  b a c k  j o i n t  a n g l e  
a n d  v e l o c i t y ,  e n a b l i n g  t h e  u s e  o f  
p o s i t i o n ,  d e r i v a t i v e  a n d  i n t e g r a l  
c o n t r o l .  A t  e a c h  t i m e  s t e p  i n  t h e  p r o g r a m  
a l l  t h e  s t a t e  v a r i a b l e s  a r e  known a n d  c a n  
b e  u s e d  a s  f e e d b a c k  v a r i a b l e s  f o r  t h e  
a c t u a t o r s .  T h e r e f o r e  v a r i a b l e s  s u c h  a s  
l i n e a r  p o s i t i o n s  o r  f o r c e s  may a l s o  b e  
u s e d  f o r  f e e d b a c k .  
T h e  a c t u a t o r  f e e d b a c k  c a l c u l a t i o n  i s  
c o n t a i n e d  i n  a s u b r o u t i n e  t h a t  t h e  u s e r  
c a n  m o d i f y  t o  m o d e l  t h e  f e e d b a c k  
a l g o r i t h m  r e q u i r e d .  W i t h o u t  m o d i f y i n g  
t h i s  s u b r o u t i n e ,  t h e r e  i s  s t i l l  
c o n s i d e r a b l e  f l e x i b i l i t y  i n  t h e  f e e d b a c k  
p r o v i d e d  b y  s i m p l y  b y  c h a n g i n g  t h e  
f e e d b a c k  p a r a m e t e r s  i n  t h e  p r o g r a m  i n p u t  
p r o g r a m  i n p u t .  
R O B O T  SIMULATION 
To t e s t  a n d  d e m o n s t r a t e  t h e  u s e  o f  t h e  
A T B  m o d e l  a s  a r o b o t i c  s i m u l a t o r ,  a n  
e x a m p l e  r o b o t  w i t h  s i x  a r t i c u l a t i o n s  h a s  
b e e n  s i m u l a t e d .  T h e  i n p u t  r e q u i r e m e n t s  
f o r  t h i s  s i m u l a t i o n  a r e  r e p r e s e n t a t i v e  o f  
t h o s e  f o r  a n y  r o b o t i c  s i m u l a t o r  i n c l u d i n g  
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s p a t i a l  g e o m e t r y ,  i n e r t i a l  p r o p e r t i e s  a n d  
j o i n t  p o s i t i o n  c o n t r o l  i n f o r m a t i o n .  T h e  
r e s u l t s  o f  t h e  s i m u l a t i o n s  made  o f  t h i s  
r o b o t  d e m o n s t r a t e  t h e  a b i l i t y  of  t h e  ATB 
model  t o  p r e d i c t  t y p i c a l  c o n t r o l  s y s t e m  
r e s p o n s e s  w h i l e  t a k i n g  i n t o  a c c o u n t  t h e  
e f f e c t s  o f  i n e r t i a l  p r o p e r t i e s  a n d  
g r a v i t y  o n  s y s t e m  r e s p o n s e .  
S i m u l a t i o n  S p e c i f i c a t i o n  
T o  s i m u l a t e  a n y  s y s t e m  t h e  ATB m o d e l  
r e q u i r e s  a n  i n p u t  f i l e  d e s c r i b i n g  t h a t  
s y s t e m  a n d  t h e  s u r f a c e s  t h a t  i t  may 
c o n t a c t .  T h e  d a t a  d e s c r i b i n g  t h e  s y s t e m  
c o n s i s t s  o f  t h e  m a s s ,  m o m e n t s  o f  i n e r t i a  
a n d  g e o m e t r y  o f  e a c h  r i g i d  l i n k ,  t h e  
l o c a t i o n  a n d  r o t a t i o n  a x i s  o r i e n t a t i o n  o f  
e a c h  a r t i c u l a t i n g  j o i n t  a n d  t h e  
c h a r a c t e r i s t i c s  o f  e a c h  a c t u a t o r .  T h e  
r o b o t  s i m u l a t e d  i s  b a s e d  on a n  A m e r i c a n  
C i m f l e x  MR6500 M e r l i n  r o b o t  a n d  t h e  
m o d e l ' s  d e p i c t i o n  o f  i t  i s  s h o w n  i n  
F i g u r e  2 w i t h  i t s  s i x  j o i n t s  l a b e l l e d .  
M a s s  a n d  moment  of i n e r t i a  d a t a  were 
e s t i m a t e d  from t h e  l i m i t e d  m a s s  d a t a  a n d  
g e o m e t r i c  d a t a  a v a i l a b l e  o n  t h e  r o b o t .  
F o r  t h i s  s i m u l a t i o n  t h e  p l a n e s  a n d  
e l l i p s o i d s  a s s o c i a t e d  w i t h  t h e  s e g m e n t s  
a r e  u s e d  o n l y  f o r  g r a p h i c a l  d i s p l a y .  I f  
c o n t a c t  b y  a r o b o t  s e g m e n t  w i t h  a n o t h e r  
o b j e c t  w a s  t o  b e  s i m u l a t e d  t h e  
g e o m e t r i c a l  e l e m e n t s  c o u l d  b e  u s e d  t o  
d e t e r m i n e  w h e t h e r  c o n t a c t  w a s  o c c u r r i n g ,  
t h e  c o n t a c t  p o i n t  o n  t h e  s e g m e n t  a n d  t h e  
c o n t a c t  f o r c e s .  A l l  of t h e  s e g m e n t  a n d  
j o i n t  d a t a  a r e  p r e s c r i b e d  i n  e a c h  o f  t h e  
s e g m e n t s '  l o c a l  c o o r d i n a t e  s y s t e m s ,  
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FIGURE 2. ROBOT ARM WITH SIX JOINTS 
l o c a t e d  a t  t h e  s e g m e n t  c e n t e r  of  m a s s .  
T h e  j o i n t  l o c a t i o n s  a n d  r o t a t i o n s  a x e s  
o r i e n t a t i o n s  were m e a s u r e d  a n d  p r e s c r i b e d  
w i t h  r e s p e c t  t o  t h e s e  l o c a l  c o o r d i n a t e  
s y s t e m s .  T h e  r o b o t  i s  s h o w n  i n  i t s  home 
p o s i t i o n  a n d  i t s  a r t i c u l a t i o n s  a r e  
d e f i n e d  a s :  w a i s t  yaw a t  j o i n t  1 ,  
s h o u l d e r  p i t c h  a t  j o i n t  2 ,  e l b o w  p i t c h  a t  
j o i n t  3 ,  fo rea rm r o l l  a t  j o i n t  4 ,  w r i s t  
p i t c h  a t  j o i n t  5 a n d  wrist r o l l  a t  
j o i n t  6 .  
E a c h  j o i n t  was a s s i g n e d  a n  a c t u a t o r ,  
w h i c h  a p p l i e d  t o r q u e s  a s  f u n c t i o n s  o f  t h e  
j o i n t  p o s i t i o n  v a r i a b l e s ,  a b o u t  t h e  
r e s p e c t i v e  j o i n t  a x e s .  T h e  form o f  t h e  
t o r q u e  f e e d b a c k  a l g o r i t h m  f o r  e a c h  
a c t u a t o r  u s e d  i n  t h e  i n i t i a l  s i m u l a t i o n s  
i s :  
( 1 )  
W h e r e :  eo = f l ( t ) ,  
T i s  t h e  j o i n t  t o r q u e  
a p p l i e d  b y  t h e  a c t u a t o r ,  
8 i s  t h e  j o i n t  a n g l e ,  
i s  t h e  j o i n t  t a r g e t  
a n g l e ,  
6 i s  t h e  j o i n t  a n g u l a r  
v e l o c  i t y  , 
t i s  t i m e ,  a n d  
f i  a r e  i n p u t  f u n c t i o n s .  
T h e  i n p u t  f u n c t i o n s  c a n  h a v e  a v a r i e t y  o f  
forms i n c l u d i n g  a c o n s t a n t ,  p o l y n o m i a l ,  
t a b u l a r  or c o m b i n a t i o n .  S i m p l e  f u n c t i o n s  
were c h o s e n  fo r  t h e s e  s i m u l a t i o n s  t o  t e s t  
t h e  p r o g r a m .  T h e  f u n c t i o n s  u s e d  were: 
f ( x )  = a 
f ( x )  = bx  
f ( x )  = cx  
1 
2 
3 
T h e  c o n s t a n t s  a ,  b a n d  c u s e d  f o r  e a c h  
j o i n t  were v a r i e d  t o  d e m o n s t r a t e  
d i f f e r e n t  s y s t e m  r e s p o n s e s .  
R e s u l t s  
T h e  r o b o t  m o t i o n  f o r  a s i m u l a t i o n  i n  
w h i c h  a l l  t h e  j o i n t s  were d r i v e n  t o  
d i f f e r e n t  a n g l e s  i s  s h o w n  i n  F i g u r e  3 .  
T h e  g r a p h i c s  p r o g r a m  a l l o w s  t h e  s i m u l a t e d  
s y s t e m  t o  be d i s p l a y e d  a t  a n y  t i m e  s t e p  
a n d  f r o m  a n y  v i e w i n g  a n g l e .  The  
s i m u l a t i o n  a l s o  p r o v i d e s  t i m e  h i s t o r y  
d a t a  on t h e  s e g m e n t  p o s i t i o n s  a n d  
o r i e n t a t i o n s ,  t h e  j o i n t  o r i e n t a t i o n s  a n d  
t o r q u e s ,  a n d  t h e  a c t u a t o r  t o r q u e s .  F i g u r e  
4 c o n t a i n s  p l o t s  o f  a l l  o f  t h e  j o i n t  
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FIGURE 3. SIMULATED ROBOT MOTION 
a n g l e s  f o r  t h e  a b o v e  s i m u l a t i o n .  T h e s e  
p l o t s  d e m o n s t r a t e  s e v e r a l  i m p o r t a n t  
c h a r a c t e r i s t i c s  o f  a d y n a m i c  s i m u l a t i o n .  
T h e  wrist  p i t c h  t a r g e t  a n g l e  was  z e r o  
d e g r e e s ,  b u t  t h e  wr is t  d o e s  p i t c h  
s l i g h t l y  d u r i n g  t h e  f i r s t  4 0 0  msec. d u e  
t o  t h e  m o t i o n  o f  t h e  o t h e r  j o i n t % .  The  
s h o u l d e r  p i t c h  l e v e l s  o f f  a t  a n  a n g l e  
s l i g h t l y  l e s s  t h a n  i t s  45  d e g r e e s  t a r g e t  
a n g l e  a n d  t h e  e l b o w  p i t c h  l e v e l s  o f f  a t  
a n  a n g l e  s l i g h t l y  more t h a n  i t s  9 0  
d e g r e e s  t a r g e t  a n g l e  d u e  t o  t h e  t o r q u e  
r e q u i r e d  a t  e a c h  o f  t h e s e  j o i n t s  t o  
c o m p e n s a t e  f o r  t h e  w e i g h t  o f  t h e  a r m .  I t  
i s  a l s o  l i k e l y  t h a t  t h e  s h a p e  o f  t h e  
f o r e a r m  r c l l  p l o t  i s  a f f e c t e d  b y  t h e  
wr is t  r o l l .  
F i g u r e  5 c o n t a i n s  p l o t s  f r o m  f o u r  
s i m u l a t i o n s  i n  w h i c h  t h e  wr is t  r o l l  
a c t u a t o r  w a s  d r i v e n  t o  9 0  d e g r e e s  a n d  a l l  
t h e  o t h e r  a c t u a t o r s  were d r i v e n  t o  z e r o .  
T h e  f e e d b a c k  p a r a m e t e r s  f o r  t h e  wr is t  
r o l l  a c t u a t o r  were v a r i e d  t o  o b t a i n  t h e  
d i f f e r e n t  wr i s t  r o l l  r e s p o n s e s  s e e n  i n  
t h e  p l o t s .  T h e  d i f f e r e n c e s  i n  t h e  o t h e r  
j o i n t s '  m o t i o n s  a g a i n  d e m o n s t r a t e  t h e  
i n e r t i a l  e f f e c t s  o f  t h e  s v s t e m .  The  
f o r e a r m  r o l l  i s  e s p e c i a l l v  a f f e c t e d  b v  
t h e  l a r g e  m o t i o n s  o f  t h e  w r i s t .  
DISCUSSION 
I n  t h i s  s t u d y ,  we h a v e  d e m o n s t r a t e d  t h a t  
t h e  A T B  m o d e l ,  w i t h  t h e  a c t i v e  d r i v i n g  
c a p a  b i 1 i t v o f t h e  a c  t u  a t  o 1' mod i f i c a t  i o n s  , 
c a n  b e  u s e d  a s  a : ' o b o t i c  d v n a m i c s  
s i m u l a t i o n  t o o l .  I t  i s  i n t r i n s i c  t o  t h e  
A T B  p r o g r a m  t o  a c c o u n t  f o r  t h e  d y n a m i c  
c h a r a c t e r i s t i c s  ( o r  i n e r t i a l  e f f e c t s )  o f  
t h e  a r m ,  a s  e x h i b i t e d  b y  t h e  t i m  
h i s t o r i e s  o f  t h e  v a r i o u s  j o i n t  m o t i o n  i n  
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FIGURE 4. JOINT ANGLE RESPONSES 
t h e  r o b o t i c  arm s i m u l a t i o n  ( F i g u r e s  4 a n d  
5 ) .  A l t h o u g h  t h e  s e g m e n t  yaw,  p i t c h  a n d  
r o l l  a n g l e s  a r e  k i n e m a t i c  q u a n t i t i e s ,  a 
p u r e  k i n e m a t i c  s i m u l a t i o n  w o u l d  n o t  
p r e d i c t  t h e  r e s p o n s e s  d e m o n s t r a t e d  h e r e  
d u e  t o  i t s  n e g l e c t  o f  t h e  i n e r t i a  
p r o p e r t i e s  o f  t h e  s v s t e m .  B r i n g i n g  o u t  
t h e  d y n a m i c  c h a r a c t e r i s t i c s  o f  t h e  s y s t e m  
u n d e r  s i m u l a t i o n  h a s  b e e n  p r o v e d  t o  b e  
o n e  o f  s e v e r a l  s t r e n g t h s  o f  t h e  ATB 
m o d e l .  W i t h  i t s  c a p a b i l i t y  t o  i n c o r p o r a t e  
a v a r i e t y  o f  e n v i r o n m e n t a l  f o r c e s  a n d  
t o r q u e s  a n d  i t s  f l e x i b i l i t y  t o  m o d e l  
d i f f e r e n t  s y s t e m  s t r u c t u r e s ,  t h e  m o d e l  
h a s  b e e n  e s t a b l i s h e d  t o  b e  a v e r s a t i l e  
t o o l  f o r  f u r t h e r  d e v e l o p m e n t  o f  r o b o t i c  
s i m u l a t i o n  m e t h o d s .  
F u t u r e  w o r k  w i t h  t h e  ATB m o d e l ,  c o u l d  
a l l o w  i n v e s t i g a t i o n s  o f  i n t e g r a l  c o n t r o l ,  
c o n t r o l  a l g o r i t h m s  w h i c h  c o u p l e  t h e  
m o t i o n s  o f  s e v e r a l  j o i n t s ,  f o r c e  c o n t r o l ,  
a n d  a d a p t i v e  c o n t r o l .  B e c a u s e  t h e  m o d e l  
c a l c u l a t e s  a l l  t h e  s t a t e  v a r i a b l e s  n e e d e d  
f o r  e a c h  o f  t h e s e  c o n t r o l  m e t h o d s  a t  e a c h  
t i m e  s t e p ,  t h e i r  d e p e n d e n c e  c a n  e a s i l y  b e  
i n c o r p o r a t e d  i n t o  t h e  f e e d b a c k  s u b r o u t i ? e  
d e v e l o p e d  i n  t h i s  s t u d y .  
T h e  n e x t  l o g i c a l  s t e p  i n  t h i s  wo!-k i s  a 
v a l i d a t i o n  o f  t h e  m o d e l  p r e d i c t i o n s .  T h i s  
c a n  b e  a c c o m p l i s h e d  b v  e x o r c i s i n g  a r o b o t  
w i t h  t h e  s a m e  s t r u c t u r e ,  i n e r t i a l  
p r o p e r t i e s  a n d  f e e d b a c k  a l g o r i t h m s  a n d  
c o m p a r i n g  i t s  r e s p o n s e s  w i t h  t h o s e  o f  t h e  
m o d e l .  
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ABSTRACT 
INTRODUCTION 
Martin Marietta is developing the capability for a 
single operator to simultaneously control complex 
remote multi degree of freedom robotic arms and 
associated dextrous end effectors. An optimal 
solution within the realm of current technology, can 
be achieved by recognizing that (1) maclines/com- 
puter systems are more effective than humans when 
the task is routine and specified, and (2) humans 
process complex data sets and deal with the unpre- 
dictable better than machines. These observations 
lead naturally to a philosophy in which the human’s 
role becomes a higher level function associated with 
planning, teaching, initiating, monitoring, and inter- 
vening when the machine gets into trouble, while 
the machine performs the codifiable tasks with 
deliberate efficiency. 
This concept forms the basis for the integration of 
man and telerobotics. i.e.. robotics with the oper- 
ator in the control loop. The concept of integration 
of the human in the loop and maximizing the feed- 
forward and feed-back data flow is referred to as 
telepresence. 
Telepresence at Martin Marietta consists of an 
exoskeleton master commanding an anthropo- 
morphic slave robot. The slave will serve as a 
human surrogate, replacing man in hostile 
environments. The exoskeleton master controller 
will provide a feeling of transparency (operator 
believes he is in the robot’s surroundings) through 
advanced controls. This approach will address 
integration of the human into the control loop. 
The new, high technology battlefield has become an 
extremely lethal environment where survival will 
depend on human surrogate devices. These 
hazardous environments are such that with the 
human protected by armor and/or environmental 
suits (i.e.. space suit, diving equipment), perform- 
ance is greatly degraded and the human life is 
under unacceptable risk. In some cases human 
access may be impossible. 
Hazardous environments such as Nuclear- 
Biological-Chemical (NBC) environment, subsea 
or outer space, will require robotic systems that can 
perform human-like tasks. The performance of 
these tasks will require robotic arms that have 
redundant kinematics, bandwidth, and weight-to- 
power ratios of the human. 
Modern robotic arms that resemble humans have 
seven or more degrees of freedom (DOF) to allow 
arbitrary positioning and orientation of the end 
effector. Manipulators with more than six DOF can 
have control problems as the manipulator config- 
uration often becomes degenerate (two or more 
DOF produce the same motion of the end effector). 
We are addressing robotic arm requirements of 7 
DOF. This type of kinematic arrangement is 
required to perform human-like tasks and provide 
telepresence functions. 
Redundant kinematics significantly affects tele- 
robotics control, and requires special man-machine 
interfaces. To avoid degeneracies, a special 
controller must be used, one type of which (an 
exoskeleton controller) Martin Marietta is now 
developing. 
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There are basically three (3) types of kinematic 
stances used in telerobotics. The nuclear industry 
typically uses the "elbow up" stance. The upper 
arm extends horizontally outward, lower arm 
dropping vertically downward, and the end effector 
extending horizontally. 
The Japanese have implemented a design that has 
the "elbow sideways" or the actuators causing 
motion in a horizontal plane. This kinematic 
arrangement is referred to as a Selective Compliance 
Articulated Robotic Arm (SCARA). It is very 
useful for industrial applications because motion is 
independent of gravity, but has limited use in 
telerobotics. 
The third configuration is the anthropomorphic 
stance which resembles that of the human arm. 
The upper arm drops vertically, and the lower arm 
and end effector axes are aligned, extending 
forward horizontally. Martin Marietta will be 
concentrating on the anthropomorphic stance of the 
human as their model. The choice affects control 
issues greatly and is based on the rationale in the 
following paragraph (Figure 1). 
ANTHROPOMORPHIC RATIONALE 
I I I I 
ANTHROPOMORPHIC-SLAVE 
EXOSKELETON-MASTER I-F?SYSTEM TASK 
UNSTRUCTURED 
UNCERTAINTY 
H U M A N  
BIOLOGICAL MODEL 
I I I I 
Figure 1. Teleoperator System Modelled After Human 
Operators will be More Intuitive, Easier to Use, 
Reliably Controlled 
A telerobotic system that is modelleci after the 
human operator will be more intuitive, and thus 
easier to use (less cognitive input) and more reliably 
controlled (less fatigue to the operator). This 
reduces learning time, and creates a more natural 
control environment. 
TELEPRESENCE AND TELEROBOTICS 
I Martin Marietta Aero and Naval Systems started the development of telepresence systems in 1986. 
The objective of the Aero & Naval Systems Exo- 
skeleton Master and Anthropomorphic Slave 
(EMAS) arms system is to provide dextrous 
manipulation. This system will utilize and develop 
the man-machine interface and be used in a tele- 
operational control mode to provide maximum 
telepresence effect: sensory information back to 
the operator. 
The term telepresence refers to the information 
required by the operator to "feel" a sense of 
"presence" in the working environment. The issues 
dealing with telepresence relate to three major 
human factor issues: 
Perception 
Cognition 
0 Psychomotor Control 
To complete any task, whether teleoperated or not, 
the task must first be understood (perception), a 
decision must be made about what action to take 
(cognition). and then that action must be carried 
out (psychomotor control). This same thought 
process is paralleled in the robot controller. 
The ultimate goal of this system is to provide 
human-like manipulation capabilities. In some 
cases. physical capabilities will exceed those of 
humans. 
The measure of these capabilities can be summed 
into dexterity which refers to the ability of the 
manipulator to perform tasks that require human- 
like manipulative capabilities. The robotic arms will 
provide that type of manipulation. The degree of 
dexterity will be characterized by comparing the 
time to perform this task b y  a human with hidher 
bare hands to that of the robotic arms. The 
measured parameters will be: 
0 rate of task completion 
accuracy/quality of task performance 
impact of system on remote environment 
0 impact on operator, Le. workload/fatigue 
The overall relationship between the major com- 
ponents of the exoskeleton master and anthropo- 
morphic slave are shown in Figure 2. 
ANTHROPOMORPHIC SLAVE 
Thc snthropomorphic slave arm will approximate 
human performance dnd be scaled in both size and 
strength. Specifically, a single manipulator can 
handle an object up to 50 pounds in weight and 
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ANTHROPOMORPHIC 
-l 
Figure 2 Telepresence System Exoskeleton Master and Anthropomorphic Slaw 
move it throughout most of a hemisphere with a 
radius of approximately 4 feet. The total weight of 
1.Sx scaled up slave arm should be no more than 
approximately 160 pounds. For portability, it can 
be quickly disassembled into modules weighing no 
more than 40 pounds each. The most demanding 
sequence of operations involving motion of a heavy 
(approaching capacity) object, grasping the object, 
and reorienting and moving the object across the 
manipulator range of motion to a new location can 
be accomplished in less than S seconds with great 
accuracy. At lesser load. the arm can reach speeds 
of 160 ft/sec2 and 360 ft/sec2 tip speed carrying 
25 lb. and 0 Ib. payloads, respectively. The single 
arm manipulator system is able to meet the 
performance specifications while mounted on a 
platform, a ROV submersible, or on the back of a 
light truck and while subjected to an adverse field 
environment. 
Hand Controller (Master) 
1. Force Reflection 
2. Somesthetic Feedback 
- Tactile 
- Pressure (below skin surface, deep 
- Temperature 
3. Joint Angle Sensing 
4. Haptic Display 
muscular pressure) 
Arm Controller (Exoskeleton Master) 
1. Force Reflection 
2. Joint Angle Sensing 
3. Stiffness Sensing (Kinesthesia) 
- EMG 
- Muscle Sorno 
- Co-Contraction 
EXOSKELETON MASTER 
SERVO CONTROL REQUIREMENTS 
The exoskeleton master goals include being used by 
5-95th percentile operators. This is achieved by 
providing adjustments in the major anthropometric 
ranges. These ranges of adjustments are still being 
determined. 
The following information and sensory feedback 
shall be provided back to the operator (Figure 3). 
Innovation in servo-control system design has been 
under development. This architecture is as shown 
in Figure 4. Control of both force and position are 
required. The system must adapt to payload, be 
achievable on a flexible or moving platform, and 
driven by sensors of position and force. Control 
algorithms are arranged for rapid computation on 
distributed processing computers. The following 
(4) control modes are provided. 
41 3 
-----_ 
VlSUAL AUDIO KINESTHESIA TACTILE 
WORLD WORLD WORLD WORLD 
I I 
------- 
2/SD AUDIO EXOSKELETON MASTrR 
HELMET/CRT/PROJECTION DISPLAYS 
Figure 3. Telepreseno Control Station Feed Back 
-----. 
WSUAL AUDIO K l N E N E S l A  TACTILE 
WORLD WORLD WORLD WORLD 
t t t t 
RCS 
EXOSKELETON 2/3D AUDIO MASTER HELMET/CRT/PROJECTION DISPLAYS 
GRAPHIC H w n c  HAPTIC 
COGNITIVE 
SENSORS 
SYSTEMS 
’ REMOTE 
INFORMATION 
PROCESSING 
INTERFACE 
HUMAN 
SENSORS 
SYSTEMS 
. REMOTE 
. INFORMATION 
PROCESSING 
INTERFACE 
HUMAN 
Figure 4. Telepfesence Control Station Feed Forward 
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Computer Supervisory Control - The slave 
arms shall be able to perform prepro- 
grammed functions such as: 
- manipulator arm storage 
- tool extraction and storage 
- repetitive tasks that have been previously 
- collision avoidance (arm to arm) 
- end of arm camera tracking 
Control Adaptive to Accuracy - Speed of 
motion is faster when less accuracy of posi- 
tion or force control is required. 
Cooperation Control - Two arms are able 
to cooperate on the handling of a long and 
heavy object and on the application of op- 
posing forces to one or two objects. 
Collision Survival - The arm will stop mo- 
tion without damage to itself upon contact- 
ing an obstruction to the motion of any link 
of the arm, when the speed of motion is 
one quarter of the highest speed. 
taught 
INTEGRATED WORK STATION 
For telerobotics to be a cohesive system or provide 
telepresence, four key perceptual functions, visual, 
audio, kinesthesia and tactile world (Figures 3 and 
4), must be integrated. 
The visual feedback will be achieved through a 
video system with enough resolution to match 
operator acuity. The audio system will provide 
real-time auditory information with 3D cues. The 
kinesthesia information is provided through the 
exoskeletal controller in the form of forces and 
torques. The tactile world is addressed through 
touch sensors on the surfaces of the arms and 
fingers. 
a) Development of a corm rehensive conceDt for an 
anthroDomomhic manimlator svstem (Fieure 5 ) .  
The overall concept for this system consists of 
the slave manipulator, an exoskeleton master 
controller, telepresence sensory displays and a 
computer control system. The underlying 
approach to the concept is to integrate the 
human operator into the system in a way that 
takes advantage of the human’s tremendous 
perceptual, cognitive and psychomotor capa- 
bilities. For example, the manipulator arni has 
7 degrees of freedom that are identical to the 
arrangement of joints on the human arm. 
Similarly, forces and torques acting on the 
manipulator will be fed back to the human’s 
arm in a way that will cause operators to feel as 
if they were doing the manipulator task 
themselves. In this way, the anthropomorphic 
approach will allow the operator to concentrate 
on the task to be done instead of what motors 
to turn on or off. 
Figure 5. Telepresence Control Concept 
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b) Definition of Functional Reauirements for 
AnthroDomorphic Performance. Several psych- 
omotor and perceptual characteristics of the 
human operator were considered in defining the 
system functional requirements. For example, 
the movement characteristics of single joints in 
limiting conditions for the corresponding 
manipulator joint (Figure 6).  Other parameters 
examined included range of motion, accuracy, 
repeatability, static and dynamic torque for joint 
movements and a variety of psychophysical 
characteristics such as position and force 
sensitivity. 
humans were evaluated to help define the d) 
noloev assess ment and trade-off sq&s for . .  c) Tech actuators. sensors and Dowe r transmiss Ion. 
Using the functional requirements derived from 
anthropomorphic considerations, various 
manipulator parameters were defined and 
analyzed. These include the joint ranges of 
motion, static and dynamic torques (Figure 7), 
and actuator optimization (Figure 8). 
Comp letion of Final Mec hanical De b. The 
final design of the anthropomorphic manipu- 
lator, based on the design requirements 
described above, consists of a series of inter- 
changeable modules that can be configured not 
only as an anthropomorphic design but in a 
variety of other configurations (Figure 9). This 
manipulator will serve as a unique test bed that 
represents a critical first step towards teleoper- 
ated control of highly maneuverable robot 
systems. 
... -. -.. 
c of Motion 
YIII1UCO"dl -Yammum Force 
Figure 6. Human Performance Characteristics 
Manipulator Model 
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Plot of Actuator Torque Versus Time 
Figure 7. Analysis of Manipulator Dynamics 
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Figure 8. Actuator Optimization 
Figure 9. Anthropomoqhic Manipulator 
to be directly applied to the operator's arm, 
resulting in an intuitive and easy to understand 
presentation of complex sensory data. 
1) Conceptual design of the exoskeleton master 
controller is shown in Figure 5 .  The exoskel- 
eton controller will be a unique method for 
controlling the anthropomorphic manipulator by 
using movements of a human operator's arm. 
This form of teleoperator control will also allow 
the forces and torques acting on the manipulator 
2) A test bed for teleoperator control of the 
anthropomorphic manipulator is being developed 
initially using a single degree of freedom 
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master-slave arrangement (Figure 10). This will 
consist of the elbow joint from the manipulator 
with its associated sensors and servo control and 
the elbow joint of the exoskeleton master device 
(described in the previous section). This test 
bed will be used to develop force reflection 
algorithms and algorithms for position or force 
control of the manipulator. These algorithms 
will allow a unique and powerful form of robot 
control to be tested, where human operators 
command robot movements by performing the 
movement themselves. This will provide initia! 
information of kinesthesia. 
, I  I 
I I  I 
Figure 10. Telepsence Anthropomorphic MasterlSlave 
Test Bed 
i 
The tactile information will be provided through a 
glove like device to feed information back to the 
operator's hands (see Figure 5). 
We have proceeded to develop the manipulator 
system and the control station as described below. 
Sienificant DrQeress was made in two a r :  eas 
1) Design of anthropomorphic manipulator system: 
The design of a unique 7 degree-of-freedom 
manipulator was completed. This manipulator, 
when constructed this year, will be one of the 
most advanced robot arms available in terms of 
speed, dexterity, accuracy and load-to-weight 
ratio. Progress was made in several key areas 
that contributed to the overall design. 
2) Control approach 
The control development has also progressed. 
The Advanced Servo Computer (ASC). 
Figure 11, developed in 1986 was enhanced to 
address the needs of teleoperation. 
The ASC board is an extremely powerful data 
acquisition and processing system that will allow a 
variety of high-speed and sophisticated low-level 
servo control algorithms to be implemented. 
The ASC board will be used as shown in Figure 11 
as part of the low level control for the masterklave 
system. The RCS (Real-time Control) approach is 
being implemented as shown in Figure 12. The 
functionality is also shown in Figures 13 and 14. 
The basic concept is to utilize a powerful servo 
board which can handle sensory inputs and 
communications. As the cycle time to complete 
these tasks increases, the system stability increases 
and allows the use of more simple models. 
I 
- ,  
I 
p$rot 
Figure 11. Dual Axis Senro Control Card 
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Figure 12 DOF Control Architecture 
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Figure 13. RCS Task Decomposition - MasterlSlave 
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OPERATOR (a 
Figure 14. Data flow 
CONCLUSION . 
In conclusion, Martin Marietta is developing a 
significant capability to develop and test new 
concepts for man-machine interface and telerobotic 
systems. Through these test beds. the 1 DOF and 7 
DOF systems, we will be developing the solutions for 
telepresence and optimizing methods of control and 
performance of teleoperations. The intention is to 
provide systems that will truly be functional human 
surrogates in hazardous environments. 
The mechanical design uses state-of-the-art 
actuation components in an extremely compact 
design (patent pending). Special techniques were 
developed to optimize system components, and 
often custom-made parts are used. 
The control system is designed to allow investigation 
into many types of tele-operation control. The 
system is based around a powerful and flexible servo 
controller uniquely designed for teleoperation. The 
online system’s approach addresses the basic pre- 
mise of teleoperation (man is best for the unstruc- 
tured thinking, the robot is best for repetition) by 
keeping the algorithms simple, improving the sensory 
feed back to the human, and allowing him to make 
natural high level and high speed inputs to the 
controller. 
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Abstract 
Modular manipulator designs have long been considered for use 
as research tools, and as the basis for easily modified industrial 
manipulators. In these manipulators the links and joints are discrete 
and modular components that can be assembled into a desired 
manipulator configuration. As hardware advances have made actual 
modular manipulators practical, various capabilities of such 
manipulators have gained interest. Particularly desirable is the 
ability to rapidly reconfigure such a manipulator, in order to custom 
tailor it to specific tasks. This reconfiguration greatly enhances the 
capability of a given amount of manipulator hardware. This paper 
discusses the development of a prototype modular manipulator and 
the implementation of a configuration independent manipulator 
kinematics algorithm used for path planning in the prototype,. 
1. Introduction 
The major advantage of robotic manipulators over task-specific 
hardware for automation is their flexibility. In theory, a robot’s task 
can be changed simply by loading a new program into its controller. 
However, in practice this is rarely the case. Each robot has a specific 
configuration that supports a limited range of capabilities, 
appropriate only to the applications for which it was designed. The 
major factors that define the configurations are the link lengths, joint 
actuators, and geometry of joint-link connections. For example, 
horizontal SCARArconfiguration manipulators, connected with 
relatively short links, are suitable for delicate table-top assembly 
operations requiring accuracy and selective stiffness, but they are not 
usable for tasks that require a vertically large workspace. On the 
other hand, medium-sized, vertical Puma-configuration manipulators 
with a relatively long reach in all directions, are suitable for painting, 
welding and parrs handling. Using manipulators with different 
configurations for each task is possible when the task requirements 
are known beforehand. However, in less predictable situations, such 
as an outdoor construction site, inside a nuclear facility or aboard a 
space station, a manipulator system would need a wide range of 
capabilities, probably beyond the limitations of a single fixed- 
configuration manipulator. 
We have proposed a manipulator system, The Reconfigurable 
Mohlar Manipulator System (RMMS), that addresses the above 
mentioned shortcomings. It provides a viable alternative to using 
fixed configuration manipulators by extending &he existing concept 
of modular manipulator design. The term modular manipulator 
generally refers to a robotic manipulator assembled from discrete 
mechanical joints and li@ into one of many possible manipulator 
configurations [17]. Such a manipulator has several advantages over 
conventional designs, most notably economy of manufacture, ease of 
modification and ease of repair. At least one such modular 
manipulator is now commercially available [13]. 
The Reconfigmble Modular Manipulator System extends the 
concept of modularity throughout the entire manipulator system to 
include not only the mechanical hardware, but also the electrical 
hardware, control algorithms, and software as well. The RMMS 
(Reconfigurable Modular Manipulator System) utilizes a stock of 
interchangeable link modules of various lengths, and joint modules 
of various sizes and performance specifications. This modularity 
allows a wide mnge of manipulator architectures to be assembled 
from a small set of general purpose hardware and software 
components. 
The concept of an RMMS poses challenging technological and 
theoretical research issues that must be addressed before such a 
system can be used effectively. In this paper we discuss both 
theoretical and technological issues and describe our progress in this 
area. In order to demonstrate our ideas we have built a prototype 
RMMS in our laboratory. We describe the design and operation of 
this prototype RMMS. The prototype includes 6 joint and 6 link 
modules, and a controller consisting of a Motorola 68020 based 
computer with real-time capabilities. We have also implemented an 
algorithm that automatically generates forward and reverse 
manipulator kinematics. The RMMS is presently controlled by 
independent joint control algorithms. We are now addressing issues 
such as mapping task specifications to manipulator configurations, 
automated generation of the manipulator dynamics equations, and 
reconfigurable model-based control algorithms. Interestingly, a 
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recent survey indicates a need for manipulators with both 
reconfigurability and extensibility for research in all areas of 
robotics [15]. Our RMMS design provides practically all of the 
features discussed in this survey. 
2. Design Philosophy and Implementation 
conventional manipulators: 
An RMMS consists of similar subsystems as those found in 
A physical structure of joints and links. 
-Servo systems for each joint, consisting of actuators, 
A computer controller and programming environment 
transmissions, and sensors. 
The major differences between an RMMS and a conventional 
manipulator are the standardized component interfaces and 
configuration independent control algorithms. The interface 
standardization must include the mechanical mating of manipulator 
modules, the format of data communication, the communication 
protocols between hardware and software, and between various 
levels of software. Although adopting such standards impose some 
restrictions on the design of the actual components, this disadvantage 
is offset by the interchangeability of manipulator components and 
the capability for rapid reconfiguration. In the following 
subsections, we present the design, and mechanical and electronics 
interface of each major component in the prototype RMMS system 
that we have developed in our laboratory. 
2.1. Link and Joint Modules 
The mechanical modules making up an RMMS are divided into 
two groups, joints and links. The design of each module is 
independent of other modules except for the module interfaces 
which are standardized One implication of this modular joint 
design is that the entire joint actuator must be packaged within the 
joint module. Each joint module must include a motor (or some type 
of actuator), a transmission mechanism, a position sensor, and the 
necessary power electronics to control the motor. Electrical power is 
distributed and communication is multiplexed over a small number 
of conductors permanently installed in each module. This allows for 
simple assembly without custom cabling. Although these design 
constraints limit the power which can be generated by the pint due 
to the limited size of the motor, transmission, and power amplifier, 
this is not viewed as a major short coming of the design. By 
properly selecting the transmission reduction ratio, high torques at 
low speeds can be obtained, appropriate for most tasks as long as 
speed of operation is not critical. 
For simplicity and convenience, we have considered and built 
only the two common types of revolute joint in our RMMS. These 
two types are rotate, and pivot, and are distinguished by the 
orientation of the joints link axes with the joint axis. Both types of 
joint are shown schematically in Figure 2-1. A rotate type joint has 
link axes which are co-linear with each other and with the joint axis. 
A pivot has link axes which are both perpendicular to the joint axis. 
Our current designs for pivot and rotate joints are shown in the 
photographs in Figures2-2 and 2-3. The actuator in each joint 
consists of a conventional servo motor and linear amplifier driving a 
harmonic drive with 200:l reduction ratio. This design yields a 
maximum output torque of 200 ft-lbf, and maximum axis speed of 
0.7radian/second. Also integral with the joint assembly is a 
brushless resolver mounted coaxially with the output shaft, 
providing position feedback with a resolution of O.ooO1 radians. A 
wire windup allows the resolver (and output shaft) to turn up to 4800 
before damaging the resolver electrical connections. In our design 
we have also allowed for incorporating a tachometer that is directly 
coupled to the motor shaft The tachometer will provide output shaft 
velocity measurements with a resolution of 0.001 radians/second. 
All of the actuator components are packaged in a subassembly of 
the joint module, allowing a number of kinematically different types 
of module to be manufactured from this common assembly. The 
total weight of both types of joint is 17 Ibs. 
-- 
Figure 2-3: Photo of CMU RMMS Prototype Rotate Joint 
Figure 2-1: Modular Joint Assemblies 
Figure 2-2: Photo of CMU RMMS Prototype Pivot Joint 
422 
We tested the joint modules using a fixed gain, PSD feedback 
control algorithm. The control loop gains and sampling rate were 
determined by an experimental procedure [6].  In our experiments, 
we obtained static positioning accuracies of kO.001 radians, and 
closed-loop stability of the system was demonstrated at sampling 
rates as low as 100 Hz. We are currently developing techniques for 
dynamics identification to evaluate the use of model-based 
reconfigurable controllers for the RMMS. 
2.2. Joint - Link Interface 
In order to assemble the joint and link modules into a manipulator, 
a method of mechanically coupling the modules is required. This 
coupling must both align the modules, and lock them together with 
sufficient strength to transmit the internal forces generated by the 
movement of the manipulator. In addition to smeturally coupling 
the modules together, this interface must also elecaically couple the 
modules, and be able to sense the coupling orientation of successive 
modules. 
The current interface design is shown in the photograph in Figure 
24. The mechanical coupling is accomplished using commercial 
V-band clamps. V-band flanges are an integral part of the link and 
joint modules, as shown in Figure 2-2 and 24. An arrangement of 
pins and holes in each flange limits the coupling orientation to four, 
equally spaced positions that are 90 degrees apart. An LED in one 
flange and four photomnsistors in the other allow the controller to 
sense which of the four possible orientations is in use. Although 
rudimentary. this design provides the necessary functionality for the 
module interface. We are currently investigating the use of quick 
release V-band clamps and more sophisticated designs with locking 
mechanisms that allow automatic "peg-in-hole" type coupling. 
Figure 2 4 :  Photo of Prototype Module Interface 
2.3. Communication Interface 
Each joint houses the power and sensor electronics for the 
actuator. To control the joint actuators and obtain sensor feedback, a 
communication link between the joint modules and a computer 
controller is required. To allow standard connections between joint 
modules, this communication link must be implementcd using a 
f i e d  number of conductors while being capable of supporting an 
arbitrary number of modules. This implies a multiplexed 
communication link, similar to a computer bus or Local Area 
Network (LAN). 
Due to the data transmission overhead associated with existing 
LANs, our prototype utilizes a bus type implementation, referred to 
as the armbus. The armbus design is shown schematically in Figure 
2-5. This design is based on a conventional 8-bit bi-directional 
dadaddress bus, an additional 5 control lines, and a rather 
unconventional 4 bit daisy chained node address bus. The daisy 
chained address bus provides automatic node address configuration; 
the fist  module in the manipulator is node address 1, the second 
module is node address 2, and so on. This is accomplished by 
including a "subtract one" circuit in each module which is in the path 
of the node address lines. Each joint can thus detect "address equals 
zero" as the node address. Due to the low data rate of the bus 
(current bus clock is 500 KHz), the propagation delay added by the 
subtract circuit is negligible. 
Figure 2-5: Manipulator Communication Bus Logic 
2.4. RMMS Computing Environment 
RMMS software is easily divided into two functional classes: real- 
time critical control programs and event-driven application 
programs. Real-time programs are those which must be executed at 
a predetermined sampling rate, such as control law calculation. In 
contrast. event-driven programs rely on detecting conditions, such as 
the manipulator reaching a certain position, to schedule future 
manipulator actions. In our implementation, we have chosen this 
distinction (between real-time and event driven programs) as a 
natural module boundary for organizing the manipulator control 
software. 
0 M " J A Q  RAGE IS 
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In the R M M S  environment, a CPU is dedicated to each class of 
software. Real-time control programs execute on a dedicated 
controller CPU, with a hardware interface to the inter-module 
communication network. This controller CPU performs the 
necessary realtime control of the manipulator, and receive 
commands from a second, masfer CPU. This master CPU executes 
the event-driven application program. In this architecture the 
manipulator controller appears as a peripheral device. An interrupt 
driven communication channel between the two processors provides 
a well defined interface between the two softwarefcomputing 
modules. 
We have implemented this architecture, depicted in Figure 2-6, for 
controlling the RMMS. The controller CPU is an Ironics single- 
board computer, based on a Motorola 68020 processor and VME 
bus, with 1 MByte of dual ported RAM. The master CPU is a 
SUN-3 workstation, also based on the Motorola 68020 and VME 
bus. This basic architecture (and the support software) can be 
expanded to include additional Ironics CPUs for greater 
computational power. The similarity between the Ironics and SUN'S 
CPU allows us to use the same editor and compiler for both 
processors thus simplifying software development and inter- 
processor communication. Real-time control programs, at all levek, 
are written entirely in c programming language. The interface to the 
manipulator communication network is via the VMX bus interface 
included on the Ironics. The VMX bus is a recognized extension to 
the VME bus and is intended to be a local IO bus in multiprocessor 
systems such as the one we have built for controlling the RMMS. 
Figure 2-6: Schcmatic of RMMS Computing Architccture 
2.4.1. Real-Time Operating System 
Manipulator control programs executing on the Ironics real-time 
CPU are linked with a locally developed real-time operating system 
or kernel. This kernel provides a number of concurrency and 
scheduling primitives, allowing users to write control programs as a 
series of concurrent processes. It also supports many Unix-like 
utilities, particularly memory allocation and access to the SUN 
system. These features have two important implications to 
development of manipulator control code: 
*Control algorithms are written without regard to the 
specific hardware and low level software 
implementation of the system. At the same time, the 
programmer is forced to more fully understand the data 
flow and timing relationships of the algorithm being 
coded, to specify those relationships via the concurrency 
primitives. 
By providing real-time programming utilities that mimic 
their Unix counterparts, a large base. of existing UnidC 
code is easily ported to real-time applications. 
Similarly, a large base of existing U n i X  programming 
expertise is also readily available. 
tile 
the 
2.43. Real-Time Software Architecture 
The current software control architecture is shown in Figure 2-7. 
In the current design there are four principal processes executing 
concurrently: 
*The feedback control law which is implemented for 
each manioulator axis can be executed at samulina rates 
of 50-soO~Hz. Our current implementation k p ' o y s  a 
*The path planning algorithm updates the control loop 
inputs to drive the manipulator to a desired position in a 
specified manner (eg. straight line, minimum time, etc). 
This can operate at sampling rates of 5-30 Hz. We are 
presently using a sampling rate of 20 Hz. 
A data logging process that records specified values of 
the manipulator state. This information is required for 
off-line analysis and for monitoring manipulator control 
experiments. 
An interactive command interpreter that implements a 
low level manipulator control language. This allows a 
user or an application program on the SUN-3 to issue 
commands, to the control package, for displaying data 
about the manipulator state. 
sampling rate of 200 Hz. 
Figure 2-7: Control Software Organization 
2.43. Real-Time Computing Performance 
The Motorola 68020/68881 CPU has been extensively 
benchmarked for many applications, with typically reported 
performances of 2 MIPS and 0.25 MFLOPS [14,8]. In order to 
determine the performance of the actual system executing a typical 
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manipulator control program, the RMMS realtime CPU was 
benchmarked performing a single iteration of a PSD position control 
loop. The control law calculation is given by the following pseudo- 
C code. All variables are double precision floating point variables, 
referenced indirectly by an offset from an address register (the 
benchmark thus includes a typical level of addressing overhead). 
The actual code was written with no attempt at optimization other 
than that performed by the compiler. 
pos-error = referencegosition - position: 
vel-error = reference-velocity - velocity: 
integral = (integral alpha) + pos-error; 
torque-comnd = (pos-error * Kp) + 
if (torque-command > T l i m )  
torque-comnd = T l i m :  
else if (torque-command < - T l i m )  
torque-command = - T l i m :  
(vel-error Kv) + (integral K i ) :  
This computation requires 11 floating point operations (4 
multiplies, 5 additions/subtractions, and 2 comparisons). The actual 
code is fairly typical of fiist pass code written by an average C 
programmer. This segment executes in 0.12 milliseconds, indicating 
floating point performance of approximately 0.1 h4FLOPS. 
Obviously this is a rough measurement of system performance, 
however this is quite good considering the unoptimized nature of the 
code. With simple code optimization, it is quite possible that 
compiled C code could approach the 0.25MFLOP performance 
claim. 
2.4.4. Application Control Software 
Within the RMMS computing environment, application programs 
are SUN-3 programs, written in a SUN supported language. 
Currently, we are using the C programming language for developing 
application programs. Access to the manipulator controller is via 
special Unir devices which implement pipe like communication 
channels to the real-time program. This mechanism has been used to 
build a message passing protocol between the two processors. This 
has been done for the existing manipulator control package, allowing 
a SUN program to call an appropriate library routine which signals 
the manipulator control program to execute the desired command. 
3. Automatic Kinematics Generation 
Specifying a manipulator task typically requires specifying the 
end effector position (with reference to the manipulator base) as a 
function of time and system conditions. This method of task 
specification is well suited to an RMMS, as it is completely 
independent of the manipulator configuration; the manipulator is 
simply considered a motion transducer. Since the end effector 
position is controlled indirectly by controlling each joint’s axis 
position, the relationship between these two quantities, known as the 
manipulator forward and reverse kinematics, is required. Deriving a 
set of Denavit-Hartenberg parameters (for the forward kinematics) 
and a closed-form reverse kinematics solution requires both 
mathematical manipulation and geometric intuition [ I  11. Further, 
since an arbitrary manipulator may be created from the RMMS, the 
forward and reverse kinematics solutions have to be derived for each 
configuration of the manipulator. 
To alleviate the above difficulty we have proposed algorithms that 
create the forward and reverse kinematics solutions automatically 
from a description of the joint and link modules and the sequence in 
which they have been connected. For the reverse kinematics we 
have adopted a numerical approach that allows for complete 
generality and can also accommodate redundant manipulators. A 
general numerical solution to the reverse kinematics is often 
computationally inefficient and mathematically poorly behaved 
especially close to singularities. To address this issue, we have 
developed a robust reverse kinematics solution that is well behaved 
close to a singularity and can be computed at real-time rates. In the 
ensuing paragraphs we present our approach to generating the 
kinematics of a RMMS automatically. 
3.1. Generating the Forward Kinematics 
The forward kinematic equations of a manipulator describe the 
position and orientation of the end-effector as a function of the joint 
variables. The forward kinematic transformation is typically 
obtained from a set of parameters known as the Denavit-Hartenberg 
(D-H) parameters of the manipulator. These parameters are obtained 
through a predefined sequence of transformations and are a function 
of the geometry of the manipulator. The input to our forward 
kinematics algorithm is the geometry of each module, the type of 
each module, and the sequence of connection of the modules that 
comprise the manipulator. The output of our forward kinematics 
algorithm is the set of D-H parameters of the manipulator. 
Figure 3-1: Link Module Coordinate Assignment 
We use homogeneous transformation matrices to specify the 
geometry of modules. For a link module we use one homogeneous 
transformation that relates one end of the link to the other as 
depicted in Figure 3-1. In order to incorporate both the degree+f- 
freedom of a joint and its shape we use two homogeneous 
transformations: one from the lower left connector to the origin of 
the joint (IJ0) and another from the origin to the upper right 
connector (OJ,). A typical joint module and its database description 
is shown in Figure 3-2. The definition of the origin of the joint 
module is arbitrary as long as it is chosen to be a point lying along 
the axis of rotation. Based on the above systematic description, we 
have implemented an algorithm that automatically creates the 
forward kinematics of an RMMS. For the sake of brevity we have 
excluded the details of the algorithm in this paper, they are presented 
in [4]. 
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A simpler method of generating the forward kinematics of an 
RMMS would be to sequentially multiply all the module 
transformations. However, it is desirable (particularly when the 
manipulator Jacobian is also required) to represent the forward 
kinematics in terms of the Denavit-Hartenberg parameters. In the 
present implementation. the control computer reads the description 
of the joint and link module descriptions through a database file. 
However, in the f u m e  each joint and link module will have a ROM 
which will include the kinematic information pertaining to that 
module. 
X ez 
32. Reverse Kinematics of RMMS 
In order to do any controlled movement it is necessary to have an 
inverse kinematic model to determine the joint angles required to 
achieve a d e s d  position and orientation of the end-effector. 
Ideally, one derives closed form equations for the inverse kinematics 
where each joint variable is expressed in terms of other known 
quantities. However, existence of a closed form inverse kinematics 
solution depends on the kinematic structure of the 
manipulator [12, 161. For example. it is known that a closed form 
solution exists for a manipulator which has three consecutive axes 
that intersect, such as in a spherical wrist[12]. This solvability 
condition is not necessary, but only sufficient. Because an RMMS 
manipulator can m u m e  any configuration, including one that is 
redundant, it may not be possible to find a closed form solution. In 
order to provide for generality we have adopted a numerical 
approach for solving the inverse kinematics of an RMMS. In the 
ensuing paragraphs we describe a numerical method to compute the 
inverse kinematics of non-redundant manipulators[5]. We also 
describe an extension of this method that is applicable for redundant 
manipulators. 
c-5 \ 
32.1. Inverse Kinematics of Non-Redundant Manipulators 
A closed-loop method for solving the inverse kinematics 
equations using the Newton Raphson method is proposed in [5 ]  and 
is depicted in Block diagram form in Figure 3-3. The iterative 
method determines the necessary changes in the joint angles to 
achieve a differential change in the position and orientation of the 
endeffector. The forward kinematics are described in functional 
form as: 
x = f(q). (1) 
where x is the vector of Cartesian position and orientation and q is a 
vector of joint displacements. The corresponding differential 
changes dx and dq. in the Cartesian and joint space, respectively, are 
Y, - I d. 
\ x  
related through the manipulator Jacobian as: 
dx = J(q)dq. 
1, X 
Inverting Equation (2) to obtain an expression for the differential 
inverse kinematics we obtain: 
dq = Jt(q)dx (3) 
where J 1  is the inverse Jacobian. The above equation may be 
written, in an iterative form, as: 
dqk+1 = J1(qk)dxk (4) 
,z 
- 
L5-r 
y 
Figure 3-3: Block Diagram of Inverse Kinematics Algorithm 
where the differential change in position and orientation at the k-th 
iteration is computed from the differential homogeneous 
transformation mahix dTN [ll]. The joint displacements are 
computed as: 
Equation (4) is solved iteratively, until each term in TNh (or 
correspondingly in dxk) is within a prespecified error tolerance, E. 
k 
qk+l= qk + dqk+l 
We have performed experiments using the above algorithm and 
have shown it to work well for non-redundant systems. Including 
redundancy introduces complications in the computation of the 
inverse kinematics solution. The Jacobian, which relates differential 
changes in the joint variables to differential changes in the Cartesian 
variables is of dimension M x N, where M is the number of degrees 
of freedom of the workspace and N is the number of degrees of 
freedom in the manipulator. When M and N are not equal (which is 
the case for redundant manipulators), the Jacobian is no longer 
invertible and we must substitute a generalized inverse to provide an 
inverse equivalent 
Much of the previous research on inverse kinematics for 
redundant manipulators has focused on the pseudoinverse [ l ,  3,71. 
The pseudoinverse is a generalized inverse which provides the 
minimum norm solution [lo]. Because standard pseudoinverse 
control has proved to be inadequate in the neighborhood of 
singularities, many methods have been developed which augment 
the pseudoinverse so as to use the kinematic redundancy to optimize 
an objective function [ I ,  2.71. 
While methods cited above are configuration dependent, 
computationally intensive, or both, the method we propose for 
RMMS achieves singularity avoidance while requiring negligibly 
more computations than the standard pseudoinverse. It is called the 
singularity robust inverse [9]. The pseudoinverse solution is 
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problematic in the neighborhood of a singularity. In an effort to 
converge to an exact solution, the pseudoinverse may generate an 
infeasible solution. That is. it may generate a solution for which 
one, or more, of the dq values is so large that it cannot be physically 
realized. The singularity robust inverse. method circumvents this 
problem by providing continuous and feasible solutions even at, or 
in the neighborhood of, singular points. 
The singularity robust inverse is based upon an evaluation index, 
(5) 
which simultaneously considers the exactness of the solution, as 
measured by the top term, and the feasibility of the solution, as 
measured by the bottom term. When solving the inverse kinematics 
problem one must find the minimum weighted Euclidean norm of 
the evaluation index. The weighting of the terms in the evaluation 
index manifests itself with the scale factor 1. The singularity robust 
inverse, J* becomes: 
J* = JT(JTJ + A,Iyl. 
In the next section we discuss a technique for choosing the the 
parameter h. 
33. A Method for Choosing the Scale Factor 
In order to employ the singularity robust inverse for RMMS, we 
must develop a method to automatically generate an appropriate 
scale factor for any manipulator. The scale factor, h, must have a 
large value in the neighborhood of singular points and must be small 
value, or zero, far from singular points. This is achieved by 
computing X as [9]: 
(7) 
where o = dderenninanr(J.JT) is a manipulatability measure for the 
manipulator [IX], is the magnitude of the scale factor at singular 
points, and oo is a threshold which represents the neighborhood of 
singular points. Equation (7) automatically adjusts h according to 
the manipulator's distance from a singular point. 
To experimentally implement the above method it is necessary to 
choose values for the parameters h, and ow Further, the choice of 
these parameters must be configuration independent and work 
without a priori knowledge of the location of manipulator's 
singularities or kinematic parameters. While the value of o 
approaches zero as the manipulator approaches a singular point, it's 
absolute magnitude is dependent on the the dimensions and the units 
of measure of the links and joints of the manipulator. For example, 
an o of I@ may imply that one manipulator is near a singular point, 
but another manipulator, which has much smaller dimensions, may 
be far from one. In order to remove the dependency of o on the 
units of measure and the absolute values of the kinematic lengths, we 
have introduced the idea of a scaling a manipulator. Scaling is 
accomplished by dividing all the kinematic lengths by the largest 
length of a manipulator. This forces all the kinematic lengths to lie 
between zero and one thus diminishing the disparity in the 
magnitudes of o between different manipulators. However, 
different scaled manipulators may still generate vastly different o 
values. 
The singularity robust inverse chooses an absolute threshold value 
to specify a,,. As mentioned before this choice is manipulator 
dependent. In order to alleviate this difficulty, we propose checking 
for a sudden drop in the value of o between iterations. This is 
motivated by the observation that as a manipulator approaches 
singular configuration the value of w decreases dramatically. We 
detect the neighborhood of a singularity when the ratio %! falls 
below a threshold p. That is, we examine the ratio of o between the 
Ph and the k+l fh  iterations of the Newton-Raphson algorithm. 
% 
Based upon the above discussion, the equation for computing the 
scale factor h (for a scaled manipulator) is: 
0 otherwise 
Our experiments with the above technique suggest p = 0.1 to be 
reasonable value. 
We choose h, based on the tradeoff that is the premise for the 
singularity robust inverse. method. Namely, by adding a larger scale 
factor we make the solution less exact, but more feasible or robust. 
In order to generate a less exact solution we must increase E. (Recall 
E is the convergence error tolerance for the Newton-Raphson 
algorithm.) While increased error tolerance is acceptable for many 
applications, we cannot assume so for the general case. 
Alternatively, we maintain the error tolerance and increase the 
number of iterations of the Newton-Raphson algorithm until the 
error is less than E. 
Before choosing a value for h, we must determine how large h 
can be before the system fails to converge. In order for the Newton- 
Raphson iteration to converge, the residual error must be less than 
the error tolerance E. Therefore, k must be also be less than E. 
Rather than defming an absolute value for h,, we propose setting h, 
equal to one order of magnitude smaller than E (h, = 0.18). This 
choice is based upon our experimental results with p = 0.1. 
4. Summary 
In this paper we have describe the design of an RMMS. The 
feasibility of such a system has been demonstrated through the 
construction of a prototype RMMS built using readily available 
commercial components. A powerful computer control system with 
both real-time scheduling and Unix compatibility has also been built, 
and used to control the current RMMS manipulator. 
As part of the effort to develop reconfigurable control programs, 
an algorithm for automatic forward and reverse kinematics 
generation has been implemented and tested. The algorithm is 
implemented as a computer program, which can fiRd the Denavit- 
Hartenberg parameters for an arbitrary configuration manipulator, 
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and then perform an iterative inverse kinematics solution. The 
inverse kinematics algorithm has been extended to work for 
redundant manipulators. The extended algorithm generates 
manipulator solutions which avoid singular positions. Both 
algorithms have been optimized for computational efficiency and 
robustness, and have been implemented on an Motorla 68020/68881 
based single board computer. at rates on the order of 20 Hz. 
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ABSTRACT 
A general control scheme to control flexible 
arms with friction in the joints is proposed in 
this paper. This scheme presents the advantage 
of being robust in the sense that it minimizes the 
effects of the Coulomb friction existing in the mo- 
tor and the effects of changes in the dynamic fric- 
tion coefficient. A justification of the robustness 
properties of the scheme is given in terms of the 
sensitivity analysis. 
1 INTRODUCTION 
In the last few years, considerable research effort 
has been devoted in controlling flexible structures 
and, in particular, flexible arms [l-61. Very little 
effort has been made in controlling flexible arms 
when Coulomb and dynamic friction are present 
in the joints, in spite of this being common in 
practice. In fact we have not found any paper 
that specifically deals with and tries to solve this 
problem. 
This paper is devoted to solving the above prob- 
lem. In order to do this, a new general control 
scheme is proposed. Existing methods to control 
flexible arms are based on the explicit control of 
the tip position, where the controller generates 
the current for the D.C. motor of the joint as a 
control signal. The proposed method is based on 
the simultaneous control of the joint motor posi- 
tion and tip position, and the implementation of 
two nested closed loops : the inner loop that con- 
trols the motor position and the outer loop that 
controls the tip position. 
The general control scheme is presented in Sec- 
tion 2. Section 3 compares the sensitivity of our 
general control scheme with the sensitivity of other 
existing methods. This shows our scheme to be 
more robust to changes in friction than the others. 
Finally, some conclusions are drawn in Section 4. 
2 GENERAL CONTROL 
SCHEME 
As was mentioned in the introduction, there are 
many applications in which friction must be taken 
into account when controlling a flexible arm. Only 
in the case when the coupling torque between the 
beam and the motor is many times larger than 
the friction torque it can be neglected. This may 
be true for very large structures, but it is not true 
in many industrial applications. 
In order to reduce the effects of friction, the 
control scheme of figure 1 is proposed. In this 
scheme two variables are controlled: motor and 
tip position ( e ,  and et respectively ). These two 
variables are controlled by two nested closed loops 
and two different controllers (Rl(s) and Rz(s ) )  
a.re used. These controllers are each designed sep- 
arately and according to different criteria. In fig- 
ure 1 ,  the open-loop transfer function of the mo- 
tor G M ( s )  has all its poles and zeroes in the left 
half-plane. The open-loop transfer function of the 
flexible beam G B ( s )  has its poles in the left half- 
plane but may have ( for arms with more than 
one vibrational mode ) some zeroes in the right 
half-plane (non-minimum phase system). F(s) is 
a filter for the reference and is normally designed - -  
'Visiting Professor, Department of Electrical System Engineering, Wright State University, Dayton, OH. 45435. 
'Visiting Professor, Dpto Ingenieria Electrica y Control, UNED, Ciudad Universitaria, Madrid-28040, Spain. 
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I in conjuction with Rl(s). 
The use of this control scheme has been moti- 
vated by the well known property that the sen- 
sitivity of a closed-loop system to perturbations 
can be made arbitrarily small by increasing the 
gain of the open-loop, provided that the system 
remains stable ( Kuo [8] ). Therefore considering 
the friction (in general terms) as a perturbation, 
we can reduce its effects by increasing the gains 
of the controller. 
If we try to do this using the existing control 
arms, the gains cannot be arbitrarily increased 
because of the right half-plane zeroes. In the pro- 
posed scheme, because G M ( s )  is minimum phase, 
the gains of the inner loop can be arbitrarily in- 
creased ( using an appropiate controller Rz (s)) 
without making the system unstable. Intuitively, 
the high gain inner loop to control the motor posi- 
tion makes the system insensitive to friction and, 
a second outer loop may then be designed to con- 
trol the tip position. This second loop cannot 
have a high gain because G g  (s) is non-minimum 
phase. However, the friction effects have been 
largely removed by the high-gain inner loop con- 
trolling the motor position. 
I schemes (such as shown in figure 2) for flexible 
3 SENSITIVITY ANALYSIS 
The previous ideas intuitively justify the reason 
for using our control scheme. This section is de- 
voted to  giving an analytical proof. The analysis 
carried out here is quite straightforward and will 
give a quantitative idea of how much the robust- 
ness is increased using the nested loop scheme. 
In order to do this comparison, a typical con- 
trol scheme like the one shown in figure 2 will 
be used ( Cannon 111 ). The sensitivity char- 
acteristics of this system will be taken as rep- 
resentative of the existing methods because they 
are based on controlling the tip position using a 
controller that generates a command for the cur- 
rent of the D.C. motor. The sensitivities of these 
methods are thus of the same order of magni- 
tude. Two comparative analyses will be done : 
one checking the signal-to-noise ratio (consider- 
ing the Coulomb friction as the noise), and the 
other checking the sensitivity to variations in the 
dynamic friction coefficient. 
In order to do this comparative analysis, the 
state-space control scheme of figure 2 is first ex- 
pressed in terms of its equivalent transfer func- 
tions. 
Assume that the plant is represented by the 
state space-equations 
where C = [ 1 0 0 0 . . - 0 ] is of dimension n. The 
controller is a row vector of dimension n of the 
form 
where K is a vector of dimension n-1, and IC1 is 
the coefficient corresponding to the tip position 
error (error in the first state). The states x of the 
system can be reconstructed from the state-space 
equation (1) as follows 
0 0 
C B  0 0 
C A B  C B  0 . . o  
. . .  
. . .  
C A n - 2 B  CAn-3B CAn-4B 
(3) 
where [C CA C.4' CA"-l] is the observabil- 
ity matrix. If the system is observable (which is 
true in all the models of flexible arms), then the 
states g of the system may be reconstructed from 
the measurements of the input i and the  output 
using a linear law of the form 
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where P and Q are polynomial column vectors 
in s. Equation (4) can be easily obtained from 
equation (3) by inverting the observability ma- 
trix. Adding equation (4) in the scheme of figure 
2 and substituting the state-space equation (1) of 
the plant by G M ( s ) G B ( s ) ,  we obtain the system 
shown in figure 3. Figure 3 can be simplified and 
an equivalent transfer function scheme can be ob- 
tained, as shown in figure 4, where 
and 
The comparative analysis may now be done 
between the schemes of figures 1 and 4. 
3.1 Signal-to-Noise Ratio Analysis 
The signal-to-noise ratio of a system is defined 
( Kuo [8] ) as 
(7) 
Output due to signal 
Output due to noise 
R =  
and is a measure of the sensitivity of the system 
to perturbation signals (in this case the Coulomb 
friction). The comparison of the ratios of the 
schemes of figures 1 and 4 is done here for the 
same levels of input 0; and perturbation p (which 
is added to the current of the motor). 
The output of the nested double loop scheme 
in terms of the reference input 6; and the noise p 
can be written from figure 1 as 
The signal-to-noise ratio for this scheme is given 
by 
Similarly the output and the signal-to-noise ra- 
tio for the system shown in figure 4 can be written 
as 
Comparing both results, expression (9) can be 
made large by designing the controller Rz(s) with 
arbitrarily high gain because the inner loop is 
minimum phase. However, ICl in expression (ll), 
and all the parameters of R(s) in general, are lim- 
ited by the stability margin since the system is 
non-minimum phase. The gains of R1 (s) in equa- 
tion (9) are also limited for the same reason. 
From all this it follows that, in general, (9) 
may be made larger than (11) by properly choos- 
ing the gains of the controller of the inner loop. 
It must be mentioned here that this is a theoret- 
ical analysis. In practice, the gains of the inner 
loop will be limited by the saturation of the am- 
plifier, instability because of unmodelled high fre- 
quency dynamics, or even instability because of 
the discretization of the signals when using dig- 
ital controllers. But in any case these limits are 
much larger than the ones imposed by the non- 
minimum phase characteristic. 
3.2 Sensitivity to the Dynamic Friction 
Dynamic friction is the second manifestation of 
friction. This is normally assumed to be linear 
and is included in the model of the plant. In 
many cases, however, this assumption of linearity 
is not correct. Often, the dynamic friction coeffi- 
cient changes noticeably depending on the sense 
of rotation of the motor [9] or on the position of 
the rotor of the motor relative to the stator (con- 
Coefficient 
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fronted poles), etc. It will be shown here (by per- 
forming the sensitivity analysis of both systems to 
changes in the dynamic friction coefficient) that 
the robustness of the system due to changes in the 
dynamic friction coefficient may be significantly 
improved by using the nested double loop scheme. 
The ratio given by equation (16) is significantly 
smaller than 1 since Rz(s)(l + R1(s )GB(s ) )  >> 
R ( s ) G B ( s ) .  Notice also that the gains of R ( s )  
and Rl( s )  are bounded by a stability margin and 
will thus have the same order of magnitude; but 
the gain of Rz(s) may be increased arbitrarily. 
Consequently, scheme of figure 1 is more robust 
in general to changes in the dynamic friction than 
the scheme of figure 4, by a factor of approxi- 
mately R ~ ( s ) .  
The sensitivity to changes in the parameter v 
of a system whose closed-loop transfer function is 
M(s),  is defined (Kuo [8] ) by 
(12) 3.3 Comparison of the Characteristic d M ( s )  /W )  dv/v  su,u = 
Equations 
The previous analysis gives a quantitative justi- 
fication of how the robustness of the system is 
increased using the two nested loops scheme. A 
qualitative understanding of how the nested loops 
modify the stability of the system allowing higher 
gains may be obtained by looking at the charac- 
teristic equations. of the two systems. 
In order to do this analysis, let us express G M ( s )  
in the form 
(13) 
Kln 
G M ( s )  = 592 + U S  + T ( s )  
which is the typical transfer function of a D.C. 
motor, except the term T(s) which represents the 
coupling torque between the beam and the mo- 
tor. This allows us to characterize the influence 
of the dynamic friction coefficient, v ,  in the gen- 
In the traditional control scheme, the robust- 
ness depends on R(s). The characteristic equa- 
tion of the system shown in figure 4 is given by 
eral transfer function. 1 + R(s )GM(s )GB(s )  = 0 (17) 
Performing some calculations, we find the sen- 
sitivity to v for the closed-loop system of figure 1 
is given by 
Substituting equation (6) in (17), the charac- 
teristic equation can be expressed in terms of the 
feedback gains as 
The sensitivity for the system of figure 4 is 
Notice that in equation (18) the right half- 
plane zeroes of G B ( s )  limit the gain, K, and con- 
sequently the gains of R(s). - su 
s',uz = (1 + R(s)GM(s)GB(s))(JsZ + U S + T ( s ) )  
(15) In the proposed scheme, we note from equation 
(9) that the signal-to-noise robustness depends 
on the product RI (s)R2( s), while from equation 
(14), that the sensitivity depends both on this 
product and also on the &(s) term. The charac- 
teristic equation of the system can now be written 
The ratio of the two sensitivities given by equa- 
tions (14) and (15) can be written as 
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Figure 1. Proposed General Control Scheme. 
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I I I 
Figure 2. Existing Control Scheme for Flexible Arms. 
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Figure 3. Existing Control Scheme Modified for Ouput Feedback. 
I 
Figure 4. Existing Control Scheme Transformed into Equivalent Transfer Function Form. 
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TELEROBOT OPERATOR CONTROL STATION REQUIREMENTS 
Edwin P. Kan 
Jet Propulsion Laboratory 
California Institute of Technology 
Pasadena, Ca. 91 109 
ABSTRACT 
The Operator Control Station of a Telerobot 
System has unique functional and human factors 
requirements. It has to satisfy the needs of a 
truly interactive and user-friendly complex 
system; a telerobot system being a hybrid 
between teleoperated and autonomous system. 
These functional, hardware and software 
requirements are discussed in this paper, with 
explicit reference to the design objectives and 
constraints of the JPL/NASA Telerobot 
Demonstrator System. 
INTRODUCTION 
A telerobot system is a hybrid system between a 
teleoperated system and an autonomous 
(robotic) system. It is capable of being 
teleoperated such as a master-slave 
manipulator system used widely in the nuclear 
industry. I t  is capable of being operated 
autonomously under preprogrammed control or 
under real-time intelligent, sensor-based and 
knowledge-based control, such as in various 
forms of automated factory systems. 
More importantly, a telerobot system is capable 
of being operated in a continuum mode, where 
teleoperated control and autonomous control can 
be traded or shared, as the circumstance 
requires. That is, when it is more natural and 
easier to do human teleoperated control, the 
telerobot system will be configured to do so. 
When it is more efficient to perform the task 
autonomously, the telerobot system will be 
configured to do so. And, when certain degrees 
of freedom are more readily achieved by 
autonomous control while other degrees of 
freedom are naturally achieved by teleoperated 
control, the overall control is shared between 
437 
PRECEDIKG PAGE BLA!dIK NOT FILMED 
the two control modes. In all cases, the human 
operator provides the guidance, direction, high- 
level decision, supervision and execution of the 
task. 
It is thus apparent that human factors issues 
are very demanding in the design of the operator 
control station of this telerobot system. Design 
requirements are’ very unique. Based on past 
experience of operational and research 
teleoperated and robotic systems, the Jet 
Propulsion Laboratory (JPL) is now developing a 
state-of-the-art Operator Control Station (OCS) 
as part of the NASA (National Aeronautics and 
Space Administration) Telerobot Demonstrator 
Project [l]. This paper will present the 
functional, hardware and software requirements 
of the OCS of this Telerobot Demonstrator 
System. 
TELEROBOT SYSTEM REQUIREMENTS 
The system requirements are driven by the tasks 
to be performed by the telerobot system: and 
also driven by the state of the technology. The 
telerobot system must be able to perform tasks 
equally as well, and hopefully better, than a 
straightforward teleoperated system and than a 
straightforward robotic system. For space 
applications, the telerobot system must offer 
advantages over expensive and hazardous EVA 
(extra-vehicular activities) and IVA (intra- 
vehicular activities) where astronauts actively 
participate in the performance of construction, 
servicing and repair. 
In the context of the JPL/NASA Telerobot 
Demonstrator System, the system is designed as 
a laboratory testbed for developing, testing and 
integrating multi-disciplinary technologies. The 
system is designed within certain overall 
constraints of the space environment, while not 
limited by near-term technology specifics 
regarding maturity in hardware and software 
designs. 
Overall telerobot system capabilities [2] are 
targeted as follows: 
1. Force reflection in teleoperation. 
2. Hybrid position/force control in robotic 
and advanced teleoperation. 
3. Dual arm coordinated control in robotic 
and teleoperation. 
4. Collision prediction, detection and 
avoidance in robotic operation; use of virtual 
force field in teleoperation. 
5. Supervision by human operator to perform 
robotic operation and to tradekhare between 
robotic operation and teleoperation. 
6. Automatic task planning and command 
generation: a must for robotic operation, and as 
a suggestive direction for teleoperation. 
7. On-line manipulator path planning: a must 
for robotic operation, and as an aide for 
teleoperation. 
8 .  Automatic tracking of labelled and 
unlabelled objects. 
9. Operator initiated object designation and 
subsequent automatic verification of modeled 
objects. 
10. Simulation of a delay of up to 500 
milliseconds (round trip) between the (local) 
operator 's stat ion and the (remote) 
manipulators. 
11. Integrated system operation; ease of 
o perator-mac h ine interaction. 
These capabilities are to be demonstrated by 
performing laboratory tasks simulating those 
encountered in servicing satellites in orbit. 
Typically, they include coordinated two-arm 
manipulation of a large module, an ORU (Orbit 
Replacement Unit), and include the grappling/ 
halting of a rotating satellite. Dexterous 
operations in terms of removal of panels, bolts, 
electrical connectors, tool exchange, object 
manipulation with precisely defined or loosely 
defined data bases, are in the list of 
demonstrations. 
I OCS AS PART OF THE TELEROBOT SYSTEM 
Figure 1 shows the current JPL Telerobot 
Demonstrator System. It is shown with a 
generic OCS which is to be replaced by a state- 
of-the-art OCS in mid-1989. 
The Telerobot System has the following 
subsystems: 
1. Operator Control Station (OCS) 
2. Artificial Intelligence Planner (AIP) 
3. Run-Time Control (RTC) 
4. Sensing and Perception (S&P) 
5. Manipulators and Control Mechanization 
(MCM), including Teleop components 
6. System Executive (SE) 
This above partitioning is driven by the 
identification and separation of system 
functions, specific technology, hardware and 
software. (For more specifics, refer to [2]). 
For a user-friendly and machine-interactive 
operation, the OCS discussed in this paper 
actually crosses some boundaries in the above 
system partition. The crossed boundaries 
include AIP, SE and MCM/Teleoperation 
components. It will be clear in the following 
sections that the user interface now placed in 
AIP, the system management in SE and the hand 
contro l ler  hardware in  Teleoperat ion 
subsystems are truly part of an overall Operator 
Control Station; but for reasons of subsystem 
maturity, component availability/compatibility, 
and for working group partitioning efficiency, 
these AIP, SE, and Teleop functions have been 
allocated outside the OCS. 
OCS's OPERATOR REQUIREMENTS 
The human Operator uses the OCS to interface 
with the system. The Operator manages system 
configuration, transmits system information and 
recieves feedback from the System. The OCS 
provides capability for the Operator to 
coordinate and monitor all other subsystems, 
permits the Operator to direct/supervise/ 
execute robotic and teleoperation control. In the 
JPL Telerobot Demonstrator System, OCS is 
designed for two operators, the Main Operator 
and the Auxiliary Operator (also known as the 
Test Conductor). The Main Operator has the 
capability to execute all functions regardless of 
the absencelpresence of the Auxiliary Operator. 
The Operator's functions include the following: 
- System management functions: system 
s t a r t u p / s h u t d o w n ,  s e t u p ,  s o f t w a r e  
configuration, other monitoring/diagnostics 
functions; 
- System operation functions: mode 
transitions, setting system parameters, system 
calibration, video switching, emergency halt 
(and other modes of halting), object data 
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manipulation; 
- Teleoperation functions: hand motion for 
input to hand controllers, setting subsystem 
parameters, establishing telepresence via 
visual, kinesthetic and proprioceptive feeback; 
- Robotic control functions: instantiate, 
monitor, supervise, direct, confirm and give 
permission to proceed all actions generated 
under autonomous planning; 
- Trading and sharing teleoperated and 
robotic controls; 
- Initiating and executing data logging 
functions for off-line analysis and system 
performance evaluation. 
OCS HARDWARE REQUIREMENT 
The OCS hardware is a station, in a "controlled" 
room environment where lighting, sound and 
sight are controllable, and houses the Operator 
and Test Conductor. The station is equipped 
with multiple monitors for video and graphics 
displays and mixing. Audio and voice 
input/output systems are provided for operator 
command inputs in addition to keyboard inputs. 
Mechanical input devices for teleoperation and 
shared robotic/teleoperation are provided. 
Multiple processors and computer networking is 
provided for OCS functions, planning functions, 
and system management functions. The OCS is 
des igned wi th  due considerat ion in  
anthropometric and ergonomic constraints. 
Specifically, the requirements are: 
1. Be configured with workstations for an 
Operator and a Test Conductor; 
2. The main workstation to have al l  
necessary control inputs and feedback; 
3. At the main workstation, to provide the 
following devices for display, record and 
transmit data: 
(a) mono, stereo video monitors for camera 
and buffer images 
(b) video switcher and mixer(s) 
(c) indicator lights, aural signals 
(d) synthesized voice 
(e) video recorder(s), audio mixer 
( f )  high resolution bit-mapped video display 
monitors; 
4. At the main workstation, to provide the 
following devices to accept Operator requests 
and commands: 
(a) keyboard(s), function switches 
(b) one left and one right bilateral force 
reflecting 6-dof hand controllers; the mechan- 
isms and electronics 
(c) voice in p u thecog n i zer 
(d) mouse(s) and joystick(s); 
5. At the auxiliary workstation (of the Test 
(a) all datahiews available at the main 
(b) peripheral data collection hardware for 
(c) keyboard function switches independent 
6. To provide the following physical and 
(a) regulated electrical power 
(b) VCR recorder 
(c) terminal/keyboard interface to the AIP 
(for autonomous and shared control  
instantiation, for object designation process) 
(d) terminal/keyboard interface to the SE (for 
executing system management functions); 
7. To provide display system to permit: 
(a) terminal emulation through windowing to 
allow the Operator to access each subsystem 
(b) switching of video images onto designated 
monitors; 
8. At both the main and auxi l iary 
workstations, to provide a "Panic Button" for 
emergency halt and other mode(s) of halt; 
9. To provide networking capability to all 
subsystems; 
10. To provide electronics, hardware, 
switches to permit teleoperation mode changes, 
indexing, triggering for robot end-effector 
opening and closing, force reflection, and other 
control processing for the hand controllers; 
11. In support of Operator-assisted object 
designation and verification, to provide: 
(a) mouse/keyboard/voice input for selection 
of objects 
(b) graphics generation, mixing capability to 
overlay wire frame models of objects onto video 
images; 
12. To provide the OCS computer(s) to 
perform OCS internal and interface functions. 
Conductor), to provide: 
workstation except the stereo view 
off-line data analysis 
of main workstation; 
electrical support: 
Figures 2 and 3 show the control station 
configuration of the JPL Telerobot Demonstrator 
System. Figure 4 show the functional block 
diagram of the OCS, illustrating the interface 
with all the subsystems. 
OCS SOFTWARE REQUIREMENTS 
Software required in OCS includes the 
processing of OCS input/output data; interface 
software with other subsystems; the system 
management software (currently allocated to 
SE); and the system mode switching/ 
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supervision, object-data-manipulation, man- 
machine-interface (currently allocated to AIP); 
and hand controller teleoperation software 
(currently allocated to MCM/Teleop). Specific 
software requirements are to provide: 
1. Command interpreter to process Operator 
generated commands via the keyboard, mouse, 
and voice; hence, to parse, translate and 
generate inter- and intra-OCS commands; 
2. Message processor for translating, 
generating and displaying messages on OCS 
monitor; for messages initiated from within or 
outside OCS; 
3. Status monitoring process, to monitor 
OCS health and parameter-setting status; in 
addition to the overall system and subsystem 
status monitoring process performed by the SE; 
4. RS-232 contro l lers  for graphics 
over lay/mixer control ler, voice display 
controller, and video switch controller; 
5. Gateway computer interface via an 
ethernet network; 
6. NIP (a custom Network Interface Package) 
gateway interface software for processing NIP 
transactions [3]. 
7. Object designation/definition software to 
create wire-frame models, overlay on camera 
images, manipulate using mouse cursors, 
perform best-fit, and update/augment data 
bases; to interface with the AIP for model/data; 
8. Interface software between the primary 
and auxiliary OCS workstations; 
9. Terminal emulation to all subsystems via 
multiple windows on OCS monitor; 
10. Pull-down menus for system and 
subsystem commands; 
1 1 .  Continuous speech voice recognition and 
mu It i-vo ice (g e nde r/pe rso n ) speech s y n t h es is 
for direct input and feedback; 
12. Graphics generation and overlay software 
for object designation/verification process; 
13. Graphics and simulation software for 
special displays including predictive displays, 
scenario simulation, sequence playback displays; 
14. Software to accept keyboard/mouse/ 
symbolic/graphics input, instantiate processes, 
specify goals and task sequences, as specified 
by Operator; 
15. Software to allow operator to display/ 
supervise/update/modify/cancel task sequences 
and parameters; 
16. Software and displays for smooth 
transition between system modes, including 
teleoperation mode to and from robotic mode; 
17. Data base maintenance, management, and 
creation of world models, object location, 
camera models, and calibration settings; 
18. Support software for interpreting and 
transmitting Operator generated (voice or 
keyboard) manipulator control commands; 
maintain command context and monitor status of 
commands; 
19. System configuration, startup/shutdown/ 
halt, statusing, health monitoring, data traffic 
monitoring of all subsystems; 
20. Control processing and data acquistion 
software to process Teleoperation hand 
controller joint data, special switches, triggers, 
force feedback, coordinate transformation and 
communciation; 
21. Graphics processing/generation of 
Teleoperation related displays including 
forcehorque data and predictive data. 
Requirements #1-13 are currently allocated to 
the OCS of the JPL Telerobot Demonstrator 
System, while #14-18 are allocated to the AIP, 
#19 to SE, and #20-21 to the MCMITeleop for 
reasons mentioned in an earlier Section of this 
paper. 
OCS in the NASREM ARCHITECTURE 
The NASA/NBS Standard Reference Model 
(NASREM) [4] for telerobot systems functionally 
partitions the telerobot process into six levels, 
where each level has its sensory processing, 
world modelling and task decomposition 
subprocesses. Levels interconnect with the 
level below and the level above it. All levels 
connect with a 'global data base' and an 'operator 
interface'. 
The OCS described in this paper, Le. the physical 
station and its functions, map right into the 
'operator interface' block in the NASREM 
architecture. A few of the functions, 
particularly those now allocated to AIP, SE, and 
MCM, but considered above to be OCS functions, 
overflow out of the NASREM 'operator interface' 
block. Figure 5 (excerpted from [5) ]  shows the 
mapping of the JPL Telerobot Demonstrator 
System into the NASREM. 
FUTURE RESEARCH and DEVELOPMENT 
Upon its completion, installation and integration 
in mid 1989 with the rest of the System, the 
OCS will serve as the focal point of the 
Telerobot Demonstration System. Real hands-on 
operational flow analysis and workload analysis 
could actually conducted, to evaluate the 
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effectiveness of the OCS design. 
More research and development items, 
improvements on point-deisgns, alterations of 
physical layout, addition of vocabulary, etc. will 
undoubtedly surface when more experience is 
gained from OCS experiments. Other already 
forseen technology development items include: 
interactive model/data base building; the use of 
CAD-type data base techniques for object 
trajectories planning/verification; faster and 
better algorithms in obect designation process, 
including hidden I i ne removal, incorporation of 
perspective, cues etc.; smoother and more 
unif ied oprator-machine interface; more 
powerful display/graphics systems. As more 
powerful computers become available, and as 
understanding of a telerobot system matures, 
the state-of-the-art OCS technology will evolve. 
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ABSTRACT 
Operation of a telerobot is compromised if a time delay more 
than a few hundred milliseconds exists between operator and 
remote manipulator. However, the most economically 
attractive way to perform telerobotic functions such as 
assembly, maintenance, and repair in Earth orbit is via 
geosynchronous relay satellites to a ground-based operator. 
This induces loop delays from one-half to two seconds, 
depending on how many relays are involved. Such large 
delays makes direct master-slave, force-reflecting teleoperated 
systems infeasible. Research at JPL on a useful telerobot that 
operates with such time delays is described. 
INTRODUCTION 
It has long been recognized that the performance of a 
master-slave teleoperator is seriously degraded if the 
closed-loop latency between input at the master, action at the 
slave, and perception of the result back at the master is more 
than a few hundred milliseconds [l]. It is generally felt that 
loop delays of a few milliseconds are acceptable, that delays 
of a few hundred milliseconds can be overcome with extensive 
training (untrained operators are unstable in their attempts to 
guide the slave with such delays), and that delays of 500 
milliseconds or more cause operators to revert to a ‘move and 
wait’ strategy for manipulator control. The move-and-wait 
strategy gives very low performance compared to normal 
teleoperation, and is still prone to errors and damage due to 
undesired contact between the slave manipulator and its 
environment. 
The space tasks of greatest interest to NASA and the Air Force 
are those in low Earth orbit, and of course the most 
economical place for the operator is on the ground. 
Continuous communication between these two sites is most 
easily accomplished via one or more geosynchronous 
communication satellites, at an altitude of 22,300 miles above 
the equator. The time delay at the speed-of-light from Earth 
or low orbit to geosynchronous orbit is about 120 
milliseconds. Thus the most straightforward and economical 
arrangement of a teleoperator for space tasks has a round-trip 
latency of 1/2 to 1 second (actually 480 milliseconds if only 
one geosynchronous relay is used, and double that if 
line-of-sight considerations cause two relays to be needed). In 
fact, the delay can be as much as two seconds if the ground 
operator is not located at one of a few Earth-station points 
such as White Sands or Palo Alto, since a second satellite link 
would be used from the operator’s location (e.g. Houston) to 
the prime Earth-station site. Thus the minimum latency of a 
geosynchronous relay will cause serious degradation of the 
performance of a conventional teleoperator system. 
(Operation by astronauts is of course possible without 
significant time delay, but astronaut time is very expensive, 
and many U.S. space assets are in orbits that cannot be 
reached by the Space Shuttle.) 
A TIME-DELAYED TELEROBOT 
Supervisory Control was proposed a decade ago to deal with 
this problem [2]. This paper describes a particular 
implementation approach for supervisory control being 
studied at JPL as part of the Telerobotics Research program 
sponsored by the NASA Office of Aeronautics and Space 
Technology. The architecture of this telerobotic system is as 
shown in figure 1.[3] 
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Figure 1. Telerobot Subsystem Architecture 
The subsystems of this architecture which interact with the 
environment are the Sensing and Perception subsystem and 
the Manipulator Control Mechanization Subsystem (S&P and 
MCM) [4][5]. The actions of these subsystems are 
coordinated by the Run-Time Control subsystem (RTC) [6]. 
The RTC contains the task data base, performs fine-motion 
planning, requests verification of the locations and 
orientations of objects by the S&P subsystem, and commands 
trajectory via points and force/torque task frames for 
execution by the MCM subsystem. The Artificial Intelligence 
Planner (AP) performs gross motion planning and automatic 
task sequencing, and gives the operator a ‘window’ into the 
more autonomous operations of the telerobot so that planned 
actions may be reviewed and modified [7Jlr(J. The 
teleoperation channel allows force-reflecting hand controllers 
(FRHC’s) to directly control the manipulators, with forces and 
torques detected at the wrists of the manipulators and used to 
backdrive the FRHC’s. 
It is of great interest to determine which subsystems must be 
resident at the remote site, since of course the flight 
qualification of high-performance computational elements is 
very demanding. Ground-based computers can be extremely 
powerful compared to space-qualified computers, and of 
course weight and power consumption are practically 
negligible considerations on Earth. Thus an important 
objective of research with the telerobot testbed is to determine 
the minimal flight elements of a useful telerobot, given the 
time delay of the geosynchronous relay link. 
Physically, all the subsystems of the telerobot testbed are 
connected via ethemet (except the teleoperation channel, 
which uses a high-speed parallel channel to the Universal 
Controllers [SI), allowing general communication protocols 
and easy reconfiguration. This further allows the simulation 
of different assignments of subsystems to the operator site or 
the remote site, by inclusion of a time-delay simulation in the 
forwarding of the ethemet packets. It has long been 
recognized that a simulation of system loop delay need only 
put the entire delay in one leg or the other of the 
communication system, and that it is not necessary to split the 
delay between uplink and downlink, as it is in a real 
operational system [I]. Since the downlink from the telerobot 
will include several channels of video, and since this will 
ultimately be highquality color video (e.g. red, green, and 
blue transmitted separately), the bandwidth of the downlink 
can easily approach 1 Gigabit per second. (Of course, 
operational considerations may force the use of slow-scan, 
image compression, and other techniques to reduce this, but 
these expediencies are outside the scope of the current testbed 
focus of basic telerobotic research.) The uplink, on the other 
hand, will have a few tens of ethemet packets per second, at a 
few hundred bits each, plus data from the two FRHC’s 
consisting of the twelve encoder values sampled at a kilohertz 
(our current rate, which gives very good results), for a total of 
a hundred kilobits per second. Thus delay simulation is most 
easily accomplished by buffering the uplink. We are currently 
designing a time-delay simulation element of the architecture 
which essentially ‘gateways’ messages on the ethemet 
between subsystems declared to be at the operator site and 
those declared to be at the remote site, as well as buffering the 
FRHC data. The ‘downlink’ ethemet packets, arm position 
and reflected force data, as well as video and other sensor 
data, are not delayed. 
The minimal initial flight segment of a telerobot could consist 
(in the subsystem breakdown described above) of all or parts 
of the MCM (Manipulator Control Mechanization) and S&P 
(Sensing and Perception) subsystems, since these are the 
subsystems that directly interact with the environment. The 
MCM subsystem is configured as two distinct elements, the 
real-time part and the non-real-time part. Clearly the real-time 
part, which performs position and force servoing of the 
manipulators, needs to fly with the telerobot. If very slow 
manipulation speeds are acceptable (and they may be dictated 
by safety concerns anyway), one or a few MIPS (Million 
Instructions Per Second) and 300 KFLOPS (Floating Point 
Operations per Second) will probably be adequate (a 
microVAX-I1 at about 0.75 MIPS and 100 KFLOPS has been 
used in our recent demonstrations of telerobotic capability, 
which included grappling and docking with a satellite 
mock-up, door opening, crank turning, etc.). If flexible arms 
are used or faster manipulations (10’s of cdsec)  are needed 
(requiring dynamics computations) then perhaps 10-20 MIPS 
and 1 - 10 MFLOPS will be needed for arm control. 
Of the Sensing and Perception subsystem, initially one could 
fly just the video cameras. Everything that is currently done 
in the tesbed S&P subsystem could be done on the ground if 
necessary, including the real-time edge detection used for 
grappling the satellite. This results from the fact that angular 
momentum is conserved with such high accuracy in orbit that 
the computation of the position, velocity, orientation, and 
angular-velocity on the ground can be very accurately 
projected a few seconds ahead in time. This requires accurate 
knowledge of the inertia tensor of the satellite, which can be 
computed from the CAD data base used in manufacture or 
derived from a few extra minutes of tracking the satellite. 
Once the satellite is grappled and docked, all current S&P 
computations are verifications of static object positions, and so 
the time delay will not seriously affect overall system 
performance. Likewise the Run Time Controller and Artificial 
Intelligence Planner can be located on the ground, as the small 
amount and low frequency of communication with the flight 
segment of the telerobot, and its non-time-critical nature is 
exemplified by our use of the ethemet for communication 
among these subsystems. Also, the non-real-time portion of 
the MCM subsystem (the trajectory generator) does not really 
need to fly, since the form of uplink data can be intermediate 
trajectory points or spline-fit parameters for free-space 
motion, task frame definitions for compliant motion (e.g. those 
axes in Cartesian space that should be position controlled and 
those that should be force or torque controlled), the expected 
force/torque envelopes, and error conditions for abort. 
If it becomes necessary to fly more of the S&P subsystem (for 
example, to assemble a large trusswork that is constantly 
vibrating), one possible approach being researched at JPL is 
for a multi-resolution pyramid image processor to be flight 
qualified. This processor, which filters and subsamples 
images to form a pyramid of low-pass and band-pass images 
(e.g. 512~512,256~256, 128x128, etc.), takes about 200 MIPS 
to continuously compute the pyramid on a 30 Hz image stream 
at 512x512 resolution. This pyramid machine can be built 
using 3x3 convolver chips developed by JPL for a machine 
vision research tool, and which have been designed to be 
readily flight-qualified. This would permit real-time tracking, 
object acquisition, and reflex actions. 
Other partitions of the flight and ground systems are possible. 
However, it does not seem advisable to partition S&P except 
at the camera outputs or after the feature extraction step due to 
the huge amount of parallel data being processed during 
feature extraction (some 10 parallel image paths at 10 
Mpixels/sec for a total of about one Gbidsec), which would 
swamp the available communications channels. Once one has 
gone to all the trouble of doing the feature extraction (-1 
billion 12-bit fixed point operations per second), we might as 
well do all the rest of the S&P computations at the remote site 
(10-30 MIPS and 3-30 MFLOPS). RTC may take 10-100 
MIPS and 10-50 MFLOPS as well, and is a good candidate for 
a flight hypercube or other concurrent architecture. As 
mentioned before, MCM could take up to 10-20 MIPS and 
1-10 MFLOPS if manipulation speeds call for dynamics 
computations or if somewhat flexible arms are used. 
The ground segment of the minimal flight telerobot need not 
be very complex to be highly effective. The recent 
demonstrations of telerobotic capability at JPL allowed the 
operator to use a wire-frame overlay on the video image 
returned from the remote site to designate objects. More 
recently, RCA, under contract to JPL to create an integrated 
Operator Control Station for the telerobot testbed, has 
demonstrated the use of wire-frames for ‘analogic’ designation 
in conjunction with voice input and output for ‘symbolic’ 
designation. One can certainly imagine an operator using the 
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two six-degree-of-freedom hand controllers to control the 
position and orientation of wire-frame overlays while using 
voice control to call up named objects or give new names to 
object models being created. The operator, by matching the 
position of the wire-frames on the unprocessed video from the 
telerobot site in a stereo display, will be able to achieve 
millimeter precision in ‘telling’ the control system where 
objects are located (machine vision techniques can refine this 
further if needed). The operator can then invoke ‘skills’ such 
as bolt removal, handle grasping, or other operations involving 
contact with the environment using a combination of analogic 
‘pointing’ and symbolic voice inputs. A repertoire of a few 
dozen ‘skills’ will allow an operator to conduct a complex task 
without any significant advance preparation or extensive data 
base, with or without a time delay in the control loop. If a 
complete task data base is available, then a ‘virtual force field’ 
can be created around objects in the environment and used to 
backdrive the FRHC’s to avoid contact while teleoperation is 
underway. The only physical contact permitted by the system 
would be when control is ‘traded’ to the autonomous system 
for execution of a skill, or when ‘shared’ control is invoked, 
where the autonomous system controls all forces while the 
human directs motion in unconstrained directions. 
Demonstration of this shared and traded control methodology 
is a principal objective for the telerobot testbed in the coming 
year. 
CONCLUSIONS 
A near-term telerobot flight segment needs only 1) video 
cameras and 2) the inner core of the servo-control system, able 
to maintain stable control over the arms while in free space 
motion, to decellerate smoothly near the task, to move very 
slowly in a guarded move to the instant of contact, and to 
switch to force control for executing the appropriate compliant 
frame definition for the task at hand. A processor with as little 
as 2 MIPS and 300 KFLOPS should be adequate for this 
minimal time-delayed telerobot. The downlink would be 
video at a few hundred Mbits per second, and the uplink 
would be trajectory spline parameters, compliant frame 
definitions, and error condition predicates at -100 Kbits per 
second. 
In the longer term it may become advantageous to fly the 
entire MCM, S&P, RTC, and part of the AIP subsystems 
(some of the Artificial Intelligence Planner will always be 
located at the operator conrol station for replanning and to 
give advice). This, however, will only improve the 
performance by an order-of-magnitude or so over the minimal 
system described above (which has some four to five 
orders-of-magnitude economic advantage over the use of 
astronauts for these tasks). The computational load of the 
flight subsystems will jump from a few MIPS and some 0.3 
MFLOPS to perhaps 30-100 MIPS and 10-50 MFLOPS of 
general-purpose computer and 1O00’s of MIPS of image 
processor. Thus great advances in flight-qualified 
computation are needed to evolve much beyond the minimal 
time-delayed telerobot. Yet the minimal time-delayed 
telerobot, which can be configured from the imminently 
flight-qualified NS32016 or 80386 processor families, offers 
huge economic benefits for orbital assembly, maintenance, 
and repair tasks. 
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A b s t r a c t  
P r o b l e m s  in z m n g e  u n d e r s t a n d z n g  i n v o l v e  a wide ra  
- i t t y  o f  d a t a  ( e  g , i m a g e  a r r a y s ,  edge m a p s ,  3 - 0  shape  
viodpls) a n d  processes  o r  a lgorz thn i s  ( e  g , c o n u o l u t i o n .  
' ~ a t ~ i r e  e x t r a c t z o n ,  r e n d e r z n g )  T h i s  p a p e r  descrzbes t h e  
u s e r  In t e r face  a n d  u n d e r l y i n g  s t r u c t u r e  of  a n  I m a g e  [in- 
d e r s t a n d i n g  LVorks ta t zon  des igned  t o  s u p p o r t  mu l t zp l e  l ev -  
e ls  a n d  t y p e s  o f  r e p r e s e n t a t i o n s  f o r  bo th  d a t a  a n d  p r o -  
ces ses .  
T h e  I m a g e  U n d e r s t a n d z n g  W o r k s t a t i o n  consz s t s  o f  t w o  
papts  t h e  I m a g e  U n d e r s t a n d z n g  ( I U )  F r a m e w o r k ,  a n d  t h e  
u s e r - i n t e r f a c e  T h e  I l l  F r a m e w o r k  zs t h e  s e t  o f  d a t a  a n d  
process  r e p r e s e n t a t z o n s .  I t  znc ludes  m u l t z p l e  levels  of  r ep -  
- e ~ e n t a t i o n  f o r  d a t a  s u c h  a s  i m a g e s  ( 2 - D ) ,  s k e t c h e s  ( -7 -D) ,  
s u r f a c e s  ( ? - I / ?  D ) ,  a n d  m o d e l s  f 3 - D )  T h e  r e p r e s e n t a t z o n  
s i  n e m e  f o r  processes  c h a r a c t e r i z e s  t h e i r  z n p u t s ,  o u t p u t s ,  
a n d  p a r a m e t e r s  D a t a  a n d  processes  m a y  reszde on dzf-  
f e r e n t  c las ses  o f  m a c h z n e s  
T h e  u s e r - i n t e r f a c e  io  t h e  IU W o r k s t a t z o n  gzues t h e  u s e r  
c o n v e n z e n t  access  for crea t zng ,  m a n z p u l a t z n g ,  t r a n s f o r m -  
zng,  a n d  dzsplayzng z m a g e  d a t a  T h e  u s e r - z n t e r f a c e  f o l  
lows t h e  s t r u c t u r e  of t h e  I U  F r a m e w o r k  a n d  gzues t h e  u s e r  
con t ro l  o u e r  mu l t zp l e  t y p e s  of d a t a  a n d  processes  B o t h  t h e  
I U  F r a m e w o r k  a n d  u s e r - z n t e r f a c e  are i m p l e m e n t e d  o n  a 
L I S P  m a c h z n e  
By d e v e l o p i n g  a f u n d a m e n t a l  s e t  o f  r epresen ta t zons  a n d  
( I  c o n s z s t e n t  u s e r - i n t e r f a c e ,  t h e  IC' W o r k s t a t z o n  prov ides  
11 r i c h  e n i z r o n m e n t  f o r  a l g o r z t h m  deve lopers  a n d  s y s t e m  
f n g z n e e r s  t o  i m p l e m e n t  a n d  s t u d y  applzcatzons zn z m a g e  
i t n d e r s t a n d t n g  
I K T RO D I-C'T IO S 
Problems in image understanding irivolve a wide va- 
i i + t > -  [Jf  data (e .g . ,  image arrays, edge maps. 3-D shape 
:iiodels) and pr'jcesscs or algorithms (e.g.. convolution, 
it.;tture extraction, rendering). A critical issue in iniage 
,::iderstanding ( I U )  is the representation of data .  Data 
! n  I V  work includes initial sensor-derived numeric array> 
and more abstract, symbolic representations such as  lists 
of edges. Appropriate representations must exist in a n  
IU system t o  accomodate these different levels of infor- 
mation. The characteristic computations in IU work are 
also diverse, ranging from numerically intensive t o  syni- 
bolic. The goal of the Image Understanding Workstation 
described in this paper is to  provide an integrated and 
highly interactive software environment to support such 
diverse IU activity. 
In general, IU software environments are evolving into 
integrated systems of considerable computational and rep- 
resentational power [4]. Some recent systems illustrating 
these trends are: Visions [2], Powervision [5], and SuperS- 
ketch [Si. As described in the review article by McConnell 
and Lawton [4], the basic components of general IU envi- 
ronments are: representations, programming constructs, 
system-specific databases, and user-interfaces. 
Several current IU environments are built on top of 
object-oriented programming environments that readily 
support da ta  and process abstraction. Key attributes of 
object-oriented environments are: abstract type defini- 
tion, combination and inheritance mechanisms, and ac- 
cess to diverse objects through a uniform set of messages 
[ 4 ] ,  
The Image Understanding Workstation described in 
this paper consists of two parts: the Image Understand- 
ing ( I U )  Framework, and the user-interface. 
I I; F R .4 11 E WO R K 
The IU Framework consists of the fundamental set 
of data  and process representations in the I U  Worksta- 
tion. As shown in Figure 1, the IU Framework includes 
representations for I U  da ta  and a core set of IC; algo- 
rithms. The I V  Framework is intended to be a foundation 
for other program modules such as control strategies and 
applicatiorl-specific environments. 
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I t l R G E  UNDERSTANDING FRAIIEUORK 
(1) Data Representations 
rmlitple levels of representatan f a :  
3-D rnodek 
swfaces 
2-0  sketch 
images 
grovped into 'worlds' accwding to inherent 
organization, e.9,  image world 
Fourier world 
map world 
(2) Process Representations 
characterize algorithms according to inprts, 
outputs, parameters, and ma& environment 
(e.g., Ewpbrer, VAX, ... ) 
Databases r--l 
( i )  Data  Representations 
Problems in image understanding involve da ta  a t  dif- 
ferent levels of abstaction, ranging from numeric arrays 
created by a sensor, to  extracted feature objects such as 
curve lists. The  goal is t o  provide a range of da ta  repre- 
sentations appropriate for each of these types of informa- 
t ion. 
Data  objects share several kinds of information such 
as: da ta  type, data ,  name, domain and range dimension- 
ality, and axis information which completely describe the 
underlying data .  In addition, da ta  objects have a n  associ- 
ated display-options attribute which specifies the default 
way to display the object in the I U  Workstation. 
Figure 2 illustrates two different types of da ta  objects 
in the IU Workstation: the bridge image in the left win- 
dow is a 2D-ARRAY, and the set of extracted contours in 
the right window is a 2D-INSTANCE-LIST. The  under- 
lyins data  for the extracted contours is a list of contour 
line objects (not a one-bit array). Each contour line ob- 
ject in the list is a da ta  object characterized by: number. 
type, length, elevation. list of points. thickness, and color. 
Further data  abstraction to  lines of a minimum length is 
illustrated in Figure 3. 
Data objects i n  the I U  LVorkstation can  be creal ! 
using data  from either LISP arrays, VAX files. or Odyssey 
' 1 :  format files. Appropriate defaults are provided for axis 
information and display options. 
Data objects in the IG kVorkstation are assigned t o  
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"worlds" according to  the inherent organization of the 
da ta  in the object. For example, an Image LVorld has 01)- 
jects whose da ta  is addressed by rows and columns in an 
array. hlap World da ta  is accessed by latitude, longitude. 
and elevation; Hough World da ta  is accessed by radius 
and angle. The  use of "worlds" classifies d a t a  objects b!- 
type. allowing processes and methods selective access to 
particular groups of da ta  objects 
The relationship between da ta  objects and process 
objects is shown in Figure 4. 
( i i )  Process Representations 
Processes or algorithms are also implemented as ob- 
jects in the IU Workstation. ,\ process is characterized by 
its input data-object(s) and world, output  da ta  object(s) 
and world, parameters, and class of machine. Processes 
are invoked via an evaluate method that  automatically 
saves a copy of the information about the process being 
executed: its inputs, outputs, and arguments. 
Processes in the IU Workstation are not liniited to  
the LISP environment. A Remote Processing Object has 
been implemented to forward commands and monitor re- 
sponses from remote hosts. Currently. the Remote Pro- 
cessing Object uses the Telnet window protocol to coni- 
municate with VAX systems. This integrated approa<.li 
allows numerically intensive operations tO be sent to  311 
appropriate machine for computation. The ILr LVorkst :I- 
tion provides the entire interface for the remote process. 
r,TIlwting pathnames and arguments. then sending the in- 
-, + .  . .: t.ction to the remote host. Remote computations can 
I ! ,  ,nonitored from the I U  Workstation and output files 
P 
CONFIOURATION SELECT COLOR BARS SELECT DESCRIBE 
MENU OF OPERATIONS 
REFRESH SELECT WORLD MENU 
RETURN DESCRIBE INTERROGATE DESCRIBE 
CREATE APPLICATIONS 
DELETE COLOR MAP 
Figure 2. 
1251 br idge2  E271 br idge2-contours  
Figure 3 .  
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Choose input 
data-object from 
Input World 
11: M’nrlcstztiqn commands are selectable L j  I I I U U ~ ~ ,  
i--igned keystroke, or typein, and extensive help and doc- 
.:~.entatiori are a part of each coniirianci definition I n  
general, commands in the I U  Workstation are niouse- 
button specific. That  is, left mouse clicks on a command 
give default behavior; middle or right, mouse clicks give 
menus. Default behaviors (e.g., default parameters for 
displays, or default input and output worlds for processes) 
allow the user to  rapidly specify simple tasks. 
Pop-up command menus are used in the I U  Worksta- 
tion to hold less frequently used commands. Screen space 
is saved by grouping these commands into a pop-up menu 
that is accessed by a n  assigned keystroke. For example, 
commands related to  the Remote-Processing-Object are 
handled in this manner. 
Figure 1. 
can be automatically set up  as da ta  objects in the IU 
Workstation. 
Figure 5 shows the results of a n  algorithm executed 
through the Remote Processing Object. The  input image 
is shown in the upper left window. A VAX-based FOR- 
TRAN scene segmentation program was used to  create 
the output segmented images shown in the upper right 
and lower left windows. A pop-up menu showing the pa- 
rameters used in the Scene Segmentation process is also 
displayed. 
Note that  processss arc aim iiiip!r:nented as objects 
In the IU \$-orkstation. As such, they can be treated as 
”data” in the sense that higher level control strategies or 
knowledge representations can be constructed to  manip- 
ulate or reason about process objects. (See Figure 1.) 
USER-INTERFACE 
The  IU Workstation user-interface is the set of tools 
for accessing, manipulating, and visualizing objects in the 
IU environment. The  user-interface is window-oriented 
and gives the user a consistent set of commands for man- 
aging a complex set of image da ta  and processes which 
reside either on the LISP machine or a remote machine. 
The goal of the IU Workstation user-interface is to  
The  commands in the IU Workstation provide a com- 
mon interface (or set of messages) t o  the different da ta  
objects in the IU environment. For example, the DIS- 
PLAY command uses appropriate display code accord- 
ing to  whether or not the selected da ta  object is a 2D- 
array, 2D-instance-list, or other da ta  type. Similarly, a 
DESCRIBE command is applicable to all objects in the 
IU environment. 
Another key feature of the IU Workstation user in- 
terface is the functionality included in the display win- 
dows. Display windows have a n  associated virtual win- 
dow which describes the mapping between displayed data  
values and window coordinates. Thus, display windows 
support operations for zooming, copying, interrogating, 
and extracting portions of the displayed d a t a  using the 
mouse. The IU Workstation display windows maintain 
information about the d a t a  being displayed, and also how 
it is displayed (i.e., magnification, color map, annotation, 
etc.) Display capability exists for both color and black 
and white monitors. The  I U  Workstation is implemented 
on the Texas Instruments Explorer I1 Lisp Machine. 
SUMMARY 
- 
give the user simple and rapid communication with the IU 
envrionment through mouse-button selectable commands, 
menus with appropriate default settings, and pop-up de- 
scription windows for all objects in the environment: data  
objects, process objects, and windows and associated dis- 
plays. ciiines are supported. 
The Image Understanding Workstation described in 
this paper is implemented in a n  object-oriented program- 
mi?g environment and includes multiple levels of repre- 
’ . ;ations for IU data .  Processes or aleorithnis are ai-. 
characterized and computations on different. classes of ma- 
The screen of the ICT Workstation is comprised of sev- 
eral types of windows: command menus, display windows, 
and a Lisp typein window. The  screen can be reconfigured 
with fewer command menus in order to  maximize display 
space. The three bottom-level menus shown in Figure 5 
$-r,!itain the basic commands for window reconfiguration, 
graphics, and da ta  manipulation. 
The  user-interface to  theIU bvorkstation is composed 
of basic tools for visualizing, manipulating, and access- 
ing objects in the I U  environment. The user-interface is 
highly interactive, window-oriented, and gives the user a 
consistent set of commands for managing the complexity 
inherent in IU envrionnients. 
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ABSTRACT 
Machine vision allows a non-contact means of determining the 
three-dimensional shape of objects in the environment, 
enabling the control of contact forces when manipulation by a 
telerobot or traversal by a vehicle is desired. Telerobotic 
manipulation in Earth orbit requires a system that can 
recognize known objects in spite of harsh lighting conditions 
and highly specular or absorptive surfaces. Planetary surface 
traversal requires a system that can recognize the surface 
shape and properties of an unknown and arbitrary terrain. 
Research at JPL on these two rather disparate types of vision 
systems is described. 
INTRODUCTION 
The JPL Robotics Laboratory has been conducting sensing 
and perception research since the mid 1 9 7 0 ’ ~  when a task was 
undertaken to develop a breadboard Mars rover which could 
navigate autonomously over unknown terrain. At that time, 
and continuing to the present, the principal sensor modality 
addressed was machine vision. This arises from the fact that it 
is essential, both in planetary rover and orbital tasks, to sense 
the environment prior to actual physical contact so that contact 
forces can be controlled. The available non-contact sensing 
techniques are limited to those based on electromagnetic 
radiation and those based on sound. Obviously sound is not 
useful in vacuum and of limited use in extremely rarified 
atmospheres. Electromagnetic sensing can be of an active 
type, emitting radiation and sensing the reflection, or passive, 
relying on ambient radiation. Active sensing systems can give 
direct information such as object range, but often consume 
excessive power and involve mechanical scanning devices 
which are potentially unreliable, Thus passive electromagnetic 
sensing is an attractive means of accomplishing the 
non-contact sensing function. The only wavelengths for 
which large amounts of ambient radiation exist in space are 
those emitted by the Sun, i.e. visible light and near E. 
Sensors for these wavelengths are readily available with very 
good spatial and temporal resolution and accuracy in the form 
of solid-state video cameras. This has the further advantage 
that the human operator can easily comprehend the raw data 
from these sensors using a video display. 
More recently, machine vision research at JPL has been 
extended to applications for near-Earth orbit. A useful space 
telerobot for on-orbit assembly, maintenance, and repair tasks 
must have a sensing and perception subsystem which can 
provide the locations, orientations, and velocities of all 
relevant objects in the work environment. Examples of the 
potential uses of such technology are robotic systems for 
capturing satellites which have arbitrary and unknown motion, 
and robotic systems for construction in space. 
VISION FOR SPACE TELEROBOTICS 
The sensing and perception subsystem of the Telerobot 
Testbed at JPL is designed to acquire and track objects 
moving and rotating in space, and to verify the locations of 
fasteners, handles, and other objects to be contacted or 
avoided during the space task. This system uses an array of 
three fixed ‘wing’ cameras and two cameras mounted as a 
stereo pair on a robot arm, which permits them to be aimed at 
specific objects of interest from good view angles. Processing 
is performed by custom image-processing hardware and a 
general purpose computer for high-level functions. The 
image-processing hardware, originally Ih4FEX (for Image 
Feature Extractor) and being upgraded to PIFEX (for 
Programmable Image Feature Extractor) is capable of large 
numbers of operations on images and on image-like arrays of 
data. Acquisition utilizes image locations and velocities of 
features extracted by the feature extractor to determine the 
3-dimensional position, orientation, velocity and angular 
velocity of an object. 
PIFEX has been described in more detail elsewhere [ 1][2]. 
The organization of the acquisition and tracking system is 
shown in Figure 1. The Feature Tracker detects features in the 
images from each camera, tracks them as they move over 
time, smooths their two-dimensional positions, and 
differentiates the positions to obtain their two-dimensional 
velocities in the image plane. When enough features are being 
tracked, the Motion Stereo module uses the information from 
all of the cameras for some particular time to compute the 
partial three-dimensional information. The Stereo Matcher 
refines this information and computes estimates of the scale 
factor and bias. It uses a general matching process based on a 
probabilistic search. In this process, features from one camera 
are matched one at a time to features from another camera in 
order to build a search tree. For each combination of mal 
matches, a least-squares adjustment is done for the scale factor 
and bias that produces the best agreement of the matched 
features. The Model Matcher matches the three-dimensional 
feature positions (and any other feature information available) 
to those of the object model in order to determine the 
three-dimensional position and orientation of the object [3]. 
Meanwhile, the Feature Tracker, running concurrently with 
the other modules, still has been tracking the features (those 
that have remained visible). The latest positions of these 
features, together with the information from the model 
matcher that indicates which object features they match, are 
used by the Tracking Initializer to update the object position 
and orientation to the time of this most recent data. The 
position, orientation, velocity, angular velocity, and their 
covariance mamx from the Tracking Initializer are used as 
initial conditions in the Object Tracker. It rapidly and 
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accurately updates this information. Currently, the features 
that it looks for in the images are the object edges. Using 
edges produces more complete information than using 
vertices. Edges can be used easily here, because the 
one-dimensional information from edge elements suffices 
once the approximate object position and orientation are 
known [4]. 
More complete descriptions of the acquisition and 
tracking system have been published elsewhere [5 ] .  
VISUAL NAVIGATION AND HAZARD AVOIDANCE 
Because of the long signal time to Mars (anywhere from 6 
minutes to 45 minutes for a round trip at the speed of light), it 
is impractical to have a rover on Mars (the nearest candidate 
for a planetary rover) that is teleoperated from Earth (that is, 
one in which every individual movement would be controlled 
by a human being). Therefore, some autonomy on the rover is 
needed. On the other hand, a highly autonomous rover (which 
could travel safely over long distances for many days in 
unfamiliar temtory without guidance from Earth and obtain 
samples on its own) is beyond the present state of the art of 
artificial intelligence, and thus can be ruled out for a rover 
launched before the year 2000. 
Semiautonomous navigation is an intermediate between these 
two extremes. In this technique, local paths are planned 
autonomously using images obtained on the vehicle, but they 
are guided by global routes plmned less frequently by human 
beings using a topographic map, which is obtained from 
images captured from a satellite orbiting Mars. The orbiter 
could be a precursor mission which would map a large area of 
Mars in advance, or it could be part of the same mission and 
map areas only as they are needed. As commanded from 
Earth, the orbiter would take a stereo pair of pictures (by 
taking the two pictures at different points in the orbit) of an 
area to be traversed (if this area is not already mapped). These 
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pictures might have a resolution of about one meter, although 
poorer resolution could be used. The pictures are sent to 
Earth, where they are used by a human operator (perhaps with 
computer assistance) to designate an approximate path for the 
vehicle to follow, designed to avoid large obstacles, dangerous 
areas, and dead-end paths. This path and a topographic map 
for the surrounding area are sent from Earth to the rover. This 
process repeats as needed, perhaps once for each traverse 
between sites where experiments are to be done, or perhaps 
once per day or so on long traverses. 
The sequence of operations taking place on Mars is as follows. 
The rover views the local scene and, by means discussed 
below, computes a local topographic map. This map is 
matched to the local portion of the global map sent from 
Earth, as constrained by knowledge of the rover’s current 
position from other navigation devices or previous positions, 
in order to determine the accurate rover position and to 
register the local map to the global map. The local map (from 
the rover’s sensors) and the global map (from the Earth) are 
then combined to form a revised map that has high resolution 
in the vicinity of the rover. This map is analyzed by 
computation on the rover to determine the safe areas over 
which to drive. A new path then is computed, revising the 
approximate path sent from Earth, since with the local high 
resolution map small obstacles can be seen which might have 
been missed in the low-resolution pictures used on Earth. 
Using the revised path, the rover then drives ahead a short 
distance (perhaps ten meters), and the process repeats. 
With the computing power that it will be practical to put on a 
Mars rover in the 1990’s, the computations needed to process 
a stereo pair of images and perform the other calculations 
needed may require roughly 60 seconds. If these are needed 
every 10 meters and it takes the rover 30 seconds to drive 10 
meters, the resulting average rate of travel is 10 meters every 
90 seconds, which is 11 c d s e c  or 10 kdday. If a 
ten-kilometer path is designated from Earth each time, only 
one communication per day is needed, and the rover could 
continue to drive all night, using strobe lights for illumination. 
On the other hand, the method is more reliable than 
autonomous operation, because of the human guidance and the 
overview that the orbital data provides. 
There are several types of computations that need to be done 
on the rover (or on a Mars orbiter in  constant communication 
with the rover). These include the computation of a depth 
map, the computation of a topographic map, the matching of 
this map to the global data base and merging with it, analyzing 
the traversability of the area, planning a path, and monitoring 
the execution of the path. Some of these now will be 
discussed in more detail. 
The first step in the processing on the rover is the production 
of the depth map (the distances to densely packed points over 
the field of view of the sensing device). One way of obtaining 
this is with a scanning laser range finder, which produces the 
depth map directly. Another way is to use two or more 
cameras for stereo vision. By the usual stereo process of 
matching and triangulation the depth map is computed. Other 
computer vision techniques, such as shape from shading and 
texture analysis, can aid in this process. Each approach has 
advantages and disadvantages. Stereo vision usually is more 
accurate at close ranges but less accurate at long ranges than 
laser range finders. On the other hand, laser range finders are 
limited in the maximum range at which they are effective. 
Laser range finders tend to make fewer errors than stereo 
vision, but each can fail to produce results under different 
conditions. Stereo vision and other computer vision 
techniques are attractive since stereo cameras will be available 
for scientific sample designation or core locating purposes in 
any event. Also, solid state cameras are small, have no 
moving parts, and take less power than laser scanners. Stereo 
matching is a computation-intensive process which is 
benefiting greatly from recent advances in microelectronic 
fabrication, while scanning mirrors remain prone to 
mechanical problems. Most likely, a rover should use both a 
scanning laser range finder and stereo cameras, to produce the 
best results by combining their measurements and to provide 
reliability in case of failure. 
Recent research efforts at JPL have studied various types of 
stereo matching. First, we have explored the use of 
sophisticated statistical algorithms to reduce the error rates of 
two-camera stereo. Second, we are exploring the use of 
additional cameras and multiple cross-correlation to reduce the 
error rate (and possibly reduce the computational load, due to 
the need to match smaller patches of the images in order to 
achieve a given level of reliability). By using a linear array of 
multiple cameras which are mounted parallel so that matching 
between cameras is along corresponding scan lines, special 
hardware could be built to implement matching algorithms at 
frame rate. Lastly, techniques of multiresolution pyramid 
decomposition have been employed (where a succession of 
low-pass and band-pass images are produced from the original 
image). In this multiresolution technique, objects are matched 
at low resolution, and then these matches are used to guide the 
search at the higher resolutions. All of these techniques show 
promise in producing reliable depth maps and they can be 
combined in various ways. All of these techniques use small 
image patches, which are correlated between images. These 
are called area-based techniques, and differ from the 
feature-based techniques (using edges or vertices) used in 
vision for space telerobots. The primary difference results 
from the fact that spacecraft (and man-made objects in 
general) have a relatively small number of well-defined visual 
features, while natural terrain has a very large number of 
edges and vertices, and so is not compactly represented by 
simple feature extraction. 
Once acquired, the depth map is transformed into an elevation 
map (altitudes for densely but unequally spaced horizontal 
positions). An important issue is whether to keep the data in 
the iconic form of the elevation map, in which case the 
topographic map sent from Earth also would be in this form, 
or to reduce the data to a more symbolic form. 
In the iconic case, the elevation map from one view is merged 
with the elevation map in the data base by a process of 
correlation and averaging, which also produces the best 
estimate of vehicle position as that which produces the best 
correlation. (Information other than elevations, such as 
reflectance, could be used also.) However, this computation is 
more complicated than ordinary correlation because the points 
are not equally spaced, there may be significant uncertainties 
in their horizontal positions, and there may be occasional 
mistakes in the stereo data. 
In the symbolic case, some description of objects in the scene 
would be extracted, for example ellipsoidal approximations of 
rocks [6] together with descriptions of ground slope. The 
same type of description would be developed from the orbital 
images on Earth and sent to the rover, and the matching and 
merging process would use these symbolic descriptions [7]. 
Here the techniques of vision for natural terrains begin to 
converge with the techniques for space telerobotics, in that the 
symbolic representations can be viewed as a form of feature 
extraction. However, these features are much more complex 
(e.g. ‘rock’ or ‘crater’) than those used for man-made objects 
(‘edges’ or ‘vertices’). Thus low-level processing and special 
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hardware are not generally applicable to this type of feature 
extraction. 
With either kind of description, the local data are merged with 
the global data base to produce an updated data base. In some 
cases, each new view would be merged immediately with the 
global data base. However, in some cases, the matching 
process may not be able to correlate accurately with the global 
data base because of the lack of prominent features, but there 
may be enough smaller features to correlate with the 
high-resolution views seen previously from nearby locations. 
Therefore, a local data base could be built up by merging 
several local views. Then when suffiently prominent features 
are encountered to match well to the global data base, the local 
data base would be merged with it. In general, there could be 
a hierarchy of data bases produced in this manner. 
Traversability can be determined by analyzing the data base to 
determine the slope and roughness of the ground at each 
horizontal position. This can be done by local least-square fits 
of planar or other surfaces and analysis of the residuals. A 
way of doing this for the iconic representation will be tried in 
the current JPL project. (If the data base is in symbolic form, 
the information may already be there in the form needed.) 
More complete descriptions of the Mars Rover local 
navigation and hazard avoidance process have been published 
elsewhere [8]. 
CONCLUSIONS 
Machine vision will be an important element of both space 
telerobots and planetary rovers. Generally, the vision systems 
of space telerobots will use feature extractors to generate a 
reduced representation of the scene, and feature-based 
matching in multiple cameras to generate 3-D representations. 
Planetary rovers, on the other hand, will use area-based scene 
matchers (as well as active techniqes such as laser scanning, 
which are less useful on orbital tasks due to the highly 
absorptive and specular surfaces employed) to determine the 
3-D geometry of the scene. Once the 3-D geometry is known, 
space telerobots will generally try to recognize known objects 
or generic classes of items, such as fasteners. Planetary rovers 
may never need to assign symbolic names to objects in a 
scene-- a map of elevation, slope, roughness, estimated surface 
friction and load-bearing strength may be all that is needed. It 
is only a more sophisticated rover which needs to reason about 
landslides, unstable rocks, or 'box canyons' that may need any 
symbolic representation at all. Thus it may be that the two 
types of vision system remain quite distinct in their 
development, hardware, and implementation for many years to 
come. 
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ABSTRACT 
Th is  paper descr ibes t h e  use o f  a speaker- 
dependent connected word r e c o g n i t i o n  system t o  
c o n t r o l  an A i r  T r a f f i c  Contro l  (ATC) demonstra- 
t i o n  workstat ion,  and t h e  work which went i n t o  
develop ing t h a t  speech system. The works ta t i on  
w i t h  speech r e c o g n i t i o n  was demonstrated l i v e  a t  
an A i r  T r a f f i c  C o n t r o l l e r ' s  Assoc ia t i on  conven- 
t i o n  i n  1987. The paper discusses the  purpose 
o f  t h e  demonstrat ion workstat ion,  and high1 i g h t s  
t h e  development o f  t h e  speech i n t e r f a c e .  Th is  
i nc ludes :  
hardware and software, and overview o f  t he  speech 
d r i v e n  works ta t i on  func t i ons ,  a d e s c r i p t i o n  o f  
t h e  speech vocabulary/gramnar, and d e t a i l s  t h e  
en ro l lmen t  and t r a i n i n g  procedures used i n  
p repar ing  t h e  c o n t r o l l e r s  f o r  t h e  demonstrations. 
Although no q u a n t i t a t i v e  r e s u l t s  a r e  ava i l ab le ,  
t h e  paper discusses t h e  p o t e n t i a l  b e n e f i t s  o f  
u s i n g  vo i ce  as an i n t e r f a c e  t o  t h i s  t ype  o f  
workstat ion,  and h i g h l i g h t s  l i m i t a t i o n s  o f  t he  
c u r r e n t  speech technology and where more work i s  
r e q u i  red. 
INTRODUCTION 
For many years, speech has been recognized as one 
o f  t h e  p r e f e r r e d  man-machine i n t e r f a c e s .  W i th in  
the  l a s t  decade, w i t h  the  advent o f  low-cost 
speech process ing hardware and software, we have 
begun t o  see comnercial a p p l i c a t i o n s  which 
u t i l i z e  speech as an i n t e r f a c e  between man and 
machines. There have been many successful 
systems p r o v i d i n g  vo i ce  response app l i ca t i ons ;  
f o r  example, vo i ce  ma i l .  
speech r e c o g n i t i o n  have g e n e r a l l y  been 1 i m i  t e d  t o  
areas where t h e  vocabulary  r e q u i r e d  t o  i n t e r a c t  
w i t h  t h e  system has been small ,  and where the  
words can be spoken i n  i s o l a t i o n .  
successes have come i n  t h e  areas o f  f a c t o r y  
q u a l i t y  i nspec t i ons  and i n v e n t o r y  c o n t r o l .  
a b r i e f  d e s c r i p t i o n  o f  t h e  speech 
A p p l i c a t i o n s  us ing  
Many o f  these 
I n  t h e  l a s t  3 o r  4 years, t h e  speech i n d u s t r y  
has begun t o  address t h e  problems associated 
w i t h  us ing  speech t o  i n t e r f a c e  w i t h  more complex 
tasks. Some o f  these tasks  have inc luded:  
vo i ce  c o n t r o l  o f  AFT1 F-16 c o c k p i t  systems, 
d i c t a t i o n  us ing  a vo i ce  actuated t y p e w r i t e r  
(VAT), vo i ce  c o n t r o l  o f  s tock market o rde r  e n t r y  
s ta t i ons ,  and medical t r a n s c r i p t i o n  te rm ina ls .  
A l l  o f  these systems r e q u i r e  h ighe r  l e v e l s  o f  
speech r e c o g n i t i o n  performance than t h e  e a r l i e r  
app l i ca t i ons .  These new a p p l i c a t i o n s  r e q u i r e  
l a r g e r  vocabular ies,  more connected speech 
c a p a b i l i t i e s ,  and e a s i e r  t r a i n i n g  mechanisms. 
I n  add i t i on ,  these new a p p l i c a t i o n s  con t inue  t o  
r e q u i r e  system r e c o g n i t i o n  accurac ies o f  
g r e a t e r  than 95%. 
o f  these more complex tasks  have met w i t h  vary-  
i n g  degrees o f  t e c h n i c a l  success, b u t  none o f  
these systems have y e t  achieved widespread 
comnercial success t o  date. 
T h i s  paper descr ibes an e f f o r t  t o  use a commer- 
c i a l l y  a v a i l a b l e  speech r e c o g n i t i o n  product  
f rom Texas Inst ruments as an i n t e r f a c e  t o  a 
complex workstat ion,  an A i r  T r a f f i c  C o n t r o l l e r s  
Workstat ion. 
t h e  Ground Systems Group o f  Hughes A i r c r a f t  and 
the  Computer Science Center Speech And Image 
Understanding Lab o f  Texas Instruments, Inc. 
The goal was t o  develop a speech i n t e r f a c e  f o r  
Hughes-designed demonstrat ion ATC workstat ion.  
The works ta t i on  was d i sp layed  a t  t h e  1987 A i r  
T r a f f i c  C o n t r o l l e r s  Assoc ia t i on  Convention i n  
Los Angeles, and a t  1987 Radio Technical Com- 
m iss ion  f o r  Aeronaut ics  i n  Washington DC. 
speech system was developed f o r  demonstrat ion 
purposes only. 
OVERVIEW OF THE SYSTEM 
The e f f o r t s  t o  meet t h e  needs 
Th is  was a j o i n t  e f f o r t  between 
The 
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F igu re  1 shows t h e  main hardware components o f  
t h e  demonstrat ion workstat ion.  The c o n t r o l l e r ' s  
console was composed o f  a 20-inch square c o l o r  
d i s p l a y  on which t h e  opera to r  cou ld  view t h e  a i r  
t r a f f i c  i n  h i s  own and a d j o i n i n g  sectors .  The 
console i nco rpo ra ted  severa l  i n t e r f a c e  tech-  
no log ies  i n c l u d i n g  a keyboard and t r a c k  b a l l  
(used i n  c u r r e n t  works ta t i ons ) ,  as w e l l  as a 
touch panel and speech r e c o g n i t i o n  i n t e r f a c e .  
Any o f  these devices cou ld  be used interchange- 
a b l y  by t h e  c o n t r o l l e r  t o  manage t h e  console. 
A Sun works ta t i on  was used as the  console con- 
t r o l l e r  d u r i n g  the  demonstrat ion, w h i l e  a PC 
c o n t a i n i n g  the  T I  speech r e c o g n i t i o n  system was 
t h e  o the r  major  p iece  o f  hardware. The PC was 
connected t o  the  Sun v i a  a RS-422 s e r i a l  com- 
municat ion l i n k .  I n  o rde r  t o  p rov ide  r e a l i s t i c  
data d u r i n g  the  demonstrations, t he  Sun work- 
s t a t i o n  hd been preloaded w i t h  a scenar io  from 
the  Los Angeles I n t e r n a t i o n a l  A i r p o r t  area. 
microphone cab le  was patched d i r e c t l y  from the  
console t o  t h e  speech hardware. 
The purpose o f  t h e  demonstrat ion was t o  show how 
t h e  use o f  va r ious  i n t e r f a c e  technologies made 
i t  e a s i e r  f o r  t h e  c o n t r o l l e r  t o  manage h i s  o r  
her  workstat ion.  There was no s i m u l a t i o n  o f  t he  
l i n k  between t h e  a i r c r a f t  and t h e  ground. 
Instead,  t h e  c o n t r o l l e r  j u s t  managed t h e  work- 
s t a t i o n  i n  f r o n t  o f  him. 
a i r space  scenar io  was f ree - runn ing  on t h e  console, 
w h i l e  t h e  c o n t r o l l e r  demonstrated t h e  fea tu res  
o f  t h e  man-machine i n t e r f a c e  w h i l e  us ing  t h e  
va r ious  i n p u t  devices. 
DESCRIPTION OF THE SPEECH SYSTEM 
The speech system used was t h e  Texas Inst ruments 
LR2000 r e c o g n i t i o n  system. 
s i n g l e  board o p t i o n  f o r  IBM PC's and compatibles 
based on t h e  TMS32010 d i g i t a l  s igna l  process ing 
ch ip.  The board i s  a f l e x i b l e  speech pe r iphe ra l  
capable o f  performing a wide v a r i e t y  o f  speech 
process ing tasks  i n c l u d i n g :  reco rd  / playback, 
text-to-speech, speech r e c o g n i t i o n  (bo th  i s o l a t e d  
and connected speech), and speaker v e r i f i c a t i o n .  
I n  a d d i t i o n ,  an a p p l i c a t i o n  sof tware development 
k i t  i s  a v a i l a b l e  t o  a l l o w  users t o  w r i t e  custom 
a p p l i c a t i o n s  u t i l i z i n g  any o f  these speech 
c a p a b i l i t i e s .  
F igu re  2 shows a b lock  diagram o f  t h e  speech 
r e c o g n i t i o n  process. 
speaker-dependent word hypothes izer  which has 
two i n p u t s :  t h e  r e a l - t i m e  speech i n p u t ,  and 
p r e v i o u s l y  s to red  vocabulary word templates. 
As t h e  user  speaks, h i s  i n p u t  speech i s  compared 
aga ins t  t he  templates; when a match i s  found t h e  
hypothes izer  ou tpu ts  a r e s u l t  t o  t h e  second 
l e v e l  o f  t h e  system. 
sentence recognizer. Th i s  subsystem compares 
compares the  ou tpu t  of t h e  word hypothes izer  
w i t h  a p r e v i o u s l y  defined gramnar s t r u c t u r e ,  and 
The 
Dur ing t h e  demos, t h e  
The hardware i s  a 
The lowest  l e v e l  i s  a 
Th is  second l e v e l  i s  t he  
ou tpu ts  recognized sentences t o  an a p p l i c a t i o n  
program on the  PC. The gramnar s t r u c t u r e  i s  a 
f i n i t e - s t a t e  gramnar which descr ibes a l l  t h e  
v a l i d  sentences i n  t h e  a p p l i c a t i o n  domain. 
vocabulary and grammar used i n  the  ATC demons- 
t r a t i o n  a re  descr ibed i n  t h e  nex t  sect ion.  
The advantages o f  t h i s  two- level  d e c i s i o n  
s t r u c t u r e  a re  two- fo ld :  
o f  t he  r e c o g n i t i o n  i s  improved s ince  more 
g loba l  knowledge o f  t h e  a p p l i c a t i o n  environment 
i s  a v a i l a b l e  a t  t h e  recognizer  l e v e l  ( i n  t h e  
form of t h e  a p p l i c a t i o n  gramnar), and two, by 
us ing  improved t r a i n i n g  procedures the  users 
can speak t o  t h e  system us ing  connected speech. 
DESCRIPTION OF THE VOCABULARY AND GRAMMAR 
The task  of determin ing where t o  use speech as 
an i n t e r f a c e  was a cooperat ive e f f o r t  i n c l u d i n g  
Hughes human fac to rs  exper ts ,  t h e  c o n t r o l l e r s  
who would be demonstrat ing t h e  systems, and t h e  
Texas Inst ruments speech a p p l i c a t i o n  developer. 
There were t h r e e  p r i n c i p a l  areas where speech 
was considered: 
r a d i o  u p l i n k  t o  a i r c r a f t ,  vo i ce  r e c o g n i t i o n  t o  
c o n t r o l  t he  works ta t i on  console, and speech 
synthes is  t o  n o t i f y  c o n t r o l l e r s  o f  c o n d i t i o n s  
r e q u i r i n g  a t t e n t i o n .  Since t h e  scenar io  t o  be 
demonstrated d i d  n o t  i nc lude  a s i m u l a t i o n  o f  t he  
r a d i o  up l i nk ,  t h a t  area was re jec ted .  The o t h e r  
two areas were bo th  considered ve ry  promis ing f o r  
us ing  speech, and were bo th  w i t h i n  t h e  cap- 
a b i l i t i e s  o f  T I ' S  speech product. 
t o  t ime c o n s t r a i n t s  i n  p repar ing  f o r  t h e  con- 
vention, o n l y  t h e  console c o n t r o l  vo i ce  recog- 
n i t i o n  was a c t u a l l y  implemented. 
The vo i ce  comnands f e l l  i n t o  two major  ca tegor ies :  
console d i s p l a y  c o n t r o l  and a i r c r a f t  s i t u a t i o n  
acknowledgement. The console d i s p l a y  c o n t r o l  
f u n c t i o n s  were concerned w i t h  how t h e  data was 
d i sp layed  on t h e  main console c o l o r  d i sp lay .  
These inc luded  d i s p l a y i n g  data f rom o t h e r  c o n t r o l  
sectors ,  changing t h e  d i s p l a y  range i n  m i les ,  
and h i g h l i g h t i n g  c r i t i c a l  f l i g h t  data elements 
f o r  s p e c i f i c  a i r c r a f t .  The a i r c r a f t  s i t u a t i o n  
acknowledgement comnands inc luded:  acknowledging 
a i r c r a f t  a l e r t s ,  acknowledging f l i g h t  p l a n  
post ings,  marking handof f  o f  a i r c r a f t  between 
sectors, and ass ign ing  a l t i t u d e s ,  beacon codes, 
and p r e f e r e n t i a l  routes. 
was de f i ned  t o  p rov ide  these func t i ons .  
prov ides a l i s t  of t he  vocabulary used i n  t h e  
demonstration. 
As p r e v i o u s l y  mentioned, t h e  LR2000 r e c o g n i t i o n  
system r e q u i r e s  b o t h  a vocabulary l i s t  and a 
a p p l i c a t i o n  gramnar. 
t h e  ATC works ta t i on  a p p l i c a t i o n  d i d  n o t  prove 
very d i f f i c u l t  s i nce  t h e  c o n t r o l l e r s  a r e  a l ready  
t r a i n e d  t o  use a standard "language" when con- 
t r o l l i n g  t h e i r  airspace. 
The 
f i r s t ,  t h e  robustness 
vo i ce  r e c o g n i t i o n  d r i v e n  by t h e  
However, due 
A vocabulary o f  94 words 
Table 1 
D e f i n i t i o n  o f  a gramnar f o r  
F igu re  3 shows a 
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portion of the system grammar describing the 
acknowledgement of alerts and the highlighting 
of flight data elements (FDE). The symbol<flid> 
indicates that the controller could at that point 
in the grammar say any of the flight identifiers 
which were available in the scenario and had been 
programed into the grammar. The syrnbol(1 - 8> 
indicates that the controller could say any 
digit from one to eight. Due to the limited 
nature of the demonstration, the possible flight 
identifiers were restricted to those occurring 
during the scenario. This restriction was also 
required due to the vocabulary size 1 imitations 
of the TI speech system. This size limitation 
is related to the processing power and memory 
space available on the speech hardware, and i s  
not a physical limitation of the recognition 
a1 gori thm. 
ENROLLMENT AND TRAINING STRATEGY 
Because the speech recognizer was speaker 
dependent, the system had to be trained to 
recognize each individual speaker. For the three 
day convention, 8 controllers were chosen to 
demonstrate the ATC workstation. Each controller 
was required to enroll the complete 94 word 
vocabulary. 
The enrollment strategy for the LR2000 system is 
a two-step process where each word is said once 
as part of a sentence and once in isolation. 
These two "templates" are then used to create a 
single recognition template for that word. The 
resulting template incorporates "coarticulation" 
effects which normally prevent speech recognition 
systems from being used with connected or 
conversational speech. The initial template 
creation took approximately 45 minutes for the 
94 word vocabulary. 
maintained their templates by periodically 
repeating a set of sentences which included all 
94 words of the vocabulary. 
required about ten minutes per repetition. 
In order to ensure good performance at the 
convention, the updates were performed at 
different times of the day over several weeks. 
In this way, each template included the daily 
variations which all o f  us have, along with any 
long-term variations which might appear. 
this process, several of the controllers had 
colds or allergies; the effects of which were 
included in the update process. 
supervised by one of the controllers who was 
trained to monitor the template creation and 
update function. By the time of the convention, 
the 8 controllers had updated each word at least 
7 times. In addition, at the convention, each 
of the controllers was again updated to accomodate 
the new acoustic environment in the convention 
hall. 
Subsequently, each controller 
This update process 
During 
The updates were 
RESULTS AND CONCLUSIONS 
The goal of the speech demonstration was met. 
The system demonstrated that today's speech 
recognition systems, in particular TI'S LR2000 
connected word recognition, are capable of being 
used in a complex workstation environment. 
system was demonstrated with speech by the 8 
controllers for three days approximately 6 hours 
each day. During that time, the controllers 
were able to demonstrate the operation of the 
ATC console using all the various interface 
technologies, including voice. The overall 
impression of both the viewing audience and the 
controllers using the system was that a speech 
recognition system providing connected speech 
recognition can be a useful part of an improved 
man-machine interface for advanced ATC work- 
station. 
While this demonstration was a success, there 
are many areas that must be considered by a 
system designer before a speech interface is 
actually implemented. 
systems are speaker-dependent, and thus require 
user enrollment and training. 
systems available do not have connected speech 
capabilities, they require a pause to be inserted 
between each word. TI'S LR2000 connected word 
recognition system is an exception. 
systems also have limitations on the number of 
words which can be recognized at one time. In 
addition to these concerns, the system designer 
also must look at the recognition accuracy which 
is required and how recognition error recovery 
will be handled. 
This is not t o  say that speech systems do not 
have a role to play. Recognition provides an 
excellent interface for tasks where an operator's 
hands and eyes are busy. In addition, in systems 
where the operator is required to manage a large 
variety and amount of data, the addition of 
speech as an alternative input device may provide 
an improved man-machine interface. 
Training systems utilizing recognition could 
provide high quality, lower cost operator train- 
ing where the recognizer would be used to 
determine the correctness of communication 
between an operator and other people. 
might be to use recognition to mimic the role of 
the pilot in aircraft under the control of an 
air traffic controller. 
nologies can also be used to provide more 
effective workstations. Speech output can 
provide audible warning or help messages. 
Speaker verification can be used to ensure that 
only authorized personnel log into a workstation. 
In conclusion, today's speech systems can provide 
The 
Most of today's speech 
Many of the 
Most 
An example 
Other speech tech- 
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for a more effective man-machine interface in the 
complex workstations required to manage complex 
tasks. 
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. -  
, *  
acknowledge alert <FLID> enter 
r " " a L 
<FLID> enter 
v '0 4 - 
highlight f de <FLID> field <1-8> enter 
- u v " .# 
(continued for remainder of grammar) 
Example Sentences: "Acknowledge Alert American Ten Enter" 
"Highlight FDE November 9871 Delta Field 3 Enter" 
FIGURE 3 - PORTION OF APPLICATION GRAMMAR 
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ABSTRACT 
A MULTI-SENSOR SYSTEM FOR ROBOTICS PROXIMITY OPERATIONS 
J.B. Cheatham, C.K. Wu, P.L. Weiland 
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Houston, Texas 77251-1892 
T.F. Cleghorn 
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Robots without sensors can perform only simple 
repetitive tasks and cannot cope with unplanned events. 
A multi-sensor system is needed for a robot to locate a 
target, move into its neighborhood and perform operations 
in contact with the object. This paper describes systems 
that can be used for such tasks. 
INTRODUCTION 
An integrated robotic SyStCXii capable c;f performing 
tasks in which the target is in an arbitrary location 
and orientation is described in this paper. This system con- 
sists of a PUMA 560 robot manipulator, a vision system 
with a camera mounted over the robotic work area, a 
force/moment sensor, a laser range finder, and an infrared 
proximity sensor. Two laboratory experiments were per- 
formed successfully using this system. One experiment 
simulates a simple industrial assembly task and the other 
permits battery replacement in a model of the Solarmax 
satellite. In the first experiment, the vision system is used 
to locate randomly placed pans. In the second, a laser 
range finder is combined with the infrared proximity 
sensor to locate the satellite model. These two ’visual’ sys- 
tems provide redundant information about an unk- 
nown environment. This redundancy can be used to check 
or confirm the visual information provided by either sys- 
tem. Fine motion control is achieved by employing the 
force/moment transducer and the infrared proximity sen- 
sor. 
Sensors are monitored and controlled by an expert 
system written in CLIPS (C Language Integrated Produc- 
tion System). CLIPS is a rule-based language written in C. 
All rules are sequenced by a priority rating. The priority 
rating is set by the rule ordering method [I] which 
arranges all rules in one long priority list. The rule with the 
highest priority, appearing earliest in the list, is triggered 
first. 
SYSTEM OVERVIEW 
The RTX robot, manufactured by UMI, is a six 
degree-of-freedom robot with five revolute axes and one 
translational axis. This manipulator is operated under pro- 
gram control using the C language. Belt drives are used 
for the shoulder, elbow and yaw joints and bevel gears 
for the roll and pitch axes. Accuracy of repetitive move- 
ments is within 0.5 mm. 
Figure 1 depicts the system configuration. The 
PUMA 560 is an industrial grade, six degree-of-freedom 
robot. This manipulator can be operated interactively or 
under program controi using the VAL ii language. A 
NAMCO Lasernet scanner attached to the first joint of the 
PUMA provides a vertical search arc of 90 degrees to a dis- 
tance of twenty feet. Rotating this device about the verti- 
cal first joint of the PUMA effectively provides a complete 
search of the robot’s workspace. 
Figure 1. System configuration 
A specially designed tape that reflects incoming light 
back at the incident angle is attached to the target. The 
returning pulse is detected by the Lasernet, which signals 
that the target has been located. An infrared proximity 
sensor, built into the end effector, determines the target 
orientation by examining a known surface of the target. 
A JR3 force/moment transducer, mounted on the end 
effector of the PUMA, provides a means for controlling 
the motion of the robot while maneuvering the objects. The 
JR3, an industrial grade force/moment measuring device 
[2], consists of a six degree-of-freedom force sensor 
and an electronics enclosure that contains a 12-bit ana- 
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log to digital converter. Resolution of the force meas- 
urements is 1 part out of 4096 of the full scale, (+/- 25 lbs 
along the x and y axis, +/- 50 lbs along the z-axis, and +/- 
75 in- lbs for moments). The digital data output from the 
A/D board is transferred to the PUMA controller via the 
d k c t  memory access @MA) bus. A VAL II subroutine, 
provided by the JR3 company, can be called in a program 
for measuring the forces and moments exerted on the end 
effector. 
A 3M vision development language (VDL) system 
with a camera mounted over the robotic work area pro- 
vides a high-speed vision development workstation for an 
IBM XT computer. This system includes a 512 x 512 x 8 
digitizer with two 256 Kbyte frame buffers and a signal 
processing board for image acquisition and processing. A 
wide variety of vision algorithms can be implemented 
interactively using macros, programmed with a command 
interpreter called VDL-BASIC, or programmed using C 
language supported by a C command subroutine 
library. Work described in this paper use the C pro- 
gramming capabilities. 
INTELLIGENT VISION-ASSISTED 
ASSEMBLY TASK 
The first experiment simulates an assembly task 
involving two robots. A number of objects of various 
sizes and shapes are randomly placed in the work area 
(see Figure 2). A camera over the work area captures 
images of the objects and data relating to the images are 
passed from the vision system to the expert system for 
identification. One by one the objects are retrieved by the 
RTX robot and placed in a position for use by a PUMA 560 
robot in an assembly task. The objects are picked up by 
the Puma and inserted into holes of the proper sizes and 
shapes under force- moment control. 
Figure 2. Top view of the objects and receptacle 
An overhead camera connected to the 3M VDL 
vision system provides digitized images of the unknown 
targets. The vision program consists of a calibration 
subroutine, an image acquisition subroutine, a target 
extraction subroutine, and a properties measurement sub- 
routine. Video images of the objects are digitized and 
thresholded into binary images by the image acquisition 
routine. Targets are represented as white objects on a 
black background in the binary image. The target exnac- 
tion routine searches the binary image for a single white 
object and encloses the object within a window. The con- 
tour of the windowed object is then traced and the loca- 
tions of the comers are determined [3]. This procedure is 
repeated for all objects in the viewing plane. 
Processed vision data are transmitted from the vision 
system to the expert system on a Compaq 386 through an 
asynchronous communication line. The CLIPS program 
analyzes the vision data and determines the shapes, sizes 
and locations of the objects. This program consists of 
rules to identify the objects and to sort the targets by their 
geometric properties. It then transmits the position data to 
the RTX. 
The RTX is programmed in C to perform the disk 
retrieval task. Center of gravity and orientation data of an 
object are developed by the expert system program. These 
data provide the necessary information for the RTX to 
pick up the object and move it to a predefined location. 
Upon completion of this task the control program is 
notified of the task completion and the RTX returns to its 
home position. The PUMA 560, programmed in VAL II, is 
insnucted by the expert system program to retrieve the 
disk and move it to the taught position for the assembly 
work station. Insertion of the object is accomplished 
using force/moment feedback provided by the JR3 
transducer. After successfully inserting an object a signal 
is transmitted from the PUMA to the expert system pro- 
gram. This process is repeated for the remaining objects. 
Upon completion of the insertion of the last object, both 
robots return to home positions. 
BATTERY REPLACEMENT IN A 
SATELLITE MODEL 
The goal of the second experiment is to develop a 
procedure for changing batteries in a satellite. A PUMA 
robot is programmed to perform this task autonomously. 
The robot carries a tray with tools and fresh batteries in a 
known position with respect to the robot. The location and 
orientation of the satellite containing the battery compart- 
ment is unknown. 
An essential part of this experiment is to locate 
the satellite model without using the vision system. A scan- 
ning laser range finder is used to locate a reflective material 
attached to the target and to determine the coordinates of 
the object. A proximity sensor, which is housed in the 
end effector (see Figure 3), is then used to determine the 
orientation of the target. This system provides an alterna- 
tive means of acquiring positioning information and is 
relatively inexpensive compared with a vision system [4]. 
Flbw oplks lo Mnnd w m r  
ale J.Slol uwrnbly 
Figure 3. Infrared sensor housed in an 
Interchangeable end effector 
468 
ORIGINAL PAGE IS 
OF POOR QUALITY 
The Lasernet senses only its reflected light. 
Commercially available reflective tape can reflect 
incident light back to the origin at angles up to 70 degree 
from the surface normal. However, variations in this angle 
are observed. The width of the target must be known for 
the Lasernet data to be used in determining distance. An 
object in a horizontal plane can readily be located by using 
a flat, circular reflective tape. As the object's orienta- 
tion becomes more complex, so does the target selection. 
Ideally, a spherical target will provide the most uni- 
form projection at any orientation. In this experiment, a 
spherical reflective target was constructed out of the 
reflective tape adhered to a golf ball. 
During operation, the PUMA rotates the Lasernet 
about its first joint searching for the spherical target 
attached to the satellite. When the target is located the 
Lasernet sends a signal to the PUMA which records its first 
joint angle. The location of the spherical target is then 
computed from the range and angle data from the Laser- 
net and the PUMA'S first joint angle [4]. 
Once the spherical reflector has been located, the IR 
proximity sensor is used to conduct a search for a smaller 
circular reflector (see Figure 4). The proximity sensor 
receives a reflected "on" signal within 2 cm of the alumi- 
num plate on the satellite model and up to 50 cm from the 
reflective tape targets. The end effector is moved in a cir- 
cular search pattern of radius equal to the known dis- 
tance from the sphere. By locating the two reflective tar- 
gets a line is defined on which the satellite model is 
located. The proximity sensor is then moved midway 
between the reflectors and lowered to detect the object's 
surface. A search for the edges of the aluminum plate 
defines it's orientation. The sensor receives a positive 
impulse while over the surface, but loses the signal as it 
crosses over the edge. The orientation of the satellite 
model is found by tracing one of the edges. A false edge 
is used to determine which edge is found. A non-reflective 
strip is placed down the length of the object. When first 
seen by the sensor it appears as an edge. The sensor will 
continue onward after the 'edge' is found and regain con- 
tact with the surface. This on-off-on signal will signify 
the location of the false edge. Knowing these points the 
orientation of the object can be established. 
to turn a power screw which opens and closes the door 
over the battery compartment. A J-Slot type assembly is 
used to pick up both the battery packs and the elecmc 
cover actuator [5]. Figure 5 depicts the electric actuator 
with the J-Slot. The retrieval and insertion of batteries 
into the battery compartment are performed under posi- 
tion and force control using the JR3 sensor. 
Female J-Slo! Assembly 
Slop pin 
DC motor i w u s l ~  
Figure 5. Electric actuator with J-Slot assembly 
CONCLUSIONS 
Two systems have been described that can be used for 
robot proximity operations. A vision system combined 
with a force sensor has been used to locate and identify 
objects then retrieve and insert them into receptacles of 
appropriate size and shape. An expert system written in 
CLIPS interprets the vision data and sends instructions to 
two robots used in the assembly task. 
The second system used a laser range finder, an 
infrared proximity sensor, a force/moment transducer and 
special reflective targets to locate a satellite model and 
replace a battery pack in the model. A combination of both 
system can provide redundancy that could permit improved 
reliability for space robotics activities. 
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ABSTRACT 
The e f f o r t s  o f  a r e c e n t  s t u d y  aimed a t  i d e n t i f y i n g  
key i s s u e s  and t r a d e - o f f s  a s s o c i a t e d  w i t h  u s i n g  a 
F l i g h t  T e l e r o b o t i c  S e r v i c e s  (FTS) t o  a i d  i n  Space 
S t a t i o n  assembly-phase t a s k s  i s  d e s c r i b e d .  The 
u s e  o f  au tomat ion  and r o b o t i c  (A&R) t e c h n o l o g i e s  
f o r  l a r g e  space  sys t ems  would i n v o l v e  a s u b s t i t u -  
t i o n  of au tomat ion  c a p a b i l i t i e s  f o r  human EVA o r  
I V A  a c t i v i t i e s .  A methodology is p r e s e n t e d  t h a t  
i n c o r p o r a t e s  a s ses smen t  of c a n d i d a t e  assembly- 
phase  t a s k s ,  t e l e r o b o t i c  per formance  c a p a b i l i t i e s ,  
development c o s t s ,  and e f f e c t s  of o p e r a t i o n a l  
c o n s t r a i n t s  (STS, a t t a c h e d  pay load ,  and p rox imi ty  
o p e r a t i o n s ) .  Changes i n  t h e  r e g i o n  of c o s t - e f f e c -  
t i v e n e s s  a r e  examined under  a v a r i e t y  of sys tem 
d e s i g n  a s sumpt ions .  
A d i s c u s s i o n  o f  i s s u e s  is  p r e s e n t e d  w i t h  f o c u s  on 
t h r e e  r o l e s  t h e  FTS might  s e r v e :  (1 )  as  a 
r e s e a r c h - o r i e n t e d  t e s t b e d  t o  l e a r n  more about  space  
usage  of t e l e r o b o t i c s ;  ( 2 )  a s  a r e s e a r c h  based 
t e s t b e d  hav ing  an  e x p e r i m e n t a l  demons t r a t ion  
o r i e n t a t i o n  w i t h  l i m i t e d  assembly  and s e r v i c i n g  
a p p l i c a t i o n s ;  o r  ( 3 )  as  a n  o p e r a t i o n a l  sys tem t o  
augment EVA and t o  a i d  t h e  c o n s t r u c t i o n  of t h e  
Space Station and t o  r educe  t h e  programmatic 
( s c h e d u l e )  r i s k  by i n c r e a s i n g  t h e  f l e x i b i l i t y  of 
mis s ion  o p e r a t i o n s .  
INTRODUCTION 
There h a s  been c o n t i n u i n g  i n t e r e s t  i n  t h e  u s e  of 
t e l e r o b o t i c s  f o r  Space S t a t i o n  a c t i v i t i e s  as a 
p o s s i b l e  means f o r  r e d u c i n g  E V A / I V A  a c t i v i t i e s  and 
o p e r a t i o n s  c o s t s ,  i n c r e a s i n g  s a f e t y ,  and improving 
t h e ' t e c h n o l o g y  base  and sp in -o f f  p o t e n t i a l  of 
t e l e r o b o t i c s  (NASA/JSC, Janua ry  1 5 ,  1987; N a t i o n a l  
Academy of S c i e n c e s ,  1986) .  A l a r g e - s c a l e  a n a l y s i s  
of t h e  Space S t a t i o n  assembly  phase  by t h e  Cr i t i ca l  
E v a l u a t i o n  Task Force  (CETF, 1986) i n  t h e  F a l l  of 
1986 r e s u l t e d  i n  t h e  concern  t h a t  t h e  r e q u i r e d  EVA 
hour s  f o r  assembly  exceeded  on -o rb i t  EVA t i m e  
c o n s t r a i n t s .  T h i s  conce rn  r e s u l t e d  i n  t h e  recom- 
mendation t h a t  a F l i g h t  T e l e r o b o t  S e r v i c e r  (FTS) 
be used a s  an o p t i o n  f o r  p o s s i b l e  u s e  s t a r t i n g  a t  
F i r s t  Element Launch (FEL--the f i r s t  f l i g h t  i n  t h e  
Space S t a t i o n  c o n s t r u c t i o n  p h a s e ) .  While t h e  CETF 
recogn ized  t h a t  a n  FTS cou ld  make a s u b s t a n t i a l  
c o n t r i b u t i o n  t o  r e d u c i n g  EVA d u r i n g  t h e  c o n s t r u c -  
t i o n  phase ,  i t  w a s  n o t  c l e a r  whether  such  a sys tem 
b u i l t  w i t h  an  i n h e r e n t  t e c h n i c a l  r i s k  would be  
c o s t - e f f e c t i v e .  T h i s  q u e s t i o n  mot iva t ed  t h e  need 
f o r  t h e  methodology p r e s e n t e d  h e r e i n .  
A key m i l e s t o n e  f o r  Space S t a t i o n  assembly ,  t h e  
Permanent ly  Manned C o n f i g u r a t i o n  (PMC), i s  t h e  
p o i n t  a t  which a s t r o n a u t s  can  r e s i d e  f o r  l o n g  
p e r i o d s  on o r b i t  w i thou t  r e t u r n i n g  t o  e a r t h  w i t h  
t h e  Space S h u t t l e .  The p e r i o d  from FEL t o  PMC 
i s  s e v e r e l y  c o n s t r a i n e d  f o r  EVA r e s o u r c e s ,  due t o  
t h e  s h o r t  (Shu t t l e -based )  t i m e  i n t e r v a l s  f o r  con- 
s t r u c t i o n  ( approx ima te ly  one  week). There  i s  a 
need t o  d i s p l a c e  EVA r e s o u r c e s ;  where "need" is  
d e f i n e d  as  a n  FTS c a p a b i l i t y  t o  r educe  crew-EVA 
t i m e  so  t h a t  a b s o l u t e  Shu t t l e -based  EVA l i m i t s  are 
n o t  exceeded .  Fu r the rmore ,  t h e  FTS must accom- 
p l i s h  t h i s  r e d u c t i o n  i n  a manner t h a t  is a t  l ea s t  
as c o s t - e f f e c t i v e  and r e l i a b l e  as a v a i l a b l e  a l t e r -  
n a t i v e s .  The d e g r e e  of mismatch between t a s k  
a c t i v i t i e s  and EVA r equ i r emen t s  d u r i n g  t h e  con- 
s t r u c t i o n  phase  r e s u l t s  i n  e x c e s s i v e  EVA (which is 
expens ive  and h a z a r d o u s ) ,  a d d i t i o n a l  power 
r e q u i r e m e n t s  f o r  t h e  Space S t a t i o n  ( t o  s u p p o r t  
t h e  a d d i t i o n a l  crew t o  per form t h e  EVA t a s k s ) ,  and 
p o t e n t i a l  a d d i t i o n a l  STS f l i g h t s  t o  "make up" 
s h o r t a g e s  o f  EVA t i m e .  A f t e r  PMC, t h e  v a l u e  of 
t h e  FTS can  be  a rgued  t o  depend on a more complex 
set  o f  c o n s i d e r a t i o n s :  l i f e - c y c l e  c o s t ,  produc- 
t i v i t y  g a i n s ,  s a f e t y  improvements,  t echnology s p i n -  
o f f s ,  and o t h e r  f a c t o r s .  T h i s  paper  f o c u s e s  on 
c o s t  f a c t o r s :  c o n s i d e r a t i o n s  such  as s a f e t y  and 
t echno logy  sp in -o f f  b e n e f i t s  were n o t  e x p l i c i t l y  
a d d r e s s e d .  
The purpose  of t h i s  pape r  i s  t o  p r e s e n t  an  approach  
f o r  a s s e s s i n g  t h e  f e a s i b i l i t y  of u t i l i z i n g  tele- 
r o b o t i c  svs t ems  i n  t h e  s p a c e  environment and 
p r e s e n t  t h e  r e s u l t s  of a n  a p p l i c a t i o n  of t h e  
methodology t o  t h e  Space S t a t i o n .  The r e s u l t s  and 
d e s i g n  i s s u e s  encoun te red  are based  on a r e c e n t  
i n v e s t i g a t i o n  by t h e  a u t h o r s  (Smith,  e t  a l . ,  1987) .  
APPROACH FOR COMPARING SPACE STATION TELEROBOTICS 
OPTIONS 
A comparisor. o f  Space S t a t i o n  t e l e r o b o t i c s  o p t i o n s  
i n v o l v e s  many complex f a c t o r s .  The o b j e c t i v e  is  
t o  p rov ide  a sys t ems- l eve l  methodology t h a t  addres -  
ses t h e  impor t an t  components a f f e c t i n g  t h e  v a l u e  
of an  FTS t o  t h e  assembly  phase .  The approach ,  
i l l u s t r a t e d  i n  F i g u r e  1, is  d e l i n e a t e d  below. 
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Figure 1. FTS Assembly Phase Study Approach 
Technically Feasible Task Set 
A technically feasible task set is derived from a 
list of task activities (based on CETF, contractor 
studies, etc.) in the areas of assembly, payload 
servicing, and maintenance. In parallel, an FTS 
"Reference System" is defined based on a review 
of potential technologies required to implement 
the tasks, and, that will be available by FEL 
(i.e., 1996). For the Space Station application, 
an FTS Reference System is derived that could 
perform a subset of the assembly phase tasks at a 
level of technical readiness corresponding to the 
FEL date (although the technically feasible task 
set and corresponding Reference System may 
initially be somewhat incompatible with total 
system constraints). However, the purpose of this 
step is to capture the possible extent of task 
requirements and capabilities before applying 
operational constraints to insure the final refer- 
ence configuration functionality is synchronized 
with all system constraints. 
Operational Constraints 
The operational constraints consist of EVA and IVA 
budgets and proximity operations rules that reduce 
the technically feasible task set to an operation- 
ally feasible task set. The following categories 
of activities were examined to estimate the EVA 
and IVA times for two cases: EVA-Only (no FTS) 
and EVA+FTS (FTS present) (NASA/JSC: March 1986; 
November 1986; January 8, 1987). 
(1) Assembly tasks 
(2) Maintenance tasks 
( 3 )  Attached payload setup and servicing tasks 
The operational constraints are overlaid on the 
technically feasible tasks set to derive an 
operationally feasible task set, and the FTS 
Reference System definition is revised to reflect 
the operational constraints. The EVA and IVA 
times for the two cases were estimated by flight, 
category (assembly, maintenance, and attached pay- 
loads), and year during the construction phase 
to measure the savings accrued by the FTS during 
the operations phase (Machell, 1986, McDonnell- 
Douglas, 1986). 
Flight Telerobotic Servicer (FTS) Reference System 
To assess the benefits and costs of an FTS, a 
design concept is required to focus the required 
technology capabilities and estimate costs. An 
FTS system is needed that is appropriate for 
specific EVA tasks required for assembly and 
operation of the Space Station between FEL and 10C. 
Such an FTS forecast addresses the availabilitv of 
critical constituent technologies required at FEL, 
an< highlights essential support characteristics 
such as FTS reliability. maintenance, and associa- 
ted logistics support. 
capabilities must also consider schedule require- 
ments (when must the system be operational), 
technology and system integration, svstem verifica- 
tion and testing, and system integration into Space 
Station operations. The study objective was to 
identify a low-risk, technically feasible FTS 
Selection of technology 
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Reference System that could be ready by FEL and 
could perform a set of operationally feasible tasks 
during the Space Station construction phase. 
Before developing a reference configuration, the 
functional requirements for the system as a whole 
must be understood (NASA/JPL, 1986). As the 
desired functional capabilities are explored, 
obvious conflicts between FEL functions and tech- 
nologies are identified and used as discriminators 
to maintain the list of functional requirements 
within the realm of feasibility (e.g., tasks 
requiring a considerable amount of on-line planning 
for fault management, or a large degree of dexter- 
ous manipulation, would not have the commensurate 
technology in place to meet the task needs). 
Tasks considered technically feasible in the FEL 
to IOC time frame include (1) basic assembly tasks 
such as pallet handling, worksite preparation, or 
truss construction in a well-defined, almost indus- 
trial robotic type environment, ( 2 )  simple orbital 
replaceable unit (ORU) change-out and inspection 
type tasks on payloads, ( 3 )  Space Station support 
tasks such as surface cleaning and inspection, 
( 4 )  pick-and-place type logistic tasks such as 
transferring components or fluid consumables from 
the Shuttle to the Station, and (5) other support 
such as transporting equipment from one place to 
another, holding equipment in place while it is 
worked on by EVA astronauts, or providing on-site 
visual monitoring of an EVA task. 
Given a set of possible technically feasible tasks, 
telerobot technologies are matched against those 
tasks. The key variables in selecting the techno- 
logies are: 
(1) Level of technology readiness (i.e., with 
(2) Degree of system integration 
( 3 )  Accuracy and repeatability requirements 
( 4 )  Reliability 
( 5 )  Retrofit considerations for future 
FEL being the deadline for delivery) 
capabilities growth 
An important element of technology readiness is 
whether the technology has the potential for being 
flight-qualified by FEL (Zimmerman and Marzwell, 
1985). Empirical data gathered on system develop- 
ment elapsed time from concept to full operational 
capability (i.e., space qualification) suggest a 
time frame between five and ten years for moder- 
ately complex systems, and ten to twenty years 
for complex systems. Therefore, considering the 
FTS system as a moderate-to-complex design with an 
appropriate logistics support program in place by 
FEL, it was determined that likely FTS robotic 
technologies would probably not exceed the present 
state-of-the-art unless an aggressively funded 
flight test program or other experience gathering 
mechanism were introduced to reduce risk. 
The next stop in identifying a reference system is 
to develop an array of "strawman" FTS configura- 
tions that contain the required robotic technolo- 
gies while meeting the projected task requirements. 
It was understood that the same tasks could be 
done in different ways, depending on the FTS 
configuration. For example, employing a more 
sophisticated configuration such a s  a mobile FTS 
versus a fixed FTS offers greater flexibility and 
a wider range of applicability in component hand- 
ling types of tasks. By developing several straw- 
man configurations, it is possible to understand 
how other factors such as operational constraints 
(e.g., FTS operations in proximity to EVA) might 
influence the selection of particular configura- 
tion over another. It is likely that EVA-FTS 
proximity operations constraints could severely 
limit the possibility of any type of free-flying 
FTS being deployed. System control constraints 
imposed by the task environment and available 
technology could also limit the ability of the 
system to compensate for self-induced or environ- 
mentally induced dynamic disturbances or changes 
in the pre-planned task environment. For control 
and vision purposes, the approach is to select the 
most reasonable reference configuration from the 
subset of strawman designs. This study, supporting 
an FEL in the early 199O's, resulted in a refer- 
ence design having a fixed base in which the fixed 
base is fastened and the FTS is transported 
manually to the base using the Shuttle RMS or the 
MSC where it is connected for operations. 
Assembly Phase ETJA and IVA Resource Estimates 
Due to large uncertainties in some of the data 
components, ranges are used to bound the results 
(a formal analysis of these uncertainties was not 
performed). The total EVA times per flight- 
interval for the EVA-Only and EVA+FTS cases are 
illustrated in Figure 2 using low-range EVA 
estimates for construction, maintenance, and 
attached payloads. The low-range values represent 
the lowest estimates for the EVA range obtained 
by adding all the low values together. A similar 
procedure was used for the high-range estimates. 
The aim was to bound the actual values by examin- 
ing the extreme low and high values. The esti- 
mates of Figure 2 are troubling. The estimated 
EVA required on five flights prior to PMC exceeds 
the budgeted amounts of 24 hours. This finding 
supports the argument that the CETF assembly 
sequence does not manifest within the CETF con- 
straints for at least three early flights. This 
is due primarily to construction on Flights 1 and 
2 and maintenance and attached payload contribu- 
tions on subsequent flights. The implication is 
that for the CETF design to work, one or more 
shuttle flights must be added, the current shuttle 
flights must be extended (unlikely), or there must 
be a re-manifesting of construction EVA to meet 
the constraints. It is the cost of additional 
shuttle flights that dominates the cost-effective- 
ness of the FTS. 
RESULTS: ASSEMBLY PHASE COMPARISON WITH AND 
WITHOUT THE FTS 
An economic model was developed to examine the 
cost-effectiveness of the FTS Reference System and 
to determine whether the FTS could be cost-effec- 
tive during the construction phase. The Net 
Savings model is: 
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F i g u r e  2 .  C o n s t r u c t i o n  Phase  EVA Estimates--Low- 
Range EVA Va lues  
Net Sav ings  Due t o  t h e  FTS Refe rence  System = 
( O p e r a t i o n s  and Main tenance  Cost o f  EVA-Only 
Opera t  i o n s  and Maintenance Cost of EVA+FTS 
Inves tmen t  Cost of t h e  FTS. 
Case minus 
Case) minus 
I f  t h e  ?Jet Sav ings  i s  p o s i t i v e ,  t h e  FTS Refe rence  
System i s  c o s t - e f f e c t i v e .  The u s e  of t h i s  approach  
r e q u i r e d  a c o s t  estimate of t h e  FTS Refe rence  
System and a bottom-up c o s t  (component-by-component) 
e s t i m a t e  was made u s i n g  t h e  component l i s t  f o r  t h e  
FTS Refe rence  System (Smi th ,  e t . a l . ,  1987) .  An 
estimate of $277 m i l l i o n  (M) t o  $304 M w a s  
o b t a i n e d  f o r  t h e  FTS ( e x c l u d i n g  non-prime cos t s - -  
t h e  c o s t s  of managiqg t h e  prime c o n t r a c t s  and 
s p a r e s  c o s t s ) .  The c o s t s  and b e n e f i t s  f o r  t h e  
development o f  t h e  FTS up t o  t h e  comple t ion  of t h e  
c o n s t r u c t i o n  phase  were examined. A t  i s s u e  w a s  
t h e  f e a s i b i l i t y  o f  u s i n g  t h e  FTS t o  assist  i n  t h e  
asscmbly  p r o c e s s .  Thus, b e n e f i t s  t o  u s e r s  o r  t h e  
S t a t i o n  a f t e r  t h e  c o n s t r u c t i o n  phase  w e r e  n o t  
examined. FTS ground o p e r a t i o n s  c o s t s  were 
inc luded  u s i n g  e s t i m a t e s  of FTS o p e r a t i n g  c o s t s .  
Using t h e s e  c o s t  e s t i m a t e s  and t h e  EVA and I V A  
p r o f i l e s ,  a s e r i e s  of a n a l y s e s  were performed t o  
de t e rmine  t h e  f e a s i b l e  r e g i o n  f o r  t h e  FTS 
Reference  System. 
The r e s u l t s  i n d i c a t e  t h a t  d u r i n g  t h e  assembly  
phase  t h e  major  t r a d e o f f  e v o l v e s  a round t h e  c o s t  
of t h e  FTS and t h e  c o s t - p e r - f l i g h t  of t h e  STS. 
LEGEND 
EVA-Only 
EVA+FTS 
- Budge t  
Because o f  c a s e s  where t h e  e s t i m a t e d  EVA exceeds  
t h e  budget of 24 hour s  d u r i n g  FEL t o  PMC, a d d i -  
t i o n a l  f l i g h t s  must be added t o  make up t h e  
d i f f e r e n c e .  The c o s t  of any added f l i g h t s  as a 
major  f a c t o r  i n  t h e  c o s t - e f f e c t i v e n e s s  o f  t h e  FTS. 
F i g u r e  3 p r e s e n t s  one such  t r ade -o f f  r e g i o n  u s i n g  
t h e  low-range estimates o f  EVA/IVA and t h e  FTS 
c o s t  ove r  a r ange  o f  STS c o s t s  p e r  f l i g h t  from 
$105M t o  $178M. It is d i f f i c u l t  t o  de t e rmine  a n  
estimate f o r  STS p r i c e s .  
from below $100M t o  $150M d u r i n g  t h e  p re -Cha l l enge r  
e r a .  The assumpt ion  w a s  made t h a t  t h e  p r i c e  w i l l  
be  h i g h e r  i n  t h e  pos t -Cha l l enge r  era due t o  
i n c r e a s e d  s a f e t y  and r e l i a b i l i t y  r e q u i r e m e n t s ,  
component r e -des igns ,  and q u a l i t y  c o n t r o l  con- 
s t r a i n t s .  However, a r ange  o f  p r i c e  c u r v e s  is  
p r e s e n t e d  t o  p r o v i d e  a g e n e r a l i z e d  r e s u l t .  The 
FTS c o s t  r a n g e s  from a low $232M (NASA e s t i m a t e )  
t o  $340M ( N a t i o n a l  Research  Counc i l ,  1987) ;  t h e  end 
p o i n t s  were s e l e c t e d  mere ly  t o  bound t h e  t r a d e - o f f  
r e g i o n .  The a r e a  i n  t h e  c e n t e r  o f  t h e  r e g i o n  
bounds t h e  FTS Refe rence  System e s t i m a t e d  c o s t s .  
A s  an  example,  i f  w e  assume a STS c o s t  of $150M, 
t h e  FTS w i l l  b r e a k  even  i f  i t  can be  b u i l t  f o r  a 
c o s t  of $292M or less. I f  t h e  FTS c o s t s  more than  
$292M, i t  w i l l  n o t  be c o s t - e f f e c t i v e  ( u n l e s s  t h e  
STS p r i c e  i s  a c t u a l l y  h i g h e r ) .  For t h e  o t h e r  
p o i n t s  on any o f  t h e s e  c u r v e s ,  t h e  e s t i m a t e d  n e t  
s a v i n g s  can  be  r ead  from t h e  a x i s  on t h e  l e f t .  
Also, n o t e  t h e  term "Mixed Man i fe s t ing"  on F i g u r e  3.  
This  r e f e r s  t o  a s sumpt ions  made r e g a r d i n g  how 
Estimates have ranged  
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Figure 3. FTS versus STS Trade-off Region 
excess EVA is remanifested on subsequent flights 
if an additional flight is required. Note that as 
manifesting becomes inflexible, the FTS cost 
effectiveness region moves up (toward cost-effec- 
tive) and as manifesting becomes flexible, the FTS 
cost-effectiveness moves down (toward less  cost- 
effective). 
If the scenario is moved toward the flexible mani- 
festing assumption, the trade-off region moves 
down (toward less cost-effective) because fewer 
overall flights are required. If the scenario is 
moved toward the inflexible manifesting assump- 
tioc, the region moves up (more STS flights are 
required). Furthermore, as the differences between 
the number of additional flights in the EVA-Only 
case and the EVA+FTS cases (if any) becomes larger, 
the width or spacing between the curves also 
becomes larger. 
(approximately -0.75) is an indication that for 
each reduction in FTS cost of one dollar, there is 
an increase in net savings of only $0.75. 
remaining 25% is the delivery cost and the effects 
of discounting. 
The region in Figure 3 is for the low-range EVA 
values. If the high-range EVA values are used, 
the region moves down. 
cost of the FTS increases, cost-effectiveness 
drops (the region shifts downward). 
Another parameter of interest is the EVA cost per 
hour used to estimate the cost of EVA hours used. 
As with the STS cost, the estimation of such a 
value is difficult. To examine the sensitivity Of 
the results to EVA cost per hour, three cases were 
examined using $45,000 ($45K), $35K, and $25K per 
The constant slope of the curves 
The 
Similarly, as the estimated 
hour. Note the apparent insensitivity of the 
region to this parameter. This is due to the 
magnitudes of the numbers between the FTS and STS 
costs. A decrease in the cost per hour simply 
places less value on the resource benefits the FTS 
can displace and thus makes the FTS region move 
down. At least for the assembly phase, it appears 
that EVA cost (summed over a reasonably short 
period of time) are dominated by the Shuttle 
ferrying costs. This result does not imply that 
life cycle Space Station EVA costs will be equally 
insignificant. The discount rate used in the above 
results is the Office of Management and Budget (OMB) 
value of 10% used for cost-benefit analysis on 
government projects. The effect of varying the 
discount rate was also examined using a 67: rate. 
The effect of reducing the discount rate is to move 
the trade-off region up significantly. This 
indicates that a lower discount rate would have a 
significant impact on improving the cost-effective- 
ness  of the FTS. 
DESIGN ISSUES AND IMPLICATIONS 
A key deisgn issue is to identify the key attri- 
butes of the FTS program that affect the trade- 
offs to be made between the numerous users the 
robotic system faces. If the attribute to be 
maximized is the commercial benefit to be derived 
from technology advances (i.e., spin-off poten- 
tial), then a different value equation (than net 
savings) will need to be constructed in order to 
accommodate these technologies to be stimulated, 
and thus the activities that the FTS can be used 
to demonstrate. It was assumed here that the 
objective was to maximize the overall value of 
the FTS to the Station. Thus, technology develop- 
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ment programs need to be instituted that enable 
FTS performance upgrades in areas that directly 
enhance FTS value to the Station. This could be 
done by identifying high-payoff applications 
amenable to acceptable-risk FTS system configura- 
tions. This assumption need not minimize the role 
of the FTS program in stimulating automation and 
robotic (A&R) technology development since both 
terrestrial spin-off and Station benefits can 
accrue from development of intelligently selected 
advanced technologies. 
The current study was performed over a period of 
time in which the Station design moved from the 
CETF concept to an abbreviated Phase I configura- 
tion. However, because the STS-based EVA activity 
is still highly constrained in the Phase I case, 
the results are likely to be robust. 
It is important to note that whether or not the FTS 
is cost-effective for the assembly phase, there are 
still legitimate uses under a number of scenarios. 
If the FTS is not cost-effective, it could still 
serve as a research and development testbed for 
post-IOC applications. If it is cost-effective, it 
could be used as an applications-oriented tool. 
Earlier studies have highlighted some of these 
role differences varying from a low-cost orbiter- 
based operational system to a space-based testbed 
for evolving telerobotics technologies (Goddard, 
1986). Although there is a range between an 
applications-oriented versus a demonstration- 
oriented FTS, even if marginally cost-effective, 
the FTS could still serve as  a backup, that could 
reduce schedule risks by providing a flexible 
assembly/servicing option for some additional EVA 
activity, if needed. This is an important design 
issue because it must be shown that a net risk 
reduction exists. Situations where the added risk 
of a large robot system (that could fail into a 
dangerous mode, or require extensive maintenance or 
EVA attention) must be understood prior to dedica- 
tion of the system to an operational role. A 
robotic system can play a testbed or demonstration 
role in order to gather experience with on-orbit 
operations at a point where the design of the 
operational system can be modified. The inter- 
faces between the human operators, the equipment, 
and the task requirements can be refined or 
revised to make better use of the synergistic 
potential of re-designed tasks coupled with FTS 
capabilities specifically designed for those 
tasks. If it is assumed that FTS operations are 
terminated at IOC, or that the FTS is not used 
for Station operations but rather for research and 
demonstration purposes, then there are other 
benefits this paper made no attempt to qualify. 
One class of benefits is the development of 
"lessons learned" that can be utilized to develop 
a future FTS that does play an integral role in a 
wider variety of Station and on-orbit operations. 
Such experience would provide a valuable database 
for guiding the design of future tasks and FTS 
capabilities. 
Note that the analysis performed herein is inher- 
ently conservative. Limiting the time frame of the 
analysis to the construction phase underestimates 
the actual benefits of an FTS by excluding any 
post-IOC benefits. If the FTS is assumed to con- 
tinue operations after IOC, the FTS feasibility 
region will tend to move upward (towards more 
feasible) for all cases. This paper presents a 
single solution out of many possible ones, and the 
results described are by no means optimal. The 
FTS option selected here was based on an analysis 
of estimated task requirements and estimated 
functional requirements. The focus was to identify 
the components that ought to be examined when 
comparing FTS options. Nonetheless, a number of 
recommendations are made. 
There is a need to examine the effects of risk in 
these comparisons (Smith, et al., 1985). Cost risk 
can be viewed directly using the net savings, or 
operations and maintenance (O&M),  equations to 
generate breakeven estimates for net savings and 
O&M costs. Then, as assumptions of the problem 
(such as software/integration costs) are varied, 
the impact on the breakeven point can be computed. 
Technical risk can also be studied in terms of the 
uncertainties in performance and reliability. In 
addition, the effects of specific risk elements, 
such as the effects of introducing suits requiring 
no pre-breathe step, EVA overhead, and the effects 
nn EVA if such a suit is not ready on schedule, 
could be singled out. An understanding of the r i s k  
and uncertainty effects would show how the FTS 
could help reduce program risk by adding flexibility 
to operations planning and contingency planning-- 
especially during FEL-PMC. There is value and 
benefit of having an FTS for the flexibility it 
provides for dealing with unscheduled events. 
Further study of the risk elements would quantify 
those benefits. 
Additional study is also needed for the alloca- 
tion of automation and robotic functions. Very 
different results can be achieved by locating 
such functions on the ground. With improved 
autonomous operations, Station IVA could be 
reduced. One question is whether to puruse 
advanced and potentially technically risky auto- 
nomous or semi-autonomous options versus an 
investment in on-the-ground remote telerobot 
operation capability. Such activity would iden- 
tify the issues related to the human factors and 
control technology problems of dealing with time 
delays in teleoperation feedback. 
possible to mitigate the problems of such time 
delays with predictive control and large scale 
dynamic task environment simulation technologies. 
The present paper has shown the magnitudes of the 
savings to be potentially large enough that a 
dedicated FTS relay system to provide near renl- 
time response might be an alternative worth 
considering. 
for extending the displacement of IVA and EVA task 
times while minimizing the technical risk of 
developing the system. If extended operations can 
be performed from the ground, the risk of requir- 
ing additional flights may be reduced and provide 
a schedule margin during the early FEL-PMC period 
when assembly elements must be completed within 
fixed, short term flight periods or risk mission 
failure. The area of allocation of aut.onomous and 
robotic functions and resources needs further 
examination to help designers select whether ASR 
upgrades are performed on the Station, incorporated 
It may be 
This will depend on the potential 
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into the FTS, or operated on 
Zimmerman, et al., 1985). 
A related allocation problem 
the ground (see 
that requires further 
understanding is the allocation of work among and 
between multiple robots (FTS, RMS, MSC, etc.) and 
crew EVA (co-EVA). Data on performance time ratios 
for such mixed tasks should be collected for a 
variety of tasks using neutral bouyancy studies and 
(eventually) on-orbit experience. The proximity 
operations rules for such operations will also have 
to be identified in detail. 
DISCUSSION AND CONCLUSIONS 
A number of conclusions can be drawn, based on a 
CETF-derived (30-flight) construction phase. 
Noting that the results are conservative in that 
benefits were not considered; safety benefits were 
not considered; and the effects of the satellite 
servicing facility were not examined; the following 
conclusions were drawn: 
The FTS Reference System identified herein 
appears to be technically feasible for 
development by FEL. 
The FTS Reference System is cost-effec- 
tive under a variety of conservative 
scenarios. 
The STS cost is the primary factor for 
FTS cost effectiveness due to avoidance 
of extra STS flights, driven by EVA 
reductions. 
The FTS is cost-effective at a 10% OMB 
discount rate but even more cost-effec- 
tive at a 6% rate. 
The assembly-phase is a maintenance 
problem (50% of total EVA is for mainten- 
ance versus 33% for construction). FEL- 
PMC is the primary construction problem. 
The FTS Reference System defined here is 
most suitable for performing: 
(a) Truss construction tasks 
(b) Limited ORU replacement tasks 
(c) Deployment of special equipment 
(d) Pallet handling, loading, and un- 
The potential exists for transferring some 
on-orbit tasks to ground operations given 
that appropriate technology and human 
engineering constraints are considered. 
The total estimated cost of the FTS 
Reference System is $277  to $304M (does 
not include non-prime costs or spares). 
There is a need for improved and more 
detailed data on task descriptions, time- 
liness, manifests, etc. updated quarterly 
or semi-annually and available via 
electronic mail, for example. 
A methodology for comparing automated and 
robotic options has been developed with 
specific applications to the FTS and its 
technical and cost feasibility for use 
during construction phase construction. 
Other A&R elements could be analyzed in a 
similar manner (see Zimmerman, Bard, 
Feinberg, 1985). 
loading tasks 
The approach described in this paper is intended to 
assist in the characterization of an assembly role 
for which an early robot or FTS might best be 
designed. Potential for cost-effective early 
operation argues for an FTS and host environment 
designed to facilitate performance of the selected 
FTS tasks. On the other hand, marginal early 
operating benefits suggest the option of treating 
the FTS initially as a testbed for development of 
advanced technologies that will later serve the 
Station in a more cost-effective manner. 
A related issue is that of reliability, or more 
accurately, program confidence in the reliability 
of the FTS to perform tasks determined analy- 
tically to be cost-effective. The Advanced 
Technology Advisory Committee and Space Station 
work package contractors have been remarkably 
consistent in their conclusions regarding which 
tasks were within the capabilities of telerobotic 
devices. Program personnel, citing the critica- 
lity of early (pre-PMC) EVA tasks, are consider- 
ably more skeptical. The CETF, for example, 
ultimately based its results on the use of deploy- 
able utilities in preference to use of an FTS, on 
the grounds that on-orbit construction by tele- 
robotic devices had never been attempted. This 
suggests that the subject of both ground and 
flight demonstrations of the FTS should be directed 
specifically toward whatever tasks the FTS might 
be applied to initially, particularly in cases of 
high task criticality. 
Finally, multiple competing goals have been articu- 
lated for the mandated FTS development program and 
it is not clear that the program adequately 
addresses this issue. For example, the goal of 
increased Station productivity and decreased opera- 
tional cost implies a high-reliability, low- 
technical risk, low-maintenance FTS that can be 
brought on-line early in the Station operating life. 
This approach cannot be easily reconciled with the 
aggressive station/FTS program schedule and less 
aggressive investment in A&R technology development. 
At the same time, it is clear from studies such as 
the CETF, that the "push-in here-pop-up there" EVA 
manifesting problem will not go away in the 
immediate future. 
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commercially available device which makes it 
possible to accurately and comfortably track the 
complex motion of the human finger joints. The 
DHM is adaptable to a wide variety of human hand 
sizes and shapes, throughout their full range of 
mot ion. 
ABSTRACT: 
The Dexterous Hand MasterTM (DHM) system is 
designed to control dexterous robot hands such as 
the UTAH/MIT and Stanford/JPL hands. It is the first 
Figure 1- Dexterous Hand Master (DHM) system 
BACKGROUND: 
Laboratories around the country have begun to 
use dexterous robot hands such as the UTAH/MIT 
and the Stanford/JPL hands for robotic research 
applications. These hands are currently controlled 
through computer software, with little capability for 
teleoperation. As robotics technology has 
progressed, the dexterity of end-effectors has 
improved greatly, yet to make these dexterous 
hands widely and commercially applicable, an easy 
to use method for controlling them is required. 
In January, we began a program to develop a 
sensing device capable of measuring human hand 
joint angles and translating them into position 
control commands. ADL selected an exoskeleton 
design approach based on initial development 
work performed by Center for Engineering Design 
(CED) at the University of Utah in Salt Lake City, in 
conjunction with their dexterous robot hand 
program. Although their basic exoskeleton 
concept was viable for this application, several 
improvements were required to make this 
approach into a commercially available product. 
With this starting point we developed a system 
which collects joint angle data on 16 finger joints, 
in real time, through the use of Hall Effect sensors 
and an AT compatible microcomputer. The result 
is a system which is accurate, light weight, 
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comfortable to use, and easily adjusted to fit a wide 
range of human hand sizes.(figure 1). 
PROGRAM OBJECTIVE: 
The goals of this program were to develop a 
system which could accurately transduce human 
joint motions and provide them as control signals 
to robots. In order to achieve this objective we set 
the following design goals to improve on the work 
of CED : 
Reduced Bulk, 
Reduced Weight, 
Improved Comfort, 
Improved Reliability, 
Improved Fit, 
Improved Attachment, 
Improved Resolution, and 
Addition of Calibration to Accommodate 
Hand Sizes. 
SYSTEM DEVELOPMENT: 
In order to achieve these goals we began with the 
selection of the sensor. The CED device, which 
was created primarily for testing the UTAH/MIT 
hand during development, used off the shelf 
potentiometers. Through experimentation with a 
variety of conventional, high precision, and 
conductive plastic potentiometers, we found that 
these sensors had the following disadvantages: 
Unacceptable levels of resistance to 
rotat ion (friction), 
Large package volume, and 
Signal output levels overly sensitive to 
noise, wear, and other environmental 
factors. 
Therefore, we began considering other sensing 
methods and finally settled on Hall Effect sensors 
which had been successfully used for 
measurement of motion in other robotics 
applications (i.e. the UTAWMIT hand, also 
developed at CED). A Hall Effect sensor is a small 
semiconductor device which changes its signal 
output voltage in proportion to the magnetic field it 
is experiencing. Its advantages include: 
non-contact measurements (no friction), 
small package, 
signal output not subject to many 
environmental influences, and 
available with amplification on the chip. 
Using a magnet assembly designed by CED for the 
UTAH/MIT hand, we tested various Hall Effect 
sensors and selected a Honeywell product which 
featured built-in amplification and excellent 
temperature stability. We then experimentally 
determined the geometric relationship between 
the magnet and sensor which provided us with the 
desired response curve (figure 2). The important 
dimensions derived from these tests were the air- 
gap between the sensor and magnet faces, and 
the radial displacement of the magnet and sensor 
centerlines. In the proper configuration, the 
sensor output voltage will vary sinusoidally with the 
angular position of the magnet. 
Once the sensor geometry was fixed, we moved 
on to the simultaneous development of the 
linkage mechanism and the electronics package. 
Through study of anthropomorphic data and 
experimental observations, we selected optimum 
linkage lengths for each joint of each finger. We 
built a single finger prototype using a planar 
linkage, with rigid attachment blocks, held to the 
fingers with Velcrom straps. Extensive work with 
this prototype revealed three key problems: 
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Figure 2- Hall Effect Sensor Response For Various Spacings 
Human fingers do not bend in a single 
plane (many people have noticeably 
crooked fingers), 
The relative orientation of the finger axes 
change continuously throughout the 
range of joint motion, and 
Finger segments grow and shrink 
substantially during bending, 
The planar linkage therefore, was not acceptable 
because of its discomfort and tendency to shift at 
the attachment points. This led to pinching and 
measurement inaccuracy. Additionally, the solid 
attachment blocks would either flop about on the 
finger or restrict the range of motion of the finger 
depending on the angle of deflection (usually 
both). 
We subsequently developed two features (figure 
3) which eliminated these problems; the spring 
clip attachment, and the passive pivots. The 
spring clip allows a rigid strap (i.e. VelcroTM) to 
change size as the finger bends, while keeping 
the attachment block firmly located on the finger 
segment. The passive pivot allows the finger to 
bend freely, while maintaining the integrity of the 
sensor measurement. 
Once the finger mechanisms were completed, we 
began solving the more difficult problem of 
measuring the thumb angles. The design of the 
distal joint linkage for the thumb was copied from 
the finger designs. The main problem we 
encountered was the measurement of the two 
proximal joints of the thumb. We concluded was 
that it would not be possible to comfortably and 
repeatably secure an exoskeletal mechanism to 
the proximal link due to the large mass of soft 
tissue which makes up the base of the thumb and 
the unusual geometry of the joint itself. The 
solution we devised was to place two sensors on a 
linkage whose geometric relationship to the thumb 
joint motions was known. This solution requires a 
software algorithm which calculates both joint 
angles in real-time as a function of the two sensor 
inputs. In addition, we added another passive 
pivot to the thumb base to decouple several off - 
axis rotations which are not applicable to a robotic 
thumb command. 
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Figure 3- Linkage Design Features 
The functional block diagram of the electronics is 
shown in figure 4. The electronics effort focussed 
on the development of an analog circuit interface 
board to drive the sensors, condition their output 
for the off-the-shelf N D  board, and perform certain 
additional tasks required during assembly of the 
devices. In addition, we developed software to 
collect the data from the ND board, convert it into 
human joint angles, display the results, and 
transmit the joint angles through a serial port with 
an update rate of 100 Hz. The key element of the 
software is the hand calibration routine, which 
takes input from the user, combines it with fixed 
values from the sensor calibration and linkage 
geometries, and produces a set of look-up tables 
which map the sensor readings directly into human 
finger angles. 
This combination of features allows an individual, 
regardless of hand size or shape, to place the 
device on their hand, perform the calibration, and 
get actual finger angles as a direct output. The 
calibration tables may be stored to allow the same 
individual to use the device again with a minimum 
amount of reconfiguration. 
. 
Figure 4- Electronics Block Diagram 
SYSTEM DESCRIPTION: 
The resulting system illustrated in figure 1 
incorporates the following components: 
Exoskeleton - the mechanical structure 
which attaches the sensors to the human 
hand, 
Hall Effect sensors - 16 sensors, 4 per 
digit, 3 measure bending, 1 measures 
medial / lateral motion, 
Connection board - supplies power to the 
sensors, and returns their signals to the 
signal conditioning board, 
Signal conditioning board - conditions the 
signals for input to the A/D board, 
12 bit, 16 channel N D  converter - creates 
digital representation of the analog sensor 
outputs, 
AT compatible micro-computer - provides 
data storage, date transmission, and 
calibration capabilities, 
RS422 serial port -transmits data at 
19,200 baud for input to other computer 
systems, and 
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Proprietary software package - provides 
calibration, display, and communications 
functions. 
CONCLUSIONS: 
The Dexterous Hand Master system will allow users 
of dexterous robots to fully and rapidly understand 
which types of tasks can usefully be performed by 
these robots. It will also allow detailed study of the 
kinematics of the human hand, and the level of 
dexterity required to perform different tasks, which 
can enhance robotic applications. To date, four 
systems have been ordered, with three delivered. 
In the future we look anticipate developing more 
advanced versions of this technology featuring 
faster calibration routines, measurement of wrist 
joint angles and force reflection. 
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ABSTRACT 
A robot that can duplicate human motion capabilities in such activities as balancing, reaching, lifting, 
and moving has been built and tested at Carnegie-Mellon University. These capabilities are achieved 
through the use of real time Model-Based Control (MBC) techniques which have recently been 
demonstrated. MBC accounts for all manipulator inertial forces and provides stable manipulator motion 
control even at high speeds. To effectively demonstrate the unique capabilities of MBC, an experimental 
robotic manipulator was constructed which stands upright. balancing on a two wheel base. The 
mathematical modeling of dynamics inherent in MBC permit the control system to perform functions that 
are impossible with conventional non-model based methods. These capabilities include: 
Stable control at all speeds of operation; 
Operations requiring dynamic stability such as balancing; 
Detection and monitoring of applied forces without the use of load sensors; 
Manipulator "safing" via detection of abnormal loads. 
The full potential of MBC has yet to be realized. The experiments performed for this research are only an 
indication of the potential applications. MBC has no inherent stability limitations and its range of 
applicability is limited only by the attainable sampling rate. modeling accuracy, and sensor resolution. 
Manipulators could be designed to operate at the highest speed mechanically attainable without being 
limited by control inadequacies. Manipulators capable of operating many times faster than current 
machines would certainly increase productivity for many tasks. 
INTRODUCTION 
The design of a control system for manipulators is a formidable task due to the complexity of the 
nonlinear coupled dynamics. The goal is the calculation of actuator toques which will cause the 
manipulator to follow any desired trajectory. Research has produced many manipulator control schemes 
ranging from simple Proportional + Integral + Derivative (PID) control to nonlinear feedback control. In a 
broad sense, two basic categories of control design are found in the literature. The first contains the 
robust control methods in which the control is able to overpower the system's nonlinear coupled 
dynamics. The second contains the model-based control (MBC) methods in which many of the system 
nonlinearities are calculated via a system model and the nonlinear system forces are canmled by the 
actuation forces. For this research we have chosen to use the Computed-torque model-based control 
described in the next section. 
Recent advances in computational hardware have made it possible to evaluate in real time the 
equations of motion of robotic manipulators. Khosla' at Camegie Melbn University (CMU) was the first to 
demonstrate the feasibility of real time MBC using an inexpensive computer system for control of a six 
degree of freedom manipulator. the CMU Direct Drive Arm II. The current work builds on this 
accomplishment and explores additional manipulator capabilities that the existence of real time MBC 
creates. 
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The assumptions required to apply the methods presented here are: 
System is amenable to mathematical modeling 
Suitable control law can be formulated 
Mathematical model and control law can be evaluated in real time 
Necessary physical variables can be instrumented 
CONTROLAPPROACH 
Computed-Torque Control 
Computed-torqd control is a model-basedcontrol scheme which strives to use the complete dynamic 
model of a manipulator to achieve dynamic decoupling of all the pints using nonlinear feedback. The 
dynamic model of the manipulator is described by the Lagrangian derived equations of motion: 
N N N  
for i = I ,  .... N. (1) 
where the q are the pint coordinates. The 7i are the externally applied joint actuation toques7orces. The 
inertial Dii, centrifugal and Coriolis C,(i), and gravitational Q coefficients of the closed-form dynamic robot 
model in Equation 1 are functions of the instantaneous joint positions q and the constant kinematic, 
dynamic and gravity manipulator parameters. The kinetic energy gives rise to the inertial and centrifugal 
and Coriolis torques/forces, while the potential energy leads to the gravitational torques/forces. Actuator 
dynamics can be incorporated in the dynamic robot model by additions to the Lagrangian energy function. 
The Cortputed-torque algorithm begins with a calculation of the required toque to be applied to each 
of the pints (in vector notation): 
where u is the commanded joint accelerations. The I-. indicates that these matrices are calculated from 
the estimated system parameters. The resulting dynamic equations for the closed-loop system are: 
q = u - D-'{[D - i j i ~  + [H - i i 1  + [g - 01) (3) 
If the system dynamic parameters are known exactly, then 6 = D. ii = H. and a = g, then the closed bop 
system is described by: 
i i = U  (4) 
which is the equation for a set of decoupled second order integrators. The commanded acceleration ui is 
then formulated to incorporate the error feedback signa1,and the reference signal. After decoupling, each 
pint acts as a second order integrator, therefore the control law is given the form: 
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which causes each joint to act as a second order damped oscillator with natural frequency w and damping 
ratio <. The form of the equation causes the joint to track the desired joint values qid, qid, and id. 
The computed-torque control defined above is based on the assumptions that the system model is 
accurate and that all joints are actuated. For this research the dynamic parameters of the experimental 
manipulator were manually measured to provide an accurate system model. We assume in all 
simulations that the dynamic model is accurate. The second assumption. that all the pints are actuated, 
does not apply for the experimental system which requires dynamic balancing. However, a suitable 
control law exists based on the work of Petroskp. The method, called hierarchicalpartitioning, is directly 
applicable to the balancing problem, is robust, and gives an intuitive feel for the system's behavior. For 
the experimental balancing manipulator, the control law. which treats the manipulator as a single inverted 
pendulum, is merged with the computed-torque control to complete the algorithm. 
Determination of Applied Forces 
Indirect determination of applied forces (Le. without the use of load sensors) is accomplished by 
comparison of the manipulator mathematical model and the observed manipulator behavior. A simple 
example of this is the algorithm for payload determination for the balancing manipulator. Payload 
estimation can be performed for a balancing manipulator without accurate knowledge of the actuation 
forces and accelerations, and the required calculation can be performed on-line in real time. Consider the 
equation of motion for pivoting about the base of the dynamically balanced manipulator: 
N N N  
for i = base joint (6) 
The base pint of a balanced manipulator is not actuated, therefore 
incorrect, then this equation will evaluate to a non-zero value of 
variables are entered. The ditterence indicates the value of the payload which is given by: 
= 0. However, if the payload value is 
when the observed values of the joint 
ai -1 A P =  - ( - )  
ap '1 (7) 
where AP is the difference between the actual payload and the current estimated value. Under ideal 
conditions this equation would yield the correct payload value in a single sample; however, the accuracy 
of the values for qj can be exceedingly poor if they obtained by double differentiation of position 
measurements. This was the case in the experimental system, but the problem was overcome by the use 
of a parameter estimator. 
489 
4 
EXPERIMENTAL SYSTEM 
Manlpulator and Sensors 
The experimental manipulator is supported solely on two wheels. It is a double inverted pendulum 
operating in a plane, and constantly requires active balance motions to prevent falling. The manipulator 
consists of the servo driven wheeled base, a lower arm section, an elbow joint with drive servo, an upper 
arm, and an electro-magnet gripper at its tip. It is constructed primarily of aluminum and has a total 
weight of 13 kg. The two wheels mounted on a single shaft provide effective out-of-plane stability. The 
tip of the manipulator can reach to a height of 1.8 meters when fully extended, and can be lowered to 
touch the floor. 
The manipulator wheels and elbow joint are each driven by Aerotek servos rated at 1.3 N-m peak 
toque. The elbow joint has a chain reduction ratio of 57.6:l and the drive wheels have a chain reduction 
of 4.8:l. The chain reduced servo arrangement was chosen over direct drive to save weight, and over 
gear-reduced or harmonic drive to mitigate costly damage in the event of a severe floor collision. 
The sensors utilized for manipulator control are: 
surface (via a feeler) and the lower arm. 
a hardware counter read by the parallel interface board. 
Inclination RVDT - a rotary dtferential transformer measures the angle between the fkor 
Motor Encoders - each servo has an optical encoder of 500 counts per revolution which runs 
Computer Control System 
The computer control system hardware consists of a Motorola M68000 based single board computer 
as the master CPU, a Marina, Array Processor Board (APE), an Analog to Digital Converter (ADC) 32 
channel input board, a Digital to Analog (DAC) 4 channel output board, a 96 line Parallel InpuVOutput 
(PIO) Interface board, and a CRT terminal. The master CPU drives the bus communications. terminal 
interface, and an interface to a VAX computer. The VAX computer serves as the disk storage for the 
system programs and as the post processor of the experimental data. 
The Marinco array processor is a high speed programmable single board processor with an instruction 
cyde of 125 ns. It is used to perform the calculation intensive operations required to implement MBC. 
The board has V i e d  point multiplier and addiion hardware which are used for fbating point operations. 
The fbating point addiiion or multiplication routines execute in approximately 1 ps. Negation requires 125 
ns. Computation of the sine/cosine pair requires 15 w. Additional routines perform data type conversion 
and other functions required to format the sensor data. 
Processing for real time control is &ne by the Marinco processor exclusively. Manipulator trajectory 
calculations are handled by the M68000 CPU on a time sharing basis. In operation a timer intempts the 
CPU at each sampling instant. The CPU copies the sensor data to the Marina, array processor memory, 
and initiates Marina, execution. The Marinco formats the data, does scaling operations, performs the 
trigonometric functions, and then calculates the inverse dynamics. The formatted output data is ready in 
less than 0.5 ms. The Marinco returns to control data to the CPU which outputs it to the DAC's. The 
cycle time is fast enough that the Control algorithm and dynamic model can be evaluated at a sampling 
frequency in excess of 1000 Hz. 
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EXPERIMENTAL RESULTS 
The experimental manipulator was fully reliable in maintaining balance for long periods while 
performing a variety of tasks. The base moves approximately f3 mm to maintain balance and the tilt 
varies by 20.0063 rad. This motion does not indicate a flaw in the balancing algorithm, but rather the 
motion results from being at the limit of tilt resolution of the RVDT sensor used with the floor feeler; the 
RVDT signal variation conesponds to the magnitude of a single digital count. Because the base 
dimension of the experimental system is zero, it is physically impossible for the manipulator to balance 
without some on going motion. 
The manipulator proved very resistant to upset; its recovery ability appears to exceed that of a human 
under similar magnitude disturbances. Figure 1 records the transient response of the manipulator to a 
severe impact (base position q1 and tilt q2). The manipulator moved forward to balance and then quickly 
returned to the original position. The manipulator was also forgiving (compliant) of collision. The 
manipulator would bounce lightly off an obstacle and come to rest simply leaning against it. When 
commanded to back away from the obstacle, the manipulator would resume balancing as soon as contact 
was broken. 
Figure 2 records the transient response of the manipulator under two cycles of application of a paybad 
of 0.81 1 kg, suddenly added or removed. The payload compensation algorithm quickly determines the 
new payload and adapts the control, restoring the manipulator to its original position. It was possible to 
carry large payloads with the experimental manipulator. The manipulator used its own weight to balance 
and transport payloads ranging up to 3.2 kg, whch is 25% of its system weight, without difficulty. The 
results of payload estimation in a non-transient condition show a noise level of only +26 gm which is 
0.2% of the system mass. 
Another payload experiment successfully demonstrated the development and control of lateral force 
through the motion of system masses. A rope attached the manipulator to a heavy mass on a horizontal 
surface, and the manipulator was used to pull the mass across the table, against the force of friction, for 
some target distance. The manipulator developed a lateral force through the movement of its center of 
mass to a point behind its wheel axis, producing a resulting force in the rope; the system displays balance 
through the movement whch ensues when the lateral force reaches and exceeds the friction force. The 
manipulator thereby demonstrates the approach used by a human to pull a heavy weight across a floor. 
CONCLUSIONS 
The feasibility of utilizing real time Model Based Control (MBC) for robotic manipulators has been 
demonstrated. The experimental results demonstrate the effectiveness of the control approach and of the 
payload estimatbn/adaptation algorithm developed for this effolt. The mathematical modeling of 
dynamics inherent in MBC permit the control system to perform functions that are impossible with 
conventional non-model based methods. These capabilities include: 
Stable control at all speeds of operation; 
Operations requiring dynamic stability such as balancing; 
Detection and monitoring of applied forces without the use of bad sensors; 
Manipulator "safing" via detection of abnormal loads. 
This work demonstrates an initial implementation of the above features for a robotic manipulator. 
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The full potential of MBC has yet to be realized and much work remains to be done. The experiments 
performed for this research are only an indication of the potential applications. Unlike conventional PID 
control, MBC is a theoretically complete control algorithm with no inherent stability limitations. Its range of 
applicability is limited only by the attainable sampling rate, modeling accuracy, and sensor resolution. 
Manipulators could be designed to operate at the highest speed mechanically attainable without being 
limited by control inadequacies. Manipulators capable of operating many times faster than current 
machines would certainly increase productivity for many tasks. These manipulators could also have build 
in safing in response to abnormal loading conditions. 
ACKNOWLEDGMENTS 
The research’ was performed for the Department of Energy, Advanced Reactor and Nuclear System 
Technology Support, Program NE-85-001. We are indebted to the Department of Energy for sponsorship 
of this research under contract DE-AC02-85NE37947, Dynamic Stability for Robot Vertical Reach and 
Payload, and to Clint Bastin of DOE for his particular interest and support. We are also most grateful to 
Westinghouse AES for their cooperation in accommodating the residence of Mr. Petrosky at Camegie- 
Melbn. Finally, we wish to acknowledge the contributions of Professor 1. Shimoyama, Professor 
J. Bielak, and graduate student Eric Hoffman. 
REFERENCES 
1. 
2. 
Khosla, P.K.. Real-Tlme Control ami Mentiffcation of Direct-Drive Manipulators. PhD dissertation, 
Camegie-Melbn University, 1986. 
Markiewicz. B.R.. “Analysis of the Computed-Torque Drive Method and Comparison with the 
Conventional Positiin Sew0 for a Computer-Contmlled Manipulatof’, Technical Memorandum 
33-601, Jet Propulsion Laboratory, Pasadena, C k  March 1973. 
Petmsky. L.J., “Problem Substructuring Applied to the Design of a Controller for the Stabilization 
of a Double Inverted Pendulum”, Mastefs thesis, CamegieMelbn University, 1986. 
3. 
’Dklairw: The vier*. opinions. sndlorRndng.ant.ind in Ihi. nportwemorr dliKihwchonMd should not be mnseued 
an ofticid U. S. Deparrnsm of Eneqy or Cmeg&Mdbn Unirmly podon. porCr or decisii. unku  designaed by Omer 
daumemalian. 
PATENT STATUS: This document copy, since it is transmitted in advance of patent clearance, is made available in 
confidence sokly for use in performance of work under contracts with the United States Department of Energy. This 
document is not to be published mx i t s  contents otherwise disseminated or used for purposes other than that specified. 
before patent approval for such release or use has been secured upon reqwst from the Patent Counsel, US. Department 
of Energy. 
492 
ORIGINAL PAGE IS 
OF POOR QUALITY 
7 
q, (m), & q, (rad) vs. Time (sec) 
Flgure 1: Response to a Lateral Impulse Load at 0.3 Seconds 
0 
1.20 
1.00 
0.80 
0.60 
0.40 
0.20 
0.00 
0.20 
0. 
Est. Payload (kg) vs. Time (sec) 
Flgure 2: Payload of 0.81 kg Applied OnlOft10n 
493 
N89- 1 9 8 8 5  
DESIGN GUIDELINES FOR REMOTELY MAINTAINABLE EQUIPMENT 
Margaret M. Clarke, Ph.D. 
Davoud Manouchehri 
Rockwell International 
12214 Lakewood Boulevard 
Downey, CA 90241 
(213) 922-0785 
STSD’s work is progressing in three phases: telerobotic definition, 
ORU interface guidelines, and feasibility demonstration. Each 
phase is discussed below followed by a summary of the benefits 
resulting from this approach. 
2. TELEROBOTIC DEFINITION 
1. INTRODUCTION 
The quantity and complexity of on-orbit assets will increase signifi- 
cantly over the next decade. Maintaining and servicing these costly 
assets represent a difficult challenge. Three general methods are 
proposed to maintain equipment while it is still in orbit. First, an 
extravehicular activity (EVA) crew can perform the task in an 
unpressurized maintenance area outside any space vehicle. Second, 
intravehicular activity (IVA) crew can perform the maintenance in a 
shirt sleeve environment, perhaps at a special maintenance work 
station in a space vehicle. Third, a telerobotic manipulator can per- 
form the maintenance in an unpressurized maintenance area at a 
distance from the crew (who may be EVA, IVA, or on the ground). 
However, crew EVA may not always be possible; the crew may have 
other demands on their time that take precedence. In addition, the 
orbit of the tasks themselves may be impossible for crew entry. Also 
crew IVA may not always be possible as an option for equipment 
maintenance. For example, the equipment may be too large to fit 
through the vehicle airlock. Therefore, in some circumstances, the 
third option, telerobotic manipulation, may be the only feasible 
option. Telerobotic manipulation has, therefore, an important role 
for on-orbit maintenance. It is not only used for the reasons out- 
lined above, but used also in some cases, that may act as backup to 
the EVA crew in an orbit which they can reach. 
If equipment is to be serviced by a telerobotic manipulator, then the 
orbital replacement units (ORU’s), which make up this equipment, 
must have a compatible interface with the telerobot. If EVA crew 
maintain the same piece of equipment at times and changeout the 
same ORU’s, then the ORU’s must also have a compatible interface 
with crew EVA suit limitations and capabilities. Rockwell is very 
aware of the necessity for interface compatibility between ORU’s 
and their mode of maintenance (telerobot and/or EVA crew). The 
Space Transportation Systems Division (STSD) has, therefore, a 
continuing project to develop guidelines for ORU’s to ensure their 
interface compatibility (Figure 1). This paper describes the work 
performed so far onORU/telerobot interface compatibility. 
Rockwell STSD has already completed a project to define and 
describe a telerobotic manipulator arm, (the Extravehicular 
Teleoperator Assist Robot [ETAR]), capable of changing out com- 
mon ORU’s on present and future on-orbit equipment. The force 
reflecting arm (Figure 2), which features 7-degrees of freedom, was 
described in detail at the 1987 SOAR Conference. (Reference 1) 
This effort led to the remaining two phases of work. 
3. ORU INTERFACE GUIDELINES 
ORU interface guidelines were generated in a three-stage process: 
ORU identification, interface data base and requirements genera- 
tion, and guidelines identification. 
3.1 ORU Identification 
The goal of this step was to identify specific ORU’s on present and 
future planned satellites, manned space vehicles, and other on-orbit 
equipment. For example, 27 representative ORU’s on satellites and 
scientific experiments were identified and analyzed. (Reference 2) 
In addition, over 1,OOO Space Station ORU’s were identified during 
Rockwell’s Phase B Space Station Activity. These ORU’s were clas- 
sified into nine major types shown in Figure 3. 
3.2 Interface Data Base and Requirements 
The goal of this step was to compile a detailed data base of infor- 
mation on the ORU’s identified in Step 3.1. Emphasis was placed 
on information that would impact the ORU’s interface with a 
telerobotic manipulator and with EVA compatibility as a backup. 
SPACE STATION FLIGHT TELEROBOTIC 
ORBITAL MANUEVERING 
- WORK PACKAGE 1 
- WORK PACKAGE 2 
- WORK PACKAGE 3 
VEHICLE (OMV) - WORK PACKAGE 4 
SERVICER (FTS) 
DESIGN GUIDELINES - INTERNATIONAL ELEMENTS FRONT END 
FOR 
ASTRONAUT RETRIEVER ROBOT FRIENDLY 
ORUs 
REMOTE MANIPULATOR COMMERCIAL SATELLITES 
a SDI PLATFORM AND SATELLITES 
/ \ SYSTEM (RMS) 
/ MOBILE SERVICING CENTER (MSCI MILITARY SATELLITES SCIENTIFIC SATELLITES \ 
Figure I .  Design Guidelines Will Ensure Compatibility Bet ween 
O R V s  and the Robot 
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Figure 3. Identified ORU Types 
We relied on a wide variety of sources for information including 
NASA engineers. Other data were obtained from two former astro- 
nauts who had performed EVA maintenance tasks, from vendors of 
commercially available space rated fasteners and connectors, and 
from other industries that use modular maintenance concepts e.g., 
commercial airlines. In addition, Rockwell ORU design engineers 
were asked to fill out an ORU Interface Requirements Question- 
naire giving as specific information as they could on the ORU’s 
mass, volume, shape, dynamics and kinematics of the changeout, 
cold plate contact, and so on. While the information was of neces- 
sity at a high-level and preliminary, it was very useful in allowing us 
to classify the large numbers of ORU’s in terms of their require- 
ments for interface with a teleoperated manipulator. An example of 
a possible classification scheme is shown in Table 1. 
3.3 Guideline Identification 
By using the data base generated in Step 3.2, we then identified spe- 
cific guidelines for the various classification of ORU interfaces. The 
guidelines met the requirements for compatibility with a telerobotic 
manipulator with EVA compatibility as a backup. For example, a 
small number of fluid connectors, electric connectors, and rnechan- 
ical fasteners were selected as having the potential to provide com- 
patible interface with over 90 percent of the ORU’s in our data base. 
Figure 4 shows an example of a candidate mechanical fastener, the 
over center clamp. 
Table I .  Examples of Possible Interface Requirements 
Mechanical fasteners 
High load bearing 
Low load bearing 
Special tools needed 
Fluid Connectors 
Line Size 
Pressure 
-Type of fluid 
Electronic Connector 
-Voltage 
Power 
Data Rate 
Pin Sizes 
Figure 4. Over Center Clamp 
4. FEASIBILITY DEMONSTRATION 
To demonstrate the feasibility of the proposed guidelines, several 
ORU changeout demonstrations were conducted in the Rockwell 
Automation and Robotics Facility (Figure 5) .  
The facility contains an electromechanical teleoperated manipulator 
with two 7-degrees of freedom slave arms driven by a replica mas- 
ter. The facility also contains a four-degrees of freedom transporter 
to move the slave through its work place. Cameras are onboard the 
slave and also fixed at other locations in the work place. 
Task boards contain mockups of a large variety of ORU’s. A 
mockup of a standard data processor black box ORU was built in 
accordance with design and performance specifications of the 
Space Station data processing system. It was compatible with both 
EVA and telerobotics ORU design standards (Figure 6). The stan- 
dard data processor (SDP) slides in position (along a rack) and is 
guided by a built-in key design. The electrical and fiber optic con- 
nectors are all blind mated and self aligned. These connectors are 
located in the back of the unit. The SDP can be secured in position 
by a simple forward motion of a handle bar that uses an EVA hand- 
hold design. This handle bar is designed as part of the rack and gen- 
erates enough force to ensure proper contact with the cold plate 
located under the SDP 
In order to evaluate this concept, a series of tests were conducted in 
the Rockwell Automation and Robotics Facility. In all cases there 
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Figure 5. Rockwell Automation and Robotics Facility 
was no direct visual contact between the operator and the work site. 
The operator had access to six television camera views-two of 
which were located on the slave arms and four of which provided 
views of the work space at four different angles. The force and 
torque feedback sensors did not decrease the operation time nor 
enhance the operation performance. Therefore, in most test cases, 
the force and torque sensors were turned off. Simple parallel jaws 
with friction pads were used as end effectors and appeared to be 
fully compatible with the SDP handle bars. Overall, these tests con- 
firmed the simplicity of the SDP replacement operations. They also 
indicated that the developed guidelines provided compatibility 
between the robot and ORU’s. 
5. BENEFITS 
Numerous benefits may be realized by our approach in suggesting 
standardization of connectors between many ORU’s. Costs for 
design, development, test, and evaluation (DDT&E) of connectors 
and racks, as well as crew training, are reduced because the number 
of different types is reduced. Fewer spares must be warehoused. In 
addition, fewer varieties of tools and end effectors are required. 
Also, capability to reconfigure is increased. Furthermore, future 
automation becomes more efficient because standardized end effec- 
tors are used. Consequently, less robotic software must be written. 
Figure 6. RM-IOA Manipulator Arms Have Demonstruled 
SDP Changeouf 
Finally, these benefits would also assist the whole Space Station 
integration effort in that fasteners could be common across all four 
work packages. 
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ABSTRACT 
Work i n  p r o g r e s s  on an e x p e r t  system which 
r e s t r u c t u r e s  and t u n e s  c o n t r o l  systems on- 
l i n e  i n  r e a l - t i m e  i s  p resen ted .  The e x p e r t  
system c o o r d i n a t e s  t h e  d i f f e r e n t  methods 
i n v o l v e d  i n  r e d e s i g n i n g  and imp lemen t ing  
t h e  c o n t r o l  s t r a t e g i e s  due t o  p l a n t  
changes. 
INTRODUCTION 
A r e s t r u c t u r a b l e  c o n t r o l  system has t h e  
a b i l i t y  t o  r e d e s i g n  i t s e l f  o n - l i n e  t o  
compensate f o r  a s i g n i f i c a n t  change i n  t h e  
p l  a n t .  R e s t r u c t u r a b i  1 i t y  i s  a Val uabl  e 
f e a t u r e  because i t  a1 1 ows a c l  osed-1 oop 
system t o  c o n t i n u e  o p e r a t i n g  i n  an 
a c c e p t a b l e  manner even i n  t h e  f a c e  o f  m a j o r  
changes t o  t h e  p l a n t .  Examples o f  p l a n t s  
w i t h  m a j o r  changes a r e  a i r c r a f t  w i t h  b a t t l e  
damage o r  e n g i n e s  w i t h  f o r e i g n  o b j e c t  
damage. W i t h  an i n v a r i a n t  c o n t r o l  system 
des igned  f o r  t h e  o r i g i n a l  p l a n t ,  an 
a i r c r a f t  t h a t  e x p e r i e n c e d  b a t t l e  damage may 
now o n l y  be a b l e  t o  l i m p  home. I n  t h e  
w o r s t  case i t  would be u n s t a b l e  and c r a s h .  
W i t h  a r e d e s i g n e d  c o n t r o l  system f o r  t h e  
new, a l t e r e d  p l a n t ,  t h e  p l a n e  may be a b l e  
t o  c a r r y  o u t  a l l  o r  p a r t  o f  i t s  m i s s i o n  
w i t h  o n l y  s l i g h t l y  reduced c a p a b i l i t i e s  and 
i t  i s  more l i k e l y  t h a t  i t  w i l l  r e t u r n  
s a f e l y .  
R e s t r u c t u r a b l  e c o n t r o l  i s  appl  i cab1 e t o  
mechanica l  problems such as a c t u a t o r  o r  
c o n t r o l  s u r f a c e  f a i l u r e s .  Most o f  t h e  
r e d e s i g n  s t r a t e g i e s  i n  t h e  l i t e r a t u r e  work 
b y  r e d i s t r i b u t i n g  t h e  f o r c e s  and moments o f  
t h e  f a i l e d  a c t u a t o r  o r  m i s s i n g  s u r f a c e  o v e r  
t h e  r e m a i n i n g  components t o  compensate f o r  
t h e  l o s t  components. The r e s e a r c h  by 
Looze, e t  a1 has c o n c e n t r a t e d  on a l i n e a r  
q u a d r a t i c  a p roach  t o  t h e  r e d e s i g n  
p rocedure  [Ip. Horow i t z ,  e t  a1 ,have 
a p p l i e d  q u a n t i t a t i v e  feedback t h e o r y  t o  
OH 4 4 1 3 5  
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c o n t r o l  system r e c o n f i g u r a t i o n  [Z] . Raza 
and S i  1 v e r t h o r n  have used t h e  pseudoi  n v e r s e  
o f  t h e  c o n t r o l  m a t r i x  and g e n e r a l i z e d  i n p u t  
v e c t o r s  t o  a c h i e v e  t h e  d e s i r e d  responses pf o r t h o g o n a l  axes [3].  The t e c h n i q u e  
31 i s  s i m i l a r  t o  t h e  c o n t r o l  m i x e r  
concep t  f o r  r e c o n f i g u r a t i o n  d e s c r i b e d  b y  
R a t t a n  141. 
The goa l  o f  t h i s  paper  i s  t o  d e s c r i b e  a way 
t o  t i e  t o g e t h e r  some o f  t h e  p r e v i o u s  work 
i n  t h e  f i e l d  so as t o  ach ieve  a h i g h l y  
s u r v i v a b l e  c o n t r o l  system. A h i g h l y  
s u r v i v a b l e  system can s u c c e s s f u l  l y  
r e s t r u c t u r e  i n  response t o  a m u l t i t u d e  o f  
d i f f e r e n t  f a i l u r e s .  I n  g e n e r a l ,  p r e v i o u s  
r e s t r u c t u r a b l  e c o n t r o l  1 e r s  have been 
s p e c i f i c a l l y  des igned  f o r  a s i n g l e  f a i l u r e  
t y p e .  Each d e s i g n  method used i s  v a l i d  f o r  
i t s  s p e c i  f i c app l  i c a t i o n .  However, none i s 
" o p t i m a l "  n o r  even a p p l i c a b l e  i n  a l l  
s i t u a t i o n s .  Thus, t o  ach ieve  a h i g h l y  
s u r v i v a b l e  system, i t  i s  necessa ry  t o  
i d e n t i f y  t h e  c u r r e n t  d y n a m i c  
c h a r a c t e r i s t i c s  o f  t h e  p l a n t  and t o  
d e t e r m i n e  wh ich  o f  t h e  p o s s i b l e  s o l u t i o n s  
i s  t h e  b e s t  i n  some sense under  t h e  g i v e n  
c i  rcumstances.  To accompl i s h  t h i s  d e c i  s i  on 
making i n  an u n c e r t a i n  env i ronment  w i t h  
p o t e n t i a l  l y  c o n f l  i c t i  ng m i s s i o n  o b j e c t i v e s ,  
some t y p e  o f  i n t e l  1 i gence w i  11 be r e q u i  r e d .  
Hence t h e  concep t  o f  an e x p e r t  system t o  
c o o r d i n a t e  t h e  d i f f e r e n t  r e d e s i g n  
s t r a t e g i e s  i s  proposed. 
An e x p e r t  system c o n s i s t s  o f  t h r e e  
i ndependen t  p a r t s :  an i n f e r e n c e  engine,  a 
r u l e  base, and a knowledge base. The r u l e  
base i s  a s e t  o f  h e u r i s t i c s  o r  r u l e s - o f -  
thumb wh ich  a p p l y  t o  t h e  t y p e  o f  p rob lem a t  
hand. The knowledge base i s  a c o l l e c t i o n  
o f  i n f o r m a t i o n  s p e c i f i c  t o  t h e  c u r r e n t  
s i t u a t i o n .  The i n f e r e n c e  e n g i n e  i s  a 
program wh ich  a p p l i e s  t h e  r u l e s  t o  t h e  
knowledge base i n  o r d e r  t o  g l e a n  new 
i n f o r m a t i o n  o r  t o  de te rm ine  i f  an 
assumpt ion i s  j u s t i f i e d .  When new 
information i s  asserted, i t  i s  stored i n  
the knowledge base. 
BACKGROUND 
The idea of restructurable control h a s  
appeared recently, mainly with respect t o  
a i rcraf t .  Battle damage has been 
considered a perfect application for  the 
research. Commerci a1 a i  rl i ners are a1 so a 
possible vehicle f o r  the work. Several 
accidents and near accidents where the 
p i l o t  was able t o  recover and l a n d  the 
plane af ter  analyzing the problem have been 
control [5]. 
Thus this strategy i s  very attractive for 
b o t h  civil ian and military aeronautics and  
p ropu l s ion  applications. Creating the 
abi l i ty  i n  a plane t o  restructure i t s  
control system af ter  damage t o  continue a t  
a level of performance similar t o  i t s  
o r i g i n a l  design specifications i s  h i g h l y  
desirable. I t  i s  a l s o  impor tan t  t o  
remember t h a t  the main ideas here are n o t  
1 imi ted t o  airplanes. They can be a p p l  ied 
t o  a wide variety of systems w i t h  inherent 
redundancy. 
EXPERT SYSTEM COMPONENTS 
The proposed overall structure of the 
expert system i s  shown i n  Figure 1. I t  
consists of (1) an inference engine, ( 2 )  a 
cont ro l  system restructuring knowl edge a n d  
rule base, and  ( 3 )  a controller t u n i n g  
knowledge and rule base. The cont ro l  
system restructurer i s  already p a r t i a l l y  
implemented. In the future we p l a n  t o  
incorporate an on-line controller t u n i n g  
expert system i n t o  the overall system. I t  
w i l l  share the inference engine w i t h  the 
reconfiguration expert system. 
A n  inference engine can work w i t h  any 
appropriately structured k n o w l  edge base and 
rule base; i t  i s  n o t  linked i n  any way t o  
the application. Likewise, a rule base can 
be used w i t h  any appropriate knowl  edge 
base. 
I discussed i n  relation t o  restructurable 
I 
The inference engine developed f o r  this 
app l  i cati on i s capable of performi ng 
symbol ic  and numerical cal  cul a t i  ons 
required t o  evaluate certain rules. I t  can 
a1 so execute general i zed rules w i t h  
previously established facts from the 
knowledge base t o  infer new facts.  In 
a d d i t i o n ,  i t  has the a b i l i t y  t o  perform 
wha t - i f  type reasoning by t r y i n g  different 
scenarios i f  more than  one i s  appropriate. 
The knowledge base of  the restructurable 
control system consists of in format ion  
about  the p l a n t  a n d  control systems. For  
a linear system such parameters as the 
system matrices and the o r i g i n a l  con t ro l  1 e r  
ga ins  are stored. There are also 
specifications on the actuators such as 
1 i near ranges and characteristics. 
Information stored here can change i n  
response t o  p l a n t  changes. I t  i s  changed 
or updated as new f a c t s  become available. 
The rule base of the cont ro l  system 
restructurer contains rules a b o u t  control 
system design. These range from top-level 
control design methods t o  low-level details  
such as definitions of  controllabil i ty and 
observabi 1 i t y .  The rules may contain 
numerical expressions t o  be evaluated (such 
a s  whether a realization is  m i n i m a l )  and  
may contain variables t o  be given values by 
the inference engine d u r i n g  the discovery 
of new facts .  
A separate knowledge base w i l l  be required 
fo r  the t u n i n g  system. I t  w i l l  con ta in  
response characteristics associated w i t h  a 
well-tuned loop  of the type i n  question. 
I t  a l s o  will have d a t a  on the previous 
responses obtained i n  the t u n i n g  process. 
A rule base for controller t u n i n g  w i l l  be 
created also. The heuristics w i l l  use the 
previous t u n i n g  and p l a n t  in format ion  t o  
determine an appropriate t u n i n g  pa rad igm.  
Figure 2 shows the interaction of  the two 
expert systems w i t h  the overall system. 
SYSTEM CAPABILITIES 
Figure 3 shows the anticipated future setup 
of the overall system. I t  shows a 
hierarchy w i t h  an expert system receiving 
information from a system identifier and  a 
pattern extractor. This informat ion  i s  
used i n  the restructuring of  the control 1 er  
f o r  the altered p l a n t .  In  the current 
setup, the p l a n t  simulation, the 
controller, a n d  the expert system are a l l  
written i n  compiled LISP r u n n i n g  on an LMI 
Lambda L I S P  machine. The system identifier 
and  the pattern extractor are n o t  yet 
implemented. The simulation consists of  a 
realization of a linearized system i n  the 
form of matrices ( A , B , C , D )  and  the s ta tes  
are evolved using E u l  er  integration. 
Presently the expert system uses a model o f  
the p l a n t  directly from the simulation. 
The linear model i s  of  the form 
2 = Ax + Bu 
y = Cx + D u  
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A change i n  t h e  model prompts t h e  e x p e r t  
system t o  a n a l y z e  and r e d e s i g n  t h e  c o n t r o l .  
The new c o n t r o l l e r  r e p l a c e s  t h e  o l d  one i n  
t h e  s i m u l a t i o n  and t h e  s t a t e s  c o n t i n u e  t o  
e v o l  ve.  
The r e s t r u c t u r i n g  s t r a t e g i e s  t h a t  t h e  
e x p e r t  system can c u r r e n t 1  use i n v o l v e  t h e  
pseudo inve rse  o f  B [3,4f. The e x p e r t  
system t a k e s  a r e a l i z a t i o n  (A,B,C) and 
m a n i p u l a t e s  i t , u s i n g  t h e  Kalman S t r u c t u r e  
Theorem f o r  i n s t a n c e ,  u n t i l  i t  i s  m in ima l  
and BTB has f u l l  r a n k .  I f  t h e  e x p e r t  system 
can a c h i e v e  t h i s  g o a l ,  t h e  e q u a t i o n  
K = (BTB)-'BT(A - (A, - BOKo)) 
i s  used t o  d e t e r m i n e  t h e  new c o n t r o l l e r  
m a t r i x .  Here A and B a r e  t h e  a l t e r e d  
system m a t r i c e s  and (A, - BOK) i s  t h e  
reduced o r d e r  v e r s i o n  o f  t h e  cy osed-1 oop 
system m a t r i x  o f  t h e  f u l l  o r d e r  model.  
Examples o f  t h e  h e u r i s t i c s  used i n  t h e  
s i t u a t i o n  d e s c r i b e d  above a re :  
1 .  i f  (A,B,C) i s  c o n t r o l l a b l e  and 
o b s e r v a b l e  
t h e n  r e a l i z a t i o n  i s  m in ima l  
2. i f  BTB i s  f u l l  r a n k  
t h e n  pseudo inve rse  o f  B e x i s t s  
3. i f  A,B,C i s  n o t  m in ima l  and 
[A,B,C] i s  minimum phase 
t h e n  f i n d  a m in ima l  r e a l i z a t i o n  
4. i f  pseudo inve rse  o f  B e x i s t s  and 
r e a l i z a t i o n  i s  m in ima l  
t h e n  
K = (BTB)-'BT(A - (A, - BOK,)) 
These r u l e s ,  p r e s e n t e d  h e r e  i n  pseudo-code, 
a r e  t h e  t y p e  o f  h e u r i s t i c s  c o n t a i n e d  i n  t h e  
r u l  e base. 
A u s e r  i n t e r f a c e  e x i s t s  f o r  use i n  t h e  
development s tage .  I n  a d e l i v e r y  system 
t h e r e  w i l l  be no need f o r  such an 
env i ronmen t  as t h e  system w i l l  r u n  w i t h o u t  
human i n t e r v e n t i  on. 
The e x p e r t  system r u n s  o n l y  when invoked,  
f o r  example when t h e  c o n t r o l  needs t o  be 
redes igned .  C u r r e n t l y ,  i t  i s  i nvoked  b y  
m a n u a l l y  s t o p p i n g  t h e  s i m u l a t i o n  and 
r u n n i n g  t h e  e x p e r t  system. The s i m u l a t i o n  
must t h e n  be r e s t a r t e d .  T h i s  i s  necessary 
a t  p r e s e n t  because t h e  s i m u l a t i o n  and t h e  
e x p e r t  system b o t h  r u n  on t h e  same 
p r o c e s s o r  and no system i d e n t i f i c a t i o n  
scheme has y e t  been implemented. I n  t h e  
f u t u r e  t h e  i d e n t i f i e r  w i l l  communicate w i t h  
t h e  e x p e r t  system and cause i t  t o  s t a r t  
r e d e s i g n i n g  when a s i g n i f i c a n t  change i n  
t h e  system m a t r i c e s  o c c u r .  
CONCLUDING REMARKS 
The e x p e r t  system i s  a b l e  t o  h a n d l e  a 
v a r i e t y  o f  r e c o n f i g u r a t i o n  s i t u a t i o n s .  Fo r  
t h e s e  cases, t h e  new c o n t r o l l e r  i s  des igned  
and implemented i n  a m a t t e r  o f  seconds. 
N a t u r a l l y  t h e  r e d e s i g n  t i m e  depends on t h e  
o r d e r  o f  t h e  system. 
A t  p r e s e n t  a few o f  t h e  c o n t r o l  d e s i g n  
a l g o r i t h m s  f r o m  t h e  1 i t e r a t u r e  have been 
implemented. More have t o  be i n c l u d e d  i n  
a d d i t i o n  t o  i n c o r p o r a t i n g  any o t h e r  work,  
b o t h  new and e x i s t i n g ,  t h a t  i s  deemed 
necessa ry  f o r  t h e  system t o  work w e l l .  
Some work has been done i n  t h e  a r e a  o f  
c o n t r o l  1 e r  t u n i n g  by p a t t e r n  r e c o g n i t i o n  
t e c h n i q u e s  f o r  s i n g l e - i n p u t  s i n g l e - o u t p u t  
systems [6]. We i n t e n d  t o  e x t e n d  t h e  
methodology t o  mu1 t i p l e - i n p u t - m u 1  t i p l e -  
o u t p u t  systems. 
C u r r e n t l y  t h e  LISP machine i s  d o i n g  t h e  
numer i ca l  c a l  c u l  a t i  ons. Fo r  t h e  system t o  
r u n  i n  r e a l  t i m e ,  t h e  number c r u n c h i n g  w i l l  
have t o  be moved o f f  t h e  LISP p r o c e s s o r  t o  
a numer i c  p r o c e s s o r  such as an a r r a y  
p r o c e s s o r .  
A system i d e n t i f i e r  w i l l  be implemented i n  
t h e  f u t u r e .  I n  t h e  near  t e r m  one m i g h t  be 
implemented on t h e  LISP machine. 
Even tua l  l y  a m i  c roprocessor-based system 
i d e n t i f i e r  s h o u l d  be connected t o  t h e  p l a n t  
and s i g n a l  t h e  e x p e r t  system i f  a 
s i g n i f i c a n t  change o c c u r s  i n  t h e  model.  
An on-1 i ne p a t t e r n  e x t r a c t o r  whi ch w i  11 
d e t e r m i  ne t h e  response f e a t u r e s  w i  11 a1 so 
have t o  be developed.  These f e a t u r e s  w i l l  
be passed t o  t h e  knowledge base o f  t h e  
t u n i n g  e x p e r t  system. 
The s i m u l a t i o n  c u r r e n t l y  r e s i d i n g  w i t h i n  
t h e  Lambda w i l l  be moved t o  an A p p l i e d  
Dynamics AD100 s i m u l a t i o n  computer.  T h i s  
w i l l  a l l o w  a f u l l  n o n l i n e a r  s i m u l a t i o n  t o  
be implemented and i t  w i l l  r u n  i n  r e a l  
t i m e .  When t h e  i n t e r f a c e  between t h e  two 
i s  completed,  t h e  c a p a b i l i t y  w i l l  e x i s t  t o  
t e s t  t h e  e x p e r t  system i n  a r e a l i s t i c  
s i t u a t i o n .  
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Expert systems technologies have been and are 
continuing to be applied to NASA’s Space Shuttle orbiter 
payload integration problems to provide a level of 
automation previously unrealizable. The NASA’s Space 
Shuttle orbiter was designed to be extremely flexible in its 
ability to accommodate many different types and 
combinations of satellites and experiments (payloads) within 
its payload bay. This flexibility results in different and unique 
engineering resource requirements for each of its payloads, 
creating recurring payload and cargo integration problems. 
Expert systems provide a successful solution for these 
recurring problems. The Orbiter Payload Bay Cabling Expert 
(EXCABL) was the first expert system, developed to solve the 
electrical services provisioning problem. A second expert 
system, EXMATCH, was developed to generate a list of the 
reusable installation drawings available for each EXCABL 
solution. These successes have proved the applicability of 
expert systems technologies to payload integration problems 
and consequently a third expert system is currently in work. 
This paper describes these three expert systems, the manner in 
which they resolve payload problems and how they will be 
integrated. 
INTRODUCTION 
Extreme flexibility, provided by the NASA Space Shuttle 
orbiter to accommodate diverse payload and cargo elements, 
makes payload and cargo planning, design, and integration a 
major activity. Each Shuttle mission carries a different set of 
payload elements, making the integration of these payloads 
into the orbiter payload bay a recurring complex planning, 
design, and installation problem. Expert systems technologies 
have been applied to these problems, providing automation to 
decrease these labor-intensive activities. The success of its first 
delivered expert-system-based automation tool inspired the 
Space Technology Systems Division (STSD) of Rockwell 
International to investigate the possibility of applying this 
technology to other payload planning, design, and integration 
problems. A second expert system was subsequently 
successfully delivered, confirming the value of expert systems 
in this problem domain. On the basis of these successes, a 
third expert system is currently being developed and 
additional payload integration problem areas are being 
examined for potential future expert systems applications. 
THE PAYLOAD AND CARGO INTEGRATION 
AUTOMATION PROBLEM 
The delivery of satellites and experiments into low earth 
orbit by the Space Shuttle involves many preflight engineering 
planning, design, and integration tasks. These tasks include 
selecting appropriate satellites and experiments to make up a 
mission payload set, locating each payload element within the 
payload bay, determining standard and unique services 
required by each payload, developing and documenting the 
payload to Space Shuttle orbiter interface requirements, 
selecting the individual cables necessary for providing the 
electrical services, preparing the electrical services cabling 
layout schematic, and preparing the technical instructions for 
mission payload installation and integration. A major goal 
for all payload planning, design, and integration tasks is to 
minimize the amount of change from mission to mission, 
thereby reducing paperwork, labor hours and turnaround 
time. 
Complexity requires that payload integration planning 
and design tasks be carried out by teams of engineers. Each 
team uses both common and specialized engineering tools, 
some of which are extremely complex with rigid constraints. 
Any changes in planning and design methods have to take the 
use of these existing tools into consideration. The products of 
each team are used as initial planning and design data by one 
or more other teams. Likewise, the initial planning and design 
data for each team consist of the products of several other 
teams. Because of their interdependence, the products of 
these teams are integrated into a master mission plan and 
schedule. 
Team technical support is supplied by one or more highly 
trained experts. These experts have many years of practical, 
as well as task related, experience. These task experts are 
rapidly reaching the age of retirement. Loss of an expert, 
regardless of cause, is an undesirable event not only with 
respect to the affected team’s productivity, but also to the total 
payload integration design task productivity as a whole. 
Real-world experience with space flight mission 
provisioning has shown that the ability to make mission 
manifest changes is mandatory. Certain other types of 
changes are to be anticipated because of further engineering 
analysis or design refinement. Changes caused by erroneous 
data or design omissions and errors are also to be expected. 
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Thus, change is a normal mode of operation and provisions 
must be made for change even close to launch time. 
Standardization and automation are two powerful methods 
used in the payload integration process to accommodate these 
changes. 
To summarize, Space Shuttle payload and cargo 
integration planning and design tasks are a collection of 
iterative interrelated activities, supported by complex 
specialized tools, responsive to change, and led by vanishing 
experts. Automation, to be successful, must be tempered by 
these considerations. The following major objectives were 
established for each planning and design automation effort: 
1. reduce engineering labor hours 
2. retain technical expertise 
3. reduce end-to-end process time 
4. adapt to the existing operating techniques and 
environment 
PAYLOAD BAY CABLING LAYOUT PLANNING AND 
DESIGN AUTOMATION 
The Problem 
The Space Shuttle payload cabling layout planning and 
design problem involves provision of the details required for 
the installation of cables to connect orbiter electrical services 
to the individual payload elements. Each Shuttle mission 
entails a different payload manifest, constituting a recurring 
planning and design problem. Mission payload manifest 
changes compound the problem further. 
Standardized orbiter electrical services are provided 
through cables that connect the experiments and satellites to 
either the forward or aft orbiter payload bay bulkhead using 
standard mixed cargo harness (SMCH) panels. These cables 
are routed from the specific payloads to port and/or 
starboard standard interface panels (SIP’S) and, from these 
SIP’S, to covered cabling trays for further routing to either the 
forward or aft bulkhead (Figure 1). For efficiency, these 
cables are provided from a standardized orbiter cable 
inventory. 
Since these standardized cables must service all payloads, 
regardless of their location within the payload bay, they are 
almost always too long. The excess length of each cable must 
be dispositioned either by forming a foldback or loop (double 
foldback) within the routing tray. The trays are closed by 
covers that are located at designated locations along the tray. 
Cables with a diameter greater than 0.62 inch cannot be 
folded within the normal dimensions of the trays because of 
radius bend constraints. Therefore, a special height 
appending foldback cover is required to replace the normal 
tray cover at the location of such a fold. Also, at the point 
where the cable leaves the tray to be routed to the SIP or 
elsewhere, a special egress cover is required to replace the 
normal cover. Cables must also be separated by 
electromagnetic compatibility (EMC) class through special 
channels provided in the routing trays. 
Cabling installation practices ‘are also governed by 
numerous constraints and standard operating procedures. 
Based on heuristic knowledge, the above considerations, and 
the specific payload manifest, the cabling expert generates a 
hand drawn schematic that describes the cable routing 
solution. This schematic is subsequently used by a 
CAD/CAM specialist to produce a technical order (TO) 
schematic drawing of the cabling layout. An example of a 
typical TO schematic drawing is shown in Figure 2. 
The Solution 
The NASA Space Shuttle’s payload bay cabling design 
task was the first automation problem that applied expert 
systems technology. An expert system, the Orbiter Payload 
Bay Cabling Expert (EXCABL), was completed in September 
of 1986 and has been in operational use since delivery. An 
overview of the EXCABL system is shown in Figure 3. The 
EXCABL system has completely automated payload bay 
cabling layout planning and design tasks. The cabling expert 
needs only to define the mission-unique payload requirements 
and constraints to generate the cabling solution CAD/CAM 
TO drawings and printed reports. This was facilitated by the 
initial construction of a mission-independent data base, 
ORBITER 
CABIN 
I PORT PAYLOAD CABLE TRAY I 
hT9 = STANDARD MIXED CARGO HARNESS (SMCH) PANEL 
0 = STANDARD INTERFACE PANEL ISIPI 
Figure I .  Shuttle Orbiter Payload Bay 
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containing all of the necessary payload bay hardware 
information required to perform Space Shuttle's cabling. The 
cabling experts' previously required hand drawn cabling 
schematic is now automatically generated by the system and 
transferred into CAD/CAM inputs. 
All major automation objectives were met in the initial 
delivered system. The system has captured the required 
technical expertise and also provided a significant 
improvement in productivity. The cabling capabilities of 
EXCABL are such that only a small percentage of actual 
cabling design tasks cannot be handled. Since the end product 
is a cabling installation drawing, any EXCABL solution can 
be manually modified or augmented to produce a more 
acceptable solution. The productivity improvement realized 
by this new capability is such that a typical mission cabling 
manifest, formerly taking a few labor-intensive days for 
several cabling engineers, now takes only a few minutes. 
The expert system portion of the operational version of 
EXCABL was implemented using Production Systems 
Technology's C-based version of OPS83. The remaining 
portion was implemented using C .  It is currently hosted on a 
CAD/CAM interfacing DEC MicroVax I1 system and 
integrated into the operational environment. The literature 
contains documentation of an early prototype version of 
EXCABL (Reference l), problems associated with converting 
from a development system to  a delivery system 
(Reference 2), and a case study of the development effort and 
lessons learned (Reference 3). 
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PAYLOAD BAY CABLE INSTALLATION TECHNICAL 
ORDERS 
The Problem 
The cabling layout solution schematic produced by 
EXCABL is only one of many Space Shuttle planning and 
design products necessary to accomplish the actual electrical 
services provisioning of its payload bay. Among the other 
products required are the installation configuration To’s for 
the cables and related hardware devices. These TO’s contain 
the detailed instructions that are used by the payload 
integration crew to perform the actual cable and hardware 
device installation. The cabling To’s required for each flight 
are unique and dependent on the cabling solution generated 
by EXCABL. 
In order to increase productivity, the concept of 
modularization was developed by the cabling design 
engineering group. This concept is to reuse previously 
generated To’s whenever possible, thereby, eliminating the 
need to repeat labor-intensive documentation for the same 
installation. Implementation is accomplished by assigning 
basic TO numbers for each device, connector or cable 
installation and by assigning dash numbers for the different 
configurations. If an existing TO is not available, a new TO is 
generated, and a new dash number is assigned. The 
modularization, or reuse concept, is only made feasible by the 
standardization of cables, connectors, devices, mounting 
positions, etc. 
Identifying the set of all reusable cabling installation 
TO’s for each given mission is a recurring integration 
problem. Since the set of cabling TO’s for each mission is 
dependent on the EXCABL solution, any automation of this 
process should interface easily with existing EXCABL 
outputs. Furthermore, maximum usage should be made of 
any intermediate information generated by EXCABL to 
support its final products. EXCABL changes to support the 
TO identification and generation process would be 
undesirable and should be kept to an absolute minimum. The 
desirability of integrating this process into the existing work 
environment, while cooperating with the EXCABL process, 
placed serious constraints on the design and development of 
any automated system solution. 
Simply stated, the problem was to develop an automated 
system that has the capability to identify and generate a list of 
all TO’s required to perform the payload cabling installation 
for any Space Shuttle mission. If any required TO does not 
currently exist, that fact should be identified by the system to 
the user in order for the deficiency to be corrected and the 
process completed. 
The Solution 
There were two basic motivators for this project: the 
demonstrated success of the EXCABL project and the 
practicality of automation based on the new concept of 
modularization and reuse. Furthermore, it was assumed that 
application of the experience and techniques gained from the 
EXCABL project would make this a low risk development 
effort (Reference 3.)  Those assumptions proved to be correct 
in practice, and the entire development effort was 
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straightforward and completed without any major problems 
within six months of project initiation. 
An expert system, called the Expert Drawing Matching 
System (EXMATCH), was placed in operational usage in 
January of 1988. The EXMATCH system has successfully 
automated the payload bay cabling installation TO generation 
task. Closely integrated with the EXCABL system, the 
cabling solution provided by EXCABL is automatically input 
to EXMATCH and a master listing of all required payload 
cabling installation TO’s is generated. I f  a required TO does 
not currently exist, the system not only identifies this 
deficiency, but also suggests a similar drawing (best match) 
that may be modified to satisfy the deficiency. An example of 
a typical output is shown in Figure 4. 
To facilitate this system, an initial data base containing 
all current payload cabling installation TO numbers was 
constructed. For user convenience, the interface to maintain 
this data base was made an integral part of the EXCABL 
system. The development of the initial TO documentation 
and maintenance of the TO data base are the only functions 
not fully automated. Modifications to EXCABL were limited 
to providing the user with an EXMATCH option selection 
capability, providing and relinquishing program control to 
EXMATCH, and providing the user interface for 
maintenance of the TO data base. An overview of the 
integration of EXMATCH and EXCABL is shown in 
Figure 5. 
Installation T.O. Dash Number Listing 
Device Installation Dash Numbers 
panel kind panel side panel fwdxO dash number 
sip left 
pat right 
egress left 
foldcover left 
longeron left 
standoff left 
inst instl-payload, dynamics. lm0771al 
wire tray. cover and gap filler 
1043.560 no dash number * 
1141.770 M072-710427-058 
1153.770 M072.710425.077 
631.750 M072-710426-001 
1140.000 M072.7 100064l19 
M012-710012-002 
1140.000 ~ 0 7 2 . 7  1oo05.0 19 
~ 0 7 2 . 7 5 4 1 1 7  
... 
... 
Connector Installation Dash Numbers 
sip latt 1043.560 
number of connectors: 1 
1402 
number of required unmounted connectors: 1 
1401 
dash number: *. M072-710028.024 * * *  
Cable Installation Dash Numbers 
number of devices with cables: 1 
sip left 1043.560 
number of cables: 2 
1402 p402 4 6 ~ 7 7 ~ 4 2 1  
1401 j401 4 6 ~ 7 4 ~ 7 5 2 7  
number of devices with no cables: 1 
egress left 1041.990 
‘** no dash number 
... 
Best Matched Dash Wumbers 
sip left 1043.560 
is very close to the following installation: 
sip left 1045.000 M072-710305-001 . . .  
Figure 4. Typical EXMATCH Listing 
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Figure 5. EXMATCH/EXCABL System Integration 
The expert system portion of EXMATCH was 
implemented using Production Systems Technology’s C-based 
version of OPS83. The remaining portion was implemented 
in DOD’s registered trademarked language, Ada. EXMATCH 
is currently cohosted with EXCABL on CAD/CAM 
interfacing DEC MicroVax I1 systems in the cabling design 
work place. 
TECHNICAL ORDERS FOR TOTAL PAYLOAD 
INTEGRATION 
The Problem 
The Space Shuttle payload integration planning and 
design process culminates in the provision of a complete set of 
TO’s containing all of the installation instructions needed to 
accomplish the total payload bay accommodation and 
installation task. To assist in the planning and installation 
process, a complete list of all applicable TO’s for a mission is 
specified in a single document, the Mission Equipment Cargo 
Support Launch Site Installation (MECSLSI) drawing. Since 
each Space Shuttle mission is basically unique and many 
design changes occur subsequent to initial payload 
manifesting, the identification of all required TO’s for the 
production of this drawing constitutes a continuing and 
complex integration problem. 
Mission requirements are categorized as either 
mission-common or mission-unique. Mission-common 
requirements are those requirements that, once established, 
are standardized for all future missions. Mission-unique 
requirements are dependent on each mission’s objectives. 
Since the payload manifest is basically unique, the payload 
cabling layout schematic TO produced by EXCABL is 
mission-unique. However, it has been estimated that 
90 percent of mission requirements fall in the 
mission-common category. 
On the basis of flight requirements documentation, 
interface control documents (ICD’s), mission-unique TO’s, 
common TO’s, similarities to previous missions, etc., the 
mission-MECSLSI development expert utilizes heuristic 
knowledge to generate the required drawing. Due to the 
preponderance of mission common TO’s, if a design 
automation system could be developed to produce an initial 
MECSLSI containing only those To’s, labor requirements 
would be reduced considerably. 
The Solution 
A feasibility study was initiated in Fiscal Year 1987 to 
determine the practicality of developing an expert system to 
automate the production of the initial MECSLSI drawing. As 
a consequence of positive study results, it is expected that 
development of an expert system based design automation 
tool, the Technical Order Listing Expert System (EXTOL), 
will be started in the near future. Not only will EXTOL 
produce the initial MECSLSI drawing; but using heuristics 
and data from previous missions will assist the user by 
producing a list of the best matches for missing TO’s in the 
mission-unique category. If a close match cannot be found, it 
will identify that fact and provide further assistance to the 
user by presenting essential configuration information. An 
example of the information processing of EXTOL is shown in 
Figure 6. It is reasonable to expect that a working prototype 
could be produced in Fiscal Year 1988, and an operational 
system delivered in Calendar Year 1989. 
TOTAL PAYLOAD AND CARGO INTEGRATION 
AUTOMATION 
The EXCABL system produces the mission-unique 
cabling layout schematic TO product. EXMATCH uses 
information generated by EXCABL in its solution process to 
augment its knowledge and produce a list of all existing TO 
that will be required to accomplish the cabling installation. If 
a required TO does not already exist, a best match or similar 
existing TO is identified. When all of the required TO’s are 
generated and this information is input to EXMATCH, a 
complete list of cabling TO’s is generated. Together, these data 
will be furnished as electronic inputs to the EXTOL system 
currently under consideration. These improvements should 
allow EXTOL to produce initial MECSLSI drawings that are 
over 90 percent complete. For TO’s identified as needed, but 
not in existence, best match and configuration information to 
greatly facilitate their generation will also be produced. 
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Figure 6. EXTO Processing Example 
Together, EXCABL, EXMATCH, and EXTOL 
constitute a real-world demonstration of the feasibility and 
benefits of applying expert systems technologies to the 
payload bay integration automation problem. Two of these 
systems have been integrated into the engineering work 
environment and cooperate to automate the overall payload 
integration management task. The third, when completed, 
will be integrated with the other two to further the goal of 
total payload bay integration automation. Since each expert 
system feeds its outputs directly to its successor, the 
productivity improvements of the group as a whole are 
greater than individual stand-alone systems could achieve. An 
overview of the integration management of these expert 
systems is shown in Figure 7. Using these systems as the core, 
other expert systems aimed at supporting the automation goal 
are in the concept development stage. 
SUMMARY 
The high level of flexibility to handle diverse payloads 
provided by NASA's Space Shuttle orbiter presents recurring 
payload and cargo integration problems. Expert system 
technologies are being applied to these problems to provide a 
level of automation that was previously unrealizable. 
EXCABL is an example of a highly successful, 
nontrivial, demonstration of the applicability of using 
artificial intelligence techniques to solve real-life design 
automation problems. It met the design automation 
objectives of reducing engineering-labor hours and 
end-to-end process time, captured corporate technical 
planning and design expertise, and demonstrated that expert 
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figure 7. Payload and Cargo Integration Management 
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systems methods can successfully be integrated into existing 
operational systems. 
EXMATCH is a second example of the appropriate 
application of expert system technologies to solve automation 
problems. Its inception was driven by the success of the 
EXCABL system. It was implemented quickly without major 
development problems and successfully integrated into the 
existing work place along with EXCABL. 
The development of another expert system based design 
automation tool (EXTOL) is currently under consideration. 
These three separate systems when implemented will work 
together to support overall payload integration management 
automation. 
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ABSTRACT 
As a result of improved capabilities 
obtained through current computer 
technologies, application programs and expert 
systems, Enterprises are being designed or 
upgraded to be highly integrated and 
automated information systems. To design or 
modify Enterprises, it is necessary to first 
define what functions are to be performed 
within the Enterprise, identify which 
functions are potential candidates for 
automation, and what automated or expert 
systems are available, or must be developed, 
to accomplish the selected function. Second, 
it is necessary to define and analyze the 
informational requirements for each function 
along with the informational relationships 
among the functions so that a database 
structure can be established to support the 
Enterprise. 
To perform this type of system design, an 
integrated set of analysis tools are required 
to support the information analysis process. 
The IDEAL (Integrated Design and Engineering 
Analysis Languages) methodology provides 
this integrated set of tools and is discussed 
in this paper. 
INTRODUCTION 
The information age is upon us. More than 
half of the people going to jobs every 
workday are primarily information workers 
and the percentage is growing as the 
industrial sector becomes less labor 
intensive. Information in this paper is 
defined as being the integration of data and 
information. Those who are responsible for 
supporting these information workers with 
automated tools have steadily raised the 
importance of information. It has been 
transitioned from a much overlooked role in 
the early days of file processing to the lofty 
position of a resource deserving of the same 
attention as that given to the management of 
people, money, and materials. 
The approach which recognizes that 
information is at the heart of our information 
systems design effort is identified as 
Information Resource Management (IRM). 
Before developing a particular view or 
implementation of an IRM system, an 
understanding must be gained as to what the 
information is, how it exists, and how it is 
used within Enterprises. From this 
understanding, the proper use of automated 
tools, computers, and robotics, can be 
perceived and implemented. Without this 
understanding, management decisions related 
to information handling capability will 
simply be directed at hardware and software, 
and will have gained little advantage over 
previous methods. 
Each person working in an Enterprise 
perceives a subset of the Enterprise's 
information base within the context of the 
tasks he perform. This perception is called a 
"user view." (It is the total integration of all 
the user views that contribute to making up 
the information base of the Enterprise.) In 
order for a system to serve all users 
effectively, the information must capture the 
inherent nature of data as it exists and not 
pay particular attention to any one user view. 
Therefore, the abstraction of data reality 
captured by the model must be representative 
of the inherent structure of the data as it 
exists from an overall perspective and not be 
biased by any one perspective. 
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To support an effective IRM effort requires 
an integrated set of tools and techniques 
necessary to build and analyze an information 
model. This paper discusses a methodology 
called IDEAL which is composed of such a set 
of tools and techniques. 
I DISCUSSION OF IDEAL 
~ The IDEAL methodology has been 
I formulated and applied over a five year 
period. It has proven to be an effective 
approach through the integration of proven 
techniques (Figure 1). IDEAL provides a top- 
down, structured technique to define and 
document the system of interest; a knowledge 
engineering technique to collect and organize 
system descriptive information; a rapid 
prototyping technique to perform preliminary 
system performance and effectiveness 
analysis; a sophisticated simulation language 
to perform in-depth system performance 
analysis; and a data modeling technique to 
perform information analysis for developing 
data base design. 
IDEAL is composed of three techniques 
that have been developed and proven as stand- 
alone capabilities. Among theses are IDEF(O), 
IDEF(l),  SADT, and SAINT. The IDEF(0) 
technique was developed to provide a 
structured approach to defining or bounding 
the system of interest. IDEF(0) provides this 
definition initially as a general view in terms 
of the activity the total system is to 
accomplish, what is produced by the system, 
what materials and information are used by 
the system, and what criteria control how the 
INTEGRATED 
DESIGN 
ENGINEERING 
ANALYSIS 
LANGUAGES 
PERFORYANCE 
Figure 1. IDEAL Overview 
system performs its activity. Through a 
knowledge engineering and a graphical 
presentation technique, IDEF(0) provides the 
structure for gradually detailing out the 
general system activity into subactivities, 
the informational requirements for each 
activity, and the informational relationships 
among the activities. 
The SAINT (System Analysis for Integrated 
Networks of Tasks) simulation language was 
developed to represent the dynamics 
performance of a system by defining and 
linking the activities performed within the 
system and by representing the performance 
relationships existing among the activities. 
The IDEF(0) and SAINT techniques are 
closely related in that the activities defined 
by IDEF(0) are the same as those represented 
in SAINT. Also, the data relationships among 
the activities in both techniques are the 
same. The primary difference between the 
two techniques in that IDEF(0) is a static 
representation of the system whereas SAINT 
provides a dynamic representation of the 
system. To form the link between the static 
and dynamic representat ions,  the 
Performance Data Base (PDB) was formulated. 
The PDB is filled by specifying dynamic 
information for each subactivity represented 
in the IDEF(0) model so as to define the 
performance characteristics of each activity 
along with the performance relationships 
among the activities. The dynamic 
representation of the system is then 
developed through the SAINT language by 
forming the basic network through the 
IDEF(0) model onto which the dynamic 
information from the PDB is integrated. 
IDEF(1) is the third tool within the IDEAL 
methodology. IDEF(1) is a proven data 
modeling technique. The goal of IDEF(1) is to 
identify information that exist within the 
Enterprise, how and where the various 
aspects of the information exists, and the 
grouping of the information through a series 
of entity / attribute relationships. The 
resulting IDEF(1) model provides a means for 
understanding how the information should be 
organized and moved through the Enterprise 
and forms the basis for designing the 
databases that will eventually be developed 
within the Enterprise. 
The one feature which provides IDEAL with 
its power as an analysis tool is its utilization 
of a team effort. IDEAL accomplishes this 
integration through its knowledge engineering 
528 
capability. The process of developing the 
functional model and the system performance 
characteristics is accomplished through an 
interviewing procedure during which the 
analyst collects information from system 
experts. The analyst then integrates the 
information and represents it in terms of the 
functional model and the system performance 
description documented in the PDB. This 
integrated process helps to identi fy 
discrepancies among information sources as 
well as missing information about the system. 
This integrated information is then reviewed 
by the system experts in order to verify the 
analyst's understanding of the system, to add 
additional information, or to clarify conflicts 
among the experts. 
DEVELOPING AN ENTERPRISE 
Performing an informational analysis on an 
Enterprise for the purpose of incorporating 
automation and expert systems is a seven- 
step procedure. There are slight variations in 
the procedure when applied to the initial 
design of an Enterprise as opposed to being 
applied to the upgrade of an existing 
Enterprise being upgraded to incorporate new 
technologies. When designing new 
Enterprises, the definition of the activities 
to be performed, the information definitions, 
and the performance specifications must be 
established by the designers through an 
understanding of what is needed to be done 
and what technology could be utilized to form 
the "TO-BE" model. When upgrading an 
existing Enterprise, the requirements of the 
upgraded Enterprise are defined by the upper- 
level management and used to form the "TO- 
BE" model. Assuming the current Enterprise 
will be modified as opposed to being 
replaced, the characteristics of the current 
Enterprise are defined and understood through 
the development of "AS-IS" models. By 
comparing the "TO-BE" and the "AS-IS" 
models, a plan of attack is then defined which 
will be the roadmap to upgrade the current 
Enterprise into the desired Enterprise. 
An Enterprise is a system composed of 
facilities, personnel and equipment, within 
which products are produced through a set of 
processes made up of activities. A 
significant portion of activities within an 
Enterprise are those that process material 
goods. The material used within each 
activity is controlled by identification codes 
identi fying the materials, where the 
materials are located, the activities to be 
performed on the material, and the materials' 
destination following the completion of each 
activity. Within this definition, an Enterprise 
can be any one of a wide variety of facilities. 
For example, a manufacturing f a c i l i t y  
t r a n s f o r m s  r a w  m a t e r i a l s  i n t o  
subcomponents and the subcomponents are 
assembled into final products. As the raw 
materials and subcomponents proceed through 
the manufacturing faci l i ty, they are 
identified and tracked through id en t if icat io n 
numbers. 
In a similar manner, an Enterprise can b e  
an office environment. Within the office, a 
requested report involves the production, 
selection, and integration of information so 
as to tell a desired story. The general data, 
or raw material, is available to the authors 
through a defined access procedure and is 
manipulated to form segments of the report 
which, in turn, are integrated to form the 
final report, or product. 
Performing the information a n a l y s i s  
(requirements analysis) required to develop 
an efficient, automated Enterprise i s 
accomplished through the following steps: 
1. Interview Managers / Designers, 
2. Identify Enterprise Functions, 
3. Collect Performance Information, 
4. Simulate the Enterprise Operation, 
5. Identify Informational Relationships, 
6. Perform Technology Assessment, and 
7. Develop Physical Model. 
The relationship among these tasks a r e  
illustrated in Figure 2. 
Step 1. Interview Managers / Designers 
Using IDEAL'S knowledge engineering 
aspects of IDEF(0) and IDEF(l), the interview 
of the top-level management is the most 
critical phase because it forms the 
requirements analysis for the Enterprise 
development in terms of the limits, direction, 
scope, and authority. Through these 
interviews is determined the current mission 
goals for an existing or new Enterprise and 
future mission goals of the Enterprise, an 
identification of the critical factors for 
success within the Enterprise, and a top- 
level understanding of the activities 
performed within the Enterprise. From Step 1 
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Figure 2. The Approach for Developing an Information System 
is produced a top-level model (referred to b\ not include specifications for technology, 
some as a Preliminary Business Model) tha' individuals, equipment, and organization. It 
does not include specif icat ions fa' provides a description of what the Enterprise 
technology and organization, and the does and information is used rather than 
viewpoint and purpose for Performing the how the activities are accomplished. 
act ivi t ies for the overal l  Enterprise 
development effort. Step 3. Collect Performance Information 
Step 2. Identify Enterprise Activities 
Through the continuing use of IDEAL'S 
knowledge engineering capability, the top- 
level activity model developed during Step 1 is 
expanded through a series of interviews with 
individuals, at various levels or Enterprise 
responsibility to gain an understanding as to 
what activities must be performed to produce 
the desired products and what informational 
relationships exist among the activities. This 
expanded activity model is developed to a level 
of detail sufficient to respond to the purpose 
identified in Step 1. This activity model is 
often referred to as a logical model because, 
like the Preliminary Business Model, it does 
~ 
The goal of this aspect of the IDEAL 
methodology is to  begin specifying 
performance requirements for the Enterprise. 
Using the activity model as the activity 
definition, Step 3 overlays performance 
information onto each identified activity. The 
performance information identifies such items 
as performance times desired for each activity 
and backlogs allowable at each activity. The 
dynamic information defined in this step 
represents an initial set of performance 
requirements for subsystems that will 
eventually perform each activity. 
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Step 4. Simulate The Enterprise Operation 
# 
Within the IDEAL methodology, the 
capability has been developed which allows for 
the development of a simulation model by 
integrating the activity model and the 
performance information through the use of a 
network simulation language. By exercising 
the simulation model, insight into the 
performance characteristics of the Enterprise 
can be obtained. This insight includes an 
analysis of the workload at each activity, 
chokepoints within the Enterprise processing 
based on the process performance 
requirements specified in Step 3 as a function 
of potential automated capabilities. By 
exercising the simulation model, a more 
detailed set of performance requirements can 
be specified for each activity and potential 
areas for automation can be identified. 
Step 5. Identify Informational Relationships 
Having formed a solid understanding of what 
the Enterprise is to accomplish through the 
previous four steps, Steps 5 changes the 
direct ion of the analysis goals by 
concentrating on the information aspect of the 
Enterprise. The goal of this step is to describe 
the Enterprise from an information viewpoint 
and the data required by the Enterprise, but 
like Steps 2,3, and 4, does not depend on 
either the organizational structure or 
technology. 
The Information model is analyzed to 
identify natural groupings of information. The 
groupings will eventually become the basis for 
the design of the databases to be developed in 
support of the overall Enterprise. Subsequent 
analysis results in the database design for 
each application system along with how and 
where the information will reside in the 
specific hardware and software environment. 
Step 6. Perform Technology Assessment 
The objective of Step 6 is to analyze the 
technologies, software, hardware, automation, 
expert systems, etc., available in an attempt to 
sat is fy  the Enterpr ise per formance 
requirements established during the previous 
steps. As mention earlier, Step 6 is not 
performed using the tools within the IDEAL 
methodology but rather uses the models 
developed by the previous sets as the basis for 
establishing the requirements for determining 
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what types of automation, technologies, and 
expert system should be considered and a 
preliminary judgement as to which of these 
will satisfy the performance requirements of 
the Enterprise. The results of the Step 6 
assessment may be fed back into the activity 
model if it is found that no technology exists 
to accomplish a given activity This will 
require a decision to either develop the 
capability or revise the activity so that the 
necessary technology does exist. It may also 
be realized that a given technology is available 
to accomplish a group of activities. Therefore, 
the activity model may be modified to combine 
the activities to better represent how the 
automation will be implemented into the 
Enterprise. 
Step 7. Develop the Physical Model 
The objective of this step is to transform 
the results of the analysis performed up to 
this point into a physical representation or 
design for the Enterprise. This involves the 
designation of how each activity will be 
performed, how the databases will be 
structured, and how the organizational 
structure for the Enterprise will appear. 
The procedure for accomplishing this will 
vary depending on whether a new Enterprise is 
being developed or whether an existing 
Enterprise is being upgraded. When designing a 
new Enterprise, only the considerations for 
what the Enterprise should be need to be 
consider with respect to the activities 
performed, the technologies available, the 
database requirements, and the goals of the 
Enterprise. 
When upgrading an existing Enterprise, it 
would be impractical to simple replace all of 
the existing information processing procedures 
and capabilities. Instead, automation and 
information systems must be integrated ai 
appropriate points in the Enterprise. To 
accomplish this, an analysis must be made 
between the current and desired Enterprise 
design. By understanding these differences in 
terms of activities performed, database 
requirements, and available techniques, a plar. 
is developed which specifies the approach to 
be used in upgrading the Enterprise. Through 
the information generated with the IDEAL 
methodology, such factors as the criticality of 
a given activity, impact of automating one 
activity on those activities interfacing witti 
it, and the overall modernization goals of the 
Enterprise can be considered. 
CONCLUSIONS 
IDEAL i s  a proven, general purpose 
methodology for modeling a wide variety of 
system types. IDEAL forms the foundation 
needed to understand, document, and analyze 
the requirements for the Enterprise. IDEAL'S 
power lies in its integrated set of techniques 
which ut i l ize a knowledge engineer ing 
approach in  conjunction with a top-down 
modeling and simulation approach to collect, 
integrate, and verify the information within an 
Enterprise through a team effort. Based on the 
understanding of the interprise provided by 
through the IDEAL technique, areas for 
au tomat ion  a n d  improved  in fo rma t ion  
processing can be identified and eventually 
implemented as  appropriate to satisfy the 
modification goals of the Enterprise. 
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INTELLIGENT TUTORING SYSTEM 
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A large number of Intelligent Tutoring Systems (ITSs) 
have been built since they were first proposed in the 
early 1970's. Research conducted on the use of the 
best of these systems has demonstrated their 
effectiveness in tutoring in selected domains. 
Computer Sciences Corporation, Applied Technology 
Division, Houston Operations has been tasked by the 
Artificial Intelligence Section at NASA/Johnson Space 
Center (NASA/JSC) to develop a prototype ITS for 
tutoring students in the use of the CLIPS [ 11 language: 
CLIPSIT (CLIPS Intelligent Tutor). For an ITS to be 
widely accepted, not only must it be effective, flexible, 
and very responsive, it must also be capable of 
functioning on readily available computers. 
While most ITSs have been developed on powerful 
workstations, CLIPSIT is designed for use on the IBM 
PC/XT/AT personal computer family (and their 
clones). There are many issues to consider when 
developing an ITS on a personal computer such as the 
teaching strategy, user interface, knowledge 
representation, and program design methodology. 
Based on experiences in developing CLIPSIT, this 
paper reports results on how to address some of these 
issues and suggests approaches for maintaining a 
powerful learning environment while delivering 
robust performance within the speed and memory 
constraints of the personal computer. 
CHOOSING A DEVELOPMENT 
ENVIRONMENT 
One of the major goals of Intelligent Computer Aided 
Instruction (ICAI) is to improve the quality of 
education and training especially for the average and 
below average student. For this to happen, 
educationally effective tutors must be made widely 
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available to end users, be affordable, and run on 
inexpensive computers. Strategies for cost effective 
development of ICAI programs for small computers 
include choosing a language and an environment for 
developing the ICAI based on availability, language 
and development costs, and performance 
requirements. 
The delivery environment chosen for CLIPSIT was 
the IBM PC/XT/AT family of computers using the 
languages CLIPS, C, and a commercially available 
graphics package. There were a number of reasons 
for which CLIPS was chosen. The first reason is that 
CLIPS is an expert system building tool written in C 
which can be compiled to create a runtime executable. 
A typical development strategy for ICAI is to develop 
a prototype first using an artificial intelligence (AI) 
language or programming environment and then 
rewrite the runtime programs in a general purpose 
language (such as C) to achieve optimal performance 
and transportability and to minimize distribution costs 
[2]. By using the CLIPS language, this rewriting phase 
could be eliminated thereby saving valuable resources. 
A second reason CLIPS was chosen as the development 
language is its availability to developers and students. 
CLIPS is available at no cost to anyone currently 
working on a federal government contract. Since the 
intention is to distribute a copy of CLIPSIT along with 
the CLIPS language, the student would have easy 
access to the required software. , 
A third reason is the high performance and 
extensibility of CLIPS. External functions can easily 
be written in C and called from the CLIPS production 
rules. The ability to write user defined functions was 
invaluable to the teaching expert whose job it was to 
manipulate the windows and menus of the user 
interface as well as communicate with the tutorial 
parser. 
The IBM PC family of computers was also chosen as 
the development and delivery vehicle for a number of 
reasons. Most students have access to personal 
computers either at home or school or business. 
Availability is one of the most important requirements 
for realizing the utility of an ITS. Inexpensive 
personal computers now have the power required for 
many ICAI applications whereas previously most 
applications were developed on specialized AI 
workstations. Intelligent tutors are just one example 
of ICAI where remarkable progress is being made on 
personal computers. As processing power and 
memory capacity costs continue to decline, 
inexpensive machines will be capable of supporting 
significant ITSs. Finally, the CLIPS language is a very 
effective tool on the personal computer and the C 
Ianguage compiIers necessary to take advantage of its 
extensibility are readily available. 
CLIPSIT APPROACH 
CLIPSIT is a knowledge-based system which tutors 
students in the concepts and syntax of the CLIPS 
language. The primary goal of the CLIPSIT tutor is to 
provide a proof of concept which can demonstrate that 
a usable tutor can be developed on a personal 
computer. Once completed, CLIPSIT will provide 
approximately 10 lessons with each lesson containing 
about 10 problems. The program currently consists of 
about 75 generalized rules written in CLIPS and a high 
quality user interface written in C and a commercial 
graphics package. Rules comprising CLIPSIT 
represent the following typical functional modules in 
an intelligent tutoring system: a domain expert, a 
diagnostic expert, a teaching expert, and a student 
model. The functional components of CLIPSIT are 
shown in (Figure 1)  and described in more detail on 
the following pages. 
The student interaction with the tutor occurs through a 
two-window user interface which presents a problem 
description in one window and accepts student 
responses in the other. Student responses are analyzed 
by the tutor and compared against expected student 
responses. The student is notified immediately of any 
discrepencies found in his syntax or logic by the tutor. 
Student responses which deviate from the expected 
response are compared to anticipated errors in a bug I 
catalogue. Those bugs which are not present in the 
bug catalogue are handled by special diagnostic rules. 
Each problem presented to the student is stored in a 
separate file along with the appropriate lesson text and 
is presented upon request by the student model. These 
files contain such information as expected responses, 
expected errors and error messages, teaching 
strategies, and problem description facts which 
describe the allowable variations to the "correct" 
expected responses the student is permitted to make. 
At the completion of a problem, all facts pertaining to 
the current problem are purged and a new problem is 
presented. By modularizing problems, a general set of 
(domain) rules can exist to analyze each specific set of 
problem facts. Modularization has the additional 
benefit of eliminating the need for problem specific 
"buggy rules" [ 31 which would greatly increase the 
size of the rule base and inhibit performance. 
DOMAIN EXPERT 
The domain expert contains the knowledge that the 
student needs to learn. This knowledge is used to solve 
probIems generated by the teaching expert in order to 
provide a basis for error analysis by the diagnostic 
expert. As tokens are entered by the student, (tokens 
are definable characters that serve to delimit the 
contents of an input string) they are checked against 
the predefined expected response for that token. More 
specifically, the domain expert reads in problem 
description facts as well as a skeleton solution 
containing the expected student responses. As long as 
the student response continues to match the expected 
response, the student is left alone. Should the student 
response differ from the expected response, additional 
analysis is made to determine if the response is indeed 
an error or simply another equally valid approach to 
solve the problem. When the student response is 
determined to be valid, the fact database is updated to 
reflect the current approach. However, if the student 
response is determined to be an error, then an error 
fact is created for the diagnostic expert to analyze. 
Many features are built into CLIPSIT which provide 
the student with the freedom to use his own creative 
instincts to solve a problem. This is a tremendous 
advantage over forcing the student to follow a strict 
one-to-one mapping between a student response and an 
expected system response. One example of the 
flexibility of the tutor is in regard to the naming of 
pattern variables in CLIPS. Should the student choose 
to name a variable something other than what the 
system expects, this should be (and is) allowed. Also, 
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in many cases, the order of patterns in a rule is 
arbitrary. By reading the problem description facts 
from the problem file, the domain expert knows which 
patterns can be interchanged. Additionally, there are 
times when the tokens in a pattern can be arranged 
arbitrarily such as when the student is applying logical 
field constraints. All of these variations to the 
expected system responses are supported given that the 
student's solution is an equally valid solution to the 
problem. 
TEACHING STUDENT DIAGNOSTIC 
EXPERT + MODEL + EXPERT 
Since a fast response time is of utmost importance for 
a tutor to hold the student's attention, only one 
skeleton solution is provided. That is, there is only 
one acceptable logic path for the student to follow. In 
order to make one skeleton solution span the entire set 
of possible solutions, the problem must be very 
narrow in scope. All of the problems in CLIPSIT are 
worded in such a way that there is basically only one 
way to solve the problem given the normal creative 
variations mentioned above. By limiting the scope, the 
number of solutions becomes very manageable and the 
expected student responses can be predicted with great 
accurracy. The obvious benefit of this approach is the 
improved response time obtained by requiring less 
rules and facts to describe and analyze the problem. 
DOMAIN 
EXPERT 
DIAGNOSTIC EXPERT 
The diagnostic expert provides error analysis for the 
student responses. Once an error has been 
encountered by the domain expert, that error is 
intercepted by the diagnostic expert to try and 
determine the cause of the student's misconception. 
Based on the error analysis, the diagnostic expert 
hypothesizes what misconceptions the student may 
have. These hypotheses are recorded in the current 
state of the student model. 
There are three sources of error diagnosis in 
CLIPSIT: a bug catalogue containing a list of expected 
errors for a particular problem, a set of logic checking 
rules which uses the problem description information 
to analyze the consistency of the student response, and 
a catch-all set of rules which detects simple syntax 
errors and misspellings. 
The bug catalogue is generated from experience 
gained in teaching classes on CLIPS and noting various 
student errors and misconceptions. The advantage of 
this approach is that, although cumbersome, empirical 
data such as this can be easily obtained from these 
classes.[4] Approximately fifteen CLIPS classes have 
been presented to date to draw upon for information. 
The bug catalogue consists of a table of expected 
errors for each token in the student response. For 
every expected error in the bug catalogue, there exists 
a corresponding diagnostic message. In this way, a 
very specific diagnostic message is presented to the 
student directly applicable to the current problem. 
The logic checking error rules are basically inverses 
of many of the domain rules. These rules analyze the 
expert skeleton solution and problem description facts 
and can recognize inconsistencies in the student 
thought process. For example, if the student had used 
a variable to represent the price of a pair of shoes in 
one pattern, and then tried to use that variable to later 
represent a coat, the error would be caught. Every 
diagnostic rule has the ability to generate specific 
error messages for the particular student response 
being analyzed. The general logic checking rules 
contain a skeleton error message with appropriate 
slots to be filled in with diagnostics specific to a 
particular problem. 
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ARCHITECTURE 
The third set of diagnostic rules provides a low level 
of analysis capable of detecting simple syntax errors 
and misspellings. Their main purpose is to provide a 
catch-all for errors which have filtered through the 
tutor and remain undiagnosed. The objective of the 
knowledge engineer is to minimize the number of 
times these rules are required to execute by improving 
the effectiveness of the bug catalogue and logic 
checking rules. 
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The error messages provided by the three diagnostic 
rule sets vary in their levels of specificity. The 
expected error rule set provides the most specific 
messages followed by the logic checking rules and 
finally the catch-all rules. Since the goal of the 
diagnostic system is to provide the most meaningful 
diagnosis available for a student response, a hierarchy 
of priorities among the three diagnostic rule sets was 
created. Whenever an error is detected, there is the 
possibility that a rule in all three diagnostic rule sets 
could be activated. Since the nature of the error 
messages becomes more general as the priority of the 
diagnostic rule set decreases, it is important to enable 
the rule with the best (most specific) message . By 
implementing this priority system the student is always 
assured of getting the best diagnosis possible. One 
advantage of this three level error detection system is 
that the knowledge engineer can continue to collect 
expected errors for the bug catalogue as the tutor 
matures and easily add them to the system at any time. 
Improving the bug catalogue's ability to detect errors 
allows the tutor to divert the error analysis from less 
specific logic checking and catch-all rules to the most 
specific expected error rules. 
TEACHING EXPERT 
The teaching expert is a set of specifications of what 
instructional material the tutor should present and how 
the material should be presented. All problems in 
CLIPSIT have a tutoring strategy specified within the 
problem description facts. Although this approach 
restricts adapting the problem presentation to more 
closely match the ability of a particular student, the 
immediate benefit of less code and faster response time 
achieved by not having to compute a presentation 
strategy, is a viable tradeoff on personal computers. 
There are three basic strategies available to the 
knowledge engineer in CLIPSIT for presenting a 
problem. Selection of one of these three strategies 
depends on the complexity of the problem to be 
presented and the current lesson. 
The first strategy is to provide the student with 
examples and a list of candidate responses available for 
use in the solution. Since the first hurdle of the student 
is determining what the immediate goal is, that is, 
determining the desired response from the instruction 
[5] ,  a list of solution components provides the student 
with adequate goal reinforcement. Additionally, 
many teachers agree that certain classes of students are 
competent to solve sets of problems only after an 
example is done for them. By reinforcing the goal 
with examples, performance improves significantly. 
From the standpoint of the diagnostic expert, this 
approach is also beneficial since it now has a clear 
understanding of what the correct solution must be. 
For example, if the student is given a problem 
description and asked to generate a fact to represent 
some aspect of the problem, the student could generate 
many valid representations by choosing endless 
different names for the same item. By naming the 
tokens in the problem for the student, a finite and 
manageable solution set is now available and the 
student has gained valuable insight by example. 
A second strategy for presenting the problem is to use 
a template. Problems can be presented to the student 
as a puzzle where the tutor supplies some of the 
solution pieces and the student supplies the rest. The 
earlier lessons and problems would provide more 
pieces of the puzzle than the later problems. The 
template is very useful, once again, for reinforcing the 
students understanding of what the problem is really 
asking for. It also provides a means for the teaching 
expert to lead the student down the desired solution 
path, thereby providing for faster and easier error 
diagnosis. 
The third strategy, if it can be called that, is to simply 
turn the student loose to take whatever approach he or 
she chooses. Since this method is by far the most 
difficult to provide diagnostic analysis for, the 
problem must be worded in such a way that the correct 
solution can be readily anticipated by the tutor. 
All strategies have the benefit of coaching messages 
generated by the diagnostic rules. A student is given 
three attempts to provide the anticipated response for 
the solution. If the student has not determined the 
correct response by the third attempt, he is given the 
answer. 
STUDENT MODEL 
The student model is the representation of the student's 
understanding of the domain knowledge as perceived 
by CLIPSIT. The student model is used to assess the 
student's comprehension of the problem goals and to 
make decisions about what strategy should be followed 
to correct any perceived student misconceptions. By 
comparing the student performance against the 
expected responses of the tutor, (also known as the 
"overlay model" [6 ] ) ,  CLIPSIT can determine which 
teaching goals the student has failed to grasp. 
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Every problem file in the problem set available to the 
student contains information about the teaching goals 
it is trying to present. Certain problems are 
designated by the problem description facts for each 
lesson as being either required or remedial. As the 
student progresses through the required problems, any 
deficiency inferred by the diagnostic rules is recorded 
in the student model. On the basis of the student's 
performance, the system selects the next problem to 
present. If sufficient deficiencies have been recorded 
for a particular goal, a remedial problem is 
immediately presented to the student before the next 
required problem. 
Clancey et al. [7] listed four major information 
sources for maintaining the student model: a) student 
performance progress observed by the system; b) 
direct questions asked of the student; c) assumptions 
based on the student's learning experience; and d) 
assumptions based on some measures of the difficulty 
of the subject matter material. The prototype 
CLIPSIT student model relies soley on observing past 
performance. A past performance history of the 
student's misconceptions is carried over to later 
lessons. This information is then used to select 
remedial problems when the student demonstrates 
misconceptions about goals presented in previous 
lessons. 
USER INTERFACE 
The design of the interface can make or break the 
effectiveness of a tutor, regardless of the clever design 
of the other components. If the user interface is 
confusing or non-supportive of the tutored domain, 
the effectiveness of the instruction will be diminished 
or lost entirely. A powerful user interface has been 
developed for CLIPSIT. The interface, written in C 
and utilizing a commercial graphics package, provides 
two windows for system text and user input. Window 
dimensions are controllable by both the tutor and 
student. Cursor keys or a mouse may be used to scroll 
the windows. Additional types of pop-up windows are 
available for menus, student responses, and diagnostic 
and help messages. 
A series of functions are available which pass student 
responses to those portions of the tutor which handle 
error detection and instructional strategies. These 
input/output functions provide a general method for 
capturing student responses token-by-token, moving 
the cursor between the windows, permitting limited 
student editing, writing text to windows, and special 
message formatting. 
SUMMARY 
The basic tradeoff which greatly affected the design of 
CLIPSIT was the issue of response time versus 
capabilities, that is, the ability of the tutor to respond 
to a student response fast enough for the student to 
avoid confusion and frustration versus the amount of 
flexibility and power that could be implemented. The 
intent was to create the most powerful teaching 
package available within a 640k memory constraint 
and with an average response time of 1-2 seconds. It 
was felt that a response time greater than 2 seconds 
between student responses would leave the student 
confused about what (if anything) was happening with 
the tutor rather than concentrating on the problem at 
hand. This fast response time was achieved and even 
surpassed using a PC/AT class of computer. Response 
times for the PC/XT class of computers usually met 
this constraint but would struggle once the student 
took a solution path much different from the one 
anticipated. 
In order to minimize response time, the key strategy 
implemented was to represent as much knowledge 
about the problem as possible in the problem facts 
rather that make the system use many production rules 
to reach similar conclusions. For example, each 
problem file contains facts specifying how the 
problem should be presented to the student, that is, 
whether to use a template or not and how much help 
should be provided. This approach greatly simplifies 
the teaching expert function. The problem description 
facts also specify the possible variations to the solution 
that the student may make. These facts greatly 
simplify the domain expert. 
One of CLIPSITs greatest strengths is that all 
production rules are generic in nature. By eliminating 
problem specific rules, the size of the rule base 
decreases and typically execution speed improves. All 
problem specific facts are stored in separate problem 
files and loaded only when necessary. This minimizes 
the size of the fact base as well as the number of partial 
rule instantiations. An additional benefit of storing 
problem facts in an individual file and using generic 
rules is maintainability. Separate problem files can be 
generated by someone unfamiliar with CLIPSIT or 
rule based expert systems. Additional problems can be 
easily added, removed, or altered with no changes to 
the generic rule base. 
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INTRODUCTION 
A s  we all know, people interact with the proces- 
ses and products of contemporary technology. Indi- 
viduals are affected by these in various ways and 
individuals shape them. Some eager souls investigate 
such interactions or try to influence them, under the 
label "human factors." 
The term is easier to define--as I have just 
done--than the considerable territory it labels is to 
describe. What is in it? To expand the understanding 
of those to whom it is relatively unfamiliar, its domain 
includes both an applied science and applications of 
knowledge. It means both research and development, 
with implications of research both for basic science 
and for development. It encompasses not only design 
and testing but also training and personnel require- 
ments, even though some unwisely try to split these 
apart both by name and institutionally. The territory 
includes more than performance a t  work, though con- 
centration on that aspect, epitomized in the derivation 
of the term ergonomics, has overshadowed human 
factors interests in interactions between technology 
and the home, health, safety, consumers, children and 
later life, the handicapped, sports and recreation, 
education, and travel. 
Technology affects our emotions, but other than 
stress these, unfortunately, have aroused little 
interest, as though it were immaterial whether tech- 
nology adds or subtracts enjoyment or depression or 
anxiety in our daily lives. Technology affects the 
interactions between individuals--our social and 
organizational lives, and these influence how we use or 
create technology. NASA has been alert to these 
aspects, which have been relatively neglected in 
human factors otherwise despite efforts to widen an 
involvement in studies of habitability and organization 
design. Who knows? Eventually human factors scien- 
tists and engineers may also investigate relationships 
between technology and motivational variables in the 
behavior of those who use its products and pro- 
cesses--especially incentives and disincentives, 
rewards and deterrents, and conditions that strengthen 
or weaken these. 
But rather than talk about such matters, impor- 
tant as they are, in this paper I shall discuss two 
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aspects of technology I consider most significant for 
work performance, systems and automation, and four 
approaches to these that hold much current interest 
for both the Air Force and NASA and present new 
challenges for human factors science and applications. 
SYSTEMS 
This topic accounts for t h e  initial S in  the 
paper's title, which is an acronym. (Acronyms are a 
product of technology, in part, reflecting the need to 
conserve program space in software and the law of 
least effort in humans. Another instance is SOAR.) 
Human factors scientists and engineers deal with sys- 
tems as well as components. A system model consists 
of input,  processing, output, and feedback (SIPOF); the 
corresponding human model is HIPOF. 
One contribution human factors can make is a 
systems perspective. This does more than include the 
roles of humans as well as machines in some proposed 
or developing system. It considers more than a single 
workplace for one or two individuals. It embraces 
more than optimizing the design; the human can also 
be improved. I t  extends beyond some traditional 
boundaries in investigating human-machine  p e r f o r m -  
ance, such as servo-controlled negative feedback 
loops. It asks how the goals, set points, or criteria are 
established in task or mission planning. I t  views an 
automated or semi-automated system in more than  a 
control context. Indeed, the human role i n  control may 
be virtually eliminated or is diminished. But the 
human roles in programming and maintenance are 
likely to become more significant. In fact, some 
maintenance operations, as i n  space travel, may be the 
primary human interventions--though I believe astro- 
nauts have not usually characterized themselves as 
"maintenance personnel." As a new AAMRL project 
demonstrates (Mohr, 1986; Julian and Anderson, 198 ), 
flight-line maintenance of aircraft is a candidate for 
robotic automation. The design of applications soft- 
ware--and training to use it--has become a major 
target of human factors research and applications. 
Maintenance and programming, along with planning 
and control operations, constitute interrelated system 
loops, so to speak, to be improved with help from 
human factors. 
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AUTO hlATION 
Thus heading supplies the second letter in  the 
paper's acronyniic title. Innovations in  automation 
impose difficult demands on human factors. From the 
perspective of either a system or a workplace, what 
should be the division of labor? What should be auto- 
mated and what left to some human performance? 
This is the  proverbial allocation-of-tasks-and- 
functions problem, perhaps better stated as a combi- 
nation-of-tasks (or subtasks) problem to emphasize 
what is properly its synergistic or symbiotic nature. I t  
is novel to neither the Air Force nor NASA, as, for 
example, I found in a NAS-AF summer study for the 
forner  i n  1981 (Air Force Studies Board, 1982) and a 
1981 workshop on teleoperation for the latter. Nor is 
it novel in other contexts. One outstanding instance is 
machine translation, heralded in the early 1960s by the 
youthful artificial intelligentsia as a great advance in 
automation. When I spent a summer in Vietnam in 1970 
for our Department of Defense to try to improve t h e  
training of the ROV armed forces, I was assured by our 
military personnel there that machine translation was 
about to solve the problem of converting masses of 
technical documents from English to Vietnamese. Five 
years later as a consultant to the United Nations I 
encountered wishful thinking that simultaneous inter- 
pretation i n  the General Assembly and Security 
Council could be automated in short order. Recently I 
found that the Pan-American Health Organization was 
among those finally using machine translation--but 
w i t h  post-editing by a human translator operating a 
word processor. Why had it taken so long to adopt the 
symbiotic solution rather than cling to the dichoto- 
mous position that humans and automation shouldn't 
mix? 
Such experiences have left a residue of skepti- 
cism, modified, to be sure, by the automation that is 
assisting m e  in typing th is  paper. (On occasion I still 
use m y  old mechanical typewriter, however, especially 
during power failures when it's the only contrivance in 
iny company's offices w i t h  which  to compose some 
urgent communication.) The dilemma for human fac- 
tors professionals springs not from any resistance to 
automation. In a world much of which could hardly 
exist i f  the automobile had not replaced the horse, it 
is essential. Nor is i t  likely that automation will put us 
human factors folks out of work; the more complex 
technology becomes due to automation, the more we 
seem to be needed. Rather, w e  don't know what to 
believe. I f  prognostications about n e w  automation 
reflect wishful thinking and hyperbole, the historical 
record shows that advances i n  automation will never- 
theless occur while the general competence of people 
renains  in a steady s ta te  (except for variations due to 
training). But what, exactly, will be the advances, and 
how soon? Fortunately, computer scientists and elcc- 
tronic and mechanical engineers are  less skeptical; 
they rush in where angels fear to tread. Unfortunately, 
they usually disregard the angels--who, of course, are  
the human factors scientists and engineers. 
The division of labor is often determined before 
a human factors analyst has a chance to propose one. 
I f  the opportunity does occur, various guidelines can 
be invoked, including the relative cornpetcncies of 
automation and personnel, their relative costs, and the 
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prospects of improved (human-engineered) design, 
training, and personnel selection as alternatives. A 
symbiotic strategy may be proposed a t  least for the 
interim before n e w  Rutomation is perfected, perhaps 
with the rationale that the system developer will 
regress to that strategy in any case as  the hyperbole 
melts in  the heat of reality. 
In this paper the four kinds of technology dis- 
cussed have differing distributions of labor. They will 
be presented in a crude rank order from least to most 
human involvement. They are  robotics, supervisory 
control, expert systems, and telepresence (which 
includes telerobotics and teleoperators). Together 
their initials generate the remaining letters of 
SARSCEST. At the end of the  paper the four will be 
related to each other. 
ROBOTICS 
Non-technical observers consider industrial 
robots as autonomous because the observers rarely if 
ever see them being maintained or programmed. Nor 
do they usually see an operator s tar t  or stop them, 
calibrate them,  intervene when some tool or work- 
piece needs adjustment, or change their programs; in 
any case, compared with closed-loop human control of 
machines such operations are  relatively simple and 
infrequent. But  robotic maintenance, either preventive 
or remedial, is a fact of life on the factory floor, as 
might be expected for mechanical, electrical, elec- 
tronic, and hydraulic machines that incur wear from 
use and interference from ambient conditions. Such 
maintenance has human factors interest to the same 
extent that machines with similar components arouse 
such interest, except that industrial robots present 
special hazards due to unexpected movements. 
I t  is the creation and use of application programs 
that call particularly for human factors investigation 
and application, as I discovered in a survey I conducted 
among ten major robot manufacturers for t h e  Army's 
Human Engineering Laboratory (Parsons and Mavor, 
1986). The following is taken from a recent summary 
(Parsons, 1988a; see also Parsons, 1988b,c) dealing 
w i t h  industrial robots and their programming. 
The principal equipment units are  a teach 
pendant (portable control panel) and a computer ter- 
minal; for programming continuous paths, as  in spray 
painting, controls are  attached to the robot arm or to 
a surrogate arm. A major design problem has been the 
division of programming between the pendant and t h e  
terminal; the former is carried inside the robot work 
envelope (bounded by a barrier or fence, with a gate), 
whereas the latter is usrrally next to the robot control- 
ler housing a microprocessor outside the enclosure. To 
program with sufficient precision t h e  locations to 
which the robot's end effector will move automatically 
in a production run, in  some tasks the programmer 
must go very close to the alignment of t h e  end 
effector wi th  a workpiece, operating t h e  pendant's 
controls to  move the robot. This requirement for 
visual discrimination accounts largely for the portable 
control panel. But many additional steps have to be 
programmed, such as robot arm speeds, pauses, inputs 
from and outputs to other equipment, decisions, and 
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repetitions. The hardware/software designer must 
choose between adding control and display components 
to the pendant, thereby increasing its size and weight, 
and performing additional programming a t  the termi- 
nal--rushing in  and out of the work envelope to do so. 
Teach Pendant Design 
Presumably improving the pendant's design 
should be a human factors objective. Its controls must 
be operated quickly and without error, to save produc- 
tion time and forestall errors that might result in 
accidents or interruptions. Since exclusive space is not 
available for all the required functions, more than one 
of these may be assigned to a single control element, 
with selection by another element. What functions are 
assigned, and how? How are control elements grouped 
and coded? Which are better, push buttons or joy- 
sticks? What should appear on the LCD display? Might 
the pendant use a menu system with soft buttons? How 
should errors be indicated? What warnings are needed? 
Though the dozens of functions on the pendant make i t  
seem like a simple enough device relative to the much 
larger number on control and display panels in a 
nuclear power control room, nevertheless the pendant 
design is a challenge. 
That challenge has been met, according to the 
survey mentioned, by a great variety of designs. No 
two pendants are alike. There has been virtually no 
systematic resort to human factors applications. The 
same can be said of the associated applications soft- 
ware, as in the names and categorizations of com- 
mands, the structures of menus, and error prevention 
and recovery. Neither the hardware nor software 
appears to be as user-friendly as it might be. Indeed, 
as a result of the survey the Robotic Industries Associ- 
ation is attempting to generate an ANSI standard for 
the human engineering design of teach pendants, 
though t o  date this has consisted mostly of copying 
sections from MIL-STD-1472C. 
B u t  are teach pendants really that important for 
programming industrial robots? What alternatives are 
there to this use of the robot as its own measurement 
device, so to speak? If robotic applications program- 
ming could be entirely textual, computing positional 
and rotational information based on data from other 
sources, there would be no need for pendants. Such 
sources include machine vision and other sensors, 
stored geometric and other data (world models) about 
robots and workplaces (for example, from CAD), and 
graphical simulation. Indeed, it has been suggested 
that t'nese will reach a level of precision or flexibility 
to cope w i t h  the variability that occurs even in an 
engineered environment such as a robot installation. 
For some installations, involving assembly tasks by 
small robots, teach pendants seem unnecessary. The 
basic questions are how reliable other data sources can 
be made and how much variability and unpredictability 
will be encountered. These are even more serious in 
other environments, such as in space and especially in 
military settings where there may be variability and 
unpredictability due to an adversary. Such variability 
and unpredictability range along a continuum. "Struc- 
tured" and "unstructured!' environments are a false 
dichotomy. 
Meanwhile, as other data sources improve for 
programming industrial robots, one human factors task 
may be that of helping to fuse data from various 
sources, including teach pendants--which may func- 
tion primarily to post-edit the position and orientation 
commands otherwise derived. 
When it is more widely realized that "autono- 
mous" robots must be programmed and maintained--at 
some cost and by human skills-- there may be less 
optimism about the tasks they may undertake outside 
of manufacturing, especially in homes, in service 
occupations, and in space, and especially for occa- 
sional rather than repetitive tasks for which remote or 
removed human operators or supervisors are available. 
Again, much will depend on the versatility of the robot 
and the predictability of the setting. 
SUPERVISORY CONTROL 
In the present context, the term "supervisory 
control" labels one solution to the issue of allocating 
or combining tasks among humans and machines. As 
we all are aware, supervisory control exists also 
among humans. If I may be permitted a personal 
reflection, a single individual can have experienced i t  
as a child supervised by parents (and vice versa), 
driving a car w i t h  back-seat advice (also vice versa), 
as a student controlled by teachers (again vice versa), 
as a newspaper reporter subject to the whims of 
editors, as a ship's commander exerting military con- 
trol, as an investigator supervising the behavior of 
white rats, and as a R&D manager trying to control 
the performance of investigators. The varieties of 
situations and types of supervision in supervisory con- 
trol among humans are paralleled in those among 
humans and machines. 
Basically, it seems that the term "supervisory 
control" in human-machine systems has been intro- 
duced to denote one or more humans presumably a t  a 
computer linked to one or more computers directly 
controlling some process or device(s) in real time and 
acquiring information that is sent to the supervisory 
controller. Thus, the human role, except for interven- 
tions when there's a special problem or crisis, does not 
include much real-time control--and the term "super- 
visory control" is something of a misnomer. According 
to a report of the Committee on Human Factors of the 
National Academy of Sciences and National Research 
Council (Sheridan and Hennessy, 1984), "supervisory 
control behavior is interpreted to apply broadly to 
vehicle control (aircraft and spacecraft, ships under- 
sea vehicles), continuous process control (oil, chemi- 
cals, power generation), and robots and discrete task 
machines (manufacturing, space, undersea mining)" 
(p.81, and also (p. 5) command, control and communi- 
cation systems. I believe the term originated from 
human factors work on undersea and space teleopera- 
tions and on nuclear power plant control rooms. This 
kind of division of labor has been aimed a t  helping to 
helped solve communication and workload problems. 
For example, supervisory control might cope with the 
problem of communication lags between NASA ground 
control and distant teleoperated space vehicles and 
manipulators. It might ease the complex and time- 
limited monitoring and remediation operations in 
nuclear power control rooms. 
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According to Sheridan and Hennessy (1984, p. 
121, "In all forms of supervisory control there is a 
typical five-step cycle in  t h e  human supervisor's 
behavior: (1) planning, including the setting of subgoals 
relative to the given task goals, (2) instructing the 
computer, (3) monitoring its execution of instructions 
and making minor adjustments, (4) intervening to cir- 
cumvent the automatic controller as necessary, and (5) 
learning from the experience in order to plan better." 
In the proceedings of a symposium on human factors in 
automated and robotic space systems, Sheridan (1987, 
p. 286) observed that "The problem of what to control 
manually and what to have t h e  computer execute by 
following supervisory instructions is something that 
cannot be solved in general but probably must be 
decided in each new context." 
Akin, Howard, and Oliveira (1983) distinguished 
two types of supervisory control: traded and shared. In 
the former, t h e  human defines a subtask for a compu- 
ter, which then takes over, t h e  human interrupting a t  
will. In the latter, the human describes goals and 
manipulates high level information from a world model 
or textual input, and t h e  on-site computer modifies 
the  human's commands if  there are  misjudgments or 
delays, using a more precise world model. 
Some lessons from all-human parallels s e e m  per- 
tinent. The human subordinate is often given consider- 
able responsibility and authority so he or she can learn 
by doing, including mistakes, except perhaps in a real 
crisis. If the subordinate in human-machine super- 
visory control is a computer, i t  too must be adaptable. 
That means that the subordinate computer must 
acquire new behavior through feedback from its own 
performance and built-in learning algorithms or heur- 
istics or by being tutored by t h e  supervisory control- 
ler, perhaps through simulation. Another lesson is that 
supervision may extend through a hierarchy or be 
exerted by or on multiple individuals. Hierarchical 
aspects have been noted by the sources already cited, 
as well as control over multiple subprocesses--limits 
on human span of control being one reason for compu- 
ter automation. The third lesson is that the super- 
visory relationship might in some situations be 
reversed, w i t h  a human a t  the "subordinate" position 
exercising considerable choice and a computer a t  the 
"supervisory" position developing plans and issuing 
them without human participation. The tail wags the 
dog, for example, when to avoid a major, unexpected 
obstacle the remote driver of a personless vehicle 
changes a supervisory computer's entire routing-- 
perhaps an instance of shared control. 
"Supervisory control" seems to need more analy- 
sis from actual systems and empirical support as to its 
applicability beyond laboratory studies that launched 
the concept. Although its descriptions have not given 
m u c h  heed to maintenance and programming, perhaps 
because of its explicit emphasis on "control," some 
supervisory control interventions, as in  nuclear power 
incidents, would actually appear to concern mainte- 
nance, that is, troubleshooting and remediation. Sug- 
gestions that some programming is supervisory control 
will be noted subsequently. 
EXPERT SYSTEMS 
An expert system is an artificial intelligence 
undertaking incorporating an interactive computer 
program containing expertise for a non-expert e n d  
user. Why should such a system involve human inter- 
faces and t h u s  human factors? First, though it manipu- 
lates words (or graphics) instead of sensor inputs and 
motor outputs, it possesses the same SIPOF structure 
as other types of systems to which human factors 
science and practice are applicable (though the 
F--feedback-+ not explicitly considered by AI devel- 
opers in th i s  venture any more than in others). 
Second, it has three or more human interfaces, more 
than enough to justify human factors interventions. 
Third, i t  represents, in  a way, the apotheosis of 
symbiosis in computer automation. 
Although human factors support apparently was 
not sought by ES developers initially (and ESs were 
more processing-oriented than user-oriented, perhaps 
to their disadvantage), t h e  human factors community 
has leaped into the act. The Proceedings of the annual 
meetings of the Human Factors Society had two ES 
presentations in 1984, three in 1985, eight in 1986, and 
six in 1987. Of the 19, four discussed human factors in 
ES in general, 11 were concerned with expert systems 
in particular contexts--four of these being aircraft 
and seven troubleshooting and other search tasks, and 
four described the use of ES as  human factors method- 
ology. Among these last, Antonelli (1987) compared an 
ES with a hard copy user's manual as  a job perform- 
ance aid; Parng and Ellingstad (1987) developed an ES 
to help design m e n u  systems; Aartley and Rice (1987) 
developed an ES to help design the screen color of 
video displays; and Karwowski, Mulholland, and Ward 
(1986) developed an ES to analyze manual lifting tasks. 
The aircraft-related ESs were authored by Endsley 
(1987), Kuperman and Wilson (1986), Aretz e t  al. 
(19861, and Ott  (1985); two originated in the Arm- 
strong Aerospace Medical Research Laboratory and a 
th i rd  in the Air Force Academy. Of the trouble- 
shooting/search ES talks, two arose from work for 
NASA a t  Carlow Associates (Phillips e t  al., 1986; Eike 
e t  al., 1986); two from work for the Electric Power 
Research Institute (EPRI)  a t  Honeywell (Koch, 1985, 
1987); one from Westinghouse (Roth et  al., 1985); one 
from Idaho National Engineering Laboratory (Nelson, 
1986); and one from Martin Marietta--Denver 
(Petersen e t  al., 1984). The general discussions were by 
Hamill '1984), Ostberg (19861, Fotta (1986) and Gehlen 
and Schwartz (1987), this last a study of display 
formatting. Other examinations of expert systems 
from a human factors viewpoint have appeared in 
journals. 
AI descriptions of expert systems conventionally 
specify three parts: knowledge engineering to create a 
knowledge base, an inference engine to manipulate 
this, and a user interface. A SIPOF model, followed 
here, differs somewhat. 4 system cornponent (3) is 
where dccisions are  made as to what do.nain shot~ld be 
put i n  an ES or le f t  to other, perhaps non-computer, 
methods. Another decision is whether the ES should be 
"autonomous" or advisory; some ESs are the former. 
The second, input (1) component is knowledge acquisi- 
tion (facts, relations, well or ill defined, i n  numeric or 
symbolic form). It has two parts. One is thc expert 
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source--a human expert providing self-reports through 
interviews or questionnaires, manuals or other litera- 
ture, think-through protocols, simulations/scenarios, 
even experiments--though these are mentioned as 
rarely in this AI context as in others. The second part 
is the agent acquiring the knowledge, the knowledge 
engineer in the conventional ES description. In the 
third, two-part processing (P) component, the acquired 
knowledge is first converted (by a knowledge engi- 
neer) into a form that can be computer-processed. I t  is 
decomposed or structured into rules, frames, scripts, 
schemas, arrays, .property lists, hierarchies, semantic 
networks, analogical representations, or propositional 
or predicate calculus-- relational formalisms on which 
the program in the inference engine can operate; these 
may be essentially procedural in form ("how" 
sequences) or situational/declarative, perhaps con- 
cerning non-verbal skills. The conversion process must 
attempt to standardize terms and make them con- 
sistent. It may include criteria for the selection of the 
premises in (production) rules. Confidence/certainty 
values can be assigned to items as well as importance 
values. In the second part of processing, the resulting 
"knowledge base" is further structured and sequenced 
in the computer program so the program in interaction 
with a user can produce various relationships, e.g., 
causal or hierarchical, with combinations of premises 
and forward or backward sequencing among rules 
related by sharing premises or conclusions. The fourth 
(Output--0) component is the interface with the user. 
I t  consists of presentations or queries (by computer or 
user) on a visual display (or perhaps by voice synthesis 
and recognition), proceeding through the program 
sequences, culminating with a conclusion or recom- 
mendations (advice). This 0 component also usually 
includes explanations of the program's reasoning 
process and conclusions, Le., rationales. It may note 
conflicts and trade-offs. Some ESs include lists of 
references for further information or as evidence. The 
last (feedback--F) component in an ES, though seldom 
i f  ever identified as such, is implied in user queries, 
user additions to or elaborations of the knowledge 
base, and subsequent growth of the ES through itera- 
tions. In addition, a human factors approach calls for 
examining interactions between these components and 
for conducting a systematic ES evaluation. 
The three human interfaces are (1) between the 
source ( i f  a human expert) and the knowledge engi- 
neer; (2) between the knowledge engineer and the 
inference engine; and (3) between the output of the 
inference engine and the user. Some interfacing occurs 
also between t h e  inference engine and the user or 
source expert. 
Some Human Factors Considerations 
System. As already noted, a determination must 
be made whether the ES's conclusions will simply 
inform the user or be advisory-- an allocation matter. 
Criteria include criticality, frequency, technological 
capabilities, and pilot acceptance/trust (Endsley, 
1987). Should the simpler or more routine tasks 
receive priority for ES handling, though some may be 
trivial? The same author said that expert systems are 
"severely limited in dealing with unforeseen circum- 
stances," another consideration typical of computer- 
based systems. 
Input. How large a domain should be included? It 
has been generally accepted that expert systems can 
deal with only limited domains. How cornplete is the 
input  even within a limited domain? According to 
Ostberg (1986), an ES is likely to omit tacit or 
%ommon sense" knowledge. What types of domains or 
repertoires are appropriate? What sorts of "thought" 
can be verbalized reliably or a t  all by an expert-- 
though much of the thought may have been originally 
verbal? Expert systems are inevitably subject to 
biases, misinformation, inadvertent or deliberate inis- 
interpretations or exaggerations, omissions, rationali- 
zations, dependent as they are on human long-term 
memories, mismatches in sophistication between 
expert and knowledge elicitor, and the latter's incen- 
tives and disincentives. Conceivably during the current 
national election campaign each major political party 
might produce an expert system demonstrating not 
only that it should win but would win--especially i n  
light of the diversity of views of economists or colum- 
nists whc might be the "experts." Also possible but 
perhaps less likely is the exploitation of expert sys- 
tems by UFOlogists, astrologers, and others victi- 
mizing the credulous with occult claims. ES depend- 
ence on self-report induces caution in any human 
factors scientist or engineer, to whom the hazards of 
this kind of evidence or knowledge are well known. 
One way around this dilemma is to query more than 
one expert (Endsley, 1987). But an extensive survey of 
USAF jet interceptor pilots showed considerable dis- 
agreement among them about the procedures they 
used and how a return-to-base system should be 
designed (Parsons and Karroll, 1954). Should expert 
views be determined by majority vote? Much work 
apparently remains to be done to assure suitable and 
reliable input to ESs. 
Processing. In the initial processing by a "knowl- 
edge engineer" there lie further hazards. That indi- 
vidual may have many options concerning the tech- 
niques to invoke, formalisms to use, terms to select, 
and confidence or importance values to attach. 
According to Ostberg (1986), knowledge engineers con- 
stitute a "priesthood" or can be viewed as "artists" 
with unsupported pretensions. Though they are analo- 
gous to work-study engineers or human factors engi- 
neers conducting task analyses, it  is not clear what 
formal training they receive or should receive. How 
well can they orient to the needs of users as well as 
experts, especially i f  their cognitive styles differ? 
Categorization differs widely among individuals, as do 
direction of inference (data-driven or hypothesis- 
driven) and goals or incentivesidisincentives. 
In the processing in the ES computer program 
there may lie a mismatch between what the user is 
accustomed to do in his or her head and what the 
program does. If the user insists on knowing what the 
program has been doing, as astronauts and pilots, for 
example, may well do, the user may have difficulty i n  
understanding or may not accept the conclusion or 
recommendation. Logic manipulations may perplex. 
Just because they are symbolic does not make them so 
different from perceptual-motor performance which, 
for example, requires designs that conform to group 
stereotypes. Mental (verbal, in-the-head) models vary 
among individuals as do perceptual-motor Inodels. 
Users can inisinfer, much as an operator may move a 
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control element i n  the wrong direction because the 
designer has designed it without due regard to the 
operator's habitual performance. As already indicated, 
mental models may vary in the direction of inference, 
data-driven forward chaining or hypothesis-driven 
backward chaining--which are alternatives for infer- 
ence engines. 
Output. According to Ostberg (1986), the user 
interface accounts for almost one-half of ES program- 
ming but has often been poorly done. Perhaps the first 
matter to consider is a user's goals, which Pew (1988) 
has enphasized. Since the user wants to put the output 
to soTe end, what kinds of purposes exist? Expert 
systems are aimed a t  decision-aiding and problem- 
solving of various kinds, predictions as well as compre- 
hension. They are intended to do what the non-expert 
cannot do, or do well, and should be tailored to the 
user's goals, not what a program can accomplish. They 
should also be tailored to users' levels of expertise, 
which will vary among them. Aretz e t  al. (1986) 
advocated designing-in three levels, Parng e t  al. (1987) 
six. So the knowledge engineer or the computer pro- 
gram m u s t  be flexible and function as a kind of 
translator between the expert and the user. When an 
ES is used for human factors purposes, these as we 
have seen can include trouble-shooting, replacement 
of TPAs, design of hardware or software, personnel 
selection, and training (as in coaching new techni- 
cians). These objectives may call for different inter- 
face aspects. A major output consideration is the kind 
of language that is desirable. Although this has been 
described as "natural," that term calls for better 
definition; everyday spoken language not only differs 
from the written but is likely to vary widely in syntax 
or a lack thereof. Some restrictions seem inevitable to 
avoid confusion, since users will have their own vocab- 
ularies and usages. That fundamental human pro- 
clivity, generalization, is a major problem (as well as 
an advantage) in symbolic communication, though it 
has not always been recognized as such under this 
label. (Concepts, heuristics, and synonyms are 
examples of generalization, and fuzzy set theory has 
tried to cope with it in  a limited fashion.) Along this 
line, Pew (1988) has noted the variations in users' 
abstraction levels. Because some ES output may be 
difficult to convey i n  symbolic form, it may be advis- 
able to use graphic representations. 
4 major aspect of ES output is the capability it 
includes for explaining to the user how or w h y  it 
reached some conclusion or recommendation. As Pew 
(1988) and others have noted, apparently it is not 
sufficient s imply  to list the rules the inference engine 
used or to convert these into text. Citing other 
sources, Eike et  al. (1986) listed five criteria for an 
explanation facility in an ES. For example, an ES 
"should be able to alert the user when a problem is 
beyond its current capabilities and instruct the user as 
to ahat additional factors and/or rules would be 
required to complete the transaction.'' Further, "the 
explanation facility should be capable of recalling 
each invoked rule and associating it with a specific 
event to explain the rationale for the machine's 
assessment of the event." 
Feedback. Despite the rarity of specific mention 
in the 41 literature, some feedback does occur in the 
use of expert systems. For example, a user's queries 
about methods the ES employed, requests for justifica- 
tion, and meaning of questions the program asked 
(Phillips et  al., 1986) can be regarded as kinds of 
feedback to the ES. Still another variety would be 
program or knowledge base updating or alteration 
requested by the user. Perhaps the most significant 
feedback is rejection of the expert system by intended 
users. Such may occur because they find it too diffi- 
cult, they get lost, or they lose confidence in it. Or 
the system, especially i f  the user must query it for 
information or explanation, increases rather than 
diminishes the workload--an especially sensitive mat- 
ter for military pilots. In short, due to the conse- 
quences of using an ES, an individual avoids doing so, 
in what would technically be called avoidance con- 
di tioning. 
Evaluation 
The need for evaluating expert systems before 
their use seems self-evident but has not always been 
satisfied; in fact, evaluation appears to have occurred 
mostly in the course of their use, on occasion wi th  
poor results. Rut Kuperman and Wilson (1986) have 
described a research facility to include ES assessment 
a t  AAMRL.  Aretz et  al. (1986), Nelson (1986) and 
Koch (1987) have reported experimental evaluations. 
Ott (1985) listed ES programs within the Department 
of Defense and NASA. Though he did not include 
individual assessments--which may not have been 
available, he did contrast current and desired/required 
capabilities of "intelligent aiding in the cockpit" and 
concluded that "significant additional progress must be 
made before an AI system can be used i n  a combat 
airborne application." 
TELEPRESENCE 
By and large, manipulators and vehicles are 
remotely operated (or maintained) by humans (1) when 
it would be too hazardous or, possibly, too arduous, for 
a human to be in the same place or (2) the nature of 
the task (e.g., non-repetitive or too unpredictable) 
argues against using an autonomous robot in view of 
the robot's total cost (including programming) and 
lower level of adaptability. B u t  like human activities 
in general, remote manipulation and locomotion 
depend on sensory feedback to the human operator. 
How much and of what kind are important and inter- 
esting human factors issues. 
The increasing use of teleoperators has given 
prominence to information feedback's significance in 
human performance (Smith and Smith, 1985). In 
general, people are not nearly as aware of the feed- 
back they receive, as feedback, as they are of sensory 
inputs that do not seem contingent on what they do. 
There seem to be some kinds of information feedback 
of which we are especially unaware, perhaps because 
we cannot see the receptors. These are feedbacks 
from movements and positions of parts of our body to 
kinestheti? or proprioceptive receptors conveying 
information about movement and positions in space. 
Unlike vision and audition, kinesthetic/proprioceptive 
feedback is difficult to isolate and manipulate experi- 
mentally, so it has been studied less than these other 
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senses in investigations of human performance. 
Delayed feedback in audition in the past has drama- 
tized feedback's role in audition, and delayed feedback 
i n  teleoperation has more recently emphasized its 
significance in kinesthesis/proprioception. 
To some this is a welcome development. Feed- 
back in general has received short shrift in cognitive 
psychology, notably the kinesthetic/proprioceptive 
variety, which occurs outside the cranium and seems 
foreign to self-report. But teleoperations' dependence 
on feedback through a number of sensory modalities 
forces a inore comprehensive understanding of our 
behavior. 
If I were compelled to select an alternative term 
for teleoperations or telerobotics, I might choose 
telefeedback. Rut I have been preempted by the choice 
of "telepresence," and I'm sufficiently grateful for any 
label that emphasizes in any way the need for 
examining sensory feedback that I won't quibble. 
"Telepresence" calls attention also to the signifi- 
cance of generalization, another piece of behavioral 
bedrock (Shepard, 1987). Essentially, telepresence 
means the generalization of sensory inputs from those 
that would occur if an operator were a t  the remote 
manipulator or vehicle to those where the operator is 
actually present. The aim is to enhance such generali- 
zation-- which also has been called transfer, stimulus 
equivalence, and metaphor. Generalization, whether of 
input or output (acts), has likewise received relatively 
short shrift in cognitive psychology, perhaps because 
of its behaviorist forebears. However, it is the 
behavioral basis of such concepts as fidelity, validity, 
realism, and verisimilitude in simulation for training 
a- experimentation and also i n  the super-simulation 
known as "virtual" imagery or proprioception and 
"artificial reality." 
Telepresence, then, is linked to such concepts 
through generalization, as it is to empathy and deja 
vu. By increasing the fidelity and number of sensory 
channels, combining vision and proprioception and 
audition, it has effects on its audience--the teleopera- 
tion operators--not unlike what happened when color 
and sound were introduced into black and white and 
silent movies, television proved more appealing than 
radio, and, perhaps, video-conferencing has supplanted 
telephonic conference calls. Artists, novelists, poets, 
dramatists all have tried a t  times to make readers, 
viewers, or listeners feel they were in the situation 
depicted in words, music, or pictures, that is, to react 
in some fashion as though they were there. 
Sense of Presence 
But what is that reaction? I t  has been called "a 
sense of presence," an awareness, a perception, a 
"sense of being there." But physiologists would dis- 
claim the existence of any sensory receptors that 
could be readily identified with these terms. Is "tele- 
presence" poetry or is i t  science? Sheridan (1987) said 
that telepresence itself is not the goal of "tele- 
presence"--it is really performance. But, he added, we 
should develop a cognitive theory of presence. He 
further (p. 279) discussed the "ideal" of sensing and 
communicating to a remote operator "in a sufficiently 
natural way that she feels herself to be physically 
present a t  the remote site," and more restrictively, a 
teleoperator's dexterity matching a bare-handed 
operator's. Akin, Howard, and Oliveira (1983, p.35) 
equated telepresence with teleoperation that "makes 
the operator feel natural." Stark (1987, p. 298) said 
one should "provide the human operator with a tele- 
presence feeling that he is actually in the remote site 
and controls the telemanipulator directly." The glos- 
sary in Autonomy and the Human Element in Space 
(1985). the final reDort of the 1983 NASA/ASEE Sum- 
mer Faculty Workskop, gives the most comprehensive 
definition of telepresence: "Teleoperation w i t h  maxi- 
m u m  sensory feedback to the operator, providing a 
feeling of 'being there' thus  allowing greater precision 
and reliability in performance; remote presence." 
The issue is whether better performance results 
from the feeling or performance and reported subjec- 
tive reactions are merely correlated. Some justifica- 
tions of telepresence seem to disregard performance, 
a t  least directly. The Soviets designed their cosmo- 
nauts' environments in part to resemble their home 
settings, so they would feel a t  home (Wise, 1988). A s  I 
suggested a t  the start of this paper, there's more to be 
investigated in  human factors than simply work per- 
formance. In any case, the construct "telepresence" 
might benefit from experimental analysis and objec- 
tive (or even subjective) measurement. For example, 
operators might be stationed a t  both the control and 
remote sites and their performances, feedbacks, and 
reported feelings recorded and compared. 
If telepresence (as defined) is important, might 
it be augmented beyond three-dimensional CCTV, 
pressure or force sensing that mimics what is encoun- 
tered by a teleoperator's hand in pushing or grasping or 
twisting, and beyond feedback from head and eye 
movements and gestures? What about feedback from 
facial and jaw tensions or movements and the muscu- 
lature of the vocal apparatus? What about walking, 
stooping, climbing, and kneeling--or lying down, for 
that matter, asleep or awake? What about tele- 
presence for locomotion? The term has been directed 
primarily a t  re.mote manipulation, but teleoperators 
can also be vehicular (perhaps carrying a manipulator, 
or only sensors, or nothing--e.g., for deception). 
Legged vehicles offer an obvious challenge to tele- 
presence, especially since they have more legs than 
the human operator's. A wheeled or tracked vehicle is 
even more of a challenge, unless some cognitive link is 
inferred through the operator's familiarity with auto- 
mobiles. If so, should the operator's controls resemble 
the steering wheel and pedals of his auto? 
To what extent should there be concern about 
divergences between the teleoperator and individuals 
controlling it-- individuals who differ among them- 
selves? Might divergences in forces exerted differ in 
scale--as they often do w i t h  teleoperators--thus 
improving performance but reducing the resemblance? 
How might reduced gravity or other divergent ambient 
effects be handled? What about rotational differences 
in joints, as well as differences in joint types, e.g., 
prismatic joints in telerobots that humans lack? To 
what extent should reactions be elicited from an 
operator such as he or she would experience i f  present 
a t  the teleoperator, such as anxieties, stress, fatigue, 
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excitement, even pleasure, so the operator will really 
feel a s  the operator would i f  he or she were there? 
Performance 
Though this discussion of telepresence has 
centered on subjective reactions in remote control, 
most human factors research and development in tele- 
operations has emphasized performance, whatever the 
label. Indeed, neither the Department of Energy nor 
the Department of t h e  Army has been using the term 
"telepresence." The former has active human factors 
involvements in teleoperation research and develop- 
ment a t  Oak Ridge National Laboratory and a t  Sandia 
National Laboratory, the la t ter  a t  its Human Engi- 
neering Laboratory a t  the Aberdeen Proving Ground 
(and elsewhere, including some work for it both a t  Oak 
Ridge and Sandia). The Navy's human factors work in 
teleoperations has been concentrated largely a t  the 
Naval Ocean Systems Center, Hawaii. NASA has for 
some t i m e  supported human factors in  teleoperations 
(especially a t  the J e t  Propulsion Laboratory and A m e s  
Research Center), as have the Electric Power 
Research Institute, Woods Hole Oceanographic Insti- 
tution, various universities, notably M.I.T., and several 
corporations, such a s  Martin Marietta, Lockheed, 
Grumman, ARD, and Essex. 
To describe the work already done in these 
locations and continuing there would overextend the 
reach of this paper. I t  is fitting, however, to mention 
some recent projects. For example, Sandia has been 
developing the control station for the Army's TMAP 
(Teleoperated Mobile Antiarmor Platform) Project. 
Miller (1987) has reported a Sandia pilot study in which 
actual (interactive) and video-taped (simulated) 
remote driving were compared for search, detection, 
and clearance judgments of obstacles; the aim was to 
find out whether the video-taped technique could be 
used for more economical and better-controlled 
studies of variables i n  remote control of vehicles, such 
as TMAP, in difficult, off-road terrain. Sandia is 
interested in color vs. black-and-white video for view- 
ing such terrain, field of view with panning vs. multi- 
ple cameras for local area navigation and turns, 
camera placement and steering coupling, and resolu- 
tion effects. McGovern (1988) has described problems 
encountered in testing some of Sandia's fleet of seven 
remotely or directly controlled vehicles. These 
problems have included accidents due to  tilt  and roll, 
non-avoidance of "negative" obstacles (e.g., holes), 
over-control in steering, television minification vs. 
magnification, and recognition of spatial landmarks. 
According to  Spain (198'0, NOSC has developed 
six remote-driving courses w i t h  traffic cones to inves- 
tigate different aspects of low-speed maneuverability 
under four conditions: direct (on-boardl driver viewing, 
partially masked direct viewing, on-board viewing 
through stereo TV with the same field of view, and 
remote stereo TV viewing. NOSC is examining remote 
control of the Marine Corps TOV (TeleOperated 
Vehicle) using an Army H M M W V  (Xigh Mobility Multi- 
purpose Vehicle). It plans to study two new stereo TV 
display systems. In one, the right eye sees a ful l  60 by 
45 degrees view while the lef t  sees a higher-resolution 
central area of 20 by 15 degrees. The other has a 
retroreflective screen and beam splitter to provide a 
wide field of view. In  a review of past, current, and 
future NOSC work, Hightower, Smith, and Wiker 
(1986) described a "hybrid" s tereo display system in 
which one eye can get a high re5olution black-and- 
white image and the other eye one in color. According 
to  these authors, "NOSC has joined in a cooperative 
research and development effort with NASA to 
develop principles for design and construction of 
tactile display systems." One project involves a 
computer-graphics (virtual) arm. 
At NASA's Ames Research Center, "an inter- 
active virtual environment display system controlled 
by operator position, voice and gesture" has been 
developed in the Aerospace Human Factors Research 
Division (Fisher e t  al., 1987). It incorporates a wide- 
angle helmet-mounted stereo display that tracks head 
movement, lightweight glove-like devices that trans- 
mit finger shapes and hand and arm positions and 
orientations (gestures), connected speech recognition 
and synthesis in 3D, and 3D-graphic virtual objects 
with an articulated hand. Fisher (1986) has described 
the glove-like device ("DataGlove") in detail. A 
number of other simulated hands have been developed 
recently (Leifer, 1957; Thiele, 1987; and others). 
My own organization, Essex Corporation, has 
done extensive human factors investigations in tele- 
operations for NASA a t  Marshall Space Flight Center 
and more recently for the Army's Human Engineering 
Laboratory. Currently w e  a re  helping H.E.L. develop a 
robotics laboratory as  par t  of i ts  Soldier-Robot Inter- 
face Program. Our responsibility is the human inter- 
face portion with associated software and equipment 
in  a versatile control center; other organizations a re  
providing the vehicle, a manipulator and sensors on the 
vehicle, and the software with which  ours will inter- 
face through a fiber optics link. This facility will 
enable H.E.L. to  experiment with different configura- 
tions and components of display and control equipment 
in a range of variables, such as  3D television and 
various types of controls. The control center will have 
both an operator station and an experimenter's station 
for both tes t  direction and data collection, the former 
accomodating two operators so various dual control 
procedures can be investigated. Perhaps the inost 
challenging aspect of this project is that it includes 
the control of both a vehicle and a manipulator, as  
well as sensors for each. For the most part, other 
human factors projects have concentrated on either 
the manipulator or the vehicle, with sensors for one or 
the other. 
A t  an International Symposium on Teleoperation 
and Control just concluded a t  the University of 
Bristol, England, papers were given by A.K. Bejczy and 
B. Hannaford (JPL) on "Man-Jlachine lnteraction in 
Space Telerobotics," R.L. Pepper (NOSC) on "Tele- 
presence and Performance Assessment," C. Blais and 
R. Lyons (General Dynamics) on "Telepresence: 
Enough Is Enough," J.V. Draper e t  al. (ORNL) on 
"High Definition Television: Evaluation for Kemote 
Task Performance," B.K. Lindauer and C.S. Hsrtley 
Q4artin Varietta) on "Evolving Strategies for Super- 
vised Autonomous Control," and a number of Curo- 
peans as well as several Americans who were refcr- 
enced earlier and 1I.R. Meieran, who discussed tele- 
operations a t  the Chernoble power site. 
ORIGINAL PAGE IS 
OF POOR QUALITY 
RELATIONSHIPS 
To my knowledge, R, SC, ES, and T have not all 
been compared in any systematic analysis. What fol- 
lows are some illustrations of how they relate to each 
other. 
Robotics and Supervisory Control 
When used w i t h  remote manipulators or person- 
less vehicles, supervisory control occupies a position 
on the automation continuum between autonomous 
robots and telepresence (teleoperators). The actual 
control of the manipulator or vehicle resides in a co- 
located computer, as would be the case with an 
industrial robot, but a human can intervene and take 
over control, as in the case of a teleoperator. How- 
ever, the human mus t  generally intervene by means of 
another computer a t  the supervisory location. 
Supervisory control can occur in a factory where 
a supervisor with a computer, or a computer with a 
supervisor, manages some number of devices, including 
robots, through their computers, in an automation 
network. In this situation, supervisory control pri- 
marily plans and schedules operations. Presumably its 
interventions consists mostly of starting, stopping, and 
interconnecting the robots and other devices in the 
network. 
Most autonomous, factory robots are still teach- 
programmed, that is, a technician or engineer pro- 
grams the robot's motions and other actions wi th  a 
teach pendant or teaching arm or arm attachment. 
Akin, Howard, and Oliveira (1983, p. 58) described this 
sort of teach programming as a kind of "traded" 
supervisory control of an underwater manipulator, 
though without referencing its use for industrial 
robots. Sheridan (1987, p. 285) seemed to suggest 
something similar for trajectory programming as 
supervisory control. 
Graphics simulation may be used in both robotics 
and supervisory control, though for somewhat differ- 
ent purposes. In robotics it can be exploited for off- 
line programming. In supervisory control it can fore- 
cast motions of a vehicle or manipulator, an especially 
useful technique when time delays occur in feedback 
messages. 
Robotics and Expert Systems 
In teach-program ming an industrial robot, the 
programmer may be the same individual who originally 
performed a similar task before the robot was 
installed. Such is particularly likely in the teach- 
programming of trajectory or continuous robot move- 
ments, as in spray painting, in contrast to single or 
discrete positionings and orientations. Considerable 
skill is required and the extended movements of the 
teaching arm or of a robot w i t h  a teaching attachment 
may have to be repeated a number of times before the 
proper path can be recorded. In a sense, the program- 
mer is an "expert" froin pre-robotic experience with 
the same kind of task. 
Akin, Howard, and Oliveira (1983) have likened 
the rules found in an ES to the "equations of motion of 
the manipulator arm and its interaction with the 
environment,T' apparently referring to the forward and 
inverse kinematics in the program controlling the 
arm's movements. 
Both autonomous robots and expert systems are 
limited in their abilities to cope with circumstances 
unforeseen by their programmers. They cannot easily 
adapt to the unexpected, though the robot may have 
an advantage due to its sensors. The robot depends 
otherwise on data in a ?'world model" of itself and its 
setting and on data from teach programming. The 
expert system depends on what has been placed in its 
"knowledge base," containing data from an expert as 
teacher combined with actions by a knowledge engi- 
neer. Each might be quite helpless if  faced by a 
clever adversary. 
The robot is more similar to a human, with 
simulations of a t  least one jointed arm, a torso, and 
various sensors, including vision. The expert system is 
entirely cerebral and verbal, with symbols for input 
and output. On the other hand, the ES includes several 
significant human interfaces, not including mainte- 
nance, and the robot essentially only the applications 
programming interface, again not including mainte- 
nance. More human-machine symbiosis occurs in the 
expert system. 
Robotics and Telepresence 
These are a t  opposite ends of the automation 
continuum in this paper. But they have a greater 
affinity than is usually recognized. The operations for 
programming a robot w i t h  a teach pendant resemble 
those for controlling a teleoperator. According to 
Mitchell (1987, p. 108), one way to train a robot 
"might be to use a teleoperator to guide the robot 
through several uses of the tool,'' which would be the 
equivalent of teach programming (though the author 
does not reference this). Though most teach pendants 
have push buttons for rotating or extending the l i n k s  in 
the manipulator's arm, and a teleoperator's links are 
more likely to be actuated by a joystick, a t  least one 
major robot manufacturer uses a joystick, and a tele- 
operator could be controlled by push buttons. 
Resolved motion (in which joints move together to 
create a direct path to a point) occurs in both tele- 
operator control and robot teach programming. 
The design of the workplace and of objects to be 
manipulated or avoided needs to be enhanced for both 
autonomous robots and teleoperators, whether station- 
ary or mobile. Such enhancement can benefit the 
robot's programmer and the teleoperator's operator by 
making their tasks less complex. 
Both robots and telepresence systems require 
sensors, especially vision. Robots use machine vision. 
Teleoperators use human vision. But both rely on 
closed circuit television as the intermediary. (Neither 
is as good as direct human vision.! Little heed has been 
given, it appears, to combining televised machine 
vision with televised human vision for either robots or 
teleoperation, a potential innovation i n  symbiosis. 
Some of this already oecurs, in  a limited fashion, when 
programtners create templates for machine vision 
(using the templates already in their heads) i n  
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exploitng the human's superior pattern recognition. It 
has been suggested (Parsons and Mavor, 1986) that the 
same television apparatus for machine vision might be 
used in teach-programming a robot to relieve the 
programmer of the need to get close to the end effec- 
tor w i t h  the teach pendant. 
Supervisory Control and Expert Systems 
An expert system might be regarded as a form of 
supervisory control. Or an expert system might be 
designed for the human supervisor's computer to aid in 
problem solving and decisions. 
Expert systems are envisioned that can operate 
in real time, as, for example, in  aircraft piloting, but 
most are not time constrained. Supervisory control 
may function in real time, in partially real time (when 
there's a communications delay, for example), and for 
some tasks, e.g., planning, without time constraints. 
Supervisory Control and Telepresence 
To the extent that "presence" rather than per- 
formance is emphasized in telepresence, telepresence 
may not be needed for supervisory control, or a t  least 
needed much less than for direct control. Except 
during interventions, the supervisory controller is not 
receiving visual or kinesthetic/proprioceptive feed- 
back from control actions. One issue is whether non- 
feedback visual monitoring would benefit from a 
%ense of presence." 
One reason for having supervisory control is to be able 
to manage multiple manipulators or, even more, mult i -  
ple vehicles. Providing a "sense of presence" derived 
from each of a number of locations and vehicles might 
be too confusing both for intervention feedback and 
for monitoring. This could be an interesting empirical 
problem to investigate. 
With regard to the performance aspects of tele- 
presence, it can be repeated that supervisory control 
resides between telepresence and robots on this 
paperk automation continuum. One purpose of super- 
visory control is to diminish an operator's workload by 
assigning most of teleoperations' control functions to a 
computer co-located wi th  the manipulator or vehicle. 
Expert Systems and Telepresence 
One way in which these differ is with respect to 
the "sense of presence" aspect of telepresence. 
Because the expert system has no sensors or limbs, it 
gets no feedback except from its user, verbally. Any 
non-feedback "presence" would have to be expressed 
symbolically or in graphics, and kinesthetic feedback 
would be difficult to put into words. Much of the 
"reality" of the scene might be missing. 
In terms of performance, an expert system and 
telepresence have some resemblance in that the user 
of each must progress from point to point, sym- 
bolically in one, by vehicle or manually in the other. 
This analogy is apt, however, only for forward, data- 
driven chaining in the expert system (except, perhaps, 
for a vehicle's return journey from the objective). 
Expert systems and telepresence's "sense of pre- 
sence" aspect share the need for a greater amount of 
evaluation. The performance aspects of both hold 
great interest for human factors in view of the exten- 
sive symbiosis and complex human interfaces in each. 
Further Comparisons 
R, SC, ES and T might be further compared with 
respect to the list of items in Figure 1, specifying 
human factors involvements in these four automation- 
related processes; the extent of involvement for each 
listed item for each of the four processes can be filled 
in for the particular system examined. In addition, 
each of the processes can be examined with respect to 
the components of the SIPOV model. For "system" that 
means task allocation/combination; for l'input," sym- 
bolic or imagerial (graphic) in form; for "processing," 
control, maintenance, or programming; for "output," 
symbolic, imagerial, or motor; and for "feedback,I' 
informational or motivational. 
This last category, motivational feedback, refers 
to the incentives and disincentives that influence so 
much of our performance, though they have not been 
emphasized in human factors R&D or in this paper. 
Motivational and informational feedback may share 
the same feedback events but are functionally dis- 
tinct. A major incentive (prospective consequence) or 
positive reinforcer (past consequence) is money. 
Costbenefit ratios affect whether managers or inves- 
tors wi l l  adopt any of the four processes discussed. 
Disincentives or deterrents include difficulty, exces- 
sive mental workload, errors, and other unfriendly 
consequences (stressors) that end users experience 
w i t h  a process, inducing them to avoid or cease using 
it. These motivational feedback variables are perti- 
nent to robotics, supervisory control, expert systems, 
and telepresence--that is, to all of SARSCEST. 
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Figure 1. Human factors involvements i n  robotics, 
supervisory control, expert systems, and teleprcsence. 
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Abstract 
The Electronic Data Generation and Display System (EDGADS) is a "field 
tested" paperless technical manual system. The authoring provides 
subject matter experts the option of developing procedureware from 
digital or hardcopy inputs of technical information from text, graphics, 
pictures, and recorded media (video, audio, etc.). 
The display system provides multi-window presentations of graphics, 
pictures, animations, and action sequences with text and audio overlays on 
a high resolution color CRT and monochrome portable displays. 
The database management system allows direct access via hierarchical 
menus, keyword name, ID number, voice command or touch screen pictoral 
of the item (ICON). It contains operations and maintenance technical 
information at three levels of intelligence for a total system. 
In 1985, the Kennedy Space Center Space Station 
Logistics Systems Office selected BAO (Boeing 
Aerospace Operations) to analyze, assess and 
develop the technical data and documentation 
system requirements to support  O&M 
(Operations and Maintenance) activities for 
Space Station on-orbit and ground operations. 
Our analysis of on-going related programs 
revealed that traditional paper-intensive O&M 
technical documentation techniques are 
expensive, time consuming to produce and 
maintain, and difficult to use in a micro-G 
environment. It was projected (as shown in 
Figure 7) that the Space Station Program 
technical information would exceed 1.5 million 
pages and require more than 75 thousand pages 
to provide autonomous support for on-orbit 
activities. The characteristics of a paper 
Example: It would cost 44 million 1985 dollars 
file to deliver the 75 thousand page 
system to low earth orbit. 
Figure 1 
HARD COPY TECHNICAL DOCUMENTATION 
REQUIREMENTS SUMMARY 
It requires: (1) space in the operations area, (2) 
time consuming accessibil i ty and update 
procedures, (3) multi-page reference trails, and 
(4) high cost to acquire and place in orbit. 
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The unweildly behavior and the inherent 
characteristics of paper are intolerable in 
intra-vehicular activities and impossible in 
extra-vehicular activities. 
These initial analysis of the space station 
technica l  documentat ion invest igat ions 
concluded : 
o An end-to-end "paperless" ETDS (Electronic 
Technical Documentation System) eliminates 
these undesirable inherent characteristics. 
o Current technology and existing hardware 
could support the requirements for developing 
and demonstrating the feasibility of a 
paperless technical information system. 
ETDS CONCEPT 
The BAO concept (shown in Figure 2) for the 
Space Station Program ETDS is to 
electronically acquire, author, compress, 
integrate and interface various forms of 
t e c h n i c a l  in fo rmat ion  f rom des ign ,  
manufacturing and product support data bases 
for use in supporting operations and 
maintenance activities. The process will utilize 
computer-based digital, audio, video, laser and 
other electronic devices to provide the 
operatorluser hands-free or eyes free selection 
and use of O&M technical information without 
the need for generating voluminous technical 
procedures and/or manuals in paper format. The 
ETDS is comprised of two major components: 
(1) a TlAS (Technical Information Acquisition 
Standard, and (2) an EDGADS (Electronic Data 
Generation and Display System) hardware and 
software suite. 
Figure 2 
INTEGRATED INFORMATION SYSTEM 
I .  Technical Information Acquisition 
Standard  
The TlAS serves as a guide for prescribing and 
managing the digitized formats, media, content, 
and automated interchange of technical 
information between designers, authors, editors 
and consumers to support space station 
operations, maintenance, logistics support, 
verification, validation, and training functions. 
It incorporates applicable industry and 
government accepted standards and provides for 
handling non-digitized data. It presents explicit 
examples of User Video Displays developed from 
digitized formats (arrangements) of design and 
manufacturer source materials. Draft Version 4 
was submitted to NASA KSC SS-LSO for staffing 
on 4110/aa. 
II. Electronic Data Generation and 
Display System 
The approach for developing the EDGADS is 
shown in Figure 3. 
EDGADS is defined by the following 
requirements: 
AUTHORING SYSTEM 
The authoring system will provide computer 
aided authoring O f  technical information by 
subject matter experts from hardcopy (text, 
graphics, pictures) and recorded media 
(video, audio). 
Figure 3 
EDGADS APPROACH 
AUTHORING STORAGE DISPLAY 
A 
ORIGINAL PAGE IS 
OF POOR QUALITY 
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DISPLAY SYSTEM 
The d isp lay system wi l l  p rov ide  
multi-window presentations of graphics, 
pictures, animations, action sequences with 
text statements and audio overlays on high 
resolution color CRT. It will include a print 
option and a monochrome portable device. 
STORAGE SYSTEM 
The storage system will be an Optical disk 
(WORM) drive controlled by work station and 
transparent to input/output hardware. 
DATA BASE MANAGEMENT SYSTEM 
The DBMS will be structured to allow direct 
access via hierarchial menus, keyword, name, 
ID number, voice command or touchscreen 
pictoral of the item. 
It will contain operations and maintenance 
information at three levels of intelligence 
for a total system. 
APPLICATIONS SOFTWARE 
The applications software will provide for 
the following: 
a) Automated data presentations 
b) Switching between operations 
instructions and related maintenance 
instructions 
c) Sequence termination and restart at 
same point 
d) Maintaining date, time and personnel 
ID log 
e) Intelligence level selection and 
change at anytime 
f) QA control functions 
g) Out-of-sequence branching. 
EDGADS user requirements: 
Hands-free operation 
Immediate access to Support Data 
Bases 
Automatic verification of Support 
Test Equipment 
Authenticates users 
Prevents accidental deletion of base- 
line data (WORM) 
Allows authorized amendments to 
accommodate unique or field required 
modifications (change management) 
ORIGINAL PAGE IS 
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o Allows authorized amendments to 
accommodate unique or field required 
modifications (change management) 
o Automatic update of historical and 
logistics support files 
o Date, time and personnel ID log by 
task or procedural step (print on 
demand) 
o Allows user to develop new or 
special test routines 
o Contains all processing and control 
forms 
o Includes embedded User’s Guide. 
In February of 1986, Boeing Aerospace agreed to 
supplement the funding of an on-going IR&D 
project (PBA-502) to develop a proof of concept 
demonstration on an operational system to prove 
feasibility of the EDGADS implementation 
aspects. Part of the Product Support 
Development Station hardware (as shown in 
Figure 4 ) and software was modified and 
dedicated to this effort. The project was 
designated as BIDS (Boeing Intelligent Data 
System). 
Figure 4 
BIDS DEVELOPMENT STATION 
BIDS IR&D Project Objectives 
The overall objectives of the Boeing 
Data System (BIDS) project for 1986 were to: 
Intelligent 
1. Develop the EDGADS conceptual design to 
perform computer based authoring, 
storage and presentation functions for 
technical data to support operations, 
maintenance, training and inventory 
management activities for Space Station 
and other related DOD programs. 
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2. Integrate a concept demonstrator 
consisting of the BAC Training Equipment 
Systems (TES), baseline Computer Based 
Instructional (CBI) delivery station. 
audio and video presentation of the 757 
procedural steps to provide a moderately trained 
technician to perform the functions for 
resolving a malfunction in the 757 right engine 
generator system and return it to proper 
operation. A video documentary of the 
request. 
demonstration is available for VHS viewing on 
3. Procure, develop and integrate the various 
hardware and software elements to 
support a demonstration. 
LILC" S-BAND CHECK 08" N o m  
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4. Develop and demonstrate typical 
subsystem maintenance scenarios which 
will reflect a new documentation and 
support concept for the Space Station 
program. 
5. Provide support for demonstrations and 
meetings. 
6. Document activities of above tasks. 
ETDS End-to-End Paperless Procedure 
Development 
The end- to-end paper less procedure 
development, as shown in Figure 2, was 
simulated by providing examples of engineering 
source data and a composite of the user's 
desired display format to the EDGADS author. 
These examples are shown in Figures 5, 6 and 7 .  
When the ETDS is implemented, the EDGADS 
procedure authoring station could acquire these 
files electronically. The EDGADS Display (as 
shown in Figure 5) is a combination of the 
EDGADS Input File (shown in Figure 6) and 
the Local Oscillator Check elements of the 
other Input File (Figure 7). It also provides 
the author  expl ic i t  ins t ruct ions for 
implementing the user requirements for 
satisfying the qualification testing protocols, 
QA actions and operator interface techniques. 
All of these objectives were met. 
EDGADS Proof of Concept Demonstration as follows: 
The most significant of these instructions 
involves the "options" matrix which is explained 
Fl 1234.5679 
.-" .../I .".I,.=. 
B - executes a browse capability 
Y - indicated actions were successful 
N - indicated action not successful; 
automatically branches to trouble- 
shooting menu; must be cleared to 
con tin u e 
C - indicates action complete; proceeds 
to next step 
ORIGINAL PAGE IS 
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I - indicated action incompl te; can 
browse, quit, or do other task out of 
sequence; flags control system that 
test is incomplete. 
The front panel drawing was manipulated to 
produce the O&M user displays for performing 
the selected taskdactivities as desired. The 
highlighted/ animated frames are maintained in 
the O&M grahics file and can be accessed by 
LSACN, ORU No., NOUN NAME as indicated on 
the drawing. 
Figure 7 
EDGADS INPUT 
I SBAND CHECK I 
IUS Ground Power Control Rack 
D e m o n s t r a t i o n  
Although the 757 demonstration proved the 
feasibility of the EDGADS concept, it did not 
address the ramifications of a real NASA/DOD 
operational environment; such as, quality 
verification, contractual delivery requirements, 
monitoring protocols, configuration management 
(procedure), and performance authorization. 
Therefore, it was decided to utilize the Air Force 
Eastern Launch Site (ELS) Inertial Upper Stage 
(IUS) off-l ine facility to demonstrate the 
paperless concept in the operational environment 
on the Ground Power Control Rack. 
IUS GPCR Demonstration Features 
o Operates with both base and portable 
computers 
o Accepts keyboard, voice and touch inputs 
o Displays test document accompanied by 
video, graphic and audio aids 
o Verifies (barcode) personnel and equip- 
ment 
o Automatically logs all test data 
etc. for each step) 
o Test progress (time, date, status, 
o Equipment use 
o Required buy-offkignatures 
o Pickups, UER's, etc. 
o Drawings ("A" size in demo) 
o Specifications 
o Historical data (related UER's, test 
logs, etc.) 
o Retrieves and displays 
Although the entire procedure was automated, 
only selected segments were performed in four 
demonstration sessions which were viewed by 
Air Force (uniform and civilian), Navy civilians, 
and NASA personnel. 
The Demonstration Scenario included: a brief 
introduction to the CHeck-out Executive System 
(m; Svste m Startup sequence; general notes 
from IRSO; AC Function Power Test and 28V DC 
FPT; Browse Test I OQ; Gg Out - -  of Seauence tp 
Wrar, Around Test; simulate a fault and fill out 
a Pickup; view related specifications; begin 
repeat of WRAP Test ; perform clean-up sequence 
and "print" buy-off sheet. 
The video documentary of the as-run 
demonstration clearly shows the superiority of 
paperless prompting. It also requires 40% less 
time to perform and eliminates 80% of the 
pre-test and post-test activities imposed by 
paper-driven systems. 
The Ground Power Control Rack (GPCR) provides 
power at the various voltage levels required for 
operating and calibrating the IUS flight systems 
during assembly and certification testing at the 
ELS. 
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