In the course of a project 1 to create physics education materials for secondary schools in the USA (Erickson and Cooley, 2004) we have, not surprisingly, had insights into how students develop certain mathematical understandings. Some of these translate directly into the mathematics classroom.
Background
Our project, called "Integrating Science and Mathematics though Data," has been working to create science education materials, aiming at the "crack" between the disciplines. Our initial conjecture was that as public education in the USA was being driven increasingly by tightly defined "standards," there might be important intellectual territory near the borders between disciplines that had been abandoned by both sides. We thought that data analysis and modeling might be such a territory between science and mathematics, where science curricula, focusing on science content, leave it to math, and mathematics, focusing on pure rather than applied topics, leaves it to science (or to statistics, which in turn expends the bulk of its 1 This project is supported by National Science Foundation award number DMI-0216656. Any opinions, findings, and conclusions or recommendations expressed in this publication are those of the author and do not necessarily reflect the views of the National Science Foundation. energy on the inferential side; see, for example, the NCTM Standards, 2000) . Data analysis and modeling are especially important, we felt, because they are such a vital part of the practice of scientists and because dealing with data is such an important skill for the citizenry.
We chose to focus first on high-school physics (typically taught to students aged 16-18 in the USA if at all) because physics has clear connections to mathematics; because physics, being an elective course, is less bound by standards and high-stakes tests than required courses; and because physics teachers already feel that they have to teach too much mathematics. Our plan was to create laboratory activities that teachers would be doing anyway (picture a ball rolling down a ramp, and students with stopwatches), but to greatly enhance the data analysis students would do. Ideally, our materials would make the math part easier on the teacher and more edifying for the students. Furthermore, more attention to data analysis would improve students' understanding of the science concepts as well as their appreciation for the nature of science.
But how would the students be able to handle the mathematics? With technological help. We had been involved in the development of Fathom Dynamic Statistics® software (KCP Technologies 2001) and saw the potential for dynamic data analysis packages beyond the statistics course.
Thus we began to create and field-test lab experiences for physics students where technology enhances data analysis and modeling. In the course of that work, we found more ways than we expected that our work might apply in the mathematics classroom-situations where the process of modeling illuminated mathematical as well as scientific issues. That is what we will describe here. It is easiest-but misleading-to think of these modeling activities simply as starting with data points and finding appropriate curves. There is curve-fitting, to be sure, but there is more: we will look carefully at the mathematical richness in the process of fitting models to data, and at mathematical activity that is not directly part of turning points into curves.
Before we continue, a note about terminology and limitations. In this paper, we'll concern ourselves only with bivariate continuous data and its manifestation on a scatter plot. We will limit ourselves to data for which it is appropriate to think of a traditional, analytic, mathematical function as a mathematical model. Thus it will be reasonable to plot our data and a function on the same graph, and, importantly, to calculate and display residuals-the vertical distances from the function to the points. This kind of model-making is only a slice of the whole picture. There are other kinds of models (e.g., conceptual models) and even other kinds of mathematical models (e.g., numerical models, stochastic models, or models that use cellular automata, or grids, or flows). Even though these give rise to exciting mathematics and deep conceptual insights, this paper focuses only on describing rich contexts for learning about modeling applications for elementary functions. For simplicity, we use model in that limited sense.
Mechanics of Modeling
What do students actually do to model data using tools like ours? To illustrate, we will introduce two examples-one linear, and one nonlinear. We will use Fathom in these examples, though other software packages and technology ranging from graphing calculators and Excel to high-end analysis tools will serve almost as well.
Let's begin with data from a weather balloon ascent in Coffeyville, Kansas USA, in 1991. (The original source was the Internet, but the data are currently absent. They are public domain, however, and we have reproduced them in the "eeps data zoo," see http://www.eeps.com/zoo.) This weather balloon's instruments reported many atmospheric readings-pressure, temperature, humidity, and so forth-but we will look only at altitude and time. When we ask students to predict the graph of altitude as a function of time, their sketches generally look like one of these:
Here is a plot of the data extending from the surface up to nearly 20 km. The height is in meters, and time is in seconds.
Students see that the data are more linear than they thought (and more linear than the author thought as well!). It would make sense to model the data with a line. In Fathom, we could use a least-squares or median-median line to fit the data, but let's use what we call a movable line. The student can drag this line anywhere she wants. The equation for the line appears at the bottom of the graph, and changes in real time as the student drags the line. Now that the student has a line-and its equation-we might ask about the meaning of the slope and intercept. Let's return to that vital issue later. Instead, let's see how we deal with a nonlinear situation. The next graph shows the length of a hanging slinky as a function of the number of coils:
Here a line doesn't work, so we need a more complicated function. It might be nice if Fathom had a movable curve the same way it has a movable line, but here we must actually write the function. What function shall we use? In this case, the data look more or less parabolic. If we try a simple "y = x^2," we see the function and the data in the next figure.
We ask the students what they have to do to the function to get it to fit the data, and they say, "Multiply by a small number or divide by a large one." Let's introduce a new kind of tool to accomplish this: the slider. Sliders are variable parameters that have names.
We'll call ours K. Once we make and name the slider, we can use the name in any expression. So we change the formula from coils^2 t o K * coils^2.
The figure shows the curve when K = 1, and then when we fit the curve by dragging the pointer to smaller values-in this case, to K = 0.02. This slider K is a parameter of the function, just as the slope and intercept are parameters of the line. In the case of the parabola, we controlled the parameter directly by explicitly changing its value. In contrast, we controlled the line in its entirety, changing the parameters indirectly.
How well do the students do with this? First, the technology helps them make the graphs easily, and they have no trouble fitting the curves to the data (at least with models of this complexity). And it seems that the dynamic nature of the slider helps them see how changing a parameter value changes the shape of the curve. However, they have trouble, both with the physical meaning of what they have found out and with the mathematical underpinnings of what they have been doing.
Physical Meaning
While physical meaning may seem to be the province of physics, not mathematics, it's worth discussing here. For example, when students in class are fitting a line to the balloon data, we ask, informally, what the "4.27" (the slope of the line in the figure above) means. The students we work with-who are taking advanced high-school mathematics, and have supposedly been dealing with lines in slope-intercept form for at least three years-cannot answer this question easily. These students can solve time-speed-and-distance problems with considerable fluency, but need prompting to see 4.27 as the speed in meters per second. These students can plot y = 2x + 3, telling us that "2" is the slope, and they can come up with the equation for a line they are shown. But in this context, with data, many of our students do not even recognize the number 4.27 as the slope of the line. Why is there any confusion? We think it is twofold.
First-and this is a distressing indictment -their math books seldom use variables other than x and y to describe lines. A quick look though Foerster (1999) -a traditional, good intermediate algebra text-finds over 300 graphs, of which fewer than 50 have axis labels other than x, y, u, and v. And while the book is rich in "realworld" problems, the fraction of exercises with variables other than x and y is much smaller; that is, students looking in the book overwhelmingly see algebraic expressions with orthodox variable names. So height = 4.27 time + 390 (or even h = 4t + 3) is alien. Second, these students have generally not been asked about the meaning of slope and intercept in a context with data. The same book has many problems that ask students to generate a function given a situation, and even (occasionally) asks students about the meaning of a parameter such as the slope, but these are idealized situations: they assume a linear relationship between the variables. The book never asks students to produce a function given actual data-data that may not lie on the line-and then to interpret the parameters. While many of the graphs show curves with points, most of these points are not data but rather intercepts or vertices. Fewer than one percent show actual data.
2 This is typical of USA texts at this level, though there are exceptions, notably Murdock et al. (1998) .
In our observations with this and similar problems, and in informal interviews, students do not connect slope with speed immediately, or volunteer a meaning beyond "rise over run." Students seem to have trouble breaking out of "math mode" and connecting the symbols they are comfortable with to the situation from which the data arose. Similarly, students have a hard time figuring out that 390-the y-intercept-is the elevation in meters of the field from which the balloon was released.
In the case of K, the quadratic slinky coefficient, it's not obvious what it has to do with the spring, or why the function is quadratic. These are deeper physics questions we will not address here. Even so, we can legitimately ask a mathematics student, if we had data from a different spring, and the data fit a parabola with K = 0.05 instead of K = 0.02, how would that spring be different from ours? This is hard for our students -even the relatively sophisticated-first to imagine what those data would be like (the same shape in the graph, but higher) and second to realize what that would mean in terms of the situation (a spring of the same number of coils would be longer; perhaps the spring is looser-so that our K has an opposite sense to the traditional spring constant k).
Why is this so hard? It takes time for students to learn to think hypothetically. This is especially important in science education, where asking "what would occur if our conjecture were true?" propels the cycle of experimentation (Lawson 1995) . Hypothetical thinking is also important in statistics, and occurs in the logic of proof, but USA students seldom encounter it when they study functions. Thinking hypothetically can help students understand the meaning of any data. In the case of the linear data above, we could ask, what would it mean if a balloon were released at the same time as ours, but got to 10,000 meters sooner? (It would be faster). Where would that point be on the graph? (Above the existing points.) Where would its other points be? (In a line.) How would the equation for the line be different? (The slope would be greater.) Questions like these can help some students see the connection between slope and speed.
Mathematical Underpinnings
This brings us to another difficulty students seem to have, one that is surprisingly central to the underlying mathematics of modeling. We believe that students do not fully understand the Cartesian system that underlies their scatter plots and models. They can plot points given coordinates, but many students seem to have trouble explaining what a single point on the graph signifies-even when they have just taken the data themselves. It is as if, once plotted, the data lose connection with their provenance and become abstract.
Next, students misunderstand the relationship between the data and the model. It is as if the points are not really in the same space as the curve. Interpreting a hypothetical model means, first, imagining the curve with a different parameter; next, imagining a point (or set of points) on the curve, then interpreting the points. This seems to be asking a lot.
Another challenge for students is to construct the symbolic expressions they use to communicate with the software. To plot the parabola, they need to recognize the form of the function, and then to express it more generally using the parameter. The parameter seems to trip students up; they recognize kx 2 as a typical form, but they do not have a clear idea what a parameter does. This confusion is encapsulated in the adage, "constants aren't; variables won't." We often call the data "values of the variables coils and length," yet these values do not actually vary. We often call the parameter K a constant, even though we change it to make the function work. When we say that length = K * coils^2, the label coils is a dummy variable and can take on any value, whether we measured the length at that number or not. So even though the curve lives on the same graph as the data, the names of the variables mean very different things. It is no wonder that students sometimes lose track of what they're doing.
Even with all of those barriers, however, the main reason students seem to have trouble is simply that they have so little experience connecting data with their nascent understanding of functions and algebra. This suggests a simple intervention: as a supplement to traditional textbook work, give students problems that involve data and models. We are field-testing problems that begin with data and ask students to construct functions, think hypothetically, and to draw conclusions about the meaning of their functions' parameters. The problems do not work miracles, but we believe these students better understand important mathematical ideas such as the meanings of variables and parameters, and appreciate that the math they are learning may connect to something in the world.
Additional Benefits
What other mathematical understandings can students gain through data analysis and modelmaking? Some come from the tools we use. One particularly salient tool (which we could expound upon at length) is the residual plot we alluded to earlier. Statistics teachers and practicing experimental scientists are familiar with these, but many math and science teachers are not. It shows the distance from the model function to the data points-what is left over after you take out the model.
If we look at our data and a residual plot from the linear model, we see this:
The residuals-which are also in meters-show a distinct pattern invisible at the scale of the main plot. Our constant-speed model is not correct: the balloon's ascent slows after about 500 seconds, and then speeds up again after about 2500 seconds. A good question for precalculus is, "given the slope of the line (4.27 meters per second) and the data in the residual plot, about how fast is the balloon ascending at time = 1500 seconds?" Students learn that if a function is a good model for the data, the residuals will be flat, and randomly scattered about zero.
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Any remaining variability may be genuine experimental error. Coping with variability is another challenge for students who are used to mathematics as precise and error-free. It is hard for students to explain that, using the weather balloon data, a linear model at 4.27 meters per second is good to within plus or minus a few hundred meters-but that the speed varies systematically as we described above.
A residual plot of the spring data is also telling. As before, the model is pretty good-to within a few centimeters-but there is something systematically wrong with it. Since there is still positive curvature in the residuals, that means that K should be larger (students will not know this, but playing with the K slider will convince them of it). But when K is large enough that the residuals are straight (the right-hand figure has K = 0.023), they are no longer flat, nor near zero. We could improve the model with additional parameters, for example, using the vertex form of the parabola, length = K(coils -H)^2 + C. We now have three parameters, and though there is still a systematic pattern in the residuals, we have reduced their magnitude so that they all lie within plus or minus 1 cm (below).
Physics students can say why there might still be a pattern in the residuals (for example, our slinky may not be homogeneous) and try to explain the meanings of the new parameters (they have to do with pre-tension in the spring). The value of this for mathematics students is to develop intuition and insight about different functional forms and the effects of parameter changes. For example, many students, looking at the slinky data, will erroneously try an exponential function. They find that they cannot fit it, and must explain, based on the behavior of the graphs, why no value of the parameters will make it fit. Students learn that the exponential is the wrong form of a function for these data-they should look for some other function. This is a powerful lesson for students who may not realize that different nonlinear, concave-up functions are actually differently-shaped. Working with data helps students understand why we bother to keep all these functions around. This "why should we care" issue applies to different forms of the same function; when one class saw how much easier it was to fit the vertex form of the parabola to data that it was to fit the standard y = ax 2 + bx + c form, students said that they never had any idea why they needed to learn these different forms-until now.
Another benefit to studying functions in the context of data includes breaking "function stereotypes." Math students usually see exponentials whose asymptote is zero; trigonometric functions that are both positive and negative; and symmetrical parabolas opening upwards. Real data such as our slinky may have only "half of a parabola." Also, importantly, many sets of data look linear simply because we have observations only over a small range. This teaches two lessons: first, most functions look linear if you look closely enough; second, you can use residuals to reveal and analyze curvature invisible at the normal scale of a graph.
Why Not Use Automatic Fits?
Many software packages offer automatic linear and nonlinear fits as options. While these may be useful tools in data analysis, they can be counterproductive for learning about the mathematics. Doing curve fitting "by hand" as we have described here engages students both in specifying the parameters algebraically and in learning what happens when you change them. In contrast, choosing "Polynomial Fit" from a menu does neither.
On the other hand, we have found important uses for least-squares linear fits with more advanced students. For example, if you fit a line to residuals from a nonlinear function, you might vary a parameter until the fitted slope of the residuals is zero. Also, transforming data in order to linearize it-a common practice for generations-is a powerful technique that engages a student's mathematical understanding of functions and their inverses.
Barriers to Modeling and Glimmers of Hope
Learning about functions with data, especially doing so mindful of the meaning of the data and aware of the mathematical challenges, is a powerful activity for students' learning. Why is it so rare? First, the curriculum is already full, so anything that looks like something "extra" is rightly viewed with suspicion, or at least weariness.
Second, in the USA, as standards-writers "raise the bar" to make mathematics more serious and rigorous, they have often weakened data-oriented parts of the curriculum (e.g., California 1999). If it is not in the standards, it will not be on the test; if it is not on the test, there is no point in teaching it.
Third, deep disciplinary divides still fracture secondary and tertiary schools. Mathematics teachers we work with report that they seldom talk to science teachers. And in many mathematics departments, anything that smells applied is viewed as lower-class -or at least expendable (personal observation, though related observations appear in Martin 1998 and Becher 1989) .
Fourth, this work is much more practical with computers in the classroom and if you can assign computer tasks as homework-and that is hardly universal.
Fifth, it's hard. As with anything new, the first student work we see from a class is of low quality-and this from students who allegedly understand the math. It is understandable if teachers avoid that unpleasantness and stay with nice, clean, x's and y's.
But there are bright spots. The State of Texas (1997) mandates a course in Mathematical Modeling that encompasses some of the principles described here. And a growing number of physics teachers and curriculum projects embrace modeling explicitly.
In our own work, we see hope as well. Though more research needs to be done, it appears that many students do in fact learn to coordinate data with functions; to use parameters effectively and understand them; and to interpret functions and their parameters in terms of the context from which the data arose. And it does not take long; a few problem sets appear to yield great improvements-and we hope to document this soon. Most importantly, our teachers see enthusiasm where there was little before, and a general, growing feeling that the mathematics of functions makes sense and is genuinely useful.
