We prove the existence of a full exceptional collection for the derived category of equivariant matrix factorizations of an invertible polynomial with its maximal symmetry group. This proves a conjecture of Hirano-Ouchi. We also provide a counterexample to a related (strengthening) of this conjecture due to Lekili-Ueda. Namely, we show the derived category of the corresponding hypersurface in fake weighted projective space need not admit a full strong exceptional collection of line bundles.
Introduction
Let C be an algebraically closed field of characteristic zero. We say that a polynomial w ∈ C[x 1 , . . . , x n ] is invertible if it is of the form
where A = (a ij ) n i,j=1 is a non-negative integer-valued matrix satisfying: (A) A is invertible over Q; (B) w is quasihomogeneous, i.e., there exists positive integers q j such that d := n j=1 q j a ij is constant for all i; and (C) w is quasi-smooth, i.e., w : A n → A 1 has exactly one critical point (at the origin). Let G m be the multiplicative torus. We may consider the following group of symmetries: Γ w := {(t 1 , . . . , t n+1 ) ∈ G n+1 m | w(t 1 x 1 , . . . , t n x n ) = t n+1 w(x 1 , . . . , x n )}.
(1.1)
The group Γ w acts on A n by projecting onto the first n coordinates and then acting diagonally.
The Landau-Ginzburg model (A n , Γ w , w) is a proposed mirror of the transposed invertible polynomial
n j=1
x a ji j .
Kontsevich's Homological Mirror Symmetry Conjecture predicts that the Fukaya-Seidel category of w T [Sei08] is equivalent to the (gauged) matrix factorization category D[A n , Γ w , w] [Pos11, BFK14a] . A few cases of this equivalence have been proven. When w is a Fermat polynomial, meaning w = n i=1 x r i i , this equivalence is proven by Futaki and Ueda [FU09, FU11] . When n = 2, the conjecture has been proven by Habermann and Smith [HS19] . The approach of Futaki-Ueda and Habermann-Smith involves finding matching tilting objects for D[A n , Γ w , w] and F (w T ).
This makes the existence of a tilting object on D[A n , Γ w , w] for arbitrary n and w desirable. In fact, this existence is conjectured by Lekili and Ueda (Conjecture 6.1 of [LU18] ) and, more recently, Hirano and Ouchi weaken this conjecture, to the existence of a full exceptional collection [HO18, Conjecture 1.4].
Our first result of this paper is the following:
Theorem 1.1. Conjecture 1.4 of [HO18] is true: for any invertible polynomial w, the singularity category D[A n , Γ w , w] has a full exceptional collection whose length is equal to the Milnor number of w T . Furthermore, if the dual polynomial w T has weights r i and degree d T such that r i divides d T for all i, then Conjecture 6.1 of [LU18] is true: the singularity category D[A n , Γ w , w] has a tilting object.
Remark 1.2. The divisibility condition in the theorem is equivalent to requiring that the coarse moduli space of [A n /Γ w T ] is Gorenstein.
Remark 1.3. Theorem 1.1 can be interpreted as evidence for a Landau-Ginzburg version of Dubrovin's conjecture [Dub98] as the Frobenius manifold associated to the LG model (A n , Γ w , w) is (generically) semi-simple.
Due to the Kreuzer-Skarke classification of invertible polynomials [KS92] , we know that any invertible polynomial, up to permutation of variables, can be written as a Thom-Sebastiani sum of three types of polynomials:
(A) Fermat type: w = x r , (B) Chain type: w = x a 1 1 x 2 + x a 2 2 x 3 + . . . + x a n−1 n−1 x n + x an n , and (C) Loop type: w = x a 1 1 x 2 + x a 2 2 x 3 + . . . + x a n−1 n−1 x n + x an n x 1 . By Corollary 2.40 of [BFK14b] , the conjectures above on the existence of a full exceptional collection or a tilting object reduce to studying indecomposable invertible polynomials that are of any one given type. Orlov proved Theorem 1.1 for Fermat type [Orl09, Corollary 2.9] (single variable). Hirano and Ouchi proved Theorem 1.1 in the case of polynomials of chain type [HO18, Corollary 1.6]. In the present paper, we use variation of GIT techniques for derived categories [HL15, BFK19] in order to construct an exceptional collection in all three cases uniformly. The proof of the conjecture can be found in §3.5.
Lekili and Ueda also made the following related conjecture.
Conjecture 1.4 (Conjecture 6.2 of [LU18] ). For any invertible polynomial w, the bounded derived category of coherent sheaves on the stack
has a tilting object, which is a direct sum of line bundles.
Our second result is the following:
Theorem 1.5. Conjecture 1.4 is false as stated: There exists an invertible polynomial w so that the bounded derived category of coherent sheaves D b (coh X w ) does not have a tilting object that is a direct sum of line bundles.
Indeed, in §4, we show that w = x 2 y + y 2 z + z 2 x is a counterexample. We note the following subtlety; by Theorem 1.1, D b (Z(w)) has a tilting object; however, this tilting object is never a direct sum of line bundles (see Proposition 4.1 for this and related statements).
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Background

Elementary Geometric Invariant Theory.
Fix an algebraic group Γ and a group homomorphism Γ → G n m ⊆ GL n which gives rise to a diagonal action of Γ on A n . A choice of one-parameter subgroup λ : G m → Γ can be described by a sequence of weights c 1 , ..., c n . We can then define ideals
This gives rise to two global quotient stacks which we call the positive and negative (Γ, λ)geometric invariant theory (GIT) quotients respectively
Remark 2.1. Notice that in the definition above, the semi-stable loci are obtained strictly from the G m -action induced by λ. However, the quotients are by Γ as opposed to this G m .
2.2. The maximal symmetry group of a polynomial. Let
x a ij j be a polynomial in n variables with k monomials. Viewing the A W = (a ij ) as an integer valued matrix we obtain a right exact sequence
Augmenting this matrix by a row of −1s along the bottom, we get another right exact sequence
. Now apply Hom(−, G m ) to the above to obtain a left exact sequence
It follows directly from the definition that
Ker A ′ W = Γ W where Γ W is defined as in Equation (1.1). Furthermore, when A W has full rank all the sequences above are exact.
By composing the inclusion Γ W → G k+1 m with the projection to the ith factor, we obtain characters χ i : Γ W → G m for each i. Take W i to be the restriction of W to the locus where x i = 1. Then, it is also easy to check that the following sequence is left exact
Remark 2.2. If there exists weights s 1 , ..s k making W homogeneous and s i = 0 then the above sequence is also right exact. The examples we have in mind are (3.1) and (3.7). In these cases, W n , W n+1 are quasi-homogeneous with positive weights. Hence, the above sequence is exact for all i.
Lemma 2.3. Assume there exists weights s j making W homogeneous with s i = 0. Then, the inclusion induces an isomorphism of stacks 
Proof. Consider a matrix factorization E with locally-free components E 0 , E 1 and maps α :
Then by the Leibniz rule (i.e. the universal property of Kähler differentials),
i.e. the maps dα, dβ define a homotopy between the G-equivariant morphism of factorizations dW : E → E ⊗ Ω X and 0. That is, E is annihilated by dW . In summary, since [X/G] has enough locally free sheaves, any factorization is supported on the critical locus of W . Now for any E, consider the unit of the adjunction
The cone of this morphism is, on the one hand, supported on the complement of U. On the other hand, it is supported on the critical locus. As these do not intersect, the cone has no support. It follows that the cone is acyclic, or equivalently, the unit of the adjunction is a natural isomorphism. Conversely, for an open immersion, the counit i * • i * → Id is always a natural isomorphism.
For convenience, we now rewrite Proposition 2.4 in our simple algebraic setting. Namely, if U = A n \Z(J ) ⊂ X = A n \Z(I), then the containment of the singular locus W | X in U is equivalent to the containment of ideals I ⊆ √ ∂W, J .
Corollary 2.5. Let I and J be two nonzero ideals in C[x 1 , . . . , x n ] so that J ⊂ I. Take
is an equivalence of categories.
Lemma 2.6. Let G be an abelian linearly reductive algebraic group lying in an exact sequence
Proof. We compute Hom(0→ ← C(s 1 ), 0→ ← C(s 2 )[i]) for all i. As these matrix factorizations have projective components, we only need to compute homotopy classes of maps between them. If i is odd, there are no maps. If i = 2j,
by Schur's Lemma.
To see that this set of objects generates D[Spec(C), G, 0], notice that [2] = − ⊗ O(χ). Hence, they generate all objects of the form 0→ ← C(τ ) with τ ∈ Hom(G, G m ). Since G is abelian, this is all irreducible representations of G. It is easy to see that this new set generates. Indeed by Schur's Lemma again, all objects are sums of shifts of these objects.
Milnor Numbers.
Definition 2.7. Suppose w ∈ C[x 1 , ..., x n ] has an isolated singularity. We define the Milnor number of w by the formula
The following lemmas provide a formula for the Milnor number of any invertible polynomial.
and v ∈ C[y 1 , ..., y n ] have isolated singularities. Then
Proof. This follows immediately from [HLSW15, Theorem 2.10] where they give an explicit basis for
Proof. This again follows immediately from [HLSW15, Theorem 2.10].
Remark 2.11. As the Milnor number µ(w T ) is the dimension of the state space of the mirror Landau-Ginzburg model (A n , w T ), we expect that, in connection with Conjecture 1.4 of [HO18] , the full exceptional collection of the category D[A n , Γ w , w] will have length µ(w T ). We show this in the next section.
Existence of Exceptional Collections
3.1. Warm-up: Exceptional Collections for Fermat Polynomials. For the sake of completeness, we will show that that D[A 1 , Γ w , w] has an exceptional collection for w = x r 1 . This result is well known, quite simple by hand, and is also a consequence of a theorem of Orlov [Orl09, Corollary 2.9]. The difference in our approach is that we will use VGIT to obtain the result. We do this to illustrate that our entire article is a consequence of VGIT for categories of factorizations [BFK19] and the Thom-Sebastiani formula for gauged LG models [BFK14a, BFK14b] .
Consider the polynomial W = x 2 x r 1 and define w + := W 2 = x r 1 and w − := W 1 = x 2 . Let c 2 = r and c 1 = −1. The c i determine a diagonal one-parameter subgroup of Γ W by the map λ : G m → Γ W under the map γ(t) = (t c 2 , t c 1 , 1). The semistable loci for this one parameter subgroup are U + := A 2 \Z(x 2 ); U − := A 2 \Z(x 1 ).
where E is the exceptional object C Hence, 
2) is a loop polynomial and
is a chain polynomial. In this section we will show that the derived categories of the gauged Landau-Ginzburg models associated to w + , w − differ by an exceptional collection. Let (−1) i+n+1 d i be the determinant of the i th maximal minor of the matrix A W and
.
Explicitly in this case,
a i for 2 ≤ j ≤ n; and d n+1 = a 1 · · · a n + (−1) n+1 .
(3.4)
It is easy to check that the c i determine a diagonal one-parameter subgroup
We define
Remark 3.1. The c i are the unique (up to sign) relatively prime weights of the x i such that W is homogeneous of degree zero. We fix our sign convention so that c n+1 is positive and c n is negative. This ensures that A n+1 \Z(I ± ) ⊆ U ± .
Lemma 3.2. There are equivalences of categories
are Γ W -equivariant. Hence, by Corollary 2.5, the statement of the lemma reduces to proving the containments I + ⊆ ∂W, x n+1 and I − ⊆ ∂W, x n .
From the partial derivative ∂ xn W = x a n−1 n−1 + a n x 1 x an−1 n x b n+1 , we see that x n−1 ∈ ∂W, x n+1 (respectively √ ∂W, x n ). For 1 < i < n, we compute ∂
. Both containments follow from descending induction.
Lemma 3.3. The following identity holds.
Proof. This is a simple calculation plugging in the Milnor numbers carefully from Lemmas 2.9 and 2.10.
Theorem 3.4. Take the polynomials
for a i ≥ 2 and b ≥ 2.
The following statements hold:
where each E j is an exceptional object.
Proof. We have a sequence of equivalences using Lemmas 2.3 and 3.2:
We then apply [BFK19, Theorem 3.5.2] to get (a) If i c i < 0, then we have a semi-orthogonal decomposition 
where each E j is an exceptional object (explained below). These correspond to the cases of the theorem by Lemma 3.3.
To clarify the appearance of exceptional objects, notice that all the c i are non-zero. Hence, the fixed locus of λ is just the origin. Let χ n+1 be the character of Γ W /λ induced by χ n+1 . By [BFK19, Remark 4.2.3] the orthogonal components are all equivalent to D[Spec(C), Γ W /λ, 0] where 0 is a section of O(χ n+1 ). This category has an exceptional collection by Lemma 2.6 of length | ker χ n+1 |. Now, let us calculate t. In the statement of [BFK19, Theorem 3.5.2], the category D[Spec(C), Γ W /λ, 0] occurs | c i | times. Hence t = | ker χ n+1 || c i |. By the snake lemma, Hom(ker χ n+1 , G m ) is isomorphic to the torsion subgroup of the cokernel of A W . Since the d i are the determinants of the maximal minors of this matrix, | ker χ n+1 | = gcd(d 1 , ..., d n+1 ).
. We now compute the difference of the Milnor numbers to apply Theorem 3.4.
Lemma 3.5. If b ≤ a n , then µ(w T + ) − µ(w T − ) > 0. Proof. By Lemma 3.3, it is equivalent to prove that the sum of the d i is positive. If n is even, then, since a k ≥ 2 for all k, we have
(3.5) If n is odd, then we have n+1 i=1 d i = (a 1 · · · a n + 1)
(3.6) Corollary 3.6. If b ≤ a n and D[A n , Γ w − , w − ] has a full exceptional collection of length µ(w T − ), then D[A n , Γ w + , w + ] has a full exceptional collection of length µ(w T + ). Proof. By Lemmas 3.3 and 3.5, we can apply Theorem 3.4(c). The result follows immediately.
Exceptional Collections for Chain Polynomials.
In this subsection, we argue that the derived category of a chain polynomial admits a full exceptional collection. We omit most of the details as the proof is nearly identical to the one appearing in the previous section. Moreover, this result already appeared recently [HO18, Corollary 1.6]. Nevertheless, we provide the reader with the appropriate changes for a self-contained treatment of the entire result using just VGIT and the Thom-Sebastiani formula for gauged LG models.
For any b ≥ 2, consider the polynomial
(3.7)
Then
is a chain polynomial of length n and
is a Thom-Sebastiani sum of a chain polynomial of length n − 1 and a Fermat polynomial. Again, we consider the diagonal one-parameter subgroup of Γ W defined as the image of the map
where, again, the (−1) i+n+1 c i are the determinants of the full rank minors of A W divided by their greatest common divisor. Explicitly,
(3.10)
We define U + := A n+1 \Z(x n+1 ) and U − := A n+1 \Z(x n ),
, and
Lemma 3.7. There are equivalences of categories
Proof. The proof is almost the same as that of Lemma 3.2. The only difference is the computation of ∂ xn W ; however, the conclusion that x n−1 ∈ ∂W, x n+1 (respectively √ ∂W, x n ) still holds.
Lemma 3.8. The following identity holds.
Proof. Again, this is a simple calculation using Lemmas 2.8 and 2.10.
Theorem 3.9. Take the polynomials w + := W n+1 = x a 1 1 x 2 + x a 2 2 x 3 + . . . + x a n−1 n−1 x n + x an n x 1 and
for a i ≥ 2 and b ≥ 2. The following statements hold:
Proof. The proof is verbatim as in Theorem 3.4 using Lemma 3.7 instead of Lemma 3.2 and Lemma 3.8 instead of Lemma 3.3.
Again, we compute the sign of difference of the Milnor numbers to apply the theorem.
Lemma 3.10. If b ≤ a n , then µ(w T + ) − µ(w T − ) ≥ 0. Proof. By Lemma 3.8, it is equivalent to show that i d i ≥ 0. If n is odd, then we have that n+1 i=1 d i = (a n − b)a 1 · · · a n−1 + (n−1)/2 k=1 (a 2k−1 − 1)a 1 · · · a 2k−2 ≥ 0.
If n is even, then we have that n+1 i=1 d i = (a n − b)a 1 · · · a n−1 +   (n−2)/2 k=1 (a 2k − 1)a 1 · · · a 2k−1   + 1 > 0.
We now reprove Corollary 1.6 of [HO18] .
Corollary 3.11. Let w chain = x a 1 1 x 2 + x a 2 2 x 3 + . . . + x a n−1 n−1 x n + x an n be a chain polynomial of length n with a i ≥ 2. Then D[A n , Γ w chain , w chain ] has a full exceptional collection of length µ(w chain ).
Proof. We proceed by induction on n. The base case n = 1 is contained in §3.1. Now let n > 1 and choose b ≤ a n . Consider the polynomials W , w + and w − as above. The polynomial w − is the Thom-Sebastiani sum of two polynomials x b n+1 and x a 1 1 + . . . x a n−2 n−2 x n−1 + x a n−1 n−1 , hence, by the induction hypothesis, Lemma 2.8, and Corollary 2.40 of [BFK14b] , the derived category D[A n , Γ w − , w − ] has an exceptional collection of length µ(w T − ). By Lemmas 3.8 and 3.10, the inequality µ(w T + ) ≥ µ(w T − ) holds. Apply case (b) or (c) of Theorem 3.9 to see that
hence D[A n , Γ w + , w + ] has a semi-orthogonal decomposition of objects which have an exceptional collection, hence it has an exceptional collection.
3.4. The Gorenstein Case.
Definition 3.12. Let w, v be invertible polynomials. We say that w, v are related by a Kreuzer-Skarke cleave if they have the same Milnor number and A w , A v differ by only one column.
Corollary 3.13. Suppose w, v are related by a sequence of Kreuzer-Skarke cleaves. Then there is an equivalence of categories
Proof. This follows immediately from Theorems 3.4 and 3.9.
Lemma 3.14. Let w be an invertible polynomial. Suppose that its dual polynomial w T is quasi-homogeneous with weights r i and degree d T so that r i divides d T for all i. Then w is related to x d T /r i i by a sequence of Kreuzer-Skarke cleaves.
Proof. The proof is the same for the setups in §3.2 and §3.3, so we prove them simultaneously. First, note that by Cramer's rule d n+1 = det A and d j = −b det A(A −1 ) jn for 1 ≤ j ≤ n. Furthermore, the weights r i of the dual polynomial w T are obtained by the formula r i = n j=1 (A −1 ) ji d T . We see that
If we take b = d T /r n , we have that n i=0 d i = 0, hence n i=0 c i = 0. If we start with a loop, we use the setup in §3.2 to obtain a chain. If we have a chain of length n, we use the setup in §3.3 to get the Thom-Sebastiani sum chain of length n − 1 and a Fermat polynomial. Since r i divides d for all i, we can iterate the process, ending with a Fermat polynomial.
Corollary 3.15. Let w be an invertible polynomial. Assume that the dual polynomial w T has weights r i such that r i divides the degree d T . Then, there is an equivalence of categories.
Proof. This follows immediately from Corollary 3.13 and Lemma 3.14.
3.5. Proof of Theorem 1.1.
Proof of Theorem 1.1. Recall that the Kreuzer-Skarke classification [KS92] states that an invertible polynomial is the Thom-Sebastiani sum of the following types of polynomials: (A) Fermat type: w = x r , (B) Chain type: w = x a 1 1 x 2 + x a 2 2 x 3 + . . . + x a n−1 n−1 x n + x an n , and (C) Loop type: w = x a 1 1 x 2 + x a 2 2 x 3 + . . . + x a n−1 n−1 x n + x an n x 1 . By Lemma 2.8 and Corollary 2.40 of [BFK14b] , the statement of the corollary reduces to proving that D[A n , Γ w , w] has a full exceptional collection for any of the cases above (without taking a Thom-Sebastiani sum). The Fermat type case is proven in [Orl09, Corollary 2.9] or in §3.1. The chain case is proven in [HO18, Corollary 1.6] or Corollary 3.11. The loop case is then deduced from applying Corollary 3.6. The special case where we get a tilting object follows from Corollary 3.15.
A Counterexample
In this section, we will provide a counterexample to Conjecture 1.4. In fact, the same polynomial provides a counterexample to the analogous conjecture for matrix factorizations. More precisely, we have the following. 
by Theorems 3.4 and 3.9; (4.1)
by [Orl09] .
Hence, the fact that D[A 3 , Γ v , v] and D b (coh Z(v)) have tilting objects is immediate from (A) or (C).
Proof of Proposition 4.1 (A).
There is an explicit isomorphism 
is a tilting object. Alternatively, this can be proven as follows. First, we note that O 0 ⊕ O 0 (1) is a tilting object for D[A 1 , Γ x 3 , x 3 ]. Moreover, if one takes two potentials W 1 and W 2 so that D[A n i , Γ W i , W i ] for i = 1, 2 each have strong exceptional collections, then, by Corollary 2.40 of [BFK14b] , the category D[A n 1 +n 2 , Γ W 1 ⊞W 2 , W 1 ⊞ W 2 ] associated to their Thom-Sebastiani sum W 1 ⊞ W 2 has a strong exceptional collection given by their exterior tensor product. In this case, we identify 0≤i,j,k≤1 4.1 (B) . Again, there is an explicit isomorphism
Proof of Proposition
Under the above isomorphism, one can check explicitly that
is a tilting object.
Proof of Proposition 4.1 (C). First, we note that by Equation (4.1) that D[A 3 , Γ v , v] must have a tilting object by Proposition 4.1(A). We will show that this tilting object must consist of 8 summands. We then show that any exceptional collection in D[A 3 , Γ v , v] consisting of graded shifts of the stabilization of the origin can have at most 2 elements.
First, we claim that the Hochschild homology is 8-dimensional which forces a full exceptional collection to have length 8 (which is the Milnor number of v T ). This follows from (4.1) or can be computed explicitly from the following formula [BFK14a, Theorem 5.39]
where Jac(v) = C[x, y, z]/(2xy + z 2 , 2yz + x 2 , 2xz + y 2 ) = Span{1, x, y, z, xy, xz, yz, xyz} and G = Z 9 acts with weights (0, 4, 1, 7, 5, 2, 8, 3) on the respective basis elements of the span. Each non-trivial element of G fixes only the origin, giving a 1-dimensional contribution.
We now turn to study the the graded shifts of the stabilization of the origin. Consider the group G = {(ζ 4 , ζ, ζ 7 ) | ζ is a primitive 9th root of unity} ∼ = Z 9 . Then, Γ v = C * ·G = {(z, z, z) · (ζ 4 , ζ, ζ 7 ) | z ∈ C * , ζ is a primitive 9th root of unity} = {(zζ, zζ, zζ) · (w, 1, w 2 ) | w is a primitive 3rd root of unity} ∼ = C * × Z 3 . This induces an isomorphism of Z × Z 3 /(3, 2)-graded vector spaces. As K ∨ ⊗ C[x,y,z] C is the exterior algebra on a 3-dimensional graded vector space with weights (1, 1), (1, 0), (1, 2). One checks that K ∨ ⊗ C[x,y,z] C ∼ = C(0, 0) ⊕ C(1, 0) ⊕ C(1, 1) ⊕ C(1, 2) ⊕ C(2, 0) ⊕ C(2, 1) ⊕ C(2, 2) ⊕ C(0, 1) as Z × Z 3 /(3, 2)-graded vector spaces.
The only missing element of {O 0 (a, b) | a ∈ Z, b ∈ Z 3 } is O 0 (0, 2). This means that if we shift the entire exceptional collection so that it ends at O 0 , then the only other object of the form O 0 (a, b) it can contain is O 0 (0, 2) up to shift. Hence, the longest length of an exceptional collection is 2.
Proof of Proposition 4.1 (D). The setup here is the same as in the previous section. Begin by shifting the entire collection so that O(0, 0) is the first element and let O(a, b) be another element. Using Serre duality, observe that On the other hand, the Hochschild homology is 8-dimensional which forces a full exceptional collection to have length 8 (which is the Milnor number of v T ). This follows from (4.1) or can again be computed explicitly as the cohomology of the inertia stack.
Proof of Theorem 1.5. This is a less specific phrasing of Proposition 4.1(D).
