Abstract. We establish relationships between simplicial complexes satisfying Serre's condition (S ℓ ) and the vanishing of reduced homologies of their higher nerve complexes. We further study the behavior of rank selected subcomplexes of balanced (S ℓ ) complexes, and, generalizing results of Stanley and Hibi, we prove that these subcomplexes retain (S ℓ ).
Introduction
Let A = {A 1 , A 2 , . . . , A r } be a collection of sets. Two objects which have attracted attention in recent years are simplicial complexes satisfying Serre's condition (S ℓ ) and balanced simpicial complexes (see [DHV16, PSFTY14, HTYZN11, MT09, TY08, Ter07, Bjö03, Yan00, KN16, BVT12, Het06]). We seek to expand Theorem 1.3 by studying the connections between these objects and higher nerve complexes. We have the following main results: Theorem 1.4. Let (∆, π) be a balanced simplicial complex of dimension d−1, where π = (V 1 , . . . , V d ), and, for any
We also extend Theorem 1.3 (3) with the following:
We now briefly describe the structure of our paper. In Section 2, we set notation and provide the algebraic and combinatorial background we appeal to throughout the paper. In Section 3 we extend a result of Hibi and Munkres and use it to prove Theorem 1.4. In Section 4, we prove Theorem 1.5 and provide examples indicating its sharpness. We also prove Theorem 1.6 and provide an application to Gorenstein * complexes. The last section discusses open problems related to this work and provides examples indicating certain properties, such as (S ℓ ) and Gorenstein, cannot be characterized, in general, by reduced homologies of higher nerve complexes.
Background
In this section we set notation and provide algebraic and combinatorial background. Once and for all, fix the base field k. We let H i denote ith simplicial or singular homology, whichever is appropriate, always taken with respect to the field k. We use χ for Euler characteristic and χ for reduced Euler characteristic.
Given a simplicial complex ∆ we write k[∆] for its Stanley-Reisner ring over k. We write V (∆) for the vertex set of ∆, but, if ∆ is clear from context, we generally write V for V (∆) and n for |V |; we set A := k[x 1 , . . . , x n ]. We write f i (∆) for the number of i-dimensional faces of ∆, and h i (∆) for the ith entry of the h-vector of ∆; so
We let ||∆|| denote the geometric realization of ∆. We call ∆ (k) := {σ ∈ ∆ : dim σ ≤ k} the k-skeleton of ∆. Given a subset T ⊆ V (∆), we use ∆| T := {σ ∈ ∆ | T ⊆ σ} for the induced subcomplex of ∆ on T . We may then define the star, the anti-star, and the link of T , respectively, as follows:
We note that st ∆ T and lk ∆ T are void exactly when T / ∈ ∆ and lk ∆ (T ) is irrelevant exactly when T is a facet of ∆. On the other hand, ast ∆ (T ) is nonempty as long as long as T = V . Of import, st ∆ (T ) is a cone over lk ∆ (T ) for any T ∈ ∆, in particular is acyclic. When T = {v}, we abuse notation and write st ∆ (v), ast ∆ (v), and lk ∆ (v).
We say that J ⊆ V (∆) is an independent set for ∆ if {a, b} / ∈ ∆ for any a, b ∈ J with a = b. Motivated by [Hib91] , we say that J ⊆ V (∆) is an excellent set for ∆ if J is an independent set for ∆ and J ∩ F = ∅ for every facet F ∈ ∆. When ∆ is clear from context, we simply say that J is an independent set or that J is an excellent set, as appropriate.
The main computational tools of this paper are two exact sequences recorded in the following propositions:
Proposition 2.1 ([DDD + 17, Lemma 4.2]). Suppose T ∈ ∆ is not a facet. Then there is a MayerVietoris exact sequence of the form
Then there is a Mayer-Vietoris exact sequence of the form
We also consider algebraic properties of k[∆]; one can see [BH98] as a reference for this subject.
we mean the depth of the k-algebra k[∆], which can be taken to be the quantity
. Recall the following: 
... Now, suppose P is a poset. The order complex of P , denoted O(P ), is the simplicial complex on P consisting of all chains of elements in P . Let F >k (∆) denote the face poset of ∆ restricted to faces of cardinality strictly larger than k. We set [∆] >k := O(F >k (∆)). We note that when k = 0, [∆] >0 is a barycentric subdivision of ∆. The following is well known (see [Gib77, Corollary 5 .7], for example): 
Definition 2.10. A balanced simplicial complex is a pair (∆, π) satisfying:
(
Balanced simplicial complexes were introduced by Stanley in [Sta79] . One can find more information on balanced simplicial complexes in [BSF87, BGS82, Gar80] and especially in [Sta96] , which gives a more modern treatment of the subject. An important property of balanced simplicial complexes is that each V i is an independent set for ∆, and, if ∆ is pure, the V i are excellent sets for ∆. Now, let P be a finite poset. If p ∈ P , we let ht(p) denote the length of a longest chain p 1 ≺ p 2 ≺ · · · ≺ p i = p and let ht P := max{ht p | p ∈ P }. If we set V i := {p | ht(p) = i} and π = (V 1 , . . . , V ht P ), then (O(P ), π) is a balanced simplicial complex. In particular, this means [∆] >k is always a balanced simplicial complex for any k. We will take advantage of this fact during our proof of Theorem 1.5.
Balanced Simplicial Complexes and Rank Selection Theorems
Throughout this section, let ∆ be a simplicial complex and suppose J ⊆ V is an independent set. Set ∆ = ast ∆ (J).
The following lemma follows from [Hib91, Proposition 2.8] and a slightly weaker version can be found in [Mun84, Theorem 6.4]:
As an immediate consequence, we obtain that if J is excellent and k[∆] is Cohen-Macaulay, then k[ ∆] is Cohen-Macaulay. We extend this to the following:
Proof. We proceed by induction on ℓ. The claim is clear when ℓ = 1, since every simplicial complex satisfies (S 1 ). So, suppose we know the result for all 1 ≤ j ≤ ℓ and suppose ∆ satisfies (S ℓ+1 ). Inductive hypothesis gives us that ∆ satisfies (S ℓ ). By Theorem 2.5, we have that H i−1 (lk ∆ (T )) = 0 whenever i + |T | < d and 0 ≤ i ≤ ℓ, H i−1 (lk ∆ (T )) = 0 whenever i + |T | < d − 1 and 0 ≤ i < ℓ, and we need only show that H ℓ−1 (lk ∆ (T )) = 0 for all T ∈ ∆ with ℓ + |T | < d − 1.
Pick T ∈ ∆ such that ℓ + |T | < d − 1. Let σ ⊇ T be a facet of ∆. Since J is excellent, there is a b ∈ J ∩ σ, and thus b ∪ T ∈ ∆. Since b / ∈ T , this means b ∈ lk ∆ (T ). Note T ∪ {b} cannot be a facet of ∆, since this would mean |T | + 1 = d, whilst ℓ + |T | < d − 1. Set S = J ∩ V (lk ∆ (T )). Then evidently we have lk ∆ (T ) = ast lk ∆ (T ) (S). By Proposition 2.1, we have, for any b ∈ S, the exact sequence:
where i * b is the induced map coming from the inclusion i b : ast lk ∆ (T ) (b) ֒→ lk ∆ (T ). Since lk lk ∆ (T ) (b) = lk ∆ (T ∪ {b}) and since ℓ + |T | < d − 1, we have H ℓ−1 (lk lk ∆ (T ) (b)) = 0. Since H ℓ−1 (lk ∆ (T )) = 0, we obtain H ℓ−1 (ast lk ∆ (T ) (b)) = 0 and that i * b is surjective, from exactness. Now, since J is an independent set in ∆, S is an independent set in lk ∆ (T ). We claim that H ℓ−1 (ast lk ∆ (T ) (I)) = 0 for any ∅ I ⊆ S. To see this, we induct on |I|. Note that the claim is true when |I| = 1, from above. Now suppose the claim is true for every I with |I| = k, and suppose we are given an I with |I| = k + 1. Write I = L ∪ {b} so that |L| = k. By Proposition 2.2 we have the exact sequence
where k * is the induced map coming from the inclusion k : ast lk ∆ (T ) (L) ֒→ lk ∆ (T ). By inductive hypothesis, we have that H ℓ−1 (ast lk ∆ (T ) (b)) ⊕ H ℓ−1 (ast lk ∆ (T ) (L)) = 0. As we saw previously, i * b is surjective so that i * b − k * is as well. Thus we obtain H ℓ−1 (ast lk ∆ (T ) (I)) = 0 from exactness. Therefore, induction gives us that H ℓ−1 (ast lk ∆ (T ) (S)) = H ℓ−1 (lk ∆ (T )) = 0, and thus, ∆ satisfies (S ℓ+1 ). Now suppose (∆, π) is a balanced simplicial complex, where
, we define the S-rank selected subcomplex of ∆ to be the complex ∆ S := ∆| i∈S V i . A quick consequence of Lemma 3.1 is the following, first proved by Stanley [Sta79] :
We extend this theorem.
Proof. The claim is clear when ℓ = 1. When ℓ ≥ 2, ∆ is pure, and the result follows by applying Lemma 3.2 inductively on each i ∈ [d] − S.
Higher Nerve Complexes and Serre's Condition
In this section we prove relationships between the homologies of the higher nerve complexes of a simplicial complex and Serre conditions. We also provide a formula for computing Euler characteristic of links with an application to Gorenstein* complexes. Proof. We follow a similar approach to that of Lemma 3.2; we induct on ℓ. The result is clear when ℓ = 1. Suppose we know the result for ℓ and suppose H i−1 (N j+1 (∆)) = 0 whenever i + j < d and 0 ≤ i ≤ ℓ + 1. From induction hypothesis, we have that ∆ satisfies (S ℓ ). Note that we assumed, in particular, that H 0 (N j+1 (∆)) = 0 whenever j < d − 1. Thus, no facet of ∆ can have cardinality less than or equal to d − 1; that is, ∆ is pure. Since ∆ is (S ℓ ), we have H i−1 (lk ∆ (T )) = 0 whenever i + |T | < d and 0 ≤ i < ℓ, and we need only show that H ℓ−1 (lk ∆ (T )) = 0 whenever |T | < d − ℓ. To see this, we proceed by induction on |T |. When |T | = 0, we have H ℓ−1 (lk(T )) = H ℓ−1 (∆) = H ℓ−1 (N 1 (∆)) = 0. Suppose H ℓ−1 (lk(T )) = 0 whenever j = |T | < d − ℓ, and consider T ∈ ∆ with
Letting S = {ρ(T ) | T ∈ ∆, |T | = j + 1} and writing S = I ∪ {ρ(T )}, we have, by Proposition 2.2, the exact sequence
As ∆ is pure, T is not a facet, and so lk ∆ (T ) = {∅} whence lk [∆] >j (ρ(T )) = {∅}. By Proposition 2.1, we have the exact sequence This complex is not (S 2 ) and has H i−1 (N j+1 (∆)) = 0 for all i, j with i + j < d and 0 ≤ i < 2. This complex is (S 2 ) but has non-trivial H 1 (N 2 (∆) ).
Remark 4.5. When ℓ = 2, the conclusion of Theorem 4.1 is equivalent to H 0 (N d−1 (∆)) = 0, since connectivity of the k th nerve of a pure complex implies connectivity of it's (k − 1) st nerve.
We now shift our attention to extending Theorem 1.3 (3). A simple counting argument shows h i (lk ∆ (T )) in terms of Euler characteristics of higher nerves.
One can follow a similar approach to obtain a particularly elegant formula for
Theorem 4.6. Suppose ∆ is pure. Then
Proof. We make use of the following identity:
Note that, as long as k = d,
Corollary 4.7. Suppose ∆ is pure. Then
In particular,
Corollary 4.8. Suppose ∆ is Gorenstein * . Then
The converse holds if lk ∆ (T ) is non-acyclic for each T ∈ ∆.
Proof. By Theorems 1.3 (1) and 2.6, both conditions imply ∆ is Cohen-Macaulay, in particular, that ∆ (j−1) is Cohen-Macaulay for every j ([Fr90, Theorem 8]). In this case, we have
Suppose ∆ is Gorenstein * . Then, by Theorem 2.6
Likewise, since ∆ is Cohen-Macaulay, we have H i−1 (N j+1 (∆)) = 0 unless i = d − j by Theorem 1.3. By Corollary 4.7 we have
and the result follows. Now suppose lk ∆ (T ) is non-acyclic for each T ∈ ∆ and that
and thus
but, since lk ∆ (T ) is non-acyclic for each T , we must have dim k H d−j−1 (lk ∆ (T )) = 1 for each T ∈ F j , by pigeonhole. The result now follows from induction.
Open Problems
We say that A ⊆ ∆ is independent if σ ∪ τ / ∈ ∆ for all σ, τ ∈ A with σ = τ . We say that A is excellent if, additionally, for every facet F of ∆, F ⊇ σ for some (necessarily unique) σ ∈ A. Note that J = {v 1 , . . . , v m } ⊆ V is independent (resp. excellent) if and only if {{v 1 }, . . . , {v m }} is an independent (resp. excellent) subset of ∆. If A ⊆ ∆ is independent, we set
If A = {{v 1 }, . . . , {v m }} where J = {v 1 , . . . , v m } ⊆ V is independent, then ∆ A = ast ∆ (J). Essentially the same argument as [Hib91, Proposition 2.8] shows the following extension of Lemma 3.1:
We conjecture a similar extension of Lemma 3.2.
Remark 5.3. If A is independent and ℓ ≥ 2 the conclusion can only hold if A is excellent, since (S 2 ) complexes are pure. Similar to Proposition 5.1, one can modify the argument of [Hib91, Proposition 2.8] to show that ∆ A satisfies (S ℓ−1 ) whenever ∆ satisfies (S ℓ ) and A is excellent. However, as in the proof of Theorem 4.1, one often needs to cut away excellent subsets inductively, and, for this purpose, (S ℓ−1 ) is not generally good enough. A positive answer to this conjecture would allow one to extend Theorem 3.4 to balanced complexes of a more general type, along the lines of [Hib91, Section 3].
The higher nerve complexes of examples 4.3 and 4.4 have isomorphic homologies. Since Example 4.4 is (S 2 ) and Example 4.3 is not, this shows that (S 2 ) cannot be determined in general by reduced homologies of higher nerves. Further, Example 4.4 is Buchsbaum while Example 4.3 is not, so Buchsbaum cannot be determined either. In a similar fashion, the following example shows that Gorenstein cannot be detected in general.
Example 5.4. Let ∆ 1 be the complex with facets {2, 3, 4}, {1, 3, 4}, {1, 2, 5}, {2, 3, 5}, {1, 2, 4}, {1, 3, 5} and ∆ 2 the complex with facets {1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}, {1, 2, 5}, {1, 3, 5}.
The higher nerves of ∆ 1 and ∆ 2 have isomorphic homologies but ∆ 1 is Gorenstein whilst ∆ 2 is not (it is not even 2-Cohen-Macaulay).
This leads us to ask the following general question: Since a complex is determined up to isomorphism by the number of its facets and the sizes of their intersections, perfect information about higher nerves uniquely determines a complex up to isomorphism. However, there exist examples of nonisomorphic complexes that have isomorphic higher nerves. A natural question then is the following: Question 5.6. What properties of a simplicial complex can be determined by the isomorphism classes of its higher nerve complexes?
In particular, we are interested in whether one can detect properties such as (S ℓ ), Buschsbaum, and Gorenstein in this manner. In any case where the higher nerves do detect some property, one can also ask for the minimal amount of information about higher nerves needed to detect that property.
