The path number p(G) of a graph G is the minimum number of paths needed to partition the edge set of G. Gallai conjectured that p(G) b n+1 2 c for every connected graph G of order n. Because of the graph consisting of disjoint triangles, the best one could hope for in the disconnected case is p(G) b 2 3 nc. We prove the sharper result that p(G) 1 2 u + b 2 3 gc where u is the number of odd vertices and g is the number of nonisolated even vertices.
Introduction
Only simple, nite, undirected graphs are considered in this paper. A vertex is called odd or even depending on whether its degree is odd or even, respectively. A graph in which every vertex is even is called an even graph. An eulerian graph is a connected even graph. A decomposition of a graph G = (V; E) is a partition of the edge set E of G into subgraphs. Every graph is decomposable into paths, and every even graph is decomposable into cycles. The path number p(G) of is the minimum number of paths needed for a path decomposition, and the cycle number cy(G) is the minimum number of cycles required for a cycle decomposition.
The written history of these ideas begins with the paper 8] by Lov asz.
Gallai conjectured that, for any connected graph G, p(G) b n+1 2 c where n is the order of G. In transforming a path-cycle decomposition into a path decomposition, the key idea of Lov asz was to partition each cycle into two paths. Donald improved this idea by partitioning each pair of cycles into three paths. Our approach is based on partitioning of each triple of cycles into at most four paths. This is described in greater detail in Section 2. Several results exist for special families of graphs, but for general (possibly disconnected) graphs the main results are due to Lov asz and Donald.
Since we are concerned with graphs which are posibly not connected, we use n(G) for the number of nonisolated vertices in G. Let u(G) and g (G) denote the number of odd and nonisolated even vertices in G, respectively.
The operand of these functions may be dropped when the meaning is clear.
Theorem A (Lov asz 8]) For every graph G, 1 . G is decomposable into at most n=2 paths and cycles.
2. p(G) n ? 1. 3. If g(G) = 0, then p(G) = 1 2 n. Lemma 2.4 4. If g(G) 1, then p(G) = u 2 + g ? 1. Theorem B (Donald 3]) 1 . For any graph G, p(G) 3 4 n. 2 . For any graph G, p(G) u 2 + b 3 4 gc. Because of the graph consisting of disjoint triangles, the best we can hope for in the disconnected case is p(G) b 2 3 nc. In Section 3 we prove the following theorem which generalizes all of these results. If Q R G, we de ne N R (V (Q)) to be the neighbors of V (Q) in R that are not vertices of Q; that is, N R (V (Q)) = N R (V (Q)) ? V (Q). For any vertex x of R, let d R (x) = jN R (x)j.
2 From Cycles to Paths Lemma 2.1 Let G r be a graph decomposable into r cycles and at most two edges, all containing the vertex x, for r = 1; 2; 3. Then p(G r ) = r + 1.
Proof. Assume G is a counterexample. Call the cycles C 1 ; C 2 ; C 3 . By adding extra pendent edges at x we can assume that exactly two edges xu; xv are used in the decomposition. Let xx i 2 E(C i ) for i = 1; 2; 3. Case 1: r = 1. Let xw 2 E(C 1 ). If u 6 2 V (C 1 ), then the paths wxv, C 1 ? xw + xu decompose G 1 . Thus, u; v 2 V (C 1 ). There must be an edge uz of C 1 such that z 6 = v. Then the paths zuxv, C 1 ? zu decompose G 1 . Case 2: r = 2. Assume u 6 2 V (C 1 ). If v 6 2 V (C 2 ), the paths x 1 xx 2 , C 1 ? xx 1 + xu, C 2 ? xx 2 + xv decompose G 2 . Hence, v 2 V (C 2 ). There must be an edge vw of C 2 such that w 6 = x 1 . Then the path x 1 xvw contains an edge from each cycle and thereby yields a decomposition of G 2 into 3 paths, a contradiction. It follows that u lies in C 1 , and so by symmetry both vertices u; v lie in both cycles C 1 ; C 2 . There must be at least one neighbor u 1 of u on C 1 and a neighbor v 2 on C 2 so that u 1 uxvv 2 is a path. Since it contains uxv and an edge from each cycle, again we have a decomposition into 3 paths, a contradiction.
Case 3: r = 3. If u 6 2 V (C i ) for some i 2 f1; 2; 3g, then (C i ? xx i ) + xu is a path. By Case 2, the rest of the graph is decomposable into 3 paths. So for each i = 1; 2; 3, we have u 2 V (C i ) and analogously v 2 V (C i ); hence,
If uv 2 E(G), we can suppose it is an edge of C 1 . Let uy 2 E(C 1 ) where y 6 = v. If y 6 2 V (C i ) for some i 2 f2; 3g, then for any uy i 2 E(C i ) it follows that C i ? uy i + uy is a path. Since we have two choices for an edge vy j of C j (j 6 2 f1; ig) incident with v, we have another path y i uxvy j . This gives a decomposition into 4 paths, a contradiction. Hence, d(y) = 6, and y is incident with at least 2 edges of C 2 C 3 which are incident with neither x nor v.
At v there exists at least 3 edges which are not incident with uy and are not contained in C 1 , and so two of these must lie in the same cycle, say C 2 . Choose an edge yy 0 2 E(C 3 ) where y 0 6 2 fx; vg, if possible. Of the two choices available at v choose an edge vv 0 2 E(C 2 ) so that y 0 6 = v 0 . Then the path y 0 yuxvv 0 contains exactly one edge from each cycle, and the rest of the graph is decomposable into 3 paths, a contradiction. Thus, it is not possible to choose an edge yy 0 2 E(C 3 ) as desired; that is, xy; yv 2 E(C 3 ). Select another edge vv 00 2 E(C 3 ). Choose a neighbor y 00 6 = v 00 of y in C 2 . Then the path y 00 yuxvv 00 contains exactly one edge from each cycle, and the rest of the graph is decomposable into 3 paths, the nal contradiction. (b') U = U i; and the labeling of U is unique.
Since (a) and (a') are mutually exclusive and (b) and (b`) are mutually exclusive, we complete the construction with the following four mutually exclusive cases. Proof. The rst part of the lemma was explained by Donald 3] . For the second part we partition the cycles into dq=3e sets of size 3, except the last set may have size 1 or 2. We produce a path decomposition by decomposing each set of i cycles (i = 1; 2; 3) into i + 1 paths according to Lemma 2.2. Proof. The last element a 1;r of the sequence S 1 begins a path U = U 1;r which does not contain x. Since k = 1 , U is of type (a'b') and so x is an end of the path f(U). Lemma 2.6 Let G be a graph decomposable into two cycles C 1 ; C 2 and an edge xx such that C 1 contains x (and possibly x ) and C 2 contains x (and possibly x). Then p(G) 3. Proof. By Lemma 2.1 we can suppose that x = 2 C 1 and x = 2 C 2 . Let u be a neighbor of x in C 1 ; and let v be a neighbor of x in C 2 which is di erent from u: Then G ? E(uxx v) consists of two paths. 
Let two adjacent even vertices x; x be chosen arbitrarily from G. Let a 1 ; a 2 ; : : : ; a k be the even vertices adjacent to x with a k = x . If no cycle appears we use the edge xx together with 0 to decompose G. Otherwise, we decompose xx with the cycles according to Lemma 2.1 or Lemma 2.6. In either case we get a path decomposition of G of size at most 1 2 u(G)+b 2 3 g(G)c, a contradiction.
We can assume that N R (x)\N R (x ) = fa 1 ; a 2 ; : : : ; a t g = fa 1 ; a 2 ; : : : ; a t g. To nish the proof we make use of the graphs Q 1 ; Q 2 ; Q 3 ; Q 4 shown partially in Figure 1 . These graphs are de ned to be vertex induced subgraphs of R (provided they exist) on the indicated set of vertices and edges. The dotted lines indicate edges which do not exist in R (hence, not in G), and the status of all other edges must still be determined. We sometimes refer to Q i Proof. By Claim 3.6(a) the edge x a 3 lies in at least two triangles in R. Proof. By Claim 3.6(a) the edge x a 1 lies in at least two triangles in R. We can assume that a 1 a 2 2 E(Q 4 ). The same argument for xa 3 a is an end of at least 3 members P; Q; S of 1 . Now we perform the (b; G ? ab; G)-construction. Since a is end of 3 paths of 1 , we have the choice between 3 sequences. To see that no 2 of them have a term in common, start by letting (p i ) and (q j ) be sequences generated by P and Q, respectively. Suppose p i = q j , and i + j is minimal in satisfying this equality. We cannot have i = 1 for otherwise p i = a = q j would imply equality between P and Q. In general, the equality p i = q j implies p i b = q j b because we are using paths of a decomposition. Further, only one path contains the edge p i b which means p i?1 = q j?1 , a contradiction to the minimality of i + j.
It follows that at most two of the sequences stop in the vertices c; d, and the third one gives rise to a path containing the edge ab. So we get a decomposition of G with the same cardinality as the one for G 0 .
Claim 3.14 Neither W 5 ; K ? 5 nor K 5 is a component of R.
Proof. Assume that some member C of fW 5 ; K ? 5 ; K 5 g is a component of R. Let V (C) = fa; b; c; d; fg where a is a vertex of maximum degree in C. Let G 1 = G ffyg where y is a new vertex, and let G 0 1 = G ffyg?fab; ac; adg. Then u(G 0 1 ) = u + 6, g(G 0 1 ) = g ? 5, and (G 0 1 ) < (G). We do precisely the same constructions as in the proof of Claim 3.13, and we get the same conclusion.
Finally, notice that Claims 3.7, 3.12-3.14 are inconsistent, and so the theorem is proved.
To Prove the Connected Version
The additive constant 1 2 associated with n 2 in Gallai's conjecture is crucial in the sense that if 1 2 doesn't work then no constant works.
Theorem 2 Gallai's conjecture is equivalent to the statement that there is a constant c such that every connected graph G satis es p(G) n 2 + c.
Proof. By contradiction suppose G 0 is a counterexample to Gallai's conjecture, and let G be the graph obtained by starting with a new vertex and joining it to some vertex in 2k distinct copies of G 0 where 2k > 2c + 
