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Uvod
Podrucˇje kojim se bavi ovaj diplomski rad je teorija martingala. Mnogi od obradenih rezul-
tata se u literaturi najcˇesˇc´e formuliraju za procese s neprekidnim vremenom. Shodno tome
trebalo je prilagoditi iskaze i dokaze za diskretno vrijeme. Tako se na primjer najvazˇniji
rezultati ovog rada kao sˇto su jednodimenzionalni teorem reprezentacije mozˇe nac´i u [6]
ili pak apstraktni teorem reprezentacije pronalazimo u knjizi [5].
U prvom poglavlju dan je kratak pregled osnovnih rezultata iz teorije integrala, te-
orije vjerojatnosti i slucˇajnih procesa. Definiramo pojmove kao sˇto su σ-algebra, Borelova
σ-algebra, Lebesgueova mjera i slucˇajna sˇetnja. Takoder definiramo pojam uvjetnog ma-
tematicˇkog ocˇekivanja i navodimo neka od njegovih svojstava bitna za izradu ovog rada.
Na kraju poglavlja dane su definicije martingala, submartingala, filtracije i adaptiranosti, te
iskazani i dokazani teoremi konvergencije martingala g.s. i u Lp i Doobova dekompozicija.
Drugo poglavlje sastoji se od dva dijela. Promatramo reprezentacije u odnosu na jed-
nostavnu slucˇajnu sˇetnjnu za jednodimenzionalni i visˇedimenzionalni slucˇaj. U jednodi-
menzionalnom slucˇaju za jednostavnu simetricˇnu slucˇajnu sˇetnju (S n)∞n=0 na Z i njezinu
prirodnu filtraciju (F )∞n=0, dokazujemo da je tako definirani proces martingal. Zatim uvo-
dimo pojam predvidivog procesa (Hn)∞n=1 pomoc´u kojeg definiramo martingalnu transfor-
maciju jednostavne simetricˇne slucˇajne sˇetnje (S n)∞n=0 po procesu (Hn)
∞
n=1. Martingalna
transformacija je takoder martingal u odnosu na filtraciju (F )∞n=0. Najvazˇniji rezultat ovog
poglavlja je teorem reprezentacije martingala (Xn)∞n=0 obzirom na filtraciju (F )∞n=0 pomoc´u
nekog predvidivog procesa (Hn)∞n=1. Iz tog teorema slijede neke zanimljive cˇinjenice kao
sˇto su Ito¯va formula za diskretan slucˇaj, prikaz varijable pomoc´u martingalne transforma-
cije slucˇajne sˇetnje i Hincˇinova nejednakost. U visˇedimenzionalnom slucˇaju dokazujemo
analogon jednodimenzionalnog teorema reprezentacije. Za dokaz visˇedimenzionalnog te-
orema reprezentacije koristimo prikaze funkcija pomoc´u takozvanog Haarovog sistema.
Trec´e poglavlje obuhvac´a apstraktni teorem reprezentacije. Tamo smo definirali kva-
dratnu varijaciju i kovarijaciju te dokazali egzistenciju kvadratne varijacije. Nakon toga
pokazujemo da ukoliko imamo dva martingala X i Y obzirom na istu filtraciju F , tada X
mozˇemo reprezentirati pomoc´u Y i dokazujemo na koji nacˇin to mozˇemo postic´i. To nas
dovodi do definicije predvidive reprezentacije i cˇinjenice da standardna slucˇajna sˇetnja ima
svojstvo predvidive reprezentacije. Na kraju poglavlja dokazan je josˇ teorem o konvergen-
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ciji martingalne transformacije.
Osobito mi je zadovoljstvo ovom prigodom se zahvaliti svom mentoru doc.dr.sc. Vje-
koslavu Kovacˇu na strpljenju, pomoc´i, izuzetnom vodstvu i suradnji tijekom izrade ovog
diplomskog rada. Zahvaljujem mami i baki na razumijevanju i pruzˇenoj podrsˇci tijekom
studiranja. Veliko hvala Ivanu na nesebicˇnoj potpori, pomoc´i i motivaciji.
Poglavlje 1
Preliminarni rezultati
1.1 σ-algebra
Definicija 1.1.1. Neka je Ω neki skup i neka je P(Ω) partitivni skup skupa Ω. Kazˇemo da
je F ⊆ P(Ω) σ-algebra ako vrijedi:
(1) F je neprazan skup,
(2) F je zatvoren na komplementiranje,
(3) F je zatvoren na prebrojive unije.
Svaki element σ-algebre zvat c´emo izmjerivim skupom. Iz definicije i de Morganovih
pravila slijedi da je σ-algebra zatvorena i na prebrojive presjeke. Najmanja σ-algebra na
nekom skupu Ω je skup koji se sastoji od Ω i ∅. Neka je Ω neki skup i D ⊆ P(Ω) tada
definiramo
σ(D) =
⋂
Fσ−algebra, D⊆F
F .
Skup σ(D) je najmanja σ-algebra generirana familijom D. Uzmimo da je Ω = [0, 1〉 i
neka jeA zadan kao
A =
{[
k
2n
,
k + 1
2n
〉
: k ∈ {0, . . . , 2n}
}
.
Elementi od A su takozvani dijadski intervali duljine 2−n. Neka je I = {0, 1, . . . , 2n −
1}. Pokazat c´emo da je najmanja σ-algebra generirana skupom A upravo familija svih
konacˇnih unija intervala oblika [ k2n ,
k+1
2n 〉. Preciznije,
σ(A) =
⋃
k∈J
[
k
2n
,
k + 1
2n
〉
: J ⊆ I
 .
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Ovako definirana familija zadovoljava prvo i trec´e svojstvo iz definicije σ-algebre.
Pokazˇimo sada drugo svojstvo. Neka je A ∈ F i A = ⋃k∈J1[ k2n , k+12n 〉 za neki J1 ⊆ I.
Tada vrijedi da je
Ac =
⋃
k∈Jc1
[ k
2n
,
k + 1
2n
〉
∈ F ,
te imamo da je F σ-algebra. Svaka σ-algebra sadrzˇi sve prebrojive unije te mora nuzˇno
vrijediti F ⊆ σ(A), cˇime smo dokazali F = σ(A).
Neka je I skup svih intervala oblika 〈a, b〉, gdje su a, b ∈ R, a < b. Definiramo
Borelovu σ-algebru s
B = σ(I).
Borelovu σ-algebru mogli smo definirati i kao najmanju σ-algebra generiranu otvorenim
skupovima u R. Na taj nacˇin definiciju mozˇemo poopc´iti i na visˇedimenzionalni slucˇaj.
Borelovu σ-algebru na Rd oznacˇavamo s Bd.
Uzmimo da je I = 〈a, b〉. S l(I) = b − a definiramo funkciju l : I → R . Neka je dan
E ⊆ R. Lebesgueova vanjska mjera je zadana s
λ∗(E) = inf
 ∞∑
k=1
l(Ik) : (Ik)k∈N je niz otvorenih intervala takvih da vrijedi E ⊆
∞⋃
k=1
Ik
 .
Dodatno, ako za svaki A ⊆ R vrijedi
λ∗(A) = λ∗(A ∩ E) + λ∗(A ∩ Ec),
tada kazˇemo da je E izmjeriv i s λ(E) = λ∗(E) definiramo Lebesgueovu mjeru. Na slicˇan
nacˇin definiramo Lebesgueovu mjeru λd na Rd, samo sˇto umjesto intervala uzimamo otvo-
rene pravokutnike.
1.2 Nezavisnost
Neka je (Ω, F , P) vjerojatnosni prostor. Neka su S1, . . . , Sk σ-podalgebre od F . Kazˇemo
da su Si nezavisne ako za svaki A1 ∈ S1, . . . , Ak ∈ Sk vrijedi
P(A1 ∩ . . . ∩ Ak) = P(A1) · · · P(Ak).
Slucˇajne varijable X1, . . . , Xk na F su nezavisne ako su nezavisne σ-algebre σ(X1), . . . ,
σ(Xk), pri cˇemu oznacˇavamo
σ(X) = σ(X−1(B)).
To je ekvivalentno tvrdnji da vrijedi
P(X1 ∈ A1, . . . , Xk ∈ Ak) = P(X1 ∈ A1) · · · P(Xk ∈ Ak)
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za svake Ai ∈ B, i = 1, . . . , k.
Dogadaji A1, . . . , Ak su nezavisni ako su slucˇajne varijable 1A1 . . . , 1Ak nezavisne.
Ubuduc´e s 1A oznacˇavamo karakteristicˇnu familiju skupa A (tzv. indikator skupa A).
Neka je zadana familija {Si, i ∈ I} σ-algebri. Familija {Si, i ∈ I} je nezavisna ako za
svaki konacˇan skup {i1, . . . , in} ⊆ I vrijedi da su Si1 , . . . , Sin nezavisne σ-podalgebre.
Nadalje familija slucˇajnih varijabli {Xi, i ∈ I} je nezavisna ako je svaki njen konacˇni
podskup nezavisan.
Propozicija 1.2.1. Neka je {Xi : i ∈ I} familija nezavisnih slucˇajnih varijabli i neka su
gi : R → R Borelove funkcije. Tada je {g(Xi) : i ∈ I} familija nezavisnih slucˇajnih
varijabli.
Dokaz. Iz cˇinjenice kako kompozicija djeluje na prasliku
{gi(Xi) ∈ Bi} = {Xi ∈ g−1i (Bi)}
i nezavisnosti slucˇajnih varijabli X1, . . . ,Xn imamo trazˇenu tvrdnju. 
Teorem 1.2.2. Neka su X1 i X2 nezavisne slucˇajne varijable. Ako su X1 i X2 nenegativne
ili ako je E |X1| i E |X2| konacˇno, tada postoji E [X1X2] i vrijedi
E [X1X2] = E [X1]E [X2] .
Dokaz. Pretpostavimo da su X1, X2 nenegativne. Tada vrijedi, uz pisanje X = (X1, X2)
E [X1X2] =
∫
R2
x1x2dPX(x1, x2)
=
∫
R2+
x1x2dPX(x1, x2)
=
∫
R+
x1PX1(x1)
∫
R+
x2PX2(x2) = E [X1]E [X2] .
Ovdje smo koristili cˇinjenicu PX = PX1 × PX2 Neka su sada X1 i X2 integrabilne slucˇajne
varijable. Tada je funkcija (x1, x2) 7→ |x1x2| nenegativna te po Fubinijevom teoremu kao u
prethodnom slucˇaju vrijedi∫
R2
|x1x2|dPX(x1, x2)︸                    ︷︷                    ︸
E|X1 x2 |
=
∫
R
|x1|dPX1(x1)
∫
R
|x2|dPX2(x2)︸                                 ︷︷                                 ︸
E|X1 |E|X2 |
.
Ako je bilo koja od X1, X2 jednaka nuli gotovo sigurno tada teorem svakako vrijedi. Kako
su X1 i X2 integrabilne slucˇajne varijable, prema prethodnoj propoziciji i gornjoj jednakosti
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imamo
E |X1X2| =
∫
R2
|x1x2|dPX(x1, x2)
=
∫
R
|x1|dPX1(x1)
∫
R
|x2|dPX2(x2) = E |X1|E |X2| < ∞,
cˇime smo dobili da je funkcija (x1, x2) 7→ |x1x2| apsolutno integrabilna. Sada zbog integra-
bilnosti od X1 i X2 te apsolutne integrabilnosti funkcije (x1, x2) 7→ |x1x2| imamo
E [X1X2] =
∫
R2
x1x2dPX(x1, x2)
=
∫
R
x1dPX1(x1)
∫
R
x2dPX2(x2) = E [X1]E [X2] .
Time smo dokazali teorem. 
1.3 Slucˇajna sˇetnja
Neka je (Yn)∞n=0 niz nezavisnih jednako distribuiranih slucˇajnih varijabli definiranih na vje-
rojatnosnom prostoru (Ω, F , P). Definiramo Xn = ∑ni=1 Yn i X0 = 0. Niz (Xn)∞n=0 nazivamo
slucˇajnom sˇetnjom. U slucˇaju da uzmemo slucˇajne varijable Yi sa distribucijom
Yi ∼
( −1 1
1
2
1
2
)
.
kazˇemo da je S n jednostavna simetricˇna slucˇajna sˇetnja na Z. Kako je E [Yn] = 0, tada zbog
linearnosti ocˇekivanja imamo da je E [S n] = 0.
(Yn)∞n=0 poprima vrijednost ±ei, za i = 1, . . . d s istom vjerojatnosˇc´u 12d .
Ovdje smo s e1, . . . , ed oznacˇili vektore standardne baze od Rd,
e1 = (1, 0, . . . , 0), e2 = (0, 1, 0, . . . , 0), . . . , e1 = (0, . . . , 0, 1).
Jednostavna simetricˇna slucˇajna sˇetnja na Zd je niz (S n)∞n=0 gdje je S 0 = 0 i S n =
∑∞
i=1 Yi.
Na slici 1.1 prikazan je primjer dvodimenzionalne slucˇajne sˇetnje za n = 1000.
1.4 Uvjetno matematicˇko ocˇekivanje
Ako je (Ω, F , P) vjerojatnosni prostor, X slucˇajna varijabla takva da je E |X| < ∞, te G
σ-podalgebra od F . Ako postoji slucˇajna varijabla Y takva da vrijedi :
(1) Y je G-izmjeriva,
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Slika 1.1: Primjer dvodimenzionalne slucˇajne sˇetnje
(2) E |Y | < ∞,
(3)
∫
G
YdP =
∫
G
XdP, za svaki G ∈ G.
Slucˇajnu varijablu Y koja zadovoljava navedene uvjete zovemo verzijom uvjetnog ma-
tematicˇkog ocˇekivanja od X uz dano G, u oznaci Y = E [X|G]. Tako zadana slucˇajna vari-
jabla postoji i jedinstvena je do na jednakost g.s. Iz definicije uvjetnog ocˇekivanja slijedi
sljedec´a lema
Lema 1.4.1. Ako je X G-izmjeriva, tada je E [X|G] = X gotovo sigurno.
Navedimo neka svojstva uvjetnog matematicˇkog ocˇekivanja:
Teorem 1.4.1. (1) Uvjetno matematicˇko ocˇekivanje je linearno,
E [aX + Y |F ] = aE [X|F ] + E [Y |F ] .
(2) Ako je X ≤ Y g.s., tada vrijedi
E [X|F ] ≤ E [Y |F ] g.s.
(3) Ako je X integrabilna slucˇajna varijabla nezavisna s G tada vrijedi
E [X|G] = E [X] .
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Dokaz. Kako bismo dokazali tvrdnju pod (1), pokazat c´emo da je lijeva strana varijanta
desne strane. Iz definicije slijedi da su lijeva i desna strana F -izmjerive funkcije. Neka je
A ∈ F . Zbog linearnosti integrala i definicije uvjetnog matematicˇkog ocˇekivanja imamo∫
A
(aE [X|F ] + E [Y |F ]) dP = a
∫
A
E [X|F ] +
∫
A
E [Y |F ] dP
= a
∫
A
XdP +
∫
A
YdP =
∫
A
(aX + Y)dP.
Time je dokazana prva tvrdnja. Za dokaz druge tvrdnje iskoristimo definiciju uvjetnog
matematicˇkog ocˇekivanja, tj. imamo∫
A
E [X|F ] dP =
∫
A
XdP ≤
∫
A
YdP =
∫
A
E [Y |F ] dP
te iz toga slijedi ∫
A
E [X|F ] − E [Y |F ] dP ≤ 0.
Za fiksirano  > 0 definiramo skup
B = {ω ∈ Ω : E [X|F ](ω) − E [Y |F ](ω) ≥ }.
Iz gornje relacije za A = B imamo
0 ≥
∫
B
E [X|F ] − E [Y |F ] dP ≥ 
∫
B
dP = P(B),
tj. P(B) = 0. Dokazali smo da je mjera skupa na kojem vrijedi E [X|F ] ≥ E [Y |F ] jednaka
nuli tj. da je E [X|F ] ≤ E [Y |F ] g.s. Preostaje nam josˇ dokazati tvrdnju (3). Neka je G ∈ G
proizvoljan. Tada su slucˇajne varijable 1G i X nezavisne i imamo∫
G
E [X|G] dP =
∫
G
XdP = E [1GX]
= E [1G]E [X] = P(G)E [X] =
∫
G
E [X] dP.

Teorem 1.4.2. Neka je X slucˇajna varijabla na (Ω, F , P) i neka suH ⊆ G ⊆ F σ-algebre.
Tada vrijedi
E
[
E
[
X|H]|G] = E [E [X|G]|H] = E [X|H] .
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Dokaz. Definiramo Y = E [X|G]. Iz definicije uvjetnog matematicˇkog ocˇekivanja za pro-
izvoljan A ∈ H slijedi da je∫
A
E
[
Y |H] dP = ∫
A
YdP =
∫
A
E [X|G] dP =
∫
A
XdP.
Dobili smo da vrijedi
∫
A
E
[
Y |H] dP = ∫
A
XdP. Kako je slucˇajna varijabla E
[
Y |H] iz-
mjeriva obzirom naH , po definiciji uvjetnog matematicˇkog ocˇekivanja imamo E [Y |H] =
E
[
X|H], tj.
E
[
E [X|G]|H] = E [X|H] .
Preostala jednakost je trivijalna jer je E
[
Y |H] izmjeriva u odnosu na G. 
Teoremi o konvergenciji za matematicˇko ocˇekivanje vrijedit c´e i za uvjetno mate-
maticˇko ocˇekivanje. Navodimo te tvrdnje. Svugdje se impicitno pretpostavlja da su in-
tegrabilne sve varijable od kojih uzimamo uvjetno matematicˇko ocˇekivanje.
Teorem 1.4.3. (1) Neka je 0 ≤ X1 ≤ X2 ≤ · · · i X = limn Xn. Tada je 0 ≤ E [X1|G] ≤
E [X2|G] ≤ · · ·E [X|G] g.s. i vrijedi limn E [Xn|G] = E [X|G].
(2) Neka je Xn ≥ 0 za svaki n ∈ N. Tada vrijedi
E
[
lim inf
n
Xn
∣∣∣G] ≤ lim inf
n
E [Xn|G] g.s.
(3) Neka je (Xn)∞n=0 niz slucˇajnih varijabli takvih da je |Xn| ≤ Y za svaki n ∈ N, pret-
postavimo E [Y] < ∞, te neka je X = limn Xn g.s. Tada je X integrabilna i vrijedi
limn E [Xn|G] = E [X|G].
Dokaz. (1) Znamo da je Xn ≤ Xn+1 ≤ X g.s., iz toga slijedi da je i
E [Xn|G] ≤ E [Xn+1|G] ≤ E [X|G] g.s. i to za svaki n ∈ N. Kako je G-izmjeriva
slucˇajna varijabla lim supn E [Xn|G] dobro definirana i jer je niz E [Xn|G] rastuc´i i
ogranicˇen g.s. imamo Y = limn E [Xn|G] g.s. Pokazat c´emo da je Y = E [X|G] g.s. Za
dobivanje tog rezultata, zbog definicije uvjetnog matematicˇkog ocˇekivanja dovoljno
je pokazati da vrijedi ∫
A
YdP =
∫
A
XdP, ∀A ∈ G.
Prema Lebesgueovom teoremu o monotonoj konvergenciji za A ∈ G imamo∫
A
YdP =
∫
A
lim
n
E [Xn|G] dP = lim
n
∫
A
E [Xn|G] dP = lim
n
∫
A
XndP =
∫
A
XdP.
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(2) Niz infk≥n Xk je rastuc´i po n i limn infk≥n Xk = lim infn Xn. Prema tvrdnji (1) imamo
lim
n
E
[
inf
k≥n
Xk
∣∣∣∣G] = E[lim inf
n
Xk
∣∣∣∣G].
Iz
∫
A
infk≥n XkdP ≤ infk≥n
∫
A
XkdP slijedi da je E [infk≥n Xk|G] ≤ infk≥n E [Xk|G]. Time
smo dobili
E
[
lim inf
n
Xk
∣∣∣∣G] = lim
n
E
[
inf
k≥n
Xk
∣∣∣∣G] ≤ lim
n
inf
k≥n
E [Xk|G] = lim inf
n
E [Xk|G] .
(3) Kako su Xn + Y i Y − Xn nenegativne slucˇajne varijable za svaki n ∈ N, primjenjujuc´i
tvrdnju pod (2) imamo
E [X + Y |G] = E
[
lim inf
n
(Xn + Y)
∣∣∣∣G] ≤ lim inf
n
E [Xn + Y |G]
E [Y − X|G] = E
[
lim inf
n
(Y − Xn)
∣∣∣∣G] ≤ lim inf
n
E [Y − Xn|G] .
Iz linearnosti uvjetnog matematicˇkog ocˇekivanja te jer je
lim inf
n
E [−Xn|G] = − lim sup
n
E [Xn|G]
vrijedi
lim inf
n
E [Xn|G] ≥ E [X|G] i lim sup
n
E [Xn|G] ≤ E [X|G] ,
tj.
lim
n
E [Xn|G] = E [X|G] .

Dijelovi teorema 1.4.3 su “uvjetne” varijante poznatih granicˇnih rezultata iz teorije
mjere:
1. teorema o monotonoj konvergenciji,
2. Fatuove leme,
3. Lebesgueovog teorema o dominiranoj konvergenciji.
Iduc´a propozicija je “uvjetne” varijanta Cauchy-Schwarzove nejednakosti.
Propozicija 1.4.4. Neka je zadana σ-algebra F i neka su X,Y F -izmjerive slucˇajne vari-
jable. Tada vrijedi
E [XY |F ]2 ≤ E
[
X2|F
]
E
[
Y2|F
]
.
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Dokaz. Za t ∈ R i ω ∈ Ω zbog linearnosti uvjetnog matematicˇkog ocˇekivanja imamo
0 ≤ E
[
(X + tY)2|F
]
(ω) = E
[
X2|F
]
(ω) + 2tE [XY |F ](ω) + t2E
[
Y2|F
]
(ω).
Za fiksirani ω gornjom je formulom dana kvadratna funkcija po t.
Zbog nenegativnosti diskriminanta te funkcije je manja ili jednaka 0, tj.
4E [XY |F ]2(ω) − 4E
[
X2|F
]
(ω)E
[
Y2|F
]
(ω).

1.5 Definicija martingala
Definicija 1.5.1. Neka je (Ω,F ) izmjeriv prostor te neka je za svaki n ∈ N0 dana slucˇajna
varijabla Xn na (Ω,F ). Familija X = (Xn)∞n=0 naziva se slucˇajni proces.
Neka je (Ω,F ) izmjeriv prostor i neka je (Fn)∞n=0 niz σ-algebri takvih da vrijedi Fn−1 ⊆Fn za svaki n ≥ 1. Tada (Fn)∞n=0 nazivamo filtracijom.
Kazˇemo da je niz slucˇajnih varijabli (Xn)∞n=0 adaptiran s obzirom na filtraciju (Fn)∞n=0
ako je za svaki n ∈ N slucˇajna varijabla Xn Fn-izmjeriva.
Definicija 1.5.2. Neka je (Ω, F , P) vjerojatnosni prostor i neka je dana filtracija (Fn)∞n=0.
Adaptirani niz integrabilnih slucˇajnih varijabli X = (Xn)∞n=0 je martingal ako vrijedi
E [Xn+1|Fn] = Xn g.s. za svaki n ∈ N0. Ako umjesto jednakosti vrijedi E [Xn+1|Fn] ≥ Xn
za svaki n ∈ N0 tada kazˇemo da je X submartingal.
Kazˇemo da je (Fn)∞n=0 prirodna filtracija procesa (Xn)∞n=0 ako je
Fn = σ(X1, . . . , Xn).
Neka je X martingal i neka su a, b ∈ R takvi da je a < b. Prijelazom nazivamo par (k, t)
takav da je
Xk ≤ a < b ≤ Xt.
Drugacˇije recˇeno, proces napravi prijelaz ako je u nekom trenutku njegova vrijednost ma-
nja od a te mu nakon odredenog broja koraka vrijednost bude vec´a od b. S UN([a, b])
oznacˇavamo broj prijelaza intervala [a, b] do vremena N. Preciznije, definiramo niz slucˇaj-
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nih vremena
τ0 = 0,
τ1 = inf{n > 0 : Xn ≤ a},
τ1 = inf{n > τ1 : Xn ≥ b},
...
τ2k−1 = inf{n > τ2k−2 : Xn ≤ a},
τ2k = inf{n > τ2k−1 : Xn ≥ b}.
...
Za svaki N ∈ N definiramo
UN(a, b) = sup{m ≥ 0 : τ2m ≤ N}.
Slicˇno kao i za slucˇajne varijable, mozˇemo definirati broj prijelaza intervala [a, b] za niz
realnih brojeva. Broj prijelaza intervala [a, b] do trenutka N oznacˇit c´emo s uN(a, b).
Slika 1.2: Primjer martingala s tri prijelaza
Lema 1.5.3. Neka je zadan niz (xn)∞n=0. Tada postoji limn xn ∈ [−∞,+∞] ako i samo ako
za svake a, b ∈ Q, a < b vrijedi da je u(a, b) < ∞. u(a, b) je broj prijelaza intervala [a, b]
za niz realnih brojeva.
Dokaz. Pretpostavimo da limes niza ne postoji, to znacˇi da je lim infn xn < lim supn xn.
Tada postoje a, b ∈ Q, a < b takvi da je lim infn xn ≤ a < b ≤ lim supn xn. Dobili smo da
niz (xn)∞n=0 ima beskonacˇno mnogo prijelaza intervala [a, b].
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Dokazˇimo suprotan smjer. Pretpostavimo da postoji limes te neka su a, b ∈ Q pro-
izvoljni i a < b. Neka je c = limn xn. Tada za svaki  > 0 postoji n takav da je
xn ∈ 〈c − , c + 〉 za n ≥ n . Ako se c nalazi u [a, b] tada mozˇemo uzeti dovoljno mali  za
koji c´e vrijediti da 〈c − , c + 〉 ⊆ 〈a, b〉. U slucˇaju da je c < [a, b] tada mozˇemo nac´i  za
koji vrijedi 〈c− , c + 〉 ∩ [a, b] = ∅. Time smo dobili da nakon koraka n niz visˇe ne mozˇe
prijec´i interval [a, b] te je tvrdnja dokazana.

Teorem 1.5.4. Za svaki N ∈ N vrijedi
E [UN(a, b)] ≤ 1b − aE
[
(a − Xn)+] ≤ 1b − a (|a| + E [XN]) .
Definiramo broj prijelaza za cjelokupni niz s
U(a, b) = lim
N
UN(a, b).
tj. to je ukupni broj prijelaza intervala [a, b]. Kako niz (Un)∞n=0 monotono raste prema U,
po teoremu o monotonoj konvergenciji imamo sljedec´u tvrdnju.
Korolar 1.5.1. Ako je U gore definirana slucˇajna varijabla, tada vrijedi
E [U(a, b)] ≤
(
|a| + sup
n
E [Xn]
)
.
Teorem 1.5.5. Neka je (Xn)∞n=0 martingal za koji postoji K > 0 takav da je
sup
n
E
[
X+n
] ≤ K < ∞.
Tada postoji slucˇajna varijabla X∞ s konacˇnim ocˇekivanjem za koju vrijedi
lim
n
Xn = X∞ g.s.
Dokaz. Neka su a, b ∈ R takvi da vrijedi a < b. Kako je martingal ogranicˇen u L1, prema
prethodnom korolaru imamo
E [U(a, b)] ≤ |a| + sup
n
E [Xn] ≤ |a| + K,
sˇto povlacˇi da je U(a, b) < ∞ g.s., tj.
P(U(a, b) < ∞) = 1
POGLAVLJE 1. PRELIMINIRANI REZULTATI 14
te vrijedi
P(U(a, b) < ∞, ∀a, b ∈ Q, a < b) = 1.
Naime komplement je prebrojiva unija skupova mjere nula. Prema prethodnoj lemi za-
kljucˇujemo da je
lim inf
n
Xn = lim sup
n
Xn
g.s. te definiramo
X∞(ω) =
{
lim infn Xn(ω) ako lim infn Xn(ω) = lim supn Xn(ω),
0 inacˇe.
Vrijedi da je X∞ slucˇajna varijabla i X∞ = limn Xn g.s. Josˇ zˇelimo pokazati da je X∞ ∈ L1.
Kako je X martingal, uzimanjem ocˇekivanja dobijemo da je E [Xn] = E [X0] te vrijedi
E |Xn| = E [X+n ] + E [X−n ]
= 2E
[
X+n
]
+ E [Xn]
= 2E
[
X+n
]
+ E [X0] .
Korisˇtenjem Fatouove leme i uvjeta da je supn E |Xn| ≤ K zakljucˇujemo
E |X∞| = E
[
lim
n
|Xn|
]
≤ lim inf
n
E |Xn|
≤ 2 sup
n
E
[
X+n
] − E [X0] < ∞,
dobili smo da je X ∈ L1. 
Neka je (Xn)∞n=0 niz slucˇajnih varijabli. Definiramo slucˇajnu varijablu S n sa
S n(ω) = sup
1≤ j≤n
∣∣∣X j(ω)∣∣∣ .
Teorem 1.5.6 (Doobova nejednakost). Neka je (Xn)∞n=0 martingal i neka je niz (S n)
∞
n=0
definiran kao gore. Tada za svaki n ∈ N vrijedi
E
[
S pn
] ≤ ( p
p − 1
)p
E [(Xn)p] .
Dokaz. Neka je q = pp−1 . Primijetimo da za τ := inf{n ≥ 0 : |Xn| ≥ λ} vrijedi
λP(S N ≥ λ) ≤
∫
S m≥λ
Xmin{τ,n}dP ≤
∫
S n≥λ
XndP.
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Zato imamo
E
[
S pn
]
= p
∫ ∞
0
λp−1P(S n ≥ λ)dλ
≤
∫ ∞
0
λp−2
(∫
{S n≥λ}
|Xn|dP
)
dλ
=
∫
Ω
|Xn|
(∫ S n
0
λp−2dλ
)
dP
=
p
p − 1
∫
Ω
|Xn||S n|p−1dP
≤ p
p − 1
(
E [|Xn|p] 1p
) (
E [|S n|p] 1q
)
.
Ako izraz podijelimo sa zadnjim cˇlanom na desnoj strani dobijemo trazˇenu nejednakost.

Teorem 1.5.7. Neka je X ogranicˇeni martingal u Lp, tj. neka vrijedi
sup
n
E [|Xn|p] < ∞.
Tada postoji slucˇajna varijabla X∞ takva da Xn → X∞ g.s. i u Lp.
Dokaz. Vjerojatnost je konacˇna mjera pa omedenost u Lp povlacˇi omedenost u L1 te znamo
da postoji slucˇajna varijabla X∞ takva da Xn → X∞ g.s. Kako je S n rastuc´i niz, definiramo
S (ω) = lim
n
S n(ω) = sup
n
|Xn(ω)|.
Iz konvergencije gotovo sigurno slijedi
|Xn − X∞| ≤ 2 sup
n
|Xn| = 2S .
Prema Lebesgueovom teoremu o dominiranoj konvergenciji i koristec´i Doobovu nejedna-
kost imamo
E [S p] = lim
n
E
[
S pn
] ≤ ( p
p − 1
)p
E [|Xn|p] ≤ K,
gdje K ovisi samo o p i martingalu. Dobili smo da je 2S omedena u Lp te prema Lebesqu-
eovom teoremu o dominiranoj konvergenciji vrijedi
lim
n
E [|Xn − X|p] = E
[
(lim
n
|Xn − X|)p
]
= 0.

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1.6 Doobova dekompozicija
Teorem 1.6.1. Svaki proces (Xn)∞n=0 koji je adaptiran u odnosu na filtraciju (Fn)∞n=0 se mozˇe
na jedinstveni nacˇin zapisati u obliku Xn = Mn +An, n ∈ N0, pri cˇemu je (Mn)∞n=0 martingal,
a (An)∞n=0 predvidivi proces s A0 = 0. Sˇtovisˇe, ako je (Xn)
∞
n=0 submartingal, tada je (An)
∞
n=0
rastuc´i.
Dokaz. Zˇelimo pokazati da je Xn oblika Xn = Mn + An, pri cˇemu je E [Mn|Fn−1] = Mn−1 i
An ∈ Fn−1. Kako bismo to imali nuzˇno mora vrijediti sljedec´e
E [Xn|Fn−1] = E [Mn|Fn−1] + E [An|Fn−1]
= Mn−1 + An = Xn−1 − An−1 + An.
Dobili smo da nuzˇno mora vrijediti
An = E [Xn|Fn−1] + An−1 − Xn−1, (1)
Mn = Xn − An. (2)
Kako je A0 = X0 i M0 = 0 tada imamo dobro definirane nizove (An)∞n=0 i (Mn)
∞
n=0. In-
dukcijom se pokazˇe da je An ∈ Fn−1. Josˇ nam preostaje pokazati da je (Mn)∞n=0 martingal.
Imamo
E [Mn|Fn−1] = E [Xn − An|Fn−1]
= E [Xn|Fn−1] − An = Xn−1 − An−1 = Mn−1
gdje prva jednakost slijedi iz (2), druga iz toga jer je An ∈ Fn−1 a trec´a iz (1). U slucˇaju da
je (Xn)∞n=0 submartingal, imamo da je E [Xn|Fn−1] ≥ Xn−1 te po (1) vrijedi An ≥ An−1. 
1.7 Multinomni teorem
Ovdje iskazujemo i dokazujemo multinomni teorem koji c´emo korisititi za dokazivanje
jedne od posljedica teorema reprezentacije. Rijecˇ je Hincˇinovoj nejednakosti koju c´emo
dokazati za sve parne brojeve koji su vec´i ili jednaki dva.
Teorem 1.7.1. Neka su m, n ∈ Z takvi da je m ≥ 1 i n ≥ 0. Tada vrijedi
(x1 + x2 + · · · + xm)n =
∑
k1+k2+···km=n
(
n
k1, k2, . . . , km
) ∏
1≤t≤m
xktt
gdje je (
n
k1, k2, . . . , km
)
=
n!
k1!k2! · · · km! .
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Dokaz. Teorem c´emo dokazati koristec´i binomni teorem i indukciju po m. Za m = 1 lako
se vidi da baza indukcije vrijedi. Pretpostavimo da teorem vrijedi za proizvoljan m. Tada
imamo
(x1 + x2 + · · · + xm + xm+1)n = (x1 + x2 + · · · + (xm + xm+1))n
=
∑
k1+k2+···+km−1+K=n
(
n
k1, k2, . . . , km−1,K
)
xk11 x
k2
2 · · · xkm−1m−1(xm + xm+1)K
=
∑
k1+k2+···+km−1+K=n
(
n
k1, k2, . . . , km−1,K
)
xk11 x
k2
2 · · · xkm−1m−1
∑
km+km+1=K
(
K
km, km+1
)
xkmm x
km+1
m+1
=
∑
k1+k2+···+km−1+km+km+1=n
(
n
k1, k2, . . . , km−1, km, km+1
)
xk11 x
k2
2 · · · xkm−1m−1 xkmm xkm+1m+1, (1.1)
gdje smo trec´u jednakost dobili pomoc´u binomnog teorema. Zadnji korak u dokazu slijedi
iz (
n
k1, k2, . . . , km−1,K
)(
K
km, km+1
)
=
(
n
k1, k2, . . . , km−1, km, km+1
)
,
sˇto se lako mozˇe provijeriti ako raspisˇemo koeficijente na sljedec´i nacˇin:
n!
k1!k2! · · · km−1!K!
K!
km!km+1!
=
n!
k1!k2! · · · km+1! .

Poglavlje 2
Reprezentacije u odnosu na jednostavnu
slucˇajnu sˇetnju
2.1 Jednodimenzionalni slucˇaj
Neka je (S n)∞n=0 jednodimenzionalna jednostavna simetricˇna slucˇajna sˇetnja na Z. Iz uvod-
nog poglavlja znamo da to znacˇi
S n = Y1 + Y2 + . . . + Yn,
pri cˇemu su Yi nezavisne jednako distribuirane slucˇajne varijable takve da je
Yi ∼
( −1 1
1
2
1
2
)
i S 0 = 0.
Oznacˇimo s F = (Fn)∞n=0 prirodnu filtraciju od (S n)∞n=0, tj.
Fn := σ(S 1, S 2, . . . , S n).
Propozicija 2.1.1. Proces (S n)∞n=0 je martingal obzirom na prirodnu filtraciju (Fn)∞n=0.
Dokaz. Adaptiranost od (S n)∞n=0, odnosno cˇinjenica da je slucˇajna varijabla S n izmjeriva u
odnosu na Fn slijedi iz definicije prirodne filtracije. Osim toga imamo
E |S n| = E
∣∣∣∣∣∣∣
n∑
i=1
Yi
∣∣∣∣∣∣∣ ≤
n∑
i=1
E |Yi| < ∞
te
E [S n+1|Fn] = E [Y1 + . . . + Yn + Yn+1|Fn] = E [S n + Yn+1|Fn] =
= E [S n|Fn] + E [Yn+1|Fn] = S n + 0,
18
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sˇto povlacˇi da je (S n)∞n=0 martingal. U posljednjem retku smo koristili cˇinjenicu da su
slucˇajna varijabla Yn+1 i σ-algebra Fn medusobno nezavisne te primijenili svojstvo uvjet-
nog matematicˇkog ocˇekivanja. 
Definicija 2.1.2. Slucˇajan proces (Hn)∞n=0 je predvidiv s obzirom na filtraciju (Fn)∞n=0 ako je
za svaki n ∈ N, Hn ∈ Fn−1 izmjeriva, tj σ(Hn) ⊆ Fn−1.
Za predvidivi proces (Hn)∞n=1 obzirom na filtraciju F definiramo martingalnu transfor-
maciju slucˇajne sˇetnje (S n)∞n=0 po procesu (Hn)
∞
n=0 kao
(H · S )n =
n∑
m=1
Hm(S m − S m−1)
za bilo koji prirodni broj n. Pritom se josˇ (H · S )0 interpretira kao konstanta 0. Implicitno
se u predvidivosti od H pretpostavlja da je E |Hn| < ∞ za svaki n. U nasˇem slucˇaju je to
dovoljna pretpostavka na integrabilnost od H, tj. ne moramo pretpostavljati i omedenost,
kao sˇto se obicˇno radi.
Propozicija 2.1.3. Proces ((H · S )n)∞n=0 je martingal obzirom na filtraciju F .
Dokaz. Adaptiranost od (H · S )n slijedi iz Fn−1-izmjerivosti od Hn i Fn-izmjerivosti od S n
pa je i (H · S )n takoder Fn-izmjeriva.
E |(H · S )n| = E
∣∣∣∣∣∣∣
n∑
m=1
Hm(S m − S m−1)
∣∣∣∣∣∣∣ ≤
n∑
m=1
E
[(
|Hm| |S m − S m−1|
)]
≤
n∑
m=1
E [|Hm| < ∞]
E [(H · S )n+1|Fn] = E [(H · S n) + Hn+1(S n+1 − S n)|Fn]
= E [(H · S )n|Fn] + E [Hn+1(S n+1 − S n)|Fn]
= E [(H · S )n|Fn] + E [Hn+1(S n+1 − S n)|Fn]
= (H · S )n + E [Hn+1(S n+1 − S n)|Fn]
= (H · S )n + Hn+1E [(S n+1 − S n)|Fn]
= (H · S )n + Hn+1 (E [S n+1|Fn] − S n)
= (H · S )n + Hn+1(S n − S n) = (H · S n)
.
Time smo dobili smo da je (H · S )n martingal. 
Teorem 2.1.4. Svaki martingal (Xn)∞n=0 obzirom na filtraciju (Fn)∞n=0, Fn = σ(S 1, . . . , S n)
ima reprezentaciju oblika
Xn = X0 +
n∑
k=1
Hk(S k − S k−1), n ∈ N
za neki predvidivi integrabilni proces (Hk)∞k=1.
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Slika 2.1: Redom prikaz slucˇajnih varijabli Y1, Y2, Y3
U nastavku c´emo dokazati gore navedeni teorem. Odaberimo pogodan vjerojatnosni
prostor na kojem c´emo konstruirati slucˇajnu sˇetnju. Neka je Ω = [0, 1〉, F Borelova σ-
algebra, P Lebesgueova mjera, tj.
(Ω, F , P) = ([0, 1〉, B([0, 1〉), λ) .
Promatramo niz slucˇajnih varijabli definiranih s Yi(ω) = (−1)ωi , gdje ωi oznacˇava i-tu
binarnu znamenku broja ω ∈ [0, 1〉, tj.
ω = 0.ω1ω2ω3 . . . .
Brojevi oblika k/2m, k,m ∈ N imaju dva moguc´a binarna zapisa pa za njih uvijek uzimamo
onaj koji ima konacˇno mnogo jedinica. Taj odabir i nije previsˇe vazˇan, jer brojeva s nejed-
noznacˇnim binarnim zapisom ima prebrojivo mnogo pa posebno cˇine skup Lebesgueove
mjere nula.
Lema 2.1.1. Slucˇajne varijable Yi, i = 1, 2, . . . su nezavisne.
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Dokaz. Trebamo dokazati da je za svaki m ∈ N konacˇno mnogo slucˇajnih varijabli Y1,. . . ,
Ym nezavisno. Da bismo to pokazali, dokazujemo da za svaki m ∈ N i za svake B1, . . . ,
Bm ∈ B(R) vrijedi
P(Y1 ∈ B1, . . . ,Ym ∈ Bm) = P(Y1 ∈ B1) . . . P(Ym ∈ Bm).
Kako Yi mogu jedino poprimiti vrijednosti −1 i 1, zapravo dokazujemo da za y1, . . . , ym ∈
{0, 1} vrijedi
P (Y1 = (−1)y1 , . . . ,Ym = (−1)ym) = P (Y1 = (−1)y1) . . . P (Ym = (−1)ym) .
S jedne strane je
P(Y1 = (−1)y1 , . . . ,Ym = (−1)ym)
= P({ω = 0.x1x2 . . . : (−1)x1 = (−1)y1 , . . . (−1)xm = (−1)ym})
= P({ω = 0.x1x2 . . . : x1 = y1, . . . xm = ym})
= P({0.y1y2 . . . ymxm+1xm+2 . . . , : xi ∈ {0, 1}, i ≥ m + 1})
= P([0.y1y2 . . . ym, 0.y1y2 . . . ym11 . . .〉)
= P
([
0.y1y2 . . . ym, 0.y1y2 . . . ym +
1
2m
])
=
1
2m
.
S druge strane, promotrimo isti izbor od y1, . . . , ym. Fiksirajmo i-tu znamenku od
ω = 0.x1x2 . . ., tj. stavimo xi = yi i promotrimo dobiveni skup
{Yi = (−1)yi} = {ω = 0.x1x2 . . . : xi = yi}.
Za yi = 0 to je unija intervala[
0,
1
2i
〉
∪
[ 2
2i
,
3
2i
〉
∪
[ 4
2i
,
5
2i
〉
∪ . . . ∪
[2i − 2
2i
,
2i − 1
2i
〉
,
a za yi = 1 to je [ 1
2i
,
2
2i
〉
∪
[ 3
2i
,
4
2i
〉
∪
[ 5
2i
,
6
2i
〉
∪ . . . ∪
[2i − 1
2i
, 1
〉
.
Lebesgueova mjera tog skupa je u oba slucˇaja jednaka 2i−1 12i =
1
2 . Zato konacˇno imamo
P (Y1 = (−1)y1) . . . P (Ym = (−1)ym) = 12 · · ·
1
2
=
1
2m
.
Time je zavrsˇen dokaz nezavisnosti slucˇajnih varijabli Yi.

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Lema 2.1.2. Vrijedi Fn = σ(Y1, . . . ,Yn).
Dokaz. Prema definiciji s pocˇetka odjeljka je
Fn = σ(S 1, . . . , S n),
dakle dokazujemo
σ(S 1, . . . , S n) = σ(Y1, . . . ,Yn).
Kako je S n = Y1 + Y2 + . . . + Yn, pri cˇemu su Yi, i = 1, . . . , n slucˇajne varijable, to povlacˇi
da je S n slucˇajna varijabla (kao zbroj slucˇajnih varijabli). Buduc´i je Yn = S n − S n−1, n ∈ N
svaka od slucˇajnih varijabli Y1, . . . , Yn je σ(S 1, . . . S n)-izmjeriva te slijedi da je
σ(Y1, . . .Yn) ⊆ σ(S 1, . . . S n).
Obratno, S n je definiran sa S n = Y1+. . .+Yn, n ∈ N. Svaka od slucˇajnih varijabli S 1, . . . , S n
je σ(Y1, . . . ,Yn)-izmjeriva. To povlacˇi
σ(S 1, . . . S n) ⊆ σ(Y1, . . .Yn),
te imamo
Fn = σ(Y1, . . . ,Yn).

Pokazat c´emo da je σ(Y1, . . . ,Yn) familija svih proizvoljnih unija skupova [ k2n ,
k+1
2n 〉, k =
0, . . . , 2n − 1, gdje c´emo takvu uniju oznacˇiti s En. Zbog toga jer je
Yn =
2n−1∑
i=0
(−1)i
[
i
2n
,
i + 1
2n
〉
imamo da je Yn jednostavna izmjeriva funkcija obzirom na En te slijedi da jeσ(Y1, . . . ,Yn) ⊆
En. Obratno, neka je 0 ≤ k ≤ 2n − 1. Tada je
k
2n
= 0.k1 . . . kn.
Gledamo skup {Y j = (−1)k j}. Taj se skup nalazi u Fn za j = 0, . . . , n. Jer je Fn σ-algebra
znamo da vrijedi
n⋂
j=0
{ Y j = (−1)k j} ∈ Fn
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te raspisivanjem dobijemo
n⋂
j=0
{ Y j = (−1)k j} = {Y1 = (−1)k1 , . . . ,Yn = (−1)kn}
= {ω : ω1 = k1, . . . , ωn = kn} = [ k2n ,
k + 1
2n
〉.
Vratimo se sada na dokaz Teorema 2.1.4. Koristec´i S n − S n−1 = Yn odmah vidimo da
vrijedi
Xn = X0 +
n∑
k=1
Hk(S k − S k−1) za svaki n ∈ N
ako i samo ako je
Xn − Xn−1 = HnYn za svaki n ∈ N.
Nadalje, Hn je Fn−1-izmjeriva ako i samo ako je Hn konstantna funkcija na intervalima
oblika [ k2n−1 ,
k+1
2n−1 〉, k = 0, 1, 2, . . . , 2n−1 − 1. Naime, prema lemi 2.1.2 i diskusiji nakon nje je
slucˇajna varijabla Fn−1-izmjeriva ako i samo ako je izmjeriva u odnosu na σ-algebru
σ
({[
k
2n−1
,
k + 1
2n−1
〉
: k = 0, 1, 2, . . . , 2n−1 − 1
})
.
Iz tog razloga moramo trazˇiti Hn medu linearnim kombinacijama karakteristicˇnih funkcija
spomenutih intervala, tj. medu funkcijama oblika
Hn =
2n−1−1∑
k=0
αk1[ k
2n−1 ,
k+1
2n−1 〉
,
za neke (zasad neodredene) koeficijente αk ∈ R, k = 0, 1, . . . , 2n−1 − 1. Zapisˇimo Yn kao u
dokazu leme 2.1.1,
Yn = 1[ 02n , 12n 〉 − 1[ 12n , 22n 〉 + 1[ 22n , 32n 〉 + . . .
=
2n−1−1∑
k=0
(1[ 2k2n , 2k+12n 〉 − 1[ 2k+12n , 2k+22n 〉) =
2n−1−1∑
k=0
(1[ k
2n−1 ,
2k+1
2n 〉 − 1[ 2k+12n , k+12n−1 〉).
Pomnozˇimo sada izraze za Hn i Yn. Mnozˇenjem dvije karakteristicˇne funkcije dobivamo
karakteristicˇnu funkciju presjeka ta dva skupa. Mnozˇenjem dviju suma s koeficijentima
dobivamo
HnYn =
2n−1−1∑
k=0
αk(1[ k
2n−1 ,
2k+1
2n 〉 − 1[ 2k+12n , k+12n−1 〉).
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Uzmimo 0 ≤ k ≤ 2n−1 − 1. Provjerimo kako izgleda Xn − Xn−1 na [ k2n−1 , k+12n−1 〉.
Zbog izmjerivosti slucˇajnih varijabli Xn−1 i Xn u σ-algebri Fn−1, odnosno Fn imamo
Xn−1 =
2n−1−1∑
k=0
βk1[ k
2n−1 ,
k+1
2n−1 〉
,
Xn =
2n−1∑
k=0
γk1[ k2n , k+12n 〉.
Josˇ Xn mozˇemo zapisati kao
Xn =
2n−1−1∑
k=0
(
γ2k1[ 2k2n , 2k+12n 〉 + γ2k+11[ 2k+12n , 2k+22n 〉
)
te imamo
Xn − Xn−1 =
2n−1−1∑
k=0
(
(γ2k − βk)1[ k
2n−1 ,
2k+1
2n 〉 + (γ2k+1 − βk)1[ 2k+12n , k+12n−1 〉
)
.
Kako je X martingal, imamo da je E [Xn|Fn] = Xn−1 te vrijedi∫
[ k
2n−1 ,
k+1
2n−1 〉
Xn dP =
∫
[ k
2n−1 ,
k+1
2n−1 〉
Xn−1 dP,
tj. imamo
γ2k
1
2n
+ γ2k+1
1
2n
= βk
1
2n−1
sˇto daje
γ2k + γ2k+1
2
= βk . (1)
Rjesˇavamo sustav po nepoznanicama αk
αk = γ2k − βk,
−αk = γ2k+1 − βk.
Uvrsˇtavanjem (1) u sustav on postaje
αk =
γ2k−γ2k+1
2−αk = −γ2k−γ2k+12
za k = 0, 1, . . . , 2n−1−1. Zakljucˇujemo da sustav ima rjesˇenje po nepoznatim koeficijentima
αk te smo time dokazali teorem.
Visˇe detalja cˇitatelj mozˇe nac´i u knjizi [6].
POGLAVLJE 2. REPREZENTACIJE SLUCˇAJNOM SˇETNJOM 25
2.2 Primjene jednodimenzionalnog teorema
reprezentacije
Teorem 2.1.4. ima neke zanimljive posljedice, koje c´emo izvesti primjenjujuc´i ga na po-
godno odabrane martingale.
Neka nam u daljnjem tekstu F∞ oznacˇava σ-algebru svih dogadaja generiranih slucˇaj-
nom sˇetnjom, tj.
F∞ := σ({Fn : n = 0, 1, 2, . . .}).
Korolar 2.2.1. Za svaki X ∈ Lp, 1 < p < ∞, X ∈ F∞ postoji predvidivi proces (Hk)∞k=1
takav da vrijedi
X = E [X] +
∞∑
k=1
Hk(S k − S k−1).
Pritom red konvergira i g.s. i u Lp.
Dokaz. Definiramo proces Xn = E [X|Fn]. Ovako definiran proces je martingal u Lp. Na-
ime, imamo X ∈ L1, sˇto povlacˇi da je E [X|Fn] ∈ L1 te E [X|Fn] ∈ Fn. Nadalje,
E [Xn+1|Fn] = E [E [X|Fn+1]|Fn] = E [X|Fn] = Xn
te imamo da je Xn martingal.
|Xn|p = |E [X|Fn]|p ≤ E [|X|p|Fn]
implicira
E |Xn|p ≤ E [|X|p] < ∞
jer je X ∈ Lp. Imamo
sup
n∈N
E |Xn|p ≤ E [|X|p] < ∞.
Po Teoremu 1.5.7. iz uvodnog dijela slijedi da (Xn)∞n=0 konvergira prema X g.s. i u L
p.
Ispunjene su pretpostavke teorema 2.1.4. pa po njemu postoji predvidiv proces (Hk)∞k=1
takav da vrijedi
Xn = X0 +
n∑
k=1
Hk(S k − S k−1) = E [X] +
n∑
k=1
Hk(S k − S k−1),
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pri cˇemu je X0 = E [X|F0] = E [X]. Imamo
X = lim
n→∞ Xn = limn→∞(X0 +
n∑
k=1
Hk(S k − S k−1))
= X0 + lim
n→∞
n∑
k=1
Hk(S k − S k−1)
= X0 +
∞∑
k=1
Hk(S k − S k−1)
= E [X] +
∞∑
k=1
Hk(S k − S k−1).
Pritom limes po n smatramo ili g.s. ili po Lp normi. 
Iduc´a posljedica se nekad naziva diskretna Ito¯va formula. Radi njene formulacije uve-
dimo sljedec´u oznaku. Za funkciju f : Z→ R i m ∈ Z stavimo
(δ f )(m) :=
1
2
f (m + 1) − 1
2
f (m − 1)
te
(δ2 f )(m) := f (m + 1) − 2 f (m) + f (m − 1).
Ova formulacija Ito¯ve formule preuzeta je iz cˇalanka [3].
Korolar 2.2.1. Za svaku funkciju f : Z→ R i svaki n ∈ N0 vrijedi
f (S n) = f (S 0) +
n∑
k=1
(δ f )(S k−1)(S k − S k−1) + 12
n∑
k=1
(δ2 f )(S k−1).
Dokaz. Premda postoje i direktniji dokazi, teorem 2.1.4 nam omoguc´ava da do formule
dodemo na prirodan nacˇin. Iskoristimo Doobovu dekompoziciju (Teorem 1.6.1 u Poglavlju
1) i zapisˇimo adaptirani proces ( f (S n))∞n=0 kao
f (S n) = Mn + An,
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pri cˇemu je (Mn)∞n=0 martingal obzirom na filtraciju F , a (An)∞n=0 proces koji je predvidiv
obzirom na F i zadovoljava A0 = 0. Odmah vidimo
An − An−1 = E [An − An−1|Fn−1]
= E
[
f (S n) − f (S n−1)|Fn−1] − E [Mn − Mn−1|Fn−1]︸                   ︷︷                   ︸
=0
= E
[
f (S n−1 + Yn)|Fn−1] − f (S n−1)
= E
[
f (S n−1 + 1)1{Yn=1} + f (S n−1 − 1)1{Yn=−1}|Fn−1
] − f (S n−1)
= f (S n−1 + 1)E
∣∣∣1{Yn=1}∣∣∣ + f (S n−1 − 1)E ∣∣∣1{Yn=−1}∣∣∣ − f (S n−1)
=
1
2
(δ2 f )(S n−1),
iz cˇega sumiranjem slijedi da mora biti
An =
1
2
n∑
k=1
(δ2 f )(S k−1).
Nadalje, iz teorema 2.1.4 dobivamo da martingalni pribrojnik ima reprezentaciju oblika
Mn = M0 +
n∑
k=1
Hk(S k − S k−1)
i odmah je M0 = f (S 0). Osim toga imamo
HnYn = Hn(S n − S n−1) = Mn − Mn−1 = f (S n) − f (S n−1) − (An − An−1)
f (S n) − f (S n−1) − 12(δ
2 f )(S n−1) = f (S n−1 + Yn) − 12 f (S n−1 + 1) −
1
2
f (S n−1 − 1).
Na skupu {Yn = 1} ta jednakost postaje
Hn =
1
2
f (S n−1 + 1) − 12 f (S n−1 − 1) = (δ f )(S n−1),
a na skupu {Yn = −1} dobivamo opet istu jednakost, samo pomnnozˇenu s −1. Uvrsˇtavanjem
dobivenih izraza za Mn, Hn i An slijedi tvrdnja korolara. 
Posljednja primjena c´e nam biti jedna nejednakost koja se koristi u harmonijskoj ana-
lizi.
Teorem 2.2.2 (Hincˇinova nejednakost). Ako je (Xn)∞n=1 martingalna transformacija jed-
nostavne simetricˇne slucˇajne sˇetnje (S n)∞n=1, a cˇlanovi predvidivog procesa su konstante
Hn = an za svaki n, odnosno
Xn =
n∑
k=1
ak(S k − S k−1) = a1Y1 + · · · + anYn,
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tada postoji konstanta 0 < Cp < ∞ koja ovisi samo o p i za koju vrijedi nejednakost
‖Xn‖p ≤ Cp
( n∑
k=1
a2k
)
= Cp‖Xn‖2.
Dokaz. Navedenu nejednakost dokazat c´emo za parne prirodne brojeve p ≥ 2. Za poka-
zivanje ocjene za sve realne brojeve p ≥ 2 koristi se tzv. teorija interpolacije, koju ovdje
nec´emo komentirati.
Neka je p ≥ 2 paran prirodan broj. Tada je
‖Xn‖pp = E
[
Xpn
]
= E
 n∑
k=1
akYk
p = E [(a1Y1 + . . . + anYn)p] .
Primjenom multinomnog teorema na
(∑n
k=1 akYk
)p i korisˇtenjem linearnosti matematicˇkog
ocˇekivanja dobivamo
E
 ∑
k1+...+kn=p, ki≥0 cijeli
(
p
k1, . . . , kn
)
(a1Y1)k1 . . . (anYn)kn

= E
 ∑
k1+...+kn=p, ki≥0 cijeli
p!
k1! . . . kn!
ak11 Y
k1
1 . . . a
kn
n Y
kn
n

=
∑
k1+...+kn=p, ki≥0 cijeli
p!
k1! . . . kn!
ak11 . . . a
kn
n E
[
Yk11 . . . Y
kn
n
]
. (2)
Tvrdimo da u ovoj sumi ”nestaju” odnosno da su jednaki nuli svi pribrojnici za koji je neki
od eksponenata k1, . . . , kn neparan. Znamo da su Yi nezavisne jednakodistribuirane slucˇajne
varijable takve da je
Yi ∼
( −1 1
1
2
1
2
)
,
iz cˇega slijedi
Yki ∼
( −1 1
1
2
1
2
)
za k neparan
i Yki = 1 za k paran. Izracˇunajmo ocˇekivanje produkta takvih potencija:
E
[
Yk11 . . . Y
kn
n
]
= (nezavisnost) = E
[
Yk11
]
. . .E
[
Yknn
]
= 0,
ako je barem jedan od eksponenata neparan, to jest
E
[
Yk11 . . . Y
kn
n
]
= 1
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u slucˇaju kada su svi k1, . . . , kn parni brojevi. Kako su u svim preostalim pribrojnicima
k1, . . . , kn parni brojevi imamo da je (2) jednaka∑
ki=2li
l1+...+ln=p/2
li≥0 cijeli
p!
(2l1!) . . . (2ln)
a2l11 . . . a
2ln
n .
S druge strane imamo
((a21 + . . . a
2
n)
1
2 )p = (a21 + . . . a
2
n)
p
2 .
Ponovno iskoristimo multinomni teorem pa slijedi
(a21 + . . . a
2
n)
p
2 =
∑
l1+...+ln=p/2
li≥0 cijeli
(p/2)!
l1! . . . ln!
a2l11 . . . a
2ln
n .
Preostaje josˇ dokazati da postoji konstanta 0 < Cp < ∞ takva da vrijedi
p!
(2l1!) . . . (2ln)!
< Cpp
(p/2)!
l1! . . . ln!
.
Kako je (2l)! ≥ l! za svaki l ∈ N0, dovoljno je uzeti Cpp = p!(p/2)! < ∞. Prokomentirajmo josˇ
jednakost
‖Xn‖2 =
( n∑
k=1
a2k
) 1
2
.
Primijenom istog postupka za p = 2 dobivamo
‖Xn‖22 =
n∑
k=1
a2kE
[
Y2k
]
.
Znamo da je E
[
Y2k
]
= 1 pa iz toga slijedi da je
‖Xn‖22 =
n∑
k=1
a2k .

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2.3 Visˇedimenzionalni teorem reprezentacije
Sada se bavimo reprezentacijom martingala u odnosu na d-dimenzionalnu slucˇajnu sˇetnju.
Neka je zadana dijadska kocka Q = [ k2n ,
k+1
2n 〉. Ovdje kratko pisˇemo k = (k1, k2, . . . , kd).
Imat cˇemo Q ⊆ [0, 1〉d tocˇno kada je 0 ≤ k j ≤ 2n−1 za svaki j. Sa hiQ definiramo funkciju
hiQ = 1[ k12n , k1+12n 〉×···×[ 2ki2n+1 ,
2ki+1
2n+1
〉×···×[ kd2n ,
kd+1
2n 〉
− 1[ k12n , k1+12n 〉×···×[ 2ki+12n+1 , 2ki+22n+1 〉×···×[ kd2n , kd+12n 〉
te za I ⊆ {1, . . . , d} definiramo
hIQ(x1, . . . , xd) =
∏
i∈I
hiQ(xi) za (x1, . . . , xd) ∈ Q.
U slucˇaju I = ∅ smatramo da je h∅Q konstantno jednaka 1 na Q. Na taj nacˇin je konstruiran
tzv. Haarov sistem .
Slika 2.2: Funkcije h{1}, h{2}, h{1,2}
Lema 2.3.1. Skup {
hIQ : I ⊆ {1, 2, . . . , d}
}
je ortogonalna baza za prostor funkcija
VQ = { f : Q→ R : f je konstantna funkcija na svakoj
dijadskoj kocki Q′ takvoj da je Q′ ⊆ Q i l(Q′) = 12 l(Q)}.
Ovdje l(Q) oznacˇava duljinu brida od Q.
Dokaz. Pokazat c´emo da je {hIQ} ortogonalni sistem u odnosu na standardni skalarni pro-
dukt
〈 f | g 〉 =
∫
f (x)g(x) dx.
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Funkciju hIQ mozˇemo zapisati na sljedec´i nacˇin
hIQ(x1, . . . , xd) =
d∏
i=1
ψi(xi),
gdje je ψi = hiQ ako i ∈ I a inacˇe ψi = 1. Neka su I, I′ ⊆ {1, 2, . . . , d} i I , I′. Bez smanjenja
opc´enitosti postoji i0 ∈ {1, 2, . . . , d} takav da je i0 ∈ I i i0 < I′. Ako josˇ
hI
′
Q(x1, . . . , xn) =
d∏
i=1
ϕi(xi)
tada imamo
〈 hIQ | hI′Q 〉 =
∫
hIQ(x1, . . . , xd)h
I′
Q(x1, . . . , xd) dx1 . . . dxd
=
∫  d∏
i=1
ψi(xi)
  d∏
i=1
ϕi(xi)
 dx1 . . . dxd
=
d∏
i=1
∫
ψi(xi)ϕi(xi) dxi
=
( ∏
i≤1≤d, i,i0
∫
ψi(xi)ϕi(xi) dxi
)(∫
ψi0(xi0)1 dxi0
)
= 0.
Time smo dobili da su funkcije hIQ medusobno ortogonalne pa posebno i linearno neza-
visne. Dimenzija od VQ je 2d, a kardinalitet skupa {hIQ} je takoder 2d, cˇime smo dobili da
je skup hIQ ortogonalna baza za VQ. 
Teorem 2.3.1. Za svaki kvadratno-integrabilni martingal (Xn)∞n=0 postoje kvadratno inte-
grabilni predvidivi procesi (HIk)
∞
k=0, I ⊆ {1, 2, . . . , d} \ ∅ takvi da vrijedi reprezentacija
Xn = X0 +
n∑
k=1
∑
I⊆{1,2,...,d},I,∅
HIk
∏
i∈I
(S ik − S ik−1), n ∈ N.
Dokaz. Odaberimo pogodan vjerojatnosni prostor na kojem c´emo konstruirati slucˇajnu
sˇetnju. Neka je Ω = [0, 1〉d, F = B([0, 1〉d), P = λd = λ = d-dimenzionalna Lebesgu-
eova mjera, tj.
(Ω, F , P) =
(
[0, 1〉d, B([0, 1〉d), λd
)
.
Promatramo niz slucˇajnih vektora Yk = (Y1k , . . . ,Y
d
k ), gdje je
Y ik(ω1, . . . , ωd) = (−1)k-ta binarna znamenka od ωi .
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Tako zadana slucˇajna varijabla ima distribuciju
Y ik ∼
( −1 1
1
2
1
2
)
.
Slucˇajnu varijablu Y ik mozˇemo zapisati i na sljedec´i nacˇin
Y ik =
2k−1∑
i=0
(−1)i1[0,1〉×···×[ i
2k
, i+1
2k
〉×···[0,1〉.
Stavimo
S in = Y
i
1 + Y
i
2 + . . . Y
i
n, S n = (S
1
n, . . . , S
d
n).
Jer su Y1k , . . . , Y
d
k , medusobno nezavisne slucˇajne varijable tada su i Yk medusobno ne-
zavisni slucˇajni vektori. Kako je (S in)
∞
n=0 jednostavna slucˇajna sˇetnja na Z i (S
i
n)
∞
n=0, i =
1, . . . , d su medusobno nezavisni slucˇajni procesi, imamo da je (S n)∞n=0 jednostavna slucˇajna
sˇetnja na Zd. Zanima nas kako izgledaσ-algebra generirana slucˇajnim vektorima S 1, . . . , S n.
Neka je F¯n = σ(S n, . . . , S n). Tada imamo
F¯n = σ(S n, . . . , S n) = σ(Y1, . . . ,Yn) = σ
({
Y1k : k ∈ {1, . . . , n}, i ∈ {1, . . . , d}
})
.
Definirajmo F0 =
{
∅, [0, 1〉d
}
. Iz jednodimenzionalnog slucˇaja znamo da vrijedi
σ
({
Y ik : k ∈ {1, . . . , n}
})
= F0 × · · · × Fn × · · · × F0
gdje se Fn nalazi na i-tom mjestu. σ-algebra generirana unijama svih skupova gornjeg
oblika je upravo Fn × · · · × Fn te imamo
F¯n = Fn × · · · × Fn = σ
({[
k
2n
,
k + 1
2n
〉
: k ∈ {0, 1, . . . 2n − 1}d
})
sˇto je upravo kolekcija koja sadrzˇi sve konacˇne unije skupova oblika [ k2n ,
k+1
2n 〉. Definirajmo
Y In =
∏
i∈I
Y in.
Dokazati tvrdnju teorema je ekvivalentno tome da dokazˇemo da postoje kvadratno integra-
bilni predvidivi procesi (HIk)
∞
k=0, I ⊆ {1, 2, . . . , d}, I , ∅ takvi da vrijedi reprezentacija
Xn − Xn−1 =
∑
I⊆{1,2,...,d},I,∅
HInY
I
n, n ∈ N.
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Definirali smo pojam dijadske kocke Q kao
Q =
[
k
2n
,
k + 1
2n
〉
, n ∈ N, k ∈ {0, 1, . . . , 2n − 1}d.
S l(Q) oznacˇimo dulijnu brida dijadske kocke. Kako je E [Xn − Xn−1|Fn−1] = 0 i zbog same
definicije uvjetnog matematicˇkog ocˇekivanja imamo∫
Q
(Xn − Xn−1) dλ = 0, Q ⊆ [0, 1〉d, l(Q) = 12n−1 .
Kako je svaka od slucˇajnih varijabli izmjeriva u u paru σ-algebri (F¯n,B), imamo
Xn−1 =
∑
Q, l(Q)= 1
2n−1
βQ1Q
Xn =
∑
Q, l(Q)= 1
2n−1
∑
Q′⊆Q, l(Q′)= 12n
γQ′1Q′ .
Za svaku dijadsku kocku Q takvu da l(Q) = 12n−1 vrijedi
0 =
∫
Q
(Xn − Xn−1) dλ =
( ∑
Q′⊆Q, l(Q′)= 12n
γQ′λ(Q′)
)
− βQλ(Q)
=
( ∑
Q′⊆Q, l(Q′)= 12n
γQ′
(
1
2n
)d)
− βQ
(
1
2n−1
)d
,
iz cˇega slijedi
βQ =
1
2d
∑
Q′⊆Q, l(Q′)= 12 l(Q)
γQ′ . (3)
Kako je svaki HIn, I ⊆ {1, . . . , d} izmjeriv u F¯n, imamo da je HIn oblika
HIn =
∑
Q, l(Q)= 1
2n−1
αIQ1Q.
Ako gledamo restrikciju funkcije Y In na dijadskoj kocki Q takvoj da je l(Q) =
1
2n−1 imamo
Y In|Q = hIQ1Q,
a restrikcija od HIn je
HIn|Q = αIQ1Q,
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cˇime smo dobili da je
HInY
I
n|Q = αIQhIQ1Q
Promatramo restrikciju jednadzˇbe
Xn − Xn−1 =
∑
I⊆{1,2,...,d},I,∅
HInY
I
n
na dijadskoj kocki Q za koju vrijedi l(Q) = 12n−1 , tj.( ∑
Q′⊆Q, l(Q′)= 12n
γQ′1Q′
)
− βQ1Q =
∑
Q′⊆Q, l(Q′)= 12n
γQ′1Q′ −
∑
Q′⊆Q, l(Q′)= 12n
βQ1Q′
=
∑
Q′⊆Q, l(Q′)= 12n
(γQ′ − βQ)1Q′ =
∑
I⊆{1,...,d},I,∅
αIQh
I
Q.
Prema uvijetu (3) je ∑
Q′⊆Q,l(Q′)= 12n
(γQ′ − βQ) = 0
pa je lijeva strana funkcija konstantna na dijadskim kockama Q′ duljine brida 12n , a integral
po cijeloj kocki Q joj je jednak 0. Kako skup {hIQ : I , ∅} baza za skup svih takvih funkcija,
postoje konstante αIQ takve da vrijedi jednakost.
fQ =
∑
I
αIQh
I
Q.
Time smo dobili tvrdnju teorema da postoje slucˇajne varijable HIn takve da je
Xn = X0 +
n∑
k=1
∑
I⊆{1,2,...,d},I,∅
HIk
∏
i∈I
(S ik − S ik−1)
za svaki n ∈ N. 
Poglavlje 3
Apstraktni teorem reprezentacije
3.1 Kvadratna varijacija i kovarijacija
Neka su
X = (Xn)∞n=0 i Y = (Yn)
∞
n=0
martingali s obzirom na filtraciju F = (Fn)∞n=0. Kvadratna kovarijacija od X i Y je jedins-
tveni predvidivi proces 〈X,Y〉 = (〈X,Y〉n)∞n=0 takav da je XnYn − 〈X,Y〉n martingal. Speci-
jalno, kvadratna varijacija od X je jedinstveni predvidivi proces 〈X〉 = (〈X〉n)∞n=0 takav da je
X2n − 〈X〉n martingal. Egzistencija kvadratne kovarijacije slijedi iz Dobove dekompozicije
(teorem 1.6.1). Ipak, instruktivno je direktno izvesti njenu formulu.
Lema 3.1.1. Kvadratna kovarijacija postoji i dana je formulom
〈X,Y〉n =
n∑
k=1
E [XkYk − Xk−1Yk−1|Fk−1] =
n∑
k=1
E [(Xk − Xk−1)(Yk − Yk−1)|Fk−1] .
Dokaz. Pretpostavimo da je zadan predvidiv slucˇajni proces 〈X,Y〉 takav da je XnYn −
〈X,Y〉n martingal. Tada mora vrijediti
E
[
XnYn − 〈X,Y〉n|Fn−1] = Xn−1Yn−1 − 〈X,Y〉n−1.
Kako je 〈X,Y〉n Fn−1-izmjeriva tada vrijedi
E
[
XnYn − 〈X,Y〉n|Fn−1] = E [XnYn|Fn−1] − 〈X,Y〉n
cˇime smo dobili
〈X,Y〉n = 〈X,Y〉n−1 + E [XnYn|Fn−1] − Xn−1Yn−1.
35
POGLAVLJE 3. APSTRAKTNI TEOREM REPREZENTACIJE 36
Rekurzivno dobijemo
〈X,Y〉n =
n∑
k=1
(E [XkYk|Fk−1] − Xk−1Yk−1) .
Trebamo josˇ pokazati da je proces 〈X,Y〉 kvadratna kovarijacija od X i Y , tj. trebamo po-
kazati da je XnYn − 〈X,Y〉n martingal. Racˇunajmo
E
[
XnYn − 〈X,Y〉n|Fn−1] = E XnYn − n∑
k=1
E [XkYk − Xk−1Yk−1|Fk−1]|Fn−1

= E [XnYn|Fn−1] −
n∑
k=1
E [XkYk − Xk−1Yk−1|Fk−1]
= E [XnYn|Fn−1] − E [XnYn|Fn−1] + E [Xn−1Yn−1|Fn−1]
−
n−1∑
k=1
E [XkYk − Xk−1Yk−1|Fk−1]
= Xn−1Yn−1 −
n−1∑
k=1
E [XkYk − Xk−1Yk−1|Fk−1]
= Xn−1Yn−1 − 〈X,Y〉n,
gdje zadnja i predzadnja jednakost slijede iz toga da su Xn−1 i Yn−1 Fn−1- izmjerive slucˇajne
varijable. 
3.2 Teorem reprezentacije
Neka su X i Y martingali obzirom na istu filtraciju F . Pitamo se: Mozˇe li se i na koji nacˇin
X reprezentirati pomoc´u Y?
Teorem 3.2.1. Neka su X = (Xn)∞n=0 i Y = (Yn)
∞
n=0 L
2 martingali obzirom na F = (Fn)∞n=0.
Tada postoje procesi H = (Hn)∞n=1 i R = (Rn)
∞
n=0 takvi da vrijedi
(1) Xn = X0 +
∑n
k=1 Hk(Yk − Yk−1) + Rn za svaki n ∈ N,
(2) H je predvidiv obzirom na F ,
(3) 〈R,Y〉 = 0, R je L2 martingal obzirom na F , R0 = 0.
Nadalje taj prikaz je jedinstven u smislu da ako je X predstavljen pomoc´u H i R, odnosno
pomoc´u H′ i R′, tada mora biti Rn = R′n i Hn(Yn − Yn−1) = H′n(Yn − Yn−1) za svaki n ∈ N.
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Dokaz. Pretpostavimo najprije da H i R zadovoljavaju (1),(2) i (3). iz (1) dobivamo
Xn − Xn−1 = Hn(Yn − Yn−1) + (Rn − Rn−1)
pa mnozˇenjem s Yn − Yn−1 i uzimanjem uvjetnog matematicˇkog ocˇekivanja slijedi
E [(Xn − Xn−1)(Yn − Yn−1)|Fn−1]
= HnE
[
(Yn − Yn−1)2|Fn−1
]
+ E [(Rn − Rn−1)(Yn − Yn−1)|Fn−1] ,
pri cˇemu smo iskoristili predvidivost od H, tj. (2). Osim toga, zbog (3) imamo
E [(Rn − Rn−1)(Yn − Yn−1)|Fn−1] = 〈R,Y〉n − 〈R,Y〉n−1 = 0.
Na taj nacˇin dobivamo
E
[
(Yn − Yn−1)2|Fn−1
]
= HnE [(Xn − Xn−1)(Yn − Yn−1)|Fn−1] . (4)
Dokazˇimo najprije jedinstvenost prikaza. Za to pretpostavimo da su H i R, odnosno H′ i
R′ kao iz iskaza. Iz (4) slijedi
HnE
[
(Yn − Yn−1)2|Fn−1
]
= H′nE
[
(Yn − Yn−1)2|Fn−1
]
tj.
(Hn − H′n)E
[
(Yn − Yn−1)2|Fn−1
]
= 0.
Mnozˇenjem s Hn − H′n i korisˇtenjem predvidivosti imamo da je
E
[
(Hn − H′n)2(Yn − Yn−1)2|Fn−1
]
= 0,
a uzimanjem ocˇekivannja slijedi
‖(Hn − H′n)(Yn − Y ′n−1)‖2L2 = E
[
(Hn − H′n)2(Yn − Y ′n−1)2
]
= 0,
odakle je
(Hn − H′n)(Yn − Y ′n−1) = 0 g.s.
tj.
Hn(Yn − Yn−1) = H′n(Yn − Yn−1),
kao sˇto je i trebalo pokazati. Konacˇno, Rn = R′n slijedi iz jednakosti (1):
Rn = Xn − X0 −
n∑
k=1
Hk(Yk − Yk−1) = Xn − X0 −
n∑
k=1
H′k(Yk − Yk−1) = R′n.
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Sada dokazˇimo egzistenciju prikaza. Pritom c´e nam pocˇetak dokaza ukazati na kandi-
data za proces H. Zˇelimo pokazati da za bilo koje L2 martingale X i Y obzirom na F postoji
proces H takav da vrijedi (4) za svaki n ∈ N. Iz uvjetne Cauchy-Schwarzove nejednakosti
(propozicija 1.4.4) je
E [(Xn − Xn−1)(Yn − Yn−1)|Fn−1]2 ≤ E
[
(Xn − Xn−1)2|Fn−1
]
E
[
(Yn − Yn−1)2|Fn−1
]
,
odakle je specijalno{
E
[
(Yn − Yn−1)2|Fn−1
]
= 0
}
⊆ {E [(Xn − Xn−1)(Yn − Yn−1)|Fn−1] = 0} .
Zato ako definiramo
Hn(ω) :=
E[(Xn−Xn−1)(Yn−Yn−1)|Fn−1]E[(Yn−Yn−1)2 |Fn−1] , za ω ∈
{
E
[
(Yn − Yn−1)2|Fn−1
]
= 0
}
,
0, inacˇe ,
tada c´e Hn svakako zadovoljavati jednakost (4) i ocˇito je H predvidiv. Preostaje definirati
R = (Rn)n kao
Rn = Xn − X0 −
n∑
k=1
Hk(Yk − Yk−1),
takav da je (1) ispunjeno po samoj konstrukciji. Za provjeru od (3) racˇunamo za n ∈ N i
Rn ∈ Fn
E [Rn|Fn−1] = E [Rn−1 + Xn − Xn−1 − Hn(Yn − Yn−1)|Fn−1]
= Rn−1 + E [Xn|Fn−1] − Xn−1 − Hn (E [Yn|Fn−1] − Yn−1) = Rn−1
te
E [(Rn − Rn−1)(Yn − Yn−1)|Fn−1]
= E
[
(Rn − Rn−1)(Yn − Yn−1) − Hn(Yn − Yn−1)2|Fn−1
]
= E [(Xn − Xn−1)(Yn − Yn−1)|Fn−1] − HnE
[
(Yn − Yn−1)2|Fn−1
]
= (4) = 0
pa je doista
〈R,Y〉n =
n∑
k=1
E [(Rn − Rk−1)(Yk − Yk−1)|Fk−1] = 0.

Definicija 3.2.1. Neka je Y = (Yn)∞n=0 L
2 martingal obzirom na F = (Fn)∞n=0. Kazˇemo da
taj martingal ima svojstvo predvidive reprezentacije ako za svaki L2 martingal X = (Xn)∞n=0
obzirom na F postoji predvidivi proces H = (Hn)∞n=0 obzirom na F takav da je
Xn = X0 +
n∑
k=1
Hk(Yk − Yk−1)
za svaki n ∈ N.
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Napomena 3.2.2. Iz prethodnog poglavlja, teorema 2.1.4, slijedi da standardna slucˇajna
sˇetnja ima svojstvo predvidive reprezentacije.
Korolar 3.2.2. Za L2 martingal Y = (Yn)∞n=0 obzirom na F = (Fn)∞n=0 je ekvivalentno:
1. (Y,F ) ima svojstvo predvidive reprezentacije.
2. Ako je R L2 martingal takav da je 〈R,Y〉 = 0 i R0 = 0, tada mora biti R = 0.
Dokaz. Da (2) povlacˇi (1) slijedi iz egzistencije u teoremu 3.2.1 jer ostatak mora biti 0.
Pokazˇimo sada da (1) povlacˇi (2). Prikazˇimo R na dva nacˇina:
Rn =
n∑
k=1
Hk(Yk − Yk−1) + 0Rn =
n∑
k=1
0(Yk − Yk−1) + Rn.
Iz jedinstvenosti u teoremu 3.2.1 slijedi da je Rn = 0 za svaki n ∈ N. 
3.3 Konvergencija martingalne transformacije
Neka je zadan kvadratno integrabilni martingal Y = (Yn)∞n=0. Definiramo Dn = Yn − Yn−1.
Pokazˇimo da je niz D = (Dn)∞n=0 ortogonalan. Ako je m < n tada imamo
E [DmDn] = E [(Ym − Ym−1)(Yn − Yn−1)] = E [E [(Ym − Ym−1)(Yn − Yn−1)|Fm]]
= E [(Ym − Ym−1)E [(Yn − Yn−1)|Fm]] = 0.
Time smo dobili da je niz ortogonalan.
Propozicija 3.3.1. Neka je Y L1 martingal s obzirom na filtraciju F . Tada Y mozˇemo
zapisati kao
Y = Y ′ − Y ′′,
gdje su Y ′ i Y ′′ nenegativni martingali. Mozˇemo izabrati Y ′ i Y ′′ takve da vrijedi
sup
t
E [|Yt|] = sup
t
E
[
Y ′t
]
+ sup
t
E
[
Y ′′t
]
.
Dokaz. Neka su
Y ′t = limn E
[
Y+n |Ft
]
, Y ′′t = limn E
[
Y−n |Ft
]
.
Ako uzmemo s, t ∈ N0 i s < t, teorem o monotonoj konvergenciji nam daje
E
[
Y ′t |Fs
]
= E
[
lim
n
E
[
Y+n |Fs
]|Fs] = lim
n
E
[
Y+n |Fs
]
= Y ′s
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i analogno dobijemo E
[
Y ′′t |Fs
]
= Y ′′s . Pokazˇimo josˇ da vrijedi Y = Y
′ − Y ′′:
Y ′t − Y ′′t = limn E
[
Y+n |Ft
] − lim
n
E
[
Y−n |Ft
]
= lim
n
E
[
Y+n − Y−n |Ft
]
= lim
n
E [Yn|Ft] = Yt.

Teorem 3.3.1. Neka je Y = (Yn)∞n=0 L
1-omedeni martingal i neka je H · Y martingalna
transformacija po predvidivom procesu H = (Hn)∞n=0. Tada H ·Y konvergira gotovo sigurno
na skupu A = {H∗ < ∞}, gdje je H∗ = supn |(H · Y)n|.
Dokaz. Neka je Y uniformno ogranicˇeni submartingal i H∗ ≤ 1. Definiramo Xn = (H ·
Y)n − (H · Y)n−1 i Dn = Yn − Yn−1 te imamo
|Xn| = |(H · Y)n − (H · Y)n−1| = |Hn(Yn − Yn−1)| ≤ |Yn − Yn−1| = |Dn|.
Zbog ortogonalnosti nizova (Dn)∞n=0 i (Xn)
∞
n=0 imamo
E
[
(Yn − Y0)2
]
= E

 n∑
k=1
Dk
2
 = n∑
k=1
E
[
D2k
]
≥
n∑
k=1
E
[
X2k
]
= E
[
(H · Y)2n
]
.
Dobili smo da je (H · Y)n L2-omedeni martingal te prema teoremu o konvergenciji martin-
gala (H · Y)n konvergira g.s.
Svakom elementu iz Y mozˇemo dodati isti proizvoljni broj bez da se (Dn)∞n=0 promijeni.
Zbog uniformne ogranicˇenosti od Y mozˇemo uzeti dovoljno veliki broj takav da vrijedi
Yn ≥ 0 za svaki n ∈ N. Kako je
E [Yn−1Dn] = E [Yn−1E [Dn|Fn−1]] ≥ 0
imamo
E
[
Y2n
]
= E
[
(Yn−1 + Dn)2
]
= E
[
Y2n−1
]
+ 2E [Yn−1Dn] + E
[
D2n
]
≤ E
[
Y2n−1
]
+ E
[
D2n
]
te rekurzivno dobijemo
E
[
Y2n
]
≥
n∑
k=1
E
[
D2n
]
.
Neka je
Y˜n =
n∑
k=1
D˜k,
gdje je D˜1 = D1 i
D˜n = Dn − E [Dn|Fn−1] , n ≥ 2.
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Tako definirani Y˜ = (Y˜n)∞n=0 je martingal i njegova martingalna transformacija je
(H · Y˜)n =
n∑
k=1
HkD˜k.
Kako je E [Dn|Fn−1] ≥ 0, imamo
E
[
D˜2n
]
= E
[
(Dn − E [Dn|Fn−1])2
]
≤ E
[
D2n
]
te vrijedi
E
[
Y˜2n
]
=
n∑
k=1
E
[
D2k
]
≤
n∑
k=1
E
[
D˜2k
]
≤ E
[
Y2n
]
.
Dobivamo da je Y˜ ∈ L2 i zbog teorema o konvergenciji martingala (odnosno submartingala)
znamo da Y˜ , (H · Y˜) i Y konvergiraju g.s. Kako je
n∑
k=1
E [Dk|Fk−1] = Yn − Y˜n
znamo da i
∑n
k=1 E [Dk|Fk−1] konvergira g.s. Zbog nenegativnosti svakog sumanda tada
konvergira i
∑n
k=1 HnE [Dk|Fk−1] g.s. Martingalnu transformaciju H · Y mozˇemo zapisati
kao
(H · Y)n = (H · Y˜)n +
n∑
k=1
HkE [Dk|Fk−1] , n ≥ 2
te imamo da i (H · Y) konvergira g.s.
Pretpostavimo sada da je Y ∈ L1. Prema prethodnoj propoziciji mozˇemo Y rastaviti na
Y = Y ′ − Y ′′, gdje su Y ′ i Y ′′ nenegativni martingali. Sˇtovisˇe vrijedi i
H · Y = H · Y ′ − H · Y ′′.
Nadalje, mozˇemo pretpostaviti da je Y ≥ 0. Ako je c > 0, tada Y¯n = −min(Yn, c) defi-
nira uniformno ogranicˇeni submartingal. Uzmimo proces −H i promatramo martingalnu
transformaciju od Y¯ po −H. Prema ranije pokazanom vrijedi da ((−H) · Y¯) konvergira g.s.
Neka je
Ac = {ω ∈ Ω : sup
n
Y(ω) < ∞}.
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Tada za svaki ω ∈ A vrijedi
((−H) · Y¯)n(ω) =
n∑
m=1
(−Hm)(Y¯m − Y¯m−1)(ω)
=
n∑
m=1
(−Hm)(−Ym + Ym−1)(ω)
=
n∑
m=1
(Hm)(Ym − Ym−1)(ω) = (H · Y)n(ω).
Dobili smo da (H · Y) konvergira g.s. na skupu Ac. Zbog konvergencije martingala Y g.s.
vrijedi P(supn Yn = ∞) = 0 te uzimanjem da c tezˇi prema beskonacˇno dobivamo da (H · Y)
konvergira g.s.
Za dokazati teorem teorem uzmimo c > 0 i definiramo H¯n = 1Hn<cH. Promatramo
sada martingalnu transformaciju (H¯ · Y). Znamo da (H¯ · Y) konvergira g.s. te kako je
(H¯ ·Y) = (H ·Y) na skupu Bc = {ω : supn Hn(ω) < c} imamo da (H ·Y) konvergira g.s. na Bc.
Uzimanjem da c→ ∞ dobijemo da (H ·Y) konvergira g.s. na skupu {ω : supn Hn(ω) < ∞}.

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Sazˇetak
U ovom diplomskom radu iskazani su i dokazani teoremi reprezentacije martingala s dis-
kretnim vremenom. Glavni rezultati su jednodimenzionalni i visˇedimenzionalni teorem
reprezentacije te apstraktni teorem reprezentacije. Dokazane su i neke od posljedica tih
teorema kao sˇto su: diskretna Ito¯va formula, prikaz varijable pomoc´u martingalne transfor-
macije slucˇajne sˇetnje, Hincˇinova nejednakost i konvergencija martingalne transformacije.
Summary
This thesis states and proves the discrete time martingale representation theorems. The
main results are one-dimensional and multidimensional representation theorems and an
abstract representation theorem. We also demonstrated some of the consequences of these
theorems such as: discrete Ito¯’s formula, representation of variables using martingale tran-
sforms of random walks, Hincˇin’s inequality and the convergence of the martingale tran-
sform.
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