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We develop a new method for proving the nonexistence of a certain class of circulant
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namely CW(154, 36) and CW(170, 64).
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1. Introduction
A square matrix W of order n with entries from {0,−1,+1} satisfying W ·W t = kIn is said to be a weighing matrix of
order n with weight k. (Here In denotes the n × n identity matrix and W t is the transpose of W .) W is usually written as
W (n, k).
A circulant weighing matrix, written as CW(n, k) or CW, is a weighing matrix in which each row (except the first) is
obtained from its preceding row by a right cyclic shift.
An integer circulant weighing matrix of order n and weight k, written as ICW(n, k) or ICW, is similarly defined, but
there is no restriction on the entries (except that they must be integers). If the entries are restricted to be in the set
{0,±1,±2, . . . ,±a}, we write ICW{0,±1,±2,...,±a}(n, k) or ICWa(n, k), or simply ICWa.
2. Preliminaries
If G is a multiplicatively written group, then Z[G] denotes the group ring of G over Z. If A = ∑g αgg ∈ Z[G] is a group
ring element, we say that A is a {0,±1,±2, . . . ,±a}-element if the ai are in the set {0,±1,±2, . . . ,±a}. We call the ai the
coefficients of A, and denote the set of coefficients of A by coeff(A). For each subset S of G, we let S also denote the group
ring element
∑
x∈S x of Z[G].
In this article, Gn denotes a cyclic group of order n and g denotes a generator of it.
A group ring homomorphism (respectively, automorphism) of Z[G] is a function φ from Z[G] into itself (respectively, a
one-to-one function φ from Z[G] onto itself) such that φ(A+ B) = φ(A)+ φ(B) and φ(AB) = φ(A)φ(B) for all A, B ∈ Z[G].
The automorphisms of a group ring Z[Gn] form a group; we denote this group by AUT(Z[Gn]).
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It is easy to see the following (see [1] for details).
Theorem 2.1. An ICW(n, k) exists if and only if there exists a group ring element A ∈ Z[Gn] such that AA(−1) = k.
In light of this theorem, throughout this article we discuss integer circulant weighing matrices in the form of their
equivalent group ring counterparts.
Two ICW(n, k)matrices A and B are said to be equivalent if there exists a g ∈ Gn such that B = ±gA. A set S of ICWa(n, k)
matrices is said to be a complete set of nonequivalent ICWa(n, k)matrices if none of its elements are equivalent and if any
ICWa(n, k) is equivalent to some A ∈ S.
Let A =∑n−1i=0 aig i be a circulant weighing matrix, and let
P = {g i|ai = 1, i = 0, 1, . . . , n− 1} and N = {g i|ai = −1, i = 0, 1, . . . , n− 1}. (1)
It can easily be shown that |P|+ |N| = k. It is also well known that k is a perfect square (see [3] or [5] for instance). Write
k = s2 for some integer s. It can be shown that {|P|, |N|} =

s2+s
2 ,
s2−s
2

(see [1,3], or [5]).
For A = ∑g αgg ∈ Z[G] and any integer t , we define A(t) = ∑g αgg t . We say that an integer t is a multiplier of A if
A(t) = gA for some g ∈ G.
Theorem 2.2 (The Multiplier Theorem [5]). Let G be a finite abelian group of order n. Let A be an element of Z[G] such that
AA(−1) = k for some integer k relatively prime to n. Let k = pe11 . . . pess , where the pi are distinct primes. Suppose that there are
integers t, f1, . . . , fs such that
t ≡ pf11 ≡ . . . ≡ pfss (mod n).
Then t is a multiplier of A.
Lemma 2.3 (Ma’s Lemma [3]). Let G be an abelian group an A belong to the group ring Z[G] such that AA(−1) = k for some
integer k. Assume that there exists a prime p such that
(a) p2r |s2 for some positive integer r,
(b) pf ≡ −1(mod G) for some nonnegative integer f .
Then A ≡ 0(mod pr).
Remark 2.1. Let A = ∑g agg ∈ Z[G] such that ∑g ag , |G| = 1. If t is a multiplier of A, then ∃g ∈ G such that t ‘‘fixes’’
B = gA; i.e., B(t) = B. This result is from Arasu and Ray-Chaudhuri in [4].
Remark 2.2. Referring to P and N in (1), when k is relatively prime to nwe can apply Remark 2.1. Hence, for the multiplier
t , we have (P−N)(t) = P−N; i.e., P (t)−N (t) = P−N . This implies that P (t) = P and N (t) = N , as P and N have coefficients
equal to 0 or 1. Therefore, we can create orbits by applying the action x → tx to the elements of Zn (which is isomorphic
to Gn), and P and N are unions of some of these orbits. It is important to note that every element in an orbit has the same
coefficient. The same idea applies to any ICWa(n, k2) when k is relatively prime to n; i.e., if there exists such an ICWa, then
there exists one which can be written as A =∑ biOi, where the bi are integers between−a and a and the Oi are the orbits
of Zn under the action of k.
Remark 2.3. For an integer s, let φs be the Z[Gn]-homomorphism generated by the group homomorphism φs sending g to
g s. Let A be a CW(n, k2).
(a) If (n, s) = 1, then φs is an automorphism, and φs(A) is also a CW(n, k2).
(b) If (n, s) ≠ 1, then φs is not an automorphism, and in particular, if s|n, then φs(A) is an ICW{0,±1,±2,...,±s}(n/s, k2).
Remark 2.4. Let A =∑ aig i be an ICW(n, k2); then∑ ai = ±k and∑ a2i = k2.
For a detailed discussion of Remarks 2.2–2.4 see [6].
Lemma 2.4. Let Z[G2n] be a group ring and A, B ∈ Z[G2n]. If the coefficients of odd powers of g in both A and B are 0, then the
coefficients of odd powers of g in AB are 0.
Proof. We have AB = ∑ a2kb2lg2l+2k. Now, since we reduce the exponents (mod 2n), they are all going to remain even,
proving the lemma. 
Lemma 2.5. Let Z[G2n] be a group ring, and let A = ∑2n−1i=0 aig i ∈ Z[G2n]. Define the function ψ from Z[G2n] to itself by
ψ
∑2n−1
i=0 aig i

=∑2n−1i=0 (−1)iaig i.
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(a) If the coefficients of all odd powers of g in A are zero, then ψ(A) = A.
(b) If the coefficients of all even powers of g in A are zero, then ψ(A) = −A.
Proof. In the first case, A =∑2n−1i=0 a2ig2i and ψ(A) =∑2n−1i=0 (−1)2ia2ig2i =∑2n−1i=0 a2ig2i = A.
The second case is proven similarly. 
Lemma 2.6. The function ψ defined in Lemma 2.5 is a group ring automorphism.
Proof. It is clear that ψ is onto, one-to-one and additive. It only remains to prove that it is multiplicative.
Let A and B be two elements of Z[G2n]. Write A =
A0  
n−1
i=0
a2ig2i+g
A1  
n−1
i=0
a2i+1g2i and B =
B0  
n−1
i=0
b2ig2i+g
B1  
n−1
i=0
b2i+1g2i. Hence,
the coefficients of odd powers in A0, A1, B0, B1 are all 0.
Now,we haveψ(AB) = ψ((A0+gA1)(B0+gB1)) = ψ(A0B0+g2A1B1+gA1B0+gA0B1) = ψ(A0B0+g2A1B1)+ψ(gA1B0+
gA0B1).
By Lemma 2.4, the coefficients of odd powers in A0B0, g2A1B1 and the coefficients of even powers in gA1B0, gA0B1 are all
0. Hence, in light of Lemma 2.5, we have ψ(AB) = A0B0 + g2A1B1 − (gA1B0 + gA0B1).
Similarly, we haveψ(A)ψ(B) = ψ((A0+ gA1)ψ(B0+ gB1)) = (A0− gA1)(B0− gB1) = A0B0+ g2A1B1− (gA1B0+ gA0B1),
proving the lemma. 
Lemma 2.7. Let A =∑2n−1i=0 aig i be a CW(2n, k2)with n an odd integer. Assume that there is no CW(n, k2). Write A = A0+ gA1
as in the proof of Lemma 2.6. Then A(2)0 and A
(2)
1 are both nonzero {0,±1}-elements.
Proof. We have A(2)0 =
∑n−1
i=0 a2ig4i. In A
(2)
0 , two coefficients get combined (added) iff g
4i = g4j for some i and j with
0 ≤ i < j ≤ n − 1. This means that g4(i−j) = e or 4(i − j) ≡ 0(mod 2n), implying that 2(i − j) ≡ 0(mod n). By our
assumption, n is odd; hence i− j ≡ 0(mod n). But this is impossible, since 0 ≤ i < j ≤ n− 1. Thus, no two coefficients are
getting combined; i.e., A(2)0 is a {0,±1}-element (since A is a {0,±1}-element).
To prove that A(2)1 is a {0,±1}-element, consider g−1A and proceed similarly.
Nowwe prove that A1 and A0 are both nonzero. Suppose that A1 = 0; then A = A0 =∑n−1i=0 a2ig2i is a CW(2n, k2). Letting
g2 = h, we obtain A = ∑n−1i=0 a2ihi with hn = e and AA(−1) = k2. Hence, A is in fact a CW(n, k2), a contradiction to our
assumption, so A1 ≠ 0. If A0 = 0, then consider gA to get a contradiction in a similar way. 
Lemma 2.8. Let A =∑2n−1i=0 aig i be a CW(2n, k2)with n an odd integer. Assume that there is no CW(n, k2). Write A = A0+ gA1
as in the proof of Lemma 2.6. Then A′ = A− gA0 is also a CW(2n, k2), and A′ ≠ A.
Proof. Let ψ be the automorphism defined in Lemma 2.5. Notice that A′ = ψ(A). Applying ψ to AA(−1) = k2, we get
ψ(A)ψ(A(−1)) = k2. Hence, A′ is a CW(2n, k2). (Observe that ψ only (possibly) changes the sign of the coefficients of A;
hence A′ = ψ(A) is indeed a {0,±1}-element.) If A′ = A, then A0 − A1 = A0 + A1 and A1 = 0, which is not true (proven in
Lemma 2.7); hence we have A′ ≠ A. 
Lemma 2.9. Suppose that there exists a CW(2n, k2) but not a CW(n, k2) for an odd integer n. Then there exists two distinct
ICW{0,±1,±2}(n, k2)matrices B and B′ such that B+ B′ and B− B′ are both {0,±2}-group ring elements.
Proof. By Lemma 2.8, if A = A0+ gA1 is a CW(2n, k2), then A′ = A0− gA1 is another one (different from A). Let B = A(2) and
B′ = A′(2). By Remark 2.3, both B and B′ are ICW{0,±1,±2}(n, k2)matrices.We have B = A0(2)+g2A(2)1 and B′ = A0(2)−g2A1(2).
Hence, B+ B′ = 2A0(2) and B− B′ = 2g2A(2)1 . By Lemma 2.7, A0(2) and A(2)1 are both {0,±1}-group ring elements; this forces
B+ B′ and B− B′ to be {0,±2}-elements. 
Theorem 2.10. Suppose that there exists a CW(2n, k2) but not a CW(n, k2) for an odd integer n. Let S = {A1, . . . , Ar} be a
complete set of nonequivalent ICW{0,±1,±2}(n, k2) matrices. Then there exist A, A′ ∈ S and 0 ≤ j ≤ n− 1 such that A+ g jA′ is
a {0,±2}-group ring element.
Proof. By Lemma 2.9, there exist two ICW{0,±1,±2}(n, k2)matrices B and B′ such that B+B′ and B−B′ are {0,±2}-elements.
Since S = {A1, . . . , Ar} is a complete set of nonequivalent ICW{0,±1,±2}(n, k2)matrices, we have B = ±g iA and B′ = ±g i′A′
for some A, A′ ∈ S and 0 ≤ i, i′ ≤ n− 1. There are two cases: either B = g iA or B = −g iA.
If B = g iA, then one of the two {0,±2}-group ring elements B + B′ or B − B′ is necessarily of the form g iA + g i′A′.
Multiplying this by g−i, we obtain the {0,±2}-element A+ g jA′ (with j = i− i′). If B = −g iA, we proceed similarly, but this
time multiplying by−g−i. 
Lemma 2.11. Assume that t acts on Gn, and let {O1,O2, . . . ,Or} be the orbits of Gn under this action. Let A, B ∈ Z[Gn] such that
A(t) = A, B(t) = B. Then, ∀α,∀β ∈ Oi, where i ∈ {1, 2, . . . , r}, we have A+ gαB = A+ gβB.
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Proof. Sinceα, β ∈ Oi, wemust haveβ = tsα(mod n) for some integer s.We have (A+gαB)(ts) = A(ts)+gαtsB(ts) = A+gβB.
(Clearly A(t) = A and B(t) = B imply that A(ts) = A and B(ts) = B.) 
Lemma 2.12. Let A ∈ Z[Gn]. Then coeff(A) = coeff(φ(A)) for any φ ∈ AUT(Z[Gn]).
Proof. If A = ∑n−1i=0 aig i, then φ(A) = ∑n−1i=0 aiφ(g i). Two coefficients get combined if and only if φ(g i) = φ(g j) for some
0 ≤ i, j ≤ n− 1, but this cannot happen since φ is an automorphism of Z[Gn]. Hence, coeff(A) = coeff(φ(A)). 
3. Non-existence of CW(154, 36)
In this section, we prove the nonexistence of CW(154, 36) by applying Theorem 2.10. By [2], there is no CW(77, 36);
hence, in order to make use of Theorem 2.10, we just need to find a complete set of nonequivalent ICW2(77, 36)matrices.
Let A be an ICW2(77, 36). Notice that 9 ≡ 216 ≡ 32(mod 85); hence 9 is a multiplier of A by Theorem 2.2. On the
other hand, since (77, 6) = 1, Remark 2.2 implies that there is a translate of A, say gA, such that gA = ∑9i=1 aiOi, where
ai ∈ {0,±1,±2} and the Oi are the orbits of Z77 under the action of 9, namely
O1 = {0}
O2 = {1, 9, 4, 36, 16, 67, 64, 37, 25, 71, 23, 53, 15, 58, 60}
O3 = {2, 18, 8, 72, 32, 57, 51, 74, 50, 65, 46, 29, 30, 39, 43}
O4 = {3, 27, 12, 31, 48, 47, 38, 34, 75, 59, 69, 5, 45, 20, 26}
O5 = {6, 54, 24, 62, 19, 17, 76, 68, 73, 41, 61, 10, 13, 40, 52}
O6 = {7, 63, 28, 21, 35}
O7 = {11, 22, 44}
O8 = {14, 49, 56, 42, 70}
O9 = {33, 66, 55}.
For the rest of this section, the Oi, i ∈ {1, 2, . . . , 9} denote the above sets.
Remark 3.1. We have the following in Z77.
(a) Under the action of 7, the orbits O1,O7,O9 are sent to O1, the orbits O2,O4,O8 to O6 and the orbits O3,O5,O6 to O8.
(b) Under the action of 11, the orbits O1,O6,O8 are sent to O1, the orbits O2,O3,O7 to O7 and the orbits O4,O5,O9 to O9.
(c) If, under the action of k (k = 7 or 11) the orbit Oi is sent to the orbit Oj, then |Oj| divides |Oi|, and the group ring element
aOi is sent to
|Oi|
|Oj|aOj.
Lemma 3.1. If A =∑9i=1 aiOi is an ICW(77, 36), then
(a) (a1 + 3a7 + 3a9), (3a2 + 3a4 + a8), (3a3 + 3a5 + a6) are all even;
(b) (a1 + 5a6 + 5a8), (a7 + 5a2 + 5a3), (a9 + 5a4 + 5a5) are all multiples of 3.
Proof. Let B = φ7(A). Then, using Remark 3.1, B = φ7
∑9
i=1 aiOi

= ∑9i=1 aiφ7(Oi) = (a1 + 3a7 + 3a9)O1 + (3a2 +
3a4 + a8)O6 + (3a3 + 3a5 + a6)O8. By part (b) of Remark 2.3, B is an ICW
 77
7 , 36
 = ICW(11, 36). We have 22|36 and
215 ≡ −1(mod 11); hence, by Lemma 2.3, we have B ≡ 0(mod 2). This proves the first assertion of the lemma.
Let C = φ11(A). Then, using Remark 3.1, C = φ11
∑9
i=1 aiOi

= ∑9i=1 aiφ11(Oi) = (a1 + 5a6 + 5a8)O1 + (a7 +
5a2 + 5a3)O7 + (a9 + 5a4 + 5a5)O9. By part (b) of Remark 2.3, C is an ICW
 77
11 , 36
 = ICW(7, 36). We have 32|36 and
315 ≡ −1(mod 7); hence, by Lemma 2.3, we have C ≡ 0(mod 3). This proves the second assertion of the lemma. 
Lemma 3.2. If B = ∑9i=1 biOi is an ICW2(77, 36), then B = ±A, where A = ∑9i=1 aiOi is an ICW2(77, 36) with one of
a2, a3, a4, a5 equal to 1 and the other three being zeros.
Proof. Let B =∑9i=1 biOi be an ICW2(77, 36); then, by Remark 2.4, we have∑77i=1 b2i = 36 or∑12i=1 b2i |Oi| = 36. Using the
fact that |O2| = |O3| = |O4| = |O5| = 15, we obtain 15(b22 + b23 + b24 + b25) ≤ 36. Recall that the bi are in {0,±1,±2}.
Clearly none of b2, b3, b4, b5 can be of absolute value 2. There are only three possible cases:
(a) two of them are of absolute value 1 and the other two are zeros,
(b) all of them are zeros, or
(c) only one of them is of absolute value 1 and the other three are zeros.
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By ruling out the first two cases, we will show that the only possibility is the third case.
(a) Wehave 15(b22+b23+b24+b25) = 30. Therefore
∑12
i=1 b
2
i |Oi| = 36 implies that b21|O1|+b26|O6|+b27|O7|+b28|O8|+b29|O9| = 6,
which is b21 + 5b26 + 3b27 + 5b28 + 3b29 = 6.
There is no CW(77, 36) [2]; hence at least one of the ai, i ∈ {1, 2, . . . , 12}, must be±2. But since none of b2, b3, b4, b5
is a±2, at least one of b1, b6, b7, b8, b9 must be±2. But under this condition b21+5b26+3b27+5b28+3b29 cannot be equal
to 6.(Once again recall that the bi are in {0,±1,±2}.) The first case is ruled out.
(b) Using Lemma 3.1, b7 and b9 must be multiples of 3. But since B is an ICW2 we have b7, b9 ∈ {0,±1,±2}, forcing them
both to be 0. Hence, B = b1O1 + b8O6 + b6O8, implying that b21 + 5b28 + 5b26 = 36. Notice that b21 = 0, 1 or 4. If b21 = 0
or 4, we get 5b28 + 5b26 = 36 or 32, which are both impossible.
If b21 = 1, we get 5b28 + 5b26 = 35, implying that b28 + b26 = 7. This is also impossible, ruling out the second case.
Hence, only one of the bi, i ∈ {2, 3, 4, 5}, is of absolute value 1, and the other three are zeros. By letting A = ±B, according
to the sign of the nonzero bi, the lemma is proven. 
Lemma 3.3. The set S = {A1, A2, . . . , A4}, where the Ai are given below, is a complete set of nonequivalent ICW2(77, 36)
matrices.
A1 = 2O1 + O5 − O6 − 2O9
A2 = 2O1 + O4 − O8 − 2O9
A3 = 2O1 + O3 − O6 − 2O7
A4 = 2O1 + O2 − O8 − 2O7,
where the Oi are the orbits of Z77 under the action of 9 given in (1).
Proof. Let C =∑76i=0 cig i be an ICW2(77, 36). Then, by Remark 2.1, there exist an ICW2(77, 36), Bwith B =∑9i=1 biOi such
that C = g sB. Refining this a bit further by using Lemma 3.1, C can be written as C = ±g sA, where A = ∑9i=1 biOi is an
ICW2(77, 36)with one of a2, a3, a4, a5 equal to 1 and the other three equal to 0. There are four possible cases. Let us look at
the case a2 = 1 and a3 = a4 = a5 = 0.
Looking at φ11(A) = (a1 + 5a6 + 5a8)O1 + (a7 + 5a2 + 5a3)O7 + (a9 + 5a4 + 5a5)O9, which is an ICW2, we obtain
(a1+5a6+5a8)+3(a7+5a2+5a3)+3(a9+5a4+5a5) = ±6 and (a1+5a6+5a8)2+3(a7+5a2+5a3)2+3(a9+5a4+5a5)2 = 36
by Remark 2.4.
Since a2 = 1 and a3 = a4 = a5 = 0, the above become (a1 + 5a6 + 5a8) + 3(a7 + 5) + 3a9 = ±6 and (a1 +
5a6+ 5a8)2+ 3(a7+ 5)2+ 3a29 = 36. Also recall that, by Lemma 3.1, (a1+ 5a6+ 5a8), (a7+ 5), a9 are all be multiples of 3.
Now a9 is amultiple of 3 and a9 ∈ {0,±1,±2}; hence a9 = 0. So, at this point, we have (a1+5a6+5a8)+3(a7+5) = ±6
and (a1 + 5a6 + 5a8)2 + 3(a7 + 5)2 = 36, and (a1 + 5a6 + 5a8), (a7 + 5) are both multiples of 3.
Notice that (a1 + 5a6 + 5a8)2 + 3(a7 + 5)2 = 36 implies that (a7 + 5)2 ≤ 12. On the other hand a7 ∈ {0,±1,±2}, and
a7 + 5 is a multiple of 3. Hence, a7 + 5 = 3 or 6. But (a7 + 5)2 ≤ 12 forces a7 + 5 = 3, implying that a7 = −2.
Hence, at this point, we have (a1+ 5a6+ 5a8)+ 9 = ±6 and (a1+ 5a6+ 5a8)2 = 9. We can see that the only possibility
is a1 + 5a6 + 5a8 = −3.
Now, since a2 = 1 and a3 = a4 = a5 = 0, Lemma 3.1 implies that a6 and 3 + a8 are both even. The possibilities are
a6 = 0,−2 or 2 and a8 = −1 or 1, giving rise to six possible cases. Let us check the value of a1 + 5a6 + 5a8 for these six
cases.
1. a6 = 0, a8 = 1: in this case a1 + 5a6 + 5a8 = a1 + 5;
2. a6 = 0, a8 = −1: in this case a1 + 5a6 + 5a8 = a1 − 5;
3. a6 = −2, a8 = 1: in this case a1 + 5a6 + 5a8 = a1 − 5;
4. a6 = −2, a8 = −1: in this case a1 + 5a6 + 5a8 = a1 − 15;
5. a6 = 2, a8 = 1: in this case a1 + 5a6 + 5a8 = a1 + 15;
6. a6 = 2, a8 = −1: in this case a1 + 5a6 + 5a8 = a1 + 5.
Since we have a1 + 5a6 + 5a8 = −3 and a1 ∈ {0,±1,±2}, the only possibilities are cases 2 and 3. Notice that in both of
these cases a1 = 2. So at this point we have a1 = 2.
Now, let us look again at A =∑9i=1 aiOi. The fact that A is an ICW2(77, 36) implies that∑9i=1 ai|Oi| = 36. So far, we have
a1 = 2, a2 = 1, a3 = a4 = a5 = a9 = 0, a7 = −2; hence we get 1 × 22 + 15 × 12 + 5a26 + 3 × (−2)2 + 5a28 = 36.
Thus, we have 5a26 + 5a28 = 5 or a26 + a28 = 1, implying that {a6, a8} = {0,±1}. This eliminates case 3, and leaves us with
a6 = 0, a8 = −1, giving rise to 2O1+O2−O8−2O7. And finally,multiplying 2O1+O2−O8−2O7 by (2O1+O2−O8−2O7)(−1),
we can see that this is in fact an ICW.
We can similarly show that for ai = 1, i ∈ {3, 4, 5} and the remaining ai equal to zero, we get A3, A2, A1, respectively.
One can easily verify that these four are not translates of each other, and hence make up a minimal set of nonequivalent
ICW2(77, 36)matrices. 
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Lemma 3.4. The automorphisms φ2, φ3 and φ6 permute A1, A2, A3, A4, and in particular we have φ2(A2) = A1, φ3(A3) =
A1 and φ6(A4) = A1.
Proof. Observe that we have
φ2 : O1 → O1 φ3 : O1 → O1 φ6 : O1 → O1
φ2 : O2 → O3 φ3 : O2 → O4 φ6 : O2 → O5
φ2 : O3 → O2 φ3 : O3 → O5 φ6 : O3 → O4
φ2 : O4 → O5 φ3 : O4 → O2 φ6 : O4 → O3
φ2 : O5 → O4 φ3 : O5 → O3 φ6 : O5 → O2
φ2 : O6 → O8 φ3 : O6 → O6 φ6 : O6 → O8
φ2 : O7 → O7 φ3 : O7 → O9 φ6 : O7 → O9
φ2 : O8 → O6 φ3 : O8 → O8 φ6 : O8 → O6
φ2 : O9 → O9 φ3 : O9 → O7 φ6 : O9 → O7.
Using these, the lemma is proven. For example,
φ2(A2) = φ2(2O1 + O4 − O8 − 2O9) = φ2(2O1)+ φ2(O4)− φ2(O8)− φ2(2O9)
= 2φ2(O1)+ φ2(O4)− φ2(O8)− 2φ2(O9) = 2O1 + O5 − O6 − 2O9 = A1. 
Theorem 3.5. There is no CW(154, 36).
Proof. By [2], there is no CW(77, 36); hence Theorem 2.10 applies. In light of Lemma 3.3, the set S = {A1, A2, A3, A4} (given
in Lemma 3.3) constitutes a complete set of nonequivalent ICW2(77, 36) matrices. If Aα + g iAβ for some Aα ∈ S, Aβ ∈ S
and some i with 0 ≤ i ≤ 77, is a {0,±2}-element, then, by Lemma 3.4, by applying φ2, φ3 or φ6 (when Aα is A2, A3, or A4
respectively), we obtain A1 + g jAγ for some j with 0 ≤ j ≤ 77 and some Aγ ∈ S. By Lemma 2.12, A1 + g jAγ must also be a
{0,±2}-group ring element. Hence, we only need to show that A1 + g jAγ cannot be a {0,±2}-group ring element for any
Aγ ∈ S and any j with 0 ≤ j ≤ 77. But, ∀j with 0 ≤ j ≤ 77, j ∈ O1 ∪ O2 ∪ · · · ∪ O9. By Lemma 2.12, for each of these nine
orbits we have to find only one element j in that orbit such that A1 + g jAγ has a coefficient other than 0 or±2.
Notice that, if A1+g jAk is a {0,±2}-element, then the support of coefficients of absolute value 1 in A1 must be the same as
the support of coefficients of absolute value 1 in g jAk. (The support of coefficients of absolute value l in a group ring element
A =∑ agg is the set {g : |ag | = l}.)
Hence, we just need to show that, ∀k ∈ {1, 2, 3, 4}, the support of coefficients of absolute value 1 in A1 is different from
the support of coefficients of absolute value 1 in g jAk for one single j in each of the nine orbits.
The support of elements of absolute value 1 in A1, A2, A3 and A4 is O5 ∪ O6,O4 ∪ O8,O3 ∪ O6 and O2 ∪ O6.
k = 1. We need to show that, ∀i : 0 ≤ i ≤ 9, ∃j ∈ Oi such that O5 ∪ O6 + j ≠ O5 ∪ O6. We have O5 ∪ O6 =
{6, 54, 24, 62, 19, 17, 76, 68, 73, 41, 61, 10, 13, 40, 52, 7, 63, 28, 21, 35}.
O1 : 2e ∈ A1, 0 ∈ O1 and 2e ∈ A1 so 4e = 2e+ g0(2e) ∈ A1 + g0A1.
O2 : 1 ∈ O2 and 55 = 54+ 1 ∈ O5 ∪ O6 + 1 but 55 ∉ O5 ∪ O6.
O3 : 2 ∈ O3 and 8 = 6+ 2 ∈ O5 ∪ O6 + 2 but 8 ∉ O5 ∪ O6.
O4 : 3 ∈ O3 and 9 = 7+ 2 ∈ O5 ∪ O6 + 2 but 9 ∉ O5 ∪ O6.
O5 : 6 ∈ O3 and 12 = 10+ 2 ∈ O5 ∪ O6 + 2 but 12 ∉ O5 ∪ O6.
O6 : 7 ∈ O3 and 31 = 29+ 2 ∈ O5 ∪ O6 + 2 but 31 ∉ O5 ∪ O6.
O7 : 11 ∈ O3 and 65 = 63+ 2 ∈ O5 ∪ O6 + 2 but 65 ∉ O5 ∪ O6.
O8 : 14 ∈ O3 and 20 = 18+ 2 ∈ O5 ∪ O6 + 2 but 20 ∉ O5 ∪ O6.
O9 : 33 ∈ O3 and 39 = 37+ 2 ∈ O5 ∪ O6 + 2 but 39 ∉ O5 ∪ O6.
k = 2. We need to show that, ∀i : 0 ≤ i ≤ 9, ∃j ∈ Oi such that O4 ∪ O8 + j ≠ O5 ∪ O6. We have O4 ∪ O8 =
{3, 27, 12, 31, 48, 47, 38, 34, 75, 59, 69, 5, 45, 20, 26, 14, 49, 56, 42, 70}.
O1 : 2e ∈ A1, 0 ∈ O1 and 2e ∈ A1 so 4e = 2e+ g0(2e) ∈ A1 + g0A1.
O2 : 1 ∈ O2 and 4 = 3+ 1 ∈ O4 ∪ O8 + 1 but 4 ∉ O5 ∪ O6.
O3 : 2 ∈ O3 and 5 = 4+ 2 ∈ O4 ∪ O8 + 2 but 5 ∉ O5 ∪ O6.
O4 : 3 ∈ O3 and 30 = 28+ 2 ∈ O4 ∪ O8 + 2 but 30 ∉ O5 ∪ O6.
O5 : 6 ∈ O3 and 9 = 7+ 2 ∈ O4 ∪ O8 + 2 but 9 ∉ O5 ∪ O6.
O6 : 7 ∈ O3 and 34 = 32+ 2 ∈ O4 ∪ O8 + 2 but 34 ∉ O5 ∪ O6.
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O7 : 11 ∈ O3 and 14 = 12+ 2 ∈ O4 ∪ O8 + 2 but 14 ∉ O5 ∪ O6.
O8 : 14 ∈ O3 and 26 = 24+ 2 ∈ O4 ∪ O8 + 2 but 26 ∉ O5 ∪ O6.
O9 : 33 ∈ O3 and 36 = 34+ 2 ∈ O4 ∪ O8 + 2 but 36 ∉ O5 ∪ O6.
k = 3. We need to show that, ∀i : 0 ≤ i ≤ 9, ∃j ∈ Oi such that O3 ∪ O6 + j ≠ O5 ∪ O6. We have O3 ∪ O6 =
{2, 18, 8, 72, 32, 57, 51, 74, 50, 65, 46, 29, 30, 39, 43, 7, 63, 28, 21, 35}.
O1 : 2e ∈ A1, 0 ∈ O1 and 2e ∈ A1 so 4e = 2e+ g0(2e) ∈ A1 + g0A1.
O2 : 1 ∈ O2 and 3 = 2+ 1 ∈ O3 ∪ O6 + 1 but 3 ∉ O5 ∪ O6.
O3 : 2 ∈ O3 and 4 = 2+ 2 ∈ O3 ∪ O6 + 2 but 4 ∉ O5 ∪ O6.
O4 : 3 ∈ O3 and 5 = 3+ 2 ∈ O3 ∪ O6 + 2 but 5 ∉ O5 ∪ O6.
O5 : 6 ∈ O3 and 8 = 6+ 2 ∈ O3 ∪ O6 + 2 but 8 ∉ O5 ∪ O6.
O6 : 7 ∈ O3 and 9 = 7+ 2 ∈ O3 ∪ O6 + 2 but 9 ∉ O5 ∪ O6.
O7 : 11 ∈ O3 and 29 = 27+ 2 ∈ O3 ∪ O6 + 2 but 29 ∉ O5 ∪ O6.
O8 : 14 ∈ O3 and 16 = 14+ 2 ∈ O3 ∪ O6 + 2 but 16 ∉ O5 ∪ O6.
O9 : 33 ∈ O3 and 51 = 49+ 2 ∈ O3 ∪ O6 + 2 but 51 ∉ O5 ∪ O6.
k = 4. We need to show that, ∀i : 0 ≤ i ≤ 9, ∃j ∈ Oi such that O2 ∪ O8 + j ≠ O5 ∪ O6. We have O2 ∪ O8 =
{1, 9, 4, 36, 16, 67, 64, 37, 25, 71, 23, 53, 15, 58, 60, 14, 49, 56, 42, 70}.
O1 : 2e ∈ A1, 0 ∈ O1 and 2e ∈ A1 so 4e = 2e+ g0(2e) ∈ A1 + g0A1.
O2 : 1 ∈ O2 and 2 = 1+ 1 ∈ O2 ∪ O8 + 1 but 2 ∉ O5 ∪ O6.
O3 : 2 ∈ O3 and 3 = 2+ 2 ∈ O2 ∪ O8 + 2 but 3 ∉ O5 ∪ O6.
O4 : 3 ∈ O3 and 4 = 2+ 2 ∈ O2 ∪ O8 + 2 but 4 ∉ O5 ∪ O6.
O5 : 6 ∈ O3 and 15 = 13+ 2 ∈ O2 ∪ O8 + 2 but 15 ∉ O5 ∪ O6.
O6 : 7 ∈ O3 and 8 = 6+ 2 ∈ O2 ∪ O8 + 2 but 8 ∉ O5 ∪ O6.
O7 : 11 ∈ O3 and 12 = 10+ 2 ∈ O2 ∪ O8 + 2 but 12 ∉ O5 ∪ O6.
O8 : 14 ∈ O3 and 15 = 13+ 2 ∈ O2 ∪ O8 + 2 but 15 ∉ O5 ∪ O6.
O9 : 33 ∈ O3 and 34 = 32+ 2 ∈ O2 ∪ O8 + 2 but 34 ∉ O5 ∪ O6.
In all cases we obtain coefficients other than 0 and±2; hence, in light of Theorem 2.10, there is no CW(154, 36). 
4. Non-existence of CW(170, 64)
In this section, we prove the nonexistence of CW(170, 64) by applying Theorem 2.10. By [2], there is no CW(85, 64);
hence, in order to make use of Theorem 2.10, we just need to find a complete set of nonequivalent ICW2(85, 64)matrices.
Let A be an ICW(85, 64). Notice that 2 ≡ 21(mod 85); hence 2 is a multiplier of A by Theorem 2.2. On the other hand,
since (85, 8) = 1, Remark 2.2 implies that there is a translate of A, say gA, such that gA =∑12i=1 aiOi, where ai ∈ {0,±1,±2}
and the Oi are the orbits of Z85 under the action of 2, namely
O1 = {0}
O2 = {1, 2, 4, 8, 16, 32, 64, 43}
O3 = {3, 6, 12, 24, 48, 11, 22, 44}
O4 = {5, 10, 20, 40, 80, 75, 65, 45}
O5 = {7, 14, 28, 56, 27, 54, 23, 46}
O6 = {9, 18, 36, 72, 59, 33, 66, 47}
O7 = {13, 26, 52, 19, 38, 76, 67, 49}
O8 = {15, 30, 60, 35, 70, 55, 25, 50}
O9 = {17, 34, 68, 51}
O10 = {21, 42, 84, 83, 81, 77, 69, 53}
O11 = {29, 58, 31, 62, 39, 78, 71, 57}
O12 = {37, 74, 63, 41, 82, 79, 73, 61}.
Remark 4.1. We have the following in Z85.
(a) Under the action of 5, the orbits O1,O9 are sent to O1, the orbits O2,O6,O7,O8,O10 to O4 and O3,O4,O5,O11,O12 to
O8.
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(b) Under the action of 17, the orbits O1,O4,O8 are sent to O1(={0}) and all the other orbits to O9.
(c) If, under the action of k (k = 5 or 17), the orbit Oi is sent to the orbit Oj, then |Oj| divides |Oi|, and the group ring element
aOi is sent to
|Oi|
|Oj|aOj.
Lemma 4.1. If A =∑12i=1 aiOi is an ICW2(85, 64), then a2 + a6 + a7 + a8 + a10 = 0, a3 + a4 + a5 + a11 + a12 = 0, a1 = 0
and a9 = ±2.
Proof. By Remark 2.3, φ5(A) is an ICW(17, 64). Notice that 22×3|64 and 24 ≡ −1(mod 17); hence, by Lemma 2.3, φ5(A) ≡
0(mod 23 = 8). Since the largest possible value for the absolute values of the coefficients of φ5(A) is 8 (recall that A is of
weight 64), we must have φ17(A) = ±8g i for some i. In light of Remark 4.1, φ5(A) = φ5
∑12
i=1 aiOi

= ∑12i=1 aiφ5(Oi) =
(a1 + 4a9)e+ (a2 + a6 + a7 + a8 + a10)O4 + (a3 + a4 + a5 + a11 + a12)O8. Looking at these coefficients, we see that φ5(A)
must be±8e, and in particular we must have a1 + 4a9 = ±8 and a2 + a6 + a7 + a8 + a10 = a3 + a4 + a5 + a11 + a12 = 0.
On the other hand, notice that, by looking at a1 + 4a9 = ±8 in (mod 2), we see that a1 is even; i.e., a1 ∈ {0,±2} (recall
that all the ai are in {0,±1,±2} as they are coefficients of an ICW2). But a9 ∈ {0,±1,±2} implies that the only solutions
are a1 = 0 and a9 = ±2. 
Lemma 4.2. Let A =∑12i=1 aiOi be an ICW2(85, 64). Then A has one of the following two forms:
(a) A = ±O4 +∑3i=2 aiOi +∑7i=5 aiOi +∑12i=10 aiOi ± 2O9,
(b) A = ±O8 +∑3i=2 aiOi +∑7i=5 aiOi +∑12i=10 aiOi ± 2O9.
Proof. First, notice that, by Lemma 4.1, we have
A =
8−
i=2
aiOi +
12−
i=10
aiOi ± 2O9. (2)
By Remark 2.3, we know that φ17(A) is an ICW(5, 64). Notice that 22×3|64 and 22 ≡ −1(mod 5); hence φ17(A) ≡
0(mod 23 = 8) by Lemma 2.3. But since the largest possible value for the absolute values of the coefficients of φ17(A)
is 8, we must have φ17(A) = ±8g i for some i. Using the Eq. (1) along with parts (b) and (c) of Remark 4.1, φ17(A) =
(8a4 + 8a8)e + (2a2 + 2a3 + 2a5 + 2a8 + 2a6 + 2a7 + 2a10 + 2a11 + 2a12 +
2
a9 )O9. Looking at these coefficients, and
exploiting the fact that φ17(A) = ±8g i for some i, we come to the conclusion that φ17(A)must be±8e, and in particular we
must have 8a4 + 8a8 = ±8 and 2a2 + 2a3 + 2a5 + 2a6 + 2a7 + 2a10 + 2a11 + 2a12 + a9 = 0. Hence, we have
(a4 + a8) = ±1, (3)a2 + a3 + a5 + a6 + a7 + a10 + a11 + a12 +
2
a9
2
 = 0. (4)
Recall that the sum of the squares of the ai is 64, so we have
∑12
i=1 ai2|Oi| = 8a22 + 8a32 + 8a42 + 8a52 + 8a62 + 8a72 +
8a82 + 16
4a92
+8a102 + 8a112 + 8a122 = 64. Simplifying these, we obtain
a22 + a32 + a42 + a52 + a62 + a72 + a82 + a102 + a112 + a122 = 6. (5)
Looking at a4 and a8, there are two distinct cases.
Case 1. a4 and a8 are both nonzero.
In this case, Eq. (2) implies that the absolute value of one of them is 2 and the other one 1, implying that
a42 + a82 = 5. This, in conjunction with Eq. (4), implies that only one of the ai for i ∈ {2, 3, 5, 6, 7, 9, 10, 11, 12} is
±1 and the rest of them are 0. But, on the other hand, the absolute value of a4 or a8 being 2, Lemma 4.1 implies that
either at least two of the elements of one of the two sets {a2, a6, a7, a8, a10} or {a3, a4, a5, a11, a12} have absolute
value 1, or one element in one of the above two sets has absolute value 2. We have reached a contradiction, and this
case is ruled out.
Case 2. At least one of a4 or a8 is zero.
In this case, Eq. (2) implies that a4 = ±1 and a8 = 0 or a8 = ±1 and a4 = 0. Let us consider the case a4 = ±1
and a8 = 0. By Lemma 4.1, we obtain a2 + a6 + a7 + a10 = 0 and a3 + a5 + a11 + a12 = −a4. In light of these,
Eq. (3) implies that−a4 + a92 = 0, proving that a4 and a9 have the same sign (and a8 = 0).
If a8 = ±1 and a4 = 0 we can proceed similarly.
The lemma is proven. 
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Remark 4.2. The set S = {A1, A2, . . . , A16}, where the Ai are given in (8), is a complete set of nonequivalent ICW2(85, 64)
matrices.
To see this, let B be an ICW2(85, 64). Then, in light of Remarks 2.1 and 2.2 and Lemmas 4.1 and 4.2, B = ±gαA, where
gα ∈ G85 and A has one of the following two forms:
(a) A = O4 +∑3i=2 aiOi +∑7i=5 aiOi +∑12i=10 aiOi + 2O9,
(b) A = O8 +∑3i=2 aiOi +∑7i=5 aiOi +∑12i=10 aiOi + 2O9,
with a2 + a6 + a7 + a8 + a10 = 0 and a3 + a4 + a5 + a11 + a12 = 0.
Let us investigate form (a). Since a8 = 0 and a4 = 1, we have
a2 + a6 + a7 + a10 = 0 (6)
a3 + 1+ a5 + a11 + a12 = 0. (7)
We know that the sum of the squares of the coefficients is 64. Hence, 12|O4| + a22|O2| + a32|O3| + a52|O5| + a62|O6| +
a72|O7| + a102|O10| + a112|O11| + a122|O12| + 22|O9| = 64. The orbits are all of length 8 except O9, which is of length 4, so
this simplifies to
a22 + a32 + a52 + a62 + a72 + a102 + a112 + a122 = 5. (8)
Note that (7), in conjunction with (5), forces |ai| = 0 or 1 for i ∈ {2, 6, 7, 10}.
Now, there are two distinct cases.
Case 1. ∃i ∈ {3, 5, 11, 12} such that |ai| = 2. Note that, in this case, Eqs. (5)–(7) imply that ai = 0,∀i ∈ {2, 6, 7, 10}, and for
j ∈ {3, 5, 11, 12} two of the aj are 0, one of them is−2 and the other is 1. This will give rise to

4
1
 
3
1
 = 12 possible
candidates for form (a) in this case.
Case 2. ∀i ∈ {3, 5, 11, 12}, we have |ai| ≠ 2. Now there are two subcases.
(i) Only one of the ai for i ∈ {3, 5, 11, 12} is−1 and the other three are 0. In this case, (7) implies that for i ∈ {2, 6, 7, 10}
two of the ai must be 1 and two of them −1. This will give rise to

4
1
 
4
2
 = 24 possible candidates for form (a) in
this case.
(ii) Two of the ai for i ∈ {3, 5, 11, 12} are −1, one is +1 and one 0. In this case, (7) implies that for i ∈ {2, 6, 7, 10}
one of the ai must be 1, one must be −1 and the other two 0. This will give rise to

4
2
 
2
1
 
4
1
 
3
1
 = 144 possible
candidates for form (a) in this case.
Hence, overall, we have 12+24+144 = 180 candidates for form (a). Similarly, we can show that the number of possible
candidates for form (b) is the same number. Hence, overall, we have 360 candidates. We use Matlab to check all the above
possibilities one by one, and only the following elements prove to be ICWmatrices:
A1 = −O2 − O3 + O5 − O7 + O8 + 2O9 + O10
A2 = −O2 − O3 + O4 − O5 + O7 + 2O9 + O12
A3 = −O2 − O5 − O6 + O7 + O8 + 2O9 + O12
A4 = −O2 + O6 + O8 + 2O9 − O10 − O11 + O12
A5 = −O2 + O4 + O5 + O6 + 2O9 − O11 − O12
A6 = −O2 + O3 − O5 + O7 + O8 + 2O9 − O10
A7 = −O3 − O6 − O7 + O8 + 2O9 + O10 + O11
A8 = −O3 + O4 − O5 + O7 + 2O9 − O10 + O11
A9 = −O3 + O4 − O6 + 2O9 + O10 − O11 + O12
A10 = −O3 + O4 + O6 + 2O9 − O10 + O11 − O12
A11 = +O3 + O6 − O7 + O8 + 2O9 − O10 − O11
A12 = +O3 + O4 − O5 − O7 + 2O9 + O10 − O11
A13 = +O2 − O6 + O8 + 2O9 − O10 + O11 − O12
A14 = +O2 + O5 − O6 − O7 + O8 + 2O9 − O12
A15 = +O2 + O4 − O5 − O6 + 2O9 − O11 + O12
A16 = +O2 + O3 + O4 − O5 − O7 + 2O9 − O12.
Thus, S = {A1, A2, . . . , A16}where the Ai are given in (8), is a complete set of nonequivalent ICW2(85, 64)matrices.
Lemma 4.3. We have the following for the automorphism φ7:
A1
φ7→ A8 φ7→ A11 φ7→ A9 φ7→ A13 φ7→ A5 φ7→ A3 φ7→ A16 φ7→ A1,
A2
φ7→ A6 φ7→ A12 φ7→ A7 φ7→ A10 φ7→ A4 φ7→ A15 φ7→ A14 φ7→ A2.
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Equivalently,
φ7(A16) = φ27(A3) = φ37(A5) = φ47(A13) = φ57(A9) = φ67(A11) = φ77(A8) = A1,
φ7(A14) = φ27(A15) = φ37(A4) = φ47(A10) = φ57(A7) = φ67(A12) = φ77(A6) = A2.
Proof. Observe that we have
φ7 : O1 → O1 φ7 : O2 → O5 φ7 : O3 → O10
φ7 : O4 → O8 φ7 : O5 → O7 φ7 : O6 → O12
φ7 : O7 → O3 φ7 : O8 → O4 φ7 : O9 → O9
φ7 : O10 → O11 φ7 : O11 → O6 φ7 : O12 → O2.
Using these, the lemma is proven (similarly to Lemma 3.4). 
Lemma 4.4. If ∃Aα ∈ S, ∃Aβ ∈ S and ∃i with 1 ≤ i ≤ 85 such that Aα + g iAβ is a {0,±2}-element, then ∃Aγ ∈ S, ∃j with
1 ≤ j ≤ 85 such that A1 + g jAγ or A2 + g jAγ is a {0,±2}-element.
Proof. In light of Lemma 4.3, for any α ∈ {3, 5, 8, 9, 11, 13, 16}, ∃k such that φk7(Aα) = A1. Hence, φk7(Aα + g iAβ) =
φk7(Aα) + φk7(g iAβ) = φk7(Aα) + φk7(g i)φk7(Aβ) = A1 + g jAγ for some Aγ ∈ S (remember that φ7 permutes the elements
of S; hence φk7(Aβ) = Aγ for some Aγ ∈ S) and some j with 1 ≤ j ≤ 85. But if Aα + g iAβ is a {0,±2}-element, then, by
Lemma 2.12, A1 + g jAγ is also a {0,±2}-element.
If α ∈ {2, 4, 6, 7, 10, 12, 14}, we can find an Aγ ∈ S and a j with 1 ≤ j ≤ 85 so that A2 + g jAγ is a {0,±2}-element in a
similar way. 
Lemma 4.5. For any Aγ ∈ S,
1. if j ∈ O2 ∪ O3 ∪ O5 ∪ O7 ∪ O8 ∪ O10, then A1 + g jAγ is not a {0± 2}-element;
2. if j ∈ O2 ∪ O3 ∪ O4 ∪ O5 ∪ O7 ∪ O12, then A2 + g jAγ is not a {0,±2}-element.
Proof. 1. First, observe that the coefficient of O1(={0}) in all the Aγ is 0. Now, in light of Lemma 2.12, it suffices to show
that only for one element of each of the orbits O2,O3,O5,O7,O8,O10 do we get a coefficient different from 0 or ±2 in
A1 + g iAγ .
Notice that, for j ∈ O2 ∪ O3 ∪ O5 ∪ O7 ∪ O8 ∪ O10, the coefficient of g j in A1 is±1. Write A1 + g jAγ as g j(g−jA1 + Aγ );
then the coefficient of e(=g−jg j) in g−jA1 is±1. On the other hand, the coefficient of e in Aγ is 0 for all Aγ ∈ S. Thus, the
coefficient of e in g−jA1+Aγ is±1, and this implies that the coefficient of g j in A1+ g jAγ (=g j(g−jA1+Aγ )) is±1, which
means that A1 + g jAγ is not a {0± 2}-element.
2. Proven similarly. 
Lemma 4.6. For any Aγ ∈ S,
1. if i ∈ O4 ∪ O6 ∪ O11 ∪ O12, then A1 + g iAγ is not a {0,±2}-element;
2. if i ∈ O6 ∪ O8 ∪ O10 ∪ O11, then A2 + g iAγ is not a {0,±2}-element.
Proof. By Lemma2.12, it suffices to show that for only one element of each of these orbits doesA1+g iAγ contain a coefficient
other than 0 or±2.
1. First, observe that all the Aγ contain +2g17. Now, for each of the orbits O4,O6,O11,O12, we display a coefficient other
than 0 or±2 in A1 + g iAγ .
O4 : 5 ∈ O4 and − 1g22 ∈ A1, so A1 + g5Aγ contains + 1g22 = −g22 + g5(2g17).
O6 : 9 ∈ O6 and − 1g26 ∈ A1, so A1 + g9Aγ contains + 1g26 = −g26 + g9(2g17).
O11 : 29 ∈ O11 and + 1g46 ∈ A1, so A1 + g29Aγ contains + 3g46 = g46 + g29(2g17).
O12 : 37 ∈ O12 and + 1g54 ∈ A1, so A1 + g37Aγ contains + 3g54 = g54 + g37(2g17).
2. Proven similarly. 
Lemma 4.7. If j ∈ {O1,O9}, then A1 + g jAγ and A2 + g jAγ are not a {0,±2}-element for any Aγ ∈ S.
Proof. If j ∈ O1(={0}), we simply have A1+ g0Aγ = A1+ eAγ = A1+ Aγ . But the coefficient of 2O9 in all elements of S is 2.
Hence, its coefficient in Ai + Aγ (i = 1 or 2) must be+4, which means that Ai + Aγ (i = 1 or 2) is not a {0,±2}-element. If
j ∈ O9, then notice that g jg j = g2j ∈ O9 (as O9 is one of the orbits of Z85 under the action of 2). Hence, the coefficient of g2j
in both Ai (i = 1 or 2) and g jAγ is 2, and this makes the coefficient of g2j in Ai + g2jAγ (i = 1 or 2) to be +4, which means
that Ai + Aγ (i = 1 or 2) is not a {0,±2}-element. 
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Theorem 4.8. There is no CW(170, 64).
Proof. By [2], there is no CW(85, 64); hence Theorem 2.10 applies. In light of Remark 4.2, the set S = {A1, A2, . . . , A16}
constitutes a complete set of nonequivalent ICW2(85, 64)matrices. Hence, by Theorem 2.10, if there exists a CW(170, 64),
then ∃Aα ∈ S, ∃Aβ ∈ S and ∃iwith 1 ≤ i ≤ 85 such that Aα + g iAβ is a {0,±2}-element. Then, in light of Lemma 4.4, there
exists some Aγ ∈ S and ∃jwith 1 ≤ j ≤ 85 such that A1 + g jAγ or A2 + g jAγ is a {0,±2}-element. But, ∀jwith 1 ≤ j ≤ 85,
j ∈ O2 ∪ O3 ∪ O5 ∪ O7 ∪ O8 ∪ O10 or j ∈ O4 ∪ O6 ∪ O11 ∪ O12 or j ∈ O1 ∪ O9. In light of Lemmas 4.5–4.7, in all of these cases
A1 + g jAγ cannot be a {0,±2}-element.
Similarly, we can show that A2+g jAγ cannot be a {0,±2}-element for any 1 ≤ j ≤ 85. Thus, there is no CW(170, 64). 
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