In this paper, we deal with the following questions arising from visibility problems in computational geometry. Under which conditions do four unit balls in three-dimensional space have only nitely many common tangents? What is the maximum number in the nite case? By combining methods from classical and algebraic geometry we show: if the four centers are not collinear then niteness can be guaranteed and the maximum number of common tangents is 12. Furthermore, we give a construction which leads to exactly 12 tangents.
Introduction
The problem discussed in this paper arose from the following application in computational geometry 20] . Let S be a set of (closed) unit balls in three-dimensional space R 3 , and let A R 3 be a bounded convex set containing all balls in S. The task is to compute those balls in S which cannot be seen from any viewpoint outside of A. This visibility problem can be reduced to certain geometric problems. In particular, it is necessary to compute the tangents to four balls in three-dimensional space. Hence, the following problem arises. Theorem 1. Four unit balls in R 3 have at most 12 common tangents unless their centers are located on the same line. Furthermore, there exists a con guration with 12 tangents, i.e., the upper bound is tight.
Obviously, the result also holds if all balls are of the same radius r for some r > 0.
The upper bound of 12 solutions in the \generic" case can be obtained with small e orts by applying B ezout's Theorem on a suitable polynomial formulation (see Section 3). However, for proving niteness in all cases a much more detailed analysis is necessary. Our method is based on the papers 1, 14, 15] . These papers characterize the set of lines having the same distance from four given points where the distance is not speci ed in advance. In case of a nely independent centers, the direction vectors of these lines de ne a cubic curve in plane. Although this curve is not rational the geometry of the problem allows to nd a suitable parametrization. Based on this parametrization, the radius condition of the 4-ball problem leads to additional conditions which serve to establish the niteness result.
In the formulation of the problem we closely follow 14, 15] . However, since these papers put emphasis on some main cases, we choose to provide a self-contained presentation with all necessary case distinctions. Our characterization is quite explicit; hence, it is very suitable for possible implementations, i.e., for constructing a univariate polynomial representing the solutions. Additionally, the explicit treatment o ers many insights into the geometry of the 4-ball problem (for interesting geometric insights into a related problem see also 18] ).
The paper is structured as follows. Section 2 deals with the case where the centers of the balls are a nely independent. Then, in Section 3, we treat the case of a nely dependent centers. Finally, Section 4 contains a construction which leads to 12 tangents.
A nely Independent Centers
Let c 1 ; : : : ; c 4 2 R 3 be a nely independent. First we describe the set of lines which are tangent to the balls (c i ; r) for some radius r > 0.
A line l in R 3 can be characterized by two vectors p; s 2 R 3 with s 6 = 0 and p ? s in the form l = fp + s : 2 Rg. The direction vector s = (s 1 ; s 2 ; s 3 ) T can be regarded as homogeneous coordinates, i.e., multiplying s by any nonzero constant still gives the same direction of the line. Since p ? s, the distance of l from the origin is given by jjpjj, where jj jj refers to the Euclidean norm.
The line l has distance r from some point c i if and only if the line l ? p (which passes through the origin) has distance r from c i ? p; the latter condition can be expressed by 
Choosing the point c 4 in the origin Equation (1) In particular, any direction vector s of a line l satisfying the four distance conditions determines the corresponding vector p uniquely. By introducing the normal vectors n 1 := c 2 c 3 ; n 2 := c 3 c 1 ; n 3 := c 1 c 2 (5) and substituting (3) into < p; s >= 0 we can eliminate p and obtain a homogeneous cubic condition for the direction vector s:
Before discussing this condition in detail, let us take some short look at the \generic"
case. Equation (6) (7) with homogeneous coordinates t 1 ; t 2 ; t 3 . This yields < n i ; s >=< n i ; 3 X j=1 t j c j >= t i < n i ; c i > :
As the scalar triple product < n i ; c i > is invariant for 1 i 3, Equation (6) simpli es to ; F := ?(< n 1 ; n 2 > + < n 2 ; n 3 > + < n 3 ; n 1 >); (9) expansion of this sum yields At 2 t 3 (t 2 + t 3 ) + Bt 3 t 1 (t 3 + t 1 ) + Ct 1 t 2 (t 1 + t 2 ) + 2F t 1 t 2 t 3 = 0:
Finally, as ABC 6 = 0 we can apply the coordinate transformation t 1 = Au 1 ; t 2 = Bu 2 ; t 3 = Cu 3 (10) and obtain the cubic equation in the homogeneous coordinates u 1 ; u 2 ; u 3 . According to (3), (7) and (10), each nonzero solution u = (u 1 ; u 2 ; u 3 ) T of (11) determines nonzero vectors s and p, and therefore a line l with distance jjpjj from c 1 ; : : : ; c 4 .
In the following, we discuss and parametrize the plane algebraic curve C de ned by (11) . The parametrization is done in two steps. First we construct a regular point on C such that we know two tangents to C passing through this point. Then we use this point to carry out the parametrization. We will rst deal with the irreducible case; furthermore, we distinguish between E 6 = 0 and E = 0.
2.1
The irreducible case with E 6 = 0
In the irreducible case the tangents in A 3 and B 3 have a unique intersection point C 3 in P 2 .
The intersection point is C 3 = (E; ?E; A ? B) T . Substituting C 3 into (11) shows that C 3 2 C, too. As the intersection of a line with an algebraic curve in a singular point is of multiplicity at least 2 (see, e.g., 3], Sect. 3.4, Prop. 2 or 22], Sect. 2.2), a tangent in a regular point of an irreducible cubic does not contain any singular point. Consequently, C 3 is a regular point. Hence, we know a regular point on C together with two tangents to the curve passing through this point (see Figure 2) . Note that the cubic curve C is not necessarily connected and that it might contain a singular point.
Before deducing the quadratic equation, let us introduce the notation D := A + B + C ? 2F = C + E: (13) Using (5) and (9) Since E 6 = 0 by assumption, we can substitute (14) into (11) T : (16) Besides the case = 1, the possible special cases of the quadratic equation (15) In both cases the cubic is reducible in contradiction to our assumption. The reducible case will be treated in Section 2.3.
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There exists some 2 R with L = 0; M = 0; N 6 = 0: For this the quadratic equation (15) has only one homogeneous solution for (u 1 ; u 2 ), namely (1; 0). Formally, both solutions of Formula (16) degenerate to u = (0; 0; 0) T .
There exists some 2 R with L = 0; M 6 = 0: For this the quadratic equation (15) Now we use this parametrization to bound the number of solutions if the radius r is xed (e.g., r = 1). We use the radius condition to establish a polynomial equation in representing the common tangents. Then we will discuss the leading coe cient of this polynomial as well as the above special cases.
In the following we consider polynomial expressions q in and in the radical expression (17) and using p 2 = r 2 . Substituting u from (16) into the square of (17) (17), every term contains some factor s i s j , 1 i; j 3. Hence, = A and = AD=C are double zeroes of both sides of (17), i.e., both the functions and their derivatives vanish for these values. When squaring (17) in order to get a scalar equation, these double zeros become zeroes of order 4. The step of removing the square roots does not necessarily further increase the order of the zeroes. However, as this squaring process uni es any pair of solutions stemming from di erent signs, xing the sign did not a ect the generality of this argument. Altogether, P 20 contains the factor ( ? A) 4 ( ? AD=C) 4 .
In order to characterize situations where P 20 might degenerate to the zero polynomial, we compute the leading coe cient of P 20 . Let q = q 1 +q 2 p M 2 ? LN be a radical expression in as introduced above. By Coe ;k (q), k 2 N 0 , we denote the coe cient of k in the polynomial q 1 ; by Coe ;k=2 (q), we denote the square root of the coe cient of k in the polynomial q 2 2 (M 2 ? LN). In the following computations no higher power in than the 7 inspected one can occur; furthermore, if we compute a fractional coe cient of some radical expression q, then the polynomial part will be of lower degree. We begin with 
Since all terms of degree 20 in P 20 result from terms which are originally within the argument of some root, all these terms are on the same side after rearranging for the nal squaring operation. Hence, the nal coe cient of degree 20 in P 20 is exactly the square of (18) . In particular, as EC 6 = 0, the coe cient of degree 20 in P 20 
Let r 0 > 0 the radius de ned by (19) , and let P 12 be the polynomial which results from P 20 by factoring out ( ?A) 4 ( ?AD=C) 4 . For 0 < r 6 = r 0 the leading coe cient of P 12 does not vanish, and P 12 has exactly 12 zeroes in C counted with multiplicity. According to (16) , any of these values for de nes two vectors u. However, for a nonzero discriminant the squaring step for removing the square roots has uni ed any pair of solutions stemming from di erent signs; and only one these signs can be the correct one. Hence, if the parameter 8 values 2 fA; AD=Cg do not give tangents with distance r, there are at most 12 candidates for the tangents. Note that real values of do not necessarily lead to real tangents, as the discriminant in (16) might become negative.
Obviously, the coe cients of P 20 depend continuously on the input data. Hence, if some 2 fA; AD=Cg gives a common tangent with distance r, then this value of is a zero of P 20 with multiplicity at least 5. Hence, in these special cases, the polynomial P 12 contains all candidates for tangents, too.
For r = r 0 the polynomial P 12 is of degree at most 11. However, it cannot degenerate to the zero polynomial, since the polynomials for r 6 = r 0 have (possibly complex) zeroes. In particular, at any of these zeroes the polynomial P 12 for r = r 0 does not evaluate to 0. Hence, for r = r 0 there are at most 11 solutions in C . Additionally, in this case we have to consider the solution = 1. More precisely, r 0 can be interpreted as follows. For = 1
within the parametrization, the resulting radius r 1 is computed { in the same way as r 0 { by using the leading coe cients; note that for this value of the radii for the positive and the negative root coincide. This implies r 1 = r 0 . Altogether, for any given radius r > 0 there are at most 12 common tangents to the four balls (c i ; r). can obtain E 6 = 0. Due to the symmetry in u 1 ; u 2 ; u 3 , the cubic (11) remains irreducible.
As discussed below, if A = B = C = D the cubic turns out to be reducible. This leads to the same leading coe cient as in (18) , except that the factor C 6 E 4 must be replaced by C 4 . As an immediate consequence, the radius r 0 where the leading coe cient vanishes is the same as in (19) . For = 1 we obtain a common tangent with distance r 0 .
For r = r 0 , the polynomial of degree 4 does not degenerate to the zero polynomial by the same arguments as above. Altogether, for any given radius there are at most 3 4 = 12 common tangents to the four given balls. respectively. For any of the four simplex facets, the set of directions parallel to that facet de nes a hyperplane through the origin (excluding the origin itself); hence, this set of directions de nes a line in P 2 . Of course, this remains true even after applying the linear variable transformations. In order to characterize this con guration of four lines the following notation will be useful. A complete quadrilateral in projective plane consists of four lines in general position and the six points in which the lines intersect 4], see Figure 3 (a); here, general position means that no three lines have a common point of intersection.
As there does not exist a vector which is parallel to more than two facets, the four lines de ne a complete quadrilateral. One line contains the set of points fA 1 ; A 2 ; B 3 g, another one contains fA 1 ; A 3 ; B 2 g, the third one contains fA 2 ; A 3 ; B 1 g, and the fourth one contains fB 1 ; B 2 ; B 3 g. In particular, the points A i and B j are the 6 vertices of the complete quadrilateral. Figure 3 (b) illustrates this con guration.
Since the cubic C is reducible, it can be decomposed into a line and a (not necessarily irreducible) conic section. An irreducible conic section intersects any given line in at most two points; this implies that an irreducible conic section does not contain three collinear points. Hence, one of the factors of C is a line l that contains at least two of the six points A i , B j . Whenever some direction vector s of a tangent is parallel to a facet of the simplex, s can only take the direction of an edge; otherwise, the tangent cannot have the same distance from all three vertices of that facet. For this reason, l cannot contain two points from the same line of the complete quadrilateral. Hence, l must be one of the three diagonals of the complete quadrilateral. Any of these diagonals contains two points A i , B i for some index i 2 f1; 2; 3g.
W.l.o.g. we can assume that l contains A 2 and B 2 . First we show that this implies A = C and B = D. Since the u-coordinates of A 2 and B 2 are (0; 1; 0) and (C; 0; ?A), l is given by Au 1 + Cu 3 = 0. The coe cient of u 2 2 in the remaining conic section must be nonzero, because the coe cient of u 1 u 2 2 in (11) is nonzero. Comparing the coe cients of u 1 u 2 2 and u 3 u 2 2 in (11) with the corresponding coe cients in the decomposed representation yields A = C = B, hence A = C. Furthermore, let 1 and 2 denote the coe cients of u 1 u 2 and u 2 u 3 in the remaining conic section, respectively. Comparing the coe cients of u 2 1 u 2 yields 1 = 1. In the same way, with regard to u 2 u 2 3 and u 1 u 2 u 3 we obtain 2 = 1, and 2F = 2A, whence (due to (13) 
Since by assumption not all of A; B; C; D are equal, we have A 6 = B. Furthermore, it can be veri ed that for A 6 = B the conic section (22) is irreducible.
Parametrizing the line l can be done like in the case A = B = C = D. In particular, the line l gives at most 4 tangents. In order to parametrize (22) (18), except that the factor C 6 E 4 must be replaced by A 4 C 4 . Once more, the radius r 0 where the leading coe cient vanishes is the same as in (19) and refers to the situation = 1.
Altogether, we obtain at most 4 + 8 = 12 common tangents in this reducible case.
A nely Dependent Centers
Throughout this section we assume the following situation: c 4 = (0; 0; 0) T and c 1 ; : : : ; c 3 are located in the xy-plane. The case that all 4 centers are located on the same line will be discussed in Section 3.5; so we can assume that c 1 Hence, we can assume 6 = 0.
According to (2) we have two equations for c 1 
where any term on the right side can be computed via (25) and (26).
The condition for the third center < c 3 ; p >= 1 2s 2 (c 3 s) 2 can now be expressed by using the conditions for c 1 and c 2 . We obtain < ac 1 
In particular, the condition is quadratic in s. Similar to the a nely independent case, we choose an appropriate coordinate system. However, here we cannot use c 1 , c 2 , and c 3 as basis. Instead, we express s in the basis c 1 , c 2 , and e 3 := (0; 0; 1) T , s = t 1 c 1 + t 2 c 2 + t 3 e 3
with homogeneous coordinates t 1 ; t 2 ; t 3 . In particular, (s 1 ; s 2 ) T = M T 2 (t 1 ; t 2 ) T and s 3 = t 3 . In the t-coordinates, Equation (26) 
Any solution (t 1 ; t 2 ; t 3 ) T of (31) with t 3 6 = 0 determines nonzero vectors s and p, and hence a line l with distance jjpjj from c 1 ; : : : ; c 4 . In order to interpret Q geometrically, we (31) is irreducible if and only if Q 6 = 0. In the following we assume Q 6 = 0; the case Q = 0 will be treated in Section 3.3.
3.1
The trapezoid case
We begin by discussing some important special cases. For s 3 = 0 Equation (26) is nonnegative, we need the orientation factor to cover all linear combination of s a and s b . The latter coe cient becomes 0 if and only if a 2 f?1; 1g; this special case will be discussed below. For a 6 2 f?1; 1g, squaring the coe cient of degree 6 yields the coe cient of degree 12 on the right side of (27); the left side is of degree at most 10. For the terms of degree 0, we obtain 2 common tangents for the given radius. We conclude that there are at most 12 common tangents.
The general irreducible case
From now on we can exclude the trapezoid cases and therefore assume 1 6 = 0.
In order to parametrize the conic section (31), we start by investigating its intersection with the hyperplane t 3 = 0. This intersection is given by F(t 1 ; t 2 ) = 0:
The corresponding discriminant is nonnegative if and only if for given t 1 6 = 0 (or t 2 6 = 0)
there exists a real solution for t 2 (or t 1 , respectively) in (37). Solving the quadratic equation
shows that the discriminant is = ab(a + b ? 1).
As Figure 4) , the latter intersection condition occurs with respect to (31). We will discuss the special case = 0 in Section 3.4 and can therefore assume > 0.
As t 2 = 0 implies t 1 = 0 and vice versa, t 2 6 = 0 and t 1 6 = 0. Further, since 6 = 0 and 1 6 = 0 we can set t 2 to the nonzero value t 2 := b(b ? 1) (42) does not vanish. In Equation (27), the left side has degree at most 10, and the coe cient of degree 12 on the right side is the square of (42). Since 1 6 = 0, this coe cient does not vanish, and we obtain at most 12 common tangents to the four balls.
3.3
The reducible case
In case Q = 0 the quadratic equation in (15) Consequently, both sides of (27) are of degree 6, and there is exactly one radius r 1 where the leading coe cient vanishes. Altogether, there are at most 6 + 6 = 12 common tangents.
Concerning the trapezoid cases, we can permute the points in order to obtain b = 1. The geometric interpretation of Q immediately implies that after the permutation we still have Q = 0 and the quadratic form (31) remains reducible. The factorization (c 1 c 2 )
3.4
Three collinear centers 
