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THE NON-COMMUTATIVE WEIL ALGEBRA
A. ALEKSEEV∗ AND E. MEINRENKEN†
Abstract. For any compact Lie group G, together with an invariant inner product on
its Lie algebra g, we define the non-commutative Weil algebraWG as a tensor product
of the universal enveloping algebra U(g) and the Clifford algebra Cl(g). Just as the
usual Weil algebra WG = Sg
∗ ⊗ ∧g∗, WG carries the structure of an acyclic, locally
free G-differential algebra and can be used to define equivariant cohomology HG(B)
for any G-differential algebra B. The main result of this paper is the construction
of an isomorphism Q : WG → WG of the two Weil algebras as G-differential spaces.
Furthermore, we prove that the corresponding vector space isomorphism from the usual
equivariant cohomology HG(B) to the equivariant cohomology HG(B) is in fact a ring
isomorphism. This generalizes the Duflo isomorphism (Sg)G ∼= U(g)G between the ring
of invariant polynomials and the ring of Casimir elements. We extend our considerations
to Weil algebras and equivariant cohomology with generalized coefficients, where the
algebra U(g) is replaced by the convolution algebra E ′(G) of distributions on G.
1. Introduction
Let G be a connected Lie group with Lie algebra g. The Duflo map is a vector space
isomorphism Duf : S(g) → U(g) between the symmetric algebra and the universal en-
veloping algebra which, as proved by Duflo [7], restricts to a ring isomorphism from
the algebra of invariant polynomials S(g)G onto the center U(g)G of the universal en-
veloping algebra. For semi-simple g the Duflo map coincides with the Harish-Chandra
isomorphism. The Duflo map extends to a map of compactly supported distributions,
Duf : E ′(g)→ E ′(G), which is a ring homomorphism for the G-invariant parts. For gen-
eralizations of Duflo’s theorem see the papers of Kashiwara-Vergne [13] and Kontsevich
[14].
In this paper we will obtain analogues of the Duflo map and of Duflo’s theorem in
the context of equivariant cohomology of G-manifolds. Our result will involve a non-
commutative version of the de Rham model of equivariant cohomology. Throughout we
will assume that the group G is compact. Let
WG = Sg
∗ ⊗ ∧g∗
the Weil algebra. Given a basis ea of g let f
c
ab the structure constants of g, and denote
by va, ya the generators of Sg∗ and ∧g∗ corresponding to the dual basis. The coadjoint
∗ Partially supported by NFR under contract FU 11672-302.
† Partially supported by NSERC grant # 72011899 and by a Connaught grant.
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action of G on g∗ induces an action on WG, with generators La. Let derivations ιa be
given on generators by ιay
b = δba and ιav
b = 0. In [6], H. Cartan shows that the derivation
dya = va −
1
2
fajky
jyk, dva = −fajky
jvk(1)
gives WG the structure of a G-differential algebra. In particular, d is a differential and
[ιa, d] = La.
Suppose g comes equipped with an invariant inner product, used to identify g ∼= g∗.
Let Cl(g) be the corresponding Clifford algebra and let the non-commutative Weil algebra
be its tensor product with the universal enveloping algebra:
WG = U(g)⊗ Cl(g).
Take the basis ea to be orthonormal, and let ua, xa be the corresponding generators of
U(g) and Cl(g). Again WG carries a G-action induced by the adjoint action; let La be
its generators and let ιa be the derivation extension of ιaxb = δab and ιaub = 0. We
show that there exists a derivation d on WG which on generators is given by formulas
analogous to (1):
dxa = ua −
1
2
fajkxjxk, dua = −fajkxjuk.(2)
Moreover WG is still a G-differential algebra, that is, d squares to zero and Cartan’s
formula continues to hold. A new feature is that the derivations ιa, La, d can be written
as commutators. In particular, d = ad(D) where
D = uaxa −
1
6
fabcxaxbxc
squares to the quadratic Casimir element
D2 =
1
2
uaua −
1
48
fabcfabc.
The latter is naturally interpreted as a Laplace operator on G and D as a Dirac operator.
The main result of this paper is the construction of a vector space isomorphism Q :
WG →WG (called the quantization map) which intertwines the derivations ιa, La, d. Put
differently, Q induces a second, non-commutative algebra structure on the Weil algebra
for which ιa, La, d continue to be derivations. On the symmetric algebra Sg ⊗ 1, Q
restricts to the Duflo map while on the exterior algebra 1⊗∧g, it restricts to the inverse
of the symbol map σ : Cl(g)→ ∧g. However, Q is not the direct product Duf⊗σ−1 but
has the more complicated form
Q = (Duf⊗σ−1) ◦ exp(−
1
2
Tabιaιb)
where Tab is a certain solution of the classical dynamical Yang-Baxter equation [8].
We also consider Weil algebras with generalized coefficients, ŴG = E ′(g∗) ⊗ ∧g∗ and
ŴG = E ′(G) ⊗ Cl(g). Here Sg∗ is identified with the subalgebra of E ′(g∗) consisting of
distributions with support at the origin and U(g) with the subalgebra of E ′(G) consisting
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of distributions with support at the group unit. The quantization map extends to a map
Q : ŴG → ŴG which still intertwines the derivations ιa, La, d but is no longer an
isomorphism.
Given any G-differential algebra B, for example the de Rham complex Ω⋆(M) of a G-
manifold M , the equivariant cohomology HG(B) is defined as the cohomology algebra of
the basic subcomplex ofWG⊗B. It is a module over the ring (Sg∗)G of invariant polyno-
mials. Replacing WG with ŴG, WG, ŴG we also define equivariant cohomology algebras
ĤG(B), HG(B), ĤG(B), which are modules over the rings E
′(g∗)G, U(g)G, E ′(G)G, re-
spectively.
The quantization map Q induces a vector space isomorphism Q : HG(B) → HG(B)
and a linear map Q : ĤG(B) → ĤG(B). Our second main result is that both of these
maps are ring homomorphisms. For B = R this is the Duflo theorem for compact G.
In the case B = Ω(M) where M is a compact oriented G-manifold, there is a push-
forward map
∫
: ĤG(Ω(M)) → E ′(G)G. In a sequel to this paper, we will explain how
the localization formula in equivariant cohomology (see [4], [2]) carries over to give a
formula for the Fourier coefficients of this map.
In another sequel [1] we use the equivariant cohomology groups ĤG(Ω(M)) to construct
Liouville forms for Lie group valued moment maps, with applications to moduli spaces
of flat connections on surfaces.
Acknowledgments. We would like to thank N. Berline, R. Bott, P. Etingof, V.
Guillemin, B. Kostant, A. Recknagel, S. Sternberg, M. Vergne and C. Woodward for
many stimulating discussions. We are particularly indebted to Michele Vergne for the
important suggestion of using the duality between the Weil algebras ŴG, ŴG and spaces
of differential forms Ω(g),Ω(G). In particular, this idea improved the result about the
ring structures in Section 8.
2. Review of the Weil algebra
In this section we review H. Cartan’s algebraic version of equivariant de Rham theory.
Following more recent references (e.g. [18, 12, 10]) we will phrase his theory in “super”-
terminology. Throughout this paper we work over the field R of real numbers, and
“algebra” will always mean algebra with a unit element.
2.1. Super-notation. A super-vector space is a vector space B together with a linear
map (parity operator) ǫ ∈ End(B) satisfying ǫ2 = IdB. The +1 eigenspace of ǫ is
denoted Beven and the −1 eigenspace Bodd. A homomorphism of super-vector spaces
is a linear map preserving Z2-gradings. Ungraded vector spaces B will be viewed as
“super” by putting B = Beven. The tensor product of two super-vector spaces B1, B2
is a super-vector space. If Bj are super-algebras this tensor product denotes the super-
(Z2-graded) tensor product. Similarly commutators [a, b] = ad(a)b in a super-algebra
always mean super-commutators, derivations always mean super-derivations. The space
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Der(B) of derivations of a super-algebra B is a super-Lie algebra, and there is a super-Lie
homomorphism ad : B → Der(B). An odd derivation d ∈ Der(B) is called a differential
if d ◦ d = 0.
For any element b ∈ B we denote by bL the operator of left multiplication by b and by
bR the operator by graded right multiplication. Thus ad(b) = bL− bR. For commutative
super-algebras we drop the superscripts.
By a graded super-vector space we mean a Z-graded vector space B⋆ =
⊕
k B
k, viewed
as a super-vector space by putting ǫ = (−1)k on Bk. A filtered super-vector space is
defined to be a super-vector space B = B(⋆), together with an increasing Z-filtration
. . . ⊆ B(k) ⊆ B(k+1) ⊆ . . .
such that ǫ(B(k)) ⊆ B(k) for all k and the associated graded space Gr∗(B), with Z2-
grading induced from ǫ, is a graded super-vector space.
2.2. G-differential algebras. Let G be a compact, connected Lie group with Lie alge-
bra g. Choose a basis ea of g, and let e
a ∈ g∗ be the dual basis. Let f cab be the structure
constants defined by
[ea, eb] = f
c
abec.
Let gˆ⋆ be the graded super-Lie algebra defined as follows. As vector spaces gˆ0 ∼= gˆ−1 ∼= g,
while gˆ1 ∼= R and gˆk = {0} for k 6= −1, 0, 1. Letting La, ιa denote the basis elements in
gˆ0, gˆ−1 corresponding to ea and d the generator of gˆ
1 the bracket relations are defined
as
[La, ιb] = f
c
abιc,
[La, Lb] = f
c
abLc,
[ιa, d] = La
For any G-manifold M there is a natural representation of gˆ on the commutative super-
algebra of differential forms B = Ω⋆(B), where ιa are interpreted as contractions with
generating vector fields
(ea)M :=
∂
∂t
|t=0 exp(−tea)
∗
on M , La as Lie derivatives, and d as the exterior differential. More generally, one
defines:
Definition 2.1. A G-differential space is a super-space B, together with a super Lie
algebra homomorphism ρ : gˆ → End(B). The horizontal subspace Bhor is the space
fixed by gˆ−1, the invariant subspace BG is the space fixed by gˆ0, and the space Bbasic
of basic elements is their intersection. If B is graded/filtered and the map ρ preserves
degrees/filtration degrees we call B a graded/filtered G-differential space. AG-differential
algebra is a super-algebra B, together with a structure of a G-differential space such that
ρ takes values in derivations of B.
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Definition 2.2. A homomorphism between (graded/filtered) G-differential spaces/alge-
bras (B1, ρ1) and (B2, ρ2) is a homomorphism of (graded/filtered) super-spaces/algebras
φ : B1 → B2 with A ◦ ρ1 = ρ2.
The idea of a G-differential algebra was introduced by H. Cartan in [6], Section 6 and
appears in the literature under various names. We follow the terminology from [17],
although in this reference it is also required that B carries a (Frechet) topology and the
representation of gˆ0 = g exponentiates to a differentiable G-action on B. Obviously, the
associated graded algebra of any filtered G-differential algebra is a graded G-differential
algebra.
The basic examples for G-differential algebras are as follows. We will always write
ιa, La, d in place of ρ(ιa), ρ(La) and ρ(d).
Example 2.3 (Trivial G-differential algebra). The trivial G-differential algebra is R with
the trivial representation ρ = 0. If (B, ρ) is any (possibly graded or filtered) G-differential
algebra, the injection
R→ B, t 7→ t I,
where I ∈ B is the unit element, is a homomorphism of (graded/filtered) G-differential
algebras. This follows since every derivation annihilates the unit element.
Example 2.4 (Exterior algebra). Take B = ∧g∗, equipped with the coadjoint G-action.
Let ya ∈ ∧1g∗ be the basis elements corresponding to ea, let ιa = ι(ea) be the contraction,
La the Lie derivative La = −f
c
aby
bιc, and let d be given by Koszul’s formula
d = −
1
2
fabcy
bycιa =
1
2
yaLa.(3)
Then d◦d = 0 and [ιa, d] = La so that ∧g∗ is a G-differential algebra. Since G is compact,
every cocycle has a representative in the invariant part (∧⋆g∗)G. Since d vanishes on this
subspace it follows that H⋆(∧g∗, d) ∼= (∧⋆g∗)G .
Example 2.5 (Weil algebra). Let Sg∗ be the symmetric algebra, equipped with the G-
action induced by the coadjoint action of G on g∗. If we denote by va ∈ S1g∗ the
generators corresponding to the basis ea ∈ g∗, the Lie derivative is given by the formula
Lav
c = −f cabv
b.
The Weil algebra is the graded commutative super-algebra WG = ⊕∞l=0W
l
G, where
W lG =
⊕
j+2k=l
Skg∗ ⊗ ∧jg∗.
We will write va in place of va ⊗ 1 ∈ W 2G and y
a in place of 1 ⊗ ya ∈ W 1G. Let W
⋆
G be
equipped with the diagonal G-action and corresponding Lie derivative La = 1 ⊗ La +
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La ⊗ 1 ∈ Der
0(WG). Let ιa = 1 ⊗ ιa ∈ Der
−1(WG), and let the differential on WG be
given by the formula
d = ya(La ⊗ 1) + (v
a −
1
2
fabcy
byc)ιa.(4)
On generators,
dya = va −
1
2
fajky
jyk,
dva = −fajky
jvk.
It is easily verified that [ιa, d] = La and d ◦ d = 0 so that W
⋆
G has the structure of a G-
differential algebra. Cartan shows in [5] that (WG, d) is acyclic, that is, H
k(WG) = 0 for
k 6= 0, H0(WG) = R. The horizontal algebra is (WG)hor ∼= Sg∗ and the basic subalgebra
is the algebra of invariant polynomials (Sg∗)G.
2.3. Algebraic connections. A G-differential algebra B is called locally free if there
exists an element θ = θaea ∈ (Bodd ⊗ g)G, called (algebraic) connection form with
ιaθ = ea.
If B is graded/filtered we require in addition that θ ∈ (B1⊗g)G resp. θ ∈ (B(1)⊗g)G. The
invariance condition means that Laθ
c = −f cabθ
b. The G-differential algebra B = Ω⋆(M) is
locally free if and only if the G-action on M is locally free. In this case θa are connection
forms in the usual sense. Note that the basic subcomplex Bbasic is naturally isomorphic
to the differential forms on the quotient space:
B⋆basic = Ω
⋆(M/G).
The exterior algebra B = ∧g∗ is locally free, with connection forms θa = ya. The Weil
algebra WG is locally free, with connection forms θ
a = ya. Together with acyclicity this
motivates the interpretation of WG as the algebraic model for the de Rham complex of
the classifying bundle EG.
2.4. Equivariant cohomology. Given any two G-differential algebras B1 and B2, the
tensor product B1 ⊗ B2 is naturally a G-differential algebra. If B1 is locally free then
the tensor product B1 ⊗ B2 is locally free. In particular, WG ⊗ B is locally free for any
G-differential algebra B. This motivates the following definition.
Definition 2.6. Let B be any G-differential algebra. The equivariant cohomology of B
is super-algebra defined as the cohomology of the basic subcomplex,
HG(B) := H((WG ⊗B)basic).
If B is a graded/filtered super-algebra then HG(B) inherits a grading/filtration.
In the special case B⋆ = Ω⋆(M), and if G is compact, it can be shown that H⋆G(Ω
⋆(M))
equals the topological equivariant cohomology H⋆G(M) := H
∗(EG ×G M). For non-
compact G this statement is false in general.
Remarks 2.7. a. If B is locally free, HG(B) = H(Bbasic).
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b. The equivariant cohomology of the trivial G-differential algebra is HG(R) = (Sg
∗)G.
Any homomorphism of G-differential spaces/algebras φ : B1 → B2 induces a super-
space/algebra homomorphism HG(B1)→ HG(B2). It follows that for any G-differential
algebra B, the natural homomorphism R → B induces an algebra homomorphism
HG(R) → HG(B) making HG(B) into a module over the ring of invariant polynomi-
als HG(R) = (Sg
∗)G. If M is an oriented compact manifold, the integration map∫
M
: Ω⋆(M) → R is a chain map, and therefore defines an equivariant linear map∫
M
: HG(M)→ S(g
∗)G.
Definition 2.8. Two homomorphisms φ1, φ2 : B1 → B2 between G-differential spaces
are called G-chain homotopic if there an odd linear map h : B1 → B2 which commutes
with contractions ιa and Lie derivatives La and which satisfies [d, h] = φ1 − φ2.
If φ1, φ2 : B1 → B2 are chain homotopic homomorphisms of G-differential spaces,
then the induced maps in cohomology coincide.
3. The non-commutative Weil algebra
All of the examples of G-differential algebras discussed in the previous section are
super-commutative. In this section we will consider two non-commutative examples:
The Clifford algebra Cl(g) and its tensor product with the universal enveloping algebra,
U(g)⊗ Cl(g).
3.1. The Clifford algebra. Suppose that g comes equipped with an invariant inner
product, used to identify g ∼= g∗. Let Cl(g) be the Clifford algebra of g, i.e. the quotient
of the tensor algebra by the ideal generated by all (µ, µ)− 2µ⊗µ with µ ∈ g. It inherits
from the tensor algebra a natural Z2-grading and filtration,
R = Cl(0)(g) ⊂ Cl(1)(g) ⊂ . . . .
The filtration and grading are compatible, so that Cl(g) is a filtered super-algebra. There
is a canonical isomorphism
Gr⋆(Cl(g)) ∼= ∧⋆g.
Let us choose the basis ea of g to be orthonormal so that ea = e
a. Using the metric to
pull down indices we write fabc = f
c
ab. If we denote the generators of Cl(g) corresponding
to ea by xa the defining relations are [xa, xb] = δab.
The symbol map σ : Cl(g)→ ∧g is the vector space isomorphism given on generators
by
σ(xj1 . . . xjk) = yj1 ∧ . . . ∧ yjk
for j1 < . . . < jk. It does not depend on the choice of basis.
Henceforth we will sometimes drop σ from the notation and just think of Cl(g) as ∧g
with a different product structure ⊙, defined by
y ⊙ y′ = σ(σ−1(y)σ−1(y′)).
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The operators of Clifford multiplication by xa from the left or right become
xLa = ya +
1
2
ιa, x
R
a = ya −
1
2
ιa.(5)
The relation between Clifford multiplication and exterior multiplication is described in
[15], Theorem 16: Let ι1a and ι
2
a be the contraction operators for the first resp. second
factor in ∧g⊗ ∧g.
Lemma 3.1. The algebra structure on ∧g induced by the symbol map is the map ⊙ :
∧g⊗∧g→ ∧g given by composition of the operator exp(−1
2
ι1aι
2
a) on ∧g⊗∧g with exterior
multiplication on ∧g.
Proof. Since the product ⊙ is associative, it suffices to check σ(xx′) = σ(x)⊙ σ(x′) for
the case x = xj for some j, and x
′ = xj1 . . . xjk with j1 < . . . < jk. In both of the
sub-cases j ∈ {j1, . . . , jk} and j 6∈ {j1, . . . , jk} this is easily verified.
Let us now consider the G-action on Cl(g) induced by the adjoint action on g. The
corresponding Lie derivative is a commutator La = ad(ga) with
ga = −
1
2
farsxrxs ∈ Cl
(2)(g).(6)
Let
γ =
1
3
xaga = −
1
6
fabcxaxbxc ∈ Cl
(3)(g)G.
Proposition 3.2. The Clifford algebra Cl(g) with derivations
ιa = ad(xa),
La = ad(ga),
d = ad(γ)
is a filtered G-differential algebra, having ∧g as its associated graded G-differential al-
gebra. The cohomology is trivial in all filtration degrees (except if g is abelian, in which
case d = 0).
Proof. The required commutation relations for the operators La, ιa and d follow from
those for the elements ga, xa and γ. For example [ga, γ] = Laγ = 0 shows [La, d] = 0,
and [xa, γ] = ιaγ = ga shows [ιa, d] = 0. The only non-trivial commutation relation to
check is that [d, d] = 0, or equivalently that [γ, γ] = 2γ2 is in the center of Cl(g). In fact
γ2 is a scalar (cf. Kostant [15]):
γ2 = −
1
48
fabcfabc.(7)
To see this we compute the symbol σ(γ2) = σ(γ)⊙ σ(γ) using Lemma 3.1. Here σ(γ) =
−1
6
fabcyaybyc. The terms σ(γ) and ιaιbσ(γ) square to zero since they have odd degree,
and the term ιaσ(γ) = σ(ga) squares to zero by the Jacobi identity. Since
1
3!
(−
1
2
ι1aι
2
a)
3σ(γ)⊗ σ(γ) = −
1
48
(ι1aι
2
a)
3σ(γ)⊗ σ(γ) = −
1
48
fabcfabc
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Equation (7) follows. This shows that the operators d, La and ιa define a representation
of gˆ on Cl(g). To verify that these operators have the required filtration degrees we check
on generators:
Laxb = fabcxc, ιaxb = δab, dxa = −
1
2
farsxrxs.
These equations show also that the associated graded G-differential algebra on ∧⋆g =
Gr⋆(Cl(g)) is the standard one. Finally, to see that the cohomology of (Cl(g), d) is trivial
(if g is non-abelian) we note that
[d, γ] = [γ, γ] = 2γ2 =
−1
24
fabcfabc,
so that
H :=
−24
fabcfabc
γ
is a homotopy operator.
Below we will need the following description of the differential d = ad(γ) in terms of
the identification σ : Cl(g) ∼= ∧g. It shows that ad(γ) is the Koszul differential plus an
extra cubic term:
Proposition 3.3. Under the identification Cl(g) ∼= ∧g by the symbol map,
ad(γ) = −
1
2
fabcybycιa −
1
24
fabcιaιbιc.
Proof. Using (5) we compute
γL = −
1
6
fabc
(
(ya +
1
2
ιa)(yb +
1
2
ιb)(yc +
1
2
ιc)
)
γR = −
1
6
fabc
(
(ya −
1
2
ιa)(yb −
1
2
ιb)(yc −
1
2
ιc)
)
.
Taking the difference ad(γ) = γL−γR, the terms cubic and linear in ya’s cancel, and the
remaining terms yield the Proposition.
3.2. The non-commutative Weil algebra. Let U(g) be the universal enveloping al-
gebra, with its natural filtration R = U (0)(g) ⊂ U (1)(g) ⊂ . . . . The associated graded
algebra is Gr⋆ U(g) = S⋆g. We denote the generators of U(g) corresponding to ea ∈ g by
ua. The extension to U(g) of the adjoint action has Lie-derivative La = ad(ua). Define
a filtered super-algebra W(⋆)G , where
W(l)G =
⊕
j+2k=l
U (k)(g)⊗ Cl(j)(g),
equipped with the diagonal G-action. Then Gr⋆(WG) = W ⋆G is just the usual Weil
algebra, using the identification g∗ ∼= g. We will show that WG has the structure of a
filtered G-differential algebra.
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The generators ua = ua ⊗ 1 and xa = 1 ⊗ xa have degree 2 and 1, respectively.
The Lie derivatives are La = ad(ua + ga), and the derivations ιa on Cl(g) extend to
derivations ιa on WG. The basic subspace of WG for the derivations ιa and the G-action
is (WG)basic = U(g)G ⊗ 1. In particular, (WG)basic is a subspace of the center Z(WG).
Introduce an element D ∈ (W(3)G )
G by
D := xaua + γ.
Proposition 3.4. The square D2 is given by
D2 =
1
2
uaua + γ
2 =
1
2
uaua −
1
48
fabcfabc.
Proof. We calculate:
D2 =
1
2
[D,D] =
1
2
[uaxa, ubxb] + γ
2 + [uaxa, γ]
=
1
2
uaua +
1
2
[ua, ub]xaxb + γ
2 + ua[xa, γ]
=
1
2
uaua +
1
2
fabcucxaxb + γ
2 + uaga
=
1
2
uaua + γ
2.
Remark 3.5. As suggested by the formula for D2, the element D may be viewed as a
Dirac operator. Indeed let Cl(T ∗G) be the Clifford algebra bundle for the left-invariant
Riemannian metric on G which coincides with the given inner product on g = TeG.
Identify xa with left-invariant sections of Cl(T
∗G) and ea with left-invariant (co-)vector
fields. Let ∇La = ∇
L
ea
denote covariant derivatives with respect to left-trivialization.
The operators ∇La satisfy the commutation relations [∇
L
a ,∇
L
b ] = fabc∇
L
c and [∇
L
ea
, xb] =
0. Hence setting ua = ∇La we identify U(g) ⊗ Cl(g) with an algebra of left-invariant
differential operators acting on the bundle ∧T ∗G. Furthermore ∇a = ∇La −
1
6
fabcxbxc
becomes a left-invariant connection and D = xa∇a the associated Dirac operator. (It
is not the de-Rham Dirac operator, however.) The above Dirac operator appears in the
Physics literature, see Fro¨hlich, Grandjean and Recknagel [9] (Section 3).
A generalization of this Dirac operator, with fascinating applications to representation
theory was considered by Kostant [16].
Since D2 ∈ (WG)basic is a central element, d := ad(D) is a differential. On generators,
dxa = ua −
1
2
fajkxjxk,
dua = −fajkxjuk,
which shows that d has filtration degree 1.
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Theorem 3.6. The non-commutative Weil algebra WG, equipped with derivations
ιa = ad(xa),
La = ad(ua + ga),
d = ad(D)
is a filtered G-differential algebra, with associated graded G-differential algebra equal to
the standard Weil algebra WG (identifying g
∗ ∼= g).
Proof. We have already shown that [d, d] = 0. Since D is G-invariant, [ga,D] = LaD = 0
so that [La, d] = 0. Furthermore
[xa,D] = ua −
1
2
farsxrxs = ua + ga
shows [ιa, d] = La. All other commutators are obvious. The formulas for d, ιa, La on
generators show that the associated graded G-differential algebra is just the standard
one on WG.
To compare the differential onWG with the differential on the commutative Weil algebra
WG, use the symbol map to identify WG = U(g)⊗ Cl(g) ∼= U(g)⊗ ∧g.
Proposition 3.7. Under the identification σ : WG ∼= U(g)⊗ ∧g, the non-commutative
Weil differential is given by the formula
dW = ya(La ⊗ 1) +
(uLa + uRa
2
−
1
2
fabcybyc
)
ιa −
1
24
fabcιaιbιc.
Proof. Using (5) we compute:
ad(xaua) = (ya +
1
2
ιa)u
L
a − (ya −
1
2
ιa)u
R
a
= (uLa − u
R
a )y
a +
1
2
(uLa + u
R
a )ιa.
Together with Proposition 3.3 this proves Proposition 3.7.
Definition 3.8. If B is any G-differential algebra define the cohomology HG(B) as the
super-algebra
HG(B) := H((WG ⊗B)basic, d).
If B carries a filtration B = B(⋆) then HG(B) inherits a filtration H(⋆)(B).
Any homomorphism B1 → B2 of (filtered) G-differential algebras induces an homo-
morphism of (filtered) super-algebras HG(B1) → HG(B2). In particular, for any G-
differential algebra B the natural embedding R → B(0), t 7→ tI makes HG(B) into an
algebra over the ring of Casimir operators HG(R) = U(g)
G. If M is an oriented compact
manifold, the integration map
∫
M
: Ω(M) → R induces a linear map in cohomology,∫
M
: HG(Ω(M))→ U(g)G.
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4. The Cartan model
In [5], Section 6 Cartan shows that the equivariant cohomology of a G-differential
algebra can be computed in an equivalent, simpler “model” CG(B) := (Sg
∗ ⊗ B)G with
differential dG = 1⊗ d− va ⊗ ιa. The goal of this section is to develop a similar Cartan
model for HG(B). We first review the standard Cartan model, following the exposition
in Guillemin-Sternberg [10].
4.1. Cartan model for H⋆G(B). A simple and transparent way of obtaining the Cartan
model from the Weil model was found by Kalkman [12], following earlier work by Mathai-
Quillen [18]. Let the Kalkman operator φ be defined by
φ = exp(ya ⊗ ιa) : WG ⊗B →WG ⊗B.
One checks that ya ⊗ ιa ∈ Der(WG ⊗ B) is an even derivation so that φ defines an
algebra isomorphism (preserving degrees/filtration degrees if B is graded/filtered). The
key property of the Kalkman map φ is as follows.
Proposition 4.1 ([12], Eq. (1.23)). The conjugate of the contraction operator ιa = ιa⊗
1 + 1⊗ ιa under the map φ is
Adφ ιa = ιa ⊗ 1.
Proof. This follows by writing Adφ =
∑
j
1
j!
adj(yr ⊗ ιr) and
ad(yr ⊗ ιr)(ιa ⊗ 1 + 1⊗ ιa) = −1⊗ ιa,
1
2!
ad(yr ⊗ ιr)(ιa ⊗ 1 + 1⊗ ιa) = 0.
Since the kernel of the operators ιa ⊗ 1 is just Sg∗ ⊗ B, it follows that φ restricts to an
algebra isomorphism (WG ⊗ B)hor → Sg∗ ⊗ B, and by equivariance it restricts further
to an algebra isomorphism (WG ⊗ B)basic → CG(B) = (Sg∗ ⊗ B)G.
The algebra isomorphism (WG ⊗ B)basic → CG(B) is due to Cartan [6] and Mathai-
Quillen [18] while the extension to an algebra automorphism of WG ⊗ Ω(M) is due to
Kalkman [12]. It can also be described as follows. Let
Phor =
∏
β
ιβy
β : WG → S(g) →֒ WG
be the horizontal projection. On the invariant subspace (WG ⊗ B)G, the Kalkman map
agrees with the operator Phor ⊗ 1 since
exp(ya ⊗ ιa) =
∏
β
(1 + yβ ⊗ ιβ) =
∏
β
(1− yβιβ ⊗ 1) =
∏
β
(ιβy
β ⊗ 1) = Phor ⊗ 1.
(We use the convention that we sum over roman indices but not over greek indices.) The
Cartan differential dG is defined by the condition
dG ◦ (Phor ⊗ 1) = (Phor ⊗ 1) ◦ (d⊗ 1 + 1⊗ d)
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on (WG ⊗ B)basic. Recall formula (4) for d ⊗ 1. Application of Phor ⊗ 1 annihilates all
terms involving y′as, and on the subspace (WG ⊗B)basic, the operator v
a(ιa ⊗ 1) may be
replaced by −va(1⊗ ιa) which then commutes with (Phor ⊗ 1). Hence
(Phor ⊗ 1) ◦ (d⊗ 1 + 1⊗ d) = (1⊗ d− v
a ⊗ ιa) ◦ (Phor ⊗ 1)
on (WG ⊗ B)basic. Therefore
dG = 1⊗ d− v
a ⊗ ιa : CG(M)→ CG(M).
Thus, the equivariant cohomology HG(B) can be computed as the cohomology of the
complex (CG(B), dG):
HG(B) = H(CG(B), dG).
4.2. Cartan model for HG(B). We now describe the Cartan model for the equivari-
ant cohomology HG(B). Let B be any G-differential algebra. The non-commutative
analogue of the Kalkman isomorphism is the G-equivariant operator
φ := exp(xa ⊗ ιa) : WG ⊗ B →WG ⊗B.
Note that if B is filtered, the map φ preserves filtration degrees. By a calculation parallel
to that for the usual Weil algebra, φ coincides on (WG⊗B)hor with the operator Phor⊗1
where Phor : WG → U(g) is the horizontal projection
Phor =
∏
β
ιβ x
L
β =
∏
β
ιβ yβ.
Likewise, the proof of Proposition 4.1 carries over to show that
Adφ ιa = ιa ⊗ 1.
Thus φ defines a vector space isomorphism (WG⊗B)hor → U(g)⊗B, and by equivariance
(WG ⊗ B)basic ∼= (U(g)⊗B)
G.
We call CG(B) := (U(g)⊗B)G the non-commutative Cartan model. The new differential
dG on CG(B) is once again be obtained from the condition
dG ◦ (Phor ⊗ 1) = (Phor ⊗ 1) ◦ (d⊗ 1 + 1⊗ d)
on (WG⊗B)basic. One can read off an expression for dG from Proposition 3.7: Application
of (Phor ⊗ 1) annihilates all terms involving ya’s, and on the subspace (WG ⊗B)basic we
may replace ιa ⊗ 1 by −1⊗ ιa which then commutes with (Phor ⊗ 1).
Hence we have shown:
Proposition 4.2. The differential dG on CG(B) = (U(g)⊗ B)G is given by
dG = 1⊗ d−
1
2
(uLa + u
R
a )⊗ ιa +
1
24
fabc(1⊗ ιaιbιc).
In particular, dG ◦ dG = 0 on CG(B).
It follows that the equivariant cohomology HG(B) of any G-differential algebras is
equal to the cohomology of the complex CG(B) with differential dG.
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4.3. Ring structure of the non-commutative Cartan model. In contrast to the
commutative Weil model the non-commutative Kalkman map is not an algebra isomor-
phism (since xa ⊗ ιa is not a derivation). In this section we compute the new algebra
structure on the Cartan model CG(B) induced by the Kalkman map.
Suppose B is a G×G-differential algebra. Passing to the diagonal action it becomes
a G-differential algebra. The ring structure for WG defines a natural map (WG×G ⊗
B)basic → (WG⊗B)basic, where on the left hand side mean basic elements for the G×G-
action and on the right hand side for the G-action. Correspondingly, we obtain a chain
map between Cartan models,
γ : CG×G(B)→ CG(B).
Proposition 4.3. For any G×G-differential algebra B, the map between Cartan models
induced by the ring structure of WG reads
(MultU(g)⊗1) ◦ exp(−
1
2
(1⊗ ι1aι
2
a)) : CG×G(B)→ CG(B)
where (MultU(g) is the multiplication map for the universal enveloping algebra U(g).
Proof. Let MultWG = MultU(g)⊗MultCl(g) be the multiplication map for WG. The map
γ is defined by the condition γ ◦ (Phor⊗ 1) = (Phor⊗ 1) ◦ (MultWG ⊗1) on basic elements
(WG×G ⊗ B)basic. According to Lemma 3.1, under the identification σ : Cl(g) ∼= ∧g,
Clifford multiplication is given by composition of the operator exp(−1
2
ι1aι
2
a) followed by
wedge product. On basic elements, we can replace ιja ⊗ 1 by −(1 ⊗ ι
j
a), and therefore
exp(−1
2
(ι1aι
2
a ⊗ 1)) with exp(−
1
2
(1⊗ ι1aι
2
a)), which then commutes with Phor ⊗ 1.
For any G-differential algebra B define an associative ring structure on CG(B) as
follows. Let ι1a, ι
2
a be the contraction operators on B ⊗ B with respect to the first and
second G-factor. Define a new ring structure ⊙ on B as a composition of the operator
exp(−1
2
ι1aι
2
a) on B⊗B with multiplication map B⊗B → B. The ring structure extends to
a ring structure ⊙ on the Cartan model CG(B). It follows from Proposition 4.3 (applied
to B⊗B) that the ring structure ⊙ on CG(B) is a chain map for dG, or equivalently that
dG is a derivation for ⊙.
5. Generalized coefficients
We will often find it useful to embed commutative and non-commutative Weil alge-
bras into “Weil algebras with generalized coefficients”. This point of view will make
many of the subsequent constructions much more natural, and also it is dictated by the
applications to moment map theory developed in [1].
We point out that already for the commutative Weil model, we introduce generalized
coefficients in a way different from Kumar-Vergne [17] since we are working in the Fourier
transformed picture.
THE NON-COMMUTATIVE WEIL ALGEBRA 15
5.1. The Weil algebra with generalized coefficients. Let E ′(g∗) be the convolution
algebra of compactly supported distributions on g∗. The subalgebra of distributions with
support at the origin is canonically isomorphic to Sg∗, by identifying the generators va
with
va =
d
dt
∣∣∣
t=0
δtea = −
∂
∂µa
δ0.
We view the coordinate functions µa as multiplication operators 〈µau, φ〉 = 〈u, µaφ〉.
Then [µa, v
b] = δba and the Lie derivative La for the conjugation action on E
′(g∗) can be
written
La = f
c
abv
bµc.(8)
The Weil algebra with generalized coefficients is the G-differential algebra
ŴG = E
′(g∗)⊗ ∧g∗,
where the differential is given by formula (4). The multiplication map on ŴG extends
to a map
MultW : ŴG×G → ŴG
from the completion ŴG×G of ŴG ⊗ ŴG. This map is the direct product of the push-
forward under the addition map Add∗ : E ′(g∗ × g∗) → E ′(g∗) on the distribution part
and the multiplication map on the exterior algebra part.
Given a G-differential algebra B we define the cohomology with generalized coefficients
as the super-algebra
ĤG(B) := H((ŴG ⊗B)basic).
It is naturally a module over the ring ĤG(R) = E ′(g∗)G of invariant compactly supported
distributions. The embedding S(g∗) →֒ E ′(g∗) induces a natural embedding WG →֒ ŴG
and for any G-differential algebra B a map in cohomology HG(B)→ ĤG(B).
The Weil differential simplifies if we conjugate it by the function τ0 ∈ C
∞(g∗,∧g∗)
given as
τ0(µ) = exp(−
1
2
fabc µay
byc)(9)
where µ = µae
a.
Lemma 5.1. The conjugate of the differential d and the contraction ιa by the function
τ0 are given by
Ad(τ−10 ) d = v
aιa
Ad(τ−10 ) ιa = ιa − f
c
abµcy
b
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Proof. We compute Ad(τ0)(v
rιr) =
∑
j
1
j!
adj(−1
2
fabc µay
byc)(vrιr):
ad(−
1
2
fabc µay
byc)(vrιr) = −
1
2
fabc y
bycιa + f
a
bc µav
byc
= −
1
2
fabc y
bycιa + (Lc ⊗ 1)y
c,
1
2!
ad2(−
1
2
fabc µay
byc)(vrιr) =
1
2
fabcf
c
rs µay
byrys = 0
where the last term vanishes by the Jacobi identity for g. Similarly
ad(
1
2
f cbdµcy
byd)ιa = f
c
baµcy
b
1
2!
ad2(
1
2
f cbdµcy
byd)ιa = 0.
Lemma 5.1 has the following interpretation. Consider the natural pairing of ŴG with
the space Ω(g∗) = C∞(g∗)⊗∧g of smooth differential forms on g∗. All the operators on
ŴG that we are interested in are dual to certain operators on Ω
⋆(g∗). In particular,
va =
( ∂
∂µa
)∗
, ya = −ι
( ∂
∂µa
)∗
, ιa = −(dµa)
∗, µa = (µa)
∗.
and by Lemma 5.1,
Ad(τ−10 )d = v
aιa = −d
∗(10)
Ad(τ−10 )ιa = ιa − f
c
abµcy
b = −(dµa + ιa)
∗.(11)
Note that Ω⋆(g) with derivations ι˜a = ιa+dµa, La, d is a G-differential space, so that ŴG
is (in an obvious sense) the dual G-differential space. Letting MultW : ŴG⊗ ŴG → ŴG
denote the multiplication in the Weil algebra, the composition τ−10 ◦MultW ◦(τ0 ⊗ τ0) is
dual to the co-product Ω∗(g∗) → Ω(g∗) ⊗ Ω(g∗) given by pull-back under the addition
map Add : g∗ × g∗ → g∗.
As applications we have:
Proposition 5.2. For all fixed µ, the element τ0(µ)δµ ∈ ŴG is closed.
Proof. We verify:
dτ0(µ)δµ(ν) = dτ0(ν)δµ(ν) = τ0(ν)(v
aιa)δµ(ν) = 0.
Proposition 5.3. The element
Λ0 = exp(−yadµa)τ0(µ)δµ ∈ ŴG ⊗ Ω(g
∗)
has the properties
dΛ0 = 0, ιaΛ0 = −dµaΛ0.
THE NON-COMMUTATIVE WEIL ALGEBRA 17
Proof. Since exp(−yadµa)δµ ∈ ŴG ⊗ Ω(g∗) can be viewed as the kernel of the identity
map which obviously commutes with contractions and with the differential, this follows
from Equations (10) and (11).
As another application of Lemma 5.1, let us show that ŴG is acyclic. The space of
compactly supported distributions is a direct sum
E ′(g∗) = R⊕ E ′(g∗)+
where R is embedded as multiples of δ0 and E ′(g∗)+ = {u| 〈u, 1〉 = 0} is the space of
distributions of integral 0. Similarly, ∧g∗ = R⊕(∧g∗)+ where (∧g
∗)+ consists of elements
of positive degree, and
ŴG = R⊕ (ŴG)+.
Let Π : ŴG → R →֒ ŴG be projection defined by this splitting. The differential vaιa
preserves the decomposition and vanishes on R, hence Π is a chain map.
Proposition 5.4. There exists an odd operator h : ŴG → ŴG satisfying
[h, vaιa] = Id−Π.
Hence h provides a chain homotopy and ŴG is acyclic: H(ŴG) = R.
Proof. Under the pairing of ŴG with Ω(g
∗), the projection Π becomes dual to the pro-
jection map π : Ω(g∗) → R →֒ Ω(g∗) induced by the inclusion of the origin. Let
hRh : Ω⋆(g∗)→ Ω⋆−1(g∗) be the standard de-Rham homotopy operator, so that
[dRh, hRh] = Id−π.(12)
Let h : ŴG → ŴG be minus the dual operator to hRh. The Proposition follows by taking
the dual of (12).
An alternative proof of Proposition 5.4 can be given along the lines of Kumar-Vergne
[17], Proposition 18.
5.2. The non-commutative Weil algebra with generalized coefficients. Just as
for the usual Weil algebra it is important for applications to introduce generalized coeffi-
cients in the non-commutative Weil algebra. For this we identify ua with the distribution
on G,
ua =
d
dt
∣∣∣
t=0
δexp(tea),
and extend to an algebra homomorphism U(g) → E ′(G). In this way U(g) is identified
with the space of distributions on G with support at e. The embedding G→ E ′(G), g 7→
δg satisfies δg1 ∗ δg2 = δg1g2 where u1 ∗ u2 is the convolution of compactly supported
distributions on G, defined as push-forward under group multiplication. For all u ∈
E ′(G), δg ∗u = (g ·u) ∗ δg which implies that the Lie derivative is given by a commutator
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Lau = [ua, u]. We define the Weil algebra with generalized coefficients as the super-
algebra
ŴG := E
′(G)⊗ Cl(g).
The operators ιa, La and d extend naturally to ŴG and make it into a filtered G-
differential algebra. As for the commutative Weil model, the multiplication map extends
to a map
MultW : ŴG×G → ŴG
given as push-forward under group multiplication on the E ′(G×G) factor and by Clifford
multiplication on the Cl(g×g) factor. Given a G-differential algebra B define the super-
algebra ĤG(B) as the cohomology of the complex (ŴG ⊗ B)basic,
ĤG(B) = H((ŴG ⊗ B)basic).
It is a module over the convolution algebra ĤG(R) = E ′(G)G of invariant distributions.
As in the commutative case, the embedding U(g) →֒ E ′(G) induces an embeddingWG →
ŴG and a map HG(B) → ĤG(B) for any G-differential algebra B. For any compact
oriented G-manifold M the integration map descends to a map∫
M
: ĤG(Ω(M))→ E
′(G)G.
The Cartan model with generalized coefficients is
ĈG(B) = (E
′(G)⊗ B)G,
with differential and product structure given by the same formulas as in Section 4.
Integration over G defines a map
ĈG(B)→ B
G
which becomes a chain map if BG is equipped with the new differential
d +
1
24
fabcιaιbιc.(13)
This map can also be described in the Weil model: Let Π : ŴG → R the composition
of the horizontal projection Phor : ŴG → E ′(G) followed by integration over G. Then Π
defines a map
Π⊗ 1 : ŴG ⊗ B → B
which on basic elements agrees, under the isomorphism Phor ⊗ 1 : (ŴG⊗B)G ∼= CG(B)
with the map defined above. In particular, the image of any basic element is closed
under the differential (13).
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5.3. The pairing between ŴG and Ω(G). Identify Ω⋆(G) = C∞(G)⊗∧g∗ by means
of left-invariant Maurer-Cartan forms θa, and identify ŴG ∼= E ′(G) ⊗ ∧g using the
symbol map. In this section we study the pairing between ŴG and Ω(G) given by these
identifications.
We first describe the group analogue of the function τ0. We will assume that the group
G is a direct product of a connected, simply connected group and a torus.
Let Spin(g) be the spin group, defined as the image of so(g) ⊂ Cl(2)even(g) under the
(Clifford) exponential map. The G-action on Cl(g) defines a homomorphism
g→ so(g) ⊂ Cl(g), µ 7→ µaga
where ga was defined in (6). Using the assumption on G it exponentiates to a map
τ : G→ Spin(g) →֒ Cl(g). Thus
τ(exp µ) = exp(−
1
2
fabc µa xb xc)(14)
which is similar to the definition of τ0 (9). By definition, τ(g1)τ(g2) = τ(g1g2) and
g · x = Ad(τ(g))x for all x ∈ Cl(g). The two maps G → Cl(g), g 7→ τ(g) and G 7→
E ′(G), g 7→ δg combine into a map G→ ŴG, g 7→ τ(g)δg. It has the property
Ad(τ(g)δg)w = g · w(15)
for all g ∈ G and all w ∈ ŴG.
Proposition 5.5. For all fixed g ∈ G the element τ(g)δg ∈ ŴG is closed.
Proof. Using the fact (15) that conjugation by τ(g)δg is the G-action on the Weil algebra,
and that the element D is invariant, we find
dτ(g)δg = [D, τ(g)δg] = τ(g)δg (g
−1 · D − D) = 0.
The function τ ∈ C∞(G)⊗ Cl(g) acts on WG by multiplication. This action commutes
with La since τ is equivariant. Let us conjugate the differential and contractions by the
action of τ . Let θa and θa be the left/right invariant Maurer-Cartan forms on G and let
η =
1
12
fabcθaθbθc
be the canonical 3-form. It has the property ιaη = −
1
2
d(θa+θa), from which one deduces
that setting
ι˜a = ιa +
1
2
(θa + θa), L˜a = La, d˜ = d + η
gives Ω(G) the structure of a G-differential space.
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Proposition 5.6. The conjugates by τ of the Weil differential and contractions are dual
to the differential d˜ and contractions ι˜a on Ω(G):
Ad(τ−1)(d) = −(d+ η)∗, Ad(τ−1)(ιa) = −(ιa +
1
2
(θa + θa))
∗.
Proof. The Weil differential is
d = ad(D) = DL −DR = (xLau
L
a − x
R
a u
R
a ) + ad(γ)
Since γ is G-invariant, Ad(τ−1) ad(γ) = ad(γ). We have
Ad(τ−1)xLa = (Adg−1)abx
L
b , Ad(τ
−1)xRa = x
R
a
and
Ad(τ−1)uLa = u
L
a − (Adg−1)abg
L
b , Ad(τ
−1)uRa = u
R
a − g
L
a .
Hence
Ad(τ−1)(uLax
L
a − u
R
a x
R
a )
= (uLa − (Adg−1)abg
L
b )(Adg−1)arx
L
r − (u
R
a − g
L
a )x
R
a
=
(
uRa x
L
a +
1
2
fabcx
L
ax
L
b x
L
c
)
−
(
uRa x
R
a +
1
2
fabcx
L
ax
L
b x
R
c
)
= uRa ιa +
1
2
fabcx
L
ax
L
b ιa
= uRa ιa +
1
2
fabc(ya +
1
2
ιa)(yb +
1
2
ιb)ιa.
This result combines with the expression for ad(γ) from Proposition 3.3 to
Ad(τ−1)(d) = uRa ιa +
1
2
fabcyaιbιc +
1
12
fabcιaιbιc
which is indeed dual to −(d + η)∗. The calculation for the contractions is simpler:
Ad(τ−1)ιa = (Adg−1)abx
L
b − x
R
a = (Adg−1 −I)abyb +
1
2
(Adg−1 +I)abιb
which is dual to −(ιa +
1
2
(θa + θa)).
Proposition 5.7. The element
Λ = exp(−xaθa)τ(g)δg = τ(g) exp(−xaθa)δg ∈ ŴG ⊗ Ω(G)
has the properties,
dΛ = −ηΛ, ιaΛ = −
1
2
(θa + θa)Λ.
Proof. This follows from Proposition 5.6 since exp(−xaθa)δg ∈ ŴG ⊗Ω(G) is the kernel
of the identity map.
Let us also describe the co-multiplication on Ω(G) which by duality gives rise to the
multiplication on ŴG.
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Proposition 5.8. Let MultW : ŴG⊗ŴG → ŴG be the multiplication map for the Weil
algebra. The composition τ−1 ◦MultW ◦(τ ⊗ τ) : ŴG ⊗ ŴG → ŴG is dual to the map
exp(−
1
2
θ1aθ
2
a) ◦Mult
∗
G : Ω(G)→ Ω(G×G)
where MultG : G × G → G is the group multiplication and the superscripts denote
pull-backs to the respective G-factor.
Proof. Since τ−1Λ1Λ2 is the kernel of the multiplication map on ŴG, it suffices to show
that
Λ1Λ2 = exp(−
1
2
θ1a θ
2
a)(1⊗Mult
∗
G)Λ.
Write Λ1 = exp(−xaθ
1
a)τ(g1)δg1 and similarly for Λ
2. We calculate:
Λ1Λ2 = exp(−xaθ
1
a)τ(g1)δg1 exp(−xbθ
2
b)τ(g2)δg2
= exp(−xaθ
1
a) exp(−xb(Adg1)cbθ
2
c)τ(g1)δg1τ(g2)δg2
= exp(−
1
2
θ
1
a(Adg1)baθ
2
b) exp(−xa(θ
1
a + (Adg1)baθ
2
b))τ(g1g2)δg1g2
= exp(−
1
2
θ1aθ
2
a)(1⊗Mult
∗
G)Λ
For the last equality we used that
Mult∗G θa = θ
1
a + (Adg1)baθ
2
b ,
and for the third equality we used that
exp(κ1axa) exp(κ
2
axa) = exp(−
1
2
κ1aκ
2
a) exp((κ
1
a + κ
2
a)xa)
if κ1a, κ
2
a are elements of a commutative super-algebra.
6. The quantization map Q : WG →WG
In this Section we construct an explicit isomorphism of WG and WG as G-differential
spaces. Notice that by contrast, the exterior algebra ∧g∗ and the Clifford algebra Cl(g)
are not isomorphic as differential spaces (unless g is abelian): As we have seen the
cohomology of (Cl(g), ad(γ)) is trivial in all degrees while the cohomology (∧g, d) for the
Lie algebra differential is not.
6.1. The Duflo map. The Birkhoff-Witt symmetrization map S(g) → U(g) is the
unique G-module isomorphism sending (µava)
k to (µaua)
k, for all k ≥ 0 and all µ ∈ g.
Under the identification of U(g) with distributions on G supported at the identity, and
S(g) with distributions on g supported at 0, this isomorphism is induced by push-forward
under the exponential map: exp∗ : E
′(g)→ E ′(G).
Duflo [7] introduced a different isomorphism S(g) ∼= U(g) given by composition of
exp∗ with multiplication by the square root of the Jacobian of the exponential map,
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J
1
2 : g→ R. (Recall that the Jacobian J has a globally defined smooth square root J
1
2
with J
1
2 (0) = 1.) The Duflo map
Duf := exp∗ ◦J
1
2
has the important property that it induces an algebra isomorphism S(g)G → U(g)G. We
will also refer to the map Duf := exp∗ ◦J
1
2 : E ′(g)→ E ′(G) as the Duflo map; it restricts
to a ring homomorphism for the convolution algebras, E ′(g)G → E ′(G)G.
Combining the Duflo map with the inverse of the symbol map, and using the inner
product to identify g ∼= g∗, we obtain a map between Weil algebras
(Duf×σ−1) : ŴG → ŴG.
In the following Section 6.2 we show that one can do much better: There exists a map
Q : ŴG → ŴG which we call the quantization map such that Q is a homomorphism of
G-differential spaces.
6.2. Quantization of Weil algebra. The definition of the quantization mapQ : ŴG →
ŴG involves a certain skew-symmetric tensor field Tab, given as follows. Let g# ⊂ g
be the open subset on which the exponential map is a local diffeomorphism, that is
g# = g\J−1(0). Let eLa be the left-invariant vector field on G which equals ea at the
group unit, and eRa the corresponding right-invariant vector field. It turns out (see
Appendix A) that at any point µ ∈ g#, the pull-back of the half-sum
eLa+e
R
a
2
under the
exponential map differs from the constant vector field ∂
∂µa
only by a vector tangent to
the G-orbit through µ. It follows that there is a unique tensor field T : g# → g⊗ g such
that T (µ) takes values in g⊥µ ⊗ g
⊥
µ and
exp∗
(eLa + eRa
2
)
−
∂
∂µa
= Tab(eb)g.(16)
We verify in Appendix A that T is explicitly given as
T ∈ C∞(g#, g⊗ g), Tab(µ) := f(adµ)ab.
where f(s) is the function
f(s) =
1
s
−
1
2
cotanh
(s
2
)
.
In particular Tab = −Tba. The product J
1
2 exp
(
− 1
2
Tabιaιb
)
is a smooth function on g
with values in operators on ŴG, since the zeroes of J
1
2 compensate the singularities of
T . The main result of this paper is presented in the following Theorem.
Theorem 6.1. The quantization map
Q := (Duf×σ−1) ◦ exp
(
−
1
2
Tabιaιb
)
: ŴG → ŴG
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is a homomorphism of G-differential spaces. That is, Q satisfies
Q ◦ La = La ◦ Q, Q ◦ ιa = ιa ◦ Q, Q ◦ d = d ◦ Q.
Proof. The properties Q◦La = La ◦Q and Q◦ ιa = ιa ◦Q is obvious. Let us show that Q
is a chain map. For clarity we denote the differential on ŴG by d
W and the differential
on ŴG by d
W .
We want to compare the expression for dW obtained in Proposition 3.7 to
Ad
(
J
1
2 exp(−
1
2
Tabιaιb)
)
dW .(17)
Using the invariance property [Lj ⊗ 1, Tab] + fjarTrb + fjbsTas = 0 we compute:
ad(−
1
2
Tabιaιb)d
W
= −
1
2
∂Trs
∂µa
ιrιsιa +
1
4
Trsfabc[ιrιs, ybyc]ιa − Trsιr[ιs, yj]Lj ⊗ 1−
1
2
[Trs, Lj ⊗ 1] yjιrιs
= −
1
2
∂Trs
∂µa
ιrιsιa − fajkTrjykιrιa −
1
2
Tbcfabcιa + fjrkTks yjιrιs − Trjιr(Lj ⊗ 1)
= −
1
2
Tbcfabcιa −
1
2
∂Trs
∂µa
ιrιsιa − Trjιr(Lj ⊗ 1),
1
2!
ad2(−
1
2
Tabιaιb)d
W
=
1
4
Trjιrιuιv[Tuv, Lj ⊗ 1]
= −
1
2
TrjTkvfjukιrιuιv.
It follows that Ad(exp(−1
2
Tabιaιb))d
W is given by the formula
dW − Tab(Lb ⊗ 1)ιa −
1
2
(∂Tab
∂µc
+ TarfrbsTsc
)
ιaιbιc −
1
2
fabcTbcιa.
In Appendix A we show that the tensor field Tab is a solution of the classical dynamical
Yang-Baxter equation
Cyclabc
(∂Tab
∂µc
+ TarfrbsTsc
)
=
1
4
fabc
where Cyclabc means the sum over cyclic permutations of the indices a, b, c. Therefore,
Ad
(
e−
1
2
Tabιaιb
)
(dW ) = dW − Tab(Lb ⊗ 1)ιa −
1
24
fabcιaιbιc −
1
2
fabcTbcιa.
Conjugating further by J
1
2 adds 1
2
∂ ln J
∂µa
to this expression. As shown in Appendix A, the
derivatives of J can be expressed in terms of the tensor field Tab as follows:
fabcTbc −
∂ ln J
∂µa
= 0.
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Hence,
Ad
(
J
1
2 e−
1
2
Tabιaιb
)
dW
= dW − Tab(Lb ⊗ 1)ιa −
1
24
fabcιaιbιc
= ya(La ⊗ 1) +
(
va − Tab(Lb ⊗ 1)−
1
2
fabcybyc
)
ιa −
1
24
fabcιaιbιc.
The definition of T implies that
uLa + u
R
a
2
◦ exp∗ = exp∗ ◦(va − Tab(Lb ⊗ 1))
Together with Proposition 3.7 this shows that
exp∗ ◦Ad
(
J
1
2 e−
1
2
Tabιaιb
)
dW = dW ◦ exp∗,
which means that Q is a chain map. An alternative proof of this fact will be given in
Section 7.
Remark 6.2. Notice that the quantization map restricts to the Duflo map Duf : E ′(g)→
E ′(G) on the subalgebra E ′(g)⊗1 ⊆ ŴG, and to the inverse of the symbol map σ on 1⊗∧g.
Furthermore, Q restricts to an isomorphism of G-differential spaces Q : WG →WG.
As a direct consequence to Theorem 6.1, we have:
Corollary 6.3. For any G-differential algebra B, the quantization map Q induces a
linear isomorphism HG(B) ∼= HG(B) and a linear map ĤG(B)→ ĤG(B).
6.3. Quantization map in Cartan model. Suppose that B is a G-differential algebra.
The following proposition describes the chain map
(ŴG ⊗B)basic → (ŴG ⊗ B)basic.
induced by Q in terms of the Cartan model:
Proposition 6.4. The chain map between the Cartan models
(E ′(g)⊗ B)G → (E ′(G)⊗ B)G
induced by Q is given by
Duf ◦ exp
(
−
1
2
Tab(1⊗ ιaιb)
)
.
Proof. We have to show that on the subspace of basic elements (ŴG ⊗B)basic,
(Phor ⊗ 1) ◦ Q = Duf ◦ exp
(
−
1
2
Tab(1⊗ ιaιb)
)
◦ (Phor ⊗ 1)
Since basic elements are in particular horizontal, the operator exp
(
− 1
2
Tab(ιaιb ⊗ 1)
)
appearing in the definition of Q can be replaced with exp
(
− 1
2
Tab(1⊗ ιaιb)
)
, which then
commutes with Phor ⊗ 1.
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7. The transpose of the quantization map
Let ̟ ∈ Ω2(g) be the image of the closed form exp∗ η ∈ Ω3(g) under the de Rham
homotopy operator Ω⋆(g)→ Ω⋆−1(g). Explicitly,
̟µ = −
1
2
g(adµ)abdµadµb
where g(s) is the function
g(s) =
sinh(s)− s
s2
.
Theorem 7.1. Under the pairings of ŴG with Ω(g) and of ŴG with Ω(G), the compo-
sition τ−1 ◦ Q ◦ τ0 is dual to the map
e̟ ◦ exp∗ : Ω(G)→ Ω(g)
Since this map is a chain map for the differentials d on Ω(g∗) and d + η on Ω(G),
this gives an alternative proof of the fact that Q is a chain map. To prove this result
note that τ−1Q(Λ0) ∈ ŴG ⊗ Ω(g∗) is the integral kernel of the quantization map, while
τ−1 exp∗ Λ is the kernel of the map exp∗ : ŴG → ŴG. Hence, the theorem will follow
once we show that Q(Λ0) = e̟ exp∗ Λ.
We begin by computing the quantization of the form τ0(µ)δµ. This will require the
following Lemma.
Lemma 7.2. Let V be an oriented Euclidean vector space of even dimension dimV =
2n, and suppose S ∈ so(V ) is invertible. Let e1 . . . e2n be an oriented orthonormal basis
of V . Then
1
Pf(S)
exp(
1
2
(S−1)abιaιb) exp(
1
2
Sabea ∧ eb) = e1 ∧ . . . ∧ e2n
where Pf(S) is the Pfaffian of S.
Proof. Block-diagonalizing S one reduces the Lemma to the case dimV = 2 and S11 =
S22 = 0, S12 = −S21 = s. In this case the equation becomes
1
s
exp(
1
s
ι1ι2) exp(se1 ∧ e2) = e1 ∧ e2
which follows immediately by writing exp(se1 ∧ e2) = 1 + se1 ∧ e2 and exp(
1
s
ι1ι2) =
1 + 1
s
ι1ι2.
Proposition 7.3. For all µ ∈ g,
Q τ0(µ)δµ = τ(exp µ)δexpµ.
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Proof. Recall that the set of regular elements Greg is the set of all elements whose sta-
bilizer is a maximal torus. Since both sides depend continuously on µ we may assume
µ ∈ exp−1(Greg).
Choose any orientation of g⊥µ . We will apply the Lemma with V = g
⊥
µ . Let Pfg⊥µ
denote the Pfaffian of an operator on the orthogonal complement of gµ = ker(adµ)
(using the metric induced from g and any choice of orientation). The operator adµ has
kernel ker(adµ) = gµ and is invertible on gµ
⊥. The square root of the Jacobian of the
exponential map is a quotient of two Pfaffians (see e.g. [11], p. 105):
J
1
2 (µ) =
det
1
2
gµ
⊥(2 sinh(
adµ
2
)
det
1
2
gµ
⊥(adµ)
.
Consider the skew-symmetric tensor fields r0 ∈ C∞(greg, g ∧ g) and r ∈ C∞(Greg, g ∧ g)
on the set of regular elements greg resp. Greg introduced in the Appendix.
We can re-write the quantization map as
Q = (exp∗×σ
−1) det
1
2 (cosh(
adµ
2
))T −1 T0
where
T0 =
1
det
1
2
gµ
⊥(
adµ
2
)
exp(−
1
2
(r0)abιaιb)
and
T =
1
det
1
2
gµ
⊥(tanh(
adµ
2
))
exp(−
1
2
rabιaιb).
As a special case of [3], Proposition 3.13, the symbol of τ is given by
σ(τ(g)) = det
1
2 (cosh(
adµ
2
)) exp
(
−
(Adg−1
Adg +1
)
ab
yayb
)
(18)
where g = exp(µ). Together with Lemma 7.2 this shows det
1
2 (cosh(adµ
2
))T0τ0 = T σ(τ).
Proposition 7.4. The image of Λ0 under the quantization map is given by
(Q⊗ 1)Λ0 = exp(̟) (1⊗ exp
∗)Λ.
Proof. By continuity it suffices to verify the equation on the open dense subset greg of
regular elements of g. We define 1-forms κa ∈ Ω1(greg) by
κa := (r0)abdµb.
At any point µ ∈ greg we have a decomposition of the tangent space into the spherical
part, i.e. the tangent space to the orbit (Tµg)
sp = im(adµ), and its orthogonal comple-
ment, the radial part (Tµg)
rad = ker(adµ) (spanned by the Cartan subalgebra containing
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µ). Correspondingly every vector field on greg, and dually every 1-form, decomposes into
radial and spherical part. The spherical part is spanned by the forms κa. We have
(dµa)
sp = (adµ)abκb, (exp
∗ θa)
sp = (1− e− adµ)abκb
while
(dµa)
rad = (exp∗ θa)
rad.
Then the definition of ̟ can be re-written ̟ = ̟2 −̟1 where
̟2 = −
1
2
(sinh(adµ))abκaκb,
̟1 = −
1
2
(adµ)abκaκb.
The form ̟1 ∈ Ω
2(greg) combines nicely with Λ0:
exp(̟1)Λ0 = exp(̟1 − yadµa −
1
2
fabcµaybyc) δµ
= exp(−ya(dµa)
rad) exp(−
1
2
fabcµa (yb + κb)(yc + κc))δµ
= exp(−ya(dµa)
rad) exp(κaιa)τ0(µ)δµ.(19)
We will see that there exists a similar expression for exp(̟2) exp
∗ Λ. We will need the
following
Lemma 7.5. Let V be an oriented Euclidean vector space, and S ∈ so(V ). Let xa ∈
Cl(V ) be the generators corresponding to some choice of oriented, orthonormal basis of
V , and let κa be odd elements in some commutative super-algebra A. Then the following
identity in Cl(V )⊗A holds:
exp(−ιaκa) exp
(1
2
Sabxaxb
)
= exp(̟2) exp(−xrγr) exp
(1
2
Sabxaxb
)
(20)
where γr = (1− eS)rsκs and ̟2 =
1
2
(sinh(S))abκaκb.
Proof. Block-diagonalizing S we can assume dimV = 2 and that S12 = −S21 = s and
S11 = S22 = 0. Then
exp(
1
2
Sabxaxb) = exp(sx1x2) = cos(
s
2
) + 2 sin(
s
2
)x1x2.
Furthermore, ̟2 = sin(s)κ1κ2 and
γ1 = 2 sin(s/2)(sin(s/2)κ1 − cos(s/2)κ2),
γ2 = 2 sin(s/2)(sin(s/2)κ2 + cos(s/2)κ1).
Equation (20) becomes
(1 + κ1ι1 + κ2ι2 − κ1κ2ι1ι2)(cos(s/2) + 2 sin(s/2)x1x2)
= (1 + sin(s)κ1κ2)(1− x1γ1 − x2γ2 − x1x2γ1γ2)(cos(s/2) + 2 sin(s/2)x1x2)
which is verified by an elementary calculation.
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Using the Lemma, we can write
exp(̟2) exp
∗ Λ = exp(−xa exp
∗ θ
rad
a ) exp(κaιa)τ(exp µ)δexpµ.(21)
Since the quantization map is equivariant, and since it intertwines the contractions on
ŴG and ŴG, Equations (19), (21) show that
Q(e̟1Λ0) = e
̟2 exp∗ Λ.
8. Ring structure
In the Section 6 we established that the quantization map induces maps in coho-
mology Q : ĤG(B) → ĤG(B) and Q : HG(B) → HG(B). Are these maps algebra
homomorphisms?
To answer this question let us introduce two homomorphisms of G-differential algebras.
φ1, φ2 : ŴG ⊗ ŴG → ŴG by
φ1 = MultW ◦(Q⊗Q),
φ2 = Q ◦MultW .
Theorem 8.1. The maps φ1, φ2 : ŴG ⊗ ŴG → ŴG are G-chain homotopic (cf. Def-
inition 2.8). They restrict to G-chain homotopic maps WG ⊗ WG → WG. It follows
that for any G-differential algebra B, the quantization map induces a ring isomorphism
HG(B)→HG(B) and a ring homomorphism ĤG(B)→ ĤG(B).
Taking B to be the trivial G-differential algebra B = R we recover the fact that the
Duflo map induces a ring homomorphism E ′(g)G → E ′(G)G and a ring isomorphism
(Sg)G ∼= U(g)G.
Proof. For j = 1, 2 let Kj ∈ ŴG ⊗ Ω(g× g) be defined as
Kj = φj(Λ0 ⊗ Λ0).
then τ−1Kj are integral kernels for the maps φj. From the fact that these are chain maps
intertwining contractions, one obtains
dKj = 0, ιaKj = −Add
∗
g
(dµa)Kj .
Since MultW (Λ0 ⊗ Λ0) is just (1 ⊗ Add
∗
g
)Λ0 (pull-back under the addition map Addg :
g× g→ g),
K2 = Add
∗
g
Q(Λ0) = Add
∗
g
(e̟ exp∗ Λ).
Notice that e̟ exp∗ Λ is an invertible element of the algebra ŴG ⊗ Ω(g), and the same
is true for its pull-back under Addg. Hence K
−1
2 is defined, and the product
N = K−12 K1 ∈ ŴG ⊗ Ω(g× g)
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is G-basic. Since φj(1⊗ 1) = 1 for both j = 1, 2, the pull-back of both Kj, hence also of
N to the origin in g×g is the identity element 1 ∈ ŴG. Since g×g retracts equivariantly
to the origin, it follows that there exists an odd element Γ ∈ (ŴG ⊗ Ω(g× g))basic with
N = 1 + dΓ. Multiplying this identity by K2 we find
K2 = K1 + d(K2Γ).
The element K2Γ has the property
ιa(K2Γ) = −dµa (K2Γ).
Consequently, τ−1(K2Γ) is the kernel for an odd linear map
h : ŴG ⊗ ŴG → ŴG
that provides a G-chain homotopy between φ1 and φ2. We notice that h restricts to a
G-chain homotopy WG ⊗WG →WG between the restrictions of φ1 and φ2.
Remark 8.2. The first part of Theorem 8.1 shows more generally that if B is a G ×G-
differential space, the natural diagram
ĤG×G(B)

// ĤG(B)

ĤG×G(B) // ĤG(B)
where the vertical arrows are quantization maps and the horizontal arrows are induced
by multiplication in the Weil algebras, commutes.
The simplest non-trivial example illustrating the ring isomorphism HG(B) ∼= HG(B)
is the rotation action of G = SU(2) on the 2-sphere S2 ⊂ R3. As is well-known, the
equivariant cohomology HG(Ω(S
2)) as an algebra over R is a polynomial ring in one
generator [ω] of degree 2. We can normalize [ω] by the condition [ω]2 = [λ] where
λ = vava ∈ S(g) is the generator of the ring of invariant polynomials. Let us verify
explicitly that Q([ω]2) = Q([ω])2.
To describe a representative for [ω] let us choose the basis of g according to the
standard identification su(2) ∼= R3, so that the structure constants are given by the
totally anti-symmetric tensor fabc = εabc. Also, let us view S
2 as the unit sphere in R3,
with coordinates na. In the Cartan model, a representative for [ω] is given by
ω =
1
2
fabcn
adnbdnc + nava.
The representatives satisfy
ω2 = λ+ dG(fabcv
anbdnc).
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The image of λ under the quantization map, which on (Sg)G restricts to the Duflo map
Duf, is the quadratic Casimir,
Q(λ) = uaua +
1
4
∈ U(g)G.
Applying the quantization map to ω, one obtains
Q(ω) =
1
2
fabcn
adnbdnc + naua.
Using
1
8
∑
α,β
(ιαιβQ(ω))
2 =
1
4
nana =
1
4
,
we find that the square of Q(ω) with respect to the ring structure ⊙ is
Q(ω)⊙Q(ω) = Q(ω)2 +
1
2
∑
α
(ιαQ(ω))
2 +
1
8
∑
α,β
(ιαιβQ(ω))
2
= uaua + dG(fabcu
anbdnc) +
1
4
= Q(λ) + dG(fabcu
anbdnc) = Q(ω2).
Appendix A. Properties of the tensor Tab
In this Section we prove the properties of the tensor field T which were used in this
paper. Let us first verify that the definition T (µ) = f(adµ), where
f(s) =
1
s
−
1
2
cotanh
(s
2
)
,
coincides with the definition given in the text.
Lemma A.1. The half-sum of the left- and the right-invariant vector fields satisfies
exp∗
eLa + e
R
a
2
=
∂
∂µa
+ Tab(eb)g.(22)
Proof. Consider the function g(s) = 1−e
−s
s
. The right-invariant Maurer-Cartan form θ
has the property exp∗ θa = (g(adµ))abdµb. Hence the right-invariant vector field satisfies
exp∗(eRa ) = (g(adµ))ba
∂
∂µb
= (gˇ−1(adµ))ab
∂
∂µb
.
where gˇ(s) = g(−s). Similarly
exp∗(eLa ) = (g
−1(adµ))ab
∂
∂µb
.
From this the Lemma follows since 1 + sf = (g−1 + gˇ−1)/2.
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Lemma A.2. The derivative of the Jacobian of the exponential map is given by the
formula
∂ ln J
∂µa
= fabcTbc.
Proof. It is well-known (see e.g. [11], p.105) that J(µ) = det(g(adµ)) with g as in the
proof of the previous Lemma. Therefore
∂ ln J
∂µa
=
∂
∂µa
ln(det(g(adµ)))
=
∂
∂µa
tr(ln(g(adµ)))
= tr
(
(ln g)′(adµ)
∂
∂µa
(adµ)
)
= fabc
(
(ln g)′(adµ)
)
bc
Since the anti-symmetric part of (ln g)′(s) = (es−1)−1−s−1 is equal to f the final result
is fabcTbc.
The most interesting and most complicated property of T is the following result:
Lemma A.3 (Etingof-Varchenko [8]). The tensor T is a solution of the classical dy-
namical Yang-Baxter equation with coupling constant 1/4:
Cyclabc(
∂Tbc
∂µa
+ TarfrbsTsc) =
1
4
fabc,(23)
where Cyclabc denotes the sum over cyclic permutations of a, b, c.
This solution of the classical dynamical Yang-Baxter equation was obtained by Etingof-
Varchenko as part of their general classification scheme, see [8], Theorems 3.1 and 3.14.
The remainder of this section is devoted to a direct proof of (23), based on the orthogo-
nal decompositions of vector X fields on g∗reg resp. Greg into spherical and radial parts,
X = Xsp + Xrad. Here the spherical part Xsp is by definition tangent to orbits and
the radial part Xrad orthogonal to orbits. Both radial and spherical vector fields are
Lie-subalgebras of the Lie algebra of vector fields. It is convenient to introduce certain
canonical skew-symmetric tensor fields r0 ∈ C∞(g∗reg, g ∧ g) and r ∈ C
∞(Greg, g ∧ g) on
the set of regular elements g∗reg resp. Greg. Recall that g
∗
reg is the set of all µ ∈ g
∗
reg such
that the stabilizer Gµ under the coadjoint action has minimal dimension (so that it is a
maximal torus of G). For all µ ∈ g∗ the operator adµ (where we use the invariant inner
product to identify g∗ ∼= g) is invertible on the subspace g⊥µ . Let ad
−1
µ : g → g be its
extension to an operator on g, defined to be 0 on gµ. We set
r0(µ)ab = ad
−1
µ (ea) · eb.(24)
We remark that the definition of r0 is in fact independent of the inner product on
g. Viewing r0 as a 2-form on g
∗
reg, it restricts to the Kirillov-Kostant-Souriau form
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on coadjoint orbits. The subset Greg consist of all g ∈ G such that the stabilizer Gg
is a maximal torus. Writing g = exp µ the exponential map gives an isomorphism
g⊥g = Tg(G · g)
∼= Tµ(G · µ) ∼= g⊥µ ⊂ g. The skew-symmetric operator tanh(
adµ
2
) is
invertible on g⊥µ = g
⊥
g . Let
(
tanh(adµ
2
)
)−1
be the extension of this inverse by 0 to an
operator on all of g, and put
r(g)ab =
1
2
(
tanh(
adµ
2
)
)−1
ea · eb.(25)
Then
Tab = (r0)ab − exp
∗ rab(26)
over exp−1(Greg) ⊂ greg. Next, we examine the properties of the tensor fields r0 and r.
Lemma A.4. The tensor field r0 ∈ C∞(greg,∧2g) satisfies the equation
Cyclabc
(( ∂
∂µa
)rad
(r0)bc + (r0)akfkbl(r0)lc
)
= 0.
Proof. We begin begin by observing that at any point µ ∈ greg, the tensor Cyclabc(. . . )
on the left hand side of this equation takes values in ∧3g⊥µ . This follows because r0(µ)
takes values in ∧2g⊥µ , and the same is true for radial derivatives
(
∂
∂µa
)rad
(r0)(µ).
We calculate the spherical part of [ ∂
∂µa
, ∂
∂µb
] in two ways. First, since partial derivatives
commute we have ([ ∂
∂µa
, ∂
∂µb
])sp = 0. On the other hand, decomposing into radial and
spherical parts we have(
[
∂
∂µa
,
∂
∂µb
]
)sp
= [(
∂
∂µa
)sp, (
∂
∂µb
)sp] + [(
∂
∂µa
)rad, (
∂
∂µb
)sp] + [(
∂
∂µa
)sp, (
∂
∂µb
)rad].
By definition of r0, the spherical part of
∂
∂µa
is (r0)ab(eb)g. Since r0 is equivariant,
(ea)g(r0)bc + fabk(r0)kc + facl(r0)bl = 0.
Hence the first term becomes
[(
∂
∂µa
)sp, (
∂
∂µb
)sp] = [(r0)ar(er)g, (r0)bs(es)g]
= Cyclabc
(
(r0)arfrbs(r0)sc
)
(ec)g.
The second term and third term add up to
[(
∂
∂µa
)rad, (
∂
∂µb
)sp] + [(
∂
∂µa
)sp, (
∂
∂µb
)rad] =
(
(
∂
∂µa
)rad(r0)bc + (
∂
∂µb
)rad(r0)ca
)
(ec)g.
Since
(
( ∂
∂µc
)rad(r0)ab
)
(ec)g = 0 by orthogonality of radial and spherical vector fields, this
can also be written
Cyclabc
(
(
∂
∂µa
)rad(r0)bc
)
(ec)g.
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We have thus shown
Cyclabc
(( ∂
∂µa
)rad
(r0)bc + (r0)akfkbl(r0)lc
)
(ec)g = 0.
which proves the Lemma since the vector fields (ec)g span g
⊥
µ for all µ ∈ greg.
Lemma A.5. The tensor field r ∈ C∞(Greg,∧2g) satisfies the equation
Cyclabc
((eLa + eRa
2
)rad
rbc + rakfkblrlc
)
=
1
4
fabc.
Proof. Since Tab = (r0)ab− exp∗ rab, Equation (22) shows that the spherical part of
eLa+e
R
a
2
is given by (eLa + eRa
2
)sp
= rab(eb)G.
Using this Equation the proof of Lemma A.5 becomes parallel to that of Lemma A.4 –
the only difference being that
[
eLa + e
R
a
2
,
eLb + e
R
b
2
] =
1
4
fabc(ec)G.
which accounts for the term 1
4
fabc on the right hand side.
Proof of Equation (23). As a consequence of Equation (22), the pull-back to Φ−1(Greg)
of the radial part of e
L
a+e
R
a
2
is equal to the radial part of ∂
∂µa
. Hence, combining Lemmas
A.4 and A.5 we find that
Cyclabc
(( ∂
∂µa
)rad
Tbc + (r0)akfkbl(r0)lc − exp
∗ rakfkbl exp
∗ rlc
)
=
1
4
fabc(27)
The equivariance property of T shows that( ∂
∂µa
)sp
Tbc = (r0)ar(er)gTbc
= −(r0)ar(frbsTsc + frcsTbs)
= −2(r0)arfrbs(r0)sc + (r0)arfrbs exp
∗ rsc + exp
∗ rbrfrcs(r0)sa.
Taking the sum over cyclic permutations of a, b, c, adding to (27), and using Tab =
(r0)ab − exp
∗ rab we obtain the identity (23).
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