Abstract-An efficient version of the affine projection (AP) algorithm, which is called FXAP-AC throughout the paper, is presented. This algorithm uses the filtered-x structure instead of the modified structure which is required for the implementation of the AP algorithm when the desired signal is not available, for instance in Active Noise Control (ANC) applications. The conventional AP algorithm for ANC, which is based on the modified structure (MFXAP), provides good performance. However the filtered-x structure is advisable for practical cases since it achieves a meaningful computational saving avoiding the additional filtering needed by the modified structure without significantly affect the performance in practice. This fact is specially important in multichannel applications where the computational resources are limited. Furthermore, different low-cost strategies already proposed in the conventional AP algorithm such as the fast error vector calculation or the efficient computation of coefficient update can be applied to the FXAP. Throughout this paper, the efficient computation of coefficient update is developed for the FXAP (resulting in the FXAP-AC). This strategy can be meaningfully combined with others previously reported to achieve very fast and robust FXAP algorithms. Experimental results validate the use of the proposed algorithm for practical applications.
I. INTRODUCTION
The family of affine projection algorithms (AP) [1] has been developed to improve the convergence properties of Least Mean Squares(LMS) type adaptive filters but avoiding the high computational complexity of recursive least squares (RLS) algorithms [2] .
Convergence properties of the AP algorithm depend on what is called the projection order (N). Its convergence speed increases with N but also its computational complexity. Several computationally efficient strategies have been developed for practical AP algorithms [3] to achieve low computational cost algorithms whereas their good convergence properties remain, thus providing fast AP algorithms (FAP). Different efficient AP filtering methods have been proposed and implemented for different applications, mainly acoustic echo cancellation [4] , [5] This paper is based on "Fast filtered-x projection algorithm with efficient computation of coefficient update," by A. Gonzalez and sound reproduction and control [6] , [7] . Most of these strategies already proposed are based on either efficient calculation of the error vector [3] , [8] , or low-cost matrix inversions [9] - [12] , or fast computation of the coefficient update [5] or meaningful combinations between them.
The fast computation of the coefficient update (also known as auxiliary coefficient strategy) was first introduced by Gay in 1994 [5] for echo cancellation. This strategy involves computing, instead of the adaptive filter coefficients, some auxiliary coefficients which require less operations to be updated. Thus, the desired signal needed for the echo signal cancellation is achieved by means of the auxiliary coefficients and their relationship with the coefficients of the adaptive filter. In the single channel case, this strategy represents a saving of 3Ṅ multiplications per iteration being N the projection order, achieving a meaningful computational saving when the projection order increases. In this paper, we will use this strategy together with the filtered-X adaptive filtering scheme, specially suitable for applications like Active Noise Control (ANC). Generally speaking, the application of the AP algorithm to ANC requires to take into account firstly to things: the secondary path between the adaptive filter output and the error sensor whose negative effects on the algorithm performance should be compensated using the suitable adaptive filtering scheme, and the unavailability of the desired signal. Both things together lead us to use the modified structure of the filtered-X adaptive filtering scheme which is more computationally demanding that the basic filtered-X scheme. Most of the reported AP algorithms consider the modified filtered-x structure [6] , we will name this algorithm as Modified Filtered-x AP (MFXAP) algorithm throughout this paper. On the other hand, a fast AP algorithm based on filtered-x structure was firstly reported by the authors in [8] and named Filtered-x AP (FXAP). In this paper, a fast version of the FXAP algorithm with efficient computation of coefficient update (FXAP-AC) is developed and applied to a practical ANC system.
In the next Section, we describe the conventional AP algorithm. The FXAP is presented in Section III. Section IV is devoted to apply the auxiliary coefficient strategy to the FXAP, resulting in the fast FXAP (FXAP-AC). A comparative practical study of the FXAP-AC, the FXAP, the filtered-x LMS (FXLMS) [13] and the MFXAP in terms of computational cost and convergence speed for a practical multichannel ANC system, is presented in Section V. Finally a real time implementation of ANC system controlled by the FXAP-AC algorithm is briefly described in Section VI.
II. ADAPTIVE AFFINE PROJECTION ALGORITHM
The AP algorithm can be derived solving an optimization problem where the solution is constrained to the minimum perturbation principle [2] , which implies a minimum variation of the weight vector whereas the instantaneous filter coefficients are constrained so that the desired signal d[n] is exactly generated by filtering the reference signal x[n], as it is illustrated by Figure 1 . In mathematical terms, the update of the filter coefficients minimizes equation (1) 
T ).
The solution of the constrained optimization criterion leads to the following expression of the adaptive filter coefficients,
Matrix A[n] of dimensions N ×L is defined as follows: (7), is calculated by:
where d N [n] is the N ×1 vector composed by the desired signal samples,
In practical applications, a regularization parameter δ is considered in the matrix inversion to mitigate computational problems. A convergence parameter µ is used to modify the convergence properties.
III. ADAPTIVE AFFINE PROJECTION ALGORITHM FOR ANC Affine projection algorithm was originally proposed for echo cancellation [3] , [4] , where the desired signal vector d N [n] is usually available. However, this is not the case for ANC systems where we can only pick up the error signal. Thus, the modified structure has been usually applied in ANC systems [6] , [7] because it allows to recover the desired signal needed in the AP algorithm, equation (5) . Nevertheless, the modified structure is more computationally demanding than the adaptive filtering scheme commonly applied in ANC systems, the filteredx structure, since additional filtering is required [14] . On the other hand, the filtered-x scheme offers a good tradeoff between convergence properties and computational cost. The application of the filtered-x scheme to the AP algorithm provides the Filtered-x Affine Projection (FXAP) algorithm, that can outperform some efficient AP algorithmic variants based on the modified structure in terms of computational complexity whereas it shows useful convergence properties.
With regard the AP algorithm equations reported in the previous section, some consideration should be taken into account for the FXAP description. The following additional notation is required to describe the FXAP (for simplicity a single channel ANC system is considered: one input signal, one actuator and one error sensor):
• M: length of the h FIR filter modelling the secondary path (acoustic plant between the actuator and the error sensor).
• y [n] : value at time n of the signal at the actuator.
• e[n]: value at time n of the error sensor signal.
• h m : value of the mth coefficient in the FIR filter modelling the plant between y[n] and e [n] .
value at time n of the reference signal filtered by h.
T .
•
It should be noted, that the error vector e N [n] is not exactly the same described by equation (5) . As it was previously commented, we can not access the the desired signal d N [n] to calculate the required error vector in ANC systems based on filtered-x structure, therefore the FXAP uses past samples of the error signal to build e N [n]. This approximation is accurate enough under the assumption of slow convergence and accurate estimation of the secondary path [8] .
According to the preceding notation, the FXAP algorithm can be described as follows, where it is assumed that the signals e[n] and x[n] are available:
• The normalized error vector is computed as:
. Flops: LN+L • The filtered reference signal is obtained as:
. Flops: M • And finally the cancelling signal is obtained as:
. Flops L The total number of multiplications per iteration required in the FXAP reaches
Among these multiplications, a number of N L + 2L can be saved by using the auxiliary coefficient strategy. Under another point of view, other efficient strategies already proposed to compute the normalized error vector allow to reduce the number of multiplications even more. As an example, the efficient strategy reported in [10] for matrix inversion requires a computational cost of only
2 ) + M . Therefore the use of some low cost strategy of matrix inversion is required to avoid the O(
2 ) computational cost terms in order to achieve fast algorithms.
Finally, it should also be noted that the temporal index of the reference signals is delayed in the coefficient update equation as well as in the normalized error vector equation. This fact improves significantly the algorithm performance when using a practical sample by sample processing approach, because this way the coefficient update equation depends on two signals highly correlated: the signal derived from the reference signal, V[n − 1], at sampling instant n − 1 and the normalized error vector, belonging to the same instant.
IV. FILTERED-X AP ALGORITHM WITH AUXILIARY COEFFICIENTS

A. Auxiliary coefficient strategy
Efficient computation of the coefficient update equation involves computing, instead of the coefficients of the adaptive filter, some auxiliary coefficients which require less operations to be updated [5] . When using the auxiliary coefficients, we multiply a L×1 vector by an scalar instead of a L×N matrix by N×1 vector (this fact reduces the number of multiplications from LN to L). In spite of the fact that the required coefficients to generate the cancelling signal are not available, a simple relationship between auxiliary coefficients and real adaptive filter coefficients, which is shown in equation (8), allows to obtain them,
where The update equation would then be:
where e N −1 [n − 1] denotes the last element of the auxiliary error vector e N [n].
Finally, the cancelling signal for the active control is given by means of the auxiliary coefficients and their relations with the coefficients of the adaptive filter, as follows
where e N [n] in (10) refers to the first N − 1 elements of the auxiliary error vector e N [n], which is computed by:
From equations (9) and (10) it seems that computational saving gained by using the auxiliary coefficient update is lost by the cost due to the computation of the cancelling signal, equation (10) . However, the vector-
can be recursively computed as follows: 
B. Algorithm description
The Filtered-x Affine Projection algorithm with the auxiliary coefficient strategy embedded (FXAP-AC) can be finally described by means of the following expressions:
• The normalized error vector is calculated as,
2 ) cost can be avoided by efficient matrix inversion [10] ).
• The auxiliary error vector is given by
.
• Then, the auxiliary coefficient update is
Flops: L+1.
• The filtered reference signal is obtained as
Flops: 2(N-1).
• Finally, the cancelling signal is obtained by 
V. SIMULATION RESULTS
A. Multichannel ANC system
The performance of the proposed FXAP-AC algorithm compared to the FXAP algorithm in a practical system was tested on a multichannel ANC system with one primary source (I = 1), two secondary sources (J = 2) and two error sensors (K = 2) (1:2:2 ANC system). The error sensors and loudspeakers are placed as shown in figure 2 . Several simulations have been carried out using a white gaussian noise source and real acoustic paths measured in a real room. A length of M = 250 coefficients has been chosen for the FIR filters modelling the secondary paths. Table I illustrates the number of multiplications per channel and per iteration required by both algorithms for the general case and for the typical case (1:2:2 ANC system) described above. As it was expected, the FXAP-AC shows less computational complexity than the FXAP algorithm. A computational cost comparison for different projection orders and L = 50, and for different length of adaptive filters in a 1:2:2 ANC system is presented in Figure 3 . It must be noted that the computational saving of the FXAP-AC algorithm increases when N and/or L increase. 
B. Computational complexity
C. Convergence curves
The convergence speed must also be studied to validate the new approach for practical applications. Thus different convergence curves [15] have been obtained. Both algorithms, the FXAP and the FXAP-AC, exhibit quite similar results, see Figure 4 . Moreover, the residual error decreases in both algorithms when the projection order increases, as it was expected. On the other hand, it seems convenient to compare algorithm performances using maximum value of the convergence parameter µ. A projection order of N = 5 and the algorithms FXLMS, FXAP, FXAP-AC and the MFXAP, were chosen in the simulations shown in Figure 5 . In addition to the similarity between the FXAP and the FXAP-AC curves, the MFXAP algorithm shows a slightly faster convergence speed but with a higher computational cost than the FXAP [8] . Moreover, the residual error is lower in the filtered-x algorithms (FXLMS, FXAP and FXAP-AC), since their convergence parameters are smaller than those of the MFXAP. 
VI. REAL TIME IMPLEMENTATION
We have used a floating point Digital Signal Processor (DSP) of the C6000 TI family for testing the developed algorithm in a real time system. In particular, the algorithm was programmed over a TMS320C6713 DSK based on a C6713 DSP. This device is able to work at 225 MHz delivering up to 1800 million instructions per second (MIPs) and 1350 MFLOPS. The DSK board includes 16 Mbytes of synchronous dynamic random access memory (SDRAM) and 256 Kbytes of flash memory and it allows parallel computation by means of the C6713 architecture and its eight execution units, which are composed of: six arithmetic-logic units (ALUs) and two multiplier units, a 32-bit address bus to address 4 Gbytes, and two sets of 32-bit general purpose registers.
Although it has a stereo codec, it is not enough for the multichannel ANC system. Therefore we have added an audio board to this DSK (ADK6713), which provides two stereo analog inputs and four stereo analog outputs, interfacing with the two Multi-channel Audio Serial Ports on the DSP. The A/D-D/A converters belongs to the 24 bits sigma-delta technology with programable frequency sample (either 48 kHz or 96 kHz or 192 kHz). The FXAP-AC was programmed in a multichannel version, and checked that it worked successfully in a real system mimetic to the system described in the Section V.A. and used in simulations.
The algorithm is executed within a routine controlled by a software interruption, which is commanded by a double input-output data buffer. When the input buffer is full, the routine runs, thus the working sampling rate depends on the number of elements within the buffer, but the sampling clock rate of the converter is fixed to 48 MHz. The ADK6713 converters have low pass filters with bandwidth fitting the Nyquist sampling frequency. Thus, since the working rate is lower, the system includes external digital anti-aliasing and reconstruction filters programmed on a low cost fixed point DSP (ADSP2181). The electronic scheme of the system is shown in Figure 6 .
The computational load was measured using the utilities provided by Code Composer Studio pack software (from Texas Instrument). For the 1:2:2 system described before and a projection order N = 5. The DSP needs at least 21121 cycles, which means, considering this DSP spends 40 ns per cycle, that the maximum bandwidth of working is given by 591 Hz, which is suitable for ANC applications. However the bandwidth of the undesirable low frequency noise could be higher since N is low, but it does not seem useful in practical ANC systems due to the small wavelength size of higher frequencies what leads to useless very small quite zones. the number of cycles and maximum low frequency noise bandwidth for different projection order in our 1:2:2 ANC system.
VII. CONCLUSIONS
A filtered-x affine projection algorithm that uses an efficient coefficient update strategy have been successfully developed throughout this paper. The developed algorithm shows a meaningful reduction of its computational cost compared with the same algorithm using the modified filtering structure without convergence penalties. The computational load of the AP based algorithms must be decreased in order to be implemented on stand alone DSP systems. A real time multichannel active noise controller has been successfully developed using the referred algorithm. The performance of the filtered-x affine projection algorithm for ANC has been superior to that of the algorithms based on the modified structure since its computational cost is crucial to be implemented in a real DSP system. The presented algorithm shows a computational cost suitable for an affordable multichannel real time control system, which can not be reached by algorithms based on the modified filtering structure since they need double number of filtering operations.
Finally, it must be noted that the cost efficient strategy for coefficient updates allows to increase the projection order or the channel number, thus improving the algorithm performance in practice without the need to change the computational resources.
