The root and Bell’s disk iteration methods are of the same error propagation characteristics in the simultaneous determination of the zeros of a polynomial, Part II: Round-off error analysis by use of interval arithmetic  by Ikhile, M.N.O.
Computers and Mathematics with Applications 61 (2011) 3191–3217
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
The root and Bell’s disk iteration methods are of the same error
propagation characteristics in the simultaneous determination of the
zeros of a polynomial, Part II: Round-off error analysis by use of interval
arithmetic
M.N.O. Ikhile ∗
African Institute for Mathematical Sciences (AIMS), 6 Melrose Road, Muizenberg 7945, Cape Town, South Africa
a r t i c l e i n f o
Article history:
Received 18 April 2010
Received in revised form 27 March 2011
Accepted 28 March 2011
Keywords:
Interval methods
Correction
R-order of convergence
Zeros of a polynomial
Round-off errors
Zero clusters
Root methods
Bell’s methods
Numerical instability
a b s t r a c t
In Part I (Ikhile, 2008) [4], it was established that the root and Bell’s disk/point iteration
methods with or without correction term are of the same asymptotic error propagation
characteristics in the simultaneous determination of the zeros of a polynomial. This
concluding part of the investigation is a study in round-offs, its propagation and its effects
on convergence employing interval arithmeticmeans. The purpose is to consequently draw
attention on the effects of round-off errors introduced from the point arithmetic part, on
the rate of convergence of the generalized root and Bell’s simultaneous interval iteration
algorithms and its enhanced modifications introduced in Part I for the numerical inclusion
of all the zeros of a polynomial simultaneously. The motivation for studying the effects
of round-off error propagation comes from the fact that the readily available computing
devices at the moment are limited in precision, more so that accuracy expected from
some programming or computing environments or from these numerical methods are
or can be machine dependent. In fact, a part of the finding is that round-off propagation
effects beyond a certain controllable order induces overwhelmingly delayed or even a
severely retarded convergence speed which manifest glaringly as poor accuracy of these
interval iterationmethods in the computation of the zeros of a polynomial simultaneously.
However, in this present consideration and even in the presence of overwhelming influence
of round-offs, we give conditions under which convergence is still possible and derive the
error/round-off relations along with the order/R-order of convergence of these methods
with the results extended to similar interval iteration methods for computing the zeros
of a polynomial simultaneously, especially to Bell’s interval methods for refinement of
zeros that form a cluster. Our findings are instructive and quite revealing and supported
by evidence from numerical experiments. The analysis is preferred in circular interval
arithmetic.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction and circular interval analysis
Gargantini [1] was perhaps the first to consider the numerical stability or rather instability of the root interval iteration
methods and thus perhaps the first to draw attention to the critical effects of round-offs which induces overwhelmingly
delayed or even a severely retarded convergence speed of this class of methods. This manifest glaringly as poor accuracy of
the interval root iteration methods. The sense of the stability analysis in that consideration was generating convergent
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interval fixed point solution from the root iteration methods subjected to round-off propagation effects. This is also
presented in the book of lecture notes in [2, p. 96–106] and in turn extended this to the stability of the family of Bell’s
methods [2, p. 199–203] for refining zero clusters for the limited cases of the first two members in this family of methods.
All these are by means of analysis that can be adjudged to be complex, complicated and rigorous no doubt and which
generalization to higher order methods in the family appears unwieldy. This paper will continue this consideration though,
but employing indeed themore recent analytic means or technique one can originally attribute to [3] and fine tuned in [4,5],
to present simpler and generalized results. The approach is insightful and shields more light on the numerical stability or
instability of interval/point methods. The other Refs. [6–14,5,15–26] are to be found helpful in this regard.
Several numerical methods have been proposed for the simultaneous numerical determination of the zeros of a
polynomial. These includes for examples, methods from [9–11,14–21,24]. Most importantly, many authors have in fact
taken the advantage of incorporating corrections in the convergence enhancement of interval iteration methods with very
minimal computational effort of realizing the correction term, the corrections are in this sense said to be efficient. This is
so in the methods of [4,3,15,18,20]. In all, our ambition is to account for the extraneous influence of round-off propagation
that emanates due to the precision limitation of the computing device, on the accuracy of methods especially from the point
arithmetic part of the interval algorithms.
The need to consider the numerical stability in the sense of Gargantini and Petkovic or rather, the effects of round-offs
on the rate of convergence of interval methods becomes imperative on account of the fact that round-off errors and disk
enlargement arising fromdiskmultiplicationmay enlarge the inverse of a disk to the extent of introducing the origin into the
resultant disk and thus render subsequent disk inversions almost impossible, this fear is vividly captured in [2, p. 203] and
therefore recommends rectangular interval arithmetic instead, in anticipation of this circumstance. More so, the accuracy
expected from these methods can often than not be machine dependent, which precision is predominantly limited again
by round-offs. Even so, the coefficients of the polynomial we seek to isolate its zeros, arises may be from experimental
measurements and therefore cannot be certain to be so exact. The analysis that will be presented is in circular interval
arithmetic.
In [1,2] however, this consideration has begun, though with a different approach compared to the one given here. In
this presentation we raise the issue again of round-off propagation effects, but on the rate of convergence of the generalized
root and Bell’s interval/point algorithms and draw further attention to this and give some deeper insights than that provided
in [1,2] in the simultaneous numerical inclusion in circular intervals of the simple zeros {λj}nj=1of the polynomial
Pn(z) = zn +
n−1
j=0
an−1−jzn−1−j =
n∏
j=1
(z − λj); n > 2 (1.1)
with degree n where the variable z and the constants {aj}j=0(1)n can take real or complex values. The jth circular interval
here is as it is usual denoted by Zj = {zj; rj} and has the definition
Zj = {w : |w − zj| ≤ rj; zj ∈⊄, rj ∈ R, rj > 0} = {zj; rj}; |zj| > rj. (1.2)
This is a circular region or disk on the plane with center zj = Mid(Zj) and radius as rj = Rad(Zj), obeying the arithmetic
operations defined in part I [4, Fig. 1.1], and [1,2,10]. The requirement |zj| > rj in the above is only to be sure that the disk
Zj = {zj; rj} excludes the origin to ensure absolutely that it is feasibly invertible. The k-th root of a disk, Z = {z; r}, is given
by [2, p. 22],
Z
1
k =
k−1
m=0

z
1
k ; |z| 1k − (|z| − r) 1k

=
k−1
m=0

|z| 1k ei

θ+2πm
k

; |z| 1k − (|z| − r) 1k

;
k = 2, 3, 4, . . . ; i = √−1, θ = arg(z). (1.3)
The k-th root of a disk is a union of k disks which centers are radially located at a distance |z| 1k about the origin and with
centers differing by the angle 2π/k. However, due to catastrophic cancelation arising sometimes from the insignificant
difference in the radius of (1.3) because of the closeness of |z| and |z| − r it serves a more convenient purpose to re-order
terms as
Z
1
k =
k−1
m=0
z
1
k ; r
k−1∑
j=0
|z| k−j−1k (|z| − r) jk

=
k−1
m=0
|z|
1
k ei

θ+2πm
k

; r
k−1∑
j=0
|z| k−j−1k (|z| − r) jk
 ; |z| > r; k = 2, 3, 4, . . . i =
√−1, θ = arg(z). (1.4)
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The power of a disk is
Zk = {z; r}k = {zk; (|z| + r)k − |z|k}; k = 1, 2, . . . . (1.5)
Because (|z| + r)k − |z|k < kr(|z| + r)k−1, then Zk ⊂ {zk; kr(|z| + r)k−1}. Furthermore, the inequalities in Eq. (1.12) in
part I are brought to bear in the practical implementation of methods in circular arithmetic. The arithmetic operations in
part I [4, Fig. 1.1] on circular intervals are fundamentally engaged in the interval arithmetic implementation of methods, in
particular of the Root and Bell’s interval iteration methods for the purpose of the numerical determination and inclusion
of the zeros of a polynomial simultaneously in circular intervals. Extension to real and rectangular interval arithmetic is
possible, but with difficulties and how this can be done is found in [2, p. 17].
This part II is set out into eleven sections. This section which is the first is a statement of the problem and a short
overview of disk interval arithmetic. Section 2 introduces the root iteration methods, three introduces Bell’s iteration
methods. Section 4 considers the enhancement of these methods. Sections 5–7 sets out to show that interval arithmetic
can be used to analyze how round-offs affects convergence in interval/point iteration methods. Section 8 derives the
R-order of convergence of the methods. The foregoing analysis is extended to the Weierstrass and Borsch–Supan methods
in Section 9. Section 10 draws attention to convergence sensitivity of zero cluster methods to round-offs. The final section
provides evidence of convergence sensitivity to round-offs using a simple numerical example from [13, p. 540] to confirm
the results of our theory.
2. The generalized simultaneous interval root iteration methods
One of the classes of interval methods for the numerical inclusion of the zeros of (1.1) is the root iteration methods. The
family of the simultaneous root iteration methods are developed from the identity
hk(z) =

P/n(z)
Pn(z)
; k = 1
(−)k−1
(k− 1)!
dk−1
dzk−1

P/n(z)
Pn(z)

; k = 2, 3, . . . .
(2.1)
It is straight forward to deduce when k = 1 that
hk(z) =
n−
j=1

1
z − λj
k
. (2.2)
Suppose that the distinct zeros λ1, λ2, . . . , λj−1, λj+1, . . . , λn are known except λj, then it can be written thus that
λj = z−j
1
hk(zj)−
n∑
i=1,j≠i

1
zj−λi
k 1k ; j = 1(1)n, k = 1, 2, 3, . . . . (2.3)
The analysis to be given in circular interval arithmetic finds extension to cases of multiplicity of the zeros of (1.1),
but this is not the interest now. The (2.3) therefore suggest the family of simultaneous fixed point arithmetic iteration
methods
z(s+1)j = z(s)j −
1
hk(z
(s)
j )−
n∑
i=1,j≠i

1
z(s)j −z(s)i
k 1k ; j = 1(1)n, k = 1, 2, 3, . . . (2.4)
for a fixed k. The points {z(0)j }j=1(1)n are the needed starting iterates which approximate the roots {λj}nj=1. The order of
convergence of (2.4) is k + 2, and s = 0, 1, 2, . . . is the iteration index and hk(z(s)j ) is computed from (2.1). The conversion
of (2.4) into an interval iteration process can be achieved by application of the inclusion relation in Eq. (1.4) in part I. If the
disk Z (0)j isolates the approximation z
(0)
j to the root λj, then by this inclusion relation the point iteration in (2.4) becomes
equivalently the simultaneous interval root iteration procedure
Z (s+1)j = z(s)j −
1
hk(z
(s)
j )−
n∑
i=1j≠i

1
z(s)j −Z(s)i
k 1k ; j = 1(1)n,
k = 1, 2, 3, . . . Z (0)i ∩ Z (0)j = φ (empty) , j ≠ i. (2.5)
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This interval iteration procedure includes the zeros of the polynomial in (1.1) in the generated disks employing interval
arithmetic algebra rules in part I [4]. The starting iterates of approximate circular inclusion disks {Z (0)j }nj=1 isolating the
simple zeros{λj}nj=1of (1.1) are needed to commence the iterations in (2.5), where Z (0)j = {z(0)j , r (0)j }; j = 1(1)n. The order
of convergence of (2.5) like (2.4) is k + 2. The implementation of (2.5) requires the k-th root and power of a disk, given in
(1.4) and (1.5) accordingly.
2.1. The Gargantini–Petkovic resolution of the k-th root dilemma in the generalized root iteration methods
The problem of the resolution of the ambiguity of which point root as in the case of (2.4) or which disk root as in that of
(2.5) to choose from the k roots of the denominator in these methods poses a very serious dilemma. The instance of k = 2,
has been resolved in [1] and the general case of k ≥ 2 is settled by Petkovic in [2]. The settlement by in [2] of this dilemma
for the interval arithmetic method (2.5) is presented in what now follows. To do this let
zj = Mid(Zj); rj = Rad(Zj); εj = zj − λj; ε = Max
j=1(1)n
{|εj|}; fji = zj − zi
r = Max
j=1(1)n
{rj}; σ = Min
i≠j=1(1)n
|zi − zj| − rj ; βk,n = 2n; k = 1k(n− 1); k ≥ 2. (2.1.1)
It is to be stressed, in particular that ε and r measures the error in the roots in the disk iterates generated by (2.4) and
(2.5). In general, these methods converges when the maximum error ε in the simple roots is such that ε → 0 and the
maximum radius is as r → 0 simultaneously in the long run on the iteration index s. Consider the problem of the choice of
the appropriate k-th root that will lead to the inclusion of a zero of (1.1) by the iteration process in (2.5). Interestingly, the
wrong choice of this particular disk leads the iterative process astray; care must be taken therefore to locate this disk. Set,
Qk(zj) = hk(zj)− Lk(zj) = {cj;wj};
Lk(zj) =
n−
i=1,j≠i

1
zj − Zi
k
; j = 1(1)n, (2.1.2)
and such that |cj| > wj in order that the origin is excluded to make the inversion [(Qk(zj)) 1k ]−1 feasible. By (1.5), then
Lk(zj) =
n−
i=1j≠i

1
zj − Zi
k
=

n−
i=1j≠i
1
f kji

1− r2i|fji|2
k ; n−
i=1j≠i
(|fji| + ri)k − |fji|k
(|fji|2 − r2i )k
 . (2.1.3)
Invoking (1.4), the k-th root of Qk(zj) is defined to be the union of the k disks Dj,m(cj);m = 0(1)k− 1;
(Qk(zj))
1
k =
k−1
m=0
Dj,m(cj); j = 1(1)n (2.1.4)
where
Di,m(ci) =
|ci|
1
k eI

θi+2πm
k

; wi
k−1∑
j=0
|ci| k−j−1k (|ci| − wi) jk
 ; k = 2, 3, 4, . . .
i = 1, 2, . . . , n θi = arg(ci); I =
√−1. (2.1.5)
These disks Di,0(ci),Di,1(ci), . . . ,Di,k−1(ci) are disjoint, but of the same radius and one of it contains 1zi−λi and in fact, the
centers are radially located at a distance |ci| 1k about the origin and with centers differing by the angle 2π/k. Let that disk
isolating 1zi−λi be denoted as (Qk(zj))
1
k = {c∗j , w∗j }. Then the problem of identifying this disk of computational interest in the
denominator of (2.5) is given bymeans of a lemma in [1] for k = 2. The generalized situation is found in [2] and summarized
below.
Theorem 2.1.1 (Cf.: Petkovic [2, p. 72]:). If σ ≥ βk,nr and w∗j < σ−k(n−1)r2krσ then the choice of the appropriate disk of the k
number of disks to be chosen from the k-th root of the disk
Qk(zj) = hk(zj)− Lk(zj) = {cj;wj} (2.1.6)
in the denominator of the expression
Zˆj = zj − 1
Qk

zj
 1
k
; j = 1(1)n, k = 2, 3, . . . (2.1.7)
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is resolved accordingly as follows.
If

P/n(zj)Pn(zj) − c∗j
 < n− 1σ + w∗j ; Accept the only one disk {c∗j ;w∗j } of the k disksP/n(zj)Pn(zj) − cj
 < n− 1σ + 3w∗j ; Reject all other disks {cj;w∗j }.
The dilemma has also being resolved in the case of the point method (2.4), see also [2]. It is instructive now to comment on
the computational realization of the interval methods in (2.5). It will be implemented, as it is stated, the inverse operation
is done before obtaining the k-th root, see Eq. (1.12) in part I. Because, really the inverse of a disk is an exact operation,
while that of the power of a disk is a region enlarged into a disk and therefore may introduce a zero that may render the
denominator in (2.1.7) not feasibly invertible. But then we evaluate the k-th root of Qk(zj) first before finding its inverse,
as [1] has pointed out, in principle the reverse order should be preferred, because of Eq. (1.12) in part I since inverting a disk
is an exact operation, while k-th root is certainly not and may introduce undesired zero if done first. Indeed, Theorem 2.1.1
point to one of the only disk of computational interest of the k disks Dj,0(cj),Dj,1(cj), . . . ,Dj,k−1(cj)whose union is the k-th
root of hk(zj)− Lk(zj) due to the relation
hk(zj)−
n−
i=1,j≠i

1
zj − λi
k
=

1
zi − λi
k
; λi ∈ Zi; j = 1(1)n, k = 1, 2, 3, . . . (2.1.8)
deduced from (2.3) and revealing that

1
zj−λi
k ∈ Qk(zj). This equivalently is, 1zj−λi ∈ [Qk(zj)] 1k∗ with the ∗ indicating the
understanding in this case that the appropriate k-th root of the disk is chosen. This property in (2.1.8) which is crucial to the
validity of the above theorem may cease to exist if the internal interval operations have been done in the opposite order,
that is finding the inverse of Qk(zj) before evaluating its k-th root, this is as noted by [1].
The root iterationmethod (2.5) suffer some implementation difficultieswhich arises from the need to compute the square
root of the denominator Qk(zj) and choosing the appropriate k-th root from the k number of disks that will lead the iterative
process to converge to the zeros of the polynomial simultaneously. The difficulties increases with an increasing k for this
reason Maehly’s method (k = 1), square root method (k = 2) are the most popular methods of this family.
The difficulties not withstanding, these methods are practically useful in the numerical inclusion of polynomial zeros.
In fact, their accuracy improves in the order of increasing k, though this may be inhibited by round-offs, that may arise
from the limited precision of the computing device. We hope to account for the effects of these round-offs on the rate
of convergence of this class of methods on implementation in this work. To avoid this computational difficulties the
Weierstrass, Borsch–Supan’s, Maehly’s (k = 1) in (2.5) or Halley-like methods (k = 2) in (3.4) and (3.6) in next section
or some others of comparable convergence and without the need to compute radicals have been engaged. Highlights of
these will be given in the subsequent sections in the light of our consideration here.
3. Bell’s simultaneous interval iteration methods
A further class of methods known as Bell’s iteration methods for the simultaneous computation of the zeros of the
polynomial in (1.1) from [2, p. 163] in chapter five is obtained from the relation
∆k−1,j(zj) = (zj − λj)[∆k,j(zj)− Bk(S1,j(λ), S2,j(λ), . . . ., Sk,j(λ))] (3.1a)
where
Sv,j(λ) =
n−
i=1,i≠j

1
z−j λi
v
; v = 1(1)k (3.1b)
and the Bell’s polynomials Bk(w1, w2, w3, . . . , wk) of degree k, in the dummy variablesw1, w2, w3, . . . , wk are given by the
recursive relation
Bk(w1, w2, . . . , wk) =

1; k = 0
w1; k = 1
1
2
(w+2 w
2
1); k = 2
1
k
k−
v=1
wvBk−v(w1, w2, . . . , wk); k ≥ 3.
(3.2)
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For simple zeros {λj}nj=1, then
∆k,j(z
(s)
j ) =
k−
v=1
(−)v+1
v!
P (v)n (z
(s)
j )
Pn(z
(s)
j )
∆k−v,j(z(s)j ); j = 1(1)n. (3.3)
The identity (3.1) therefore suggest Bell’s simultaneous point iterationmethods, this is the family of point iterationmethods
z(s+1)j = z(s)j −
∆k−1,j(z(s)j )
∆k,j(z
(s)
j )− Bk(S(s)1,j (z), S(s)2,j (z), . . . , S(s)k,j (z))
; k = 1, 2, 3, . . . (3.4)
where now
S(s)v,j(z) =
n−
i=1
j≠i

1
z(s)j − z(s)i
v
; v = 1(1)k. (3.5)
Similarly, the interval arithmetic version of these methods in (3.4) using Eq. (1.4) in part I is now
Z (s+1)j = z(s)j −
∆k−1,j(z(s)j )
∆k,j(z
(s)
j )− Bk(S(s)1,j (Z), S(s)2,j (Z), . . . , S(s)k,j (Z))
; k = 1, 2, 3, . . . . (3.6)
Thismethodwas proposed byWang and Zheng, see [2, p. 167] also for numerically isolating the zeros of (1.1) simultaneously
in the respective disks {Zj}nj=1, where
S(s)v,j(Z) =
n−
i=1
j≠i

1
z(s)j − Z (s)i
v
; v = 1(1)k. (3.7)
It is instructive to emphasize that the inequalities in Eq. (1.12) in part I influences the way of implementation of (3.4) and
(3.6), the methods are implemented as presented. By these, the methods will generate disk of smaller radii than if the
computation is reversed with respect to inversion of the power of a disk. In both approaches the rate of convergence is still
the same. These classes ofmethods require the need to find the power of a disk given in (1.5). The order of convergence of the
methods in (2.4), (2.5), (3.4) and (3.6) is k+ 2. In particular, when k = 1 in (2.5) and (3.6), gives the same Maehly’s method,
while k = 2 in (2.4) and (2.5) is the square root method and for k = 2 in (3.4) and (3.6) is the Halley-like method. The
explicit expression of the root and Bell’s methods becomes robust with a growing k. The implementation of these methods
will be as it is above, because of Eq. (1.12) in part I and also during this, sources of zero divide shall be factored out.
4. The enhancement of the generalized root and Bell’s interval methods
In this section, consider an enhanced modification of the root (2.5) and Bell’s (3.6) interval methods by application of a
refinement procedure of corrections, while adopting any of the inversion formulas INV(Z) given in [3],
INV(Z) =

Z−1; ()−1, β = 1
1
z
; r|z|(|z| − r)

; ()II , β = 0
{1
z
; 2r|z|2 − r2 }; ()
I2 , β = 0.
(4.1)
Here Z = {z; r} and β is to used to distinguish the choices with respect to the inversion formulas above and in the case of
the last two their use leads to the same convergence result and therefore not discriminated. It can be shown, see [3] again,
that
|Mid(INV(Z))| ≤ |z||z|2 − r2 ; Rad(INV(Z)) ≤
2r
|z|2 − r2 ; |z| > r (4.2)
and also Z−1 ⊆ Z I1 ⊆ Z I2 . Themodifications are given accordingly following [3]. Themodified interval root iterationmethod
is
Z (s+1)j = z(s)j −
1hk(z(s)j )− n∑
i=1
j≠i
(INV(z(s)j − Z (s)i + C (s)i ))k
 1k
; k = 1, 2, . . . ; j = 1(1)n (4.3)
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and that of the modified Bell’s interval method is now
Z (s+1)j = z(s)j −
∆k−1,j(z(s)j )
∆k,j(z
(s)
j )− Bk(SI(s)1,j(Z), SI(s)2,j(Z), . . . , SI(s)k,j(Z))
; k = 1, 2, 3, . . . j = 1(1)n (4.4)
where now,
SI(s)v,j(Z) =
n−
i=1,j≠i
(INV(z(s)j − Z (s)i + C (s)i ))v; v = 1(1)k (4.5)
for a fixed k. The correction term C (s)i is taken from the point method z
(s+1)
i = z(s)i − C (s)i of order p. The application of
correction in (4.3) and (4.4) is motivated by the fact that the approximation z(s)j − C (s)j is closer the root λj than the point
z(s)j and therefore enhances convergence rate than their corresponding basic methods in (2.5) and (3.6) respectively. These
enhancements have been introduced in part I [4] and formed the subject of the analysis in that part. An efficient correction
term C (s)i is
C (s)j = C (s)l,j =

N (s)i = N(z(s)i ) =
Pn(z
(s)
i )
P/n(z
(s)
i )
; (p = 2), l = 1
∆l−1,j(z(s)j )
∆l,j(z
(s)
j )
; (p = l+ 1), l = 2, 3, . . .
(4.6)
for a method with fixed k such that k ≥ l. The use of ()II or ()I2 which leads to the exact inversion of the center of the disks
gives better convergence, but ()II requires the need to compute the square root |z| = |x+ iy| = x2 + y2, which necessarily
affect poorly its computational complexity compared to using the other disk inversion formulas. Note Eq. (2.4) in part I [4]
when implementing (4.3) and (4.4). The error relations in both (4.3) and (4.4) are the same and the propagation is as in this
Theorem 4.1, see part I (Eq. (4.21)).
Theorem 4.1. Let σ ≥ θn,k(n− 1)r and assume that
|Ci| ≤ α|εi| < αr; α = 1+ η, 0 < η < 1, θn,k ≥ 2k+3 + ηn− 1 ; k = 1, 2, . . . . (4.7)
Then
rˆ = o(rεk+1);
εˆ =
[o(r2)+ o(εp)]o(εk+1); β = 1
[o(r2)+ o(εp−k)]o(ε2k+1); β = 0 (4.8)
gives the error relations of the corrected root (4.3) and Bell’s (4.4) interval methods.
If it is necessary, we may find it worthwhile to remark that the choice of the lower bound on θn,k is somewhat conservative,
but a sharper one exist and can be worked out on the basis of merit of every particular method symbolized by k. However,
the given value is just sufficient for its purpose and has no effect on the results of the theorems. The R-order of convergence
is now found by application of the Schmidt theorem accordingly on the error relations in (4.8). The Schmidt theorem is,
see [23,4] and also [6].
Theorem 4.2. Schmidt theorem: Given the error relation
ε
(s+1)
j ≤ αj
n∏
i=1
(ε
(s)
i )
pji; j = 1, 2, . . . , n; s = 0, 1, 2, . . . (4.9)
where pji ≥ 0, αj > 0; 1 ≤ i, j ≤ n. Denote the matrix of exponents which appear in (4.9) as
Pn =

p11 p12 · · · p1n
p21 p22 · · · p2n
...
. . .
...
pn1 pn2 · · · pnn
 .
If the non-negative matrix Pn has the spectral radius ρ(Pn) > 1 and a corresponding eigenvector Xρ > 0, then all sequences
{ε(s)j }j=1(1)n have the R-order of convergence at least ρ(Pn).
The result of application of the Schmidt Theorem 4.2 is the R-order of (4.3) and (4.4) given by this theorem, recall part I
(Eq. (4.29)).
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Theorem 4.3. Let σ ≥ θn,k(n− 1)r and assume that
|Ci| ≤ α|εi| < αr; α = 1+ η, 0 < η < 1, (4.10)
θn,k ≥ 2k+3 + ηn− 1 ; k = 1, 2, . . . .
Then
OR(4.3), (4.4) ≥

k+ 2+(k+ 2)2 + 4(k+ 1)
2
; p ≥ 2, β = 1
p+ k+ 1; p = 2(1)k+ 1; β = 0
k+ 1+

(k+ 1)2 + 1; p ≥ k+ 2, β = 0
(4.11)
gives the lower bound of R-order of convergence of the corrected root (4.3) and Bell’s (4.4) interval methods.
It is worthwhile to mention that when r = 0 in (4.8) gives the error relation εˆ = O(εp+k+1) and p+k+1, p=2(1)k+1
gives as well the R-order of the corresponding corrected point arithmetic root and Bell’s iteration methods accordingly. The
convergence of these correction methods (4.3) and (4.4) is faster than their corresponding basic methods (2.5) and (3.6)
respectively, as seen from their R-order. Note the R-order barrier in (4.11) with respect to methods employing a correction
term, that the greatest lower bound of the R-order of convergence of the methods (4.3) and (4.4) cannot be better than
Rk = k + 1 +

(k+ 1)2 + 1 irrespective of increasing order p of the correction beyond k + 2, this bound occurs when
the correction is of order at least p = k + 2, which is the order of the corresponding basic methods (2.5) and (3.6) for a
fixed k. The equivalent point arithmetic methods of (4.3) and (4.4) are obtained by setting the interval Z (s)i to be z
(s)
i and are
given as
z(s+1)j = z(s)j −
1hk(z(s)j )− n∑
i=1
j≠i

1
z(s)j −z(s)i +C(s)i
k 1k
(4.12)
and
z(s+1)j = z(s)j −
∆k−1,j(z(s)j )
∆k,j(z
(s)
j )− Bk(SC(s)1,j(z), SC(s)2,j(z), . . . , SC(s)k,j(z))
(4.13)
where
SC(s)v,j(z) =
n−
i=1
j≠i

1
z(s)j − z(s)i + C (s)i
v
; v = 1(1)k. (4.14)
The R-order is given in the next corollary of the above theorem for the point arithmetic versions above, again refer to part I
(Eq. (4.30)).
Corollary 4.1. Let ψ = Min i,j=1(1)n
i≠j
{|fj,i|} and assume that
|Ci| ≤ α|εi| < αε; α = 1+ η, 0 < η < 1. (4.15)
Then
OR(4.12), (4.13) ≥

p+ k+ 1; p = 2, 3, . . . , k+ 1
k+ 1+

(k+ 1)2 + 1; p ≥ k+ 2 (4.16)
gives the lower bound of the R-order of convergence of the equivalent corrected point arithmetic root (4.12) and
Bell’s (4.13) interval iteration methods.
Interestingly, the error propagation in the basic root and Bell’s point methods (2.4) and (3.4) respectively is deduced from
the following corollary of Theorem 4.1 by setting r = 0.
Corollary 4.2. Let σ ≥ θn,k(n− 1)r and θn,k ≥ 2k+3 − 1n−1 ; k = 1, 2, . . . then
rˆ = O(rεk+1); εˆ = [O(r2)+ O(ε)]O(εk+1) (4.17)
gives the error relations and the order of convergence k + 2 of the basic root (2.5) and Bell’s (3.6) interval iteration methods
respectively.
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The corollary just above is obtained by setting C (s)j = 0 in (4.3) and (4.4) which is equivalent to p = 1 in (4.8) and
the inversion in use is ()−1, that is β = 1. By Schmidt Theorem 4.2 this therefore corroborates the well known order of
convergence of k + 2 of the root and Bell’s interval methods in (2.5) and (3.6) respectively. We note that the order would
still be k+2 even if ()−I1 or ()−I2 is the inversion in use in the denominator of (2.5) and (3.6) from (4.1). Further more, r = 0
in (4.17) establishes the k+2 order of convergence of the point arithmetic of the root (2.4) and Bell’s (3.4) iterationmethod.
This section summarizes some of the fundamental results of part I [4] that are of importance here.
5. Round-offs in the modified root and Bell’s inclusion methods
Our interest is to investigate the effects of round-off propagation from the point arithmetic part of these methods on
the rate of convergence of the Root and Bell’s interval iteration methods for the simultaneous numerical determination and
inclusion of the zeros of a polynomial in a respective and restrictive interval. The motivation for studying the effects of
round-offs propagation comes from the fact that the readily available hardware computing devices are limited in precision.
The findings are instructive and quite revealing. Let for example ψ (s)1,j be round-off error in the computation C
∗(s)
1,j of the
corrector term C (s)1,j , so that |C∗(s)1,j −C (s)1,j | ≤ |ψ (s)1,j | and let ∂ (s)1,j =
ψ (s)1,j  then be the radius of the circular disk {C (s)j ; ∂ (s)1,j }which
now forms an enclosure for all ranges of compute values of the center of this circular interval. Similarly,
1
hk(zj)
; ∂2,j

,

1
∆k,j(z
(s)
j )
; ∂3,j

,

∆k−1,j(zj)
∆k,j(zj)
; ∂4,j

, (5.1)
{hk(zj); ∂5,j}, {∆k,j(zj); ∂6,j}, and {∆k−1,j(zj); ∂7,j}
are accordingly the appropriate enclosures for all ranges of values of the centers of these circular intervals arising accordingly
from the round-offs incurred in their numerical computations. This is the power of interval arithmetic, although over-
wrapping in the intervals may arise, but this is expected to die off in the long run of the iteration when convergence sets
in eventually. By these, round-offs can therefore be accounted for in the root and Bell’s interval methods as follows. The
modified root interval method that accounts for these round-offs is now
Z (s+1)j = z(s)j −
1{hk(z(s)j ); ∂ (s)5,j } − n∑
i=1
j≠i
(INV(z(s)j − Z (s)i + {C (s)i ; ∂ (s)1,j }))k
 1k
. (5.2)
Similarly, Bell’s round-off interval method is now
Z (s+1)j = z(s)j −
{∆k−1,j(z(s)j ); ∂ (s)7,k,j}
{∆k,j(z(s)j ); ∂ (s)6,k,j} − Bk(SI(∂,s)1,j (Z), SI(∂,s)2,j (Z), . . . , SI(∂,s)k,j (Z))
(5.3)
under the influence of the round-offs, ∂ (s)g,j ; g = 1, 2, 3 where
SI(∂,s)v,j (Z) =
n−
i=1,j≠i
(INV(z(s)j − Z (s)i + {C (s)i ; ∂ (s)1,i }))v; v = 1(1)k. (5.4)
The new restructuring
Z (s+1)j = z(s)j −

1
hk(z
(s)
j )
; ∂ (s)2,j
 1
k 11−  1
hk(z
(s)
j )
; ∂ (s)2,j

n∑
i=1
j≠i
(INV(z(s)j − Z (s)i + {C (s)i ; ∂ (s)1,j }))k
 1k
Z (s+1)j = z(s)j −

∆k−1,j(z(s)j )
∆k,j(z
(s)
j )
; ∂ (s)4,j

1
1−

1
∆k,j(z
(s)
j )
; ∂ (s)3,j

Bk(SI
(∂,s)
1,j (Z), SI
(∂,s)
2,j (Z), . . . , SI
(∂,s)
k,j (Z))
(5.5)
respectively, are however adopted for the convenience of the analysis ahead. This is more so necessitated by the need to
eliminate sources of zero divide on implementation of the methods. The rate of convergence of the new methods in (5.2),
(5.3) and (5.5) in the long run on the iteration index s are indeed the same. It should be noted that the round-offs {∂ (s)y,j }7,ny,j=1
incurred in computing the terms in complex point arithmetic are distinct from the errors {ε(s)j }j in the polynomial zeros
{λj}nj=1.
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6. The round-offs, error propagation and their effects on convergence
The convergence of the modified round-off error methods (5.5) is considered in what follows. However, in the analysis
to be provided we are supposing that the zeros {λj}nj=1 of the polynomial Pn(z) are simple. The result finds extension to the
case of multiple zeros of the polynomial. For notational purpose, set
vji = zj − zi + Ci, ρ = Min
i≠j=1(1)n
{|zj − zi| − ri − rj}
∂f = Max
j=1(1)n
{|∂f ,j|}; f = 1(1)7; i ≠ j = 1(1)n. (6.1)
Remark that the measure of separateness ρ = Min1≤i,j≤n{|z|; z ∈ Zi− Zj} = Mini≠j=1(1)n{σ − rj} of the disks {Zj}nj=1 ensures
non-overlap, (that is |zj − zi| > ri + rj ⇒ Zj ∩ Zi = φ(empty)) when ρ > 0. Interestingly, the disk dispersion parameters
ρ, σ measures the root dispersionψ in the long run on the iteration index swhen by then ε, r → 0. There is overlap of the
disks according as
|zj − zi| < ri − rj;⇒ Zj ⊂ Zi and |zj − zi| > ri − rj;⇒ Zj ∩ Zi ≠ φ(empty).
The convergence requirement of these methods in (5.5) which are under the influence of round-off errors from the point
arithmetic part of the computation in the interval methods are given with respect to the initial disk separation ρ in the
form ρ ≥ θn,k(n − 1)r where θn,k is a positive constant and r , is the maximum radius of the starting disks. The following
results establishes the convergence of the round-off accounting interval methods in (5.2), (5.3) and (5.5). Their proofs are
very analogous to Theorem 3.1 in [4] and therefore omitted. The first is the case of the root iteration methods in (5.5).
Theorem 6.1a. Let ρ ≥ θn,k(n− 1)r and assume that the round-offs ∂1, ∂2 are such that propagates their effects in the order
∂1 = O(ra), ∂2 = O(εb), a ≥ 1, b ≥ k; k = 1, 2, . . . (6.2)
where
|Ci| ≤ α|εi| < αr; α = 1+ η, 0 < η < 1,
θn,k ≥ 2k+3 + ηn− 1 .
If (a) λi ∈ Zi then λi ∈ Zi − {Ci; ∂1,i} for i = 1(1)n.
(b)λi ∈ Zi for i = 1(1)n then the disk inversions in (4.3), (5.2), Eq. (5.5) (a) exist, this implies thus
(1) 0 ∉ zj − Zi + {Ci; ∂1,i} and
(2) 0 ∉ H1,j = 1−

1
hk(zj)
; ∂2,j
 n−
i=1;
i≠j
(INV(zj − Zi + {Ci; ∂1,i}))k. (6.3)
The inclusion methods in (4.3) therefore defines a feasible interval process under the influence of round-offs in (5.2) and
Eq. (5.5) (a).
Analogously, in the case of Bell’s iteration methods (4.4) this theorem is given equivalently thus.
Theorem 6.1b. Let ρ ≥ θn,k(n−1)r and assume that the round-offs ∂1, ∂3, ∂4 are such that propagates their effects in the order
∂1 = O(ra), ∂3 = O

εc

, ∂4 = O(εa), a ≥ 1, c ≥ k; k = 1, 2, . . . (6.4)
where
|Ci| ≤ α|εi| < αr; α = 1+ η, 0 < η < 1,
θn,k ≥ 2k+3 + ηn− 1
if (a) λi ∈ Zi then λi ∈ Zi − {Ci; ∂1,i} for i = 1(1)n
(b) λi ∈ Zi for i = 1(1)n then the disk inversions in (4.4), (5.3), Eq. (5.5) (b) exist, this implies thus
(1) 0 ∉ zj − Zi + {Ci; ∂1,i} and
(2) 0 ∉ H2,j = 1−

1
∆k,j(zj)
; ∂3,j

Bk(SI∂1,j(Z), SI
∂
2,j(Z), . . . , SI
∂
k,j(Z)) (6.5)
where
SI∂v,j(Z) =
n−
i=1;
i≠j
(INV(zj − Zi + {Ci; ∂1,i}))v; v = 1(1)k. (6.6)
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The inclusion methods in (4.4) therefore defines a feasible interval process under the influence of round-offs in (5.3) and
Eq. (5.5) (b).
We are now ready to provide the convergence result for the modified round-off error methods (5.5) in what follows.
Theorem 6.2. Let ρ ≥ θn,k(n− 1)r and assume that
∂1 = O(ra), a ≥ 1,
∂2 = O(εb); b ≥ k, the case of root method Eq. (5.5)(a)
∂3 = O(εc), ∂4 = O(εd); c ≥ k, d ≥ 1, , the case of Bell’s method Eq. (5.5)(b) (6.7)
where
|Ci| ≤ α|εi| < αr; α = 1+ η, 0 < η < 1,
θn,k ≥ 2k+3 + ηn− 1 ; k = 1, 2, . . . . (6.8)
If Z (0)j = {z(0)j ; r (0)j } are the initial non-overlapping disks isolating the simple zeros {λj}nj of the polynomial Pn(z), that is λj ∈ Z (0)j
and Z (0)j ∩ Z (0)i = φ(empty); i ≠ j = 1(1)n respectively and such that ρ(0) ≥ θ(n− 1)r (0) is the initial disk separation, where
r (s) = Max
j=1(1)n
{r (s)j } and ρ(s) = Mini,j=1(1)n
i≠j
{|z(s)i − z(s)j | − r (s)i − r (s)j }; s = 0, 1, 2, (6.9)
then the sequences of disks {Z (s)j }n,∞j=1,s=0 iterates generated by the algorithms in (5.5) are such that
(a) λj ∈ Z (s)j ; j = 1(1)n, s = 1, 2, . . . and
(b) the sequence of radii {r (s)}∞s=0 → 0 as s →∞.
This consequently implies that the enhanced methods (4.3), (4.4) and (5.5) are convergent.
It is of note that under the equivalent assumptions
∂1 = O(ra), ∂5 = O

ε−e
 ; a ≥ 1, e ≥ k; the case of root method (5.2)
∂6 = O(ε−f ), ∂7 = O(ε−g); f ≥ k, g ≥ k− 1 the case of Bell’s method (5.3) (6.10)
the Theorems 6.2, 6.1a and 6.1b above still holds and the methods (5.2) and (5.3) which are transformations of (5.5)
respectively will also converge. The reason is in the sense that for an example, in transforming (5.2) into Eq. (5.5)(a),
1
{hk(zj); ∂5,j} =

1
hk(zj)

1− ∂
2
5,j
|hk(zj)|2
 ; ∂5,j|hk(zj)|2 − ∂25,j

≈

1
hk(zj)
; ∂5,j|hk(zj)|2 − ∂25,j

=

1
hk(zj)
; ∂2,j

(6.11)
since
1
|hk(zj)|2 − ∂25,j
= 1|hk(zj)|

1+ O

∂25,j
|hk(zj)|2

; ∂<5,j
1
|hk(zj)| = O(ε
k) (6.12)
and the round-off ∂5,j is expected to be reasonably insignificant. It is to be noted that the initial disk separationρ(0) ≥ θn,k(n−
1)r (0) is maintained throughout the iterative process in (5.5), for a fixed value of k, that is ρ(s) ≥ θn,k(n− 1)r (s); s = 0, 1, 2.
Then λi ∈ Z (s)i − {C (s)i ; ∂ (s)1,i }; i = 1(1)n and thus by inclusion monotonicity [2], λi ∈ Z (s+1)i in subsequent iterations. The
theorem establishes that r (s+1)j < γ r
(s)
j ; 0 < γ < 1 and consequently, the sequences of radii {r (s)j }∞,ns=0,j=1 generated by the
methods (5.5) tend to zero and defines the disk contraction, · · · ⊂ Z (s+1)j ⊂ Z (s)j ⊂ · · · ⊂ Z (1)j ⊂ Z (0)j , and therefore the
methods (4.3), (4.4) and (5.5) converges even in the face of the round-offs, but under the control stipulated by Theorem 6.2.
The theorem is true of (4.3), (4.4), (5.2) and (5.3), if (6.7) is replaced by (6.10).
7. Round-offs and error relations in the iterative interval methods
In this section the effects of round-offs on the rate of convergence of the round-off accounting methods in (5.2), (5.3)
and (5.5) are considered. We set out to find the asymptotic error propagation relationship involving the error in the zeros
signified by the terms r (s) and ε(s) and the point arithmetic round-offs ∂ (s)1 , ∂
(s)
2 , ∂
(s)
3 , ∂
(s)
4 as follows.
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7.1. The case of round-offs in the root interval iteration methods
In the case of the generalized root iteration methods (5.5), for a fixed k, this is
Z (s+1)j = z(s)j −

1
hk(z
(s)
j )
; ∂ (s)2,j
 1
k
∗

1
1−

1
hk(z
(s)
j )
; ∂ (s)2,j

n∑
i=1
j≠i
(INV(z(s)j − Z (s)i + {C (s)i ; ∂ (s)1,j }))k

1
k
∗
. (7.1.1)
The ∗ indicates the appropriate k-th root and this understanding has necessitated the dropping of this indicator
subsequently. Set
ρ∗j = Rad
 n−
i=1
i≠j
(INV(zj − Zi + {Ci; ∂1,i}))k
 . (7.1.2)
Here, using (1.5),
n−
i=1
j≠i
(INV(zj − Zi + {Ci; ∂1,i}))k
=
n−
i=1
j≠i


1
vkji

1− β(ri+∂
(s)
1,i )
2
|vji|2
k ; (|vji| + ri + ∂1,i)k − |vji|k(|vji|2 − (ri + ∂1,i)2)k
 ; ()
−1, β = 1

1
vkji
;

1
|vji| +
ri + ∂1,i
|vjit|(|vji|−(ri + ∂1,i))
k
− 1|vji|k

; ()II , β = 0
1
vkji
;

1
|vji| +
2(ri + ∂1,i)
|vji|2 − (ri + ∂1,i)2
k
− 1|vji|k

; ()I2 , β = 0.
(7.1.3)
The inequality holds,
1
|vji| +
2

ri + ∂1,i

|vji|2 −

ri + ∂1,i
2
k
− 1vjik < k 2(ri + ∂1,i)vji2 − (ri + ∂1,i)2

1
|vji| +
2(ri + ∂1,i)
|vji|2 − (ri + ∂1,i)2
k−1
(7.1.4)
using part I (Eq. (4.5)). From which,
ρ∗j < 2k
n−
i=1
i≠j
(ri + ∂1,i)
|vji|2 − (ri + ∂1,i)2

1
|vji| +
2(ri + ∂1,i)
|vji|2 − (ri + ∂1,i)2
k−1
. (7.1.5)
This induces the inclusion relation,
n−
i=1
i≠j
(INV(zj − Zi + {Ci; ∂1,i}))k
⊂

n−
i=1
j≠i

1
zj − zi + Ci
k
; 2k
n−
i=1
i≠j
(ri + ∂1,i)
|vji|2 − (ri + ∂1,i)

1
|vji| +
2(ri + ∂1,i)
|vji|2 − (ri + ∂1,i)2
k−1 . (7.1.6)
For the convenience of the analysis the big-O notation as used in [4,3], that is (|A| ≤ c|B|; c > 0 ⇒ A = O(B)) will be
adopted subsequently to write that, ρ∗j = O(r + ∂1). Set also
u∗j =
n−
i=1
i≠j
Mid((INV(zj − Zi + {Ci; ∂1,i}))k) =
n−
i=1
i≠j
 1
vji

1− β(ri+∂1,i)
2
|vji|2


k
. (7.1.7)
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Thus u∗j = O(1). Since 0 ∉ H1,j = {uj; ρj}, |uj|2 − ρ2j > 0 so that with the abbreviations hk,j = hk(zj), Z (s+1)j = Zˆj, z(s)j = zˆj;
we shall have
Zˆj = zj −

1
hk,j
; ∂2,j
 1
k

1
H1,j
 1
k
= z−j

1
hk,j
; ∂2,j
 1
k
 11−  1hk,j ; ∂2,j {u∗j ; ρ∗j }

1
k
.
By further simplification
Zˆj = zj −

1
hk,j
; ∂2,j
 1
k

1
uj

1− ρ
2
j
|uj|2
 ; ρ2juj2 − ρ2j

1
k
(7.1.8a)
where
uj = 1− T1,j(β); T1,j(β) = 1hk,j u
∗
j = O(εk)
ρj =
 1hk,j
 ρ∗j + |u∗j |∂+2,j∂2,jρ∗j . (7.1.8b)
Thus
Zˆj = z−j


1
hk,j
 1
k ; ∂2,j
k−1∑
r=0
 1hk,j  k−r−1k  1hk,j − ∂2,j rk

×

1[
uj

1− ρ
2
j
|uj|2
] 1
k
; ρj|uj|2 − ρ2j
1
k−1∑
r=0
 |u¯j|
|uj|2−ρ2j
 k−r−1
k
 |u¯j|−ρj
|uj|−ρ2j
 r
k
 . (7.1.9)
From (2.1.8),
1
hk(zj)
= (zj − λj)k
1− 1
hk(zj)
n−
i=1;
i≠j

1
zj − λi
k = O(εk). (7.1.10)
For a positive term of
∂2,j
k−1∑
r=0
 1hk,j  k−r−1k  1hk,j − ∂2,j rk
= ∂2,j
k−1∑
r=0
 1hk,j  k−1k
1− ∂2,j 1hk,j 
 rk
⇒ ∂2,j <
 1hk,j
 . (7.1.11)
This means we must take ∂2 = O(εl); l > k. By this implication
∂2,j
k−1∑
r=0
 1hk,j  k−r−1k  1hk,j − ∂2,j rk
= ∂O2
 1k−1∑
r=0
(O(ε))k−r−1(O(εk)− ∂2) rk

= ∂2O
 1
(O(ε))k−1

1− ∂2
O(εk)
 r
k
 = ∂O2 (ε−k+1). (7.1.12)
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This thus corroborates the requirement in (6.7). By Fig. 1.1 in [4] and (1.4), the method in (7.1.1) and (7.1.9) is resolved into
the two components in Zˆj = {zˆj; rˆj} given as
zˆj = Mid(Zˆj) = zj −


1
hk,j
 1
k 1[
uj

1− ρ
2
j
|uj|2
] 1
k
 ;
rˆj = Rad(Zˆj) = 1
[
uj

1− ρ
2
j
|uj|2
] 1
k

∂2,j
k−1∑
r=0
 1hk,j  k−r−1k  1hk,j − ∂2,j rk
+


1
hk,j
 1
k
 ρj|uj|2 − ρ2j 1k−1∑
r=0
 |uˆj|
|uj|2−ρ2j
 k−r−1
k
 |uˆj|−ρj
|uj|2−ρ2j
 r
k
+ ρj|uj|2 − ρ2j
1
k−1∑
r=0

|uˆj|
|uj|2−ρ2j
 k−r−1
k
 |uˆj|−ρj
|uj|2−ρ2j
 r
k
∂2,j
k−1∑
r=0
 1hk,j  k−r−1k  1hk,j − ∂2,j rk
. (7.1.13)
By now a part of (7.1.13) has become
zˆj − λj = zj − λj −

1
hk(zj)
 1
k 1
[(1− T1,j(β))(1− tj)] 1k
; tj =
ρ2j
|uj|2 . (7.1.14)
Thus
εˆj = εj −
εj

1− T1,j(β)

(1− tj)
 1
k −

1
hk(zj)
 1
k
[(1− T1,j(β))(1− tj)] 1k
. (7.1.15)
This is same as
εˆj = εj(T1,j(β)tj − tj + T1(β))
[(1− T1,j(β))(1− tj)] 1k
k−1∑
r=0
[(1− T1,j(β))(1− tj)] k−r−1k
1− 1hk(zj) n∑i=1
i≠j

1
zj−λi
k rk

(7.1.16)
with
T1 =
 1
hk(zj)
n−
i=1
i≠j

1
zj − λi
k
− T1,j(β)
 . (7.1.17)
Recall the identities from part I (Eq. (4.3)), this will simplify T1 into the more revealing expression
T1 = 1hk(zj)
n−
i=1
i≠j

1
zj − λi
k
− T1,j(β)
= 1
hk(zj)
n−
i=1
j≠i
 1
zj − λi −
1
vji

1− β(ri+∂1,i)2|vji|2

Uji(β)

= 1
hk(zj)
n−
i=1
j≠i

vji

1− β(ri+∂1,i)2|vji|2

− (zj − λi)
(zj − λi)vji

1− β(ri+∂1,i)2|vji|2

Uji(β)

= 1
hk(zj)
n−
i=1
j≠i



zj − zi + Ci
 
1− β(ri+∂1,i)
2
|vji|2

− zj − λi
(zj − λi)vji

1− β(ri+∂1,i)2|vji|2

Uji(β)
 (7.1.18)
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where Uji(β) is
Uji(β) =
k−1
r=0
i≠j
 1
zj − λi
k−r−1 1
vji

1− β(ri+∂1,i)2|vji|2

r . (7.1.19)
A further simplification of T1 where zj − λj − Cj = O(εp); gives the expression,
T1 = 1hk(zj)
n−
i=1,
j≠i

− (zi − λi − Ci)− vji β(ri+∂1,i)
2
|vji|2
(zj − λi)vji

1− β(ri+∂1,i)2|vji|2

Uij(β)
 = O(εk)(O(εp)+ βO((r + ∂1)2)). (7.1.20)
Recall the big-O notations of [4] highlighted earlier, to write that,
uj = O(1); vji = O(1);
T1,j(β) = O(εk); (1− T1,j(β))(1− tj) = O(1); (7.1.21)
zi − λj = O(1); Pn(z) = O(ε).
Then in (7.1.14) and (7.1.8b)
ρj = O(εk(r + ∂1)+ ∂2 + ∂2(r + ∂1))
tj = (O(εk(r + ∂1)+ ∂2 + ∂2(r + ∂1)))2. (7.1.22)
Similarly
1
(zj − λi)vji

1− β(ri+∂1,i)2|vji|2
 = O(1); 1
[
uj

1− ρ
2
j
|uj|2
] 1
k

= O(1)
1
|uj|2 − ρ2j
= O(1); 1
|u¯j|
|uj|2−ρ2j
 k−r−1
k

|u¯j|−ρj
|uj|2−ρ2j
 r
k
= O(1); r = 0(1)k− 1
and

1
zj − λi
k−r−1 1
vij

1− β(ri+∂1,i)
2
|vij|2


r
= O(1), Uji(β) = O(1). (7.1.23)
Take notice also that
1
[(1− T1,j(β))(1− tj)] 1k
k−1∑
r=0
[(1− T1,j(β))(1− tj)] k−r−1k
1− 1hk(zj) n∑i=1
i≠j

1
zj−λi
k rk

= O(1).
Invoking (7.1.23) on rˆj and εˆj in (7.1.13) and bearing inmind the asymptotic expression of ρj in (7.1.22), therefore the round-
offs and errors in the zeros and the radii of the zero inclusion disks iterates from the iteration in (7.1.1), propagates their
effects at every iteration step as follows
rˆ = O(∂2ε−k+1 + [εk(r + ∂1)+ ∂2 + ∂2(r + ∂1)]ε + ∂2[εk(r + ∂1)+ ∂2 + ∂2(r + ∂1)])
εˆ = O(ε[εk[εk(r + ∂1)+ ∂2 + ∂2(r + ∂1)]2 + [εk(r + ∂1)+ ∂2 + ∂2(r + ∂1)]2 + εk[εp + β(r + ∂1)2]]). (7.1.24)
This reduces to
rˆ = O((r + ∂1)εk+1)+ O(∂2)O(ε−k+1)+ O(ε∂2)
εˆ = O(ε(∂2)2)+
[O((r + ∂1)2)+ O(εp)]O(εk+1); β = 1
[O((r + ∂1)2)+ O(εp−k)]O(ε2k+1); β = 0 (7.1.25)
for dominating terms.
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7.2. The case of round-offs in Bell’s interval iteration methods
To the case of the family of methods (5.3), the re-arrangement is
Zˆj = zj −

∆k−1,j(zj)
∆k,j(zj)
; ∂4,j

(H2,j)−1
= zj −

∆k−1,j(zj)
∆k,j(zj)
; ∂4,j

1
1−

1
∆k,j(z
(s)
j )
; ∂3,j

{u∗j ; ρ∗j }
. (7.2.1)
This is Eq. (5.5)(b) where now
ρ∗j = Rad(Bk(SI∂1,j(Z), SI∂2,j(Z), . . . , SI∂k,j(Z)))
u∗j = Mid(Bk(SI∂1,j(Z), SI∂2,j(Z), . . . , SI∂k,j(Z))) = Bk(SI∂1,j(Z, β), SI∂2,j(Z, β), . . . , SI∂k,j(Z, β))
SI∂v,j(Z;β) =
n−
i=1
i≠j
 1
vij

1− β(ri+∂1,i)2|vij|2

v ; β = 0, 1; v = 1(1)k. (7.2.2)
Thus (7.2.1) becomes,
Zˆj = z−j

∆k−1,j(zj)
∆k,j(zj)
; ∂4,j

1
{uj; ρj}
= z−j

∆k−1,j(zj)
∆k,j(zj)
; ∂4,j

1
uj

1− ρ
2
j
|uj|2
 ; ρj|uj|2 − ρ2j
 . (7.2.3)
Similarly,
uj = 1− T2,j(β); T2,j(β) = 1
∆k,j(zj)
u∗j = O(εk)
ρj =
 1∆k,j(zj)
 ρ∗j + |u∗j |∂3,j + ∂3,jρ∗j . (7.2.4)
So that (7.2.1) is equivalently resolved into its components
zˆj = Mid(Zˆj) = zj − ∆k−1,j(zj)
∆k,j(zj)
1
uj

1− ρ
2
j
|uj|2
 ;
rˆj = Rad(Zˆj) =
∆k−1,j(zj)∆k,j(zj)
 ρj|uj|2 − ρ2j + ∂3,j|uj|1− ρ2j|uj|2
 + ∂3,jρj|uj|2 − ρ2j .
(7.2.5)
From (3.1)
∆k−1,j(z(s)j )
∆k,j(z
(s)
j )
= (zj − λj)

1− 1
∆k,j(z
(s)
j )
Bk(S
(s)
1,j (λ), S
(s)
2,j (λ), . . . , S
(s)
k,j (λ))

= O(ε). (7.2.6)
By (3.3), 1
∆k,j(z
(s)
j )
= o(εk); and by the identities from part I ([4], Eq. (4.3)), establish from (7.2.2) and (7.2.4) that
ρj = O(εk(r + ∂1)+ ∂3 + ∂3(r + ∂1))
tj = (O(εk(r + ∂1)+ ∂3 + ∂3(r + ∂1)))2. (7.2.7)
Thus first component of (7.2.5) is now
zˆj − λj = zj − λj − ∆k−1,j(zj)
∆k,j(zj)
1
uj

1− ρ
2
j
|uj|2

=
εj

T2,j(β)tj − tj +

1
∆k,j(zj)
Bk(S1,j(λ), S1,j(λ), . . . , Sk,j(λ))− T2,j(β)

(1− T2,j(β))(1− tj) . (7.2.8)
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Using the identities from part I ([4], Eq. (4.3)) again, see that
T2 = 1
∆k,j(z)
Bk(S1,j(λ), . . . , Sk,j(λ))− T2,j(β) = O(εk)(O(εp)+ βO((r + ∂1)2)). (7.2.9)
Finally,
rˆ = O([εk(r + ∂1)+ ∂3 + ∂3(r + ∂1)]ε + ∂4 + ∂4[εk(r + ∂1)+ ∂3 + ∂3(r + ∂1)])
εˆ = O(ε[εk[εk(r + ∂1)+ ∂3 + ∂3(r + ∂1)]2 + [εk(r + ∂1)+ ∂3 + ∂3(r + ∂1)]2 + εk[εp + β(r + ∂1)2]]) (7.2.10)
of the methods in (7.2.1). Considering dominant terms,
rˆ = O((r + ∂1)εk+1)+ O(∂4)+ O(ε∂3)
εˆ = O(ε(∂3)2)+
[O((r + ∂1)2)+ O(εp)]O(εk+1); β = 1
[O((r + ∂1)2)+ O(εp−k)]O(ε2k+1); β = 0. (7.2.11)
By comparing (7.1.25) for the root methods (7.1.1) and (7.2.11) for (7.2.1) it is now the obvious that the root and Bell’s
disk iteration methods with or without correction term are again of the same asymptotic round-off error propagation
characteristics. If the round-offs are such as in (6.7) then the effects of round-offs dies off completely and the actual
R-order of themethods in (4.3) and (4.4) are restored. The essence of this result is captured and harmonized for both families
of the methods in a theorem in the next section.
8. R-order of convergence under the influence of errors and round-offs
Collecting dominating terms, and noting that |εi| < ε ≤ r when convergence sets in the method, in the long run on the
iteration index s, then we can put that ε=o(r) and ∂1 = o(r). In both classes of the methods (4.3), (7.1.1), (4.4) and (7.2.1),
with no loss in generality put ∂4 = O(∂2)O(ε−k+1); and ∂2 = O(εl), l ≥ k,m = l − k + 1 it is thus established that the
round-off errors propagates their effects as in the error relations of this theorem.
Theorem 8.1. Let ρ ≥ θn,k(n− 1)r and assume that∂1 = O(r
l−k+1), l ≥ k,
∂2 = O(εl); the case of root methods (4.3) and (7.1.1)
∂3 = O(εl), ∂4 = O(εl−k+1); the case of Bell’s methods (4.4) and (7.2.1)
with
|Ci| ≤ α|εi| < αr; α = 1+ η, 0 < η < 1,
θn,k ≥ 2k+3 + ηn− 1 ; k = 1, 2, . . . . (8.1)
Then
rˆ = O((r + r l−k+1)εk+1)+ O(εl−k+1)+ O(εl+1)
εˆ = O(ε2l+1)+
[O((r + r l−k+1)2)+ O(εp)]O(εk+1); β = 1
[O((r + r l−k+1)2)+ O(εp−k)]O(ε2k+1); β = 0 (8.2)
gives the error and round-off propagation relations in these methods (4.3), (4.4) and (5.5).
The above error relations still holds for (4.3) and (4.4) even if we assume the order of round-offs as in (6.10). The R-order
(see [2,6]) of convergence is determined by the Schmidt Theorem 4.2 accordingly on the error relations in (8.2). There are
several cases to be considered.
Case 1a: when (β = 1) and the order of correction is p ≥ 2, with l = k(1)2k,m ≤ k + 1 the associated P-matrix, spectral
radius, and the eigenvector are
P2 =
[
0 m
2 k+ 1
]
; ρ(P2) = k+ 1+

(k+ 1)2 + 8m
2
, Xρ =
mk+ 1+(k+ 1)2 + 8m
2
 > 0. (8.3)
Case 1b: when (β = 1) and the order of correction is p ≥ 2, with l > 2k+ 1,m ≥ k+ 2 the associated P-matrix is
P2 =
[
1 k+ 1
2 k+ 1
]
; ρ(P2) = k+ 2+

(k+ 2)2 + 4(k+ 1)
2
, Xρ =
k+ 1k+(k+ 2)2 + 4(k+ 1)
2
 > 0.
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Case 2a: when (β = 0) and the order of correction is p = 2(1)k+ 1 with l = k(1)2k,m ≤ k+ 1 the associated P-matrix is
P2 =
[
0 m
0 p+ k+ 1
]
; ρ(P2) = p+ k+ 1, Xρ =

m
p+ k+ 1

> 0.
Case 2b: when (β = 0) and the order of correction is p = 2(1)k+ 1 with l ≥ 2k+ 1,m ≥ k+ 2 the associated P-matrix is
P2 =
[
1 k+ 1
0 p+ k+ 1
]
; ρ(P2) = p+ k+ 1, Xρ =

k+ 1
p+ k

> 0.
Case 2c: when (β = 0) and the order of correction is p ≥ k+ 2 with l = k(1)2k,m ≤ k+ 1 the associated P-matrix is
P2 =
[
0 m
2 2k+ 1
]
; ρ(P2) = 2k+ 1+

(2k+ 1)2 + 8m
2
, Xρ =
m2k+ 1+(2k+ 1)2 + 8m
2
 > 0.
Similarly,
Case 2d: when (β = 0) and the order of correction is p ≥ k + 2 with l ≥ 2k + 1,m ≥ k + 2 the associated P-matrix
here is
P2 =
[
1 k+ 1
2 2k+ 1
]
; ρ(P2) = k+ 1+

(k+ 1)2 + 1, Xρ =

k+ 1
k+

(k+ 1)2 + 1

> 0. (8.4)
Summarily, the lower bound of the R-order of convergence of (4.3), (4.4) and (5.5) is in this theorem.
Theorem 8.2. Let ρ ≥ θn,k(n− 1)r and assume that∂1 = O(r
l−k+1), l ≥ k,
∂2 = O(εl); the case of root methods (4.3), Eq. (5.5)(a)
∂3 = O(εl), ∂4 = O(εl−k+1); the case of Bell’s methods (4.4), Eq. (5.5)(b)
(8.5)
where
|Ci| ≤ α|εi| < αr; α = 1+ η, 0 < η < 1,
θ ≥ 2k+3 + η
n− 1 ; k = 1, 2, . . . ; m = l− k+ 1. (8.6)
Then
OR(4.3), (4.4) and (5.5) ≥

k+ 1+(k+ 1)2 + 8m
2
; l = k(1)2k,m ≤ k+ 1
k+ 2+(k+ 2)2 + 4(k+ 1)
2
; l ≥ 2k+ 1,m ≥ k+ 2
 p ≥ 2, β = 1
p+ k+ 1; l ≥ k, m ≥ 1, p = 2(1)k+ 1
2k+ 1+(2k+ 1)2 + 8m
2
; l = k(1)2k,m ≤ k+ 1
k+ 1+

(k+ 1)2 + 1; l ≥ 2k+ 1,m ≥ k+ 2
 p ≥ k+ 2
 β = 0
(8.7)
gives the lower bound of the R-order of convergence of the corrected root (4.3) and Bell’s (4.4) interval methods in influence of
errors and round-off effects.
In a computational process without round-offs then Theorem 4.3 is indeed the ideal. This compels us to provide further
emphasize of interpretation of the results of Theorem 8.2. We draw attention to the fact that if l which can well symbolize
the precision of the computing process is such that l = k(1)2k,m ≤ k+1when the inversion is Z−1 or l = k(1)2k,m ≤ k+1
when any of the inverses Z I1 , Z I2 is in use, then a deduction from (8.7) points to a computationally disastrous effects of the
round-offs to the extent that there is overwhelmingly delayed or even a severely retarded convergence speedwhichmanifest
glaringly as poor accuracies of these interval iteration methods in (4.3) and (4.4). However order of convergence is restored
to normalcy if the precision l improves to l ≥ 2k+ 1,m ≥ k+ 2, or l ≥ k,m ≥ 1, p = 2(1)k+ 1 or l ≥ 2k+ 1,m ≥ k+ 2
according as the inversion used, please see Theorem 8.2. Powerfully, interval arithmetic has been engaged in the round-
off error analysis in the above and finds extension to the point arithmetic methods. Now the round-off equivalent point
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methods of (5.5) are
z(s+1)j = z(s)j −

1
hk(z
(s)
j )
; ∂ (s)2,j
 1
k 1
1−

1
hk(z
(s)
j )
; ∂ (s)2,j

n∑
i=1,j≠i

1
z(s)j −z(s)i +{C(s)i ;∂(s)1,j }
k 1k
z(s+1)j = z(s)j −

∆k−1,j(z(s)j )
∆k,j(z
(s)
j )
; ∂ (s)4,j

1
1−

1
∆k,j(z
(s)
j )
; ∂ (s)3,j

Bk(SP
(∂,s)
1,j (z), SP
(∂,s)
2,j (z), . . . , SP
(∂,s)
k,j (z))
(8.8)
respectively, where
SP(s)v,j(z) =
n−
i=1,j≠i

1
z(s)j − z(s)i + {C (s)i ; ∂ (s)1,j }
v
; v = 1(1)k.
The R-order of this resultant corrected point methods in (8.8) for a fixed k, is given therefore by this corollary.
Corollary 8.1. Let ψ = Min i,j=1(1)n
i≠j
{|fj,i|} and assume that∂1 = O(r
l−k+1), l ≥ k,
∂2 = O(εl); the case of root methods (4.12), Eq. (8.8)(a)
∂3 = O(εl), ∂4 = O(εl−k+1); the case of Bell’s methods (4.13), Eq. (8.8)(b)
with
|Ci| ≤ α|εi| < αε; α = 1+ η, 0 < η < 1,
θ ≥ 2k+3 + η
n− 1 ; m = l− k+ 1; k = 1, 2, . . . .
Then
OR(4.12), (4.13) and (8.8) ≥

p+ k+ 1; p = 2(1)k+ 1, l ≥ k,m ≥ 1
2k+ 1+(2k+ 1)2 + 8m
2
; l = k(1)2k,m ≤ k+ 1
k+ 1+

(k+ 1)2 + 1; l ≥ 2k+ 1,m ≥ k+ 2
 p ≥ k+ 2 (8.9)
gives the lower bound R-order of convergence of the equivalent corrected point arithmetic root (4.12), Eq. (8.8) (a) and Bell’s (4.13),
Eq. (8.8) (b) interval methods under the influence of errors and round-off effects.
The methods in (4.12), (4.13) and (8.8) are consequences of the fact that disk arithmetic is consistent with point
arithmetic; this is so when β = 0, r = 0 in (4.1). We can easily extend the analysis to round-offs in the basic methods
(2.5), (3.4) wherein,
Z (s+1)j = z(s)j −

1
hk(z
(s)
j )
; ∂ (s)2,j
 1
k 11−  1
hk(z
(s)
j )
; ∂ (s)2,j

n∑
i=1
j≠i

1
z(s)j −Z(s)i
k 1k
Z (s+1)j = z(s)j −

∆k−1,j(z(s)j )
∆k,j(z
(s)
j )
; ∂ (s)4,j

1
1−

1
∆k,j(z
(s)
j )
; ∂ (s)3,j

Bk(S
(s)
1,j (Z), S
(s)
2,j (Z), . . . , S
(s)
k,j (Z))
.
(8.10)
Round-off propagation in these methods deduced from (8.2) (p = 1⇒ C (s)j = 0) is given as
rˆ = O(rεk+1)+ O(εl−k+1)+ O(εl+1)
εˆ = O(ε2l+1)+ [O(r2)+ O(ε)]O(εk+1); (8.11)
Thus showing that if l ≥ k then the convergence rate of (2.5), (3.4) and (8.10), is unaffected and still remains k + 2. This
confirms that (2.5) and (3.4) are less sensitive to round-offs than (4.3) and (4.4). This conclusion is the same with the point
methods.
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9. Extending the round-off analysis to the Borsch–Supan and Weierstrass simultaneous iteration methods
The foregoing has some very pertinent extension to the corrected Borsch–Supan interval method in [3],
Z (s+1)j = z(s)j −
W (s)j
1−
n∑
i=1,i≠j
W (s)i .INV(z
(s)
i − Z (s)j + C (s)j )
; j = 1(1)n. (9.1)
Its point equivalent is
z(s+1)j = z(s)j −
W (s)j
1−
n∑
i=1,i≠j
W (s)i
z(s)i −z(s)j +C(s)j
.
; j = 1(1)n (9.2)
where
C (s)j = W (s)j =
Pn(z
(s)
j )
n∏
i=1,i≠j
(z(s)j − z(s)i )
. (9.3)
This C (s)j = W (s)j is the Weierstrass correction term and it is efficient for the purpose. The (9.1) is an improvement of the
basic Borsch–Supan method (C (s)j = 0; (9.1) and (9.2)) of order three. The convergence and R-order of convergence of (9.1)
and (9.2) is settled in Theorem 4.3 and Corollary 4.1 by setting k = 1. However, the round-off accounting re-arrangement
of the same method is,
Z (s+1)j = z(s)j −
{W (s)j ; ∂8,j}
1−
n∑
i=1
i≠j
{W (s)i ; ∂8,i}.INV(z(s)i − Z (s)j + {C (s)j ; ∂1,j})
; j = 1(1)n
z(s+1)j = z(s)j −
{W (s)j ; ∂8,j}
1−
n∑
i=1
i≠j
{W (s)i ; ∂8,i}. 1z(s)i −z(s)j +{C(s)j ;∂1,j}
; j = 1(1)n
(9.4)
along with the complex point arithmetic version where ∂8,j is the incurred round-off in the computation ofW
(s)
j . Here
Hj = 1−
n−
i=1
i≠j
{Wi; ∂8,i}.INV(zi − Zj + {Ci; ∂1,i}); Wi = O(ε). (9.5)
The analysis of Eq. (9.4)(a) is in Theorem 8.2 and that off Eq. (9.4)(b) in cor. (8.1) their R-order are found in (8.7) and (8.9)
respectively when k = 1. Furthermore is the Weierstrass method
Z (s+1)j = z(s)j −
Pn(z
(s)
j )
n∏
i=1,i≠j
(z(s)j − Z (s)i )
. (9.6)
Its point equivalent is z(s+1)j = z(s)j −W (s)j . The convergence of both methods is of order two. Then (9.6) in sense takes the
new structure
Z (s+1)j = z(s)j −
{Pn(z(s)j ); ∂ (s)9,j }
n∏
i=1,i≠j
(z(s)j − Z (s)i )
z(s+1)j = z(s)j −
{Pn(z(s)j ); ∂ (s)9,j }
n∏
i=1,i≠j
(z(s)j − z(s)i )
.
(9.7)
The ∂ (s)9,j is the round-off incurred from computing the polynomial Pn(z
(s)
j ) perhaps by Horner’s scheme. The round-off
analysis is resolved using results from [26], to have in Eq. (9.7)(a) that
Z (s+1)j = zj − {Pn(zj); ∂9,j}

1
n∏
i=1,i≠j
(z(s)j − z(s)i )
; a(n− 1)r
σ n
 ; a ≥

1+ r
σ
n−1
. (9.8)
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Thus
Z (s+1)j = zj −

Pn(zj)
n∏
i=1,i≠j
(zj − zi)
; ∂9,j
n∏
i=1
i≠j

1
zj − zi

+ |Pn(zj)|a(n− 1)r
σ n
+ ∂9,ja(n− 1)r
σ n
 .
Since z−j λj −Wj = O(ε2), the error and round-off propagation is now
rˆj = O(ε2); εˆj = O(∂9)+ O(rε)+ O(∂9r)
rˆj = O(ε2); εˆj = O(∂9) (9.9)
for Eq. (9.7)(a, b) respectively. Assuming ∂9 = O(εq); q ≥ 1, the R-order here is,
OR(9.7) ≥

1; q = 1
2; q ≥ 2. (9.10)
It is now the obvious that round-offs has its effects on the rate of convergence of the Weierstrass methods (9.6). Notice that
the order of convergence of (9.6) is one when order of round-off is one and it is restored to two with improved precision,
what indeed it should be when q ≥ 2. This conclusion is the same in the point arithmetic Weierstrass method and the
variant interval method
Z (s+1)j = z(s)j − {Pn(z(s)j ); ∂ (s)9,j }
n∏
i=1,i≠j
1
z(s)j − Z (s)i
(9.11)
as well, though this may produce radii smaller than that from Eq. (9.7)(a) because of the inequality
Rad

n∏
i=1,i≠j
1
z(s)j − Z (s)i

≤ Rad
 1n∏
i=1,i≠j
(z(s)j − Z (s)i )
 . (9.12)
10. Bell’s interval methods in the simultaneous refinement of zero clusters
In this section we continue our consideration of convergence sensitivity to point arithmetic round-off errors arising in
the generalized Bell’s interval iterationmethods for refining zero clusters in the simultaneous numerical inclusion in circular
intervals of the simple zeros {λj}tj=1 of the polynomial
Pn(z) = zn +
n−1
j=0
an−j−1zn−j−1 =

t∏
j=1
(z − λj)

n∏
j=t+1

z − λj
 ; t < n, n > 2 (10.1)
clustered about the origin in the circular region D/0 = {z : |z| < R}with the other simple zeros {λj}nj=t+1 scattered all around
in the complement domainD0 = {z : |z| ≥ R}, R > 0. Themethod (3.6), see [1], [2, p. 178] is fashioned to refine the accuracy
of zero clusters as follows; see Fig. 10.1.
Z (s+1)j = z(s)j −
∆k−1,j(z(s)j )
∆k,j(z
(s)
j )− Bk(SI∗(s)1,j (Z), SI∗(s)2,j (Z), . . . , SI∗(s)k,j (Z))
; j = 1(1)n, k = 1, 2, 3, . . . (10.2)
where
SI∗(s)v,j (Z) =
t−
i=1,j≠i

1
z(s)j − Z (s)i
v
+
n−
i=t+1,j≠i

1
z(s)j − D0
v
; v = 1(1)k, s = 0, 1, . . .

1
z(s)j − D0
v
= {z : |z − z(s)j | ≥ R}−v
=

 −z(s)j
R2 − |z(s)j |2
v
;


−z(s)j
R2 −
z(s)j 2
+
R
R2 − |z(s)j |2

v
−
 −z
(s)
j
R2 − |z(s)j |2

v
 (10.3)
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Fig. 10.1. The distribution of the t number of zeros within D/0 = {z : |z| < R}.
and 
1
zj − Zi
v
=
 1vvji 1− (ri)2|vji|2 v ;
|vji| + riv − |vji|v|vji|2 − (ri)2v
 ; vji = zj − zi.
A more general D0 is to have its center away from the origin that is D0 = {w : |w − z| ≥ R}. However, without loss in
generality it can be assumed that D0 = {w : |w| ≥ R}, which is made possible by translation, this is the one we prefer, so
that by this the attempt is to refine only the t number of zeros clustered about the origin enclosed in the circle defined by
the boundary of D0 of radius R centered at the origin. This root distribution is typical of the picture in Fig. 10.1. The order of
convergence of the methods in (10.2) is p = k+ 1. The explicit expression of Bell’s methods in (10.2) becomes robust with
a growing value of k.
10.1. Round-off error analysis in the simultaneous refinement of zero clusters
To study the influence of round-off propagation on the convergence of Bell’s disk iteration methods (10.2), reconsider
this method nowwith the incorporated point arithmetic round-offs ∂ (s)1,j and ∂
(s)
2,j in the cause of refining the accuracy of zero
clusters, so that it is now then transformed into
Z (s+1)j = z(s)j −

∆k−1,j(z(s)j )
∆k,j(z
(s)
j )
; ∂ (s)4,j

1
1−

1
∆k,j(z
(s)
j )
; ∂ (s)3,j

Bk(SI
∗(s)
1,j (Z), SI
∗(s)
2,j (Z), . . . , SI
∗(s)
k,j (Z))
k = 1, 2, . . . ; j = 1(1)n; s = 0, 1, . . . (10.1.1)
The ∂ (s)r,j ; r = 3, 4 are appropriately the round-off errors incurred in the computation of the centers of the respective disks
in (10.1.1). It is then in order to expect thatU (s)1,j − ∆k−1,j(z
(s)
j )
∆k,j(z
(s)
j )
 ≤ ∂ (s)4,j ;
U (s)2,j − 1∆k,j(z(s)j )
 ≤ ∂ (s)3,j . (10.1.2)
Really, the smaller the round-offs ∂ (s)r,j ; r = 3, 4 which is a measure of the precision of the computing device or process, the
better the accuracy of the approximations U (s)r,j of the centers, respectively.
The disk dispersion is measured by the positive value σ , see Fig. 10.1. It is to be remarked that σ (s) → Maxi≠j=1(1)n{|λi−
λj|} as s →∞when the generated disk iterates are contractive, this will be so during convergence of a method in (10.2) or
that in (10.1.1). As usual note the following theoremwhich gives some conditions which guarantees that inclusionmethods
in (10.2) under the influence of round-offs in (10.1.1) defines a family of feasible disk iteration methods for zero clusters.
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Theorem 10.1.1. Let σ ≥ θn,k(n− 1)r and assume that
∂3 = O(εl), ∂4 = O(εl−k+1), l ≥ k,
θn,k ≥ 2k+3 − 1n− 1 ; k = 1, 2, . . .
and
1
zj − D0 = {z : |z − zj| ≥ R; z ∈ D0}
−1 =
 −z j
R2 − |zj|2 ;
R
R2 − |zj|2

;
R > 0, j = t + 1(1)n, zj ∉ D0, 1 ≤ t < n (10.1.3)
if (b) λi ∈ Zi for i = 1(1)t then the inversions in (3.1) exist, this implies thus
(1) 0 ∉ zj − Zi and
(2) 0 ∉ H2,j = 1−

1
∆k,j(zj)
; ∂2,j

Bk(SI∗1,j(Z), SI
∗
2,j(Z), . . . , SI
∗
k,j(Z)) (10.1.4)
where
SI∗v,j(Z) =
t−
i=1,
j≠i

1
zj − Zi
v
+
n−
i=t+1
j≠i

1
zj − D0
v
; v = 1(1)k, j = 1(1)n. (10.1.5)
The inclusion methods in (10.2) under the influence of round-offs in (10.1.1) therefore defines a feasible interval process.
The next result concerns the convergence of (10.2), under the influence of round-offs in (10.1.1). Please, take note
however, that this does not say any thing about the rate of the convergence. This will be settled very shortly.
Theorem 10.1.2. Let σ ≥ θn,k(n− 1)r and assume that
∂3 = O(εl), ∂4 = O(εl−k+1), l ≥ k,
θn,k ≥ 2k+3 − 1n− 1 ; k = 1, 2, . . .
and
1
z−j D0
= {z : |z − zj| ≥ R; z ∈ D0}−1 =
 −z j
R2 − |zj|2 ;
R
R2 − |zj|2

; R > 0, j = t + 1(1)n, z∉j D0, 1 ≤ t < n
in (10.1.1). Let Z (0)j = {z(0)j ; r (0)j } be the initial non-overlapping disks isolating the simple zeros, that is λj ∈ Z (0)j and Z (0)j ∩
Z (0)i = φ(empty); i ≠ j = 1(1)t respectively. If ρ(0) ≥ θ(n− 1)r (0) is the initial disk separation, where we let
r (s) = Max
j=1(1)t
{r (s)j }, σ (s) = Mini,j=1(1)t
i≠j
{|z(s)i − z(s)j | − r (s)j }; s = 0, 1, 2, . . . (10.1.6)
then the sequences of disks {Z (s)j }t,∞j=1,s=0 generated by the algorithms (10.1.1) are such that
(a) λj ∈ Z (s)j ; j = 1(1)t, s = 1, 2, . . .
(b) the sequence of radii {r (s)}∞s=0 → 0 as s →∞.
This consequently implies that the methods in (10.2) under the influence of round-offs in (10.1.1) are convergent.
The proofs of Theorems 10.1.1 and 10.1.2 are very analogous to Theorem 3.1 in [4] and will therefore be omitted. We
have thus settled the issue of the feasibility of implementing (10.1.1) as an interval iteration process and thus (10.2) and
their convergence under the limitation of round-offs. Hence it is supposed now after that in a later theorem that these issues
are assumed settled consequently.
10.2. Numerical instability: a phenomenon of order/R-order of convergence reduction
Instability in our sense so far here is the divergence or the poor convergence of themethods induced by the overwhelming
effects of round-offs. To investigate error and round-off relations in order to deduce the rate of convergence of (10.2) and
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(10.1.1) we write similarly that,
ρ∗j = Rad(Bk(SI∗1,j(Z), SI∗2,j(Z), . . . , SI∗k,j(Z))),
u∗j = Mid(Bk(SI∗1,j(Z), SI∗2,j(Z), . . . , SI∗k,j(Z))) = Bk(SI∗∗1,j(Z), SI∗∗2,j(Z), . . . , SI∗∗k,j(Z))
SI∗∗v,j(Z) =
n−
i=1
i≠j
 1
v∗ij

1− r2iv∗ij 2


v
+
n−
i=1
i≠j
 −1
zj

R2i
|zj|2 − 1


v
; v∗ij = z−j zi v = 1(1)k. (10.2.1)
Thus (10.1.1) becomes,
Zˆj = zj −

∆k−1,j(zj)
∆k,j(zj)
; ∂4,j

1
{uj; ρj} (10.2.2)
with Zˆj = {z(s+1)j ; r (s+1)j }. So that (10.2.2) is equivalently resolved into the components
zˆj = Mid(Zˆj) = zj − ∆k−1,j(zj)
∆k,j(zj)
1
uj(1− tj) ;
rˆj = Rad(Zˆj) =
∆k−1,j(zj)∆k,j(zj)
 ρj|uj|2 − ρ2j + ∂4,j|uj|1− ρ2j|uj|2
 + ∂4,jρj|uj|2 − ρ2j (10.2.3)
where
uj = 1− Tj; Tj = 1
∆k,j(zj)
u∗j
ρj =
 1∆k,j(zj)
 ρ∗j + u∗j  ∂+4,j∂4,jρ∗j tj = ρ2j|uj|2 .
(10.2.4)
The center component of the iteration disk Zˆj = {z(s+1)j ; r (s+1)j } following [4,3], is expressible as
zˆj − λj =
εj

Tjtj − tj +

1
∆k,j(zj)
Bk(S1,j(λ), S1,j(λ), . . . , Sk,j(λ))− Tj

(1− Tj)(1− tj) (10.2.5)
where now Sv,j(λ) is dependent on the zeros of (1.1) and obtained from (10.1.5) using (3.1b). Writing,
1
∆k,j(zj)
Bk(S1,j(λ), S1,j(λ), . . . , Sk,j(λ))− Tj = O(εk(ε + r2 + O(1))),
Tj = O(εk), ρj = O(εk(r + O(1)))+ O(∂3)+ O(∂3(r + O(1))), (10.2.6)
and also tj = O(ρ2j ), the error and round-off relations from (10.2.3) and (10.2.5) are therefore given as
εˆ = O(ε)[O(εk)[O(εk(r + O(1)))+ O(∂3)+ O(∂3(r + O(1)))]2
+ [O(εk(r + O(1)))+ O(∂3)+ O(∂3(r + O(1)))] + O(r2 + O(1)+ ε)εk] (10.2.7)
rˆ = O([εk (r + O(1))+ ∂3 + ∂3(r + O(1))]ε + ∂4 + ∂4[εk(r + O(1))+ ∂3 + ∂3(r + O(1))]).
Consider dominant terms in this expression and apply the Schmidt Theorem 4.2. Application of this on (10.2.7), gives the
proof of this final note embodied in this next theorem.
Theorem 10.2.1. Let σ ≥ θn,k(n− 1)r and assume that
∂3 = O(εl), ∂4 = O(εl−k+1), l ≥ k, θn,k ≥ 2k+3 − 1n− 1 ; k = 1, 2, . . .
and
1
zj − D0 = {z : |z − zj| ≥ R; z ∈ D0}
−1 =
 −z j
R2 − |zj|2 ;
R
R2 − |zj|2

; R > 0, j = t + 1(1)n, z∉j D0, 1 ≤ t < n.
Then
rˆ = O(εl−k+1)+ O(εk+1)+ O(εl+1);
εˆ = O(εk+1)+ O(εk+2)+ O(εk+1r2) (10.2.8)
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gives the error and round-off propagate relations in the methods (10.1.1). Thus
OR(10.2) and (10.1.1) ≥

l− k+ 1; l = k(1)2k− 1
k+ 1; l ≥ 2k (10.2.9)
gives the R-order of convergence of Bell’s interval methods (10.2) under the influence of round-offs in the reformulation (10.1.1).
It becomes conclusive that the effects of round-offs in (10.1.1) dies off in the long run on the iteration index s when the
order of round-off propagation from the point arithmetic is such that l ≥ 2k as (10.2.9) has suggested and (10.1.1) then
becomes (10.2) that is perceived to be without round-offs, because then the rate of convergence of (10.1.1) is restored again
to k+1 as it should be and as it is in (10.2). In fact, if the precision is such that is in the range l = k(1)2k−1 then themethods
in (10.2), (10.1.1) suffers from a phenomenon of order/R-order of convergence reduction. The worst case scenario is when
unfortunately, l < k depicting a severe limitation in precision of the computing environment, instability of themethods sets
in and convergence in this unpalatable circumstance is not to be expectedly certain if at all. This result has an extension to
cases in which there are multiplicities of zeros of the polynomial in (1.1). Finally on this section, it is pertinent to emphasize
that the ideas behind the presented round-off analysis have been the technique thrown up from the paper of [3]. However,
it is of importance to stress that this analysis is in our opinion more transparent and with less complexity by far than that
given in [2, p. 96–106, p. 199–203] for the root iteration methods.
11. Numerical experiments and evidence of convergence sensitivity to round-offs
To illustrate that the results of our analysis have real practical significance we have performed some simple numerical
experiments on a simple polynomial taken from [13, p. 540]. In our numerical experiments we found it sufficient to consider
(10.2) and (10.1.1). The experience is generally sufficient to illustrate the effects of round-offs on the rate of convergence of
these interval methods or rather their instability. This section also presents some specific examples of themethods in (10.2)
with respect to the reformulation in (10.1.1) to incorporate round-off effects consideration. The case of k = 1 in (10.1.1)
leads to the Maehly’s method modified for zero clusters,
Z (s+1)j = z(s)j −
{N (s)j ; ∂ (s)4,j }
1− {N (s)j ; ∂ (s)4,j }
 t∑
i=1,
i≠j
1
z(s)j −Z(s)i
+ n−t
z(s)j −D0
 ; j = 1(1)n N =
Pn(z)
P/n(z)
(11.1)
with R-order OR(11.1) ≥ 1 if the round-off in computing N (s)j is ∂4 = O(ε). The R-order is however restored to OR(11.1) ≥ 2
when the precision of the computing process improves to such that ∂4 = O(εl); l ≥ 2.When k = 2 is the Halley-likemethod
for clusters,
Z (s)i = z(s)i −
{H(s)j ; ∂ (s)4,j }
1−

H(s)i N
(s)
i
2 ; ∂ (s)3,j
 t∑
j=1,
j≠i

1
z(s)i −Z(s)j
2
+ (n− t)

1
z(s)i −D0
2
+
 t∑
j=1,
j≠i
1
z(s)i −Z(s)j
+ n−t
z(s)i −D0
2
(11.2)
i = 1(1)t , where H = 1/

P/n (z)
2Pn(z)
− P//n (z)
2P/n (z)

. Therefore, the R-order of this interval method is given by OR(11.2) ≥ l− 1; l =
2, 3 if the round-offs incurred in computing H(s)j is ∂4 = O(εl−1) and that of H(s)j N (s)j is ∂3 = O(εl). When the precision of the
computing process improves to such that l ≥ 4, the R-order is however restored toOR(11.2) ≥ 3. Higher order methods are
no doubt robust and are obtained from (10.1.1) for higher values of k, for example when now k = 3,
Z (s)j = z(s)j −

∆1,j(z
(s)
j )
∆2,j(z
(s)
j )
; ∂ (s)4,j

1−

1
∆2,j(z
(s)
j )
; ∂ (s)3,j

1
3T
(s)
j,t,3(Z)+ 12M(s)j,t,2 + 16 (T (s)j,t,1(Z))3
 (11.3)
wherein
M(s)i,t,2(Z) = T (s)i,t,2(Z)T (s)i,t,1(Z); T (s)i,t,v(Z) =
t−
j=1,
j≠i

1
z(s)i − Z (s)j
v
+ (n− t)

1
z(s)i − D0
v
.
It is of the R-order given by
OR(11.3) ≥

l− 2; l = 3, 4, 5; ∂4 = O(εl−2)
4; l ≥ 6; ∂3 = O(εl). (11.4)
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Table 11.1
Method (11.1)—The inclusion disks on P3(z); k = 1 (10.2).
sq Z (s)1 Z
(s)
2
0 {0.9; 0.2} {−0.9; 0.3}
1 1 {1.024122156; 6.26189431(−1)} {−1.093377802; 4.095221255(0)}
2 {1.043994228; 6.55192909(−1)} {−1.0123199083; 2.830431225(0)}
1 2 {1.001632483; 1.37783799(−1)} {−1.016517728; 1.45195136(−1)}
2 {0.999997522; 2.188199(−2)} {−1.000264175; 2.304753(−2)}
1 3 {0.998815992; 4.5714713(−2)} {−1.012996211; 5.0049804(−2)}
2 {0.999999725; 1.275420348(−4)} {−1.000189572; 3.322041151(−4)}
1∗∗ {0.998000131; 1.0786583(−2)} {−1.011958472; 1.3635114(−2)}
2∗∗ {0.999999214; 4.793784038(−6)} {−1.000160725; 1.706381074(−4)}
3∗∗ {1.0; 7.413798028(−13)} {−1.0; 3.099579456(−8)}
∗∗ MATLAB floating Point Arithmetic. a(−e) = a× 10−e .
Table 11.2
Method (11.2)—The inclusion disks on P3(z); k = 2 (10.2).
sq Z (s)1 Z
(s)
2
0 {0.9; 0.2} {−0.9; 0.3}
1 1 {1.057418984; 8.57950845(−1)} {−0.948569582; 2.83363212(−1)}
2 {1.005231373; 1.41059599(−1)} {−1.005061627; 1.40140099(−1)}
3 {1.00041008; 3.7698207(−2)} {−1.000431995; 3.7755119(−2)}
1 2 {1.0531022721; 3.25537077(−1)} {−0.951701355;9.210690871(−1)}
2 {0.999975972; 2.6600726(−2)} {−1.021009195; 2.466707(−2)}
3 {1.0005576627; 5.512501657(−5)} {−1.000949135; 1.008407131(−6)}
1 3 {1.053079846; 1.96671357(−1)} {−1.0584553328; 2.166820312(−1)}
2 {0.99999993; 7.092919751(−4)} {−0.999999478; 7.915315668(−4)}
3 {1.0; 1.612350711(−17)} {−1.0; 2.377418206(−9)}
1∗∗ {0.999780812; 1.878538977(−3)} {−0.999820389; 2.083072813(−3)}
2∗∗ {1.0; 2.90374944(−11)} {−1.0; 1.598716747(−11)}
Table 11.3
Method (11.3)—The inclusion disks on P3(z); k = 3 (10.2).
sq Z (s)1 Z
(s)
2
0 {0.9; 0.2} {−0.9; 0.3}
1 1 {0.99302874; 6.240809911(−3)} {−1.000121692; 1.073906382(−3)}
2 {0.999024691; 3.316359685(−4)} {−1.000121217; 7.125306869(−4)}
1∗∗ {1.00537342; 3.70169228(−6)} {−0.9999235609; 7.717440717(−6)}
2∗∗ {1.0;1.52819896(−19)} {−1.0; 2.166831237(−25)}
Notice that the expected convergence rate of (11.3) is restored when indeed the order of round-off of the point arithmetic
is such that l ≥ 6. This accounts for the fact that higher other methods apart from been unpopular for reason of difficulties
on implementation are also pruned to severe round-offs which can mar their convergence speed thereby translating into
poor accuracy return of the clustered zeros. The numerical results are from codes written inMATLAB [8], using a Dell Laptop
of processor clock speed 2.7 MHz, RAM of 512 Mb and hard disk space of 30 Gb. The results of the inclusion disks are in
Tables 11.1–11.3. Our application considers the problem of computing the zeros of the polynomial in [13, p. 540]:
P3(z) = (z − 2)(z − 1)(z + 1) with Z (0)1 = {0.9; 0.2}; Z (0)2 = {−0.9; 0.3}; R = 1.5, t = 2. (11.5)
The purpose is to refine the accuracy of the approximate zeros in Z (0)1 and Z
(0)
2 of the exact zeros 1,−1 clustered in
D/0 = {z : |z| < R} under the influence of the decaying initial round-off errors taken as
∂
(0)
f = Maxj=3,4 |(r
(0)
j )
q| = (0.3)q; q = l− k+ 1 = 1, 2, 3, . . . l = 1, 2, 3, . . . k = 1, 2, 3, . . . . (11.6)
Numerical instability is evident in Tables 11.1–11.3. The conclusion is certain from Tables 11.1 and 11.2 that, as the order q of
round-off decay increases the actual order of convergence of a particular method is gradually normalized and the accuracy
rapidly improves. This as it is expected is in conformity with what our theory asserts, please see, (10.2.9). In fact applying
(11.3) on the problem (11.5), the convergence pattern or rather the numerical stability or instability as well, is according as
(11.4) reveals and this is in the light of (10.2.9) as Table 11.3 will again confirm. This computing experience typifies the case
in all generality, with respect to (10.2) in the light of round-offs in (10.1.1) evenwhen the zeros are of differentmultiplicities.
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The ∗∗ in the tables is an indication of computation without the incorporated round-offs in (11.6), by this in MATLAB
computing environment ∂ (0)f is of the order of epsilon, that is ∂
(0)
f = O(10−16).
Interestingly, the experience is analogous to that from the generalized root and Bell’s iteration methods in interval or
point arithmetic for determination of all zeros simultaneously. In fact, as the order of the methods improves down the
members of the family of methods, the precision of the computational process required to maintain the ideal order of a
particular method for a fixed k increases likewise, see (8.7). The experience is however similar, even when the convergence
of themethods is accelerated. Indeed this is what our theory proposes as would be expected and in corroborationwith what
is found [2, p. 96–106,199–205].
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