Patient-specific simulations of bone remodelling could enable predicting how bone micro-structural integrity would be affected by bone diseases, drugs or other factors, and, ultimately could help clinicians to improve their prognoses. To simulate load-adaptive remodelling, however, knowledge about the physiological external loading acting on the bone is required. Assuming that load adaptation leads to homogeneous tissue loading, we previously developed a method to estimate the physiological loading history from bone micro-structural morphology. We were able to reconstruct the loading history of a simple load case that was applied in an animal experiment. However, we found considerable inhomogeneity in tissue loading suggesting that the bones were not fully adapted. Also, we noted differences in bone micro-architecture between animals despite common loading history, possibly due to differences caused by the stochastic nature of the bone remodelling process. In the present study, we aim at validating the load estimation algorithm in a well-controlled environment in which more complicated loading conditions are applied. Specifically, we want to test its accuracy for partially and fully developed bone structures and for differences in bone micro-architectures as they can occur due to stochastic events, even for bones with a common loading history. This was possible by using synthetic micro-architectures obtained from bone remodelling simulations as the basis for our load estimation algorithm. Loading histories based on fully adapted structures were predicted with a maximum error of 4.4% and predictions were not affected by differences in bone micro-architecture. These results show that our load estimation algorithm produces reasonable predictions and might be a suitable tool to define in vivo loading for patient-specific bone remodelling studies.
Introduction
Bone is capable of adapting to its mechanical environment by changing its density and internal micro-architectural organisation according to the magnitude and directionality of the applied external forces. This remarkable ability for adapting to loading is thought to be a result of the orchestrated action of bone cells in an on-going process called bone remodelling, where bone is added at high-load locations and removed at low-load locations ('Wolff's law') (Barak et al., 2011; Forwood and Turner, 1995; Frost, 1987; Goldstein et al., 1991; Roux, 1881; Rubin and Lanyon, 1987; Schulte et al., 2011; Wolff, 1892) . The ability to adapt, however, can be affected by bone diseases, drugs or other factors that determine bone cell activity.
Many researchers have developed theories to explain and predict the load-adaptive bone remodelling process at the micro-level. These theories were usually tested with computer models that can represent the bone micro-architecture and provide information about bone tissue loading conditions. Although all these theories assume the adaptation process is mechanosensitive, the proposed mechanoregulatory processes differ considerably between theories. In some of these theories, it is assumed that all bone tissue strives for a mechanical loading target value by adding or removing bone tissue locally until this value is reached (Christen et al., 2012a; Cox et al., 2011b; Huiskes et al., 2000; Ruimerman et al., 2005; Van Oers et al., 2011; Wang et al., 2012) . This approach was also extended to account for micro-damage accumulation (McNamara and Prendergast, 2007; Mulvihill and Prendergast, 2008) . Other theories assume that bone is removed or added only if the local loading is below a lower threshold or above an upper threshold respectively and remains quiescent in between these two thresholds (Schulte et al., 2012) . Yet other theories assume that the gradients in the stress or strain distribution determine the bone remodelling response (Adachi et al., 2010 (Adachi et al., , 2001 Tsubota and Adachi, 2005; Tsubota et al., 2002) . Of these theories, the one that assumes a fixed target value is most sensitive to changes in the external forces acting on the micro-architecture since both changes in magnitude and direction will induce remodelling. The other theories are less sensitive to the actual force magnitude but still require reasonable estimates of the external forces to produce meaningful remodelling results.
In combination with high-resolution peripheral quantitative computed tomography (HR-pQCT), which allows assessing bone micro-architecture in vivo (Boutroy et al., 2005; Boyd, 2008; Mueller et al., 2009 ), computer models of bone remodelling could be used for patient-specific bone remodelling simulations. Such simulations would help clinicians to improve their prognoses since it would be possible, for example, to predict how the bone structure of a patient would respond to a certain treatment.
In order to predict patient-specific load-adaptive bone remodelling, however, knowledge about the physiological external forces that act on the bone thus is required. These forces are usually not known in vivo. In a previous study, we developed a method to estimate the physiological loading history from bone micro-structural morphology (Christen et al., 2012b) . With this method, it is assumed that the load adaptation process will lead to homogeneous tissue loading. In that situation, the loading history could be determined by finding the set of plausible forces that results in the most homogeneous tissue loading. To do so, an optimisation procedure was implemented that scales the magnitude of the set of plausible forces such that the most homogeneous tissue loading is obtained. Using this load estimation algorithm, we were able to reconstruct the loading history of a group of mice that had their tail vertebrae loaded in an in vivo animal experiment (Christen et al., 2012b; Lambers et al., 2011) . Since only axial forces were applied in that animal experiment, it did not allow us to test the method for more complicated loading histories. We also found considerable inhomogeneity in bone tissue loading of approximately 69%, suggesting that the mice tail vertebrae were only partially adapted to mechanical loading. This could indicate that the bones were still adapting, or that the bone micro-architecture in these bones is largely determined by other factors than mechanical loading. It is not clear to what extent this partial adaptation would affect the results of the load estimation algorithm. Further, we noted that considerable differences in bone micro-architecture exist between animals, even though they were all subjected to the same loading regime in the experiment. A possible explanation for this could be that the bone remodelling process is of stochastic nature to some extent, e.g. due to random bone resorption/formation to maintain calcium homoeostasis. Although in the previous experiment mice of the same strain were used, genetic variation could also lead to differences in bone micro-architecture. The effects of such differences in bone micro-architecture, in adapted structures, on the predictions using the load estimation algorithm are not clear.
Based on these observations, we noted that, particularly for more complicated loading situations, the previous experimental validation approach was limited due to at least two reasons. First, if the bone structures were still developing, the load estimation algorithm, in the best case, would predict a loading history that reflects a mix between the pre-experimental and experimental loading conditions. For correct estimations of the loads applied in the experiment, however, loading should be predicted based on fully adapted bone micro-architectures and no remaining effect of the initial structure should exist. Second, since the same loading history will produce slightly different bone structures, possibly as the result of random bone resorption/formation, the results of the load estimation algorithm might vary as well. In the experimental design, however, it is difficult, if not impossible, to separate such a confounding factor from other confounding factors, such as partial adaptation.
In the present study we aim at validating the load estimation algorithm in a more controlled environment and for more complicated loading conditions. Specifically, we want to test its accuracy for partially and fully developed bone structures and for differences in bone micro-architectures as they can occur due to stochastic events, even for bones with a common loading history. To do so, we will use synthetic micro-architectures obtained from bone remodelling simulations rather than real measurements of bone structures as the basis for our load estimation algorithm. For these structures, the loading history and the state of adaptation and development are exactly known.
The first purpose of this study was to investigate to what extent the load estimation algorithm is able to predict the loading history of bone structures that are fully adapted to the applied loading. To test this, the loading conditions predicted by the load estimation algorithm for such structures were compared to those applied during the remodelling simulations. To determine the ability of the algorithm to predict loading based on developing bones, also partially adapted structures were used. The second purpose was to investigate if predictions of the algorithm are affected by differences in micro-architectures that may result from random bone resorption/formation or genetic variation, even when bones were subjected to the same loading history. For this purpose, remodelling simulations were repeated several times to generate one set of test structures and performed with different remodelling parameters to mimic genetic variation to generate another set of test structures. The estimated loads from the final micro-architectures were then compared to those applied during the remodelling simulations.
Materials and methods

Bone remodelling algorithm
To create bone micro-architectures, which are adapted to the applied loading, we used a previously developed and tested load-driven bone remodelling algorithm (Huiskes et al., 2000; Ruimerman et al., 2005) . The remodelling algorithm is based on the fundamental assumption that osteocytes embedded in the bone tissue, which has an osteocyte density, n, sense mechanical loading and transmit a signal to osteoblasts on the bone surface, which form bone accordingly. This osteocyte signal, P(x, t), is proportional to the local loading, represented as strain energy density rate and calculated using an element-by-element finite element solver (Van Rietbergen et al., 1996) . The final signal that is received from an osteoblast at location, x, and time, t, is determined only by osteocytes within a certain distance, d inf , from the osteoblast and the signal decays with increasing distance according to the exponential function e dinf =D , where D is a constant describing the osteocyte decay distance. Bone is formed when the signal exceeds a certain bone formation threshold, k. The volume of bone matrix formed, V obl , over time, t, with the formation rate, t, is determined with:
Osteoclasts, on the other hand, are assumed to remove bone at random location on the bone surface at a rate defined by the osteoclast activation frequency, f ocl . At each location, the volume of bone removed is determined by the resorption volume per cavity, V res . Thus the volume of bone resorbed, V ocl , over time, t, is calculated with:
Whenever possible, model parameters were defined according to bone physiological values for the bone remodelling simulations. Bone formation rate, t, and bone formation threshold, k, were defined empirically based on experience from earlier simulation studies (Huiskes et al., 2000; Ruimerman et al., 2005) and in such a way that they led to a reasonable bone turnover (Table 1 ).
In the finite element models, bone was assumed as linear elastic material with a Poisson's ratio of 0.3 and a Young's modulus dependent on the voxel's density m using a power law E ¼E b m g (Currey, 1988) , with the power g¼3.0 and E b ¼ 5 GPa the maximum Young's modulus of bone. Density values were ranging from 0.1 for marrow and 1.0 for bone (Table 1) .
Bone loading estimation algorithm
We recently developed a bone loading estimation algorithm to determine loading conditions for patient-specific bone remodelling simulations (Christen et al., 2012b) . The method is based on the assumption that the internal micro-architecture of bone is adapted to its mechanical environment by adding bone at high-load locations and removing bone at low-load locations. This ultimately leads to a bone structure in which loading is distributed homogeneously. According to our bone remodelling theory, the osteocyte signal, P(x, t), is proportional to the local loading and triggers bone formation. Therefore, we here formulated the criterion of homogeneous bone tissue loading as a criterion of a uniform distribution of the osteocyte signal on the bone surface. Based on uniform osteocyte signal distribution, the loading history is estimated by scaling a set of n predefined unit loads, i, until the summed resultant osteocyte signal of each load case, P iunit ðxÞ, reaches the most homogeneous distribution on the bone surface. This is formulated as an optimisation problem by finding the scaling factors, s i , that minimise the residual function, r(s i ):
where c is a reference value for the uniform surface osteocyte signal during remodelling equilibrium. Since cavities are constantly formed due to osteoclastic activity, also in remodelling equilibrium, the average surface osteocyte signal is higher than the target value k set during remodelling simulations. From test simulations we determined that the average surface osteocyte signal is 15% higher due to this effect. Therefore, the reference value for the load estimation was determined as c¼ 1.15 k. Scaling factors are finally calculated using non-negative linear least square optimisation technique (Lawson and Hanson, 1974) . It was assumed that all loads of a load case act together and equally long per loading cycle, therefore the loading magnitude, a, was calculated according to a i ¼ ffiffiffi ffi s i p (Christen et al., 2012b) . The surface osteocyte signal for unit load cases, P iunit ðxÞ, was calculated using the bone remodelling algorithm and these results were exported to a file. Scaling factors were then calculated from these results by using a non-negative linear least square optimisation technique (MATLAB, The MathWorks Inc., Natick MA, USA).
Test cases
Three sets of synthetic test-structures were created using the bone remodelling algorithm (Figs. 1-3) . For all simulations a cubic domain of 60 Â 60 Â 60 voxels with a voxel size of 33 mm was used, which leads to a sample size of 1.98 Â 1.98 Â 1.98 mm 3 . In the first set ( Fig. 1) , partially and fully adapted synthetic bone structures were generated. Remodelling simulations were started from a lattice structure representing bone development. Simulations were run for 2.4 and 30 years to create Mullender et al. (1996) . b Mullender and Huiskes, (1995) . c Eriksen and Kassem, (1992) . d Currey (1988) . e Watts (1999) . partially and fully adapted bone structures, respectively.The 2.4 years were chosen since initial simulations demonstrated that the inhomogeneity in bone tissue loading at this stage was comparable to that found in the earlier animal experiment (Christen et al., 2012b) . In the second set (Fig. 2) , synthetic bone structures with different bone micro-architectures were generated by running 12 bone remodelling simulations applying the same loading history and using the same remodelling parameters. Simulations started from a lattice structure and were continued until representing 30 years of remodelling. In the third set (Fig. 3) , synthetic bone structures with different bone micro-architectures were generated by slightly increasing (þ 10%) and decreasing (À 10%) osteoclast recruitment frequency and bone formation rate in order to simulate some genetic variation. Simulations were started from a lattice structure and were continued until representing 30 years of remodelling. In the first sets, a simple and a more complex load case were applied whereas in the second and third sets only the simple load case was used. In the simple load case (LC1), three normal stresses with different magnitudes were applied. In the complex load case (LC2), a main loading direction with an angle of 201 relative to the z-axis in the yz-plane was applied. Stress magnitudes in the order of 1 MPa were used which is within the physiological range according to direct in vivo strain measurements (Al Nazer et al., 2012). They are also below what would be considered to cause microdamage in trabecular bone (100 MPa) (Nagaraja et al., 2005) . . The second test set represents different bone micro-architectures with a common loading history and genetics generated due to stochastic differences in the bone remodelling simulations. Simulations were run for 30 years to fully adapt the structures. The simple load case (LC1) was applied. In this load case, normal stresses of 1.1, 0.7, and 1.5 MPa are applied in x, y, and z directions, respectively.
Evaluation of results and statistical analysis
The percentage error for each predicted loading history was calculated to measure the accuracy of the bone loading estimation method which was calculated for each stress component of both load cases as
To determine how well the bone structures were adapted to the applied loading and therefore indicating the inhomogeneity in tissue loading, the coefficient of variation (CV ¼ SD/mean) of the scaled strain energy density throughout the bone tissue was calculated (CV sed ). Additionally, also the CV of the osteocyte signal at the bone surface was calculated (CV ocy ).
Results
The first test set consisted of fully and partially developed bone structures. For fully developed bone, estimates were within 4.4% considering both load cases. The algorithm also predicted some loads that were not part of the loading history applied during bone remodelling. These loads ranged from 0.05 to 0.09 MPa and were therefore much smaller than the applied loads, which were in the range of 0.34-1.5 MPa. Although the test-structures were fully adapted, they still showed an inhomogeneity in tissue loading with a coefficient of variation of approximately 43% for strain energy density throughout the bone 
Osteoclast recruitment frequency
Bone formation rate Fig. 3 . The third test set represents different bone micro-architectures developed due to genetic variation either based on slight differences ( 7 10%) in osteoclast recruitment frequency (a) or bone formation rate (b). Simulations were started from a lattice structure and run for 30 years to fully adapt the structures. The simple load case (LC1) was applied. In this load case, normal stresses of 1.1, 0.7, and 1.5 MPa are applied in x, y, and z directions, respectively.
(CV sed ) and approximately 10% for the osteocyte signal at the bone surface (CV ocy ) ( Table 2 ). For partially developed bone, the predicted loads differed from the ones applied during remodelling by up to 7.0%. Predicted loads that were not part of the loads applied during remodelling ranged from 0.15 to 0.24 MPa. These test-structures showed an inhomogeneity in tissue loading of approximately 69% for strain energy density throughout the bone (CV sed ) and approximately 55% for the osteocyte signal at the bone surface (CV ocy ) ( Table 3) . The second test set consisted of bone structures with different micro-architectures due to random bone resorption/formation. Estimates were within 2.8% of the applied values and falsely predicted stresses were ranging from 0.06 to 0.103 MPa, which is again very small compared to the applied loading (Table 4) .
The third test set consisted of bone structures mimicking some genetic variation. The estimates were within 3.5% of the applied values for the type of genetic variation due to changes in osteoclast recruitment frequency (Table 5 ) and within 2.1% for genetic variation due to changes in bone formation rate (Table 6 ).
Discussion
In the present study we aimed at validating a previously developed load estimation algorithm in a well-controlled environment where we can use partially and fully developed bone structures and test different bone micro-architectures with a common loading history.
The load estimation algorithm predicted successfully the loading histories of fully adapted and even partially adapted structures. For the fully adapted structures, estimated loads were within 4.4% accuracy and although some load components were predicted that were not part of the actual loading history, their magnitude was small. It is interesting to note that, although these test structures were fully developed, they still showed an inhomogeneity in tissue loading of 43% based on strain energy density throughout the bone and 10% based on the osteocyte signal at the bone surface. This indicates that even in fully load-adapted structures, considerable inhomogeneity can be expected. In our simulations this can be due to the fact that the remodelling process is limited in the structures it can produce. There is also a continuous perturbation of tissue loading due to the fact that there is continuous random resorption in the model. But in spite of this, the load estimation is still accurate. The partially developed test-structures were generated to obtain an inhomogeneity in tissue loading of 69% (CV sed ) to be in agreement with what we found in the previous study using data from the animal experiment (Christen et al., 2012b) . Using a different load estimation algorithm that is based on bone density, Kenneth J. Fischer found Table 6 Estimated loading histories for bone structures of the third test set generated based on genetic variation due to bone formation rate variation ( 7 10% a tissue loading inhomogeneity of approximately 20% (personal communication). The density-based approach accounts for less detail, which most likely explains the lower value. The tissue inhomogeneity is also site-dependent as previous studies show using our algorithm (Christen et al., 2012, in press) . We found values between 50% and 70% and therefore decided to use a high tissue loading inhomogeneity in this study to challenge our bone loading estimation algorithm. Load estimations based on teststructures with high tissue inhomogeneity of 69% showed a deviation of up to 7.0% when compared to the loads applied during remodelling for both load cases and considerable loads were predicted that were not part of the actual loading history applied during remodelling. This was expected since the loading is predicted based on a micro-architecture that is still changing and thus reflects a mixture of the loads that would be predicted for the initial configuration and for the fully adapted configuration. Even though the structure is only partially adapted to the loads applied during remodelling and the actual structure, as shown in Fig. 1 , looks far from the final structure, the load estimation algorithm already provides a very reasonable estimation of these loads. These results show that the load estimation algorithm is able to accurately predict complicated loading histories even when the bone is not yet fully adapted. According to a previous sensitivity analysis of the bone remodelling parameters, the error in predicted forces would affect most of the bone morphometric parameters in a linear fashion (Cox et al., 2011a) . Therefore, assuming a patient which bones are adapted to daily activity, bone morphology would also be predicted within an accuracy of 4.4% when using the estimated loading for clinical bone remodelling simulations. The small error of up to 2.8% for the estimates based on the set consisting of different bone micro-architectures with a common loading history and genetics demonstrates that the bone loading estimation algorithm is not very sensitive for the stochastic nature of the bone remodelling process. This result also shows that differences in bone micro-architecture between animals can be explained by random bone resorption/formation. Additionally, when differences in bone micro-architectures were generated by simulating some genetic variation, the error was small (3.5%) as well. This shows that differences in bone micro-architecture in animals with common loading history do not significantly affect the predictions.
Other bone loading estimation algorithms have been developed as well. A comparison of the accuracy with these studies is complicated by the fact that they did not perform validation studies directly comparable to the present one. Instead, they compared estimates to in vivo measurements or calculated the difference between bone density distributions measured and the one predicted with bone remodelling simulations when applying the estimated loading. For example, loading at the femoral head was estimated based on the bone density with a 2D model (Fischer et al., 1999) . A peak force of 65% body weight was found which is below what was measured in vivo using prosthetic implants. A more recently developed algorithm (Campoli et al., 2012) , also a density-based approach, used a 3D model of the femur and estimated peak forces of 173% body weight, which is at the lower end of in vivo measurements. In the same study, initial bone density distributions were compared to predicted bone density distributions when applying the estimated loading. Mean difference of individual voxel densities was between 14% and 35%. Although these previous studies thus are not directly comparable to our validation approach, it indicates that our algorithm gives fairly accurate estimates of bone loading.
The main limitation of this study is that synthetic test structures were used based on a computational bone remodelling model that is also based on the assumption that bone strives for homogeneous tissue loading. The results thus provide an upper-limit to the accuracy of the load estimation algorithm. Obviously, for real bone structures, in which the micro-architecture might be the result of other factors than load-adaptive bone remodelling and thus a higher tissue loading inhomogeneity results, the predictions will be less accurate. Since we found tissue loading inhomogeneities ranging from 50% to 70% at different sites in previous studies, we think that the error calculated for the partially adapted structure in the present study is close to the upper limit because it is based on a tissue loading inhomogeneity of 69%.
In conclusion, the results show that our method can provide a reasonable and fairly robust estimate of the loading conditions even for bones that are not fully adapted. This suggests that it might be a suitable tool to determine the in vivo loading conditions that are required for patient-specific bone remodelling simulations.
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