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 Laser beams with precisely controlled intensity profiles are essential for many 
areas. We developed a beam shaping system based on the digital micromirror device 
(DMD) for ultra-cold atom experiments and other potential applications. The binary 
DMD pattern was first designed by the error diffusion algorithm based on an accurate 
measurement of the quasi-Gaussian incident beam from a real-world laser. The DMD 
pattern was projected to the image plane by a bandwidth-limited 4f telescope that 
converted this pattern to the grayscale image.  
 The system bandwidth determined the theoretical limit of image precision by the 
digitization error. In addition, it controlled the spatial shape of the point spread function 
(PSF) that reflected the tradeoff between image precision and spatial resolution. PSF was 
used as a non-orthogonal basis set for iterative pattern refinement to seek the best 
possible system performance.  This feedback process, along with stable performance of 
DMD, the blue-noise spectrum of the error diffusion algorithm, and low-pass filtering, 
guaranteed high-precision beam shaping performance. 
 This system was used to produce various beam profiles for different spatial 
frequency spectra. First, we demonstrated high-precision slowly-varying intensity beam 
 vii 
profiles with an unprecedented high intensity accuracy. For flattop and linearly-tilted 
flattop beams, we achieved 0.20-0.34% root-mean-square (RMS) error over the entire 
measurement region. Second, two-dimensional sinusoidal-flattop beams were used to 
evaluate image precision versus system bandwidth. System evaluation confirmed that this 
system was capable of producing any spatial pattern with <3% RMS error for the most 
system bandwidth. This experiment extended the beam shaping to any system bandwidth 
and provided a reference to estimate the output image quality based on its spatial 
spectrum. Later experiment using a Lena-flattop beam profile demonstrated the arbitrary 
beam profile generation.  
 We implemented this system for applications on the homogenous optical lattice 
and dynamic optical trap generation. The DMD pattern was optimized by the iterative 
refinement process at the image feedback arm, and projected through a two-stage 
imaging system to form the desired beam profile at the working plane. Experiments 
demonstrated a high-precision beam shaping as well as a fast and dynamic control of the 
generated beam profile.  
 viii 
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Chapter 1 Introduction 
1.1 MOTIVATION 
 Precise control of light beam profiles is important in many areas. For example, in 
some high-intensity laser systems [1], the beam profile is shaped to pre-compensate the 
spatial-dependent gain in the optical amplifier. In frequency response testing, spatial 
sinusoidal patterns are used to characterize the modulation transfer function (MTF) as a 
reliable evaluation tool of material, optical components, and electro-optical systems [2]. 
In addition, dynamic optical tweezers requires dot array or other complicated intensity 
profiles to trap biological cells or micro-particles [3]. Beam shaping techniques are also 
widely implemented in laser machining [4], 3-D profile measurement [5], and many other 
areas. 
 Our objective is design a beam shaping optical system to create a well-controlled 
laser beam to form the dynamic optical trap for ultracold atom experiments. Typically, an 
optical trap is formed by using tightly focused laser beams with a Gaussian profile [6] in 
two or three dimensions. Ultracold atoms are attracted to the intensity minima or maxima 
by the optical dipole force. However, the non-uniform intensity cross section of the 
Gaussian profile creates the inhomogeneous trap which limits the measurement area of 
the critical region between the Bose-Einstein condensate and the excited state [7].  
 Shaped laser beam profiles, on the other hand, have many advantages in this 
application. For example, a flattop beam profile creates a homogeneous optical trap and 
can lessen the undesirable effects of spatial inhomogeneities by creating an optical trap in 
which the potential well is of uniform depth. In addition, the effect of gravity on ultracold 
atoms can be compensated by a linearly-tilted flattop beam profile. Other beam profiles, 
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depending upon the specific use, are desirable to study local spectroscopy and critical 
boundaries between the various cold atom phases.   
 
1.2 OBJECTIVES 
 Because ultra-cold atoms are sensitive to any intensity variation from the optical 
field, this system should be capable of generating arbitrary patterns with high intensity 
precision. For the homogenous optical potential, ultimate intensity flatness of the order of 
0.1% root-mean-square error is desired. This requires the beam shaping system be 
capable of producing and measuring beam profiles with high accuracy. In the first step 
toward this goal, we want to get as close as we can by using an accurate initial 
measurement with refinement of the beam based on repeated measurements of the beam 
profile. In the future, one might consider further refinement by using the cold atom 
distribution, which is even more sensitive to small variations in the optical field.  
 In addition, it is desired to programmably control the generated pattern to 
dynamically modulate the shape of optical trap for the applications of ultracold atom 
physics, optical tweezers, and so on. We need a fairly good image precision (3-5%) while 
maintaining the required spatial resolution to display all the fine features in the target 
image. 
 As a result, the beam shaping system needs to meet the following design 
requirements. First, the generated pattern should have good intensity precision in 
conformity with the target image. We intend to use three steps to achieve this goal. As the 
first step, slowly-varying intensity profiles, such as the flattop and the linearly-tilted 
flattop beam, are designed to build the desired potential. Then, we choose 2-D sinusoidal-
flattop beams as our target beam profiles to evaluate the performance of beam shaping. 
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System evaluation can be accomplished by examining the error level of sinusoidal-flattop 
patterns with different spatial periods. Finally, we can use this system evaluation result to 
predict the image precision for any given pattern and generate arbitrary patterns to 
programmably manipulate the shape of the optical trap.  
 Besides the objectives of generated beam profiles, we also have additional 
requirements regarding the beam shaping system. First, in order to be operated with other 
modules of the ultracold atoms experiment, it is necessary to shape the beam profile 
automatically with a fast operation speed. In addition, this system needs to have the 
ability to shape the incident beam profile from both coherent and incoherent light sources 
at different wavelengths to form a 3-D standing wave lattice [8] or a 2-D thin lattice [9] 
for different types of ultracold atom experiments. For each input wavelength, we can give 
up some degree of conversion efficiency in order to achieve high-precision beam shape 
control. Finally, the phase of the wave front is also important to establish a uniform 




 This dissertation is organized as follows. Chapter 2 reviews related literature and 
proposes our method that overcomes shortcomings of previous beam shaping approaches. 
Chapter 3 discusses high-precision beam shaping concerns with a detailed analysis of 
ultimate beam shaping performance by using the proposed method.  
 Chapters 4 and 5 present various beam profiles generated by using this system 
according to the proposed steps. Chapter 4 presents slowly-varying intensity profile 
generation using various coherent and incoherent light sources at different wavelengths, 
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followed by a detailed analysis of energy efficiency and a brief discussion of system 
automation. Chapter 5 discusses beam shaping system evaluation using sinusoidal-flattop 
beam profiles. Arbitrary beam profile generation using an actual image will later confirm 
this system evaluation result. Chapters 6 and 7 describe two applications of this beam 
shaping system for the homogenous optical lattice (in Chapter 6) and the dynamic optical 
trap or laser tweezers (in Chapter 7). A summary concludes this dissertation in Chapter 8.  
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Chapter 2 Method 
 In this chapter, we review literature about previous beam shaping approaches and 
analyze their shortcomings or disadvantages for our application. Then, we present our 
method for high-precision beam shaping. After the description of the optical layout and 
the introduction to the core device, we analyze the pattern design algorithm and the 
simulation result.   
 
2.1 LITERATURE REVIEW 
 Laser beams with controlled intensity profiles can be generated through various 
approaches. Here, we briefly compare techniques that use transmissive optics (images of 
masks and masklike mirrors), refractive optics (lenses and aspheric elements), and 
diffractive optics (with propagation to a Fourier transform plane or to a near-field plane). 
Flattop beams are used as an example to compare the design results from these 
approaches.  
 Metal masks have been used in transmissive optical beam-shaping systems. 
Henesian et al. used binary metal pixels on a glass substrate for the National Ignition 
Facility [1] to optimize the performance of large-scale laser amplifiers [2]. Later work by 
Dorrer and Zuegel [3] demonstrated the error diffusion technique to design and simulate 
the performance of metal masks that formed flattop and other target beam profiles in an 
image plane following a low-pass filter. Although this approach can produce a desired 
beam that has a flat phase, it requires a known input intensity profile matched to the 
metal mask design. It is, of course, possible to make this technique adaptive by forming 
the mask by reflection from a binary-amplitude spatial light modulator (SLM). Our 
 7 
design is derived from this method, and so it will be described in more detail later in this 
chapter. 
 Refractive optics is another approach for beam shaping [4,5]. The fundamental 
working procedure of this approach is to use an axicon lens and/or specially designed 
aspheric elements to redistribute and collimate input light to the desired pattern. For 
flattop beam generation, Hoffnagle and Jefferson [6] used a refractive optical system 
composed of two aspheric lenses to convert a collimated Gaussian beam into a flat-top 
beam. This method achieved 5% root-mean-square (RMS) intensity variation in a flat-top 
beam with 78% power conversion. The design has high power-conversion efficiency, is 
achromatic, and can achieve a flat output profile in both intensity and phase. Later work 
by Smilie and Suleski [7] used a refractive two-element system to convert the Gaussian 
irradiance into a flattop beam with various spot diameters by the lateral transition 
between the elements. Although this design introduced some freedom of output beam 
profiles, since the calculation of lens surfaces was based on specific input and output 
beam shapes, the whole system only work well for the limited input–output 
combinations. In addition, the technique can do nothing to reduce the effect of spatial 
noise and imperfections present in real laser beams. 
 The use of diffractive optics and holographic optical elements is popular for 
producing arbitrary light distributions. The conversion of Gaussian beams using 
diffractive optical elements (DOEs) has been intensively studied for many years. Both 
continuous phase elements [8,9] and annular phase plane elements containing two or 
more zones with binary phase value (usually 0 and π) [10,11] were proposed for beam 
shaping. However, since these DOEs can only be made for a specific output beam 
profiles, they, with other approaches of transmissive optics and refractive optics, do not 
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have any adaptive beam shaping ability. Thus, this intrinsic disadvantage limits the 
application of all these passive approaches.  
 As an active beam shaping technique, phase-only SLMs [12,13] have been used 
for beam shaping to achieve a design that is adaptable to arbitrary input and output beam 
shapes. Various algorithms, including iterative Fourier transform algorithms (IFTA) [14], 
simulated annealing (SA) algorithm [15], and generic algorithm [16], were applied to 
synthesize the refreshable hologram on the SLM for beam shaping. In a recent 
improvement to these techniques, Jesacher et al. [17] achieved complex amplitude 
modulation by encoding the spatial amplitude and phase distributions on different areas 
of the phase-only SLM. The input light was modulated sequentially and the target 
intensity pattern with desired phase front was reconstructed by a full Fourier transform.  
 For the design algorithm, Pasienski and DeMarco [18] reported a new IFTA to 
create the square cross-section, flat-top intensity profile. Their result pushed intensity 
error to an unimportant region of the output plane and reduced the error in the 
measurement region. In their adaptation of the IFTA, intensity was constrained only in 
the measurement region of the output plane, and phase was unconstrained. In a simulated 
result for an ideal phase-only SLM, they reported an RMS error of 1.5% with a power 
conversion efficiency of 45%. No data for the phase flatness were given. In general, such 
solutions are designed for a phase-only SLM and thus are inherently an approximation to 
ideal phase and amplitude modulation for the DOE. In addition, the reconstructed image 
generated by phase-only SLMs contains a zero-order diffraction beam (ZOD) from the 
non-modulated light [19]. Though many methods were proposed for ZOD suppression 
[20-22], it was difficult to completely eliminate this ZOD beam via a holographic 
approach [23]. Therefore, the imprecise beam shaping output from diffractive 
(holographic) optics excludes this approach for generating the dynamic optical trap.   
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 One sees from this literature review that previous beam shaping approaches have 
various shortcomings or disadvantages in design flexibility and achievable intensity 
precision. Thus, it is necessary for us to design a novel beam shaping method to precisely 
control the output beam profile.  
 
2.2 OPTICAL LAYOUT 
 For high-precision beam shaping, we constructed a test bench consisting of a 
laser, a digital micromirror device (DMD) SLM, and an imaging telescope with a spatial 
filter. The general layout of the test bench is shown in Fig. 2-1. The DMD 
(0.7XGA DDR DMD Discovery, Digital Light Innovation, Austin TX) has 1024 × 768 
square pixels at a pitch of 13.68 μm. The input quasi-Gaussian beam from the light 
source is expanded and collimated with a 5× telescope to best fit the DMD size (14 mm × 
10.5 mm). No effort was made to clean up this beam or to ensure that its profile was 
accurately Gaussian.  
 
 
Figure 2-1: Optical layout of the DMD-based high-precision beam shaper. 
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 The light reflected from this SLM passes through a 4f imaging system containing 
a pinhole that acts as a spatial-frequency low-pass filter. The output flat-top beam profile 
was measured at the output image plane of the telescope by a CCD camera. This image 
was sent to an algorithm that computed the binary reflectance function for the DMD. The 
specific pattern design process will be presented in detail later in this chapter.  
 To accurately measure the input and output beam profiles, we used the Scorpion 
SCOR-20SOM camera by Point Grey Research, Inc. that was prepared by Spiricon, Inc. 
to be windowless for accurate beam-profiling measurements with Spiricon laser beam 
diagnostic software. The Scorpion camera uses the Sony ICX274AL black and white 
CCD chip with 4.4 μm square pixels in a 1600 × 1200 array. The absence of the 
protective window minimizes fringes or diffraction patterns caused by parallel surfaces 
and dirty spots. The output beam profile was measured by using the same camera. 
Following this, an iterative process was used to refine the beam profile based on repeated 
accurate measurements of the output beam profile and adjustments to the binary DMD 
pixel pattern. 
 
2.3 DMD OPERATION CONCERNS 
 As SLMs are now available with a wide range of specifications and modes of 
operation, some consideration is needed to select the correct one for high precision 
applications. For the beam shaping applications that we describe later, not only is 
precision required, but also time variation is not acceptable when an unchanging image is 
formed. This limits the SLM selection to one with a latched state that does not need 
refresh or polarity reversal as does a liquid crystal SLM. This requirement also excludes 
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the dither of pixel values at a high rate in order to achieve gray levels from a binary-
amplitude SLM. 
 A short introduction to the DMD is given before the discussion of the pattern 
design. Texas Instruments (TI) Digital Micromirror Device (DMD) is an all-digital 
spatial light modulator with thousands of tiltable, fast-moving and addressable 
micromirrors (Figure 2-2(a)). As an all-digital spatial light modulator, the DMD is 
comprised of thousands of hinge-mounted microscopic mirrors (Figure 2-2(b)). A hidden 
yoke connects the hinge and supports the post. The hinge enables the mirror to rotate 
either +θ or -θ to realize the two binary states. Our experiment uses the DMD 
Discovery
TM
 series and has a rotation angle θ = ±12º. The micro-mechanical structure is 
mounted atop a SRAM cell. The CMOS addressing circuit controls the state of each 
mirror. A voltage can be applied to the either of two electrodes and exerts an electrostatic 
force which causes the mirror rotate quickly until the yoke contacts with the electrode. At 
this time, the mirror is electro-mechanically “latched” in its desired position. Thus the 
setting of one pixel is highly precise. What is required for grayscale image precision is a 
way to have a large number of pixels contribute to one resolution element of the 
projected image and yet have sufficient spatial resolution to form the image. 
 







                 (b) 
Figure 2-2: (a) DMD DiscoveryTM Controller Board with DMD and (b) Schematic of 
two DMD mirror pixels next to a typical DMD light modulator [24,25] 
 It is important to mention that the binary DMD pattern should stay unchanged 
during the beam shaping process because the ultracold atoms are sensitive to the intensity 
variation of the optical filed. This operation requirement of static pattern projection 
excludes the DLP display technology [26] based on the binary pulse modulation [27] for 
our application. If one would like to add programmed time variation of the formed image, 
it can be accomplished using the DMD by loading a series of images with as few as one 
or as many as all the pixels changed at frame rates up to 32 kHz.  Slow and gradual 
variation from one image to another can be achieved using a sequence of images with 
small changes between each one. A frame rate of 32 kHz can be achieved through a 
direct digital interface to the DMD.  For slower changes, we have achieved frame rates 




2.4 DMD PATTERN DESIGN ALGORITHM 
2.4.1 System operation 
 The way in which the desired beam profile is produced is based on binary DMD 
modulation plus imaging optics that includes a low-pass filter. The input Gaussian wave 
with the amplitude distribution g1(x,y) is incident on the DMD. The binary DMD pattern, 
DMD(x,y), is determined by the measurement of the input beam and the target function. 
Thus, after the DMD, the amplitude distribution of the nth-order diffracted light (nearest 
the blaze angle), is given by 
 
     g2(x,y)= g1(x,y) × DMD(x,y)     (2-1) 
 
 In the imaging telescope, the Fourier transform of the wave leaving the DMD 
surface is formed in the back focal plane of the first lens. A pinhole placed at this Fourier 
plane serves as a low-pass filter. The amplitude distribution in the frequency domain after 
the pinhole is given by 
 
     g3(fx,fy)=F{ g2(x,y)} × h(fx,fy)           (2-2) 
 
where F{ } represents the Fourier transform operator and h(fx,fy) is the binary-amplitude 
transmission of the pinhole. At the output plane, the light intensity distribution is the 
magnitude squared of the Fourier transform of g3(fx,fy). By proper control of the DMD 
pattern and the radius of the pinhole, the desired beam profile can be generated. 
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2.4.2 DMD pattern design 
 The binary DMD pattern is designed based on a two-step algorithm. Here, we use 
the flattop beam as the target function to illustrate this design process.  
 First, the input Gaussian is captured at the imaging plane. The target function is 
an eighth-order super-Lorentzian, SL(x,y),whose width and height are referred to the 
input Gaussian and given by 
 
                             
   
   
  
                   (2-3) 
                             
 







where          and relative parameters are chosen to be rSL = rG/1.5 and SL0 = 
0.4G0. Based on the input Gaussian and target super-Lorentzian functions, the desired 
reflectance function is calculated by 
      
                                        (2-4) 
 
 This is illustrated in Fig. 2-3 for rG = N/3 = 256 pixels and rSL = rG/1.5, where N 
= 768. These parameters give a target function that does not approach the Gaussian too 
closely, and the reflectance function does not become too sharply peaked or approach 1.0 





Figure 2-3: Cross sections of a simulated Gaussian input beam (rG =  256 pixels), an 
eighth-order super-Lorentzian (SL) beam( rSL = rG / 1.5 = 171 pixels), and 
the desired reflectance function, , to transform one into the other. The beam 
profiles and are defined in Eqs. (3) and (4). 
 Second, the multiplicative continuous amplitude reflectance,            
                 is then processed by the error-diffusion algorithm [28] to produce 
the binary pixelated DMD pattern by rastering from left to right in a row and then from 
top to bottom in successive rows. Specifically, the binary value of DMD(x,y) is 
determined by comparing the desired amplitude reflectance r1(x,y) modified by the 
propagated errors from nearby pixels that have already been processed to the threshold 
value of 0.5. The error function is calculated by 
 
                                          (2-5) 
 
and the reflectance function is replaced by 
   
                                                      (2-6) 
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where a and b are row and column coordinate shifts of the nearest neighbor pixels yet to 
be processed. The weighting coefficients for the three nearest neighbors (a = 1, b = 0; a 
= 1, b = 1; a = -1, b = 1) depends upon the current reflectance        . c(a,b) is the 
weighing factors of the error diffusion algorithm [28].  
 We simulated the performance of this beam shaping system by using a perfect 
Gaussian as the input and an eighth-order Super-Lorentzian as the target beam profile 
(eq. (3)). After reflection by the binary DMD pattern, the beam was passed though a 
simulated pinhole with an appropriate size that was chosen by a global search process. 
The RMS error of the simulated flattop was around 0.2% for a 180 pixel diameter disk 
centered on the flattop (see Fig. 2-3). We tried to generate the DMD pattern using several 
other methods, including a random dither algorithm and electronic screen methods, but 
neither performed as well as error diffusion without iterative correction.  
 In summary, previous beam shaping approaches are not capable of generating 
high-precision beam profile required in our application. On the other hand, the analysis 
and simulation illustrate that the proposed DMD-based beam shaping system is capable 
of high-precision performance and looks promising to satisfy our requirements. We will 
prove this by a detailed analysis of high-precision pattern generation and projection in the 
next chapter.  
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Chapter 3 Generating and projecting high-precision patterns 
In this chapter, we discuss the beam shaping performance for different system 
bandwidths in theory. In the spatial domain, the system bandwidth determines the image 
precision and the spatial resolution of output images. This analysis leads to the iterative 
pattern refinement algorithm based on the point spread function (PSF). In the spatial 
frequency domain, high-precision beam shaping is realized by a well preserved image 
spectrum, which can be achieved by our method.   
We shall demonstrate in theory that this beam shaping system is capable of 
producing the flattop beam profile as well as other profiles that satisfies the precision 
requirements for ultra-cold atom experiments as well as other applications.  
 
3.1 IMAGE PRECISION IN THE SPATIAL DOMAIN  
Shaping a laser beam or projecting an image with such a beam requires attention 
to both the required resolution for the pattern and the intensity precision since there are 
tradeoffs between these two quantities. In the spatial domain, one DMD pixel projects a 
PSF that describes the impulse response of the system (Fig. 3-1). The system bandwidth 
determined by the pinhole size controls the shape of the PSF, which represents the spatial 
resolution and image precision of the output image. For a given system bandwidth, the 
ultimate image accuracy is limited by the PSF peak, because one can never reach a 
smaller intensity variance than      PSF peak amplitude by turning off or on a single 
DMD pixel. For smaller system bandwidth, a wider PSF with lower peak amplitude gives 
a higher image precision but a lower spatial resolution. On the other hand, larger system 
bandwidth produces a narrow PSF with large peak amplitude. This PSF reduces the 
image precision but gains high spatial resolution. For a given system bandwidth, 
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changing the state of one DMD pixel adds or subtracts one PSF amplitude at the output 
plane.  Thus, the system shows the best-possible performance when the output image 
reaches       PSF in amplitude error variance for the given bandwidth. 
 
 
Figure 3-1: Impulse response of the DMD-based high-precision beam shaper 
As a result, we can regard the output image as the superposition of PSFs at 
different locations. Because turning on or off one DMD pixel adds or subtracts one PSF 
at the corresponding location, we can use PSF as a non-orthogonal basis set for image 
feedback to improve the image quality of the output beam profile.  We will describe the 
image feedback process in detail in the Section 3.2.  
The theoretical limit of this system can be determined by backward propagating 
one image resolution point at the image plane to the DMD plane. Because of the limited 
system bandwidth, this point source forms a back projected PSF at the DMD plane (Fig. 
3-2). The consideration is the size of the back projected PSF with respect to the DMD 
pixel spacing because all DMD pixels underneath this PSF contribute to the amplitude of 
the image point at the image plane. Because the irradiance is derived from the setting of 
several adjacent pixels, the intensity can be set with greater precision. This is particularly 
advantageous for the case of a binary-amplitude SLM such as the DLP device. If the 
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resolution of a wide PSF is sufficient for image production, then hundreds of pixels can 
contribute to the illumination of one image point. This also means the image precision is 
limited by the digitization error because the minimal incremental step is one DMD pixel. 
 
 
Figure 3-2: Backward projected PSF to determine the theoretical limit of the DMD-
based beam shaping system. 
Mathematically, the theoretical limit is equivalent to      PSF variation at the 
image plane and is found by estimating the number of binary DMD pixels that contribute 
to the intensity at an output point. Equivalently, this is the number of pixels within the 
PSF expressed at the DMD face. The digitization error, σDE, is defined by          
    
 
       
 , where MSB stands for most significant bit and can be calculated by 
            where Ap and Aeff are the areas of the DMD pixel and the effective 
area of the PSF main lobe, respectively.  Because PSF does not have a spatial uniform 
profile, the DMD pixels at the edge of the PSF contributes less intensity than the DMD 
pixels at the center of PSF. Thus, we used a unit-height cylinder to define the effective 
main lobe. This unit-height cylinder having the effective PSF radius has precisely the 
same volume as the main lobe of the PSF. The radius of the effective PSF area is very 
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close to its HWHM radius. As a result, in terms of the normalized system bandwidth, RN, 
the digitization noise becomes   
        
         
 






                  (3-1) 
 
where c = 1.830 is the effective PSF radius described above in coordinates normalized to 
the maximum system bandwidth, which is calculated by fmax = (2×DMD pixel pitch)
-1
. 
The calculated digitization error for different system bandwidth is shown in Fig. 3-3. One 
sees that the digitization error is 0.08% for the normalized system bandwidth f = 1/18.9, 
corresponding to the major spatial spectrum of a flattop beam. This result proves that the 
DMD-based beam shaping system has ability to generate the 0.1% RMS flattop beam in 
theory.  
 
Figure 3-3: Digitization error versus normalized system bandwidth  
 
3.2 PSF-BASED ITERATIVE PATTERN REFINEMENT 
Based on the above analysis, we proposed PSF-based iterative refinement that 
consists of the following steps (Fig. 3-4(a)). First, the PSF is calculated based on the 
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system bandwidth and is used in the iterative refinement process. The calculated PSF is 
compared with the measured PSF at the output plane. This comparison is used to check 
the system alignment because a misaligned pinhole produces an asymmetric PSF. As a 
blazed diffraction grating with certain pixel pitch, locations of diffraction orders are 
determined by the incident angle and the wavelength while the energy distribution (sinc 
center) is determined by the tilting angle of DMD pixels. As a result, when one DMD 
pixel is turned on for the PSF measurement, all the “OFF” pixels produce a weak 
diffraction over that overlaps with the light from the “ON” pixel. The interference of 
these two parts of light changes the shape of the actual PSF. Fortunately, our 
measurement shows that the amplitude peak of an actual PSF is quite close to the 
calculated result (Fig. 3-4 (b)). For this reason, we used the calculated PSF for iterative 







Figure 3-5: PSF-based iterative pattern refinement. (a) Flow chart, (b) measured PSF, 






































Second, a camera image, after applying a digital low-pass filter (LPF) (see 
Section 3.5 for details) to remove speckle, is subtracted from the target image to obtain 
the amplitude error image (Fig. 3-4 (c)). For the selected image feedback region, an inner 
loop suppresses intensity peaks and lifts the intensity valleys in the amplitude error 
image. This loop operates on one peak-valley pair per iteration. For each iteration, 
maximum and minimum intensities are found, and corresponding locations on the DMD 
are determined. Then, one PSF is subtracted (for an intensity maximum) or added (for an 
intensity minimum) at these two locations on the amplitude error image. The PSF 
amplitude at these locations is spatially modulated by the input Gaussian beam function. 
These two DMD pixels are flipped and the RMS error is recomputed without taking a 
new camera image. Another peak and valley are corrected in the same way until the inner 
loop terminates when the RMS error reaches its minimum. Finally, the refined pattern is 
loaded into the DMD, and the camera captures another output image. We repeat the 
second step for this new camera image, and the entire feedback process ends when the 
RMS error stops decreasing.  
 
3.3 IMAGE PRECISION IN THE SPATIAL FREQUENCY DOMAIN  
The preceding analysis can also be viewed in the spatial frequency domain to 
reach the same conclusion by asking the question, "how precisely is the image spectrum 
recovered?"  Required resolution is clearly defined by the spectral width of the target 
image that must be passed by the modulation transfer function (MTF) of the optical 
system. Since the width of the MTF is inversely proportional to the width of the PSF, the 
wide PSF case is represented by a narrow MTF. Thus the spectral content of the image 
must fit within the system MTF. For such a bandwidth-limited optical system, the pixel 
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spatial frequency can be considerably higher than the highest frequency within the system 
MTF. The excess SLM bandwidth is utilized to increase the amplitude precision of the 
low frequency components of the spectrum within the required MTF.  
The case of an optical system with a circularly symmetric low pass filter is 
illustrated in Fig. 3-5 that uses an example of the power spectrum of an 8th-order super-
Lorentzian laser beam, i.e., a flattop beam with smoothly tapered edges and somewhat 
low spatial frequency content.  The fidelity of the beam profile can be maintained with a 
low pass filter that cuts the spectrum at -30 to -40 dB below the peak.  This same 
concept will be used later to illustrate the noise reduction treatment of camera images of 
similar beams and patterns. 
 
 
Figure 3-5: Cross section of the spatial frequency spectrum of the camera image of an 
8th-order super-Lorentzian (SL) flattop laser beam indicating the optical 
system bandwidth needed to precisely represent the beam profile. The 
measured and ideal spectra are superposed. The maximum spatial frequency 
for the 4.4 µm camera pixel pitch is shown as fm. 
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3.4 ERROR DIFFUSION ALGORITHM 
When the error diffusion algorithm is used to design the binary DMD pattern, the 
spatial-frequency spectrum of light from the DMD consists of the target image spectrum 
plus a high-pass filtered error spectrum [1]. The high-pass filter, induced from the error 
diffusion algorithm, possesses “blue noise” characteristics in the spatial frequency 
domain by achieving a quasi-random distribution of the binary values. The “blue-noise” 
brings small distortion at the low and middle spatial frequencies and large error at high 
frequencies as shown in Fig. 3-6. This indicates that this technique is suited to design 
band-limited target images.   
 
Figure 3-6: Simulated spatial frequency spectrum of the output of the beam shaping 
system when the target profile is set to a constant gray reflectance of 80% 
using our error diffusion algorithm. The DC term is blocked for this display.  
The adjustable pinhole serves as a low-pass filter to control the optical bandwidth. 
As a result, most high-frequency noise in the blue-noise spectrum is filtered out, leaving 
the well-preserved original target image spectrum. Since major frequency components for 
most images are within 1/3 to 1/2 of the maximal spatial frequency [2], it is expected that 
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this system is capable of generating various high-precision spatial patterns for different 
system bandwidths.  
 
3.5 DIGITAL LOW-PASS FILTER DESIGN 
Although the system bandwidth is limited by the pinhole, the coherent speckle 
caused by light scattering between camera pixels induced additional high spatial-
frequency noise. In order to separate the error introduced by the optical system from that 
introduced by coherent speckle and camera noise, a digital low pass filter (LPF) with an 
equivalent cutoff frequency to the pinhole in the experiment was applied to camera 
images.  The spatial frequencies that were eliminated by the digital LPF were more than 
35 dB below the peak of the spectrum.  Thus the major frequency components of the 
beam profile were not affected. The remaining error after the digital LPF comes from 
design algorithm imperfections, residual low-frequency spatial gain noise in the camera, 
quantization error due to the finite number of DMD pixels that form one resolution 
element, and photon noise (in decreasing order of size). A detailed error analysis will be 
given in the next Chapter. 
 
3.6 SUMMARY 
As a summary, we present several concerns for high-precision pattern generation 
and projection. In the spatial domain, the output image is subject to the tradeoff between 
image precision and spatial resolution that is controlled by the PSF. PSF-based iterative 
pattern refinement is proposed to improve the image quality. The ultimate precision of 
the refinement process is limited by the digitization error, which is below 0.1% for the 
flattop beam spectrum and remains less than 5% for most of the system bandwidth. In the 
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spatial frequency domain, the spectrum of the target image needs to be precisely 
preserved to achieve high-precision beam shaping. The blue-noise spectrum produced by 
the error diffusion algorithm only induces little noise to the low and middle frequency 
content while the noisy high-frequency band is filtered out by the pinhole low-pass filter. 
Analysis from both domains illustrates that the DMD-based beam shaping system can 
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Chapter 4 Slowly-varying intensity beam profile generation 
In this chapter, we present high-precision beam shaping for slowly-varying 
intensity beam profile generation [1-3]. The major target image is a flattop beam (and a 
linearly-tilted flattop beam). The DMD pattern is first generated by the error diffusion 
algorithm and then optimized by the PSF-based iterative pattern refinement. Several 
coherent and incoherent light sources at different wavelengths were used in beam shaping 
experiments to compare the image precision. A detailed analysis of energy conversion 
efficiency illustrates that the diffraction efficiency plays an important role to determine 
the overall system energy efficiency. Finally, LabVIEW-based system automation is 
introduced for fast and automated beam shaping control. 
 
4.1 SLOWLY-VARYING INTENSITY BEAM SHAPING 
4.1.1 He-Ne laser 
The experiment was first conducted using a 633 nm He-Ne laser. For this 
wavelength, the DMD imaging telescope had a magnification of -5/6 and used 300 mm 
and 250 mm focal length lenses for f1 and f2, respectively.  The pinhole diameter was 
610 µm.  
To demonstrate the flexibility of the system, we implemented circular and square 
eighth-order super-Lorentzian profiles at 633 nm.  In this case, the raw camera image 
was used for the iterative refinement process without low-pass filtering.  The RMS 
flatness for the first-generation circular flattop beam and the beam after the fifth 
refinement iteration (Table 4-1) is calculated by  
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         (4-1) 
where IOut(x,y) and ITar(x,y) are the intensity of the output image and target image with 
equalized image power, and N is the total number of pixels in the measurement area 
(MA). 
Refinement reduced the RMS error from 1.5% to 1.0%.  After the digital low-
pass filter, the error was reduced to 0.67% RMS over the flattop region.  Fig. 4-1 
displays horizontal cross sections through the highest peak and lowest valley of the 
circular flattop beam without refinement superimposed on the same cross sections after 
five refinement iterations.  As shown in the figure, the operation of the refinement 
algorithm successfully adjusts the peaks and valleys adaptively.  
 
Table 4-1:   Measured RMS error for the initial flattop beam and after the fifth 
refinement iteration versus diameter for a circular flattop beam at 633 nm 
wavelength. 
a
 The diameter of 324 pixels (1.43 mm) is slightly outside the flattop boundary. 
b

















Dia. (pixel) 64 126 196 286 310 324 
a
 




Initial 1.0 1.1 1.2 1.3 1.4 1.5 
5 Iterations 0.93 0.90 0.93 0.96 1.00 1.06 
LPF 
b




Figure 4-1:  Cross sections of the flattop beam before and after the iterative refinement 
process: through the highest peak (a), and through the lowest valley (b). 
 
The square flattop beam experiment yielded similar results for RMS error as 
shown in Table 4-2.  The RMS error was 0.9% over the 1.39 mm square flattop region.  
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When digitally low-pass filtered, the error was reduced to 0.61% RMS for the same 
region.  A camera image of the resulting square beam is shown in Fig. 4-2. 
 
Table 4-2:  Measured RMS error for the square flattop versus width for 633 nm 
wavelength. 
 
Square width (pixel) 30 50 100 160 200 240 
a
 




Initial 0.96 1.00 1.10 1.20 1.39 1.73 
5 iterations 0.81 0.89 0.89 0.86 0.90 1.19 
LPF 
b
 0.48 0.55 0.61 0.56 0.61 1.00 
a
 The width of 240 pixels (1.06 mm) is slightly outside the flattop boundary. 
b





Figure 4-2:  Camera image of the square flattop beam. 
 
4.1.2 Fiber laser  
We used a fiber laser oscillator from NP Photonics for beam shaping at 1064 nm. 
The imaging telescope magnification was changed to −4:5, and the two lenses were focal 
lengths of 500 and 400 mm. The pinhole diameter was changed to 1.2 mm. The 
magnification change was made to accommodate the slightly larger beam diameter 
incident on the DMD, and the pinhole was changed to accommodate both the changed 
beam size and the new wavelength. 
The experiment achieved 1.12% RMS flatness after refinement of the circular 
flattop region. The sizes of the regions with noise below a specified level are shown in 
Fig. 4-3. The RMS error of the raw image and the digitally low-pass filtered image are 




Figure 4-3: Horizontal cross section of the flattop beam (1064 nm) after 17 refinement 
iterations.  Arrows indicate the diameter within which the error is below the 
indicated level. 
Table 4-3:  Measured RMS error for the initial circular flattop beam and after 17 
refinement iterations versus diameter at 1064 nm wavelength.  
a
 The diameter of 422 pixels (1.86 mm) is slightly outside the flattop boundary. 
b
 The radius of the digital LPF is 1/96 of the maximum spatial frequency. 
 
Dia. (pixel) 52 120 230 340 376 422
a
 




Initial 1.70 1.60 1.50 1.60 1.70 1.80 
17 Iterations 1.08 1.13 1.11 1.12 1.12 1.15 
1/96 LPF
b
 0.17 0.30 0.25 0.23 0.23 0.24 
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Table 4-4 summarizes the RMS error data the over the entire flat-top region for all 
the tabulated experiments, with and without the digital LPF, and at both 633 and 1064 
nm. Although the improved refinement process used for the 1064 nm experiments 
decreased the RMS error in the digitally filtered image by a significant factor, the 
unfiltered result was similar for both cases. This indicates that other noise sources at high 
spatial frequency (e.g., coherent interference and speckle noise) dominate the uniformity 
of the light intensity in the raw camera image. 
 
Table 4-4: Summary of RMS error in the whole flattop beam area for three cases 
studied. 
Flattop case RMS error after feedback RMS error after digital LPF 
a
 
circle (dia.=310 pixel) 633 nm 1.00 0.67 
square (width=200 pixel) 633 nm 0.90 0.61 
circle (dia.=376 pixel) 1064 nm 1.12 0.23 
a
 The radius of the digital LPF is 1/32 and 1/96 of the maximum spatial frequency 
for the 633 nm and 1064 nm measurements, respectively. 
 
An additional experiment was conducted to produce a beam profile that was a 
linearly tilted flattop that will be useful for gravity compensation in the ultracold atom 
experiments described in Chapter 1. Both circular and square cross-section, tilted flattop 
beams were implemented with similar performance. A sample image of the square cross- 
section beam is shown in Fig. 4-4. This experimental result had 1.19% RMS error in the 




Figure 4-4: Cross section and top view (inset) of the square tilted flattop beam. 
 
4.1.3 Laser diode (LD) 
The narrower-bandwidth, low-coherence source, a 781 nm SMF-pigtailed laser 
diode (LPS-785-FC, Thorlabs) replaced the SLED for the second set of experiments.  An      
800 µm pinhole was found to be the optimum spatial filter.  This was smaller than for 
the SLED since the measured bandwidth of the laser diode was 1.3 nm, corresponding to 
336 µm lateral displacement along the diagonal at the Fourier plane. 
The experiment achieved 0.88% RMS flatness after refinement in a raw camera 
image.  After digital low-pass filtering, the RMS error was reduced to 0.20% over the 
entire flattop beam (dia. = 1.32 mm).  The cross sections of the raw image and the 
digitally low-pass filtered image are compared in Fig. 4-5 and their RMS errors with 





Figure 4-5: Vertical (a) and horizontal (b) cross sections of the raw image (blue) and the 
digital LPF image (red). 
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Table 4-5: Measured RMS error for the flattop beam versus diameter using a 781 nm 
laser diode. 
Diameter (pixel) 60 100 160 200 240 300 360
a
 
Diameter (mm) 0.26 0.44 0.70 0.88 1.06 1.32 1.58 
RMS Error 
(%) 
20 Iterations 0.87 0.88 0.89 0.89 0.89 0.88 0.88 
LPF
b
 0.21 0.16 0.19 0.19 0.18 0.20 0.22 
a
 The diameter of 360 pixels (1.58 mm) is slightly out of flattop region. 
b
 Cutoff frequency at 1/90 of maximum spatial frequency. 
 
4.1.4 Super-luminescent Light Emission Diode (SLD) 
The incoherent light source was a SMF-pigtailed SLED centered at 760 nm 
(EXS7505-8411, EXALOS).  The pinhole diameter was 1.0 mm for the best beam 
shaping performance. Refinement was iterated 20 times while reducing the scale of the 
peaks and valleys that were treated.  The camera image of the final flattop beam is 
shown in Fig. 4-6.  Table 4-6 summarizes the RMS flatness of the raw camera image for 
different diameters over the central region.  The RMS error over the entire flattop area 





Figure 4-6: Camera image of the circular flattop beam using the 760 nm SLED. 
 
Table 4-6: Measured RMS error for the flattop beam versus diameter using the 760 nm 
SLED. 
Diameter (pixel) 60 100 160 200 240 300 360
a
 
Diameter (mm) 0.26 0.44 0.70 0.88 1.06 1.32 1.58 
RMS 
Error (%) 
20 Iterations 0.80 0.80 0.82 0.81 0.82 0.81 0.83 
LPF
b
 0.10 0.16 0.17 0.18 0.20 0.26 1.32 
a
 The diameter of 360 pixels (1.58 mm) is slightly out of the flattop region. 
b
 Cutoff frequency at 1/71 of maximum spatial frequency. 
 
Note that the RMS error from diameter 240 to 360 pixels increased significantly 
after applying the 1/71 digital LPF.  Since the SLED is based on amplified spontaneous 
emission without any optical cavity feedback, it has a wide spectral bandwidth of 22 nm 
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(FWHM) centered at 760 nm (25°C).  Since the input light is incident at 45° to DMD 
face, diffraction displaces different wavelengths laterally along the diagonal direction.  
Therefore, only a small portion of light passes through the pinhole at the back focal plane 
of the first lens.  This also caused a non-uniform spatial filtering where more spatial 
frequency content was cutoff in one diagonal direction than the other.  As a result, the 
output flattop beam had a slightly elliptical shape (tilted at 45°) at the image plane (Fig. 
4-6).  This slight ellipticity is mainly visible only at the lowest intensity contours of the 
beam profile, not at the central flattop region.  In addition, the digital LPF increased this 
non-uniform spatial modulation when applied to the output image, and thus caused the 
rapid increase of RMS error for larger diameters.  Finally, spatial filtering led to severe 
energy loss since the pinhole excluded wavelengths outside of a bandwidth of ~2 nm. 
 
4.1.5 Comparison of results 
In order to compare the results for all of the various laser sources, the data for 
RMS error have been gathered in Table 4-7. The table compares the RMS error over the 
entire flattop region for all four light sources, with and without the digital LPF. For the 
raw image, it is clear that coherent light sources produced more RMS error from speckle 
in the camera image. The 1064 nm SMF laser, which has the highest coherence, has the 
largest intensity variance. On the other hand, both low-coherence light sources generated 
less than 0.9% RMS error, and the 760 nm SLED had the best intensity flatness and also 




Table 4-7: Summary of RMS error in the whole flattop beam area for coherent and 
incoherent light sources. 









Flattop diameter (mm) 1.36 1.50 1.32 1.32 
Digital LPF
a
 1/32 1/96 1/71 1/90 
RMS 
Error (%) 
Raw Image 1.00 1.12 0.81 0.88 
LPF 0.67 0.23 0.26 0.20 
a
 The radius of the digital LPF represents as the fraction of the maximum spatial 
frequency.  
 
The RMS error decreased significantly after applying the digital LPF, illustrating 
that high spatial frequencies dominated the error in the raw camera image.  The data for 
the 633 nm He-Ne laser was excluded from this analysis because the optical system was 
modified by changing the lens focal length, pinhole size, and radius of digital LPF.  In 
addition, this data was obtained after only 5 refinement iterations compared to 17 
iterations for 1064 nm and 20 iterations for the SLED and laser diode.  Thus, we expect 
more intensity variation in the output beam for the He-Ne laser experiment.  For the 
other three light sources, we obtained similar RMS errors, ranging from 0.20-0.26%. 
 
4.1.6 Error analysis 
As part of the DMD pattern design algorithm, the propagation of the measured 
input beam profile reflected from the DMD face and passed through the spatial filter 
optical system is simulated. The iterative refinement routine is run to convergence in 
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order to obtain the initial DMD pixel pattern.  In the iterative refinement, DMD pixels 
corresponding to the intensity peak or valley in the simulated output beam are flipped 
until no further reduction of RMS error is obtained.  For these simulations (run with 
1064 nm beam parameters), the minimum RMS error oscillated between 0.19% and 
0.31% as the flattop level was adjusted from 33 to 45% of the peak of the input Gaussian 
beam.  This illustrates the range of RMS error in the flattop due to bit setting errors in 
the DMD pattern-generating algorithm. 
Next, consider the resolution available with a finite number of binary DMD 
pixels.  In the major lobe of the point-spread function (PSF) of the pinhole low pass 
filter, there are about 610 pixels at the DMD plane.  The least significant bit (LSB) is 
1/610 or 0.16%.  If represented as a digitizer of slightly over 9 bits, the RMS error of the 
digitization process would be 0.29 LSB = 0.05% RMS.  This leaves only a little room 
for improving the simulated performance of the DMD design algorithm to reach this 
minimum. 
Compare these simulations with the experimental results after the digital low-pass 
filter (LPF); the lowest RMS error was 0.20% (Table 4-7), and other measured values 
ranged up to 0.35%.  The camera noise consists of photon noise that is 0.02% RMS 
before the digital LPF and is deemed negligible after this filter.  Spatial gain noise is 
estimated to be around 0.1% RMS after the LPF, based on white frame measurements.  
The digital LPF has achieved the goal of eliminating much of the photon noise, spatial 
gain noise, and speckle noise from the flattop image without removing spatial frequency 
content that passed through the pinhole spatial filter.   
After subtracting the spatial gain noise power, the remaining experimental RMS 
error ranges from 0.20 to 0.34% RMS.  This is in agreement with the results from the 
simulation for the residual RMS error in the flattop beam (0.19 to 0.31%).  For the 
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number of DMD pixels contained within the flattop beam, the RMS error may only be 
suppressed to around 0.1 to 0.2%.  Although illuminating more DMD pixels would 
result in a smaller LSB and better performance from the iterative optimization routines, 
this would also illuminate the more curved portion of the DMD face and introduce more 
astigmatism and phase nonuniformity in the beam.  If the beam diameter were increased 
by 1.4 times, the number of pixels would double and thus the expected RMS error would 
decrease by ½. We conclude that at a measured RMS error of 0.23% we are very near the 
ultimate performance possible of around 0.1% RMS error. 
 
4.2 ENERGY CONVERSION EFFICIENCY 
From experiments using various light sources, we observed that the energy 
conversion efficiency of the DMD-based beam shaper depends on the operation 
wavelength. The energy conversion efficiency depends on DMD mirror reflectivity, 
antireflection coating transmission of its window, DMD fill factor, diffraction efficiency 
(depending on DMD mirror pitch and tilt angle, and the wavelength), and the user-
selected loss in converting the input quasi-Gaussian to a flattop (typically 40% 
efficiency).  For wavelengths that we used in the experiments, the first three factors stay 
the same (as does the Gaussian-to-flattop conversion percentage) while the diffraction 
efficiency varies for each individual wavelength.  
Each DMD pixel is latched by the hinge at a 45° diagonal direction. In our system 
configuration, the input light is incident in this diagonal plane so that the reflected (or 
diffracted) beam can exit perpendicular to the DMD surface (Fig. 4-7 (a)). As a result, we 
choose two diagonal directions as the coordinates to establish the model to calculate 
DMD diffraction efficiency (Fig. 4-7 (b)). 
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         (a)                (b) 
Figure 4-7: (a) DMD input beam geometry (b) DMD diffraction model. 
Plane wave incidents at angle a to the DMD surface normal (linear phase with 
respect to the in- plane dimension x in this case). Each DMD pixel is tilted at an angle b 
with respect to the surface (its surface normal is b with respect to the DMD surface 
normal). Under the paraxial approximation, the proper mathematical description of the 
DMD array for the tilted wave incident is, 
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where w and p are the width and pitch of a DMD pixel. The first exponential function is 
the tilted wave phase and the second exponential function is the DMD pixel surface tilt. 
The “Rect” function defines square DMD pixels that are 45
o
 rotated from the x-y 
coordinates.  
 46 
In order to calculate the Fourier transform of the “Rect” and “comb” functions, 
we define x’-y’ coordinates which is 45
o
 rotated from the x-y coordinate. The relation 
between these two coordinate systems is    
  
 
    ) and    
  
 
    ). In the  
x’-y’ coordinates, the Fourier transforms of the “rect” and “comb” function provide 
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By using the same coordinate transform in the spatial frequency domain, we get      
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Use (4-3), (4-4), and the frequency shift theorem, the Fourier transform of Eq. (4-
2) is given by 
 





      
     
 
     
                
 
  
    
  
 
     
 
  
    
  
 
              
 
  
        
 
  
           
 





      
 
  
    
    
 
     
 
  
    
    
 
        
            
 
  
    
 
 
     
 
  
    
 
 
             (4-4) 
 
Based on Eq. (4-4), the center of sinc in the Fourier transform follows the law of 
reflection and stays at the angle θsinc = 2b+a. The center order (zero order) from the 
comb function is always centered at the angle of specular reflection, θ0 = a. Thus, the 
angular difference between the sinc center and the zero order is always Δθ = 2b (twice as 
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the DMD pixel tilting angle). This means for the arbitrary incidence angle within a small 
range, the samples of the comb remain fixed on the sinc pattern.  
Because the input light is only x dependent, we can simplify Eq. (4-4) to  
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Equation (4-5) illustrates the amplitude diffraction distribution along the fx axis. 
The diffraction angle of the mth order can be calculated by    
    
 
  . By ignoring 
the area fill factor  
 
 
    the energy diffraction efficiency is therefore given by 
 










        (4-6) 
 
It is clear for eq. (4-6) that the energy diffraction efficiency only depends on the 
operation wavelength for a certain diffraction order.   
We simulated the diffraction efficiency for the .7” XGA DMD with pixel width w 
= 12.68 μm, pixel pitch p = 13.68 μm, and the tilting angle b = 12°. The simulation result 
is plotted in Fig. 4-8. The diffraction efficiency is 53% for 1064 nm (4th order) and 73% 
for 633 nm (6th order). For the 781 nm laser diode, the diffraction efficiency increased 
drastically to nearly 100% (5th order at 781 nm). Taking into account the loss from DMD 
device itself [4] and the Gaussian-flattop conversion loss, the resulting overall conversion 
efficiency at 781 nm was calculated to be 21.2%.  The measured result for 781 nm was 




Figure 4-8: .7” XGA DMD energy diffraction efficiency at visible and NIR wavelength 
ranges. 
If one wanted to maximize the conversion efficiency at 1064 nm for example, the 
DMD pixel pitch and window antireflection coatings need to be optimized.  The pitch of 
the .55 XGA DLP chip of 10.8 µm has its 3rd order diffraction peak very close to 1064 
nm.  Unfortunately, this device is currently available with only visible AR coatings.  So, 
either a custom window must be designed, or the IR window (from the other DLP chip 
configurations) would be used to replace the original window, but with a less-than-
optimum total transmission of 78%. 
 
4.3 LABVIEW PROGRAM DESIGN 
The automation of the system will now be described. The LabVIEW based system 
was used for and greatly accelerated data acquisition in the experiments with the low-
coherence sources [3].  Two similar user interfaces are used: first to obtain the initial 
DMD pattern and initial flattop beam, and second to control the iterative refinement of 
the beam.  As an example, the first user interface is shown in Fig. 4-9.  The required 
input parameters for both interfaces are shown in Table 4-9.  The automation program 
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integrates image acquisition (Spiricon Laser Beam Profiler software), target-profile 
generation and refinement (Matlab), and DMD pattern loading (Discovery 1100 or 4000 
DMD boards and drivers). Before running the automated routine, users need to complete 
camera calibration tasks: dark field subtraction, white field measurement, system 
alignment, and scaling factor measurement (camera pixels to DMD pixels). 
The LabVIEW automated program was successfully implemented with the DMD-
based beam shaping system and used to accelerate these experiments.  To reach the first 
flattop beam took 57 seconds, and to perform the iterative refinement took an additional 
71 seconds.   
 
 
Figure 4-9: Example user interface of LabVIEW automated beam shaper for flattop 
generation.  Illustrated is a typical quasi-Gaussian beam profile from SLED 




Table 4-8: Input parameters for LabVIEW automated beam shaper 
Flattop generation Iterative refinement 
Number of frames to average 
DMD type 
Target function dimensions 
Error diffusion weights 
DMD pattern storage address 
Number of frames to average 
DMD flattop pattern 
Number of iterations 
Digital LPF radius 
DMD pattern storage address 
 
4.3 SUMMARY 
As a summary, we demonstrated slowly-varying intensity beam profile generation 
using the DMD-based high-precision beam shaper. The generated flattop beams and other 
profiles have 0.20-0.34% intensity RMS error. The noise analysis showed that most of 
residual noise came from the pattern design error. The image precision is close to the 
0.1% RMS error objective. The energy efficiency analysis demonstrated that the 
diffraction efficiency for the DMD was optimized at certain blaze wavelengths. Finally, 
LabVIEW-based automation increased the operation speed of the pattern generation and 
iterative feedback process and made data collection quite straightforward.  
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Chapter 5 Arbitrary beam profile generation 
 So far, we have demonstrated high-precision slowly-varying beam profile 
generation. All these beam profiles have narrow system bandwidths because they do not 
have many fine features in the image. This chapter extends high-precision beam shaping 
to arbitrary profiles. We will first evaluate the system spatial frequency response and 
characterize output image precision with respect to the system bandwidth [1]. Then, we 
will test system performance using a real picture to verify the system evaluation.  
 
5.1 SYSTEM EVALUATION 
5.1.1 Sinusoidal-flattop beam 
 Spatial sinusoids are commonly used as test patterns for a wide variety of 
applications. Based on their spatial periodicity, applications of sinusoidal beam profiles 
include 3-D shape measurement [2], quality control and defect detection [3], nonlinear 
structured-illumination microscopy [4] and non-invasive imaging in biomedical 
engineering[5]. Based on their single-frequency characteristic, sinusoidal patterns are 
also powerful tools to test frequency response in system evaluation [6,7] and to provide a 
spatial carrier frequency for optical signal processing [8].   
 As the first step toward arbitrary beam shaping generation, we choose a two 
dimensional (2-D) sinusoidal-flattop beam as our target beam profile to evaluate the 
performance of beam shaping. A sinusoidal-flattop beam is defined as a flattop beam that 
is embedded with a 2-D sinusoidal pattern. These target images produce different 
sinusoidal beam profiles in the flattop region. In addition, since the flattop beam profile 
has a narrow spatial spectrum, the sinusoidal flattop beams maintain the single-frequency 
characteristics as pure sinusoids and enable us to investigate beam-shaping performance 
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versus bandwidth. Evaluation of our beam shaping system can be accomplished by 
examining the error level of sinusoidal-flattop patterns with different spatial periods.  
 
5.1.2 Experimental Conditions 
 A series of sinusoidal-flattop beams with different spatial periods were generated 
for the purpose of system performance evaluation. We used a 781 nm SMF-pigtailed 
laser diode (LPF-785-FC, Thorlabs) as the light source to achieve high energy-conversion 
efficiency. The two lenses in the telescope were chosen as 500 mm and 400 mm focal 
lengths to give a -4/5 magnification. A flattop with a cosine taper function, CP(x,y), was 
chosen as the flattop beam. The sinusoidal-flattop profile, SF(x,y), is formed by  
    
           (5-1) 
 
where P is the spatial period of the sinusoidal-flattop profile. Sinusoidal amplitude A and 
B are chosen to be A = B = 0.2 in the experiment. A .7” XGA DMD (Discovery 1100 
with 13.68 μm pixel pitch) was used in the beam shaping experiment. The first-
generation DMD pattern was designed by the error diffusion algorithm starting with the 
measured input quasi-Gaussian to achieve the target sinusoidal-flattop profile. The 
optimized pinhole diameter was determined by a global search algorithm in a numerical 
simulation and varied from 1.5 mm to 71 mm for different system bandwidths. We set the 
feedback region to be a 190×190 pixel square (2.6 mm × 2.6 mm) at the DMD plane 
because the central part contains all major pattern information. PSF-based iterative 
pattern refinement was conducted for 7 to 20 times for RMS error to reach a minimum 
for the different sinusoid periods.  
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 The quality of sinusoidal-flattop generation was examined by the intensity RMS 
error percentage between the output beam profile and the original target image. The total 
image power (sum of pixel intensities) in the measurement area of 400×400 pixels (1.76 
mm × 1.76 mm) at the image plane was equalized to that of the target image. The RMS 
error is calculated by Eq. (4-1). 
 
5.1.2 Experimental Results 
 Experimental results demonstrated that the DMD-based beam shaper successfully 
generated various sinusoidal-flattop beam profiles. Figure 5-1 shows measurement results 
for a typical series of sinusoidal-flattop beams of different sinusoid periods and a pure 
flattop beam as a reference. As the sinusoidal period decreased from ∞ (no sinusoid) to 6 
DMD pixels, we observed increasing intensity error in the measured beam profile. The 
RMS error increased from 0.95% to 11.87% for a raw camera image, illustrating that 
increasing the system bandwidth reduced image accuracy. The RMS error after the digital 
LPF showed the same trend, increasing from 0.19% to 12.08%. High-precision images 
were obtained for low system bandwidth. A detailed analysis of the RMS error is given in 





Figure 5-1: Top view (inset) and horizontal cross sections of the raw image (red) and the 
target image (blue) of sinusoidal-flattop beam profile with different spatial 
periods.  
 
5.1.3 System Evaluation 
 The intensity RMS error of the series of sinusoidal-flattop beams is used as the 
criterion to evaluate system performance for different system bandwidths to explicitly 
illustrate the impact of spatial filtering. The system bandwidth is calculated based on the 
pinhole radii for the sinusoidal-flattop beam series and normalized by the maximal 





 Three types of intensity RMS error are examined for each sinusoidal-flattop beam 
profile. First, the RMS error of raw camera images after iterative pattern refinement 
directly represents the beam profile quality from experimental measurement. Second, the 
error of digitally low-pass-filtered experimental results estimates actual optical beam 
quality. Finally, we also analyze the simulated sinusoidal-flattop beam profile to examine 
error in the designed pattern produced by the error diffusion algorithm.  
 All calculation results are summarized in Table 5-1. The system bandwidth is 
slightly larger than the spatial carrier frequency of the sinusoidal pattern because of the 
finite spatial extent of the flattop pattern. The system is capable of producing high-
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precision patterns with around 1% RMS error for system bandwidth below   
(period = 36 DMD pixels). The RMS error gradually increases but stays below 3% until 
the bandwidth reaches  (period = 12 DMD pixels). The image accuracy decreases 
significantly beyond this to around 10% RMS error for  system bandwidth   
(period = 6 DMD pixels).  
 
Table 5-1: Summary of RMS error for sinusoidal-flattop beam profiles 
Sinusoidal Period 
(DMD pixels) 









1/7.6 1/6.0 1/4.0 1/3.2 1/2.7 
 
 
RMS   
Error     
(%) 
Simulated 0.51 0.62 0.89 1.23 1.86 3.08 6.45 10.89 
Raw Image 0.95 1.03 1.32 1.68 1.98 2.93 7.58 11.87 
Digital 
LPF Image 
0.19 0.38 0.85 1.40 1.65 2.75 7.73 12.08 
 
5.1.4 Noise analysis 
 We compare the three types of RMS error presented in Section 5.1.3 with respect 
to the digitization error calculated in Chapter 3 (Figure 5-2) in order to investigate the 
performance of the PSF-based iterative pattern refinement method and to determine the 
ultimate system performance. For the DMD-based high-precision beam shaper, the error 
can be generally categorized into experimental error and design error. Experimental error 
mainly contains camera measurement noise (speckle interference, photon noise, read-out 
noise, etc.) and system error (misalignment between the input Gaussian and the binary 





blue-noise spectrum and pinhole LPF size. The PSF-based iterative pattern refinement 
corrects both types of error and the performance of this feedback process varies for 
different system bandwidths.  
 First, we compare the error level of a raw camera measurement before and after 
applying the digital LPF. The RMS error difference reflects experimental error for 
different system bandwidths. Since experimental error mainly contains high-frequency 
camera noise, it dominates the noise level of the raw measurement result at low system 
bandwidth. Therefore, the digital LPF filters out most of this error, revealing a high-
precision beam profile. With the increase of system bandwidth, more design error in the 
blue-noise spectrum passes through the pinhole LPF. The low-pass-filtering effect of 
digital LPF therefore becomes less significant. The error level after the digital LPF 
approaches that of the raw measurement, and their error levels become comparable at 
high system bandwidth.  
  
Figure 5-2: Intensity RMS error versus system bandwidth for the DMD-based high-
precision beam shaper. Curves are for raw camera images (×), digital low-
pass-filtered images (Δ), and simulated sinusoidal-flattop images (□) and 
also the computed digitization error (○).  
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 Second, we investigate the performance of PSF-based iterative refinement by 
comparing the RMS error of low-pass filtered images to that of simulated patterns. Since 
the digital LPF has excluded most of experimental measurement error, the residue mainly 
includes remaining design error after the feedback process. The aim of PSF-based pattern 
refinement is to optimize the binary DMD pattern via a pixel-by-pixel adjustment. At low 
system bandwidth (f < 1/14.5), refinement accuracy is higher than the design error since 
the PSF peak amplitude is small. As a result, the low-pass-filtered result has a better 
image accuracy than the simulated pattern. Higher system bandwidth (f > 1/14.5) 
produces a PSF function with larger amplitude and therefore reduces refinement accuracy 
when adding or subtracting one PSF. Experimental results illustrate a comparable error 
level between PSF-based iterative pattern refinement and the error diffusion algorithm.  
 
5.2 ARBITRARY BEAM PROFILE GENERATION TESTING 
 System evaluation based on the 2-D sinusoidal flattop beams enables us to predict 
image precision of any given target. In this section, we choose an actual image as the 
target for arbitrary beam profile generation [9] and use the beam shaping result to verify 
system evaluation. 
 
5.2.1 Experimental conditions 
 A “Lena” image is superimposed on a flattop beam to form the Lena-flattop beam 
profile. The DMD in TI DMD Discovery 1100 developer’s kit has a pixel size of       
13.68×13.68 µm
2
. We use a 781 nm SMF-pigtailed laser diode (LPF-785-FC, Thorlabs) 
as the light source. This wavelength coincides with a diffraction efficiency peak for the 
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SLM. The two lenses in the telescope were chosen as 1000 mm and 750 mm focal 
lengths to give a  -3/4 magnification.  
 Of the different spatial bandwidth images tested, two examples are selected to 
illustrate the system behavior: larger system bandwidth, f = 1/2.5, and smaller bandwidth, 
f = 1/6.7. To form the target image for each case, the original Lena-flattop beam profile 
was Gaussian low-pass filtered using two different bandwidths to confine its spatial 
spectrum: Gaussian filter half-width-half-maximum, HWHM = 1/3 and 1/11 respectively 
for the two cases. Numerical simulation showed that f = 1/2.5 and f = 1/6.7 were the 
optimized system bandwidths for these filtered target images. Consulting Fig. 5-2, one 
expects ~2% RMS error for the smaller bandwidth image based on the sinusoidal system 
performance evaluation. Similarly for the larger bandwidth image, the expected RMS 
error is ~11%.  A simulated spectrum for the smaller bandwidth image as it is encoded 
onto the DMD is shown in Fig. 5-3.  The image content is at the center, the blue noise 
due to the error diffusion encoding process is at high frequencies, and the location of the 
optimum system bandwidth (pinhole and digital low-pass filters) is indicated by the 
vertical lines. Note that although the optimum bandwidth is near the minimum of the 
spectrum, there is energy present at the sharp cutoff frequency. 
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Figure 5-3: Cross section of the spatial frequency spectrum of the Gaussian low-pass 
filtered (HWHM = 1/11) Lena-flattop beam as encoded on the DMD 
showing rejected high frequencies (blue), accepted low frequencies (red), 
and the sharp-edged low-pass filter (vertical lines). 
 
5.2.2 Experimental results 
 Experimental results for both filtered Lena-flattop beam profiles are shown in Fig. 
5-4. The intensity RMS error is calculated by                        
   




                  
 
       
          
 
       
         (5-2) 
                                        
where Io and It are intensity profiles of the output beam profile and target image with 
equalized image power, and N is the total number of pixels within the measurement 
region, MA, which covers the entire “Lena” image area (3.08 × 3.08 mm
2
). Compared to 
eq. (4-2), eq. (5-2) first calculates the standard deviation of raw intensity and then 
normalized this value with the average intensity in the measurement region. This 
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calculation approach avoids the singularity caused by the zero-intensity pixels in the 
output image.  
 
 
Figure 5-4: Lena-flattop beam profiles with fN = 1/6.7 ((a),(c),(e)) and fN = 1/2.5 ((b), 
(d), (f)) normalized system bandwidth. (a) and (b) are pre-filtered target 
images; (c) and (d) are output raw camera images; (e) and (f) are vertical 
cross sections through the raw output images and target images.  
 
 62 
 The output beam profile with smaller system bandwidth (f = 1/6.7) produced a 
raw RMS error of 3.11%. After the digital LPF, the RMS error was reduced to 1.97%. 
For the case of the larger system bandwidth (f = 1/2.5), more high frequency noise passed 
through the pinhole resulting in 10.02% RMS error for the raw camera image and 9.98% 
RMS error after the digital LPF. Values of RMS error for both cases have a good match 
with the expected values from the system performance evaluation using sinusoids. 
 The tradeoff between resolution and precision is clearly presented in these results; 
small system bandwidth reduces spatial resolution but increases precision (decreases 
error). As a result, a stronger image-blurring effect is observed in the output beam profile 
of Fig. 5-4(c). On the other hand, larger system bandwidth preserves the image sharpness 
and contrast as shown in Fig. 5-4(d). The major residual error in both output beam 
profiles comes from the ripple effect or orange peel effect observed in Figs. 5-4 (c-f). 
This ripple or ringing has been induced by the sharp-edged cutoff of the pinhole LPF. 
The ripples have a random orientation and their spatial frequency matches the spatial 
frequency of the system bandwidth. It is unavoidable unless an apodized pinhole was to 
be used.  
 
5.2.3 Error analysis 
 We examined the statistical characteristics of the error in the output images. For 
example, error histograms for the Lena-flattop beam profile with f = 1/6.7 were 
calculated for both the raw image and the digitally low-pass filtered image. These 
histograms are shown in Fig. 5-5 and have been fit to zero-mean, normal distributions. 
The standard deviation, δ, is equal to the RMS error calculated from the corresponding 
image. Furthermore, the histograms conform closely to the normal fit and show little 
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asymmetry. We found this result indicative of a successful application of PSF-based 
iterative refinement while wider, skewed histograms indicated a malfunction in the 
system alignment or iterative refinement procedure. 
 
 
Figure 5-5: Histograms of residual error for the system bandwidth, fN = 1/6.7, Lena-
flattop beam profile (blue) from (a) the raw camera image and (b) after the 
digital LPF. Both curves are fit by Gaussian functions (red)             
(a)                
  
       
  and (b)                
  




 We have successfully demonstrated arbitrary laser beam profile generation by 
using the DMD-based beam shaper. The output error level versus system bandwidth for 
this system was evaluated by using sinusoidal-flattop beam profiles with different spatial 
periods. For arbitrary beam profile generation, example data were presented for Lena-
flattop beam profiles with smaller and larger system bandwidths. The intensity RMS 
error of the measured profiles is consistent with the system evaluation result. We also 
demonstrated that the residual error mainly came from the ripple effect induced by the 
sharp-edged, low-pass filter and that this error followed a Gaussian distribution.  
 With the slowly-varying beam profile generation, we have completed the high-
precision beam shape generation objective. The experimental results demonstrated that 
the DMD-based beam shaper is capable of generating various beam profiles with 
different spatial frequency spectra with low intensity RMS error. This system is ready to 
be implemented on an ultracold atom apparatus to dynamically control the spatial and 
temporal shape of the optical trap for the ultracold atoms in a Bose-Einstein condensate.  
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Chapter 6 Homogeneous optical lattice generation using the DMD-
based high-precision beam shaper 
 The previous beam shaping experiments have demonstrated high-precision flattop 
beams for various light sources that could be used to form either a standing-wave or thin 
optical lattice. In this chapter, we report the application of using beam shaping to 
generate a homogeneous one dimensional (1-D) standing-wave optical lattice of the 
correct dimensions for conducting cold atom experiments [1].   
 
6.1 EXPERIMENTAL SETUP 
 Figure 6-1 shows the optical layout of the homogenous 1-D optical lattice test 
bench configured to produce a standing-wave optical lattice of the correct size for cold 
atom experiments. The input quasi-Gaussian beam is expanded and collimated by a 5× 
telescope to best fit the DMD size. No spatial filtering is conducted for the input light. A 
pinhole, functioning as a spatial low-pass filter, is placed at the back focal plane of the 
first lens (f1). The pinhole diameter varies from 610 to 1200 µm, depending upon the 
input light source. The DMD, camera, and other optical elements are all perpendicular to 




Figure 6-1: Optical layout of the homogenous 1-D optical lattice test bench. The first 
beam splitter (BS1) separates light into the image feedback arm (red) and 
the optical lattice arm. The second beam splitter (BS2) forms the retro-
reflected image plane (green). 
 The light passing through the pinhole is split into the image feedback arm (f3) and 
optical lattice arm (f2). The image feedback arm is identical to the DMD-based beam 
shaper (Fig. 2-1) described in previous chapters. The telescope in the image feedback arm 
(f1 and f3) uses 300 and 250 mm or 500 and 400 mm focal length lenses to image the 
DMD with a magnification of -5/6 or -4/5. A windowless Spiricon CCD camera is placed 
at various diagnostic planes to monitor beam profiles. In the optical lattice arm, the beam 
size is reduced by the telescope (f1 and f2) and a following imaging lens (f4). The optical 
lattice beam is then retro-reflected by a lens-mirror combination (f5 – m1) to form the 1-
D standing-wave optical lattice in a region smaller than 50 µm on a side.  
 
6.2.   HOMOGENOUS 1-D OPTICAL LATTICE GENERATION 
 Several system requirements need to be considered for optical lattice generation.  
First, we must calculate the required input laser power because the depth of potential 
wells relates to the light intensity. Second, the quality of the flattop beam is sensitive to 
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the camera gain non-uniformity and system alignment. Thus, an accurate system 
calibration is necessary to provide a uniform measurement base. Finally, the iterative 
refinement process was slow because it was operated off-line.  Different software was 
used to control the camera, process the image, and load the DMD pattern.  It was clear 
that integrated automation software should be used to increase the operation speed.  
Implementation of these objectives is described in the following sections. 
 
6.2.1 System Preparation 
 We have chosen Rubidium-87 (
87
Rb) atoms for our BEC experiment. A 1064 nm 
fiber laser is used to form the optical lattice. This wavelength is far away from the 









at 794 and 780 nm, respectively, but still maintains large enough optical dipole 
polarization to create a sufficient gradient force.  In the BEC experiment, the dipole 
potential for standing wave needs to be much larger than the atom recoil energy, ER, at 
the trapping laser wavelength in order to effectively confine atoms in the optical lattice. 
In our experiment, we would like to realize a dipole potential of 30ER, and this requires a 
laser intensity of I = 496 W/cm
2
. For a 50×50 μm
2
 flattop beam with the power 
conversion of 7%, the total power in the Gaussian beam is 1.26W for 1-D optical lattice 
generation. 
 
6.2.2 System Calibration 
 System calibration is needed before running a beam shaping experiment. 
Specifically, users need to complete camera calibration tasks: white field measurement, 
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system alignment, scaling factor measurement (camera pixels to DMD pixels), and dark 
field subtraction.  
 First, white field measurement was conducted to correct for dust covered pixels 
and adjust the pixel gain. We placed an integrating sphere at the imaging plane of the 
image feedback arm. The output port was connected to the camera. In order to reduce the 
error introduced by photon noise and speckle interference, the low-pass filtered white 
field image was used to compensate the pixel gain non-uniformity. Then, we adjusted for 
dust-covered pixels by comparing the filtered image to the raw image, shown in Fig. 6-2. 
A selection algorithm was designed to compare the raw measurement to the low-pass 
filtered result for every pixel. If the difference was larger than the threshold (5% in the 
experiment), this pixel was considered as dust covered and the raw measurement 
intensity was replaced with the low-pass filtered image value.  
 
Figure 6-2: Cross section of the LPF image of the white field measurement showing 
camera dust. 
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 Second, we carefully aligned the camera perpendicular to the incident beam. This 
process removed interference fringes caused by reflection and scattering light in the CCD 
sensor. Third, the size-scaling factor between camera pixels and DMD pixels was 
measured to convert the measurement profile at the image plane back to the DMD plane 
for pattern generation and refinement. Finally, pixel intensity error caused by the dark 
current in the CCD sensor was subtracted by the Ultracal! function [2] in the Spiricon 
laser beam profiler.  
 
6.2.3 Lattice Beam Quality Measurement  
 The optical lattice beam needs to have a 50×50 µm
2 
flattop region to form a 
standing-wave optical lattice with ~100 lattice sites along each dimension. A two-stage 
imaging configuration is used in the optical lattice arm to reduce the size of the flattop 
beam from the DMD plane as shown in Fig. 6-1.  For the first stage, a 100 mm focal 
length lens (f2) is paired with f1 to produce a -1/5 magnification telescope. This 5× 
reduced flattop beam is measured at the intermediate imaging plane. The beam is further 
reduced by another 100 mm focal length imaging lens (f4) to produce the optical lattice 
beam at the atoms plane. This lens is a doublet lens designed and AR coated for 780-
1550 nm.  Depending upon the beam size requirement, we adjusted f4 to achieve another 
5 to 10 times reduction. Combined with the first stage, the size of the flattop beam is 
reduced by 25-50 times. In addition, we placed another beam splitter between f2 and f4 to 
create the third image plane that is equivalent to the intermediate imaging plane. This 
enables the measurement of the beam profile after retro-reflection and can be used to 
illustrate the beam quality of the optical lattice. 
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 The LabVIEW-based system automation is used to control the beam shaping 
experiment. Beam profiles at various diagnostic planes were measured to examine the 
beam quality in the optical lattice arm. The raw RMS error for different measurement 
planes is summarized in Table 6-1. A flattop beam with RMS error of 1.15% was 
produced at the image feedback arm. In the optical lattice arm, measurement obtained 
1.23% RMS error at the intermediate imaging plane. At the atoms plane, the intensity 
uniformity was maintained at 1.25% RMS error over the entire circular flattop region 
with a diameter of 70.4 µm (Fig. 6-3). After retro-reflection, the intensity uniformity was 
slightly degraded to 1.40%. The measurement result demonstrated a high uniformity of 
the flattop beam at the optical lattice arm. Our calculation shows that the focal depth 
(Rayleigh range) at the atoms plane is ~50 µm.  For a 1064 nm laser beam, this enables 
us to make ~100 lattice sites in the longitudinal dimension and is more than sufficient for 
the ultra-cold atoms experiment. Furthermore, the Phase Transfer Function (phase part of 
the optical transfer function or OTF) for a well-behaved imaging system (near diffraction 
limited and focused) is flat [3].  Thus the phase in the various image planes, including 
the atoms plane, will correspond to the phase of the wavefront leaving the DMD.  The 
phase wavefront measurement using a Michelson interferometer showed that the phase 
difference over the central part of the DMD (flattop region) is <0.77π in the horizontal 
direction and <0.16 π in the vertical direction [4]. Outstanding DMD face flatness over 















Flattop Dia. (µm) 1760 352 70.4 352 




Figure 6-3: (a) Top view and (b) cross section of the flattop beam profile at atoms plane. 
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 The entire beam shaping system is evaluated by comparing beam profiles at 
different diagnostic planes. We first discuss the beam profile quality at the intermediate 
image plane (see Fig. 6-1) that is reduced by a factor of 5 from the DMD and is not in the 
iterative refinement loop. The raw intensity uniformity at the intermediate imaging plane 
(1.23%) slightly increased compared to the beam profile measured at the image feedback 
arm (1.15%). After the digital LPF, the RMS error also increased from 0.2-0.3% (image 
feedback plane) to 0.7-0.9% (intermediate imaging plane). For the Spiricon camera with 
a certain sampling rate (4.4 µm pixel width), smaller beam dimension brings in the 
intensity-averaging effect, which should compensate a 4-time increase of the digital LPF 
size due to change of the telescope configuration (from f1-f3 to f1-f2) in these two arms. 
This indicates that the beam profile after iterative pattern refinement has some non-
uniformity to the optical lattice arm. This non-uniformity could possibly come from the 
aberration between different lenses (f2 and f3), error residual in system calibration, and 
other measurement error from the camera.  
 Second, we examine the evolution of beam profile quality at the atoms plane. The 
raw RMS error is essentially unchanged from the intermediate imaging plane to the 
optical lattice plane. Intensity uniformity after the digital low-pass filter is comparable as 
well. This result demonstrates that the single imaging lens (f4) does not further degrade 
the beam profile. In addition, the impact on the beam profile of the entire optical lattice 
arm is analyzed by comparing measurement results at the retro-reflected image plane to 
the intermediate imaging plane. The raw RMS error of the flattop beam increased by 
0.17% after a round trip through the focusing and retro-reflection optics surrounding the 
atoms plane. This small degradation is mainly caused by various optical elements in the 
optical lattice arm. Thus, we have demonstrated that the optical lattice arm has little 
impact on the beam quality.  The experiment verifies that this system was capable of 
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producing a high-quality flattop beam profile through the optical lattice volume both for 
the incident and retro-reflected beams.  
 The system evaluation concludes that the main error residue of the flattop beam at 
the optical lattice arm is still from the intensity non-uniformity of the beam profile, and it 
is caused by the non-equivalent performance of beam shaping between the image 
feedback arm and the optical lattice arm. For the future, we propose to conduct further 
pattern refinement based on measurements of the cold atom distribution, which is even 
more sensitive to small variations in the optical field. This approach should remove most 
RMS residue and improve intensity uniformity of the optical lattice beam.  
 
6.3 SUMMARY 
 We demonstrated that precise flattop laser beams could be generated and retro-
reflected while maintaining its flattop quality.  The energy requirement for a 1-D 
standing-wave optical lattice was calculated for a 1064 nm laser beam. In addition, 
various system calibrations were conducted to improve the measurement accuracy. The 
size of the flattop beam was reduced by a factor of 25-50 by the telescope followed by an 
imaging lens. At the atoms plane, we produced a 1.25% RMS error circular flattop beam 
with diameter of 70.4 μm. This beam was retro-reflected to form the optical lattice at the 
atoms plane. The measurement of the retro-reflected beam profile illustrated a good 
intensity uniformity at the optical lattice. These results indicate that the generated 
homogenous 1-D optical lattice is sufficient for use in a quantum emulator using 
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Chapter 7 High-precision laser beam shaping for dynamic optical trap 
generation  
 In this chapter, we present another application using the DMD-based high-
precision beam shaper to form dynamic optical traps. After a short review of previous 
approaches for optical trap generation, we describe the method of programming the DMD 
to generate useful patterns of traps. Experimental results of various mimicked Laguerre-
Gaussian and Hermite-Gaussian profiles are presented. We also discuss the system 
performance by comparing the proposed method with the holographic optical tweezers.   
 
7.1 INTRODUCTION TO OPTICAL TWEEZERS 
 Optical tweezers, first introduced by Ashkin et al. [1,2], have been used widely in 
many applications, such as biology [3,4], cold atom physics [5], material engineering [6]. 
Numerous groups have used various methods to engineer optical tweezers [7-10]. 
However, most of these passive approaches cannot achieve addressable control of the 
number of traps, their size or position; and these disadvantages stimulated the 
development of dynamic optical trapping via advanced trap geometries [11-13]. For 
instance, multiple optical trap sizes were generated via a micro-lens array [11]. 
Addressable control of these optical traps can be realized by using either a VCSEL array 
[12] or scanning a single laser beam over different locations with the help of an acoustic-
optic modulator [13].  
 However, the most popular approach to create reconfigurable patterns of traps 
involves the use of spatial light modulators (SLMs). Because of their unique ability for 
amplitude and/or phase modulation, a spatial light modulator enables shaping the input 
beam into a nearly limitless number of possible beam profiles. The successful 
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implementation of the spatial light modulator in optical trapping has led to the use of 
holographic optical tweezers (HOE), in which a liquid-crystal phase-only SLM was used 
to create a spot array to trap the micro-particles in three-dimensions [14,15].  
 In addition, Laguerre-Gaussian (LG) or Hermite-Gaussian (TEM) light beams can 
be created by encoding proper phase gratings onto a liquid crystal SLM. As the solutions 
of Helmholtz equation in radial or Cartesian coordinates, these two series of beam 
profiles produces multiple optical traps simultaneously. Moreover, the helical phase front 
of the LG beam can be used for rotating trapped particles by interfering with a plane 
wave [16] or its mirror image [17]. However, the low energy damage threshold and 
relatively slow refreshing rate of the liquid crystal SLM excluded it from operating with 
high-energy laser sources and fast dynamic optical trapping.  
 The emergence of the Digital Micromirror Device (DMD) has enabled major 
advances in numerous areas in science and engineering [18]. Recent development of the 
DMD-based optical tweezers provided an alternative approach to generate addressable 
optical traps [19,20]. The DMD has a faster operation speed and does not need refresh or 
polarity reversal compared to the liquid crystal SLM. In addition, because binary 
amplitude modulation is realized through bi-state latching of an individual pixel, it has a 
full modulation depth in a broad wavelength range. Finally, it has a comparatively high 
laser damage threshold [21]. All these advantages make the DMD a good candidate for 
generating dynamic optical traps.   
 Ren et al. [22] utilized the DMD for LG mode generation. However, the binary-
amplitude modulation produced low-quality reconstructed images as expected. Although 
dithering the mirrors helped create grayscale images, it is only suitable for white light 
(i.e. broadband) illumination [23] but not for coherent light sources. Second, the energy 
losses in the binary-amplitude hologram and in the zero order diffracted beam 
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significantly reduced the energy efficiency and useful bandwidth. Essentially, the lack of 
phase modulation limited the use of DMD for dynamic HOE generation. A recent design 
for dynamic control is realized by turning on or off either a single micromirror [21] or a 
patch of DMD mirrors [19], which cannot produce an arbitrary pattern of traps.  
 We propose a novel design of dynamic optical trap generation by a DMD-based 
optical system. This approach overcomes these limitations from the previous designs. It is 
capable of generating arbitrary patterns of optical traps with high image precision. Other 
advantages include broadband wavelength operation range, fast operation speed, and high 
power tolerant optics. In the first step to complete these goals, we demonstrate the 
capability of high-precision pattern generation and dynamic performance of this system 
by using sophisticated control of the DMD. This first step is the subject of this chapter. 
For the future, we plan to dynamically trap actual micro-particles or biological samples to 
test the system. 
 
7.2 METHOD 
7.2.1 Schematic configuration 
 The schematic configuration for DMD-based dynamic optical trap generator is 
shown in Fig. 7-1. The input quasi-Gaussian beam is expanded and collimated by a 5× 
beam expander to best fit the DMD. No spatial filtering is conducted for the input light. 
The incident beam propagates through a Fourier lens (f1) and an adjustable pinhole is 
placed at the back focal plane of this lens. The pinhole serves as a low-pass filter (LPF) 




Figure 7-1: Schematic configuration for DMD-based optical trap generator.  
 
 The light passing through the pinhole is split into the image feedback arm (f3) and 
optical tweezers arm (f2). The image feedback arm is identical to the DMD-based high-
precision beam shaper described in the previous chapters. Both f1-f3 and f1-f2 form two 
4f telescope systems to image the binary DMD pattern to output planes with different 
magnification ratios. A windowless Spiricon CCD camera (CAM1) is placed at image 
feedback plane to monitor and diagnose beam profiles. In the optical tweezers arm, after 
the first relay optics stage (f1-f2), the shaped beam propagates through f4 and is 
transferred into the entrance pupil of a high numerical-aperture (NA) objective (f5) in an 
inverted optical microscope. A dichroic mirror (DM) reflects the laser beam while 
passing images trapped particles to a camera (CAM2). Lenses f4 and f5 form the second 




7.2.2 Programming the DMD to make patterns of optical traps 
 Unlike a holographic system, the desired pattern of optical traps is formed by 
imaging the amplitude profile encoded on the DMD to the sample plane. The following 
summarizes the beam shaping procedures that are given in detail in Chapter 3[24, 25]. 
The spatial reflectance of the DMD is calculated by the ratio of the desired pattern to the 
input quasi-Gaussian beam that has been accurately measured by the camera in the image 
feedback arm. This continuous reflectance function is converted by the error diffusion 
algorithm [26] to the initial binary pattern to be loaded onto the DMD. The spectrum of 
this binary pattern is spatially confined by the pinhole LPF by filtering out all high spatial 
frequency introduced by the binary amplitude modulation. Thus, band-limited image 
projection [27] transfers the binary DMD pattern back to a grayscale image.  
 The binary DMD pattern is refined iteratively based on the amplitude error image 
calculated from the error between the desired pattern and repeated measurements of 
output beam profiles. This refinement process is based on the point spread function (PSF) 
that represented the system bandwidth, and it determines the theoretical limit of the 
image precision and spatial resolution [28]. 
 
7.3 EXPERIMENTAL RESULTS 
7.3.1 Experimental conditions 
 Because the main subject of this chapter is to demonstrate the high-precision 
performance of the DMD-based beam shaper for dynamic optical trap generation, we 
shall focus on the high-precision beam shaping in the image feedback arm (f1-f3) and the 
first stage (f1-f2) of the optical tweezers arm. In the experiment, we used a TI DMD 




 to shape the beam from a 1064 nm fiber laser to form the desired pattern of optical 
traps.  
 Various high-order beams, such as Laguerre-Gaussian (LGpl), Hermite-Gaussian 
(TEMnm), Ince-Gaussian (IG) and Bessel patterns are desirable for creating complex 
optical traps. For our design, we selected amplitude profiles of LGpl and TEMnm beams to 
demonstrate the DMD-based beam shaper for optical trap generation. It is important to 
point out that due to the amplitude-only modulation of the DMD, intensity profiles of the 
LGpl and TEMnm beams are used as the target function. Thus, the generated beam profiles 





) with a nearly flat phase front so that they only mimic 
LGpl and TEMnm beams.  
 
7.3.2 Beam shaping in the image feedback plane  
 In the image feedback arm, the two lenses in the telescope were chosen as 1000 
mm and 750 mm focal lengths to give a -3/4 magnification. The measured beam profiles 




 beams are illustrated in Fig. 7-2. The 
experiment demonstrated that the input quasi-Gaussian beam was transformed into the 























In order to quantitatively analyze the image precision of these beam profiles. The 
averaged root-mean-square (RMS) error was calculated by 
 
              (7-1)
 
 
where Io(x,y) and It(x,y) are intensity profiles of the output beam and the desired pattern. 
These two intensity profiles are adjusted to have the same total energy before the RMS 
error calculation. The measurement region (MA) is a 500×500 square (2.2×2.2 mm
2
) to 
cover the entire beam profile region. The summation within the square root calculates the 
standard deviation of the raw measurement image, and it avoids the singularity when 
dividing by zero-intensity points in the image. This standard deviation of the output beam 
profile is normalized by the intensity mean, Im, within the measurement region.  
 The RMS error of generated beam profiles (Table 7-1) illustrated a clear tradeoff 














sophisticated, higher spatial resolution required larger system bandwidth that reduced the 


































 0.14 0.15 0.18 0.18 0.15 0.18 0.18 0.20 
RMS 
error (%) 
3.88% 4.22% 4.66% 4.77% 3.84% 4.30% 4.39% 4.71% 
1
The bandwidth is normalized by the maximum system bandwidth of (2x DMD pixel 
pitch)
-1
.   fm = 36.55 mm
-1 
 
 High-speed dynamic control is another major feature of the DMD-based approach 
to generate the pattern of optical traps. Supplementary Media 7-1 (Fig. 7-3) shows the 
beam profile first rotated counter-clock wise, shrunk and expanded in size, and rotated 
back clockwise. This process is completed by loading over 80 pre-calculated binary 
DMD patterns. For our Discovery 4000 with a USB 2.0 port, we achieved an operation 




Figure 7-3:   The dynamic control of a moving |LG04|
2
 beam profile. A 70ms delay is 
added between each frame to accommodate the low speed video capture 
software. (Media 7-1) 
7.3.3 First stage of the optical tweezers arm 
 In the optical tweezers arm, the 100 mm focal length lens (f2) demagnifies the 
binary DMD pattern by 10 times. The shaped beam profiles are measured at the 1/10x 
reduction image plane. In the following section, we choose the amplitude profile of 
TEM01* mode (the “donut” mode) as an example of a dark optical trap to analyze the 
characteristics of the output beam profile and approaches to improve its quality. 
 For the first-generation donut beam, the raw measurement (Fig. 7-4(a)) achieved a 
relative large RMS error at the 1/10x reduction image plane. The iterative PSF-based 
feedback only slightly improved the image quality.  
 In the ideal “donut” mode, the intensity profile goes down to zero at the center 
and quickly bounces back, forming a sharp “V” at the center (Fig. 7-4(b)). This feature 
carries high spatial frequencies that are filtered out by the pinhole low-pass filter. 
Therefore, the maximum in the amplitude error image is located at the image center.  In 
the PSF-based iterative pattern refinement, the refinement starts at the center (maximum 
error). However, we found that turning off any DMD pixel increases the RMS error in the 
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error image. Thus, the refinement will stop almost immediately. Although the quality of 
the output beam profile can be improved by adjusting DMD pixels in the surrounding 
area (blocking out the central part of the error image), the maximum error at the center 







Figure 7-4: Dark trap generation at the 1/10x reduction image plane using a mimicked 
donut mode. (a) Top view and (b) horizontal cross section of the raw 
measurement beam profile. The experimental result (blue) is compared with 
the target function (red).  
 The band-limited projection of the DMD-base beam shaper reduced the contrast 














long as the system cannot preserve all required spatial frequencies. In order to overcome 
this intrinsic shortcoming of the donut mode, we propose to use a cosine-tapered ring 
shape to mimic the “donut” shape. The cosine-taped ring should be able to create an 
adjustable, flat dark region at the center, which confines the major spatial spectrum to 
low frequencies. As a result, the sharp tip in the “donut” shape is replaced by a flat zero-
intensity region connected by two cosine functions (Fig. 7-5). More importantly, 
simulation showed that the beam profile of the cosine-tapered ring is well preserved after 
a small pinhole low-pass filter (system bandwidth of f = 0.07).  
 
 
Figure 7-5: Amplitude profiles of a donut laser mode (red) and the cosine-tapered ring 
shape (blue). 
 This cosine-tapered ring shape was implemented in the beam shaping experiment. 
The PSF-based iterative pattern refinement was conducted for 5 times to reach the 
minimum RMS error at the image feedback plane. The experiment produced a good 
quality cosine-taped ring profile with a good match of the target function at 1/10x 
reduction plane (Fig. 7-6). The RMS error over the entire beam profile for a raw 
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measurement image was 2.31% (Diameter = 60 pixels). The central part of the beam 
profile had a deeper trap depth compared to in the “donut” mode generation experiment. 
These results showed that the cosine-taped ring shape improved the trapping depth with 
larger image contrast. In addition, we can control the width, depth, and shape the of the 
trap, enabling more flexible control of the trap for manipulating small particles.     
 
 












Figure 7-6:  Dark trap generation at the 1/10x reduction image plane using the cosine-
taped ring profile. (a) Top view and (b) cross section of the raw 
measurement beam profile. The experimental result (blue) is compared with 

























 The evolution of the dark trap in the beam propagation direction (through focus) 
was examined to study the working distance of the optical traps in this dimension. 
Defined as the tolerance of the placement of the image plane, the depth of focus (DOF) is 
used to determine maximum length for the patterns to retain their shape. The DOF is 
calculated by  
     
2
1 )/(44.2 DFf        (7-2) 
  
where is the laser wavelength, F is the focal length, and D is the entering light diameter 
instead of the lens aperture. For the 1/10x image plane, D = 5.45 mm for the normalized 
system bandwidth of f = 0.07, because the bandwidth of the DMD-based beam shaper is 
controlled by the pinhole size and not by the finite aperture of the imaging lens. 
Assuming that the small increase in beam diameter between the pinhole and lens f2 can 
be ignored, then D is equal to the pinhole diameter. The DOF of the dark trap is 
calculated to be Δf1 = 0.87 mm.  
 The experiment was conducted at the 1/10x reduction plane for the dark trap 
profile by measurement of beam profiles through focus (Fig. 7-7). The pattern maintained 
its ring shape in the range ±1 mm while degrading quickly to an asymmetric profile with 
the central hole filling in as it propagated away from the image plane.  
 
 
Figure 7-7: Top view of the raw camera images of the dark trap (cosine-taped ring 
shape) in different measurement planes along the z-axis.  

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 A more detailed analysis was conducted by examining the cross section of these 
beam profiles (Fig. 7-8). The central intensity quickly increased from 0 at the 1/10x 
reduction image plane to around 1700 digital numbers (DN) at z = ±5 mm, which 
significantly reduced the trap depth. This suggests that the alignment will be sensitive in 
















Figure 7-8: Horizontal Cross sections of the cosine-taped ring profile at different 
measurement planes of (a) z = -5 to 0 mm and (b) z = 0 to 5 mm.  
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 At the 1/100x image plane (sample plane), the DOF of the second stage controls 
the trapping depth and depends upon the specific objective lens in the microscope. As an 
example, we use a standard 10× IR objective lens (LMH-10x-1064, effective focal length 
fe = 20 mm, Thorlabs) to calculate the DOF. The laser beam enters the objective lens with 
the approximate size of D = 1.8 mm based on measurement in the system. The calculated 
DOF is Δf2 =0.32 mm at 1/100x plane.  
 For other magnification ratios, the calculated DOF is 1.28 mm for a 1/50x system 
(LMH-5x-1064, fe = 40 mm, Thorlabs) and 0.08 mm for a 1/200x system (LMH-20x-
1064, fe = 10 mm, Thorlabs). In summary, the DMD-based system shows a reasonable 
depth of focus tolerance based on the DOF calculation at the 1/10x image plane and on 
measurements of the beam profile through focus. At the sample plane, low f-number 
objective lenses would constrain the trapping operation to a 2-D (x-y) plane due to small 
DOF. On the other hand, examples were given with higher f-number systems that show 
DOF in the mm range at the sample plane. 
 
7.4. DISCUSSION AND COMPARISON 
 In this section, we further discuss performance of the DMD-based optical trap 
generator and compare it to the HOE. Both approaches are capable of generating various 
patterns of optical traps with a dynamic control. The ability of arbitrary beam profile 
generation is particularly good for traps with elongated or other irregular shapes [29]. On 
the other hand, the DMD-based system is distinct from the HOE in aspects of energy 
efficiency, control flexibility, and pattern generation.  
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7.4.1 Energy efficiency 
 Faustov et al. [21] tested the DMD damage threshold by focusing the entire power 
of a laser in visible (633 nm) and infrared (1064 nm) wavelengths to a single micromirror 
(13.68 x 13.68 um
2
). No damage was observed for input powers below 30 mW. In 
addition, the global damage threshold of the DMD chip is measured to be 20W/cm
2
 for 
visible wavelengths and 10W/cm
2
 in the infrared [30]. On the other hand, the reported 
average power damage threshold of a commercially available liquid crystal SLM is 1-2 
W/cm
2
 [31].  
 The energy diffraction efficiency of the DMD can be calculated by eqs. (4-6) in 
Chapter 4, and we reiterate here that the diffraction efficiencies of several typical 
wavelengths are 72.78% (633 nm), 52.98% (1064 nm), while the 750-800 mm window 
satisfies the blaze condition to obtain near 100% diffraction efficiency. Another major 
energy loss comes from the DMD binary pattern, and the typical Gaussian-to-output 
beam profile conversion efficiency is 40-60%. Considering other energy loss from the 
micromirror reflectivity, area fill factor, and the window reflection, the overall energy 
efficiency for the DMD-based beam shaper is around 10-20%. On the other hand, the 
diffraction efficiency of the liquid crystal SLM is generally independent of the operation 
wavelength and depends mainly on the area fill factor. Therefore, the liquid crystal SLM 
is able to achieve a 40-60% overall energy efficiency.  
 
7.4.2 Control flexibility 
 The fast operation speed is a major advantage of DMD-based optical trapping. 
Although the performance reported in this chapter is 34.6 Hz, it is possible to achieve a 
frame rate up to 26.6 kHz [32] by using the fast I/O connector. In addition, the phase 
modulation from a liquid-crystal SLM requires the input light to have good coherence 
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and polarization purity. The operation wavelength is also specified for the corresponding 
SLM in order to achieve a full 2π phase modulation. These requirements limit the 
available light sources and potentially increase the complexity of the optical system. On 
the other hand, DMD has the same binary modulation for all input wavelengths, meaning 
it can be operated with a wide range of coherent and incoherent light sources at different 
wavelengths [33]. Thus, the same DMD device with a broadband AR coated cover 
window is suitable for generating optical trapping using several different laser 
wavelengths. 
 
7.4.3 Pattern generation 
 In terms of pattern generation, the DMD has unique advantages in the intensity 
precision of the generated beam profiles. As demonstrated in Section 7.3.3, the DMD-
based beam shaper produced an improved dark trap pattern, and can produce any 
designated beam profile with a predictable error level. Considering the major frequency 
content of a typical optical trap or target image is within 1/3 of the normalized system 
bandwidth, the DMD-based beam shaper is capable of generating nearly any complex 
profile with < 10% RMS error. On the other hand, holographic reconstructed images 
from a phase-only liquid crystal SLM only produce the approximation of the desired 
pattern because the magnitude is not modulated. Other byproducts, such as twin images 
and the zeroth-order diffracted beam, also reduce the image quality of holographic optical 
tweezers.  
 However, the lack of phase modulation ability restricts that the generated beam 
profiles from the DMD-based beam shaper. They will have a wave front that matches the 
surface curvature of the DMD. This restriction does not exist for the liquid crystal SLM 
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so that it is possible to encode advanced phase patterns to produce optical vortices for 3-
D trapping as well as compensate for SLM surface curvature. In addition, the HOE 
approach can produce beams with phase and amplitude matching wave equation solutions 
and so these beams are self-replicating as they propagate. Although the beam size will 
change through focus, the pattern will be unchanged except for size scaling. However, the 




 In this chapter, we presented a novel approach for creating dynamic optical traps 
by using a DMD-based beam shaper. The amplitude profiles were encoded as binary 
DMD patterns and converted to the desired patterns by a 4f imaging system with a 
pinhole low-pass filter. A 1:10 telescope reduces the beam size for the first stage of the 
optical tweezers arm. The demagnified beam profile is reduced a second time using 
microscope optics. This produces the desired pattern of optical traps with a proper beam 
size at the sample plane.  
 Experiments demonstrated high-precision generation of various beam profiles that 
are used to mimic the Laguerre-Gaussian(LG) and Hermite-Gaussian(TEM) beams. Raw 
measurements of beam profiles at the image feedback arm had a less than 5% RMS error. 
In addition, we presented dynamic control of the beam profile by rotating and radially 
transforming the amplitude profile of a LG04 mimic beam. In the optical tweezers arm, 
we demonstrated a cosine-taped ring profile that improved the trap depth compared to a 
donut (TEM01*) mode that had a shallower trap due to the bandwidth limit of DMD 
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image projection. This also illustrates that the DMD-based beam shaper is capable of 
generating any complex optical trap pattern.  
 Compared to optical traps created by the holographic approach, the DMD-based 
optical trap has unique advantages with respect to high laser power tolerance, fast 
operation speed, coherent and incoherent illumination with broadband light sources, and 
high pattern precision. The major limitation of this approach comes from a comparatively 
lower energy efficiency and diffraction limited trapping range along the z-axis. In the 
future, we plan to demonstrate the second-stage image formation of this system and 
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Chapter 8 Conclusion 
 
 In this dissertation, we present a beam shaping system based on the digital 
micromirror device for ultra-cold atom experiments and other potential applications. 
After evaluation of alternative ways to synthesize a precise beam pattern, an imaging 
technique that used iterative refinement was selected for development.  The precise 
beam profile generating system started with an error diffusion algorithm that was used to 
design the first-generation binary DMD pattern based on an accurate measurement of the 
beam incident on the DMD. Following the DMD, a telescope with a correctly sized 
pinhole low-pass filtered the flattop beam and scaled it to the desired size. A binary DMD 
pattern designed by the error diffusion algorithm was then projected to the image plane 
by a bandwidth-limited 4f telescope that converted the DMD pattern to a grayscale 
image. A theoretical analysis in the spatial domain revealed that the theoretical limit of 
image precision for a given system bandwidth was limited by the digitization error. An 
iterative pattern refinement based on the point spread function (PSF) for the specific 
system bandwidth was used to seek the lowest possible image error. The blue-noise 
spectrum of the error diffusion algorithm and the spatial low-pass filtering precisely 
preserved the target spectrum, which guaranteed high-precision beam shaping 
performance.   
 This system was used to produce various beam profiles with different spatial 
frequency spectra. First, we demonstrated high-precision flattop and other slow-varying 
intensity beam profiles with 0.20-0.34% RMS error for various coherent and incoherent 
light sources at different wavelength ranges. This error level is close to the 0.1% RMS 
error objective, meaning that these beam profiles are suitable for generating the box 
potential or the homogenous optical lattice for ultracold atoms experiments. The analysis 
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showed that the overall energy efficiency was mainly determined by diffraction 
efficiency of the DMD, beam shaping conversion efficiency, and the loss from the 
device. A LabVIEW automation program was written for fast and automated beam shape 
control.  
 Second, the output error level versus system bandwidth for this system was 
evaluated by using sinusoidal-flattop beam profiles with different spatial periods. 
Experiments showed that the system performance was close to the theoretical limit with 
<1% RMS error for normalized system bandwidth         ; <3% RMS error for 
       . Compared to the error diffusion algorithm, PSF-based iterative pattern 
refinement provided better image precision for small system bandwidth and similar 
performance for middle and large bandwidths. Later experiments using a Lena-flattop 
beam profile demonstrated arbitrary beam profile generation. The quality of output 
images is subject to the tradeoff between image precision and spatial resolution (or 
spatial bandwidth).  The experiment produced similar RMS errors for different system 
bandwidths as previous system evaluation. These results indicate that this beam shaping 
system is capable of generating dynamic optical trap for the ultracold atoms experiment. 
 This DMD-based beam shaper was implemented for the homogenous optical 
lattice and dynamic optical trap generation. For homogenous optical lattice generation, 
the DMD pattern for the flattop beam profile was optimized by the iterative refinement 
process in the image feedback arm. A two-stage imaging system projected this pattern to 
the atoms plane and reduced the beam size by 25-50 times. The experiment demonstrated 
a 1.25% RMS error flattop beam with the diameter of 70.4 μm at the atoms plane. After 
retro-reflection, the one-dimensional homogeneous optical lattice is formed near the 
atoms plane. The measurement of the retro-reflected beam profile illustrated good 
intensity uniformity at the optical lattice. These results indicate that the generated 
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homogenous 1-D optical lattice is sufficient for use in a quantum emulator using 
ultracold atoms.  
 In addition, a dynamic optical trap can be generated by combining this system 
with a standard inverted microscope. The beam shaping experiment demonstrated various 
amplitude profiles of Laguerre-Gaussian and Hermite-Gaussian modes (including the 
donut shape) with approximately 2-4% RMS error. Other experiments verified that this 
system was capable of generating various desired profiles to optimize the trapping 
geometry. The DMD-based system has unique advantages of high power tolerance, fast 
operation speed, coherent and incoherent illumination with broadband wavelengths, and 
high pattern precision. The major limitation of this approach comes from a relatively low 
energy efficiency and relatively short trapping range along the longitudinal axis.  
 In the future, we plan to apply DMD-based beam shaping system to the Bose-
Einstein condensate apparatus in the Department of Physics to load ultracold Bosons into 
the homogenous optical lattice or the box potential to study the phase diagram of the 
dilute Boson gas and the critical region of the condensate. In addition, we are seeking 
cooperation for implementing the DMD-based beam shaping system for the potential 
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