A note on a confidence interval for an interclass mean by Jayachandran, T.
Calhoun: The NPS Institutional Archive
DSpace Repository
Faculty and Researchers Faculty and Researchers' Publications
1977-03




Jayachandran, T. "A note on a confidence interval for an interclass mean." Naval
Research Logistics Quarterly 24.1 (1977): 197-200.
http://hdl.handle.net/10945/60197
This publication is a work of the U.S. Government as defined in Title 17, United
States Code, Section 101. Copyright protection is not available for this work in the
United States.
Downloaded from NPS Archive: Calhoun
A NOTE ON A CONFIDENCE INTERVAL FOR AN INTERCLASS MEAN 
T. Jayachandran* 
Naval Postgraduate School 
Mo,i lerey ,  Califortiia 
ABSTRACT 
An exact confidence interval for an interclass mem, thnt is, the mean of a 
compos:te sample made up sereral subsamples of unequal sizes n, is presented. 
1. INTRODUCTION 
Suppose Xtjl j = l ,  2, . . ., n,; i=1, 2, . . ., k is a composite sample of size 
k 
i=f 
N = C n ,  
that i.; comprised of k subsamples of sizes n,. The ith subsample is a random sample from a normal 
distribution N(a,,u2) and the a,’s, i=l ,  2, . . ,, k are assumed to be independent and identically 
distributed ( i . i . d )  as N(p,  a:). p is sometimes known as the interclass mean and the problem con- 
sidered in this note is the construction of a confidence interval for p. Some practical uses of iiich 
an interval are discussed in a paper by Long [l]. For example, the composite sample may be measure- 
ment\ on a characteristic of the output of a factory made on different d a p .  p would correspond 
to the true mean value of the characteristic being studied. 
The construction of a confidence interval for p is straightforward if all the nf are equal. For 
unequal suhiample sizes Long [ l ]  obtained an approximate interval that he shows to he reasonably 
accurate. The procedure proposed in this paper leads to an exact confidence interval for p in the 
cazc of unequal n,. 
2. PRELIMINARIES 
The  observations Xi,, j =  1 ,  2, , . ., n,; i= 1, 2, . . ., k may be assumed to satisfy the variance 
component.; model 
(2.1) Yil=ui+efl, j=1, 2, . . ., n; i=1, 2, . . ., k 
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where the a;s are i - id.  N(puaa), the qj’s are i*i*d. N ( 0 ,  uz) and the ai’s and etj’s are mutually 
independent. Let 
and 
Then, x,, i=l, 2, . . ., k are independent and normally distributed 
If nr=n for all i the xf will constitute a random sample from a normal distribution 
has a student’s t distribution with (k-1) degrees of freedom, and this leads to a confidence interval 
or N. 
For the case where the nr we not all equal, Long [I] obtained an approximate confidence 
interval for p by treating T as a student’s t variable. On the basis of a study of the exact distribution 
fof T for k=2, 3 and an examination of the moments of T for large values of k, Long [l] concludes 
that the 1 approximation is fairly reliable. He also points out that the approximation is likely to go 
wrong if there are wide variations in the subsample sizes nr or if 2 is large relative to u,3. 
3. EXACT CONFIDENCE INTERVAL WITH UNEQUAL SUBSAMPLE SIZES 
For unequal subsample sizes, the xt ate not identically distributed since the variance of 
lilt is U’ U:+t-*’ 
ni 
even though all of them have the same mean p. Thus, the construction of a student’s t variable, 
based on zr only, independent of the nuisance parameters o.’+ua/nl, is not possible. To get around 
this difficulty let 
(3.1) Z , = C , ~ : i + C : , X ,  i=l, 2, . . 4 k 
where 
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and 






has a student's t-dist,ribution with k-1 degrees of freedom. An exact confidence interval for IA is 
now obtainable in the usual way. 
4. DISCUSSION 
The exact procedure proposed in Section 3 is somewhat ad hoc in nature in the sense that the 
first observation X,, in each subsample plays a prominent role. To avoid any systematic bias 
that may creep in, i t  would be preferable to randomly permute the observations in each of the 
k subsamples before applying the procedure. If all the subsample sizes n, are equal to n, the statistic 




Under the assumptions of the variance components model (2.1) 





i=l, 2, . . ., k 
Cov ( X f j ,  j=~, 2, . . ., nf 
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substitution of 
results in 
U2 E(2,) =F and V(Zf)  =u:+-. min n, 
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