Abstract-This paper analyzes the famous GRAPPA algorithm, which is one of most widely used image reconstruction algorithms for parallel magnetic resonance imaging (pMRI). Inherently the existing GRAPPA type algorithms ignore the physical background of k-space data and treat the image reconstruction problem as a pure data interpolation problem which is solved based on an assumption that the k-space data are shift-invariant autoregressive process. Based on physical principles of MRI, this paper reveals the difficulty of such assumption. New GRAPPA algorithm is developed where the above assumption is relaxed and the missing k-space data are reconstructed based on physical properties of k-space data and coil sensitivity profiles, which can be estimated using AutoCalibrating Signal (ACS) lines. This proposed algorithm can greatly improve the image quality even at very high acceleration factor. The in vivo examples demonstrate the overwhelming advantages of the proposed algorithm.
I. INTRODUCTION
Although Magnetic Resonance Imaging (MRI) is one of major imaging modalities with advantages in imaging soft tissues and a great deal of flexibility in various applications. However, its relatively long scanning time has obstructed its further development. To accelerate the scanning process, parallel MRI (pMRI) was proposed which applies multiple receiver coils operating in parallel to acquire k-space signals. Unfortunately, because of the constraints of algorithms, the quality of reconstructed image is usually not satisfactory at high acceleration factor, therefore the practical scanning process of pMRI can not be accelerated as much as expected.
Over the last two decades, many image reconstruction algorithms for parallel MRI have been proposed. Among them, SENSitivity Encoding (SENSE) [3] and GeneRalized Autocalibrating Partially Parallel Acquisitions (GRAPPA) [1] are most widely used, which inherently represent two different types of image reconstruction algorithms. The SENSE type algorithms, are usually referred to as "image domain algorithms", and the GRAPPA type algorithms, are usually referred to as "k-space algorithms". This paper investigates the GRAPPA type algorithms, especially the traditional GRAPPA algorithm [1] . In GRAPPA algorithms, a number of Auto-Calibrating Signal (ACS) is needed which are phase encoding lines acquired at Nyquist rate by setting phase encoding gradient intervals to full FOV condition. Using these ACS lines, a reconstruction system can be established, and any missing k-space data can then be estimated by this reconstruction system from the acquired k-space data. This procedure is also known as GRAPPA fitting process, which can be considered as a one dimensional estimation process along phase encoding direction.
Although GRAPPA algorithm has been implemented in commercial MRI scanners and widely applied in clinics, compared with conventional full FOV acquisitions, image artifacts such as aliasing and noise are still very obvious especially at high acceleration rate. One direct reason of such decreased performance of parallel MRI is that less data are acquired. Moreover, the reconstruction algorithm can also be a main factor of the degraded image quality.
In the traditional GRAPPA algorithm [1] , it is assumed that k-space data are a shift-invariant autoregressive (AR) process by which the missing k-space data is reconstructed. However, according to the physical principles of MRI, the k-space data can be modelled as a two-dimensional circular convolution of coil sensitivity profiles and the original image information. Obviously, a two-dimensional circular convolution model is not necessarily a shift-invariant generalized AR process. This is a main difficulty of the existing GRAPPA algorithms.
On the other hand, GRAPPA algorithms simply apply ACS lines to obtain a reconstruction system, i.e. the shift-invariant AR model. Inherently, these algorithms deal with the image reconstruction problem as data interpolation problem without taking into account the k-space physical background. Obviously these algorithms do not make full use of the information embedded in these acquired k-space data.
To resolve the above issue, a new GRAPPA algorithm is developed in this paper which is different from the existing algorithms. This proposed algorithm applies a shift-variant AR model instead of the usual shift-invariant AR model. Moreover, the physical principles of MRI and properties of the acquired k-space data and the ACS lines are utilized. Especially, the ACS lines is applied to roughly estimate the coil sensitivity profiles. Based on the estimated sensitivity profiles as well as the physical properties of the k-space data, the weights of the proposed shift-variant AR model can be identified. Finally the missing k-space data can then be estimated by the identified shift-variant AR model from the acquired k-space data.
Because of the introduction of sensitivity profiles and MRI physical properties and modification of the AR model, the proposed algorithm can reconstruct the missing k-space data more accurately, and thus achieve better image quality.
Two in vivo experiments are conducted, where the proposed GRAPPA behaves very well and the image quality is greatly improved even at very high acceleration factor.
Notation. The symbols C, Z and Z + denote, respectively, sets of complex, integers and positive integers. Z [N1,N2] denotes the integer subset {N 1 , N 1 + 1, · · · , N 2 } and Z (N1,N2) denotes the integer subset {N 1 +1, · · · , N 2 −1}. C n denotes the set of complex column vectors with n entries, and C n×m represents the set of matrices with complex entries of dimension n × m. The complex conjugate of a matrix M is denoted by M * and the transpose of a matrix M is denoted by M T .
II. THE PRINCIPLES OF MRI
An L-receiver coil Fourier encoded MR imaging is defined as
Npe kyny e j 2π N fe kxnx ,
is the k-space signal received by the l-th coil. P (n y , n x ) is the original image information (e.g., proton-density-weighted signal) at spatial position (n y , n x ), and C l (n y , n x ) represents the sensitivity profile of the l-th channel. N fe and N pe are the total numbers of frequency encoding and phase encoding in a full FOV, respectively. Indices k y and k x are k-space variables along respectively phase and frequency encoding directions, and (n y , n x ) is the index to the N pe × N fe image pixels.
By digital signal processing theory [2] , the above k-space signal can be easily computed by circular convolution.
Lemma 1: Let c l (k y , k x ) and p(k y , k x ) be the twodimensional Fourier transforms of C l (n y , n x ) and P (n y , n x ), respectively, i.e.
Npe kyny e j 2π N fe kxnx .
There exists
where * denotes two-dimensional circular convolution operation andc l is a periodic signal with period (N pe , N fe ) satisfying
Because of the page limit, the proof of this lemma is omitted here. For convenience, based on Lemma 1, the kspace signal can also be computed by matrix multiplication.
Lemma 2: Given a parallel MRI system with L receiver coils, k-space data can be represented by
where
Proof. Observing (4), it can be found that (6) is another form of the circular convolution (4) which shows the linear relationship between k-space data and the image to be reconstructed.
III. THE DIFFICULTY OF GRAPPA ALGORITHM
Based on the physical principles of MRI given in the last section, the traditional GRAPPA algorithm is analyzed in this section.
The traditional GRAPPA algorithm described in [1] is given as follows
. And, N p , N q ∈ Z + denote the number of blocks used in the reconstruction, and α represents the acceleration factor.
In general, a block of ACS lines are acquired in the center of k-space and applied to determine the complex weights r(j, b, l, m) by using several fits of the form of (8). After the weights r(j, b, l, m) are determined, all the missing k-space data can be estimated by (8). This process is repeated for each coil in the array, resulting in L uncombined signal coil images, which can then be combined using a conventional sum of squares reconstruction [4] or any other optimal array combination [5] . Figure 1 illustrates the linear fitting process of GRAPPA where in this case L = 4, α = 3, N p = N q = 2.
Remark 1: For certain frequency k x , the GRAPPA algorithm (8) assumes that the k-space sequence received by 
Note that the AR models (9) are shift-invariant models. The original GRAPPA algorithm reconstructs all the missing kspace data by applying these models (9).
However, given Lemma 1, the above assumption can not be met necessarily. The reason lies in that in general (4) is not equivalent to (9). The next lemma shows the difficulty.
Remark 2:
Given the acceleration factor α and the number of blocks used in the reconstruction denoted by N p and N q , the k-space sequence (6) satisfies the AR model (9) if there exists parameters
According to (7), Ω (j) ky,kx is determined by the sensitivity profile c j (k y , k x ) of the j-th receiver coil. To show the properties of normal receiver coils, Figure 2 gives an example where a cardiac scanning was conducted under a Siemens 1.5T Avanto scanner with eight-element surface array (Nova Medical, Wilmington, MA). This array has four anterior coils plus four posterior coils. The magnitude of c j (k y , k x ) in this case for j = 1, 2, · · · , 8 is shown in Figure 2 , from which we can find that the spectrum energy of coil sensitivity C l (n y , n x ) is mainly focused on the center of k-space. In fact, most of receiver coils have such property.
To investigate the feasibility of (10), we augment a matrixΩ
It can be easily known that (10) holds for each ky ∈ Z [0,Npe] and kx ∈ Z [0,N fe ] , if there exist (13) Note that for simplicity of notation, it is assumed that N pe is a multiple of α. If N pe is not a multiple of α and N pe = ρ · α + τ with τ ∈ Z (0,α) , then (10) implies that (13) must hold for
Actually, (13) reflects a kind of shift-invariant linear relationship between the rows ofΩ kx . However, this shiftinvariant linear relationship is very difficult to meet. Corresponding to the sensitivity profiles given in Figure 2 , Figure  3 gives the contour line of the absolute value of each entry ofΩ kx for k x = 192. This figure reveals that the matrix Ω 192 is close to a row full rank matrix. Therefore, it is very difficult to find V m in the form of (12) such that (13) can be met for each k = 0, 1, · · · ,
. This is the main difficulty of the traditional GRAPPA algorithm.
IV. AN IMPROVED GRAPPA ALGORITHM
Based on the above analysis of traditional GRAPPA, an improved GRAPPA algorithm will be developed in this section. In the traditional GRAPPA algorithm, it is assumed that the k-space data is a generalized shift-invariant two dimensional AR process. The main idea of this paper is to relax this strong assumption. For this purpose, we remove the "shiftinvariant" assumption and change (8) to
where g(k y , j, b, l, m) ∈ C describes the linear dependence of s l (k y −m, k x ) on s l (k y −b·α, k x ) and is different for different k x . Thus, it can be regarded as a shift-variant model which includes (8) as its special case.
The next problem is, for different k y , how to estimate weights g(k y , j, b, l, m). For the traditional GRAPPA, r(j, b, l, m) is estimated by applying the ACS lines which are acquired in the center of k-space. However, for the shiftvariant model (14), the ACS lines acquired in the center of k-space cannot determine the model for other parts of k-space data by using the usual model fitting approach.
Since the missing k-space data is computed by (14), the estimation of weights g(k y , j, b, l, m) directly influences the final image quality. In the light of Lemma 1 and Lemma 2 which reflect the relationship between k-space data s l (k y , k x ) and coil sensitivity profile c l (k y , k x ) for l = 1, 2, · · · , L, we will introduce c l (k y , k x ) to GRAPPA algorithm, especially to the the estimation of weights g(k y , j, b, l, m). It is well known that C l (n y , n x ) can be roughly estimated by the acquired ACS lines in the center of k-space [3] . Then c l (k y , k x ) follows immediately by FFT (fast Fourier transform) (2) .
ky,kx can be built easily by (7) for any [1,L] with which g(k y , j, b, l, m) can be determined by solving the following model fitting problem
After the weights g(k y , j, b, l, m) are obtained, the missing k-space data can be computed by (14) . When all k-space data of each channel are available, L uncombined signal coil images can be obtained by FFT operation, and then the final reconstructed image can be achieved by combining these L images using a conventional sum of squares reconstruction or other optimal array combination. where γ can be chosen as 1, 2 and ∞.
V. EXPERIMENTAL STUDY ON IN VIVO DATA
In this section, the proposed GRAPPA algorithm will be applied to in vivo data to demonstrate its effectiveness.
A. Experiment 1
An eight-channel k-space dataset was acquired from a healthy male volunteer in a Siemens 1.5T Avanto scanner with eight-element surface array (Nova Medical, Wilmington, MA). This array has four anterior coils plus four posterior coil.
The data set was breath-hold line acquisitions with 108 phase-encoded and 384 frequency-encoded lines, respectively. The acquisition parameters are as follows: readout flip angle= 50
• , field of view (FOV=380mm × 285mm), slick thickness = 6mm, matrix size = 384 × 108 (readout × phase encodes), spatial resolution = 2 × 2.6mm, echo time (TE) = 1.34ms, repetition time (TR) = 2.69ms. Figure 4 shows the reference image P (n x , n y ) generated by using the full k-space data. The performances of the proposed GRAPPA algorithm will be compared with that of the traditional GRAPPA algorithm [1] under different acceleration factor and different number of ACS lines.
To show the performance difference between both algorithms, the acceleration factor is chosen to be the maximum, i.e., equal to 8, the number of parallel receiver coils. Let N p = 2, N q = 2. Figure 5 and Figure 6 show the reconstructed images using the proposed GRAPPA algorithm and using the traditional GRAPPA algorithm respectively when the number of ACS lines ACS = 32.
Another widely-used image reconstruction algorithm, SENSE [3] , is also tested here for the purpose of comparison. Figure 7 shows the reconstructed image using SENSE when α = 8 and ACS = 32.
From these figures, the advantage of the proposed improved GRAPPA algorithm is overwhelming. It is not surprising that the proposed improved GRAPPA algorithm is more time-consuming. In this case, by using a PC with 2 Duo CPU @2.2GHz and 2G RAM, the computation times of the traditional GRAPPA, SENSE and the proposed improved GRAPPA are 0.28s, 3.51s and 61.52s, respectively. Fortunately 61.52s is absolutely tolerable for image construction. 
B. Experiment 2
The brain imaging dataset was acquired to test the performance of the proposed method for high resolution brain imaging applications. The k-space data were acquired from a Siemens Tim Trio 3T system with a Siemens 12 channel head matrix coil. The imaging parameters were as follows: axial 2D Gradient Recall Echo (GRE), T 2 weighted imaging with T E = 45 ms, T R = 1000 ms approximate, flip angle = 45 degree, slice thickness = 2.5 mm, field of view = 240 mm × 180 mm, N fe = 448, N pe = 384. Figure 8 provides the reference image P (n x , n y ) generated by using the full k-space data. We also choose the acceleration factor to be the maximum, 12. Figure 9 and Figure  10 show the reconstructed images obtained by the proposed GRAPPA and the traditional GRAPPA, respectively, when α = 12, N p = 2, N q = 2 and ACS = 64(16.67%N pe ). Table II gives a comparison of RMS errors of reconstructed images. It can be found that the image quality is greatly improved by applying the proposed GRAPPA.
The reference image The first reason is that the proposed GRAPPA abandons the "shift-invariant" assumption of the traditional GRAPPA although the proposed GRAPPA also applies the generalized two-dimensional autoregressive (AR) model (15).
The second reason is the introduction of the estimated coil sensitivity profiles and the physical principles of MRI to the computation of missing k-space data. Because of this consistency with the real physical process, the computed missing k-space data is much more accurate than those obtained by tradition GRAPPA. The latter is obviously lack of enough theoretical support.
It is noted that although, as shown in the last section, the proposed GRAPPA needs more computation time for image reconstruction, it has the same scanning time as the traditional GRAPPA if the acceleration factor and the number of ACS lines are the same, because the same amount of kspace data are acquired. Moreover, due to high image quality at high acceleration factor, from this aspect the proposed GRAPPA can speedup the pMRI process. However, although the proposed GRAPPA greatly improves the performance of image reconstruction, the obtained reconstruction is far from exact reconstruction. The main reasons lie in the following aspects:
First, in general the inherent circular convolution representation (4) is not necessarily equal to the proposed shift-variant two-dimensional AR model (14). Figure 3 also shows the strong row independence ofΩ kx which reflects the difficulty of the exact existence of model (15) and thus the difficulty of the exact existence of model (14) . Hence, the model (14) is only an approximation of the relationship between neighboring k-space data.
Secondly, since the identification of weights g(k y , j, b, l, m) depends on the sensitivity profile c l (k y , k x ) which are estimated by limited ACS lines, the roughness of the sensitivity profiles estimation also contributes to the final error of image reconstruction.
Thirdly, in most cases, the acquired k-space data are suffered from noise disturbance. For the proposed algorithm (14), such noise disturbance leads to the error of the estimation of missing k-space data not only through s l (k y −b·α, k x ) but also through the weights g(k y , j, b, l, m), since the k-space data are also applied to estimate coil sensitivity profiles.
VII. CONCLUSION
In this paper, based on the theoretical analysis of both MRI physical process and traditional GRAPPA algorithm, a main difficulty of the traditional GRAPPA algorithm is pointed out. Moreover, an improved GRAPPA is proposed which applies ACS line data to roughly estimate coil sensitivity profiles and then estimate the AR model weights by using these coil sensitivity profiles. Compared with the traditional GRAPPA, the proposed method is much more consistent with the physical principles of MRI and therefore would give rise to much higher image quality.
