Health monitoring of structural systems for the detection of damage is a critical practice in determining their safety and service life. A large amount of research has been done in applying damage detection analysis to linear models of structures. Although many real structures exhibit nonlinear behavior prior to or as a result of damage, there are currently few tools to apply damage detection analysis to structures that are modeled by nonlinear differential equations. The objective of this study is to initiate a facet of damage detection analysis applied to such nonlinear models of structures. Given a parameterized ordinary differential equation model of a structural system (linear or nonlinear), parameter estimation can serve as an assessment of possible or known damage to the structure. A numerical analysis of estimating parameters in a nonlinear structural model is investigated by applying a quasilinearization method. The analysis is successfully performed on a nonlinear eight degree-of-freedom space antenna model.
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D
Matrix from cost functional minimization To detect damage in a structural system with nonlinearities, a reliable model of the system dynamics must be obtained. Fault generally refers to a reduction in the stiffness values that parameterize the model. For a given model of a structural system (linear or nonlinear), the following subsequent steps are involved in the damage detection process:
1. Detect a change in expected system operating conditions.
2. Locate where the damage occurred in the system.
3. Estimate the reduction in stiffness in the damaged element.
4. Perform a structural analysis (e.g. finite element) and determine whether the damaged system is safe by design requirements or estimate the remaining life.
Step three is referred to as damage assessment. The literature related to structural systems deals with model identification and damage detection in linear systems or strictly model identification of systems with nonlinearities, with far more literature in the first area.
The identification and damage detection of ground and space structural systems with linear models has been extensively treated with modal tools. Kabe [1] used measured mode data to identify and adjust the stiffness matrix in the modeling of a severe test case space antenna structure. Potential damage can be located and estimated using a weighted sensitivity analysis that accommodates mass and stiffness uncertainty, as investigated by Ricles and Kosmatka [2] . Papadopoulos and Garcia [3] used modal information and applied a statistical approach to identify structural damage. Modal tools parametrically identify linear structures while keeping the physically based model structure intact. However, these tools do not have an analog in nonlinear systems. Natke and Yao gave a brief investigation of system identification (SI) approaches for structural damage evaluation in linear civil engineering structures [4] .
Parameter estimation techniques for identification of models with nonlinearities generally fit under the umbrella of SI. This study examines a parameter estimation method on nonlinear models that are linearly parameterized. SI techniques are concerned with deriving mathematical (dynamic) models of systems based on observed data from the systems [5] . Parameter estimation tools are required to complete the derivation when parametric modeling (vs. non parametric) is employed. The application of SI tools to the identification of nonlinear structures dates back to a paper by Distefano and Rath in 1975 [6] . In their milestone paper, parameters associated with a numerically generated nonlinear response were identified for one degree-of-freedom structural systems subject to seismic conditions. Nayfeh introduced a self-contained perturbation approach that proposes experimental techniques of identifying models and their parameters in low degree-of-freedom dynamic systems that contain smooth nonlinearities [7] . Imai et al.
examined parametric identification of lower order linear and nonlinear structural systems using least-squares, maximum likelihood and extended Kalman filtering [8] . The issue of identifying model parameters in higher order nonlinear o.d.e. models has yet to be dealt with.
This study extends a parameter estimation technique to assess the damage in a given nonlinear structural model, where the nonlinearity is a result of damage or initial structural configuration. Steps one and two of the damage detection process are assumed known or can be determined by other techniques. A quasilinearization method is derived as the tool for parameter estimation and applied to an eight degree-of-freedom nonlinear model of a space antenna. By construction, the method can equally serve as a parameter identification tool amenable to higher dimensional models. A discussion of extending the method to the more general damage detection problem, i.e. when steps 1 and 2 are not assumed known, is given. Numerical results display the effectiveness of the method in assessing damage under various loading and nonlinearity conditions.
2 ANALYTICAL MODEL OF A NONLINEAR SPACE ANTENNA STRUCTURE Figure 1 shows an analytical test model of a flexible space antenna as given by Kabe [1] . As the figure show, the antenna is represented by eight interconnected masses in series, i.e. all masses move translationally and co-linearly, on a frictionless surface.
Each mass has one degree-of-freedom and 14 springs connect the masses, to each other or to ground. As the relative stiffness magnitude range is large (from 1.5 to 1000) this structure represents a severe test case. There are three unique lumped mass values and six unique stiffness coefficients. All units are normalized and the dimensionless equations of motion for this eight degree-of-freedom statically coupled system are given as
where, the diagonal mass matrix is given by
the coupled stiffness matrix is given by
and the vectors of the nodal displacements and applied forces are given by
This model is linear and is here made nonlinear in the interest of this study. The spring k 1 at m 6 is replaced by a nonlinear Duffing-type spring, henceforth named k * 1 , to simulate a spring that hardens/softens as a result of damage or is initially nonlinear.
The mathematical definition is given as
This spring location was chosen because it affects the greatest number of modes in the undamaged linear structure, in which case k * 1 is equal to k 1 . The added nonlinearity generates a Duffing-type equation
All other equations are retained in their original linear form. The stiffnesses k 0 and k 0 α at m 6 are assumed unknown constants and are to be estimated. For added complexity, the adjacent k 4 at m 6 is also assumed unknown and requires estimation. All other stiffness values and all mass values are known. It is henceforth assumed that the units in the equations are normalized so that the equations to follow remain dimensionless, as is done in [9] .
QUASILINEARIZATION
Quasilinearization was developed as a numerical tool for solving problems defined by nonlinear differential equations and has been extended to identification problems [9] , [10] . Under certain assumptions, the technique can successfully reduce a nonlinear 
Step 1 : Linearization of Equations and Linear Solution Form
A set of autonomous nonlinear first order differential equations can be expressed in the
where x(t) R Nx , (˙) is a derivative with respect to time and c R Nx represents the initial condition vector. Assume g is continuous in x and t and has a bounded continuous Hessian (second partial derivatives w.r.t x), for all x and t over a given interval of time.
The first order Taylor series expansion of (8) around a nominal trajectory x (0) (t) is the linear differential equation
where x (0) (t) is an approximate solution to (8) . Replacing 1 by n and 0 by n − 1 in (9) gives general recurrence equations that yield a sequence of continuous solutions.
According to Bellman [9] , the success of convergence of the recurrence solutions to the true solution depends principally upon selecting x (0) (t) sufficiently close to the true solution. This is analogous to the dependence of Newton-Raphson schemes upon the initial guess for success in root finding. Under the bounded Hessian assumption the sequence solutions x (n) (t), (n = 1, 2, . . . ), are uniformly bounded. Further, the sequence of solutions can be proven to converge quadratically to the solutions of the original equations of motion, if they converge at all. Now, g in (8) is rewritten to include dependence upon unknown constant linear parameters. By collecting the unknowns into
The unknown parameter vector a, of dimension N a , is equal to its unknown initial condition a 0 for all time.
The vector x (n) (t) R Nxa that evolves according to (9) now represents the recursive augmented state, where dimensionally N xa = N x +N a . A solution form to the augmented set of recursive linear differential state equations is assumed as a sum of particular and homogeneous parts (by superposition) as
where P (n) is the particular part, H
Nx+i make up the homogeneous parts and the initial conditions are
and δ i,j is the Kronecker delta function. Section 3.2 gives the equations that define
Nxa ) evolve. The goal of this recursive technique is to get the estimated parameter vector a R Na to converge to a 0 , thereby matching the initial conditions of (11) with the initial conditions of the augmented system in (10). The solution form (11) assumes that all initial conditions for the equations of motion, i.e. the c vector, are known. However, the method can be easily extended to identify any unknown initial conditions as well.
To begin iterations, a nominal trajectory, i.e. an initial approximate solution to (10) is required. As stated, the success of convergence of the approximate solutions to the observed solutions, and therefore the success of convergence of the parameter estimates to the true parameter values, depends upon this initial approximation. In numerical applications, a simple and efficient way to obtain a first approximate solution x (0) (t) is to make a reasonable guess at the unknown parameter values and integrate the original equations of motion.
Step 2 : Generation of Recursive Solution Form
Plugging (11) into (9) yields a recursive set of first order linear differential equations, where the particular part of the solution evolves according to
the homogeneous part of the solution evolves according to
and the jacobian matrix is given by
Step 3 : Minimization of Cost Function and Estimate Generation
It is assumed that x(t) is observed over a finite interval t [0, T ]. A least-squares method provides a cost function to be minimized at each iteration, where the cost function is
Note that (17) is the squared L 2 (0, T ) norm of the time-varying error vector, where the error is between the linearized solution x (n) (t) and the observed solution x(t). As will be seen in the next section, the entire state vector x(t) is not required to generate estimates.
Minimizing a least-squares function such as this to obtain a best fit set of parameters is the most common method of parameter estimation. It is implied in (17) that errors superimposed upon the observed data x(t) are uniformly distributed throughout the time interval, i.e. the weighting function in (17) is identity for all time in the interval.
The minimization of φ with respect to the estimated parameter vector γ yields a system of linear algebraic equations
where
and 
APPLICATION TO MODIFIED KABE MODEL
As stated, the estimation is performed assuming all constants in (1), modified by (6), are undamaged (known) except that the spring k * 1 at m 6 is damaged (unknown) and possibly nonlinear, which depends upon k 0 and α. Again, the adjacent k 4 at m 6 is also assumed to be damaged (unknown). Prior to linearization, we write the modified equations of motion in state space form aṡ
and
Dimensionally, it should be clear that {X, F } R 19 and {a, a 0 } R 3 . The unknown parameter vector a is equal to its unknown initial condition a 0 = k 4 , k 0 , k 0 α T for all time in an observed interval.
The linear recursive approximate solutions for this system are given by
For m discrete measurements in time of the eight mass displacements, the cost function becomes
and the minimization follows according to (18) - (20) . A guess at the true parameter values is used for a to generate an approximate solution X (0) (t) by integration of the original equations of motion, which in turn is used to initiate the iterations. For all iterations that follow the initial guess stage, only the parameter vector a changes, as generated by the minimization of (28).
EXTENSION OF METHOD TO GENERAL DAMAGE DETECTION PROBLEM
The analysis so far has considered identifying unknown parameters, that pre-exist or result from damage, using observed responses that contain the faulty information throughout the measurement. A more realistic situation is response measurements that contain the occurrence of the fault, i.e. the measurements change behavior at some point within the observed time interval due to the presence of a fault. Further, the fault may result in hardening or softening of a structural spring, which may also remain linear or become nonlinear. In this more realistic case, detection and location of the fault must precede any assessment or estimation of the damage.
Quasilinearization identifies unknown linear parameters and generates an iterated linearized solution to the nonlinear differential equations that describe a structural system's dynamics, given some observed dynamic response. The relationship between the observed and generated responses is given by
where x(t) is the observed response and x (n) (t) is the n th iterative response parameterized by the vector a. The vector e(t) represents the error between the observed and generated signals. When convergence of the parameters is achieved, the L 2 norm of e(t)
is minimized over the observed time interval.
In health monitoring of a system for fault detection, a residual serves as a detection gauge as it carries information that is sensitive in some way to the occurrence of a fault.
In structural systems where quasilinearization is employed, a residual r(t) is given by
wherex(t) is the currently observed dynamic response, e.g. mass position measurements.
To generate current linearized responses x (n) (t), the given loading must be known and the initial conditions obtainable. Recall that the method can be constructed to estimate any unknown initial conditions. In the absence of a structural fault, i.e. when none of the stiffness values have been compromised, r(t) = e(t) and accordingly remains small.
When a fault occurs, r(t) exceeds e(t) and a fault is detected.
In the case that damage has been detected within a set of data measurements, two categories of problems of location and estimation of the new fault are discussed here. Consider first that the fault affects only those parameters that were previously estimated by quasilinearization. Next, and more likely, the fault affects previously known parameters and possibly generates new nonlinear behavior in the system response. 
NUMERICAL RESULTS
In this section, the application defined in Section 4 is examined by numerical simulations.
Various loadings are applied to the developed nonlinear antenna model. Further, the damage level, i.e. the value of α, the time step of integration and the initial guesses for the parameters are varied to examine conditions for successful convergence. Conditions of noise contamination on the observed displacement measurements is also examined.
All units are normalized and the model is integrated with a step size of 0.01 sec, unless specified otherwise. The simulations were performed in Matlab (ver.5.2) and Simulink (ver.2.0) [11].
As Table 1 and Table 2 show, for α variations and applied step loads at m 5 of f 5 = 1000 and 4000 the two linear parameters (k 4 , k 0 ) converged to three and four significant digits and the nonlinear parameter (k 0 α) converged to two significant digits, all within two iterations. In all tabulated results that follow, converged values are defined as those which don't change to four significant figures after two or more iterations. Table 3 shows that for an applied step load at m 6 of f 6 = 1000, the parameter convergence accuracy deteriorates to failure as α is increased. For the most damaged or nonlinear case, i.e. α = 10, the iterations remained bounded but never converged to any values. Using even the true values (100, 1000, 10000) as an initial guess (not shown in table) does not yield convergence. Also, for an initial guess of (1, 1, 1), all converged cases in Table 1 -Table 3 remained convergent in the same number of iterations (not shown in table). Table 4 shows that convergence of the least nonlinear case of Table 3 is lost as the time step is increased. Table 5 shows that by decreasing the time step by 1 order of magnitude, i.e. from 0.01 to 0.001 sec, accurate convergence is obtained in three iterations for the non convergent case of Table 3 . Table 5 also reveals that by changing the input to a sum of sinusoids, the originally non convergent time step converges in three iterations. As with all other cases, the parameters eventually fail to converge as the time step is increased for this sinusoidal input. Table 6 combines variations in time step as well as in initial guess for a larger input at m 6 of f 6 = 4000, while showing computation time per iteration. For the extreme initial guess case in the second row in this table, inf means that the parameters not only did not converge but became unbounded. The time step reduction shown in row three demonstrates that convergence is obtainable for this extreme initial guess at the cost of larger computation time.
The success of convergence depends primarily upon the time step of integration and secondarily upon the type of loading and the magnitude of damage in k 1 present, i.e.
the magnitude of α. For a small enough time step, all cases considered here converge in one iteration.
The success of the method is also investigated for cases where the system observations are contaminated by noise. Uniformly distributed random noise is added to the measured displacements x 3 , x 6 and x 8 at 5, 10, 20 and 50 % of the peak value of each of these signals. These cases are considered for the conditions of the first case given in Table 1 and the results are given in Table 7 .
Discussion of Results
The tabulated results indicate that the time step of integration is the chief factor that determines the success of convergence of the unknown model parameters to their true values. As the time step is decreased, all of the variable conditions of loading, nonlinearity (damage), added noise and initial guesses eventually result in convergent results.
Recall that in the derivation of the quasilinearization method, an assumption on the differential equations of motion is that the right hand side remain continuous in time.
It can be shown that the dependence of successful convergence on time step is equivalently a dependence of the simulated signals on continuity in time. To see this, Figure   2 displays the response of the nonlinear term x 6 (t) 3 in the original equations of motion under three types of loading. The tables reveal that the first two loading types are convergent cases, while the third loading is a non convergent case. For the third case, the step input f 6 = 1000 generates a higher frequency response in x 6 (t) 3 and for the given time step, the signal loses continuity. Table 5 shows that for a reduction in time step (0.001 sec), convergence is achieved. A comparison of x 6 (t) 3 for these convergent and non convergent time steps is given in Figure 3 , showing the improvement in continuity for the smaller time step.
The effect of continuity in the observed signals, generated by the equations of motion, on the success of convergence is made transparent by examining the recursive equations.
Some of the observed signals become forcing terms in the recursive equations, exposed by computing the Jacobian. The Jacobian in (27) yields x 6 (t), x 6 (t) 3 and x 4 (t) as the observed signals that serve as inputs to the iterative homogeneous equations, (27), appearing in the form
with initial conditions
and a 1 , a 2 , a 3 are the estimated parameters. These terms are also inputs to the iterative particular equations, along with the model input f .
It has been shown ( Table 6 ) that, when a sufficiently small time step is applied, the method displays good robustness with respect to initial guesses on the unknown parameter values. The breakdown of convergence for the case of increasingly added noise (Table 7) is also a case of losing continuity in time, for the given time step, and therefore convergence. To compare the noise-free and noisy measurements, Figure 4 shows the measured displacement of mass six, i.e. x 6 (t), for 0 and 50 % added noise.
Clearly, for greater noise content in the observed signals, continuity is lost resulting in poorer convergence performance.
To summarize, the tabulated convergence results can be translated into a test of continuity in time on the observed signals. In particular the results depend upon the continuity of those signals that become inputs to the recursive equations, made transparent by calculating the Jacobian.
Extension Results
The qualitative description regarding residual generation for detection given in section 5 can be realized quantitatively as it applies to the nonlinear space antenna structure.
For the loading, nonlinearity and integration conditions of case 1 in Table 1 
CONCLUSIONS
The success of the quasilinearization method in parametrically identifying unknown parameters that pre-exist or result from damage in the nonlinear model of the space antenna structure is extensively proven. A wide range of loading, nonlinearity level, and noise levels in the observed dynamic responses were examined by numerical simulation.
Although the method is highly successful for the eighth-order space antenna model, the number of parameters is kept small since the number of differential and linear equations that require solutions for each iteration grows rapidly for a higher number of unknown parameters. Still, as a tool for identifying a limited number of unknown parameters in damaged and therefore nonlinear higher order structural systems, given the model structure and post damage dynamic response observations, the quasilinearization approach of parameter estimation is reliable. The approach also shows promise in the detection, location and assessment of multiple structural faults in such a model. Table 1 .
