RNA is the fundamental information transfer system in the cell. The ability to follow single messenger RNAs (mRNAs) from transcription to degradation with fluorescent probes gives quantitative information about how the information is transferred from DNA to proteins. This review focuses on the latest technological developments in the field of single-mRNA detection and their usage to study gene expression in both fixed and live cells. By describing the application of these imaging tools, we follow the journey of mRNA from transcription to decay in single cells, with single-molecule resolution. We review current theoretical models for describing transcription and translation that were generated by single-molecule and single-cell studies. These methods provide a basis to study how single-molecule interactions generate phenotypes, fundamentally changing our understating of gene expression regulation.
Abstract
RNA is the fundamental information transfer system in the cell. The ability to follow single messenger RNAs (mRNAs) from transcription to degradation with fluorescent probes gives quantitative information about how the information is transferred from DNA to proteins. This review focuses on the latest technological developments in the field of single-mRNA detection and their usage to study gene expression in both fixed and live cells. By describing the application of these imaging tools, we follow the journey of mRNA from transcription to decay in single cells, with single-molecule resolution. We review current theoretical models for describing transcription and translation that were generated by single-molecule and single-cell studies. These methods provide a basis to study how single-molecule interactions generate phenotypes, fundamentally changing our understating of gene expression regulation.
INTRODUCTION
Methods to follow single-cell dynamics over long periods of time are critical to revealing rare, heterogeneous, and dynamic cellular responses that can be confounded by ensemble measurements. Single-cell and multicellular organisms often rely on subtle changes in gene expression patterns to decide the fate of a single cell as a unit or as part of a multicellular network. However, because gene expression is a multistep process consisting of sequential stochastic single-molecule events, sporadic variations can be difficult to distinguish by the intrinsic variations in gene expression or so-called noise (93, 109) . In recent years, we have seen the development of imaging techniques to visualize messenger RNAs (mRNAs) and proteins with single-molecule resolution allowing the study of gene expression regulation with unprecedented temporal and spatial precision. This is due to major progress made in the fluorescence microscopy field and to the development of molecular probes used to label proteins and nucleic acids (96, 108) .
The combination of biochemical studies with imaging techniques in fixed cells allows for the identification of factors controlling gene expression and how variable this process is from cell to cell. However, lack of temporal resolution limits the study of the relationship of the components of transcription, processing, nuclear export, localization, translation, and degradation. The introduction of single-molecule imaging in living cells brings new insights and perspectives as to how these different steps of gene expression are dynamically interconnected. Development of theoretical models describing the kinetics of mRNA and protein production have clarified how macroscopic output emerges from single-molecule interactions (69, 143) .
VISUALIZATION OF SINGLE mRNAs
Multiple optical techniques have been implemented to visualize mRNA in situ. Studying the subcellular localization of mRNA in both fixed (40) and live cells (8) has provided insights on the kinetics of transcription (31, 150) , mRNA export (50) , and translation (143) . From fixed to live cells, this section explores the most recent methods in imaging the life of mRNA from cradle to grave.
Fixed-Cell Imaging: smFISH and Beyond
Single-molecule fluorescence in situ hybridization (smFISH) has long been the standard in localizing individual mRNAs in fixed samples (40) . Detection of single transcripts relies on a robust, multivalent signal from an array of fluorophore-tagged oligodeoxynucleotides (ODNs) hybridizing to an mRNA of interest in single eukaryotic and prokaryotic cells (Figure 1a) (39, 40, 105) . Significant improvements to probe design and hybridization conditions have increased speed, sensitivity, and specificity to a point where individual allelic variants, single-nucleotide polymorphisms, or RNA editing can be identified (57, 84, 115) . Branched DNAs also offer significant signal amplification by conjugating an array of secondary DNA probes to a primary ODN with a region of homology to the target gene (Figure 1b) (5) . Improved tissue preparation techniques demonstrated that multiple genes can be monitored in whole-mount Drosophila melanogaster brains (78, 147) , in intact mammalian liver, or in intestinal epithelium (53, 87) .
Simultaneous detection of multiple RNAs in the same cell through combinatorial barcoding (multiplexed smFISH) revealed global population heterogeneity in mRNA expression and that many mRNA species have specific localization patterns (72, 80) . Combinatorial labeling plus sequential rounds of hybridization expanded the potential of multiplexed smFISH (Figure 1c ) (22, 81, 86) , and simultaneous imaging of over 1,000 RNA species in single cells has been achieved (22) . In particular, multiplexed error-robust FISH (MERFISH) mitigated the relatively high error rate associated with sequential hybridization by employing a novel error-correcting coding scheme and demonstrated the potential to cover the complete transcriptome profile of a cell (22, 86) .
Interpretation of mRNA copy number and localization in smFISH experiments requires significant computational analysis. Programs such as FISH-quant (91) and Airlocalize (75) avoid experimental bias by automatically scoring mRNA abundance in the nucleus or cytoplasm. However, copy number and localization are not the only parameters for assessing mRNA functionality. Protein and mRNA interactions provide crucial insights into regulatory mechanisms. smFISH coupled with immunofluorescence can identify the messenger ribonucleoparticles (mRNPs) characteristic of each stage in the lifetime of an mRNA (37, 144) . Significant improvement in the colocalization precision was achieved through the development of a superregistration method. This approach calibrates and corrects for chromatic aberrations to distinguish bona fide RNAprotein interactions in situ (37) . Despite the wealth of information available using these fixed-cell methods, live-cell techniques offer further information about the regulation of gene expression by adding the crucial time dimension.
Live-Cell Techniques: mRNA Movement and Expression in Space and Time
Live-cell imaging techniques allow the study of mRNA expression dynamics in real time. Individual mRNA molecules can be visualized in living cells through probe hybridization to the endogenous transcript or through engineering of the target mRNA.
Molecular beacons (MBs) are probes used to target endogenous transcripts (139) . These singlestranded DNA molecules fold into a native stem-loop structure connected to a complementary sequence to an RNA of interest (Figure 1d) . One end of the stem-loops contains a fluorescent molecule while the other contains a quencher (139) . Upon hybridization with high target sequence specificity, the fluorescent moiety and quencher are separated and light is emitted. However, because these probes do not penetrate cells, they require microinjection or introduction by some equally perturbative method, which limits MB application. Most recently, RNA-targeting, fluorescently labeled dCas9 (catalytically inactive Cas9) molecules have been used to visualize endogenous mRNAs in human cells (95) , but, to date, this method lacks definitive single-molecule resolution.
Genetically encoded RNA aptamers have significantly improved the ability to detect and track mRNAs in living cells. Aptamers have been engineered to bind to fluorogenic dyes (Figure 1e ). Spinach and its subsequent improvements Spinach2 (126) , Broccoli (42) , and RNA-Mango (35) function like a fluorescent protein by conditionally generating a chromophore but still do not have adequate intensity for single-molecule visualization. Recently, Spinach arrays have shown promise in providing the multivalent signal necessary for single-molecule imaging (151) .
The bacteriophage-derived MS2 stem-loop, and its complementary MS2 coat protein (MCP), has become the standard in live-cell imaging of single-mRNA molecules (8) . A gene of interest tagged with an array of MS2 stem-loops (usually 24) and an MCP-fluorescent protein (MCP-FP) fusion are coexpressed in the same cell (Figure 1f ). The MCP-FP binds an MS2 loop as a dimer, and the multivalent fluorescence signal marks the RNA for single-molecule visualization and tracking. Expressing MS2-tagged mRNAs and MCP-FP in bacteria, yeast, insect, and mammalian cells can be achieved through homologous recombination (12, 48, 61, 138) , retroviral infection (143), or plasmid transfection (8, 31) . A homozygous knock-in mouse expressing an MS2 array in the 3 untranslated region of the β-actin locus and an MCP-GFP fusion has allowed for visualization of mRNA dynamics of an endogenously expressed gene (75, 98, 148) . In combination with the MS2 system, the orthogonal bacteriophage-derived PP7 stem-loop recognition system allows for specific dual-color labeling and simultaneous tracking of multiple RNA species in a single cell (19, 61, 74) . Moreover, PP7 stem-loops show more complete labeling by PP7 coat protein (PCP) than their MS2 counterpart, improving the signal-to-noise ratio without additional binding sites (69, 142) . Other specialized stem-loop and coat-protein labeling systems such as Bgl stem-loops (21), λ boxB RNA (67) , and U1A tagging (14, 130) have further expanded the ability to multiplex mRNA tracking in live cells.
Advancements in microscopy have also enabled more sensitive and quantitative measurements of mRNA-protein interactions in vivo using two-photon fluorescence fluctuation spectroscopy (FFS) (141) . This technique relies on excitation of a subfemtoliter volume to extract mRNA diffusion information and stoichiometry of interactions between RNA and proteins (142) . For instance, measurements of β-actin MCP-MS2-labeled mRNA association with zipcode binding protein 1 (ZBP1) have shown that mRNAs' translatability is spatially controlled (142) . Brighter and more stable fluorophores (reviewed in 77 and 108) have also increased the sensitivity of singlemRNA tracking in live cells. HaloTag (79) , a genetically encoded label derived from bacterial dehalogenase, can covalently bind bright, photostable, and cell-permeable ligands (49) . It offers a significant improvement over intrinsically fluorescent proteins.
Methods in both fixed-and live-cell imaging of individual mRNAs provide a framework to study the biophysics of the mRNA life from transcription through degradation. The following sections discuss recent findings and gene expression models made possible by a spatial understanding of the life of an mRNA.
KINETIC REGULATION OF RNA EXPRESSION FROM BIRTH TO DEATH
The ability to visualize single-mRNA molecules in fixed and living cells enables one to gain spatial and temporal information about gene expression in its natural context. To regulate the phases of gene expression, cells separate different functions into compartments. Isolation is achieved either through membrane separation (e.g., nucleus, mitochondria, lysosome, etc.) or through Following RNAs form birth to death using single-molecule RNA detection methods. Gene expression begins with transcription of RNAs (panels a and b). Bursty transcription occurs when the gene transitions between the ON and OFF state with a measureable probability, and during the ON state, multiple initiation events take place, followed by periods of inactivity. Constitutive transcription characterizes genes always in the ON state, with constant initiation rate. By using (a) the MS2 system in living cells or (b) singlemolecule fluorescence in situ hybridization (smFISH) in fixed cells, the mode of transcription of a gene is inferred. (b, top) Example of bursty gene expression: GAL1 smFISH in Saccharomyces cerevisiae shifted from a glucose-to a galactose-containing medium for 2 h. Upon GAL1 gene induction, less than 10% of the cells express the GAL1 messenger RNA (mRNA), the number of mRNAs per cell is described by a geometric distribution. (b, bottom) Example of constitutive gene expression: DOA1 smFISH in S. cerevisiae. All cells express the DOA1 mRNA, and the number of mRNAs per cell is fitted by a Poisson distribution. smFISH = red; DAPI (4 , 6-diamidino-2-phenylindole stain) = blue (E. Tutucci, unpublished data; smFISH for GAL1 and DOA1 were performed as in Reference 138) . During transcription, the RNA is processed and polyadenylated. (c) Simultaneous imaging of the β-actin mRNA with the MS2 system ( green) and the nuclear pore complexes (NPCs) (POM121; red ) (adapted from Reference 50 with permission). The export-competent mRNP scans the nuclear pore before being exported into the cytoplasm. (d ) Once exported, mRNAs either are translated in the cytoplasm or are localized to specific subcompartments where their translation is regulated. Visualization of single mRNA translation was achieved by combining the MS2 system to visualize the mRNA (red ) with the SunTag system to visualize the nascent peptide ( green). Translated mRNAs appear as yellow spots ( yellow arrows), while untranslated mRNAs appear as red spots (white arrow). Image in panel d adapted from Reference 143 with permission. (e) Decay is the latest step of the mRNA life and the ultimate step controlling the available amount of mRNA in the cell. Recent improvements of the MS2 system led to the development of a reporter system that can be used to faithfully report the life of unstable mRNA, such as cell-cycle mRNAs in S. cerevisiae. membraneless structures [e.g., the nucleolus, Cajal bodies, P-bodies (processing bodies), stress granules, P granules (Caenorhabditis elegans germ granules), etc.] (118). In its journey from the transcription site to the cytoplasm, mRNA interacts successively with different compartments, each associated with various RNA binding proteins, forming the mRNPs. The dynamic exchange of the mRNP wardrobe occurs during mRNA processing, export, translation, and decay, suggesting a tight interconnection among all steps (51, 120, 137) . In this section, we focus on what singlemRNA molecule imaging studies tell us about these major steps in the life of mRNA.
Transcription Initiation
Cells continuously adapt the transcriptional program in response to changes in cellular needs. In this process, transcription factors (TFs) act as a cellular sensor that interprets variations in the environment and controls transcription by binding to specific DNA sequences on promoters. By using single TF tracking methods, several studies demonstrated that TF density, chromatin structure, and higher-order nuclear architecture influence the search of TF binding sites (reviewed in 20, 92, and 136). Kinetic studies showed that TF binding, such as p53 or the glucocorticoid receptor, is very transient (a few seconds on the DNA), with only a small fraction of TF engaged in productive binding (∼8%) (90) . These transient interactions only infrequently establish the transcriptional preinitiation complex (PIC), explaining why only 13% of the time RNA polymerase II (RNAPII) binding leads to transcription elongation (125) . smFISH or live-imaging measurements of nascent RNAs revealed that genes can have different modes of transcription. Transcription initiation can be described by either a one-state or a two-state model (Figure 2a,b) (61, 69, 75, 106) . The one-state model describes genes transcribed with a constant initiation rate and nascent transcript number described by a Poisson distribution (45, 150) . In contrast, the two-state model describes so-called bursty genes that stochastically switch between an active and inactive state. The nascent and mature RNAs produced by bursty genes are highly variable in a cell population (4, 28, 109) . The measured histogram can be fitted to a negative binomial distribution (11, 23, 44, 48, 69, 104, 113, 128, 150) , and the dynamic parameters can be extracted from the fitting. The number of nascent RNAs produced during the active state is called burst size, while the rate of switching between states is defined as burst frequency. In eukaryotes and prokaryotes, transcription is predominantly bursty, but all genes seem to be characterized by different bursting properties, making transcriptional modeling very difficult. Both the frequency and amplitude of bursts can be modulated, leading to expression heterogeneity. The implications of gene expression variability, or so-called noise, are further discussed in the section titled Single-Cell Analysis: Noise in Gene Expression.
To date, the underlying causes of transcriptional bursting remain to be elucidated. Several nonmutually exclusive mechanisms have been proposed to explain the phenomena (71) . In bacteria, during transcription by RNAPII, positive supercoiling builds up behind the polymerases, inducing a slowdown of transcription elongation and initiation (23) . The action of DNA gyrases, which are limiting in Escherichia coli, relieves the supercoiling and allows transcription to restart with a new burst. In Saccharomyces cerevisiae, genes are transcribed with either constitutive or bursty modes of transcription (150) . Comparison between these classes of genes revealed that the promoter architecture and chromatin remodeling are important. Bursty genes, such as the GAL gene cluster, have a TATA box in their promoter, and they are regulated by the SAGA (Spt-Ada-Gcn5-acetyltransferase) transcriptional complex (Figure 2b) (45, 70) . It was previously shown in yeast that cis elements like AT-rich content can affect nucleosome positioning (63) , which in turn could regulate access to TF. Modulation of transcription factor binding can ultimately affect kinetics of transcription initiation in yeast (55, 107) . In Drosophila, the enhancers' positon, strength, and interactions with promoters govern burst characteristics, changing the probability of a gene being active (44) . Finally, in mammalian cells, gene bursting seems to be regulated by a combination of mechanisms, including chromosomal location, chromatin environment, or TF concentration (28, 68, 113, 125) . Interestingly, Tantale et al. (133) recently showed using the MS2 system in mammalian cells that transcriptional bursts are generated by groups of closely spaced polymerase convoys. In addition, they showed that bursting can occur on different timescales and that short bursts (i.e., lasting minutes) are controlled by the key transcriptional activator Mediator, while long bursts (i.e., lasting hours) are controlled by the TATA-binding protein. These studies suggest that multiple ways exist to modulate transcription initiation, all relying on highly transient and dynamic interactions. Additional single-molecule studies are required for deciphering the mechanism modulating this process.
Transcription Elongation and Cotranscriptional Processing
The assembly of the PIC at promoters leads to the recruitment and positioning of the RNA polymerases at the transcription start site. This process triggers the synthesis of RNA, a process called elongation. To study the dynamics of transcription, fluorescence recovery after photobleaching (FRAP) of fluorescently labeled RNA polymerases or nascent RNAs has been extensively used in living cells (31, 36, 125) . This revealed that the release efficiency of RNAPII from the promoter region to start elongation, promoter escape, is highly variable (31, 125, 152) . It has been recently proposed that the chromatin state influences promoter escape rates and that histone hypoacetylation correlates with low escape efficiency (<10%), while hyperacetylation correlates with higher efficiency (>90%) but also with higher variability (31, 125, 152) . Live imaging was used to measure the elongation rate of RNA polymerases, with variable results (71) . In bacteria, transcription of a reporter gene tagged with the MS2 system was estimated to be 1.5 kb/min (48) . In mammalian cells, RNAPII was reported to move at approximately 4 kb/min (31, 133) . Measurements performed in S. cerevisiae showed that the elongation rate of its longest gene, MDN1 (14.7 kb), can be highly variable, going from 1 to 4 kb/min (61, 69) . These studies suggest that RNAPII elongation may be less processive than previously thought and may be influenced by the chromatin state or by cotranscriptional events involved in RNA processing leading to frequent RNAPII pausing.
The 2) . Recent studies used single-RNA imaging approaches in living human cells to infer the kinetics of cotranscriptional splicing (15, 26, 83, 111) . MS2, PP7, or the λB arrays were inserted into the intronic sequences of splicing reporters to measure (by FFS) the time spent by the intron at the transcription site. These studies concluded that intron splicing takes 20-267 s after transcription of the 3 splice site. The variability of the reported measurements is possibly due to the different type of imaging analysis used in these studies and differences in splicing reporters (3 cleavage and polyadenylation sites) that can change the residence time of the nascent RNA at the transcription site and affect the splicing measurements. A causal link between splicing kinetics and transcription elongation remains to be established.
Finally, before its release from the transcription site, the mRNA is endonucleolytically cleaved and polyadenylated (120) . Completion of this step regulates nuclear export and mRNA localization, translation, and decay. Live imaging of the dwell time of the mRNAs at the transcription site after elongation estimated that 3 -end processing takes between 70 and 100 s to complete (69, 133) . Further work may elucidate whether the kinetics of transcription elongation and 3 -end processing are linked to the widespread phenomenon of alternative polyadenylation.
mRNA Export to the Cytoplasm
The formation of export-competent mRNAs starts with the cotranscriptional recruitment of the export machinery. The general mRNA export receptor NXF1 (Mex67 in yeast) interacts with members of the transcription-coupled complex (THO/TREX) and the exon junction complex deposited during splicing to transport the mRNAs through the nuclear pore complexes (NPCs) (59, 137) . On the basis of quantification of the number of transcribed mRNAs (2,000-3,000) and the number of nuclear pores present in the nuclear envelope of S. cerevisiae , it was estimated that each nuclear pore transports on average 10-50 mRNAs per min (59) . Diffusion of the mRNPs in the nucleoplasm brings them to the nuclear periphery, where they scan multiple NPCs before reaching the cytoplasm (50, 88, 110, 119, 122, 123) . mRNA-export visualization in yeast and mammalian cells using the MS2/PP7 systems revealed that mRNAs take 200-500 ms to cross the nuclear membrane (Figure 2b) (50, 88, 122) . Based on the kinetic analysis of mRNP export, the current three-step model encompasses the following phases: docking (80 ms), transport (5-20 ms), and release in the cytoplasm (80 ms) (50) . This model suggests that two steps of mRNP remodeling may occur on the nuclear and cytoplasmic sides of the NPC (Figure 2c) . The delay of the mRNP on the nuclear side could reflect quality-control steps checking whether the mRNA is correctly spliced and processed. The delay on the cytoplasmic side of the NPC is proposed to be caused by the remodeling of the mRNPs and dissociation of the export factors that are recycled in the nucleus (59, 119, 137) . Interestingly, it was observed that not all NPCs are available for transport (50, 110) , suggesting that mRNP export may be hindered by concomitant bidirectional protein transport. Further work is required to extend these observations to other mRNAs to understand how the size of the mRNP influences export and how a putative quality-control mechanism could recognize mRNAs that are not export competent. Export of mRNAs in the cytoplasm may not exclusively occur through the NPCs. Experiments performed in Drosophila suggested that large mRNP cargos can exit the nucleus by budding off the nuclear envelope (124) . The mechanisms and the selectivity of this pathway have yet to be elucidated.
Even though kinetic studies suggest that mRNA export is not a rate-limiting step during gene expression, recent investigations propose that this stage can be regulated (3, 6) . By using a combination of smFISH and deep sequencing analysis of hundreds of mammalian mRNAs present in the nuclear versus cytoplasmic fractions, these studies suggested that mRNAs can be retained in the nucleus to buffer transcription variability. Although an intriguing possibility, no mechanism has been presented to explain how mRNA export could actively compensate for the stochastic expression of every mRNA.
mRNA Translation
Once in the cytoplasm, mRNAs can localize to specific cellular compartments where they are locally translated or they can freely diffuse in the cytoplasm to rapidly engage in translation. mRNA localization is a widespread mechanism to control protein expression in space and time, from prokaryotic to eukaryotic cells (reviewed in 16). The possibility of visualizing the mRNAs in intact cells, fixed or live, was essential to discover localization and to hypothesize its role in protein synthesis organization (8, 16, 148) , but it wasn't until recently that we could simultaneously visualize single mRNAs and their translational state.
Translating RNA imaging by coat-protein knockoff (TRICK) distinguishes untranslated mRNA from transcripts that have already gone through the pioneer round of translation (54) . This reporter was successfully used to study the translation state of the oskar mRNA during Drosophila development and to confirm that the mRNA is translationally repressed until its localization to the posterior pole. TRICK detects only the pioneer round of translation, but Katz et al. (65) developed an approach that could be used to deduce the translation state of single fluorescent mRNA at any given time. Comovement of MS2-labeled β-actin mRNAs and the 60S large ribosome subunit (L10A) was analyzed in mouse fibroblasts. Single-particle tracking analysis revealed that β-actin mRNA translation mainly occurs at the leading edge of a migrating cell, near the focal adhesion complex. In addition, ribosome-associated translating mRNAs move slower and in a more corralled manner than untranslated mRNAs. Further analysis revealed that individual ribosome-associated β-actin mRNAs can switch between slower and faster diffusing states, implying variability in the translation rate, as previously observed for transcription.
A fundamental improvement came with the development of imaging approaches allowing visualization of nascent peptides produced by single mRNAs tagged with the MS2/PP7 systems (89, 140, 143, 146) . To image single proteins with a multivalent tag, the SunTag system (131) attaches multiple fluorescently labeled antibodies to an array of epitopes added to a protein of interest (Figure 2d) . Because the antibodies are already mature FPs, an N-terminal SunTag addition can rapidly label nascent peptides at the ribosome exit channel, making a single-molecule readout of translation possible (140, 143, 146) . Two seminal papers demonstrated that translation initiation is a stochastic process occurring in bursts, similar to transcription (89, 143) . The switching between the active and inactive state can occur in a range between 15 min and 3 h (burst frequency). On actively translating reporters, ribosomes initiate protein synthesis every 30-40 s (burst size), traveling at a distance of 200-300 nucleotides and with an elongation rate of 3-10 amino acids/s. Finally, the use of the single-molecule imaging of nascent peptides (SINAPs) reporter described in Reference 143 directly demonstrated that mRNA localization influences translation rates. Live imaging of single-mRNA translation in neuronal dendrites shows that the percentage of translating mRNAs decreases with the distance from the soma (proximal ≈ 40%, whereas distal ≈ 10%). As observed by Katz et al. (65) , the SINAPs reporter confirms that translating mRNAs move slower than untranslating mRNAs; however, it also shows that even localizing mRNAs can be actively translated while traveling. Thanks to improving genome editing technology, it was recently shown that a SINAPs-like approach can be used to image translation of an endogenously tagged POLR2A mRNA in human cell lines (103) . Interestingly, these novel approaches could be used to elucidate the coordination between RNA localization and local translation. The current view suggests that local RNA translation is mainly regulated by the localization of RNA at specific cellular compartments. However, it was recently shown in intestinal cells that stimulation induced by feeding can lead to apical localization of the mRNAs encoding the translational machinery (87) . The local production of ribosomes boosts the translation of apically localized mRNAs favoring nutrient absorption (87) . These studies suggest that cells evolved multiple approaches to control polarized translation.
mRNA Decay
To precisely control gene expression, all eukaryotic and prokaryotic cells actively regulate the degradation of RNAs. RNA degradation destroys both RNAs that have reached the end of their useful life and defective RNAs that are recognized by surveillance mechanisms (Figure 2e) . More broadly, degradation can be used by cells to counteract transcription to precisely control mRNA levels. Cytoplasmic mRNA degradation is a multistep process, initiated by the deadenylation of the mRNA followed by 3 -to-5 or 5 -to-3 exonucleolytic degradation. More frequently, the mRNAs are decapped and degraded via the 5 -to-3 decay exonuclease Xrn1 (99) . Multiple factors influence the half-life of an mRNA. Increasing the length of the 3 UTR (untranslated region) and mutations in AT-rich sequences both correlate with destabilization of transcripts, possibly due to changes in 3 -end processing and polyadenylation and recruitment of decay factors (102) . In addition, the codon optimality and the presence of proteins or microRNA binding sites influence mRNA stability (58) . Besides cis-regulatory elements, like the mRNA sequence, other components working in trans, such as the promoter, regulate the stability of an mRNA (13, 134) . Studies performed in yeast showed by smFISH that cell-cycle mRNAs undergo a switch in mRNA stability that induces their rapid degradation (134) . The information controlling decay of these mRNAs is encoded by the promoter, but to date, the signal remains elusive. The current model suggests that cotranscriptional recruitment of posttranslational modifiers (kinases, methyltransferases) leads to remodeling of the mRNPs, marking them for rapid degradation in the cytoplasm (51, 85) . The process of degradation is tightly coupled to translation, and the decay machinery is proposed to directly compete to access the mRNAs cotranslationally (101) . The coordination between translation and decay is particularly important for the identification of mRNAs containing premature termination codons (PTC), the signal triggering nonsense-mediated decay (NMD) (64) . Live imaging of a PTC-containing reporter revealed that mutated RNAs are identified cotranscriptionally, possibly by NMD factors (32) . This quality-control step is proposed to mark the RNA for rapid degradation, usually occurring within seconds from the export in the cytoplasm (135) .
These initial studies have motivated the development of tools aimed at studying mRNA degradation in intact cells. The MS2 labeling system has been broadly applied to study all facets of the mRNA life cycle from transcription to mRNA trafficking to translation (97) . This extensive use requires rigorous characterization of aberrations from canonical behavior of an unaltered transcript. System optimization has become especially important in using MS2 to study degradation of transient mRNAs. MCP binding to MS2 loops has been shown to delay 5 -to-3 degradation under normal and stress conditions in yeast (47, 52, 60) , leading to accumulation of MCP-bound MS2 loops misidentified as nondegraded transcripts. Recent optimization of the MS2 system allowed for more accurate visualization of the complete life cycle of unstable cell-cycle mRNAs in yeast, either in normal growing conditions or upon stress (138) . The substitution of a single nucleotide in the MS2 loop structure reduced MCP affinity to a point where it no longer affects decay or labeling efficiency (138) . In an effort to increase our understanding of mRNA decay in mammalian cells, Chao and colleagues (62) recently described a novel MS2-based reporter system that can measure degradation kinetics in both fixed and live samples. These technologies will be valuable to extend our understanding of mRNA degradation regulation.
QUANTITATIVE MODELS FOR GENE EXPRESSION
The number of mRNAs and proteins is often modeled as a birth-death Markov process. The production of an mRNA or a protein is described by a coupled master equation with one or more rate-limiting steps (Figure 3a) two essential but distinct phases to express a gene. They are carried out by different machineries, happen in different subcellular compartments, and are regulated by different factors. Despite these differences, there are strong similarities from a biophysical point of view (Figure 3b) : A molecular machine travels along a template with defined polarity and synthesizes a biopolymer by adding building blocks one at a time. In addition, both processes are divided into initiation, elongation, and termination stages. There are sophisticated biophysical models to describe each process separately. We believe that the models that describe one process can be applied to the other. A simple coarse-grained model for both transcription and translation can be described as illustrated in Figure 3c . A polymerase or ribosome travels along a template with N sites. For transcription, N is the total nucleotides of the gene, and for translation, N is the number of codons. The molecular machinery initiates at the start site with a certain probability α(t). For constitutive transcription or translation, the initiation probability is a constant, which means that the waiting time between successive initiation events is exponentially distributed. More often than not, α(t) is time dependent. For a bursting gene, α(t) is modeled as a random telegraph signal in the simplest case. After initiation, the molecule travels along the template with a site-specific probability v i , which is related to the elongation speed. The assumption here is that the elongation speed depends only on the site and not on its neighbors. For translation, the elongation speed may depend on codon optimality and therefore be site specific. Finally, the molecule leaves the template with a probability β. Throughout this process, the molecule travels only in one direction, and if the next site is occupied, the molecule will not be able to move. In mathematics, this is called a totally asymmetric exclusion process (TASEP) (153) . If we further assume that the initiation and elongation speed are both constants, the model has been solved analytically at steady state: The probability of each configuration, the molecular density at each site, the transport flux, and the correlation function between different sites have been calculated (33) . Depending on the value of initiation and termination probability, the steady state has been described as three different phases: high density, low density, and maximum current (34) . Depending on which step is rate limiting, the molecular density at steady state has a nontrivial distribution along the template. TASEP has been used to model translation and been studied extensively in the literature. Lately, it has been extended to take into account the size of the ribosome (117), pausing because of nonoptimal codons (25) , mRNA looping (24) , and finite resources of ribosomes (127) . Recently, large-scale computational models have been developed using TASEP to describe the production of every mRNA, ribosome, and transfer RNA (tRNA) in a cell (116, 127) . From these models, one can infer the rate-limiting steps on the basis of large-scale transcriptome and proteome data. For example, in healthy yeast cells, the protein production is typically limited by the availability of free ribosomes (116) . In bacteria, the elongation rate at most codons is not limited by the intracellular concentration of aminoacyl-tRNA but rather by the intraribosomal kinetic events (127) . We believe that many mathematical tools from TASEP could also be used to model transcription.
For transcription, the detailed distribution of polymerases, such as the mutual exclusion of polymerase in TASEP, is often not taken into account. This simplified modeling, however, allows one to consider more complicated initiation events. For example, the birth process has often been modeled as bursting owing to DNA supercoiling, promoter architecture, transcription factor binding, or chromatin structure (23, 104, 109, 150) . These models give simple explanations for the cell-to-cell heterogeneity revealed in the single-cell fluorescence reporter assay. With smFISH, the distribution of mature and nascent mRNAs has been measured experimentally. Fitting the distribution to a biophysical model leads to measurement of initiation rate, elongation rate, and the bursting frequency (Figure 3d,e) (104, 150) . Although one can infer a lot of dynamic information from a snapshot of protein and mRNA distribution, it is highly desirable to directly observe the real-time transcription and translation dynamics directly in live cells. As previously discussed, the MS2/PP7 systems together with SINAPs, FRAP (Figure 3f ) , and fluctuation analysis (Figure 3g) have been used to measure transcription and translation dynamics. To extract quantitative parameters from these experiments, a biophysical model to describe the dynamic events is needed. TASEP is the first nontrivial coarse-grained model that incorporates the most basic ingredients of the polymerization process. However, the exact expression is cumbersome (153) and the analytical temporal dynamics are still not available. Currently, the transition probability between sites is approximated as a simple rate equation (31, 69) , which leads to the analytical equation for the fluorescence recovery or autocorrelation function. The approximation will break down when the rate of transcription or translation is high or there is a traffic jam. Further theoretical work on the exact and approximate solution for TASEP is needed to describe the detailed nascent chain dynamics during transcription and translation.
SINGLE-CELL ANALYSIS: NOISE IN GENE EXPRESSION
During the early steps of animal development, the asymmetric expression of key pluripotency TF controls the differentiation of stem cells to give rise to more than 200 cell types (10, 18, 41, 129) . Studies aimed at elucidating how cells establish gene expression asymmetry identified noise, generated by stochastic gene expression, as a major source of mRNA and protein variability (38, 107, 109, 144) . Noise in gene expression is defined as the standard deviation divided by the mean of the distribution of mRNAs or protein concentration, and it contains extrinsic and intrinsic components (38) . The first component is produced by the fluctuations of the proteins controlling gene expression (i.e., transcription factors, polymerases, ribosomes, etc.), while the second component depends on the stochastic nature of each step during gene expression (i.e., promoter activation, transcription, translation, and mRNA and protein decay) (38) . The use of single-cell organisms such as E. coli or S. cerevisiae enables the quantification of intrinsic and extrinsic noise in isogenic populations. Substantial variability was demonstrated by using fluorescent protein reporters (e.g., CFP and YFP) expressed by two identical alleles (38, 107) or by different promoter variants (55, 56) . These studies revealed that noise is gene specific and that unique combinations of regulatory sequences (promoter, enhancers, insulators) and transcriptional regulators (TF expression, frequency, or amplitude) influence the ratio between intrinsic and extrinsic noise and, in turn, the mRNAs and protein levels. In eukaryotic cells, a substantial contribution to variability is attributable to transcriptional bursting (9, 46, 48, 107) . smFISH or live-imaging experiments in bacteria, yeast, or mammalian cells were extensively used to estimate the mean and the variance of mRNAs in a population of cells (72, 104, 144, 150) . This approach calculates the size and frequency of transcription bursts (48, 69, 104, 121, 145, 150) and found a positive correlation between the burst size and the noise amplitude (45, 104, 113, 114, 128, 150) .
Gene expression noise is not restricted to transcription. mRNA translation is also a bursty process that must deal with highly variable amounts of mRNAs (17, 89, 143, 146) . Studies performed in budding and fission yeasts revealed that cells express on average between 0 and 1,000 mRNA molecules per cell, per gene (61, 82, 150) . In addition, 75% of genes have between 0 and 10 mRNA molecules (61, 150) . These observations suggested the possibility that cells could adapt the translation rate to buffer mRNA concentrations (76) . Several studies, using a combination of RNA sequencing (RNA-seq) and ribosome profiling, came to suggest that there is no significant compensation at the level of translation rate (1, 7, 94) , implying protein-level regulation relies on posttranslational mechanisms controlling protein stability (45) . Consistent with this view, the absolute quantifications of mRNAs and proteins in mammalian cells by using a combination of RNA-seq and pSILAC (pulsed stable isotope labeling by/with amino acids in cell culture) (112) revealed that the mRNA levels influence ∼84% of the variance in protein levels, while the translation rate controls ∼9% of the protein levels (73, 112) . Despite the progress obtained in measuring mRNA and protein levels in single cells, a few studies reported the simultaneous quantification of both molecules in the same cells and at a large scale (30, 132) . In contrast to the results obtained with global approaches, these studies revealed no correlation between mRNA and protein copy numbers in single cells. The work from Taniguchi et al. (132) simultaneously imaged 137 proteins and mRNAs in E. coli and found no significant correlation. One possible explanation for this result is that the mRNAs half-life is shorter compared to that of the proteins. However, it is also possible that extrinsic noise during translation, due to translation factor availability or mRNA and protein decay, contributes to variability more than previously considered (27, 29) . For instance, localization of mRNAs in discrete compartments can significantly change the probability of mRNAs being translated (16, 87) .
The equilibrium between noise reduction and noise amplification is a dynamic process that cells use to guarantee reproducibility of cellular responses and, in contrast, phenotypic diversity to survive in response to stressful conditions. A priority for future research is to develop tools that simultaneously measure mRNA and protein levels in single cells to understand the sources of noise and how they are coordinated to generate consistent phenotypes.
FUTURE DIRECTIONS: GENE EXPRESSION ANALYSIS IN SINGLE CELLS OVER TIME
To understand how rare and dynamic events during gene expression generate reproducible phenotypes, developing methods that follow mRNAs and proteins in single cells over long periods of time is essential. Substantial progress has been made in developing single-cell tools for measuring DNA, RNA, and proteins (37, 143, 149 ), but we have yet to be able to perform simultaneous in situ transcriptomic and proteomic analysis over several generations and in intact tissue. Current methods of gene expression analysis combined with lineage tracing are mainly performed in fixed cells (43) . Even with high resolution, fixed methods remain indirect approaches to study gene expression dynamics. As previously described, RNA labeling methods like the MS2 or the PP7 systems have proven to be efficient for visualizing and quantifying single-mRNA molecules in living cells, but they have been restricted to specific, genetically labeled mRNAs. New methods are needed to label many endogenous mRNAs in living cells, preferably without genetically engineering the cells, so that multiple native mRNAs can be examined simultaneously. Continuous long-term imaging of single-mRNA molecules (for several cell divisions) remains challenging in both living cells and tissues. Several problems limit this kind of approach: limited fluorophore brightness and photostability, phototoxicity and the capability of keeping cells, and tissues and organs in physiological conditions for long periods of time (66, 77) . We predict that these limitations represent the future challenges to advancing the field of quantitative biology.
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