Abstract-In modern manufacturing facilities it is imperative to maximize profits by reducing energy costs while maintaining or enhancing production operations. To achieve this goal, one must understand the complex energy dynamics of the manufacturing system to properly identify inefficiencies and energy savings opportunities on the production line. The energy system dynamics focus on how energy is consumed by the production line at any given time. The energy profit bottleneck (EP-BN) is defined, which provides the machine that, when the downtime is reduced, leads to the highest overall profit increase. This EP-BN is a more general definition over the traditional throughput bottleneck. The EP-BN explicitly considers the cost of energy, which was previously ignored or treated as insignificant in traditional throughput analysis. This bottleneck is used in conjunction with an energy opportunity window control methodology that reduces overall energy consumption while maintaining throughput. The energy opportunity window duration and frequency is numerically analyzed for a real-time control scheme.
facilities to reduce energy consumption while minimizing the impact on production.
Researchers have discovered that 85% of energy consumption in the production plant is used on functions not related to the production of parts [2] . This emphasizes the importance of identifying and rectifying the energy waste through the analysis of the complex dynamics of the production system. The energy waste is the portion of energy that is consumed by the production line when parts are not being produced.
Demand side management is one strategy to reduce the energy demand in the production facility. There are two methods normally employed in demand side management: 1) electricity demand response and 2) energy efficiency improvement [3] . Electricity demand response shifts the patterns of electricity usage based on the energy demand throughout the day. This was studied by Brundage et al. [4] by coupling the heating, ventilation, and air conditioning (HVAC) system and production line to take advantage of the variable cost of energy to reduce energy costs for the entire manufacturing plant. This paper focuses on energy efficiency improvement, which is the process of reducing energy consumption while minimizing throughput impact. Since the production line is a dynamic system, the associated energy consumption is also a dynamic system. The energy system dynamics focus on how energy is consumed by the production line at any given time. By studying the complex energy dynamics of the production line, an effective real-time algorithm is created that utilizes readily available sensor data to identify the energy profit bottleneck (EP-BN) and energy opportunity windows to maximize the profits of the manufacturing system. The rest of this paper is structured as follows: a thorough literature review is provided in Section II. The energy dynamics of the production line are analyzed in Section III. This allows for the dissection of the energy consumption of the production line into usable energy and energy waste. Building on this energy dynamic analysis, the EP-BN is introduced in Section IV. A realtime, efficient control algorithm to reduce energy consumption is introduced in Section V. Numerical studies are carried out in Section VI to explore the appropriate control parameters. In Section VII, simulation case studies are utilized to demonstrate the EP-BN and control methodology. We dissect the results and provide the conclusions in Section VIII.
II. LITERATURE REVIEW
In an effort to reduce energy waste in manufacturing facilities, many companies have created a unified energy 2168-2216 c 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
dashboard to display the energy usage in a manufacturing plant. For example, Rockwell and Siemens have created energy dashboards that utilize their own key performance indicators [5] , [6] . These indicators use final production count and total energy consumption to attempt to report the energy waste in the plant. They provide limited analysis because this method does not take into account the random downtime events that affect the production process. It is impossible to diagnose the root cause of the energy inefficiencies on the production line without relating the energy consumption to the production throughput and decomposing the energy consumption into energy waste and usable energy.
There have been many studies in the last decade on how to properly identify energy inefficiencies in a manufacturing system [7] . Overall efficiency is defined as the benefit over the total effort [8] . Building on this methodology, the overall equipment efficiency indicator was created utilizing lean manufacturing techniques. However, this is a heuristic measure and it is unable to capture the variability in the system [9] . This has been further expanded in [10] for more specific industries, where an index is created that is capable of calculating efficiency for a cutting operation by analyzing the energy needed for the machine versus the actual energy that is consumed. Berguland et al. presented an analysis focusing on the energy efficiency for a casting production system in [11] . However, due to the heuristic nature of the index, it is difficult to extend the method for other processes. In [12] , the environmental impact of machining has been studied, but there are no solutions presented on how to reduce this impact.
There have been many studies concerning energy control within the manufacturing environment. Caifen and Shao-kun [13] presented an optimization algorithm to maximize machine utilization and reduce work in progress. However, this method is for planning purposes and cannot be utilized in real-time control. In [14] , a real-time production planning and control algorithm is introduced for job shop systems, but this paper does not incorporate energy consumption into their model. Chen et al. [15] created an energy-efficient, greedy-algorithm scheduling procedure that optimizes start up and shut down times of machines for an automotive paint shop. However, the control capability and benefit is very limited by only controlling the shut down sequence of machines. In practice, real-time feedback control-based scheduling is more desirable than offline optimization because the optimized solutions are normally sensitive to system parameters, which often leads to errors. Dietmair and Verl [16] suggested a generic energy consumption model for decision making, however, this method is only useful for layout planning within the manufacturing industry.
Production scheduling and control research has become more prevalent in the last decade [17] - [21] . In [22] , an optimal scheduling policy is found by making decisions on pricing, the level of modularity, and customer returns using a mean-variance formulation. Hu et al. [23] discussed the real-time optimal control of a serial production line, however, the disruption events must be known in advance. Gametheoretic models are developed to determine the optimal price decisions and competitive capacity for build-to-order manufacturers that are facing time-dependent demands in [24] . Shen et al. [25] reviewed literature on manufacturing scheduling and process planning and concluded that agent-based approaches have advantages such as scalability, robustness, and modularity. However, these methods are usually developed for simple systems. Optimal scheduling and control cannot be solved analytically for complex production systems, since neither computational nor analytical solutions are achievable [26] .
The work presented in this paper introduces the EP-BN, which integrally considers the dynamics of production and the corresponding energy consumption. This method uses readily available sensor data in the analysis of the energy dynamics of a serial production line. A real-time control scheme is created to strategically utilize energy saving opportunities and mitigate the EP-BN. The control methodology can be used to maximize profit without sacrificing production throughput. EPP j , j = 1, 2, . . . , M is the actual energy consumption per part (EPP) of machine j from [0, T).
III. ENERGY DYNAMIC ANALYSIS

A. Notations
b m (t), m = 2, 3, . . . , M, denotes the buffer level of B m at time t. e j,i = ( j, t i , d i ), i = 1, 2, . . . , η j , j = 1, 2, . . . , M
B. Assumptions and Background
This paper uses a continuous flow model [27] - [29] . The continuous flow model treats the quantity of jobs in the buffer as varying continuously from zero to the capacity of the buffer as opposed to integer steps. This model was adopted for the ease of math analysis and expressions, since the system dynamics can be conveniently expressed as integral or differential equations. The actual system dynamics are not affected by this assumption regardless if the system is discrete or continuous [29] , [30] . Fig. 1 shows a serial production line with M machines, represented by the rectangles, and M-1 buffers, which are represented by the circles. We can make the following assumptions:
1) Each machine j has a rated speed 1/τ j , j = and it is unique. 7) Each machine will run at its power rating, P pp, j , when up and producing parts and will consume no power when turned off. 8) A machine will run at its idle power rating, P id,j , when starved/blocked and not producing parts. P id,j is a percentage (α j ) of P pp, j , where P id,j = α j P pp, j , 0 ≤ α j ≤ 1. 9) A machine will run at its warm up power rating, P w,j , for a period of t w,j after it is turned on. 10) Machine j has a warm up time of a deterministic length, t w,j . 11) The analysis in this paper can be applied to any serial production line. The simulation case studies utilize an engine block line that has machines with inhomogeneous processing times and are subject to random failures. The mean time to repair (MTTR) and the mean cycle between failure (MCBF) follow an exponential distribution based on the observed production data.
C. Energy Dynamics of the Production Line
The energy consumption of a production line can be treated as a dynamic system. In analyzing the energy dynamics of the production line, it is necessary to understand how random downtime events affect the system since not every event will contribute to permanent production loss on the line. The concept of the energy opportunity window, W j (T d ), is discussed in [31] - [35] . It is the amount of time machine j can be down at time T d without resulting in permanent production loss. The largest possible downtime event without production loss due to the ith failure event,
where d * i is the time it takes the buffers between machine j and M * to become empty if j < M * or full if j > M * . In [31] , it was shown that if the downtime event is greater than the value in (1), then it is an effective downtime event contributing to the permanent production time loss
, then there is no permanent production loss, and this is referred to as a noneffective downtime event. However, this is under the assumption that the warm up time (t w,j ) of machine j is equal to zero. Since a machine is not producing parts, but consuming energy during this warm up time, it must be taken into account when analyzing the energy dynamics of the production line. Considering the warm up time period, the period that machine j does not produce parts is d i + t w,j . Let D n represent a set of η n j number of noneffective downtime events and D e represent a set of η e j number of effective downtime events, then ∀d i
An effective downtime event leads to permanent production time loss
In analyzing the energy dynamics, it is important to understand how each machine operates in a time period [0, T)
where T pp, j is the amount of time machine j is on and producing parts and T id,j is the time that machine j is on, but is idle due to being blocked/starved. T off,j is the time that machine j is not operational and T w,j is the time the machine is warming up. While the machine is on and producing parts, machine j consumes power at a rate of P pp, j . During its warm up time it consumes P w,j and it consumes zero power during the period of time the machine is off. When the machine is idle it consumes power at a rate of P id,j . The idling time of machine j is broken into two parts
where T D id,j is the idling time only due to downtime events and T U id,j is the amount of time machine j idles due only to machine rated speed unsynchronizations.
The total energy consumption and the production throughput need to be linked to analyze the energy efficiency. Therefore, energy per part (EPP) is used. EPP in a production line is a complicated function of production line parameters such as each machine's speed, rated power, buffer capacity, downtime distribution, etc. Therefore, EPP is treated as a dynamic system [34] . In analyzing the energy dynamics, the interactions among the different production processes are treated as "internal forces," while the random disruption events are considered "external forces." The state space equation for this system is represented by
where
. . , e M ] denotes a sequence of random disruption events during period [0, T).
To solve the state space equation (3), we consider the following homogeneous and nonhomogeneous functions:
Equation (4) describes a virtual scenario when there are no random downtime events in the system. When there are no disruption events each machine will be on for the entirety of the time period. We can assume that the analysis begins when all of the machines are already operational. The production count of the line is constrained by the base cycle time of the slowest machine [35] . Therefore, the homogeneous solution for the time period [0, T) is denoted in
The idle time due only to rated speed unsynchronizations cannot be calculated explicitly. An iterative procedure is used to calculate T U id,j . Analyzing the virtual scenario when there are no downtime events, the slowest machine, M * , never idles due to machine unsynchronizations, therefore T U id,M * = 0. To solve for T U id,j for all other machines, we begin by studying the machines upstream of the slowest machine (
Start with machine j and calculate when it is blocked from machines downstream (
Solve for t i,j , which is the time machine j becomes blocked or starved by machine i
Thus, machine(s) j m becomes blocked or starved by machine(s) i m at t u i m ,j m . It is possible that multiple machines become blocked/starved at the same time. 4) Set the next element in the vector, t u
6) Reset actual processing speed of idle machines
and calculate the percentage of time machine j is producing parts or is idle
Calculate the time machine j is idle from rated speed unsynchonizations
. . , M * − 1 then end algorithm. Similarly, one can solve for the unsynchronized idle time of machines downstream of the slowest machine using the same procedure.
To solve for the nonhomogeneous equation (5), the scenario when there is a sequence of random downtime events ( E) on the production line, it is necessary to find the energy consumption of the line
where T pp, j is the time that machine j produces parts
and where
and the warm up time is represented below
The production count of the line, PC, can be found using readily available, online sensor data. Therefore, the general solution of EPP is
This analysis of the energy dynamics of the production system can be utilized to properly illustrate the performance of the production system. Based on the ratio of EPP h /EPP, one can have a better understanding of how much energy is wasted due to downtime events and how much energy is actually consumed for value added producing parts activities. This will be further illustrated in Section VII with the simulation case studies. The EP-BN is analyzed in Section IV to diagnose energy inefficiencies at the machine level.
IV. ENERGY PROFIT BOTTLENECK
The profit of the plant is considered in
where PC is the production count, CE is the total cost of energy used by the production line and c p is the profit per part. We will assume that the expenses to produce the part in terms of material and labor are already considered in the profit per part calculation. In this research, inventory cost is ignored, since the tradeoff between throughput and energy savings is the main concern. The cost of energy is calculated based on a time of use schedule. If we assume that the energy price per kWh from the electrical company is broken up into c time periods then the energy price per kWh can be represented by
After manipulating the energy equation in (7), the total cost of energy, CE, is displayed below
where η j,l is the number of downtime events at machine j during [t l−1 , t l ) and d l k is the amount of each downtime in the time period of [t l−1 , t l ). We note that this accounts for all downtime that starts in the time period [t l−1 , t l ) and we will attribute all downtime to this time period even if there is any overlap into the next time period, [t l , t l+1 ). In our experience, the cost difference is inconsequential if we attribute this to one time period. The idle time in each time period is represented by T l id,j . Definition 1: If we consider the serial production line in Fig. 1, machine j, j = 1, . .
. , M, is the EP-BN if
This implies that machine j is the EP-BN if its infinitesimal improvement in its mean downtime (∂d j ) (a small change in MTTR) leads to the largest increase in profit for the production line, as compared with the same perturbation to any other machine in the system. Equation (11) utilizes absolute value in the formulation since for any decrease in MTTR the profit will increase. However, this definition cannot be easily used to identify the EP-BN. Therefore, we introduce Proposition 1. Proof: If we consider the serial production line in Fig. 1 with all machines operating with random downtime, it is necessary to find the partial derivative of the profit with respect to mean downtime. The change in profit with respect to mean downtime is seen in
To find the partial derivative of energy cost with respect to mean downtime, we use the definition of a derivative in
Thus, plugging in (10) and (15) into (14) gives the following:
Next, to find the partial derivative of production count, it is necessary to manipulate PC. While the production count is found using online sensor data, there needs to be an explicit representation to perform the analysis for the EP-BN. The production count is represented below
where 34] . This term cannot simply be written as the summation of the duration of the reconstructed stoppage intervals since it is possible for two different downtime events to result in overlapping stoppage intervals. We take the derivative with respect to mean downtime at machine j to obtain
is the time machine M * is not producing parts, it is necessary to find the permanent production loss caused by machine j, which leads to
To solve for (19) , we look at the effect of downtime events at machine j. By improving the mean downtime of machine j, which decreases the MTTR by a small infinitesimal amount, we can assume that this small change will not cause any noneffective downtime events to become effective downtime events. As stated earlier the permanent production time loss of the downtime event e j,i = ( j,
This is the number of parts lost by the production line due to this downtime event. Since there cannot be overlapping events at a single machine because a machine cannot break down when already nonoperational, the permanent production loss for machine j when subject to a sequence of downtime events e j = { e j,1 , e j,2 , . . . , e j,η j } is equivalent to the summation of the stoppage intervals caused by machine j
By changing the mean downtime of machine j by a small amount, ∂d j , leads to
Thus, by substituting (20) and (21) into (19)
Plugging (16) and (22) into (13) gives
Using (23) This completes the proof.
Remark 1:
In the EP-BN indicator representation, the first term indicates the energy cost savings on a machine due to its total down time. The second term represents the cost of the production loss. The EP-BN can change dynamically, therefore it is necessary to periodically monitor the bottleneck. It is found in [36] that the optimal frequency to monitor and mitigate the bottleneck is on a daily basis, which is what is utilized in the control methodology in Section V with the EP-BN. It is important to note that the above energy profit indicator can be easily calculated based on sensor data from the plant information system, thus providing the plant manager with the information on which machine to reduce the overall downtime.
Remark 2: Note that the EP-BN is a more general case of the traditional throughput bottleneck (TH-BN). It is shown in [37] , that machine j is a TH-BN if
The EP-BN will reduce to the TH-BN if η e j /τ M * c p >> c l=1 η j,l P pp, j c l e , which is the case when the income from production is much larger than the energy cost. Thus, the TH-BN is a special case of the EP-BN when the energy cost is negligible. This EP-BN indicator explicitly considers the cost of energy and releases the assumption in the traditional throughput analysis that energy is "free" or not significant.
V. CONTROL METHODOLOGY
A control methodology is developed that will increase profit in a given time horizon [0, T). Previous studies have utilized supervisory control methods that mitigate throughput bottlenecks [38] . This control scheme combines bottleneck mitigation for the EP-BN as well as an opportunity window control methodology to decrease energy consumption while minimizing throughput impact. To maximize the profit of the production line, we must select the length of each opportunity window (t OW ), the length of the recovery time between each energy opportunity window (t r ), and the machine to reduce downtime (δd) such that we maintain a certain production threshold (PC 0 )
To achieve this goal, the overall control methodology is presented as follows. 1) Collect pertinent production data and determine which machine is the EP-BN for the day. 2) Reduce downtime (δd) of the EP-BN by prioritizing maintenance staff on the EP-BN. 3) Initialize t OW and t r based on the numerical study. 4) Run opportunity window control algorithm presented in Fig. 2 for period of [0, T). 5) If production count or profit are below thresholds, recalculate t OW and t r based on the steps below. a) If production count and profit are below thresholds, reduce t OW and t r , & return to step 4. b) If production count is above the threshold, but the profit is below the threshold, increase t OW and reduce t r , & return to step 4. c) If production count is below the threshold, but the profit is above the threshold, reduce t OW and increase t r , & return to step 4. 6) If production count and profit are above desired values, reuse same values for t OW and t r & return to step 4. Numerical studies are performed to provide guidance for the initial selection of t r and t OW . The recovery time, t r , is the amount of time between subsequent opportunity windows while the system recovers. The variable t OW is the amount of time the machine is turned off during the opportunity window. The variable t OW is a certain percentage of the maximum opportunity window, d * i . The method presented in Section IV is used to identify the EP-BN for the day. Once the EP-BN is identified, the downtime at that machine is reduced. This bottleneck mitigation is combined with an opportunity window control scheme, which is presented for machine j in Fig. 2 . Every machine on the line will run the same algorithm, however, the parameters will vary for each machine. It is important to find a rule for selecting the control parameters t OW and t r in a stochastic scenario. Since this is very difficult, if not impossible, to study analytically, numerical studies are necessary. Studies are performed to find the optimal percentage of t r based on the analysis of the recovery time in a deterministic scenario, t d r , when taking successive opportunity windows. A numerical study is also performed to find the duration and frequency of the opportunity window in a stochastic scenario. These studies are demonstrated in Section VI.
VI. NUMERICAL STUDIES FOR CONTROL PARAMETERS
The numerical studies for the control parameters utilize 1000 different line combinations to find guidance in selecting the parameters t r and t OW . The simulation utilizes a six machine, five buffer line. To create the 1000 simulations, the rated speed, 1/τ j , the efficiency, e j , and the buffer capacity, B m , are selected randomly and with equal probability from the following sets: 
A. Recovery Time
In order to have an effective feedback control scheme for the production line, it is necessary to find the appropriate recovery time for each machine so that successive opportunity windows can be taken with minimal throughput impact. It is important to find the smallest possible value of recovery time to allow for the maximum number of opportunity windows.
Numerical Fact 6.1: To reduce the permanent production loss of the production line, the range of recovery time, t r , is in practice between 150% and 200% of the value based on the upper bound of the deterministic scenario, t d r . Justification: From the 1000 simulations, 25 different line combinations ranging from lines 1A-5E are shown in this paper. In lines 1-5 the efficiency of the machines are changed, while in lines A-E the rated speed of the machines are varied. For example, line 1A will have the efficiencies presented in line 1 and the machine speeds from line A. The different lines can be seen in Table I . For these 25 scenarios, each buffer has a capacity of 100 parts and the simulation is run for one 8 h shift per day. The recovery time is calculated using the method presented in [4] for the deterministic case. The upper bound of the recovery time for a deterministic scenario, t d r is a fixed length for machine j after machine j takes its maximum opportunity window d * i . The deterministic upper bound for the recovery time, t d r can be evaluated as follows:
, . . . ,
This value is based on a deterministic scenario and will be examined in the stochastic situation by multiplying by a percentage ranging from 25% to 600%. This allows us to see how much recovery time is necessary such that the permanent production loss is minimized when successive opportunity windows are taken. In each simulation, the full opportunity window is exercised followed by a certain percentage of t d r . The results for all 1000 lines can be seen in Table II . The results for lines 1A-1E can be seen in Fig. 3 . The remaining line combinations can be found in Figs. 6-9. The numerical study shows that the optimal amount of recovery time between opportunity windows is between 150% and 200% of the deterministic upper bound of recovery time, t d r . Obviously, there is still some permanent production loss shown in this paper, since inserting opportunity windows can be treated as inserting disturbances into the system. We are interested in finding a scenario that allows for less than a 5% production loss. This is analogous to the settling time of a dynamic system. The settling time is defined as the time required for the response curve to reach and stay within a range of a certain percentage [39] . After taking an opportunity window, it is necessary to find the smallest recovery time that allows the production system to recover within 5% of the throughput when no opportunity window is utilized. This numerical study found that this recovery time is between 150% and 200% of t d r .
B. Length of the Opportunity Window
To find guidance for the variable t OW , the same 1000 lines are run for one 8 h shift per day for a one month period. The parameters t OW and t r are chosen randomly and with equal probability from the following sets: i is the largest opportunity window of machine j. To find the baseline case, the control methodology is not utilized: there is no opportunity window control and the EP-BN is not mitigated. Next, the opportunity window control scheme is used for each machine in the production line, however, the EP-BN is still not mitigated so that the focus is on t OW . Ten scenarios are shown in this paper to illustrate the numerical findings. The recovery time is 150% of t d r for scenarios 1-5 and 200% of t d r for scenarios 6-10 which follows the numerical findings in Section VI-A. These scenarios can be seen in Table III . The production throughput is recorded and compared with the baseline case and the results are presented in Fig. 4 . Fig. 4 shows that the lowest throughput loss is realized in scenario 6 where t OW is approximately 95% of d * i . From the analysis of all 1000 lines, it is found that taking the opportunity window less frequently for a longer duration and then waiting enough time for the system to recover results in a smaller throughput loss as opposed to taking it more frequently for a shorter duration.
VII. CASE STUDIES
A. Effectiveness of Energy Profit Bottleneck
Extensive numerical simulations are performed to validate the EP-BN. The system analyzed for the case studies is composed of 15 machines and 14 buffers, which is based on a portion of an engine block line. The system parameters are recorded from the real production line and the mocked data is shown for confidential consideration in Table IV . The time step for this simulation is ts = 0.005 min. The MTTR and the MCBF are assumed to be exponentially distributed based on the observed production data. The profit of each part, c p , is assumed to be $100 per part based on the real value after it is mocked up for confidential reasons and the cost of energy, c e is assumed to be [40] c l e (t) = ⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ $0.08, 00:00 ≤ t < 06:00 $0.14, 06:00 ≤ t < 11:00 $0.24, 11:00 ≤ t < 19:00 $0.14, 19:00 ≤ t ≤ 23:59.
The warm up time of each machine, t w,j , is 1 min. One hundred scenarios are simulated to test the effectiveness of the EP-BN against other commonly used industry metrics, such as diverting maintenance workers to the machine with the highest energy consumption. The EP-BN is found using (12) , while other production data, such as buffer content, block/starve, etc is used to calculate the other indicators. The line is then run for another 8 h with one machine having downtime reduction based on the indicators as seen in Table V , thus reducing the machine's MTTR by 10%. The profit is recorded for each case and compared to the baseline scenario when there is no decrease in any machine's MTTR, which gives the average cost savings. The results are seen in Table V along with the 95% confidence interval for the profit increase. As one can see, reducing the downtime of the EP-BN leads to the biggest average cost savings at $2784.60 daily, which is approximately $2300 more daily than any of the other indicators. These findings show how the EP-BN provides plant managers with a quantitative method, that uses readily available sensor data, to prioritize the maintenance of the machine that will lead to the most profit for the manufacturing facility.
B. Simulating the Control Methodology
The engine block line from Section VII-A is used to demonstrate the effectiveness of the control methodology. The parameters are seen in Table IV . The production line is run for one 8 h shift per day for a one month period without utilizing the control methodology presented in Section V. This is established as the baseline case. For the EP-BN mitigation, the pertinent data is recorded and the EP-BN machine is identified for the day. The production line is then run by reducing the MTTR of the previous day's EP-BN by 10% and utilizing the presented control scheme. If there is a decrease in profit from the baseline case with no control or there is more than a 5% loss in production count, the control variables are varied by changing t OW or t r by 5%. The results are shown in Table VI with 95% confidence interval included. By using the control methodology and mitigating the EP-BN daily there is an increase of profit of $9431.12. The average production count for the baseline case is 234 parts per day, while for the control case the production is 236 parts per day. This is equivalent to a 1.0% production count increase daily. By using the control methodology with daily EP-BN mitigation there is a savings of 716.74 kWh per day. Another important result of utilizing the control methodology is the decrease of energy waste for the production line. The EPP h /EPP measures the percent of energy wasted due to downtime events: the higher the EPP h /EPP the less energy waste on the production line. The EPP h /EPP is recorded daily for the baseline case and is compared to the control scenario with the EP-BN mitigation in Fig. 5 . The daily EP-BN mitigation saves an average of 45% of energy waste daily. As one can see the daily EP-BN mitigation in conjunction with the opportunity window control algorithm leads to less energy waste as well as a higher net profit while also increasing production. This is due to the energy savings from the opportunity window control as well as the production increase from the daily bottleneck mitigation.
VIII. CONCLUSION
This paper investigates the system energy dynamics of a serial production line to incorporate the warm up time and better understand the EPP. Building on this analysis, the EP-BN is introduced and proved both analytically and numerically. This provides a method to correctly identify the machine that is causing the biggest loss in profit due to a lower production count and a high energy consumption. A control methodology is introduced to reduce energy consumption while minimizing throughput impact. This leads to an increase in profit for the manufacturing facility. Numerical studies are performed to illustrate the advantages of turning machines off by utilizing their opportunity windows to reduce both costs and energy consumption. A case study is performed to illustrate the effectiveness of the EP-BN and the control methodology. Future work will build a stochastic model to create an optimal control scheme that will incorporate preventative maintenance control. We will also use a Kalman filter to deal with data uncertainty from system sensors. Future models will incorporate facility HVAC systems to take advantage of the time of use energy charge by shifting energy usage around peak periods throughout the day to achieve the highest cost savings.
APPENDIX SCENARIOS FOR RECOVERY TIME NUMERICAL STUDIES
The numerical studies are used to provide guidance for the control methodology presented in Section V. The amount of time each machine is turned off is t OW and the recovery time is t r . The recovery time simulation results can be seen for lines 2A-2E in Fig. 6 , lines 3A-3E in Fig. 7 , lines 4A-4E in Fig. 8 , and lines 5A-5E in Fig. 9 . 
