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Abstract. In this article, we use a unified approach to prove several classes of planar graphs are DP-3-
colorable, which extend the corresponding results on 3-choosability.
1. Introduction
Graph coloring is a central topic in graph theory. A proper k-coloring of a graph G is a function c that
assigns an element c(v) ∈ [k] to each v ∈ V (G) so that adjacent vertices receive distinct colors. We say that
G is k-colorable if it has a k-coloring and call the minimum k such that G has a k-coloring the chromatic
number of G, denoted by χ(G). The famous Four Color Theorem states that every planar graph is properly
4-colorable.
However, it is NP-complete to decide whether a planar graph is properly 3-colorable, which provides
motivation to look for sufficient conditions for planar graphs to be 3-colorable. For example, Gro¨tzsch [11]
showed every planar graph without 3-cycles is 3-colorable.
Vizing [21], and independently Erdo˝s, Rubin, and Taylor [10] introduced list coloring as a generalization
of proper coloring. A list assignment L gives each vertex a list of available colors L(v). A graph G is
L-colorable if there is a proper coloring c of V (G) such that c(v) ∈ L(v) for each v ∈ V (G). A graph G is
k-choosable if G is L-colorable for each L with |L(v)| ≥ k and the minimum k for which G is k-choosable is
the list-chromatic number χ`(G).
Since the definition of k-choosability requires G to be L-colorable for the specific lists L(v) = [k] for all
v ∈ V (G), we have χ(G) ≤ χ`(G). Voigt [22] found a non-4-choosable planar graph, showing this inequality
may be strict, even if the family of planar graphs. Thomassen [19] showed that every planar graph is
5-choosable giving an upper bound for this class.
Like for 3-colorability of planar graphs, sufficient conditions for planar graphs to be 3-choosable have
been studied. However, the problem is more difficult, Voigt [23] gave a planar graph without 3-cycles that is
not 3-choosable. On the other hand, Thomassen [20] showed that every planar graphs without 3-cycles and
4-cycles are 3-choosable. Some other conditions are included in Theorem 1.2.
One difficulty in the study of list coloring problems is that some important techniques used in coloring
(for example, identification of vertices) are not feasible in list coloring. To overcome this difficulty, Dvorˆa´k
and Postle [9] introduced DP-coloring under the name correspondence coloring, as a generalization of list
coloring.
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Definition 1.1. Let G be a simple graph with n vertices and let L be a list assignment for V (G). For each
edge uv in G, let Muv be a matching between the sets L(u) and L(v) and let ML = {Muv : uv ∈ E(G)},
called the matching assignment. Let HL be the graph that satisfies the following conditions
• each u ∈ V (G) corresponds to a set of vertices L(u) in HL
• for all u ∈ V (G), the set L(u) forms a clique
• if uv ∈ E(G), then the edges between L(u) and L(v) are those of Muv
• if uv /∈ E(G), then there are no edges between L(u) and L(v)
If HL contains an independent set of size n, then G has a ML-coloring. The graph G is DP-k-colorable
if, for any matching assignment ML in which L(u) ⊇ [k] for each u ∈ V (G), it has a ML-coloring. The
minimum k such that G is DP-k-colorable is the DP-chromatic number of G, denoted by χDP (G).
As in list coloring, we refer to the elements of L(v) as colors and call the element i ∈ L(v) chosen in the
independent set of an ML-coloring as the color of v.
DP-coloring generalizes list coloring, even with the restriction that L(u) = [k] for all v ∈ V (G). To see
this, consider a list assignment L′ with |L′(u)| = k for all u ∈ V (G). We can biject the elements of L′(u) and
[k] and, for each uv ∈ E(G), let Muv be a matching between the colors of u and v that correspond to equal
elements of L′(u) and L′(v). Accounting for relabeling, this ML-coloring is equivalent to an L′-coloring.
Thus, χ`(G) ≤ χDP (G). However, DP-coloring and list coloring can be quite different. For example,
Bernshteyn [2] showed that the DP-chromatic number of every graph with average degree d is Ω(d/ log d),
while Alon[1] proved that χl(G) = Ω(log d) and the bound is sharp.
Dvorˆa´k and Postle [9] used this notation proved that every planar graph without cycles of lengths from
4 to 8 is 3-choosable (actually a stronger form using DP-coloring), solving a long-standing conjecture of
Borodin [8]. Since then much attention was drawn on this new coloring, see for example, [2, 3, 4, 5, 6, 7, 12,
13, 14, 18].
We are interested in DP-coloring of planar graphs. Dvorˇa´k and Postle [9] noted that Thomassen’s
proofs [19] for choosability can be used to show χDP (G) ≤ 5 if G is a planar graph, and χDP (G) ≤ 3
if G is a planar graph with no 3-cycles and 4-cycles. Some sufficient conditions were given in [12, 13, 18] for
a planar graph to be DP-4-colorable.
We study the sufficient conditions for a planar graph to be DP-3-colorable. Many such conditions are
known for 3-choosability of planar graphs, some of which are listed in Theorem 1.2.
Theorem 1.2. A planar graph G is 3-choosable if one of the following conditions holds
• G contains no {3, 6, 7, 8}-cycles. ([17], 2009)
• G contains no {3, 5, 6}-cycles. ([15], 2005)
• G contains no {4, 5, 6, 9}-cycles. ([25], 2005)
• G contains no {4, 5, 7, 9}-cycles. ([24], 2004)
• G contains no {5, 6, 7}-cycles and the distance of triangles is at least two. ([16], 2016)
We show that these conditions are also sufficient for a planar graph to be DP-3-colorable.
Theorem 1.3. Every planar graph listed in Theorem 1.2 is DP-3-colorable.
The proofs of the results use the discharging method, which uses strong induction. Say a structure is
reducible if it cannot appear in a minimal counterexample G. Quickly one may find that all the proofs
in Theorem 1.2 relied heavily on the following fact: an even cycle whose vertices all have degree three is
reducible. In other words, if C is an even cycle whose vertices all have degree 3, then any coloring of G−C
can be extended to G. This follows from the fact that even cycles are 2-choosable. However, this structure
is not reducible for results on DP-3-coloring, since even cycles may fail to be DP-2-colorable, as illustrated
in Figure 1.
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Figure 1: A 4-cycle is not DP-2-colorable: the left is a 4-cycle G, and the right is the graph HL.
Thus new ideas are needed to reach our goal. We will show, by way of discharging, that each of these
planar graphs contains a “near-(k − 1)-degenerate” subgraph, which is reducible as shown in Lemma 2.2.
Lemma 2.2 is phrased more generally to give a reducible structure for DP-k-coloring; special forms of this
structure (namely, theta subgraphs) were the essential components in the proofs of [12, 13, 18].
The paper is organized as follows. In section 2, we provide essential definitions and prove the essential
reducible structures needed in all the proofs. In each of the following sections, we give a proof of a part of
Theorem 1.3.
2. Reducible configurations and a brief introduction to the discharging
Graphs mentioned in this paper are all simple. A k-vertex (k+-vertex, k−-vertex) is a vertex of degree
k (at least k, at most k). The length of a face is the number of vertices on its boundary, with repetition
included. We may also refer to a (`1, `2, . . . , `k)-face is a k-face with facial walk v1, v2, . . . , vk such that
d(vi) = `i.
2.1. Reducible configurations.
Lemma 2.1. Let G be a smallest graph (with respect to the number of vertices) that is not DP-k-colorable.
Then δ(G) ≥ k.
Proof. Let v be a vertex with d(v) < k. Any ML-coloring of G − v can be extended to G since v has at
most d(v) elements of L(v) forbidden by the colors selected for the neighbors of v, while |L(v)| = k. 
Let H be a subgraph of G. For each vertex v ∈ H, let A(v) be the set of vertices in L(v) that are not
neighbors of vertices in ∪u∈G−HL(u). One may think of A(v) as the available colors of v after G−H being
colored.
Lemma 2.2. Let k ≥ 3 and H be a subgraph of G. If the vertices of H can be ordered as v1, v2, . . . , v` such
that the following hold
(1) v1v` ∈ E(G) and |A(v1)| > |A(v`)| ≥ 1,
(2) d(v`) ≤ k and v` has at least one neighbor in G−H,
(3) for each 2 ≤ i ≤ `− 1, vi has at most k − 1 neighbors in G[{v1, . . . , vi−1}] ∪ (G−H),
then a DP-k-coloring of G−H can be extended to a DP-k-coloring of G.
Proof. Fix a matching assignment ML with L(v) = [k] for all v ∈ V (G) and fix a ML-coloring of G −H.
Since by (2) v` has a neighbor in G−H, a color c ∈ L(v`) is forbidden by its neighbors in G−H. Now by
(1) we can choose a color c′ ∈ L(v1) such that c′ is matched to c in Mv1v` or not matched with anyone in
L(v`) at all. We may then greedily color v2, . . . , v` in order, since by (3) there is always at least one color
available for vi (2 ≤ i ≤ `− 1) when we get to it. The choice of c′ for v1 guarantees that v` also has a color
available. 
A (d1, . . . , dt)-walk u1 . . . ut on a face C is a set of consecutive vertices along the facial walk of C such
that d(ui) = di. We allow for any of the di to be replaced by d
+
i or d
−
i to represent that d(ui) ≥ di or
3
d(ui) ≤ di respectively. Now that a face C may contain a cut vertex, so repeated vertices on the walk is
possible. If the vertices are distinct, then we also call it a (d1, . . . , dt)-path. When t = 2, we sometimes call
it a (d1, d2)-edge. For 1 ≤ i ≤ t − 1, we say the edge uiui+1 controls the face that is adjacent to C across
uiui+1. We generalize this to say that a (d1, . . . , dt)-walk u1 . . . ut controls the faces that are adjacent to C
over the edges uiui+1. A k-vertex v with k ≥ 4 on a 7+-face f is rich to f if none of the two edges of v on f
control a 4−-face, semi-rich if exactly one of them controls a 4−-face, and poor if they control two 4−-faces.
In our proofs, we will often be concerned with (d1, . . . , dt)-walks where every controlled face is a 4
−-face.
For this reason, we say a (d1, . . . , dt)-walk is d-controlling (or d
−-controlling, or d+-controlling) if every face
it controls has length d (or at most d or at least d respectively). In addition, we say a (d1, . . . , dt)-walk is
maximal if it is 4−-controlling, but the edges of C immediately before and after it control 5+-faces.
Let f be a 7+-face. We use s0(f) to denote the number of vertices of f that is not on the 4
−-controlling
walks of f , and s1(f) be the number of semi-rich 4
+-vertices plus the number of 4−-faces with at least two
4+-vertices controlled by (3, 4+)-edges and the number of 4−-faces with at least three 4+-vertices controlled
by (4+, 4+)-edges. We also let ti(f) for i ≥ 0 be the number of maximal 4−-controlling walks with i internal
vertices (when each edge of f controls a 4−-face, we will regard the number of internal vertices of the walk
to be d(f)− 2). Then
(1) s0(f) +
∑
i≥0
(i+ 2)ti(f) = d(f).
If it is clear from the context, we usually write s0, s1, ti for s0(f), s1(f), ti(f), respectively.
For our main reducible configuration, we are concerned about particular types of (d1, . . . , dt)-paths.
Definition 2.3. A (4−, 4, . . . , 4, 3)-path u1, . . . , ut is special if,
• for each i < t, there is a path Pi = ui . . . ui+1 such that all internal vertices of Pi have degree 3, and
• V (Pi) ∩ V (C) = {ui, ui+1} and V (Pi)\V (C) 6= ∅.
Figure 2: A 10-cycle with a 3-controlling special (3, 4, 3)-path, a special (4, 4, 4, 3)-path, and a maximal
(3, 4, 3)-path that is not special but has a special (4, 3)-path using two of its vertices.
In our proofs, we will generally consider the case that the Pi of a special (4
−, . . . , 3)-path u1, . . . , ut that
are formed along the boundary of the face controlled by uiui+1 for i ≤ t− 1, but that need not be the case
in general.
By applying Lemma 2.2 to one of the subcycles, we find that a cycle of 3-vertices with a chord is reducible
as long as at least one vertex has an extenal neighbor. The condition of an external neighbor is required to
apply Lemma 2.2. This condition is also necessary in general, since K4 is a 4-cycle of 3-vertices with two
chords. However, Lemma 2.2 also applies to a larger family of cycles. The chord in a cycle of 3-vertices
is extended to allow a special (3, 4, . . . , 4, 3)-path, although we still require that this special path yields a
vertex with an external neighbor in a particular way. It also allows for the cycle to have semi-rich 4-vertices
as long as these 4-vertices belong to special (4−, . . . , 3)-paths that obey an orientation around the cycle.
Lemma 2.4. Assume that G contains no adjacent 4−-cycles and is not DP-3-colorable such that every
proper subgraph of G is DP-3-colorable. Let f be a 7+-face bounded by a cycle in G and f contains a special
4
(3, 4, ..., 4, 3)-path P . If for every controlled 4−-face f ′ of f , each vertex of f ′ not on f has a neighbor outside
the subgraph formed by f and the controlled 4−-faces of f , then one of the following is true
(i) f contains a 5+-vertex or a rich 4-vertex.
(ii) s1(f) ≥ 1, and s1(f) = 1 only if f contains a (3, 4, . . . , 4, 3)-path so that exactly one (4, 4)-edge controls
a (4, 4, 4+)-face or a (4, 4, 4+, 3+)-face.
(iii) Furthermore, if all maximal paths other than P are (3+, 3+)-paths, then f contains at least one semi-
rich 4-vertex, and if exactly one, then it is on a 4−-face with at least two 4+-vertices.
Proof. Suppose that none of (i), (ii) and (iii) is true, that is, G contains no 5+-vertices or rich 4-vertices,
or s1(f) = 0, or s1(f) = 1 and each (4, 4)-edge of f controls a 4
−-face without other 4+-vertices, or all
maximal paths except P are (3, 3)-paths, or all maximal paths except P are (3, 3)-paths and one special
(3, 4)-path. Then all 4+-vertices on f are poor or semi-rich 4-vertices, and there is at most one semi-rich
4-vertex, and if f is adjacent to a 4−-face f ′ that is controlled by a (3, 4)-edge and has one 4+-vertex not on
f , then f contains no semi-rich 4-vertex, and f ′ is controlled by a (3, 4, . . . , 3)-path. In this latter case, we
shall partition the path into a 3-vertex and a special (4, . . . , 3)-path. So we may assume that f consists of
3-vertices and special paths with at most one semi-rich 4-vertex.
Let f = u1u2 . . . uk. We create an ordering of vertices on f and on some of the controlled faces by edges
of f as follows:
• The initial list is u1, u2, . . . , uk so that uku1 is a (3, 4−)-edge on a special (3, . . . , 3)-path.
• For each i ∈ [k − 1], let Pi = ui . . . ui+1 on the 4−-face controlled by uiui+1, then we insert the
vertices of Pi to S following ui, unless uiui+1 is on a (3, 3)-path.
• Let Pk be the path from uk to u1 on the controlled 4−-face by uku1. Insert the vertices of Pk to S
following uk.
• We assume that the semi-rich 4-vertices of the special (4, . . . , 3)-path is the lowest-indexed vertex
among the vertices of the path in the list. (Note that this is valid since uku1 may be selected in
opposite orderings.)
We shall denote the final list as S. Observe that S has no repeated vertices, u1 has no neighbor outside
of S, and the last vertex has a neighbor outside of S. By the construction that each vertex in S − V (f) has
degree 3, each vertex in S has at most two neighbors in G−S and in earlier vertices in S. So by Lemma 2.2,
a DP-3-coloring of G− S can be extended to G, a contradiction. 
2.2. A brief discussion of the discharging.
Throughout this paper, let G be a minimum counterexample in each of the following sections. We use µ(x)
denote the intial charge of a vertex or face x in G and µ∗(x) to denote the final charge after the discharging
procedure. In all of our proofs, we use µ(v) = 2d(v)− 6 for each vertex v and µ(f) = d(f)− 6 for each face
f . Then by Euler formula, ∑
v∈V (G)
(2d(v)− 6) +
∑
f∈F (G)
(d(f)− 6) = −12.
By Lemma 2.1, for DP-3-coloring, only faces start with negative charge. We move charge around and argue
that every vertex and face ends up with non-negative charge. Since charge is only moved, this contradiction
proves our conclusion.
Since only 5−-faces have negative initial charge, we use the following rule to give them enough charge.
(R1) Each 5−-face gets 1 from each 4+-vertex on it, and gets its rest evenly through the
edges from its adjacent 7+-faces.
Note that a 5−-face f may share more than one edge with a 7+-face, which in particular could happen
when a 7+-face contains cut vertices. In this case, we require that f gets the rest evenly through the edges
from the adjacent 7+-faces.
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Now 4+-vertices on a 7+-face and some 4−-faces may have surplus charge, we will let them give to the
7+-faces following somewhat different rules (R2a), (R2b) et al from one setting to another, which will be
specified in each of the subsequent sections. Still, some very particular 7+-faces may still have negative
charges, and we create to a bank to send them the charges, which is (R3a), (R3b) et al. Not every setting
needs to use the bank though.
3. Planar graphs without cycles of lengths in {3, 6, 7, 8}
As a warm-up, we prove Theorem 3.1. The discharging rules used in later sections are similar in spirit to
the ones used in the proof, although more complicated situations arise.
Theorem 3.1. Every planar graph without 3-, 6-, 7-, and 8-cycles is DP-3-colorable.
Proof. We first observe that if two 5−-faces are adjacent, then they must be two 5-faces sharing a common
edge and a 4+-vertex, and a 5-face cannot be adjacent to two 5-faces.
Note that a 4, 5 and 6+-vertex v is incident with at most two, three and d(v) faces of degree at most five,
respectively. By (R1), each vertex has nonnegative final charge, and 5−-faces receive enough charge. We
just need to show that the 6+-faces, which in this case are 9+-faces, end with non-negative charge.
Let f be a 9+-face. Note that f gives 0 to each adjacent 5-face that is adjacent to a 5-face, since the 5-face
gets at least 1 from its incident 4+-vertices. Note also that f gives at most 12 to each 5
−-face controlled by a
(3, 3)-path, 14 to each 5
−-face controlled by a (3, 4+)-path, and nothing to faces controlled by (4+, 4+)-paths.
Thus, f gives away at most 12 to the 5
−-faces controlled by each maximal 5−-controlling walk, and by (1), f
gives at most 12
∑
i ti ≤ 14d(f) to the adjacent 5−-faces. So, µ∗(f) ≥ d(f)−6− 14d(f) = 34 (d(f)− 8) > 0. 
4. Planar graphs without 3-, 5-, 6-cycles
Theorem 4.1. Every planar graph G without 3-, 5-, or 6-cycles is DP-3-colorable.
Proof. Besides (R1), we also use the following rules:
(R2a) every 7-face gains 14 from each incident semi-rich 4-vertex,
1
2 from each incident rich 4-vertex or
5+-vertex, 14 from each adjacent (3
+, 4+, 4+, 4+)-face.
We first check the final charges of vertices by (R1) and (R2a). By Lemma 2.1, δ(G) ≥ 3. If d(v) = 3,
then µ∗(v) = µ(v) = 0. Note that v is incident with at most bd(v)2 c 4-faces. If d(v) = 4, then v gives 1 to
each incident 4-face, 14 to each incident 7-face when v is semi-rich,
1
2 to each incident 7-face when v is rich.
So µ∗(v) ≥ 2−max{1 · 2, 1 + 12 + 14 · 2, 12 · 4} = 0. If d(v) ≥ 5, then v gives 1 to each incident 3-face, at most
1
2 to each other incident face. So
µ∗(v) ≥ 2d(v)− 6− 1 · bd(v)
2
c − 1
2
dd(v)
2
e ≥ 5
4
d(v)− 6 > 0.
Next we consider the faces. By (R1), 4-faces have final charge at least 0. Note that two 4-faces in G
cannot share a common edge, since this would form a 6-cycle. Thus every 4-face in G is adjacent to four
7+-faces (not necessarily distinct). If f is a 4-face with at most two 4+-vertices, then by (R1) µ∗(f) ≥ 0.
Otherwise, by (R2a) µ∗(f) ≥ 4 − 6 + min{1 · 3 − 14 · 4, 1 · 4 − 14 · 4} = 0. Since G contains no 5- or 6-faces,
we only need to check the final charge of 7+-faces.
Let f be a 7+-face. By (R1), f only needs to send 12x to each adjacent (3, 3, 3, 3)-face that shares x edges
with f and 14y to each adjacent (3, 3, 3, 4
+)-face that shares y edges with f (note that x, y could be more
than one since f could contain cut-vertices thus may not be a cycle). Thus f sends at most 12 to all the
4-faces controlled by a maximal 4-controlling walk of f .
When d(f) ≥ 8, by using (1), we have µ∗(f) ≥ d(f)−6− 12
∑k
i=0 ti ≥ d(f)−6− 14d(f) = 34 (d(f)−8) ≥ 0.
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Let d(f) = 7. Note that for each element counted in s1, we have either a semi-rich 4-vertex, from which f
gains 14 , or a 4-face with at least two 4
+-vertices controlled by a (3, 4+)-edge, to which f gives 0, or a 4-face
with at least three 4+-vertices controlled by a (4+, 4+)-edge, from which f gains 14 . So by using (1), we have
µ∗(f) ≥ d(f)− 6− (1
2
k∑
i=0
ti − 1
4
s1) ≥ d(f)− 6− 1
4
(d(f)− s0 −
k∑
i=0
i · ti − s1)
=
3
4
(d(f)− 8) + 1
4
(s0 + s1 +
k∑
i=0
i · ti).
Because f contains no 3-cycles, f must be a cycle. By parity, s0 +
∑k
i=0 i · ti ≥ 1. Note that f has at
most three maximal paths. We may assume that f has a special 4-controlling (3, . . . , 3)-path, for otherwise
µ∗(f) ≥ 7−6− 14 ·3 > 0. Since G contains no 3, 5, 6-cycles, each of the vertices (not on f) on 4-faces adjacent
to f has a neighbor not on f or adjacent 4-faces of f . So by Lemma 2.4, f contains a 5+-vertex, or a rich
4-vertex, or s1(f) ≥ 2, or s1 = 1 and
∑k
i=2 i · ti ≥ 2. In the first two cases, by (R2a) f gains 12 from the
4+-vertex, so µ∗(f) ≥ 34 (7− 8) + 14 + 12 = 0. In the last two cases, µ∗(f) ≥ 34 (7− 8) + 14 · 3 = 0. 
5. Planar graphs without {4, 5, 6, 9}-cycles, or without {4, 5, 7, 9}-cycles
Theorem 5.1. Every planar graph G has no {4, 5, 9, p}-cycles with p ∈ {6, 7} is DP-3-colorable.
Proof. Let f be a 10-face. Then the following f needs special attention in the discharging(see Figure 3):
• f is special if it either has four special (3, 3)-paths and one non-special (3, 4)-path, or has three
special (3, 3)-paths and one special (3, 4, 3)-path and a rich 4-vertex.
• f is poor if it either has four special (3, 3)-paths and one (3, 5+)-path that controls a (3, 3, 5+)-face,
or has three special (3, 3)-paths and one (3, 4, 5+, 3)-path that controls one (3, 4, 5+)-face and two
(3, 3, 4+)-faces, or has two special (3, 3)-paths, one special (3, 4, 3)-path and one (3, 5+, 3)-path that
controls two (3, 3, 5+)-faces.
• f is bad if it has three special (3, 3)-paths and one (3, 4, 4, 3)-path that controls two (3, 3, 4)-faces
and one (4, 4, 4+)-face.
Figure 3: The first two are special 10-faces (the 4-vertex on f in the second graph could be in other locations),
the middle three are poor 10-faces, and the last one is a bad 10-face.
Besides (R1), we also have the following discharging rules:
(R2b) Let v be a 4+-vertex on a 10+-face f .
– If d(v) = 4 and v is rich or semi-rich, then v gives 13 to f if f is special, and
1
6 to f otherwise.
– If d(v) = 5, then v gives 23 to f if f is poor, and
1
3 to f otherwise.
– If d(v) ≥ 6, then v gives 23 to f .
(R3b) After (R1) and (R2b), each vertex and face give its remaining positive charge to the bank, each bad
10-face gets 13 from the bank.
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We first check the final charge of vertices. If d(v) = 3, then µ∗(v) = µ(v) = 0. If d(v) = 4, then by (R1)
and (R2a) v gives 1 to each incident 3-face and at most 13 to each incident 10
+-face if v is rich or semi-rich.
So µ∗(f) ≥ 2 · 4− 6−max{1 · 2, 1 + 13 · 3, 13 · 4} = 0. Let t be the number of incident 3-faces of v. If d(v) ≥ 5,
then t ≤ bd(v)2 c since 3-faces cannot be adjacent. By (R1) (R2b) and (R2c) v gives 1 to each incident 3-face
and at most 23 to each incident 10
+-face. Then
µ∗(v) ≥ 2d(v)− 6− t− 2
3
(d(v)− t) = 4
3
d(v)− 6− 1
3
t ≥ 4
3
d(v)− 6− 1
3
bd(v)
2
c ≥ 0.
Next we check the final charge of faces. By (R1), each 3-face has non-negative final charge. Since G
contains no 4-cycle, each 7-face contains no cut-vertices thus must be a cycle. If a planar graph has no cycles
of length {4, 5, 6, 9}, then a 7-face can share at most one edge with 3-faces. Thus a 7-face gives at most 1 by
(R1), and ends with non-negative charge. In addition, an 8-face cannot be adjacent to any 3-faces and thus
gives no charge by (R1). Therefore, in this case, it suffices to show that 10+-faces end with non-negative
charges. On the other hand, if a planar graph has no cycles of length {4, 5, 7, 9}, then neither 6-faces nor
8-faces can be adjacent to any 3-faces. Thus, in this case we still only need to make sure that 10+-faces end
with non-negative charges.
Let f be a 10+-face. If P is a maximal 3-controlling walk with at least one internal vertex, then f gives
at most 23 to the first and last faces controlled by P and
1
3 to each other face controlled by P (note that one
face may appear more than once). Thus, by (R2b), f gives at most∑
i≥0
(
4
3
+
1
3
(i− 1)
)
ti − 1
3
s1 =
1
3
∑
i≥0
(i+ 3) · ti − 1
3
s1.
We get
µ∗(f) ≥ d(f)− 6− 1
3
∑
i≥0
(i+ 3)ti − s1
 = 1
3
2d(f) + s0 + s1 −∑
i≥0
ti
− 6
≥ 1
3
2d(f) + s0 + s1 − 1
2
(d(f)− s0) + 1
2
∑
i≥1
(i · ti)
− 6
=
1
2
(d(f)− 12) + 1
6
3s0 + 2s1 +∑
i≥1
i · ti
 .
If d(f) ≥ 12, then this shows µ∗(f) ≥ 0.
Let d(f) ∈ {10, 11}. We may assume that f is cycle. For otherwise, f contains a cut-vertex, then it must
be a 10-face consisting of a 3-cycle and 7-cycle, or a 11-face consisting of a 3-cycle and 8-cycle, both of which
cannot be adjacent to any 3-face, thus has nonnegative charge. It follows that all maximal walks on f are
paths.
Let f be a 11-face with s0 = s1 = 0 or a 10-face in G. Since G contains no {4, 5, 6, 9}-cycles or {4, 5, 7, 9}-
cycles, each of the outside vertices on the controlled 3-faces by edges on f has a neighbor not on f nor on
the controlled 3-faces. As a corollary to Lemma 2.4, we have the following.
Corollary 5.2. Let f be a 10-face or a 11-face with s0 = s1 = 0 in G. If f has a special (3, 4, ..., 4, 3)-path,
then f contains a 5+-vertex, or a rich 4-vertex, or s1(f) ≥ 2, or s1(f) = 1 and
∑
i≥2 i · ti ≥ 2.
Let d(f) = 11. Then if s0 ≥ 1, then µ∗(f) ≥ 16
(
2s1 +
∑k
i=1 i · ti
)
≥ 0. So let s0 = 0, that is,
every vertex of f is on a maximal path. Then by parity,
∑
i≥1 i · ti ≥ 1. Now if s1 ≥ 1, then µ∗(f) ≥
1
6
(
2s1 +
∑k
i=1 i · ti − 3
)
≥ 0. Let s1 = 0. If f contains a 5+-vertex, then f gains at least 13 from the
5+-vertex, so µ∗(f) ≥ 12 (11 − 12) + 16 · 1 + 13 = 0. If not, then f must contain a special (3, 4, ..., 4, 3)-path,
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for otherwise, all 3-faces adjacent to f are (3, 3, 4+)-faces with the 4+-vertex not on f . Thus, µ∗(f) ≥
11− 6− 23 · 5 > 0.
Let d(f) = 10. Then
µ∗(f) ≥ 1
6
(
3s0 + 2s1 +
k∑
i=1
i · ti − 6
)
.
So we may assume that
3s0 + 2s1 +
∑
i≥1
i · ti ≤ 5.
It follows that s0 ≤ 1 and s1 ≤ 2.
First let s0 = 1. Note that by parity,
∑
i i · ti = 1. So f has one maximal (3+, 4+, 3+)-path and three
maximal (3+, 3+)-paths. As 2s1 +
∑
i i · ti ≤ 2, s1 = 0. By Corollary 5.2, f either contains a 5+-vertex or is a
special 10-face. So by (R2) f gets at least 13 from the incident vertices. So µ
∗(f) ≥ 12 (10−12)+ 16 (3+1)+ 13 = 0.
Now let s0 = 0. Then each vertex on f is on a maximal path.
Let s1 = 0. By Corollary 5.2 f contains at least one poor 5
+-vertex. So by parity
∑
i≥1 i · ti ≥ 2. If∑
i≥1 i · ti ≥ 4, then µ∗(f) ≥ 16 (4− 6) + 13 = 0. Otherwise, by parity f either has three (3, 3)-paths and one
(3, 4+, 4+, 3)-path or two (3, 3)-paths and two (3, 4+, 3)-paths. So f is either a poor 10-face or contains two
poor 5+-vertices. In either case, µ∗(f) ≥ 16 (2− 6) + min{ 13 · 2, 23} = 0.
Let s1 = 1. First we assume that f contains a 5
+-vertex. Observe that
∑
i≥1 i · ti ≤ 1, for otherwise,
by (R2b) µ∗(f) ≥ 16 (2 · 1 + 2 − 6) + 13 = 0. Thus, by parity f must contain five maximal (3+, 3+)-paths.
Furthermore, f is a poor 10-face since s1 = 1. So µ
∗(f) ≥ 16 (2 · 1 − 6) + 23 = 0. Now we consider that f
contains no 5+-vertices. Since s1 = 1, by Corollary 5.2 f has a maximal (3
+, 4+, ..., 3+)-path with at least
two internal vertex. Note that
∑
i≥1 i · ti ≤ 3. By parity f must have one maximal (3+, 4+, 4+, 3+)-path
and three maximal (3+, 3+)-paths, thus have to be a bad 10-cycle. So f gets 13 from the bank by (R3), and
µ∗(f) ≥ 16 (2 + 2− 6) + 13 = 0.
Let s1 = 2. Then
∑
i≥1 i · ti ≤ 1. Since by parity f cannot just have one maximal path with one internal
vertex, f must contain five maximal (3+, 3+)-paths. Since s1 = 2, f has at least three special (3, 3)-paths.
By Corollary 5.2, f either contains a 5+-vertex, or has two semi-rich 4-vertices, or is a special 10-face. In
either case, µ∗(f) ≥ 16 (2 · 2− 6) + min{ 13 , 16 · 2} = 0.
Therefore, all 10-faces have non-negative final charges.
Lemma 5.3. Let f be a bad 10-face in G and f0 = [uvw] be the 3-face with three poor 4-vertices controlled
by the (4, 4)-edge uv on f . Let f ′ be the 10-face containing the edge vw (or by symmetry uw). If s0 = 0 and
the only 4+-vertices of f ′ are poor 4-vertices, then none of the following holds:
(i)
∑
i≥1 i · ti(f ′) = 2 and f ′ has a special (3,3)-path.
(ii)
∑
i≥1 i · ti(f ′) = 4 and s1(f ′) = 1.
Proof. Let the vertices of f ′ be v1, v2, . . . , w, v, v′ in the cyclic order and the vertices on f be u, u1, . . . , u8, v
in the cyclic order so that vv′u8 be a triangle shared by f and f ′. Let u′ be the 3-vertex adjacent to u and
u1 and let w
′ be the 3-vertex adjacent to w and v7.
For (i), let vivi+1 be a special (3, 3)-path of f
′ and let z be the 3-vertex adjacent to vi and vi+1. We order
the vertices on f and f ′ as follows:
vi+1, vi+2, . . . , v7, w, v, u, u
′, u1, . . . , u8, v′, v1, . . . , vi, z
For (ii), We order the vertices on f and f ′ as follows:
w, v, u, u′, u1, . . . , u8, v′, v1, . . . , v7, w′
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If two consecutive vertices of f ′ are on a special path and at least one of the two vertices has degree four,
then we insert the third vertex on the controlled triangle between them. Let S be the set of vertices on our
final list. One can easily check that the first vertex has no neighbor outside of S and the last vertex has a
neighbor in G− S and each other vertex in S has at most two neighbors in G− S and earlier vertices in S.
Then by Lemma 2.2, a DP-3-coloring of G− S can be extended to S, a contradiction. 
Finally, we complete the proof by confirming that the bank has non-negative final charge. Note that the
bank only gives a charge 13 to the bad 10-face by (R3b). Let f be a bad 10-face in G contains no 5
+-verices.
Let f0 = [uvw] be the (4, 4, 4)-face adjacent to f with the poor 4-vertex v not on f and fi be the other two
faces adjacent to f0 for i = 1, 2.
Case 1: d(v) ≥ 6. Then v gives at most 1 · bd(v)2 c+ 23dd(v)2 e ≤ 56d(v) to all the incident faces. So v gives
at least 76d(v) − 6 = 16d(v) + (d(v) − 6) ≥ 16d(v) to the bank. Since there are at most bd(v)2 c bad 10-faces
adjacent to the 3-faces which is incident with v, the bank gives at most 13bd(v)2 c ≤ 16d(v) to all the bad
10-faces at v.
Case 2: d(v) = 5. Then by definition, none of f1 and f2 is a poor 10-face. So v gives at most
1 · 2 + 13 · 2 + 23 = 3 13 to all the incident faces and thus gives at least 23 to the bank. Since there are at most
two bad 10-faces adjacent to the 3-faces containing v, the bank gives at most 23 to all the bad 10-faces at v.
Case 3: d(v) = 4 and v is incident with exactly one 3-face. Then by definition, none of f1 and f2 is a
special 10-face. So v gives at most 1 + 16 · 2 + 13 = 1 23 to all the incident faces and thus gives at least 13 to the
bank. Since there is exactly one bad 10-face adjacent to the 3-face which is incident with v, the bank gives
at most 13 to the bad 10-face adjacent to the 3-face containing v.
Case 4: d(v) = 4 and v is incident with two 3-faces. Then for f ′ ∈ {f1, f2},
∑
i≥1 i · ti(f ′) ≥ 2. By
symmetry we only need to show that f1 can give at least
1
6x to the bank, where x ≥ 1 denote the number
of bad 10-faces intersecting to f1. Then f1 and f2 can give
1
6 · 2 to the bank which can be regarded as the
charge that the bank sends to f . Note that s1(f
′) ≥ x and ∑i≥1 i · ti(f ′) ≥ x+ 1.
Since G contains no {4, 5, 6, 9}-cycles or {4, 5, 7, 9}-cycles, f ′ is a 10+-face. If d(f ′) ≥ 11, then
µ∗(f ′) ≥ 1
2
(d(f ′)− 12) + 1
6
(
3s0 + 2s1 +
k∑
i=1
i · ti
)
≥ 1
2
(11− 12) + 1
6
(2x+ 2) = −1
6
+
1
3
x ≥ 1
6
x.
Let d(f ′) = 10. If x ≥ 3 or s0 ≥ 1, then
µ∗(f ′) ≥ 1
6
(
3s0 + 2s1 +
k∑
i=1
i · ti − 6
)
≥ 1
6
(3s0 + 2x+ x+ 1− 6) = 1
6
x+
1
6
(3s0 + 2x− 5) ≥ 1
6
x.
So let s0 = 0 and x ≤ 2. If x = 2, then by parity
∑
i≥1 i·ti ≥ 4. So µ∗(f ′) ≥ 16 (2·2+4−6) = 13 = 16x. So we
let x = 1. By parity,
∑
i≥1 i · ti ∈ {2, 4, 6}. For
∑
i≥1 i · ti = 2, if all 4+-vertices of f ′ are poor 4-vertices, then
by Lemma 5.3(i) f ′ has no special (3, 3)-path. So µ∗(f ′) ≥ 10−6− 23 ·3− 23 ·2 > 16 . Otherwise, f ′ contains a
semi-rich 4+-vertex, which gives f ′ at least 16 and s1 ≥ 2. So µ∗(f ′) ≥ 16 (2·2+2−6)+ 16 = 16 . For
∑
i≥1 i·ti = 4,
if all 4+-vertices of f ′ are poor 4-vertices, then by Lemma 5.3(ii) s1 ≥ 2. So µ∗(f ′) ≥ 16 (2 · 2 + 4 − 6) > 16 .
Otherwise, f gets at least 16 from the incident 4
+-vertices. So µ∗(f ′) ≥ 16 (2+4−6)+ 16 = 16 . If
∑
i≥1 i ·ti = 6,
then µ∗(f ′) ≥ 16 (2 + 6− 6) > 16 . 
6. Planar graphs without 5-, 6-, 7-cycles and with distance of triangles at least two
Theorem 6.1. Every planar graph without cycles of lengths in {5, 6, 7} and with distance of triangles at
least two is DP-3-colorable.
We say a 8-face f is special if one of the following applies:
(P1) f is adjacent to one (3, 3, 3, 3)-face, two (3, 3, 3)-faces and incident to a rich 4-vertex.
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(P2) f with a rich 4-vertex has one special (3, 4, 3)-path, two special (3, 3)-paths and adjacent to two 3-faces
and two 4-faces.
(P3) f is adjacent to one (3, 3, 3)-face, two (3, 3, 3, 3)-faces and one (3, 4, 4
+)-face controlled by a (3, 4)-edge.
(P4) f is adjacent to one (3, 3, 3, 3)-face, two (3, 3, 3)-faces, and a 4-face with at least two 4
+-vertices con-
trolled by a (3, 4)-edge.
For convenience, if f is a special 8-face described in Pi for 1 ≤ i ≤ 4, we say that f is Pi. Note that the
forbidden cycle lengths require each special 8-face to be bounded by a cycle. See Figure 4 for examples of
each type of special 8-faces.
Figure 4: Each face shown is special. From left to right, they are in P1, P2, P3, and P4.
Besides (R1), we also have the following rules:
(R2c) Every 8-face receives
– 1 from each incident 6+-vertex,
– 34 from incident semi-rich 5-vertex,
– 12 from other incident 5-vertex,
– 14 from each non-poor 4-vertex, and
– 12 from each adjacent (3
+, 4+, 4+, 4+)-face that is controlled by a (4+, 4+)-edge of f .
(R3c) After (R1) and (R2c), each vertex and face with positive charge sends its remaining charges to a
bank and each special 8-face gets 14 from the bank.
Let µ′(x) be the charge of x after (R1) and (R2c).
Lemma 6.2. Each vertex and k-face with k 6= 8 in G have non-negative final charge.
Proof. By (R3c) we only need to show that each vertex and k-face with k 6= 8 in G have non-negative charge
after (R1) and (R2c).
We first check the final charge of vertices by (R1) and (R2c). If d(v) = 3, then µ′(v) = µ(v) = 0. If
d(v) = 4, then v gives 1 to each incident 4−-face and 14 to each incident 8-face when v is incident with at
most one 4−-face, so µ′(v) ≥ 2−max{1 · 2, 1 + 14 · 3, 14 · 4} = 0. If d(v) = 5, then v gives 1 to each incident
4−-face, 34 to each incident 8-face f when v is semi-rich to f , and at most
1
2 to each other incident face.
Hence, µ′(v) ≥ 4−max{1 · 2 + 34 · 2 + 12 , 1 + 34 · 4} = 0. If d(v) ≥ 6, then µ′(v) = 2d(v)− 6− d(v) ≥ 0.
Next we check the final charge of faces. Note that each 4−-face can only be adjacent to 7+-faces. If f is
a 3-face or a 4-face with at most two 4+-vertices, then by (R1) µ′(f) ≥ 0. If f is a 4-face with at least three
4+-vertices, then by (R2c) µ′(f) ≥ 4− 6 + min{1 · 3− 12 · 2, 1 · 4− 12 · 4} = 0.
Note that G contains no {5, 6, 7}-cycles. So a 7-face in G cannot be a 7-cycle, thus must contain cut
vertices. Therefore, a 7-face f is adjacent to at most one 4−-face, and when it is, the 4−-face must be a
4-face that contains a 4+-vertex and shares two edges with f . By (R1), f gives at most 14 · 2 to the 4-face.
So µ′(f) ≥ 7− 6− 12 > 0.
Let f be a 8+-face. By (R1), f gives 1 to each adjacent (3, 3, 3)-face, 23 to each adjacent (3, 3, 4
+)-face, 13
to each adjacent (3, 4+, 4+)-face, 12 to each adjacent (3, 3, 3, 3)-face, and
1
4 to each adjacent (3, 3, 3, 4
+)-face.
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Thus, f gives at most max{1, 23 + 14 , 13 + 2 · 14} ≤ 1 to a (3+, 3+, 3+)-face and the two (possible) 4-faces
next to it, and at most 12 to the 4-faces disjoint from 3-faces on a maximal 4
−-controlling walks on f . Let
t′3 be the number of 3-faces adjacent to f . Then
(2) µ′(f) ≥ d(f)− 6− 1 · t′3 −
1
2
bd(f)− s0 − 2t
′
3
2
c =
(
d(f)− 1
2
bd(f)− s0
2
c
)
− 6− 1
2
t′3.
Note that t′3 ≤ bd(f)3 c. So µ′(f) ≥ 0 if d(f) ≥ 10. For d(f) = 9, if t′3 ≤ 2, then µ′(f) ≥ 0. If t′3 = 3, then
f has no 4-faces disjoint from the 3-faces, so µ′(f) ≥ 9− 6− 3 · 1 = 0. 
Lemma 6.3. Each 8-face f has µ′(f) ≥ − 14 . Furthermore, if µ′(f) < 0, then f must be a special 8-face.
Proof. First observe that if f contains a cut vertex, then it must consist of two 4-cycles. In this case, f is
not adjacent to 3-faces and is adjacent to at most one 4-face that contains a 4+-vertex and shares two edges
with f . By (R1), f gives at most 14 · 2 to the 4-face. So µ′(f) ≥ 8− 6− 12 > 0. Therefore, we may assume
all 8-faces are bounded by 8-cycles.
We may assume that f contains at least three maximal paths. For otherwise, by (R1), µ′(f) ≥ 8 − 6 −
max{ 43 + 12 , 1 · 2} = 0. Thus s0 ≤ 2 and by parity each maximal path of f has at most two internal vertices.
We may assume that f contains no 5+-vertex. For otherwise, by (R2c),
• If f contains a 6+-vertex, then µ′(f) ≥ 8− 6− 1 · 2− 12 · 2 + 1 = 0.
• If f contains a semi-rich 5-vertex, then µ′(f) ≥ 8− 6− (1 · 2 + 12 · 2− 14 ) + 34 = 0.
• If f contains a rich or poor 5-vertex, then by parity f must have three maximal paths and µ′(f) ≥
8− 6− (1 · 2 + 12 ) + 12 = 0.
We may assume that f contains no rich 4-vertex. Suppose otherwise. Then f has exactly three maximal
paths and gains 14 from the vertex, so µ
′(f) ≥ 8 − 6 − (1 · 2 + 12 ) + 14 = − 14 . Recall that s0 ≤ 2. Since
the distance of triangles in G is at least two, when µ′(f) < 0, we have (a) s0 = 2, and f is adjacent to two
(3, 3, 3)-faces and one (3, 3, 3, 3)-face and contains one rich 4-vertex and one rich 3-vertex, which gives us the
special face P1, or (b) s0 = 1, and f is adjacent to two special (3, 3)-paths and one special (3, 4, 3)-path that
controls two 3-faces and two 4-faces, which is the special face P2.
We may also assume that each maximal path of f has at most one internal vertices. Suppose otherwise
that f contains a maximal path with two internal 4-vertices. It implies that f contains two (3+, 3+)-paths
and one (3+, 4, 4, 3+)-path, which control at most two 3-faces because of the distance condition on triangles.
Note that f cannot be adjacent to two (3, 3, 3)-faces. So f gives out at most 1 + 12 to adjacent 3-faces and
4-faces controlled by the two (3+, 3+)-paths and at most 23 +
1
4 < 1 to adjacent 3-faces and 4-faces controlled
by the (3+, 4, 4, 3+)-path. Thus f gives out at most 2 12 . If the (4, 4)-edge controls a (4, 4, 4+)-face, then
µ′(f) ≥ 8− 6− 1− 12 − 14 · 2 = 0. If the (4, 4)-edge controls a (4, 4, 4+, 3+)-face, then f saves 12 through the
(4, 4)-edge. So we may assume that the (4, 4)-edge controls a (4, 4, 3)-face or a (4, 4, 3, 3)-face. By Lemma 2.4,
either f contains no special paths, or s1(f) ≥ 2. In the former case, f gives out at most 23 · 2 + 14 · 2 < 2; in
the latter case, f saves at least 14 · 2 = 12 in giving. In either case, µ′(f) ≥ 0.
Since G contains no 5-, 6-, or 7-cycles, every outside vertex on a controlled 4−-face of f must have a
neighbor not on f or on controlled 4−-faces. We confirm that f must contain a special (3, 3)-path or a
special (3, 4, 3)-path. For otherwise, by (R1), µ′(f) ≥ 8−6−max{ 23 ·2+ 14 ·2} > 0. Thus Lemma 2.4 implies
that s1 ≥ 2. Note that for each element counted in s1, we have either a semi-rich 4-vertex, from which f
gains 14 , or a (3, 4, 4
+)- or (3, 4, 4+, 3+)-face controlled by (3, 4)-path, to which f respectively gives at most
1
3 or 0. So if f contains three maximal paths, then µ
′(f) ≥ 8 − 6 − (1 · 2 + 12 ) + 14 · s1 ≥ 0. If f contains
four (3+, 3+)-paths, then by Lemma 2.4(iii) f contains at least one semi-rich 4-vertex. Now if some 4−-face
contains two 4+-vertices, then µ′(f) ≥ 8−6−max{1+1+ 12 , 1+2 · 12 + 13}+ 14 = − 14 , and when µ′(f) < 0, we
have P3 or P4. If every 4
−-face contains at most one 4+-vertex, then f has at least two semi-rich 4-vertices
by Lemma 2.4(iii), so µ′(f) ≥ 8− 6− (1 · 2 + 12 · 2− 14 · 2) + 14 · 2 = 0. 
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By Lemmas 6.3 and (R3c), we guarantee that 8-faces have non-negative final charge. Thus to finish the
contradiction, we must show that the bank has non-negative final charge. This is shown in Lemmas 6.4
to 6.5.
Lemma 6.4. Let v be a 4-vertex and fi for 1 ≤ i ≤ 4 be the four incident faces of v in the clockwise order.
Let f1 be a 4-face and fi be a 8
+-face for 2 ≤ i ≤ 4. Then each of the following holds:
(a) If f3 is P1 or P2, then neither f2 nor f4 is P3 or P4.
(b) Let f2 and f4 be P4 and suppose f3 is an 8-face. If f3 contains a (3, 4, 3)-path, then each of the controlled
faces has at least two 4+-vertices.
(c) Let f2 and f4 be P4 and suppose f3 is an 8-face. If f3 contains a (3, 3)-path that controls a 4-face and
another 4-vertex u other than v. Then u cannot be on a 4−-face and a P4.
Consequently, v is incident with at most one special 8-face, unless v is incident with two P4 whose 4-vertices
are on (3, 4, 3, 4+)-faces.
Figure 5: The list of vertices in the proof of Lemma 6.4 (a) (the first two), (b) and (c).
Proof. (a). Let f3 be P1 or P2 and f2 be P3 or P4. Since v is on a 3-face in P3 and next to a 3-face on P1 and
P2, f2 must be a P4. Let vw be the common edge of f2 and f3. Let f2 = vwv1 . . . v6 and f3 = vww1w2 . . . w6
in the cyclic orders. Then v1w1 ∈ E(G), and v4v5 is on a (3, 3, 3)-face, called v4v5u. Order u and the vertices
on f2 and f3 as follows (see Figure 5):
v5, v6, v, w6, w5, w4, w3, w2, w1, w, v1, v2, v3, v4, u
When f3 is P2, we insert the vertices not on f3 but on the 4
−-faces controlled by the (3, 4, 3)-path to the list
in cyclic order. Let S be the set of vertices in the list. Then it is not hard to check that S has no repeated
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vertices and u has a neighbor outside of S. By Lemma 2.2, a DP-3-coloring of G− S can be extended to G,
a contradiction.
(b). Let f2 = vv1 . . . v7, f3 = vv7v8 . . . v13, and f4 = vv13v14 . . . v19, so that f2, f4 are P4s, and v9v10v11
is a (3, 4, 3)-path on f3 that controls two 4-faces and v10v11 is on a (4, 3, 3, 3)-face v10v
′v′′v11. Order the
vertices in f2, f3,f4 and v
′, v′′ as follows (see Figure 5):
v, v2, . . . , v9, v10, v
′, v′′, v11, . . . , v19
Let S be the set of vertices in the list. Then it is not hard check that S has no repeated vertices and v19 has
a neighbor outside of S. By Lemma 2.2, a DP-3-coloring of G− S can be extended to G, a contradiction.
(c). Assume that u is on a 4−-face and a P4. Since u is next to a triangle, on f3, u is on a 4-face. Let f ′i
for i ∈ [4] be the four incident faces of u in clockwise order so that f ′1 is adjacent to f2. Then f ′2 is the 4-face
at u and f ′4 = f3. Note that f
′
3 cannot be P4, since it contains two consecutive 4-faces. So f
′
1 is the P4 at u.
Follow the labels of vertices on f2 and f3 in (b). Then u = v9. Let f
′
1 = v5v6v8v9u1u2u3u4. By definition
of P4, v2v3 is on a (3, 3, 3)-face, say v2v3w1, and u2u3 is also on a (3, 3, 3)-face, say u2u3w2. It is not hard to
check that w1 has no neighbors on f2, f3, f
′
1 other than v2, v3. Order the vertices as follows (see Figure 5):
v2, v1, v, v13, v12, v11, v10, v9, v8, v7, v6, u1, u2, u3, u4, v5, v4, v3, w1
Let S be the set of vertices in the list. Then it is not hard to check that S has no repeated vertices. By the
choice, w1 has a neighbor outside of S. By Lemma 2.2, a DP-3-coloring of G − S can be extended to G, a
contradiction.
Now assume that v is incident with two special 8-faces. Let f be a special 8-face at v. Then v is a rich
4-vertex to f when f ∈ {P1, P2} and a semi-rich 4-vertex to f when f ∈ {P3, P4}. It follows that when
f ∈ {P1, P2}, then f must be f3, and when f ∈ {P3, P4}, then f must be f2 or f4. By (a), we may assume
that f ∈ {P3, P4}. Let f2 = P3 by symmetry. It follows that f4 contains a (4, 4+)-path, so it cannot be a P3
or P4. Therefore, we may assume f2 and f4 are both P4. Then f4 and f1 cannot share a (4, 4
+)-edge. So f1
must be a (3, 4, 3, 4+)-face, i.e., the two 4+-vertices are not consecutive on f1. 
Lemma 6.5. The bank has nonnegative final charge.
Proof. By Lemma 6.3, the bank only need to send to special 8-faces. Let f be a special 8-face and v be the
rich or semi-rich 4-vertex on f . If v is not incident with any 4−-faces, then v sends at least 2 − 14 · 4 = 1
to the bank and the bank gives out at most 14 · 4 = 1 to all the 8-faces incident with v. So we may assume
that v is on a 4−-face, then v sends at least 2− 1− 14 · 3 = 14 to the bank. Let fi for 1 ≤ i ≤ 4 be the four
incident faces of v in clockwise order and let f1 be the 4
−-face.
If v is incident with at most one special 8-face, then the bank can give out the 14 from v to the special
8-face at v. So we may assume that v is on two special 8-faces. Then by Lemma 6.4, the special 8-faces are
f2 and f4, and f1 is a (3, 4, 3, 4
+)-face. If f3 is a 9
+-face, then by the rules, v sends at least 2− 1− 14 · 2 = 12
to the bank and the bank gives at most 14 · 2 = 12 to f2 and f4. So we may assume that f3 is a 8-face. Note
that v is a rich 4-vertex to f3 and sends at least
1
4 to the bank. Then we are only need to find
1
4 in the bank
that can be given to the two special 8-faces.
Note that f3 is adjacent to two (3, 3, 3)-faces which are also adjacent to f2 and f4, respectively. For the
other three vertices on f3, they may control up to two 4-faces (and no 3-face). So we consider the following
three cases:
Case 1. f3 controls no 4-faces. In this case, f3 gets at least
1
4 from v and needs to send out 2 to the
3-faces. So by (R3c), f3 gives at least
1
4 , which may be thought of from v, to the bank, thus can be used to
f2 and f4.
Case 2. f3 contains a (3
+, 4+, 3+)-path that controls two 4-faces. In this case, if f3 has a 5
+-vertex or
one semi-rich 4-vertex, then µ∗(f3) ≥ 8 − 6 − 1 · 2 + 14 −max{ 14 · 2 − 12 , 14 − 14} = 14 . By (R3c), f3 gives at
14
least 14 to the bank, which can be used to f2 and f4. So we may assume that it is a (3, 4, 3)-path. Then by
Lemma 6.4(b), each of the two controlled 4-faces by the (3, 4, 3)-path contains at least two 4+-vertices. So
µ∗(f3) ≥ 8− 6− 1 · 2 + 14 = 14 > 0. By (R3c), f3 gives at least 14 , which again may be thought of from v, to
the bank, thus can be used to f2 and f4.
Case 3. f3 controls exactly one 4-face. If f3 contains a (3
+, 4+)-path, then µ∗(f3) ≥ 8−6−1·2− 14 + 14 ·2 =
1
4 > 0. By (R3c), f3 gives at least
1
4 , which may be thought of from v, to the bank, thus can be used to f2
and f4. So we may assume that f3 contains a (3, 3)-path that controls a 4-face. Let the eighth vertex of f3
be u. The proof of Lemma 6.4(b) implies that d(u) ≥ 4.
• d(u) ≥ 5. By (R2c), u gives at least 12 to f3. So µ∗(f3) ≥ 8− 6− 1 · 2− 12 + 14 + 12 = 14 > 0. By (R3),
f3 gives at least
1
4 , which may be thought of from v, to the bank, thus can be used to f2 and f4.
• d(u) = 4 and f3 is adjacent to a (3, 3, 3+, 4+)-face. Then µ∗(f3) ≥ 8− 6− 1 · 2− 14 + 14 · 2 = 14 > 0.
By (R3c), f3 gives at least
1
4 , which may be thought of from v, to the bank, thus can be used to f2
and f4.
• d(u) = 4 and f3 is adjacent to a (3, 3, 3, 3)-face. Note that u is a rich 4-vertex to f3. If u is not
incident with any 4−-faces, then u gives at most 2 − 14 · 4 = 1 to the bank and the bank sends out
at most 14 · 3 = 34 to at most three special 8-faces at u (note that f3 is not special). So the bank
may send 14 from u to f2 or f4 at v. If u is incident with a 4
−-face, say f ′1, then f
′
1 must be a 4-face
since the distance of triangles in G is at least 2. Let f ′1, f
′
2, f3, f
′
4 be the four faces incident with v
in clockwise order, where f ′4 is adjacent to f2. Since f
′
2 is adjacent to two 4-faces at distance 1, f
′
2
cannot be a special 8-face. Since f ′4 contains a semi-rich 4-vertex next to an adjacent (3, 3, 3)-face,
f ′4 cannot be P1, P2 or P3. By Lemma 6.4(c), f
′
4 cannot be P4. So u is not on a special 8-face. Then
u gives at least 2− 1− 14 · 3 = 14 to the bank, which can be given to f2 or f4.
So the bank has nonnegative final charge. 
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