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Abstract
While high-resolution optical microscopy is indispensable for biological and material
imaging, several challenges still remain. In this dissertation work, recent advances in
fabricating Nanogratings in fused silica glass with highly tunable birefringent properties
have been leveraged to address many of these challenges. Specifically, novel optical devices
based on nanogratings have been conceptualized and applied towards:
• fast optical sectioning of material and biological samples,
• extending the depth-of-field in scanning microscopes, and
• optimizing a STimulated Emission Depletion (STED) microscope.
Out-of-focus features of a sample cause blurring and low signal-to-noise ratio in
uniformly illuminated wide-field microscopes. Polarized illumination coded Structured
Illumination Microscopy (picoSIM) addresses this problem by performing optical
sectioning, that too in a single exposure which yields a high temporal resolution. However,
generating the periodic illumination pattern for picoSIM using a transmission grating
lowers the light efficiency, increases the setup complexity and restricts the use of incoherent
light. In this work, nanogratings have been used instead to achieve 1.7 times higher light
efficiency with a more compact setup. It also extends picoSIM to reflective microscopy
applications by allowing the use of incoherent light. The first practical implementation of
picoSIM with a field-of-view of 100 × 128 𝜇𝑚2 at a fast acquisition rate of 154 fps has been
demonstrated for imaging a fast moving material sample.
Reliably visualizing three-dimensional biological structures requires an extended depth-
of-field. However, the elongation of the focal spot along the optical axis is accompanied by
broadening in the lateral direction, causing a loss of resolution. To address this challenge,
a beam shaping device called Hybrid filter based on nanogratings has been proposed in this
work. This robust device combines radial polarization with a binary phase filter for pupil
modulation to engineer an axially elongated focal spot while maintaining lateral resolution.
Two designs of this device obtained by different methodologies are compared theoretically
and experimentally. A 1.69 and 2.66 times increase in axial length and 17.8% and 22.7%
improvement in lateral resolution compared to a Gaussian focal spot is also demonstrated.
Designing and aligning a STimulated Emission Depletion (STED) microscope is
challenging due to the phase mask required to generate the depletion beam. Fabricating the
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phase mask using nanogratings reduces the manufacturing complexity of these masks. The
Quadrant Retarder Plate proposed in this work employs four quadrants with varying
retardance to generate the donut-shaped depletion beam needed for STED. Besides being
robust, this wavelength-selective device can potentially simplify a STED microscope by
combining the path of the excitation and depletion beams. Preliminary results obtained
with a prototype of this device are presented and suggestions to improve its performance
are discussed.
Zusammenfassung
Hochauflösende Mikroskopie ist ein verbreitetes und vielseitiges Verfahren zur Bildgebung
an Proben aus Material- und Lebenswissenschaften. In der vorliegenden Arbeit wurden
erst kürzlich entwickelte Techniken zum optischen Einschreiben von Nanogittern mit
hochgradig abstimmbaren doppelbrechenden Eigenschaften in Quarzglas eingesetzt, um
einigen diesen Herausforderungen zu begegnen. Insbesondere wurden neuartige
Nanogitter-basierte optische Elemente konzipiert und deren Anwendung untersucht für:
• die Erzeugung schneller optischer Schnitte von biologischen und
materialwissenschaftlichen Proben,
• die Verlängerung der Tiefenschärfe in Rastermikroskopen und
• die Optimierung eines Stimulierten Emissions-Abregung-Mikroskops (STED).
In einem gleichmäßig ausgeleuchteten Weitfeldmikroskop erscheinen nicht fokussierte
Probenmerkmale verschwommen und reduzieren das Signal-Rausch-Verhältnis.
Polarisations-codierte Strukturierte-Beleuchtungs-Mikroskopie (picoSIM) lindert dieses
Problem durch optische Schnittbildung, das auch bei einer einzigen Belichtung, die eine
hohe zeitliche Auflösung ergibt. Die Erzeugung des periodischen Beleuchtungsmusters für
picoSIM durch die Verwendung eines Übertragungsgitters verringert jedoch die
Lichtausbeute, erhöht die Komplexität des Aufbaus und verhindert die Verwendung von
inkohärenten Licht. In dieser Dissertationsarbeit wurden stattdessen Nanograten
verwendet, um eine 1,7-fache höhere Lichtausbeute bei einem kompakteren Aufbau zu
erreichen. Zusätzlich wird der Einsatzbereich von picoSIM auf reflektierende Oberflächen
erweitert, da nun die Verwendung von inkohärentem Licht möglich ist. Die erste praktische
Umsetzung von picoSlM mit Nanogittern wurde anhand der Bildgebung schnell bewegte
Materialprobe mit Aufnahmegeschwindigkeiten von bis zu 154 fps und ein großes Sichtfeld
von 100 × 128 𝜇𝑚2 gezeigt.
Die zuverlässige Visualisierung dreidimensionaler biologischer Strukturen erfordert
eine erweiterte Tiefenschärfe. Jedoch wurde die Ausdehnung des Fokus entlang der
optischen Achse von einer Verbreiterung in der lateralen Richtung begleitet, was einen
Verlust der Auflösung verursacht. Um diese Herausforderung zu bewältigen, wurde ein
Hybridfilter als optischer Strahlformer für eine erweiterte Tiefenschärfe vorgeschlagen. Die
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Kombination von radial polarisiertem Licht mit einem geeigneten binären Phasenfilter zur
Lichtmodulation in der hinteren Brennebene einer fokussierenden Linse erlaubt es, die
axiale Ausdehnung des Fokus zu verlängern und gleichzeitig eine laterale Fokusbreite
unterhalb des Beugungslimits zu erreichen. Zwei Entwürfe solcher Strahlformer wurden
theoretisch und experimentell verglichen und ihre 1,69-fachen und 2,66-fachen Gewinn an
Tiefenschärfe und eine 17,8% und 22,7% Verbesserung der lateralen Auflösung gegenüber
einem Gaußschen Fokus gezeigt.
Das Entwerfen und Ausrichten eines STED-mikroskopes kann aufgrund der
Phasenmaske herausfordernd sein. Die Herstellung der Phasenmaske mit Nanograten kann
die Komplexität dieser Masken reduzieren. Anstelle der sonst üblichen Phasenmaske für
die Erzeugung eines Donut-förmigen Fokus im Abregungsstrahl der STED-Mikroskopie
wurde eine Quadranten-Retarderplatte mit unterschiedlicher Verzögerung in jedem
Quadranten vorgeschlagen. Diese ist robust und wellenlängenselektiv, wodurch der Aufbau
eines STED-Mikroskops deutlich vereinfacht wurden kann. Ein Prototyp eines solchen
Gerätes wurde aufgebaut und erste Ergebnisse wurden hier vorgestellt sowie Vorschläge zur
weiteren Verbesserung seiner Leistungsfähigkeit diskutiert.
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1
Introduction
The quest to understand Nature has always pushed mankind towards great inventions and
discoveries. To satisfy the need to see things too small or too fast for the naked eye, the
field of microscopy was born. The history of microscopy is entwined with the use of glass.
Dating back to the first century, the invention of glass kick-started the practice of magnifying
objects, that eventually led to the invention of the first microscope by Zacharias and Hans
Jansen in the late 16th century. Now glasses are more than just a means of bending light.
The ability to be molded, cut and polished into desired shapes as well as the ability to exhibit
optical properties like reflection, refraction, absorption and transmission underlines the far-
reaching impact glasses have in modern science and technology.
1.1 Challenges in high-resolution microscopy
Microscope too have evolved greatly with time in their design and applications. Many
branches like optical, electron and scanning probe microscopy have since emerged.
However, the ultimate purpose of microscopy remains the same - capturing every moment
of the dynamics and visualizing them in greater detail. Many specimens of interest, be it
dynamic cellular processes or material inspection on a manufacturing line, require imaging
at a high spatial and temporal resolution, devoid of noise. With a limited photon budget,
trade-offs between various performance aspects like speed, spatial resolution, penetration
depth and photo-bleaching are inevitable. While electron microscopes can achieve an
astonishing 43 picometers spatial resolution [1], they cannot be used for studying live
biological processes due to stringent sample preparation requiring fixation. On the
contrary, optical microscopy and in particular, fluorescence microscopy, is capable of
imaging whole living organisms within a second, hereby dominating the non-invasive study
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of cellular processes. But they are relatively limited in spatial resolution, typically 200–300
nm in the lateral direction for visible light. The physical limits of light focusing restricts the
fundamental goals of microscopy. The phenomenon of diffraction, while making imaging
possible in the first place, also sets a lower limit to the size of the objects that can be
observed. This physical limit cannot be circumvented by refining the optics or aperture
design.
The dominant problem with traditional wide-field microscopy is the restricted transfer
of high spatial frequency information to the far-field due to the wave nature of light.
Scanning near-field optical microscopy (SNOM) and other similar techniques, operating in
the near-field where the non-propagating evanescent fields dominate, do not suffer from
this disadvantage; but are restricted to surface imaging [2]. The other class of methods,
including many modern optical microscopy techniques, recovers the high frequency
information in the far-field by modulating the illumination, shaping the focus or using
innovative means of labeling and detection [3]. Techniques like Structured Illumination
Microscopy (SIM) [4, 5] can readily achieve lateral resolution of 100 nm with reduced
photo-toxicity through frequency modulation and computation. Resolutions in the range
of 20 - 50 nm can be achieved using non-linear optical techniques like Stimulated Emission
Depletion (STED), Saturated Structured Illumination Microscopy (SSIM) and Ground State
Depletion (GSD). Single molecules can be located with high accuracy using statistical
methods like Photo Activated Localization Microscopy (PALM) [6], Fluorescence Photo
Activation Localization Microscopy (FPALM) [7], and STochastic Optical Reconstruction
Microscopy (STORM) [8, 9]. While outstanding progress has been made in the field of
optical microscopy, many niche challenges still remain to be addressed due to the
aforementioned trade-offs.
Besides the physical diffraction, out-of-focus blur is one of the prominent practical limits
to image contrast in conventionalmicroscopes. While one can visualize a thick sample with a
large field-of-view in wide-field microscopy, the illumination is not limited to the focal plane
alone. As a result, the image from the focal plane is overlayed with blurred contributions
fromout-of-focus planes. This results in severely degraded image quality. Optical sectioning
techniques like confocalmicroscopy and SIM can be used to filter out information exclusively
from the focal plane, but they are either limited in speed or light efficiency or both. An
example of optical sectioning of bovine pulmonary artery endothelial cells (BPAEC) with
SIM is demonstrated in fig. 1.1.
While focusing on lateral resolution enhancement, one often overlooks the fact that the
axial resolution is even more severely limited. The result is a limited view along the optical
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Fig. 1.1 A demonstration of optical sectioning with a commercial structured illumination
microscope using a FluoCells prepared slide with bovine pulmonary artery endothelial cells
(BPAEC). MitoTracker Red CMXRos stains the mitochondria, Alexa-488 phalloidin stains
F-actin (green) and DAPI stains the nuclei(blue). (A) is the wide-field image while (B) is the
optically sectioned image. Image size is 75𝜇𝑚 × 75𝜇𝑚.
axis that needs to be shifted and eventually recombined to visualize a three-dimensional
structure in its entirety. Decreasing the numerical aperture of the imaging objective can
elongate this focal extent, although at the cost of sacrificing spatial resolutions. A favorable
solution for this challenge would be to use beams with an elongated axial extent along with
tight focusing. This scenario, known as extended depth-of-field, is not straightforward to
achieve.
Lastly, advanced optical imaging setups are often a victim of their complexity. Presence
of too many optical surfaces make the imaging process less light efficient and also reduces
its modularity. It is therefore often desirable to optimize and simplify optical setups. This
can be achieved by reducing the number of optical surfaces, combining optical elements,
and replacing optical components with more robust alternatives that are cheap and easy to
manufacture. However, simplifying the imaging process must not take away from its
existing performance.
Interestingly, glasses can provide simple and elegant solutions to all these challenges in
microscopy, just as they helped with the inception of the field itself. Nanogratings produced
by the nano-structuring of glasses with ultrashort laser pulses turn them into versatile
materials with highly tunable optical properties like birefringence [10]. The polarization
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sensitivity that comes with birefringence can be used to engineer illumination patterns and
beam shapes with added advantages that phase engineering lacks. Unlike naturally
birefringent materials like quartz, the optical properties of nanogratings can be tightly
controlled by choosing laser parameters to induce precise material modifications at precise
spatial orientation. Not only can the nanogratings enhance the imaging performance, they
can also make the methods simpler and more efficient due to their sturdy, monolithic
design. In this dissertation, birefringent devices made of nanogratings are presented as a
compelling alternative for conventional optics used in three high-resolution microscopy
applications: (a) high speed optical sectioning, (b) enhancing depth-of-field, and (c)
simplifying the imaging process.
1.2 Thesis outline
Having defined the applications of interest, the flow of this dissertation will now be
summarized. Chapter 2 introduces the theoretical concepts and tools required to better
understand the applications at hand. Using the concept of light as an electromagnetic wave,
the basics of image formation with incoherent light is discussed. The challenge to keep the
lateral resolution intact while trying to extend the depth-of-field in biological imaging is
presented. The effects of high numerical aperture imaging is discussed, which will become a
recurring theme in this work. A detailed study of polarization and birefringence is provided
to aid with understanding various optical devices that are conceptualized in this work.
Chapter 3 explains the process of nano-structuring of glass with femtosecond laser pulses
to produce nanogratings. The characteristics of nanogratings alongwith various theories and
parameters that lead to their formation are discussed. A brief description of the inscription
process along with some interesting applications of the nanogratings is also presented.
Chapter 4 shows how nanogratings can be employed to perform optical sectioning in a
single exposure with polarization coded Structured Illumination Microscopy (picoSIM) to
perform fast biological imaging and material inspection. The concept of optical sectioning
with structured illumination is combined with a polarized distribution of light to suppress
out-of-focus blurring in wide-field images. It is demonstrated how the use of nanogratings
to easily produce such an illumination pattern combined with an innovative design of the
detection path gives this technique a speed advantage. The results of optically sectioned
biological and material data are presented.
Chapter 5 & 6 explore the use of nanogratings to produce birefringence based optical
devices for beam shaping. Chapter 5 presents a novel method of generating needle beams
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with elongated focus while maintaining a tight beam waist. Harnessing the advantages of
phase filters and radial polarization, such beams can be manufactured as a monolithic
element with the nanograting inscription process. The theoretical model for these beams is
introduced and the preliminary results of the fabricated prototype are presented.
Chapter 6 presents an easy technique to simplify a commonly used super-resolution
microscopy method, namely STimulated Emission Depletion microscopy (STED). A new
method to produce the STED depletion beam using nanograting, while simultaneously
simplifying the setup, is proposed. The theoretical model of this wave plate device is
introduced and its performance is compared against a conventional device. The
preliminary results of a prototype of this device are also presented. Further refinements and
applications of this device are discussed.

I
Basic Concepts

2
Theoretical concepts
This chapter introduces the fundamental concepts in optics that are needed to better
understand the physical phenomena behind each of the high-resolution microscopy
applications mentioned in chapter 1. First, the imaging process with light is briefly
introduced. Then the relevant properties of light - its vectorial nature and the effects of
polarization - that will prove essential in approaching the applications at hand are
discussed. It is not intended to provide an exhaustive derivation of these optical concepts,
but rather discuss these concepts in the context of the theories that will be used in the rest
of the work.
2.1 Imaging with light
Imaging with light is essentially a three step process: (a) illumination of the sample; (b)
interaction of sample with the light; and (c) detection & recording of the light originating
from the sample. When light meets matter, it either gets absorbed, reflected or transmitted.
If the energy of the photons does not resonate with that of the electrons of the material, the
photons are reflected back, albeit with an altered phase. This is the case of scattering or
reflection by metallic or reflective surfaces. On the contrary, if the energy of the photons
resonates with a molecular transition of electrons (i.e., equivalent to the energy gap between
the ground and excited state), the electrons absorb the photons and move to an excited
singlet state. After a brief delay of typically nanoseconds, these electrons relax to the ground
state by emitting photons. This type of photoluminescence is known as fluorescence.
In the case of fluorescence as well as reflection of incoherent light by amaterial surface, no
correlation of phases between the excitation and the emission exists. As a result, the sample
can be regarded as a collection of many single point emitters transmitting (or reflecting)
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wavefronts individually. The intensity, or rather the irradiance, of the individual emissions
overlap to form the image of the sample. Therefore inmost cases, it is sufficient to observe the
imaging of a single point through the imaging system to extrapolate the imaging capability
of a system as a whole. Due to diffraction, a point in the sample will not show up as a point
in the image, but rather as a pattern of finite size formed by the interference of the diffracting
light waves. This pattern represents the image of an ideal point source and is known as the
point spread function (PSF). For an aberration-free lens with a circular aperture, the typical
shape of a two-dimensional PSF is an Airy pattern.
When located too closely, two points cannot be distinguished or resolved due to their
overlapping images (i.e., their PSFs). In 1873, while studying the illumination of grating
patterns with coherent light, Ernst Karl Abbe postulated that a grating can be recognized if
at least the first diffraction order can be detected. For an on-axis illumination, the minimum
separation between two gratings lines to be distinguishable is given as 𝜆/NA where 𝜆 is the
vacuum wavelength of the illumination. Numerical Aperture NA = 𝑛 sin 𝛼 was introduced
as the ability of an imaging system to collect or emit light with 𝛼 being the half-angle of the
light cone that enters or exits the system, while it is immersed in a medium with refractive
index 𝑛. Abbe further hypothesized that this minimum distance can be reduced further by
using oblique illumination. If the illumination and collecting angles (indicated by NA) are
the same, a factor of two is included in the expression for minimum separation between two
grating lines for on-axis illumination, resulting in the lateral resolution criterion famously
known as the Abbe diffraction limit:
𝑑Abbe, xy =
𝜆
2NA (2.1)
In 1883, Hermann von Helmholtz demonstrated that this resolution criterion can also
be applied for incoherent illumination [11]. Lord Rayleigh refined Abbe’s resolution
criterion in 1896 by stating that two points are considered ’resolved’ when the first
diffraction minimum of one PSF coincides with the maximum of the other (see fig. 2.1). A
similar resolution criterion put forth by Sparrow in 1916 states that two points can be
considered resolved as long as the sum of their image exhibits a dip. The Sparrow resolution
criterion depends on the coherence properties of the incident light and is used most often
in Astronomy, while the other two are used commonly in microscopy. Although these
resolution criteria give a reasonable metric to evaluate a system, they follow certain
assumptions like paraxial imaging, uniformity of excitation and linearity of single photon
absorption & emission. By circumventing these assumptions, it is possible to optically and
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Fig. 2.1 Shown here are the various criteria for lateral resolution of two points specified in
terms of the minimum separation distance between their PSFs (represented on the top as
Airy disks in red). The corresponding intensity profiles of the PSF (black curves) and the
sum intensity of two neighboring PSFs (red curves) is shown below. Here, 𝜆 is the vacuum
wavelength of the emitted light and NA is the numerical aperture.
computationally work around the diffraction limit and achieve high- and even
super-resolution.
2.2 Optical Transfer Function
Instead of the resolution criteria mentioned in section 2.1, a more generic tool to evaluate an
incoherent imaging system’s performance is its optical transfer function (OTF). The OTFH(⃖⃗𝑘) is given by the Fourier transform (FT) of the PSF ℎ(𝑟).
H(⃖⃗𝑘) = F{ℎ(𝑟)} , (2.2)
where F represents the Fourier transform operation. Just as the PSF describes the
response of an imaging system in terms of intensity, its OTF gives a picture of the spatial
frequencies transferred, suppressed or lost by the system. In sample space, the PSF of the
system acts as a blurry brush with which the sample is painted to create its image. This
blurring operation is known as a linear convolution, represented by the symbol ⊗. In the
frequency space, this complex convolution operation becomes a simple multiplication
which makes computation numerically less expensive. Therefore, the spatial frequency
distribution of the recorded image can be expressed as a multiplication between the spatial
frequency response of the sample and the system’s OTF. This property also makes it
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convenient to define the OTF of the whole imaging system as a multiplication of individual
OTFs of its constituting components.
Fourier (or frequency) domain gives a better insight into the shape and characteristics
of an OTF. Mathematically, a wave in Fourier space is described by a wave vector or
k-vector with components 𝑘𝑥, 𝑘𝑦, 𝑘𝑧 that are conjugates of the spatial coordinates 𝑥, 𝑦, and
𝑧 in real space. The k-vector points in the same direction as the light wave and its
magnitude is inversely proportional to the wavelength. For monochromatic light viewed as
a superposition of infinite plane waves, all the k-vectors lie on a so-called Ewald’s sphere
with a radius 2𝜋/𝜆 (where 𝜆 is the vacuum wavelength of light). The projection of the
Fourier-transformed pupil function ̃𝑃 (𝑘𝑥, 𝑘𝑦) of the system onto the Ewald sphere, the
McCutchen generalized aperture [12]), gives the subset of all k-vectors available for
imaging (see fig. 2.2 a). The importance of the pupil function or the aperture design will
eventually become clear in chapters 5 and 6 when it is used to shape the beam or the
impulse response of the system.
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Fig. 2.2 (a)The frequency-space projection of the pupil function (blue) of the imaging system
lies on the Ewald’s sphere and is known as the McCutchen’s generalized aperture or the
Amplitude Transfer Function ATF (purple). (b) All k-vectors available for imaging lie on the
ATF and are contained within a cone of half-angle 𝛼. The convolution of the ATF (purple)
with its inverted complex conjugate ATF* (pink) gives the Optical Transfer Function OTF
of the system. (c) shows the convolution operation as a repeated overlaying of ATF* on ATF
to give the OTF. The missing frequency support along the 𝑘𝑧 axis form the missing cone
(yellow). (d) shows a 3D isovalue representation of the OTF.
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Shown in fig. 2.2 a, the shape of this projection is a cap of a spherical shell and also
represents the amplitude transfer function (ATF), that describes the amplitude response of
the system. However when dealing with incoherent imaging, only the statistical response
i.e., the average intensity of the sample is relevant. This is given by the absolute square of the
amplitude distribution, equivalent to the autocorrelation operation. In Fourier domain, this
implies that the autocorrelation of the ATF 𝐻(⃖⃗𝑘) (i.e., a convolution between the ATF and
its inverted complex conjugate) yields the OTFH(⃖⃗𝑘).
H(⃖⃗𝑘) = 𝐻(⃖⃗𝑘) ⊗𝐻∗(−⃖⃗𝑘) (2.3)
Here, the operator ⊗ represents linear convolution and ∗ represents the complex
conjugate. The extent of the OTF represents the spatial frequencies the system can transfer,
which is limited to 𝑘max, xy = 2𝜋/𝑑𝐴𝑏𝑏𝑒 = 2𝜋 ⋅ 2NA/𝜆 in the lateral direction. It is important
to note that in the case of wide-field imaging, the OTF has a missing cone along 𝑘𝑧
direction which restricts the z-resolution of the system (fig. 2.2 c).
Perfect incoherent imaging assumes that each point in the sample emits mutually
incoherently. Furthermore, the point emitters act as randomly oriented dipoles while in
their ground state, with a concentration low enough to avoid mutual quenching. Under
these assumptions of perfect incoherence in a shift-invariant system, the final image
intensity 𝐼𝑖𝑛 can be expressed as a sum of the PSFs of all point emitters over the intensity
response of the entire sample 𝑆(𝑟) being illuminated with an intensity distribution 𝐼illu :
𝐼in(𝑟) =∫[𝐼illu(𝑟
′) ⋅ 𝑆(𝑟′)] ⋅ ℎ(𝑟 − 𝑟′)𝑑3𝑟′
= [𝐼illu(𝑟) ⋅ 𝑆(𝑟)] ⊗ ℎ(𝑟)
(2.4)
In the Fourier domain, the eqn. (2.4) can be written as:
̃𝐼in(⃖⃗𝑘) = [ ̃𝐼illu(⃖⃗𝑘) ⊗ ̃𝑆(⃖⃗𝑘)] ⋅H(⃖⃗𝑘) , (2.5)
with ̃𝐼in(⃖⃗𝑘) and ̃𝑆(⃖⃗𝑘) being the spatial frequency distribution of the image and the
sample response respectively. It should be remarked that a linear relationship is assumed
between the illumination and the sample response that allows us to express eqn. (2.4) as a
linear convolution. In practice however, most incoherent imaging systems are only spatially
incoherent or partially coherent. The image intensity is then a linear superposition of the
interference patterns of plane waves with two or more spatial frequencies and a mutual
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amplitude. This cross-interference vanishes when distance between the scatterers is large
enough to randomize their relative phases.
2.3 Vectorial DiffractionTheory
There are various ways to calculate the OTF and the PSF of an imaging system, depending
upon the imaging conditions. Based on the direction of propagation of light wave, the
imaging conditions can be classified as:
• Paraxial : when light subtends a small angle with respect to the optic axis, hence
propagating very close to it. A wide range of optical imaging systems use the paraxial
or the small-angle approximation.
• Non-paraxial : when light subtends large angles to the optic axis, as is the case with
strong focusing or imaging with high NA.
The imaging system model can also be classified based on whether light is treated as a scalar
or a vector quantity. The Fresnel - Kirchhoff scalar diffraction theory is employed when light
can be simplified as a scalar quantity and its fundamentally vectorial nature can be omitted
for the ease of computation [13, 14]. Useful as scalar theory is for the design and evaluation
of optical systems, it gives no indication about the effects of the electric field direction (i.e.,
the state of polarization). In addition, it ignores several optical effects that developed when
imaging with high NA. In such cases, a generalized and rigorous vectorial treatment of light
applicable to both low and high NA imaging is required.
The vectorial diffraction theory not only gives a more accurate model of the system
PSF and OTF, but also presents a clearer picture of the apodization introduced by the
optical elements and the aberrations caused by the sample at high NA [15, 16]. An example
of the discrepancy between vectorial and scalar PSF models is shown in fig. 2.3. Vectorial
theory shows that focusing x-polarized light with a high NA (0.95) lens makes the
transverse cross-section broader along x-axis and narrower along y-axis (blue curves in fig.
2.3). This effect doesn’t manifests in scalar theory where the cross-section remains
symmetric (red curves in fig. 2.3). At high numerical apertures (NA > 1/√2), the
approximations of the scalar diffraction theory such as Kirchhoff boundary condition, and
Fresnel or Fraunhofer approximations are violated. The first comprehensive description of
the focal electric field at high NA was proposed by Richards &Wolf in 1959 [17, 18].
Consider an objective lens with a high numerical apertureNA (= 𝑛sin 𝛼) and focal length
𝑓 focusing light to a geometrical focal spot 𝑂 (fig. 2.4). The imaging system is assumed to
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Fig. 2.3 These graphs illustrate the difference between the scalar and vectorial PSF
calculations for a transverse cross-section in (a) x-direction and (b) y-direction. Here,
linearly polarized light (along x-axis) of wavelength 532 nm is focused by an aplanatic lens
of NA 0.95 in air with the pupil apodization factor =√cos𝜃.
be axially stigmatic, i.e., focusing a single point source located at infinity to a point in the
focus. Thewavefront𝜎 behind the lenswill ideally be a spherical surface orGaussian reference
sphere with radius 𝑓 . Let’s select a point 𝑝1(𝑥1, 𝑦1, 𝑧1) on the wavefront 𝜎 and another point
𝑝2(𝑥2, 𝑦2, 𝑧2) near the focal point 𝑂. The generalized form of the Debye-Wolf Integral [20]
gives the vectorial electric field in the focal region as:
𝐸(𝑥2, 𝑦2, 𝑧2) = −
𝜄𝜋
𝜆
𝛼
∫
0
2𝜋
∫
0
𝐹1(𝜃,𝜑) 𝐹2(𝜃,𝜑) 𝐹3(𝜃,𝜑)
× sin 𝜃 exp[𝜄𝑘𝑛 ⋅ (𝑥2 sin 𝜃 cos𝜑 + 𝑦2 sin 𝜃 sin𝜑 + 𝑧2 cos 𝜃)]𝑑𝜃𝑑𝜑
(2.6)
This generalized form of the vectorial field integral makes it easy to analyze all the factors
that come into play at highNA imaging conditions. The factors in eqn. (2.6) can be described
as follows:
𝐹1(𝜃,𝜑) represents the amplitude of the illumination beam that characterizes its profile
or mode. For instance, 𝐹1(𝜃,𝜑) = 1 for uniform illumination; 𝐹1(𝜃,𝜑) = exp[−
𝑥21+𝑦
2
1
𝑤2 ] for a
Gaussian beam with beamwaist𝑤. This factor is modified to include the phase or amplitude
modification of the illumination beam caused by an optical component in its path. The use
of this factor for beam shaping will be explored in chapters 5 and 6.
𝐹2(𝜃,𝜑) indicates the apodization function which determines the energy conservation
before and after the aperture. In other words, it describes the effects of the imaging lens
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Fig. 2.4AhighNA lens with focal length 𝑓 focuses the input beam into a spherical wavefront
converging towards focus𝑂 with an angle of convergence 𝜃. The azimuthal angle is denoted
by 𝜑. Figure adapted from [19]
on the input light. Most microscopy objective are aplanatic lenses i.e., following Abbe’s sine
condition. Therefore, their apodization factor can be written as√cos𝜃. In case the lens is
aberrated, this factor takes a complex-valued form with the phase term describing the lens
aberration [21].
𝐹3(𝜃,𝜑) accounts for the polarization state of the light in the focal region. It is a product
of a matrix unit vector describing the polarization of input light and a conversion matrix
describing the changes in the polarization state between the pupil plane and the Gaussian
reference sphere. Section 2.5.1 details the formalism to describe various polarization states
and conversion matrices.
This vectorial field distribution exposes three main physical effects that a high NA lens
has on an imaging system. Firstly, the apodization function, which at lower aperture can
be approximated by the pupil function of the lens, becomes more complex. Therefore, the
shape and symmetry of the pupil as well as the transmission coefficients (e.g., phase masks)
throughout the imaging system become very significant. Furthermore, the spherical nature
of the lens surface gets perturbed in presence of aberrations and changes the field distribution
in the focal region. The complexity of these aberrations is directly related to theNAandhence
can no longer be ignored. Lastly, high-aperture lens temper the polarization state of the
illumination beam by giving rise to orthogonal polarization components in the focal region.
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To analyze the latter effect in greater detail, we assume that the imaging system is
aplanatic, i.e, it satisfies Abbe’s sine condition. We further assume that the illumination is a
quasi-monochromatic uniform beam polarized in x-direction. This implies 𝐹1(𝜃,𝜑) = 1
and 𝐹2(𝜃,𝜑) = √cos 𝜃 in eqn. (2.6). It is also convenient to introduce the polar coordinates
for the points 𝑝1 and 𝑝2 in eqn. (2.6) as follows:
𝑝1 =
⎧
⎪
⎨
⎪
⎩
𝑥1 = 𝑓 sin 𝜃 cos𝜑,
𝑦1 = 𝑓 sin 𝜃 sin𝜑,
𝑧1 = −𝑓 cos 𝜃
𝑝2 =
⎧
⎪
⎨
⎪
⎩
𝑥2 = 𝑟2 cos𝜓,
𝑦2 = 𝑟2𝜓,
𝑧2
(2.7)
where 𝜃,𝜑 are radial and azimuthal angles and r2, 𝜓 and z2 are the focal cylindrical
coordinates. With these assumptions and substitutions the vectorial electric field in eqn.
(2.6) now takes the well-known form described by Richards &Wolf [17]:
⎛
⎜
⎜
⎜
⎝
𝐸𝑥
𝐸𝑦
𝐸𝑧
⎞
⎟
⎟
⎟
⎠
= −𝜄𝜋𝜆
⎛
⎜
⎜
⎜
⎝
𝐼0 + cos(2𝜓)𝐼2
sin(2𝜓)𝐼2
−2𝜄 cos(𝜓)𝐼1
⎞
⎟
⎟
⎟
⎠
(2.8)
where 𝐸𝑥,𝑦,𝑧 are the electric field components expressed in cylindrical coordinates
(𝑟2, 𝜓, 𝑧2). The integrals 𝐼0, 𝐼1, and𝐼2 are given by:
𝐼0 =
𝛼
∫
0
√cos𝜃 sin 𝜃(1 + cos 𝜃)𝐽0(𝑘𝑟2 sin 𝜃) exp[(−𝜄𝑘𝑧2 cos 𝜃)]𝑑𝜃
𝐼1 =
𝛼
∫
0
√cos𝜃 sin2 𝜃𝐽1(𝑘𝑟2 sin 𝜃) exp[(−𝜄𝑘𝑧2 cos 𝜃)]𝑑𝜃
𝐼2 =
𝛼
∫
0
√cos𝜃 sin 𝜃(1 − cos 𝜃)𝐽2(𝑘𝑟2 sin 𝜃) exp[(−𝜄𝑘𝑧2 cos 𝜃)]𝑑𝜃
(2.9)
where 𝐽0(𝑥), 𝐽1(𝑥) and 𝐽2(𝑥) are the zero-order, first-order and second-order Bessel
functions of the first kind respectively. It is important to note in eqn. (2.8) that for 𝜓 > 𝜋/2,
three non-zero electric field components exist after linearly polarized light is focused by a
high NA lens. This polarization mixing effect, sometimes also referred to as
depolarization, is critical in explaining several observations in high NA imaging. On one
hand, it may lead to residual grating pattern in the reconstructed image in case of optical
sectioning with picoSIM (see section 4.4); on the other hand, it is crucial in the formation
of the zero-intensity spot in a STED depletion beam (see section 6.3).
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Fig. 2.5 Illumination and detection scenarios at high NA.
It is also important make a distinction between the excitation and emission scenarios at
high NA as shown in fig. 2.5. When the pupil is uniformly illuminated with a plane wave of
equal intensity, the cross-sectional area scales by 1/ cos 𝜃𝑒𝑥, implying that the rays with higher
solid angles in the aperture appear less bright since they entail less intensity due to the smaller
area subtended on the reference sphere. This further implies that the energy density scales
by cos 𝜃𝑒𝑥 and the amplitude then scales by a factor of √cos𝜃𝑒𝑥 on the illumination side.
Assumed to be randomly oriented in the sample, the fluorophores receive more contribution
from the lower angles of illumination as compared to the higher ones. However, the effect
is reversed in case of emission. Being mutually incoherent single emitters, the fluorophores
now emit the same power per solid angle and the cross-sectional area on the reference sphere
scales by a factor of cos 𝜃𝑒𝑚. This amounts to an amplitude scaling of 1/√cos 𝜃𝑒𝑚 on the
detection side. Moreover, the higher angle rays now contribute more towards the resulting
PSF.
2.4 Extended depth-of-field
It is noteworthy that the discussion so far focused on the lateral extent of a PSF. In the axial
direction, diffraction affects the PSF evenmore severely. As a result, when imaging biological
samples that are inherently three-dimensional, the sample features appear blurry beyond the
focal region. To get an estimate, consider the case of a point source being imaged by a circular
aberration-free aperture. Born & Wolf predicted that the axial intensity of the 3D-PSF thus
generated will decrease to zero at an axial distance of ±2𝜆/NA2 and to 80% of the maximum
value at an axial distance of ±0.5𝜆/NA2 [22]. Although the practically useful axial extent of
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the PSF is much larger than 𝜆/NA2, this prediction highlights the strong inverse dependence
of axial intensity on NA.
Depth-of-field (DOF) refers to the distance between the closest and the farthest sample
planes simultaneously in focus, i.e., a measure of the axial elongation of a PSF. This term is
sometimes wrongly interchanged with depth-of-focus which refers to its image space
counterpart. DOF should also not be confused with axial resolution; in fact, they represent
quite contradicting properties. Using high NA lenses, one can achieve high axial and lateral
resolution simultaneously; but the extent of such a PSF would be limited along all axes.
While minute structures can be imaged this way, the DOF is limited to a small axial region.
At low NA, the scenario is inversed - a long axial extent of the PSF can be gained while
sacrificing the resolution isotropically. Many sample layers can be imaged simultaneously,
but with lower resolution. The ideal solution for imaging 3D biological samples would
therefore be a combination of the two scenarios - an elongated axial extent of the PSF while
maintaining a high lateral resolution. This desirable feature in microscopy is known as
Extended depth-of-field (EDF).
Optical as well as computationalmeans can be used to extend theDOFwhilemaintaining
lateral resolution [23]. The most crude way to attain EDF would involve shifting the focal
position of the sample or the objective within each exposure, thereby integrating the focal
images from various axial position into one [24]. This also means ensuring a smooth focal
change and risking overexposure of the image. By measuring thin focal sections in a sample
volume to minimize out-of-focus blur and then projecting a sum of these sections onto a
single image, EDF can be achieved computationally. More complex ways to perform this
axial projection using complex wavelet-transforms [25] and deconvolution [26] can yield
improved results. However, computational EDF methods first require a volumetric imaging
of the sample in small z-steps to generate a faithful projection of the sample. Doing so is not
only time consuming and experimentally expensive, but can also cause photo-damage in the
sample due to repeated exposures. Optical methods for extending DOF can overcome these
disadvantages by employing a z-independent PSF. Non-diffracting beams like Bessel beam
would be a fitting example of such PSFs. Chapter 5 presents an optical method to extend
DOF by creating a Bessel-like beam.
2.5 Polarization
Polarization is a basic property of a light wave that describes the direction of vibration of its
electric field. Polarization state of light can seldom be neglected and has a profound impact
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on optical imaging, since it can be altered by any interaction with optical interfaces and
different media. A variety of polarization states exist, ranging from completely random to
completely polarized. In this section, the mathematical models describing these states will
be summarized. A detailed study of polarization can be found in [27, 22, 28].
2.5.1 Description of polarization states
Since light is a transverse wave, the electric field vector ⃖⃖⃗𝐸 is perpendicular to the propagation
direction at any given instance. The orthogonal components of such a monochromatic wave
propagating in z-direction with wave vector ⃖⃗𝑘 and radial frequency 𝜔𝑜 at a given time 𝑡 can
be written as:
⃖⃖⃗𝐸𝑥(𝑧, 𝑡) = 𝐸𝑥𝑜𝑒𝜄(𝜔𝑜𝑡−𝑘𝑧𝑧+𝜑𝑥)
⃖⃖⃗𝐸𝑦(𝑧, 𝑡) = 𝐸𝑦𝑜𝑒𝜄(𝜔𝑜𝑡−𝑘𝑧𝑧+𝜑𝑦)
(2.10)
where 𝐸𝑥𝑜, 𝐸𝑦𝑜 are the maximum amplitudes and 𝜑𝑥, 𝜑𝑦 are the phases of two orthogonal
components. The relative phase difference between the two components is 𝜑 = 𝜑𝑥 − 𝜑𝑦.
The polarization state of a plane electromagnetic wave propagating in a uniform isotropic
medium is given by the curve which the electric field vector follows in a plane
perpendicular to the direction of propagation. At a given instance of time, this curve is an
ellipse whose parametric equations are given by eqn. (2.10) depicted in fig. 2.6 a. By
changing the parameters in eqn. (2.10), it is possible to describe the important degenerate
cases of polarization, namely: linear (horizontal or vertical), circular (right or left) and
±45𝑜 polarization, as shown in fig. 2.6 b.
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Fig. 2.6 (a) shows the polarization ellipse. (b) shows the various degenerate cases of
polarization described by different parameters of the polarization ellipse.
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The polarization ellipse enables us to describe the various state of polarization of light
with a single equation. However it operates under the assumption that the light is completely
polarized and elliptic path of field vectors can be observed, both of which are usually untrue
in the physical world. Therefore, a realistic and generalized description of polarization is
required. Depending on the coherence of light being investigated, two formalisms - Jones
Vectors and Stokes Vectors - can be used, as will now be described.
Stokes Vector and Müller Matrix
The Stokes vector S represents the most generalized state of polarization of a light wave. In
1852, Sir George Gabriel Stokes discovered that any state of polarized light can be described
completely by four observable or measurable quantities, called the Stokes parameters I, Q,
U, V. The first parameter expresses the time average of the square of amplitude i.e., the total
intensity of the optical field. The remaining three parameters describe the polarization state
in terms of the degenerate states of polarization shown in fig. 2.6 b.
S =
⎡
⎢
⎢
⎢
⎢
⎣
𝐼
𝑄
𝑈
𝑉
⎤
⎥
⎥
⎥
⎥
⎦
=
⎡
⎢
⎢
⎢
⎢
⎣
𝐸2𝑥𝑜 +𝐸2𝑦𝑜
𝐸2𝑥𝑜 −𝐸2𝑦𝑜
2𝐸𝑥𝑜𝐸𝑦𝑜 cos𝜑
2𝐸𝑥𝑜𝐸𝑦𝑜 sin𝜑
⎤
⎥
⎥
⎥
⎥
⎦
=
⎡
⎢
⎢
⎢
⎢
⎣
𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦
𝐼(0𝑜) − 𝐼(90𝑜)
𝐼(45𝑜) − 𝐼(135𝑜)
𝐼(𝑅𝐶𝑃 ) − 𝐼(𝐿𝐶𝑃 )
⎤
⎥
⎥
⎥
⎥
⎦
(2.11)
These parameters also satisfy the relation: 𝐼2 ≥ 𝑄2+𝑈2+𝑉 2; this relation is an equality
when the light is completely polarized and an inequality when the light is partially polarized
or unpolarized.
Table 2.1 Various states of polarization described by Stokes parameters
Linear Horizontal Polarization 𝐼 = 𝐸2𝑥𝑜 ,𝑄 = 𝐸2𝑥𝑜 , 𝑈 = 0 ,𝑉 = 0
Linear Vertical Polarization 𝐼 = 𝐸2𝑦𝑜 ,𝑄 = −𝐸2𝑦𝑜 , 𝑈 = 0 ,𝑉 = 0
Linear +45𝑜 Polarization 𝐼 = 2𝐸2𝑜 ,𝑄 = 0 ,𝑈 = 2𝐸2𝑜 , 𝑉 = 0
Linear −45𝑜 Polarization 𝐼 = 2𝐸2𝑜 ,𝑄 = 0 ,𝑈 = −2𝐸2𝑜 , 𝑉 = 0
Right Circular Polarization 𝐼 = 2𝐸2𝑜 ,𝑄 = 0 ,𝑈 = 0 ,𝑉 = 2𝐸2𝑜
Left Circular Polarization 𝐼 = 2𝐸2𝑜 ,𝑄 = 0 ,𝑈 = 0 ,𝑉 = −2𝐸2𝑜
Fully Polarized light 𝐼2 = 𝑄2 +𝑈2 + 𝑉 2
Partially Polarized light 𝐼2 > 𝑄2 +𝑈2 + 𝑉 2
Unpolarized Polarized light 𝑄 = 𝑈 = 𝑉 = 0
After discussing how to describe polarization, it is now important to understand how to
manipulate it. While Stokes parameters describe the polarization state of light, the Müller
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matrix formalism describes the ability of optical components to change the polarization of
light. Interaction of light with an optical element follows this simple recipe: the incident
beam, characterized by its Stokes parameters S, is incident on the optical element, described
by its Müller matrix M, resulting in a manipulated emerging beam with Stokes parameters
S′. Mathematically, this is represented as a linear relationship:
S′ =M ⋅ S
⎡
⎢
⎢
⎢
⎢
⎣
𝐼′
𝑄′
𝑈 ′
𝑉 ′
⎤
⎥
⎥
⎥
⎥
⎦
=
⎡
⎢
⎢
⎢
⎢
⎣
𝑚11 𝑚12 𝑚13 𝑚14
𝑚21 𝑚22 𝑚23 𝑚24
𝑚31 𝑚32 𝑚33 𝑚34
𝑚41 𝑚42 𝑚43 𝑚44
⎤
⎥
⎥
⎥
⎥
⎦
⎡
⎢
⎢
⎢
⎢
⎣
𝐼
𝑄
𝑈
𝑉
⎤
⎥
⎥
⎥
⎥
⎦
(2.12)
Depending upon the way an optical element alters the polarization of light, it can be
categorized as one of the four basic polarization elements: (1) if an optical element changes
the amplitudes of the orthogonal components of the electric field vector, it is called a
polarizer or diattenuator; (2) if an optical element alters the relative phase of the
components, it is called a retarder or a wave plate; (3) if it changes the direction of the
components, it is termed as a rotator; or (4) if it transfers the energy from polarized states
to the unpolarized state, it is called a depolarizer. These fundamental properties of a
polarization element, with the exception of rotation, are described by the Müller matrices.
The Müller matrices of polarizer and retarder, which are most relevant to this work, are
described below, while the other two components are described in Appendix A.2.
Polarizer or diattenuator can be called a polarization generator (or simply, polarizer) or
polarization analyzer (or simply, analyzer) depending upon its placement within the optical
system. If its amplitude attenuation coefficients along the orthogonal transmission axes are
designated as 𝑎𝑥 = 𝑎cos 𝛾 and 𝑎𝑦 = 𝑎sin 𝛾 with 𝑎2 = 𝑎2𝑥 + 𝑎2𝑦, the generalized Müller matrix
of a polarizer can be written as:
Mpol(𝛾) =
𝑎2
2
⎡
⎢
⎢
⎢
⎢
⎣
1 cos 2𝛾 0 0
cos 2𝛾 1 0 0
0 0 sin 2𝛾 0
0 0 0 sin 2𝛾
⎤
⎥
⎥
⎥
⎥
⎦
(2.13)
oriented at an angle 𝛾 such that 0 ≤ 𝛾 ≤ 90𝑜. For a perfectly linear horizontal polarizer,
the transmission will be only along x axis, i.e., 𝑎 = 1 and 𝛾 = 0𝑜. Similarly for a perfectly
linear vertical polarizer, 𝑎 = 1 and 𝛾 = 90𝑜.
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Retarder changes the phase of the twoorthogonal components of the incident field by+𝜙/2
and−𝜙/2 respectively, thus introducing a total phase shift of𝜙 between the two components.
The Müller matrix of such a retarder oriented at an angle 𝜃 is written as:
Mret(𝜙, 2𝜃) =
⎡
⎢
⎢
⎢
⎢
⎣
1 0 0 0
0 cos2 2𝜃 + cos𝜙 sin2 2𝜃 (1 − cos𝜙) sin 2𝜃 cos 2𝜃 −sin𝜙 sin 2𝜃
0 (1 − cos𝜙) sin 2𝜃 cos 2𝜃 sin2 2𝜃 + cos𝜙cos2 2𝜃 sin𝜙cos 2𝜃
0 sin𝜙 sin 2𝜃 −sin𝜙cos 2𝜃 cos𝜙
⎤
⎥
⎥
⎥
⎥
⎦
(2.14)
Note that unlike the polarizers, retarders have no influence on the intensity (amplitude) of
incident light. Setting 𝜃 to zero results in two special forms of retarders which are significant
to this work. In a quarter-wave retarder, the phase of one component of the light is delayed
with respect to the orthogonal component by one quarter wave, and hence 𝜙 = 90𝑜. In a
half-wave retarder, the phase of one component of the light is delayed with respect to the
orthogonal component by half a wave, and hence 𝜙 = 180𝑜.
Jones Vector and Jones Matrix
The Jones vector is used to describe fully polarized light propagating in a homogeneous
medium. Suppressing the wave propagator terms from the plane wave eqn. (2.10), the
electric field of a monochromatic EM wave traveling in a homogeneous medium can be
expressed as a column vector called the Jones vector E :
E =
[
⃖⃖⃗𝐸𝑥(𝑧, 𝑡)
⃖⃖⃗𝐸𝑦(𝑧, 𝑡)]
=
[
𝐸𝑥𝑜𝑒𝑖𝜑𝑥
𝐸𝑦𝑜𝑒𝑖𝜑𝑦]
(2.15)
Here, ⃖⃖⃗𝐸𝑥(𝑧, 𝑡) and ⃖⃖⃗𝐸𝑦(𝑧, 𝑡) are the orthogonal x- and y-components of the electric field of light
traveling along the z axis. The z-component of electric field ⃖⃖⃗𝐸𝑧 is zero, when considering the
light as a transverse wave. It also follows that E† ⋅ E = 𝐼 , where E† is the complex transpose of
𝐸 and 𝐼 is the total intensity of the optical field. The two components of E typically represent
horizontally and vertically polarized light. Similar to the Stokes vector, the components of
Jones vector can also be varied to describe the degenerate cases of polarization (see table 2.2).
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Table 2.2 Various degenerate cases of polarization described by their Jones matrices.
Linear
(horizontal)
polarization
Linear
(vertical)
polarization
Linear ±45𝑜
polarization
Right circular
polarization
Left circular
polarization
⎡
⎢
⎢
⎣
1
0
⎤
⎥
⎥
⎦
⎡
⎢
⎢
⎣
0
1
⎤
⎥
⎥
⎦
1
√2
⎡
⎢
⎢
⎣
1
±1
⎤
⎥
⎥
⎦
1
√2
⎡
⎢
⎢
⎣
1
+𝜄
⎤
⎥
⎥
⎦
1
√2
⎡
⎢
⎢
⎣
1
−𝜄
⎤
⎥
⎥
⎦
Table 2.3 Jones Matrix representation of basic polarization elements.
Linear (horizontal) polarizer at an angle 𝛾 Jpol(𝛾) = [
cos2 𝛾 sin 𝛾 cos 𝛾
sin 𝛾 cos 𝛾 cos2 𝛾 ]
Linear (vertical) polarizer at an angle 𝛾 Jpol(𝛾) = [
sin2 𝛾 − sin 𝛾 cos 𝛾
− sin 𝛾 cos 𝛾 cos2 𝛾 ]
Retarder with 𝜃 phase shift Jret(𝜃) = [
𝑒+𝜄𝜃/2 0
0 𝑒−𝜄𝜃/2]
Rotator with angle of rotation 𝛿 Jrot(𝛿) = [
cos 𝛿 sin 𝛿
− sin 𝛿 cos 𝛿]
Much like the Stokes-Müller formalism, Jones vector can also be used to describe the
interaction of polarized light with an optical element.
E′ = J ⋅ E
J =
[
𝑗11 𝑗12
𝑗21 𝑗22]
(2.16)
J is called the Jones Matrix. For basic polarization devices, the Jones matrix is given in
Table 2.3. In the subsequent chapters, Jones vectors and Jones matrices will be revisited in
the context of the applications.
2.5.2 Cylindrical polarization
The discussion on polarization so far has been concentrated on the spatially homogeneous
states of polarization - linear, elliptical or circular - where the state of polarization is
independent of the spatial location within the beam. However a spatially inhomogeneous
polarization state, also known as cylindrical polarization also exists. Of particular
significance to this work are two forms of cylindrical polarization, namely: radial
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polarization and azimuthal polarization. A radially polarized beam is linearly polarized at
every point, but the spatial orientation of the electric field is defined by the azimuthal angle
𝜑 in the plane perpendicular to the propagation. An azimuthally polarized beam is also
linearly polarized at every point, but the spatial orientation of the electric field is rotated by
𝜋/2 with respect to radial polarization, hence defined by azimuthal angle 𝜑 + 𝜋/2. Being
fully polarized, radial and azimuthal beams can be described by their Jones matrices [29]:
Jrad = [
cos𝜑
sin𝜑]
Jazim = [
−sin𝜑
cos𝜑 ]
(2.17)
2.5.3 Birefringence
The state of polarization can be controlled by varying the amplitude or the phase of the
electric field vectors. Phase control is typically preferred over the amplitude modification to
minimize the energy loss. Since the field vectors are orthogonal to each other, an
anisotropic optical medium is required to introduce different retardation along different
directions. Generally, a medium is said to be anisotropic if its macroscopic properties
depend on the direction (as opposed to isotropic, where these properties are
homogeneous). An especially important property that guides the light in a medium is the
refractive index 𝑛, which is simply a factor of delay imposed by the material on the speed of
the light traveling through it. Each principal axis of the material is associated with a
principal refractive index, namely 𝑛𝑥, 𝑛𝑦, 𝑛𝑧.
For a plane monochromatic wave moving in a linear dielectric medium free of charges,
currents and magnetic polarization, Maxwell’s equations give the relationship between the
electric field vector ⃖⃖⃗𝐸 and the displacement field ⃖⃖⃗𝐷 as :
⃖⃖⃗𝐷 = 𝜀𝜀0 ⃖⃖⃗𝐸 (2.18)
where 𝜀0 is the electric permittivity of free space and 𝜀 is the electric permittivity of the
material. This relationship with 𝜀 as a scalar is true for an isotropic medium. However in an
anisotropic mediumwhere ⃖⃖⃗𝐷might not be parallel to ⃖⃖⃗𝐸, this relationship can be generalized
as:
𝐷𝑖 =∑
𝑗
𝜀𝑖𝑗𝐸𝑗 𝐸𝑖 =∑
𝑗
𝜀−1𝑖𝑗 𝐷𝑗 (2.19)
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Fig. 2.7 Shown here are the index ellipsoids of isotropic, uniaxial and biaxial crystals with
the principal axes along each axes. The ordinary and extraordinary refractive indices 𝑛𝑜 and
𝑛𝑒 are indicated in isotropic and uniaxial media while 𝑛𝑥, 𝑛𝑦 and 𝑛𝑧 represent the principal
axes in a biaxial medium.
𝜀 is now a symmetric second order tensor given by a 3 × 3 matrix. By choosing the
appropriate frame of reference and neglecting its complex nature, this tensor can be
diagonalized in terms of the principal refractive indices as follows:
𝜀 =
⎡
⎢
⎢
⎢
⎣
𝜀𝑥𝑥 0 0
0 𝜀𝑦𝑦 0
0 0 𝜀𝑧𝑧
⎤
⎥
⎥
⎥
⎦
=
⎡
⎢
⎢
⎢
⎣
𝑛2𝑥 0 0
0 𝑛2𝑦 0
0 0 𝑛2𝑧
⎤
⎥
⎥
⎥
⎦
(2.20)
For isotropic media, 𝑛2 = 𝜀𝑥𝑥 = 𝜀𝑦𝑦 = 𝜀𝑧𝑧. Anisotropic media have different values
of 𝜀𝑖𝑖 and can be subdivided as : uniaxial (𝑛2𝑜 = 𝜀𝑥𝑥 = 𝜀𝑦𝑦, 𝑛2𝑒 = 𝜀𝑧𝑧) and biaxial (𝑛2𝑥 =
𝜀𝑥𝑥, 𝑛2𝑦 = 𝜀𝑦𝑦, 𝑛2𝑧 = 𝜀𝑧𝑧). Furthermore, a uniaxial medium can be negative (𝑛𝑒 < 𝑛𝑜) or
positive (𝑛𝑒 > 𝑛𝑜). Here, 𝑛𝑜 and 𝑛𝑒 are known as the ordinary and extraordinary refractive
indices. However, the inverse of tensor 𝜀 takes a more useful form as the index ellipsoid
described by the equation:
𝐷𝑥
𝑛2𝑥
+
𝐷𝑦
𝑛2𝑦
+ 𝐷𝑧
𝑛2𝑧
= Constant (2.21)
With the main axes given directly by the principal refractive indices, the index ellipsoid
describes the optical properties of a birefringent material completely. The principal axis with
the lower refractive index is called the fast axis, while the onewith the higher refractive index
is called the slow axis. Fig. 2.7 shows the index ellipsoids for isotropic, uniaxial and biaxial
media.
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When a plane wave enters an anisotropic medium, the standard Snell’s law of refraction
needs to be modified to accommodate two (or more) distinct refractive indices.
𝑘 sin 𝜃𝑖𝑛 = 𝑛(𝜃𝑟) sin 𝜃𝑟 (2.22)
This is to say that, for each k-vector 𝑘 incident at an angle 𝜃𝑖𝑛, the angle of refraction 𝜃𝑟
determines the refractive index 𝑛. Therefore in a generic case, this leads to the splitting of
the incident beam into two refracted waves, ordinary and extraordinary, with different
directions and polarizations. It is worth considering two specific cases: parallel and
perpendicular orientations of the wave. When the wave travels parallel to the optic axis 𝑛𝑒 ,
it perceives the material as isotropic. When it travels perpendicular to this axis, it does not
split and experiences only a phase difference between its orthogonal components. This
property of an anisotropic material to have orientation-dependent differences in refractive
index is known as birefringence. Many applications employ birefringence to fabricate
optical devices like wave plates, liquid crystal displays, light modulators etc. In this work,
birefringence forms the basis of shaping light using polarization engineering.
Wave retarders or wave plates are optical devices that can alter the polarization state of
the incident light by introducing a phase shift or ’retardation’ between its orthogonal
components. A wave retarder is usually cut out of a birefringent crystal such that one of its
surfaces is parallel to the optic axis of the crystal. If the crystal is negative uniaxial, the fast
axis lies along the extraordinary eigenstate; otherwise, the slow axis lies along the
extraordinary eigenstate. As a physical quantity, birefringence is the difference between the
indices of extraordinary and ordinary rays i.e., 𝑛𝑒 − 𝑛𝑜. The phase lag or Retardation Γ
introduced by a birefringent material of thickness T on light with vacuum wavelength 𝜆 is
given as:
Γ = 2𝜋𝜆 (𝑛𝑒 − 𝑛𝑜)𝑇 (2.23)
Themost common retardance values are 𝜆/4 (or 𝜋/2) and 𝜆/2 (or 𝜋) which correspond to
special polarization devices called quarter-wave plate and a half-wave plate respectively. The
retardance of these devices can be written as:
Γ𝑄𝑊 𝑃 = (2𝑛′ +
1
2)𝜋 Γ𝐻𝑊 𝑃 = (2𝑛
′ + 1)𝜋 (2.24)
Here, n’ is called the order of a wave plate and represents the integer number of waves added
to the desired retardance. Wave retarder with Γ < 2𝜋 are considered as zero-order, while
those with Γ > 2𝜋 are considered as multi-order.
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Fig. 2.8Arrangement of thin periodic layers within the bulk substrate makes it behave like a
birefringent material.
2.5.4 Types of Birefringence
Intrinsic birefringence is present inherently in natural and synthetic crystals or materials
that have an anisotropic unit cell structure. Crystal quartz, calcite, tourmaline etc. are
examples of naturally birefringent materials.
Stress Birefringence occurs when internal or external mechanical forces (stress/strain)
introduce birefringence in an otherwise isotropic material. Examples of such material
include stretched polymer or films, deformed glasses etc.
Edge Birefringence is seen in the materials with a steep gradient of refractive index
around the boundary region, which induces a weak retardance irrespective of the boundary
conditions (material interfaces). This phenomenon can be observed in almost all material
including isotropic ones.
Form birefringence is demonstrated by substrates with anisotropic structures much
larger than the molecular scale, but smaller than the incident wavelength. Since this kind of
birefringence is exhibited by femtosecond laser-pulse induced nanogratings, it is worthy of
a detailed treatment. Let’s consider a plane monochromatic wave incident perpendicularly
on a periodic arrangement of thin layers of a dielectric material (refractive index 𝑛1,
thickness 𝑡1) separated by a medium (refractive index 𝑛2, thickness 𝑡2) (fig. 2.8). Assuming
that the period of this periodic arrangement Λ = 𝑡1 + 𝑡2 is smaller than the wavelength of
light, the structure, although made up of an isotropic material on a microscopic level,
behaves as an uniaxial material with its optic axis perpendicular to the dielectric layers on a
macroscopic level. Here, the effective ordinary and extraordinary refractive indices are
written as:
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𝑛𝑒 = 𝑛⟂ =
√√√
⎷
𝑛21𝑛
2
2
𝑔1𝑛22 + 𝑔2𝑛
2
1
𝑛𝑜 = 𝑛∥ =√𝑔1𝑛21 + 𝑔2𝑛
2
2 (2.25)
where 𝑔1 = 𝑡1/Λ and 𝑔2 = 𝑡2/Λ are geometric parameters. In nanogratings inscribed by
ultrashort pulses, typical birefringence values i.e., 𝑛𝑒 − 𝑛𝑜 are in the order of 10−3, resulting
in a retardance of a few hundred nanometers over a few micrometers of inscription volume.
Theprocess behind inducing the form-birefringence in an isotropic substrate like transparent
fused silica is described in detail in chapter 3 while applications of these birefringent devices
is discussed in chapters 4, 5 and 6.
2.5.5 Fluorescence Anisotropy
The extent of polarization of the emitted fluorescence signal by a sample with respect to the
illumination can be described as fluorescence anisotropy. Like birefringence is a property
of anisotropic crystalline materials, fluorescence anisotropy is a property of fluorophores to
emit unequal intensities of light along different axes of incident polarization. Fluorescence
anisotropy can arise due to many factors, most of which are governed by the sample itself.
Generally, a fluorophore can be approximated as a radiating dipole in the absence of any
rotational diffusion. In a homogeneous medium, such an ideal fluorophore would have the
highest probability of excitation if its transition dipole moment for absorption lies along the
direction of incident polarization. This photoselectivity leads to a population of excited
fluorophores along a preferred orientation. Similarly, the emitted fluorescence is also
oriented along the direction of the emission transition, resulting in polarized emission. The
fluorescence anisotropy r for a homogeneous solution containing ideal fluorophores
illuminated with vertical polarization can be measured as:
r =
𝐼∥ − 𝐼⟂
𝐼∥ + 2𝐼⟂
, (2.26)
where 𝐼∥ and 𝐼⟂ are the intensities of vertical and horizontal polarization emitted by
the sample and the total intensity emitted by the sample is therefore 𝐼∥ + 2𝐼⟂. Being a
ratiometric quantity, r is dimensionless and independent of dye concentration. For single
photon absorption by an ideal fluorophore whose absorption and emission transitions are
colinear, r depends only on the probability of absorption cos2 𝛽 (𝛽 being the angle between
the input polarization and the absorption/emission dipole) and takes a maximum value
𝑟0 = 0.4 [30]. Fluorescence anisotropy r is also related to the fluorescence polarization
factor 𝑝𝑎 introduced in section 4.2.2 as:
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𝑝𝑎 =
𝐼∥ − 𝐼⟂
𝐼∥ + 𝐼⟂
= 3r2 + r (2.27)
If the emission is completely polarized along the direction of input polarization, implying
𝐼⟂ = 0, the emitted fluorescence will be completely oriented i.e. 𝑝𝑎 = r = 1. However, due
to the aforementioned probability of absorption, 𝑝𝑎 is also limited to 0.5.
In reality, the fluorophores are neither fixed nor isolated. As a result, fluorescence
anisotropy is influenced by the rotational diffusion of the fluorophore which in turn
depends the factors determining its flexibility like its molecular weight, the nature of its
binding with the labeled molecule and the viscosity of the medium. Therefore, a
time-resolved decay of fluorescence anisotropy should be determined as [30]:
r(𝑡) = 𝑟0 exp[−𝜏/𝜙𝑡] = 𝑟0 exp[−6𝜏𝐷𝑟] , (2.28)
where 𝑟0 is the fundamental anisotropy in absence of rotational diffusion, 𝜏 is the excited state
fluorescence lifetime, 𝜙𝑡 is the rotational correlation time, and𝐷𝑟 is the rotational diffusion
coefficient. From the Stokes-Einstein equation, it is also seen that :
𝐷𝑟 =
𝑘𝑇
6𝜋𝜂𝑅 , (2.29)
where 𝑘 is the Boltzmann’s constant, 𝑇 is temperature, 𝜂 is the solvent viscosity and 𝑅 is the
molecular radius. From eqn. (2.28) and (2.29), it can be concluded that:
• r increases as molecular weight increases.
• r increases as solvent viscosity increases.
• r decreases as the fluorescence lifetime of the dye increases.
A large fluorophore like Green Fluorescent Protein (GFP) with its limited flexibility and
𝜏 = 2.93 ± 0.02 ns (in PBS) can achieve values of r ≥ 0.32 and 𝑝𝑎 ≥ 0.41 [31]. In contrast,
a small fluorophore like Fluorescein isothiocyanate (FITC) with 𝜏 = 3.6 ± 3 ns (in PBS) has
r = 0.01 [32].
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Nanogratings
3.1 Introduction
Controlling and guiding light efficiently has become the bottleneck for many optical
technologies. Due to a lack of natural optical materials allowing a precise control of light
shaping, new materials need to be developed. With numerous desirable properties, glasses
have long been regarded as a versatile material in many branches of science and
engineering. However, the rising use of ultrashort laser with pulse duration of picoseconds
and femtoseconds as a precise, three-dimensional, nano-machining tool for glasses has
further opened up many new avenues not only in the field of optics, but also medicine,
computing, automation etc.
Due to high-order nonlinear (multi-photon) absorption, ultrashort pulses in the range
of femtoseconds can introduce material modifications even when focused in the bulk of a
transparent substrate such as glass, polymer or crystals. Furthermore, the ability of ultrashort
pulses to deposit high energy in a very short period of time helpsminimize thermal diffusion
to the surrounding area and results in confined nanoscale modifications. This can be done
deterministically with a reproducible resolution. The possible modifications can be classified
into three different regimes [33] based on the energy deposited in the volume:
1. Small laser power (e.g. pulse energy of 40 nJ and repetition rate 100 kHz ) rapidly
melts the irradiated region, which eventually quenches to cause isotropic changes in
refractive index that evolve into low loss optical waveguides [34, 35].
2. Moderate laser power (e.g. pulse energy of 100 nJ and repetition rates ≈1MHz) results
in local inscription of strong birefringence in an otherwise isotropic material, which
lead to the formation of self-ordered nanogratings [36], as shown in fig. 3.1.
32 Nanogratings
x
y
v, E
Fig. 3.1 Scanning Electron Microscopy (SEM) images showing the gradual process of
nanograting formation with continued irradiation of femtosecond laser pulses in fused silica.
Laser wavelength of 515 nm, pulse duration of 450 fs, pulse energy of 50 nJ and repetition
rate of 2.3 MHz were used. The direction of laser writing ⃖⃗𝑣 and the orientation of laser
polarization ⃖⃖⃗𝐸 are also indicated. Figure adapted from fig. 2.5 of [19] with permission from
de Grutyer.
3. High laser power (e.g. pulse energy above 100 nJ and repetition rates of several MHz)
causes confined micro-explosions that lead to localized removal of material which can
be used for applications in data storage, microfluidics [37] etc.
Amongst these regimes, the self-ordered nanogratings written directly with
femtosecond-laser pulses with moderate pulse powers in fused silica glass are of most
interest to this work. Nanogratings consist of a periodic arrangement of sheet-like
sub-wavelength structures called nanopores [19]. With continued irradiation, these
nanopores grow and self-assemble into dense grating planes. On a macroscopic level, the
nanogratings act as a uniaxial negative crystal or a localized wave plate by introducing a
retardance between the different components of the incident electric field. The
birefringence of these gratings was illustrated in section 2.5.4. The fast axis of this
birefringent material is parallel to the optical axis (see fig. 2.8). The anisotropic behavior of
nanogratings combined with three-dimensional degrees of freedom in writing the
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nanogratings sets the basis for producing versatile birefringence devices. The nanograting
inscription technique allows for robus and monolithic design of these devices, giving them
better resistance to environmental fluctuations and making them cheaper and easier to
manufacture compared to lithography based techniques. Three such devices that have been
designed and tested for applications in high-resolution microscopy in this dissertation work
were fabricated by Zimmermann et al [38].
3.2 Nanograting formation
The formation of nanogratings is a gradual process, the details of which remain a subject
of continued research. Existing theories, namely, the plasma-light interference theory [36]
and the transient nanoplasmonic theory [39, 40] cannot completely describe the formation
process or the resultant nanograting characteristics. Some recent studies [41, 42] propose a
composite four-phasemodel as an alternate explanation. The details of thismodel have been
presented in [38]. This model suggests that the process of nanograting formation operates
on a delicate balance betweenmaterial stress and polarization-based effects, where the initial
phases are driven by stress and polarization effects take over as the nanogratings start to
emerge. The four-phase model is summarized below:
Continued irradiation
k vector
Electric Field
Objective
Transparent 
Substrate
v, E
Phase  1
Phase  2
Phase  3
Phase  4
Fig. 3.2 (a) A schematic showing the inscription laser writing a nanograting in the bulk
of a transparent substrate. (b) shows a close-up view of the evolution of small voids into
nanopores and eventually into periodically aligned nanograting planes as the inscription
progresses.
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Phase 1 Formation of nanograting is initiated by focusing single ultrashort pulses in the
bulk of the glass substrate as shown in fig. 3.2. This forms isotropic cylindrical voids, with
their shapes and sizes determined by the focal laser intensity distribution.
Thermo-mechanical properties like Young’s modulus and viscosity influence the rate of
void formation at this stage.
Phase 2 Formation of randomized inhomogeneities starts in the substrate as the
irradiation continues. This is mainly caused by a combined effect of the micro-explosions
driven by the cyclic heating and quenching of the material [43] and development of
elongated cracks along the scan direction due to stress. In fused silica, these
inhomogeneities show up as densified material surrounding the void.
Phase 3 Small anisotropic nanopores start to emerge from these inhomogeneities (fig.
3.2). Asymmetric field enhancement perpendicular to the polarization direction causes this
pore formation. The field enhancement is sufficient to break the oxygen bonds out of the
lattice and cause it to migrate [44]. This reduces the ionization cross-section for the next
pulse and acts as a pulse-to-pulse polarization-driven feedback mechanism [40]. The effects
of polarization also becomes more evident at this stage, since the plasma structures
originating from randomly distributed inhomogeneities interact strongly and start to
organize themselves in regularly spaced planes oriented perpendicularly to the laser
polarization [41]. The rate of nanopore growth is faster if polarization is perpendicular to
the scan direction.
Phase 4 Anisotropic nanopores multiply swiftly and continue to align themselves
perpendicular to the polarization direction, as the nanograting planes finally begin to take
shape. The grating period is observed to be lower than expected due to the coherent
superposition of scattered field from existing grating planes resulting in new grating planes
and decreasing the effective grating period [45].
3.3 Inscription Process
The experimental setup used by Zimmermann et al. to inscribe nanogratings in the bulk of
a transparent substrate as described in [46] and [47]. For studying the influence of different
parameters, different laser systems and their frequency doubled outputs with wavelength
ranges from 1550 nm to 515 nm are employed. But for most inscription processes, an
ultrafast oscillator generating pulses in the range of a few hundred femtoseconds to a few
picoseconds is used. An acousto-optic modulator is used to tune the pulse-repetition rate.
Polarization optics are used to adjust the pulse energy as well as specify the direction of
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inscription polarization. An objective with numerical aperture in the range of 0.1 to 0.6
focuses the laser beam in shallow material depths of 150 to 200 𝜇m to keep the spherical
aberration to a minimum. The choice of a moderate NA for focusing also prevents severe
damage to the substrate. Nanometer precision stages allow to control the sample and/or
objective to achieve arbitrary control over the writing geometry. The sample movement is
typically in the range of 1𝜇𝑚 to several mm per second. The choice of inscription
parameters determines the size of the modification as well as the number of pulses incident
per laser spot, both of which can be tweaked to obtain the desired local modification or
retardance. A short discussion about the influence of laser parameters on nanograting
properties is discussed in section 3.4.
In order to observe and characterize the formation of nanogratings, techniques like
strain analysis, optical retardance measurement, scanning electron microscopy (SEM) and
X-ray scattering can be employed. While the first two techniques give a qualitative measure
of the nanograting characteristics, the latter two techniques can be used to study the
underlying physical structure of the gratings with high precision. Structural analysis with
SEM imaging however involves chemical etching and slicing of the substrate which can
destroy the fine structures and only reveal information specific to a particular slice. On the
other hand, being non-destructive and non-invasive, X-ray scattering proves to be more
advantageous for studying morphological changes in a material with isotropic background.
By varying the scattering angle, various features of the morphological changes can be
investigated in-situ. Small angle X-ray scattering (SAXS) can reveal density
inhomogeneities in the substrate down to the nanometer range. In contrast, wide angle
X-ray scattering (WAXS) can uncover laser-induced strain due to the atomic
rearrangement. A combination of these techniques can lead to a comprehensive analysis of
the nanostructures. The features observed by SAXS measurements can be verified by
Focused Ion Beam (FIB) milling followed by SEM imaging. Employing these investigation
techniques, the size of the nanopores forming the underlying structure of the nanogratings
was found by Zimmermann et al. to exist as two distinct populations with diameters of (z =
30, x = 25, y = 75) nm, and (z = 280,x = 25, y = 380) nm [10].
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3.4 Factors influencing nanograting formation
3.4.1 Laser parameters
While material modification on the surface can be achieved by continuous-wave or pulsed
lasers [48], ultrashort pulsed lasers alone hold the distinction of material modification in
the bulk of a substrate. By varying parameters of laser pulses, it is possible to tweak the
microscopic properties of nanogratings like grating period, pore size etc. This in turn
affects the macroscopic properties like retardance. Due to the complex interplay of these
parameters, it is difficult to assign the various characteristics of the nanogratings to a
particular parameter. However some clear trends can be generally observed.
E
νν
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(a)
(b)
515 nm 800 nm 1550 nm
Fig. 3.3Various laser parameters offer a tight control over the properties of nanogratings. (a)
shows that the spacing of the grating planes (period) increases linearly with the wavelength
of inscription. (b) shows the dependence of the relative direction between polarization ⃖⃖⃗𝐸
and scan ⃖⃗𝑣 on the orientation of the gratings. Two sets of gratings were inscribed using
different orientation of polarization i.e., ⃖⃖⃗𝐸 with 1.14 μJ pulse energy, 100 kHz repetition rate
at a wavelength of 1550 nm. The gratings are always aligned perpendicular to the electric
field direction. All scalebars read 5 𝜇𝑚. SEM images provided by Christian Vetter [46].
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• Wavelength: Period of the nanogratings can be tweaked by controlling the
wavelength due to a nearly linear relationship between the two. Fig. 3.3 a presents an
example of this. In accordance with the transient nanoplasmonic theory, the average
period corresponds to 𝜆/2𝑛 (𝜆 is the laser wavelength, 𝑛 is the refractive index of the
bulk substrate) [39, 49]. While the wavelength has limited effect on the optical
properties of the nanogratings, larger wavelengths increase the threshold for the
nanograting formation [50]. Furthermore, the wavelength also affects the size of
modification D by determining, along with NA, the size of the focal spot. Along the
direction transversal to the inscribing laser beam, 𝐷 = 2𝜔𝑜 = 2𝜆/(𝜋NA), with 𝜔𝑜
being the Gaussian beam waist radius.
• Polarization: Laser polarization have a profound effect on the orientation of
nanogratings, given the fact that the gratings are always aligned perpendicular to the
polarization of the inscription laser [39, 49] (see fig. 3.3 b). Additionally, the
polarization direction also speeds up the retardance growth or nanograting
formation, when oriented perpendicular to the direction of inscription [38]. This
effect however becomes significant only after the initial development of cracks has set
in as suggested in the 4-phase model (section 3.2).
• Pulse energy & duration: The dependence of nanograting characteristics on pulse
energy is outlined by the nonlinear absorption associated with the process.
Nanograting formation is restricted to a range of pulse energy. Below and above this
range, the gratings are either not formed or are disordered [39]. Increasing the pulse
energy within this range causes the modified region to grow, while the grating period
remains unchanged. Retardance, refractive index contrast, and induced birefringence
scale linearly with the pulse energy until the damage threshold is reached [51]. This
operational range of pulse energy therefore determines the kind of material
modification that can be induced in the substrate - from writing waveguides with low
pulse energies to removal of material with high pulse energies. By increasing the laser
pulse duration, the region of pulse energies where nanostructure formation occurs,
shrinks significantly [33]. The retardance also decreases for longer pulses due to the
growing size of the pores, while the period remains unchanged [38].
• Repetition rate: It has been shown that the repetition rate, much like pulse energy,
also follows a range of values (generally above 1 MHz) to favor nanograting formation
[47]. The minimum pulse energy needed to write nanogratings is also determined by
the repetition rate, which can be increased until a damage threshold is reached.
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• Pulses per spot: Number of pulses per spot plays a significant role in the evolution of
nanogratings. It is determined by the scan speed or laser repetition rate. Irrespective
of the writing regime, the retardance induced in the material increases logarithmically
with increasing number of pulses. The number of grating planes increases, while the
spacing between the planes decreases with continued irradiation [19]. This decrease
in grating period has also made it possible to inscribe sub 100-nm gratings [45].
3.4.2 Inscription material
Since the nanogratings were first observed in fused silica [36], it has become the material of
choice for bulk modification. However, nanogratings are not a specific feature of fused
silica since they can be induced in a range of glasses like borosilicate, borofloat, and
ultra-low expansion glass (ULE). The quality and yield of nanogratings is governed by the
thermo-mechanical properties of the glasses used. For instance, viscosity and shear
modulus determine the size and number of the pores that constitute the nanogratings.
Furthermore, the amount and type of inhomogeneities present in the glasses also affect the
distance of the nanopores, additionally supporting the formation of feature sizes below the
inscription wavelength.
3.5 Applications
The versatility of nanogratings has opened many new avenues in optics. One of the most
exciting features of fs-laser based fabrication is the ability to introduce desired phase and
structural changes in a 3D geometry inside a transparent material with sub-diffraction
limited spatial resolution. This combined with the ability to tightly control the orientation
of the underlying structures to an arbitrary degree is the driving force behind developing
nanograting based optical devices. As stated in section 3.1, different writing regimes
introduce different changes in the bulk of a transparent material which can be tailored with
laser parameters unlike in traditional lithographic techniques. With the lowest pulse
energies, permanent isotropic refractive index changes in the order of 10−3 can be
introduced to write optical waveguides of arbitrary length and 3D geometries [34, 35].
These waveguides have sufficiently low loss and can act as the building blocks of other
complex integrated optical devices [52]. With very high pulse energies, material can be
ablated from within a 3D volume due to micro-explosions. This property can be used to
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create high density rewritable optical data storage devices [49, 43]. Combined with wet
chemical etching, this can also aid in fabricating complex microfluidic devices [33, 37].
Direct writing of nanogratings at moderate pulse energies has been used to fabricate a
variety of innovative polarization sensitive devices. These include polarization converters
[53], Fresnel zone plates [54], diffraction gratings [55], etc. Polarization converters,
particularly those converting linear or circularly polarized light into cylindrically (radial or
azimuthal) polarized light find special mention due to their unique optical properties such
as generating a sharper focus [56]. Such polarization converters based on [53] are widely
used and available commercially under the name of S-wave plates (e.g., RPC-515-04, UAB
Altechna, Lithuania), named after the s-shaped polarization pattern produced by the device
(see fig. 3.4 c & f).
The arrangement of nanogratings in these polarization converters depends on the
nature of the incident light. For converting linear polarization into cylindrical, a localized
half-wave plate arrangement with continuously varying slow axis direction (fig. 3.4 a) is
used. For converting circular polarization into radial/azimuthal polarization, a
spatially-varying geometry of localized quarter-wave plates (fig. 3.4 b) is used. The
quarter-wave plate converter requires lower retardance in comparison to the half-wave
plate converter and is therefore preferred for faster fabrication and better light efficiency
due to lower scattering.
Another important application of nanogratings are birefringent beam shaping devices, on
which this dissertation work is based. Three novel devices - a polarization grating for optical
sectioning, a hybrid pupil filter for generating needle-like beams, and a quadrant retarder
plate for creating the STED depletion donut - have been realized during the course of this
work. These devices will be discussed in detail in the next three chapters.
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(a) Polarization converter
with 𝜆/2 wave plate
arrangement
(b) Radial polarization
without analyzer
(c) Radial polarization with
vertical analyzer
(d) Polarization converter
with 𝜆/4 wave plate
arrangement
(e) Azimuthal polarization
without analyzer
(f) Azimuthal polarization
with vertical analyzer
Fig. 3.4 (a) Half-wave and (d) Quarter-wave plate arrangement of Nanogratings for
converting linear and circularly polarized light into radial or azimuthal polarization is shown
here. Also shown in (b), (e) are the measured far-field images of the radial and azimuthal
polarization generated by (d), as indicated by the orientation of the electric field (black
arrows). (c) and (f) show themeasured far-field s-shaped polarization pattern when the plate
is viewed through a vertical analyzer. Figure modified with permission from [46].
II
Optical sectioning with Nanogratings

4
Optical sectioning with picoSIM
4.1 Introduction
When imaging a thick sample with a conventional wide-field microscope, multiple focal
slices within the sample volume get uniformly illuminated. The observed image contains
not only the sharp image information from the focal plane, but also contributions from
several out-of-focus slices that show up as blur and deteriorate the signal-to-noise ratio
(SNR). The limited frequency transfer ability of the microscope along the optical axis is the
primary reason for this observation. Visualizing thin focal slices within a sample with
suppressed out-of-focus blur calls for optical sectioning. The most well-established optical
sectioning method is confocal microscopy that uses a small pinhole in the detection path to
exclusively retain light from a single focal plane [57]. In doing so however, it also gets rid of
the majority of the signal making it an inefficient process. Parallelizing the scan via
programmable array microscope (PAM) [58] or a spinning disk attachment1 increases the
scan speed but sacrifices the field-of-view (FOV) and the sectioning power of a true
confocal system. Non-linear methods based on multi-photon absorption also excel at
optical sectioning but require much higher illumination power, while yielding weaker
signal [59]. Furthermore, the lateral resolution is often limited and the photo-bleaching in
the focal plane is enhanced due to higher-order absorptions.
Light-Sheet Fluorescence Microscopy (LSFM), another popular method of optical
sectioning, uses a thin sheet of light to illuminate the sample and orthogonal detection [60].
This method boasts of high speed with reduced photo-bleaching and photo toxicity. Several
other optical sectioning methods have been developed in the past decade. Selective plane
1eg : CSU-X1, Yokogawa Electric, Japan, a confocal scan unit with about 20,000 pinholes and microlenses
each
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illumination microscopy (SPIM) [61] and oblique plane microscopy (OPM) [62] are two
examples of light sheet illumination. Both SPIM and OPM use relatively low NA which
limits the lateral and axial resolution. SPIM further requires the use of special sample
preparation and mounting.
An attractive alternative for optical sectioning of biological as well as material samples
is provided by Structured IlluminationMicroscopy (SIM) [4, 5]. As its name suggests, SIM
uses a structured illumination, usually a periodic pattern of lines or points, unlike the
uniform illumination used in wide-field light microscopy. This periodic pattern
down-modulates the high frequency information in the sample and makes them observable
in the microscope. The OTF support region of the microscope is hereby increased in the k𝑥,
k𝑦 directions and usually also in the k𝑧 direction. This translates to lateral resolution
enhancement and optical sectioning respectively. Based on the primary aim, SIM can be
broadly categorized as: optical sectioning SIM (osSIM) and high resolution SIM (hrSIM).
While hrSIM is capable of producing high resolution in two and three-dimensions [63],
osSIM can yield thin focal sections of the sample volume [64]. Besides their applications,
the two branches of SIM also differ with respect to illumination and image reconstruction.
While SIM is faster than most conventional scanning methods, it lags behind in the
speed of its wide-field acquisition due the requirement to translate the illuminaiton pattern
between images. A novel osSIM method called polarized illumination coded SIM
(picoSIM) can remedy this problem by eliminating the need to translate the pattern,
yielding optical sections in a single exposure. [65]. The current work deals with the
implement ion of picoSIM using fs-laser inscribed nanogratings which leads to significant
performance gains. While picoSIM has been previously demonstrated for fluorescence
imaging [66], this work presents the first implementation of picoSIM for material samples.
4.2 Theory
4.2.1 Optical Sectioning SIM (osSIM)
Introduced in 1997 by Neil et. al [64], optical sectioning SIM (osSIM) refers to the imaging
methods employing structured illumination to computationally remove the blur arising
from out-of-focus sample planes. The sample is illuminated incoherently with a spatially
modulated sinusoidal pattern produced by a transmission line grating. The mathematical
treatment of SIM for fluorescence imaging, as detailed in [67], gives the intensity
distribution of such a periodic illumination pattern as:
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𝐼𝑖𝑙𝑙𝑢,𝑛(𝑟) =
𝐴
2 [𝛿(𝑧)[1 + 𝑐𝑜𝑠(
⃖⃗𝑘𝑔 ⋅ 𝑟 +
2𝜋𝑛
3 )]] ⊗ ℎ𝑖𝑙𝑙𝑢(𝑟), 𝑛 = 1, 2, 3 (4.1)
where 𝐴 is the amplitude or the mean intensity of the sinusoidal grating pattern, 𝛿(𝑧)
the Dirac delta function, ⃖⃗𝑘𝑔 the grating’s k-vector in reciprocal sample coordinates, ℎ𝑖𝑙𝑙𝑢(𝑟)
the illumination PSF, and 𝑟 = (𝑥, 𝑦, 𝑧) the spatial sample coordinates. The index 𝑛 is the
image number that also indicates the phase position of the grating pattern in sample space.
For simplicity, we consider only the lateral components 𝑘𝑥 and 𝑘𝑦 of the k-vector.
Assuming perfectly incoherent illumination, the contrast of the projected sinusoidal
pattern is maximum in the focal plane and decreases with the defocussing. A minimum of
three images with different grating phases is required to completely remove the grating
pattern from the sample and obtain a reliable optical section of the sample. The grating
pattern is therefore shifted to three precise lateral positions within a period to introduce a
grating phase translation of 0, 2𝜋/3, and 4𝜋/3 over the successive images of sample. In most
cases, this is achieved by the translation of a physical line grating. In commercial systems2,
instead of moving the grating, a parallel placed glass plate is tilted back and forth to induce
grating phase shift in the images. Some modern setups also use a spatial light modulator
(SLM) to generate and shift the grating pattern phase [68, 3].
The sinusoidal illumination pattern with intensity distribution 𝐼𝑖𝑙𝑙𝑢,𝑛 excites the sample
𝑆(𝑟) to generate a response that can be expressed as:
𝐼𝑒𝑚,𝑛(𝑟) = 𝐼𝑖𝑙𝑙𝑢,𝑛(𝑟)𝑆(𝑟) (4.2)
Due to convolution with the PSF of the detection optics ℎ𝑑𝑒𝑡(𝑟), the two-dimensional
intensity distribution 𝐼𝑛 that is captured on the camera as a two-dimensional image on the
detector is a smeared version of 𝐼𝑒𝑚 :
𝐼𝑛(𝑟𝑥𝑦) = 𝐼𝑒𝑚,𝑛𝑟 ⊗ ℎ𝑑𝑒𝑡(𝑟)|𝑧=0
(4.3)
Here, 𝑟𝑥𝑦 represents the unit vector along the spatial coordinates x and y at the focal plane
(i.e. z = 0). Asmentioned above, by laterally translating the grating, three images with shifted
grating phase positions are recorded. These can nowbe used to reconstruct a sectioned image
devoid of out-of-focus contribution [64]:
2eg. ApoTome, Carl Zeiss AG, Germany, a transmission grating attachment for wide-field microscopes for
optical sectioning
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Fig. 4.1A coarse grating pattern is used for illumination in sectioning SIM.The incoherence
of the illumination severely limits the focal volume where the grating pattern has the best
contrast. As the grating phase is translated along the x-axis, the in-focus features (red) show
amodulation in their response to the illumination. The out-of-focus features (yellow) remain
unmodulated. By comparing the intensity of each recorded pixel over successive images, the
unmodulated (out-of-focus) signal is removed
𝐼𝑜𝑠𝑆𝐼𝑀 (𝑟𝑥𝑦) = √|𝐼1(𝑟𝑥𝑦) − 𝐼2(𝑟𝑥𝑦)|2 + |𝐼2(𝑟𝑥𝑦) − 𝐼3(𝑟𝑥𝑦)|2 + |𝐼3(𝑟𝑥𝑦) − 𝐼1(𝑟𝑥𝑦)|2 (4.4)
Eqn. (4.4) can be rewritten as a form of optical heterodyne detection [69] :
𝐼𝑜𝑠𝑆𝐼𝑀 (𝑟𝑥𝑦) = |
3
∑
𝑛=1
𝑒𝑥𝑝[𝜄2𝜋𝑛3 ]𝐼𝑛(𝑟𝑥𝑦)||𝑧=0
(4.5)
To comprehend the physical meaning of eqn. 4.5, it is necessary to understand how the
sinusoidal illumination affects the excitation of the sample features in and out of the focal
plane (see fig. 4.1). Since the contrast of the sinusoidal pattern is maximum in the focal
plane, any changes in the grating phase due to a lateral translation of the grating will causes
a modulation in the response of the in-focus sample features. The further the sample
features are from the focal plane, the less modulation they experience due to the low
contrast of the sinusoidal pattern in the out-of-focus region. By simply comparing the
intensity of each pixel between subsequent images, it is possible to suppress the
unmodulated (out-of-focus) fluorophores and retain only the modulated (in-focus) ones.
The 3D distribution of the fluorophores in the sample itself contributes further to the
sectioning effect. If the neighboring fluorophores experience a phase difference, the
intensity modulation of their overlapping images will decrease. This effect is even more
exaggerated as one moves away from the focal plane, since the region of mutual overlap of
fluorophores becomes bigger owing to the out-of-focus blurring. As a result, optical
sectioning can be achieved by a combination of incoherent illumination, the out-of-focus
blurring and mutual overlap of the sample features.
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Following eqn. (2.4), it is shown in appendix A.1 that eqn. (4.5) can be interpreted as
the convolution operation between the effective detection PSF ℎ′𝑑𝑒𝑡(𝑟) and the sample 𝑆(𝑟)
modulated by the incoherent illumination :
𝐼𝑜𝑠𝑆𝐼𝑀 (𝑟𝑥𝑦) = |[(𝑚 ⋅ 𝑆) ⊗ ℎ′𝑑𝑒𝑡](𝑟)||𝑧=0
(4.6)
Note that eqn. (4.6) also introduces an essential term 𝑚(𝑟), the effective sample
modulation function in the direction of the optical axis which is a direct result of using
incoherent illumination. The modulation function leads to the smearing of the grating
diffraction orders and spreads the resultant OTF along the z-axis:
𝑚(𝑟) = 𝑚(𝑧) = 𝛿(𝑧) ⊗ ℎ𝑖𝑙𝑙𝑢(𝑟)
= F−1{𝛿(𝑘𝑥)𝛿(𝑘𝑦)ℎ̃𝑖𝑙𝑙𝑢(⃖⃗𝑘𝑥 − ⃖⃗𝑘𝑔, ⃖⃗𝑘𝑦 − ⃖⃗𝑘𝑔, 𝑘𝑧)}(𝑟) , (4.7)
where F−1 is a two-dimensional inverse Fourier transform operator. The effective
detection PSF ℎ′𝑑𝑒𝑡(𝑟) is in turn given by:
ℎ′𝑑𝑒𝑡(𝑟) = ℎ𝑑𝑒𝑡(𝑟)𝑒𝑥𝑝[𝜄⃖⃗𝑘𝑔 ⋅ 𝑟]
= F−1{ℎ̃𝑑𝑒𝑡(⃖⃗𝑘 − ⃖⃗𝑘𝑔)}(𝑟) (4.8)
The effective detection OTF can be deduced from eqn. (4.8) H′𝑑𝑒𝑡(⃖⃗𝑘) = H𝑑𝑒𝑡(⃖⃗𝑘 − ⃖⃗𝑘𝑔).
From this relation, it is visible that the effective detection OTF is shifted by 𝑘𝑔 with respect
to the origin.
Also note that eqn. (4.6) considers only the magnitude and discards all the phase
information. Therefore, it is not possible to express the imaging process as a linear
convolution between the sample and an equivalent PSF or in other words, define a precise
OTF for the system. The inability to define a PSF or OTF in this case can theoretically make
the imaging properties sample-dependent; but practically this effect is not stringent. Due to
the convolution between the modulation function and the shifted detection OTF, the
frequency information recovered during the reconstruction process can be shown to be
contained withing the support region of the following OTF:
H𝑜𝑠𝑆𝐼𝑀 (⃖⃗𝑘) = ?̃?(⃖⃗𝑘) ⊗ [H′𝑑𝑒𝑡(⃖⃗𝑘) +H′𝑑𝑒𝑡(−⃖⃗𝑘)] (4.9)
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The shape of HosSIM(⃖⃗𝑘) is shown in fig. 4.2 e. It is visible that this effective OTF for
sectioning SIM fills the missing cone along the z-axis, while also extending the frequency
support along the lateral axes. It can also be concluded that the modulation function and
k-vector of the grating are the most crucial parameters for the sectioning performance of the
microscope. The extent of the modulation function 𝑚(𝑟) gives a measure of the incoherence
of the illumination and the contrast of the grating pattern. The grating k-vector 𝑘𝑔 is related
to the grating period. Optical sectioning based on SIM calls for a high pattern contrast to
ensure themaximummodulation of the in-focus features. This can only be achieved by using
a coarse grating when using incoherent illumination, i.e., selecting a grating with a small |𝑘𝑔|
value. Placing 𝑘𝑔 closer to the cut-off frequency 𝑘𝑚𝑎𝑥 would increase the lateral extent of the
OTF and result in lateral resolution enhancement as in the case of hrSIM [70]. This would
also mean sacrificing the optical sectioning performance. For the best compromise between
optical sectioning and lateral resolution enhancement, |𝑘𝑔|< 𝑘𝑚𝑎𝑥/2 in case of incoherent
illumination (fig. 4.2 b).
4.2.2 Polarized illumination coded SIM (picoSIM)
All SIM based optical sectioning methods require a translation of grating phases over
subsequent raw images for successful reconstruction. Whether it is achieved by physical
movement of the grating or electronic shifting of a pattern, this requirement limits the
acquisition speed of the method. Instead of using an intensity-modulated illumination
pattern like osSIM, polarized illumination coded SIM (picoSIM), as the name suggests,
uses a constant intensity illumination pattern with a periodic distribution of varying linear
polarization [65]. This is equivalent to illuminating the sample with a grating pattern of
successively shifted phases all at the same time, instead of sequentially. Thus eliminating
the need for any grating translation, optical sectioning can be performed within a single
exposure.
A prerequisite for picoSIM is that the emission from the sample should retain a
correlation with the illumination light in terms of the polarization state. This is almost
always the case with reflective metallic surfaces and most fluorophores having a random
orientation in the sample and low rotational diffusion, thus exhibiting high fluorescence
anisotropy (section 2.5.5). Upon illuminating a sample showing high anisotropy with the
polarized illumination pattern, the emission after each exposure would contain the
modulated sample information corresponding to an infinite number of grating phases. By
introducing an analyzer in the detection path, all other angles of the emitted polarization
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Fig. 4.2 (a)The two diffraction orders from the grating have a finite area (shaded blue) when
they impinge the back focal plane (BFP) of the objective. The orders must fit completely
within the BFP so that each coherent pointA, Bwithin one area finds an interference partner
from the other area A’, B’ (b) The interference of two diffraction orders from (a) in the focal
plane results in 3 intensity peaks in the Fourier plane (red dots). The optimized location of
the diffraction orders from the grating at ±𝑘𝑔 ≤ ±𝑘𝑚𝑎𝑥/2 with respect to the wide-field OTF
(green) fills in the missing cone optimally. Shown in gray is the equivalent OTF when this
grating pattern is used for illumination. (c) For a coarser grating and better contrast, the
intensity peaks need to be placed closer, resulting in a sub optimal increase in support along
z-axis and limited lateral resolution enhancement (d) The shifted detection OTF H′𝑑𝑒𝑡 and
the modulation function 𝑚(𝑟) (red inset) (e) shows the smearing of the shifted OTF along
the modulation function to result in an effectiveHosSIM with a filled missing cone.
except those aligned with the transmission axis of the analyzer can be filtered out and raw
images corresponding to a phase-shifted illumination pattern can be recorded. Changing
the angle of the analyzer’s transmission axis selects a new set of polarization angles,
effectively shifting the grating phases in the image, like observed in osSIM or hrSIM. Hence,
the cycle of phase shifting can be achieved by rotating the analyzer axis, instead of
physically translating the grating. A smart design of the detection path (as will be discussed
in section 4.3) can split the emitted light from a single exposure of the sample into the
required raw images. This gives picoSIM an unprecedented speed advantage over other
SIM techniques, since the acquisition speed is only restricted by the camera’s acquisition
speed for a bright sample. Being a wide-field technique further adds to the advantages of
picoSIM over other widely-used sectioning methods like confocal microscopy.
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It is to be noted that picoSIM theory is valid for small NA (with half-angle 𝛼 < 45𝑜) and
paraxial illumination. Much like osSIM, picoSIM also employs a coarse grating whichmakes
it reasonable to assume that the effective illumination NA is small. Furthermore for low
angles of illumination, the z-polarization is assumed to be zero. Under these assumptions,
Müller Matrix formalism introduced in section 2.5.1 can be used to describe the picoSIM
illumination pattern. Recall a perfect linear polarizer M(𝛾(𝑟)) with a position dependent
direction of polarization 𝛾(𝑟):
M(𝛾(𝑟)) = 12
⎡
⎢
⎢
⎢
⎢
⎣
1 cos(2𝛾) sin(2𝛾) 0
cos(2𝛾) cos2(2𝛾) sin(2𝛾) cos(2𝛾) 0
sin(2𝛾) sin(2𝛾) cos(2𝛾) sin2(2𝛾) 0
0 0 0 0
⎤
⎥
⎥
⎥
⎥
⎦
, (4.10)
with 𝛾(𝑟) = 12 ⃖⃗𝑘𝑔 ⋅ 𝑟. This describes a spatially variant linear polarizer with the orientation
of linear polarization rotating continuously within each grating period (see fig. 4.3 c). This
polarizer filters a lateral sheet of incoming unpolarized light with Stokes vector S𝑖𝑙𝑙𝑢(𝑟) =
[𝛿(𝑧), 0, 0, 0] to produce an incoherent illumination pattern whose intensity distribution can
be written as:
⃖⃗𝐼𝑖𝑙𝑙𝑢(𝑟) = |M(𝛾(𝑟)) ⋅ S𝑖𝑙𝑙𝑢(𝑟)| ⊗ ℎ𝑖𝑙𝑙𝑢(𝑟)
= [𝛿(𝑧)[1, 𝑐𝑜𝑠(⃖⃗𝑘𝑔 ⋅ 𝑟), 𝑠𝑖𝑛(⃖⃗𝑘𝑔 ⋅ 𝑟), 0]] ⊗ ℎ𝑖𝑙𝑙𝑢(𝑟)
(4.11)
The picoSIM illumination pattern can be produced by the interference of ±1𝑠𝑡
diffraction orders of a transmission grating with opposing circular polarization. As
depicted in fig. 4.2 a, these diffraction orders show up as disks with a finite area on the back
focal plane (BFP) of the objective due to their incoherent nature (unlike diffraction spots in
case of a coherent light source). The diffraction order disks could be seen as a collection of
coherent point sources originating from different angles of the incoherent illumination but
without any correlated phases within each disk. Each of these coherent sources in one disk
must find a corresponding pair with identical phase in the other disk to interfere with in the
focal plane. The lack of a mutually coherent source will result in unpolarized light that
appears as unwanted background noise in the image. Therefore, it is necessary that both the
disks fit within the back aperture of the objective. This will not be the case if the light is
allowed to be completely incoherent (i.e., with all possible illumination angles). To limit the
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angular distribution of the light source and consequently the illumination angle of the
grating, a so-called incoherence aperture is needed in the conjugate plane of the grating. It
makes the light partially coherent and gives the best compromises between the sectioning
ability and the SNR.
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Fig. 4.3Thepolarization pattern used for picoSIM illumination is formed by±1𝑠𝑡 diffraction
orders with opposing circular polarization interfering with each other in the focal plane.
(a) shows the periodic pattern of spatially varying orientation of linear polarization thus
generated, with the angle of orientation indicated by different colors of the spectrum. (b)
Within each period, the superposition of the two circularly polarized beams results in a
spatially varying distribution of linear polarization as shown in (c).
Now, the light scattered by the sample can be written as:
⃖⃗𝐼𝑒𝑚(𝑟) = 𝑆(𝑟)([𝛿(𝑧)[1, 𝑝𝑎 cos(⃖⃗𝑘𝑔 ⋅ 𝑟), 𝑝𝑎 sin(⃖⃗𝑘𝑔 ⋅ 𝑟), 0]] ⊗ ℎ𝑖𝑙𝑙𝑢(𝑟)) , (4.12)
where the sample response 𝑆(𝑟) (or fluorophore distribution) is multiplied with the
illumination intensity ⃖⃗𝐼𝑖𝑙𝑙𝑢(𝑟) from eqn. 4.11. Due to the assumed high anisotropy, the
sample retains a part of the input polarization i.e., the fluorescence polarization factor 𝑝𝑎.
The imaging process involves a convolution of the emitted light with the detection PSF
ℎ𝑑𝑒𝑡(𝑟):
⃖⃗𝐼𝑜𝑢𝑡(𝑟) = ⃖⃗𝐼𝑒𝑚(𝑟) ⊗ ℎ𝑑𝑒𝑡(𝑟) , (4.13)
which is further filtered by an analyzer M(𝛽(𝑟)) oriented at an angle 𝛽 (similar to that
described in eqn. (4.10)). Since the detector records only the intensity of the final image
and is not polarization-sensitive, only the first component of the Stokes vector needs to be
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considered. Thefinal light distribution recorded on the detector corresponding to an analyzer
at angle 𝛽 is reduced to:
⃖⃗𝐼𝛽(𝑟𝑥𝑦) = {𝑆(𝑟)[𝛿(𝑧)[1 + 𝑝𝑎 ⋅ cos(⃖⃗𝑘𝑔 ⋅ 𝑟 − 2𝛽)]] ⊗ ℎ𝑖𝑙𝑙𝑢(𝑟)}⊗ ℎ𝑑𝑒𝑡(𝑟)|𝑧=0
(4.14)
This gives us one of the raw images comparable to that obtained in the case of osSIM (see
section 4.2.1) with a pattern contrast reduced by the a factor of 𝑝𝑎. Rotating the analyzer to
a different angle 𝛽 will give us another raw image corresponding to a different grating phase.
To gain a real speed advantage over osSIM technique, the detection of the three required raw
images has to be parallelized i.e., performed within a single exposure using a image-splitter
detection geometry (presented in section 4.3.3). The reconstruction algorithm for obtaining
optically sectioned images will be described in section 4.3.5.
Implementation
The practical implementation of picoSIM as described in [65] was first demonstrated by
Appelt et al. [66]. In this implementation, the polarization coded illumination pattern is
generated using a transmission grating. The resultant 0𝑡ℎ and higher diffraction orders are
blocked, while the ±1𝑠𝑡 orders are made circularly polarized with opposing handedness
(right & left). These two diffraction orders are then imaged onto the focal plane with an
incident angle (corresponding to NA) (fig. 4.3 a). The angle of incidence introduces a
temporal delay across the wavefront of the two circularly polarized beams, resulting in a
spatially varying phase distribution as they interfere in the sample (fig. 4.3 b). The
superposition of this varying phase distribution of the two beams results in the periodic
distribution of linear polarization dependent on spatial coordinates (fig. 4.3 c) i.e., the
picoSIM illumination pattern. However to individually manipulate the diffraction orders,
they must be clearly separated from each other; this makes using incoherent light with this
scheme difficult. Consequently, this sacrifices the sectioning capability that the incoherent
light brings and also limits the application to only fluorescence microscopy. The use of two
quarter-wave plates and the need to separate orders also makes the size of the setup quite
large.
Using ultrashort pulsed lasers, it is possible to introduce localized material changes in
transparent material as introduced in chapter 3. Nanogratings thus produced offer a very
tight localized polarization control that can be used to produce the polarized illumination
pattern. Nanogratings can be designed such that majority of the power goes into the ±1𝑠𝑡
diffraction orders while the 0𝑡ℎ and higher diffraction orders are inherently suppressed. To
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achieve this, localized quarter-wave plates with a spatially varying orientation of the fast axis
are inscribed by continually rotating the polarization direction of the inscription laser. When
illuminated with circularly polarized light, the nanograting produces two diffraction orders
of opposing circular handedness that interfere like in fig. 4.3 in the focal plane to generate
the desired pattern for picoSIM without the need to separate and manipulate the diffraction
orders. Not only does this makes the setup simple and compact, it also allows for the use of
incoherent light that amplifies the sectioning performance. The illumination efficiency and
the FOV of the system increases significantly in comparison to [66].
4.3 Method
The experimental setup for picoSIM using nanogratings is built around an inverted
microscope body (AxioVert 135M, Carl Zeiss AG, Germany, inverted wide-field
microscope) with a customized illumination and detection paths, both of which are
discussed in detail in this section and depicted in fig. 4.4.
4.3.1 Illumination Path
The illumination scheme of the picoSIM setup is based on the Köhler illumination
principle. Introduced in 1893 by August Köhler, this is the most widely used method of
optimally and homogeneously illuminating the sample in a microscope [28]. Other
advantages include minimized glare, lower sample heating and gives precise control over
the FOV and the working NA.
The experimental setup for picoSIM is a wide-field microscope with an epi-illumination
settingwhere the objective lens acts as both the illuminating condenser aswell as the emission
collector. Thanks to the versatility of nanogratings, an incoherent light source A such as an
LED illumination system3 can be used to realize themaximumpotential of optical sectioning
technique using SIM. A liquid light guide attached to the illumination source is used to direct
the light from the LED unit to the beam path. A collimating lens arrangement CL helps in
making the LED beam as parallel as possible. The width of the collimated light from the
illuminating source is adjusted by a field aperture FA placed at the BFP of the collimating lens.
A laser pointer4 combinedwith spatial filtering is simultaneously integrated in the beam path
to assist with precise alignment. The beam diameter of the laser is approximately 7 mm. The
3pE-4000, CoolLED Ltd., UK, LED illumination system with 16 selectable wavelengths
4Unknown manufacturer, Class 3B 532 nm laser with maximum rated power of 5 mW
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light source with the collimator is followed by lenses L1 and L2 5 placed in a 4𝑓 arrangement.
At the front focal plane of lens L2 is the incoherence aperture IA6 that controls the angle of
incidence for the illumination of the grating (see fig. 4.4). Choosing the right size of the
incoherence aperture is crucial to ensure that every point within one diffraction order in the
BFP of the objective lens finds a mutually coherent partner in the other diffraction order
to interfere with in the focal plane. Lack of an interference partner will lead to unpolarized
background that can degrade the grating contrast. A linear polarizer LP7 and a quarter wave-
plate QWP8 are introduced in the optical path to turn the unpolarized light into circularly
polarized light.
The tube lens TL19 relays the diffraction orders to the BFP of the objective lens via a
dichromatic reflectorDC where theymust impinge at the correct lateral position as shown in
fig. 4.2 a. The restrictions in choosing the tube lens arise due to the fact that most objectives
are designed to correct for chromatic aberrations for a certain length of the illumination tube
i.e., the distance between the objective and the tube lens. For the microscope body used in
this setup, this prescribed distance is 164.5 mm. A tube lens with fTL1 = 200mm was chosen
instead. It is also possible to use a tube lens with a focal length of 150 mm or a 175 mm;
however the physical constraints make it difficult to integrate a lens shorter than 200 mm at
the illumination port of the microscope body. Since the focal length of the tube lens deviates
slightly from the ideal value, it is important to position the tube lens correctly to minimize
any unnecessary aberrations.
For reflection microscopy, a non-polarizing 50:50 plate beamsplitter10 placed in the filter
holder of the microscope is used in place of the dichromatic reflector DC. All the optical
components outside the microscope body have a sufficient diameter to ensure that the beam
as well as the produced diffraction orders fit without any vignetting.
The objective Obj is selected based on the application for which the system is intended.
For reflection microscopy, a non-immersion objective with NA of 0.7 11 is used. This
5both lenses: AC254-100-A-ML,Thorlabs Inc, Germany, cemented achromatic doublet lenses with 100mm
focal length, clear aperture of ⌀25𝑚𝑚 and anti-reflection coating for 400-700 nm
6SM2D25, Thorlabs Inc, Germany, SM2 threaded lever-actuated iris diaphragm with variable aperture of
⌀0.8 − 25𝑚𝑚
7LPVISE100-A, Thorlabs Inc, Germany, unmounted linear polarizer operating in the range of 400-700 nm
and clear aperture of ⌀25𝑚𝑚
8VM-TIM, Germany, mounted achromatic quarter-wave plate operating in the range of 400-700 nm and
clear aperture of ⌀25𝑚𝑚
9AC254-200-A-ML,Thorlabs Inc, Germany, cemented achromatic doublet lenses with 200mm focal length,
clear aperture of ⌀25𝑚𝑚 and anti-reflection coating for 400-700 nm
10BSW10R,Thorlabs Inc, Germany, 25 x 36 x 1 mm3 50:50 UVFS plate beamsplitter coated for 400 - 700 nm
11422070-9960-000 EC-Epiplan, Carl Zeiss AG, Germany, an epiplan objective lens with 50x/0.7 NA and
M27 threads
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objective does not allow for correction of cover slip thickness and hence does not introduce
any spherical aberrations while observing material samples which are often mounted
without any cover slips. For fluorescence microscopy of biological samples, an
apochromatic water immersion objective with a NA of 1.2 12 is used. As a result of using a
tube lens with focal length longer than prescribed, the effective magnification of these two
objective lenses changes. Since the objectives are infinity-corrected, the magnificationM is
given as: M = 𝑓TL𝑓obj , (4.15)
where fObj is the focal length of the objective, fTL is the nominal focal length of the
illumination tube lens specified by the manufacturer. For most standard Zeiss microscopes
(like the AxioVert 135M used here), fTL is 164.5 mm. Therefore, the effective magnification
calculates to 60.79 and 76.6 for the two objectives respectively. It is also crucial to evaluate
the back aperture diameter of the objective being used so that the two diffraction orders
from the nanograting can be fully contained within this area. The back aperture diameter of
the objective is given by:
𝐷𝑂𝑏𝑗 = 2𝑓𝑂𝑏𝑗NA = 2
𝑓TLM NA (4.16)
For the reflection microscopy objective, this gives us a back aperture diameter of 𝐷 =
4.61𝑚𝑚, while for the fluorescencemicroscopy objective, this value is 6.27𝑚𝑚, both of which
are sufficient for this setup.
4.3.2 Nanograting
A nanograting NG that replaces a conventional transmission grating in osSIM is placed in
the image plane conjugate to the incoherence aperture. Nanogratings for picoSIM were
fabricated by Zimmermann et al. [38] with the setup described in section 3.3. The
inscription process involved an ultrashort pulsed laser with a wavelength of 515 nm
(frequency-doubled output), repetition rate of 1 MHz, pulse energy of 170 nJ, line
separation of 0.2 𝜇𝑚 and sample translation speed of 1.7 mm/s. The change in the
nanograting orientation during inscription was 0.5 degree per line, sufficient to ensure the
smooth bending of the grating planes and to obtain a continuous distribution of
polarization angles as shown in fig. 4.5. The number of layers of nanogratings written in the
12441777-9970-000 C-Apochromat 63x/1.2 W Corr, Carl Zeiss AG, Germany, infinity corrected objective
with a correction collar for a wide range of cover slip thicknesses between 0.14 − 0.19𝜇𝑚
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(a)
5 mm
5 mm
(b)
Fig. 4.5 (a) shows the SEM image of an inscribed nanograting with the periodic arrangement
of nanograting planes. The orientation of the grating planes and hence the orientation of the
linear polarization changes with their spatial location. SEM image provided by Christian
Vetter, IAP Jena. (b) is an image of the grating on a glass substrate with its dimensions
marked.
glass substrate was customized to match the retardance value expected at the particular
design wavelength.
As shown in the table 4.1, nanogratings manufactured at some design wavelengths have
a better transmission efficiency. This is because the retardance values induced in the glass
are precisely characterized for those wavelengths (like 532 nm) and extrapolated for the
other wavelengths. Nevertheless, the transmission efficiency is consistently above 70% for
most design wavelength. Furthermore, up to 80% of the total power can reside in the ±1𝑠𝑡
diffraction orders, which makes this grating 1.7 times more efficient than a transmission
grating with the 0𝑡ℎ order blocked (47% of total power is used in [66]).
4.3.3 Detection Path
The detection path in picoSIM offers an elegant and efficient way to speed-up the acquisition
by at least threefold in comparison with osSIM by splitting the light emitted by the sample
into four raw images simultaneously. The illumination objectiveObj doubles as the detection
objective, collecting the fluorescence emission from the sample. The in-built detection tube
lensTL213 focuses this emitted light on to an image plane near the back port of themicroscope
body. A lens L314 is placed behind the back port of the microscope body such that the light
coming from the sample is once again collimated. This can be ensured by aligning this lens to
13f = 164.5 mm, Carl Zeiss AG, Germany
14AC508-200-A-ML,Thorlabs Inc, Germany, cemented achromatic doublet lenses with 200mm focal length,
clear aperture of ⌀50𝑚𝑚 and anti-reflection coating for 400-700 nm
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Table 4.1 Shown below are the diffraction efficiencies of the nanograting manufactured for
different design wavelengths. Also shown is the power distribution of each grating in the
±1𝑠𝑡 diffraction orders.
Design
wavelength (nm)
Grating
period (𝜇𝑚)
Transmission
Efficiency
% total power
in +1st order
% total power
in -1st order
473 70 0.671 36.8 35.9
488 83.33 0.6932 35.1 37.4
532 83.33 0.7462 39.21 41.6
633 83.33 0.7121 37.8 38.1
656 70.3 0.715 32.6 34.5
form the smallest possible spot at a sufficiently large distance. Next, a 50:50 non-polarizing
beam splitter cube BS15 is placed behind the lens L3 that divides the collimated light into two
equal intensity halves. It should be ensured that the two split beams follow a straight path
for easier alignment of the remaining optical path. The two arms of the detection setup now
begin to take shape.
Next, a wire-grid polarizer is introduced in each detection arm to split the two beams
further into their orthogonal components as shown in fig. 4.4. These identical wire-grid
polarizersWP1 andWP216 consist of an array of parallel metallic wires sandwiched between
an Eagle XG®17 glass substrate and a protective glass cover. When mounted at an angle of
45𝑜 with respect to the beam, the wire-grid polarizer splits the beam into s- and p-polarized
components. The s-polarized component i.e, light with an electric field vector perpendicular
to the wire is transmitted and the p-polarized component i.e, light with the electric field-
vector parallel to the wire is reflected towards the detector. The axis of polarized transmitted
light is marked by a small dot on the side of the polarizer plate. Due to surface reflections, the
reflected beam contains a small amount of s-polarization (measured value 3.8% at 550 nm).
The mirror M1 (and M2)18 redirects the transmitted s-polarized light towards the detector
for recording images.
15BS013, Thorlabs Inc, Germany, a non-polarizing 50:50 beamsplitter cube with anti-reflection coating for
400 - 700 nm, 25 x 25 x 25 mm3
16WP25L-VIS, Thorlabs Inc, Germany, 25 mm x 25 mm wire-grid polarizer with anti-reflection coating for
420-700 nm
17boro-aluminosilicate, Corning®
18PF10-03-P01, Thorlabs AG, Germany, protected silver mirror for visible wavelength range with ⌀25𝑚𝑚
clear aperture and 6.0 mm thickness
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Lenses L4 and L519 are attached to the two cameras C1 and C220 respectively using a
length-adjustable tube. These cameras serve as the detectors that capture the raw images
simultaneously. Before placing them in the optical path of each detection arm, it is important
to ensure that the camera lenses are placed at the correct distance from the camera sensor to
avoid aberrations. This can be done by ’infinity correction’ of the lenses - focusing objects at a
seemingly infinite distance on the camera sensor. A movable tube connecting the lens to the
camera is very useful for achieving this. The camera with the attached lens is positioned to
image a distant object at the horizon and the tube is moved backwards or forwards to achieve
a sharp image on the camera. Using locking nuts or retaining rings, the length of the tube
and hence the position of the lens is now fixed and this composite camera-lens unit can be
placed as is in each detection arm.
The orthogonally polarized beams in each arm is focused by the camera lens onto the
camera sensor, forming two images side-by-side. Each of these images is a result of sample
modulation by only one grating phase, while the other phases are rejected due to the
orientation of the wire-grid polarizer. Furthermore, the two images formed on each camera
sensor contain grating phases orthogonal to each other, owing to the fact that two beams
forming the image are also orthogonal in phase. In short, two raw images with grating
phases 𝜙 and 𝜙 + 𝜋/2 are recorded on the camera C1. The same is observed on the camera
C2 in the other identical detection arm. However, at least three unique phases are required
for a reliable SIM reconstruction. To solve this problem, the second detection arm is
mounted at an angle of 45𝑜 with respect to the first arm (see fig. 4.4). Doing so effectively
rotates the axis of the wire grip polarizer WP2 by 45𝑜, which adds an additional 𝜋/4 phase
to the grating pattern present in each of the two images formed on the camera C2. We
finally end up with four simultaneously acquired images, two on each camera, with grating
phases 𝜙, 𝜙 + 𝜋/2, 𝜙 + 𝜋/4, and 𝜙 + 3𝜋/4 as shown in fig. 4.6 a & b. The rectangular form
factor of the camera sensors suits this arrangement perfectly. Each of these images
corresponds to the one described in eqn. 4.14 and can now be used for reconstruction.
4.3.4 Data Acquisition
For simultaneous acquisition of four raw images on two cameras, the cameras must be well
synchronized. The data acquisition for picoSIM therefore relies on the integration of
19AC508-200-A-ML,Thorlabs Inc, Germany, cemented achromatic doublet lenses with 200mm focal length,
clear aperture of ⌀50𝑚𝑚 and anti-reflection coating for 400-700 nm
20GS3-U3-23S6M-CGrasshopper3 2.3MPMonoUSB3Vision, PointGreyResearch, Canada, CMOS camera
with Sony IMX174 1/1.2” sensor, 1920× 1200 pixels with 5.86𝜇𝑚 pixel pitch and 163 FPSmaximumacquisition
speed at full frame
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hardware and software components. An electronic circuit board built around a
micro-controller21 is used to this end. The synchronization can be extended to the
illumination source; however this functionality is not yet included in the current setup.
FlyCapture2™, the proprietary imaging software provided by the camera manufacturers
records the images while running the cameras in the hardware trigger mode. The hardware
trigger is provided by the electronic circuit board. The whole acquisition process of moving
the nano-positioners and acquiring the images is automated by scripts written in Arduino
programming language (closely related to C/C++). The Arduino software (IDE) is used to
write and upload these scripts on the micro-controller. The sketch of the electronic circuit
board and the script used for acquisition are provided in Appendix C.
Two modes of acquisition are possible with the current setup - time-scan and focal-scan.
In the time-scan mode, the objective remains stationary and illuminates the sample plane.
This sample plane is recorded for a certain exposure time and with a given repetition rate
(acquisition speed) by the cameras. In this way, it is possible to record temporal dynamics
of a sample. In the focal-scan mode, the objective is translated along the z-axis in order
to sequentially illuminate several slices at different focal positions. The cameras similarly
record the data, yielding a stack of image frames with volumetric information of the samples.
While the exposure time is governed by the brightness of the sample, the acquisition speed is
restricted by the camera hardware. The maximum possible speed for a stand-alone camera
is 163 fps for full-frame acquisition. However when running two cameras simultaneously on
the same computer, the maximum acquisition speed drops to 154 fps for each camera, due
to bandwidth limitations.
4.3.5 Image processing for picoSIM
Pre-processing
Aside from the two picoSIM raw image frames, some additional data is acquired to assist
with the noise performance and reconstruction process. First, a series of dark images
(usually 10 or 20) are acquired. These images are recorded with the same exposure time as
the data but without any illumination and serve as a background estimate for the data. For
background correction, the pixel-wise mean of this series of images is subtracted from each
raw image. The image quality can be further enhanced by flat-fielding correction. Another
series of images with uniformly illuminated field but with a homogeneous sample (e.g.
21Arduino Due™, Arduino, USA, a a microcontroller board based on the Atmel SAM3X8E ARMCortex-M3
CPU
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fluorescent plane) is acquired and the background corrected image is normalized by the
time-average of this flat-field series. Doing so not only addresses the issues related to
inhomogeneous illumination (vignetting) in the system but also compensates for additional
issues like dust/dirt in the optical path or pixel sensitivity in the camera sensor. Combining
these two operations, the pre-processing can be expressed as:
𝐼corrected =
𝐼raw − 𝐼dark
𝐼flat-field − 𝐼dark
, (4.17)
where 𝐼 indicates the pixel-wise mean of the image series. It is also beneficial to
perform a camera calibration to check for any deviations of the sensor noise from the
expected (data-sheet) values. A short note on camera calibration is presented in Appendix
B. After these preprocessing corrections, two raw images are extracted from each raw image
frame, resulting in a total of four picoSIM raw images. Image preprocessing and subsequent
reconstruction are performed using MATLAB and DIPimage, an image processing toolbox
for MATLAB [71].
Registration
The next and one of the most crucial stages in data processing for picoSIM is image
registration. Since the picoSIM frames are acquired simultaneously but independently,
misalignment between the camera frames is a possibility. Furthermore, the two raw images
on each camera frame may also be misaligned with respect to each other. For
reconstruction to work, it is indispensable to maintain a precise correlation between the
grating phases on each of the raw images. The aim of image registration is therefore to find
a reliable transformation matrix, which when applied to the images establishes a precise
mutual correspondence. A straightforward way to do this is via rigid transforms i.e., a
combination of translation, rotation and reflection operations. However, this might be
insufficient in case of a shear or stretch related misalignment. Therefore, the more
exhaustive affine transforms are a necessity. In the case of picoSIM data, this is achieved by
using a comprehensive MATLAB-based image registration toolbox, namely FAIR toolbox,
developed by Modersitzki, Ruthotto and Gigengack [72]. To this end, four additional
registration slices are required. For material samples, one acquisition (two camera frames)
of the ceramic chip sample acts as the registration slices. For biological fluorescent samples,
the same is achieved using 170 nm fluorescent beads sample (appendix B). In either of these
cases, the acquisition is done without the grating in the optical path, since affine transforms
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(a) Recorded frame from camera C1 (b) Recorded frame from camera C2
(c) Image A (d) Image B (e) Image C (f) Image D
Fig. 4.6 (a) and (b) shows the image frames recorded on the two cameras C1 and C2. Each
frame contains two images that are extracted, pre-processed and registered to form the stack
of four raw images as shown in (c)-(f).
have a strong tendency to align straight lines which may lead to an overlap of grating lines if
present in the image. Such registration will result in unsuccessful reconstruction.
The four raw images A, B, C and D are extracted from the two camera frames after
background correction and flat-fielding. The image B is selected as a reference and the
other three images are aligned with respect to the reference using a multi-level approach
with the FAIR toolbox. In this approach, an approximate transform to align the two images
is first determined at a coarse level and then this transform is refined on finer levels
iteratively until the desired accuracy is achieved. The low probability of stagnating in local
minima and the reduced number of calculations with each iterative step make this
approach particularly efficient. The resulting transformation information is then applied to
the extracted raw images obtained by picoSIM illumination. The stack of four raw images
thus obtained is shown in fig. 4.6
Reconstruction
To reconstruct picoSIM images, the simplest method is to use the optical heterodyne
detection presented in eqn. (4.4). However, this reconstruction technique only removes the
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Fig. 4.7 Shown here is the image reconstruction process with hrSIM. (a) and (b) show FT
of the acquired raw images where the sample (blue curve) and its copies (green curves) are
located at the peaks (red arrows) in the frequency domain. The cut-off frequency is defined by
diffraction limit. (C) and (d) show the separation and shifting of the diffraction components
to their respective position in frequency domain. Finally, (e) and (f) show the now extended
frequency support with recovered higher frequency information (yellow curve).
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out-of-focus blurring without significantly improving any resolution. Moreover, the effect
of experimental conditions such as varying contrast for different grating phases or uneven
phase distribution cannot be compensated. A modified version of a sophisticated
reconstruction approach developed for high-resolution SIM (hrSIM) by Heintzmann,
Wicker and Mandula [67, 73, 74] is preferred. The details of this algorithm are described in
[67] and a short description is presented below.
Ordinarily, the sample to be observed has fine details that can be treated as high
frequency information, or simply as a fine pattern. Due to the restricted frequency support
of the classical wide-field light microscopes, most of these fine details are not transmitted
beyond the cut-off frequency of the microscope and vanish as a result. Interestingly, when
these fine details are superimposed by a similarly fine pattern prior to being imaged, the
result is a coarse frequency pattern that resides within the frequency cut-off region of the
microscope defined by the diffraction limit. Using a reconstruction algorithm, the cut-off
region can be extended and finer details that were earlier unavailable can be extracted. This
frequency down-modulation effect is known as the Moiré effect and is the basis of
obtaining high resolution in hrSIM.
Let us consider the simplistic case of two-beam illumination in hrSIM that can be
adapted for picoSIM reconstruction. The FT of the sinusoidal grating pattern with two
amplitude orders produces three intensity peaks in the frequency space (marked with red
arrows in fig. 4.7 a). The convolution operation between the sample and the grating pattern
mentioned in eqn. (4.2) places the Fourier-transformed sample response (blue curve) and
its scaled versions (green curves) at these three peaks. The frequencies transferred within
the cut-off region of the microscope therefore comprise of three components: a central
peak with majority of low frequency information and two side peaks with high frequency
information. At least three images (or more depending upon the number of components or
peaks within the cut-off region) with different grating phases are needed to provide
sufficient information for separating the components and accessing the additional
high-frequency information (yellow curve in fig. 4.7 c & d). The recovered higher
frequencies are assigned appropriate weights, wherein a Gaussian suppression is applied to
the zeroth-order component. By shifting these weighted higher frequencies back to their
rightful positions in the Fourier space, the effective cut-off region of the microscope is
extended (fig. 4.7 e & f) and resolution enhancement is achieved. The amount of high
frequency information that can be recovered is a direct consequence of the placement of
grating vector 𝑘𝑔 , which in case of picoSIM is very close to the central peak due to the
coarse grating. As a result, the lateral resolution enhancement is limited in picoSIM.
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In the present implementation of the algorithm for picoSIM reconstruction, an optimal
focal slice is selected from a focal-stack or time-stack. The effective illumination pattern
for this slice is supplied by the experimental parameters and optimized by the algorithm to
account for varying phase or contrast modulation within the raw images. The optimized
parameters are then used to reconstruct the entire stack in order to save the computational
effort of retrieving optimal parameters for each slice.
4.4 Results
4.4.1 Sequential optical sectioning
The first step in ensuring the performance of picoSIM with nanogratings is to perform a
proof-of-principle experiment. To this end, the illumination path and the microscope body
described in the setup from section 4.3 were used. An LED with peak wavelength of 625
nm was used as the light source while a nanograting with a design wavelength of 633 nm
was used. The detection path was replaced with a rotating analyzer22 and a CCD camera23.
The light coming from the sample was therefore not split into four images, but rather
captured sequentially by rotating the analyzer to different positions to cause a lateral shift in
the grating pattern in the recorded images. This sequential acquisition was performed over
four phase steps (or analyzer positions) for a single focal position, resulting in four raw
images that were reconstructed using the pre-processing and reconstruction procedure
described in section 4.3.5. No rigorous image registration was required at this stage since
the raw images were acquired sequentially instead of parallely on the same camera frame. A
ceramic chip sample and an aluminum foil sample (see appendix B for preparation) were
used as reflective specimens as shown in fig. 4.8 a-d. Fixed HeLa cells with SiR-Actin
staining the F-actin cytoskeleton were prepared by Ivana Šumanovac-Sestak and were used
as the biological specimen as shown in fig. 4.8 e & f. The SiR-Actin dye was provided by
Prof. Dr. Hans-Dieter Arndt from IOMC, Jena. Table 4.2 lists the measured FOV as well as
other acquisition parameters for each of these samples.
Fig. 4.8 demonstrates that nanogratings can be successfully used to perform optical
sectioning using picoSIM in a variety of samples including ceramic and metallic surfaces as
well as biological specimens. It is clearly visible that this method is capable of removing
contributions from out-of-focus sample features and exclusively retaining information from
22LPVISE100-A, Thorlabs Inc, Germany, unmounted linear polarizer operating in the range of 400-700 nm
and clear aperture of ⌀25𝑚𝑚
23Imager Intense, La Vision GmbH, Germany, 1376 × 1040 pixels with a pitch of 6.45 μm
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(a) Ceramic chip (Wide-field) (b) Ceramic chip (picoSIM)
(c) Aluminium foil (Wide-field) (d) Aluminum foil (picoSIM)
(e)Hela cell (Wide-field) (f)Hela cell (picoSIM)
Fig. 4.8 Images of various samples optically sectioned using picoSIM with nanogratings are
shown here. (a) and (b) : Wide-field and reconstructed images of a ceramic chip with a FOV
of ⌀ 72 μm. (c) and (d) : Wide-field and reconstructed images of an aluminum foil sample
with a FOV of ⌀ 97 μm. (e) and (f) : Wide-field and reconstructed images of fixed HeLa cells
labeled with SiR-Actin dye staining the F-actin cytoskeleton with a FOV of 138 × 102 μm2.
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Table 4.2 Parameters for sequential optical sectioning with picoSIM
Sample Field-of-view Acquisition time Objective used
Ceramic chip ⌀ 72 μm 5 ms 50 x , 0.7 NA
Aluminium foil ⌀ 97 μm 5 ms 50 x , 0.7 NA
Hela cells 138 × 102 μm2 150 ms 63 x , 0.95 NA
a single focal slice. The improved light efficiency offered by the nanogratings enables short
exposure times of 5 ms for the reflective samples and upto 100 ms for the biological sample.
4.4.2 Single-shot optical sectioning
The most important advantage of picoSIM is fast optical sectioning as demonstrated in this
section. The experimental results for time-resolved optical sectioning as well as focal volume
imaging are demonstratedwith particularly good results for reflectivematerial samples. Both
these scans are performed using the setup described in section 4.4.
Focal -scan
For focal-scan acquisition mode, the sample stays stationary while the objective is moved
using a nanopositioner24 to various focal positions. This mode is useful for recording focal
stacks of the sample and can be used to render 3D volume information and height maps as
shown in fig. 4.9. A ceramic chip (appendix B) was used as the sample and a 100×128×6𝜇𝑚3
focal stack was acquired in the z-steps of 100 nmwith an exposure time of 1ms per slice. The
nanograting employed here was designed for 473 nm. A 76 × 97 × 6𝜇𝑚3 cutout of the scan
is shown here. On comparing fig 4.9 a & b, it can be seen that picoSIM can effectively get
rid of out-of-focus blur present in wide-field imaging. It is to be noted that due to sample
drift (vibrations) over the subsequent focal-stack images was corrected in this sample using
findshift() function of the DIPimage toolbox.
A curve showing the sectioning performance of picoSIM is presented in fig 4.10. This
curve was calculated by measuring the image contrast of a sectioned stack obtained by
peojecting the grating pattern on a reflective mirror. For a grating designed for 532 nm
illuminated by an LED of 550 nm peak wavelength, the FWHM was found to be 649 nm.
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(a)Wide-field (b) picoSIM
(c)Height map
Fig. 4.9 (a) and (b) show the sum projection of wide-field and an optically sectioned 76 ×
97 × 6𝜇𝑚3 focal stack of a ceramic chip sample. (c) shows a height map of this focal stack.
The colorbar indicates height of surface features in 𝜇𝑚.
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Fig. 4.10 Sectioning performance of picoSIM is shown for a grating optimized for 532 nm
design wavelength. The FWHM recorded at this wavelength is 649 nm. Blue curve shows a
Gaussian fit applied to the sectioning data (black dots).
Time scan
In this scan mode, both the objective and the sample stage are stationary while recording
the movements within the sample. Operating at the fastest rate, this mode can be used to
study dynamic processes and fast moving objects. To demonstrate this mode, a small audio
speaker 25 was used as the sample and was made additionally reflective by gluing a layer of
aluminum foil on top. The speaker was tuned to vibrate at a random frequency. The two
camera frames per exposure were recorded at the rate of 154 fps with an exposure time of 1
ms. From these camera frames, raw images corresponding to a maximum FOV of 100× 128
𝜇𝑚2 were retrieved. Shown in fig. 4.11 is Root-mean-square (RMS) contrast of the wide-field
(red) and optically sectioned (black) stacks of the sample.
Contrast𝑅𝑀𝑆 =
√√√
⎷
1
𝑀𝑁
𝑁−1
∑
𝑖=0
𝑀−1
∑
𝑗=0
(𝐼𝑖𝑗 − 𝐼)2 , (4.18)
where 𝐼𝑖𝑗 are the 𝑖𝑡ℎ and 𝑗𝑡ℎ pixels in aM×N image 𝐼 and 𝐼 is the mean intensity of all pixels
of the image. This curve shows that the current picoSIM setup is able to image a moving
24P-721 PIFOC®, Physik Instrumente GmbH, piezo nanopositioner with 100 µm and 1 nm precision
25Visaton K 34 WP, miniature speaker with ⌀ 3.6 cm and operational range of 320-20000 Hz
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Fig. 4.11 Shown here is a time-scan of a randomly vibrating audio speaker (reflectivematerial
sample). A stack of 200 images is acquired at a speed of 154 fps with a FOV of 100× 128 𝜇𝑚2.
The central graph shows that the vibration of the sample is followed to a good extent by the
imaging process. The curves indicate the time resolved RMS contrast of the wide-field time-
stack (red) and the optically sectioned picoSIM time stack (black) of the vibrating sample.
Shown here are two slices from the stack showing the points of good (top left) and bad (top
right) image contrast. These images are 80× 95 𝜇𝑚2 cut-outs from the wide-field (top) and
optically sectioned stacks (bottom). The yellow marked region shows the in-focus sample
features in the high contrast slice. Scalebars correspond to 20 𝜇𝑚.
4.5 Discussion 71
sample at a fast acquisition rate of 154 fps and the sectioned images (bottom row in 4.11)
have an improved contrast compared to the wide-field images (top row in 4.11).
Live Human Embryonic Kidney cells 293 (HEK293) with mitochondria stained with
MitoDY-1 dye (appendix B) provided by Dr. Adrian Press were used for time scan. In order
to get images with sufficient SNR, a brighter light source was needed. To this end, the LED
light source was replaced by a laser source of 473 nm wavelength 26. A dichromatic
reflector27 was used as the beam splitter along with a 505 nm emission filter 28. The
aforementioned water immersion objective with NA of 1.2 was used. The nanograting used
here was designed for 473 nm. A heating chamber was used around the sample stage to
enable live cell imaging. The time stack was acquired at a rate of 20 fps with an exposure
time of ≈50 ms. As demonstrated in fig. 4.12, optical sectioning can be performed with
picoSIM on live cells. However, due to imaging artefacts as well as poor SNR owing to short
exposure time, the signal quality was poor, resulting in substantial imaging artefacts, mostly
in the form of residual grating pattern in the reconstructed image and low SNR. The
reasons and remedies for these artefacts will be discussed in the subsequent section.
Even though a short exposure time of 1ms for the reflective sample and around 50ms for
the biological sample was achievable with the current setup and probes, the corresponding
maximum acquisition rate of 1000 fps (or 33 fps for biological samples) could not be reached
due to the limited acquisition speed of the cameras for full frame acquisition. Replacing
the cameras with faster sCMOS alternatives along with the use of brighter illumination can
drastically improve the speed performance of picoSIM time-scan.
4.5 Discussion
As demonstrated above, picoSIM is a promising technique for fast optical sectioning.
However in certain cases, the performance of picoSIM is compromised due to the
tempering of the light polarization incident on and emitted by the sample. This is an
interplay of several factors as discussed below.
26LSR473H-600, Lasever Inc, 473 nm wavelength with 600 mW peak power
27ZT488rdc-phase-R, Chroma Technology Corp, USA, dichromatic reflector with phase-shift support for
reflected wave-front, size: 25.5 x 36 x 1 mm3
28D505/40m, Chroma Technology, 505 nm emission filter with 40 nm bandwidth
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Fig. 4.12 Shown here is a time-scan of live Human Embryonic Kidney cells 293 (HEK293)
where the mitochondria is stained with MitoDY-1 dye. A stack of 20 images is acquired at a
speed of 20 fps with a FOV of 100× 128 𝜇𝑚2. Shown here are 65× 85 𝜇𝑚2 cut-outs from the
wide-field (top) and optically sectioned stack (bottom). Scalebars correspond to 10 𝜇𝑚.
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Artefacts due to reconstruction process
The Fourier-transform based hrSIM reconstruction algorithm used to processing the
picoSIM data requires prior knowledge of the experimental parameters to determine the
effective illumination pattern in the sample such as grating period and tilt of the grating.
Any deviation from the correct value can result in beating artefacts in the reconstructed
image. The algorithm itself can be used to optimize the effective illumination pattern
iteratively. But it relies on the homogeneous grating pattern contrast across all phases as
well as high SNR. In absence of these conditions, the optimization result is not sufficiently
accurate and the artefacts may persist.
Artefacts due to acquisition
Relative irregularities between the images can occur within each exposure as well as within
an image stack. Issues like varying detector sensitivity, inconsistent intensity of
illumination etc. are handled well by data preprocessing and camera calibration. More
severe issues like sample drift require special treatment. Since the raw images in picoSIM
originate from the same camera exposure, this technique remains considerably immune to
sample drifts like vibration or thermal effects occurring within the exposure, provided that
two cameras are perfectly synchronized. In the current setup, the synchronization delay
between the two cameras is measured to be 6.5 𝜇𝑠, which doesn’t have any substantial
impact within the exposure times of 1 ms (and 50 ms) used. Moreover, the reconstruction
algorithm is equipped to handle relatively small drifts across the raw images via
cross-correlation. Recent sophisticated algorithms to rectify motion artefacts within the
problem in live cell imaging also exist [75].
On the other hand, sample drift occurring over the different exposure of a focal-stack or
time-stack pose a relatively bigger challenge in picoSIM imaging to reliably viewing the
volumetric information as a height map or detecting motion between the consecutive
time-scan images. This problem is also similarly solvable to an extent using drift correction
algorithms based on cross-correlation.
Effect of polarization components
One of the possible reasons for the residual grating pattern in picoSIM images is the
disruption of the polarization pattern present in the light emitted by the sample. This
disruption maybe caused by the dichromatic reflector and the wire-grid polarizers. Most
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Fig. 4.13This curve shows the measured polarization sensitivity of the dichromatic reflector
mounted at 45𝑜 in the current setup. The orientation of the input linear polarization was
rotated (x-axis) and the resultant polarization extinction ratio was recorded (y-axis). The
reflector maintains a high contrast for input linear polarization at 0𝑜 and 90𝑜 degrees, while
the contrast degrades to 14% of the maximum value for 45𝑜 orientation.
dichromatic reflectors used for fluorescence imaging of biological samples are polarization
sensitive. While they can capably reflect the linear polarization vectors aligned at 0𝑜 or 90𝑜
in the picoSIM illumination pattern, polarization vectors aligned at 45𝑜 experience a
reduced contrast. Even when using a good quality polarization maintaining dichromatic
reflector as used in the current setup, this effect still persists as shown in fig. 4.13. As a
result of this effect, the picoSIM polarization pattern has an unequal distribution of grating
phases. This in turn reduced the pattern contrast for certain phases in the acquired images.
The polarization disruption by a dichromatic reflector can be corrected to a certain extent
by placing an identical reflector such that the incident s-polarization for the first reflector is
now the p-polarization for the second reflector. Suggested in [76] and implemented in [66],
this approach makes the illumination path longer and more complex to align.
The wire-grid polarizersWP1 andWP2 used in the detection arms of the picoSIM setup
are orientation-sensitive polarization elements. Therefore, any misalignment can cause an
uneven contrast for different phases in the raw images. As described in section 4.3, the
reflected beam from a wire-grid polarizer even when perfectly aligned (i.e., angled at 45𝑜
with respect to the incident light), contains not only p-polarized light but also a fraction of
s-polarized light. This can effectively reduce the grating pattern contrast as well as change
the apparent grating period in the captured images as patterns with more than one grating
phases may superimpose. To reduce this problem, the four beam forming the images on the
cameras can be filtered using clean-up polarizers. By placing linear polarizers CP1 and CP2
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(CP3 and CP4 in the other arm)29 between the lenses L4 and L5 and the wire-grid polarizers.
However, introducing such a polarizer in the beam path is physically constrained in the
current setup as it would require the two beams in each arm to be further apart.
Being a wavelength sensitive component, the nanograting itself introduces certain
artefacts when used with incoherent light. The retardance underlying the nanograting has a
tolerance bandwidth of approximately ±20𝑛𝑚 [38], implying that the nanograting imparts
the right retardance only over a certain waveband. Illuminating the sample with light
having high temporal incoherence (such as white light) can therefore introduces residual
grating pattern in the raw images and decrease the image contrast.
Effect of fluorescent dyes
Fluorescence anisotropy
As introduced in section 4.2.2, the sample is assumed to have high fluorescence anisotropy.
Recalling from section 2.5.5, the restriction on highest achievable fluorescence anisotropy is
r = 0.4 for randomly oriented fluorophores. This also implies that the fluorescence
polarization factor 𝑝𝑎 is also limited to 0.5. In context of picoSIM, this implies that in the
best case scenario, at most 50% of the emitted signal will contribute towards the final image
while the rest will be unpolarized background. The SNR is therefore twice less than in
conventional SIM methods. Furthermore, when working with dyes having a small
rotational correlation times such as FITC, r reduces further as the dye molecule may
rotationally diffuse at a fast pace. This puts a restriction on the fluorophores that work well
with the picoSIM technique. In theory, using time-gated detection as suggested in [67] with
very short camera exposure times can be used for fluorophores with small rotational
correlation time. Doing so would require very bright samples.
Molecular orientation
If the fluorescent-labeled molecule itself shows a strongly preferred orientation, the sample
will effectively filter out the input light only along that direction. This would be equivalent
to illuminating the sample with a transmission grating and recording all raw images with
the same grating phases (since there is no grating translation in picoSIM). This would show
up as residual grating pattern in the sectioned image since there will not be ample
information regarding the right position of the phase components during reconstruction.
29eg.: LPVISE050-A,Thorlabs AG, Germany, unmounted linear polarizer operating in the range of 400-700
nm and clear aperture of ⌀12.5𝑚𝑚
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Such phenomenon can be pronounced for molecules like collagen or F-actin. However, the
right conjugation of dyes with the molecule can alleviate this problem, as the dye molecule
may still be free to be randomly oriented. Fig. 4.8 serves as an example where actin
molecules in HeLa cells could be successfully imaged despite having a preferred orientation
within the cytoskeleton.
High NA polarization mixing
Although the picoSIM theory is based on small NA i.e, paraxial imaging, a high NA
objective lens is employed to effectively collect the fluorescence or scattered signal from the
sample. As discussed in section 2.3, high NA imaging results in the tempering of light
polarization. In picoSIM, while the interference of the lateral field vectors of the two
diffraction orders result in the desired polarization pattern, an axial component also arises
due to the polarization mixing effect at high NA. Consequently, the modulation contrast of
the picoSIM pattern changes periodically with the angle of the polarization vector within
the grating period [66]. This results in a weak residual grating pattern as an image artefact.
Moreover, the polarization mixing effect also contributes to lower SNR by introducing
unpolarized light in the image. Polarization rectifiers such as meniscus rectifiers and liquid
crystal rectifiers, have been demonstrated to compensate for the high NA polarization
mixing effect in bright-field microscopy and can be possibly extended for fluorescence
microscopy [77].
4.6 Conclusion
This chapter presents the implementation of polarized illumination coded SIM (picoSIM)
using nanogratings as a means of single shot optical sectioning. Using a periodic
illumination pattern with spatially varying polarization distribution reduces the need to
translate the grating and acquire multiple images for a successfully reconstructed image.
The high temporal resolution thus obtained is limited only by the brightness of the sample
and the acquisition speed of the detectors. Replacing the transmission grating with
nanogratings to produce the picoSIM pattern with spatially varying polarization
distribution improves the light efficiency by 1.7 times, while simultaneously making the
setup more compact.
By allowing the use of incoherent light, the nanogratings also extend the application of
picoSIM to fast reflective microscopy. Practical implementation of the same has been
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demonstrated for the first time in this work. The sequential proof-of-concept optical
sectioning with picoSIM shows a clear suppression of out-of-focus contributions for
reflective samples. To utilize the speed advantage of picoSIM technique, two scan modes
have been used. A focal-scan along the z-axis was recorded for a 100 × 128 × 6𝜇𝑚3 stack of
a ceramic chip sample with 100 nm z-step size.The fast imaging capability of picoSIM is
demonstrated by time-resolved imaging of a vibrating metallic surface at 154 fps and a large
FOV of 100 × 128 × 𝜇𝑚2. The comparison of wide-field and optically sectioned images
shows a clear improvement in imaging contrast due to the removal of unfocused blur.
Being a fast wide-field technique with low photo-bleaching, picoSIM is also well suited
for biological imaging [66]. Using nanogratings instead of transmission gratings, the same
has been shown via optical sectioning of fixed HeLa cells in this work. The speed benefit
of picoSIM with nanogratings allows for live imaging of HEK293 cells with a large FOV of
100 × 128 × 𝜇𝑚2 and acquisition rate of 20 fps; although the incoherent illumination had to
be replaced with laser light due to SNR considerations. However the imaging contrast for live
cells was observed to beworse than that of themetallic sample due toweak fluorescence signal
and bad imaging contrast. Due to these factors, a residual grating in the sample was observed
and optimal optical sectioning could not be achieved. Additional factors that cause artefacts,
such as polarization disruption by optical components or the reconstruction process itself,
have also been highlighted.
Other recent optical sectioning methods have also focused on imaging speed. A
technique called HiLo microscopy can produce fast optically sectioned images by using
alternating uniform and structured illumination, followed by high and low pass filtering
[78] Being a wide-field technique, HiLo imaging is quite fast but requires still requires
double the acquisition time compared to picoSIM. Another implementation of HiLo
imaging performs the same operation in a single shot using two special fluorescent probes,
each sensitive to one kind of illumination [79]. Since two channels are used for
simultaneous acquisition, there is a potential to create artefact due to the crosstalk between
±1𝑠𝑡 diffraction orders. Moreover, the performance of this technique relies heavily on
sample properties like homogeneous photo-bleaching and probe co-localization. Another
interesting approach that comes close to the speed performance of picoSIM is colorSIM
(CSIM) [80]. This method uses a colored illumination pattern and the red, green, and blue
(RGB) channels of a color camera sensor to get three raw images fro SIM reconstruction in
a single exposure. However, the multi-colored illumination pattern is inefficient for
fluorescence microscopy. Based on the experimental observations, picoSIM therefore
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emerges as an attractive optical sectioning technique, especially suited for reflective
microscopy applications where sample brightness and anisotropy are usually non-issues.
III
Beam-shaping with Nanogratings

5
Needle beams for extended depth-of-field
Imaging thick biological samples is restrictive in a conventional microscope. The
diffraction limit confines the focal volume and consequently the axial extent of image
sharpness. Introduced in section 2.4, Extended Depth-of-Field (EDF) is therefore a highly
desirable feature for imaging 3D biological specimens. EDF implies extending the axial
intensity of a PSF without sacrificing the axial resolution. Optical sectioning methods, like
picoSIM and others discussed in chapter 4 can image a sample slice-by-slice, but require
multiple exposures to visualize the whole 3D structure of the sample. This chapter explores
the use of binary phase filters based on [81] and [82] for creating an optical needle with a
narrow waist and elongated focus. The method of PSF engineering by phase filters is
furthered by combining it with radial polarization for use at high NA conditions. The
versatility of nanograting inscription enables the hybridization of these two technologies to
produce a so-called Hybrid Filter. The available literature shows that an optical needle beam
generated using nanogratings has not yet been experimentally realized. First, the design
principle of binary phase filters and the advantages of combining them with radially
polarized light to form a hybrid filter will be presented. The effect of design parameters is
studied by calculating and comparing various filter designs. An analytical solution of the
filter design is compared with an optimally designed one to compare the advantages and
limitations of design methodologies used. Lastly, the analytical filter design is fabricated
and some preliminary results of its performance evaluation are presented.
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5.1 Theory
5.1.1 Creating an optical needle
The limits of diffraction make achieving EDF difficult. Axial elongation is easy to achieve at
lower NA, especially for applications like optical coherence tomography (OCT) that require
a longer working distance [83]; however, improving transverse resolution still remains a
challenge. In the inverse case of high aperture imaging, axial elongation has to be sacrificed
for gaining lateral resolution. This dilemma underlines the non-trivial problem of
maximizing the axial extent of a PSF while maintaining lateral tight focusing. An elegant
solution to this dilemma is to engineer a propagation-invariant PSF. Non-diffracting beams
like Airy beams [84], Mathieu beams [85] and Bessel beams [86] embody the ideal shape of
a propagation invariant PSF with an elongated axial length and tight beam waist. Of these,
only Bessel Beams have a symmetrical profile and follow a straight trajectory. This
combined with special properties like self-healing has made them particularly attractive
over the last two decades. One of the biggest applications for these beams is seen in particle
manipulation using optical tweezers [87]. Other interesting application include EDF
optical coherence microscopy [88], microscopy with self-reconstructing beams (MISERB)
for deeper sample penetration [89] and 3D live fluorescence imaging with Bessel plane
illumination microscopy [90], to name a few.
Bessel beam were first postulated in 1987 by Durnin [91] as one of the
propagation-invariant solutions of the scalar Helmholtz equation. The electric field
amplitude of an ideal nth order Bessel beam is written as [92]:
𝐸(𝑟,𝜓, 𝑧) = 𝐸𝑜 exp[𝜄𝑘𝑧𝑧]𝐽𝑛(𝑘𝑟𝑟) exp[±𝜄𝑛𝜓] (5.1)
where 𝐽𝑛 is the nth-order Bessel function, 𝑘𝑧 and 𝑘𝑟 are the axial and radial wave vectors
such that the wavenumber 𝑘 = √|𝑘𝑧|2 + |𝑘𝑟|2 = 2𝜋𝑛/𝜆, and (𝑟,𝜓, 𝑧) are the radial,
azimuthal and axial coordinates. Only a zero-order Bessel beam has a central peak, while
higher-order beams have a central zero. Furthermore, a zero-order Bessel beam has radially
symmetric profile where its central spot in particular remains propagation invariant and its
side lobes carry infinite energy during free-space propagation. This is in contrast with the
most commonly used Gaussian beams that concentrate light to a small axial region beyond
which they diverge. Although a Bessel beam carries lesser energy in its central peak, its
axial length is ideally infinite and significantly larger than that of a Gaussian beam even in
realistic cases (see fig. 5.1).
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Fig. 5.1 (a) and (b) show the calculated X-Y and Y-Z cross-sections of a Gaussian beam.
(c) and (d) show the calculated X-Y and Y-Z cross-sections of an approximation of a Bessel
beam generated using a narrow annular aperture (with ring thickness 0.2, normalized with
respect to the aperture radius). It is noteworthy that the Bessel beam has a narrower beam
waist and longer axial extent than the Gaussian beam for the same NA. All beam profiles are
normalized. NA = 0.95, 𝜆 = 532𝑛𝑚.
As with many perfect physical constructs like plane waves, a true Bessel beam is
unbounded and would require an infinite amount of energy for its non-diffractive
propagation. It is therefore not possible to realize a true Bessel beam physically. However,
approximations of Bessel beams, also known as optical needles, have been successfully
generated via many optical and computational methods.
The first demonstration of a Bessel beam approximation by Durnin was done using an
annular aperture, an idea that stemmed from the works of Welford [93] and Toraldo di
Francia [94]. In particular, the Toraldo filters with their iterative design of concentric
annuli laid the foundation for many subsequent PSF engineering filters. Albeit producing a
tight spot with an elongated focus, this is a wasteful method to generate a Bessel-like beam,
since the majority of the power is blocked by the aperture. A more efficient and commonly
used way to produced Bessel beams is by using an axicon [95]. These are conical prisms that
can focus light along the optical axis, closely resembling a Bessel beam. Similar effect is
achieved using a flat diffractive optical element called a diffractive axicon [96]. Although
diffractive axicons can work at NA higher than their reflective counterparts, they have
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similarly low efficiency. Bessel-like beams can also be generated with improved light
efficiency using holograms [97, 98] and spatial light modulators (SLMs) [99, 100].
Another versatile method to generate Bessel-like beams involves superresolving pupil
filters. These can be categorized as amplitude masks, phase masks or a complex
combination of the two. Amplitude masks were widely used until late 20th century for their
simple design. Beside the simplistic case of annular pupil masks, designs based on shaded
apertures [101] and Bessel amplitude [102] were implemented for reduced spherical
aberration and defocus errors. They were soon abandoned due to their lower transverse
resolution and light efficiency in favor of phase-only and complex masks.
Binary pupil filters (BPF) are a subcategory of superresolving phase-only pupil filters
that can achieve EDF [103]. They comprise of concentric rings of phase or complex annuli
with different radii and binary step change (usually 0 and 𝜋 phase shift). Splitting the pupil
into multiple zones and varying the complex amplitude of the zones gives better control over
the contributions of the vector field components in the focus. Binary phase steps makes
them easier and economical to manufacture compared to the multi-step alternatives. In this
work, the focus is on binary phase-only pupil filters for their simple yet effective design for
generating an optical needle.
5.1.2 Design of binary phase filters
The effects of a generic superresolving filter on the PSF can be analyzed using the scalar
diffraction theory within the paraxial Debye regime. Consider a real-valued and radially
symmetric pupil function 𝑃 (𝜌) with 𝜌 being the radial coordinate normalized to the pupil
radius. Substituting 𝑚 = 𝜌2, the pupil function 𝑃 (𝜌) takes a modified form 𝑄(𝑚). From
[104, 105], the orthogonal components of the normalized complex field distribution 𝐸 in
the focal region can be written as:
𝐸(𝜈, 0) =∫
1
0
𝑄(𝑚)𝐽0(𝜈√𝑚)𝑑𝑚
𝐸(0, 𝑢) =∫
1
0
𝑄(𝑚) exp[𝜄𝑢𝑚/2]𝑑𝑚
, (5.2)
where 𝐽0 denotes the zero-order Bessel function of the first-kind. The dimensionless
transverse and axial optical coordinates 𝜈, 𝑢 introduced in eqn. (5.2) can be expressed in
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Fig. 5.2 Shown here is a binary phase filter with 5 elements or zones. The boundary
radii 𝜌1, 𝜌2, 𝜌3 and 𝜌4 with their corresponding radial angles 𝜃1, 𝜃2, 𝜃3 and 𝜃4 control the
contribution of the axial intensity components that form an elongated PSF at focus O.
terms of radial and axial distances 𝑟 and 𝑧 as:
𝜈 =(2𝜋/𝜆) sin 𝛼 ⋅ 𝑟
𝑢 =(8𝜋/𝜆) sin2(𝛼/2) ⋅ 𝑧
(5.3)
Eqn. (5.2) shows that the axial intensity is given by the Fourier transform of 𝑄(𝑚).
Moreover, from the idea of generalized McCutchen’s aperture, the three-dimensional
amplitude response of the filter can be determined simply as Fourier transforms of
projections of the generalized pupil function in the respective directions. Within small
distances from the focal plane, the eqn. (5.2) can be expanded as power series, integrated
and summed over the entire pupil. The squared modulus then gives a power series
expansion of the transverse intensity 𝐼𝑇 and axial intensity 𝐼𝐴 as:
𝐼𝑇 (𝜈, 0) =𝑞20 −
𝜈2
2 𝑞0𝑞1 +⋯
𝐼𝐴(0, 𝑢) =𝑞20 −
𝑢2
2 (𝑞0𝑞2 − 𝑞
2
1) +⋯ (5.4)
with 𝑞𝑛 is the nth moment of the modified pupil function𝑄(𝑚):
𝑞𝑛 =∫
1
0
𝑄(𝑚) ⋅ 𝑚𝑛𝑑𝑚 (5.5)
Expressing the axial intensity in terms of the pupil moments makes it numerically easier to
evaluate the axial response.
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A phase-only binary pupil filter has rings or zones with alternating phase-shift of zero
and 𝜋. Therefore the transmission of the pupil filter 𝑃 divided into 𝑛 binary elements has the
form:
𝑃 (𝜃) =
{
1, 0 ≤ 𝜃 < 𝜃1, 𝜃2 ≤ 𝜃 < 𝜃3,⋯, 𝜃𝑛−1 ≤ 𝜃 < 𝜃𝑛
−1, 𝜃1 ≤ 𝜃 < 𝜃2, 𝜃3 ≤ 𝜃 < 𝜃4,⋯, 𝜃𝑛−2 ≤ 𝜃 < 𝜃𝑛−1 (5.6)
where 𝜃𝑖 is related to the normalized radial positions 𝜌𝑖 = sin 𝜃𝑖/NA, and 𝜃𝑛 = 𝛼, the
semi-aperture angle. Fig. 5.2 shows a sketch of such a binary phase filter with 5 rings or
zones. Given the flexibility of the BPF design, numerous solutions for the boundary values
𝜌𝑛 could exist. Therefore, certain merit functions are used to help determine the optimal
design criteria. These include:
• Strehl ratio S is is a measure of the image quality and varies between 0 and 1, with 1
being the Strehl ratio of a perfect imaging system. It is calculated as the ratio of peak
illumination focal intensity and the intensity of an unobstructed aberration-free pupil.
S = 𝑞20
|𝑄𝑚𝑎𝑥|2
(5.7)
• Transverse Gain GT denotes the transverse superresolution performance achieved by
the filter. It is directly proportional to square of the normalized parabolic width of the
PSF and is written as:
𝐺𝑇 = 2
𝑞1
𝑞0
(5.8)
• Axial Length L is a measure of the depth-of-field and is calculated as the normalized
distance between the two axial points where the intensity drops to 80% of the
maximum value.
For a plane circular pupil, S = 𝐺𝑇 = 1. For a infinitely thin annular pupil that can
produce an ideal Bessel beam, S = 0 and 𝐺𝑇 = 2 [106]. Superresolving filters can achieve
axial elongation, lateral shrinking or both, depending on the merit functions that are
prioritized. The earliest approach to design superresolving filters either involved a brute
force search for appropriate boundary values or optimization of merit functions based on
the application. In the optimization approach, the first few derivatives of the axial intensity
are set as zero [107]. The remaining degree of freedom is used to tune the aforementioned
merit functions according to the application at hand. For instance, improved optical
sectioning can be achieved by maximizing the axial resolution, while transverse resolution
is important for optical surface imaging applications.
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Fig. 5.3 Effect of different polarization of incident illumination on the lateral width of the
focal spot generated by a 5-zone binary phase filter. A comparison with a uniform pupil
illuminated by circularly polarized light (black dotted curve) is also shown.
Another approach is to analytically calculate the filter boundaries. One such design ,
which has been used in this work to study BPF, is known as maximally flat filters (MFF)
[81]. Derived from the electric filters by Butterworth [108], this design ensures that the axial
intensity remains broad and flat. Here, the lowest 𝑛 − 1 moments of the pupil in eqn. (5.5)
are set to be zero, so that the first 2𝑛−1 derivatives of axial intensity in eqn. (5.4) also vanish.
This gives us a set of 𝑛 − 1 simultaneous equations needed to solve for the 𝑛 − 1 unknown
radial boundaries of phase change within the filter. The Mathematica code implementing
this algorithm was developed in collaboration with Prof. Colin J.R. Sheppard and has been
provided in Appendix C.
5.1.3 Radially polarized light for EDF at high NA
It is to be noted that the MFF derived in [81] are designed to work optimally in the paraxial
regime which is suitable for low aperture applications like optical coherence tomography.
For higher NA applications such as laser scanning microscopy, using MFF with linearly or
circularly polarized light shows a loss of lateral resolution gain (see fig. 5.3). This happens
because of the polarization mixing at high NA that prevents the field vectors to
destructively interfere around the focus as the angles get higher, leaving a stronger
transverse field. The filter design needs to be adapted for high NA by iteratively
recalculating the radii at the particular NA using a full vectorial treatment [109]. The
simpler alternative option is to utilize the properties of radial polarization at higher NA
[110], as is done in this work. With its longitudinal component dominating at higher NA,
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radially polarized light results in a tighter focal spot compared to linear or circular
polarization [56], a situation highly favorable for generating optical needles. Radially
polarized light has been demonstrated to improve the performance of pupil filters [82, 111].
For radially polarized input light, the vectorial field from eqn. (2.6) can be written as [112]:
⃖⃖⃗𝐸(𝑥2, 𝑦2, 𝑧2) = −
𝜄𝜋
𝜆 ∫
𝛼
0 ∫
2𝜋
0
𝑃 (𝜃,𝜑)√cos 𝜃
⎡
⎢
⎢
⎢
⎣
cos 𝜃 cos𝜑
cos 𝜃 sin𝜑
sin 𝜃
⎤
⎥
⎥
⎥
⎦
⋅ sin 𝜃 exp[𝜄𝑘𝑛(𝑥2 sin 𝜃 cos𝜑 + 𝑦2 sin 𝜃 sin𝜑 + 𝑧2 cos 𝜃)]𝑑𝜃𝑑𝜑
(5.9)
Since the azimuthal component vanishes (𝜑 = 0), the remaining radial and axial
components of the vectorial electric field can be simplified using eqn. (2.8) as:
⃖⃖⃗𝐸𝑟(𝑟2, 𝑧2) = −
𝜄𝜋
𝜆 ∫
𝛼
0
𝑃 (𝜃)√cos 𝜃𝐽1(𝑘𝑟2 sin 𝜃) sin(2𝜃) exp[𝜄𝑘𝑧2 cos 𝜃]𝑑𝜃
⃖⃖⃗𝐸𝑧(𝑟2, 𝑧2) =
2𝜋
𝜆 ∫
𝛼
0
𝑃 (𝜃)√cos 𝜃𝐽0(𝑘𝑟2 sin 𝜃) sin2 𝜃 exp[𝜄𝑘𝑧2 cos 𝜃]𝑑𝜃
(5.10)
In this work, radially polarized light is used to empirically improve the performance of
MFFs at high NA. To convert the input illumination into radial polarization, usually a S-
wave plate converter discussed in section 3.5 is placed before the BPF. A novel and more
efficient way to achieve this is by combining the two elements into a hybrid filter (HF), as
demonstrated in this chapter. A hybrid filter has two distinct advantages over the former
design: (a) lower back reflection due to fewer optical surfaces, and (b) no risk of relative
misalignment between the polarization converter and the pupil filter due to its monolithic
design.
5.2 Design of hybrid filters
Todesign a hybrid filter, first a BPF is designedwhich is then combinedwith a radial polarizer.
The number and radii of the rings forming the radial boundaries of BPF are the two most
important design parameters. Number of rings represents the number of components used
for controlling the axial intensity while the ring radii represent the weights (or coefficients)
of these components. As explained before, several possible solutions, both real and complex
valued, exist for each set of simultaneous equation for a given number of radial boundaries.
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Fig. 5.4 This graph shows the Strehl ratio and therefore the image quality of the filter
decreases rapidly with the increasing number of rings. Red curve shows a cubic fit applied
to the calculated data.
Constraining the merit functions, like selecting maximum value of S, can help in picking
the best performing solutions. Given that normalized width of the transverse intensity is
proportional to 1/√𝐺𝑇 [105], filter designs with GT>1 perform better in terms of transverse
resolution. Following this idea, the best performing solution for each case with different
number of elements are selected to observe their effect on the overall performance of the
filters.
(a) (b)
Fig. 5.5 (a) The calculated transverse intensities of BPF with different number of elements
show that the focal spot becomes sharper with every added radial element. The axial intensity
(b) show a similar trend where the axial spread becomes broader. But the side lobes become
stronger in both directions as the number of rings increase. The dotted curve is the response
of a plain circular pupil.
As shown in fig. 5.4, the Strehl ratio declines with the increasing number of rings in a
BPF. The lateral response of BPFs with increasing number of elements (fig. 5.5 a) becomes
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shaper; however, more light is pushed to the side lobes, hence decreasing the peak intensity.
Adding more elements also extends the axial response (fig. 5.5 b). But at the same time, the
diffraction efficiency is reduced, diverting more energy to the side lobes.
An analytically calculated solution for a 5-element maximally flat BPF is chosen as the
best compromise between S and 𝐺𝑇 values. It is then combined with radial polarization to
form a hybrid filter HF1. For a fair assessment of HF1, a similar 5-element design available
in literature [82] is chosen for comparison. This second filter, henceforth referred to as HF2
is designed using full vectorial treatment at a high NA = 0.95 via optimization and also uses
radially polarized input. Table 5.1 lists the calculated design parameters of the two filters i.e,
boundary radii of the 5-elements (𝜌1⋯4), Strehl ratio S , transverse gain𝐺𝑇 , depth-of-field𝐿
and full width at half maximum (FWHM) calculated at NA = 0.95 for 𝜆 = 532 nm.
Table 5.1 Shown below are the design parameters for the analytically designed HF1 and
optimally designed filter BPF2.
Parameters Hybrid filter HF1 Hybrid filter HF2
𝜌1 0.185 0.091
𝜌2 0.367 0.391
𝜌3 0.544 0.592
𝜌4 0.716 0.768S 0.134 0.054
𝐺𝑇 1.684 2.169
𝐿 1.917𝜆 3.158𝜆
FWHM 0.469𝜆 0.467𝜆
Upon comparing the axial and transverse profiles of the PSF generated by the two filters,
it is obvious that filter HF2 produces a longer axial extent and a slightly narrower transverse
spot. Although the details of the optimization used to determine this design are not clear,
it can be speculated that it involved optimizing the axial gain 𝐺𝐴, while compromising on
the Strehl ratio S . The effect of low diffraction efficiency and hence low value of S is visible
in both axial and transverse profiles with the enlarged side lobes (blue curves in fig. 5.6 e
& f). Being an optimized design, a superior performance is expected of HF2. However, the
analytically designed filter HF1 achieves an almost equal transverse performance without
any merit function optimization. Although HF1 shows a smaller axial length L, it is still 2.51
times longer compared to a circularly polarizedGaussian beam focused after a uniformpupil.
Furthermore, the axial profile of HF1 is smoother than that of HF2.
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Fig. 5.6 (a) and (b) show the calculated X-Y and Y-Z cross-sections of the intensity
distribution produced by filter HF1. (c) and (d) show the corresponding calculated intensity
for filter HF2. On comparing the normalized axial intensities in (e), it is observed that HF2
(blue curve) produces the tightest focal spot but hasmore pronounced side lobes. Similarly in
(f), it can be concluded that HF2 produces the maximum axial elongation but HF1 (magenta
curve) has a smoother axial profile with lower energy wasted in the side lobes. Both filters
achieve tighter focal spot and axial elongation compared to a circularly polarized Gaussian
PSF (dotted black curves). NA = 0.95, 𝜆 = 532𝑛𝑚. All beam profiles are normalized.
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5.3 Realization of hybrid filter
In order to experimentally generate an optical needle with sub-diffraction width and axial
elongation, the hybrid filters HF1 and HF2 were fabricated using the nanograting inscription
process as shown in fig. 5.7. The first layer of either filters consists of a radial polarization
converter with a quarter-wave plate based design presented in section 3.5. In this layer, the
nanogratings are arranged in a radial fashion with the orientation of the nanograting planes
varying spatially while maintaining radial symmetry. These nanogratings act as localized
quarter-wave plates, converting circularly polarized light into radial polarization. The second
layer inscribed at a distance of about 50𝜇𝑚 consists of a binary phase filter with 5 radial
zones with radii mentioned in Table 5.1. The retardance of the zones is varied such that the
alternate zones induce a relative phase difference of 𝜋 on the incident light. The diameter
of the inscribed hybrid filters are 5 mm. The diffraction efficiency of HF1 is measured to be
65.8%, while for HF2 is 59.39% at 532 nm illumination wavelength.
~450µm
50µm
200 µm
Direction of incident light
(a)
5 mm
(b)
Fig. 5.7 (a) A simplified sketch to visualize the arrangement of nanogratings based hybrid
filter for generating optical needle beams. The direction of illumination is indicated by yellow
arrow.(b) an image of the fabricated hybrid filter.
5.3.1 Experimental setup
The beam profiles produced by HF1 andHF2 are recorded using a laser scanningmicroscope
sans a beam scanner (fig. 5.8). This experimental setup consists of the housing of an inverted
light microscope1 where the illumination path is customized. A laser light source LS of 532
nmwavelength 2 is used as the illumination source which is spatially filtered for a high beam
1AxioVert 135M, Carl Zeiss AG, Germany, inverted wide-field microscope
2LSR532H-2W + DPSSL Driver, Unknown Manufacturer, 532 nm Class3B laser
5.3 Realization of hybrid filter 93
TL2
S
P
DC
L1
LP
QWP
HF TL1
LS
OBJ
C
EF100 mm
100 mm
165 mm
Fig. 5.8The setup for measuring the beam profile produced by a hybrid filter is based on a
scanning microscope. The filter HF is illuminated by circularly polarized light and focused
on the sample S using a relay lens L1, tube lens TL1 and the objective OBJ. The fluorescence
emission from the sample is filtered and recorded at the camera C.
quality and collimation. A combination of linear polarizer LP 3 and quarter wave plateQWP
4 convert the laser light into circular polarization. The hybrid filterHF is illuminated by this
circular polarization. The phase-modulated wavefront from the hybrid filter is then relayed
to the back focal plane of the objective via a lens L1, tube lens TL15 and a dichromatic mirror
DC6. The beam is then focused by the objective lens OBJ7. The fluorescence emission from
the sample is collected by the same objective and filtered via an emission filter EF8 to get rid
of the illuminating light. The in-built detection tube lens TL29 then focuses the light on the
cameraC10.Themovement of the sample stage S11 and the camera is controlled by𝜇Manager,
3LPVISE100-A, Thorlabs Inc, Germany, unmounted linear polarizer operating in the range of 400-700 nm
and clear aperture of ⌀ 25 mm
4WPMQ05M-532, Thorlabs Inc, Germany, mounted quarter wave plate for wavelength 532 nm and clear
aperture of ⌀ 12.5 mm
5both lenses: AC254-100-A-ML,Thorlabs Inc, Germany, cemented achromatic doublet lenses with 100mm
focal length, clear aperture of ⌀ 25 mm and anti-reflection coating for 400-700 nm
6ZT532 RDC, AHF AG, Germany, dichromatic mirror with phase-shift support for reflected wave-front,
size: 25.5 x 36 x 1 mm3
7420660-9970-000 Plan-Apochromat, Carl Zeiss AG, Germany, infinity corrected objective lens with 40 ×
magnification, h 0.95 NA, correction collar and M27 thread
8575/50 ET, AHF AG, Germany, bandpass emission filter with ⌀ 25 mm
9focal length of 164.5 mm, specified by manufacturer
10Orca-Flash 4.0 v2.0, Hamamatsu, Japan, digital sCMOS camera with 2048 × 2048 pixels with a pitch of
6.5𝜇𝑚 and 100 FPS full frame acquisition speed
11PInano®XYZ, Physik Instrumente, Germany, three dimensional ±1𝑛𝑚 precision piezo-stage with 200 ×
200 × 200𝜇𝑚 travel range
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a open source microscopy software [113]. The code used for scanning the sample is provided
in Appendix C.
5.3.2 Results & Discussion
The axial intensity distributions generated by the filters HF1 and HF2 were recorded by
scanning a nano-ruby sample (𝜆𝑒𝑥 = 532 nm, 𝜆𝑒𝑚 = 694 nm, see appendix B) along the
optical axis. Shown in fig. 5.9 are the intensity profiles along the z direction for the two
filters. Curve fitting determines that L = 1.29𝜆 for HF1 and L = 2.02𝜆 HF2 for NA = 0.95 at
𝜆𝑒𝑚 = 694 nm.
These values, although an improvement over a Gaussian PSF, are lower than the
theoretically calculated values of L in table 5.1. A likely cause for this is the spherical
aberration, visible in both the beam profiles in fig. 5.9 a & b as the spread at the end of the
axial intensity. This spherical aberration arises possibly due to the incorrect adjustment of
the correction collar of the objective. This effect is especially pronounced for high NA
lenses without an immersion medium as in the present case, where the mismatch between
the refractive indices of the cover slip and the medium is not sufficiently compensated.
Another cause for the shortened axial length might be the incorrect beam diameter
illuminating the filter which effectively changes the relative boundary radii and unbalances
the constructive interference of the axial components
Tomeasure the lateral beamprofile generated by the two filters, a fluorescent bead sample
with 100 nm beads (𝜆𝑒𝑥 = 532 nm, 𝜆𝑒𝑚 = 550 nm, see appendix B) was scanned across the
focus in X and Y direction using the aforementioned experimental setup. As shown in fig.
5.10 a & c, a Bessel-like beam profile with central peak and side lobes was recorded for filter
HF1. This transverse PSF has a sub-diffraction FWHM is 0.50𝜆 at NA = 0.95 which is 6.4%
more than the theoretically predicted value of 0.47𝜆 in table 5.1. Similarly, the beam profile
and intensity cross-section for HF2 is shown in fig. 5.10 b & d. The FWHM in this case
is 0.47𝜆 at the same NA which is 2% more than the theoretical prediction. It should also
be remarked that HF2 has a tighter focus than HF1 as expected. Furthermore, while both
beam profiles show substantial side lobes, the side lobes of HF2 are more spread out. This
too agrees with the calculated profile shown in fig. 5.6 and is a result of the axial elongation.
The lateral FWHMs achieved by filters HF1 and HF2 are 17% and 22% tighter than the width
of circularly polarized Gaussian PSF, demonstrating that both the filter designs are capable
of achieving sub-diffraction resolution.
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Fig. 5.9 (a) and (b) show the measured axial intensity distribution produced by hybrid filters
HF1 and HF2 respectively. (c) and (d) show the corresponding maximum intensity profile
along the axis. The scalebar in (a) and (b) is 1𝜇m.
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Fig. 5.10 (a) and (b) show themeasured axial intensity distribution produced by hybrid filters
HF1 and HF2 respectively. (c) and (d) show the corresponding normalized intensity profile
along the x-axis. The scalebar in (a) and (b) is 250 nm. The lateral FWHM is determined to
be 0.50𝜆 for HF1 and 0.48𝜆 for HF1 for NA = 0.95 and emission wavelength 𝜆𝑒𝑚 = 550 nm.
5.4 Conclusion
This chapter starts by theoretically exploring the design of maximally flat filters (MFF) [81]
to generate an optical needle. Specifically, the effect of the number and radii of the radial
boundaries of these filters on the axial and lateral intensities at the focus is studied. It is
observed that by increasing the number of concentric zones, the axial elongation can be
maximized, but at the cost of overall imaging quality or Strehl ratio.
Based on this theoretical exploration, one specific design with 5-zones is chosen to
provide a good balance between the axial elongation and imaging quality. However at high
NA the transverse resolution gets worse due to lateral broadening. In this work, radially
polarized light is combined with MFF to improve its performance at high NA.This so called
hybrid filter HF1 can theoretically achieve 22.8% tighter focus than a circularly polarized
Gaussian beam. In the axial direction, 2.51 times increase in the longitudinal extent is
observed. The proposed design has been fabricated as a monolithic element using the
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Fig. 5.11 (a) and (b) show the calculated lateral and axial profiles of HF1 (red) andHF2 (blue)
obtained by a radially polarized Bessel-Gauss input beam. Gaussian beam profile is shown
for comparison (dotted black curves) NA = 0.95 and 𝜆 = 532𝑛𝑚.
nanograting inscription process. The fabricated design conforms with the theoretical
results, as demonstrated by the 17.8% improvement in the FWHM and 1.69 times
elongation in the axial direction compared to a Gaussian beam at NA = 0.95.
To compare this method of improving the filter performance at high NA, a similar
design HF2 proposed by Wang et al. [82] is used. Theoretical results show that this design
achieves 23.2% times improvement in the lateral resolution and 4.1 times increase in the
axial length of the PSF at NA = 0.95 and 𝜆 = 550𝑛𝑚. While [82] describes only the
theoretical implementation of this design, nanograting inscription process allows for it to
be realized in practice. This fabricated prototype also agrees with the theory as it
demonstrates 2.66 times extension of the axial focus and 22.7% improvement in the lateral
focus spot for NA = 0.95.
Comparing HF1 and HF2 reveals additional insights into the relative benefits and
drawbacks of each method. HF2 achieves a longer axial extent while HF1 has a smoother
axial profile. In other words, while HF1 may not provide the same depth-of-field as HF2,
the quality of the focus is more uniform. Both HF1 and HF2 perform equally well in
gaining transverse resolution. Note that the axial elongation in both the fabricated designs
is lower than expected theoretical values due to the effects of spherical aberration. Using a
high NA immersion objective lens with the correct setting of correction collar can reduce
such aberrations. Care should also be taken to have a very precise beam diameter
illuminating the filter, as it influences the boundary values of the zone radii and in turn the
filter performance.
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As theoretically proven in fig 5.11, introducing Bessel-Gaussian amplitude [114, 115, 82]
in the existing hybrid filter designsmakes the lateral FWHMforHF1 andHF2 even sharper by
3.2% and 9.15% respectively, as compared to the theoretical values in table 5.1. This however
comes at the cost of additional optics like a spatial light modulator [116] and the practical
implementationwill be a subject of futurework. Replacing radial polarizationwith azimuthal
polarization may possibly yield even smaller focal spots [20, 117]. It is also worth exploring
other designs of maximally-flat filters such asmaximally flat annuli [106]. These filters have a
three-step phase change instead of a binary phase step and are capable of achieving 15𝜆 axial
elongation.
6
Donut-beam for STED nanoscopy
This chapter continues to explore the possibilities of beam shaping with nanogratings, now
for generating a donut-shaped beam. Although such beams find numerous applications in
optical particle trapping, material processing etc., the present efforts are concentrated on
generating a donut beam for Stimulated Emission Depletion (STED) microscopy. The
working principle of STED microscopy is elaborated with special focus on the type of PSF
engineering required to produce the special shape of a depletion beam. A beam shaping
device using nanogratings to generate the desired beam profile, while maintaining the
efficiency and reducing the complexity, is proposed. The efficiency of the proposed device
is compared with a conventional device theoretically and the benefits of using a birefringent
material for this device are discussed. The possibilities of realizing such a device using
nanogratings is explored via preliminary proof-of-concept results. Finally, some
improvements to tune the device to perform better are suggested.
6.1 Introduction
Over the past twodecades, numerous imaging techniques have tried to surpass the diffraction
limit. Stimulated Emission DepletionMicroscopy, popularly known as STED, was one of the
first techniques to find its way around the diffraction barrier [118, 119]. The sub-diffraction
resolution that STED boasts of is achieved by modifying the effective point spread function
(PSF) of the fluorescence excitation beamby superimposing it with a donut-shaped depletion
beam, resulting in non-linear quenching of the fluorescence by stimulated emission.
To understand the principle of STED microscopy, it is important to make the
distinction between the underlying phenomena of spontaneous and stimulated emission.
During stimulated emission, an excited electron interacts with a photon of a specific
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Fig. 6.1A simplified Jablonski energy-level diagram for themolecules within the illuminated
region during STED microscopy. The region within the donut-shaped depletion beam (red)
allows stimulated emission while suppressing fluorescence. This leads to a much smalled
effective PSF or the fluorescence signal (green) as compared to the excitation PSF (blue).
frequency, causing it to decay to a lower energy state by releasing two identical photon. This
is in contrast with the spontaneous emission process, where the excited electron decays to a
lower state without any external stimulus while also releasing a photon that is random in
nature. Such a photon contributes towards a much broader emission spectrum unlike the
narrow spectrum of the stimulated emitted photons.
In stimulated emission depletion microscopy, two laser beams are employed. The first
beam excites the fluorophores in the sample. A red-shifted second beam shaped like a
donut is superimposed on the first beam. This high-intensity second beam, known as the
STED depletion beam, forces the fluorophores in the ring of the donut to deplete
non-linearly to their ground state via stimulated emission (fig. 6.1). Hence, by allowing
only the fluorophores in the center of the beam to emit spontaneously, the effective width
of illumination PSF is drastically reduced. Although the focal spots of the two beams are
diffraction-limited themselves, their superimposition and the saturation of the stimulated
emission can result in 20 nm lateral resolution [120] and around 50 nm axial resolution
[121]. Since its development as a super-resolution technique more than a decade ago, STED
has evolved into an established nanoscopy method. Starting off with the first demonstration
of superresolution in live cells in 2000 [122], video-rate imaging of vesicle movement was
achieved in 2008 [123]. A variation of STED namely reversible saturable optical
fluorescence transitions (RESOLFT) microscopy has also increased the temporal resolution
of large fields-of-view by parallelizing the scan using an array of 100,000 depletion beams
[124].
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Fig. 6.2 A conventional STED setup as shown here employs two laser beams - an excitation
beam with an airy-disk shaped PSF, and a depletion beam whose phase is altered using a
phase mask to produce a donut-shaped PSF. The scalebar of 500 nm shows an effective 10-
fold decrease in the size of the illumination PSF, making super-resolution imaging possible.
Besides the durability of the fluorophores used, the STED resolution primarily depends
on the illumination intensity and the ’tightness’ of the depletion beam i.e., achieving a
substantially zero-intensity point at the center of the donut [118, 125]. By increasing the
power of the depletion beam to arbitrary limits, the fluorescence depletion can also be
non-linearly amplified and hence, infinitely high resolution is possible. However, this is not
pragmatic, given the limited tolerance of the biological samples to such high intensities.
Therefore, an effort is made to enhance the quality of the focusing spot by improving phase
masks for producing STED depletion beams with substantial zero intensity at the central
point. Furthermore, a mask that minimizes the relative misalignment of the two beams
would greatly simplify the alignment and operation of a STED setup. Another desirable
factor is to produce a fairly simple and robust STED mask that can be introduced in the
illumination path easily, without aberrating the system.
6.2 Conventional STEDmasks
Image formation in a STEDmicroscope is similar to a confocal scanning microscope, where
the intensity distribution of the image 𝐼(𝑟) of the sample 𝑆(𝑟) is given by the convolution:
𝐼(𝑟) = 𝑆(𝑟) ⊗ ℎeff(𝑟) (6.1)
where the effective PSF ℎeff = ℎillu ⋅ ℎdet i.e., the product of the illumination PSF hillu and
the detection PSF hdet [126]. The illumination PSF in turn is the excitation PSF hex suppressed
by the donut-shaped depletion PSF hdep by a factor 𝜂𝑐 that denotes the quality (or depth) of
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Fig. 6.3 (a) shows the phase distribution (black = -1, white = +1) in a conventional STED
mask for 1D resolution enhancement. (b) shows the corresponding STED depletion PSF
generated with the mask in (a) using a x-polarized input. (c) shows the phase distribution
in a conventional STED mask for 2D resolution enhancement. (d) shows the corresponding
STED depletion PSF generated with the mask in (c) using a x-polarized input. All scalebars
read 100 nm. NA = 0.95, 𝜆 = 550 nm.
the central null of hdep. The lower this null-quality factor 𝜂𝑐 , the smaller is the size of hillu and
the higher the resolution. For the simplification, 𝜂𝑐 can be approximated as the ratio between
the intensity of the central null and the maximum intensity of hdep. In theory, the 𝜂𝑐 should
be zero. For practical purposes, 𝜂𝑐 of up to 0.1 is acceptable for an idea aberration-free phase
mask.
The amplitude parameter A(𝜃,𝜑) of the generic Debye-Wolf integral from eqn. (2.6)
describes the phase and amplitude of the illumination beam. Assuming a uniform incident
beam, this term is reduced to pure phase modulation. To generate a PSF with zero central
intensity, the phase of the wavefront in the conjugated BFP of the objective has to be
engineered. To this end, a spatial phase distribution has to be imprinted on different parts
of the beam. For resolution enhancement along one direction, this can be achieved using a
complex pupil phase mask :
𝑃 (𝜃,𝜑) =
⎧⎪
⎨
⎪⎩
−1 if 0 ≤ 𝜃 < 𝜋
1 if 𝜋 ≤ 𝜃 < 0
, 𝜃 = [0...2𝜋] (6.2)
By ensuring that two halves of the beam have a 𝜋-phase difference, this mask leads to a
line-shaped destructive interference of the opposing rays in the focal plane and a
constructive interference of the off-axis rays, resulting in resolution enhancement in one
direction, shown in fig. 6.3 (the off-axis maximum occurs due to the path lengths of the
opposing rays offsetting the phase difference). The incoming polarization must be parallel
or anti-parallel in order to achieve a perfect destructive interference along the optical axis,
to avoid any significant z-component.
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A combination of 1D STED masks can be used for extending the resolution in 2D. This
would also require splitting the beam into two orthogonal components and then
recombining them. Instead, a vortex phase mask VPM (also known as helical phase mask) is
used to produce the same effect (see fig. 6.3 c).
𝑃 (𝜃,𝜑) = exp[𝜄𝜃], 𝜃 = [0...2𝜋] (6.3)
Similar to the one-dimensional mask described in eqn. (6.2), each ray finds a 𝜋-shifted
counterpart along the optical axis. In the simplistic case of paraxial imaging, this results in
a desired hole-like destructive interference that gives the quintessential donut-shape to the
beam. But in the realistic case of focusing with high numerical aperture, the situation is
more complex, as detailed in section 2.3. The azimuthal components find a 𝜋-shifted
opposing ray to cancel out with, as in the paraxial case. The radial components however
produce an axial field depending upon the incoming polarization orientation. For the
vertically polarized field, the opposing radial components will get a phase shift of 0 and 𝜋
respectively and will interfere constructively to generate an unwanted positive axial field. In
case of the horizontally polarized field, the opposing radial components will acquire a phase
shift of 𝜋/2 and 3𝜋/2 respectively after passing through the mask, interfering similarly as the
vertically polarized beam to generate another unwanted axial field. These axial fields can
potentially cancel each other if they can have an equal magnitude and opposing sign. This
can be achieved by using a circularly polarized input wherein the horizontal components
will have an additional lagging phase of 𝜋/2. The azimuthal components of the beam will
remain unaffected and cancel as usual. But the radial components will now generate two
equal and opposite axial fields that will cancel each other, resulting in an axial null spot as
desired.
It is evident that the quality of the null-spot depends upon the handedness and
exactness of the circular polarization. Any ellipticity will upset the counter-balancing axial
fields and result in the unwanted filling of the null-spot. Therefore, the use of such phase
masks call for a stringent polarization control. The idea of generating 3D resolution
enhancement using STED can be extrapolated from the design of the two STED masks
presented above. However, for simplicity, this work focuses on 2D STED masks producing
only lateral resolution enhancement.
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6.3 Alternative design of STEDmasks
As shown in fig. 6.2, the excitation and depletion beams originate from different sources
and follow separate paths that are recombined before reaching the objective. This is
essential due to the different beam shaping required for the two beams. Relative beam
misalignment is therefore very common and can reduce the performance significantly. The
solution to this problem is twofolds. The first step would be to use the same source for the
two beams, for instance,using a supercontinuum light source for illumination [127].
Secondly, the phase mask has to be engineered in a way such that the STED depletion beam
is shaped into a donut, while the excitation beam experiences no PSF-shaping. Most of the
available approaches to generate a donut-shaped focal spot include spiral phase plate [128],
computer generated holograms [129], spatial light modulators (SLM) [130], q-plates[131]
etc. All of these techniques rely solely on phase engineering which offers no means to
discriminate between wavelengths.
Some noteworthy attempts have been made recently to attain wavelength selectivity.
Menon et al. [132] proposed the use of lenses with concentric circular zones to create donut
beams. Wildanger et al. [133] utilized the dispersion properties of two glass plates with
same refractive indices at the excitation wavelength that are notably different at the STED
wavelength. Baer proposed a similar approach of combining a pair of glasses with precisely
chosen thicknesses such that they introduce different phase delay at same wavelength [134].
An elegant approach proposed by Reuss et al. [135], called easySTED, uses a segmented
wave plate to simplify STED setups. This device consist of four half-wave plate segments,
such that the fast axis of each segment is rotated by an angle of 45𝑜 with respect to the
adjacent quadrant.
A practical aspect that is often overlooked by the aforementioned designs is the ease of
manufacturing a robust device while maintaining precision and minimizing costs. Usually
a conventional VPM used for generating the STED depletion beam is produced by
depositing layers of magnesium fluoride (MgF2) with varying thickness on a thin glass
substrate. Since MgF2 is transparent over a wide wavelength range, the deposited layers do
not introduce any amplitude changes, but purely phase changes in the beam. Since the total
etching depth from the top to bottom of vortex is a function of the design wavelength
(similar order of magnitude) and the substrate’s optical index, each VPM is wavelength
specific. The physical vapor deposition processes like electron-beam evaporation or
ion-beam sputtering often require high temperatures, high vacuum as well as precise
controls, all of which adds up to high costs of manufacturing unless large scale production
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Fig. 6.4 (a) and (d) show the design of a conventional VPM and the proposed QRP. The
gradient in (a) shows a continuous distribution of phases while (d) shows a distribution of
retardance. Also shown here are the calculated PSFs generated by a VPM and the QRP. (b)
and (e) show the total intensity distribution in the X-Y plane while (c) and (f) show the 𝐸𝑥,
𝐸𝑦 and 𝐸𝑧 components of the PSFs. The scalebar in (b) and (e) reads 100 nm. NA = 0.95, 𝜆
= 550 nm.
is intended. The phase plates used in [133] and [134] rely on careful section of a pair of
glasses with the required dispersion properties and precise width profile, which is quite a
challenge. Although the birefringent device produced for easySTED [136] boasts of good
performance, it comprises of segments of birefringence material glued together at the right
orientation, which calls for high precision. Moreover, temperature changes in the vicinity
of the objective where such a plate is mounted (for eg.: heating the objective during live cell
measurements) may cause structural changes in the device, affecting its performance.
The STED mask design proposed in the current work combines the benefits of
birefringence based beam shaping described in [136] with the robustness and ease of
manufacturing a monolithic device using nanograting inscription. The proposed Quadrant
Retarder Plate (QRP) is divided into four equal quadrants, with each quadrant introducing
a phase of 0, 𝜋/2, 𝜋, and 3𝜋/2 respectively across the X-Y cross-section of the incident beam,
as depicted in fig. 6.4d. This retardance distribution ensures that the opposing rays have a
relative phase difference of 𝜋 and effectively cancel each other out to produce a donut shape.
The polarization distribution produced when this device is illuminated with circularly
polarized light is an alternating pattern of circular polarization with varying handedness as
shown in fig. 6.5 a. The handedness of the opposing quadrants is always counter-balanced.
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Fig. 6.5Theworking principle of null formation using the QRP at the focus can be explained
by the polarization mixing effect of high aperture focusing. (a) shows the polarization
produced by each quadrant of the QRP when circularly polarized light (yellow) is incident
on it. (b) shows the effect high NA polarization mixing has on the electric field vectors from
each quadrant to produce a null at the central focal point.
The vectorial treatment of the beam focusing by a high NA lens as discussed in section 2.3
explains how this device produces the desired donut-shaped PSF for STED depletion.
Fig. 6.5 a shows the polarization distribution at the edges of the back focal plane of the
objective after passing though the QRP. Due to the high NA of the objective lens, the
wavefront of the converging beam is spherical as expected. The azimuthal field vector
components Ex1, Ex3 oriented perpendicular to the y-direction in Q1 and Q3 do not
undergo any changes and reach the focal point, only to be canceled out due to opposing
phase shifts at the focal point. The similar situation is repeated for azimuthal field vectors
Ey2, Ey4. The components Ey1, Ey3 in quadrants Q1 and Q3 however appear to bend due to
polarization mixing (as a result of developing additional x and z components) and give rise
to an axial field E’y1y3. A similar effect happens with the field components Ey2, Ey4,
resulting in another axial field E’y2y4 at the focus. The two axial fields cancel each other to
result in a null at the center of the focus. It is visible that his scenario depends on the
handedness of the input circular polarization which must be the same as the orientation of
the phase plate. For a plate with orientation as shown in fig. 6.5 a, left handed circular
polarization (anti-clockwise) results in a null in the center, while right handed circular
polarization results in a worse performance than linear input polarization (fig.6.6).
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Fig. 6.6 Shown here are the calculated X-Y cross-sections of the PSF produced by the QRP
when illuminated with light of different polarization.
6.3.1 Performance analysis of quadrant retarder plate
The alignment of the depletion beam with respect to the QRP is essential to ensure the right
shape of the depletion PSF and consequently the effective STED PSF. The effects of
misalignment between the QRP and the depletion beam can be quantified by observing the
change in the quality of the central minimum with displacement of the mask [137].
(a)Misalignment of vortex phase mask (b)Misalignment of quadrant retarder plate
Fig. 6.7 A comparison of the degradation in the null quality factor when a traditional VPM
and the QRP is misaligned with respect to the incident beam.
The displacement of the mask in x-and y-directions and the resulting null quality factor
𝜂𝑐 has been plotted for a traditional VPM and the QRP in fig. 6.7. Here, 𝜂𝑐 is calculated as
the ratio between the intensity of the minimum in the center and the maximum intensity
of the donut ring. The practically acceptable limit of 𝜂𝑐 lies at 0.1 for an ideal VPM free
of aberrations. This limit is reached at a linear displacement of 0.3 R, where R is the pupil
radius. For a NA of 0.95 NA, this implies a displacement of ±1.35mm from the center of
the pupil which can be approximately corrected visually. As observed, the performance of
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the two devices with respect to misalignment is very similar. This leads us to believe that the
QRP can be a faithful replacement of a VPM for generating a donut-shaped depletion PSF,
without introducing any additional aberrations.
6.3.2 Chromaticity of quadrant retarder plate
One of the primary reasons to choose polarization over phasemodeling for generating donut
beams is to leverage the chromaticity that comes with birefringence. Nanograting inscription
using ultrashort laser pulses introduce a localized anisotropic behavior in otherwise isotropic
fused silica substrates. This birefringence is extremely wavelength sensitive - a fact that has
been used to its advantage for making STED setups simpler [136]. However, the property
of chromaticity is not exclusive to natural birefringent materials like quartz crystals and can
be induced in an isotropic material like fused silica glass. It has been demonstrated that the
effective birefringence stays constant for a wide wavelength range in nanogratings [50, 138].
By extension, it is plausible to assume a linear relationship between the induced retardance
and wavelength within a certain wavelength band.
With this assumption in mind, the wavelength dependence of the the retardance
required to induce the right phase difference in the quadrants Q2, Q3 and Q4 of the QRP
(quadrant Q1 has no retardance) is plotted in fig. 6.8 a. The most commonly used depletion
and excitation wavelengths, 𝜆𝑑𝑒𝑝 = 592 nm and 𝜆𝑒𝑥 = 490 nm, were used at NA of 1.4. It is
determined that the average retardance perceived by the excitation beam is ∼ 𝜆/4 more
than that experienced by the depletion beam and remains unaffected as a result. By
inducing a wavelength-dependent distribution of retardance across the beam cross-section,
the same mask leads to the formation of a displaced airy-shaped PSF at the excitation
wavelength and a donut-shaped PSF at the depletion wavelength. This hypothesis can be
also be theoretically confirmed (see fig. 6.8b). The resultant effective PSF is considerably
smaller than the effective PSF, comparable to a conventional two-beam STED setup.
It should be noted that the linearity of wavelength dependence of the retardance holds
true for a limited bandwidth. More precisely, the excitation PSF should be between 0.8-0.85
times the depletionwavelength tomaximize the wavelength selectivity of theQRP. Albeit this
is an assumption, it is very realistic to achieve for STEDmicroscopy sincemany combinations
of excitation and depletion wavelength fall under this regime. The results in fig. 6.8 can be
reproduced for other preferred STED wavelength pairs like 532/640 nm and 633/750 nm as
well.
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(a) Chromaticity of quadrant retarder plate (b) Effective PSF formed after the depletion of the
excitation PSF
Fig. 6.8 Assuming a constant birefringence, the relationship between retardance and
wavelength is almost linear. Shown here in (a) are the curves for retardance in the three
quadrants Q2, Q3 and Q4 of the QRP at a design (depletion) wavelength 𝜆𝑑𝑒𝑝 of 592 nm.
Also indicated are the retardance values for excitation wavelength 𝜆𝑒𝑥 of 490 nm. (b) depicts
the effective PSF (green) generated by the superposition of the depletion PSF (pink) and
excitation PSF (dotted) generated using the same mask.
6.4 Realization of quadrant retarder plate
Ordinarily, one would realize the QRP by combining a glass with increasing thickness in the
four quadrants such that a phase of 0,𝜋/2,𝜋 and 3𝜋/2 is imparted in the quadrants respectively.
But encouraged by thewavelength selectivity offered by the nanogratings and the flexibility of
the ultrashort-pulsed laser inscription process, an attemptwasmade to translate the proposed
QRP design into a birefringent device instead. A prototype of the QRP was fabricated by
Zimmermann et al. for proof-of-concept testing. To introduce the required retardation,
three layers of nanogratings are written in the bulk of a fused silica substrate. Each of these
layers has the nanograting structure corresponding to 𝜆/4 in one, two and three quadrants
respectively, which adds up to yield a total retardation distribution of 0, 𝜆/4, 𝜆/2, and 3𝜆/4
over the four quadrants (as shown in fig. 6.9). The fast axis of these retarders in each layer of
the four quadrant is oriented along the same direction. The size of the inscribed retarder plate
is 5𝑚𝑚 × 5𝑚𝑚 and the design wavelength is 532 nm. The measured transmission efficiency
of the QRP was found to be 62%, with the illumination beam centered on the QRP.
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Fig. 6.9 A simplified sketch to visualize the arrangement of nanogratings based quadrant
mask for STED depletion. Each of the three layers induced retardance A fourth layer (not
shown) is added to ensure retardance matching at the design wavelength. The direction of
illumination is indicated by yellow arrow.
6.4.1 Experimental setup
The experimental setup used to test the fabricated QRP is similar to that described in
section 5.3.1 with minor modifications. The setup is built around the housing of inverted
light microscope 1 with a customized illumination path as shown in fig. 6.10. A laser LS
with a wavelength of 532 nm 2 and a beam diameter of 5 mm is used as the illumination
source which is spatially filtered for a high beam quality. An aperture A 3 controls the beam
diameter and is used to alter the effective illumination NA. A linear polarizer LP 4 and a
quarter wave plate QWP 5 change the polarization of the laser from linear to circular. The
quadrant retarder plate QRP is placed at the back focal plane of the lens L1 6. L1 focuses the
altered beam from the QRP onto the sample S using a tube lens TL1 7 and an objective lens
1AxioVert 135M, Carl Zeiss AG, Germany, inverted wide-field microscope
2LSR532H-2W + DPSSL Driver, Unknown Manufacturer, 532 nm Class3B laser
3SM2D25, Thorlabs Inc, Germany, SM2 threaded lever-actuated iris diaphragm with variable aperture of
⌀0.8 − 25𝑚𝑚
4LPVISE100-A, Thorlabs Inc, Germany, unmounted linear polarizer operating in the range of 400-700 nm
and clear aperture of ⌀25𝑚𝑚
5WPMQ05M-532, Thorlabs Inc, Germany, mounted quarter wave plate for wavelength 532 nm and clear
aperture of ⌀12.5𝑚𝑚
6AC254-100-A-ML,Thorlabs Inc, Germany, cemented achromatic doublet lenses with 100mm focal length,
clear aperture of ⌀25𝑚𝑚 and anti-reflection coating for 400-700 nm
7 AC254-200-A-ML,Thorlabs Inc, Germany, cemented achromatic doublet lenseswith 200mm focal length,
clear aperture of ⌀25𝑚𝑚 and anti-reflection coating for 400-700 nm
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OBJ 8 and a dichromatic filter DC 9. The light from the sample is collected by the same
objective lens and filtered by a fluorescence emission filter 10. The in-built prism P directs
the light from the sample towards the detection tube lens. The in-built detection tube lens
TL2 11 then focuses the light on a CMOS camera C 12. During the acquisition, the
motorized sample stage 13 and the camera are controlled via 𝜇Manager.
TL2A
S
P
DC
L1
LP
QRP TL1
LS
OBJ
C
QWP
100 mm
100 mm
165 mm
Fig. 6.10The setup used for measuring the beam profile produced by the quadrant retarder
plate is a simple laser scanning scheme without a beam scanner. Circularly polarized laser
beam illuminates the quadrant retarder plate QRP. Lenses L1 and tube lens TL1 relay the light
fromQRP to the objective OBJ via a dichromatic mirror DC. OBJ focuses the beam onto the
sample S and the fluorescent light from the sample is directed towards the camera C by OBJ,
DC and the inbuilt tube lens TL2.
6.4.2 Preliminary Results
ThePSFgenerated by the fabricated prototype of the quarter retarder platewasmeasuredwith
the setup described above. First, a series of dark images (~20 images with no illumination)
are recorded for sample background estimation and correction (similar to preprocessing in
8420660-9970-000 Plan-Apochromat, Carl Zeiss AG, Germany, infinity corrected 40x magnification 0.95
NA objective lens with correction collar and M27 thread
9ZT532 RDC, AHF AG, Germany, dichromatic mirror with phase-shift support for reflected wave-front,
size: 25.5 x 36 x 1 mm3
10575/50 ET, AHF AG, Germany, bandpass emission filter with ⌀25𝑚𝑚
11focal length of 164.5 mm, specified by manufacturer
12Orca-Flash 4.0 v2.0, Hamamatsu, Japan, digital sCMOS camera with 2048 × 2048 pixels with a pitch of
6.5𝜇𝑚 and 100 FPS full frame acquisition speed
13PInano®XYZ, Physik Instrumente, Germany, three dimensional ±1𝑛𝑚 precision piezo-stage with 200 ×
200 × 200𝜇𝑚 travel range
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(a) (b) (c) (d)
Fig. 6.11 Shown are the measured X-Y focal cross-section of the STED depletion PSF
generated by the prototype QRP at different numerical apertures: (a)-(d) 0.2, 0.5, 0.7, and
0.95 respectively. The excitation and emissionwavelengthwere 532 and 550 nm. The scalebar
corresponds to 500 nm.
section 4.3.5). Although the PSF generated by the QRP at low NA was directly recorded on
the camera after being focused on a thin fluorescent plane, it is better to scan the focus in
x and y-directions with a sub-wavelength fluorescent object (fluorescent beads in this case,
Appendix B) in order to precisely measure the lateral profile.
(a) (b)
Fig. 6.12 (a) shown here is the the measured X-Y cross-section of the STED depletion PSF
generated by the prototype QRP at NA = 0.95. (c) shows the corresponding line profile
through the center. The excitation and emission wavelength are 532 and 550 nm respectively.
The results from fig. 6.11 demonstrate that fabricated QRP can produce a PSF shape
similar to the theoretical model in fig. 6.4. The size and quality of the PSF depends on the
illumination and detection NA used. As shown in fig. 6.11, for low and moderate
illumination NA between 0.2 and 0.7 (and fixed detection NA of 0.95), the PSF show a clear
null intensity in the center which is to be expected. At a high NA of 0.95, this null is not
very pronounced. The null quality factor 𝜂𝑐 is found to be 0.34 and 0.49 for illumination
NA of 0.2 and 0.5 respectively, as measured with the fluorescent plane sample. For accurate
measurement of beam profile at NA = 0.95, a sample with fluorescent beads of 150 nm
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diameter (see appendix B) was scanned in steps of 80 nm in both x- and y-directions and
the minimum 𝜂𝑐 of the PSF cross-section thus imaged was found to be 0.61 (shown in fig
6.12).
(a) (b) (c)
(d) (e) (f)
Fig. 6.13 Shown are the (a-c) calculated and (d-f) measured X-Y focal cross-section of the
STED depletion PSF generated by the prototype QRP misaligned by R/8, R/4 and R/2 along
x axis, where R is the aperture radius. The excitation and emission wavelength are 532 and
550 nm respectively. The scalebar corresponds to 500 nm.
To test the effect of misalignment of the QRP on the quality of the focal spot as
presented in section 6.3.1, the QRP was misaligned along x-axis using a linear translation
stage (XYT1/M, Thorlabs Inc, Germany, XY Stage with 13 mm travel range) and focused
onto the fluorescent plane sample with an objective of NA 0.95. The focal spot (i.e.,
fluorescence from the sample) was then recorded on the camera. Fig. 6.13 compares the
calculated and the measured cross-section of PSFs produced by a displaced QRP. As the
retarder plate is misaligned along Y-axis, the PSF starts to get disfigured along the X-axis
and the height of the central dip decreases rapidly. The measured misalignment of the
retarder plate to observe the quality of the central hole therefore agrees with the theory.
6.4.3 Discussion
Although the shape of the generated deletion PSF is similar to the theoretical model, the
null quality is worse than in the theory. This can be mainly attributed to the incorrect
orientation of the fast axis of the quarter-wave retarders in each the quadrant during
inscription. Although the four quadrants impart the right amount of retardance to the
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Fig. 6.14 (a) Existing design of fabricated QRP with the polarization distribution after
illumination with circularly polarized light. (b) Suggested additional layer to improve the
performance of a QRP. The direction of the fast axis of nanogratings in each quadrant is
indicated by red arrows.
beam cross-section, two opposing quadrants Q2 and Q4 do so at the wrong angle. Owing
to the polarization anisotropy of birefringence, this leads to unwanted linear polarization
from these two quadrants when the QRP is illuminated with ;circularly polarized light, as
shown in fig. 6.14 a. The axial fields produced by the radial components of the resulting
distribution do not cancel each other completely, resulting in the unwanted filling of the
central null. This issue can be rectified by writing an additional layer with quadrants Q5
and Q6 having a quarter-wave plate arrangement of nanogratings with opposing fast axes
(fig. 6.14 b). This corrects the polarization from Q2 and Q4 from linear to circular and will
leads to a drastic improvement in the performance. A second option would be to inscribe
two sets of the QRP nanogratings on top of each other such that the fast angle of the
nanogratings in two corresponding quadrants (along the same vertical line) are at 90𝑜 to
each other. This will make the design isotropic as the same retardance would be imparted
to both the x- and y-polarization components, resulting in the required distribution of
polarization and eventually a PSF with zero at the center.
Another reason for the discrepancy between theory and the prototype can be explained
due to the nature of laser writing used for inscribing the QRP. The four quadrants of the
QRP, while inducing the required retardance across the beam cross-section, also introduce
different scattering in each quadrant. Due to the varying number of layers of nanogratings
in each quadrant (0 in Q1, 1 in Q2, 3 in Q3 and 4 in Q4), the absorption (and scattering)
of each quadrant is different. The measured transmission of the quadrants of the QRP at
532 nm was [1, 0.7, 0.62, 0.47]. This results in a uneven ring of the donut. The X-Y cross-
section calculated by applying different transmission to each quadrant of the QRP confirms
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(a) (b) (c)
Fig. 6.15 Shown are the calculated X-Y focal cross-sections of the STED depletion PSF
generated by the prototype quadrant retarder (a) with homogeneous transmission and
circular polarization input (b) with variable transmission of quadrants with circular
polarization and (c) with variable transmission of quadrant with elliptical illumination. The
scalebars read 100 nm.
this hypothesis (see fig. 6.15). The laser parameters (like increasing the pulse energy or
decreasing the number of pulses) can be tuned to improve the precision of the retardance
induced in each quadrant of the QRP.
As mentioned in section 6.3, the impurity of the input circular polarization is also
responsible for reducing the null quality. While care was taken to ensure a high degree of
circular polarization, ellipticity can creep in due to the tempering of polarization by the
dichromatic beam splitter as well as misalignment of QWP with respect to LP. This results
in unequal axial components at the focus which do not completely cancel each other,
resulting in a partial filling of the central null. This observation can be confirmed by fig. 6.6
and fig. 6.15 c where the depth of central null decreases as the incident illumination
becomes more linear. To rectify this situation, a special housing to place the QRP directly
behind the objective can be used. Also compensating for the polarization tempering by the
dichromatic beam splitter by introducing a slight ellipticity in the input beam or using a
twin dichromatic arrangement [66] might improve the situation further.
6.5 Conclusion
In thiswork, polarization engineeringwith nanogratings has beenused to design and realize a
quadrant retarder plateQRP that can produce a donut-shaped PSFwith central zero intensity.
This beam shaping device consists of four quadrants, with each quadrant imparting a phase
change of 0, 𝜋/2, 𝜋 and 3𝜋/2 across the X-Y cross-section of the incident beam. Such a beam
profile can serve as the depletion beam in STED microscopy.
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Utilizing the wavelength selectivity of fs-laser inscribed nanogratings can enable this
device to merge the excitation and depletion beams paths in a STED setup, thereby
minimizing the relative misalignment errors and cost as well as simplifying the setup. The
ease of manufacturing, robustness of the monolithic design and a tight control over the
writing parameters has the potential to make this proposed device a reliable replacement
for the conventionally used VPMs. In fact, the modularity of this device can turn a simple
scanning microscope into a STED nanoscope with minimal tweaks - a huge potential for
biological imaging.
A prototype of the proposed QRP was realized using the nanograting inscription
technique, with the four quadrants inducing a relative retardation of 0, 𝜆/4, 𝜆/2 and 3𝜆/4.
The shape of the PSF produced by this retarder plate is in accordance with the theoretical
results. However, the central null is not as deep as expected, especially at high NA. This is a
direct consequence of birefringence anisotropy of the nanogratings, imparting different
phases to different polarization components. Inscribing an additional layer of nanogratings
can compensate for this effect as shown by simulation results. It might also be possible to
make the whole design isotropic by inscribing each layer of nanograting twice but with the
fast axis of nanogratings oriented orthogonally.
The unequal transmission of the four quadrants of the QRP and the quality of the input
circular polarization also contribute to the residual intensity in the central null in the
fabricated prototype. However, both of these issues can be controlled by refining the
inscription process and precise alignment. Possible refinements include adjusting laser
parameters in some of the quadrants to achieve the required retardance without the need of
multiple nanograting layers. However this would complicate the inscription process and
thus is a subject for future work.
Although the donut beam produced by the nanograting QRP has been presented here
from the perspective of generating the depletion beams for STED microscopy, it can very
well be used for numerous other applications. An exciting application that can be explored
for donut profile beams is optical tweezers formanipulating non-transparent and transparent
materials [139]. Furthermore, a donut beam profile can be used for laser material processing
in scenarios where a slow gradient of temperature is required. The fact that the maximum
temperature and induced stress in the center of the focus is lower compared to a Gaussian
focusmakes this an interesting alternative for temperature sensitive applications [140]. These
include laser heat treatment or laser hardening and stress-sensitive applications like glass
processing.
IV
Appendices

A
Derivation &Theory
A.1 Optical sectioning with osSIM
Let us substitute equation (4.3) and (4.2) in (4.5) to get:
𝐼𝑜𝑠𝑆𝐼𝑀 (𝑟𝑥𝑦) = |[
3
∑
𝑛=1
𝑒𝑥𝑝[𝜄2𝜋𝑛3 ]𝐼𝑖𝑙𝑙𝑢,𝑛(𝑟𝑥𝑦)𝑆(𝑟)] ⊗ ℎ𝑑𝑒𝑡(𝑟)||𝑧=0
(A.1)
The inner sum in this equationwhich represents the fluorescence response of the in-focus
sample features can be simplified using equation (4.1) and the fact that the sum of the phase
shifts given by the term
3
∑
𝑛=1
exp[𝜄2𝜋𝑛3 ] is zero:
3
∑
𝑛=1
exp[𝜄2𝜋𝑛3 ]𝐼𝑖𝑙𝑙𝑢,𝑛(𝑟𝑥𝑦) =
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∑
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𝐴
2 [𝛿(𝑧)[1 + 𝑐𝑜𝑠(
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2𝜋𝑛
3 )]] exp[𝜄
2𝜋𝑛
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⃖⃗𝑘𝑔 ⋅ 𝑟) exp[𝜄
2𝜋𝑛
3 ] + exp[−𝜄
⃖⃗𝑘𝑔 ⋅ 𝑟] exp[−𝜄
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3 ]]]
exp[𝜄2𝜋𝑛3 ] ⊗ ℎ𝑖𝑙𝑙𝑢(𝑟)
=
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𝐴
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⃖⃗𝑘𝑔 ⋅ 𝑟]𝑚(𝑧)
(A.2)
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where 𝑚(𝑧) denotes the modulation function of the incoherent illumination and is given by:
Finally using these simplifications, 𝐼𝑜𝑠𝑆𝐼𝑀 from equation (4.5) can be written as,
𝐼𝑜𝑠𝑆𝐼𝑀 (𝑟𝑥𝑦) =
3
4𝐴|[exp[−𝜄
⃖⃗𝑘𝑔 ⋅ 𝑟]𝑚(𝑧)𝑆(𝑟)] ⊗ ℎ𝑑𝑒𝑡(𝑟)||𝑧=0
= 34𝐴| exp[−𝜄
⃖⃗𝑘𝑔 ⋅ 𝑟][[𝑚(𝑧)𝑆(𝑟)] ⊗ [exp[𝜄⃖⃗𝑘𝑔 ⋅ 𝑟]ℎ𝑑𝑒𝑡(𝑟)]]||𝑧=0
= 34𝐴|[𝑚(𝑧)𝑆(𝑟)] ⊗ [exp[𝜄
⃖⃗𝑘𝑔 ⋅ 𝑟]ℎ𝑑𝑒𝑡(𝑟)]||𝑧=0
= 34𝐴|[𝑚(𝑧)𝑆(𝑟)] ⊗ ℎ
′
𝑑𝑒𝑡(𝑟)||𝑧=0
(A.3)
where ℎ′𝑑𝑒𝑡(𝑟) is the effective detection PSF given by:
ℎ′𝑑𝑒𝑡(𝑟) = exp[𝜄⃖⃗𝑘𝑔 ⋅ 𝑟]ℎ𝑑𝑒𝑡(𝑟)
= F−1{ℎ̃𝑑𝑒𝑡(⃖⃗𝑘 − ⃖⃗𝑘𝑔)}(𝑟) (A.4)
A.2 Description of basic polarization elements
Rotator can rotate the orthogonal field components by an angle of 𝛿. This way, it changes
the orientation angle of the polarization ellipse. The Müller matrix describing a rotator can
be written as:
Mrot(2𝛿) =
⎡
⎢
⎢
⎢
⎢
⎣
1 0 0 0
0 cos 2𝛿 sin 2𝛿 0
0 −sin 2𝛿 cos 2𝛿 0
0 0 0 1
⎤
⎥
⎥
⎥
⎥
⎦
(A.5)
It is noteworthy that the physical rotation of 𝛿 corresponds to a rotation of 2𝛿 in the
Müller matrix formalism.
Depolarizer supresses the polarization of the incident light, retaining only its intensity. Its
Müller matrix is given below. For an ideal uniform depolarizer, 𝑎 = 𝑏 = 𝑐 = 0.
Mdepol =
⎡
⎢
⎢
⎢
⎢
⎣
1 0 0 0
0 𝑎 0 0
0 0 𝑏 0
0 0 0 𝑐
⎤
⎥
⎥
⎥
⎥
⎦
(A.6)
A.2 Description of basic polarization elements 121
The Stokes vector along with Müller matrix formalism introduced above can be used
to describe any state of polarization for a single light beam. In case of multiple light beams
interacting together, it is important to consider their amplitude and phase relationship which
gives rise to an interference term. Such scenarios that call for a superposition of amplitudes
need to be described using the Jones vector.

B
Sample preparation and Camera
calibration
B.1 Sample preparation
B.1.1 Fluorescent plane sample
The fluorescent plane sample used for measurements of beam profiles of QRP in chapter 6
consists of a thin layer of Coumarin 153 dye in Ethanol solvent (concentration 10−3mole/L).
The fluorescence emission maximum of this dye solution is 540 nm. 3 µL of the dye solution
was applied on a glass cover slip (no. 1.5 high-precision cover slips, Paul Marienfeld GmbH,
Germany, 0.17mm thickness). The coverslip was then placed on amicroscope slide (H868.1,
Carl Roth GmbH, Germany, cut/frosted edge 76 x 26 mm, 1 mm thick) and sealed with a
silicone glue, while ensuring that there are no air bubbles present. It is also advisable to clean
the slide and the cover slip using Ethanol or plasma-processing before preparation. For best
results, the fluorescent plane was imaged immediately after preparation.
B.1.2 Fluorescent bead sample
Various fluorescent bead samples with varying bead sizes were used for this work. Two types
of bead samples were prepared for use with water immersion and air immersion objectives
respectively.
• Sample A (for water-immersion objective): A 1:100 dilution of fluorescent beads
(Kisker Biotech GmbH, Germany, fluorescent polystyrene particles with diameter of
100 nm, emission maximum at 532 nm) was prepared in water. The glass cover slip
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was cleaned and warmed on a heating platform. 7 µL of distilled water was pipetted
on the cover slip, followed by 3 µL of the bead solution. The solution on the cover slip
was mixed by pipetting in and out a few times for homogeneity and then spread
evenly on the cover slip. Care must be taken to avoid scratching the glass while doing
so. A clean microscope slide was placed on top and the cover slip was sealed using a
silicone glue, while ensuring that there are no air bubbles between the cover slip and
the slide.
• Sample B (for air immersion objective): A similar sample was prepared using a 1:100
dilution of fluorescent beads (T7279 TetraSpeck™fluorescentmicrospheres, Invitrogen,
USA, 100 nm diameter). 3 µL of this solution was pipetted on the warm cover slip and
allowed to dry completely. Then a clean microscope slide was placed on top and the
cover slip was sealed using a silicone glue.
B.1.3 Nano-ruby
The nano-ruby sample used for measuring the axial profile of the PSF produced by the
hybrid filters HF1 and HF2 were provided by Dr. Varun Sreenivasan [141]. The sample
contains Mouse pituitary tumor AtT‐20 cells expressing FLAG-tagged wild-type mouse
µ-opioid receptor (FLAG-mMOR, negative control) and was incubated with nano-ruby
colloid (1mg/mL). The nanoruby particles have a size distribution of 5–100 nm, with a
mean of 16.8 nm and median of 13.2 nm. The fluorescence excitation and emission maxima
for nano-ruby are 532 nm and 694 nm respectively. The detailed protocol to prepare this
sample is provided in [141].
B.1.4 Cell samples
The cells used for picoSIM imaging in chapter 4 were Human embryonic kidney cells 293
(HEK293) and were provided by Dr. Adrian Press from Jena University Hospital. The
sample preparation begins with removing the media from the growing cells and washing
them with phosphate buffered saline (PBS) solution. 5 ml of fresh culture medium
(DMEM/F12 with 10% FCS and 1% Penicillin/Streptomycine) used to flush the cells from
the bottom of the culture flask with a serological pipette. The cells were resuspended in the
medium by pipetting up and down several times while avoiding air bubbles. 1 ml of the cell
suspension was transferred to a new T25 culture flask and 5 ml of culture medium was
added to it. 100 µL of this solution was added to each of the four wells of a glass bottom
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chambered microscope slice (IBIDI). 1.5 mL of culture medium was added in each well.
The dye solution of MitoDY-1 (V07-07059, Dyomics GmbH Germany) was added and cells
were incubated at 37𝑜 C for 15 minutes. For best results, the cells were measured
immediately.
B.1.5 Reflective samples
The metallic samples used for picoSIM based optical sectioning in chapter 4 were prepared
by gluing the ceramic chip (or aluminum foil) on a clean microscope slide. No glass cover
slip is attached on top of the sample to enable surface measurement as well as prevent back
reflections.
For fast imaging of amoving sample, an audio amplifierwasmounted directly on a sample
holder and placed near the sample plane close to the objective lens. To make the amplifier
surface more reflective, a piece of aluminum foil was glued on top of it.
B.2 Camera calibration
Camera calibration is a process of determining camera-specific properties that affect the
quality of the images recorded. Performing a rigorous camera calibration ensures that the
acquired images are free of distortions and noise from the camera sensor itself. Image
preprocessing steps mentioned in section 4.3.5 like dark frame subtraction and flat-field
correction ensure that: (a) the response of the camera is uniform for uniform illumination,
and (b) the images are corrected for dark current and hot pixels. However, a good noise
model is required to reliably differentiate between signal and noise.
B.2.1 Noise in digital images
A camera sensor converts the incident photons into photo-electrons and eventually into a
voltage signal. Sometimes the photo-electrons produced do not arise from the photon flux,
but the detector itself. These random photo-electrons termed as noise can degrade the
image quality severely and are highly dependent on the imaging conditions. Noise generally
observed in microscope images can be classified as follows [142]:
• Thermal noise : arises when electrons are created due to thermal vibrations instead
of photon flux. This results in a dark current (or dark noise) and hot pixels. While
flat-fielding and dark frame subtraction can compensate for thermal noise, it can be
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Fig. B.1 Camera gain as a function of the mean and variance of the total intensity of the
photons capture by the camera sensor. Red line shows the data fit.
reduced greatly by efficiently cooling the camera sensor, especially when operating at
prolonged exposures.
• Photon shot noise : arises due to the quantum nature of photons incident on the
sensor. With increasing photon count, the number of generated photo-electrons
increases and consequently, shot noise and SNR also improve. The well-capacity of
the camera sensor has a profound effect on the SNR and shot noise.
• Readout noise : arises during the processing of photo-electrons by the transistors
and other circuitry of the camera sensor. Readout noise increases with the
acquisition speed.
• Uniform noise : arises due to the quantization of photo-electrons into the finite
discreet levels of the analog-to-digital convertor (ADU). It is a constant factor which
is very insignificant for ADU with more than 8 bits.
The first two kinds of noise are multiplicative with a Poisson distribution, while the other
two are additive. In addition to these, environmental factors such as electric interferences,
temperature fluctuations around the imaging system and physical perturbations also increase
the noise level of an image.
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B.2.2 Gain calibration
To quantify the noise produced by a camera sensor, a gain curve given by the slope of the
mean photon intensity vs its variance is useful.
Gain = Δmean(𝐼𝐴𝐷𝑈 )Δvar(𝐼𝐴𝐷𝑈 )
Fig. B.1 shows an example of gain curves for Orca-Flash 4.0 v2 sCMOS camera by
Hamamatsu, Japan used for experiments in chapter 5 and 6. This curve was generated using
cal_readnoise() function of the DIPimage toolbox.
The zero-offset value of the curve gives an idea about the dark noise while the linearity of
the curve gives a measure of the linearity of the camera response. The slope of the curve itself
indicates the camera gain which refers to the number of ADU units corresponding to each
photon collected. Sufficient level of digitization can help to avoid quantization error and give
a reliable signal. These parameters can not only help to differentiate between the performance
of different cameras but also rectify to certain extent the problems that the camera sensor
might cause towards imaging.

C
Acquiring Data for picoSIM
C.1 Camera sync and acquisition using Arduino Due
C.1.1 Arduino board design
A schematic of the electronic circuit board built to integrate ArduinoDue™, amicrocontroller
based programmable circuit board, and the two cameras in the picoSIM detection setup is
shown in fig. C.1. Each camera is interfaced with Arduino using an 8-pin GPIO (general
purpose input/output) cable. The pins 1 (black) and 2 (white) are used as opto-insulated
trigger input and output respectively, while pin 6 (blue) acts as the ground.
The digital I/O pins 3 and 5 (set as output pins) on the microcontroller are connected
with the pin-1 of the two cameras, providing the trigger signal to the camera. The digital I/O
pins 7 and 9 (set as input pins) are used to accept a handshake signal transmitted by the pin-2
of the cameras. Pull-up resistors of 1𝑘Ω each are added to pin-2 to prevent high-impedance
damage. The ground pin-6 of both the cameras is connected to the microcontroller ground
pin GND1. For picoSIM experiments to record a moving material sample, the DAC pin
DAC1 can be used to generate an analog movement of the sample (in this case, used to move
an audio amplifier)The cameras and the microcontroller are powered externally by separate
USP ports. The programming port of the microcontroller provides a Serial-to-USB interface
for the Arduino software to program the microcontroller in a high-level language, similar to
C syntax. Two variations of the Arduino code are use - (a) for time-scan and (b) z-scan.
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Fig. C.1 A schematic of the electronic circuit board used to itnerface Arduino Due with the
cameras is shown here. The physical camera interface has 8 GPIO pins, out of which pic
1(black) accepts a hardware trigger while pin-2 (white) sends out a trigger that can be used
as a handshake signal. These pins are connected to digital I/O pins 3(& 5) and 7(& 9) of
Arduino. The ground pin-6 (blue) are connected to the Arduino ground pin GND1. An
analog signal generated at pin DAC1 of Arduino can be used to induce sample movements
for time-scan experiments.
C.1.2 Arduino code for time-scan
//*******************************************************************
// Arduino code to trigger Point Grey USB 3.0 Cameras (Grasshopper3)
// in various modes for various configurations
// Author: Sapna Shukla
// Board: Arduino Due
// Updated: 2016 10 25
//*******************************************************************
// Global variables
int cam1 = 3; //Pin corresponding to camera 1 trigger input
int cam2 = 5; //Pin corresponding to camera 2 trigger input
int camrdy1 = 7; //Handshake from camera 1
int camrdy2 = 9; //Handshake from camera 2
int dummy = 4; //to monitor DAC output
int delayMS = 1; //delay in millisecs
enum{N = 4096};
short sinelut[N];
volatile int count = 0;
volatile int j = 0;
byte inByte0 = 0; // incoming serial byte
int numImg = 10; //number of images to acquire
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//*******************************************************************
//Initialization routines
void setup()
{
//Analoge Reference voltage
//analogReference(DEFAULT); // (DEFAULT, INTERNAL, INTERNAL1V1, INTERNAL2V56, or
EXTERNAL)↪
analogWriteResolution(12); // this is for creating a sine wave
// start serial port at 115200 bps:
Serial.begin(115200); //max baud rate for USB Port connection
// initialize the digital pin as an output.
pinMode(cam1, OUTPUT);
pinMode(cam2, OUTPUT);
pinMode(camrdy1, INPUT);
pinMode(camrdy2, INPUT);
pinMode(dummy, OUTPUT);
for(int i=0;i<N;i++) // generating the values for the sine wave
{
sinelut[i] = 4095*0.5*(1+sin(2*M_PI*i/(1.0*N)));
}
establishContact(); // send a byte to establish contact until receiver responds
Settings();
}
//*******************************************************************
//Wait for a byte to start
void establishContact()
{
while (Serial.available() <= 0)
{
Serial.write('A'); // send a capital A
delay(300);
}
inByte0 = Serial.read();
Serial.write(inByte0); // display the byte that was just sent on the serial
monitor↪
}
//*******************************************************************
//Main code
void loop()
{
// if we get a valid byte, read analog ins:
if (Serial.available() > 0)
{
// get incoming byte:
inByte0 = Serial.read();
//Serial.write(inByte0); //Diagnose
Serial.print("\r\n");
//Serial.write(1); //SOH - command begin
//Serial.print("\r\n");
switch (inByte0) // select configurations/mode depending on the input
{
case 'S':
StartMode15(); //trigger mode 15 for PGR cameras - single pulse starts the
acquisition of N images↪
break;
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case 'M':
StartMode14(); //trigger mode 14 for PGR cameras - N pulses for acquisition
of N images↪
break;
case 'B':
StartBio(); //simple external triggering with camera handshake
break;
case 'C':
StartSpeaker(); //generate a sine wave on the speaker and measure at a
certain interval↪
break;
case 'X':
Settings(); //Change settings like number of images or trigger delay
break;
case 'O':
Options(); //Help menu
break;
default:
Serial.print("ACE"); //Arduino Command Error
}
Serial.print("\r\n");
//Serial.write(4); //EOT - command end
//Serial.print("\r\n");
}
}
//*******************************************************************
void StartBio()//simple external triggering with camera handshake
{
Serial.print("Image acquisition is running for Trigger+handshake \r\n");
for (int i = 0; i<numImg; i++)
{
digitalWrite(cam1, LOW);
digitalWrite(cam2, LOW); // turn the LED on (HIGH is the voltage level)
//wait for the two cameras to be redy
// 0 = active
// 1 = ready
while (digitalRead(camrdy1)==1 || digitalRead(camrdy2)==1)
{
; // delay loop
}
digitalWrite(cam1, HIGH);
digitalWrite(cam2, HIGH); // turn the LED off by making the voltage LOW
}
Serial.print(numImg);
Serial.print("images acquired with Trigger+handshake. Press O for options.
\r\n");↪
}
//*******************************************************************
void StartMode15() //trigger mode 15 for PGR cameras - single pulse starts the
acquisition of N images↪
{
Serial.print("Image acquisition is running for mode 15 \r\n");
digitalWrite(cam1, LOW);
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digitalWrite(cam2, LOW); // turn the LED on (HIGH is the voltage level)
delay(delayMS);
digitalWrite(cam1, HIGH);
digitalWrite(cam2, HIGH); // turn the LED off by making the voltage LOW
Serial.print(numImg);
Serial.print("images acquired with Mode 15 \r\n");
}
//*******************************************************************
void StartMode14() //trigger mode 14 for PGR cameras - N pulses for acquisition of
N images↪
{
Serial.print("Image acquisition is running for mode 14 \r\n");
for (int i = 0; i<numImg; i++)
{
digitalWrite(cam1, LOW);
digitalWrite(cam2, LOW); // turn the LED on (HIGH is the voltage level)
delay(delayMS);
digitalWrite(cam1, HIGH);
digitalWrite(cam2, HIGH); // turn the LED off by making the voltage LOW
}
Serial.print(numImg);
Serial.print("images acquired with Mode 14. Press O for options.\r\n");
}
//*******************************************************************
void StartSpeaker() //generate a sine wave on the speaker and measure at a certain
interval↪
{
int ImagePhase=0; //Position out of the N-Sample Sin where the image is acquired.
Serial.print("Image acquisition is running for Moving mat samples\r\n");
for (int i = 0; i<N; i++) //number of images to be acquired
{
for (int j = 0; j<N; j++) //analog sin samples number run
{
analogWrite(DAC1,sinelut[j]);
if(j==ImagePhase)
{
digitalWrite(cam1, LOW);
digitalWrite(cam2, LOW); // turn the LED on (HIGH is the voltage level)
}
if(j==ImagePhase+100)
{
digitalWrite(cam1, HIGH);
digitalWrite(cam2, HIGH); // turn the LED off by making the voltage LOW
}
else
{
digitalWrite(dummy, HIGH);
digitalWrite(dummy, LOW);
}
}
ImagePhase++;
if (ImagePhase == N)
ImagePhase ==0;
}
Serial.print(numImg);
Serial.print("images acquired with moving material sample. Press O for
options.\r\n");↪
}
//*******************************************************************
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void Settings()
{
Serial.print("Old settings:");
Serial.print("\r\nNumber of images to be acquired (old) = ");
Serial.print(numImg);//Anzahl der aufzunehmenden Bilder
Serial.print("\r\nDelay in ms (old) = ");
Serial.print(delayMS);//length of trigger
Serial.print("\r\nSelect 1 = 10; 2 = 20; 3 = 50; 4 = 100; 5 = 200;");
Serial.print("\r\n");
while(Serial.available() == 0)
{
delayMicroseconds(1000); //wait till the next byte arrives - 9600 Baud
9 Bit = 930µs↪
}
inByte0 = Serial.read();
switch (inByte0)
{
case '1':
numImg = 10;
break;
case '2':
numImg = 20;
break;
case '3':
numImg = 50;
break;
case '4':
numImg = 100;
break;
case '5':
numImg = 200;
break;
default:
numImg = numImg;
}
Serial.print("\r\nNumber of images to be acquired (new) = ");
Serial.print(numImg); //Number of images to be acquired
Serial.print("\r\nSelect delay : 1 = 1 ms; 2 = 10ms; 3 = 100ms");
Serial.print("\r\n");
while(Serial.available() == 0)
{
delayMicroseconds(1000);
}
inByte0 = Serial.read();
switch (inByte0)
{
case '1':
delayMS = 1;
break;
case '2':
delayMS = 10;
break;
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case '3':
delayMS = 100;
break;
default:
delayMS = 1;
}
Serial.print("\r\nTrigger delay (new) = ");
Serial.print(delayMS);
Serial.print("\r\nPress O for options.");
Serial.flush();
}
//*******************************************************************
void Options()
{
Serial.print("Version: 25 10 2016 ");
Serial.print("\r\nPlease ensure that the cameras are set up in the right mode.");
Serial.print("\r\nX - Select number of images to be acquired and trigger delay.
Default 10images and 10 ms.");↪
Serial.print("\r\nS - Start single trigger mode (Mode 15).");
Serial.print("\r\nM - Start multi trigger mode (Mode 14).");
Serial.print("\r\nC - Start material measurement with the number of images to be
acquired.");↪
Serial.print("\r\nB - Start biological measurement with the number of images to
be acquired.");↪
Serial.print("\r\nO - Options.");
Serial.flush();
}
//*******************************************************************
C.1.3 Arduino Code for Z-scan
//*******************************************************************
// Arduino code for performing a z-scan of a stationary sample with a PIfoc (or
z-stage)↪
// and simultaneously triggering Point Grey USB 3.0 Cameras (Grasshopper3)
// in various modes for various configurations
// Author: Sapna Shukla
// Board: Arduino Due
// Updated: 2016 10 25
//*******************************************************************
// Global variables
int cam1 = 3; //Pin corresponding to camera 1 trigger input
int cam2 = 5; //Pin corresponding to camera 2 trigger input
int factor = 7; // factor = 7 gives 100 nm stepsize for pifoc
volatile unsigned int do_capture=0;
volatile unsigned int do_focus=0;
int delayMS = 1;
//Initialization settings
void setup()
{
Serial.begin(9600); //Baud rate to match pifoc's
analogWriteResolution(12);
pinMode(cam1, OUTPUT);
pinMode(cam2, OUTPUT);
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digitalWrite(cam1, HIGH); //negative polarity trigger - LOW is 3.3 V or
equivalent↪
digitalWrite(cam2, HIGH);
}
void loop()
{
int p0=0,p1=128;
while(Serial.available()>0){
// p0=Serial.parseInt();
switch(Serial.read())
{
case 'p': //position of the z-stage
p1=Serial.parseInt();
break;
case 't': //trigger cameras once
digitalWrite(cam1, LOW);
digitalWrite(cam2, LOW);
delay(delayMS);
digitalWrite(cam1, HIGH);
digitalWrite(cam2, HIGH);
break;
case 'c': //capture N images starting at the last focal position and counting
down to the first↪
do_capture = Serial.parseInt();
do_focus =0;
break;
case 'x': //cancel acquisition
do_capture = 0;
break;
case 'f': //manual focusing on (f1)/off (f0)
do_focus = Serial.parseInt();
break;
}
if(Serial.read()=='\n'){
Serial.print("got data:");
analogWrite(DAC1,p1*factor);
Serial.println(p1,DEC);
Serial.print("focus: ");
Serial.println(do_focus,DEC);
}
}
if (do_focus){
delay(10);
digitalWrite(cam1, LOW); //cameras triggered, in free-running mode
digitalWrite(cam2, LOW);
delay(delayMS);
digitalWrite(cam1, HIGH);
digitalWrite(cam2, HIGH);
}
if (do_capture){
analogWrite(DAC1,do_capture*factor); //write current z-position on the stage
Serial.print("capture slice:");
Serial.println(do_capture,DEC);
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do_capture--; /move z-stage to the next lower position
delay(2);
digitalWrite(cam1, LOW);
digitalWrite(cam2, LOW);
delay(delayMS);
digitalWrite(cam1, HIGH);
digitalWrite(cam2, HIGH);
}
}
C.1.4 Acquisition Protocol
1. Connect the two cameras to the USB3.0 ports of the computer via USB 3.0 A /Micro-B
cables provided. The cameras should be automatically powered on via USB.
2. Turn on the PIfoc or the sample stage (and controller) and connect it to the computer
via USB or RS-232 ports. Since PIfoc is triggered via a direct analog signal, connecting
it to the computer is not necessary.
3. Connect the programming port of Arduino to the computer via a USB 2.0 AB cable.
4. Connect the ’control IN’ port in front of the PIfoc controller E-665.CR to the
corresponding DAC pin on the Arduino board
5. Run two instances of the FlyCapture2 software, the proprietary camera control
software by Point Grey Research.
6. Configure the acquisition parameters (required frame rate) and configure the GPIO
pins 1 and 2 as input and output respectively.
7. Set the cameras in the hardware triggermodewith requiredmode configuration. Mode
14 acceptsmultiple hardware trigger whose timing determines the acquisition interval.
Mode 15 accepts a single trigger and records the specified number of images at the
specified frame rate.
8. Turn on serialmonitor and establish serial connectionwith themicrocontroller to start
triggering the cameras and acquiring the images.
138 Acquiring Data for picoSIM
C.2 Beanshell script for sample scan with 𝜇Manager
nPositionsX = 60; // no. of horizontal steps
nPositionsY = 8; // no. of vertical steps
import org.micromanager.api.PositionList;
import org.micromanager.api.MultiStagePosition;
import org.micromanager.api.StagePosition;
yStepsize = 0.1;
xStepsize = 0.1;
PositionList pl = new PositionList();
xyStage = mmc.getXYStageDevice();
//center of the image
xCenter = mmc.getXPosition(xyStage);
yCenter = mmc.getYPosition(xyStage);
//Topleft of grid
xOrigin = xCenter - xStepsize*nPositionsX/2;
yOrigin = yCenter - yStepsize*nPositionsY/2;
int i=0, j = 0;
addPosition(x, y, i, j) {
StagePosition sp = new StagePosition();
sp.numAxes = 2;
sp.x = x;
sp.y = y;
sp.stageName = xyStage;
MultiStagePosition msp = new MultiStagePosition();
msp.add(sp);
msp.setLabel("Pos-" + i + j);
pl.addPosition(msp);
}
// Create the positions.
for (i=0; i<nPositionsY-1; i++) {
//print("(" + xOrigin + xStepsize*i ", " + yOrigin + yStepsize*i + ")");
for (j=0; j<nPositionsX-1; j++)
{
addPosition(xOrigin + xStepsize*j, yOrigin + yStepsize*i, i, j);
}
}
// Add the current position as last.
addPosition(xCenter, yCenter, i,j);
gui.setPositionList(pl);
C.3 Mathematica code for binary phase filter design
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Nomenclature
Roman Symbols
⃖⃖⃗𝐷 Displacement field vector
𝐷𝑟 Rotational Diffusion coefficient
⃖⃖⃗𝐸 Electric field vector
E Jones vector
𝑓 Focal length
𝐺𝑇 Transverse gain factor
𝐻(⃖⃗𝑘) Amplitude transfer function OTF
ℎ(𝑟) Point spread function PSFH(⃖⃗𝑘) Optical transfer function OTF
𝐼 Intensity
J Jones matrix
𝐽𝑛 nth-order Bessel function 𝐽𝑛(𝑥) = 1𝜋 ∫
𝜋
0 cos(𝑥 sin 𝜃 − 𝑛𝜃)𝑑𝜃 where 𝑛 ∈ Z
⃖⃗𝑘 Unit vector representing spatial frequency coordinates 𝑘𝑥, 𝑘𝑦, 𝑘𝑧
𝑘 Wavenumber
L Axial length of a PSF at which peak intenisty drops to 80%
M Muller matrix of an optical element
𝑚(𝑟) Modulation functionM Magnification
𝑛 Refractive Index of a medium
𝑛𝑒 Extraordinary refractive index of an anisotropic material
𝑛𝑜 Ordinary refractive index of an anisotropic material
𝑃 (𝑟) Pupil function
𝑝𝑎 Fluorescence polarization factor
𝑄(𝑚) modified pupil function
𝑞𝑛 𝑛𝑡ℎmoment of the pupil function Q(m)
𝑟 Unit vector representing Cartesian coordinates x, y, z
r Fluorescnece anisotropy
S Stokes vector
𝑆(𝑟) SampleS Strehl ratio
144 Nomenclature
(𝜈, 𝑢) Transverse and axial optical coordinates
Greek Symbols
𝛼 Semi-aperture angle
𝛿 Dirac delta function
𝜀 Electric permittivity of a medium
Γ Retardation
𝜄 Unit imaginary number√−1
𝜆 Wavelength of light in vacuum
𝜂𝑐 Null quality of a STED depletion PSF
𝜙𝑡 Rotation correlation time
𝜌 Normalized pupil radial coordiante
𝜎 Spherical wavefront, Gaussian reference sphere
𝜏 Fluorescence lifetime
𝜃 Angle of convergence or radial angle
𝜑 Azimuthal angle
𝜔 Angular frequency
Other Symbols
⋅ Scalar multiplicationF Fourier Transform F(𝑓 (𝑟))(𝑘) = 1(2𝜋)𝑛/2 ∫R𝑛 𝑓(𝑟) 𝑒−𝜄𝑘⋅𝑟𝑑𝑟 where n is the dimensionF−1 Inverse Fourier Transform F−1(𝑓 (𝑘))(𝑟) = 1(2𝜋)𝑛/2 ∫R𝑛 𝑓(𝑘) 𝑒𝜄𝑘⋅𝑟𝑑𝑘
∗ Complex conjugate
̃𝑓 (𝑘) Fourier-transform of function 𝑓(𝑟)
⊗ Convolution operator 𝑓(𝑟) ⊗ 𝑔(𝑟) = ∫R𝑛 𝑓(𝑟
′)𝑔(𝑟 − 𝑟′)𝑑𝑟
Acronyms / Abbreviations
1D one dimensional
2D Two-dimensional
3D Three-dimensional
ATF Amplitude Transfer Function
BFP Back focal plane
BPF Binary Phase Filters
DOF Depth-of-field
EDF Extended Depth-of-Field
FAIR Flexible algorithms for image registration
FOV Field-of-view
FT Fourier Transform
Nomenclature 145
FWHM Full width at half maximum
HF Hybrid Filters
hrSIM High resolution structured illumination microscopy
MFF Maximally flat filters
NA Numerical Aperture
osSIM Optical sectioning structured illumination microscopy
OTF Optical Transfer Function
picoSIM Polarized illumination coded structured illumination microscopy
PSF Point Spread Function
QRP Quadrant retarder plate
ROI Region of interest
sCMOS Scientific complementary metal–oxide–semiconductor camera
SNR Signal-to-noise ratio
STED Stimulated Emission Depletion
VPM Vortex phase mask
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