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Many methods for the reconstruction of shapes from sets of points produce ordered
simplicial complexes, which are collections of vertices, edges, triangles, and their higher-
dimensional analogues, called simplices, in which every simplex gets assigned a real value
measuring its size. This thesis studies ordered simplicial complexes, with a focus on their
topology, which reflects the connectedness of the represented shapes and the presence of
holes. We are interested both in understanding better the structure of these complexes,
as well as in developing algorithms for applications.
For the Delaunay triangulation, the most popular measure for a simplex is the radius of
the smallest empty circumsphere. Based on it, we revisit Alpha and Wrap complexes and
experimentally determine their probabilistic properties for random data. Also, we prove
the existence of tri-partitions, propose algorithms to open and close holes, and extend the
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What is the shape of a set of points, are there any holes? At first, it seems unreasonable
to ask these questions. A set of points, or point cloud, is just a collection of 0-dimensional
objects with no connections. But in many applications these points are samples of a
higher-dimensional object, e.g. a surface in 3-dimensional space, and the goal is to recon-
struct and analyze the shape of that object.
In order to recover the higher-dimensional structure, we need to connect the points. A very
coarse representation is the convex hull, which is the collection of all points in between two
or more points in the set. Many shape reconstruction techniques compute the Delaunay
triangulation, which divides the convex hull into simpler pieces, called simplices, like
triangles and tetrahedra, and choose a subset of them to represent the object. The Alpha
complex and the Wrap complex are two examples. Figure 1.1 illustrates the convex hull,
the Delaunay triangulation, an Alpha complex, and a Wrap complex for a 2-dimensional
point set.
Having computed a higher-dimensional structure from the set of points, we can analyze
its shape. From a geometrical point of view, this means studying all the properties that
do not change after rotations, translations or uniform scaling of the object. However,
this picture might be too detailed for many purposes. Topology takes a coarser view.
Topological properties of an object are those that do not change even when the object is
deformed without gluing or tearing. They reflect the connectedness of the object and the
2
Figure 1.1: First row: A 2-dimensional point cloud, its convex hull, and its Delaunay triangu-
lation. Second row: The Alpha complex, Wrap complex, and union of (2-dimensional) balls for
the same radius.
presence of holes. Even when the points do not represent a solid object, but are samples
from some kind of data, topology can help to retrieve useful information about the data.
This thesis extends prior work on shape reconstruction and analysis, with a focus on
topology, in particular the hole system of the resulting shape. The Alpha and Wrap
complexes are of particular interest in this context, as they have the same holes as the
union of points blown up to balls of a given radius (see Figure 1.1). The union of balls is
an important model in the study of biomolecules, where holes play an essential role for
their functionality.
In this work, we propose algorithms to compute the Alpha and Wrap complexes, study
their combinatorial and topological properties, analyze the dependence structure of holes,
formulate ways to manipulate holes, and generalize the concepts to a non-Euclidean set-
ting. Many of the results apply not only to Alpha and Wrap complexes but to ordered
complexes in general, where some order is given on a collection of simplices.
3
The contributions of this thesis are of structural, algorithmic, and experimental nature.
The structural contributions are the following:
• a tri-partition of the p-simplices of an ordered complex that can be used to construct
canonical bases of the cycle, boundary, and homology groups,
• a dependence structure between the holes of an ordered complex,
• the extension of the notion of the Alpha and the Wrap complex to Bregman geo-
metry.
Furthermore, we propose the following new algorithms, which we have implemented for
points in R2 and R3: 1
• an algorithm to compute the Wrap complexes of a point set for all r ∈ R,
• an algorithm to update the Wrap complex locally after the insertion or deletion of
a point,
• an algorithm to reconstruct the interval partition for a noisy generalized discrete
Morse function, which can be used to compute the Wrap complex for noisy data or
a relaxed version of it,
• operations to open and close holes in an ordered complex,
• algorithms to compute the Alpha and the Wrap complex in Bregman geometry.
The experimental contributions are in between the first two categories:
• statistics of combinatorial and topological properties of the Alpha and the Wrap
complexes for Poisson distributed points,
• statistics about the sizes of the structures relevant for the hole manipulating opera-
tions, including the canonical bases and the dependence structure of holes.
1wrap 2 3, download from https://git.ist.ac.at/katharina.oelsboeck/wrap_2_3-public.git
or https://bitbucket.org/koelsboe/wrap_2_3-public.git
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Prior and Related Work. In recent years, a lot of work has been done on shape and
in particular surface reconstruction from point clouds, because many applications, e.g. in
medicine, geology, or engineering, require a digital representation of real-word objects.
The point clouds are obtained with scanner devices or they are computed from multiple
images. The state of the art in surface reconstruction is surveyed in [37], [4], and [9],
where the last one focuses on methods based on the Delaunay triangulation.
The focus of our work is on the topology of the reconstructed shape. The Alpha complex
has the same topology as the union of balls [17], which is frequently used for modeling
molecules, and it has been shown to correctly reconstruct the topology of a surface, even
in case of noisy sampling or sparse noise-free sampling [43]. A particular interest of this
thesis is in the Wrap complex, which is a subset of the Alpha complex with the same
topology [2]. It has been successfully used for surface reconstruction in practice, and
geometric and topological guarantees for surface reconstruction in R3 were proved for a
slightly modified version of it [40].
Topological principles cannot only be used for the reconstruction of shapes, but also for
their analysis. For example, [38] analyzes the pore-geometry of materials with topological
tools. In general, the field of topological data analysis provides tools, most prominently
persistent homology, for understanding and quantifying global properties of data [20, 30].
Related to topology, discrete Morse theory [31] and its generalized version [32] shed a new
light on simplicial complexes for which the function that assigns a radius value to the
simplices fulfills certain properties. For points in general position, the radius function of
the Delaunay triangulation is such a generalized discrete Morse function, and this insight
gave rise to a new definition of the Wrap complex [2], which is much simpler than the
original definition in [19] and is an important basis of this thesis.
Generalized discrete Morse theory also helped to reveal stochastic properties of the Alpha
complex [22]. Since little has been known about the combinatorial properties of the
Wrap complex of random point sets and it has proven difficult to compute the topological
properties [41], we follow an experimental approach in this matter.
Turning our attention to general ordered simplicial complexes, the tri-partition of the
p-simplices, which is introduced in this work, is a generalization of similar results for the
edge set of a graph embedded in an orientable surface [6, 42]. It is related to the algebraic
version of the Helmholtz-Hodge decomposition [16].
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Regarding the extension of computational geometric concepts to non-Euclidean spaces,
previous works [8, 28] have extended several concepts such as the Voronoi diagram and the
Delaunay triangulation to the family of Bregman geometries. For many applications, the
most interesting member of this family is the Shannon geometry, in which dissimilarity
is measured by the Kullback-Leibler divergence [27]. We continue this work by studying
Alpha and Wrap complexes in Bregman geometries.
Outline. Chapter 2 provides the necessary background for this thesis, including con-
cepts from discrete geometry, computational topology, and discrete Morse theory. In
Chapter 3 we explain how to compute the Wrap complex, and also present algorithms
for a dynamic setting and for noisy data. Chapter 4 presents experimental results about
Alpha and Wrap complexes on random point sets. Chapter 5 introduces the tri-partition
of the p-simplices of an ordered simplicial complex and defines canonical bases for homo-
logy and cohomology groups. Chapter 6 analyzes the dependence structure of holes in
an ordered simplicial complex and presents two approaches to opening and closing holes.
Chapter 7 generalizes the Alpha and Wrap complexes to spaces in which dissimilarities





This chapter provides the basic definitions and notation for the following work. In particu-
lar, it introduces concepts from discrete geometry, computational topology, and discrete
Morse theory. For a more detailed introduction on these topics we refer to [18], [20],
and [2], respectively.
2.1 Discrete Geometry
Let X ⊆ Rd be a finite set of points in d-dimensional Euclidean space, which we also
call a point cloud. Write ∥x− y∥ for the Euclidean distance of two points x, y ∈ Rd and
Br(x) := {y ∈ Rd | ∥x− y∥ ≤ r} for the closed ball of radius r ≥ 0 centered at x ∈ Rd.
Simplicial Complex. In this work we only study simplicial complexes, which are well
suited for computational purposes, although many of the results can be extended to more
general cell complexes.
An (abstract) p-simplex is a set σ ⊆ X of p + 1 points, where p is the dimension of
the simplex. A 0-, 1-, 2-, or 3-simplex is also referred to as a vertex, edge, triangle, or
tetrahedron, respectively. A simplex σ is the face of another simplex τ iff σ ⊆ τ , and we
call τ a coface of its faces. The (p−1)-dimensional faces of a p-simplex σ are called facets,
and the (p + 1)-dimensional cofaces are called cofacets. Often, we identify an abstract
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p-simplex, σ = {x0, . . . , xp}, with its geometric counterpart in Rd, which is the convex
hull of the points in σ, conv σ := {∑︁pi=0 λixi | ∑︁pi=0 λi = 1 and λi ≥ 0 ∀i}.
An (abstract) simplicial complex K is a finite set of simplices, such that for every simplex
σ ∈ K all its faces are also elements of K. A geometric simplicial complex has the
additional condition that the intersection of any two simplices is empty or a face of both.
The dimension of K, dimK, is the maximum dimension of any of its simplices.
A 0-, 1-, and 2-simplex, and a 2-dimensional simplicial complex are illustrated in Figure 2.1.
Figure 2.1: Left: A vertex, an edge, and a triangle. Right: A 2-dimensional simplicial complex.
General Position. In the following, we will assume that a given set of points is always
in general position. For our purposes, this means that every subset σ ⊆ X of at most
d+1 points is affinely independent, and no point of X\{σ} lies on the (dimσ− 1)-sphere
defined by σ.
Voronoi Diagram and Delaunay Triangulation. The Voronoi domain of a point
x ∈ X with respect to X is defined as the set of all points q ∈ Rd that are at least as close
to x as to any other point in X, Vor(x,X) := {q ∈ Rd | ∥q − x∥ ≤ ∥q − y∥ ∀y ∈ X}. The
collection of Voronoi domains of all points in X is the Voronoi diagram of X.
The Delaunay triangulation is dual to the Voronoi diagram. A set of points σ ⊆ X is
a simplex in the Delaunay triangulation Del(X) iff their Voronoi domains have a non-
empty intersection. Equivalently, a d-simplex is in the Delaunay triangulation of X iff it
has an empty circumsphere, which is a (d−1)-dimensional sphere such that all points of σ
lie on the sphere and there are no points inside. With the assumption that the points
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are in general position, it can be shown that the Delaunay triangulation can always be
geometrically realized in Rd.
The Voronoi diagram and the Delaunay triangulation are illustrated in Figure 2.2.
Figure 2.2: Left: Voronoi diagram. Middle: Delaunay triangulation. Right: Delaunay triangu-
lation with empty circumcircles of triangles.
Figure 2.3: Left: Voronoi diagram with balls. Middle: Alpha complex. Right: Delaunay
triangulation with the circumcircles of triangles in the Alpha complex drawn as solid green
circles and the others as dashed red circles.
Alpha Complex. The Alpha complex of X for radius r ≥ 0, Alphar(X), is a subcom-
plex, i.e., a subset that is also a simplicial complex, of the Delaunay triangulation of X.
We intersect the Voronoi domains with closed balls of radius r centered at the points
of X, and call them Voronoi balls, Vorr(x,X) := Vor(x,X) ∩ Br(x). The non-empty
intersections of Voronoi balls give the simplices of the Alpha complex,
Alphar(X) :=
{︄







Equivalently, Alphar(X) contains all the simplices σ of the Delaunay triangulation of X
for which the radius of the smallest empty circumsphere, which we call the Delaunay
radius ρ(σ), is smaller than or equal to r. Thus, all Alpha complexes are subcomplexes
of the Delaunay triangulation, and Alphar(X) ⊆ Alphas(X) for r ≤ s.
The Alpha complex and its construction are illustrated in Figure 2.3.
Weighted Points. All concepts defined above can be extended to the case of weighted
points in Rd. Every point x ∈ X is endowed with a weight wx ∈ R. The weighted squared
distance or power of a point q ∈ Rd to x is defined as πx(q) := ∥x− q∥2 − wx. A point x
with positive weight can be interpreted as the sphere with center x and squared radius wx.
For points q outside this sphere, the weighted squared distance to x is positive and equal
to the squared length of a tangent line segment from q to the sphere (see the left panel
of Figure 2.4). The weighted squared distance to x is zero for points on the sphere and
negative for points inside the sphere.
Extending the previous definitions to weighted points, all occurrences of the (squared)
Euclidean distance to a point in X are replaced by the weighted squared distance to a
weighted point. For example, the weighted Voronoi domain of a weighted point x is the
set of points q ∈ Rd with πx(q) ≤ πy(q) for all weighted points y ∈ X. For a sphere
with radius r and center z ∈ Rd, we say that a weighted point x lies on the sphere iff
πx(z) = r
2 and outside iff πx(z) > r
2. Some domains in a weighted Voronoi diagram
might be empty, and the corresponding point is not contained in the weighted Delaunay
triangulation. As the weighted squared distance can be negative, we do not take any
square roots, the weighted Delaunay radius function ρ2 gives the weighted squared radii
of the smallest empty circumspheres of the Delaunay simplices. A point set without
weights can be considered as a special case of a weighted point set with all weights equal
to 0.
The right panel of Figure 2.4 shows the weighted Delaunay triangulation for a point set









Figure 2.4: Left: Weighted squared distance to a point x with positive weight wx. Right:
Weighted Delaunay triangulation. We draw circles centered at the points with the squared
radius equal to their weights. For visualization purposes, we have chosen all weights to be
non-negative.
2.2 Computational Topology
We restrict ourselves to homology groups with Z/2Z-coefficients, in order to simplify the
exposition.
Homology. Let K be a simplicial complex. Using modulo 2 coefficients, a p-chain is
a (possibly empty) set of p-simplices of K. The sum of two p-chains is their symmetric
difference. With this operation, the p-chains form a group, called the chain group Cp(K).
The boundary of a p-simplex σ is defined as the set of its (p − 1)-dimensional faces,
denoted by ∂p σ. The boundary map ∂p : Cp → Cp−1 maps every p-chain to the sum of the
boundaries of its simplices, which is the set of facets shared by an odd number of chain
simplices.
A p-cycle is a p-chain with empty boundary. The set of p-cycles Zp(K) forms a subgroup
of the p-chains. A p-chain that is the boundary of a (p+ 1)-chain is called a p-boundary.
Since ∂p ∂p+1 c = 0 for every (p+ 1)-chain c, the set of p-boundaries Bp(K) is a subgroup
of the p-cycles. A p-cycle in Bp(K) is sometimes referred to as trivial.
The p-th homology group Hp(K) is defined as the quotient of the groups of p-cycles and
p-boundaries, Hp(K) := Zp(K)/Bp(K). We refer to its rank as the p-th Betti number βp.
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The elements of Hp(K) are the homology classes ofK, and we call two p-cycles homologous
iff they belong to the same class, i.e., they only differ by a boundary.
In the following work, we use the convention that every simplicial complex contains the
empty set, which is a simplex of dimension (−1) and is a face of every simplex. To indicate
this, we decorate the symbols for homology groups and Betti numbers with a tilde, and
call them reduced homology groups H̃p(K) and reduced Betti numbers β̃p. The main
difference to conventional homology is that β0 is the number of connected components,
while β̃0 is the number of gaps between connected components, which is generally 1 less
than β0, except when the complex is empty (consists of the (−1)-dimensional simplex
only), in which case both vanish. In both cases, the homology classes of dimension 1, 2,
and higher, correspond to tunnels, voids, and higher-dimensional holes, respectively.
Some chains, cycles, and boundaries of a simplicial complex are highlighted in the left
panel of Figure 2.5.
Figure 2.5: Examples of different kinds of chains and cochains in a 2-dimensional simplicial
complex. Left: A 1-chain (black edges), a 2-chain (green triangles), and their respective bound-
aries (gray points and dashed, green edges). A 1-cycle (thinly dashed, purple edges). Right:
A 0-cochain (light green points), a 1-cochain (black edges), and their respective coboundaries
(dashed, green edges and gray triangles). A 1-cocycle (thinly dashed, purple edges).
Cohomology. In cohomology, we call a set of p-simplices a p-cochain. The coboundary
of a p-simplex σ, denoted by δp σ, is defined as the set of its (p+ 1)-dimensional cofaces.
Thus, in contrast to homology, the coboundary map δp : C
p → Cp+1 goes up in dimension.
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It maps a p-cochain to the sum of the coboundaries of its simplices, which is the set of
cofacets shared by an odd number of cochain simplices.
A p-cocycle is a p-cochain with empty coboundary, and a p-coboundary is the coboundary
of a (p− 1)-cochain. For the corresponding cochain, cocycle, and coboundary groups, we
have the same relationship as in homology: Cp(K) ⊇ Zp(K) ⊇ Bp(K). Note that we write
the dimension as superscript instead of subscript in cohomology in order to distinguish
the symbols from their homological counterparts.
The p-th (reduced) cohomology group is defined as H̃
p
(K) := Zp(K)/Bp(K), i.e., two
p-cocycles belong to the same cohomology class iff they differ by a p-coboundary. By a
classic result, the ranks of homology and cohomology groups are the same for modulo 2
coefficients: β̃p = β̃
p
[34, Section 3.3]. Some cochains, cocycles, and coboundaries of a
simplicial complex are highlighted in the right panel of Figure 2.5.
Persistent Homology. When we study a finite sequence of nested simplicial complexes
∅ = K0 ⊆ K1 ⊆ . . . ⊆ Km = K, called a filtration of K, we are interested in the homolo-
gical features that persist across multiple scales, i.e., they exist in more than one complex
of the filtration.
A filtration of K is usually given by means of a monotonic function (which is then also
called a filtration function) f : K → R, which satisfies f(σ) ≤ f(τ) if σ is a face of τ .
Considering the sublevel sets f−1(−∞, a] for a ∈ R, we get a filtration of K. An example
for this construction is the Delaunay triangulation of a point set, filtered by the Delaunay
radius function, which gives the sequence of Alpha complexes.
For every i ≤ j, the inclusion Ki ⊆ Kj induces homomorphisms on the corresponding ho-
mology groups, hi,jp : H̃p(Ki) → H̃p(Kj). We define the p-th persistent homology groups as
the images of these homomorphisms, H̃
i,j
p := im h
i,j
p , and the p-th persistent Betti numbers
β̃p
i,j
as the corresponding ranks.
Let γ be a homology class in H̃p(Ki). It is said to be born at Ki iff γ /∈ H̃
i−1,i
p . In this
case, it dies entering Kj iff h
i,j−1




p (γ) ∈ H̃
i−1,j
p , i.e., it merges with
an older class as we go from Kj−1 to Kj. The persistence of a class γ is defined to be the
difference of filtration values at birth and death of the class. We set the death value and
the persistence of classes that never die to infinity. Intuitively, persistence measures how
long the corresponding hole exists in the filtration.
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When we are given a monotonic ordering of the simplices in K, where every simplex
is preceded by its faces, we can identify the simplices that are “responsible” for the
birth and death of a homology class. We get such a monotonic ordering by ordering
the simplices by their filtration values, and when two simplices have the same value by
their dimensions. Remaining ties are broken arbitrarily. For the monotonic ordering of
simplices σ1, σ2, . . . , σm we get the corresponding filtration ∅ ⊆ K1 ⊆ K2 ⊆ . . . ⊆ Km with
Kℓ := {σ1, σ2, . . . , σℓ}. If a homology class γ is born at Ki and dies entering Kj, we say
that σi gives birth to γ and that σj gives death to γ, and we call them the birth and the
death simplex of the homology class.
We use the persistence diagram to visualize persistent homology. If a homology class is
born at Ki and it dies entering Kj, the filtration values at birth and death, namely f(σi)
and f(σj), are the coordinates of a point in the persistence diagram. The vertical distance
of the point to the diagonal gives the corresponding persistence.
In Figure 2.6 we show the persistence diagram of the Delaunay triangulation of the point
set of Figure 2.2, filtered by the Delaunay radius function, and the subcomplexes corre-
sponding to the birth and the death of the 1-dimensional hole with highest persistence.
Figure 2.6: Left: Persistence diagram with the orange points on the death axis corresponding
to homology classes of dimension 0 and the remaining blue points to classes of dimension 1.
Middle, Right: Birth and death of homology class with highest persistence. The dashed green
edge gives birth to the 1-dimensional class, the green triangle gives death to it.
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2.3 Discrete Morse Theory and Wrap Complex
We use a generalization of the discrete Morse theory by Forman [31], which was first
suggested by [32].
Homotopy Type. Let X,Y be two topological spaces (e.g. subsets of the Euclidean
space Rd) and f1, f2 : X → Y two continuous maps. A continuous map H : X× [0, 1] → Y
is a homotopy between f1 and f2 iff H(x, 0) = f1(x) and H(x, 1) = f2(x) for all x ∈ X,
and we write f1 ≃ f2.
We say that two topological spaces X and Y are homotopy equivalent, or have the same
homotopy type, iff there are continuous maps f : X → Y and g : Y → X such that g◦f ≃ idX
and f ◦ g ≃ idY.
If two topological spaces are homotopy equivalent, their homology groups are isomor-
phic [34].
Generalized Discrete Morse Theory. Let K be a simplicial complex. A subset of
simplices of K of the form [σ, τ ] := {ν ∈ K | σ ⊆ ν ⊆ τ} is called an interval. A
generalized discrete vector field V is a partition of K into intervals. Let f be a function
f : K → R that satisfies f(σ) ≤ f(τ) whenever σ is a face of τ , where equality holds if
and only if σ and τ belong to the same interval. Then we call f a generalized discrete
Morse function and V its generalized discrete gradient. An interval is called singular iff
it contains only one simplex, which we then call a critical simplex and its function value
a critical value.
The critical simplices are of special importance, because they change the homotopy type
of the complex when they are inserted or removed. On the other hand, the operation of
removing a non-singular interval so that the result is still a simplicial complex (i.e. the
interval simplices do not have cofaces which are not in the interval), which we call a
collapse, does not change the homotopy type.
Wrap Complex. The Delaunay radius function ρ : Del(X) → R of a finite point set X
in general position is a generalized discrete Morse function [2]. Therefore, we get a
partition into intervals of simplices with the same Delaunay radius.
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Let G be the directed graph whose nodes are the intervals of the Delaunay radius function,
and with an arc from interval a to interval b iff there is a simplex in a which is a face
of a simplex in b. This interval graph is the same as the graph of the face relation for
simplices (which has an arc σ → τ iff σ is a face of τ) where the nodes of simplices in the
same interval were contracted to a single node.
The interval graph is acyclic, since the values of a generalized discrete Morse function
strictly increase when going from one interval to another along an arc (the second interval
contains a coface of a simplex in the first interval). We define the lower set of an interval a
as the set of intervals from which it can be reached along a directed path in G and denote
it by ↓ a. The lower set of a critical simplex is the lower set of the corresponding singular
interval.
The Wrap complex Wrapr(X) of X for radius r ∈ R is defined as the set of simplices in






Equivalently, we get the Wrap complex Wrapr(X) from the Alpha complex Alphar(X)
by collapsing all non-singular intervals that can be collapsed.
Lemma 2.1 (Wrap Complex). An interval is in the lower set of a critical simplex in
Alphar(X) iff there is no sequence of collapses that removes it from Alphar(X).
Proof. First, we note that Wrapr(X) ⊆ Alphar(X) because the Delaunay radius of all the
simplices in the Wrap complex cannot be larger than r. By definition, this is true for all
the critical simplices, of which we consider their lower sets. Furthermore, the Delaunay
radius function values of simplices in the lower set of an interval s need to be strictly
smaller than ρ(s), since ρ is a generalized discrete Morse function.
“⇒” We will show by induction that if there is a directed path of length n ≥ 2 in G from
interval a to the singular interval s = {σ}, then a cannot be collapsed. For n = 2,
σ is the coface of a simplex in a. Thus, we cannot collapse a. Now, let there be a
directed path of length n+ 1 from a to s. Let b be the direct successor of a on this
path. Then there is a directed path of length n from b to s, and by the inductive
assumption there is no sequence of collapses that removes b. As there is a directed
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arc from a to b, interval b contains the coface of a simplex in a, and we cannot
collapse a as long as b is still in the complex.
“⇐” Now, let a be not in the lower set of any critical simplex. Consider the maximal
directed paths in G starting at a. All intervals on these paths must be non-singular,
otherwise a would be in the lower set of a critical simplex. We can collapse the
last intervals on these paths. Their simplices do not have cofaces outside their own
interval, otherwise there would be an arc from this interval which we could use to
extend a maximal path. After this first round of collapses, all maximal paths are
shorter by 1. We continue collapsing the intervals at the end of maximal directed
paths starting at a, until we reach a itself and are free to collapse it.
This shows that Wrapr(X) ⊆ Alphar(X) and that the two complexes are homotopy
equivalent, for all r ∈ R. Often, we talk about the Wrap complex, Wrap(X), without any
parameter r, which corresponds to the Wrap complex for sufficiently large r.
Although the definition with collapses might be more intuitive, we prefer the first one for
computing the Wrap complex. We can give an even more compact definition: The Wrap
complex Wrapr(X) is the smallest subcomplex of Del(X) that is a union of intervals and
contains all critical simplices σ with ρ(σ) ≤ r.
The first two definitions of the Wrap complex are illustrated in Figure 2.7.
Figure 2.7: Wrap complex of the same point set and for the same radius as the Alpha complex
in Figure 2.3. Left: The critical triangles and edges are highlighted in brown and orange. Arrows
indicate the directed paths of G that give the lower sets of the critical triangles. Right: The





Having stated the definitions for the Alpha and the Wrap complex in the last chapter, we
will now explain how to compute them efficiently. Furthermore, we will give algorithms
for computing the Wrap complex in different settings: in a dynamic setting and for noisy
input.
3.1 Computing the Delaunay Radius Function
Delaunay and Wrap Radius Function. We want to compute the Alpha and Wrap
complexes of a point set X for all parameter values r ∈ R at once. So, what we actually
want to compute are the Delaunay radius function ρ and the Wrap radius function ω
on the set of simplices in Del(X). The Alpha and the Wrap complexes are the sublevel
sets of these functions, Alphar(X) = ρ
−1(r) and Wrapr(X) = ω
−1(r), i.e., the functions
give the parameter values for which the simplices first appear in the Alpha or the Wrap
filtration. For those simplices σ ∈ Del(X) that do not belong to any Wrap complex, we
set ω(σ) = ∞.
Computing the Delaunay Triangulation. A natural way to start is to compute the
Delaunay triangulation of X. We do not want to go into details here, since much work has
already been done on this topic and many libraries provide efficient functions to compute
the Delaunay triangulation. We just mention that in R2 the Delaunay triangulation
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contains O(n) simplices and can be computed in O(n log n) expected time [33], where n is
the number of input points, and in Rd it can be computed in O(n log n+ n⌈d/2⌉) expected
time, where the second term is of the same order of magnitude as the maximum number of
possible simplices [26]. The general strategy is to add the randomly sorted points one by
one and perform local “flip” operations until the circumspheres of all maximal simplices
are empty, which gives a valid Delaunay triangulation.
For our implementation, we use the CGAL library [10] to compute the Delaunay trian-
gulation.
Computing the Delaunay Radius Function and its Intervals. We compute the
Delaunay radius for every simplex, starting with the higher-dimensional ones. For a
maximal simplex, the Delaunay radius is the radius of its unique circumsphere (which has
to be empty). For a lower-dimensional simplex, we first compute the radius of its smallest
circumsphere, then we check if any neighboring vertex, i.e., the other vertex of a cofacet,
is inside (as we assume the points to be in general position, no neighboring vertex can lie
exactly on the circumsphere). If this is the case, then the simplex has the same Delaunay
radius as its cofacet with the smallest Delaunay radius, and they are in the same interval.
From the last observation, we can deduce the intervals of the Delaunay radius function.
As every simplex has a constant number of facets and we touch each facet-simplex pair
exactly once, computing the Delaunay radius function takes O(m) time, where m is the
number of simplices in the Delaunay triangulation. The above described algorithm is
given in pseudocode as Algorithm 1.
3.2 Computing the Wrap Complex
We compute the Wrap complex by using the first definition given in Section 2.3.
Computing the Interval Graph. We start by computing the interval graph G of the
Delaunay radius function, see Algorithm 2. First, we get an explicit representation of
the intervals from the information gathered in Algorithm 1. Then, we compute for each
interval its predecessors in G. The predecessors of a node a in a directed graph are all
nodes b for which there is an arc b → a. In our case, the predecessors of an interval are the
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Algorithm 1 Computing Delaunay Radii and Intervals
max interval simplex(σ) := σ ∀σ ∈ Del(X) ▷ we compute the maximum simplex
of the interval of each simplex
interval faces(σ) := {} ∀σ ∈ Del(X)
critical(σ) := true ∀σ ∈ Del(X)
for p ∈ {d, . . . , 0} do
for p-simplex σ ∈ Del(X) do
c := circumcenter(σ); r := ∥c− σ[1]∥
for τ ∈ cofacets(σ) do
v := τ\σ





τ0 := max interval simplex(argminτ∈cofacets(σ) ρ(τ))
ρ(σ) := ρ(τ0)
max interval simplex(σ) := τ0
interval faces(τ0) := interval faces(τ0) ∪ {σ}
Algorithm 2 Computing Interval Graph
intervals := {} ▷ compute explicit representation of intervals
for σ ∈ Del(X) do
if max interval simplex(σ) = σ then
a := {σ} ∪ interval faces(σ)
max simplex(a) := σ
intervals := intervals ∪ {a}
interval(τ) := a ∀τ ∈ a
for a ∈ intervals do ▷ compute predecessors in interval graph
for τ ∈ faces(max simplex(a))\a do
predecessors(a) := predecessors(a) ∪ {interval(τ)}
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intervals of those faces of the maximum simplex that are not themselves in the considered
interval.
Algorithm 3 Computing Wrap Radii
ω(σ) := ∞ ∀σ ∈ Del(X)
critical descendants(a) := {} ∀a ∈ intervals ▷ interval was found in lower sets of
these singular intervals
for a ∈ intervals do
if |a| = 1 then ▷ update radii in lower sets of critical simplices
σ := max simplex(a)
ω(σ) := ρ(σ)
for b ∈ predecessors(a) do
updateWrapRadiiRecursively(a, b, ω(σ))
procedure updateWrapRadiiRecursively(a, b, r)
if |b| > 1 and a /∈ critical descendants(b) then ▷ non-singular and not found yet
critical descendants(b) := critical descendants(b) ∪ {a}
if r < ω(b[1]) then
ω(τ) := r ∀τ ∈ b
for c ∈ predecessors(b) do
updateWrapRadiiRecursively(a, c, r) ▷ recursively update in lower set
Computing the Wrap Radius Function. We compute the Wrap radii of the Delau-
nay simplices by traversing the lower sets of the critical simplices and updating the radii
along the way. Initially, we set all Wrap radii to ∞. For every critical simplex, we set its
Wrap radius to the Delaunay radius value (which is necessarily the same) and update the
radius values in its lower set. Whenever an interval was found in the lower set of a critical
simplex with a smaller radius than the current Wrap radius of its simplices, we update
the Wrap radius. We recursively go to the predecessors of a lower set interval, but stop
if we reach a singular interval (its radius value is necessary smaller) or if an interval was
already found in the current lower set. The last condition is important to avoid traversing
the same paths in G over and over again. For this purpose, we store for each non-singular
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interval the set of critical simplices in the lower sets of which it was already found. We
call them critical descendants of the interval. We do not include the critical simplices to
which there is a directed path that contains other critical simplices, since they are not
relevant for the radius computation.
When the algorithm stops, ω(σ) stores the Wrap radius of all simplices σ in the Wrap
complex. For those simplices that are not contained in the Wrap filtration, the value is ∞.
The details of the algorithm are given as Algorithm 3.
The algorithm takes O(mc) time, where m is the number of Delaunay simplices and
c the maximum number of critical descendants of any non-singular interval. We could
alternatively get a linear time algorithm by computing a topological sorting of the interval
graph, going from top to bottom, using the Delaunay radius value for the critical simplices,
and assigning to a non-singular interval the minimum value of its successors. We, however,
prefer the first algorithm since c is usually bounded by a constant and the algorithm also
computes the set of critical descendants of the non-singular intervals.
3.3 Dynamic Updates
So far we considered the case where we are given a fixed point set X and want to compute
its Delaunay triangulation, Alpha complexes, and Wrap complexes. In many applications,
however, the point set changes dynamically. Over time, new points get inserted into and
some points get deleted from X. The naive strategy of recomputing everything from
scratch seems rather wasteful. Therefore, we want to have a method that updates the
complexes only locally around the inserted or deleted points.
Updating the Delaunay Triangulation. The insertion of a new point into the Delau-
nay triangulation affects a simplex only if the point is in its smallest empty circumsphere.
We call these simplices the conflict zone of the point, see Figure 3.1. After the point
insertion, all new simplices are incident to the new point. For the deletion of a point, it
is exactly the other way round.
For the Delaunay triangulation, dynamic algorithms have already been proposed and
implemented [15, 14, 7]. We use CGAL [10] to locate a new point in the current Delaunay
triangulation and to get the simplices in and on the boundary of the conflict zone in the
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case of a point addition, and to compute the new simplices in the conflict zone in the case
of a point deletion. The new simplices for point addition and the old simplices for point
deletion are the simplices incident to the new or old point, which we call the star of the
point.
Figure 3.1: Conflict zone for insertion (left to right) and deletion (right to left) of a point.
Updating the Alpha Complex. After a dynamic update of the Delaunay triangu-
lation, only the Delaunay radii in the interior and on the boundary of the conflict zone
may change (both in the case of point insertion and deletion). We iterate through the
corresponding simplices and recompute their Delaunay radii.
Updating the Wrap Complex. Unlike the Delaunay radii, the Wrap radii can change
in a region that is bigger than the conflict zone. The changes in the conflict zone might
affect simplices outside, namely those in the lower sets of simplices on the boundary of
the conflict zone.
In order to allow efficient updates, every non-singular interval stores references to all
its critical descendants. The critical descendant of smallest radius determines the Wrap
radius of the interval, but it might change when simplices are deleted or newly created.
To have all the critical descendants stored, we need to adapt the initial computation of
the Wrap complex in Algorithm 3 slightly. We continue the recursive traversal of a lower
set even when we reach a simplex for which the Wrap radius cannot be updated (its value
is not larger than the current one), because we want to store the current critical simplex
as a critical descendant in its full lower set (except nested lower sets of other critical
simplices) even if it does not determine the Wrap radius of all the lower set simplices at
the moment.
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After recomputing the intervals inside and on the boundary of the conflict zone and
updating the corresponding arcs in the interval graph, we perform the following steps to
update the sets of critical descendants and thus also the Wrap radii, see the left panel
of Figure 3.2: First, we remove the references to deleted critical descendants from the
boundary intervals and their lower sets. Second, references to critical descendants outside
of the conflict zone are added to the part of their lower sets that has changed (which
reaches inside the conflict zone and maybe even beyond). Third, we add the new singular
intervals as critical descendants to their lower sets. As in Algorithm 3, we always traverse
the lower sets recursively, following the reversed arcs, and stop when we reach singular
intervals, since they and their lower sets do not depend on the more distant critical
descendant.
Finally, we get the new Wrap radius of all those simplices for which their set of critical
descendants has changed, as the smallest radius of the updated critical descendants. For
the other simplices, the Wrap radius remains unchanged.
Update times. In addition to the update times of the Delaunay triangulation, the
running time for a dynamic update of the Wrap complex only depends on the size of the
conflict zone and the lower sets of the intervals in the boundary of the conflict zone. If
this region is small compared to the entire complex, we achieve much faster running times
than for recomputing everything from scratch.
We use the Poisson point process (see Section 4.1) to generate random point sets of
different sizes in R2 and R3 and compare the times for computing the Alpha and Wrap
complexes from scratch and for updating them dynamically after inserting a single point.
The results, averaged over 100 runs each, are depicted in the right panel of Figure 3.2.
The local update algorithm clearly outperforms the full recomputation of the complexes.
Its running time is however not constant: the region we need to update for the Wrap
complex is not necessarily of constant size, and, more importantly, the location of a point
in the Delaunay triangulation takes more than constant time.
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Figure 3.2: Left: Illustration of the 3 steps to update the Wrap complex locally. Right: Running
times (with error bars) for random point sets of different size, averaged over 100 runs.
3.4 Interval Reconstruction for Noisy Values
Working with distance measures other than the Euclidean metric (see Chapter 7), it might
be infeasible to compute the values of the Delaunay radius function exactly. Inexact
function values can result in a non-monotonic ordering of the simplices. What is even
more problematic, already very small perturbations of the function values would alter the
interval partition, producing many additional critical simplices.
In order to overcome these issues, we propose an algorithm to reconstruct the intervals
for a generalized discrete Morse function f : K → R (for example, the Delaunay radius
function) with noisy values. It gives a valid filtration of the simplicial complex K and a
partition into intervals, which can be used to compute the Wrap complex. We will also
show how to apply the same algorithm to compute a relaxed version of the Wrap complex.
Ensuring Monotonicity. First, we want to make sure that the given function values
correspond to a monotonic ordering. Let g : K → R be a noisy version of f . We define the





If g is monotonic, then all gaps are non-negative. Otherwise, we set g(σ) := min {g(σ), g(τ)}
for all σ ⊆ τ . (Alternatively, we could set g(τ) := max {g(σ), g(τ)}, depending on which
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value is more reliable in the particular situation.) This makes g monotonic, while chang-
ing its values by at most the largest negative gap ε0. The full algorithm is given as
Algorithm 4.
Algorithm 4 Ensuring Monotonicity
ε0 := 0
for p ∈ {d− 1, . . . , 0} do
for p-simplex σ ∈ Del(X) do
e := minτ∈cofaces(σ)(g(τ)− g(σ))
if e < 0 then
g(σ) := g(σ) + e
ε0 := max {ε0,−e}
Reconstructing Intervals. We will construct the final partition of intervals iterative-
ly. We start with a trivial partition, where all the intervals are singular, and succes-
sively merge them to bigger intervals. An interval a is called compatible with the current
partition V of K iff
(i) a /∈ V is a union of intervals in V , and
(ii) g(max(a)) ≤ g(τ) for every τ /∈ a that has a face σ ∈ a, where max(a) is the maximal
simplex in a.
We construct a priority queue of all possible intervals of K, which we consider in order
of increasing gap. We add an interval a to V if it is compatible with V and its gap is not
bigger than some fixed threshold value ε ≥ 0. In this case, we set the function values of
all simplices in a to the value of the maximal simplex of a (alternatively, we could use
the value of the minimal simplex and alter condition (ii) accordingly). By condition (i),
V is still a partition of K into intervals after adding a, and, by condition (ii), no arc
in the interval graph is reversed so that it remains acyclic. The algorithm is stated as
Algorithm 5.
Putting everything together, we use Algorithms 4 and 5 to update the values of a noisy
generalized discrete Morse function g, so that the new values differ by at most ε0+ε from
the old ones.
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Algorithm 5 Interval Reconstruction




intervalV (σ) := [σ, σ]
for τ ∈ K do
for σ ∈ faces(τ) do
Q.insert((g(τ)− g(σ), [σ, τ ]))
e := 0
while Q ̸= ∅ and e ≤ ε do
(e, [σ, τ ]) := minQ; Q := Q\minQ
if e ≤ ε and intervalV (υ) ⊆ [σ, τ ] ∀υ ∈ [σ, τ ] then ▷ condition (i)
if g(τ) ≤ g(φ) ∀φ /∈ [σ, τ ] : ∃υ ∈ [σ, τ ], υ ⊆ φ then ▷ condition (ii)
V := V \⋃︁υ∈[σ,τ ] intervalV (υ); V := V ∪ {[σ, τ ]}
g(υ) := g(τ); intervalV (υ) := [σ, τ ] ∀υ ∈ [σ, τ ]
Variants. As the partition of intervals V evolves during the execution of the algorithm,
intervals that were incompatible with V at some point might become compatible later.
We could keep track of the intervals that were rejected due to condition (ii) and reinsert
them into the priority queue if the value of the simplex that was responsible for their
rejection changes.
Furthermore, we can make use of additional knowledge about the generalized discrete
Morse function that g approximates. Consider, for example, the Delaunay radius function
for an unweighted point set X. We know that all points are critical and have the value 0.
So, we fix their values to 0 and do not consider non-singular intervals that contain a point.
Every other simplex gets a positive value assigned.
Relaxed Wrap Complex. An alternative application for Algorithm 5 is to construct a
relaxed version of the Wrap complex. In general, we can take a valid generalized discrete
Morse function f as input and construct another generalized discrete Morse function g
with ∥f − g∥∞ ≤ ε and possibly bigger intervals than f . For the relaxed Wrap complex,
we start with the squared Delaunay radius function ρ2, fix a threshold ε ≥ 0, apply
Algorithm 5, and compute the Wrap complex for the resulting interval partition V . We
can interpret this relaxed Wrap complex as a modification of the original Wrap complex,
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where we allow collapses of critical simplices that are “nearly non-critical”, i.e., their
Delaunay radius is very similar to the radius of a critical face. This is very useful for cases
where we would like to have a smaller Wrap complex but the sequence of collapses halts
at such a “nearly non-critical” simplex. A 2- and a 3-dimensional example are given in
Figures 3.3 and 3.4. If one is unsure how to choose the threshold value, ε = ∞ is a viable
choice, since intervals cannot grow arbitrarily and we can still only collapse a restricted
part of the simplices, see Figure 3.5.
Figure 3.3: Left: Delaunay triangulation of the point set kleeblatt of CGAL [10].
Middle: Wrap complex. Right: Relaxed Wrap complex for any threshold ε ≥ 6.
Figure 3.4: Left: Wrap complex for r = ∞ of the point set nefertiti of CGAL [10]. The
darker triangles bound tetrahedra, while the pale ones do not have incident tetrahedra. Right:
Relaxed Wrap complex for the threshold ε = 0.01. It does not contain a tetrahedron.
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Figure 3.5: Left: Wrap complex of the same point set as in Figure 1.1 for r = 50. Middle,
Right: Relaxed Wrap complexes with thresholds ε = 10 and ε = ∞.
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Chapter 4
Stochastic Geometry and Topology
In this chapter, we present experimental results about Alpha and Wrap complexes on
random point sets. We start by confirming previously known theoretical results [22], and
continue by exploring cases where they are still missing. The results of this chapter were
published as part of a survey paper [21].
4.1 Probabilistic and Computational Setting
First of all, we describe the model we use to generate the random point sets and the
details of our computational experiments.
Poisson Point Process (PPP). A (homogeneous) Poisson point process X with den-
sity λ > 0 in Rd is defined by the following two properties:
(i) The number of points in a Borel set Ω ⊆ Rd of measure ∥Ω∥ is Poisson distributed
with parameter λ∥Ω∥, i.e., P(|X ∩ Ω| = n) = λn∥Ω∥ne−λ∥Ω∥/n! .
(ii) The numbers of points in any finite collection of pairwise disjoint Borel sets Ω1, . . . ,Ωk




The simulation of a Poisson point process is done in a bounded window W . First, we
sample the number of points in the window from a Poisson distribution with parameter
λ∥W∥. Then, we place the points uniformly and independently in W .
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In our experiments, we use square windows of different sizes in R2 and cube windows
in R3.
Periodic Triangulations. In order to avoid boundary effects, we impose periodic
boundary conditions on our simulation windows. This means that we compute peri-
odic Delaunay triangulations on a flat torus, for which we can use the CGAL library [10].
Intuitively, the point set in the simulation window is copied in all directions, we compute
the triangulation on the bigger set of points and identify simplices with the same vertices
(disregarding in which copy the points lie), see Figure 4.1.
Figure 4.1: The point set in the central square was copied in all directions. The triangles of
the periodic Delaunay triangulation are highlighted in green [10].
Experimental Setup. We have implemented the algorithms of Chapter 3 to compute
the Alpha and Wrap complexes for (possibly periodic) point sets in R2 and R3. Our
implementation is in C++, for parts of the computation we use the CGAL library [10].
We simulate the Poisson point process of density 1 in a square window of size 300× 300
in R2 and in a cube window of size 60×60×60 in R3. We compute the periodic Delaunay
triangulation, Alpha, and Wrap complexes for the generated point sets. We get estimated
values of various combinatorial and topological properties by averaging over 1000 runs
in R2 and over 100 runs in R3. In order to get smooth results for the corresponding
variances, we need a considerably higher number of runs. Therefore, we use a window of
size 100×100 in R2 and a window of size 15×15×15 in R3, and average over 10 000 runs
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in both cases. Figure 4.2 shows examples for periodic Alpha complexes in R2 and R3 (for
smaller windows).
Figure 4.2: The periodic Alpha complex for r = 1 of random points generated by the Poisson
point process of density 1 in the window [0, 30]2 ⊆ R2 (left) and in the window [0, 6]3 ⊆ R3
(right). For the 2-dimensional example, the Delaunay simplices that are not in the Alpha
complex are shown in gray.
4.2 Statistics for the Alpha Complex
We study the expected numbers of intervals and simplices in the Alpha complex of a
Poisson point process for radius r. We say an interval has type (ℓ,m) if ℓ is the dimension
of its minimum simplex and m is the dimension of its maximum simplex.
Theoretical Results. It was proven in [22] that the number of intervals in the Alpha
complex of a Poisson point process is Gamma distributed.
The Gamma function is defined as Γ(m) :=
∫︁∞
0
xm−1e−x dx, and satisfies Γ(m) = (m− 1)!




xm−1e−x dx, and we call γ̃(m, s) := γ(m, s)/Γ(m) its regularized version.
Let X be a homogeneous Poisson point process with density λ > 0 in Rd. We write
cdℓ,m(r) for the expected number of intervals of type (ℓ,m) in Alphar(X) that lie in a
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Borel set Ω ⊆ Rd. There exist constants Cdℓ,m such that
cdℓ,m(r) = γ̃(m,λ νd r
d) · Cdℓ,m · λ∥Ω∥ (4.1)




+ 1) is the volume of the unit ball
in Rd [22]. To be precise, the expression “in Ω” here means that the center of the smallest
empty circumsphere of the interval simplices lies in Ω. At the cost of weakening (4.1) by
adding o(∥Ω∥) on the right-hand side, we can replace this condition by “lying inside Ω”
or “intersecting Ω”, of which we will make use in the numerical estimation.





simplices of dimension p, and thus 2m−ℓ simplices
in total. We use this fact to get an expression for the expected number of p-simplices













d) · Cdℓ,m · λ∥Ω∥ (4.2)
for every p > 0 and every r ≥ 0. In analogy to the constants for the interval distributions,
we define Ddp to be the expected number of p-simplices per unit volume, which satisfies
ddp(∞) = Ddp λ ∥Ω∥.
In [22], the constants Cdℓ,m and D
d
p were computed explicitly for dimensions d ≤ 4.
Experimental Results for Constants. We run the experiments as described in the
previous section. We compute the average numbers of intervals and simplices per unit
volume in the Delaunay triangulation and compare them to the constants Cdℓ,m and D
d
p,
see Table 4.1. We observe that the experimental values match the theoretically predicted
ones with an accuracy of at least one position after the decimal point.
Experimental Results for Interval Densities. In addition to the constants, which
give the expected numbers of intervals in the full Alpha complex ( = the Delaunay trian-
gulation), we estimate the densities of the intervals as functions of their Delaunay radius.
For this purpose, we compute histograms with 250 uniform bins ranging from r = 0 to
r = 2.5, normalize by the expected number of points and average over all trials.
In order to compare these estimated interval densities with the theoretical results, we
fit regularized lower incomplete Gamma functions to the curves, using the curve fit-
function of Python 2.7’s scipy-module, which is based on least squares optimization.
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d = 3 theoretical exp.
C30,0 1 = 1.00 1.00




















π2 ≈ 1.85 1.85












π2 ≈ 6.77 6.77
Table 4.1: Comparison of theoretical [22] and experimentally estimated values for Cdℓ,m and D
d
p
in d = 2 (left) and d = 3 (right) dimensions.
The density plots and the results for the curve fitting are shown in Figure 4.3 for R2 and
in Figure 4.4 for R3. It is not surprising that the estimated curves are very close to the
theoretically predicted ones. However, it is useful to compute the error values, as they
give a calibration for the error of fitting curves to other densities, which are not known
theoretically yet (see Section 4.4). We compute the fitting errors as the square root of the
mean squared deviation of the fitted curve to the density samples, which estimates their
L2-difference.
Furthermore, we compute the variances of the estimated cumulative distribution func-
tions, which are not known theoretically. We get almost the same curves for different
window sizes, which suggests that the variances are proportional to the expected number
of points. As predicted by [39], the expected number of intervals of type (1, 2) (non-
critical = obtuse triangles) and intervals of type (2, 2) (critical = acute triangles) are the
same in R2. On the other hand, we observe that the variance for intervals of type (1, 2)
is consistently smaller than the one for intervals of type (2, 2).
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interval distribution experimental fit fitting error
(1, 1) C21,1 · γ̃(1, πr2) 2.00 · γ̃(1.00, 3.14r2) 1.37× 10−5
(1, 2) C21,2 · γ̃(2, πr2) 1.00 · γ̃(2.00, 3.14r2) 1.33× 10−5
(2, 2) C22,2 · γ̃(2, πr2) 1.00 · γ̃(2.00, 3.14r2) 1.51× 10−5
Figure 4.3: Estimated interval densities and variances in the Alpha complexes of a Poisson
point process in R2. Left: Estimated interval densities as functions of the Delaunay radius,
normalized by the expected number of points. Right: Variances of the corresponding cumulative
distributions. Bottom: Results for fitting regularized lower incomplete Gamma functions to the
estimated densities.
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interval distribution experimental fit fitting error
(1, 1) C31,1 · γ̃(1, 43πr3) 4.00 · γ̃(1.00, 4.19r3) 6.96× 10−5
(1, 2) C31,2 · γ̃(2, 43πr3) 2.55 · γ̃(2.00, 4.19r3) 4.01× 10−5
(2, 2) C32,2 · γ̃(2, 43πr3) 4.85 · γ̃(2.00, 4.19r3) 6.68× 10−5
(1, 3) C31,3 · γ̃(3, 43πr3) 1.22 · γ̃(3.00, 4.19r3) 3.23× 10−5
(2, 3) C32,3 · γ̃(3, 43πr3) 3.70 · γ̃(3.00, 4.19r3) 5.50× 10−5
(3, 3) C33,3 · γ̃(3, 43πr3) 1.85 · γ̃(3.00, 4.19r3) 3.13× 10−5
Figure 4.4: Estimated interval densities and variances in the Alpha complexes of a Poisson
point process in R3. Left: Estimated interval densities as functions of the Delaunay radius,
normalized by the expected number of points. Right: Variances of the corresponding cumulative




We change our focus from purely combinatorial statistics to those that are relevant for
the topology of the Alpha (and Wrap) complexes. We only give the experimental results,
as no analytic expressions are known yet.
Critical Simplices. For the critical simplices (whose densities were already given since
they coincide with the singular intervals), we now differentiate between birth and death
simplices, which we label by ◦ and • , respectively. The densities and variances are
displayed in Figure 4.5 for R2 and in Figure 4.6 for R3. Although the density curves are
visually similar to the interval densities, they are not Gamma distributed. The fitting error
is never less than 10−3. Even a linear combination of up to d = 2 or d = 3 regularized
lower incomplete Gamma functions does not give an error of less than 10−4. The only
exception are the death-giving d-simplices, since there are no birth-giving ones (or rather,
because of the periodic boundary conditions, there is exactly 1).
Betti Numbers. The p-th Betti number is the rank of the p-dimensional homology
group. We get it by subtracting the number of death-giving critical (p+1)-simplices (cor-
responding to p-dimensional homology classes that have already died) from the number
of birth-giving critical p-simplices (corresponding to p-dimensional homology classes that
were born so far). The Betti numbers as functions of the radius and the corresponding
variances are shown in Figure 4.5 for R2 and in Figure 4.6 for R3.
4.4 Statistics for the Wrap Complex
Finally, we collect and analyze statistical data about the Wrap complexes of a Poisson
point process.
Interval and Simplex Densities. As the Alpha and Wrap complexes have the same
critical simplices, the densities for the singular intervals are the same. The estimated
densities for the non-singular intervals are however different. We try fitting linear combi-
nations of up to d regularized lower incomplete Gamma functions to the estimated interval
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Figure 4.5: First row: Estimated densities (left) of birth- (◦) and death-giving (•) critical
simplices and the corresponding cumulative variances (right) in the Alpha complexes of a Poisson
point process in R2. Second row: Experimentally observed Betti numbers (left) of the Alpha
complexes and the corresponding variances (right).
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Figure 4.6: First row: Estimated densities (left) of birth- (◦) and death-giving (•) critical
simplices and the corresponding cumulative variances (right) in the Alpha complexes of a Poisson
point process in R3. Second row: Experimentally observed Betti numbers (left) of the Alpha
complexes and the corresponding variances (right).
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densities in the Wrap complexes in Rd, for d = 2, 3. In all cases, we get results with fit-
ting errors of less than 10−4, which are comparable to the errors for the singular intervals.
This suggests that the intervals of the Wrap complexes might follow such a distribution.
The normalized density plots and the results for the curve fitting are shown in Figure 4.7
for R2 and in Figure 4.8 for R3.
Fitting linear combinations of Gamma distributions was inspired by the known theoretical
distributions of simplices in the Alpha complexes (see Section 4.2). If the densities of
intervals in the Wrap complexes also follow such distributions, the same must hold true for
the densities of simplices in the Wrap complexes. In the first row of Figures 4.7 and 4.8 the
estimated densities of simplices in the Wrap and Alpha complexes are directly compared.
Since a Wrap complex is always contained in the Alpha complex of the same radius, the
simplex densities in the Wrap complexes are shifted to the right as compared to the same
densities in the Alpha complexes.
Lower Sets. The lower sets of critical simplices play an important role in the computa-
tion of the Wrap complexes. When we increase the radius of the Wrap complex, we have
to add the critical simplices with values in the additional range of radii, plus the simplices
in their lower sets to the complex. In the case of dynamic updates (see Section 3.3), the
running time depends on the size of the lower sets of the simplices in the boundary of
the conflict zone. The lower set sizes are also relevant for our computational experiments
with periodic boundary conditions. If the average diameter of a lower set would scale
linearly with the size of the simulation window, our results would suffer from boundary
effects.
Fortunately, our computational experiments show that the lower sets are typically small
for points generated by the Poisson point process. We quantify the sizes of the lower
sets with two different measures: their number of simplices and their diameter, which is
defined as the maximum distance between any two points in the set. In Table 4.2, we
represent the results as percentiles. The kth-percentile is the value below which k% of the
observations fall. For example, the third and fourth entry in the second row of the table
say that the lower sets of 95% of the critical triangles in R2 contain at most 16 simplices
and have a diameter of at most 2.39. The first row gives the maximum number of simplices
and diameters that we have observed in the experiments. For the numbers of simplices in
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interval experimental fit fitting error
(1, 1) 2.00 · γ̃(1.00, 3.14r2) 1.37× 10−5
(1, 2) 0.62 · γ̃(3.01, 3.41r2) + 0.38 · γ̃(4.07, 3.29r2) 2.41× 10−5
(2, 2) 1.00 · γ̃(2.00, 3.14r2) 1.51× 10−5
Figure 4.7: Estimated simplex and interval densities in the Wrap complexes of a Poisson point
process in R2. First row: Comparison of estimated simplex densities (left) and corresponding
cumulative variances (right) in the Wrap and Alpha complexes. Second row: Estimated interval
densities as functions of the Wrap radius (left) and corresponding cumulative variances (right).
The table below shows the results for fitting linear combinations of Gamma functions to the
estimated interval densities.
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interval experimental fit fitting error
(1, 1) 4.00 · γ̃(1.00, 4.19r3) 6.96× 10−5
(1, 2) 1.78 · γ̃(2.99, 5.28r3) + 0.77 · γ̃(4.48, 3.95r2) 7.52× 10−5
(2, 2) 4.85 · γ̃(2.00, 4.19r3) 6.68× 10−5
(1, 3) 0.90 · γ̃(4.10, 3.96r3) + 0.31 · γ̃(6.15, 4.40r2) 6.89× 10−5
(2, 3) 2.94 · γ̃(4.98, 4.23r2) + 0.56 · γ̃(4.11, 6.19r3) + 0.20 · γ̃(6.34, 7.31r2) 8.28× 10−5
(3, 3) 1.85 · γ̃(3.00, 4.19r3) 3.13× 10−5
Figure 4.8: Estimated simplex and interval densities in the Wrap complexes of a Poisson point
process in R3. First row: Comparison of estimated simplex densities (left) and corresponding
cumulative variances (right) in the Wrap and Alpha complexes. Second row: Estimated interval
densities as functions of the Wrap radius (left) and corresponding cumulative variances (right).
The table below shows the results for fitting linear combinations of Gamma functions to the
estimated interval densities.
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d = 2 d = 3
% p = 1 p = 2 p = 1 p = 2 p = 3
100 1 5.13 93 5.17 1 3.37 479 3.37 835 3.56
95 1 1.95 16 2.39 1 1.79 19 2.03 94 2.20
90 1 1.71 13 2.17 1 1.64 13 1.89 69 2.08
75 1 1.33 7 1.80 1 1.38 7 1.67 42 1.88
50 1 0.94 4 1.42 1 1.10 4 1.43 25 1.65
25 1 0.61 4 1.07 1 0.82 4 1.18 16 1.42
Table 4.2: Percentiles for the sizes of the lower sets of critical simplices in R2 and R3. The
double-columns contain the percentiles for the number of simplices (left, disregarding (−1)- and
0-simplices) and the diameter (right) of the lower sets of critical p-simplices.
the table we have only counted 1-, 2-, and 3-simplices, since lower-dimensional simplices




A spanning tree of a graph is a connected subgraph that does not contain any cycle (i.e. it
is a tree) and connects all the vertices. It is a well-known result that a connected graph G
embedded on the sphere can be split into a spanning tree and a dual tree (where the set
of vertices corresponds to the faces of G and there is an edge connecting two vertices if
the corresponding faces are adjacent in G). For graphs embedded on a general surface
with positive genus, we get a tri-partition of the edge set into the edges of a spanning
tree, the edges of a dual spanning tree, and 2g additional edges, where g is the genus of
the surface [6, 42].
We want to generalize this result to the set of p-dimensional simplices of a simplicial
complex, for every dimension p. This will enable us to construct canonical bases of the
cycle, boundary, and homology groups as well as their counterparts in cohomology, which
can help study homology from a more geometrical point of view and are also useful for
discovering and manipulating hole systems (see Chapter 6).
The results of this chapter were published in [24].
5.1 Example
We consider the 2-dimensional simplicial complex in Figure 5.1. It contains n0 = 30
vertices, and thus every spanning tree contains n0− 1 = 29 edges. We highlight the edges
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of one such spanning tree in black.
The thin gray edges and their vertices constitute a spanning cotree, i.e., a subgraph
that includes all vertices but does not contain any cocycle. The corresponding dual tree
is drawn in orange in the right panel of Figure 5.1. We think of the edges dangling
to the outside as connected to an additional dual vertex representing the “outside” of
the complex. Later on, we allow trees and cotrees to be disconnected (which are then
usually called forests), so that our results also hold for disconnected graphs and simplicial
complexes.
In our current example, the spanning tree cannot go completely around the central hole,
otherwise it would contain a cycle. Likewise, the cotree cannot go from the inner to the
outer boundary. Thus, the dashed green edge cannot be contained in either of the two.
Adding it to the tree, we get a cycle that goes around the central hole, adding it to the
cotree, we get a cocycle that connects the inner and the outer boundary. In general, we
get one leftover edge for each hole in the complex.
Figure 5.1: Tri-partition of the edge set of a 2-dimensional simplicial complex representing an
annulus. The edge set is split into the edges of a spanning tree (thick black edges), the edges of
a spanning cotree (thin gray edges), and a leftover edge (dashed green). The tree that is dual
to the cotree is drawn in orange in the right panel.
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5.2 Algorithms for Persistent Homology
An important tool for establishing the tri-partition are the matrix reduction algorithms
for computing persistent homology [20], which we will introduce in this section.
Boundary Matrix. To represent a simplicial complex in the computer, we use a mo-
notonic ordering of the simplices, σ1, · · · , σm, (which we get from a filtration function or
we use an arbitrary monotonic ordering if we do not have a filtration) and encode the
face relation in matrix form. The boundary matrix ∂ is defined by
∂[i, j] :=
⎧⎨⎩ 1, if σi ⊆ σj and dimσi = dimσj − 1,0, otherwise,
for i, j ∈ {1, . . . ,m}. Its columns store the facets of the corresponding simplices, and
its rows store the cofacets. Since the simplices are monotonically ordered, the boundary
matrix is upper-triangular.
Column Reduction Algorithms. If we are only interested in the homology of the full
simplicial complex, we use Gaussian elimination (with modulo 2 arithmetic) on the bound-
ary matrix. For a filtered simplicial complex, we want to compute persistent homology
and therefore we restrict ourselves to left-to-right column additions.
The lowest one of column j in a matrix is defined as the row index of the lowest non-
zero entry in the column and denoted by low(j). We set low(j) := −∞ if the column
is zero. We call a matrix R (left-to-right) reduced if low(j) ̸= low(k) for all non-zero
columns j ̸= k. Figure 5.2 gives an example of a reduced matrix.
We initialize the matrices R, U , and C to the boundary matrix, the identity matrix, and
the zero matrix, respectively. We reduce R using left-to-right column additions while
maintaining the relation R = ∂U and using C for book-keeping purposes. The standard
column reduction algorithm [20] reduces one column after the other until the lowest ones of
all non-zero columns of R are unique, see Algorithm 6. Although the gathered homological
information, which is encoded in the lowest ones of R, will always be the same no matter
how the algorithm is implemented, the matrices R and U are generally not unique and




0 0 0 ∗ ∗
low(j) 0 0 ∗ 1
low(i) 0 1 0
0 0
0
Figure 5.2: A reduced upper-triangular matrix with labels for the lowest ones of the non-zero
columns.
Algorithm 6 Standard Column Reduction Algorithm
R := ∂; U := Id; C := 0
for j ∈ {1, . . . ,m} do
while ∃ℓ < j with low(ℓ) = low(j) > −∞ do
R[., j] := R[., j] +R[., ℓ]
U [., j] := U [., j] + U [., ℓ]
C[ℓ, j] := C[ℓ, j] + 1
Therefore, we prefer the exhaustive column reduction algorithm, which was already em-
ployed in [29]. It tries to remove non-zero entries in column j even after low(j) has been
established, see Algorithm 7. The resulting matrices R and U do not depend on the
specific implementation of the algorithm, they can be uniquely defined in terms of their
algebraic structure (which we will discuss later).
Algorithm 7 Exhaustive Column Reduction Algorithm
R := ∂; U := Id; C := 0
for j ∈ {1, . . . ,m} do
while ∃ℓ < j with low(ℓ) > −∞ and R[low(ℓ), j] ̸= 0 do
R[., j] := R[., j] +R[., ℓ]
U [., j] := U [., j] + U [., ℓ]
C[ℓ, j] := C[ℓ, j] + 1
The two algorithms might compute different matrices R, but they are both reduced and
have the same zero columns and the same lowest ones [11]. We relate this information with
the persistent homology groups of the filtered simplicial complex. In both algorithms, R is
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reduced from left to right. We interpret this as adding one simplex after the other to the
simplicial complex. The addition of a p-simplex σj to the current subcomplex can have
one of two possible outcomes [13]:
• column j of R is reduced to zero, in which case U [., j] contains a p-cycle and β̃p
increases by 1, or
• column j of R remains non-zero, in which case R[., j] contains a p-boundary and
β̃p−1 decreases by 1.
In the first case, σj gives birth to a p-dimensional homology class, in the second it
gives death to a (p − 1)-dimensional homology class, namely the one represented by
the (p− 1)-cycle stored in column U [., low(j)] [20]. The pairs (low(j), j) for the non-zero
columns j correspond exactly to the finite points in the persistence diagram. We call the
corresponding pairs of simplices birth-death pairs. For a zero column i, where i does not
appear as the lowest one of any column, σi gives birth to a homology class that never dies
(which we call essential).
Relative Cohomology. When computing persistent homology, there is a duality be-
tween (absolute) homology and relative cohomology [12]. Nearly the same algorithms can
be used to compute both. Therefore, we will consider relative cohomology for filtered
simplicial complexes in the following. The persistence diagrams for absolute and relative
cohomology are the same, except for a dimension shift for the finite points [12].
We define relative cohomology for a pair (K,L), in which L is a subcomplex of K. The
relative p-cochains are the p-cochains inK\L. Since L is a subcomplex, their coboundaries
are also in K \ L. Therefore, the relative p-cocycles are just the p-cocycles in K \ L, and
the relative p-coboundaries are the p-coboundaries in K \ L. As in absolute cohomology,
we get Bp(K,L) ⊆ Zp(K,L) ⊆ Cp(K,L) for the corresponding groups and define the
p-th (reduced) relative cohomology group as H̃
p
(K,L) := Zp(K,L)/Bp(K,L).
Row Reduction Algorithms. To compute relative persistent cohomology of a fil-
tered simplicial complex, ∅ = K0 ⊆ K1 ⊆ . . . ⊆ Km = K, where Kℓ := {σ1, σ2, . . . , σℓ},
we consider relative cohomology for the sequence of pairs
(K,K = Km), (K,Km−1), . . . , (K,K0 = ∅).
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In practice, this means we initially disregard all simplices, and in every step we consider
one additional simplex for relative cohomology, in reversed order.
For the computation, we again start with the boundary matrix, but instead of the columns
we rather consider the rows, as they contain the cofacets of the simplices. Since we consider
the simplices in reversed order, we start at the bottom of the matrix and perform bottom-
to-top row additions to reduce the matrix. Here, we call the matrix (bottom-to-top) reduced
if the indices of the leftmost non-zero entries of the non-zero rows i, which we denote by
left(i), are unique. We set left(i) = ∞ if row i is zero.
We initialize Q, V , and D to the boundary matrix, the identity matrix, and the zero
matrix, respectively. In analogy to column reduction, we reduce Q with bottom-to-top
row additions while maintaining the relation Q = V ∂ and using D for book-keeping
purposes. The exhaustive row reduction algorithm is given as Algorithm 8.
Algorithm 8 Exhaustive Row Reduction Algorithm
Q := ∂; V := Id; D := 0
for i ∈ {m, . . . , 1} do
while ∃ℓ > i with left(ℓ) < ∞ and Q[i, left(ℓ)] ̸= 0 do
Q[i, .] := Q[i, .] +Q[ℓ, .]
V [i, .] := V [i, .] + V [ℓ, .]
D[i, ℓ] := D[i, ℓ] + 1
Again, we get the “standard” version of the algorithm if we replace Q[i, left(ℓ)] ̸= 0 by
left(ℓ) = left(i) < ∞, stopping the reduction of a row as soon as we have established
the leftmost one. No matter which of the two algorithms we choose and how they are
specifically implemented, we always get the same zero rows and the same leftmost ones
for the non-zero rows.
Zero rows of the reduced matrix correspond to birth and non-zero rows correspond to
death simplices for relative persistent cohomology. The pairs (left(i), i) for the non-zero
rows i in Q correspond to the birth and death simplices of relative cohomology classes with
finite persistence. They are closely related to the birth-death pairs in R. The following
holds:
Lemma 5.1. low(j) = i in R ⇔ left(i) = j in Q.
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Proof. This is a direct consequence of the Pairing Uniqueness Lemma in [11], which states
that low(j) = i in R iff r∂(i, j) = 1, where we define
r∂(i, j) := rank ∂
j
i − rank ∂ji+1 + rank ∂j−1i+1 − rank ∂j−1i .
This implies that low(j) = i depends on ∂ but not on R. Reflecting ∂ across its minor
diagonal, and exchanging the two indices, we get left(i) = j in Q iff r∂(i, j) = 1. The
claimed equivalence follows.
5.3 Tri-Partition
In this section, we present the tri-partition of the p-simplices of a simplicial complex, and
we give a constructive proof for it. The result also holds for more general cell complexes,
see [24]. We restrict our exposition to simplicial complexes, in order to be consistent with
the rest of the work.
Trees and Cotrees. Let K be a simplicial complex. We define a p-tree as a subset of
the p-simplices, Ap ⊆ Kp, that does not contain a non-empty p-cycle. We do not require
connectedness. A p-tree is maximal if it is not properly contained in another p-tree of
the same complex. Note the difference between a spanning tree and the maximal 1-tree
of a graph: a spanning tree is necessarily connected and it also contains the vertices of
the edges. As a consequence, a disconnected graph has a maximal 1-tree but no spanning
tree. Similarly, we define a p-cotree as a subset of the p-simplices, Ap ⊆ Kp, that does
not contain a non-empty p-cocycle, and call it maximal if it is not properly contained in
another p-cotree.
Statement and Proof. We state the theorem about the tri-partition of Kp and con-
struct such a tri-partition for every fixed ordering of the p-simplices. The ordering of the
other simplices does not matter as long as the full ordering of K is monotonic.
Theorem 5.2 (Tri-Partition). Let K be a simplicial complex. For every dimension p,
there exists a tri-partition of the p-simplices, Kp = Ap⊔Ap⊔Ep, such that Ap is a maximal
p-tree, Ap is a maximal p-cotree, and |Ep| = β̃p. There is a unique tri-partition for every
monotonic ordering of K.
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Proof. We construct the tri-partition for a fixed monotonic ordering of K in three steps.
First, we construct Ap, then we construct A
p, and finally we prove that Ep = (K
p\Ap)\Ap
has cardinality β̃p.
We sort the rows and columns of the boundary matrix by the given monotonic ordering
K = {σ1, σ2, . . . , σm} and use the exhaustive column reduction algorithm stated as Algo-
rithm 7. After reduction, column j remains non-zero if it is independent of the preceding
columns. Thus, the corresponding simplex σj together with the set of simplices corre-
sponding to earlier non-zero columns do not contain a cycle. We add σj to Ap, where
p = dimσj. In the case that column j gets reduced to zero, it was a combination of
previous columns. The corresponding simplex gives birth to a cycle and we do not add
it to Ap. In the end, Ap is a maximal p-tree. It contains exactly the p-dimensional death
simplices of K.
For the second step, we use the exhaustive row reduction algorithm stated as Algorithm 8.
After reduction, row i is zero if it was a combination of the succeeding rows and the
corresponding simplex σi gives birth to a cocycle. Otherwise, it remains non-zero and was
independent of the succeeding rows. In that case we add σi to A
p, where p = dimσi. In
the end, Ap is a maximal p-cotree that contains exactly the p-dimensional simplices that
give death to relative cohomology classes.
We still have to show that Ap ∩ Ap = ∅. Assume that σi ∈ Ap. Then, dimσi = p and
left(i) < ∞. Writing j = left(i), by Lemma 5.1 this is equivalent to i = low(j). It follows
that σi gives birth to a homology class, hence σi /∈ Ap. With the symmetric argument we
get that no simplex of Ap is contained in A
p.
Finally, we prove that Ep = (K
p \ Ap) \ Ap has cardinality β̃p. If a p-simplex σ is
contained in Ep, then the corresponding column in the boundary matrix is zero after
column reduction and the corresponding row is zero after row reduction. So, σ gives birth
to a p-cycle, but by Lemma 5.1 there is no corresponding death simplex. There are β̃p
independent essential p-cycles, thus |Ep| = β̃p.
There is a unique tri-partition for every monotonic ordering, but different monotonic
orderings do not necessarily have different tri-partitions. Considering the collection of
all tri-partitions generated by monotonic orderings of K, it is an interesting fact that we
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get the maximal sets of three matroids1 [24]: the collection of sets Ap, of sets A
p, and of
sets Ep.
Although the tri-partition depends on the monotonic ordering, the cardinalities of the
three parts do not. Write n◦p and n
•
p for the number of p-simplices that give birth and
death, respectively. Then the cardinalities of the three parts are n•p, (n
◦
p − β̃p), and β̃p.




p, and for the reduced Betti
numbers we have β̃p = n
◦
p − n•p+1. Therefore, we can express both the n◦p and the n•p in
terms of the np and the β̃p, which are invariants that do not depend on the ordering of
the simplices or the particular reduction algorithm.
5.4 Canonical Bases
With the exhaustive reduction algorithms we can compute more than just the tri-partitions
of a simplicial complex, we also get canonical bases in homology and cohomology. They
are canonical in the sense that they are defined in terms of their algebraic properties and
do not depend on the algorithm that computes them.
Canonical Cycles and Chains. Write Kp = Ap ⊔ Ap ⊔ Ep for the tri-partition of
the p-simplices of a simplicial complex K with a fixed monotonic ordering. As Ap is a
maximal p-tree, for every σi ∈ Ap ⊔ Ep there is a unique p-cycle zp(σi) ⊆ Ap ⊔ {σi},
which we call the canonical p-cycle of σi. Symmetrically, we get the canonical p-cocycle
zp(σi) ⊆ Ap ⊔ {σi} for every σi ∈ Ap ⊔ Ep.
For the σj ∈ Ap, there is a unique sum of canonical and non-trivial (p− 1)-cycles in Kj−1
that is rendered trivial by the addition of σj. Denoting this (p− 1)-cycle by z, there is a
unique p-chain cp(σj) ⊆ Ap with ∂cp(σj) = z, which we refer to as the canonical p-chain
of σj. Symmetrically, we define the canonical p-cochain c
p(σj) for every σi ∈ Ap.
An example for a canonical cycle and a canonical chain is shown in Figure 5.3.
We show that each cycle is the unique sum of non-trivial canonical cycles. This will
become useful in proving Theorems 5.4 and 5.6 of this section.
1 Let B be a finite set and C a collection of subsets of B. We call (C, B) a matroid if ∅ ∈ C, C is closed
under taking subsets, and the following property holds: C,D ∈ C with |C| < |D| implies that there exists
d ∈ D such that C ∪ {d} ∈ C.
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Figure 5.3: Example of a canonical cycle and a canonical chain in the simplicial complex of
Figure 5.1, filtered by the Delaunay radius function. The colors for the tri-partition of the edge
set are the same as in Figure 5.1. Left: The canonical 1-cycle z1(σi) of σi is highlighted in
orange, it includes σi which is drawn in brown. Right: Only the simplices of the subcomplex
Kj = {σ1, σ2, . . . , σj} are shown. The canonical 2-chain c2(σj) of σj is colored in orange, it
includes σj which is drawn in brown. The addition of σj renders the sum of the canonical
1-cycles of υ1 and υ2 trivial. It is the boundary of c2(σj).
Lemma 5.3. For every p-cycle z there is a unique set of simplices B ⊆ Ap ⊔ Ep with
non-trivial canonical cycles such that z =
∑︁
σ∈B zp(σ).
Proof. Let B be the simplices in z that are contained in Ap ⊔ Ep. The sum of their
canonical cycles
∑︁
σ∈B zp(σ) is the same as z. If they were different, then z+
∑︁
σ∈B zp(σ)
would be a non-trivial p-cycle contained in Ap, which is a contradiction. For any other
sum of non-trivial canonical cycles, the set of simplices in Ap ⊔ Ep is not the same as B,
so this representation of z is unique.
Canonical Cycles and Chains Stored in Matrices. No additional work has to be
done for computing the canonical cycles and chains, we get them directly after exhaustive
matrix reduction.
Theorem 5.4 (Canonical Cycles and Chains in Matrices). The columns of matrix U ,
computed by exhaustive column reduction of R = ∂U , store the canonical cycles and
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chains. And the rows of matrix V , computed by exhaustive row reduction of Q = V ∂,
store the canonical cocycles and cochains.
U [., j] =
⎧⎨⎩ zp(σj), if σj ∈ Ap ⊔ Ep,cp(σj), if σj ∈ Ap.
V [i, .] =
⎧⎨⎩ zp(σi), if σi ∈ Ap ⊔ Ep,cp(σi), if σi ∈ Ap.
First, we prove a lemma about the off-diagonal entries of the matrices after reduction.
Lemma 5.5. Let R = ∂U and Q = V ∂ be the matrices after exhaustive reduction. For
every i ̸= j there is a dimension p such that U [i, j] = 1 implies σi ∈ Ap, i.e., all non-zero
off-diagonal entries in U belong to rows of simplices in Ap. Furthermore, V [i, j] = 1
implies σj ∈ Ap.
Proof. We prove the claim for matrix U , the argument for V is symmetrical. At the start
of the reduction algorithm, U is the identity matrix and the statement is trivially true.
A column ℓ is added to column j only if ℓ < j and the column R[., ℓ] is non-zero, which
implies that σℓ ∈ Ap. We inductively assume that the off-diagonal non-zero entries in
U [., ℓ] are in rows corresponding to simplices in Ap and see that the column operation
maintains this statement for all columns of U .
We are now ready to prove Theorem 5.4.
Proof of Theorem 5.4. We only prove the claims about the canonical cycles and chains,
the proof for their cohomological counterparts is symmetrical.
First, let σj ∈ Ap ⊔ Ep. After the reduction of column j, R[., j] is zero and U [., j] stores
a cycle. By Lemma 5.5, this cycle is a subset of Ap ⊔ {σj}. The canonical cycle zp(σj) is
the only such cycle, which implies that it is stored in U [., j].
Now, consider the case that σj ∈ Ap. Then, all the non-zero entries of U [., j] are in
rows of simplices in Ap, including σj. We write c ⊆ Ap for this chain and z for its
boundary, which is stored in R[., j]. In the proof of Lemma 5.3 we have seen that
z =
∑︁
σ∈(Ap−1⊔Ep−1)∩ z zp−1(σ) and this is a unique representation as a sum of non-trivial
canonical cycles. Since the column reduction algorithm is exhaustive, every canonical
(p− 1)-cycle in the sum is born before σj and dies after σj. By construction, z goes from
non-trivial to trivial when we add σj. This implies that U [., j] stores cp(σj).
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Canonical Bases. By means of the canonical cycles and chains, we get bases for the
cycle, the boundary, and the homology groups, as well as their cohomological counterparts.
Theorem 5.6 (Canonical Bases). Let K be a simplicial complex with a fixed monotonic
ordering and let Kp = Ap ⊔ Ap ⊔ Ep be the corresponding tri-partition. Then
(i) {zp(σ) | σ ∈ Ap ⊔ Ep} is a basis of Zp(K).
(ii) {zp(σ) | σ ∈ Ep} generates a basis of H̃p(K).
(iii) {∂cp(σ) | σ ∈ Ap} is a basis of Bp−1(K).
(iv) {zp(σ) | σ ∈ Ap ⊔ Ep} is a basis of Zp(K).
(v) {zp(σ) | σ ∈ Ep} generates a basis of H̃
p
(K).
(vi) {δcp(σ) | σ ∈ Ap} is a basis of Bp+1(K).
Proof. We only prove (i)-(iii), the rest follows by symmetry.
By Lemma 5.3, every cycle has a unique representation as a sum of canonical cycles, so
{zp(σ) | σ ∈ Ap ⊔ Ep} is indeed a basis of Zp(K).
By construction, zp(σ) generates an essential class if σ ∈ Ep. On the other hand, if
σ ∈ Ap, then the corresponding canonical cycle is trivial in K or it is homologous to a
sum of cycles defined by simplices in Ep. Since H̃p(K) requires β̃p generators and there
are exactly β̃p simplices in Ep, all of their canonical cycles must be generators of H̃p(K).
Finally, we show that the boundaries of the canonical chains of the simplices in Ap form a
basis of Bp−1(K). These cycles are independent, because otherwise there would be a non-
empty sum of canonical chains with empty boundary, but all the chains are contained
in Ap, which does not contain a cycle. The size of the set {∂cp(σ) | σ ∈ Ap} is the
same as the number of p-dimensional death simplices n•p. By definition, the rank of
Bp−1(K) is equal to the rank of Zp−1(K) minus the rank of H̃p−1(K). The first is the
same as the number of p-dimensional birth simplices n◦p, and the latter is the (p− 1)-th
reduced Betti number, which can be expressed as a difference between the number of
(p − 1)-dimensional birth simplices and the number of p-dimensional death simplices:
n◦p−1 − β̃p−1 = n◦p−1 − (n◦p−1 − n•p) = n•p. This is the same as the number of elements in
{∂cp(σ) | σ ∈ Ap}, so we conclude that they form a basis of Bp−1(K).
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5.5 Connection to Helmholtz-Hodge Theory
The tri-partition of the p-simplices of a simplicial complex into a p-tree, a p-cotree, and
a third set of size β̃p can be viewed as a discrete analogue of the Helmholtz-Hodge de-
composition of a smooth vector field into a rotation-free component, a divergence-free
component, and a harmonic component whose dimension is the rank of the homology
group [35, 36].
An algebraic version of the composition states that
Cp ≃ Bp ⊕ Bp ⊕ H̃p, (5.1)
that is, every p-chain can be written as a sum of a p-boundary, a p-coboundary, and
a harmonic p-chain (which is both a p-cycle and a p-cocycle) [16]. The tri-partition of
Theorem 5.2 implies that every p-simplex either gives death to a (p− 1)-cycle, gives birth
to a p-cycle that later dies (which is equivalent to giving death to a (p + 1)-cocycle in
relative cohomology), or gives birth to an essential p-cycle. We can formulate this also
as Cp ≃ Bp−1 ⊕ Bp+1 ⊕ H̃p. Note that Bp−1 ≃ Bp and Bp+1 ≃ Bp, from which we get the
standard form (5.1). This holds because the rank of Bp is the number of pairs i = low(j)
with dimσi = p in the column reduced matrix R. Similarly, the rank of B
p+1 is the number
of pairs j = left(i) with dimσj = p+ 1 in the row reduced matrix Q. By Lemma 5.1, the





The canonical bases for the cycle, cocycle, boundary, and coboundary groups presented
in the last chapter provide us with a means of manipulating holes in a filtered simplicial
complex. Given a fixed subcomplex, we will define algorithms for opening and closing
holes of any dimension.
Actually, there are four different operations to manipulate a given hole and it depends on
the current subcomplex which of them are applicable. We can
• lock: complete the cycle around the hole if it was not born yet (advance its birth),
• fill: add simplices to fill the hole if it is part of the current subcomplex (advance its
death),
• unfill: remove simplices to open the hole if it has already died (delay its death), or
• unlock: destroy the cycle around the hole if it is part of the current subcomplex
(delay its birth).
We have these operations for holes of any dimension, which we indicate by writing Lockp,
Fillp, Unfillp, and Unlockp for the operations on a p-dimensional hole. Figure 6.1
illustrates the four operations for a 1-dimensional hole.
We can realize the first two operations by adding basis vectors in homology, and the




Figure 6.1: Manipulating a 1-dimensional hole. A p-cycle can be created by adding a p-
dimensional piece (lock) or by removing a (p + 1)-dimensional piece (unfill). Symmetrically,
a p-cycle can be destroyed by removing a p-dimensional piece (unlock) or by adding a (p + 1)-
dimensional piece (fill).
lead to side effects of these operations. Therefore, we also propose an alternative way of
manipulating holes respecting the dependence structure.
In the following chapter, we analyze the dependence structure of holes, present two ap-
proaches to hole manipulation and illustrate them with examples in 2 and 3 dimensions.
The results of this chapter were partly published in [23].
6.1 Changes to the Persistence Diagram
We use the persistence diagram to visualize the effects of the hole manipulating operations.
Furthermore, it is a useful guide to select the holes for manipulation.
Subcomplex Quadrants. The persistence diagram stores the birth and death times for
all the holes in a filtered simplicial complex. For a given filtration value, the points in the
upper-left quadrant anchored on the diagonal at that value correspond to the homology
classes in the corresponding subcomplex, see the left panel of Figure 6.2. The horizontal
border of the quadrant is open, while the vertical border is closed: it includes points with
a birth value at most as big as the filtration value and a death value strictly bigger than
the filtration value (the death value can also be ∞).
Moving Points. The hole manipulating operations can be interpreted as moving a
point in the persistence diagram. The lock and the unlock operations advance or delay




























Figure 6.2: Persistence diagram and hole manipulations. Left: The upper-left quadrant anchored
on the diagonal highlights the points that correspond to the homology of a subcomplex. Middle:
The arrows indicate the movement of points in the persistence diagram corresponding to the
four hole manipulating operations. Right: The points in the persistence diagram are decorated
with status information corresponding to an unmodified subcomplex. We draw points in the
past, presence, and future with a filled, empty, and dashed circle, respectively.
correspond to advancing or delaying the death of a hole, which means a downward or an
upward movement. This is illustrated in the second panel of Figure 6.2.
Persistence Diagram with Status Information. We however choose a different
view in the following. We do not want the persistence diagram to change with the hole
manipulations. Instead, we assign a status to each point (and the corresponding hole) and
only modify the status information with the operations. A point (b, d) ∈ R× (R ∪ {∞})
in the persistence diagram gets assigned one of the following three status, depending on
the filtration value r of the current subcomplex: the point is in the future iff r < b, it is
in the presence iff b ≤ r < d, and it is in the past iff d ≤ r. The right panel of Figure 6.2
illustrates the regions of points with the same status in the persistence diagram, assuming
the subcomplex has not been modified. The hole manipulating operations will change the
status of the points.
6.2 First Approach: Adding and Removing Basis
Vectors
Our first approach to opening and closing holes is to add and remove basis vectors in
homology and cohomology.
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Operations. We realize the operations by assigning new filtration values to some of the
simplices. If we want to add a simplex to the current subcomplex for value r, the new
value has to be smaller than or equal to r. On the other hand, if we want to remove a
simplex, the new value has to be strictly bigger than r. At the same time, we have to
take care that the ordering of the simplices stays monotonic.
We formulate the four operations in the following. Let K be a simplicial complex with
filtration function f : K → R, we consider the subcomplex for value r, {σ ∈ K | f(σ) ≤ r}.
Consider a p-dimensional hole with birth simplex σ and death simplex τ (or none if the
hole is essential), corresponding to the point (f(σ), f(τ)) (or (f(σ),∞)) in the persistence
diagram.
• Locking: We assume that the hole is in the future: r < f(σ). We add the simplices
of the canonical cycle zp(σ) and all their faces to the subcomplex.
• Filling: We assume that the hole is in the presence: f(σ) ≤ r < f(τ). We add the
simplices of the canonical chain cp+1(τ) and all their faces to the subcomplex.
• Unfilling: We assume that the hole is in the past: r ≥ f(τ). We remove the simplices
of the canonical cocycle zp+1(τ) and all their cofaces from the subcomplex.
• Unlocking: We assume that the hole is in the presence: f(σ) ≤ r < f(τ). De-
pending on whether the hole is essential or not, we remove the simplices of the
canonical cocycle zp(σ) or the canonical cochain cp(σ) and all their cofaces from the
subcomplex.
Example for the Alpha Complex in R2. We illustrate the results of the hole manipu-
lating operations on Alpha complexes of a 2-dimensional point set consisting of 1000 points
sampled from the drawing of a flower.
Figure 6.3 shows the point set, its Delaunay triangulation, the Alpha complex for r = 25.0,
and the persistence diagram with the corresponding quadrant. The diagram guides the
application of the hole manipulating operations. Points that represent 0-dimensional
homology classes are drawn in orange, and those for 1-dimensional homology classes in
blue. We see that there are six 1-dimensional holes in the Alpha complex for r = 25.0,
they correspond to the five petals and the center of the flower. The central hole is the
most persistent one.
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(a) Point set. (b) Delaunay triangulation.
(c) Alpha complex for r = 25.0. (d) Persistence diagram.
Figure 6.3: (a) A point set in R2, (b) its Delaunay triangulation, and the (c) Alpha complex
for r = 25.0. The highlighted quadrant in the (d) persistence diagram contains the points
corresponding to holes in the Alpha complex.
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We give one example for each of the four operations in Figure 6.4. Locking the six most
persistent 1-holes in the Alpha complex for r = 0.0 gives a 1-dimensional complex with six
loops, see panel (a). If we think of the data as a noisy sample of a line drawing, this could
serve as a reconstruction while preserving the homotopy type. The Alpha complex for
r = 25.0 has the same number of holes, but contains many more edges and also triangles.
We remove the central 1-hole in this complex by filling and unlocking, see panels (b)
and (c). Note that as a side effect the unlocking operation also unlocks two of the five
petals, in order to connect the inner hole with the outside. For unfilling the central 1-hole
in the Delaunay triangulation, it is sufficient to remove a single triangle, see panel (d).
Example for the Alpha Complex in R3. As an example in R3, we study the ef-
fects of the hole manipulating operations on the Alpha complexes of a protein, namely
Gramicidin A. This is a small protein that is embedded in the cell membrane and acts as
an ion channel, which explains the tunnel alongside the structure. We get the coordinates
of its atom centers from the Protein Data Bank (PDB ID: 1NT5) [5] and construct Alpha
complexes based on this point set.
Figure 6.5 shows the molecular structure of the protein [5], the point set, the Alpha
complexes for various values of r, and the persistence diagram with the corresponding
quadrants. We observe that one point is significantly more persistent than the others, it
corresponds to the ion channel of the protein. The tunnel is born at r = 0.93 and it is
the only hole of the Alpha complex at r = 2.35. In the quadrant for r = 0.93, we seem to
see only two additional points, but they are of higher multiplicity and correspond to the
many pentagons and hexagons in the Alpha complex.
We use the operations to manipulate the 1- and 2-hole of highest persistence, see Figure 6.6.
Locking at r = 0.0 reveals the canonical cycles of the holes. The 1-cycle goes around the
tunnel, while the 2-cycle encloses most of its volume, which implies that the most narrow
parts of the tunnel are located near its ends. Filling the 1-hole at its birth time r = 0.93
results in almost the same surface, except that it remains open at one end. Unlocking
the 1-hole at r = 2.35 gives a surprising result: instead of slicing open the cylinder with
a straight cut along one side, we see a spiral cut that leaves a spiraling tube revealing
the helix structure of the protein. Indeed, between contiguous 360◦ turns of the helix the
connections are weaker and the distances larger than along the helix, so cutting there
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(a) Lock1 at r = 0.0. (b) Fill1 at r = 25.0.
(c) Unlock1 at r = 25.0. (d) Unfill1 at r = ∞.
Figure 6.4: We manipulate holes in the Alpha complexes of Figure 6.3 by adding and removing
canonical basis vectors. We (a) lock the six most persistent 1-holes at r = 0.0, (b) fill and
(c) unlock the 1-hole of highest persistence at r = 25.0, and unfill the same hole at r = ∞.
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(a) Molecular structure. (b) Point set. (c) Alpha complex for r = 2.35.
(d) Persistence diagram. (e) Alpha complex for r = 0.93. (f) Alpha complex for r = 2.35.
Figure 6.5: From the Protein Data Bank we get the (a) molecular structure of Gramicidin A [5]
and its (b) atom centers. We show the Alpha complexes of this 3-dimensional point set for
(e) r = 0.93 and (c),(f) r = 2.35 in side or top view. Triangles with no incident tetrahedra are
drawn in pale blue, while the others are drawn in darker blue, with the shade depending on their
normal vector. In the (d) persistence diagram the orange, blue, and green points correspond to
0-, 1-, and 2-holes, respectively. The quadrants for the two subcomplexes are highlighted.
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(a) Lock1 at r = 0.0. (b) Lock2 at r = 0.0. (c) Unlock1 at r = 2.35.
(d) Fill1 at r = 0.93. (e) Fill1 at r = 0.93. (f) Unfill1 at r = 3.10.
Figure 6.6: We manipulate holes in the Alpha complexes of Gramicidin A by adding and re-
moving canonical basis vectors. We lock the most persistent (a) 1- and (b) 2-hole at r = 0.0.
All the other operations target the most persistent 1-hole. We (d),(e) fill it at its birth time
r = 0.93, (c) unlock it at r = 2.35, and (f) unfill it at r = 3.10.
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is the action of least effort. Finally, we unfill the 1-hole at r = 3.10 by removing the
corresponding canonical cocycle. This results in a narrow tunnel that passes through the
length of the protein, although it is barely visible.
Modifications for the Wrap Complex. For the Wrap complex, we modify the op-
erations formulated above slightly, so that we make use of the special role of the critical
simplices in the Wrap complex. Every Wrap complex is the union of lower sets of critical
simplices. Instead of modifying all the simplices in the complex directly, we only want to
change the set of critical simplices and maintain the Wrap complex as the union of their
lower sets.
When manipulating a p-dimensional hole with birth simplex σ and death simplex τ (if the
latter exists) in a Wrap complex for a fixed radius, we change the current set of critical
simplices in the following way:
• Locking: For all the simplices in the canonical cycle zp(σ), add them to the current
set of critical simplices if they are critical, or add their critical descendant of smallest
radius otherwise.
• Filling: For all the simplices in the canonical chain cp+1(τ), add them to the current
set of critical simplices if they are critical, or add their critical descendant of smallest
radius otherwise.
• Unfilling: For all the simplices in the canonical cocycle zp+1(τ), remove them from
the current set of critical simplices if they are critical, and remove all their critical
descendants in any case.
• Unlocking: For all the simplices in the canonical cochain cp(σ) (or the canonical
cocycle zp(σ) if the hole is essential), remove them from the current set of critical
simplices if they are critical, and remove all their critical descendants in any case.
We get the modified Wrap complex as the union of lower sets of the updated set of critical
simplices.
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Example for the Wrap Complex in R2. We want to contrast the results we have
seen before for manipulating holes in Alpha complexes with the ones we get for the
corresponding Wrap complexes. We start with the 2-dimensional point set of Figure 6.3.
The Wrap complexes for r = 25.0 and r = ∞ are displayed in the upper panels of
Figure 6.7. They are subsets of the corresponding Alpha complexes. Recall that we get
them from the Alpha complexes by collapsing non-singular intervals from the outside.
Since the Alpha and Wrap complexes are homotopy equivalent, the persistence diagram
is the same.
The lock and the fill operation applied to the 1-holes of highest persistence just add the
corresponding canonical cycles or chains to the complex. The results are as in the upper
panels of Figure 6.4. We can see differences, however, for the other two operations. The
results are shown in the lower panels of Figure 6.7. When we unlock the most persistent
1-hole, not only the corresponding canonical chain is removed but also some non-critical
simplices that were in the lower set of the canonical chain. For the unfill operation, the
difference to the result for the Alpha complex is striking. In addition to the single simplex
of the canonical cocycle, many simplices in its lower set get removed. A big hole in the
center of the complex is opened.
Example for the Wrap Complex in R3. Wrap complexes for our 3-dimensional
example, which is the point set representing the atoms of Gramicidin A, are displayed in
Figure 6.8. Again, due to collapses of non-singular intervals, they contain less simplices
than the Alpha complexes for the same radii shown in Figure 6.5.
We apply the modified hole operations to the same holes and for the same subcomplexes
as for the Alpha complexes and discuss the differences. Figure 6.9 shows some of the
manipulated Wrap complexes. While the result for locking the most persistent 1-hole is
the same, we get additional simplices when locking the most persistent 2-hole at r = 0.0.
These simplices, which also include tetrahedra, are in the lower set of critical simplices in
the canonical cycle. The reason why we only get differences between locking in an Alpha
complex and locking in the corresponding Wrap complex in the case of a 2-hole in R3, is
that in R3 there are intervals of size 4 with a tetrahedron as upper bound and an edge
as lower bound, and as a result an interval of a tetrahedron can be in the lower set of a
critical triangle. Similarly, we get additional simplices including tetrahedra when filling
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(a) Wrap complex for r = 25.0. (b) Wrap complex for r = ∞.
(c) Unlock1 at r = 25.0. (d) Unfill1 at r = ∞.
Figure 6.7: We manipulate holes in the Wrap complexes corresponding to the Alpha complexes of
Figure 6.3 by changing the set of critical simplices based on the addition and removal of canonical
basis vectors. We (c) unlock the 1-hole of highest persistence at r = 25.0 and (d) unfill the same
hole at r = ∞.
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(a) Wrap complex for r = 0.93. (b) Wrap complex for r = 2.35. (c) Side view.
Figure 6.8: Wrap complexes of Gramicidin A, corresponding to the Alpha complexes of
Figure 6.5. Triangles with no incident tetrahedra are drawn in pale green, while the others
are drawn in darker green, with the shade depending on their normal vector.
the most persistent 1-hole in the Wrap complex for r = 0.93.
For unlocking and unfilling we get similar results as for the Alpha complexes, except
that more simplices get removed because of additional collapses of non-singular intervals.
Unlocking the 1-hole at r = 2.35 again reveals the spiraling backbone of the protein, and
unfilling the 1-hole at r = 3.10 carves the tunnel open but the view is still obstructed by
some critical simplices that are not removed.
6.3 Dependence Structure
Although the operations formulated in Section 6.2 manipulate the targeted holes as de-
sired, they have one shortcoming: there are side effects on other holes which are hard to
control or predict.
Holes of other or even the same dimension might be affected by an operation. There is
no easy way to predict the change in the Betti numbers of the complex. As an example,
consider unlocking the central 1-hole in the 2-dimensional Alpha complex for r = 25.0 in
Figure 6.4 (c). Removing its canonical cochain not only destroys the cycle around the
central 1-hole, but also disconnects two other cycles. The first Betti number is reduced
by 3.
In order to understand such side effects better, we study the dependences between holes
in a filtered complex. Afterwards, we will propose an alternative formulation of the hole
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(a) Lock2 at r = 0.0. (b) Unlock1 at r = 2.35.
(c) Fill1 at r = 0.93. (d) Unfill1 at r = 3.10.
Figure 6.9: We manipulate holes in the Wrap complexes of Gramicidin A by changing the set of
critical simplices based on the addition and removal of canonical basis vectors. We (a) lock the
most persistent 2-hole at r = 0.0. All the other operations target the most persistent 1-hole.
We (b) unlock it at r = 2.35, (c) fill it at r = 0.93, and (d) unfill it at r = 3.10.
manipulating operations, which respects the dependence structure of holes.
Matrix Reduction and Dependences. Let K be a simplicial complex with a mono-
tonic ordering of the simplices {σ1, · · · , σm}. In Section 5.2, we explained how to use
matrix reduction algorithms for computing persistent homology. Algorithms 6 and 7
both use left-to-right column additions to reduce the boundary matrix ofK. The resulting
matrix R contains the same information about persistent homology in both cases, but in
general depends on the algorithm that was used for reduction.
We consider a fixed reduced matrix R and the corresponding book-keeping matrix C,
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which contains a 1 at position (i, j) if column i was added to column j, and use them as a
starting point to construct five maps that capture different types of dependences between
homology classes. The goal is to distinguish the ordered pairs of simplices in the monotonic
ordering that are necessary to keep R reduced from the others, which can be swapped
without affecting R. Writing (bi, di) for the simplex indices of the birth-death pair to which
σi belongs, we introduce maps X : {1, . . . ,m} → 2{1,...,m} with X ∈ {δ,BD,DB,BB,DD}:
δ(i) := { j | σi ⊆ σj and dim σj = dimσi + 1},
BD(i) := { j | low(j) = i},
DB(i) := { j | i = di < j = bj and (C[i, j] = 1 or R[i, dj] = 1)},
BB(i) := { j | i = bi < j = bj and R[i, dj] = 1},
DD(i) := { j | i = di < j = dj and C[i, j] = 1}.
Each maps the index of a simplex to the indices of a subset of simplices that appear
later in the monotonic ordering, with the property that these ordered pairs should be
maintained. The coboundary map δ maps a simplex to its cofacets. BD maps a birth
simplex of a non-essential homology class to the death simplex of this class. The other
three maps encode dependences between simplices of the same dimension that result from
the reduction process. They record each column addition (C[i, j] = 1) and each non-zero
entry above the lowest one in each non-zero column (R[i, dj] = 1). We get three maps by
differentiating between birth and death simplices in the domain and the codomain. In the
reverse direction, we define XT (j) := { i | j ∈ X(i)} for each X. For example, the inverse
of δ, δT = ∂, maps a simplex to its facets.
Partial Order. We summarize all five maps in a partial order P , which we refer to
as the dependence structure of the holes in the filtered complex, or more precisely of the
reduced matrix R. Specifically, P is the transitive closure of the collection of pairs i < j
such that j ∈ X(i) for at least one X ∈ {δ,BD,DB,BB,DD}.
We write ι0 : 1 < · · · < m for the original order of simplex indices. For a permutation ι
of ι0, let R(ι) be the matrix R after reordering the columns and rows according to ι. We
prove, among other things, that R(ι) is left-to-right reduced for all linear extensions ι
of P .
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Theorem 6.1 (Dependence Structure). Let K be a simplicial complex with a fixed mo-
notonic ordering and let R be a left-to-right reduced version of its boundary matrix.
The corresponding dependence structure P ⊆ {1, . . . ,m}2 is the smallest partial order
on {1, . . . ,m} with linear extension ι0 : 1 < · · · < m such that every linear extension ι
of P satisfies the following:
• ι corresponds to a monotonic ordering of the cells,
• R(ι) is left-to-right reduced, and
• the persistence pairs defined by R(ι) are the same as those of R(ι0).
Proof. First, we prove that the dependence structure P is sufficient to satisfy the three
claimed properties. Given two orderings ι0 and ι, an inversion is a pair of indices (i, j)
that are ordered differently in ι0 and in ι. There is a finite sequence of elementary trans-
positions, which swap two adjacent items, that transforms ι0 to ι without introducing new
inversions during the process. None of these transpositions violate the monotonicity of the
ordering, since σi ⊆ σj implies that (i, j) is not an inversion. An elementary transposition
of an inversion (i, j) in the process translates to swapping the two corresponding columns
and the two corresponding rows in the boundary matrix. In the following, we argue that
swapping these columns and rows in the reduced version of the boundary matrix preserves
the claimed properties. We distinguish between four cases depending on whether σi and





























Figure 6.10: Swapping the adjacent columns i and j and the corresponding adjacent rows in R.
The panels show the four different cases (birth-death, death-birth, birth-birth, death-death)
with the lowest ones of the affected columns highlighted.
Case BD: σi gives birth and σj gives death. Since both orderings are extensions of P , we
have j /∈ BD(i), which implies that low(j) ̸= i. The matrix remains left-to-right reduced
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and the persistence pairs stay the same after swapping the columns because column i is
zero, and after swapping the rows because row j does not contain any lowest one.
Case DB: σi gives death and σj gives birth. As j /∈ DB(i) implies C[i, j] = 0, column i
had no role in reducing column j to zero, so we can swap the columns without changing R.
To also swap the corresponding rows, we need that the entry in row i and column dj is 0.
This is guaranteed because j /∈ DB(i) also implies R[i, dj] = 0.
Case BB: both σi and σj give birth. We can easily swap the columns because both are
zero. For the rows, we need that the entry in row i and column dj is 0, which is guaranteed
by j /∈ BB(i). Only the case dj < di is illustrated in the third panel of Figure 6.10, but
the reasoning for the case di < dj is the same.
Case DD: both σi and σj give death. Since j /∈ DD(i) implies that column i was not
added to column j during reduction, we can swap the two columns while maintaining a
left-to-right reduced matrix and without changing any persistence pairs. This holds both
in the case bj < bi, which is illustrated in the fourth panel of Figure 6.10, and in the case
bi < bj, which is not shown. Swapping the rows causes no complications because they do
not contain the lowest ones of any columns.
We now prove that P is necessary to satisfy the three claimed properties, by which we
mean that every properly contained partial order has linear extensions that violate at
least one of the properties. Let P1 ⊆ P be properly contained, then there exists a pair
(i, j) ∈ P \ P1 that is not derived by transitivity from other pairs in P . Hence, j ∈ X(i)
for at least one X ∈ {δ,BD,DB,BB,DD}. Let ι1 be a linear extension of P1 with j < i.
Then, every sequence of elementary transpositions that changes ι0 to ι1 contains one that
swaps i with j. We can assume that before the transposition of i with j all claimed
properties are satisfied. After the transposition, at least one of the properties is violated:
If j ∈ δ(i) then the ordering is no longer monotonic, if j ∈ BD(i) then the pairing changes,
if C[i, j] = i then the matrix reduction requires a right-to-left column addition, and if
R[i, dj] = 1, then the persistence pairs change. Thus, the linear extensions of P1 violate
at least one of the three required properties.
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6.4 Second Approach: Recursive Operations
We propose a formulation of the hole manipulating operations alternative to adding and
removing canonical basis vectors, which respects the dependence structure of holes. All
the complexes computed by the operations are in the filtrations defined by the linear
extensions of the partial order introduced above. Thus, the persistence pairing is not
changed by any of the operations. We can manipulate the hole system without side
effects, but with less flexibility.
Operations. We formulate the operations in a recursive way. The manipulation of one
hole entails the manipulation of other holes, which are dependent. In order to change the
status of the targeted holes (and the corresponding points in the persistence diagram) in
the desired way, the operations add or remove the corresponding birth or death simplices
to or from the complex. Given a point B in the persistence diagram, we write bB and dB
for the indices of the birth and the death simplex (if the latter exists). We write xB if
it is not clear which of the two it is. Let B correspond to a p-dimensional hole and let
M = Kℓ be the current subcomplex. We define the lock and fill operations as follows.
1 Lockp(bB): if B in future then
2 for xA ∈ ∂(bB) do if xA = bA then M = Lockp−1(bA)
3 elseif xA = dA then M = Fillp−2(dA);
4 for dA ∈ DBT (bB) do M = Fillp−1(dA);
5 for bA ∈ BBT (bB) do M = Lockp(bA);
6 return M ∪ {σbB} with B in presence.
1 Fillp(dB): if B not in past then
2 for xA ∈ ∂(dB) do if xA = bA then M = Lockp(bA)
3 elseif xA = dA then M = Fillp−1(dA);
4 for dA ∈ DDT (dB) do M = Fillp(dA);
5 if B in future then M = Lockp(bB);
6 return M ∪ {σdB} with B in past.
The lock operation moves B from the future to the presence by adding the birth simplex
σbB (line 6). Recursively, the operation adds all dependent simplices that may not appear
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after this simplex in the ordering, as specified by the maps δ, DBT , and BBT . This includes
the faces of the simplex (lines 2 and 3), and the canonical cycle zp(σbB) stored in column bB
of U , but also other dependent cells (lines 4 and 5). Similarly, the fill operation moves B
from the presence to the past by adding the death simplex σdB (line 6) and by recursively
adding other simplices as necessary. In the event that B is not yet in the presence, it first
moves B from the future to the presence. To prove that the two operations avoid infinite
loops, we note that each recursive call decreases the parameter, which is the index of the
birth or the death simplex.
The unlock and unfill operations delay the birth or the death of a hole by removing simpli-
ces. We formulate these operations for a point A in the persistence diagram corresponding
to a p-dimensional hole with birth-death pair (σbA , σdA).
1 Unlockp(bA): if A not in future then
2 for xB ∈ δ(bA) do if xB = bB then M = Unlockp+1(bB)
3 elseif xB = dB then M = Unfillp(dB);
4 for bB ∈ BB(bA) do M = Unlockp(bB);
5 if A in past then M = Unfillp(dA);
6 return M \ {σbA} with A in future.
1 Unfillp(dA): if A in past then
2 for xB ∈ δ(dA) do if xB = bB then M = Unlockp+2(bB)
3 elseif xB = dB then M = Unfillp+1(dB);
4 for bB ∈ DB(dA) do M = Unlockp+1(bB);
5 for dB ∈ DD(dA) do M = Unfillp(dB);
6 return M \ {σdA} with A in presence.
The unlock and the unfill operations are symmetric to the first two. They avoid infinite
loops, since each recursive call increases the parameter.
Consistency of Status. Observe that a complex Kℓ in the filtration of K contains
exactly those simplices that give birth and death to holes in the past plus those that give
birth to holes in the presence. This relation is maintained by the four operations, i.e.,
the adapted subcomplex M consists of all simplices of K that are the birth or the death
simplex of a persistence point in the past or the birth simplex of a point in the presence.
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Furthermore, the operations maintain what we call the consistency of a status, which we
prove in the following. The status of points in the persistence diagram together define
the status of a subcomplex. We call a status consistent with the dependence structure P
iff the following conditions are satisfied for any two points A and B in the persistence
diagram:
(bA, dB) ∈ P =⇒ [A is in the future ⇒ B is not in the past]; (6.1)
(dA, bB) ∈ P =⇒ [A is not in the past ⇒ B is in the future]; (6.2)
(bA, bB) ∈ P =⇒ [A is in the future ⇒ B is in the future]; (6.3)
(dA, dB) ∈ P =⇒ [A is not in the past ⇒ B is not in the past]. (6.4)
The status defined for subcomplex Kℓ is indeed consistent with P . This is preserved by
the hole manipulating operations.
Lemma 6.2 (Consistency of Status). Let K be a filtered simplicial complex, Kℓ a complex
in the filtration, and P the corresponding dependence structure. If the subcomplex M is
obtained by executing a finite sequence of hole manipulating operations starting with Kℓ,
then the status of M is consistent with P.
Proof. We prove the claim by induction. Assuming the conditions (6.1) to (6.4) for
consistency are satisfied before an operation, we show that they are also satisfied after
the operation. There are four operations to consider, but because the arguments are
almost the same in all cases, we focus on locking.
When we lock the hole corresponding to point B, its status changes from the future to
the presence. We need to check if the conditions (6.2) and (6.3) are still satisfied. For
the first one, points A with (dA, bB) ∈ P have to move to the past. For the second one,
points A with (bA, bB) ∈ P have to move out of the future. The operation does exactly
that: lines 2 and 3 adjust the faces, line 4 adjusts the points with a relation captured
by (6.2), and line 5 adjusts the points with a relation captured by (6.3). Together, lines 2
to 5 capture all points with dependences expressed in P .
On the other hand, the consistency of the status of a subcomplex M implies the existence
of a linear extension of the partial order such that M belongs to the filtration of this
monotonic ordering, as we show in the following.
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Lemma 6.3 (Existence of Linear Extension). Let K be a filtered simplicial complex and P
the corresponding dependence structure. For every subcomplex M of K whose status is
consistent with P, there exists a linear extension ι of P and an index k such that M is
the k-th complex in the filtration defined by ι.
Proof. Recall that M ⊆ K contains exactly the birth and death simplices of points in
the past and the birth simplices of points in the presence. Hence N = K \ M contains
the birth and death simplices of points in the future and the death simplices of points in
the presence. We claim that there is a linear extension ι = ιM ιN of P such that i ∈ ιM
iff σi ∈ M and j ∈ ιN iff σj ∈ N . To prove this, it is sufficient to show that all pairs in P
that go between M and N go in fact from M to N . To get a contradiction, assume there
is a pair (j, i) ∈ P with j = xA ∈ ιN and i = xB ∈ ιM .
Case j = bA, i = dB: Since every simplex in N is the birth or death simplex of a point
in the future or the death simplex of a point in the presence, A must be in the future.
Similarly, since every simplex in M is the birth or death simplex of a point in the past or
the birth simplex of a point in the presence, B must be in the past. But this contradicts
condition (6.1) for the consistency of a status.
Case j = dA, i = bB: A cannot be in the past and B cannot be in the future, which
contradicts (6.2).
Case j = bA, i = bB: A must be in the future and B cannot be in the future, which
contradicts (6.3).
Case j = dA, i = dB: A cannot be in the past and B must be in the past, which
contradicts (6.4).
We conclude that ι = ιM ιN is a linear extension of P . Setting k = |M |, M is the k-th
complex in the corresponding filtration.
By Lemmas 6.2 and 6.3, every subcomplex that can be constructed by a sequence of hole
manipulating operations belongs to the filtration of a linear extension of P . Conversely,
given a complex M in the filtration of a linear extension of P , it is possible to design
a sequence of operations that constructs M from a complex in the original filtration
of K. Hence, the dependence structure describes precisely what can and what cannot be
constructed with the hole manipulating operations defined in this section.
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Example for the Alpha Complex in R2. We want to compare the results of the hole
manipulating operations defined in this section with those of the alternative operations of
Section 6.2. First, we consider manipulations of the Alpha complexes of the 2-dimensional
point set of Figure 6.3.
Locking the six most persistent 1-holes in the Alpha complex for r = 0.0 again gives
a 1-dimensional complex with six loops. The recursive operation defined in this section,
however, adds extra edges attached to the canonical cycles, compare panel (a) of Figure 6.4
and panel (a) of Figure 6.11. These are the death edges of dependent 0-holes, and they
are forced into the subcomplex to preserve the dependence structure. For the other three
operations, we get the same results as in Figure 6.4. In these examples, the simplices
corresponding to dependent holes are exactly the ones of the canonical basis vector added
or removed by the operation. In contrast to the operations of Section 6.2, the recursive
operations however guarantee that the dependence structure is preserved.
We have a closer lock at the unlock operation applied to the 1-hole of highest persistence
in the Alpha complex for r = 25.0, see panel (b) of Figure 6.11. The corresponding
persistence diagram before and after the operation is shown in the second row of the figure.
In panel (d) we highlight the point corresponding to the targeted 1-hole in black and show
the dependent points that are relevant for unlocking. To preserve the consistency of the
status, the operation moves all of these points into the future, unless they are already
there. This includes two other 1-holes that were in the presence and are thus recursively
unlocked.
Example for the Alpha Complex in R3. We now consider the 3-dimensional example
of Figure 6.5, which represents a model for the protein Gramicidin A, and apply the same
operations as in Figure 6.6. The results are displayed in Figures 6.12 and 6.13.
In addition to views of the resulting complexes, they show for each operation the points
in the persistence diagram corresponding to dependent holes. The status of the points in
the unmodified subcomplex can be inferred from the highlighted quadrant: points inside,
below, or to the right of the quadrant are in the presence, past, or future, respectively.
The status of the points after the operation is encoded in their drawing style: unfilled,
filled, or dashed circles for points in the presence, past, or future. Finally, the colors of
the points give their dimensions: orange, blue, or green for dimensions 0, 1, or 2, except
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(a) Lock1 at r = 0.0. (b) Unlock1 at r = 25.0.
(c) Persistence diagram. (d) Dependences for Unlock1. (e) Result for Unlock1.
Figure 6.11: We manipulate holes in the Alpha complexes of Figure 6.3 with the recursive
operations respecting the dependences between holes. We (a) lock the six most persistent 1-holes
at r = 0.0 and (b) unlock the 1-hole of highest persistence at r = 25.0. The lower panels show the
changes to the status of the points in the persistence diagram for unlocking. Points in the past,
presence, and future are drawn with a filled, empty, and dashed circle, respectively. We show
(c) the original persistence diagram for r = 25.0, (d) the relevant dependences for unlocking the
hole corresponding to the point highlighted in black, and the (e) resulting persistence diagram.
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for the targeted point, which is highlighted in black.
As in the 2-dimensional example, the recursive lock operation adds more simplices than
are contained in the canonical cycle of the targeted hole, see the first row of Figure 6.12.
The targeted hole moves from the future to the presence, while the dependent holes move
to the past. Filling the most persistent 1-hole, moves this and all dependent holes to the
past, see the second row of Figure 6.12. Comparing to Figure 6.6, more simplices are
added than are contained in the canonical chain.
The results for unlocking and unfilling, which are shown in Figure 6.13, are quite different
to those obtained with the alternative hole manipulating operations of Figure 6.6. The
major difference is that both for unlocking and unfilling several dependent holes are moved
to the presence. The advantage of the new formulation of the operations is that these
unintended side effects can be predicted precisely. If the dependence of another hole is
due to its birth simplex, this hole will be unlocked and thus moves to the future. If
the dependence is due to the death simplex, the hole will be unfilled and moves to the
presence. The reason why we get these side effects for unlocking and unfilling but not
for the other two operations, is that the dependence structure is defined with the column
reduced matrices for persistent homology. It encodes the canonical bases for homology
but not those for relative cohomology. Thus, the recursive unlock and unfill operations
do not remove canonical cocycles and cochains but approximate versions of them. One
way to approach this problem would be to formulate another dependence structure for
relative cohomology and use it for recursive unlocking and unfilling. We do however not
pursue this idea further in this work.
6.5 Statistics
In this section, we present statistics about the sizes of the structures relevant for the
hole manipulating operations. We have implemented the matrix reduction algorithms
of Section 5.2 and both approaches to hole manipulation, which are formulated in Sec-
tions 6.2 and 6.4, for point sets in R2 and R3. Our implementation is in C++.
We generate random point sets in R3 according to the Poisson point process. We perform
Experiments I, II, and III for an expected number of 125, 512, and 1000 points in [0, 1]3,
respectively, averaging the results over 100 runs each.
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(a) Lock1 at r = 0.0. (b) Dependences. (c) Lock2 at r = 0.0.
(d) Fill1 at r = 0.93, top view. (e) Dependences. (f) Fill1 at r = 0.93.
Figure 6.12: We lock and fill holes in the Alpha complexes of Gramicidin A with the recursive
operations respecting the dependences between holes. We lock the (a) 1- and (c) 2-hole of
highest persistence at r = 0.0, and we (d),(f) fill the 1-hole of highest persistence at r = 0.93.
The middle column shows the persistence points of the dependent holes for the operations in
the corresponding rows.
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(a) Unlock1 at r = 2.35. (b) Dependences. (c) Unfill1 at r = 3.10.
Figure 6.13: We unlock and unfill holes in the Alpha complexes of Gramicidin A with the
recursive operations respecting the dependences between holes. We (a) unlock the 1-hole of
highest persistence at r = 2.35 and (c) unfill the same hole at r = 3.10. Panel (b) shows the
persistence points of the dependent holes for the two operations.
Numbers of Simplices. We begin with the size of the simplicial complex, which in
our case is the Delaunay triangulation of the points, see Table 6.1. Since all the reduced
Betti numbers are 0 for the Delaunay triangulation, the numbers of simplices determine
the sizes of the components of the tri-partition discussed in Chapter 5.
p = −1 0 1 2 3 total
Experiment I 1.0 124.1 817.7 1 357.6 663.1 2 963.5
Experiment II 1.0 510.8 3 699.5 6 323.5 3 133.9 13 668.7
Experiment III 1.0 998.4 7 397.6 12 730.7 6 330.5 27 458.3
Table 6.1: Average numbers of simplices in the Delaunay triangulation of a Poisson point process
in [0, 1]3.
Densities of Matrices. We compute the dependence structure defined in Section 6.3
with the exhaustive column reduction algorithm of Section 5.2. We compare the densities
of the computed matrices to those obtained with the standard reduction algorithm in
Table 6.2. The table also shows the same numbers for row reduction.
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Experiment I Experiment II Experiment III
std exh std exh std exh
density of R 0.061 0.159 0.014 0.046 0.007 0.026
density of U 0.203 0.336 0.065 0.124 0.039 0.078
density of C 0.118 0.076 0.032 0.018 0.017 0.009
density of Q 0.093 0.135 0.022 0.036 0.011 0.019
density of V 0.203 0.308 0.065 0.107 0.039 0.065
density of D 0.142 0.044 0.043 0.010 0.024 0.005
Table 6.2: Comparison between the standard reduction algorithm and the exhaustive reduction
algorithm for random points in [0, 1]3. We quantify the density of a matrix as the percentage of
non-zero elements. Upper half: Matrices computed by column reduction. Lower half: Matrices
computed by row reduction.
The exhaustive column reduction algorithm produces denser matrices R and U , but per-
forms fewer column additions. Comparing the density of C for the standard and the
exhaustive algorithm, we see that the latter uses only about half the number of column
additions. Perhaps this is because the extra time invested in further reducing early col-
umns pays off later, when these columns are used to reduce later columns. The difference
between standard and exhaustive reduction is even more pronounced when we work with
rows rather than with columns.
The densities of the matrices have a direct influence on the sizes of the canonical basis
vectors and the number of pairs that make up the dependence structure. Matrix U stores
the canonical cycles and chains that are used for locking and filling, and C stores the
same information in hierarchical form. Additional pairs in the dependence structure are
due to off-diagonal entries in matrix R. The canonical cocycles and cochains that are
used for unlocking and unfilling with the first approach are stored in V . The second
approach to manipulating holes uses the information in the dependence structure. Since
the dependence structure is built from the column and not the row reduced matrices,
canonical cocycles and cochains are replaced by approximate versions of them, which are
functionally equivalent.
Number of Dependences. The total number of dependences is roughly an order
of magnitude larger than the number of simplices. Specifically, we have about 26 015,
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145 409, and 317 663 dependences on average in Experiments I, II, and III. A comparison
with Table 6.1 shows that this is about ten times the total number of simplices in the
Delaunay triangulation. We provide detailed statistics in Table 6.3, which differentiates
between types of dependences and dimensions. More precisely, for each type, dimension,
and experiment, the table gives the average number of pairs of the given type that orig-
inate from a simplex of the given dimension. Some of these numbers do not depend on
the sampled points, such as the dependences of type BD, for which there is exactly one
per simplex, and the dependences of type ∂, as every p-simplex has exactly p + 1 facets.
Since pairs go from left to right and lower-dimensional simplices tend to precede higher-
dimensional simplices in the filtration, it is not surprising that the average out-degree
in the forward direction is higher for lower dimensions and in the backward direction is
higher for higher dimensions. Note that there is exactly one vertex that gives death (it
is paired with the empty simplex), and this vertex accumulates the largest number of
dependences of type DB.
We observe that the numbers barely change between the experiments, which suggests that
they are primarily local. The numbers we get for the Gramicidin A data (not shown) are
very similar to those in Table 6.3.
Size of Operations. We consider the average numbers of simplices affected by the
different hole manipulating operations, for both approaches. The first approach adds or
removes canonical cycles, chains, cocycles, or cochains to or from the subcomplex. The
upper half of Table 6.4 gives their average sizes. The second approach recursively adds or
removes the dependent simplices of a birth or death simplex. Rather than just the pairs
originating from the simplex to which the operation is applied, we need to consider the
entire emanating paths in the dependence structure.
Consider for example the lock operation applied to σi. The recursive algorithm also adds
the simplices of the canonical cycle of σi to the subcomplex, but rather than fetching these
simplices directly from the matrix U , which stores the canonical cycle in column i, the
algorithm finds the simplices by following paths in the dependence structure. Generally,
these paths contain more simplices than just those in the canonical cycle. Filling works
the same, but with canonical chains. The situation is not entirely symmetric for the other
two operations. In the recursive versions of unlocking and unfilling, the removal of the
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Experiment I Experiment II Experiment III
0 1 2 3 0 1 2 3 0 1 2 3
δ birth 13.2 4.8 1.9 - 14.5 4.9 2.0 - 14.8 4.9 2.0 -
BD 1.0 1.0 1.0 - 1.0 1.0 1.0 - 1.0 1.0 1.0 -
BB 0.9 0.2 0.0 - 0.9 0.3 0.1 - 0.9 0.3 0.1 -
δ death 13.2 6.2 2.0 0.0 13.8 6.5 2.0 0.0 14.8 6.6 2.0 0.0
DB 123.1 55.4 10.2 0.0 509.8 87.8 13.7 0.0 997.4 104.8 15.3 0.0
DD 0.0 1.2 1.4 0.9 0.0 1.3 1.5 1.0 0.0 1.3 1.6 1.0
total 16.0 14.5 8.4 0.9 17.4 18.5 10.2 1.0 17.7 20.6 11.0 1.0
∂ birth 1.0 2.0 3.0 - 1.0 2.0 3.0 - 1.0 2.0 3.0 -
DBT 1.0 9.8 10.7 - 1.0 14.0 14.0 - 1.0 16.3 15.5 -
BBT 0.9 0.2 0.0 - 0.9 0.3 0.1 - 0.9 0.3 0.1 -
∂ death 1.0 2.0 3.0 4.0 1.0 2.0 3.0 4.0 1.0 2.0 3.0 4.0
BDT 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
DDT 0.0 1.2 1.4 0.9 0.0 1.3 1.5 1.0 0.0 1.3 1.6 1.0
total 2.8 10.8 9.5 5.9 2.9 14.6 11.2 6.0 2.9 16.7 12.0 6.0
Table 6.3: Average numbers of dependences of different types originating from a p-simplex.
Upper half: To capture the pairs relevant for unlocking and unfilling, we count the dependences
in forward direction, distinguishing the ones that originate from birth-giving and from death-
giving simplices. Lower half: To capture the pairs relevant for locking and filling, we count
the dependences in backward direction, distinguishing again the ones that originate from birth-
giving and from death-giving simplices.
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Experiment I Experiment II Experiment III
p = 0 1 2 p = 0 1 2 p = 0 1 2
p-cycle 2.0 10.9 12.1 2.0 17.6 17.3 2.0 21.9 20.1
(p+ 1)-chain 4.5 12.1 7.0 6.6 25.9 10.8 8.3 35.7 12.9
p-cochain 5.1 8.6 6.8 6.8 15.5 11.1 7.3 20.3 13.7
(p+ 1)-cocycle 56.6 11.6 1.0 105.1 17.1 1.0 135.2 19.9 1.0
recursive Lockp 4.0 50.2 139.0 4.5 112.6 382.2 5.0 176.0 633.2
recursive Fillp 15.1 88.1 157.1 24.5 234.2 414.6 34.4 382.8 677.2
recursive Unlockp 707.7 78.9 7.1 2 093.6 222.0 11.0 3 570.2 362.7 13.0
recursive Unfillp 686.7 77.1 6.0 2 065.8 218.5 9.8 3 536.4 357.8 11.9
Table 6.4: Average sizes of hole manipulating operations. Upper half: Average numbers of sim-
plices of a canonical cycle, chain, cochain, cocycle. Lower half: Average numbers of dependences
for recursive locking, filling, unlocking, unfilling. We disregard the status and count every de-
pendent simplex. The order of rows in the two halves is parallel, comparing the two different
approaches to hole manipulation.
canonical cocycle and cochain is replaced by functionally equivalent deletions of simplices.
This asymmetry arises because the dependence structure is based on the column reduced
matrices rather than the row reduced ones.
The lower half of Table 6.3 gives the average numbers of simplices along the paths in the
dependence structure relevant for the different hole manipulating operations. We count
all simplices that are possibly affected by an operation, neglecting the status information.
Thus, the numbers give an upper bound on the average numbers of status changes per
operation, and they are likely to be rather loose. We observe an anomaly in Experi-
ment III, in which the average size of a canonical 2-cochain is 13.7, while the average
number of dependent 2-simplices for unlocking is only 13.0. This happens because the
recursive unlock operation is based on the column reduced matrices instead of the row
reduced ones, where the canonical cochains are stored. In this example, the recursive





A general assumption in the previous chapters is that our input data is in Euclidean
space, i.e., the distance between two points is measured by the Euclidean metric. For
many applications, especially those that work with high-dimensional data, other measures
of dissimilarity are more suitable and achieve better results. One example are discrete
probability distributions, which can represent images, text documents, or other kinds of
data, and can be viewed as points in the standard simplex of appropriate dimension. It is
common to use the Kullback-Leibler divergence, which has its foundations in information
theory, as a dissimilarity measure between such probability distributions, even though it
does not fulfill the properties of a metric. However, it fits into the more general framework
of Bregman divergences, which we will study in this chapter.
Our goal is to generalize constructions from computational geometry and topology such
as the Delaunay triangulation and the Wrap complex to spaces where distance is meas-
ured with a Bregman divergence. This work was initiated in [8] and [28], which already
studied the Delaunay triangulation and its radius function in Bregman geometry. We
will complement these results by explaining how the Bregman-Delaunay triangulation
can be computed as a weighted Euclidean Delaunay triangulation and by also studying
Bregman-Alpha and Bregman-Wrap complexes.
The results of this chapter can also be found in [25], which we will submit for publication.
90
7.1 Bregman Divergence
First, we provide some background on Bregman divergences. We follow [3] in the details
of the definition.
Bregman Divergence. Let Ω ⊆ Rd be a non-empty open convex set. A function
F : Ω → R is of Legendre type iff it is differentiable, strictly convex, and the length of
the gradient ∇F goes to infinity whenever we approach the boundary of Ω. The third
condition guarantees a conjugate function of the same kind (see below), and it is void if
the boundary of Ω is empty, which is the case for Ω = Rd.
For points x, y ∈ Ω, the Bregman divergence from x to y associated with F is the difference
between F and the best affine approximation of F at y, both evaluated at x:
DF (x∥y) := F (x)− [F (y) + ⟨∇F (y), x− y⟩], (7.1)
where ∇F = ( ∂F
∂x1
, . . . , ∂F
∂xd
)T denotes the gradient operator and ⟨x, y⟩ = ∑︁di=1 xiyi the
scalar product. The definition is illustrated in Figure 7.1. We draw the tangent hyperplane
of F at y, the Bregman divergence from x to y is the vertical distance between the
hyperplane and the function graph at x.
F
x y
DF (x∥y) DF (y∥x)
Figure 7.1: Geometric interpretation of the Bregman divergence from x to y and from y to x
associated with F . In this example, F is the Shannon entropy in R1.
Note that the Bregman divergence is not necessarily symmetric: DF (x∥y) ̸= DF (y∥x)
in general. Also, it violates the triangle inequality. Only the first axiom of a metric is
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satisfied by the Bregman divergence: DF (x∥y) ≥ 0 with equality iff x = y. Nonetheless,
it is a useful measure for dissimilarity.
Bregman Balls. Due to asymmetry, we can define two balls of size h ≥ 0 centered at
a point x ∈ Ω. The primal ball BF (x, h) contains all points y for which the divergence
from x to y is at most h, and the dual ball B∗F (x, h) contains all y for which the divergence
from y to x is at most h:
BF (x, h) := {y ∈ Ω | DF (x∥y) ≤ h}, (7.2)







Figure 7.2: Geometric interpretation of the primal and the dual ball in Bregman geometry. In
this example, F is the Shannon entropy in R1.
Figure 7.2 illustrates a geometric construction for the balls in Bregman geometry. For
the primal ball, we cast light onto the graph of F from the point (x, F (x)− h) ∈ Rd ×R,
and project the illuminated part of the graph onto Rd. The primal ball is not necessarily
convex. For the dual ball, we vertically shift the tangent hyperplane at x upward by h,
and project the part of the graph on or below this shifted hyperplane onto Rd. The dual
ball is always convex [28].
Conjugate Function. We use polarity to relate F to another function F ∗, which we
call the conjugate function. The polarity transform maps a point C = (c, γ) ∈ Rd × R
to the affine map C∗ : Rd → R defined by C∗(x) = ⟨c, x⟩ − γ, and it maps C∗ back to
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(C∗)∗ = C. The conjugate function, F ∗: Ω∗ → R, is defined such that polarity maps the
points of the graph of F to the tangent affine maps of the graph of F ∗, and it maps the











Figure 7.3: Construction of the conjugate function F ∗ with the polarity transform. It maps
P = (x∗, F ∗(x∗)) to the tangent of F at x, and it maps Q = (x, F (x)) to the tangent of F ∗
at x∗. In this example, F is the Shannon entropy in R1.
Specifically, polarity maps P = (x∗, F ∗(x∗)) to P ∗(a) = ⟨x∗, a⟩−F ∗(x∗), which should be
the tangent affine map of F at the corresponding point x. Evaluating at x gives
⟨x∗, x⟩ − F ∗(x∗) = F (x) ⇔ ⟨x∗, x⟩ − F (x) = F ∗(x∗), (7.4)
and since it should be tangent we get
x∗ = ∇F (x), (7.5)
and thus Ω∗ = ∇F (Ω). Also, Q = (x, F (x)) is mapped to Q∗(a) = ⟨x, a⟩ − F (x) by
polarity, which should be the tangent affine map of F ∗ at x∗. Hence,
x = ∇F ∗(x∗). (7.6)
93
If F is of Legendre type, then so is F ∗. The associated Bregman divergences are sym-
metric [28]:
DF (x∥y) = DF ∗(y∗∥x∗). (7.7)
Example: Half the Squared Euclidean Norm. Let ϖ : Rd → R be the function
defined by ϖ(x) := 1
2
∥x∥2, i.e., it is half the squared Euclidean norm. Its gradient is
∇ϖ(x) = x, and its conjugate function ϖ∗ is the same as ϖ. It follows that for this
example the associated Bregman divergence is symmetric. It indeed corresponds to half
the squared Euclidean distance: Dϖ(x∥y) = 12∥x− y∥
2.
Example: Shannon Entropy and Kullback-Leibler Divergence. The Shannon
entropy of a discrete probability distribution is −∑︁di=1 xi lnxi. We adapt it slightly by
changing the sign and subtracting the sum of the xi, defining E(x) :=
∑︁d
i=1[xi lnxi − xi]





[xi lnxi − xi ln yi − xi + yi], (7.8)
which is known as Kullback-Leibler divergence or relative entropy and plays an important
role in information theory. The gradient is ∇E(x) = (ln x1, . . . , lnxd)T and for the conju-
gate function we get E∗(y) =
∑︁d
i=1 exp yi for y ∈ Rd. In Figures 7.1, 7.2, and 7.3 we have
in fact used the Shannon entropy in R1 as an example of a Legendre type function F .
For applications, the restriction of the Shannon entropy to the standard simplex is
of special interest. We define the standard (d − 1)-simplex as the subset of points
x = (x1, . . . , xd)
T in Rd+, for which x1 + · · · + xd = 1, and denote it by ∆d−1. We con-
sider the open standard simplex instead of the closed one (where coordinates can have
the value 0), because we use it as the domain of a Legendre type function. We write
E∆ : ∆
d−1 → R for the restriction of the Shannon entropy to the standard simplex.
Every x ∈ ∆d−1 can be interpreted as a discrete probability distribution on d disjoint
events. Then, −E∆(x) is the expected efficiency to optimally encode a sample from this
distribution. And the Kullback-Leibler divergence from x to y is the expected loss in
coding efficiency (the number of extra bits required) if we use the code optimized for y to
encode a sample from x.
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We get the gradient of the restricted Shannon entropy as the projected gradient of the
unrestricted Shannon entropy onto the hyperplane of the simplex. Projecting to the
parallel hyperplane that goes through the origin instead, we get an expression in terms
of the barycentric coordinates in ∆d−1. Also for the conjugate we get a function that is
different from the unrestricted case, which we state both in terms of the original and the
conjugate coordinates x∗ = ∇E∆(x).
























Proof. For the gradient, we project the vector v := ∇E(x) = (lnx1, . . . , lnxd)T onto the
hyperplane with normal vector n = (1, . . . , 1) that goes through the origin:
















To compute the conjugate function, we use (7.4) and (7.5):
E∗∆(x



















We get from the second to the third line by using the fact that
∑︁d
i=1 xi = 1 in ∆
d−1.
Now, we want to express this in terms of the conjugate coordinates. We observe that the
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i = 0 for points x
∗ in a hyper-
plane through the origin. Finally, we express E∗∆ in terms of x
∗ = ∇E∆(x):
E∗∆(x


























We extend Voronoi diagrams and Delaunay triangulations to Bregman geometry, as al-
ready done in [8].
Bregman-Voronoi Diagrams. Let Ω ⊆ Rd be a non-empty open convex set, F a
Legendre type function with domain Ω, and X ⊆ Ω a finite point set. Since the Bregman
divergence associated with F is asymmetric, we can define two kinds of Voronoi domains
in Bregman geometry. The primal Voronoi domain VorF (x,X,Ω) contains all points for
which x minimizes the Bregman divergence from that point, the dual Voronoi domain
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Vor∗F (x,X,Ω) contains all points for which x minimizes the Bregman divergence to that
point:
VorF (x,X,Ω) := {q ∈ Ω | DF (x∥q) ≤ DF (y∥q) ∀y ∈ X},
Vor∗F (x,X,Ω) := {q ∈ Ω | DF (q∥x) ≤ DF (q∥y) ∀y ∈ X}.
We define the primal or dual Bregman-Voronoi diagram of X as the collection of pri-
mal or dual Voronoi domains of all points in X, denoted as VorF (X,Ω) or Vor
∗
F (X,Ω).
The dual Voronoi domains are always convex polyhedra, while the primal ones can have
curved borders [8]. It follows from (7.7) that the primal Bregman-Voronoi diagram of X
associated with F is the same as the dual Bregman-Voronoi diagram of X∗ associated
with F ∗, but drawn on the original point set X.
Figure 7.4 shows the primal and the dual Bregman-Voronoi diagram associated with the
Shannon entropy of 100 random points in (0, 2]2, and compares them to the Euclidean
Voronoi diagram, which is the same as the Bregman-Voronoi diagrams associated with ϖ.
Figure 7.4: Left: Euclidean Voronoi diagram of 100 random points. Middle: Primal Bregman-
Voronoi diagram associated with Shannon entropy. Right: Dual Bregman-Voronoi diagram
associated with Shannon entropy.
Lifting for Euclidean Voronoi Diagram and Delaunay Triangulation. We will
show that computing the Bregman-Delaunay triangulation of a given set of points is
equivalent to computing the Euclidean Delaunay triangulation of some weighted point
set.
We start by explaining how we can construct the Voronoi diagram and the Delaunay
triangulation of an unweighted point set in Euclidean space, X ⊆ Rd, as the projection
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of a polyhedron in Rd+1. We consider the collection of hyperplanes tangent to the graph
of ϖ at a point x ∈ X. A point a ∈ Rd is in the Voronoi domain of a point x iff the value
at a of the tangent hyperplane at x is greater than or equal to the values of the tangent
hyperplanes at other points of X.
Lemma 7.2 (Lifted Voronoi Diagram). Let X ⊆ Rd be a finite point set, ϖ : Rd → R
half the squared Euclidean norm, and tx : Rd → R the tangent hyperplanes of ϖ at x ∈ X.
For every a ∈ Rd,
a ∈ Vor(x,X) ⇔ tx(a) ≥ ty(a) ∀y ∈ X.
Proof. For the tangent hyperplane of ϖ at x, we have
tx(a) = ϖ(x) + ⟨∇ϖ(x), a− x⟩ = 12∥x∥
2 + ⟨x, a− x⟩.
The following derivation proves the claim.
1
2
∥x− a∥2 ≤ 1
2









∥a∥2 − ⟨y, a⟩ ⇔
−1
2
∥x∥2 + ⟨x, a⟩ ≥ −1
2
∥y∥2 + ⟨y, a⟩ ⇔
1
2
∥x∥2 + ⟨x, a− x⟩ ≥ 1
2
∥y∥2 + ⟨y, a− y⟩ ⇔
tx(a) ≥ ty(a).
We thus get the Voronoi diagram of X as the projection of the boundary complex of
the graph of maxx∈X tx onto Rd, see the left panel of Figure 7.5. Since the Delau-
nay triangulation is dual to the Voronoi diagram, we get it by projecting the bound-
ary complex of the dual polyhedron, which is the lower convex hull of the lifted points
{(x,ϖ(x)) | x ∈ X} ⊆ Rd+1 [18], see the right panel of Figure 7.5.
If the points are endowed with weights, we only need to adapt the construction slightly




(∥x− a∥2 − wx) ≤ 12(∥y − a∥
2 − wy) ⇔
1
2
∥x∥2 + ⟨x, a− x⟩+ 1
2
wx ≥ 12∥y∥






wx ≥ ty(a) + 12wy.
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ϖ
x1 x2 x3 x4
ϖ
x1 x2 x3 x4
Figure 7.5: Construction of the Voronoi diagram and the Delaunay triangulation in R1 by lifting
the points to the paraboloid ϖ. Left: The Voronoi diagram is the projected boundary complex
of the polyhedron that is the upper hull of the tangent hyperplanes. Right: The Delaunay
triangulation is the projected lower convex hull of the lifted points.
ϖ
x1 x2 x3 x4
ϖ
x1 x2 x3 x4
Figure 7.6: Construction of the weighted Voronoi diagram and the weighted Delaunay triangu-
lation in R1 by lifting the points to the paraboloid ϖ and vertically shifting according to their
weights. Left: The Voronoi diagram is the projected boundary complex of the polyhedron that
is the upper hull of the shifted tangent hyperplanes. Right: The Delaunay triangulation is the
projected lower convex hull of the lifted points.
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The construction of the weighted Voronoi diagram and the weighted Delaunay trian-
gulation is illustrated in Figure 7.6. Note that the tangent hyperplane of a point x is
shifted by (+1
2
wx), while the lifted point is shifted by (−12 wx). From the lifted point
(x,ϖ(x)− 1
2
wx), exactly the part of the graph of ϖ is visible, which lies below the shifted
tangent hyperplane corresponding to x.
Lifting for Bregman-Delaunay Triangulation. We go back to Bregman geometry.
Let Ω ⊆ Rd be a non-empty open convex set, F a Legendre type function with domain Ω,
and X ⊆ Ω a finite point set. As in Euclidean geometry, the (primal) Bregman-Delaunay
triangulation DelF (X,Ω) of X is dual to the (primal) Bregman-Voronoi diagram of X.
A set of points σ ⊆ X is a simplex in the Bregman-Delaunay triangulation iff their
(primal) Voronoi domains have a non-empty intersection. Equivalently, a d-simplex is
in the Bregman-Delaunay triangulation iff it has an empty dual circumsphere, i.e., a
dual Bregman ball whose boundary passes through the vertices of the simplex and whose
interior is empty.
As illustrated in Figure 7.2, we get the boundary of the dual Bregman ball B∗F (x, h) as
the projection of the intersection of the graph of F and the tangent hyperplane at x
vertically shifted by +h. The part of the graph of F which is lower than the shifted
tangent hyperplane corresponds to the interior of the dual Bregman ball.
Just as in Euclidean geometry, we can construct the Bregman-Delaunay triangulation as
the projected lower convex hull of lifted points. Indeed, the Euclidean Delaunay triangu-
lation is a special case of a Bregman-Delaunay triangulation and the function ϖ, which we
have used for lifting before, is exactly the corresponding Legendre type function. Now, for
a general Bregman-Delaunay triangulation associated with the function F , we lift every
point x ∈ Ω to the point (x, F (x)) ∈ Rd+1, and construct the convex hull of the lifted
point set, see Figure 7.7. If a subset of points σ ⊆ X is the set of vertices of a lower
convex hull face, then the supporting hyperplane corresponds to a dual Bregman ball with
the vertices on the boundary and no points of X inside, i.e., its boundary is an empty
dual circumsphere. Thus, we get the simplices of the Bregman-Delaunay triangulation by
projecting the faces of the lower convex hull onto Ω. This construction also shows that
the Bregman-Delaunay triangulation has a straight-line embedding in Ω.
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x1 x2 x3 x4
Figure 7.7: Construction of the Bregman-Delaunay triangulation associated with F by lifting
the points to the graph of F and projecting the lower convex hull of the lifted points onto Ω. In
this example, F is the Shannon entropy in R1.
Computing the Bregman-Delaunay Triangulation. Finally, we want to compute
the Bregman-Delaunay triangulation by computing an equivalent weighted Euclidean De-
launay triangulation. We have explained above that both can be constructed by lifting
the points and computing the convex hull of the lifted points. We choose the weights for
the Euclidean Delaunay triangulation in such a way that the lifted points are the same as
for the Bregman-Delaunay triangulation. In particular, we set wx = 2ϖ(x) − 2F (x) for
every point x ∈ X. The corresponding lifted points X̄ are
(x,ϖ(x)− 1
2
wx) = (x, F (x)) with x ∈ X,
which are the same as the lifted points for computing the Bregman-Delaunay triangula-
tion. For this construction, we assume that the weighted point set is in general position.
Note that the weighted Delaunay triangulation Del(X̄) is not exactly the same as the
Bregman-Delaunay triangulation DelF (X,Ω), which we want to compute. It can contain
additional simplices, since it is constructed in the full Euclidean space Rd, as opposed to
the Bregman-Delaunay triangulation, where the domain Ω ⊆ Rd can be smaller. In the
next section, we will explain how to compute circumcenters for simplices in the Bregman-
Delaunay triangulation. If we are not able to find a circumcenter within the domain Ω,
the simplex will be removed from the triangulation.
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7.3 Rise Function
We want to generalize the Delaunay radius function from Euclidean geometry to Bregman-
Delaunay triangulations. For this purpose, we make use of the construction with lifted
points presented above.
In Primal Space. Let Ω ⊆ Rd be a non-empty open convex set, F a Legendre type
function with domain Ω, X ⊆ Ω a finite point set, VorF (X,Ω) its primary Bregman-
Voronoi diagram, and DelF (X,Ω) its Bregman-Delaunay triangulation. Each simplex in
the Bregman-Delaunay triangulation corresponds to a collection of Voronoi domains whose
intersection is not empty. As in the Euclidean case, we intersect the Voronoi domains with
primal Bregman balls of size h centered at the points of X, and call them Voronoi balls.
We associate to each simplex σ the smallest value h for which the corresponding Voronoi
balls have a non-empty intersection, and denote it by ρF (σ).
As illustrated in Figure 7.2, we get the primal Bregman ball of size h centered at a
point x ∈ Ω by casting light from the point (x, F (x) − h) onto the graph of F and
projecting the illuminated part of the graph onto Rd. Now, if we start from the points X
lifted to the graph of F and raise the graph of F by h, the “cones of light” cast from the
lifted points onto the raised graph correspond to primal balls of size h. When the cones
cast from the points of σ and clipped to within their corresponding Voronoi domains have
a point in common for the first time, the amount h we have raised the graph of F is the
value ρF (σ), see Figure 7.8. To avoid confusion with the Euclidean case, we call this value
the rise function value of σ.
Equivalently, ρF (σ) is the size of the smallest dual Bregman ball with the points of σ on
the boundary and no points of X inside. We call the center of this ball the circumcenter
of σ. As illustrated in Figure 7.2, a dual Bregman ball corresponds to the part of the
graph of F below a shifted tangent hyperplane. Thus, ρF (σ) is also the minimum amount
we have to raise the graph of F so it has a tangent hyperplane that passes through all
points (x, F (x)) with x ∈ σ, while all other lifted points lie on or above the hyperplane,






Figure 7.8: Illustration of the rise function ρF for lifted points in primal space. We lift the
points of X onto the graph of F , and grow primal balls around the points by raising the graph
of F . When the primal balls centered at the points of a simplex σ intersect for the first time at
an intersection of the corresponding Voronoi domains, we get the value ρF (σ) as the amount we
have raised F . Here, we highlight the rise function value for the edge x1x2 in green. Equivalently,
there is a hyperplane tangent to the raised graph that passes through all the lifted points of σ,
while all other lifted points lie on or above the hyperplane. In this example, F is the Shannon
entropy in R1.
In Conjugate Space. We propose an alternative characterization of the rise function ρF
in conjugate space, which gives a compact formula. Due to (7.7), a Voronoi ball of size h
in primal space, which is the intersection of a Voronoi domain with a primal Bregman ball
of size h, corresponds to the intersection of the image of this Voronoi domain in conjugate
space with a dual Bregman ball of size h. Then, the value ρF (σ) is the smallest h for
which the dual Voronoi balls of size h centered at the x∗ = ∇F (x) for x ∈ σ have a
non-empty intersection.
For every point x∗ lifted to (x∗, F ∗(x∗)), we have a hyperplane that is tangent to the graph
of F ∗ at x∗, which we denote by tF ∗,x∗ . When we lift the points x
∗ to the graph of F ∗
and also draw the upper envelope of the tangent hyperplanes, maxx∈X tF ∗,x∗ , then growing
dual balls centered at the x∗ corresponds to lowering the graph of F ∗, as illustrated
in Figure 7.9. Thus, ρF (σ) is the infimum amount we have to lower the graph of F
∗
until it intersects the graph of maxx∈X tF ∗,x∗ at a point vertically above the image of the
intersection of Voronoi domains corresponding to the points of σ. Hence, we get the
following expression for the rise function value of σ:





















Figure 7.9: Illustration of the rise function ρF for lifted points in conjugate space. We lift
the points in conjugate space, X∗ = {∇F (x) | x ∈ X}, onto the graph of F ∗, and grow dual
balls around them by lowering the graph of F . The rise function value of a simplex σ is the
infimum amount we have to lower the graph of F ∗ until it intersects the upper envelope of the
tangent hyperplanes at a point vertically above the intersection of Voronoi domains in conjugate
space. Here, we highlight the rise function value for the edge x1x2 in green. It is the same as in
Figure 7.8.
Rise Function of ϖ. We illustrate the rise function for the case F = ϖ and show
its relation to the Euclidean Delaunay radius function. Recall that ϖ = ϖ∗, so we can
draw the construction of the rise function in primal space and in conjugate space in a
single picture, see Figure 7.10. Primal and dual Bregman balls are the same in this case.
And since the Bregman divergence associated with ϖ is the same as half the squared
Euclidean distance, the Bregman ball of size h ≥ 0 centered at a point x is the same
as the Euclidean ball of radius
√
2h centered at the same point. In order to avoid any
confusion arising from this correspondence, we prefer to use the term rise function instead
of radius function in Bregman geometry.
Computation. For computation, we prefer the characterization of the rise function in
primal space, as illustrated in Figure 7.8. For a p-simplex σ, the affine hull of the points
σ̄ := {(x, F (x)) | x ∈ σ} is a p-dimensional plane. The point (q, h) in the plane that




Figure 7.10: Illustration of the rise function ρϖ for lifted points. In this case, the primal and
the conjugate space are the same, and also primal and dual Bregman balls are equal. Therefore,
we can draw the construction in primal and in conjugate space in the same picture and see that
the resulting rise function values (highlighted in green) are the same. They are equal to half the
squared Euclidean Delaunay radii of the simplices.
dual Bregman ball with the points of σ on the boundary, which we call a dual circumball
of σ, and h− F (q) is the size of this ball [28].
To get the rise function value of a simplex, we need the additional property that the
dual circumball is empty. For a simplex σ of dimension d, this is always the case for the
smallest dual circumball. Thus, we can compute ρF (σ) by maximizing h− F (q) over the
affine hull of σ̄ intersected with Ω× R, which is a convex optimization problem that can
be solved using numerical methods [28]. Also, the point q found by optimization is the
circumcenter of σ.
For the lower-dimensional simplices, we have to check whether the smallest dual circumball
is empty. This can be easily done by checking whether none of the vertices of the cofacets
of the simplex lie inside. If this is the case, the size of the smallest dual circumball gives
the rise function value. If not, we get it as the smallest rise function value of the cofacets,
because the rise function is a generalized discrete Morse function [28].
Bregman-Alpha and Bregman-Wrap Complexes. Having assigned a function value
to all simplices of the Bregman-Delaunay triangulation, we define the Alpha complex as
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in the Euclidean case: The Bregman-Alpha complex of X for size h is the set of all De-
launay simplices σ with ρF (σ) ≤ h. Also, we can define the Bregman-Wrap complex just
as described for the Euclidean case in Section 2.3, because ρF is a generalized discrete
Morse function.
7.4 Fisher Metric
A Bregman divergence associated with a twice differentiable Legendre type function in-
duces a metric that integrates infinitesimal steps along shortest paths, and for Bregman
divergences that decompose into a term per coordinate there exists an isometry between
this path metric and the Euclidean metric [1, 27]. As an example, we consider the metric
induced by the Kullback-Leibler divergence, which is known as the Fisher metric, and we
will later compare the corresponding Delaunay triangulation with the Bregman-Delaunay
triangulation associated with the Shannon entropy.
Induced Path Metric. For a twice differentiable Legendre type function F : Ω → Rd









Since the matrix is symmetric, we get a scalar product at x defined by ⟨a, b⟩x := 12aTHF (x)b
for a, b ∈ Ω. The corresponding metric measures the distance between a and b as the
length of the shortest path from a to b: γ : [0, 1] → Ω with γ(0) = a and γ(1) = b, where




⟨γ̇(t), γ̇(t)⟩γ(t)dt. Note that a restriction of the domain Ω makes
the set of paths smaller. Thus, the distance between two points in the restricted set can
be larger than the distance of the same points in the unrestricted set, while the value of
the Bregman divergence does not change.
Fisher Metric in Rd+. There exists an isometry between the Euclidean metric and the
path metric induced by a Bregman divergence that decomposes into a term per coordi-
nate [1, 27]. We present the isometry for the Kullback-Leibler divergence, which induces
the Fisher metric in Rd+. It is the mapping ι : Rd+ → Rd+ defined by
ι(x) = (
√





The distance between two points x, y ∈ Rd+ under the Fisher metric satisfies ∥x− y∥Fisher =
∥ι(x)− ι(y)∥.
Fisher Metric in ∆d−1. Restricting the Fisher metric to the standard simplex ∆d−1,
we get an isometry to the Euclidean metric in the positive part of the (d − 1)-sphere
with radius
√
2 centered at the origin in Rd, which we denote by Sd−1+ . The distance
between two points x, y ∈ ∆d−1 is the length of the arc between ι(x) and ι(y) on the
sphere. It is generally longer than the straight line segment connecting ι(x) and ι(y)
in Rd+. Figure 7.11 illustrates some balls for the Fisher metric in the standard 2-simplex
and the corresponding balls for the Euclidean metric in S2+.
Figure 7.11: Left: Balls for the Fisher metric in ∆2. Right: Corresponding balls for the
Euclidean metric in S2+. [27]
Computing Delaunay Triangulations in Fisher Space. We can easily construct
Delaunay triangulations in Fisher space by means of the isometry ι : Rd+ → Rd+ from the
Fisher metric to the Euclidean metric. Given a set of points X ⊆ Rd+, we compute the
Euclidean Delaunay triangulation of ι(X), remove those simplices for which the center
of the smallest empty circumsphere lies outside of Rd+, and draw the resulting complex
on the original points X. The radius for the simplices in Fisher space is the same as the
radius of the corresponding simplices in Euclidean space.
For points in ∆d−1, we need to compute the Delaunay triangulation of ι(X) under the
geodesic distance on Sd−1+ . This can be done by constructing the convex hull of ι(X)∪{0}
in Rd and removing the faces incident to 0 [44]. Again, we also remove simplices for
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which the circumcenter lies outside of Sd−1+ . We get the circumcenters of the simplices
in Sd−1+ , which we also use for computing the radii of the simplices, by computing the
circumcenters of the simplex vertices in Rd and centrally projecting them onto Sd−1+ .
7.5 Computational Experiments
We illustrate the Bregman-Alpha and the Bregman-Wrap complex for the Shannon function
with examples in R2+ and ∆2, and compare them to the corresponding complexes in con-
jugate space, Fisher geometry, and Euclidean geometry.
Example in R2+. We sample a set of 1000 points uniformly distributed according to the
Fisher metric in (0, 2]2 ⊆ R2+. We do this by sampling 1000 points uniformly according
to the Euclidean metric in (0,
√
2 · 2 = 2]2, and use the inverse of the isometry ι to map






The upper panel of Figure 7.12 displays the Bregman-Alpha complex in Shannon geometry
for the threshold h = 0.004. We get a fairly uniform arrangement of simplices and holes in
the complex, since the Kullback-Leibler divergence infinitesimally agrees with the squared
Fisher metric, which we have used for sampling the points. The closer we get to the left
or the lower side of the domain, the denser the points get and the more anisotropically
aligned with the sides the edges and triangles get.
The other panels of Figure 7.12 show the corresponding Alpha complex in conjugate
Shannon geometry, in Fisher geometry, in Euclidean geometry, and in weighted Euclidean
geometry. The primal Delaunay triangulation in conjugate Shannon geometry is the same
as the one corresponding to the dual Voronoi diagram in primal space, except that the
latter misses some of the simplices close to the boundary of R2+, since the corresponding
dual Voronoi domains might not intersect inside R2+, see the Voronoi diagram in the
right panel of Figure 7.4. We mean subcomplexes of this clipped version of the Delaunay
triangulation, when we talk about Alpha and Wrap complexes in conjugate Shannon
geometry. Also, for the Delaunay triangulation in Euclidean and in Fisher geometry, we
remove simplices for which the corresponding Voronoi domains do not intersect inside R2+,
i.e., the center of the smallest empty circumsphere lies outside.
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The Bregman-Alpha complex in conjugate Shannon geometry is very similar to the one
in Shannon geometry, since primal and dual Bregman balls associated with the Shan-
non entropy are similar. Not surprisingly, there is also a striking similarity between the
Bregman-Alpha complex in Shannon geometry and the Alpha complex in Fisher geome-
try. In contrast, the Alpha complex in Euclidean geometry is very different. Because
of the uneven distribution of points (measured by the Euclidean metric), the density of
the complex decreases along the diagonal. The complex in weighted Euclidean geome-
try was constructed with the same weighted points as used for the computation of the
Bregman-Alpha complex, but then the usual squared Delaunay radii for weighted points
were assigned to the simplices instead of the rise function values of Bregman geometry.
We observe that the squared Delaunay radii increase toward the boundary of the domain.
Figure 7.13 shows the Wrap complexes corresponding to the Alpha complexes of Fig-
ure 7.12. Most of them only differ by a few collapses from the corresponding Alpha
complex. The exception is the Wrap complex in weighted Euclidean geometry, which
consists of a single vertex near the upper right corner of (0, 2]2. This reflects a simple
relation between the Shannon entropy and the squared Euclidean norm: 2ϖ(x)−E(x) is
monotonically increasing along the diagonal. This translates into a discrete gradient that
introduces a flow with a single critical simplex, namely the vertex near the upper right
corner.
Example in ∆2. We repeat the above experiment within the standard triangle ∆2,
because this is the scenario which is relevant for information-theoretic applications. Every
point in ∆2 can be interpreted as a probability distribution on three disjoint events. To
sample a set of 1000 points uniformly at random according to the Fisher metric in ∆2,
we use the isometry to the Euclidean metric and uniformly sample in S2+ according to the
geodesic distance.
The Bregman-Alpha complex associated with the Shannon entropy for the threshold
h = 0.0025, which is shown in the upper panel of Figure 7.14, exhibits a random dis-
tribution of simplices across the domain. This is again explained by the fact that the
Kullback-Leibler divergence agrees with the squared Fisher metric in the infinitesimal re-
gime. Also, as in the above example, the Alpha complex in Shannon geometry is similar to
those in conjugate Shannon geometry and in Fisher geometry, while the ones in Euclidean
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(a) Shannon.
(b) Conjugate Shannon. (c) Fisher.
(d) Euclidean. (e) Weighted Euclidean.
Figure 7.12: The Alpha complex of a set of 1000 points uniformly distributed according to the
Fisher metric in (0, 2]2 for h = r2 = 0.004 in (a) Shannon, (b) conjugate Shannon, (c) Fisher,
(d) Euclidean, and (e) weighted Euclidean geometry.
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(a) Shannon.
(b) Conjugate Shannon. (c) Fisher.
(d) Euclidean. (e) Weighted Euclidean.
Figure 7.13: The Wrap complexes of the same points and for the same threshold as in Figure 7.12.
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geometry and weighted Euclidean geometry are quite different, see panels (b) to (e) of
Figure 7.14. To interpret the result for weighted Euclidean geometry, we observe that the
difference between the squared Euclidean norm and the Shannon entropy has a minimum
at the center and no other critical points in the interior of the triangular domain. The
simplices close to the boundary get assigned larger squared radius values and are therefore
removed from the Alpha complex. More drastically, in the corresponding Wrap complex,
which is displayed in panel (e) of Figure 7.15, all simplices except for a single critical edge
near the center are collapsed.
Difference Between Delaunay Triangulations. We further study the differences
between the Alpha and Wrap complexes in various geometries. In addition to the visual
comparison above, we also want to quantify the differences. We start by comparing the
underlying Delaunay triangulations. Letting D and E be two Delaunay triangulations of
the same point set X, we compare them by counting the common simplices:
J(D,E) = 1− |D ∩ E||D|+ |E| − |D ∩ E| , (7.14)
which is sometimes referred to as the Jaccard distance between the two sets. It is norma-
lized so that J = 0 iff D = E and J = 1 iff D and E share no simplices at all. We write
DS, DC , DF , DE, DW for the Delaunay triangulations of our example point set in (0, 2]
2
in Shannon, conjugate Shannon, Fisher, Euclidean, and weighted Euclidean geometry.
And we write ES, EC , EF , EE, EW for the Delaunay triangulations of the example point
set in ∆2.
J DS DC DF DE DW
DS 0.00 0.06 0.04 0.48 0.00
DC 0.00 0.02 0.47 0.06
DF 0.00 0.47 0.04
DE 0.00 0.48
DW 0.00
J ES EC EF EE EW
ES 0.00 0.10 0.06 0.52 0.00
EC 0.00 0.04 0.51 0.10
EF 0.00 0.51 0.06
EE 0.00 0.52
EW 0.00
Table 7.1: The Jaccard distances between the Delaunay triangulations in Shannon, conjugate
Shannon, Fisher, Euclidean, and weighted Euclidean geometry for the example point set in (0, 2]2
on the left and in ∆2 on the right.
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(a) Shannon.
(b) Conjugate Shannon. (c) Fisher.
(d) Euclidean. (e) Weighted Euclidean.
Figure 7.14: The Alpha complex of a set of 1000 points uniformly distributed according to the
Fisher metric in ∆2 for h = r2 = 0.0025 in (a) Shannon, (b) conjugate Shannon, (c) Fisher,
(d) Euclidean, and (e) weighted Euclidean geometry.
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(a) Shannon.
(b) Conjugate Shannon. (c) Fisher.
(d) Euclidean. (e) Weighted Euclidean.
Figure 7.15: The Wrap complexes of the same points and for the same threshold as in Figure 7.14.
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All Delaunay triangulations are different except the ones in Shannon geometry and weight-
ed Euclidean geometry, which follows from the construction. For the others, the trian-
gulations in conjugate Shannon geometry and in Fisher geometry are most similar to
each other. The Delaunay triangulation in Euclidean geometry is most dissimilar to the
others. We highlight the differences between the Delaunay triangulations in Figures 7.16
and 7.17.
Difference Between Rise/Radius Functions. We start by comparing the rise or
squared radius functions in the different geometries visually, by color-coding the triangles.
We shade triangles with a smaller function value darker. The color-coded Delaunay
triangulations for the two example point sets are displayed in Figures 7.18 and 7.19. In
Shannon, conjugate Shannon, and Fisher geometry, we get randomly mixed dark and
light triangles. In Euclidean and weighted Euclidean geometry, there are clear but oppos-
ing gradients: the function values gradually increase or decrease in the direction of the
diagonal for the point set in (0, 2]2 and from the boundary to the center of the triangle
for the points in ∆2.
Different filtrations of the same Delaunay triangulation can be compared by counting
the inversions, which are the pairs of simplices whose orderings are different in the two
filtrations. Recall that DS = DW and ES = EW , let dS : DS → R and eS : ES → R
be the rise functions in Shannon geometry, and let dW : DW → R and eW : EW → R be
the squared Delaunay radius functions in weighted Euclidean geometry. The numbers of
inversions, normalized with the total number of pairs, are
I(dS, dW ) = 0.476,
I(eS, eW ) = 0.467.
Slightly fewer than half the pairs are inversions in both examples. This is plausible because
dW orders the simplices along the diagonal while dS preserves the random character of
the point sample. Similarly, eW orders the simplices radially, from the center of ∆
2 to its
boundary, while eS preserves again the random character of the sample.
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(a) Shannon.
(b) Conjugate Shannon. (c) Fisher.
(d) Euclidean. (e) Weighted Euclidean.
Figure 7.16: Comparison of the Delaunay triangulations of the same point set as used in
Figure 7.12 for (a) Shannon, (b) conjugate Shannon, (c) Fisher, (d) Euclidean, and (e) weighted
Euclidean geometry. The triangles and edges are colored depending on whether or not they
belong to the Delaunay triangulation in Shannon geometry.
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(a) Shannon.
(b) Conjugate Shannon. (c) Fisher.
(d) Euclidean. (e) Weighted Euclidean.
Figure 7.17: Comparison of the Delaunay triangulations of the same point set as used in
Figure 7.14 for (a) Shannon, (b) conjugate Shannon, (c) Fisher, (d) Euclidean, and (e) weighted
Euclidean geometry. The triangles and edges are colored depending on whether or not they
belong to the Delaunay triangulation in Shannon geometry.
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(a) Shannon.
(b) Conjugate Shannon. (c) Fisher.
(d) Euclidean. (e) Weighted Euclidean.
Figure 7.18: Color-coded Delaunay triangulations of the same point set as used in Figure 7.12
for (a) Shannon, (b) conjugate Shannon, (c) Fisher, (d) Euclidean, and (e) weighted Euclidean
geometry. Triangles with a smaller function value have a darker shade.
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(a) Shannon.
(b) Conjugate Shannon. (c) Fisher.
(d) Euclidean. (e) Weighted Euclidean.
Figure 7.19: Color-coded Delaunay triangulations of the same point set as used in Figure 7.14
for (a) Shannon, (b) conjugate Shannon, (c) Fisher, (d) Euclidean, and (e) weighted Euclidean




We recapitulate the results that we have obtained and the tools that we have developed
in this work by illustrating them with the point set of Figure 1.1, which also shows its
Delaunay triangulation and the Alpha and Wrap complex for r = 50.
In Chapter 3, we first stated algorithms for computing the Delaunay and Wrap radius
values for the simplices of a given Delaunay triangulation and then proposed algorithms
for locally updating the Wrap complex and for computing a relaxed version of it, see
Figure 8.1. In Chapter 4, we presented experimentally estimated combinatorial and topo-
logical statistics of Alpha and Wrap complexes, including amongst others the numbers of
simplices and Betti numbers, see Figure 8.2. In Chapter 5, we introduced the tri-partition
of the p-simplices of an ordered simplicial complex and constructed canonical bases for
homology and cohomology, see Figure 8.3. In Chapter 6, we presented two approaches to
opening and closing holes in an ordered simplicial complex, see Figure 8.4. In Chapter 7,
we extended the concepts of the Alpha and the Wrap complex to Bregman spaces and
compared Delaunay triangulations in different geometries, see Figure 8.5.
All in all, this thesis has studied the structure of ordered complexes in general and of
subcomplexes of the Delaunay triangulation in particular in various ways and with differ-
ent applications ranging from shape reconstruction to information theory in mind. The
results presented here are only the starting point for a deeper analysis and motivate, for
example, the following questions:
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(a) Delaunay radii. (b) Wrap radii.















(c) Dynamic updates. (d) Relaxed Wrap complex.
Figure 8.1: First row: Delaunay and Wrap simplices with the shade of color depending on their
radius value. Darker simplices have a smaller radius, while lighter simplices have a larger radius.
Second row: On the left, we compare the times for computing the Alpha and Wrap complexes
incrementally by local updates with the times for computing them from scratch in every step.
On the right, we see the relaxed Wrap complex for radius r = 80 and threshold ε = ∞.
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Figure 8.2: Left: Numbers of 1- and 2-dimensional simplices in the Alpha and Wrap complexes.
Right: Betti numbers for the complexes.
Figure 8.3: Partition of the edge set into a maximal 1-tree (black) and a maximal 1-cotree (thin
gray edges), the third set is empty.
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(a) Alpha complex for r = 15. (b) Filling by adding canonical chains.
(c) Recursive filling. (d) Persistence diagram after recursive filling.
Figure 8.4: We fill the holes with persistence smaller than 10 in the Alpha complex for r = 15
(b) by adding canonical chains and (c) with the recursive operations respecting the dependences
between holes. In the second case, we know how the status of any hole is affected and we can
visualize the changes in the persistence diagram by drawing filled, empty, and dashed circles for
holes in the past, presence, and future, respectively. The gray quadrant highlights the points
corresponding to holes that are in the presence for the original subcomplex.
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(a) Shannon geometry. (b) Conjugate Shannon geometry.
(c) Fisher geometry. (d) Wrap complex in Shannon geometry.
Figure 8.5: Delaunay triangulation in (a) Shannon, (b) conjugate Shannon, and (c) Fisher
geometry. The colors of the simplices depend on their rise function values or squared Delaunay
radii, respectively. Darker simplices have a smaller value, while lighter simplices have a larger
value. (d) Wrap complex for r = 10 in Shannon geometry.
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• We presented experimental results for the variances of the interval densities in
the Alpha complexes of a Poisson point process. Can we derive analytic formu-
las for them? It is interesting that the expected numbers of (1, 2)-intervals and of
(2, 2)-intervals are the same in R2, while their variances differ. Why is this the case?
• Fitting linear combinations of Gamma functions to the estimated interval densities
in the Wrap complexes yielded surprisingly small errors. This suggests that the
intervals might follow such a distribution. Can this be proven analytically?
• We have shown experimentally that the lower sets of critical simplices are typically
small for Poisson generated points. Can we prove that their expected sizes are
small?
• What can we say about the structure of the family of maximal p-trees for ordered
complexes on random points? Is there a relation between the maximal p-tree and
the maximal (p+ 1)-tree?
• The dependence structure of holes of an ordered complex depends on the column-
reduced matrix R. How does it change when we use different reduction algorithms
or if we define it based on the row-reduced matrix Q instead? Does the dependence
structure derived from Q improve the results for recursive unlocking and unfilling?
• We can use the dependence structure to decorate the persistence diagram with
additional structural information. Can we use this approach to differentiate data
sets with the same persistence diagram?
• Can we define a dependence structure of holes that only depends on the birth-death
pairs?
• We compared the Delaunay triangulations of two random point sets in different
geometries. Can we probabilistically quantify the sensitivity of the Delaunay trian-
gulation to the dissimilarity measure?
• We computed the Delaunay triangulations in Fisher geometry and in conjugate
Shannon geometry on a transformed set of points but then drew them by mapping
the vertices to the original points. Does this necessarily give a geometric realization
or can non-incident simplices overlap?
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More generally, we ask if the combination of computational topology and generalized
discrete Morse theory can help to study other questions in geometry, topology, or more
distant fields. We would be especially interested in whether our methods can be success-
fully used for concrete applications in shape reconstruction and analysis, e.g. in the study
of biomolecules or new materials.
The algorithms introduced in this paper were all integrated in a software for computing,
analyzing, and manipulating 2- and 3-dimensional Alpha and Wrap complexes, called
wrap 2 3. It can be downloaded from
• https://git.ist.ac.at/katharina.oelsboeck/wrap_2_3-public.git, or
• https://bitbucket.org/koelsboe/wrap_2_3-public.git.
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