Abstract-We address the problem of providing guaranteed quality-of-service (QoS) connections over a multifrequency time-division multiple-access (MF-TDMA) system that employs differential phase-shift keying (DPSK) with various modulation modes. The problem can be divided into two parts-resource calculation and resource allocation. We present algorithms for performing these two tasks and evaluate their performance in the case of a Milstar extremely high frequency satellite communication (EHF-SATCOM) system. In the resource-calculation phase, we calculate the minimum number of timeslots required to provide the desired level of bit-error rate (BER) and data rate. The BER is directly affected by the disturbance in the link parameters. We use a Markov modeling technique to predict the worst case disturbance over the connection duration. The Markov model is trained offline to generate a transition-probability matrix, which is then used for predicting the worst case disturbance level. We provide simulation results to demonstrate that our scheme outperforms the scheme currently implemented in the EHF-SATCOM system. The resource-allocation phase addresses the problem of allocating actual timeslots in the MF-TDMA channel structure (MTCS). If we view the MTCS as a collection of bins, then the allocation of the timeslots can be considered as a variant of the dynamic bin-packing problem. Because the this problem is known to be NP-complete, obtaining an optimal packing scheme requires a prohibitive amount of computation. We propose a novel packing heuristic called reserve channel with priority (RCP) fit and show that it outperforms two common bin-packing heuristics.
I. INTRODUCTION
T HE multifrequency time-division multiple-access (MF-TDMA) scheme is a hybrid solution that combines the strengths of the frequency-division multiple-access (FDMA) and time-division multiple-access (TDMA) techniques and, hence, is favored by many modern satellite communication systems. This technique allows for efficient streaming of traffic while maintaining flexibility in capacity allocation. Access to the satellite uplink employing this technique is characterized by a large number of connections that share limited system resources. In systems employing MF-TDMA as their uplink access method, multiple frequency channels are allocated for the uplink access and the TDMA scheme is employed in each frequency channel. Thus, each frequency channel is divided into several timeslots that can be assigned to multiple connections. We treat the timeslots as the resource that needs to be allocated to each connection. Each connection is assigned a fixed portion of the resource based on its quality-of-service (QoS) requirements. Specifically, we consider two QoS measures-data rate and maximum-allowable bit-error rate (BER). It is assumed that each connection declares its QoS requirements at the time of the connection request. We treat the data rate as a deterministic QoS measure and the BER as a statistical QoS measure; throughout the duration of a connection, a fixed data rate is guaranteed, whereas the maximum-allowable BER is assured with a certain probability. Our aim is to provide QoS guarantees to every connection throughout its duration. To achieve this objective, we concentrate on two specific problems that are limited to the uplink of the MF-TDMA satellite systems-resource calculation and resource allocation. Specifically, we focus on the two problems discussed previously applied to the Milstar extremely high frequency satellite communication (EHF-SATCOM) system. This satellite system is designed to provide reliable communications for the U.S. military's strategic and tactical forces. (See Section II-A for more details.)
It is impractical to reconfigure a connection once it is allocated a position on the MF-TDMA channel structure (MTCS). A typical reconfiguration of the MTCS for the Milstar EHF-SATCOM system could take as long as 40 s or longer. This is a considerable delay relative to the average connection duration for the system. Hence, reconfiguration of the MTCS and, consequently, that of a connection, is undesirable. At the same time, the number of timeslots allocated to a connection directly affects the QoS of the link. To elaborate, in the case of systems employing multiple modulation modes with an MF-TDMA channel structure, the two QoS measures under consideration are directly related to the number of timeslots allocated, the modulation mode being used, and the disturbance level in the system via the link-budget equations. The disturbance level in turn depends on various system and environmental parameters, such as transmitter power and rain rate. We will describe these relations briefly in Section II-B.
While some of the parameters contributing to the disturbance level are deterministic, others are not. The aggregated effect of the nondeterministic parameters changes the minimum number of timeslots needed to guarantee the QoS level of a connection during its duration. We present a Markov model-based prediction (MMP) scheme for predicting the worst case disturbance level over the connection duration. We use this prediction to compute the number of timeslots required in the worst case. Açar and Rosenberg [1] have also investigated the problem of resource calculation, but their study considered asynchronous transfer mode (ATM) over MF-TDMA satellite links and they used performance measures that are different from ours.
After the resource-calculation algorithm determines the number of timeslots required to satisfy the QoS requirements of a connection, a resource-allocation algorithm is needed to map the timeslots onto the MTCS. If we view the frequency channels of the MTCS as a collection of bins, then the problem of allocating resources for the uplink can be viewed as a variant of the dynamic bin-packing problem. Motivated by potential applications such as computer storage, the classical bin-packing problem has been actively researched and analyzed (e.g., [2] and [9] ). The objective of the classical bin-packing problem is to pack the bins with the given items as densely as possible (i.e., pack the items into as few bins as possible). Because the bin-packing problem is NP-complete [9] , most of the research has concentrated on finding upper and lower bounds on the worst case performance of well-known simple algorithms (e.g., first fit and best fit), rather than searching for an optimal solution. Although these well-known packing algorithms obtain relatively "good" placements for the classical bin-packing problem, the packing restrictions that are unique to the resource-allocation problem of the MTCS make the straightforward application of these algorithms to our problem ineffective.
We propose a novel packing algorithm, called reserve channel with priority (RCP) fit, for the resource allocation in an MTCS. To measure the performance of bin-packing algorithms, one might want to obtain the expected performance of such algorithms under various probabilistic assumptions, such as arrival times, departure times, and size of the items. However, it has been shown that such results are extremely difficult to obtain theoretically, even for static bin packing. Furthermore, even in static bin packing, obtaining numerical indicators for a relatively sophisticated packing procedure under probabilistic assumptions is nearly impossible due to the enormous complexity of the calculations [2] . Thus, we compare the performance of RCP fit with other packing algorithms (i.e., best fit and first fit) via simulations.
In the next section, we introduce the Milstar EHF-SATCOM system and its MF-TDMA uplink channel structure, which was used as the model for the simulation experiments. The resourcecalculation and resource-allocation phases are described in Sections III and IV, respectively. We provide the simulation results in Section V. Finally, in Section VI, we conclude this paper with a discussion of the results. In the Appendix, we prove the NP-completeness of the resource-allocation problem.
II. EHF-SATCOM SYSTEM

A. Channel Structure
We adopt a satellite system model based on the Milstar EHF-SATCOM system. This satellite system is designed to provide reliable communications for the U.S. military's strategic and tactical forces. Concepts for survivability in a hostile space environment have shaped the design of this system-it is robust against both electronic warfare and physical attacks carried out by the enemy. The Milstar system is a joint satellite communications system that is designed to provide secure worldwide communications for high-priority military users (i.e., command authorities). The multisatellite constellation is capable of linking the command authorities with a wide range of military resources (e.g., ships, submarines, and aircraft).
Unlike systems using lower frequencies, Milstar satellite systems utilizing extremely high-frequency (EHF) technology (30 300 GHz) offer numerous advantages, as follows 1 :
• avoids interference and crowding, which is problematic in other frequency bands; • rapidly recovers from the scintillation caused by a highaltitude nuclear detonation; • has minimal susceptibility to enemy jamming and eavesdropping; • abile to achieve smaller secure beams with modest-sized antennas. The EHF-SATCOM system is comprised of three distinct segments: space, user, and the control. The satellites correspond to the space segment, earth terminals correspond to the user segment, and the control segment consists of satellite control and planning elements. The system can support multiple voice and data channels originating from many terminals simultaneously. The space segment (satellite) acts essentially as a relay and router in the sky. It receives, demodulates, routes, and remodulates information flows. The user segment (terminal) is capable of transmitting and receiving communication signals with the satellites. Although a single terminal can only communicate with one satellite at a time, it normally has the capability to change from one satellite to another as required. Depending on the specific type, a terminal has the ability to support one or multiple voice and data streams. In addition, some types also have the ability to interface and control certain aspects of the satellite, such as resource allocation and antenna pointing.
The type of communication link (access control) between the space and user segments is different for the uplink and downlink. The EHF-SATCOM system uses MF-TDMA as its uplink access method and a single time-division multiplexed stream as its downlink access method. The uplink bandwidth is divided into several beams; each is made up of several frequency channels. In further discussions, we assume that 32 frequency chan-nels are available for the uplink and each frequency channel is composed of 70 TDMA timeslots per frame.
Each terminal initiates communication (with some other terminal) by making a connection request. The connection is supported through the allocation of the commonly shared resources (i.e., set of timeslots) managed by a satellite. In an MF-TDMA satellite system, timeslots are allocated in groups, called bursts. Each burst is composed of a single string of contiguous timeslots over which a terminal transmits its data. A terminal transmits, to the satellite, its bursts in the assigned position of the frame according to a transmit burst time plan (BTP) and receives bursts in the assigned position of the frame, returned by the transponder, according to a receive BTP [8] . Note that a terminal may request multiple connections over time and, at any given time, a terminal may have more than one active connection.
The length of the burst (i.e., number of timeslots) depends on the modulation mode and the data rate. The EHF-SATCOM system supports seven different modulation modes and 11 different data rates for the uplink. The modulation mode determines the burst rate of the transmission, which is the rate at which symbols can be transmitted within the burst. That is, the seven modulation modes each specify a different burst rate for the terminal's uplink transmission. Note that the burst rate is in symbols per second while the data rate is in bits per second. Because the burst rate is directly affected by the BER of the connection according to the uplink budget equation, the determination of the modulation mode depends on the BER requirement [see (1) and (2)]. Note that BER is one of the QoS requirements (i.e., BER and data rate) of a connection.
Given the modulation mode and data rate, the burst length is uniquely determined using a system-specific lookup table. Although choosing a modulation mode corresponding to a higher burst rate conserves the amount of resource (i.e., number of timeslots) allocated to a connection, it also causes an increase in the BER. A higher burst rate directly translates to a higher BER [see (1) and (2)] and, hence, there is a tradeoff between capacity and QoS in the EHF-SATCOM uplink scheme.
After the length of the burst is computed, the timeslots are allocated on the MTCS. The MTCS can be viewed as a two-dimensional (2-D) array, in which the rows represent frequency channels and the columns represent timeslot indexes (see Fig. 1 ). When allocating timeslots on the MTCS, the following restrictions are applied.
• Restriction 1: The set of timeslots used by a terminal to support a given single connection must be contiguous on one frequency (i.e., must form a single burst).
• Restriction 2: A terminal cannot use timeslots that overlap in time to support multiple connections. These restrictions are due to the hardware and operational limitations of the EHF-SATCOM system. Earth terminals for this system employ a high-power amplifier for the uplink. Nonlinearities in the amplifier create intermodulation products when multiple carriers are present at the same time with the amplifier operating at full output power. The power in the intermodulation products will result in reduced power in the carriers. Thus, restriction 2 is imposed to avoid intermodulation products [6] , [7] . The reason for restriction 1 is to ease the assignment problem for the satellite resources and to simplify the routing in the payload. It follows from the two restrictions and the given channel structure that a terminal cannot be assigned more than 70 timeslots in a single frame.
When a connection is set up between two terminals via satellite, it can be established as full duplex or half duplex. When the full-duplex mode is used, either terminal can transmit at any time and, hence, two uplink bursts must be assigned, one for each terminal. For the simulation results in Section V, we assume that the system always operates in the full-duplex mode.
B. Timeslot Calculation
To assign the appropriate number of timeslots for each connection request, we need to calculate the maximum allowable burst rate. Once the burst rate is computed, the required modulation mode can be obtained from a system-specific lookup table. Assuming that the system uses binary differential phase-shift keyin (DPSK) and that the required BER is given, the corresponding [signal-to-noise ratio (SNR) per bit] on the uplink can be calculated as (1) The SNR per bit in turn depends on various environmental and system parameters (i.e., link parameters) according to (2) where Transmitter power in decibels. Transmitter antenna gain in decibels. Free-space loss in decibels. Rain loss in decibels. Loss due to catastrophic failure in decibels.
Coding gain in decibels. Receiver antenna gain in decibels. Burst rate in symbols per second. Boltzmann's constant . System noise temperature (assumed to be constant at 1000 K). Equation (1) and its counterpart for the downlink are called the link-budget equations.
All of the above link parameters have an impact on the behavior of the system, some greater than others. It is known that at the frequencies at which EHF-SATCOM systems operate, rain loss is the single most important parameter, aside from loss due to catastrophic failures [11] . In our model, we assume that all of these parameters, except for rain loss, are known in advance. Note that considering the rain loss as the only nondeterministic parameter does not make our model restrictive. In fact, the effect of uncertainties about the other parameters can be aggregated into the rain loss value [via (2)] and it can then be converted to an effective rain rate using (3) (given later). The effective rain rate represents the aggregated effect of all the nondeterministic parameters on the SNR per bit value.
The relation between rain loss and rain rate is given by (3) Here, is the length of the terminal to satellite path that is in rain (usually assumed to be the distance from the terminal to the freezing height along the path, if it is raining, or zero, if it is not raining). The parameter is the rain rate described in millimeters per hour and and are frequency-dependent parameters with values of 0.4 and 0.9, respectively, at 44.5 GHz (uplink frequency of the Milstar EHF-SATCOM system) [10] . The nominal values of the other parameters and the value of the rain loss, as computed previously, can jointly be used to determine the burst rate (and, consequently, the modulation mode) required to achieve the requested BER, once the rain rate is known.
III. RESOURCE CALCULATION
A. Problem Description
The resource-calculation phase deals with the problem of determining the amount of resource(s) required to provide the requested QoS. As already mentioned, we treat the timeslots as the only resource in the system. Thus, in the resource-calculation phase, we need to determine the number of timeslots required to set up a communication connection with the requested level of QoS. As explained in Section II-B, given a fixed number of timeslots, the BER and data rate depend on each other through the link-budget equations. A compromise is achieved by selecting a proper modulation mode.
We assume that the satellite system is equipped with a means of measuring the BER in the uplink and the downlink. Thus, the desired value of BER can easily be maintained as follows.
Step 1) Observe the BER at regular intervals.
Step 2) At every epoch, use the observed value of BER and the present burst rate to compute the burst rate required to provide the desired BER.
Step 3) Change the modulation mode to the one that corresponds to the burst rate computed in the second step. This scheme would be sufficient if the primary objective is to control the BER, but the connection requests require a fixed data rate as well as a guaranteed BER. If the values of the link parameters [see (2)] change during a connection's duration, this causes a corresponding change in the BER. To prevent the BER from exceeding the maximum allowable level while maintaining a constant data rate, the burst rate has to be constantly changed to compensate for the changes in the link parameters. With a fixed data rate, changing the burst rate requires changing the number of timeslots allocated for the connection. This means that the timeslots must be reallocated. However, timeslot reallocation in the EHF-SATCOM system is a time-consuming process and, hence, this alternative is not viable.
One way to guarantee the BER and yet provide a fixed data rate is to provide some safety margin in the SNR by starting the communication in a modulation mode corresponding to a burst rate that is lower than what is required by the present BER. Thus, despite the variations in the environmental and system parameters, the safety margin should make up for the increased disturbance (i.e., any factor that is detrimental to the transmission signal), maintaining the desired BER. In the current implementation of the system, experimentally determined values are used for the parameters that appear in the link-budget equations. Specifically, as a safety margin, a 12-dB allowance is added on to the computed using these parameters and a modulation mode is selected accordingly. We will refer to this method as the 12-dB scheme. This method is not very efficient and one might squander a lot of timeslots, yet not always satisfy the BER requirement (and, thus, may have to reconfigure the connection more often).
Here, we introduce an MMP scheme to predict the worst case SNR per bit in terms of the effective rain rate. We then choose a modulation mode that can accommodate this predicted worst case SNR. The principles involved in managing the uplink and downlink are very similar. Thus, we will restrict our discussion only to the uplink and all our results are also demonstrated only for the uplink.
B. MMP 1) Basic Approach:
Given a connection request, the resource-calculation phase relies on determining the worst case disturbance over the duration of the connection so that sufficiently many timeslots can be allocated to the connection to meet the required BER with a probability no less than some prescribed value. To determine the worst case disturbance, we use a Markov model to characterize the disturbance process, in terms of the effective rain rate. The use of a Markov model is, in principle, not restrictive; indeed, any process of arbitrary complexity can be approximated arbitrarily well by a sufficiently large Markov model. The main caveat is the size of the model required. In the case of a noise profile that is primarily affected by weather conditions, we have found that a model with manageable size suffices. Even if the model turned out to require an unmanageable number of states, our method extends to the use of hidden Markov models, significantly enlarging the family of processes that can be captured with a manageable number of states. However, as noted before, practical considerations render such an extension of our method unnecessary. Later, we describe the specific Markov model that we used to characterize the effective rain rate process, how we estimate the parameters of the model, and how we use the model to calculate the worst case disturbance with a probability no less than some prescribed threshold value.
2) Training the Markov Model:
The Markov model consists of 80 states. Each state represents the variable part of the disturbance in terms of the effective rain rate (measured in millimeters per hour) and whether the disturbance is increasing or decreasing. States 0-39 represent the rain rates of 0-39 mm/hr and that the disturbance is either increasing or constant. Furthermore, states 40-79 represent the rain rates of 0-39 mm/hr and that the disturbance is strictly decreasing. A training profile is used to count the relative frequencies of various state transitions, which are then used to compute the transition probabilities. Thus, the training process provides us with an estimate of the probability transition matrix , where the entry denotes the probability of state transition from state to state .
3) Computing the Supremum: Assume that the duration of the connection is known in advance and that it is (an integer) units of time. Denote the set of states by . Let be the set of transition probabilities obtained from the training process. Without loss of generality, let us assume that the starting time of the connection is zero and that the state of the system at this time is . Denote the state of the system at time instant by a random variable . Thus, we have . Let us use the notation rain rate to denote the rain rate in state , i.e., rain rate if if .
Given a probability threshold , we wish to find the smallest value such that
where we use to represent rain rate . If we could compute the left-hand side of (5) for any value of (between 0-39), then we can easily determine the smallest satisfying that inequality. Clearly, has to be greater than or equal to rain rate , because otherwise the left-hand side of (5) will be zero. Thus, it suffices to consider the case where rain rate . For each , let us define a set rain rate , i.e., is the set of states in which the rain rate is less than or equal to . Then, the probability on the left-hand side of (5) can easily be computed as shown in the equation at the bottom of the page.
Thus, the probability can be computed in computations. Given a probability threshold, we search for the smallest rain rate rain rate , satisfying (5)-a simple binary search suffices for this purpose.
4) Computing the Number of Timeslots:
Once the supremum of the effective rain rate over the connection duration is obtained, the burst rate required to satisfy the BER requirement is computed using (2) and (3). Using the computed burst rate, the corresponding modulation mode is selected. As mentioned previously, given the modulation mode and data rate, the size of the burst (i.e., number of timeslots) is determined using a system-specific lookup table. This is the number of timeslots that will be allocated (if possible) to set up the communication connection. The method of allocating these timeslots on the MTCS, while conforming to the allocation restrictions (see Section II-A) is described in Section IV. The process of providing guaranteed QoS connections via the EHF-SATCOM system is summarized in Fig. 2 .
If the disturbance crosses the allowed safety margin (i.e., the effective rain rate of the actual disturbance becomes more than what was predicted), the actual BER exceeds the maximumallowable BER requirement of the connection and, thus, might require the connection to be reconfigured. A higher value of in (5) implies that these situations are less probable to occur, but this also costs more in terms of the number of timeslots allocated for the connection. Thus, there is a tradeoff between resource utilization efficiency and frequency of reconfiguration.
. . . 
IV. RESOURCE ALLOCATION
A. Problem Description
After the number of timeslots has been calculated, a message is sent to the resource controller requesting these timeslots. In the resource-allocation phase, the controller invokes a resourceallocation algorithm to allocate the timeslots onto the MTCS. Allocating the timeslots efficiently is not a trivial problem, as is proven in the Appendix; it is, in fact, NP-complete. 2 Of special concern is the fragmentation or checkerboarding that might prevent a burst from being allocated although the total space that is sufficient for it. Due to the dynamic nature of the connection request arrivals, diversity of the burst sizes, and the allocation restrictions, frequency channels are prone to have many fragmented spaces within them. Because bursts cannot be split into smaller pieces to fit these fragmented spaces, this can result in the waste of the uplink transmission capacity. It is apparent that reducing fragmentation is crucial for obtaining efficiently packed channels.
The problem of allocating timeslots for the uplink can be viewed as a variant of the bin-packing problem. Most of the research efforts in this area have concentrated on acquiring close bounds on the worst case performance of well-known packing schemes, such as first fit and best fit, applied to the static case [9] . We use first fit and best fit as benchmarks to evaluate the performance of our scheme, RCP fit. Their formal definitions are given here.
• First fit: Let be the sequence of bins with each bin having a maximum capacity of . The items will be placed in that order starting from the first bin (i.e., ). To place , find the least such that is filled to level , and place into in the left-most empty position (assuming that 's capacity is indexed from left to right). Now, is filled to level , which is less than or equal to .
2 To be precise, we prove the offline version of this problem to be NP-complete. This, however, does not prove that the online version is equally difficult to solve. The online version can be cast in the framework of Markov decision processes (MDP), but because of the curse of dimensionality, this approach is impractical. It is interesting, though, to note that some heuristic techniques, such as hindsight optimization, are used for solving MDPs rely on finding the optimal offline solution, which is extremely difficult to find for this problem.
• Best fit: Let be the sequence of bins with each bin having a maximum capacity of . The items will be placed in that order starting from the first bin. To place , find such that is filled to level , where is as large as possible. If two or more bins with the same value of exist, then select the bin with the smallest index. Now, place into in the smallest empty space large enough to fit it. For our application, frequency channels represent the equalcapacity bins and the bursts represent the items that need to be packed. The objective is to maximize the utilization of the MTCS, where utilization is defined as the percentage of timeslots that are actually allocated. The static model of bin packing is not directly applicable to our application, because it fails to take into account the dynamic arrivals and departures of the items. Coffman et al. formulated the dynamic bin-packing model and analyzed the first-fit algorithm within this context [3] . However, they did not consider the problem of managing space within a bin to reduce fragmentation. In [12] , Nichols and Conklin discuss an approach specific to Milstar EHF-SATCOM systems, but their approach is limited to the static case.
B. RCP-Fit Algorithm 1) General Idea:
As already mentioned, first-fit and best-fit algorithms are widely known algorithms for solving the generic bin-packing problem. These algorithms blindly pack the given items without any knowledge of the arrival statistics of the items or the special packing restrictions that might exist in a specific application. Therefore, it is possible for an algorithm to outperform these two packing schemes, if these factors are taken into consideration.
As already noted, reducing fragmentation is crucial for obtaining efficiently packed channels. Three factors can cause fragmentation in the timeslots of the MTCS: diversity of the burst sizes, dynamic arrivals and departures of the connection requests, and the allocation restrictions. The fragmentation caused by the first two factors is unavoidable regardless of the packing scheme. Let us consider the allocation restrictions for the timeslot-allocation problem. Restriction 1, mentioned in Section II-A, also applies to the bin-packing problem, whereas restriction 2 is unique to our problem. Due to restriction 2, the possible allocation space for any group of bursts coming from a single terminal (PASST) is restricted to 70 timeslots, which is the length of one frame. From here on, we will denote this space simply as PASST.
Allocating timeslots according to restriction 2 can cause fragmentation within the frequency channels, especially when the total uplink-traffic load on the system is distributed among a small number of active terminals. This case is illustrated in Fig. 3(a) . In this example, there are four bursts associated with two active terminals and , and the bursts are allocated using first fit. The letters in the white boxes represent the terminal associated with each burst and the shaded boxes represent the PASST for terminal . We assume that the connection requests are coming from the two terminals in the order , ,
, and , where represents a request coming from terminal of size timeslots. In this figure, the fourth request is allocated in the fourth timeslot (i.e., fourth column) of the second frequency channel due to restriction 2. The fragmentation caused by this allocation will prohibit any bursts longer than four timeslots from being allocated in the second channel.
The fragmentation (caused by restriction 2) described before can be avoided by grouping all the bursts that belong to the same terminal and placing them in a single-frequency channel. Consider a grouping of bursts in which each frequency channel is associated with a specific terminal; that is, all bursts within a channel are from the same terminal. This grouping can be done by reserving a frequency channel for bursts associated with the same terminal, which we call channel reservation. This is the underlying idea behind RCP fit. An example of timeslot allocation using channel reservation is illustrated in Fig. 3(b) . In this figure, the same set of bursts used in Fig. 3(a) is allocated using channel reservation. Note that, in Fig. 3(b) , there is no fragmentation in the second channel, allowing any burst shorter than seven timeslots to be allocated. Notice that the size of the PASST associated with terminal has not changed from Fig. 3(a) . However, this arrangement of bursts has allowed the PASST for terminal to be contiguous, which improves the utilization of the timeslots.
We have already explained that channel reservation can be used to pack the bursts in a more space-efficient manner. However, we have implicitly assumed that , where and are the number of active terminals and the number of frequency channels, respectively. Obviously, if , it would be impossible to reserve an exclusive channel for each of the active terminals requesting a connection. Consequently, some of the frequency channels need to be allocated with a mixture of bursts from different terminals. These mixed channels undermine the effectiveness of the channel-reservation scheme and should be kept to a minimum.
2) Algorithm: Before describing the details of RCP fit, we define the following terms: Channel tag Specifies whether a given channel is reserved, unreserved, or empty.
Reserved channel
Frequency channel that is reserved for bursts coming from a specific terminal. All bursts allocated in this channel are coming from the same terminal.
Unreserved channel
Frequency channel that can be shared by bursts coming from multiple terminals. This channel is characterized by a heterogeneous mix (i.e., in terms of terminals) of bursts allocated within the channel.
Empty channel
Frequency channel that is completely empty. There are no bursts allocated in the channel.
Terminal load
This value is used to quantify the traffic generated by each terminal. It represents the uplink-traffic load that each terminal is generating. Terminal load is defined as (6) where mean duration of the connections from terminal (in frames); mean burst length per frame of the connections from terminal (in timeslots/frame); mean interarrival time of the connection requests coming from terminal (in frames). In (6) , and are measured in units of frames and is measured in units of timeslots per frame. Hence, terminal load is a quantity measured in (timeslots/frame). Because a frame is of a fixed duration, this measure is equivalent to timeslots/time.
If , some bursts must be allocated in an unreserved channel that is already occupied by bursts coming from different terminals. The unreserved channels undermine the effectiveness of channel reservation and contribute to the fragmentation of the MTCS. An unreserved channel is created only if the following conditions are satisfied when trying to allocate a burst (see Fig. 4 ):
• there is no reserved channel that is associated with the terminal of the burst; • there is no empty channel;
• there is no (previously created) unreserved channel that has enough space to accommodate the burst. When an unreserved channel must be created (to allocate the burst), it is created by selecting a reserved channel and changing it into an unreserved channel. To minimize the number of unreserved channels, the criterion for selecting the reserved channel (which will be changed into an unreserved channel) is based on the traffic load created by the terminal associated with each reserved channel. We assume that the traffic load is unequally distributed among terminals and that the system can detect these differences. 3 It is likely that terminals sharing the same uplink resource (i.e., terminals within the same beam or terminals in different beams that are using the same satellite uplink) will each generate different amounts of uplink traffic. For example, certain terminals might be sending high-resolution images, requiring large amounts of channel resources, while other terminals might be sending text messages that require much less resources. To quantify the traffic generated by each terminal, a quantity called terminal load [see (6) ] is calculated for each terminal. After the terminal load value is calculated for each terminal associated with a reserved channel, a reserved channel is selected whose terminal has the smallest terminal load. This reserved channel is changed to an unreserved channel (by changing the channel tag) and the burst is allocated within it.
In Fig. 4 , we describe the steps of RCP fit using a flowchart. Note that in the timeslot-allocation step, once a frequency channel is selected, the burst is allocated in the smallest empty space available within the frequency channel that is large enough to fit it. To illustrate how the RCP-fit algorithm can actually be used to allocate bursts, here we give an example allocation scenario. We assume the following:
• channel structure is MF-TDMA (16 timeslots 4 channels); • connection requests are coming from five terminals-, , , , and ; • order of the connection requests is , , , , , , , , and ; • order of the terminal load generated by each terminal (from largest to smallest) is , , , , and ; • for simplicity, we consider the static case only (i.e., connection terminations are not considered). The first request is accommodated by placing a burst of size three in timeslots 1-3 of channel 1 [see Fig. 5(b) ]. The first channel's tag is changed to "reserved," which means that this channel should be packed only with terminal 's bursts. The second burst is placed in channel 2, which is reserved for terminal . Similar procedures are followed for the fourth and fifth bursts. The third burst is placed in the first channel without any change in the channel tag, because this channel has already been reserved for terminal . To accommodate the sixth request coming from terminal , one of the reserved channels must be changed to an "unreserved" channel because all the channels have already been reserved for other terminals. According to the RCP-fit algorithm, we choose channel 4, which is reserved for terminal , and allocate terminal 's burst in this channel. Recall that terminal 's terminal load value is smaller than that of terminal , , or . The last burst (for terminal ) is allocated in channel 4, because this channel is unreserved and has enough space to accommodate the burst. Fig. 5 (a) and (b) shows the MTCS after the bursts have been allocated using the first-and RCP-fit algorithms, respectively. The shaded regions represent empty timeslots. This figures clearly illustrates that packing with RCP fit causes less fragmentation. We claim that packing bursts via RCP fit results in improved utilization of the MTCS by reducing the fragmentation (compared to first and best fits). Simulation results of Section V support this claim.
V. SIMULATION RESULTS
A. Resource Calculation Using MMP 1) Simulation Details and Performance Measures:
The simulations were performed on computer-generated Markov and non-Markov disturbance profiles. We performed several different simulations using Markov as well as non-Markov profiles. Each simulation used two different profiles (with the same probability distribution)-one for the training phase and one for the prediction phase. Profiles used in different simulations had different distributions signifying different "coarseness levels" in the disturbance profiles. We say that a profile is coarser than the other if the state-transition probabilities for the former profile are higher than those for the latter. The training phase used profiles that were 1 000 000 sample points (spaced at 2 s) in length. In the prediction phase, 100 000 connection requests were generated according to a Poisson-arrival process with a mean interarrival time of 20 s. The connection-holding times were distributed uniformly between 0-400 s (these were approximated to the closest number of sample points). The simulations were used to compare the performance of the MMP scheme with that of the 12-dB scheme currently implemented in the Milstar EHF-SATCOM system. For comparing the performance of the two techniques, the following two measures were used.
• Slot-allocation factor (SAF): Let be the minimum number of timeslots required to satisfy the BER requirement of connection without reconfiguring the connection. Note that this can be determined by observing the disturbance profile, but only after the connection has been completed. Let be the number of timeslots allocated by algorithm for connection (where represents either the 12-dB or MMP scheme). Then, the SAF of algorithm is defined as SAF all calls all calls Intuitively, SAF indicates the normalized number of timeslots wasted by algorithm on the average. An algorithm with a lower SAF value wastes fewer number of timeslots. As resource-allocation efficiency is of utmost concern over wireless links, we believe that this performance metric mirrors the resource constraints faced by most satellite systems.
• Fraction of instants that the QoS is not satisfied: The performance metric SAF defined previously provides a measure of algorithm efficiency. An algorithm with low SAF is more efficient as compared to an algorithm with larger SAF, as it wastes fewer timeslots. However, SAF gives only a one-sided view of the performance of the algorithm. If one compares two algorithms purely based on SAF, then an algorithm allocating no timeslots would be the best. But clearly this is not an acceptable solution.
What we are interested in is an algorithm that attempts to meet the QoS requirements of the users as much as possible and yet is frugal with the timeslots. Thus, we define our second metric-fraction of instants that the QoS is not satisfied. This metric is defined as the number of connections for which the BER requirement is not satisfied, divided by the total number of connections. This criterion measures the effectiveness of the algorithm in terms of providing the required BER level.
2) Simulation Results and Discussion:
For brevity, we provide simulation results only for two disturbance profiles. Figs. 6 and 7 show the performance of the two schemes for the case of a moderate non-Markov profile, whereas Figs. 8 and 9 show the results for a very coarse non-Markov profile.
For Fig. 6 , we can see that our scheme outperforms (i.e., results in lower SAF values compared to) the 12-dB scheme for probability thresholds lower than 0.8. For Fig. 7 , our scheme always outperforms (i.e., results in lower values for the fraction of instants the QoS is not satisfied compared to) the 12-dB scheme. On the other hand, for Fig. 8 , the 12-dB scheme always outperforms our scheme in terms of SAF. However, it should be noted that the fraction of instants QoS is not satisfied is as high as 0.26 for the 12-dB scheme using the same profile (see Fig. 9 ). This value is intolerably high, as connection reconfiguration can take as long as 40 s in a Milstar EHF-SATCOM system. Thus, the MMP scheme achieves a compromise between bandwidth efficiency and frequency of reconfiguration, as opposed to the 12-dB scheme, which does not achieve this compromise. Also, the MMP scheme has the advantage of being able to tune its parameter (i.e., probability threshold) to adjust to the disturbance profiles.
B. Resource Allocation Using RCP Fit
The performance of RCP fit was simulated using a system modeled after the Milstar EHF-SATCOM system described in Section II. The following assumptions were made:
• connection requests arrive according to a Poisson process;
• duration of a connection is exponentially distributed;
• minimum required BER for each connection is fixed at ; • data rate for each connection is randomly picked from the eleven rates supported by the EHF-SATCOM system, with equal probability; • parameters (i.e., transmitter power, transmit/receive antenna gain, free space loss, loss due to catastrophic failure, coding gain, and system noise temperature) of the uplink budget equation [see (2) ] are fixed at system-specific nominal values; • rain loss is calculated using (3), where the rain-rate values are obtained from a simulated rain profile; • channel structure is MF-TDMA (70 timeslots 32 channels); • system operates only in full-duplex mode.
Figs. 10 and 11 compare the three packing algorithms (i.e., first, best, and RCP fits) when the connection requests are unbiased. Here, unbiased means that all terminals generate the same amount of uplink traffic. For all three packing algorithms, the algorithm is applied without violating the allocation restrictions of Section II-A. For comparing the performance of the three packing schemes, the following two measures were used.
• Utilization is defined as the percentage of timeslots that are actually being allocated. • Timeslot rejection ratio (TRR) is defined as where is the number of requested timeslots at time , is the number of allocated timeslots at time , is the maximum capacity of the MTCS in terms of timeslots, and is the observation interval. Intuitively, TRR indicates the normalized number of timeslots rejected because of the fragmentation in the MTCS. Figs. 10 and 11 show the utilization and TRR versus load factor with the number of terminals requesting a connection on the uplink fixed at thirty. The load factor is the mean duration of the connections divided by the interarrival time of the connection requests. It can be seen from the curves that RCP fit outperforms the other packing algorithms in terms of the performance measures mentioned before. When the load factor is 100, packing the timeslots with RCP fit instead of best fit increases the utilization by 17% and decreases the TRR by 3%. Note that all three packing schemes result in relatively low utilization and high TRR. These results are partly caused by the fact that the data rate-BER combination of some of the connections requires a long burst length, some as long as 64 timeslots in length, which is very difficult to allocate due to any existing fragmentation in the MTCS. Figs. 12 and 13 compare the three packing algorithms when the connection requests are biased. Here, biased means that certain terminals have greater terminal load values than those of others and the bias factor is used to quantify this value. For example, if the bias factor of a terminal is 24, then it means that the terminal has a terminal load value that is 24 times greater than that of unbiased terminals.
Figs. 12 and 13 show the plots for utilization and TRR versus load factor with 30 terminals. Here, the number of biased terminals is fixed at two and the bias factor for these terminals is set to 24. We can see that the relative performance improvement obtained by RCP fit is increased when the connection requests are biased (compared with Figs. 10 and 11 ). For example, a utilization improvement of 29% is obtained when RCP fit is used instead of best fit at a load factor of 100. This implies that RCP fit is especially effective when a few terminals heavily dominate the uplink-traffic load. Comparing Figs. 10 and 11 with Figs. 12 and 13, we can see that, irrespective of the packing scheme, the overall packing efficiency is decreased when the connection requests are biased.
VI. CONCLUSION
We described a scheme for providing QoS connections over MF-TDMA satellite systems. We divided the problem into two parts: resource calculation and resource allocation. For the resource-calculation part, we used a Markov model-based prediction scheme and compared its performance with the scheme currently implemented in the Milstar EHF-SATCOM systems. For comparing the performance of these schemes, we used two performance measures. We demonstrated that, for a moderate disturbance profile, there exists a range of probability thresholds for which our scheme performs better than the currently implemented scheme in terms of both performance measures. Moreover, for a very coarse profile, we showed that our scheme attains a compromise between frequency of reconfiguration and resource-utilization efficiency.
For the resource-allocation part, we described a novel packing algorithm that can be used to allocate timeslots in the uplink of an EHF-SATCOM system. The packing efficiency of the proposed algorithm was benchmarked using simulation results; we compared the utilization and the TRR with two other packing schemes, best and first fits. The simulation results showed that RCP fit performs better than the other two packing schemes in both cases considered (biased and unbiased connection requests). Furthermore, the proposed algorithm is especially effective when the uplink-traffic load is heavily dominated by a small number of terminals.
Our results were obtained using specifications and parameters of an actual Milstar EHF-SATCOM system. The proposed algorithms are applicable to conventional satellite systems employing the MF-TDMA uplink access method with similar specifications.
APPENDIX NP-COMPLETENESS OF THE DYNAMIC RESOURCE-ALLOCATION PROBLEM
We prove that the dynamic version of the resource-allocation problem (DRAP) is NP-complete. We will do so by reducing the bin-packing problem (BPP) to the static version of the resource-allocation problem (SRAP) and then by reducing the SRAP to DRAP. To proceed with the proof, these problems need to be defined formally. As is commonly done in NP-completeness theory, we will cast these problems as decision problems (problems with yes/no answers) [5] . To define these problems formally, we start with some basic concepts used in the construction of the proof.
In Section II, we described the MF-TDMA channel structure (MTCS) and defined the notion of a burst. Bursts need to be allocated in a string of contiguous empty timeslots on a singlefrequency channel. Such a string is denoted by a three-tuple , where is the frequency channel, is the position in the frequency channel, and is the length of the string. Thus, a collection of strings of contiguous timeslots is a set of such three-tuples.
A burst is completely characterized by its size and terminal and, thus, is represented by the ordered pair , where is an integer representing the burst size and is the terminal number. Thus, a collection of bursts is a set of such ordered pairs.
Given a collection of bursts and a collection of empty contiguous timeslots, an allocation of bursts specifies the timeslots on the MTCS corresponding to , to which each of the bursts from are mapped. The allocation is valid if the following three conditions are satisfied:
• assigns all the bursts in the timeslots corresponding to the strings in ; • does not assign the same timeslot to more than one burst; • satisfies restrictions 1 and 2, described in Section II. Now, we extend the concept of a valid allocation to the dynamic model (i.e., allocation with time considerations). A timed burst is a three-tuple , where is an integer representing the burst size, is the terminal number, and is the duration. Note that the unit of is in terms of timeslots and the unit of is in terms of frames. Thus, if the burst arrives at time , then it is active till time . A collection of such three-tuples denotes a set of bursts that arrive at time . The allocation of the bursts in onto the MTCS is represented by . Given a collection of empty contiguous timeslots, a sequence of collections of timed bursts, and a sequence of allocations , we say that the allocation sequence is valid if the following three conditions are satisfied: 1) all the bursts from the sequence are allocated in the timeslots corresponding to the strings in ; 2) any timeslot is allocated to at most one active burst at any given time; 3) at any given time, all the active bursts satisfy restrictions 1 and 2, described in Section II.
Using the basic concepts described before, we define the various problems as follows.
Definition 1: BPP: Given equal-capacity bins with integer capacity and a set of integer-sized items, is it possible to fit all the items in the bins?
Definition 2: SRAP: Given a collection of contiguous unoccupied timeslots, say , in the MTCS and a set of bursts, say , does there exist a valid allocation?
Definition 3: DRAP: Given a collection of contiguous unoccupied timeslots, say , and a sequence of sets of timed bursts, say , does there exist a valid sequence of allocations? Using these definitions, we will prove that DRAP is NP-complete by first reducing the BPP to SRAP and then by reducing SRAP to DRAP. The proofs follow the procedures for proving NP-complete problems, as outlined in [4] .
Lemma 1: SRAP is NP-Complete:
Proof: It is easy to see that SRAP NP. Assume that we are given a set of frequency channels with a set of bursts and an allocation. We can verify that the allocation is valid; this verification can be performed in a straightforward manner in polynomial time.
Next, we show that SRAP is NP-hard by showing that BPP, which is NP-complete [9] , is polynomial-time reducible to SRAP. As the first step, we take an instance of BPP, where there are empty bins with equal capacity . We transform this instance of BPP into an instance of SRAP with frequency channels having timeslots each. Fig. 14 shows such an instance of SRAP. In this instance of SRAP, frequency channel has the following structure: timeslots through are unoccupied and all the other timeslots on this frequency channel are occupied by other bursts. Thus, the shaded area in Fig. 14 corresponds to the timeslots that have already been assigned to other bursts and the unshaded area along the diagonal corresponds to the unoccupied timeslots on each of the frequency channels. The unoccupied timeslots are deliberately positioned along the diagonal of the MTCS so that the allocation is free of the restriction that a terminal cannot use timeslots that overlap in time to support multiple connections. To complete the transformation, we need to specify the burst sizes that need to be allocated on these timeslots and the terminal numbers for each of the bursts. We set these burst sizes equal to the, i.e., sizes, from the BPP and assign an arbitrary terminal number to each of the bursts. The assignment of terminal numbers to bursts can be arbitrary due to the diagonal configuration of the unoccupied timeslots in the frequency channels (see Fig. 14) . Clearly, this transformation can be performed in polynomial time.
Now, all that needs to be shown is that a solution to the abovementioned instance of SRAP exists if and only if a solution to the original instance of BPP exists, and that one can be computed from the other in polynomial time. In fact, from the way in which we constructed the instance of SRAP, there exists a natural bijection between the set of items in the BPP and the set of bursts in the SRAP. Also, as the number of bins is the same as the number of frequency channels, we can define a bijective mapping between these two sets as well. Using these bijections, one can compute a solution to an instance of BPP from the corresponding solution of SRAP and vice versa. Also, it can be readily seen that one solution is valid if and only if the other is also valid. Now, given that SRAP is NP-complete, we can show that the dynamic resource-allocation problem is also NP-complete.
Theorem 1: DRAP Is NP-complete: Proof: As before, it is easy to see that DRAP NP. Given a collection of empty contiguous timeslots , a sequence of timed bursts , and a sequence of allocations , one can easily verify whether the allocation sequence is a valid allocation sequence in a straightforward manner in polynomial time.
Because SRAP was shown to be NP-complete from Lemma 1, all that remains to be shown is that every instance of SRAP (i.e., a set of empty timeslots and a set of bursts) can be converted to an equivalent instance of DRAP (a set of empty timeslots and a sequence of sets of timed bursts). Let be any instance of SRAP, where is the set of empty timeslots and is the set of bursts. Corresponding to this instance of SRAP, we create the following instance of DRAP, which is denoted by . The set of empty timeslots is the same as that in the instance of SRAP. From the set of untimed bursts , we create a set of timed bursts in such a way that every burst in has duration of one. Thus, for every burst , we add a timed burst to . Then, our instance of DRAP is given by , where represents the empty set. It can easily be seen that solution to this instance of SRAP exists if and only if solution to the instance of DRAP exists and that one can be computed from the other in polynomial time. Thus, DRAP is NP-complete.
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