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COMBINING A MULTIRATE REPETITIVE LEARNING CONTROLLER WITH 
COMMAND SHAPING FOR IMPROVED FLEXIBLE MANIPULATOR CONTROL 
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Command shaping, a feedforward approach used to control 
flexible manipulators, performs most effectively when applied to 
a linear system. In practice, various nonlinearities are present 
in a given system that will deteriorate the performance of com-
mand shaping. In this work, a multirate repetitive learning con-
troller (MRLC) is used in conjunction with a command shaping 
method known as the optimal arbitrary time-delay filter (OATF) 
for discrete-time joint control of a single flexible link manipula-
tor containing nonlinearities. With very little a priori knowledge 
of the given system, a MRLC is able to cancel the nonlinearities 
at select frequencies and achieve near-perfect tracking of a peri-
odic desired trajectory. By doing this, a MRLC controls the joint 
to follow a given shaped command more closely, thus allowing 
the OATF to more effectively attenuate residual tip vibrations. It 
is shown both analytically and experimentally that this controller 
is more effective than a conventional PID and OATF controller 
at attenuating residual tip vibrations. 
INTRODUCTION 
Having flexibility in a mechanical manipulator will degrade 
trajectory tracking control and manipulator tip positioning. In 
practice, however, constraints imposed by manufacturing and op-
erating costs, as well as by various operating environments, will 
render the presence of such flexibility unavoidable. 
Ai-Ping Hu 
School of Mechanical Engineering 
Georgia Institute of Technology 
Atlanta, Georgia 30332 
Email: gt0162c@prism.gatech.edu 
Wayne J. Book 
School of Mechanical Engineering 
Georgia Institute of Technology 
Atlanta, Georgia 30332 
Email: wayne.book@me.gatech.edu 
Numerous researchers have proposed control schemes to at-
tenuate tip vibration due to flexure during mechanical manipula-
tor motion. These methods may be divided into two categories: 
feedback and feedforward. Feedback algorithms utilize measure-
ment signals, whereas feedforward algorithms will only utilize 
desired reference signals. In this work, we will consider a partic-
ular feedforward method known as command shaping. 
Command shaping seeks to reduce tip vibrations by reshap-
ing the desired trajectory to be tracked in order to produce a new 
trajectory that will not excite the resonances of the flexible ma-
nipulator. Command shaping is advantageous because it is able 
to accomplish this task without regard to the particular form of 
the desired trajectory. Since its introduction (Singer and Seering, 
1990), the command shaping method has been applied success-
fully in several different applications ((Magee and Book, 1994), 
(Rhim and Book, 1997)). In our work, we have used a partic-
ular command shaping method known as the optimal arbitrary 
time-delay filter (OATF) (Magee, 1996). 
The effectiveness of command shaping relies on the linear-
ity of the flexible manipulator system the (reshaped) desired tra-
jectory is commanding. If this system is not linear, we will still 
observe excitation of the manipulator tip even when using a prop-
erly reshaped desired trajectory. The particular flexible mechani-
cal manipulator we have used in our experiments is a gantry-type 
robot with a prismatic joint and a single flexible link. This is a 
configuration which is widely used in industry. It is often mod-
Figure 1. CONCEPTUAL BLOCK DIAGRAM WITH COMMAND SHAP-
ING AND A MRLC. 
eled as a linear system by neglecting nonlinear elements, such 
as friction in the joint. We have found, however, that there is a 
non-negligible amount of nonlinear friction and nonlinear actu-
ation at the prismatic joint of our test bed robot. Application of 
command shaping to this system is thus made less effective. 
The general approach we will be interested in taking to over-
come this limitation of command shaping is to compensate for 
the nonlinear effects present in a given system. Khorrami et 
al. have used feedback linearization to linearize their joint con-
trol system for a two-link flexible manipUlator, before applying 
command shaping (Khorrami et al., 1994). They then later in-
corporated adaptive nonlinear control algorithms to address sce-
narios in which parameters may be changing with time (Khor-
rami et al., 1995). The nonlinearity in their study is due to the 
configuration-dependent dynamics of a two-link system. These 
control schemes necessarily require detailed knowledge regard-
ing one's system. 
In this paper, we use a multirate repetitive learning con-
troller (MRLC) to compensate for the nonlinearities in our flex-
ible system before applying command shaping. A learning con-
troller estimates, through practice, the control input required to 
theoretically achieve perfect tracking of a periodic desired tra-
jectory. Unlike a typical adaptive control scheme, which often 
assumes a specific model of the plant and then seeks to estimate 
unknown constant parameters within that model, learning con-
trollers require very little a priori knowledge regarding the plant 
to be controlled. Figure 1 shows the conceptual block diagram 
representing the discrete-time control system for our gantry-type 
robot with a prismatic joint and a single flexible link. Yd is the de-
sired joint trajectory, Ydf is the filtered desired joint trajectory, Yj 
is the joint displacement, Yt is the tip displacement, e = Ydf - Yj, 
w is the control input to the asymptotically stabilized plant, H(z), 
and Gt/.j(z) is the linear transfer function from joint displace-
ment to tip displacement. The strategy is to use a MRLC to try 
to achieve perfect tracking of Ydf by Yj (i.e., to get Yj /Ydf >:;j 1). 
Having accomplished this, our command shaper, the OATF, is 
then able to attenuate residual tip vibrations more effectively. 
FLEXIBLE MANIPULATOR DYNAMICS 
The system of interest to this work is the gantry-type robot 
with a prismatic joint and single flexible link shown schemati-
cally in Figure 2. u(t) denotes the control force as a function of 





Figure 2. SCHEMATIC DIAGRAM OF THE GANTRY ROBOT WITH A 
FLEXIBLE LINK. 
attached to the prismatic joint and moves with the flexible link. 
yo(t) represents the horizontal displacement of the joint. Then, 
the horizontal displacement of the flexible link at a given value 
of x can be expressed as 
y(t,x) = Yo(t) +w(t,x). (1) 
The flexible link system consists of an infinite number of degrees 
of freedom. For practical purposes, however, we assume that we 
are able to characterize the system's behavior well enough with 
only N. Using the method of assumed modes, we thus have 
N 
y(t,x) = L. qi(t)Mx), (2) 
i=1 
where qi(t) are generalized coordinates and <Pi (x) are basis func-
tions. Then, e.g., by using Lagrange's equations, we find that the 
system's equations of motion are given by 
Mq(t) + Dq(t) + Kq(t) = Bu(t), (3) 
where, 
ex. and ~ are constants, and q(t) = [qr(t) qe(t)f, where qr(t) is 
the rigid generalized coordinate (representing the joint motion) 
and qe(t) are the flexible generalized coordinates (representing 
the flexible link motion). The subscripts rand e in the above 
equations denote rigid body motion and elastic motion, respec-
tively; Mre represents coupling between the rigid mode and the 
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elastic modes. Only one rigid mode appears in the above equa-
tion corresponding to the horizontal translation. Generally, the 
mass matrix M and the stiffness matrix K may vary with the sys-
tem configuration q(t). However, for our gantry-type manipula-
tor, these matrices are constant. 
Note that the damping term (Dq(t)) is presently assumed to 
be linear. This is so that we may proceed in this section to obtain 
a nominal linear model of our system. The actual damping in 
our physical system is known to be nonlinear, due to nonlinear 
friction. 
The manipulator joint displacement, Yj(t), and the tip dis-
placement, Yt(t), are expressed in terms of the generalized coor-
dinates by 
_ [Y.i(t)] _ [cpT (0)] 
y(t) = Yt(t) - CPT(L) q(t), (4) 
where cp(zf = [~1 (z) ~2(Z) ... ~N(z)l· 
Next, we proceed to derive the transfer functions between 
the control force, u(t), and the outputs y(t). First, we observe 
that 
and 




where s is the Laplace variable and, e.g., Qr(S) is the Laplace 
transform of qr(t). Also, 
Dl1 = aMI" D12 = -~MreMe -1 Ke, D22 = aMe + ~Ke, 
K12 = -MreMe -1 Ke, K22 = Ke, and B2 = -Mr/ /Mr. 
Then, using equation (4), we obtain the transfer functions 
G.i(s) == Y,;(s)/U(s) and Gt(s) == Yt(s)/U(s): 
[
Y,;(s)] _ [cpT(O)] [Qr(s)] 
Yt(s) - cpT (L) Qe(s) , (7) 
Thus, we see that the transfer function from joint displacement 
to tip displacement, Gt!.;(s), is given by 
_ Yt(s)/U(s) 
Gtl.i(s) = Y,;(s)/U(s)' 
COMMAND SHAPING 
Description and Theory 
(9) 
A command shaper reshapes the desired input to a flexible 
system such that the resonances of the elastic system modes are 
not excited. It takes the form of a finite impulse response (FIR) 
filter, with filter parameters determined by the resonant frequen-
cies and the damping ratios of the undesired elastic modes of the 
flexible system. For a linear time-invariant system, the command 
shapeI' first delays part of the input command, and then reshapes 
that delayed part in order to cancel the residual vibrations caused 
by previous command inputs. 
In this research we have used a particular command shap-
ing technique called the optimal arbitrary time-delay filter. For 
single elastic mode cancellation, the three-term OATF is given 
by the following equation (note that it requires that certain pa-
rameters of the elastic system be known in order to calculate the 
coefficients of the filter): 
c(t) == ~ (8(t) - 2cos (illdTd)e-~(j)n7;18(t - 7;1) 
+e-2~(j)"Td 8(t - 27;1) ),(10) 
where Td is the time delay (the time delay specifies the amount 
of time by which the input command is delayed), 8(t) is the unit 
impulse function centered at t = 0, ill" is the first natural fre-
quency of the flexible system, 1; is the corresponding damping 
ratio, illd is the corresponding damped natural frequency, and 
M == 1 - 2cos (illdTd)e-~Ol,,7;1 + e-2~(j)II7;I. What this particular 
FIR filter does is cancel the poles of the flexible system with filter 
zeros. In order to have the same total steady-state response both 
before and after the command shaping of the input, the command 
shaper is normalized to have unit DC gain. Magee (1996) shows 
that if the command shaper coefficients are properly chosen, the 
filter is capable of canceling the given resonance poles using any 
Td; note that this is not true for earlier command shaping meth-
ods. The following equation gives the zeros of the OATF in the 
s-domain. Using any value of Td, this filter has an infinite num-
ber of zeros, including the zeros at the locations of the resonance 
poles of the flexible system: 
(11) 
wheren = 0,±1,±2, .... 
Figure 3. CONCEPT OF COMMAND SHAPING. 
When we realize command shaping in the discrete-time do-
main, the time delay Td is not permitted to be an arbitrary num-
ber. Instead, it must be chosen as an integer multiple of the plant 
sampling time, T. The freedom of the OATF in .choosing the time 
delay makes it easy to implement in a digital control system. The 
z-domain representation of the OATF is given by 
where /). = integer = Tct!T. 
Limitations When Applied to a Nonlinear System 
Figure 3 illustrates the way in which we have implemented 
command shaping in our flexible manipulator system. We define 
the closed-loop system to be Gcl(Z) == Y,j(Z)/Ydf(Z). Therefore, 
and the vibration of the tip relative to the joint is 
Yvib(Z) == J:t(z) - Y,j(z) (14) 
= Yclf(Z)Gcl(Z)(Gt(z) -1). 
Note that if the closed-loop system is linear, as well as 
time- invariant, then the command shaper, C(z), may be read-
ily designed to cancel the resonance poles of Gt/J(z). However, 
if instead the given closed-loop system is nonlinear, then the 
command shaper is rendered relatively ineffective at attenuating 
residual tip vibrations. We have verified this expected degrada-
tion in performance experimentally: since our physical system is 
characterized by a significant amount of (nonlinear) friction, we 
found that we were not able to achieve the best performance that 
command shaping is otherwise capable of. However, we were 
able to obtain relatively good results when we used a multirate 
repetitive learning controller. As we will see in the next section, 
the reason for this is because a MRLC is able to get rid of the dis-
turbances at particular frequencies caused by nonlinear effects in 
the system. 
MULTIRATE REPETITIVE LEARNING CONTROLLER 
Repetitive learning controllers are effective in achieving pre-
cise tracking of periodic (i.e., strictly time-dependent) trajecto-
ries. In fact, a repetitive learning controller is theoretically able 
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Figure 4. MULTIRATE REPETITIVE LEARNING CONTROLLER. 
to achieve perfect tracking, even in the presence of system non-
linearities. We have implemented a multirate repetitive learning 
controller developed by James et al. ((James, 1997), (James and 
Sadegh, 1999), (James et al., 1999)) in the discrete-time domain 
for the task of accurately positioning the joint of our flexible ma-
nipulator system. Our objective in employing the MRLC is that 
it has the ability to cancel the nonlinearities in a given system at 
select frequencies. This will be shown in the analysis to follow. 
In a multirate scheme, the learning controller samples at a 
slower rate than the plant, whereas in a single-rate scheme the 
controller and plant have the same sample rate. The order of 
a discrete-time repetitive learning controller is directly propor-
tional to its sample rate and to the period of the desired trajectory 
to be tracked. A discrete repetitive learning controller which has 
too high a sample rate may exhibit undesirable high frequency 
characteristics, be unstable, and incur excessive memory storage 
costs. By sampling at a relatively slower rate, a MRLC seeks 
to avoid such potential problems, without the need to have the 
plaht's sample rate slowed down. Sadegh (1991, 1995) has for-
mulated stability criteria for single-rate repetitive learning con-
trollers and James et al. (1999) have extended the single-rate 
results to the multirate case. 
Figure 4 shows the block diagram representing the general 
form of the MRLC. T is the plant sample period and m is an in-
teger greater than 1. Down-sampling refers to switching from a 
faster sampling rate to a slower sampling rate and up-sampling 
refers to switching from a slower sampling rate to a faster sam-
pling rate. We have implemented down-sampling using a linear 
weighted average and up-sampling using linear interpolation. 
The MRLC is of the form KLQ(z)R(z), where KL > 0 is the 
learning gain, Q(z) is a lead compensator, andR(z) == l/(zN -1), 
which is a NmT time-delay positive feedback loop, where NmT 
is the period of the desired trajectory to be tracked. We require 
that KLand Q(z) be chosen such that the following multirate 
repetitive learning control stability criterion is satisfied (James 
et al., 1999). 
Theorem 1. Let H(z) be the transfer function of an asymp-
totically stable plant sampling at the rate liT and subject to 
up-sampling and down-sampling at its boundaries. Denoting 
the slower-rate (i.e., I1tT J equivalent of H(z) by H*(z), then the 
closed-loop repetitive learning control system, with the repeti-
tive learning controller sampling at I1tT' is asymptotically stable 
if the following two conditions are met. 
1. Re(Q(ai)H*(ai)) > 0, for i = 0,1,2, ... ,N-1 and ai == 
2 . 
exp( ~.Ii). 
2. KL ::::; 2 is chosen such that there is no encirclement 
of -1 in the complex plane by the Nyquist diagram of 
eN (KLQ(z)H*(z) -1). 
Essentially, in a system containing multiple sample rates, an 
equivalent plant which samples at the same (slower) rate as the 
repetitive learning controller is first formulated. This then per-
mits single-rate repetitive learning control stability results to be 
applied. 
R(z) may be expressed as the sum of N first-order transfer 
functions: 
N-l 
R(z) = E~, 
i=O Z-ai 
(15) 
where Ci is the ith undetermined coefficient and ai = exp(~i) 
are the pole locations. ao is called the fundamental frequency 
and the N -1 integer multiples of the fundamental frequency are 
the harmonic frequencies. It is assumed that the frequency com-
ponents of the periodic desired trajectory are contained within 
these N frequencies. If this is the case, then, theoretically, (for 
the single-rate case) repetitive learning control provides tracking 
error reduction to zero by putting infinite gains in the feedfor-
ward loop at the particular frequencies of the desired trajectory. 
Thus, ideally, a repetitive learning controller will have the ef-
fect of making the closed-loop transferfunction Yj(Z)jYdj(Z) (or 
Yj(z) jYd(Z), if the desired trajectory is not being filtered) unity 
at the fundamental frequency and the N - 1 harmonic frequen-
cies. In the multirate case, however, we find that there will be 
some form of resolution loss at the boundaries where the sam-
ple rates change. As we now show, this has the effect of causing 
the closed-loop tr·ansfer function to only approximate unity at the 
fundamental frequency and the N -1 harmonic frequencies. 
Consider the block diagram in Figure 5, which is a repre-
sentation of the contr·ol system we have implemented. Note that 
this is an equivalent system to the one shown in Figure 1. A(z) 
is a linear weighted averaging filter, * denotes down-sampling, 
KL is the leml1ing gain, R* (z) = 1 j (ZN - 1), and I(z) is the linear 
interpolation (up-sampling) filter. Then, 
V(z) = A(z)D(z) (Ydf(Z) -r:;(z)) 
= A(z)D(z)(1- Gc(z)D(Z))Ydf(Z) 
- K~(z)D(z)Gc(z)I(z)R* (z) V* (z), (16) 
where, Gc(z) == Gp(z)j(l + Gp(z)D(z)). Down-sampling both 
MRLG r----------------, 
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Figure 5. BLOCK DIAGRAM OF ACTUAL CONTROL SYSTEM IMPLE-
MENTED. 
sides of equation (16) yields 
V*(z) = HJ(z)YJr(z) -KLH*(z)R*(z)V*(z) 
HJ(z) * ( ) 
1 + KLH*(z)R*(z)V*(z) ~lf z 
= (~-l)H;f(z) y* (17) 
ZN - 1 + KLH* (z) V* (z) d/Z) , 
where Hd(Z) == A(z)D(z)I(z)j(l + Gp(z)D(z)) and H(z) == 
A(z)D(z)Gc(z)I(z). H(z) represents the asymptotically-
stabilized plant that was referred to in Figure 1 mId in 
Theorem 1. Here, Ydf(Z) is assumed to be the output of an 
up-sampler, that is: Ydf(Z) = I(z)Y:;:r(z). Therefore, 
The closed-loop transfer function is then 
Yj(z) _ ( R* (z)H;7 (z) ) 
'Ydj(Z) - Gc(z) D(z) + 1 + R*(z)H*(z) . (19) 
At the fundamental frequency ao and at the harmonic frequencies 
ai, for i = 1,2, ... ,N-1, we find that 
(V*(z))z=aj = ((A(z)D(z)E(z))*)z=aj = 0. (20) 
If D(z) is chosen sufficiently lm·ge, E(z) = Yclf(Z) - r:;(z) is 
guaranteed to be very close to zero, which means that 
(21) 
(a) YjlYdl (PO Only) (b) YjlYdl (PO and Learning) 
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Figure 6. BODE PLOTS OF Y;(Z)/Yd.f(Z) FOR 'PID ONLY' CASE AND 
'PO AND LEARNING' CASE. 
Our flexible manipulator system has two outputs of inter-
est: joint displacement and tip displacement. Controlling tip dis-
placement is especially important since practically all of the ma-
nipulator's detailed work is performed at that end. Thus, the pre-
cision of the performed task is generally dictated by the precision 
of the tip motion. 
In this work, we assume that only joint displacement is mea-
sured and available for feedback. There is no way to directly 
control tip motion. Instead, we seek to indirectly control tip mo-
tion by using joint control. As we have shown, a MRLC pos-
sesses characteristics that cause the closed-loop transfer function 
between the measured joint displacement and the desired joint 
trajectory to be approximately unity at a certain fundamental fre-
quency and at given harmonic frequencies. This is demonstrated 
in Figure 6. Plot (a) shows the magnitude of the closed loop 
transfer function of a flexible manipulator with a single rigid 
mode and a single elastic mode when a proportional-derivative 
(PD) feedback controller is used. Plot (b) shows the result of 
applying to this system a MRLC which has a fundamental fre-
quency of 1 Hz and a down-sampling ratio of 5. A comparison 
of the two plots shows the advantage of using a MRLC compared 
to using PD only. The magnitudes at the fundamental frequency 
and at the harmonic frequencies are approximately unity. 
However, we see that the "peaks" in magnitude evident in 
plot (b) will be added onto the magnitude of the transfer function 
between tip displacement and joint displacement (Gt/,;(z)), and 
will thus amplify the gains between these two signals. Therefore, 
application of a MRLC alone has the effect of greatly improving 




The flexible mechanical manipulator we have used in our ex-
periments is the gantry-type pick-and-place robot shown in Fig-
ure 7. The system contains two prismatic joints. The first one is 
to constrain the motion of the main head to be along the horizon-
tal track of the linear motor. The displacement of the main head 
Figure 7. PICTURE OF THE TEST BED: GANTRY ROBOT WITH A 
SINGLE FLEXIBLE LINK. 
corresponds to Y,;(t) and is measured with an encoder. The reso-
lution of this encoder is 1 Jim. The second prismatic joint moves 
the probe (i.e., the flexible link) vertically. Since our work is 
concerned only with horizontal motions, this second joint is held 
fixed throughout our experiments. The horizontal displacement 
of the tip of the probe corresponds to Yt(t). We use a piezoelectric 
accelerometer attached to the tip in order to measure horizontal 
tip vibration. With a 2 kg payload affixed to its tip, the probe 
has a single dominant elastic mode with a natural frequency of 
approximately 35 Hz. The OATF command shaper we designed 
is based on this and other parameters obtained from system iden-
tification experiments. 
We have implemented our controllers digitally, using a 
1 kHz sample rate. For the MRLC, we have used a down-
sampling ratio of 5. Only main head displacement measure-
ments, as measured by the encoder, are used in our control al-
gorithms; the accelerometer measurements are used only as an 
indicator of control system performance. 
Joint Displacement 
The periodic desired trajectory, Yd(t), we have used in our 
experiments is shown in Figure 8. It is an offset sinusoid alter-
nating with zero-velocity segments. The amplitude of displace-
ment is 5 x 104 Jim and the period is 1 second. Also shown are 
the first two derivatives of Yd (t). 
We have implemented the following four different joint con-
trollers experimentally. 
1. PID: proportional-integral-derivative feedback controller 
'2 10' . Reference Input 
I~LZ::\ 7: :\J 
;5 0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Time(s) 
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Time(s) 
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<>: Time (s) 
Figure 8. DESIRED POSITION, VELOCITY, AND ACCELERATION. 
based on joint error. 
2. PID and OATF: PID with the OATF command shaper imple-
mented. 
3. PD and Learning: MRLC combined with a PD controller. 
4. PD, Learning, and OATF: MRLC combined with a PD con-
troller, and with the OATF command shaper implemented. 
The joint tracking error obtained for each of the four cases is 
shown in Figure 9. Both the 'PID' case and the 'PID and OATF' 
case have errors of maximum ±300 pm. These errors exhibit 
very strong periodicity. Thus, when learning control is applied, 
we see that we are able to reduce the joint tracking error down to 
about ±30 pm after several cycles of learning. 
The addition of a command shaper has the effect of reshap-
ing the desired trajectory, thus making it smoother. This results 
in smaller required joint accelerations, which explains the small 
differences in the error plots between the cases with the OATF 
and the cases without the OATF. 
Tip Vibration 
We have also measured tip acceleration for each of our four 
control cases. The results are shown in Figure 10. 
It is evident that the addition of the OATF to PID is effec-
tive at attenuating residual tip vibration. It is also evident that 
in the 'PD and Learning' case, the residual tip vibration is rela-
tively increased compared to the 'PID' case. The reason for this 
is because, as we saw in Section 4, when a learning controller is 
applied (without there being an OATF), the result is that the mag-
nitude of the closed-loop system increases (i.e., we found that 
I (Gcl)MRLCI > I (Gct)PDi). The best results are obtained with 'PD, 
Learning, and OATF' . However, using the same reasoning as just 
Joint Error (PIO Only) 
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Figure 9. COMPARISON OF JOINT ERROR USING FOUR DIFFER-
ENT CONTROL ALGORITHMS. 
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Figure 10. COMPARISON OF TIP ACCELERATION USING FOUR DIF-
FERENT CONTROL ALGORITHMS. 
above, we should expect that the best results would come from 
the 'PID and OATF' case, instead. This apparent discrepancy is 
explained by the fact that our analysis did not account for non-
linearities present in our system; principally, nonlinear friction. 
As we've seen, unlike 'the PID controller, the MRLC partially 
cancels nonlinearities. Thus, the joint position Y.i(t) will closely 
follow Ydj(t) , which permits the OATF to perform its task more 
effectively. 
CONCLUSIONS 
We have combined the OATF command shaping method 
with a multirate repetitive learning controller for application to 
the control of a flexible mechanical manipulator. Our controllers 
were implemented on a gantry-type flexible robot containing 
nonlinear friction; the outputs of interest are joint displacement 
and flexible link tip displacement. We have shown, both theo-
retically and experimentally, that the MRLC is able to partially 
linearize the closed-loop dynamics of our system by dramatically 
decreasing joint tracking error. Since the OATF is effective only 
for the case of a linear closed-loop system, we have found that for 
our flexible manipulator the performance of the OATF is greatly 
improved when used in conjunction with the MRLC. 
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