We present a combinatorial approach to the infinitesimal distribution of the Gaussian orthogonal ensemble (goe). In particular we show how the infinitesimal moments are described by non-crossing partitions, but not of type B. We demonstrate the asymptotic infinitesimal freeness of independent complex Wishart matrices. With the combinatorial picture we can easily compute the infinitesimal cumulants of the goe and demonstrate the lack of asymptotic infinitesimal freeness of independent goe ensembles.
Introduction
Since the introduction of free probability by Voiculescu in 1983 [21] many extensions and variations have been produced. In all the types of independence we have a collection of random variables a 1 , . . . , a n and know the individual moments of a 1 , . . . , a n and the independence in question enables us to day specify the joint moments of a 1 , . . . , a n . In this article we consider the infinitesimal freeness of Belinschi and Shlyakhtenko [2] . The relevance of this kind of independence to spiked matrices was demonstrated recently by Shlyakhtenko [20] .
An infinitesimal distribution is a pair (µ, µ ) of linear functionals on C[x] such that µ(1) = 1 and µ (1) = 0. There are a few ways to arrive at such a pair we shall consider the ones arising from random matrix models. Suppose {X N } N is an ensemble of self-adjoint random matrices where X N is N × N and for all k we have that the limit µ(x k ) := lim N E(tr(X k N )) exists. Then the ensemble {X N } N has a limit distribution. Suppose further that for all k we have µ (x k ) := lim N N (E(tr(X k N )) − µ(x k )) exists. Then we say that the ensemble has a infinitesimal distribution.
An example was given by Johansson in [10] and Ledoux in [12] for the Gaussian orthogonal ensemble. In this case µ is the semi-circle law Figure 1 The planar objects are the non-crossing annular pairings of Mingo-Nica [13] , except in this case the circles have the same orientation. If (r, s) is a pair then (−r, −s) is a pair. These are the only conditions. and µ is the difference of the Bernoulli and the arcsine law: (1) dµ (x) = 1 2
Another example of an infinitesimal distribution was given by Mingo and Nica in [13, Corollary 9.4] . In [13] complex Wishart matrices were considered. In particular X N = 1 N G * G with G a M × N Gaussian random matrix with independent N (0, 1) entries. When lim N M/N = c and we get the well known Marchenko-Pastur distribution with parameter c (see [15, Ex. 2.11] ). If we further assume that c := lim N (M −N c) exists then there is an infinitesimal distribution with µ given by (2) dµ ( Note that the continuous part of µ is supported on the interval [a, b] with a = (1 − √ c) 2 and b = (1 + √ c) 2 . In [13] the distribution was given in terms of infinitesimal cumulants: κ n = c for all n; the density above is obtained from Equation (7) infra.
The 1 N expansion of E(tr(X n N )) in the goe case is known to count maps on locally orientable surfaces (see [8, Thm. 1.1] and [12, §5] ). What is new in this article is that the infinitesimal moments of the goe are described by planar objects and thus stay within the class of the non-crossing partitions standard in free probability, but not the noncrossing partitions of type B used in [3] . We shall see that independent goe's are not asymptotically infinitesimally free, nor are a goe and a deterministic matrix. However there is a universal rule for computing mixed moments (see Theorem 29).
In §2 we present of review of infinitesimal freeness and infinitesimal cumulants. In §3 we find the combinatorial expression for the infinitesimal moments. In §4 we show how these are described by non-crossing partitions. In §5 we use this description to find the infinitesimal cumulants of the goe. In §6 we show how the results of [13, §9] give the infinitesimal cumulants of a complex Wishart matrix and demonstrate asymptotic infinitesimal freeness. In §7 we use the results of §5 to show that independent ensembles are not asymptotically infinitesimally free. This demonstrates the difference between the real and complex case.
Infinitesimal freeness
The theory of infinitesimal freeness and infinitesimal cumulants is presented in [2] , [3] , and [7] . See also [6] . We shall extract the parts needed for our results.
We begin by recalling the moment-cumulant formula ( [18, Lect. 11] ). For a non-commutative probability space (A, ϕ) and a ∈ A we let m n = ϕ(a n ) and call {m n } n the moment sequence of a. Let us recall the usual way of constructing the free cumulants {κ n } n . Suppose we have for each n a linear map κ n : A ⊗n → C. We can extend this to a sequence of maps indexed by partitions by setting for π ∈ P(n) κ π (a 1 , . . . , a n ) = V ∈π V =(i 1 ,...,i l ) κ l (a i 1 , . . . , a i l ).
We then in turn use this to define {κ n } n by the relations (3) ϕ(a 1 · · · a n ) = π∈N C(n) κ π (a 1 , . . . , a n ).
This produces an inductive and recursive definition because on the right hand side of (3) there is only one term with a κ n and for all the others we only need to know κ 1 , . . . , κ n−1 . Now let us recall the definition of an infinitesimal probability space [2] . We start with a non-commutative probability space (A, ϕ) and suppose we have ϕ : A → C with ϕ (1) = 0. We use the infinitesimal version of (3) to define the infinitesimal cumulants: (4) ϕ (a 1 · · · a n ) = π∈N C(n) ∂κ π (a 1 , . . . , a n )
where the maps ∂κ π : A ⊗n → C are defined as follows. Given a sequence of linear maps κ n : A ⊗n → C we extend this to pairs (π, V ) where π ∈ P(n) and V ∈ π as follows. If V = (i 1 , . . . , i l ) we set κ π,V (a 1 , . . . , a n ) = κ l (a i 1 , . . . , a i l ) W ∈π W =V W =(j 1 ,...,jm) κ m (a j 1 , . . . , a jm ). and (5) ∂κ π (a 1 , . . . , a n ) = V ∈π κ π,V (a 1 , . . . , a n ).
This produces a well defined sequence {κ n } n exactly the same way (3) does for free cumulants. We round out the notation by setting ∂κ n = κ n .
Example 1. Suppose we have an infinitesimal distribution such that κ n = c for all n and κ n = c for all n. We are assuming that c and c are real numbers. Then ∂κ π = c · #(π) · c #(π)−1 , as for each V ∈ π we have κ π,V = c · c #(π)−1 and there are #(π) blocks V .
For use in §7 , we apply the ∂ notation to ϕ by setting ∂ϕ π (a 1 , . . . , a n ) = V ∈π ϕ π,V (a 1 , . . . , a n ),
where, when V = (i 1 , . . . , i k ) we have ϕ π,V (a 1 , . . . , a n ) = ϕ (a i 1 · · · a i k ) W =V W =(j 1 ,...,j l ) ϕ(a j 1 · · · a j l ).
In this notation (6) ∂κ π (a 1 , . . . , a n ) = π∈N C(n) µ(π, 1 n )∂ϕ π (a 1 , . . . , a n )
We shall clarify these relations by looking at the cases n = 1, 2 and 3. For n = 1 we have ϕ (a 1 ) = κ 1 (a 1 ). So κ 1 (a 1 ) = ϕ (a 1 ). For n = 2 we have ϕ (a 1 , a 2 ) = κ 2 (a 1 , a 2 ) + κ 1 (a 1 )κ 1 (a 2 ) + κ 1 (a 1 )κ 1 (a 2 ).
Thus κ 2 (a 1 , a 2 ) = ϕ (a 1 a 2 ) − {ϕ (a 1 )ϕ(a 2 ) + ϕ(a 1 )ϕ (a 2 )}. For n = 3 we have ϕ (a 1 a 2 a 3 ) = κ 3 (a 1 , a 2 , a 3 ) + κ 1 (a 1 )κ 2 (a 2 , a 3 ) + κ 1 (a 1 )κ 2 (a 2 , a 3 )
From which we conclude that
These examples are special cases of the Möbius inversion of Eq. (4) κ n (a 1 , . . . , a n ) = π∈N C(n) µ(π, 1 n ) ∂ϕ π (a 1 , . . . a n ).
When all the random variables are the same we can just write everything in terms of {m n , m n } n and {κ n , κ n } n . If π has blocks of size k 1 , k 2 , . . . , k l we can write, using the notation of equation (5),
which is the Leibniz rule applied to
Recall that the Cauchy transform of µ is given by
If the corresponding cumulants are {κ n } n then the R-transform is
The Cauchy transform and the R-transform are related by the equa-
In the infinitesimal case we have the infinitesimal Cauchy transform
and the infinitesimal r-transform r(z) = κ 1 + κ 2 z + κ 3 z 2 + · · · and they are related by the equations
and
where K(z) = 1 z + R(z), G = dG dz , and K = dK dz . Note that for the infinitesimal versions, g and r, we don't have to solve an equation to get one from the other. This is one similarity with second order freeness where there are a second order Cauchy and R-transform related by [15, Ch. 5] ) and [4, Cor. 6.4] .
Definition 2. Let (A, ϕ, ϕ ) be an infinitesimal probability space and A 1 , . . . , A s be unital subalgebras. We say that A 1 , . . . , A s are infinitesimally free if A 1 , . . . , A s are free, and for all a 1 , . . . , a n with ϕ(a i ) = 0 and a i ∈ A j i with j 1 = j 2 = · · · = j n−1 = j n we have ϕ (a 1 · · · a n ) = ϕ(a 1 a n )ϕ(a 2 a n−1 ) · · · ϕ(a m a m+2 )ϕ (a m+1 ) when n = 2m + 1 and ϕ (a 1 · · · a n ) = 0 when n is even.
We shall obtain our asymptotic freeness results using the characterization of infinitesimal freeness in terms of cumulants. • for all a 1 , . . . , a n with a i ∈ A j i we have κ n (a 1 , . . . , a n ) = 0 unless j 1 = j 2 = · · · = j n , and • for all a 1 , . . . , a n with a i ∈ A j i we have κ n (a 1 , . . . , a n ) = 0 unless j 1 = j 2 = · · · = j n .
The infinitesimal moments of a goe random matrix
In this section we make precise the notation we shall use to describe goe random matrices.
. Then X is a N × N goe random matrix. We will denote by tr the normalized trace of a N × N matrix. Our goal in this section is to compute in terms of planar diagrams the 1/N term of E(tr(X n )) for each n. We shall see that for n odd we have E(tr(X n )) = 0. n E(tr(X n ))
The constant terms are the familiar Catalan numbers; the coefficients of N −1 are the moments of the µ in Eq. (1).
In this paper we shall frequently use the following notation: for any matrix A we set A (−1) = A T and A (1) = A.
Most of our calculations will be in S n , the symmetric group on [n] = {1, 2, 3, . . . , n}. Let γ = (1, 2, 3, . . . , n) ∈ S n be the permutation with one cycle.
We let [±n] = {1, 2, 3, . . . , n, −n, −(n − 1), . . . , −1} and S ±n the permutations of [±n]. We embed S n into S ±n be making π ∈ S n act trivially on {−n, −(n−1), . . . , −1}. We let δ ∈ S ±n be the permutation δ(k) = −k for all k ∈ [±n]. For any permutation π we let #(π) denote the number of cycles of π. Note that #(πσ) = #(σπ). If the subgroup π, σ generated by π and σ acts transitively on [n] then there is an integer g ≥ 0 (the genus of a certain surface) such that
This is Euler's equation for the Euler characteristic of the corresponding surface. Any permutation π is automatically considered a partition whose blocks are the cycles of π. The partition will be non-crossing if and only if #(π) + #(π −1 γ) = n + 1.
We set Z 2 = {−1, 1}, if ∈ Z n 2 we write = ( 1 , . . . , n ). We shall also regard as a permutation in S ±n as follows. If k ∈ [±n] we let (k) = |k| k. If = (−1, −1, . . . , −1) then = δ. As permutations and δ commute.
A partition is a pairing if all its blocks have 2 elements. P 2 (n) is the set of pairings of [n] (empty of n is odd).
Given j : [±n] → [N ] we let ker(j) be the partition of [±n] such that j is constant on the blocks of ker(j) and takes on different values on different blocks. If ker(j) ≥ γδγ −1 then j −1 = j 2 , j −2 = j 3 , . . . , j −n = j 1 . P is a true/false proposition depending on a variable x we write 1 P to be the function
Thus for our Gaussian matrix G = (g ij ) ij we have the Wick formula
Lemma 5.
Remark 6. We have to decide for a pair (π, ) what the value of #( γδγ −1 ∨ πδπδ) − (n/2 + 1) can be. Recall that if p and q are pairings and p ∨ q denotes the join as partitions then 2(p ∨ q) = #(pq) (see [14, Lemma 2] ). Moreover we can write the cycle decomposition of pq as pq = c 1 c 1 · · · c k c k where c l = qc −1 l q. Lemma 7. For π ∈ P 2 (n) and ∈ Z n 2 we have #( γδγ −1 ∨ πδπδ) − (n/2 + 1) ≤ 0, with equality only if #(πγ) = n/2 + 1 and r = − s for all (r, s) ∈ π.
Proof. 2#( γδγ −1 ∨ πδπδ) = #(γδγ −1 δ πδπ ). Now γδγ −1 δ has 2 cycles and πδπ is a pairing. Thus #(γδγ −1 δ) = 2 and #( πδπ ) = n. Now we consider two cases. In the first case for all (r, s) ∈ π we have r = − s . Then πδπ = πδπδ. In this case
In the second case there is some (r, s) ∈ π such that r = s . In this case γδγ −1 δ, πδπ acts transitively on [±n]. So again by Eq. (8) we have for g ≥ 0
Remark 8. We have identified the leading term as all the pairs (π, ) where #(γπ) = n/2 + 1 and r = − s for all (r, s) ∈ π. The first condition is that π ∈ N C 2 (n). Since there are for a given π, 2 n/2 ways of choosing so that the second condition is satisfied we get that the leading term of E(tr(X n )) is the Catalan number |N C 2 (n)| = C n/2 = 1 n/2+1 n n/2 , i.e. m n = lim n→∞ E(tr(X n )) = C n/2
Thus N (E(tr(X n )) − C n/2 ) starts with the coefficient of N −1 in the expansion (9) . Hence m n = lim N N (E(tr(X n ))−C n/2 ) is the coefficient of N −1 . Suppose that π ∈ P 2 (n) and r = − s for all (r, s) ∈ π. Then as noted above we have πδπ = πδπδ so for some g ≥ 0
Thus these pairs cannot contribute to the coefficient of N −1 .
Corollary 9. The only pairs (π, ) that can contribute to the coefficient of N −1 in (9) are those for which there is at least (r, s) ∈ π such that r = s and #(δγ −1 δ πδπ γ) = n. Remark 10. As we have observed in the calculations above, for a given pair (π, ) all that matters for the permutation πδπ , and thus the right hand side of Eq. (9), is whether for each pair (r, s) ∈ π we have (a) r = − s or (b) r = s . For a given π and a choice of (a) or (b) for each pair, there are 2 n/2 choices of . In the next section we shall show that m n counts a certain number of planar diagrams.
Infinitesimal moments and non-crossing partitions
In this section we present the non-crossing partitions that describe the infinitesimal moments of the goe. For example m 4 = 5 and the five diagrams are in Figure 2 .
We have already seen that for such a pair we have the subgroup γδγ −1 δ, πδπ acts transitively on [±n] and so we may apply Eq. for some g ≥ 0. Hence
So we seek all those pairs (π, ) such that g = 0. From this we conclude that πδπδ is non-crossing with respect to γδγ −1 δ = (1, 2, . . . , n) (−n, −(n − 1), . . . , −2, −1). Thus ρ = πδπ must be a non-crossing annular pairing (see [13, Thm. 6.1] ) such that (i ) ρ connects the two circles (ii ) ρ commutes with δ (iii ) the pairs of ρ come in pairs. If (r, s) ∈ π then (−r, −s) ∈ ρ. If r and s have opposite signs then (r, s) is a through string, i.e. it connects the two circles.
Notation 11. We denote by N C δ 2 (n, −n) the set of all non-crossing annular pairings ρ that satisfy (i ), (ii ), (iii ) above.
Summarizing the discussion above we have the following Theorem.
Theorem 12. m n = lim N N (E(tr(X n ))) − m n ) = |N C δ 2 (n, −n)|. Here are three examples of (π, )'s with all through strings. Here is an example with 6 through strings and 16 non-through strings. Remark 13. Carefully scrutiny of these examples reveals an important alternative way of describing elements of N C δ 2 (n, −n) that will be useful in computing the infinitesimal cumulants {κ n } n of (µ, µ ). The important property is that if we fuse the thick lines, formed by the through strings, we always get a non-crossing partition. Moreover the thick lines always occur in the same way: if the block formed by the thick lines is (i 1 , . . . , i k ) then k = 2l must be even and the pairs are (i 1 , i l+1 ), (i 2 , i l+2 ), . . . , (i l , i 2l ). Thus given a non-crossing partition π ∈ N C(n) and a block V ∈ π such that |V | is even and all other blocks of π have 2 elements we can construct an element of N C δ 2 (n, −n). [11, §6] ). Let π be a non-crossing partition in which no block has more than two elements. From π create a new partitionπ by joining into a single block all the blocks of π of size 1, call this block V . Ifπ is non-crossing and |V | is even we say that (π, V ) is a non-crossing half-pairing. The blocks of π of size 1 are called the through strings. (See Figure 4. ) We denote the set of such pairs (π, V ) by N CC 2 (n).
Remark 15. From this we see that there is a bijection from N CC 2 (n) to N C δ 2 (n, −n) where a pair (π, V ) with V a block of size k produces a ρ ∈ N C δ 2 (n, −n) with k through strings. By [1, Lemma 13] the number of non-crossing half-pairings with k through strings is n (n−k)/2 Lemma 16. Let n = 2m. The number of non-crossing annular pairings satisfying (i ), (ii ), and (iii ) above is
Proof. We know that the number of non-crossing annular pairings of an (p, q)-annulus with l through strings is l
.(see e.g. [17, Eq. (11)]). In our situation p = q = 2m, l = 2k is even and the pairings on the circles are symmetric so we only get n m−k diagrams, because one the non-through strings are placed there is only one way to place the through strings.
Theorem 17. Let ν 1 = 1 2 (δ −2 + δ 2 ) be the Bernoulli distribution and dν 2 (t) = 1 π 1 √ 4−t 2 dt be the arcsine law. Let µ = 1 2 (ν 1 − ν 2 ). Then lim N N (E(tr(X n )) − C n/2 ) = m n and m n = t n dν(t).
Infinitesimal cumulants of the goe
Recall that if a partition has all blocks of even size then it is called an even partition. We already know that for the infinitesimal goe we have κ 2 = 1 and all other κ n = 0 (i.e. the semi-circle law). We shall show that κ 2m = 1 and κ 2m−1 = 0 for all m ≥ 1. This means that for an even non-crossing partition of [n] (using the notation of Eq. (5))
π is a pairing n+2−k 2 π has one block of size k and all others of size 2 0 π has at least 2 blocks with more than 2 elements From Kreweras [9, Théorème 4] we know that that number of partitions with one block of size k > 2 and all others of size 2 is n n+k 2
. Using the cumulant-moment formula (Eq. (6)) we have
Since m 1 = m 3 = 0 and m 2 = 1 and m 4 = 5 we have κ 1 = κ 3 = 0 and κ 2 = κ 4 = 1.
Lemma 18. If n is odd then κ n = 0.
Proof. Let us recall some standard notation. For π ∈ P(n) we let m π = V ∈π m |V | . We set
We have seen that both m n = 0 and m n = 0 for n odd. If n is odd and π ∈ P(n) then π must have a block of odd size. Thus ∂m π = 0. Hence for n odd κ n = 0.
Theorem 19. For n even κ n = 1.
Proof. We have already shown that κ 2 = κ 4 = 1. Suppose that we have shown that κ 2 = · · · = κ n−2 = 1. We shall prove that κ n = 1. Form the infinitesimal moment-cumulant formula (4) we have that
By induction we have that κ π,V = 1 for (π, V ) ∈ N CC 2 (n) and π = 1 n . Moreover by Lemma 18 we have that κ π,V = 0 if (π, V ) ∈ N CC 2 (n). Hence
Since we have by Lemma 16 that m n = |N CC 2 (N )| we must have κ n = 1 as claimed.
Corollary 20. For the infinitesimal goe we have the infinitesimal rtransform is given by r(z) = z 1−z 2 . Remark 21. By Corollary 20 and Eq. (7) we have that the infinitesimal Cauchy transform of µ is
.
Note that in accordance with Eq. (1), g has poles at z = 2 and z = −2 each with residue 1 4 .
Asymptotic infinitesimal freeness for complex wishart matrices
Let us recall the notions of asymptotic freeness from [7] that we shall use.
Definition 22. Let (A, ϕ, ϕ ) be an infinitesimal probability space and x 1 , . . . , x s ∈ A. Suppose that for all i 1 , . . . , i n ∈ [s] such that they are not all equal we have both κ n (x i 1 , . . . , x in ) = 0 and κ n (x i 1 , . . . , x in ) = 0. The we sat that x 1 , . . . , x s are infinitesimally free.
The property on cumulants is called the vanishing of mixed cumulants and in [7] it is shown to be equivalent to infinitesimal freeness.
Remark 23. Independent goe random matrices are asymptotically real second order free (see Redelmeier [19] ) and in particular asymptotically free. From Theorem 19 we see that independent goe's are not asymptotically infinitesimally free. Indeed let X 1 and X 2 be independent goe random matrices and X = 1 2 (X 1 + X 2 ). If X 1 and X 2 were asymptotically infinitesimally free with limit distribution x 1 , x 2 ∈ (A, ϕ, ϕ ) then by the vanishing of mixed cumulants we would have κ n (x, . . . , x) = 2 −n/2 κ n (x 1 + x 2 , . . . , x 1 + x 2 ) = 2 −n/2+1 κ n (x 1 , . . . , x 1 ).
This would force κ n (x, . . . , x) = 0 for n > 2, contrary to Theorem 19.
To discuss asymptotic infinitesimal freeness we shall make use of the algebra C Y 1 , . . . , Y s of polynomials in the non-commuting variables Y 1 , . . . , Y s . Given elements x 1 , . . . , x s in an infinitesimal probability space (A, ϕ, ϕ ) we get two linear functionals on C Y 1 , . . . , Y s given by µ( 
Then we set µ N (I) = 0 and
Finally we set
Then in [13, Cor. 9.6] we showed that
Recall here that S n is the symmetric group on [n], γ n = (1, 2, 3 , . . . , n), and #(π) is the number of cycles in the cycle decomposition of π.
For π ∈ S n we have #(π) + #(π −1 γ n ) = n + 1 − 2g for some integer g ≥ 0. Thus for no π can we have have #(π)+#(π −1 γ n ) = n and hence µ N = 0. Also the permutations π for which #(π)+#(π −1 γ n ) = n+1 are exactly the non-crossing partitions. Let us show that a reinterpretation of [13, Cor. 9.6] shows that independent complex Wishart matrices are asymptotically infinitesimally free.
To this end we let M, N , and c be as in the paragraph above Eq. (2). From [13] we have (13) lim N E(tr(X (N )
This shows that independent complex Wishart matrices are asymptotically free. So we define µ(Y i 1 · · · Y in ) and µ (Y i 1 · · · Y in ) as above, assuming as above that c = lim N (M − N c) exists. The we can write
This shows that asymptotically, X 1 , . . . , X s are infinitesimally free. Note that when ker(i) = 1 n the right hand side of Eq. (12) is given by the integral t n dµ (t) with this µ the signed measure in Eq. (2) . Recall that µ (Y n 1 ) = π∈N C(n) ∂κ π , so Eq. (12) shows that when ker(i) = 1 n we have κ n = c for all n. The condition on π in Eq. (13) means that we have vanishing of mixed free cumulants and the condition on π in Eq. (12) implies that we have vanishing of mixed infinitesimal cumulants. This leads us to the following theorem. s } are asymptotically infinitesimally free and the infinitesimal cumulants of the limit infinitesimal distribution are given by κ n = c for all n ≥ 1. The limit infinitesimal distribution is given by µ is the Marchenko-Pastur distribution with parameter c and µ is given by Eq. (2)
Proof. Only Eq. (2) remains to be proved. We compute the infinitesimal Cauchy transform and then use Stieltjes inversion. We have already shown that κ n = c for all n, thus r (z) = c z/(1 − z). Hence
where we choose the branch as in [15, Ex. 3.6] . Note that both { π∈N C(n) M N #(π) } n and { π∈N C(n) c #(π) } n are moment sequences of positive measures, thus g is the limit of the difference of Cauchy transforms of positive measures and so we can recover a signed measure by Stieltjes inversion. Now let
As written above, g has a singularity at 0. We have lim z→0 P (z) + z − 1+c = 0 when c > 1, so lim z→0 
A universal rule for the goe and constant matrices
We have already shown that independent goe ensembles are not asymptotically free. In this section we shall go a little further and give a rule that shows a different kind of freeness applies in the orthogonal case. First let us recall a formula from [7, Eq.(5.1)] for when a 1 , . . . , a n ∈ A 1 , b 1 , . . . , b n ∈ A 2 and A 1 and A 2 are infinitesimally free (14) ϕ (a 1 b 1 a 2 b 2 · · · a n b n ) {κ π (a 1 , · · · , a n ) ∂ϕ K(π) (b 1 , · · · , b n ) + ∂κ π (a 1 , · · · , a n ) ϕ K(π) (b 1 , · · · , b n )}
where K(π) is the Kreweras complement of π. Suppose we have for each N , matrices A
s , N × N matrices that have a limit joint t-distribution. Recall from [14] this means that {A
} has a joint distribution. Using our convention that A
i this means that for every i 1 , . . . , i n and every 1 , . . . , s ∈ {−1, 1} the limit
exists; we denote this limit by ϕ(a
s are in some non-commutative infinitesimal space (A, ϕ, ϕ ) with a transpose T . Let us further suppose that A 1 , . . . , A s have a joint infinitesimal distribution. This means that for all i 1 , . . . , i n we have that (15) ϕ (a i 1 · · · a in ) = lim N N (tr(A i 1 · · · A in ) − ϕ(a i 1 · · · a in )) exists. In order to describe the limiting behaviours we need some notation.
Notation 25. Recall from [13] that for integers m, n ≥ 1 we let S N C (m, n) be the non-crossing annular permutations. Let γ m,n = (1, 2, 3, . . . , m)(m + 1, . . . , m + n) be the permutation in S m+n with two cycles. A permutation π ∈ S m+n is non-crossing annular if π has at least one cycle that connects {1, 2, . . . , m} to {m + 1, . . . , m + n}. Such cycles are called through cycles. If #(π) + #(π −1 γ m,n ) = m + n then π is non-crossing (see [13] ).
Remark 26. Now let us recall a basic formula. Let σ ∈ S n be a permutation and A 1 , . . . A n be N ×N matrices. We recall that Tr σ (A 1 , . . . , A n ) is the product over the cycles of σ of traces of products of A's. More precisely Tr σ (A 1 , . . . , A n ) = c∈σ c=(i 1 ,...,i k )
It is a standard result that
We than let tr σ (A 1 , . . . , A n ) = N −#(σ) Tr σ (A 1 , . . . , A n ).
If p ∈ P 2 (±n) is a pairing of [±n] then there are σ ∈ S n and η ∈ Z n 2 such that N i ±1 ,...,i ±n =1 a (1)
which are obtained as follows. According to Remark 6 the cycles of pδ occur in pairs so we may write
we let c i = (|j 1 |, . . . , |j r |) and η j i = j i /|j i |. For example if n = 4 and p = (1, 3)(−1, 2)(−2, −3)(4, −4) then pδ = (1, 2, −3)(4)(−1, 3, −2)(−4). So σ = (1, 2, 3)(4) and η = (1, 1, −1, 1). Thus
Note that there is not a canonical choice of a representative σ because we have to choose one cycle from each pair c i or c i . However because Tr(A 1 · · · A k ) = Tr(A T k · · · A T 1 ), the value of Tr σ A (η 1 ) 1 , . . . , A (ηn) n is independent of the choices.
Lemma 27.
Suppose that X is the N ×N goe and A 1 , . . . , A n is a set of constant matrices. Then
where (σ, η) depends on the pair (π, ) in the manner described in Remark 26.
Proof. We write X = 1 √ 2N (G + G T ). We repeat the calculation from Lemma 5, now with the A's inserted.
π, i ±1 ,...,i ±n ker(i)≥δγ −1 πδπδ γδ a (1)
Note that δγ −1 πδπδ γδ is a pairing so that we can now write the last term using Remark 26. Let ρ = πδπ . Then δγ −1 πδπδ γδ = δγ −1 δργδ. Hence δγ −1 πδπδ γδ · δ = δγ −1 δ · ρ · γ. So by Remark 26 there is a pair (σ, η) ∈ S n × Z n 2 such that i ±1 ,...,i ±n ker(i)≥δγ −1 πδπδ γδ a (1)
Hence E(tr(XA 1 · · · XA n )) = N #(σ)−(n/2+1) 2 n/2
In Remark 8 we showed that #( γδγ −1 ∨ πδπδ) ≤ n/2 + 1 with equality only if π ∈ N C 2 (n) and r = − s for all (r, s) ∈ π. Moreover in this case ρ = πδπ = πδπδ so that δγ −1 δργ = πγδγ −1 πδ and hence σ = πγ = K(π) and η ≡ 1. Also for a given π there are 2 n/2 choices of such that r = − s for all (r, s) ∈ π. Hence the highest order, O(1), term of E(tr(XA 1 · · · XA n )) is
Under our assumption of the existence of an infinitesimal limit (Eq. (15)) we have
ϕ K(π) (a 1 , . . . , a n ) = π∈N C 2 (n) ∂ϕ K(π) (a 1 , . . . , a n ) = π∈N C(n) κ π (x, . . . , x) ∂ϕ K(π) (a 1 , . . . , a n ), where the last equality holds because x is a semi-circular operator.
In Corollary 9 we showed that the second highest order, O(N −1 ), term in Eq. (16) is when #( γδγ −1 ∨ πδπδ) = n/2 and this only occurs when ρ ∈ N C δ 2 (n, −n). So this term is (17) 2 −n/2
where (π, ) are such that #( γδγ −1 ∨ πδπδ) = n/2 and (σ, η) depends on the pair (π, ) in the manner described in Remark 26. The element ρ = πδπ produced from such a pair is in N C δ 2 (n − n) and is independent of in the sense that for each pair (r, s) ∈ π, ρ only depends on the product r s . There are 2 n/2 ways of choosing an for a fixed assignment of signs r s for each (r, s) ∈ π. Moreover every ρ ∈ N C δ 2 (n, −n) can be obtained from some pair (π, ). To see this start with a ρ ∈ N C δ 2 (n, −n) and for each pair (r, s) ∈ ρ let (|r|, |s|) be a pair of π. Because of the symmetry δρδ = ρ each (|r|, |s|) will appear twice. Choose so that for each (r, s) ∈ ρ we have r s = −1 if (r, s) is not a through string of ρ and r s = 1 if (r, s) is a through string of ρ. Thus we may write Eq. (17) as ρ∈N C δ 2 (n,−n) tr σ (A (η 1 ) 1 , . . . , A (ηn) n ). and as N → ∞ we get ρ∈N C δ 2 (n,−n) ϕ σ (a (η 1 ) 1 , . . . , a (ηn) n ).
Putting these two terms together we get ϕ (xa 1 · · · xa n ) = lim N N E(tr(XA 1 · · · XA n )) − π∈N C 2 (n) ϕ K(π) (a 1 , . . . , a n ) = π∈N C 2 (n) ∂ϕ K(π) (a 1 , . . . , a n ) + ρ∈N C δ 2 (n,−n) ϕ σ (a (η 1 ) 1 , . . . , a (ηn) n ).
Notation 28. Given ρ ∈ N C δ 2 (n, −n) we construct (σ, η) as in Remark 26 we denote ϕ σ (a (η 1 ) 1 , . . . , a (ηn) n ) by ϕ K δ (ρ) (a 1 , . . . , a n ). The justification for this notation is that the pair (σ, η) come from the cycles of δγ −1 δργ which can be thought of as a type B Kreweras complement. See Figure  7 .
Theorem 29. Suppose that X is the N × N goe and A 1 , . . . , A n is a set of constant matrices such that the A's have a joint infinitesimal limit distribution and A 1 , . . . , A n , A T 1 , . . . , A T n also have a joint limit distribution. Then lim N N (E(tr(XA 1 · · · XA n )) − π∈N C(n) κ π (x, . . . , x)ϕ K(π) (a 1 , . . . , a n )) = π∈N C(n) κ π (x, x, . . . , x)∂ϕ K(π) (a i 1 , a i 2 , . . . a in ) + ρ∈N C δ 2 (n,−n) κ ρ (x, . . . , x)ϕ K δ (ρ) (a 1 , . . . , a n ).
Remark 30. Since there is a bijective map from N CC 2 (n) onto N C δ 2 (n, −n) (see paragraph above and Remark 15) and ∂κ π (x, . . . , x) = 0 only for elements of N CC 2 (n) (c.f. Eq. (10)), there should be way of writing the second term above as a sum over N C(n). This would make it closer to the equation for infinitesimal freeness: Eq. (14) on page 18.
Remark 31. As we have seen, the fact that the genus expansion for the complex Wishart means that the infinitesimal cumulants are fairly simple: κ n = c for all n. In a follow-up paper we shall compute the infinitesimal cumulants of a real Wishart matrix. We get the c term as above plus a polynomial in c. (1, 1, −1, 1, 1, −1, 1, 1) , then ρ = πδπ = (1, −7)(2, 3)(4, −8) (5, 6)(−1, 7)(−2, −3)(−4, 8)(−5, −6). We compute δγ −1 δργ = (1, 3, −7)(2) (4, 6, −8)(5)(−1, 7, −3)(−2) (−4, 8, −6)(−5). Then σ = (1, 3, 7)(2)(4, 6, 8)(5) and η = (1, 1, 1, 1, 1, 1, −1, −1). We have ϕ K δ (ρ) (a 1 , a 2 , a 3 , a 4 , a 5 , a 6 , a 7 , a 8 ) = ϕ(a 1 a 3 a T 7 )ϕ(a 2 )ϕ(a 4 a 6 a T 8 )ϕ(a 5 ).
