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Trenutno smo v obdobju velikega zanimanja za kibernetsko varnost, saj je napa-
dov na povezane naprave vedno več. Ena izmed možnosti, kako lahko pomagamo
k bolǰsi varnosti, je tudi uporaba pasti za napadalce (angl. honeypots). To je
koncept elektronskih pasti, ki ga postavimo na omrežje, da ga je mogoče napasti
in ogroziti, med tem pa pasti za napadalce zbirajo podatke o napadih. Večina
pasti ne podpira visoke interaktivnosti, kar povzroči hitreǰse odkritje, da gre za
lažno napravo. Da bi naredili pasti čim bolj zanimive za napadalca, želimo simuli-
rati realen sistem s poljubnim operacijskim sistemom in storitvami. Ker so zbrani
podatki na različnih lokacijah, želimo postaviti sistem za centralno beleženje in
analizo podatkov. Izziv pri nameščanju pasti je tudi vzpostavitev skalabilne in fle-
ksibilne infrastrukture. Ta problem je viden tako pri nameščanju velikega števila
pasti, kot tudi pri vzpostavitvi sistema za shranjevanje in analizo podatkov.
V magistrskem delu najprej predstavimo tehnologijo pasti in izberemo naj-
primerneǰso past za našo nalogo. Nato predstavimo tehnologije, ki jih smo jih
uporabili v našem sistemu za opazovanje napadalcev. Opǐsemo delovanje Docker
kontejnerjev, orkestracijskega orodja Kubernetes in sistema za centralno beleženje
podatkov. V nadaljevanju opǐsemo posamezne faze vzpostavitve visoko interak-
tivnega kontejneriziranega sistema pasti z oddaljenim dostopom preko ukazne
lupine ter težave in rešitve, ki so se pri tem pojavile. Poglobimo se tudi v var-
nost kontejnerjev in na načine urejanja ter shranjevanja podatkov. Na koncu
vzpostavimo delujoč sistem in predstavimo še njegove možne izbolǰsave.




We are currently in a period of great interest in cybersecurity, as there are emerg-
ing more and more attacks on connected devices. One way we can help improve
security is to use honeypots. It is a concept of electronic traps that we place
on the network so that they can be attacked and threatened. In the meantime,
honeypots acquire attacks data. Most honeypots don’t support high interactivity,
which makes them vulnerable to detection. To make honeypots as interesting as
possible for the attacker we want to simulate a real system with customizable op-
erating system and services. Next, we want to design a central data collection for
multiple distributed honeypots. Another challenge is also establishing a scalable
and flexible infrastructure. This problem is present at deploying a large number
of honeypots, as well as setting up a system for storing and analyzing data.
In the thesis, we first give an overview of the field of honeypots and choose
the most suitable honeypot for our task. Then we present the technologies we
used in our honeypot system. We describe Docker containers, Kubernetes, and a
central data collection system. After that, we describe the individual phases of
establishing a highly interactive containerized and distributed honeypot system
with remote secure shell access. During each step, we present problems and
solutions appeared in the process. We also go into details about the safety of
containers and the ways of cleaning and storing data. Finally, we set up a working
system and suggest possible improvements.
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Državni inštitut za standarde
in tehnologijo
National Institute of Standards
and Technology
RDP protokol oddaljenega namizja Remote Desktop Protocol
REST predstavitveni prenos stanj Representational State Transfer
RIR regionalni IP register Regional IP Registries
SCP protokol varnega kopiranja Secure copy protocol
SFTP
varni protokol za prenos
datotek
Secure File Transfer Protocol
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SHA1 varni zgoščevalni algoritem 1 Secure Hash Algorithm 1
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1 Uvod
V današnjem času se možnosti za kibernetske napade eksponentno povečujejo, saj
se povečuje tudi število naprav, povezanih v internet, kot so naprimer internet
stvari (angl. Internet of things – IoT) in vgrajeni sistemi. Po napovedih naj
bi število naprav leta 2025 doseglo 100 milijard [1]. Poleg tega po nekaterih
raziskavah [2] že skoraj četrtino vsega prometa predstavljajo zlonamerne naprave.
Samo Kaspersky Lab je v letu 2015 zaznal skoraj 800 milijonov napadov [3]. Da
bi se lahko uspešno zavarovali pred grožnjami, moramo neprestano spremljati
kibernetske napade, da bi lahko razumeli orodja in tehnike, ki so bile uporabljene
s strani napadalcev in tako razvili uspešne mehanizme za zaščito pred trenutnimi
in novimi grožnjami.
Varnostne koncepte lahko razdelimo v tri področja: preprečevanje, odkrivanje
in odziv. Preprečevanje lahko definiramo kot vsako dejanje, ki odvrne napadalca
od napada in naredi sistem neranljiv. Odkrivanje je proces odkrivanja prisotnosti
zlonamernih dogodkov, ki bi ogrozili integriteto, zaupnost in razpoložljivost sis-
tema. Odziv opisuje izvajanje aktivnih ukrepov po odkritju škodljivih aktivnosti.
Idealen odziv izbolǰsuje preprečevanje in nadaljno odkrivanje. Različne naprave
imajo cilj doseči najbolǰse rezultate za lastno področje, zato potrebujemo za ce-
lovito varnost več različnih naprav.
K celoviti varnosti pripomore kombinacija požarnih zidov, sistemov za zazna-
vanje in preprečevanje vdorov (angl. Intrusion detection system – IDS, Intru-
sion Prevention System – IPS), antivirusnih programov in spremljanje dnevni-
kov. Pomembno je razlikovati opisane koncepte, da lahko dosežemo njihov polni
potencial. Požarni zidovi so naprave, ki nadzorujejo omrežni promet glede na pre-
definirana statična pravila. Delujejo kot zidovi med varnim in nevarnim delom
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omrežij. Sistemi za zaznavanje vdorov pregledujejo celotne pakete, tako glavo
kot tudi njihovo vsebino za znake okužbe in v takem primeru opozorijo admini-
stratorja. Podobno delujejo tudi protivirusna orodja, ki pregledujejo datoteke z
že znanimi vzorci in ǐsčejo zlonamerno programsko opremo. Zanašanje samo na
opisane tradicionalne varnostne naprave ne zadostuje za detektiranje novih, hitro
spreminjajočih se vzorcev napadov [4]. Za uspešno celovito zaščito potrebujemo
tudi pasti za napadalce (angl. honeypots).
Pasti za napadalce ne pripomorejo veliko k preprečevanju napadov, saj njihov
namen ni obramba pred napadi. Najbolǰsi način za preprečevanje je še vedno s
pomočjo požarnih zidov. Pri odkrivanju napadov nam lahko pasti za napadalce
ponudijo veliko dodatnih informaciji, saj je detektiranje napadov na produkcijskih
sistemih težavno zaradi velike količine prometa. Pri odkrivanju najbolje delujejo
sistemi za zaznavanje vdorov, ki so narejeni posebej s tem namenom. Pasti nam
zelo pomagajo pri hitrosti odziva na napade. Ker pasti za napadalce ne vsebujejo
produkcijskih storitev, lahko označimo celoten zaznan promet kot neavtoriziran.
Tako je količina zbranih podatkov manǰsa in omogoča hitreǰso analizo in odziv,
poleg tega pa lahko pasti izklopimo za natančneǰso analizo. S tem lahko odkrijemo
ranljivosti ničtega dne, kar je tudi pomembna dodana vrednost. Velik del nove
škodljive kode odkrijejo prav pasti za napadalce [5]. Ker pasti zaznajo samo njim
namenjen promet, jih ne moremo uporabiti namesto drugih varnostnih naprav.
V nadaljevanju si bomo pogledali probleme, s katerimi se lahko srečamo pri
vzpostavitvi mreže pasti za napadalce.
1.1 Opis problema
Odločili smo se, da bomo tudi sami postavili mrežo pasti za napadalce, s katero
bomo skušali zbrati različne podatke napadalcev, ki bi lahko pripomogli k bolǰsi
varnosti. Da bi se naloge uspešno lotili, je bilo najprej potrebno ugotoviti glavne
probleme, ki so ponavadi prisotni pri podobnih projektih.
Pri namestitvi programske opreme velikokrat naletimo na težave zaradi
združljivosti in manjkajočih odvisnosti. Podoben izziv lahko pričakujemo pri
pasteh, ki so napisane v različnih programskih jezikih in namenjene različnim
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operacijskim sistemom.
Kljub temu, da pasti za napadalce obstajajo že zelo dolgo, lahko napadalci
zelo enostavno odkrijejo, da gre za lažen sistem in to informacijo delijo med se-
boj, s tem pa ustvarjajo črno listo takšnih naprav [5]. Enostavne pasti lahko
primerjamo z enostavnimi končnimi avtomati (angl. finite state machine), ker
se vedno enako odzovejo na enake vhodne podatke. Eden izmed načinov kako
lahko napadalec ugotovi, da gre za past, je s pomočjo preproste izvedljive da-
toteke. Takih datotek preproste pasti ne morejo zagnati. Da bi naredili pasti
prepričljiveǰse in zanimiveǰse za napadalce, potrebujemo sistem, ki simulira re-
alno napravo. Pri takih pasteh se močno poveča tudi poraba sistemskih virov
zaradi interakcije napadalcev s sistemom. Z vključevanjem visoko interaktivnih
pasti v našo infrastrukturo se moramo vprašati ali je naše okolje dovolj varno za
spremljanje vdorov motiviranih in naprednih napadalcev. S tem, ko damo napa-
dalcu na voljo realni sistem, se močno poveča tudi tveganje, da bi lahko napadalec
izkoristil našo infrastrukturo v lastno korist.
Za pridobitev raznolikih informaciji o napadalcih potrebujemo večje število
pasti, kar pa prinese nove izzive. Prvi je povečana količina zbranih podatkov,
ki so razporejeni na različnih napravah. Da bi lahko zbrane podatke analizirali
pravočasno in učinkovito, jih je potrebno prenesti in shraniti na centralno me-
sto. Pri pojavljanju nove škodljive kode je kritično, da njeno detektiranje poteka
hitro, saj lahko tako preprečimo veliko škodo. Poleg tega je pri veliki količini
nestrukturiranih in nefiltriranih podatkov težko izluščiti pomembne informacije,
ki jih skrivajo podatki, zato jih je potrebno pred analizo urediti.
Kot smo omenili, bi radi vzpostavili sistem za opazovanje napadalcev, ki je
geografsko porazdeljen. S tem se pojavijo težave, s katerimi se moramo spopasti;
to so naprimer fleksibilnost, varnost in agilnost infrastrukture. Večje število pasti
vpliva tudi na to, da potrebujemo večje število javnih naslovov IP, za katere vemo,
da je njihov naslovni prostor omejen.
Veliko organizacijam predstavlja namestitev velikega števila pasti komple-
ksen problem z vidika namestitve, vzdrževanja in upravljanja infrastrukture [6].
Dandanes je zelo popularna namestitev programske opreme v oblaku s pomočjo
različnih orkestracijskih orodij. To prinaša ogromno prednosti glede na tradici-
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onalne fizične ali virtualizirane strežnike. Poleg tega pride tudi do novih izzi-
vov, kot so kompleksnost infrastrukture, nova varnostna vprašanja in efektivno
upravljanje sistema. Problem skalabilnosti se preslika tudi na podatkovni tok in
shranjevanje podatkov.
Če povzamemo zgoraj omenjene probleme, želimo imeti sistem z naslednjimi
lastnostmi:
 Enostavnost namestitve in upravljanja z viri: Namestitev in konfigu-
racija pasti za napadalce je enostavna.
 Simulacija realnega sistema napadalcem: Past deluje v visoko inte-
raktivnem načinu in napadalcu otežuje ugotoviti, da gre za lažni sistem.
 Varnost sistema: Napadalec ne more odkriti vseh lokacij, ko odkrije eno
past. Pasti so med seboj neodvisne. Napadalec ne more povzročiti škode
našim in zunanjim sistemom.
 Sistem za centralno upravljanje z dnevniki: Centralno upravljanje
z dnevniki omogoča uporabnikom zbiranje podatkov iz različnih virov, v
različnih formatih in oblikah (strukturiranih in nestrukturiranih) za analizo,
iskanje, spremljanje in pregledovanje v realnem času. Podatki so podvojeni
na več mest, tako da zdržijo v primeru izgube ene naprave.
 Skalabilnost in distriburiranost pasti: Sistem podpira veliko število
pasti, porazdeljenih po različnih lokacijah. Omogoča zbiranje velike količine
podatkov in nadaljnje širjenje kapacitet brez večjih težav.
 Skalabilnost podatkovnega toka: Kapaciteta sistema za centralno opra-
vljanje z dnevniki se enostavno povečuje ob povečanju količine podatkov.
1.2 Nameni in cilji dela
Namen magistrskega dela je ugotoviti ali je možno zgraditi sistem, ki bi omogočal
čim več funkcionalnosti, opisanih v preǰsnjem poglavju. Ker bi implementacija
vseh funkcionalnosti bila precej zahteven zalogaj, smo se odločili postaviti neka-
tere omejitve, da bi s tem dosegli zastavljene cilje.
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1.2.1 Vzpostaviti past za napadalce z oddaljenim dostopom preko
ukazne lupine
Število različnih aplikaciji in protokolov, ki se trenutno pojavljajo, je ogromno,
zato smo se odločili omejiti samo na protokol varnostne lupine (angl. Secure Shell
– SSH). Razlogi za to so naslednji:
 spada med najbolj zanimive protokole za napadalce [7];
 zagotovimo, da v primeru uspešnega napada, napadalec pridobi največjo
možno kontrolo nad napravo in s tem natančno spremljamo napade ter
najdemo ranljivosti naprave in novo škodljivo programsko kodo;
 veliko število razvitih pasti s podporo za SSH;
 večina naprav podpira oddaljen dostop preko SSH;
Cilj je vzpostaviti delujočo SSH past za napadalce.
1.2.2 Vzpostaviti realno okolje za napadalca
S tem ko smo se odločili za SSH past za napadalce, moramo zagotoviti sistem,
v katerega bo napadalec vstopil ob uspešni prijavi. Cilj je vzpostaviti visoko
interaktivno past, torej realni operacijski sistem, na katerega lahko napadalec
namešča škodljivo kodo. Želimo zagotoviti fleksibilnost in skalabilnost takega
okolja. Okolje omogoča enostavno testiranje različnih operacijskih sistemov in
storitev, ki simulirajo produkcijski sistem. Visoko interaktivne pasti morajo biti
varne, da napadalcu preprečujejo prevzem nadzora nad gostiteljem. V našem
primeru je cilj vzpostaviti varno okolje z operacijskim sistemom Ubuntu 18 [8].
1.2.3 Skaliranje in orkestracija pasti v mrežo pasti
Cilj je s pomočjo odprtokodnih tehnologij vzpostaviti geografsko porazdeljen sis-
tem za enostavno dodajanje in upravljanje z visoko interaktivnimi pastmi za
napadalce. Glavni namen je zmanǰsati ročno delo pri upravljanju velikega števila
pasti. Ob uspešni namestitvi in konfiguraciji želimo imeti sistem, ki:
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 se enostavno skalira,
 je geografsko porazdeljen,
 omogoča fleksibilno in enostavno konfiguracijo,
 omogoča, da ga v nadaljevanju namestimo na poljubno oblačno platformo.
1.2.4 Centraliziran in skalabilen sistem za zbiranje podatkov
Vse nestrukturirane zapise iz pasti, razpršenih po različnih geografskih lokacijah,
želimo učinkovito shraniti v centralni sistem, ki bo omogočal enostavno in hitro
analizo. Cilj je vzpostaviti sistem, ki ima naslednje značilnosti:
 enostavno povečevanje prostora shranjevanja,
 možnost fleksibilnega in hitrega dostopa do podatkov,
 enostavna analiza in prikazovanje podatkov,
 shranjevanje podatkov fleksibilnega formata,
 odpornost na napake.
1.2.5 Zagotovitev urejenih podatkov za kakovostno analizo
Na visokem nivoju lahko sisteme za shranjevanje in procesiranje podatkov razde-
limo v dve kategoriji [9]:
 Sistem zapisov (angl. system of record) je tudi vir resničnosti podat-
kov, saj shranjuje verodostojno različico podatkov. Novi podatki so vedno
zapisani v ta sistem. V primeru, da pride do neskladnosti podatkov med
različnimi sistemi, je podatek v tem sistemu uporabljen kot pravilni. V
našem primeru bi to vlogo prevzel sistem za centralno opravljanje z dnev-
niki.
 Izpeljan podatkovni sistem (angl. derived data system) je rezultat
transformacije in procesiranja podatkov iz obstoječega sistema. V primeru,
da take podatke izgubimo, jih lahko ponovno ustvarimo iz originalnih po-
datkov. Podatke iz centralnega sistema je cilj v skoraj realnem času trans-
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formirati v urejeno relacijsko obliko. SQL podatkovna baza bi vsebovala
urejene in dopolnjene podatke v več tabelah:
– urejeni splošni podatki o napadih,
– prenesene in analizirane zlonamerne datoteke,
– združeni napadi po naslovih IP in internetnih ponudnikih.
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2 Pregled področja
V nadaljevanju bomo strnjeno predstavili članke, ki preučujejo podobno proble-
matiko.
Študija A Survey on Honeypot Software and Data Analysis [4] predstavlja
poglobljen vpogled v področje programske opreme pasti za napadalce in analizo
podatkov napadalcev. Avtorji najprej predstavijo ozadje tehnologije pasti, nato
pa sledi pregled programske opreme pasti, razvrščene po protokolih in interaktiv-
nosti. Na koncu opisujejo različne metode za analizo zbranih podatkov ter etična
in pravna vprašanja, ki se lahko pojavijo pri podobnih projektih.
Ideje za distribuiran sistem pasti so avtorji članka HoneyLab: Large-Scale
Honeypot Deployment and Resource Sharing [5] dobili že pred leti, kjer so želeli
vzpostaviti distribuirano infrastrukturo za nameščanje in opazovanje pasti. Sis-
tem je omogočal tudi, da so lahko drugi raziskovalci nameščali lastne pasti na
deljeno infrastrukturo. Sam sistem je star več kot desetletje, zato temelji na
tehnologijah, ki niso več popularne, vendar vseeno dobimo nekaj informacij o la-
stnostih takega sistema, ki so koristne tudi za naš primer. Noveǰsi projekt T-Pot
- The All In One Honeypot Platform [10] združuje skoraj 20 različnih kontejni-
riziranih pasti, ElasticSearch [11] za centralno shranjevanje dnevnikov in druga
orodja.
Članki [12, 13] kažejo, da postaja uporaba kontejnerjev priljubljena tudi pri
namestitvi pasti za napadalce. V prvem članku avtorji raziskujejo vzpostavitev
visoko interaktivne pasti, tako za Windows kot Linux operacijski sistem. Izziv
jim je predstavljala integracija pasti v obstoječe omrežje podjetja. Predstavljajo
tudi nekaj praktičnih izkušenj z Linux in Windows kontejnerji za različne sto-
ritve ter omejitve, ki so jih pri tem ugotovili. V drugem članku pa opisujejo
9
10 Pregled področja
podobno idejo o našem sistemu, kjer so raziskovalci na eno napravo namestili 3
različne pasti (Cowrie [14], Dionaea [15], Glastopf [16]) v Docker [17] kontejner-
jih in prenesene datoteke skenirali na VirusTotal [18] ter vse rezultate shranili
v ElasticSearch. Za razliko od našega eksperimenta niso implementirali visoke
interakcije ter distribuiranosti na več geografskih lokacijah, so pa pokrili večje
število protokolov.
Za vzpostavitev varnega kontejnerskega okolja smo se zgledovali po članku
Container Security: Issues, Challenges, and the Road Ahead [19], kjer avtorji
opǐsejo težave, ki se lahko pojavijo pri varnosti kontejnerjev in možne rešitve. Iz-
hajajo iz 4 posplošenih primerov uporabe, ki pokrivajo večino varnostnih tveganj
na gostitelj-kontejner področju. Študija Efficiency and security of docker based
honeypot systems [20] natančneje opisuje varnostne izzive pri implementaciji pasti
za napadalce, ki temeljijo na Docker kontejnerjih. Avtorji rešujejo problem ali so
sistemi, ki temeljijo na kontejnerskih tehnologijah dovolj varni, da bi jih uporabili
proti visoko motiviranim in sofisticiranim zlonamernim napadalcem. Ugotovili so,
da večina osnovnih Docker slik, ki jih najdemo na internetu ne izpolnjuje var-
nostnih zahtev za uporabo pri pasteh. Docker podpira varnostne mehanizme, s
katerimi lahko te pomanjkljivosti odpravimo, vendar za to potrebujemo znanje
in pravilno konfiguracijo.
3 Tehnologija pasti za napadalce
V tem poglavju bomo opisali pojme, ki se pojavljajo pri pasteh za napadalce,
predstavili osnovne koncepte in opisali prednosti za njihovo uporabo. V krat-
kem stavku lahko past za napadalce opǐsemo kot računalnǐsko vabo, za katero
je dodana vrednost, da je najdena, napadena ali ogrožena [21]. Da je naprava
zanimiva za napadalce, se mora predstavljati čim bolj podobno realnemu sistemu,
ki vsebuje pomembne informacije. Glavno pa je, da past spremlja in beleži vse
dejavnosti napadalca v urejeni obliki, ki jih je potem možno analizirati in odkriti
motive za napad.
3.1 Klasifikacija pasti za napadalce
Past za napadalce je ponavadi klasificirana v več različnih kategorijah naenkrat,
glede na njene karakteristike.
3.1.1 Klasifikacija glede na način namestitve
Pasti za napadalce na grobo delimo na fizične (angl. physical honeypots) in
navidezne (angl. virtual honeypots). Prve so realne naprave na omrežju, ki
omogočajo spremljanje realnih napadov na realni opremi. Take pasti je težje
in dražje namestiti, saj za vsako novo past potrebujemo novo fizično napravo.
Fizične pasti se težko skalirajo in jih je potrebno ročno upravljati, tako da so
načeloma uporabne le v nadzorovanih okoljih v raziskovalne namene.
Ker so virtualna okolja vedno pogosteǰsa, je uporaba virtualnih pasti danes
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Slika 3.1: Klasifikacija pasti za napadalce v kategorije
zelo pogosta. Glavni prednosti sta enostavna namestitev in večja skalabilnost.
Ena fizična naprava lahko poganja več virtualnih pasti.
3.1.2 Klasifikacija glede na nivo interakcije
Glede na nivo interakcije lahko pasti delimo na naslednje kategorije [4, 22]:
 Nizko interaktivne pasti (NIP) (angl. Low interaction honeypot) po-
navadi simulirajo majhno število storitev, ki so pogosta tarča napadalcev
(npr. SSH in FTP). Napadalcem ne ponujajo dostopa do operacijskega sis-
tema. Uporabljajo malo sistemskih virov in celotna kompleksnost sistema
je majhna. Njihova uporaba je tudi bolj varna, saj emulirajo ranljivosti,
tako da jih napadalci ne morejo izkoristiti. Ker je količina zbranih podat-
kov omejena, so ponavadi uporabljene za statistično evalvacijo. Še vedno
pa zadostujejo, da prepoznajo vrhove v številu zahtevkov, ki jih proizvajajo
avtomatizirani črvi. Večinoma so uporabljene v produkcijskih okoljih.
 Srednje interaktivne pasti (SIP) (angl. Medium interaction honeypot)
so bolj dovršene od nizko interaktivnih, vendar še vedno ne ponujajo funk-
cionalnosti realnega operacijskega sistema. Simulirane storitve so bolj izpo-
polnjene in zagotavljajo vǐsji nivo interakcije, ki vračajo smiselne odgovore
v upanju, da bi prepričali napadalca, da je sistem realen in tako sprožile
3.1 Klasifikacija pasti za napadalce 13
nadaljnje napade. Emulirajo tudi več storitev in s tem so zanimiveǰse za
napadalce. Zaradi omejene interaktivnosti imajo SIP skupaj z NIP majhno
možnost, da bi ogrozile sistem.
 Visoko interaktivne pasti (VIP) (angl. High interaction honeypot) so
kompleksneǰse in najbolj sofisticirane pasti, ki duplicirajo nekatere aktiv-
nosti produkcijskih sistemov. Uporabniku je dovoljena neomejena interak-
cija z realnim operacijskim sistemom, ki omogoča pridobitev podrobneǰsih
informaciji o napadu. Zaradi tega so takšni sistemi tudi kompleksni za
implementacijo, namestitev in vzdrževanje. Število storitev na takih pa-
steh je veliko. Za analizo vseh podatkov je potrebno več časa in je težko
povsem avtomatizirana, zato so veliko krat uporabljene v raziskovalne na-
mene. Napadalcem je pri VIP težje ali celo nemogoče ugotoviti, da ne gre
za produkcijski sistem. VIP je lahko kar pravi sistem.
Tabela 3.1: Lastnosti pasti glede na nivo interakcije.
Lastnosti NIP SIP VIP
Realni operacijski sistem NE NE DA
Nivo tveganja nizko srednje visoko
Količina zbranih informaciji majhna srednja visoka
Težavnost namestitve nizka nizka visoka
Zahtevnost in čas vzdrževanja nizka nizka zelo visoka
Znanje za razvoj nizko visoko visoko
Potrebno je poudariti, da je taka klasifikacija precej akademska in nepraktična.
Skozi čas je bilo razvitih veliko različnih pasti, ki jih je težko klasificirati v spe-
cifične kategorije. Zato je postala praksa, da se klasificira pasti kot nizko in visoko
interaktivne [21]. Tako lahko vse pasti, ki poslušajo promet na vratih in emulirajo
storitve, klasificiramo kot NIP, tiste, ki pa ponujajo realne storitve in operacijski
sistem pa kot VIP.
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3.1.3 Klasifikacija glede na namen uporabe
Glede na namen uporabe lahko pasti za napadalce uvrstimo v dve kategoriji:
produkcijske in raziskovalne pasti:
 Produkcijske pasti uporabljajo organizacije in jih nameščajo poleg pro-
dukcijskih strežnikov znotraj omrežja. Namestitev in uporaba je enostavna.
Njihov namen je odkrivanje neavtoriziranega dostopa znotraj omrežja, zbe-
rejo manj informaciji o napadih.
 Raziskovalne pasti so veliko bolj kompleksne tako s strani namestitve
kot tudi vzdrževanja, vendar lahko pridobimo več informacij. Ponavadi jih
uporabljajo univerze in omrežni forenziki za zbiranje informacij o metodah,
motivih in taktikah napadov.
3.2 Prednosti in slabosti pasti za napadalce
V nadaljevanju smo opisali glavne prednosti in slabosti pasti za napadalce [4].
Prednosti:
 Zbiranje koristnih podatkov: Ker podatki, ki jih zbirajo pasti, niso
pomešani s produkcijskimi podatki, so ti bolj dragoceni, saj je njihova
količina manǰsa in analiza enostavneǰsa. To vodi k bolǰsi odzivnosti pri
neavtoriziranih aktivnostih.
 Neodvisnost od obremenjenosti: Pasti morajo procesirati samo po-
datke, ki so usmerjeni nanje, kar pomeni, da so neodvisne od obremenjenosti
produkcijskih sistemov.
 Zaznavanje ranljivosti ničtega dne: Pasti zaznajo vse, kar je usmerjeno
vanje, tako da bodo tudi še nepoznani napadi in ranljivosti ničtega dne
zaznani.
 Zmanǰsano število lažno pozitivnih in lažno negativnih aktivnosti:
Tradicionalni sistemi lahko generirajo veliko lažnih alarmov v nasprotju od
pasti, kjer je takih malo, saj je vsaka aktivnost za past anomalija, ki jo
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po definiciji definiramo kot napad. Na takšen način imamo veliko manǰse
število lažnih aktivnosti. [6]
 Fleksibilnost: Koncept pasti je zelo fleksibilen, kar lahko vidimo pri zelo
velikem številu različnih pasti. To pomeni, da lahko orodja prilagodimo
specifičnim nalogam in s tem zmanǰsamo redundantno obremenjenost.
Slabosti:
 Omejen pogled: Skupen problem je to, da so pasti neuporabne, če jih
noben ne napade. Dokler napadalec ne pošlje nobenega paketa nanje, se ne
bodo zavedale neavtoriziranih aktivnosti na produkcijskih sistemih.
 Poskusi zaznavanja: Nizko interaktivne pasti emulirajo storitve, kar po-
meni, da se lahko obnašajo drugače kot realne storitve. To slabost lahko
izkoristijo napadalci in zaznajo, da gre za lažni sistem.
 Tveganje za uporabnǐsko okolje: Če je past kompromitirana, lahko
postane tveganje za uporabnǐsko okolje. Vǐsja kot je stopnja interaktivnosti,
večja je nevarnost, zato je potrebno ustrezno poskrbeti za dodatne varnostne
mehanizme.
3.3 Izbira storitve
Pasti za napadalce obstajajo za večino storitev, ki so na voljo, vendar večina sto-
ritev ne omogoči popolnega nadzora nad napravo. Naša želja je bila spremljati,
kaj napadalec naredi, ko pridobi popoln dostop do naprave. Nekatere storitve, ki
to podpirajo so SSH, Telnet, protokol oddaljenega namizja (angl. Remote Desk-
top Protocol – RDP) in virtualno omrežno računalnǐstvo (angl. Virtual Network
Computing – VNC). Zadnji dve, RDP in VNC, omogočata oddaljeno grafično
upravljanje naprave s pomočjo mǐske in tipkovnice. Takšne storitve je težje av-
tomatizirati in simulirati, zato se nismo odločili zanje. Telnet in SSH delujeta
podobno, z glavno razliko, da je SSH varneǰsi od protokola Telnet. Odločili smo
se postaviti past, ki podpira SSH protokol. Glavni razlogi so:
 zelo razširjena uporaba in podpora na večini naprav,
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 pridobitev največje možne kontrole nad sistemom,
 enostavna avtomatizacija ukazov,
 zaželen pri napadalcih,
 razvito veliko število pasti s podporo za SSH.
3.4 Oddaljen dostop preko ukazne lupine
Varnostna lupina (angl. Secure Shell – SSH) je kriptiran omrežni protokol za
varno sistemsko upravljanje in prenos datotek preko javnega nezavarovanega
omrežja. Uporabljen je v skoraj vsakem podatkovnem centru in podjetju, kar
vpliva na to, da je zelo popularen tudi med napadalci. Je varna alternativa, ki
nadomešča protokole, kot sta Telnet in FTP.
Glavni primeri uporabe SSH so zagotavljanje varnega dostopa za uporabnike
in avtomatizirane procese, varen prenos datotek, izvajanje oddaljenih ukazov ter
upravljanje z omrežno infrastrukturo in ostalimi kritičnimi omrežnimi komponen-
tami. Kot tak je zelo privlačen za napadalce, saj lahko dobi uporabnik dostop do
celega sistema.
SSH deluje po modelu odjemalec/strežnik, kar pomeni, da je povezava vzpo-
stavljena z odjemalca, ki se povezuje na SSH strežnik. SSH odjemalec vodi proces
vzpostavljanja povezave in uporablja javne kriptografske ključe za preverjanje
identitete SSH strežnika. Po uspešni povezavi SSH protokol uporablja močno
simetrično šifriranje (npr. AES) in zgoščevalne algoritme (npr. SHA-2), ki zago-
tavljajo zasebnost in integriteto podatkov, ki so izmenjani.
SSH odjemalec SSH strežnik
1. Odjemalec vzpostavi povezavo z strežnikom
4. Prijava uporabnika v operacijski sistem na strežniku.
3. Izmenjava parametrov in odprtje varnega kanala
2. Pošlje strežniku javni ključ
Slika 3.2: Enostavno vzpostavljanje SSH povezave
Obstaja več načinov, ki so lahko uporabljeni za avtentikacijo odjemalcev.
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Najbolj uporabljeni sta avtentikacija z geslom ter avtentikacija z javnim ključem.
Slednja je primarno uporabljena pri avtomatizaciji in sistemskih administratorjih.
Avtentikacija z javnim ključem je tudi bolj varna od tiste z uporabnǐskim imenom
in geslom. V veliko primerih so to kratki in pogosto uporabljeni nizi znakov. To
slabost izkorǐsčajo tudi napadalci, ki poskušajo vdreti v sistem z uporabo najbolj
pogostih parov uporabnǐskega imena in gesla. Protokol SSH prevzeto deluje na
vratih 22, vendar ga lahko premaknemo na katerakoli druga prosta vrata, kar je
tudi praksa, da dosežemo večjo varnost sistema.
3.5 Optimalna visoko interaktivna past za napadalce
Za optimalno delovanje našega sistema želimo imeti visoko interaktivno past z
naslednjimi lastnostmi:
1. SSH podpora: Želimo, da past omogoča simulacijo SSH povezave.
2. Visoka interaktivnost: Kot smo omenili v poglavju o pasteh, omogoča visoko
interaktivna past najbolj realno simulacijo sistema. Tako bi bil sistem za
napadalce bolj privlačen, saj bi bilo težje ugotoviti, da je v resnici pristal v
pasti. Optimalno bi bilo, da naša past podpira realno simulacijo poljubnega
operacijskega sistema s poljubnimi storitvami.
3. Zbiranje podatkov: Cilj je zbrati čim več podatkov o napadih (naslove IP
in ostale informacije o napadalcu, lokacija, vneseni ukazi, trajanje seje).
4. Shranjevanje zlonamernih datotek: Možnost shranjevanja prenesenih zlona-
mernih datotek napadalcev bi nam omogočila enostavno zbiranje in analizo
novih napadov.
5. Strukturirano shranjevanje in enostaven izvoz dnevnǐskih datotek: Zbrani
podatki se shranjujejo v strukturirani obliki (npr. JSON, CSV), tako da
so nadaljnja analiza in shranjevanje enostavni. Omogoča direkten izvoz
podatkov v sisteme, kot so na primer ElasticSearch, Kakfa [23], Logstash
[24], relacijske baze.
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6. Enostavna fleksibilna konfiguracija: Past omogoča enostavno in hitro kon-
figuracijo različnih lastnosti, kot so npr. uporabnǐsko ime in geslo za vstop,
shranjevanje in druge parametre.
7. Deloma omejen dostop do interneta: Želimo, da lahko napadalec prenese
zlonamerno kodo na sistem, vendar ob tem želimo preprečiti napade na
drugo infrastrukturo iz pasti.
8. Enostavna namestitev in skaliranje: V sistemu želimo imeti veliko število
pasti, razporejenih po različnih geografskih lokacijah, zato je enostavnost
namestitve oziroma podpora za oblačne (angl. cloud native) tehnologije
(Docker, Kubernetes [25]) pomemben faktor pri izbiri.
9. Varnost: Napadalec v pasti ne sme ogroziti gostiteljskega in ostalih zunanjih
sistemov.
3.6 Izbira pasti za napadalce
Naslednji korak je bil izbrati ustrezno SSH past, ki bi ustrezala zgornjim željam.
S pomočjo [4] in [26] smo sestavili seznam nekaj SSH pasti z njihovimi glavnimi
lastnosti, med katerimi smo se odločali:
 Blacknet 2 [27] je SSH past z nizkim nivojem interakcije, ki ima možnost
beleženja napadov. Lahko jo uporabimo za zbiranje SSH poskusov prijav v
sisteme na več različnih naslovih IP. Omogoča tudi direkten izvoz statistik.
Zaradi nizkega nivoja interakcije ni bila primerna za naš sistem.
 Kojoney2 [28] je SSH past s srednjim nivojem interakcije, napisana v
programskem jeziku Python [29], ki simulira realno SSH okolje. Posluša
na vratih 22 in napadalcem, ki se uspešno avtorizirajo s pomočjo upo-
rabnǐskega imena in gesla, simulira terminal, v katerega lahko napadalci
vpisujejo ukaze. Podpira simulacijo kar nekaj klasičnih ukazov ter samo-
dejno shranjuje datoteke, ki jih napadalci poskušajo prenesti. Past ni bila
deležna posodobitev v zadnjih 6 letih, zato se zanjo nismo odločili.
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 Dockpot [30] je v bistvu naprava za prevajanje omrežnih naslovov (angl.
network address translation – NAT), ki lahko deluje kot SSH posredovalni
strežnik (angl. proxy) med napadalcem in pastjo (Docker kontejnerjem) in
beleži napadalčevo aktivnost. Ustvari nov Docker kontejner za vsako prvo
povezavo in ga nato ustavi, ko pade število povezav na nič. Dockpot je v
resnici projekt HonSSH [31] z nekaj manǰsimi spremembami in možnostjo
avtomatskega ustvarjanja novih kontejnerjev. Projekt ima zelo podobno
zasnovo kot jo želimo za naš sistem, vendar je že nekaj let opuščen in slike
kontejnerjev, na katerih temelji, niso več dostopne. Poleg tega ima tudi
majhno preizkušenost, uporabo in fleksibilnost, zato se nismo odločili za
omenjeni projekt.
 Kippo [32] je srednje interaktivna SSH past, katere razvoj se nadaljuje pod
projektom Cowrie.
 Cowrie [14] je srednje do visoko interaktivna SSH in Telnet past, dizajni-
rana za beleženje napadov in napadalcu omogoča interakcijo s terminalom.
V srednje interaktivni konfiguraciji emulira UNIX sistem s pomočjo jezika
Python. V visoko interaktivnem načinu deluje kot SSH in Telent posre-
dovalni strežnik, ki spremlja napadalčevo aktivnost v drugem poljubnem
realnem sistemu. Je ena najbolj uporabljanih SSH pasti, projekt pa je še
vedno aktiven. Ker najbolj ustreza naši nalogi, smo se odločili zanj. Več
lastnosti je opisanih v naslednjem poglavju.
3.7 Cowrie
Cowrie (v2.1.0) [14] je srednje do visoko interaktivna past, napisana v program-
skem jeziku Python, ki simulira storitve SSH in Telnet. Je naslednik srednje
interaktivne pasti Kippo. Cowrie omogoča dva načina delovanja:
1. Emuliran UNIX sistem (privzeto): V tem načinu deluje kot srednje
interaktivna past in omogoča naslednje:
(a) Lažen datotečni sistem z možnostjo dodajanja in brisanja datotek. V
celoti vključuje tudi lažen Debian 5.0 datotečni sistem.
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(b) Možnost dodajanja vsebine lažnim datotekam, tako da lahko napada-
lec preverja datoteke, kot so /etc/passwd. Privzeto je vključena le
minimalna vsebina.
(c) Možnost izvajanja nekaterih konzolnih ukazov, kot so naprimer cat
(prikaz vsebine datoteke) in ls (prikaz datotek v mapi). Vse vne-
sene ukaze tudi beleži, kar je uporabna informacija za razumevanje
obnašanja napadalca.
(d) Shranjevanje prenesenih datotek z orodjema wget [33] in curl [34] ali
naloženih s pomočjo SFTP/SCP protokola. Datoteke so na voljo za
kasneǰso analizo.
2. SSH in Telnet posredovanje na drugi sistem: V tem načinu lahko
deluje kot visoko interaktivna past, saj se lahko povežemo s poljubnim
sistemom, katerega delovanje prilagodimo lastnim željam. Prva možnost
omogoča, da uporabimo samo posredovalni strežnik z beleženjem aktivnosti
in za realni sistem poskrbimo sami. Druga možnost pa, da uporabimo
bazen Cowrie upravljanih QEMU [35] emuliranih strežnikov, ki zagotavljajo
prijavo v sistem. V obeh primerih ohranimo tudi beleženje kot v privzetem
načinu delovanja.
V obeh načinih pa omogoča naslednje funkcionalnosti:
 Beleženje sej za enostavno ponovitev s pomočjo orodja /bin/playlog
 SFTP in SCP podpora za nalaganje datotek.
 Beleženje poskusov direct-tcp povezav (angl. SSH proxying)
 Posredovanje SMTP povezav na SMTP past (npr. mailoney [36])
 Beleženje vseh dogodkov v JSON formatu za lažje procesiranje podatkov.
Poleg tega pa obstaja tudi uradna podpora za Docker [37, 38].
Cowrie smo izbrali, ker nam omogoča, da uspešno izpolnimo naše cilje. Želja
je vzpostaviti Cowrie v SSH posredovalnem načinu delovanja, ki nam omogoča,
da se lahko napadalec poveže na Docker kontejner. Tako bi lahko pripravili varno
okolje s poljubnim operacijskim sistemom in nameščenimi storitvami. S tem bi
dosegli visoko interaktivnost in fleksibilnost našega sistema. Ker Cowrie napade
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beleži v strukturirani obliki (JSON format), jih lahko enostavno shranimo in
analiziramo. Datoteka s podatki se nahaja v /var/log/cowrie/cowrie.json.
V tej datoteki najdemo podatke samo za trenutni dan, stareǰse pa poimenuje po
dnevih, tako da so podatki za vsak dan shranjeni posebej. V datoteki je zabeležen
vsak dogodek posebej, ki vsebuje vse informacije, ki smo si jih želeli imeti. Ena
seja napadalca je tako sestavljena iz večih dogodkov. Vsaka seja ima določen
identifikator seje, po katerem lahko združimo dogodke v povezano sejo. Dogodki
so različnih tipov, vsem pa so skupne naslednje informacije:
 session: Edinstveni identifikator za posamezno sejo.
 eventid: Vsaka seja je sestavljena iz večih dogodkov, to polje pa pred-
stavlja ime določenega dogodka. V nadaljevanju razloženo, kateri dogodki
obstajajo.
 src ip: naslov IP napadalca.
 timestamp: Točen čas kdaj se je dogodek zgodil, iz katerega lahko
izračunamo dolžino celotne seje.
 sensor: Ime pasti, ki ga lahko spremenimo v konfiguraciji.
Možni tipi dogodkov so naslednji:
 Začetek seje (cowrie.session.connect)
 Konec seje (cowrie.session.closed) - vsebuje še dolžino celotne seje v
sekundah.
 Vneseni ukazi (cowrie.command.input) - ukaz, ki ga napadalec vnese v
terminal.
 Verzija SSH odjemalca (cowrie.client.version) - informacije o verziji
odjemalca, s katerim se je napadalec povezal na Cowrie.
 Informacije o SSH algoritmu (cowrie.client.kex)
 Informacije o direct-tcp povezavi (cowrie.direct-tcpip.request,
cowrie.direct-tcpip.data)
 Informacije o prijavi v sistem (cowrie.login.success,
cowrie.login.failed) - vsebuje uporabnǐsko ime in geslo s katerim
se je napadalec poskusil prijaviti v sistem.
Cowrie omogoča enostavno in fleksibilno konfiguracijo sistema s pomočjo dveh
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konfiguracijskih datotek. Prva je namenjena seznamu uporabnǐskih imen in gesel,
s katerimi želimo napadalcu omogočiti prijavo v sistem. Omogoča tudi uporabo
regularnih izrazov (angl. regular expressions – regex). Druga je bolj obsežna in
vsebuje celotno konfiguracijo pasti. Pomembneǰse nastavitve so:
 Ime za prepoznavo instance pasti v primeru, da imamo več naprav.
 Ime gostitelja (angl. hostname) za emuliran sistem.
 Različne nastavitve datotečnih poti (konfiguracija, beleženje, zunanji mo-
duli).
 Časovni iztek seje.
 Nastavitve avtentikacije.
 Različne nastavitve za visoko interaktivno past.
 Napredneǰse SSH in Telnet nastavitve.
 Konfiguracija vtičnikov za izvoz podatkov.
4 Pregled uporabljenih tehnologiji
V nadaljevanju bomo strnjeno predstavili uporabljene tehnologije in produkte
ter razloge, zakaj smo se odločili zanje. Danes obstaja veliko različnih tehnolo-
gij in produktov, s katerimi lahko pridemo do končne rešitve. Naš namen je bil
uporabiti tiste najbolj znane in uporabljene za posamezno področje. Glavna po-
dročja, ki smo jih morali pokriti, so shranjevanje in analiza podatkov, tehnologija
kontejnerjev ter orkestracija kontejnerjev.
4.1 Elastic Sklad
S povečevanjem števila distribuiranih pasti postane količina zbranih podatkov
zelo velika. Glavni izziv postane prenos podatkov na centralno mesto shranjevanja
in spremljanje podatkov v realnem času. Na srečo sledi temu trendu tudi razvoj
tehnologij za obdelavo velikih količin podatkov (angl. Big Data) v zadnjih letih.
Eden glavnih ponudnikov rešitev na tem področju je podjetje Elastic, ki ponuja
Elastic sklad (angl. Elastic Stack) [39]. Sestavljajo ga rešitve za zbiranje, prenos,
shranjevanje, analizo in predstavitev podatkov. Glede na uspešno in razširjeno
uporabo [3, 40, 12, 41] v sistemih pasti za napadalce smo se zanj odločili tudi
mi. Uporabili ga bomo v sestavi Filebeat [42], Logstash, ElasticSearch in Kibana
[43]. V nadaljevanju so opisani posamezni produkti.
4.1.1 Filebeat: Zbiranje podatkov
Preden lahko podatke shranimo v centralni sistem za beleženje dnevnikov, jih
moramo prebrati z datotek, shranjenih v pasteh za napadalce, ki se nahajajo na
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različnih lokacijah. Ena možnost je, da uporabimo Cowrie vtičnike, ki omogočajo
pošiljanje zabeleženih podatkov na oddaljene storitve za shranjevanje. Trenutna
verzija podpira izvoz podatkov v XMPP, JSON, ElasticSearch, MySQL, SQLite3,
Rethinkdb, MongoDB, Splunk, HPFeeds, S3, Influx, Kafka, Redis in druge. V
našem primeru smo se odločili da bomo uporabili Logstash za prenos podatkov
v ElasticSearch. Cowrie trenutno še ne podpira pošiljanja podatkov v Logstash,
zato smo se odločili uporabiti Filebeat.
Filebeat [42] je enostaven program, ki spremlja specifične datoteke in mape
ter pošilja nove zapise v realnem času na izbrane zunanje sisteme. To počne s
pomočjo vtičnikov in trenutno podpira izvoz v ElasticSearch, Logstash, Kafko in
druge. Prednosti so, da zbira podatke hitro, stabilno in uporablja malo virov.
Na voljo je tudi uradna Docker slika v registru Elastic Docker.
Glede na karakteristike predstavlja idealno rešitev za naš projekt. Na vsako
instanco, kjer bomo imeli zagnan Cowrie, namestimo še Filebeat. Po namestitvi
na strežnik Filebeat spremlja lokacije datotek, ki smo jih navedli v konfiguraciji in
vsako spremembo pošlje na Logstash. Definiramo lahko samo en izhod naenkrat.
4.1.2 Logstash: Prenos podatkov
Logstash [24] je zmogljivo odprtokodno orodje za dinamično združevanje podat-
kov iz več različnih virov istočasno in za njihovo obdelavo. Podpira različne
vhodne vtičnike vključno z Filebeat in omogoča filtriranje dogodkov, dodajanje
in detektiranje polj v podatkih. Urejene podatke lahko nato pošljemo na izhod s
pomočjo izhodnih vtičnikov.
Procesiranje podatkov poteka v treh fazah: vhodi-filtri-izhodi. Vhode upora-
bljamo za preusmeritev podatkov v Logstash. Uporabimo lahko skoraj več kot
60 različnih tehnologij, lokacij in storitev. Filtri so vmesne procesne naprave, ki
omogočajo razčlenitev in preoblikovanje podatkov. Filtre lahko kombiniramo z
različnimi pogoji za določanje akcij glede na predpisane kriterije. Nekateri upo-
rabni filtri so:
 grok: Razčlenjuje in sktukurira naključne podatke. Trenutno je to najbolǰsi









Slika 4.1: Procesiranje podatkov s pomočjo orodja Logstash
način, kako uredimo nestrukturirane zapise v neko strukturirano obliko.
Vsebuje že 120 vzorcev.
 mutate: Izvaja splošne transformacije nad polji dogodkov. Polja lahko
preimenujemo, odstranimo, nadomestimo in uredimo.
 geoip: Doda informacije o geografski lokaciji naslova IP, kar pripomore
tudi k bolǰsim vizualizacijam v Kibani.
Izhodi so zadnja faza čez katero potujejo dogodki. Dogodek lahko potuje čez
več izhodov, ampak ko enkrat zapusti vse, je procesiranje dogodka končano.
Dodatno lahko omogočimo več Logstash instanc in s tem rešimo problem od-
povedi v eni točki med prenosom podatkov. Poleg zanesljivega prenosa povečamo
tudi zmogljivost sistema v primeru, da bi povečali ševilo pasti. S tako arhitekturo
lahko enostavno dodajamo različne pasti v naš sistem in uporabimo Logstash za
indeksiranje dogodkov pred shranjevanjem v ElasticSearch.
4.1.3 ElasticSearch: Shranjevanje in poizvedovanje po podatkih
ElasticSearch [11], ki predstavlja glavni del Elastic sklada, je odprtokodna, po-
razdeljena podatkovna zbirka za iskanje, shranjevanje in analizo velike količine
podatkov. Glavne karakteristike so stabilnost, zanesljivost in hitrost. Napisana
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je v Javi in temelji na Lucene [44] knjižnici. Deluje v skoraj realnem času. Pri
uporabi ElasticSearch gruče (angl. ElasticSearch cluster) uporablja več kopij
podatkov in s tem dosega večjo varnost in zanesljivost. Gruča lahko procesira
na petabajte podatkov, vsako polje pa tudi indeksira, kar pripomore k hitrim
poizvedbam nad podatki. Za interakcijo uporablja REST programski vmesnik.
4.1.4 Kibana: Analiza in prikazovanje podatkov
Kibana [43] je odprtokodni spletni vmesnik za podatkovno analizo in vizuali-
zacijo, ki deluje z orodjem ElasticSearch. Omogoča iskanje, pregled ter analizo
podatkov, shranjenih v orodju ElasticSearch. Poleg podatkov lahko preko Kibane
upravljamo tudi Elastic Stack.
4.2 Docker
4.2.1 Kontejnerji
Kontejnerji so že zelo stara tehnologija, ki jo poznajo vsi na UNIX-u osnovani
operacijski sistemi. Cilj kontejnerjev je izolirati in enkapsulirati aplikacijski nivo
od gostujočega sistema. To emulacijo omogoča Linux jedro. Kontejnerji so stan-
dardne komponente, ki združujejo aplikacijsko kodo, knjižnice operacijskega sis-
tema, vse odvisnosti potrebne za našo kodo in okolje ter jih je možno zagnati kot
posamezne enote.
Glavne prednosti uporabe kontejnerjev so [45]:
 Neodvisnost platforme: Njihova velika prednost je prenosljivost.
Omogočajo nam, da lahko enostavno in zanesljivo zaganjamo aplikacije v
različnih okoljih, kot so naprimer osebni računalnik, fizični strežnik, vir-
tualni strežnik, produkcijsko okolje. Ta prenosljivost omogoči organizaciji
ogromno fleksibilnosti, hitreǰsi razvoj in lažjo migracijo med različnimi po-
nudniki oblačnih storitev.
4.2 Docker 27
 Učinkovita uporaba virov: Ker kontejnerji ne potrebujejo ločenega ope-
racijskega sistema, porabijo manj sistemskih virov. Virtualna izvajalska
okolja uporabljajo tudi nekaj gigabajtov prostora, medtem pa kontejnerji
samo nekaj deset megabajtov, kar omogoča zagon več instanc na posame-
znem strežniku. Z manǰso porabo strojne opreme je tudi cena uporabe
infrastrukture manǰsa, kar se pozna predvsem pri oblačnih ponudnikih.
 Efektivna izolacija in delitev virov: Čeprav se kontejnerji izvajajo na
istem sistemu in uporabljajo iste vire, so med seboj izolirani. V primeru,
da pride do napake v aplikaciji, drugi kontejnerji z isto aplikacijo ne čutijo
napak. To pripomore tudi k bolǰsi varnosti, saj v primeru, da napadalcu
uspe okužiti aplikacijo, ostali kontejnerji v veliki večini primerov ne čutijo
posledic.
 Hitrost: Ker so kontejnerji enostavni, je ustvarjanje, repliciranje in
uničenje zelo hitro, reda nekaj sekund. Izdaja novih verzij programa ni bila
še nikoli lažja in hitreǰsa, kar pripomore tudi k bolǰsi uporabnǐski izkušnji.
 Enostavno skaliranje: Velika prednost je možnost horizontalnega ska-
liranja, saj lahko več istih kontejnerjev dodajamo v gručo. S pametnim
skaliranjem, ki ga omogočajo različne orkestracijske platforme, lahko v re-
lanem času spremenimo število kontejnerjev glede na potrebe in si s tem
zmanǰsamo stroške.
 Enostavno upravljanje: Pri kontejnerjih na gostiteljskem operacijskem
sistemu ne potrebujemo nameščati posebne programske opreme za aplika-
cije. S tem je upravljanje gostiteljskega sistema hitreǰse, saj posodobitve in
varnostne popravke dodajamo znotraj kontejnerja.
 Povečana produktivnost razvoja: Kontejnerji zagotavljajo, da se apli-
kacije izvajajo tako, kot so bile razvite lokalno. Izločitev okoljske odvisno-
sti naredi testiranje in iskanje napak enostavneǰse in hitreǰse, ker je veliko
manj razlik med razvijalskimi in produkcijskimi okolji. Oddaljeni repozito-
riji omogočajo lažje deljenje kontejnerjev z ostalimi.
4.2.2 Primerjava kontejnerjev in virtualizacije
S tem ko večina aplikacij teče v oblaku lahko o virtualnih izvajalskih okoljih
razmǐsljamo kot o enotah namestitve, kjer namestitev posameznega procesa po-
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meni ustvariti novo virtualno izvajalno okolje. Ta nam omogoča dostop do vir-
tualne strojne opreme, na katero lahko namestimo novi operacijski sistem in pro-
grame. Virtualna izvajalna okolja potrebujejo veliko časa, tudi več minut, za
ustvarjanje novega okolja. Poleg tega porabijo veliko virov, ker morajo imeti zra-
ven naših programov nameščen celotni operacijski sistem, vendar nudijo odlično
varnost in ločenost od gostitelja.
Nasprotno pa kontejnerji ne uporabljajo strojne virtualizacije. Programi, ki
tečejo znotraj kontejnerja, dostopajo direktno do jedra gostiteljskega operacij-
skega sistema. Na tak način lahko veliko programov teče v izolaciji brez redu-
dantnih operacijskih sistemov in dolgega čakanja pri zagonu. Pomembna razlika
je to, da kontejnerji niso strojna virtualizacijska tehnologija, ampak omogočajo
uporabo tehnologije, ki je že vgrajena v jedro operacijskega sistema.
4.2.3 O Dockerju
Docker [17] je odprtokodna platforma za gradnjo, namestitev in upravljanje apli-
kacij. Rešuje standardne programske probleme in poenostavlja nameščanje, za-
gon, objavo in odstranjevanje programske opreme s pomočjo tehnologije kontej-
nerjev. Omogoča, da lahko zapakiramo aplikacijo že s celotnim okoljem. To so
lahko knjižnice, ki jih aplikacija potrebuje ali celo vse datoteke, ki so ponavadi
dostopne na datotečnem sistemu nameščenega operacijskega sistema. Docker
omogoča prenos takega paketa na centralni repozitorij, od koder lahko potem
aplikacijo prenesemo in zaženemo na poljubnem računalniku, ki ima nameščen
Docker.
Glavne tri Docker komponente so naslednje:
 Slike (angl. Images) - Docker kontejnerska slika je nekaj v kar zapaki-
ramo aplikacijo in okolje. Vsebuje datotečni sistem, ki bo na voljo aplikaciji
in ostale podatke, kot na primer pot do izvajalne datoteke, ki se izvede ob
zagonu slike.
 Registri (angl. Registers) - Docker register je repozitorij za shranje-
vanje Docker slik in poenostavlja deljenje teh med različnimi ljudmi in
računalniki. Ko zgradimo sliko, jo lahko zaženemo na lokalnem računalniku
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oziroma jo naložimo (angl. push) v register in nato prenesemo (angl. pull)
na drug računalnik. Registri so lahko javni, kjer do slik dostopajo vsi, ali
pa zasebni in imajo omejen dostop le za določene uporabnike.
 Kontejnerji (angl. Containers) - Docker kontejner poganja aplikacije,
narejene s pomočjo kontejnerske slike.
4.3 Kubernetes
Pri velikem številu kontejneriziranih aplikacij postane upravljanje z njimi težavno,
zato potrebujemo platformo za orkestriranje kontejnerjev. Kubernetes [25] je ime
za odprtokodno platformo, ki omogoča automatizirano nameščanje, skaliranje in
upravljanje s kontejnerji. Razvoj platforme poteka pod okriljem Cloud Native
Computing Foundation (CNCF). Kot smo omenili, so kontejnerji dober način,
kako lahko pakiramo in poganjamo aplikacije. V platformi Kubernetes imamo
gručo gostiteljev (angl. nodes), ki so povezani med seboj, lahko pa so poljubno
razporejeni (tudi po celem svetu). Ker platforma omogoča deklerativen opis sta-
nja gruče s pomočjo visokonivojskih konceptov, lahko naše kontejnerje enostavno
izvajamo. Ti so samodejno razporejeni na ustrezne gostitelje, glede na konfigu-
racijo. V primeru izpada vsebnika Kubernetes poskrbi za njegov vnovični zagon.
Glavne prednosti sistema Kubernetes so:
 poenostavljeno nameščanje aplikacij,
 bolǰsi izkoristek strojne opreme,
 preverjanje vitalnosti in samodejen ponovni zagon ob izpadu,
 samodejno horizontalno skaliranje vsebnikov,
 poenostavlja razvoj aplikacij.
V nadaljevanju so opisani Kubernetes koncepti, ki smo jih uporabili v našem
sistemu.
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4.3.1 Jata
Jata (angl. Pod) predstavlja centralni in najpomembneǰsi koncept v platformi
Kubernetes, saj vse ostalo upravlja, izpostavlja ali uporablja jate. Jata predsta-
vlja povezano skupino kontejnerjev, ki je osnovni gradnik v sistemu Kubernetes.
Namesto, da nameščamo posamezne kontejnerje, vedno namestimo in operiramo
nad jato kontejnerjev. Jata lahko vsebuje enega ali več kontejnerjev. Ko je teh
















Slika 4.2: Kubernetes arhitektura
Kontejnerji so zasnovani, da poganjajo en proces na kontejner. Če zaženemo
več nepovezanih procesov v enem kontejnerju, postane naša odgovornost, da so
vsi procesi zagnani, skrb za dnevnike in podobno. Ker Kubernetes vedno zaganja
procese v kontejnerjih, postane jasno, da potrebujemo nivo vǐsje abstrakcije, ki
bo upravljal z več povezanimi kontejnerji kot posamezno enoto. To je tudi razlog,
zakaj potrebujemo jate. Jata kontejnerjev torej omogoča zagon tesno povezanih
procesov in ponuja skoraj isto okolje, kakor da bi bili zagnani v istem kontejnerju
z nekoliko več izolacije.
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4.3.2 Kubernetes upravljalci
Spoznali smo, da jata predstavlja osnovno enoto namestitve v Kubernetesu, ki jo
je potrebno ročno upravljati. V realnih primerih želimo, da je namestitev zagnana
avtomatično in ostaja zdrava brez ročnega posredovanja. Zato v praksi skoraj ni-
koli ne ustvarimo jate direktno, ampak uporabimo druge tipe virov, ki upravljajo
z jato. Rečemo jim Kubernetes upravljalci (angl. Kubernetes Controllers). Naj-
bolj uporabljeni upravljalci so ReplicaSet, ReplicationController, Deployments,
DaemonSet, Jobs . . .
DaemonSet zagotavlja, da ustvari eno kopijo jate na vsakem gostitelju. V pri-
meru, da dodamo nove gostitelje v gručo, je jata avtomatsko dodana. Obratno, če
gostitelja odstranimo, je jata avtomatsko izbrisana. Klasični primeri uporabe so
izvajanja sistemskih operacij kot zbiranje dnevnikov in monitoriranje na vsakem
gostitelju. V primeru, da želimo uporabiti specifične gostitelje, lahko uporabimo
funkcijo node-selector.
Ker želimo imeti na našem sistemu nameščeno past za napadalce na vsakem
gostitelju v gruči je, DaemonSet optimalna izbira.
4.3.3 Nosilci datotek
Omenili smo, da je jata podobna logičnim gostiteljem (angl. logical hosts), kjer
si procesi, ki tečejo v njih, delijo vire, kot so procesor, pomnilnik, omrežne vme-
snike. Pričakovali bi, da bi imeli kontejnerji znotraj jate tudi skupni datotečni
sistem, vendar ni tako. Ker datotečni sistem izhaja iz slike kontejnerja, ima vsak
kontejner v jati lasten izoliran datotečni sistem. Vsak nov kontejner ima iste
datoteke, kot so bile dodane sliki ob času izgradnje. To pomeni, da se v primeru
ponovnega zagona kontejnerja vse informacije preǰsnjega kontejnerja izgubijo. V
nekaterih scenarijih bi si želeli, da novi kontejner nadaljuje od tam, kjer je za-
dnji ostal kot na primer v primeru ponovnega zagona. Želimo si tudi, da bi si več
kontejnerjev znotraj jate delilo določen del datotečnega sistema. Kubernetes nam
ponuja rešitev za omenjene težave s pomočjo nosilcev datotek (angl. volumes).
Kubernetes nosilci so komponente jate, zato jih definiramo v specifikaciji jate,
32 Pregled uporabljenih tehnologiji
prav tako tudi kontejnerje. Ker niso samostojni Kubernetes objekti, jih ni mogoče
ustvarjati in brisati ločeno. Nosilec je na voljo vsem kontejnerjem v jati, vendar
mora biti predhodno vpet v kontejnerje, ki želijo dostopati do nosilca. Nosilec
lahko vpnemo na poljubno lokacijo datotečnega sistema kontejnerja. Na tak način
rešimo težavo, kjer si več kontejnerjev znotraj jate deli skupne podatke.
Na voljo je veliko različnih tipov nosilcev. Nekateri so generični, drugi pa
so bolj specifični glede na tehnologijo shranjevanja. V nadaljevanju je seznam
nekaterih tipov:
 emptyDir: Preprosta prazna mapa, namenjena shranjevanju začasnih po-
datkov. Uporabna je predvsem za deljenje podatkov med kontejnerji v isti
jati. Ta tip shranjevanja je primeren tudi za naš sistem.
 hostPath: Uporaben za vpenjanje map datotečnega sistema delovnega vo-
zlǐsča (angl. worker node) v jato.
 gitRepo: Nosilec, inicializiran s pomočjo podatkov Git [46] repozitorija.
 nfs: NFS nosilec, vpet v jato.
 configMap, secret: Posebni tipi nosilcev, uporabljeni za dodajanje po-
sebnih Kubernetes virov (npr. konfiguracije) v jato.
4.3.4 Upravljanje konfiguracije
Namen konfiguracije je ločitev nastavitev, ki se spreminjajo med okolji od iz-
vorne kode. Ko razvijamo aplikacije, ponavadi začnemo konfigurirati aplikacijo
preko ukazne vrstice. Ko se število nastavitev poveča, premaknemo konfiguracijo
v konfiguracijsko datoteko. V kontejneriziranih aplikacijah je dobra praksa za
konfiguracijo uporaba okoljskih spremenljivk. Uporaba konfiguracijskih datotek
v Dockerju je zapletena in ni priporočljiva, ker je potrebno datoteko shraniti v
sliko oziroma jo vpeti v nosilec z datoteko. Uporaba nosilca je bolǰsa, vendar mo-
ramo še vedno zagotoviti, da je datoteka na nosilcu, preden zaženemo kontejner.
Vir za shranjevanje konfiguracijskih podatkov v sistemu Kubernetes imenujemo
ConfigMap. Za konfiguracije, ki vsebujejo zaupne podatke pa ponuja objekt Se-
cret.
Kubernetes omogoča ločitev konfiguracije v objekt ConfigMaps, ki je presli-
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kava ključ/vrednost parov s posameznimi vrednostmi do celotnih konfiguracijskih
datotek. Aplikaciji ni potrebno brati objektov ConfigMap direktno ali vedeti, da
sploh obstajajo. Vsebina preslikave je posredovana kontejnerju kot okoljske spre-
menljivke oziroma datoteke na vpetem nosilcu.
4.3.5 Omrežje
Velikokrat želimo storitve izpostaviti zunanjim odjemalcem. Kubernetes omogoča
več načinov, kako lahko naredimo storitev dosegljivo izven gruče:
 Tip storitve NodePort - Pri storitvi NodePort vsak gostitelj odpre vrata in
preusmeri promet s teh vrat na določeno storitev. Taka storitev je dosegljiva
na internih naslovih IP gruče in na izbranih vratih vseh gostiteljev.
 Tip storitve LoadBalancer, razširitev tipa NodePort - To omogoči, da po-
stane storitev dostopna preko namenskega izravnalca obremenitve (angl.
load balancer), ki ga zagotovi oblačna infrastruktura, na kateri poganjamo
Kubernetes. Izravnalec obremenitve preusmeri promet do vrat enega izmed
gostiteljev, na katerem teče storitev. Odjemalci se povezujejo do storitev
preko naslova IP izravnalca obremenitev.
 Ingress vir omogoča izpostavljanje več storitev preko enega naslova IP.
Deluje na HTTP nivoju (omrežni nivo 7) in tako omogoča več funkcional-
nosti od nivoja 4. Ko odjemalec pošlje zahtevo na Ingress, se ta posreduje
na storitev, določeno s pomočjo gostitelja in poti v zahtevku.
 Uporaba omrežnega imenskega prostora gostitelja v jati. Nekatere sis-
temske jate morajo delovati v gostiteljskem imenskem prostoru. V pri-
meru, da želimo uporabiti omrežne adapterje gostitelja namesto virtualnih
omrežnih adapterjev, lahko uporabimo funkcionalnost hostNetwork. To po-
meni, da jata ne pridobi lastnega naslova IP, tako da bodo procesi v jati,
ki se povežejo na vrata, povezani na vrata gostitelja.
 Povezava z vrati gostitelja brez uporabe omrežnega imenskega prostora
gostitelja. Ta funkcionalnost omogoča jati povezavo z vrati v omrežnem
imenskem prostoru gostitelja z uporabo lastnega omrežnega prostora. To
omogočimo z lastnostjo hostPort, ki jo definiramo pod nastavitvami vrat
kontejnerja. V takem načinu je vsaka povezava na gostiteljska vrata posre-
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dovana v jato, zagnano na tem gostitelju. Pri takšni konfiguraciji imamo
lahko nameščeno samo eno instanco jate na vsakem gostitelju, saj se dva
procesa ne moreta povezati na ista vrata gostitelja. HostPort lastnost pri-
marno uporabimo v primeru, ko želimo izpostavitit sistemske storitve, ki so
nameščene na vsakem gostitelju z uporabo upravljalca DaemonSet. To je
tudi najbolj primerna opcija za namestitev pasti za napadalce na Kuberne-
tes.
5 Arhitektura in implementacija
sistema
V nadaljevanju so postopno opisane faze razvoja arhitekture in implementacija
distribuiranega sistema pasti. Vsaka faza je razdeljena na dva dela. V prvem
predstavimo arhitekturne spremembe v fazi, v drugem delu pa implementacijo
posamezne faze. Celoten razvoj sistema je trajal skoraj leto dni. Na vseh sistemih
smo pred namestitvijo pasti Cowrie, premestili pravi SSH operacijskega sistema
iz vrat 22 na vǐsja vrata.
Vse konfiguracijske datoteke so na voljo v GitHub repozitoriju [47].
5.1 Metodologija
Za namen magistrskega dela bomo v več fazah postavili tudi delujoč primer sis-
tema. Začeli smo z minimalnim sistemom, da pridobimo informacije o delovanju,
ki smo ga nato sproti nadgrajevali in dopolnjevali ter sproti odpravljali težave, ki
so se pojavile. Podatki so se zbirali celoten čas postavljanja infrastrukture. Faze
so bile naslednje:
 Faza 1: Vzpostavitev pasti za napadalce in sistema za zbiranje
podatkov: V prvi fazi smo vzpostavili minimalni delujoč prototip sistema,
ki je vseboval srednje interaktivno Cowrie past ter minimalen Elastic sklad
za centralizirano zbiranje podatkov.
 Faza 2: Kontejnerizacija in urejanje podatkov: V naslednjem koraku
35
36 Arhitektura in implementacija sistema
smo zaradi lažjega nameščanja uporabili kontejneriziran Cowrie in dodali
sistem skript za pretvarjanje podatkov v relacijsko obliko.
 Faza 3: Vzpostavitev mreže pasti za napadlace: V tretji fazi smo
vzpostavili distribuiran sistem 50-ih pasti na sistemu Kubernetes.
 Faza 4: Vzpostavitev visoko interaktivne pasti za napadalce:
Preučili smo tveganja pri vzpostavitvi visoke interakcije in vzpostavili bazen
visoko interaktivnih Docker kontejnerjev.
 Faza 5: Prenovljena arhitektura Elastic sklada: Zaradi povečane
količine podatkov smo nadgradili še Elastic sklad, tako da smo dodali več
vozlǐsč in ustvarili gručo.
V zadnjem poglavju bomo predstavili možnosti za nadaljnje nadgradnje in
izbolǰsave sistema.















Slika 5.1: Shema arhitekture prve faze
V prvi fazi je bil cilj vzpostaviti eno delujočo past Cowrie, da bi testirali njeno
5.2 Faza 1: Vzpostavitev pasti za napadalce in sistema za zbiranje podatkov 37
delovanje in konfiguracijo. Poleg tega pa še minimalen centraliziran sistem za
shranjevanje podatkov, kjer bi bilo mogoče prikazati osnovne lastnosti napadov.
Ustvarili smo dva virtualna izvajalna okolja s sistemom Ubuntu 18.04 [8].
Prvo virtualno okolje je bilo namenjeno pasti Cowrie in orodju Filebeat, drugo
pa shranjevanju podatkov. Za prenos in shranjevanje podatkov smo uporabili
Elastic sklad. Arhitekturno gledano, postavitev celotnega sklada na eno napravo
ni optimalna, vendar je zadostovala, da smo dosegli začetni cilj.
5.2.2 Implementacija
V nadaljevanju je opisan postopek namestitve in konfiguracije. Za Cowrie smo
uporabili srednje interaktivni način delovanja, ki je napadalcu simuliral UNIX
sistem. Cowrie je bil nameščen na javnem internetu in je imel javni naslov IP, da
so lahko napadalci dostopali do pasti. Na sistem smo namestili tudi požarni zid in
dovolili povezavo le do vrat 22 za zunanje uporabnike. Pri sami namestitvi je bilo
nekaj več dela, saj je bilo potrebno pred tem namestiti več sistemskih knjižnic,
ustvariti novega (non-root) uporabnika in ustvariti novo Python virtualno okolje s
pomočjo orodja venv [48]. Težave so bile tudi pri iskanju ustrezne dokumentacije,
saj je bilo na spletu veliko nasprotujočih si navodil, kako namestiti past. Šele
kasneje so bila dodana uradna navodila, kako namestiti Cowrie v sedmih korakih
[49]. Uporabili smo privzeto konfiguracijo.
Zbrane podatke nam Cowrie zapisuje v dnevnǐske datoteke, ki lahko vsebujejo
strukturirane (JSON) ali nestrukturirane (tekst) podatke. Strukturirani podatki
so enostavni za analizo, medtem ko moramo nestrukturirane pred samo analizo
pretvoriti v strukturiran format. Zato smo med našim eksperimentom uporabili
podatke, shranjene v JSON formatu na lokaciji /var/log/cowrie/cowrie.json.
Za shranjevanje podatkov smo uporabili Elastic sklad, ki ponuja branje,
razčlenjevanje, shranjevanje, analizo in prikazovanje naših podatkov. Poleg tega
omogoča fleksibilno opcijo za nadaljnjo rast količine podatkov.
Načinov kako bi lahko podatke iz pasti Cowrie shranili v ElasticSearch, je več:
 Cowrie podpira opcijo direktnega pošiljanja podatkov v ElasticSearch, ven-
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dar je to še enostavna in zgodnja različica vtičnika. Zaradi nizke fleksibil-
nosti in stabilnosti se za to nismo odločili.
 Uporaba orodja Filebeat za direktno pošiljanje podatkov na ElasticSearch.
 Uporaba lastne skripte, napisane s pomočjo uradnih knjižnic za ElasticSe-
arch [50]. To bi nam vzelo veliko časa, poleg tega obstajajo že bolǰse rešitve.
 Pošiljanje podatkov s Fliebeata na Logstash in nato v ElasticSearch. To
je tudi klasičen način, kjer Filebeat zbira podatke in jih Logstash nato
procesira pred shranjevanjem v ElasticSearch. Te dodatne funkcionalnosti
in večja fleksibilnost pridejo s ceno večje porabe strojnih virov. Izbrali smo
to opcijo, ker nam ponuja naslednje prednosti:
– Možnost branja podatkov iz veliko različnih virov omogoča, da v pri-
hodnosti enostavno dodamo nove pasti brez večje spremembe infra-
strukture.
– Z uporabo filtrov lahko obogatimo podatke, odstranimo in spremenimo
podatke, glede na potrebo izberemo indeks za shranjevanje.
– Pošiljanje podatkov na več izhodov omogoča, da kasneje enostavno
dodamo nove načine shranjevanja in procesiranje podatkov.
– Ob povečani količini podatkov, lahko Logstash uporabimo kot trajno
vrsto (angl. Persistent Queue) [51].
Sprejeli smo odločitev, da Filebeat namestimo na virtualki poleg pasti Cowrie,
na drugi virtualki pa Logstash, ElasticSearch in Kibano. Pri namestitvi moramo
upoštevati, da so vsi nameščeni Elastic produkti iste verzije.
Najprej smo na virtualko poleg pasti namestili še Filebeat, ki bere po-
datke iz dnevnǐske datoteke in jih pošlje na Logstash. Pri namestitvi sle-
dimo navodilom na uradni spletni strani [52]. Vso konfiguracijo opravimo
preko datoteke /etc/filebeat/filebeat.yml. V isti mapi imamo še datoteko
filebeat.reference.yml, ki vključuje vse možnosti nastavitev. Pred zagonom
smo uredili konfiguracijsko datoteko v YAML formatu, ki je razdeljena na več
delov.
Pod poljem filebeat.inputs lahko definiramo več virov vhodnih podatkov
[53], za katere želimo, da jih Filebeat spremlja. V našem primeru smo uporabili
možnost log, ki bere podatke iz dnevnǐskih zapisov.
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1 filebeat.inputs:
2 - type: log
3 enabled: true
4 paths:
5 - /cowrie -data/log/cowrie/cowrie.json
6 json.keys_under_root: true
7 json.add_error_key: true
8 tags: [" cowrie "]
9 fields:
10 honeypot_id: IME_HONEYPOTA
Nastavili smo naslednje opcije:
 enabled: S pomočjo te opcije lahko omogočimo/onemogočimo vhod podat-
kov.
 paths: Poti do datotek v glob formatu, ki jih želimo spremljati.
 json.keys under root: Privzeto dekodiran JSON je dodan pod polje json
v izhodnem dokumentu. Z aktivacijo te nastavitve so vsi ključi dodani v
najvǐsji nivo izhodnega dokumenta.
 json.add error key: V primeru, da nastavitev aktiviramo, se v primeru
napake pri obdelavi teksta v fomratu JSON, doda polje z napako.
 tags: Seznam označb, ki jih Filebeat vključi v tag polje vsakega dogodka.
To je uporabno za lažje izbiranje dogodkov v Kibani ali filtriranje dogodkov
v sitemu Logstash.
 fields: Opcijska polja, s katerimi lahko izhodnim dogodkom dodamo in-
formacije. V našem primeru smo dodali polje honeypot id, ki identificira
past v primeru, da jih imamo več.
Pod poljem output.logstash [54] definiramo informacije Logstash strežnika,
ki sprejema prebrane dogodke. S poljem host definiramo naslov IP in vrata, na
katerih se nahaja Logstash.
1 output.logstash:
2 hosts: ["XXX.XXX.XXX.XXX :5044"]
Nato smo namestili Logstash s pomočjo navodil na uradni strani z uporabo
orodja APT (angl. Advanced Package Tool). Logstash vsebuje dve vrsti kon-
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figuracijskih datotek. Prva so nastavitve, ki določajo opcije za kontrolo zagona




Privzeto Logstash uporablja vrste v pomnilniku za shranjevanje dogodkov
med fazami. V primeru, da se Logstash nepredvideno ustavi, so vsi dogodki v
pomnilniku zgubljeni. Če se želimo proti temu zavarovati, moramo v konfigura-
ciji omogočiti, da dogodke zapǐsemo na disk. To je uporabno tudi v primerih,
ko potrebujemo velik medpomnilnik (angl. buffer) ob veliki količini vhodnih po-
datkov. Ker želimo trajne vrste uporabiti predvsem proti izgubi podatkov, lahko
zmanǰsamo velikost vrste na 50 megabajtov in s tem izbolǰsamo učinkovitost vr-
ste.
Druga vrsta konfiguracijskih datotek so tako imenovane pipeline konfigura-
cijske datoteke, v katerih definiramo postopek procesiranja podatkov (angl. Lo-
gstash processing pipeline). Datoteko cowrie-pipeline.conf smo ustvarili v
/etc/logstash/conf.d. Logstash ob zagonu avtomatsko naloži vse datoteke s
končnico conf, ki se nahajajo v tej mapi.
1 input {
2 beats {
3 port => 5044
4 client_inactivity_timeout => 3000
5 }
6 }
V delu input smo specificirali, naj Logstash posluša za dogodke beats odje-
malca na vratih 5044. Z nastavitvijo client inactivity timeout povemo, da
želimo zapreti vse neaktivne odjemalce po 3000 sekundah.
1 filter {
2 geoip {
3 source => "src_ip"
4 }
5 }
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V filter delu smo uporabili Geoip [55] vtičnik, ki pridobi geografske podatke
(geografska širina in dolžina, država, mesto...) o izvornem naslovu IP v bazi
Maxmind GeoLite2 [56]. To nam je omogočilo lažji in lepši prikaz geografskih
informacij napadalcev v Kibani.
1 "geoip ": {
2 "latitude ": 55.7386 ,
3 "country_name ": "Russia",
4 "country_code3 ": "RU",
5 "longitude ": 37.6068 ,
6 "location ": {
7 "lon": 37.6068 ,
8 "lat": 55.7386
9 },
10 "timezone ": "Europe/Moscow",
11 "ip": "XXX.XXX.XXX.XXX",
12 "continent_code ": "EU",
13 "country_code2 ": "RU"
14 }
Za izvoz podatkov smo v output delu uporabili vtičnik, ki omogoča pošiljanje
podatkov na ElasticSearch. S host poljem specificiramo naslov IP in vrata Ela-




3 hosts => ["XXX.XXX.XXX.XXX :9200"]
4 index => "cowrie -events"
5 }
6 }
ElasticSearch smo namestili na podoben način kot ostale Elastic komponente.
Prevzeto ElasticSearch deluje v razvojnem načinu, tako da je bila pred nasta-
vljena konfiguracija primerna za začetno fazo. Nadgradnjo in konfiguracijo gruče
ElasticSearch serverjev smo opravili v zadnji fazi.
Po priporočilih iz uradne dokumentacije smo Kibano namestili po namestitvi
sistema ElasticSearch. Z namestitvijo v takem vrstnem redu zagotovimo, da so
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vse komponente in odvisnosti pravilno nameščene. Ker je Kibana konfigurirana
tako, da posluša samo na lokalnih naslovih (angl. localhost), smo morali namestiti
povratni posredovalni strežnik (angl. Reverse Proxy), da omogočimo zunanji
dostop. Uporabili smo odprtokodno programsko opremo Nginx [57] . Ustvarili
smo novega uporabnika, ki je omogočal prijavo preko osnovne HTTP avtentikacije
(angl. basic auth). S pomočjo Kibane smo lahko podatke pregledovali in izvajali
analize v realnem času. Ustvarili smo nadzorno ploščo (angl. Dashboard), ki je
prikazovala podatke o napadih v realnem času.
Slika 5.2: Kibana: nadzorna plošča
To nam je omogočilo, da smo s pomočjo Kibane na zelo enostaven način
pridobili statistike in grafe iz naših podatkov. Nekaj primerov:
 države z največ napadi,
 lokacije izvora napadov,
 izvorni naslovi IP z največ napadi,
 najpogosteje uporabljena uporabnǐska imena in gesla,
 število dogodkov in sej po času.
Z uspešno postavitvijo delujoče pasti smo dosegli začrtane cilje prvega dela. V
tem času smo testirali Cowrie z različnimi opcijami konfiguracije in podrobneje
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Slika 5.3: Kibana: nadzorna plošča 2.del
spoznali delovanje ELK sklada. Ker namestitev pasti ni bila najenostavneǰsa,
smo se odločili, da bomo v naslednjem koraku uporabili tehnologijo Docker kon-
tejnerjev, ki omogoča lažjo namestitev programske opreme.
5.3 Faza 2: Kontejnerizacija in urejanje podatkov
5.3.1 Arhitektura
V drugi fazi smo imeli cilj zagnati past s pomočjo kontejnerja, saj lahko na tak
način enostavneje namestimo večje število pasti. Drugi cilj je bil uspešno vzpo-
staviti izpeljan podatkovni sistem, v katerem bomo shranili urejene podatke o
napadih.
Na prvem izvajalnem okolju smo Cowrie in Filebeat zagnali s pomočjo Docker
kontejnerjev. Dodali smo še tretje izvajalno okolje, na katerem smo poganjali
skripte, ki so pridobljene podatke shranjevale v SQL bazo. MySQL [58] baza je
bila postavljena na ločenem strežniku.


















Slika 5.4: Shema arhitekture druge faze
5.3.2 Implementacija
Da bi poenostavili namestitev pasti, smo se odločili za uporabo Docker kontej-
nerjev. Uporabili smo uradni Dockerfile [37] in namestitev opravili s pomočjo
orodja Docker Compose [59]. To je orodje, ki omogoča definiranje in zagon več
kontejnerskih aplikacij. S pomočjo konfiguracijske datoteke formata YAML defi-
niramo storitve in jih nato s pomočjo enega ukaza namestimo. Poleg Cowrie-ja
moramo namestiti tudi kontejneriziran Filebeat za pošiljanje podatkov na Lo-
gstash. Ker Cowrie beleži aktivnosti v posebno datoteko, ki jo spremlja Filebeat,
je bilo potebno najti način, kako dostopati do podatkov iz obeh kontejnerjev
hkrati. Konfiguracijske datoteke za Cowrie in Filebeat smo želeli imeti dostopne
tudi izven kontejnerja.
Vsak kontejner ima imenski prostor za vpenjanje (angl. mount namespace –
MNT) in edinstven izvor datotečnega drevesa (angl. file tree root). Ko ustvarimo
nov kontejner iz kontejnerske slike, je ta vpeta v izvor datotečnega drevesa tega
kontejnerja. Tako ima vsak kontejner različno vpete točke (angl. mount points).
Docker omogoča več načinov, kako lahko vpnemo zunanji pomnilnǐski prostor v
kontejner.
 Direktno vpenjanje (angl. Bind mounts): Uporabljamo jih za po-
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novno vpenjanje delov drevesa datotečnega sistema na druge lokacije. Pri
kontejnerjih to pomeni, da specifične dele datotečnega sistema na gostite-
lju vpnemo v datotečno drevo kontejnerja. Ko vpnemo nosilec v datotečni
sistem kontejnerja, ta zamenja predhodno vsebino s slike. Nekaj primerov
uporabe:
– Vpenjanje datotek ali map na gostitelju, ki so potrebne za delovanje
programa v kontejnerju (npr. konfiguracijske datoteke).
– Procesiranje datotek ali dnevnikov s pomočjo programov izven kontej-
nerjev.
 Shranjevanje v pomnilniku (angl. In-memory storage): Storitve
velikokrat uporabljajo zaupne informacije (API ključi, gesla...). V takih
primerih je pomembno, da teh datotek ne zapǐsemo na disk, ampak raje
uporabimo možnost shranjevanja v pomnilniku.
 Docker nosilci datotek (angl. Docker volumes): Docker nosilci dato-
tek so poimenovana drevesa datotečnega sistema, upravljana s strani Doc-
kerja. Lahko uporabljajo disk gostitelja oziroma kakšno drugo možnost
oblačnega shranjevanja. Delitev dostopa do podatkov med kontejnerji je
njihova glavna funkcija.
V našem primeru smo morali vpeti naslednje datoteke:
1. Konfiguracijo za Cowrie, ki je sestavljena iz 3 različnih datotek. Te datoteke
morajo biti dostopne tudi na gostitelju, da lahko spreminjamo nastavitve
pasti.
2. Podobno kot za Cowrie potrebujemo vpeti eno konfiguracijsko datoteko za
Filebeat, ki mora biti dostopna tudi iz gostitelja.
3. Dnevnǐske zapise, ki jih ustvarja Cowrie, ki morajo biti deljeni med obema
kontejnerjema, vendar ne potrebujemo dostopa iz gostitelja.
Za konfiguracije Cowrieja in Filebeata uporabimo direktno vpenjenje datotek
gostitelja. Za Cowire vpnemo celotno mapo, ki smo jo ustvarili na gostitelju, ki
vsebuje našo konfiguracijo. Pri Filebeatu pa vpnemo samo izbrano konfiguracij-
sko datoteko. Tudi zaupljiva programska oprema lahko vsebuje ranljivosti, zato
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želimo vedno minimizirati možnost napada. Docker nam zato omogoča, da lahko
nosilce nastavimo samo za branje. Vsej vpeti konfiguraciji dodamo opcijo, da je
na voljo samo za branje.
Za deljenje dostopa dnevnǐskih zapisov je najbolǰsi način uporaba Docker
nosilcev. S takšnim načinom ločimo prostor za shranjevanje od specifičnih lokaciji
na gostitelju. Tako lahko past zaganjamo na poljubnem gostitelju brez skrbi,
da bi prihajalo do konfliktov datotek zaradi statičnih lokacij na disku. Docker
privzeto ustvari nosilec s pomočjo lokalnega vtičnika. To bo ustvarilo mapo za
shranjevanje podatkov nosilca nekje na datotečnem sistemu gostitelja in bo pod




Nato ga moramo vpeti v oba kontejnerja:
1 cowrie:
2 volumes:




7 - cowrie -var:/usr/share/filebeat/cowrie_data:ro
Tudi v tem primeru uporabimo možnost samo za branje v filebeat kontejnerju.
Docker kontejnerji temeljijo na enostavni in medsebojni povezljivosti. Za po-
vezavo storitev v kontejnerjih z zunanjim omrežjem moramo narediti dodatni
korak. Kontejnersko omrežje je povezano z zunanjim omrežjem preko prevajanja
omrežnih naslovov (angl. network address translation, NAT). Zato moramo Doc-
kerju specificirati, kako naj posreduje promet iz zunanjih omrežnih vmesnikov.
Konfigurirati moramo povezavo med vrati na gostitelju in vrati na kontejnerju.
V našem primeru smo vrata za SSH (22) izpostavili na naslednji način:
1 ports:
2 - "22:2222"
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Na tak način je zagon in prenosljivost sistema zelo enostavna, ker nam ni
potrebno pripraviti posebnega okolja. Vse kar potrebujemo, je sistem, ki ima
nameščen Docker, konfiguracije datoteke ter docker-compose datoteko.
Del zbiranja in shranjevanja podatkov je ostal isti kot v prvi fazi. Poleg
podatkov, shranjenih v ElasticSearch, smo želeli vzpostaviti izpeljan podatkovni
sistem s transformiranimi in sprocesiranimi podatki v relacijski obliki. Končni
cilj je imeti podatke v naslednjih dveh oblikah:
 Surovi podatki, shranjeni v sistemu ElasticSearch: Do podatkov lahko do-
stopamo preko vmesnika API in s pomočjo Kibane. Ta omogoča filtriranje,
združevanje, razvrščanje in iskanje po podatkih. Poleg tega lahko nad iz-
branim in urejenim delom podatkov izrǐsemo različne grafične prikaze. API
pa je primeren predvsem za avtomatizirano analizo podatkov v “realnem
času”.
 Urejeni podatki, shranjeni v relacijski obliki v SQL bazo: za lažjo analizo
potrebujemo podatke v urejeni relacijski obliki. Podatke s pomočjo Python
skript (opis postopkov v nadaljevanju) preberemo iz ElasticSearcha in sproti
urejamo, dopolnjujemo ter jih shranjujemo v MySQL podatkovno bazo.
Tako shranjene podatke lahko uporabimo za analizo z vsemi sistemi, ki
znajo brati podatke iz SQL baz (npr. Tableau, pandas).
V nadaljevanju so opisane skripte, ki smo jih uporabili. Te so se izvajale na
različne časovne intervale s pomočjo orodja cron [60]. Časovni intervali so med 2
min do 1h, odvisno od skripte.
5.3.3 Združevanje dogodkov po sejah
Vsak dogodek v sistemu ElasticSearch je shranjen kot samostojen JSON objekt,
ki vsebuje polje z identifikatorjem seje. S pomočjo tega polja združimo vse
dogodke in agregiramo informacije za določeno sejo. Za to uporabimo skripto
cowrie-data-aggregator, ki pridobi podatke iz sistema ElasticSearch in ustvari
3 tabele (tabela z vsemi podatki za posamezno sejo, tabela s podatki o pri-
javah v sistem, tabela s podatki o vnesenih ukazih). Pred združevanjem ve-
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dno preverimo ali ima seja začetni cowrie.session.connect in končni dogodek
cowrie.session.closed. S tem zagotovimo, da shranimo le tiste seje, ki so bile
v celoti uspešno zaznane.
Tako za vsako sejo pridobimo naslednje informacije:
 identifikator seje: edinstvena kombinacija številk in črk, ki jo za vsako
sejo generira cowrie;
 števec dogodkov: število dogodkov, ki se je pojavilo v vsaki združeni seji;
 indentifikator pasti: ime, s katerim lahko identificiramo posamezeno past,
na katerem se je zgodil napad;
 IP naslov napadalca: naslov napadalca za določeno sejo;
 protokol: ime protokola preko katerega se je napadalec povezal na past;
 časovni žig začetka seje: časovni žig prvega dogodka za določeno sejo;
 časovni žig konca seje: časovni žig zadnjega dogodka za določeno sejo;
 ime države: ime države izvora naslova IP napadalca;
 zemljepisna dolžina: zemljepisna dolžina napadalčevega naslova IP;
 zemljepisna širina: zemljepisna širina napadalčevega naslova IP;
 trajanje seje: trajanje seje v sekundah, izračunano iz razlike zadnjega in
prvega dogodka;
 prenos datoteke: polje označuje True/False ali je bila v tej seji prenesena
datoteka;
 poskus prijave : polje označuje True/False ali se je napadalec poskusil
prijaviti v sistem;
 uspešen poskus prijave: polje označuje True/False ali se je napadalec
uspešno prijavil v sistem (v nekaterih obdobjih našega poskusa smo imeli
omejeno število uporabnǐskih imen in gesel za prijavo v sistem);
 število neuspešnih poskusov prijave: število neuspešnih poskusov pri-
jave v sistem;
 uspešno uporabnǐsko ime: v primeru uspešne prijave, uporabnǐsko ime,
ki ga je napadalec uporabil;
 uspešno geslo: v primeru uspešne prijave, geslo, ki ga je napadalec upo-
rabil;
 poskus ukaza: polje označuje True/False glede na to ali je napadalec med
sejo vnesel ukaz;
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 število ukazov: število ukazov, ki jih je napadalec vnesel za določeno sejo;
 povprečen čas med ukazi: povprečen čas v sekundah med ukazi za
določeno sejo;
 standardna deviacija časa med ukazi: standardna deviacija v sekundah
med ukazi za določeno sejo;
 čas prijava-prvi ukaz: čas v sekundah, ki je pretekel med prijavo v sistem
in prvim vnesenim ukazom.
Te podatke lahko uporabimo za natančneǰso analizo za posamezne seje, analizo
vnesenih ukazov napadalca ter analizo uporabljenih uporabnǐskih imen in gesel
pri prijavi.
5.3.4 Urejanje podatkov o ukazih napadalca
V nekaterih sejah lahko najdemo Cowrie dogodek cowrie.command.input,
ki predstavlja vnesen ukaz napadalca v terminal. Skripta
cowrie-command-data-analysis pridobi podatke iz že ustvarjene tabele, ki vse-
buje vse ukaze napadalca (ustvarjena s strani skripte cowrie-data-aggregatorr)
in podatke preuredi v dve novi tabeli. Prva tabela vsebuje vse ukaze združene
glede na sejo, poleg tega pa dodamo še nekatere druge izračunane informacije
(število ukazov, trajanje seje, povprečen zamik med ukazi...). Druga ustvarjena
tabela pa vsebuje števec podobnih skript. Za vsako skripto s pomočjo Python diff
knjižnice [61] izračunamo podobnost z že shranjenimi skriptami in v primeru, da
sta si dve skripti podobni (uporabljamo faktor več od 55%), prǐstejemo števec
za 1, v nasprotnem primeru pa skripto dodamo v bazo. Faktor podobnosti
smo ugotovili s poskušanjem, tako da se je čim večje število skript uspešno
klasificiralo. Na tak način dobimo možnost analize, katere skripte se najpogosteje
uporabljajo pri napadih. To nam tudi omogoča ugotoviti, ali je skripta bot
oziroma obstaja možnost, da je to človek.
5.3.5 Shranjevanje in analiza prenesenih datotek
V nekaterih sejah napadalci uporabijo wget oziroma curl za prenos dodatne
škodljive kode. Zbrana škodljiva koda je lahko zelo zanimiva za zaznavo no-
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vih ranljivosti, zato želimo zbrati čim večje število vzorcev. Cowrie omogoča, da
shranjuje datoteke, ki jih napadalec prenese s pomočjo omejenih ukazov, vendar
ima nekaj pomanjkljivosti:
 Znotraj bolj zahtevnih in verižnih ukazih Cowrie ne zazna prenosa, zato
takih datotek ne prenese.
 Datoteke se shranijo na lokalno instanco pasti Cowrie, kar je v našem pri-
meru v Kubernetes gruči. Tako bi morali vse datoteke posebej prebirati iz
vseh jat in jih shranjevati v centralni sistem.
 Nekatere datoteke vsebujejo gnezdene curl in wget ukaze. Želeli bi, da tudi
te datoteke prenesemo, vendar Cowrie tega ne naredi.
 Cowrie shrani samo datoteko in njeno zgoščeno sporočilo, ne pa tudi vseh
ostalih metapodatkov o datoteki.
Zato smo se odločili napisati Python skripto, ki vse vnesene ukaze analizira,
poskuša prenesti škodljivo kodo in to shrani v bazi za nadaljnjo analizo. Neka-
teri URL naslovi postanejo že po nekaj urah napada nedosegljivi, zato moramo
podatke analizirati čim prej. V nadaljevanju je opisan postopek pridobivanja
škodljivih datotek.
Prvi korak je iskanje naslovov URL v Cowrie dogodku, ki vsebuje vne-
sene ukaze napadalca. S pomočjo regularnih izrazov zaznavamo vse prenose in
izluščimo naslove URL, od koder je bila prenesena škodljiva koda. Nato s pomočjo
Python skripte prenesemo škodljivo kodo iz naslovov URL in jo shranimo na disk
kodirano v base64. Za preneseno datoteko izračunamo MD5, SHA1 in SHA256
zgoščeno sporočilo, kar nam omogoča preverjanje datoteke na zunanjih storitvah.
Poleg tega preverimo še velikost datoteke, tip datoteke in ali je datoteka v te-
kstovnem ali binarnem formatu. V primeru, da je datoteka tekstovna, ponovno
preverimo ali vsebuje naslove URL za prenos škodljivih datotek. V takem pri-
meru celoten postopek rekurzivno ponavljamo dokler so vse datoteke binarne oz.
ne vsebujejo več naslovov URL za prenos. Pred shranjevanjem vsako datoteko
preverimo na VirusTotal API vmesniku, kjer pridobimo več podatkov. Na koncu
vse zbrane podatke za posamezno datoteko shranimo v SQL bazo.
Tako za vsako datoteko pridobimo naslednje podatke:
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 MD5 zgoščeno sporočilo,
 SHA1 zgoščeno sporočilo,
 SHA256 zgoščeno sporočilo,
 velikost datoteke v kilobajtih,
 tip datoteke,
 ali je datoteka tekstovna ali binarna,
 število zadetkov na VirusTotal API vmesniku: število storitev, ki je dato-
teko zaznalo kot škodljivo,
 opisi škodljive datoteke na VirusTotal API vmesniku,
 pot do datoteke na disku.
5.3.6 Združevanje podatkov glede na izvor
V izpeljanem podatkovnem sistemu smo želeli shranjevati tudi podatke o posa-
meznih naslovih IP in številkah avtonomnega sistema (angl. Autonomous System
Number – ASN). Avtonomni sistem (angl. Autonomous System – AS) je sku-
pina ene ali večih IP predpon, ki jo upravlja omrežni operater in ohranja eno
jasno definirano usmerjevalno politiko. Omrežni operaterji potrebujejo številke
avtonomnega sistema za kontrolo umerjanja v njihovih omrežjih in izmenjavo
usmerjevalnih informaciji z ostalimi ponudniki internetnih storitev (angl. Inter-
net Service Providers – ISP).
Za lažjo analizo napadalcev smo ustvarili dve tabeli. Prva vsebuje podatke o
edinstvenih naslovih IP, druga pa je vezana na prvo tabelo in predstavlja dodatne
informacije o avtonomnih sistemih. To nam omogoča hitro analizirati, od katerih
operaterjev in ponudnikov storitev prihaja največ napadov. Tabeli vsebujeta
naslednje podatke:
1. Tabela edinstvenih naslovov IP:
 naslov IP.
 Število napadov zaznanih iz tega naslova IP.
 Informacije o geolokaciji naslova IP (kraj, država, geografska širina,
geografska dolžina).
 Ime gostitelja (angl. Hostname) v primeru, da ga je možno ugotoviti.
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 Časovni žig prvega zapisa v tabelo.
 Časovni žig zadnjega vpisa v tabelo.
 Številka avtonomnega sistema za naslov IP, ki je tudi polje, ki povezuje
podatke z drugo tabelo.
2. Tabela edinstvenih avtonomnih sistemov (tabela v povezavi vrste ena
proti več s tabelo edinstvenih naslovov IP):
 ASN številka, polje za povezavo.
 Regionalni IP-register (angl. Regional IP Registries, RIR).
 ASN predpone (angl. Prefix)
 Izračunano število naslovov IP, ki jih lahko vsebuje posamezni AS.
 Opis sistema AS.
 Kontaktni naslov za zlorabe.
 Število napadov, zaznanih iz te številke ASN.
 Časovni žig prvega zapisa v tabelo.
 Časovni žig zadnjega vpisa v tabelo.
Slika 5.5: Primer vrstice iz tabele edistvenih naslovov IP (podatki so izmǐsljeni)
Slika 5.6: Primer vrstice iz tabele edistvenih avtonomnih sistemov (podatki so
izmǐsljeni)
V nadaljevanju je opisan postopek delovanja skripte, ki prebere nove napade
v bazi, jih uredi ter na koncu shrani v zgoraj opisani tabeli.
1. Program omogoča dva načina delovanja.
(a) Pri prvem načinu definiramo časovno obdobje, za katerega želimo pri-
dobiti podatke iz glavne tabele vseh napadov in te podatke nato skripta
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uredi. Ta način je uporaben predvsem za urejanje zgodovinskih po-
datkov.
(b) Drugi način deluje v “realnem času”, kjer definiramo časovni interval
in program ponovi urejanje novih podatkov za ta interval. Za zagon si
pomagamo s cron orodjem. Ta način je primeren za splošno delovanje,
kjer želimo da se podatki sproti samostojno dodajajo.
2. V obeh načinih je ostali postopek enak. Prvi korak je pridobitev vseh
naslovov IP za izbrano časovno obdobje. Nato iz pridobljenih naslovov IP
izločimo privatne in druge naslove, ki jih ne želimo vključiti med podatke.
3. Za posamezen naslov IP preverimo ali je že v tabeli z edinstvenimi naslovi
IP. V primeru, da obstaja, povečamo števec za ena. V nasprotnem primeru
pa pridobimo za naslov IP naslednje podatke:
(a) S klicem na ripe.net REST API [62] pridobimo informacije za RIR.
(b) S klicem na BGPView API [63] pridobimo podatke za AS.
(c) S klicem na IPinfo API [64] pridobimo ostale podatke o naslovu IP.
4. Pridobljene podatke uredimo in jih shranimo v novi tabeli.
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5.4.1 Arhitektura
Naslednji cilj je bil vzpostavitev distribuirane mreže pasti. V sklopu projekta smo
dobili dostop do geografsko razpršene mreže več kot 50 Kubernetes vozlǐsč, ki se
nahajajo v Evropi in ZDA. Ker nam je to predstavljalo izjemno priložnost, smo
se odločili razširiti naše pasti s pomočjo Kuberntesa. Arhitekturno gledano smo
morali virtualno izvajalno okolje, na katerem je bil nameščen Cowrie, nadomestiti
s Kubernetes gručo. Na vsako vozlǐsče v gruči smo namestili Cowrie in Filebeat.
Vsi podatki iz različnih lokacij so se še vedno pošiljali na centralno mesto za
shranjevanje ter sproti obdelovali.





























Slika 5.7: Shema arhitekture tretje faze
5.4.2 Implementacija
Najprej smo morali ugotoviti, kateri način Kubernetes namestitve bomo uporabili
v našem primeru. Nismo potrebovali avtomatskega skaliranja storitev glede na
povečanje prometa in nismo želeli, da Kubernetes sam razporeja pasti po gruči.
Ključno za nas je bilo, da imamo največje možno število vozlǐsč, na katerih je
nameščena po ena past. Za namestitev smo uporabili DaemonSet, ki zagotovi,
da bodo vsa oziroma izbrana vozlǐsča poganjala našo aplikacijo. Tako se bo na
vsakem vozlǐsču izvajala točno ena jata naše storitve.
Kot že omenjeno so kontejnerji optimizirani, da poganjajo en proces na kon-
tejner. Zato moramo imeti v naši jati več kontejnerjev, ki jih potrebujemo za
delovanje.
1. Cowrie kontejner: Prvi kontejner v jati je vseboval sliko Cowrie pasti. Po-
dobno kot smo naredili pri uporabi Dockerja, moramo tudi tukaj vzpostaviti
omrežno povezljivost in zunanje nosilce za shranjevanje podatkov. Da bi
lahko napadalci dostopali do pasti, smo se odločili uporabiti omrežni način
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hostPot. Ta možnost omogoča, da se jata poveže na vrata v imenskem pro-
storu vozlǐsča, vendar ima še vedno lastni omrežni imenski prostor. Konfi-
guracija poteka tako, da pri definiciji vrat v polju spec.containers.ports
omenimo hostPort opcijo pri vseh vratih, ki to potrebujejo. V našem pri-
meru so to vrata 22.
1 ports:
2 - containerPort: 2222
3 name: cowrie -ssh
4 hostPort: 22
Pri hostPort načinu so vrata povezana z vozlǐsčem samo na tistih vozlǐsčih,
na katerih poganjamo jato. Če jata uporablja vrata vozlǐsča, lahko na
vozǐsču poganjamo samo eno instanco takšne jate, zato ker se dva procesa
ne moreta povezati na ista vrata.
Vzpostavili smo 5 zunanjih nosilcev, 4 (configMap) so bili namenjeni kon-
figuracijskim datotekam za Cowrie, zadnji (emptyDir) pa za shranjevanje
podatkov dnevnǐskih datotek. To je bilo potrebno, ker želimo te podatke
uporabiti tudi v Filebeat kontejnerju.
2. Filebeat kontejner:
Filebeat kontejner je omogočal prenos podatkov, ki jih ustvarja Cowrie na
zunanjem disku v Logstsh. Na podoben način kot pri Cowrie kontejnerju
smo tudi tukaj definirali konfiguracijo s pomočjo ConfigMaps. V kontejner
smo dodali še okoljsko spremenljivko, ki vsebuje ime vozlǐsča.
1 env:




To spremenljivko smo prebrali v konfiguraciji Filebeata in dodali poje z
njeno vrednostjo v vsakem dogodku, ki smo ga poslali na Logstash. To
nam omogoča, da lahko v sistemu ElasticSearch vidimo, iz katerega vozlǐsča
izvirajo podatki.
56 Arhitektura in implementacija sistema
3. Pomožni kontejner: Ker Cowrie ustvarja veliko število dnevnǐskih dato-
tek in shranjuje različne podatke, bi ti podatki lahko hitro zasedli prostor
na nosilcu, ki je omejen na 100 megabajtov. Zato smo ustvarili pomožni
kontejner, katerega naloga je dnevno izbrisati vse nepotrebne dnevnike, ki
so že bili preneseni v centralni sistem shranjevanja. To smo dosegli tako,
da smo dodali skripto o tem, katero orodje cron dnevno zažene.
4. Inicializacijski kontejner: Poleg navadnih kontejnerjev lahko jate vsebu-
jejo tudi inicializacijske kontejnerje (angl. init containers). Kot lahko skle-
pamo že iz imena, so namenjeni za inicializacijo jat. Jata lahko vsebuje po-
ljubno število takih kontejnerjev. Šele po zagonu vseh inicializacijskih kon-
tejnerjev, se zaženejo še ostali navadni kontejnerji. Pogosti primer uporabe
je dodajanje podatkov v nosilce datotek, ki so nato vpeti v glavni kontejner
jate. Podobno uporabo je imel tak kontejner tudi v našem primeru. Ker
smo ustvarili zunanji nosilec podatkov za dnevnike, ki jih dodaja Cowrie, je
bil ta prazen. V takem primeru je prihajalo do neuspešnega zagona Cowrie
kontejnerja, ker so manjkale določene mape, ki jih Cowrie avtomatsko ne
ustvari. Zato smo v polju spec.initContainers ustvarili inicializacijski
kontejner z busybox [65] sliko. Ta je v nosilcu cowrie-log-volume ustvaril
vse potrebne mape in jim priredil ustrezno dovoljenje, da so lahko ostali
kontejnerji pisali vanje.
Poleg omenjenih nastavitev je potrebno nastaviti pričakovano in maksimalno
količino pomnilnika in deleža procesorja, za katera želimo, da ju naš kontejner po-
rabi. S tem zagotovimo, da jata uporabi samo določeno količino virov Kubernetes
gruče. Ko ustvarimo jato, lahko specificiramo količino procesorja in pomnilnika,
ki jo kontejner potrebuje (angl. requests) in omejitev porabe (angl. limits). To
moramo specificirati za vsak kontejner posebej. Skupne potrebe in omejitve vira
jate so seštevek vseh kontejnerjev v jati. Vire za vsak kontejner prilagodimo glede
na potrebe in razpoložljivost virov v Kubernetes gruči.
Pred namestitvijo pasti na Kubernetes gručo je bilo potrebno na
vozlǐsča namestiti konfiguracijo s pomočjo ukaza kubectl create -f
<IME CONF DATOTEKE>. Nato smo lahko z istim ukazom namestili še konfi-
guracijsko datoteko, ki namesti pasti na vsako vozlǐsče gruče.
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Ena glavnih prednosti take arhitekture je enostavnost nameščanja na vse go-
stitelje hkrati. Vse kar smo potrebovali je samo konfiguracijska datoteka, ki vse-
buje vse potrebne podatke. Tudi spreminjanje konfiguracije je postalo enostavno
opravilo. Tekom eksperimenta smo v letu dni na 55 vozlǐsčih zbrali več kot 200
GB podatkov o napadih.
V začetni namestitvi se je pojavila težava, ker so zbrani dnevniki napadov
vsebovali lokalne naslove IP jate namesto naslovov napadalcev. Po kontaktu ad-
ministratorja omrežja in spremembi omrežne konfiguracije smo omenjeno težavo
uspešno rešili. Ker je bila Kubernetes gruča še v testni fazi, ni bila zelo stabilna,
tako da so se velikokrat pojavljale težave v sistemu in izguba določenih vozlǐsč.
Nekatera vozlǐsča so bila tudi za določen čas nedosegljiva. Tako, smo morali izbi-
rati, na katera vozlǐsča namestimo našo konfiguracijo. Da bi si olaǰsali dodajanje
ConfigMapov in DaemonSetov na Kubernetes smo morali spisali Python skripto,
ki to delo avtomatizira in olaǰsa. Kljub omenjenim težavam smo gručo pasti
uspešno ustvarili in presegli naša pričakovanja o njihovem številu.
5.5 Faza 4: Vzpostavitev visoko interaktivne pasti za na-
padalce
5.5.1 Arhitektura
V naslednji fazi smo imeli cilji vzpostaviti visoko interaktivnost za sistem pasti
za napadalce. Glede na to, da Cowrie podpira možnost visoke interakcije, smo ga
lahko uporabljali še naprej. Imeli smo 3 načine virutalizacije glede na možnosti,
ki nam jih Cowrie ponuja z uporabo SSH proksi funkcionalnosti:
1. Virtualizacija s pomočjo bazena Cowrie upravljanih QEMU emuliranih
strežnikov.
2. Virtualizacija s pomočjo Docker kontejnerja znotraj posamezne Kubernetes
jate.
3. Virtualizacija s pomočjo zunanjega bazena Docker kontejnerjev.
Prva možnost za nas ni bila uporabna, saj je naš sistem pasti nameščen na





























Slika 5.8: Shema arhitekture četrte faze
sistemu Kubernetes in ne bi bilo mogoče, da Cowrie ustvarja QEMU emulirane
strežnike. Poleg tega pa nam poraba Dockerja omogoča lažjo konfiguracijo, hi-
treǰsi zagon, prilagodljivo število kontejnerjev in poljubno izbiro operacijskega
sistema ter nameščenih storitev. Vendar so kontejnerji manj varni kot virtualna
izvajalna okolja, tako da je bilo nekaj več časa potrebnega za zagotovitev večje
varnosti.
Druga in tretja možnost sta si precej podobni z glavno razliko, kje imamo
nameščen kontejner. Ker nismo želeli izpostaviti Kubernetes vozlǐsč nevarnosti,
da bi morebitna napačna konfiguracija kontejnerja omogočila napadalcu prevzem
kontrole nad gostiteljem, smo se odločili kontejnerje vzpostaviti na ločenem sis-
temu. Povezavo do Docker kontejnerjev v katerih se izvaja Ubuntu 18.04, posre-
duje Cowrie v SSH posredovalnem načinu. Cowrie je vse podatke še vedno beležil
na isti način, vendar so napadalci pristali v resničnem sistemu.
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Ustvarili smo virtualno izvajalno okolje, na katerem smo zagnali več kontej-
nerjev z operacijskim sistemom Ubuntu 18.04. Vse povezave iz določene pasti so
bile preusmerjene v isti kontejner. Ostale arhitekture sistema nismo spreminjali.
5.5.2 Tveganja pri vzpostavitvi visoke interakcije s pomočjo Docker
kontejnerjev
Ker pri visoki interaktivnosti izkušen zlonamerni uporabnik pridobi kontrolo nad
realnim sistemom, v našem primeru v Docker kontejnerju, moramo pokriti var-
nostne zahteve, da bo sistem varen. Tveganja v Docker okoljih lahko razdelimo
na 4 področja [66]:
1. aplikacija znotraj kontejnerja ogrozi kontejner,
2. kontejner napade sosednje kontejnerje,
3. kontejner napade sistem gostitelja,
4. sistem gostitelja napade kontejner.
Gostitelj
Kontejner 1 Kontejner 2
Kontejner n









Slika 5.9: Shema možnih napadov pri uporabi Docker kontejnerjev
Zaščita kontejnerja pred aplikacijami, ki tečejo v njem. V splošnem
so lahko aplikacije zaupanje vredne ali zlonamerne. Nekatere aplikacije potrebu-
jejo privilegiran (root) dostop, kar lahko aplikaciji omogoči dostop do upravitelja
kontejnerja in s tem možnost napada na gostiteljski sistem ali ostale kontejnerje
na sistemu. V nadaljevanju je seznam možnih tveganj in možne rešitve.
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 Napačna konfiguracija Docker zagonske slike (angl. Docker image):
1. Neavtoriziran dostop: Poganjanje aplikacije z nepotrebnim (root) pri-
vilegiji omogoči aplikaciji celotno kontrolo nad sistemom. Možni
rešitvi sta poganjanje aplikacije z najmanǰsimi potrebnimi pravicami
in možnost urejanja nekaterih pravic s pomočjo Linux zmožnosti (angl.
Linux kernel capabilities).
2. Omrežni vdori: Vzpostavitev dostopa SSH v kontejnerju je slaba pra-
ksa, saj daje napadalcu možnost dostopa ob nepravilni konfiguraciji.
Upravljanje kontejnerjev izvajamo s pomočjo vmesnika Docker API in
onemogočimo dostop SSH. V našem primeru uporabe to ne pride v
poštev, saj želimo, da napadalci dostopijo do kontejnerja preko SSH.
 Vgrajena zlonamerna programska oprema: V našem primeru želimo, da
napadalci nameščajo zlonamerno kodo.
 Vgrajene skrivnosti v čistopisu: Gesel in skrivnih informacij ne shranjujemo
v kontejnerju v obliki čistopisa. Skrivnosti morajo biti shranjene izven
Docker slike.
 Uporaba nepreverjenih Docker slik : Nekatere slike niso zaupanja vredne,
ker lahko vsebujejo stranska vrata. Uporabimo samo Docker slike in repo-
zitorije, ki jim lahko zaupamo.
 Ranljivosti Docker okolja in sistema: Nekatere ranljivosti npr. CVE-2017-
5123 [67], CVE-2014-6271 [68] lahko vplivajo na to, da aplikacija spremeni
dovoljenja. Sistem in Docker okolje moramo redno posodabljati.
Zaščita med kontejnerji. Privzamemo, da imamo več kontejnerjev in vsaj
en kontejner zlonameren. To je v našem primeru res za vse kontejnerje, saj se
v njih izvaja zlonamerna koda. Okužen kontejner bi lahko dostopal do zaupnih
podatkov drugih kontejnerjev in napadal druge kontejnerje. Naš cilj je zaščititi
kontejnerje pred medsebojnimi vplivi, tako da kontejner ne ve nič o ostalih kon-
tejnerjih, podobno kot pri virtualnih izvajalnih okoljih. V nadaljevanju je seznam
možnih tveganj in možne rešitve.
 Zlonamerne aplikacije: Zlonamerna aplikacija lahko povzroči DOS napad
na ostale kontejnerje oziroma uporablja veliko količino sistemskih virov in
s tem prepreči delovanje ostalim kontejnerjem. Z omejevanjem virov posa-
meznemu kontejnerju omogočimo pravično razdelitev.
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 Slabo ločen promet med kontejnerji : Kontejnerji ne bi smeli omogočati ko-
munikacije med seboj, če to ni res nujno. Vse omrežne nastavitve morajo
imeti najmanǰse možne pravice. Če ne želimo komunikacije med kontejnerji,
lahko vsak kontejner postavimo v svoje virtualno omrežje.
Zaščita operacijskega sistema gostitelja pred kontejnerji. V tem pri-
meru je vsaj en kontejner zlonameren in ima lahko dostop do zaupnih informacij
na gostitelju. To je možno, ker si kontejnerji in gostiteljski sistem delijo jedro.
Okužen kontejner lahko napada integriteto in razpoložljivost sistema s porabo
virov. Naš cilj je odpraviti te nevarnosti in delovanje kontejnerjev čim bolj pri-
bližati delovanju virtualnih izvajalnih okolij. V nadaljevanju je seznam možnih
tveganj in možne rešitve.
 Napadi na operacijski sistem gostitelja: Nepotrebne storitve na strežnikih
lahko povečajo število ranljivosti in s tem možnosti za napad. Rešitve so, da
ustavimo vse nepotrebne storitve, uporabimo specifične operacijske sisteme
za kontejnerje (CoreOS, RancherOS) in upoštevamo NIST dobre prakse
[69].
 Delitev jedra med gostiteljem in kontejnerjem: Obstajajo primeri ranljivo-
sti, ko lahko kontejnerji napadejo gostiteljski sistem. Uporaba imenskih
prostorov (angl. namespaces), Linux zmožnosti in Linux security modu-
les – LMS je pomembna za zagotovitev večje varnosti. Trenutno je jedro
že dovolj varno, da so taki napadi zelo redki, vendar lahko vse ranljivosti
spremljamo na Docker CVE seznamu [70].
 Uporaba sistemskih virov : S pomočjo Linux zmožnosti lahko nadziramo
porabo sistemskih virov.
 Datotečni sistem gostitelja: Priklop (angl. mount) datotečnega sistema
gostitelja v kontejner z zadostnimi pravicami lahko povzroči nedovoljeno
spreminjanje podatkov, kar je nevarno predvsem pri občutljivih mapah in
konfiguracijah. Kontejnerji morajo imeti najmanǰse pravice, spremembe
datotek pa so shranjene v kontejnerjih v specifičnih podatkovnih nosilcih
(angl. storage volumes), ki so temu namenjeni.
 Prikaz sistemskih virov gostitelja: Docker ne skrije podatkov o sistemskih
virih (procesor, pomnilnik, disk) gostitelja. V našem primeru je to prednost,
saj večja količina virov privabi napadalca, da je sistem zanimiveǰsi.
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Zaščita pred gostiteljem. V tem primeru so kontejnerji zaupanja vredni,
ampak je gostitelj zlonameren. Ker je gostitelj v našem primeru zaupanja vreden,
ne bomo posebej potrebovali zaščite v tem primeru.
V splošnem mora napadalec najprej kompromitirati aplikacijo v kontejnerju,
da pridobi dostop do kontejnerja. V našem primeru pa ima napadalec direktni
dostop do operacijskega sistema kontejnerja preko SSH povezave. Glavna naloga
bo preprečiti napad na druge kontejnerje in sistem gostitelja. Napadalec lahko
uporabi internetni dostop za izvajanje napadov (npr. DOS) na druge zunanje
naprave. Popolna omejitev bi pomenila, da napadalec ne bo mogel prenesti zlo-
namernih datotek na sistem. Tu smo morali najti kompromis med varnostjo in
uporabnostjo pasti.
5.5.3 Implementacija varnega sistema Docker kontejnerjev
Na osnovi dobrih praks [19, 69, 71] smo začeli z vzpostavitvijo zalednega sistema
Docker kontejnerjev, ki bo preprečil vsa tveganja, opisana v preǰsnjem poglavju.
Z uporabo funkcionalnosti, ki nam jih ponuja jedro Linuxa in Docker lahko za-
gotovimo večjo varnost sistema.
Kot smo že omenili, smo se odločili postaviti bazen kontejnerjev na ločenem
gostitelju, da v primeru, če bi napadalcu uspelo pridobiti dostop do gostitelja,
na katerem se izvaja Docker, ne bi bilo preveč škode. Virtualno izvajalno okolje
gostitelja je bilo postavljeno na javnem naslovu IP in ločeno od ostale infrastruk-
ture. Dostop je bil omejen s požarnim zidom in dovoljen samo povezavam SSH,
ki so prihajale iz naslovov IP pasti, ki so posredovali promet. Operacijski sistem
in Docker okolje na gostitelju redno posodabljamo, da se izognemo morebitnim
ranljivostim, ki bi jih lahko napadalec uporabil za prevzem nadzora nad siste-
mom. Uporabo virov na gostitelju smo spremljali tudi s pomočjo sistema storitev
prometheus, node-exporter, cadvisor, grafana [72].
Za osnovno sliko naše kontejnerske slike smo uporabili uradno sliko sistema
Ubuntu 18. Nato smo namestili openssh strežnik in nekaj ostale programske
opreme (busybox, nano, curl...), da bi naredili kontejner bolj privlačen za upo-
rabnika. Naslednji korak je bila namestitev in konfiguracija dostopa SSH, da
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bi omogočili napadalcem povezavo v kontejner. Sledili smo navodilom [73] pri-
mera na uradni Docker strani. Razlika s primerom je ta, da smo ustvarili novega
non-root uporabnika namesto root uporabnika ter SSH vrata znotraj kontejnerja
premaknili na 22222, da lahko omejimo uporabo privilegiranih vrat.
Imenski prostori (angl. namespaces) ponujajo izolacijo in virtualizacijo
sistemskih virov za skupino procesov. Viri (datotečni sistem, uporabniki, imena
gostiteljev...) znotraj nekega imenskega prostora lahko vidijo in dostopajo samo
do tistih virov, ki jih ta imenski prostor ponuja. Dostopa do sistemskega in dru-
gih zunanjih virov pa nimajo. Imenski prostori so ključna komponenta za nadzor
virov, ki jih lahko kontejner vidi. Docker zažene kontejner z uporabnikom, ki
je specificiran v sliki kontejnerja, v nasprotnem primeru pa s privzetim uporab-
nikom, ki je pogosto root. Root uporabnik ima skoraj vse pravice za dostop
do stanja kontejnerja. Vsak proces, ki je zagnan z root uporabnikom, podeduje
vse pravice. V primeru hrošča (angl. bug) v takem procesu je ogrožen celotni
kontejner. Najbolǰsi način, da se zavarujemo, je uporaba drugih nepriviligiranih
uporabnikov. V našem primeru smo ustvarili novega nepriviligiranega uporab-
nika, do katerega je možna SSH povezava iz pasti. Tako smo napadalcem omejili
dostop do privilegiranega uporabnika.
Odprlo se je tudi nekaj varnostnih vprašanj, predvsem to kaj narediti z inter-
netnim dostopom v notranjosti kontejnerja. Glavna skrb je bila uporaba našega
okolja za nadaljevanje napadov na druge sisteme. Docker nam ponuja tri vrste
omrežja: bridge, host in none.
 Bridge - To je privzeta možnost omrežja, ki uporablja bridge vtičnik.
Omogoča povezavo med kontejnerji, ki so zagnani na istem gostitelju. Upo-
raba privzetega bridge omrežja ni priporočljiva, zato moramo ustvariti la-
stno bridge omrežje. Docker bridge omrežje uporablja Linux imenske pro-
store, virtualne ethernet naprave in Linux požarni zid, da ustvari specifično
in prilagodljivo virtualno omrežno topologijo, imenovano bridge. Ustvarjeno
virtualno omrežje je lokalno gostitelju, kjer je Docker nameščen in ustvari
vnose v usmerjevalni tabeli (angl. routes) med udeleženimi kontejnerji in
širšim omrežjem, na katerega je povezan gostitelj. Vsak kontejner pridobi
privatni IP naslov, ki ni direktno dosegljiv iz zunanjega omrežja.
 Host - Možnost host vtičnika, ki Dockerju naroči, naj ne ustvari novih
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omrežnih imenskih prostorov za povezane kontejnerje. Kontejnerji na tem
tipu omrežja komunicirajo z omrežjem gostitelja kot ostali nekontejnerizi-
rani procesi.
 None - To omrežje uporablja null vtičnik. Ko ustvarimo kontejner, po-
vezan na omrežje none, Dockerju naročimo, naj ne poveže nobenega virtu-
alnega ethernet adapterja v ustvarjeni kontejner. Tako bo imel kontejner
svoj omrežni prostor in bo izoliran, brez možnosti komunikacije izven kontej-
nerja. Vendar se tudi nobena povezava izven kontejnerja ne more povezati
v kontejner, kar je neuporabno v našem primeru. Mi želimo napadalcem
dati možnost povezave preko dostopa SSH v kontejner.
V našem primeru smo se odločili, da za vsak kontejner ustvarimo omrežje
bridge tako, da bodo kontejnerji ločeni in nedosegljivi med seboj. Promet izven
kontejnerja pa bi lahko omejili z uporabo požarnega zidu znotraj kontejnerja.
S popolno omejitvijo internetnega dostopa bi napadalcem preprečili prenos zlo-
namernih datotek. Zbiranje zlonamernih datotek je pomembna naloga našega
sistema, zato tega nismo želeli preprečiti. Končna odločitev je bila, da v za-
gonski skripti naše slike, s pomočjo nameščenega požarnega zidu, v kontejnerju
uporabniku omejimo dostop do zunanjega omrežja razen za DNS.
1 iptables --append OUTPUT -m state --state ESTABLISHED ,RELATED
-j ACCEPT
2 iptables --new -chain chk_admin
3 iptables -A OUTPUT -m owner --uid -owner admin -j chk_admin
4 iptables -A chk_admin -j REJECT
Poleg tega smo priredili še curl in wget funkciji, tako da je možen dostop do
interneta samo v primeru uporabe omenjenih orodij. Ko napadalec uporabi ome-
njeni orodji, prilagojena skripta doda v pravila požarnega zidu izjemo za vpisan
naslov in dovoli prenos zlonamernih datotek. S tem, ko smo napadalcu omogočili
dostop do zlonamernih skript, lahko opazujemo tudi nadaljevanje napada, vendar
napadalcu hkrati omejimo možnosti napadov na druge sisteme.
Docker slike smo zagnali s pomočjo orodja docker-compose. Vse kontejnerje
vsako uro ponovno zaženemo s čisto začetno sliko in odstranimo vse spremembe
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in škodljivo kodo, ki so jo dodali napadalci. Ponovni zagon opravimo s pomočjo
skripte in s pomočjo orodja cron, ki nam omogoči zagon skripte na poljuben
časovni interval. V datoteki docker-compose smo s pomočjo različnih možnosti
konfiguracije želeli zagotoviti še dodatno varnost.
Docker omogoča, da z ukazom cap drop odstranimo nepotrebne Linux
zmožnosti (angl. Linux kernel capabilities). To so različne pravice, ki jih lahko
neodvisno odstranjujemo in dodajamo in tako omogočajo natančno kontrolo do-
stopa kontejnerja. Privzeto Docker omogoča številne pravice [74, 75], kar lahko
v kombinaciji z ranljivostmi jedra povzroči nepopolno izolacijo do gostitelja. Z
odstranjevanjem pravic naredimo sistem bolj varen, saj v primeru, da napadalcu
uspe pridobiti priviligiran dostop v kontejnerju, zmanǰsamo možnost škode na
gostitelju. Najbolǰsa praksa je, da odstranimo vse pravice, ki jih zares ne potre-
bujemo za zagon naših aplikacij. V naši docker-compose datoteki smo odstranili





 NET BIND SERVICE.
Linux CGroups (Linux Control Group) omogočajo veliko število
različnih funkcionalnosti, ki zagotavljajo, da si kontejnerji pošteno delijo gostitelj-
ski pomnilnik, procesor, disk, omrežno širino in ostale vire. Zagotavljajo, da pri-
tiski na vire kontejnerja ne vplivajo na sistem gostitelja in posledično preprečujejo
DOS napade. Za varno in stabilno delovanje okolja je bilo pri konfiguraciji zagona
kontejnerja potrebno upoštevati sledeče:
 Omejitev pomnilnika: Privzeto Docker omogoča, da lahko kontejner upo-
rablja neomejeno količino pomnilnika. V našem primeru, ko imamo več
kontejnerjev, bi to pomenilo, da lahko en kontejner pridobi celoten po-
mnilnik sistema, kar bi predstavljalo težavo, saj bi bili ostali kontejnerji
podhranjeni. Da bi znali določiti omejitev, si moramo postaviti naslednji
vprašanji:
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– Ali lahko naš kontejner normalno deluje pri nastavljeni omejitvi?
– Ali bo naš sistem podpiral našo omejitev?
V našem primeru je težko odgovoriti na prvo vprašanje, saj ne vemo, kaj
bodo napadalci zagnali. Pomnilnik lahko omejimo s količino, ki jo bo naš
sistem podpiral glede na število kontejnerjev (npr. 500 megabajtov našem
primeru) in nato s pomočjo monitoringa opazujemo porabo ter jo prilaga-
jamo glede na potrebe.
 Omejitev porabe procesorja: Podobno kot pri pomnilniku, tudi pri porabi
procesorja ni privzete omejitve, torej bo kontejner lahko zavzel celoten pro-
cesor. Da bi to preprečili, lahko nastavimo kvoto, ki jo lahko posamezen
kontejner uporabi; v našem primeru 0.2 CPU na kontejner (skupno imamo
4 CPU).
V primeru, da nam trenutne varnostne nastavitve ne bi zadostovale, imamo
na voljo še naslednje napredneǰse možnosti:
 Linux’s seccomp je varnostno orodje Linux jedra. Omogoča filtriranje sis-
temskih klicev iz kontejnerja v jedro. Kontejnerjem je možno nastaviti
različne profile.
 Linux Security Modules – LSM je Linux ogrodje, ki deluje kot vmesni nivo
med operacijskim sistemom in ponudniki varnostnih rešitev. Taka LSM
ponudnika sta AppArmor and SELinux. Oba zagotavljata nujno kontrolo
dostopa ali MAC.
Dodatno moramo spremeniti tudi konfiguracijo na Cowrie pasteh, saj želimo,
da bo promet preusmerjen v naše Docker kontejnerje. To naredimo tako, da za
zaledni sistem (angl. backend) izberemo opcijo proxy.
1 backend = proxy
Nato moramo dopolniti še proxy nastavitve s tipom zalednega sistema, na-
slovom IP, vrati, uporabnǐskim imenom in geslom, da omogočimo Cowriju posre-
dovanje podatkov na naš sistem.
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1 [proxy]
2 # type of backend:
3 backend = simple
4 backend_ssh_host = XXX.XXX.XXX.XXX
5 backend_ssh_port = XXXXX
6 backend_user = admin
7 backend_pass = admin
Na tak način smo vzpostavili delujoč sistem visoko interaktivnih pasti. Po
nekaj mesecih delovanja smo zaznali nekatere pomanjkljivosti, ki bi jih lahko v
prihodnosti dopolnili. Prva ja ta, da je v primeru, ko se napadalec prijavi v
past s poljubnim uporabnǐskim imenom, v realnem sistemu vedno prijavljen z
imenom admin. To bi lahko popravili tako, da bi v past omogočili prijavo samo
napadalcem z uporabnǐskim imenom admin. Druga pomanjkljivost je souporaba
kontejnerja za več različnih napadalcev. V prihodnosti bi lahko napisali skripto,
ki za posamezno prijavo v past zažene novi kontejner in tega zavrže ob koncu seje.
Curl in wget skripti bi lahko dopolnili še z dodatnimi opcijami. Tudi v Docker
sliki bi lahko uporabili različne operacijske sisteme in zagnali druge storitve, da
bi naredili sistem še zanimiveǰsi. Kljub omenjenim pomanjkljivostim smo dosegli
želeni cilj.
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5.6.1 Arhitektura
V zadnji fazi projekta smo želeli izbolǰsati arhitekturo Elastic sklada, saj je tre-
nutna verzija delovala še v razvojnem načinu in smo celotni sklad poganjali na
eni napravi. S takšno arhitekturo bi se hitro pojavili različni problemi:
 V primeru prenehanja delovanja virtualnega okolja izgubimo Logstash, Ela-
sticSearch in Kibano, torej celotno infrastrukturo za zbiranje podatkov.
 Ob veliki količini podatkov, zahtevna širitev prostorskih zmogljivosti.
 Možna izguba podatkov primarnega sistema zapisov.
 Težavna skalabilnost.
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Visoko interaktivni kontejnerji
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Slika 5.10: Shema arhitekture pete faze
Odločili smo se postaviti gručo 4 ElasticSearch strežnikov ter ločeno še virtu-
alno izvajalno okolje za Logstash. Vse elemente Elastic sklada smo posodobili na
verzijo 7.5. Vsi ostali deli sistema so ostali arhitekturno isti.
5.6.2 Implementacija
Vzpostavitev delujoče ElasticSearch gruče zahteva nekaj več časa in nastavitev.
Kot že samo ime pove, je gruča več med seboj povezanih ElasticSearch instanc
oz. vozlǐsč. Glavne prednosti take arhitekture so:
 Porazdelitev nalog, iskanja in indeksiranja čez celotno gručo.
 Enostavno skaliranje glede na potrebe. V primeru, da potrebujemo več
prostora, dodamo vozlǐsče v gručo in podatki se avtomatsko prerazporedijo
po vseh vozlǐsčih.
 Zaščita pred izgubo podatkov v primeru odpovedi enega vozlǐsča in s tem
tudi vǐsja dosegljivost.
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V gruči lahko vozlǐsču definiramo različne tipe:
1. Glavno izvoljivo vozlǐsče (angl. Master-eligible node) & Glavno
vozlǐsče (angl. Master node): Tista vozlǐsča, ki imajo možnost
node.master nastavljeno na true, kar je tudi privzeta možnost. Glavna iz-
voljiva vozlǐsča imajo možnost, biti izvoljena za glavno vozlǐsče. To vozlǐsče
je zadolženo za upravljanje gruče.
2. Podatkovno vozlǐsče (angl. Data node): Tista vozlǐsča, ki imajo
možnost node.data nastavljeno na true, kar je tudi privzeta vrednost
vozlǐsča. Ta vozlǐsča shranjujejo podatke in izvajajo operacije iskanja in
agregacije.
3. Sprejemajoča vozlǐsča (angl. Ingest node): Tista vozlǐsča, ki imajo
možnost node.ingest nastavljeno na true, kar je tudi privzeta nastavitev.
Ko imamo veliko prometa, ki ga je potrebno predhodno obdelati, je smiselno
imeti namenska sprejemajoča vozlǐsča.
4. Koordinacijsko vozlǐsče (angl. Coordinating node): Pri iskalnih
poizvedbah je možno, da so podatki na različnih podatkovnih vozlǐsčih.
Taka poizvedba je opravljena v dveh fazah, ki sta koordinirani z vozlǐsča,
ki je sprejel zahtevo - koordinacijsko vozlǐsče. Vsako vozlǐsče je posredno
tudi koordinacijsko vozlǐsče. Če pri vozlǐsču vse ostale tri tipe postavimo
na false, dobimo vozlǐsče, ki se obnaša samo kot koordinacijsko vozlǐsče,
ki pa ne more biti onemogočeno.
Privzeto je vozlǐsče vseh tipov. Pri večanju gruče pa je tipe vozlǐsč smiselno
ločiti med seboj, da vozlǐsča opravlajo le določeno nalogo.
Prvi korak je bila namestitev programske opreme ElasticSearch na vsa
vozlǐsča po navodilih v dokumentaciji. Idealno je ElasticSearch vozlǐsču
nameščen sam, tako da so vsi viri namenjeni njemu. Po uspešni name-
stitvi smo morali na vsakem vozlǐsču v konfiguracijski datoteki na mestu
/etc/elasticsearch/elasticsearch.yml nastaviti naslednje:
 Ime gruče (angl. Cluster name): Vozlǐsče se lahko vključi v gručo
samo, če ima ime cluster.name enako z vsemi ostalimi vozlǐsči v gruči.
 Ime vozlǐsča (angl. Node name): Določimo identifikator za določeno
instanco gruče ElasticSearch.
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 Nastavimo tip vozlǐsča: Da bi dosegli visoko dosegljivost, smo morali
tri vozlǐsča nastaviti za glavna izvoljiva vozlǐsča. S tem bo gruča lahko
izvolila novo glavno vozlǐsče tudi v primeru, da eno izmed vozlǐsč odpove.
Ker v našem primeru ne bomo imeli velikih obremenitev zaradi iskanja,
lahko vsa tri vozlǐsča nastavimo tudi za podatkovna vozlǐsča. Namenskih
sprejemajočih vozlǐsč ne bomo imeli. Četrto vozlǐsče smo nastavili kot ko-
ordinacijsko vozlǐsče, ki bo prijemalo iskalne poizvedbe. Na istem vozlǐsču
smo namestili tudi Kibano. Način namestitve Kibane je bil enak kot v prvi
fazi.
 Naslov IP vozlǐsča: Da bi lahko vzpostavili gručo z vozlǐsči na različnih
strežnikih, moramo ElasticSearch povezati na nepovratni naslov (angl. non-
loopback address). To storimo z možnostjo network.host, ki ji določimo
naslov IP vozlǐsča. Ko spremenimo to možnost, ElasticSearch privzeme, da
smo v produkcijskem okolju in glede na to prilagodi zagonske preglede.
 Dodajanje vozlǐsč v gručo: V nastavitev discovery.seed hosts do-
damo seznam vseh vozlǐsč, ki so izvoljiva za glavno vozlǐsče. Na tak način
lahko ElasticSearch odkrije ostala vozlǐsča v gruči.
 Dodajanje začetnih glavnih vozlǐsč: Ko prvič ustvarimo novo gručo,
mora ElasticSearch opraviti t.i. korak cluster bootstrapping, v katerem iz-
bere vozlǐsča, kateri glasovi štejejo pri prvih volitvah. V produkcijskem
okolju je nujno definirati imena vozlič, ki sodelujejo pri prvem glasovanju z
uporabo nastavitve cluster.initial master nodes.
Za bolǰse delovanje gruče v produkcijskem okolju moramo prilagoditi še na-
stavitev velikosti JVM kopice (angl. JVM Heap Size). Privzeto ElasticSearch
uporablja JVM kopico z minimalno in maksimalno velikostjo 1GB. V produkcij-
skih okoljih moramo to spremeniti, da zagotovimo dovolj kopice. Nekaj praktičnih
pravil pri določanju velikosti kopice:
 Maksimalna velikost kopice je 50% fizičnega pomnilnika, ker ElasticSearch
in ostali procesi na strežniku potrebujejo tudi pomnilnik.
 Nikoli ne nastavimo več kot 32 gigabajtov kopice.
 Večja kot je kopica, več časa se porabi za čǐsčenje pomnilnika (angl. garbage
collection).
 Priporočljivo je nastaviti isto minimalno in maksimalno vrednost kopice.
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V našem primeru smo v datoteki /etc/elasticsearch/jvm.options.d na-
stavili velikost kopice na 2 GB.
1 -Xms2g
2 -Xmx2g
Večina operacijskih sistemov poskuša uporabiti čim več pomnilnika za pred-
pomnilnik datotečnega sistema in zavzeto premakne pomnilnik neuporabljenih
aplikacij. To lahko povzroči, da so deli JVM kopice premaknjeni na disk. To pa
je zelo slabo za učinkovitost ter stabilnost vozlǐsč, zato se želimo tega izogibati.
Priporočljivo je, da na strežniku, ki poganja samo ElasticSearch, onemogočimo
swapping. Za trajno nastavitev moramo v datoteki /etc/fstab zakomentirati
vse vrstice, ki vsebujejo besedo swap. Na nekaterih operacijskih sistemih (razen
RPM in Debian) je potrebno nastaviti še:
 povečanje števila datotečnih deskriptorjev (angl. File descriptors),
 povečanje virtualnega pomnilnika,
 povečanje števila niti.
Po vseh nastavitvah lahko zaženemo vsa vozlǐsča.
Konfiguracije samega orodja Logstash nismo spreminjali glede na predhodne
faze razen tega, da smo ga posodobili na verzijo 7.5 in dodali seznam naslovov
IP novih strežnikov ElasticSearch. Logstash bo zahtevke enakomerno razporedil
med podana vozlǐsča.
Nekaj časa je vzela predvsem migracija podatkov iz stare naprave na novo
gručo. To smo naredili s pomočjo posnetkov (angl. snapshots). Najprej smo
registrirali novi Snapshot repozitorij, nato pa ustvarili nov Snapshot našega in-
deksa. Ker je bil repozitorij na NFS disku, ki je bil povezan v vse naše nove
naprave, smo lahko podatke izvozili v novo ElasticSearch gručo. Novi podatki pa
so se medtem stekali v novo gručo, tako da ni prǐslo do izgube podatkov.
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Slika 5.11: Nadzorna plošča ElasticSearch gruče v Kibani
5.7 Možne izbolǰsave
To je bila tudi končna arhitektura našega sistema, ki je omogočila, da smo dosegli
cilje, zadane v začetnem poglavju. Še vedno obstaja veliko možnosti za izbolǰsavo.
Nekatere izmed njih so opisane v naslednjih točkah:
 Obdelava podatkov v realnem času: Trenutno se podatki obdelujejo na
določeni časovni interval (npr. 5 min), vendar bi bilo bolǰse, če bi podatke
pošiljali iz Logstasha v sporočilno vrsto (angl. message queue). Za vrsto bi
lahko na primer uporabili RabbitMQ [76] oz. Apache Kafko [77]. Iz vrste
bi se podatki iztekali v različne sisteme za analizo, ki bi jih lahko poljubno
dodajali in nadgrajevali. Arhitektura takega sistema bi bila bolj skalabilna
in pripravljena na večje obremenitve.
 Analiza podatkov s pretočnimi (angl. streaming) sistemi: Podatke
bi lahko analizirali tudi s pomočjo pretočnih tehnologij, kot so npr. Apache
Spark Streaming, Apache Storm, Apache Flink, Apache Samza [78].
 Celoten sistem na Kubernetesu: Za lažje upravljanje s sistemom bi bilo
smiselno celotni sistem v prihodnosti prenesti na Kubernetes, saj bi tako
lahko lažje upravljali in nadzorovali sistem. S tem bi lahko celoten sistem
tudi enostavno namestili v oblak.
 Beleženje dnevnikov: V kontejnerjih so dnevnǐske datoteke poenosta-
vljene dnevno oziroma, ko dosežejo velikost 10 megabajtov. Tudi ko na-
mestitev na gruči Kubernetes izbrǐsemo, se dnevniki izgubijo. Zato bi bilo
smiselno dodati centralno logiranje napak delovanja pasti, saj bi nam poe-
nostavilo odpravljanje napak v prihodnosti.
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 Logstash skalabilnost: Trenutno ima sistem samo eno instanco orodja
Logstash, kar v primeru napake pomeni, da zbiranje podatkov ne deluje več.
Zato bi bilo smiselno dodati gručo Logstash instanc, s čimer bi zagotovili
odpornost na napake.
 Dodajanje storitev v visoko interaktivni pasti: Pasti trenutno za-
ganjajo samo operacijski sistem Ubuntu 18. V prihodnosti lahko v zale-
dne kontejnerje dodamo različne storitve in spremljamo, kako to vpliva na
obnašanje napadalcev v kontejnerjih.
 Pasti za druge protokole: Na sistem bi lahko enostavno namestili tudi
pasti za ostale protokole. Potrebno bi bilo pripraviti Kubernetes konfigura-
cijsko datoteko in podatke pošiljati v ElasticSearch pod novo ustvarjenim
indeksom.
 Dodatna varnost na Logstashu: Logstash je nameščen na javnem na-
slovu IP, zato smo dostop s pomočjo požarnega zida omejili samo tistim
naslovom IP, na katerih so nameščene pasti. Dodatno varnost bi zagotovili
z uporabo SSL varne povezave med orodjema Filebeat in Logstash. S tem
bi zagotovili, da so podatki, ki jih pošilja Filebeat kriptirani in prihajajo
iz zaupanja vrednih Filebeat instanc. Podobno bi lahko naredili tudi pri
povezavi z sistemom ElasticSearch.
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6 Sklepne ugotovitve
Področje računalnǐske varnosti danes postaja vedno bolj pomembno, kar se bo
v prihodnosti samo še bolj povečevalo. Med pisanjem magistrskega dela smo
lahko ugotovili, da obstaja ogromno različnih tehnologij in metod, ki nam lahko
pomagajo pri vzpostavitvi sistema visoko interaktivnih pasti. Tudi zaradi tega
smo presegli začetna pričakovanja o kompleksnosti sistema, ki smo ga postavili.
Postopna izgradnja sistema po fazah se je izkazala za dobro odločitev, saj nam
je omogočila, da smo sproti sprejemali nove odločitve glede na znanje, ki smo ga
pridobili. Tako smo tudi uspešno dosegli vse zastavljene cilje.
Prvi cilj je bil vzpostaviti delujočo SSH past, ki nam ga je uspelo tudi v
celoti izpolniti in nadgraditi. Zaradi lažje namestitve smo nato pasti namestili
s pomočjo Docker kontejnerjev. Izpolnitev cilja je bila enostavna, saj obstaja
veliko število pasti in primerov za namestitev.
Izpolnitev drugega cilja je bila zahtevneǰsa, saj je bilo potrebno vzpostaviti re-
alno okolje za napadalca. Pri tem koraku ne obstaja toliko primerov in literature
kot pri prvem koraku, zato smo se tega dela lotili sami s poskušanjem. Uporabili
smo Docker kontejnerje, ki so zagotovili realen operacijski sistem, poleg tega pa še
možnost fleksibilnosti, skalabilnosti in varnosti. Uporaba kontejnerjev nam pre-
cej poenostavi in pohitri postavitev realnega okolja pred virtualnimi izvajalnimi
okolji. Tudi ta cilj je bil uspešno dosežen.
Vzpostavitev mreže pasti se nam je na začetku zdel najzahtevneǰsi cilj. Prvi
izziv je predstavljajo iskanje infrastrukture, kjer bi lahko pasti postavili. Dobili
smo priložnost postavitve na Kubernetes gručo, kar se je izkazalo primerno za
namestitev pasti. To nam je omogočilo pridobitev tudi večjega števila javnih
naslovov IP, distribuiranih po različnih geografskih lokacijah. Po nekaj poskusih
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in izbolǰsavah smo uspešno namestili več kot 50 pasti. Moderna orodja, kot
so Kubernetes in Docker, se pokažejo kot zelo obetavna za namestitev večjih
eksperimentov s področja kibernetske varnosti.
Danes so pridobljeni podatki najbolj dragocen del večine sistemov. V našem
delu smo želeli vzpostaviti centraliziran in skalabilen sistem za zbiranje podatkov,
kar nam je tudi uspelo. Elastic sklad se je izkazal za dober in robusten sistem, ki
ustreza našim potrebam. Analiza podatkov s pomočjo Kibane je zelo enostavna
in hitra. Omogoča naknadno enostavno širitev v primeru dodatnih potreb po
shranjevanju. V več kot letu delovanja nismo zaznali večjih težav.
Zadnji cilj je bil zagotovitev urejenih podatkov za kakovostno analizo. To nam
je uspelo uresničiti z uporabo Python skript in relacijske baze. Sistem trenutno
deluje dobro, vendar bi ga bilo v prihodnosti dobro prirediti tako, da bi omogočal
analizo v realnem času in večjo skalabilnost.
Takšen sistem nam ponuja ogromno podatkov, ki jih varnostni analitiki nato
lahko uporabijo za spremljanje in preprečitev nadaljnjih napadov. Ker so podatki
shranjeni na centralnem mestu v več oblikah, omogočajo enostavno nadaljnjo
analizo. Če bi sistem skalirali in pridobili še več podatkov, bi ga lahko uporabili
kot platformo za preverjanje varnosti naslovov IP. Podobno infrastrukturo bi
lahko uporabili tudi za zbiranje škodljive kode. Tudi podporo za druge protokole
in storitve bi lahko dodali brez večjih težav.
Pri razvoju sistema smo lahko videli, da odprtokodna programska oprema zelo
poenostavi razvoj sistema visoko interaktivnih pasti. Končni sistem še ni stabilen
za produkcijo, ampak z nekaj popravki in nadgradnjami bi lahko to brez težav
dosegli.
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