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Meiner Grossmutter, die nicht mehr wissen kann, was sie mir bedeutet.
Bildanalyse von MFISH - Zusammenfassung
Multiplex-FISH ist eine vor wenigen Jahren entwickelte Methode, mit der sich alle
menschlichen Chromosomen mit mehreren Farbstoen kombinatorisch f

arben las-
sen [Spe96a, Spe96b, Sch96]. Bei Verwendung von mehr als vier Farben lassen sich
bei 31 Kombinationsm

oglichkeiten alle Chromosomen in einer eindeutigen kombi-
natorischen Weise f

arben und werden mit geeigneten spektroskopischen Methoden
anhand ihrer spektralen Information unterscheidbar.
Im Rahmen dieser Arbeit habe ich ein automatisches Verfahren f

ur die Analy-
se von Bildern M-FISH markierter Chromosomen und subchromosomaler Proben
entwickelt, das signikante Verbesserungen und robuste Analysen, sowie erweiterte
M

oglichkeiten der Analyse mit Hilfe der M-FISH Technologie bietet. Das Verfah-
ren basiert auf Clusteranalyse im Farbraum und kombiniert Farbinformation mit
Ortsinformation, um chromosomale Bereiche im Bildvolumen zu identizieren. Das
Verfahren ist f

ur die Analyse von Bildern unterschiedlicher M-FISH Experimente
-sowohl chromosomal und subchromosomal, als auch inter- und intrachromosomal-
geeignet. Identizierung einzelner Chromosomen, sowie Volumen und Positionsbe-
stimmung bei dreidimensionalen Aufnahmen im Interphase-Zellkern sind im Prinzip
ebenso m

oglich.
Image Analysis of MFISH - Summary
Multiplex-FISH is a combinatorial staining technique that allows the simultaneous
detection and discrimination of all human chromosomes. Using at least ve uo-
rochromes all chromosomes can be uniquely labeled in a combinatorial way and
identied by their specic spectral signature.
Within this thesis I developed a novel approach for the automated analysis of M-
FISH images, yielding robust classication results and allowing the analysis of M-
FISH images of dierent experiments. The method combines spectral information
with spatial information to tesselate the image into regions of similar color. Subse-
quently a cluster analysis in color space and a nal classication step are performed
to identify the biological targets. This approach is applicable to images of dif-
ferent M-FISH experiments, allowing the analysis of interchromosomal as well as
intrachromosomal abnormalities in the genome. It also allows the 3D analysis of
M-FISH labeled chromosomes in interphase nuclei.
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We dance round in a ring and suppose, but the secret sits in the middle and knows.
Robert Frost
Einleitung
"Der Mensch, die Krone der Sch

opfung, das kl

ugste und stolzeste Gesch

opf, das die
Evolution hervorgebracht hat, steht, was seinen genetischen Bauplan angeht, fast auf
einer Stufe mit W

urmern und Fliegen."Diesen bemerkenswerte Aussage konnte man
am 12.02.2001 in einer grossen deutschen Tageszeitung lesen. Die Entschl

usselung
des menschlichen Genoms brachte zu Tage, dass das menschliche Erbgut oenbar
nur zwischen 26000 und 40000 Gene besitzt, etwas mehr als der Fadenwurm, der
einen Millimeter lang ist und praktisch

uber kein Gehirn verf

ugt. Noch vor einem
Jahr waren Forscher mit einer Zahl von bis zu 130000 Genen ausgegangen. Die-
se Zahl beruhte auf der Vorstellung, dass ein Gen f

ur die Synthese eines Proteins
zust

andig ist, die Zahl der Gene in etwa derjenigen der Proteine entspricht. Diese
Vorstellung ist damit hinf

allig.
Den Genen stehen also drei- bis zehnmal so viele Proteine gegen

uber. Oenbar kann
ein Gen den Bauplan f

ur verschiedene Proteine liefern. Mit dieser Erkenntnis gewin-
nen weitere Zweige der Molekularbiologie an Bedeutung: Post- Genomics, das sich
mit der Aktivierung und Deaktivierung von Genen und dem Ableseprozess durch
Botenmolek

ule besch

aftigt, und die Proteomik, die Untersuchung der Proteine, ih-
rer Produktion und ihres komplexen Wechselspiels in den menschlichen Zellen. Die
Erforschung von Proteinen ist jedoch sehr viel komplexer, da ihre Wirkung nicht
nur auf ihrer molekularen Struktur, sondern auch auf ihrer Dynamik, ihrem Zusam-
menspiel beruht. Eiweisse werden in der Zelle synthetisiert, modiziert, angeh

auft
und transportiert, sie beeinussen andere Proteine ebenso wie Gene. Die Annahme,
dass Gene und Proteine sich in geradlinigen kausalen Wirkungsketten verhalten,
dass zum Beispiel Gen A f

ur die Synthese von Protein A sorgt, das dann Protein
B aktiviert, welches wiederum Eiweiss C anschaltet, ist nach dem heutigen Stand
der Erkenntnis

uberholt. Ihr Verhalten ist viel zuf

alliger und unstrukturierter. Der
Biologie fehlt jedoch der theoretische Rahmen, um solche Systeme zu beschreiben,
w

ahrend in der Mathematik und Physik schon zahreiche Methoden existieren, um
solches Verhalten zu erfassen.
Doch nicht nur die geringe Zahl der Gene ist erstaunlich, sondern auch ihre Vertei-
lung innerhalb des Genoms. Da gibt es ausgedehnte Bereiche, in denen sich gar keine
Gene benden, w

ahrend sie in anderen Abschnitten dicht an dicht liegen. Auch die
Verteilung der Gene auf die Chromosomen ist nicht gleichm

assig. Chromosom 18
beispielsweise ist besonders genarm und besteht

uber die H

alfte aus solchen Leer-
stellen.
Der Mithilfe von Bioinformatikern ist es zu verdanken, dass man heute ca. 10000
menschlichen Genen eine Funktion zuordnen kann. Etwa 1100 menschliche Gene
sind daf

ur bekannt, eine Krankheit ausl

osen zu k

onnen, wenn sie mutieren, also ihr
genetischer Code ver

andert wird. Gl

ucklicherweise gibt es zwar mehr als einhundert
Gene, die Repaparaturwerkzeuge bereitstellen, deren Aufgabe es ist, solche Defekte
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zu detektieren und auszubessern. Ein viertel aller Todesf

alle in Deutschland ist auf
b

osartige Tumore zur

uckzuf

uhren. Mehr

uber die Ursachen der Krebsentstehung zu
erfahren und entsprechende Therapien zu entwickeln, ist daher eine der wichtigsten
Aufgaben der medizinischen Forschung.
Die bei Krankheiten auftretenden genetischen Anomalien sind dabei vielf

altig. Ge-
ne k

onnen

uberrepr

asentiert sein oder ganz fehlen, aber auch ganze Chromosomen
k

onnen in kranken Zellen fehlen oder in mehr als zwei Kopien auftreten. Sehr h

aug
kommt es auch zu inter- und intrachromosomalen Umbauten: Ein DNA Abschnitt
von Chromosom A ndet sich
"
pl

otzlich\ auf Chromosom B wieder, oder auf einem
versetzten Bereich desselben Chromosoms.
Dabei gibt es verschiedene experimentelle Methoden, um die genomische Struk-
tur und Aktivit

at auf unterschiedlicher genomischer Au

osung sichtbar zu machen.
Allen im folgenden aufgef

uhrten Methoden liegt die Technik der Hybridisierung zu-
grunde. Man macht sich hier die Eigenschaft der DNA-Bausteine (Nukleins

auren)
bzw. Sequenzen zunutze, mit in ihrer Basenabfolge komplement

aren Sequenzen Bin-
dungen einzugehen: Interessierende Bereiche auf den DNA Einzelstr

angen k

onnen
sichtbar gemacht werden, in dem der diesem Bereich komplement

are Abschnitt mit
radioaktiven oder uoreszierenden Molek

ulen markiert wird.
Dazu z

ahlen unter anderem die Comparative Genomische Hybridisierung (CGH) zur
Analyse der Kopienanzahl chromosomaler Regionen mit einer Au

osung von etwa
10Mbp und die Serielle Analyse von Genexpression zur Untersuchung der Aktivit

at
einzelner Gene, mit hoher cytogenetischer Au

osung im Bereich von einigen tausend
Basenpaaren. Sie nden ihre Anwendung im Bereich der Bio-Chip-Technologie unter
anderem bei den sogenannten DNA-Microarrays. Ein DNA-Microarray oder DNA-
Chip besteht aus einem Tr

ager mit einer meist gl

asernen Ober

ache, auf den ra-
sterf

ormig unterschiedliche Nukleins

auren als Hybridisierungsziele aufgetragen und
xiert werden. Anschliessend gibt man in L

osung bendliche komplement

are Nu-
kleins

aure-Molek

ule hinzu. Dabei handelt es sich in der Regel um die Bausteine
zweier unterschiedlicher DNAs, die zuvor mit unterschiedlichen Farbstoen markiert
wurden, wobei eine als Referenz dient. Zwei wichtige Anwendungen dieser Technolo-
gie sind die Untersuchung genomischer Imbalanzen in der Tumorgenese mit genomi-
scher DNA, und die Analyse der Genexpressionmit mRNA(messengerRiboNucleic
Acid), das Aufschluss gibt

uber Stowechselwege, Reaktionen auf Arzneimittel und
Umweltbedingungen. Parallele Abfrage einer grossen Anzahl von Zielstellen in der
DNA, Automatisierung der Chipproduktion, Automatisierung der Auswertung und
die Verizierbarkeit einzelner Daten mit herk

ommlichen molekularbiologischen Me-
thoden sind dabei wichtige

okonomische Vorz

uge der Chip-Technologie.
Eine experimenteller Ansatz mit niedrigerer genomischer Au

osung im Bereich von
einigen Millionen Basenpaaren ist die sogenannte Fluoreszenz in situ Hybridisierung
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(FISH). Sie beruht auf der Hybridisierung uoreszenzmarkierter, chromosomenspe-
zischer DNA-Proben. Eine Weiterentwicklung hiervon ist die sogenannteMultiplex-
Fluoreszenz in situ Hybridisierung (M-FISH), eine Technik die es erlaubt, mit Hilfe
mehrerer Farbstoe das gesamte Genom -also alle 24 Chromosomen-, in einem Ex-
periment mit unterschiedlichen Farben und Farbkombinationen zu markieren. Mit
geeigneten spektralen Techniken wird die Identizierung aller Chromosomen einer
Zelle eines Patienten und damit ihre Sortierung in ein sogenanntes Karyogramm
m

oglich (Karyotypisierung), das Aufschluss

uber die Kopienanzahl der Chromoso-
men und die interchromosomalen Aberrationen gibt. Aber auch intrachromosomale
Aberrationen und Anomalien in spezischen Bereichen innerhalb der Chromosomen
k

onnen mit dieser Technologie spezisch gef

arbt und untersucht werden.
Mit solchen Analysen k

onnen Zusammenh

ange zwischen Krankheitsbild (Ph

anotyp)
und genomischer Struktur (Genotyp) erstellt werden. Fr

uhdiagnosen und Prognosen
zum Krankheitsverlauf werden auf der Basis dieser Informationen m

oglich. Recht-
zeitige therapeutische Massnahmen k

onnen zumTeil schon vor Ausbruch der Krank-
heit eingeleitet werden, was die Chancen einer erfolgreichen Behandlung drastisch
erh

oht. Anomalien in der DNA k

onnen auf unterschiedlichen genomischen Au

osun-
gen auftreten. Es kann daher sein, dass mehrere Experimente notwendig sind, um
alle bei einer Krankheit spezisch auftretenden genetischen Aberrationen zu erfas-
sen. Gewonnene experimentelle Daten m

ussen daher in Datenbanken gespeichert,
aktualisiert und mit neuen experimentellen Resultaten erweitert und synchronisiert
werden. Mit Verfahren aus dem Bereich der k

unstlichen Intelligenz lassen sich aus
solchen Datenbanken Strukturen detektieren, die R

uckschl

usse auf funktionale Zu-
sammenh

ange liefern.
Mit fortschreitender Entwicklung in der Biotechnologie, der zunehmenden Datenut
und Komplexit

at der zu bew

altigenden Aufgaben ist in den letzten Jahren auch der
Bedarf an automatischen Analyseverfahren zur Fr

uherkennung genetisch bedingter
Krankheiten rapide angestiegen. Damit erhebt sich die Notwendigkeit interdiszi-
plin

arer Forschung und Entwicklung - diese Arbeit ist ein Schritt in diese Richtung.
Kern dieser Dissertation war die Entwicklung einer robusten, exiblen, automa-
tischen Analysemethode von M-FISH Bildern. Es sollte nicht nur die zuverl

assi-
ge Karyotypisierung von normalen und aberranten Zellen, sondern auch die Ana-
lyse von alternativen, auf M-FISH basierenden Experimenten mit kleinen DNA-
spezischen Proben und Experimenten zur Untersuchung von intrachromosomalen
Anomalien erlauben. Eine Analyse von dreidimensionalen Bildaufnahmen von M-
FISH markierten Chromosomen im Interphase-Zellkern ist ebenso m

oglich. Mor-
phologische Gr

ossen der einzelnen Chromosomen und ihre relativen Positionen zu-
einander k

onnen bestimmt werden. W

ahrend im zweidimensionalen das Resultat
direkt veriziert werden kann, ist dies im dreidimensionalen Fall schwieriger, da das
Signal-Rausch-Verh

altnis hier schlechter und die Farbinformation damit diuser ist.
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Weiterhin f

uhren

Uberlappungen zwischen Chromosomen innerhalb des Zellkerns zu
irref

uhrenden Farbsignalen, die zu erkennen nur schwer wenn nicht gar unm

oglich
ist. Und nicht zuletzt die dreidimensionale Struktur macht eine Verizierung

uber
alle Bereiche aufwendig.
Zentrale Bedeutung bei dieser Arbeit hatte die Analyse im mehrdimensionalen Far-
braum und die Untersuchung der Farbraumcharakteristik bei unterschiedlichen Ex-
perimenten. Dabei ging es nicht nur um die Frage einer robusten Identikation aus
bildverarbeitungstechnischer Sicht, sondern auch um Fragen der experimentellen
M

oglichkeiten, die farbliche Unterscheidung der Chromosomen und damit die
"
ex-
perimentelle\ Au

osung zu optimieren, um eine optimale Identifkation zu erreichen.
Wichtig aber war es auch, Grenzen dieser Technik und Fehlerquellen der akkuraten
Identikation zu erkennen und aufzuzeigen. Zu Beginn dieser Arbeit handelte es
sich bei MFISH um eine sehr neue Technologie. Auf folgende Arbeiten konnte diese
Dissertation aufsetzen: [Spe96a, Sch96, Gar96, Eil98].
Bei Hybridisierungsexperimenten treten schwer quantizierbare Rauschquellen auf.
Das ideale Hybridisierungsexperiment sollte eine homogene F

arbung der biologi-
schen Pr

aparate gew

ahrleisten. Das ist jedoch nur selten der Fall, meistens sind
die Intensit

atsschwankungen innerhalb kleiner Bereiche sehr stark. Die Gr

unde f

ur
diese Inhomogenit

aten sind im Detail noch nicht genau verstanden. Bei Mehrfach-
hybridisierungen, wie es bei M-FISH Experimenten der Fall ist, kommen noch weite-
re Schwierigkeiten hinzu. Bestimmte Fluoreszenzkombinationen f

uhren bei einigen
Chromosomen zu sehr schwachen Hybridisierungen. Die Hybridisierungsqualit

at der
unterschiedlichen Farbstoe und die Bildaufnahme der unterschiedlichen Farbkan

ale
m

ussen aufeinander abgestimmt werden. Standardisierte F

arbeprotokolle und Pro-
benkits haben sich erst k

urzlich etabliert, weshalb jedes Labor, das auf diesemGebiet
arbeitet, zun

achst sein eigenes Hybridisierungsprotokoll und -Schema entwickelte.
Das wiederum stellte hohe Anspr

uche an die Bildverarbeitung und erforderte e-
xible Analysemethoden, um der unterschiedlichen Qualit

at der anfallenden Daten
gerecht zu werden.
Da es sich bei der Analyse genomischer Imbalanzenmit Hilfe der CGH gleichfalls um
ein Mehruoreszenzexperiment handelt, konnten wesentliche Teile der f

ur die Ana-
lyse von M-FISH Bildern entwickelten Methoden auch auf die Analyse von DNA-
Microarrays angewendet werden. Dazu wurde eigens eine Software im Rahmen einer
Diplomarbeit entwickelt [Rud00]. Obwohl der Schwerpunkt dieser Arbeit nicht auf
dieser Entwicklung beruht, werden auch f

ur diese Anwendung die f

ur das Verst

and-
nis notwendigen biologischen und experimentellen Grundlagen dargelegt.
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Aufbau
Zun

achst lege ich die f

ur diese Arbeit relevanten biologischen und f

ur die Bildauf-
nahme wichtigen physikalischen Grundlagen in Kapitel 1 und 2 dar. Dazu z

ahlen
vor allem die Technik der Multiplex - Fluoreszenz in situ Hybridisierung und die
spektrale Bildaufnahme am Mikroskop. Anschliessend gebe ich im dritten Kapitel
eine Einf

uhrung in relevante grundlegende Bildverarbeitungsoperationen. In Kapitel
4 beschreibe ich ausgehend von der Analyse des Farbraums die von mir entwickelte
Methodik, die sich zusammengefasst am Ende des Kapitels wiederndet. Anwen-
dungen, die ich in Kapitel 5 pr

asentiere, sind im vierten Kapitel zum Teil schon
vorweggenommen, um den Weg der Entwicklung anschaulich und nachvollziehbar
zu dokumentieren. Ergebnisse meiner Methodik diskutiere ich in Kapitel 6. Eine
etwas ausf

uhrlichere Zusammenfassung ndet sich am Ende dieser Arbeit und ist
bilingual gehalten.
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Kapitel 1
Biologische Grundlagen
Die Zelle ist die strukturelle Basis f

ur jeden Organismus und weist Stowechsel sowie
die F

ahigkeit, sich zu reproduzieren auf. Man unterscheidet zwischen Prokaryonten
und Eukaryonten, letztere weisen eine Zellkern auf und bestehen im wesentlichen
aus dem Nukleus (Zellkern), dem Cytoplasma und der Zellmembran. Im Zellkern
bendet sich das Chromatin, die Gesamtheit der Chromosomen, und als kompakte
Struktur das Nukleolus (Kernk

orperchen), in dem die ribosomale RNA (rRNA) sy-
thetisiert wird. Das Zellkernplasma (Karyoplasma) wird durch die Kernmembran
vom Cytoplasma getrennt. In den Zellen aller Lebewesen ist die
"
Erbgutinformati-
on\ auf dem selben Makromolek

ul -der DNA- gespeichert. Durch Untersuchungen
an Bakterien und ihren Viren
1
ist in den vierziger Jahren erstmals der eindeuti-
ge Nachweis f

ur die Funktion der DNA als Tr

ager dieser Informationen, der Gene,
gelungen.
1.1 Die DNA
Die Desoxyribonukleins

aure ist ein langes Polymermolek

ul, das aus kettenartig mit-
einander verbundenen Purinbasen Adenin, Thymin, Guanin und Cytosin, sowie wei-
teren Proteinen, die als Ger

uststoe dienen, aufgebaut ist. Der Grundbaustein der
DNA ist das Nukleotid, das sich aus drei Einheiten zusammensetzt:
 einem Zucker, der Desoxyribose
 einer stickstohaltigen Purinbase
 und einer Phosphors

aure.
Im Falle der DNA ist der Zucker eine Desoxyribose und die m

oglichen Basen sind
Adenin (A), Guanin (G), Cytosin(C) und Thymin (T). Bei der RNA dagegen ist
1
Das entscheidende Experiment dazu stammt von O.Avery und Mitarbeitern.
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der Zucker eine Ribose und die Base Thymin ist gegen Uracil ausgetauscht. In den
f

unfziger Jahren hat E.Charga festgestellt, dass das Verh

altnis von A zu T(U) und
das von G zu C immer gleich ist, weshalb die prozentuale Basenzusammensetzung
jeder DNA vorausgesagt werden kann.
In der Folgezeit zeigten R

ontgenstruktur-Analysen, dass die DNA eine regelm

assi-
ge Periodik aufweist und aus zwei Einzelstr

angen aufgebaut ist. 1953 schlossen
J.D.Watson und F.Crick auf die Doppelhelixstruktur.
In Abb. 1.2 b) ist die Doppelhelix als Doppelspirale gezeigt, deren Einzelstr

ange

uber Stufen (Wasserstobr

uckenbindungen) miteinander verbunden sind. Die B

ander
enthalten die Zucker-Phosphat-Teile, w

ahrend die Stufen durch die Basen beschrie-
ben werden. Allerdings sind nur ganz spezielle Basenpaarungen, n

amlich A-T bzw.
G-C, m

oglich.
Abb. 1.1: Die Basen der DNA und ihre Paarung (Quelle:Kni95)
Folglich sind die zwei Basenstr

ange komplement

ar zueinander. Aufgrunddessen kann
von der Nukleotid-Sequenz des einen Strangs die des anderen abgeleitet werden.
Beim Menschen ist die gesamte Erbgut auf 23 Chromosomenpaaren gespeichert.
Man unterscheidet dabei zwischen den 44 Autosomen und den zwei Gonosomen,
den Geschlechtschromosomen. Der Unterschied zwischen Mann und Frau besteht in
genau einem Chromsom: die Frau hat zwei X-Chromsomen, w

ahrend der m

annliche
Karyotyp ein X- und ein Y-Chromosom aufweist. Menschliche Chromsomen ent-
halten im Mittel 3  10
9
Basenpaare. Das entspricht einem DNA-Strang mit einer
L

ange von 5-10 cm.
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Abb. 1.2: a Die beiden Str

ange der DNA laufen antiparallel. b Dimension der Doppelhelix.
c sog. Kalottenmodell-Darstellung (blau: H, gelb: O, grau: C in der Phosphodiesterkette,
hellgrau: C bzw. N in den Basen, rot: P). (Quelle:Kni95)
1.2 Gene
Gene sind Abschnitte auf den DNA-Str

angen. Die biologische Funktion des Gens
ist dabei in der Sequenz seiner Basenpaare kodiert. Diese Information umfasst eine
Reihe von Anweisungen zur Synthese eines RNA-Molek

uls, das anschliessend entwe-
der die Synthese von Proteinmolek

ulen (z.B. Enzyme) veranlasst oder selbst in der
Zelle eine Funktion

ubernimmt. Dieser Vorgang wird als Genexpression bezeichnet
(s. Abs. 1.3) [Bro93]. Die Entschl

usselung des menschlichen Genoms brachte

uber-
raschend zu Tage, dass der Mensch
"
nur\ zwischen 25000 und 40000 Gene besitzt.
Man war bisher von einer weit h

oheren Zahl ausgegangen. Der Vergleich mit der
Zahl von bis zu 130000 Proteinen, l

asst den Schluss zu, dass ein Gen f

ur die Synthese
mehrerer Proteine zust

andig sein kann, entgegen der bisherigen Vorstellung.
Die Verteilung der Gene innerhalb der DNA ist dabei alles andere als homogen.
Da gibt es ausgedehnte W

usten, in denen sich gar keine Gene benden (intergene
DNA), w

ahrend sie in anderen sogenannten Hotspots dicht an dicht liegen (siehe
Abb. 1.3). In h

oheren Organismen k

onnen diese intergenen Regionen so gross sein,
dass der Anteil der Gene an der gesamten zellul

aren DNA nur einige Prozent be-
tr

agt.
Abb. 1.3 c) veranschaulicht, dass die entsprechende Nukleotidsequenz in lediglich ei-
nem der beiden Str

ange der Doppelhelix enthalten ist. Entsprechend seiner Funktion
bei Replikationsprozessen nennt man diesen Matrizenstrang. Im Durchschnitt be-
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Abb. 1.3: Gene sind
Abschnitte der DNA, in
c) geben die Pfeile die
Richtungen an, in der
die biologische Informa-
tion w

ahrend der Gen-
expression gelesen wird.
(Quelle:Bro93)
steht ein Gen aus einigen hundert (n) Basenpaaren, was insgesamt ca. 4
n
M

oglichkei-
ten ergibt, von denen der gr

osste Teil tats

achlich biologische Informationen enth

alt.
Die DNA im Zellkern des Menschen etwa ist circa 3000 Mbp lang [Kni95].
2
Die funktionellen Einheiten der DNA sind Basentripletts. Diese kodieren die 20 un-
terschiedlichen Aminos

auren, welche die Bausteine der Proteine darstellen [Lin89].
Genbereiche auf der DNA sind durch wohldenierte Start- und Stopsequenzen mar-
kiert. Das Start-Codon besteht f

ur alle Gene aus den drei Basen (A T G). Ein der
Startsequenz vorgelagerter Promotor besteht aus einer bestimmten Basensequenz,
an die Ableseenzyme in stabiler Weise binden. Zwischen Start- und Stop-Codon
liegen die die Aminos

auren kodierenden Tripletts. Interessant ist, das mehrere Tri-
pletts in ein und dieselbe Aminos

aure kodieren, da es 4
3
= 64 m

ogliche Dreier-
Kombinationen der 4 unterschiedlichen Basen gibt. Drei der 64 mglichen Kombina-
tionen sorgen f

ur das Ende der Protein-Transkription. Sie lauten UAA, UAG und
UGA.
1.3 Genexpression
Die Genexpression ist der Vorgang, der die in den Genen enthaltene Information
der Zelle zug

anglich macht. Dabei wird die DNA des Gens zuerst in RNA und
anschliessend in ein Protein

ubersetzt. Dies wird auch als das zentrale Dogma der
Molekulargenetik bezeichnet [Cri70].
Die erste Stufe der Genexpression, die Transkription, wird von allen Genen durch-
laufen. W

ahrend dieses Prozesses wird ein RNA-Molek

ul synthetisiert
3
, wobei eine
2
Megabasenpaare
3
In einer Zelle sind immer Bausteine beider genetischer S

auren vorhanden.
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Abb. 1.4: Die beiden
Stufen der Genexpression
(Quelle:Bro93)
komplement

are Abschrift des Matrizenstrangs des jeweiligen Gens erfolgt.
Die zweite Stufe ist die Translation. Diese wird allerdings nur von solchen Ge-
nen durchlaufen, f

ur die das Endprodukt der Expression nicht das RNA-Transkript
selbst darstellt. Das RNA-Molek

ul, nun als mRNA bezeichnet, veranlasst bei der
Translation die Synthese eines Makromolek

uls, dessen Aminos

auresequenz durch
die Nukleotidsequenz der mRNA bestimmt ist. Die Endprodukte der Genexpressi-
on sind die Proteine, man spricht von Bioproteinsynthese.
Die Aktivit

at der Gene, die durch komplexe Prozesse reguliert wird, ist demnach
auf die Expression zur

uckzuf

uhren. Quantitative Ver

anderungen der Genexpressi-
on wirken sich auf das Mengenverh

altnis der resultierenden Proteine aus, was die
Entstehung eines Tumors zur Folge haben kann.
1.4 Replikation von DNA-Molek

ulen
Der grundlegende Prozess bei der Entwicklung von Organismen ist die Zellteilung;
bei jeder Teilung muss eine vollst

andige Kopie aller Gene hergestellt werden. Dabei
ist ein hohes Mass an Genauigkeit notwendig, da schon sehr geringe Fehlerquoten
(z.B. 1 Fehler pro 10000 Nukleotiden) eine betr

achtliche Anh

aufung an Ver

ande-
rungen innerhalb der Gene verursachen k

onnen. Dadurch besteht die Gefahr, dass
lebenswichtige Informationen verloren gehen.
Aufgrund der speziellen Basenpaarungen dient ein DNA-Strang dem anderen als
Matrize, die Doppelhelix kann sich folglich aus dem in der Zelle vorhandenen bio-
chemischen Material selbst replizieren.
1.5 Der Zellzyklus
Der Zellzyklus l

asst sich in vier Phasen G1, S, G2 und M unterteilen. Die ersten
drei werden zur Interphase zusammengefasst. Die M-Phase heisst auch Mitose,
die Phase der Zellteilung. Sie ist besteht aus Prophase, Metaphase, Anaphase und
Telophase. Die Gesamtheit dieser Phase beschreibt den zyklischen Vorgang der
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DNA-Duplikation und anschliessender Zellteilung, also die Zellvermehrung durch
Replikation der DNA und Vererbung der genetischen Information auf die Tochter-
zellen.
In der Interphase liegen die Chromosomen im Zellkern in der weniger stark kon-
densierten Form vor. Die eigentliche DNA-Synthese ndet in der S-Phase statt.
G1 und G2 sind

Ubergangsphasen zwischen der Synthesephase und der Mitose. In
der G1-Phase steigt die biologische Aktivit

at der Zelle mit einem Anstieg der RNA
Produktion. Nach der DNA-Synthese in der S-Phase wird die Zelle in der G2 Phase
durch Bildung von Teilungsproteinen auf die Mitose vorbereitet. In der mitotischen
Prophase werden Kernmembran und Nucleolen aufgel

ost und der Spindelapparat
um die Zellpole ausgebildet. Anschliessend bilden sich zwischen den Polen Spin-
delfasern, die mit einer Anordnung der Chromosomen durch den Spindelapparat
einhergeht. Die Metaphaseplatte entsteht (Metaphase). Als Anaphase bezeichnet
man den folgenden Vorgang der Trennung der Schwesterchromosomen hin zu den
Zellpolen. In der Telophase ndet der eigentliche Teilungsprozess statt: Kernmem-
bran und Nucleolen werden neu gebildet, die Chromosomen dekondensieren, die
Zellplatte wird gebildet, die Zelle teilt sich. Der Zellzyklus ist durchlaufen und die
DNA-Syntese in der Interphase kann neu beginnen.
Durch Aufschraubungs- und Faltungsmechanismen kondensieren die Chromosomen
in der Mitose und erreichen eine mittlere L

ange von 5-10 m [Czi81]. Sie sind nach
F

arbung im Mikroskop als Chromosomen in ihrer bekannten Form sichtbar. Durch
den Ansatzpunkt der Spindelfasern, dem Centromer wird das Chromosom in einen
kurzen p- und eine langen q-Arm unterteilt.
1.6 Genetische Ver

anderungen
Der Entstehung karzinogener Zellen gehen verschiedene genetische Ver

anderungen
der DNA voraus, die man in zwei Klassen unterscheidet. Mutationen sind Punkt-
ver

anderungen, d.h. Austausch einer einzigen Base oder Ver

anderungen, die sich auf
einen sehr begrenzten Bereich der DNA beschr

anken. Sie entstehen h

aug w

ahrend
des Replikationsprozesses oder durch chemische und physikalische Mutagene. Um
die Zahl dieser oft auf nat

urliche Weise entstehenden Mutationen gering zu hal-
ten, existieren Reparatur-Mechanismen. Darunter sind Enzyme zu verstehen, die
beim
"
Abfahren\ der Einzelstr

ange die DNA erneuern, aber auch gegebenenfalls den
"
programmierten Zelltod\ (Apoptose) einleiten k

onnen. Im Gegensatz zu Mutatio-
nen bezeichnet man mit Rekombinationen die Umordnungen von DNA-Abschnitten.
Diese sind zum Teil erw

unscht, da auf diese Weise genetische Vielfalt entsteht und
erhalten wird.
Solche genetische Ver

anderungen k

onnen die Regulationsmechanismen derart in ih-
rer Funktion st

oren, dass sich ein ungebremstes Wachstum entwickelt und letztlich
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Tumoren entstehen. Abh

angig vom Krankheitstyp sind bei karzinogenen Zellen
Deletion (Verluste) und Amplikation (Vervielf

altigungen) gewisser Gensequenzen
typische Merkmale.
1.7 In Situ Hybridisierung
Ende der sechziger Jahre wurde von Gall und Pardue eine Technik entwickelt, die es
erm

oglicht, einzelne Regionen der DNA zu markieren. Dazu wird die DNA zun

achst
denaturiert, d.h. die Wasserstobr

uckenbindungen der Basenpaare werden aufge-
brochen und die DNA aus ihrer doppelhelikalen Struktur in die beiden Einzelstr

ange
getrennt. Auftrennen der DNA in ihre Einzelstr

ange (Denaturierung) geschieht z.B.
durch W

arme [Str96]. Danach wird die DNA komplement

aren DNA-Proben wieder
renaturiert. Den Vorgang der Bindung einer markierten DNA-Einzelstrangprobe an
denaturierte chromosomale DNA bezeichnet man als Hybridisierung. Eine Bindung
ndet

uberall dort statt, wo sich komplement

are Basensequenzen benden.
Im Falle der chromosomalen in-situ-Hybridisierung bendet sich die denaturierte
DNA i.A. auf einemObjekttr

ager, w

ahrend der markierte Strang von einer zugesetz-
ten Sonde stammt. Zun

achst wurden zur Markierung radioaktive Stoe verwendet,
bspw.
3
H und der Nachweis der hybridisierten und markierten DNA erfolgte

uber
Autoradiographie. Allerdings ist dieses Signal nicht immer deutlich sichtbar und

uberdeckt zudem einen relativ grossen Teil des Chromosoms. Bei der Fluoreszenz-
in-situ-Hybridisierung sind hingegen die Nukleotide mit uoreszierenden Seitengrup-
pen markiert. Die Fluoreszenzsignale, die mittels einemFluoreszensmikroskop nach-
gewiesen werden, sind aufgrund ihrer Strahlungseigenschaften besser geeignet; die
dadurch erreichte h

ohere Au

osung ist gegen

uber dem erstgenannten Verfahren von
grossem Vorteil.

Uberdies lassen sich mit unterschiedlich markierten DNA-Sonden
(klonierte DNA-Fragmente) verschiedene Genorte in einem Experiment anf

arben.
Diese Methode macht eine ortsspezische Bindung einer DNA-Probe allerdings nur
dann m

oglich, wenn die zum markierten DNA-St

uck komplement

are Nukleotidse-
quenz nur an einem Ort eines individuellen Chromosoms vorkommt. Es handelt
sich in diese Fall um eine Einzelkopie-Sequenz. Sollte die DNA-Probe jedoch neben
ortsspezischen Sequenzen auch hoch- oder mittelrepetitive Sequenzen enthalten,
die auf allen Chromosomen vorkommen, hybridisiert die DNA-Probe an alle Chro-
mosomen, so dass das ortspezische Signal nicht l

anger erkennbar sein wird. Man
ist aus diesem Grund in den letzten Jahren zur CISS-Hybridisierung (Chromosomal
In Situ Suppression)

ubergegangen [Cre88]. Zu einem geeigneten Zeitpunkt wer-
den in die Hybridisierungsl

osung nicht markierte hochrepetitive DNA-Sequenzen
hinzugegeben, die an die repetitiven Sequenzen der Chromosomen binden. Eine
unspezische Bindung der markierten Proben wird damit unterdr

uckt. Die Tech-
nik erm

oglicht nicht nur die spezische Markierung von Metaphase-Chromosomen,
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sondern auch die komplette F

arbung einzelner Chromosomen mit Hilfe von Proben-
DNA, die alle Sequenzen eines bestimmtenChromosoms enth

alt (Library-DNA). Sol-
che chromosomenspezischen DNA-Bibliotheken konnten entwickelt werden, nach-
dem es gelang, individuelle Chromosomen mit dem Verfahren der uoreszenzakti-
vierten Chromosomen-Sortierung anzureichern [Cre84].
1.8 Multiplex-Fluoreszenz in situ Hybridisierung
Da die Wahrscheinlichkeit zur Detektion genomischer Anomalienmit der Zahl gleich-
zeitig verwendeter DNA-Proben steigt, wurden in den letzten Jahren verschiedene
Techniken entwickelt, um m

oglichst viele gleichzeitig hybridisierte Proben zu un-
terscheiden. FISH ist dabei die ideale Basis f

ur diese Methoden, da eine Vielzahl
spektral unterschiedlicher Farbstoe f

ur FISH zur Verf

ugung stehen.
Abb. 1.5: Prinzip des M-FISH Verfahrens.(Quelle: [Eil98])
Bei M-FISH werden mehrere spektral unterschiedliche Farbstoe zur Markierung
der DNA verwendet. Dabei wird die Zahl unterscheidbarer Proben durch kombi-
natorische F

arbung signikant erh

oht. Die ersten kombinatorischen Ans

atze gab
es schon Ende der achtziger, Anfang der neunziger Jahre [Ned89, Ned90, Rie92a,
Rie92b, Len93, Pop93, Wie93]. Es wird nicht mehr nur eine einzige, sondere meh-
rere Fluorochrome gleichzeitig an die DNA-Proben hybridisiert, die dann an ihre
komplemet

aren Sequenzen binden. Da es bei n Farbstoen 2
n
  1 m

ogliche Kom-
bination gibt, reichen 5 Farbstoe aus (2
5
  1 = 31), um das gesamte Genom, also
alle 24 Chromosomen unterschiedlich zu f

arben und damit spektral unterscheidbar
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zu machen. Abb. 1.6 zeigt ein typisches Hybridisierungsschema (Labeling-Schema)
f

ur ein 5-Farben Experiment.
Abb. 1.6: Typisches Hybridisierungsschema eines 5-Farben m-FISH Experiments. Jedes
Chromosom erh

alt eine eindeutige Kombination von Farbstoen und damit eine eindeutige
spektrale Signatur. Die Darstellung der Chromosomen erfolgt

uber Falschfarben, die in
der oberen Leiste zu sehen sind.
1.9 Comparative Genomic Hybridization (CGH)
CGH wurde zur Detektion ungew

ohnlicher Kopienzahlver

anderungen von Sequen-
zen der Nukleins

aure in einem oder mehreren Genen entwickelt [Kal92]. Grundlage
dieser Methode ist das FISH-Verfahren. Mit CGH kann die relative Kopienzahl-
ver

anderungen von tumorspezischen Gensequenzen als Funktion des Ortes der ent-
sprechenden Sequenzen in einem Referenzgenom ausgedr

uckt werden [CGH95].
Als Probe wird hier einerseits die gesamte DNA des Tumorgewebes und anderer-
seits die normale Referenz-DNA verwendet, wobei die Hybridisierung bzw. Ko-
Hybridisierung auf aufgespreitetenMetaphase-Chromosomen
4
gesunder Zellen statt-
ndet. Die Tumor-DNA wird dabei gew

ohnlicherweise mit gr

unem Fluorochrom
gelabelt, w

ahrend die Referenz-DNA mit einem roten Fluoreszenzfarbsto markiert
wird. Gleiche Anteile von Tumor- und Referenz-DNA
"
konkurrieren\ nun um die
gleiche Ziel-DNA (im folgenden mitTarget bezeichnet).

Ahnlich zu FISH werden die
Fluoreszenzsignale f

ur jedes einzelne Target mit einem Fluoreszenzmikroskop gemes-
sen, im Anschluss berechnet man das Verh

altnis von gr

unem Signal (Tumorgewebe)
zu rotem (gesundes Gewebe). Rot-dominierte Verh

altnisse deuten auf Deletionen
und gr

un-dominierte auf Amplikationen in der Tumor-DNA hin [CGH95]. Abb.
1.7 zeigt ein typisches Beispiel.
Der Vorteil dieser Methode besteht darin, dass in einem einzigen Experiment anhand
der Ungleichverteilung der Signale (Imbalanzen) entlang der Chromosomen-Achsen
genomweit Ver

anderungen in den Kopienzahlen einzelner Bereiche identiziert wer-
den k

onnen. Zudem sind hier keine Vorinformationen

uber Ver

anderungen n

otig.
Durch CGH konnten insbesondere h

amatologische Tumoren erfolgreich analysiert
werden (

Ubersicht, [Lic00]).
4
Bezeichnung f

ur die organisierteste Form der Chromosomenstruktur
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Abb. 1.7:
Das Prin-
zip der
CGH.(Quelle: [Rud00])
Diese Methode hat aber auch Nachteile. So ist f

ur eine eÆziente Analyse ein Minde-
stanteil von ca. 35% an Tumorzellen in der Gewebeprobe notwendig [DuM95], was
sich zum Teil jedoch als problematisch erweisen kann. Auch sind diese Experimen-
te nur bedingt als Analysemethoden mit hohem Durchsatz geeignet, weil sowohl
die Herstellung als auch die anschliessende Auswertung manuell erfolgen m

ussen,
was einen hohen Arbeits- und Zeitaufwand bedeutet. Desweiteren schr

ankt die Ge-
stalt des Targets die Au

osung ein. Kleinere Variationen, die durchaus f

ur eine
Klassizierung und Prognose von entscheidender Bedeutung sein k

onnen, bleiben
wom

oglich unentdeckt.
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Kapitel 2
Physikalische Grundlagen
2.1 Mikroskopie
2.1.1 Linsen
Eine Linse ist im Prinzip eine fokussierende Blende. Licht, das durch einen Spalt
tritt, wird gebeugt. Es entsteht ein Beugungsbild mit Intensit

atsmaxima und -
minima h

oherer Ordnungen, deren Lage von der Wellenl

ange und der Geometrie
des Spalts abh

angen. Durch die Form der Linse werden die optischen Wegl

angen
f

ur die Lichtstrahlen so ver

andert, dass die Maxima h

oherer Ordnung unterdr

uckt
werden und nur f

ur das Hauptmaximum konstruktive Interferenz auftritt. Das Beu-
gungsbild eines Spaltes ist dabei die Fouriertransformierte der Spaltfunktion, die die
Form des Spalts beschreibt. Das leuchtet unmittelbar ein, wenn man sich das Inten-
sit

atsprol in der Betrachtungsebene als Summe der Schwingungszentren im Spalt
nach dem Huygensschen Prinzip vorstellt. Die Amplitudenfunktion U(a; b), die das
Beugungsbild in der Bildebene beschreibt, verdeutlicht diesen Zusammenhang:
U(a; b) =
Z Z
x;y
s(x; y) exp
i(ax+by)
dxdy (2.1)
Die Koordinaten in der Blendenebene werden durch (x; y), die Blendenfunktion
durch s(x; y) beschrieben, die f

ur einen Spalt den Wert 1 hat; a und b sind die
r

aumlichen Frequenzen in der Bildebene. Sind (X;Y ) die Ortskoordinaten in der
Bildebene ind L die Brennweite der Linse, sowie k die Wellenzahl, lassen sich a und
b schreiben als a = kX=L und b = kY=L. Die vollst

andige theoretische Herleitung
dieser Formel ergibt sich aus dem Kirchhoschen Integral Theorem.
Beim Durchgang duch das Objektiv werden aufgrund der begrenzten r

aumlichen
Ausdehnung h

ohere r

aumliche Frequenzen am Rand abgeschnitten. Dies f

uhrt dazu,
dass das Bild eines Objekts nach Durchgang durch eine Linse einen Informations-
verlust erleidet und das Bild nicht vollst

andig reproduziert wird. Die gerade f

ur die
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R
ander wichtigen hohen r

aumlichen Frequenzen fehlen und die tiefen dominierenmit
der Folge, dass das Beugungsbild an den R

andern unscharf wird und verschmiert.
Die Form der bewirkt, dass Licht, das von einem bestimmten Punkt vor der Linse
ausgeht, in einen denierten Punkt hinter der Linse gebeugt wird, und zwar genau
in den Punkt, f

ur den die optischen Wegl

angen der von der Punktquelle ausgehen-
den Lichtstrahlen gleich, was zu konstruktiver Interferenz f

uhrt. Die normalisierte
laterale Intensit

atsverteilung, die ein weit entfernter Punkt in der Fokalebene der
Linse erzeugt lautet:
I() =

2J
1
()


2
(2.2)
J
1
() ist die Besselfunktion erster Ordnung,  der normierte Radius mit
 = kR sin; (2.3)
wobei R der Radius der Blende,  der Raumwinkel und k = 2= die Wellenzahl ist.
F

ur ! 0 konvergiert der Quotient 2J
1
()= gegen 1/2, der gesamte Term also gegen
1. Das Hauptmaximum heisst Airy Disk. Diese wird durch die ersten Nullstellen
der Besselfunktion deniert, ihr Radius l

asst sich mit sin = R=f schreiben als
r
Airy
= 0:61

0
NA
: (2.4)
Linsen weisen Abbildungsfehler auf, die die theoretische Au

osung in der Mikro-
skopie verschlechtern. Die Abbildungseigenschaften von Linsen verschlechtern sich
dabei im allgemeinen mit zunehmendem Abstand von der optischen Achse. Un-
ter chromatischer Aberration versteht man die Dispersion verursachte unterschiedli-
che Brechung und damit Abbildung von Licht unterschiedlicher Wellenl

ange. Licht
h

oherer Frequenz wird st

arker gebrochen, damit liegt der Fokus solchen Lichts vor
l

angerwelligem. Der Unterschied in der Lage des Brennpunkts kann im sichtbaren
Spektrum bis zu einer Wellenl

ange betragen. Sph

arische Aberrrationen sind Ab-
weichungen und Fehler in der Ober

ache der Linse. Ein einfaches Beispiel ist der
Astigmatismus, der durch einen anisotropen Kr

ummungsradius verursacht wird. Bei
moderne Mikroskopen sind solche Abbildungsfehler weitgehend korrigiert. F

ur eine
ausf

uhrliche Behandlung zu diesem Thema muss an dieser Stelle auf weiterf

uhrende
Spezialliteratur der Optik verwiesen werden.
2.1.2 Au

osungsverm

ogen
Zu Beginn der Mikroskopie war das Au

osungsverm

ogen vor allem durch technische
Probleme bei der Fertigung von Linsensystemen bestimmt. Vor allem chromati-
sche und sph

arische Abberationen waren die Hauptursachen f

ur die Begrenzung des
Au

osungsverm

ogens. Heutzutage sind diese Probleme gr

osstenteils behoben, so
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dass die Au

osung allein durch die Beugung des Lichts begrenzt ist. Aufgrund sei-
ner Welleneigenschaft ist es nicht m

oglich, das Licht durch eine endlich grosse Linse
in einem beliebig kleinen Punkt zu b

undeln. Die Verteilung der Lichintensit

at im
Fokus hat deshalb eine endliche Gr

osse.
Deniert man die Au

osungsgrenze als den Abstand der Bilder zweier Punktquellen,
bei dem das Maximum des einen im ersten Minimum des anderen Beugungsbildes
ist, so ergibt sich mit  = 3:832, f

ur die erste Nullstelle der Besselfunktion
sin =
3:832
kR
= 1:22

2R
= 0:61

0
nR
(2.5)
Hier ist  die Wellenl

ange n der Brechungsindex des Mediums, in dem sich das
Objekt bendet und  der halbe

Onungswinkel des Objektivs. Das Produkt n sin
wird als die Numerische Apertur (NA) des Objektivs bezeichnet und l

asst sich
auch schreiben als NA = nR=f . R und f sind respektive der Radius und die
Brennweite der Linse. F

ur eine hohe Au

osung sind also eine kleine Wellenl

ange
und eine hohe numerische Apertur erforderlich. Man verwendet daher Immersions

ole
mit einem hohen Brechungsindex (n  1:5). Bei kurzen Wellenl

angen (kleiner als
450 nm)

andert sich der Brechungsindex von Glas stark, so dass die Objektive zwar
auf ein monochromatisches Beleuchtungslicht korrigiert werden k

onnen, jedoch das
breitbandige Fluoreszenzlicht nicht hochau

osend zur

uck abgebildet werden kann.
Die maximale theoretische Apertur betr

agt 4, dem sph

arischen Raumwinkel, deren
Realisierung an praktische Grenzen st

osst. Schritte in die Richtung, die Numerische
Apertur optischer Systeme zu erh

ohen, wurden mit der Entwicklung der 4 und 4 
ThetaMikroskopie vollzogen, die insbesondere Au

osungsverbesserungen in axialer
Richtung erzielen [Hel94a, Hel94b]. Die theoretische Au

osung in axialer Richtung
konnte experimentell veriziert werden. Die vorausgesagte laterale Au

osung wurde
hingegen nicht erreicht.
2.1.3 Axiale Au

osung
Eine

ahnliche Denition f

ur die axiale Au

osung ergibt sich mit dem erstenMinimum
des Intensit

atsprols der PSF (Point Spread Function) in axialer Richtung [BW80].
z
min
=
2n
0
NA
2
(2.6)
Die quadratische Abh

angigkeit der axialen Au

osung im Nenner f

uhrt zu drastischer
Diskriminierung in axialer Richtung bei Erh

ohung der Numerischen Apertur, die
experimentell durch die 4-Mikroskopie best

atigt werden konnte. Das Verh

altnis
von axialer zu lateraler Au

osung betr

agt
z
min
r
Airy
=
3:28n
NA
(2.7)
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2.1.4 Konfokale Mikrokopie (CLSM)
Das erste Confocal-Stage-Scanning-Optical-System f

ur transmittiertes und reektier-
tes inkoh

arentes Licht wurde bereits 1957 von M.Minsky zum Patent angemeldet
und in den folgenden Jahren weiterentwickelt. Die biologische Anwendung konnte
durch die Entwicklung der konfokalen Laser Scanning Fluoreszenz Mikroskopie er-
heblich erweitert werden ( [Cre78], [Cox82], [Res85]).
Bei einer konfokalen Anordnung ist der Beleuchtungs- und Detektionslichtweg sym-
metrisch. Der prinzipielle Aufbau eines CLSM besteht (Abb. 2.1) aus koh

arenter
Punktlichtquelle, Beleuchtungsobjektiv, Kollimatorlinse, Lochblende und Detektor.
Der koh

arente Lichtstrahl der Laserquelle wird mit Hilfe eines dichroischen Spiegels
und des Mikroskopobjektivs in die farbstomarkierte Probe fokussiert; ggf. wird
hier ein erstes Pinhole zur r

aumlichen Filterung verwendet. Ein Teil des von der
angeregten Probe ausgehenden Fluoreszenzlichtes wird per Objektivlinse durch ein
Pinhole in den Detektor fokussiert.
Abb. 2.1: Schematischer Aufbau des konfokalen Laser Scanning Mikroskops
Als Folge der Anordnung wird eine erh

ohte laterale Au

osung von bis zu 200 nm
und eine verbesserte Tiefenau

osung von etwa 500 nm erzielt, die es erm

oglicht,
d

unne Schnittbildaufnahmen aus Proben zu erhalten. Durch wiederholtes laterales
Scannen bei verschiedenen Tiefen entlang der optischen Achse erh

alt man so ein
dreidimensionales Datenvolumen, das mit Hilfe der digitalen Bildverarbeitung aus-
gewertet werden kann.
Im Vergleich zum konventionellen Fluoreszenzmikroskop gilt f

ur die Intensit

atsver-
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teilung bei der konfokalen Anordnung in erster N

aherung
I(z) =

2J
1
(z)
z

4
(2.8)
also im Prinzip das Quadrat von (3.4). Das liegt daran, dass sich die Punkt-
Abbildungs-Funktion von Punktlichtquelle und Punktdetektor im Fokus der Linse

uberlagern. Das laterale Au

osungsverm

ogen ist aufgrund der vergr

osserten Nume-
rischen Apertur mit der Intensit

atsverteilung in obiger Gleichung gegen

uber konven-
tionellen Aufnahmen um etwa 27% verbessert. Die verbesserte Au

osung entlang
der optischen z-Achse ist im Wesentlichen der Lochblende zu verdanken, die direkt
vor dem Detektorsystem positioniert wird. Durch sie wird Fluoreszenzlicht aus obe-
ren und unteren angeregten Schichten weitgehend diskriminiert.
Der Einsatz von Lasern als Lichtquelle in konfokalen Mikroskopie in nicht unbedingt
notwendig, hat sich aber bew

ahrt, da Laser intensives quasi-monochromatisches
Licht liefern, das sich gut fokussieren l

asst. Damit werden hohen Photonenraten er-
zielt, um bei hohen r

aumlichen Frequenzen nahe der Au

osungsgrenze einen hohen
Kontrast, Signal-Rausch Verh

altnis und damit Bilder hoher Qualit

at zu erhalten.
Ein Problem von Laserlicht ist seine hohe Koh

arenzl

ange, die zu Interferenzen aus-
serhalb des Fokus und in der Bildebene, sogenannten speckles, f

uhrt, die die Bild-
qualit

at beeintr

achtigen. Ein Pinhole vor dem Detektor schat Abhilfe, da nur Licht
aus dem Fokussiervolumen in den Detektor gelangen kann.
Ein MFISH taugliches konfokales Laser Scanning Mikroskop steht noch nicht zur
Verf

ugung. Mit herk

ommlichen CLSMs lassen sich 3-Farben Experimente jedoch
analysieren, wenn man sich auf sehr wenige Farbstoe beschr

ankt. Das LEICA
TCS 4D Mikroskop besitzt zum Beispiel einen Filterschieber f

ur DAPI, FITC, Cy3
und Cy5. Diese Farbstoe lassen sich mit den vorhandenden Linien der HeNe und
Ar-Ionen Laser des Mikroskops anregen (488 und 568 nm).
Die Analyse dreidimensionaler Interphase Experimente mit mehr als drei Farbstof-
fen (s. Abs. 6.6, Abb. 6.21) ist zur Zeit nur mit Epiuoreszenzmikroskopie mit
anschliessender Dekonvolution f

ur jeden einzelnen Kanal m

oglich. Ein solches nicht
konfokales Mikroskop f

ur die Analyse von zweidimensionalen Aufnahmen wird in
Abschnitt 2.4.1 beschrieben.
2.2 Laserinduzierte Fluoreszenz (LIF)
Durch Absorption eines Photons mit der Energie h kann ein Atom oder Molek

ul
in einen h

oheren Energiezustand angeregt werden.
Die Anregungsenergie kann durch Emission eines Photons h
0
wieder abgegeben
werden. Als Fluoreszenz wird die spontane Emission von Strahlung bezeichnet. Es
besteht auch die M

oglichkeit, Molek

ule im optisch angeregten Niveau durch St

osse
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Abb. 2.2: Term-
schema f

ur Laser-
induzierte Fluores-
zenz.
in andere angeregte Niveaus zu bringen. In diesem Fall spricht man von Phospho-
reszenz. Bei der Fluoreszenz entsteht ein quantenmechanisch erlaubter

Ubergang,
w

ahrend bei der Phosphoreszenz ein quantenmechanisch verbotener

Ubergang, mei-
stens von einem Triplett- zu einem Singulettzustand, entsteht. Dies

aussert sich in
der durchschnittlichen Lebenszeit des angeregten Zustands, die bei der Fluoreszenz
im Bereich von 10
 8
s liegt. Typische Lebenszeiten von Phosphoreszenz liegen bei
Millisekunden bis Sekunden.
Wenn jedoch die Stossaktivierung vernachl

assigt werden kann, wird f

ur jedes absor-
bierte Photon h
a
ein Fluoreszenzphoton h
F l
(mit 
F l
 
a
) ausgesandt. Der
Bruchteil aller angeregten Molek

ule, die nicht strahlungslos deaktiviert werden,
sondern ein Fluoreszenzphoton aussenden, wird Quantenausbeute ("  1) genannt
[Dem96].
Benutzt man als Detektionsger

at einen Photomultiplier benutzt, so erh

alt man bei
N
a
absorbierten Photonen innerhalb eines Raumwinkels Q
N
e
= N
a
"(Q=4) (2.9)
Photoelektronen, die zu N
e
Signalpulsen f

uhren.
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Ne
: Anzahl der Photoelektronen
 : Sekund

aremissionskoeÆzient
N
a
: Anzahl der absorbierten Elektronen
" : Quantenausbeute
ÆQ : Raumwinkel
Bei der LIF-Spektroskopie wird die Laserwellenl

ange 
L
kontinuierlich durchge-
stimmt und die vom Detektor erfasste Fluoreszenzleistung P
F l
(
L
) als Funktion
von 
L
gemessen. Das so erhaltene Spektrum nennt sich Anregungsspektrum. Die
gr

osste Empndlichkeit wird f

ur  = 1, also stossfreie Bedingungen, erhalten.
Typisches Merkmal aller Farbstoe ist ein delokalisiertes -Elektronensystem, das
durch Kohlenstoringstrukturen entsteht. Die Elektronen dieses Systems k

onnen
leicht angeregt werden und in Abh

angigkeit der Energie der emittierten Elektronen
entstehen dann Farben verschiedener Wellenl

angen.
2.3 Grenzen der konfokalen Mikroskopie
In der (vor allem dreidimensionlalen) Mikroskopie gilt es, einen m

oglichst kleinen
Bereich eines Pr

aparats mit einer m

oglichst hohen Photonendichte anzuregen, oh-
ne es dabei zu besch

adigen, und nur aus diesem optisch angeregten Volumen eine
m

oglichst hohe Photonenzahl zu detektieren. Die Anzahl detektierter Photonen pro
Pixel betr

agt dabei nur einen Bruchteil (< 1%) der erzeugten Anregungsprozesse
[Paw95]. Ein fundamentales Verst

andnis dieser Prozesse ist f

ur einen eÆzienten
Umgang mit einem konfokalen Mikroskop unerl

asslich, um optimale Aul

osung und
Bildqualit

at zu erzielen. Wie sich zeigen wird, herrscht eine Art Unsch

arfeprinzip
bei der Bildaufnahme, das den Anwender zwingt, einen bestm

oglichen Kompromiss
zwischen Au

osung, Geschwindigkeit, Kontrast, Besch

adigung der Probe, Beleuch-
tungsintensit

at, Quantenausbeute, sowie S

attigungs- und Bleicheekten der Farb-
stoe zu nden.
2.3.1 Photonenstatistik
Um bei einer Messung eine hohe Genauigkeit zu erzielen, ist es notwendig, so viele
Photonen wie m

oglich zu detektieren. Photonen unterliegen der Poissonstatistik.
Die Poisson-Verteilung beschreibt die Verteilung von unendlich vielen Messungen
seltener Ereignisse, deren Nichteintreten wesentlich wahrscheinlicher ist, als deren
Eintreten.
P (k) =
n
k
k!
exp
 n
(2.10)
Die Wahrscheinlichkeit, dass eine gemessene Z

ahlrate bei einer mittleren Z

ahlrate
von n Photonen zwischen n  
p
n und n +
p
n liegt, betr

agt 63%, die Standardab-
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weichung wird allein durch den Mittelwert n bestimmt ( =
p
n). Hat man bei-
spielsweise eine mittlere Photonenzahl von 100 gemessen, liegen 63% der Messungen
zwischen 90 und 110. Die Messung in diesem Beispiel weist eine 10%ige (
p
n=n) Sta-
tistik auf. Weitaus bessere Statistiken erh

alt man mit hohen Photonenzahlen. Mit
n = 90000 ist die Statistik auf 0.3% verbessert. Die Genauigkeit der Messung h

angt
von der Anzahl der gemessenen Photonen ab. Die Photonenstatistik stellt also ei-
ne Prozessinterne Rauschquelle dar, die hohe Z

ahlraten f

ur zuverl

assige Messungen
notwendig macht [Paw95]. Bei hohen Photonenzahlen kann die Poissonverteilung
durch eine Gaussverteilung angen

ahert werden.
2.3.2 S

attigungs- und Bleicheekte
Bei nicht zu starken Beleuchtungsintensit

aten (< 1mW ), ist eineM

oglichkeit, h

ohere
Emissionsraten und damit h

ohere Detektionsraten zu erhalten, die Beleuchtungsin-
tensit

at zu erh

ohen. Die Absorptionsrate h

angt linear von der Intensit

at ab, mit
der Folge, dass mehr Farbstomolek

ule pro Volumeneinheit angeregt werden, und
mit wachsender Besetzung angeregter Zust

ande steigt die Anzahl spontaner Pho-
tonenemissionen. Damit stimulierte Emissionsprozesse die AnregungseÆzienz nicht
beeintr

achtigen, m

ussen die angeregten Elektronen schneller als die spontane

Uber-
gangwahrscheinlichkeit ( 10
 8
s) in tiefere Zust

ande des Anregungsbandes relaxie-
ren ( 10
 12
s), um von dort spontan unter Emission eines Photons in den Grund-
zustand

uberzugehen. Andernfalls st

anden m

oglicherweise nicht alle Atome zur
spontanen Emission und damit zur Detektion zur Verf

ugung.
Bei Anregungsintensit

aten> 1mW

andert sich die lineare Abh

angigkeit der Absorp-
tionsraten im Fokusvolumen, da mit zunehmender Intensit

at immer mehr Molek

ule
pro Volumeneinheit angeregt und schliesslich ein Zustand erreicht wird, in dem im
Fokalvolumen nicht mehr gen

ugend Farbstomolek

ule zur Anregung zur Verf

ugung
stehen. Da aber die Anregungsrate von Farbstomolek

ulen ausserhalb des Fokus
und damit das Anregungsvolumen ansteigt, bedeutet dies eine zunehmende Ver-
schlechterung der Au

osung. Wichtig ist, dass das Fluoreszenzsignal nicht mehr
nur von der Farbstokonzentration abh

angt, aber genau auf dieser Annahme baut
die Digitale Bildanalyse auf! Ein weiteres Problem ergibt sich durch Bleicheekte.
Farbstomolek

ule ver

andern sich photochemisch und verlieren ihre Eigenschaft zu
uoreszieren. Wenn mit zunehmender Intensit

at die Bleichrate ansteigt, wird dies
vor allem bei Volumenaufnahmen zum Problem. Da beim optical sectioning ein
Teil des Anregungslichtes f

ur jeden abgetasteten Punkt immer durch das gesamte
Pr

aparat l

auft, verschlechtert sich die Photonenausbeute und damit die Bildqualit

at
mit zunehmender abgetasteter Schicht.
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2.3.3 Nyquist Theorem
Eine bei Aufnahmen am Mikroskop oft nicht beachtete Tatsache ist, dass es f

ur ein
optisches Systemmit einer Au

osung, die (unter der Voraussetzung, dass das System
aberrationsfrei ist) durch die Numerische Apertur der Linsen, den Brechungsindex
des Mediums zwischen Objektiv und Pr

aparat und die Anregungswellenl

ange de-
niert wird, nur eine optimale Pixel-/Voxelgr

osse existiert. Die Pixelgr

osse ist durch
lateralen Abstand zweier benachbarter Abtastungen gegeben. Das Nyquist Abtast-
theorem besagt nun, dass, um eine Struktur bestimmter Gr

osse au

osen zu k

onnen,
diese Struktur 2.3 Mal abgetastet werden muss. F

ur die Pixelgr

osse bei Aufnahmen
bedeutet das nun folgendes:
Bei gew

ahltem Objektiv, und damit denierter Au

osung, muss das Pr

aparat in
einem Abstand vom Au

osung/2.3 abgetastet werden. Eine etwas kleinere Pixel-
gr

osse f

uhrt in der Regel zu einer verbesserten Bildqualit

at, da

Ubergange weicher
werden, allerdings ohne Informationsgewinn. Starkes

Uberabtasten kostet viel Zeit
und beg

unstigt S

attigungs- und Bleicheekte im Pr

aparat. Unterabtastung hinge-
gen bedeutet einen Informationsverlust und sollte vermieden werden. Durch Unter-
abtastung k

onnen Strukturen abgebildet werden, die nicht vorhanden sind. Diesen
Eekt nennt man Aliasing. Die gr

osste r

aumliche Frequenz der Aufnahme ergibt
sich aus 1/(2.3*Au

osung).
2.4 Aufnahme von M-FISH-Bildern
Zwei Mikroskop-Systeme mit unterschiedlicher Detektionstechnik haben sich am
Markt durchgesetzt. Das MFISH System von Leica Microsystems, und das SKY
System von Applied Spectral Imaging (ASI). Ersteres verwendet spezische Fil-
ters

atze, um die Spektralinformation in jedem Pixel zu detektieren. Die Anzahl der
gescannten Bildern entspricht dabei der Anzahl verwendeter Fluorochrome. Die im
Rahmen dieser Arbeit analysierten Zellen waren ausschliesslich von diesemTyp. Das
SKY System beruht auf der Fourier-Spektrokopie. F

ur jedes Pixel wird die Autokor-
relationsfunktion des Signals gemessen. Die Fouriertransformierte dieser Funktion
ergibt das gesamte Spektrum in jedem Pixel. Damit ist die spektrale Au

osung
dieses Systems wesentlich h

oher (bis zu  5nm). Beide Systeme haben ihre vor und
Nachteile, die im Kapitel 6 (Diskussion) besprochen werden.
2.4.1 Das MFISH System
Dieses System (z.B. Leica DMRXA-RF8 Epiuoreszenz Mikroskop) verwendet einen
Satz spezischer Anregungs- und Emissionslter sowie dichroischem Strahlteiler, die
zur automatischen Bildaufnahme auf einer motorisierten Drehscheibe aufgebracht
sind (bis zu 8 Filter). Abbildung 2.3 zeigt das Prinzip der Aufnahme schematisch.
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Abb. 2.3: Prinzip der Bildaufnahme am Leica DMXRA-RF8.(Quelle: [Eil98])
Die Bildaufnahme einer kompletten Metaphase wird dadurch in wenigen Sekun-
den m

oglich. Diese Filter sind jeweils spezisch f

ur die im M-FISH Experiment
verwendeten Fluorochrome, um optimale Anregungs- und Emissionsraten, bei mi-
nimalem Crosstalk zu erzielen, da sich die Anregungs- und Emissionsspektren der
Fluorochrome in der Regel

uberlagern. Diese Bandpasslter d

urfen jedoch nicht zu
schmalbandig sein, da die Belichtungszeiten mit abnehmender Bandbreite zuneh-
men ( 2min) [Eil98]. Folgende Fluorochrome haben sich zum Einsatz in M-FISH
Experimenten bew

ahrt:
 DAPI, ein intensiver Farbsto, der zur Gegenf

arbung der gesamten DNA ver-
wendet wird, mit Absorptions- und Emissionsmaxima bei 350 und 460nm
 DEAC (426 und 480nm)
 Fluorescein (FITC) (490 und 520nm)
 sowie die Cyanine Cy3 (554 und 568nm)
 Cy3.5 (581 und 588nm)
 Cy5 (652 und 672nm)
 Cy5.5 (682 und 703nm)
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 Cy7 (755 und 778nm)
Die Bildaufnahme erfolt

uber eine Sensys CCD-Kamera von Photometrics (Ko-
dak KAF 1400 Chip). Standardm

assig wird ein Objektiv mit 100x Vergr

osserung
(Plan Apo, NA 1.4) verwendet. Bei ausgedehnten Metaphasen sind 63x (Plan Apo,
NA 1.32) Objective

ublich. Als Lichtquellen besitzt das Mikroskop eine 75W Xe-
non Bogenlampe und eine 100W Quecksilberdampf-Lampe. Tabelle (2.1) zeigt die
Spezikationen der spezischen Filters

atze f

ur ausgew

ahlte Fluorochrome.
Komponente DAPI FITC Cy3 Cy3.5 Cy5 Cy5.5 Cy7
Anregungslter 36020 47515 5465.5 5805 60219 6826 74017.5
Strahlteiler 400 497 557 593 647 697 765
Emissionslter 46020 52220 5677.5 61215 66715 72020 79020
Tab. 2.1: Epicube Filterkonguration f

ur das Leica DMRXA-RF8 Mikroskop in nm
Die Belichtungszeiten f

ur die einzelnen Fluorochrome h

angen im wesentlichen von
der Wahl der Filters

atze und ihrer Bandbreite, der Empndlichkeit der Kamera, dem
Spektrum der Lichtquelle sowie dem Hybridisierungsprotokoll, also der F

arbeÆzi-
enz der Probe ab. Typische Belichtungszeiten f

ur die Fluorochrome sind 0.5s f

ur
DAPI, 3s f

ur FITC, 3s f

ur Cy3, 0.5s f

ur Cy3.5, 4s f

ur Cy5 und 7s f

ur Cy7. Die
gesamte Zeit f

ur die Aufnahme einer Metaphase betr

agt somit etwa 20s. Mit diesen
Belichtungszeiten wird etwa die H

alfte der 12Bit Dynamik der CCD Kamera (4096
max. Intensit

at) erreicht. Die Belichtungszeiten mit der Quecksilberlampe sind in
der Regel k

urzer als die mit der Xenon Bogenlampe. Sie wird daher vorzugsweise
bei Aufnahmen verwendet.
Pixelshifts k

onnen bei diesem System durch den Wechsel der Filters

atze entstehen
und betragen im Mittel 1-2 Pixel in x- und y-Richtung. Sie werden automatisch
durch geeignete Korrektur-Algorithmen beseitigt [Spe96a, Eil98].
2.4.2 Das SKY System
Das SKY System (SpectraCube) beruht auf einem anderen Ansatz [Sch96, Gar96].
Statt spezische Filters

atze zu verwenden, wird mit Hilfe der Fourier-Spektroskopie
das gesamte Spektrum in jedem Pixel gemessen. Dazu wird das Fluoreszenzlicht
mit Hilfe eines Kollimators in ein Sagnac Interferometer gef

uhrt, und anschliessend
in eine CCD Camera fokussiert. Interferometer spielen eine zentrale Rolle in der
Fourier Spektroskopie. Das Prinzip wird im folgenden erl

autert.
34
Fourier Spektroskopie
Der einfallende Lichtstrahl wird im Interferometer in zwei koh

arente Strahlen auf-
geteilt, f

ur die eine variable optische Wegl

ange generiert wird. Dadurch wird der
eine Strahl gegen

uber der Referenzwelle in der Phase verschoben. Die koh

arenten
Strahlen werden wieder vereint, die Intensit

at f

ur unterschiedliche optische Wegun-
terschiede detektiert und so das Autokorrelationssignal in jedem Pixel abgetastet.
Eine anschliessende Fouriertransformation liefert das gesuchte Spektrum in jedem
Pixel.
Eine (nicht monochromatische) Lichtwellemit der Feldst

arke E(t) l

asst sich beschrei-
ben durch:
E(t) =
Z
k
A(k) cos(2kx  !t)Æk (2.11)
Hier ist k = 1= die Wellenzahl und A(k) die Amplitude der Wellenkomponente mit
der Wellenzahl k. Die mittlere Intensit

at dieser Lichtwelle ist gegeben durch das
Integral

I =
Z
k
A(k)
2
Æk (2.12)
Die Intensit

at f

ur zwei interferierende Strahlen (derselben Lichtwelle) mit optischem
Wegunterschied (phasenverschobene Wellen) L betr

agt
I(L) = 0:5 
Z
k
A(k)
2
Æk + 0:5 
Z
k
I(k) cos(2kL)Æk (2.13)
Der erste Summand ist nichts anderes als die Konstante

I. Der zweite Term ist der
Interferenzterm, der die Spektralinformation in Form des optischen Wegunterschieds
L enth

alt. Dieser ist aber nichts anderes als der Realteil der Fouriertransformierten
von I(k). Die Gleichung f

ur die gemessene Intensit

at beim Wegunterschied L l

asst
sich also schreiben als:
I(L) = C + <(FT [I(k)]) (2.14)
Misst man die Intensit

at in einem Pixel sukzessive f

ur unterschiedliche L, erh

alt
man ein Interferogramm (Autokorrelationsfunktion), das die Fouriertransformierte
des Spektrums ist. In der Praxis wird die Intensit

at f

ur unterschiedliche (diskrete)
Wegunterschiede gemessen, so dass das Spektrum in jedem Pixel die Fouriertrans-
formierte einer diskreten Funktion I(L) ist:
I(k) =
X
L
I(L) exp( i2kL)l (2.15)
Der diskreten Fouriertransformation vorgeschaltet werden eine Phasenkorrektur,
Apodisierung und das Au

ullen mit Nullen. Diese Schritte sind notwendig, um
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numerische Probleme zu umgehen und das Hineinfalten nicht vorhandener Frequen-
zen zu unterdr

ucken.
Das Sagnac Interferometer basiert auf dem Prinzip rotierender Spiegel, um einen op-
tischen Wegunterschied zu erzeugen. Das Prinzip rotierender (paralleler) Spiegel in
Interferometern wurde 1981 von [Yas81] eingef

uhrt. F

ur kleine Winkel ( << 1rad)
ist der optische Wegunterschied dem Winkel proportional:
L

=
c   f ur  << 1 rad (2.16)
Die spektrale Au

osung betr

agt f

ur das Sagnac Interferometer etwa 0:01, also 4nm
bei 400nm. In der Praxis wird aber mit einer wesentlich geringeren spektralen
Au

osung gearbeitet, d.h die Intensit

at I(L) wird seltener (bei weniger optischen
Wegl

angen) gemessen, um die Zeit f

ur die Bildaufnahme zu verk

urzen.

Ublich sind
10-15nm bei 400nm, man erh

alt damit 5-10 mal soviel Farbinformation pro Pixel
wie beim Filterbasierten MFISH System. Die Aufnahmezeit f

ur ein Bild bei einer
Au

osung von 10nm betr

agt ca. 60s und steigt linear mit der Au

osung auf 120s
bei 5nm an [Gar96].
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Kapitel 3
Grundlagen der Bildverarbeitung
3.1 Klassizierung
Als Klassizierung bezeichnet man die Zuweisung von Objekten anhand bestimm-
ter Merkmale zu bekannten Klassen. Sie ist nicht spezisch f

ur die Bildanalyse und
ndet eine breite Anwendung auf verschiedenen Gebieten. In der Bildanalyse las-
sen sich zwei Typen von Klassizierungen unterscheiden: die Pixelorientierte und
Objektorientierte. In komplexen F

allen gelingt die Objektsegmentierung nicht mit
einem einzigen Merkmal. Dann m

ussen mehrere Eigenschaften verwendet werden,
sowie ein Klassizierungsprozess, der die Bildpunkte den Objekten zuweist [J

ah97].
Falls sich die verschiedenen Objekte gut vom Hintergrund unterscheiden und sich
nicht ber

uhren und

uberlappen, ist die sehr viel einfachere objektbasierte Klassi-
kation die bessere Wahl. Der Daten- und Rechenaufwand ist sehr viel geringer,
da die auf Pixeln beruhenden Merkmale der Objekte

uber das gesamte Objekt ge-
mittelt und als Objekteigenschaft verwendet werden k

onnen. Parameter wie Gr

osse
und Form, sowie die Orientierung sind weitere Eigenschaften, die als Merkmale die-
nen k

onnen. Manchmal ist auch die Kombination beider Verfahren sinnvoll: Die
pixelbasierte zur Trennung der Objekte und anschliessend die objektbasierte zur
Klassizierung. Die Analyse von M-FISH Bildern l

asst sich als Klassizierungspro-
blem verstehen. Interpretiert man das Labeling-Schmema (s. Abb. 1.6) als Klassen,
die die Chromosomen repr

asentieren, besteht die Hauptaufgabe darin, jedes Pixel
anhand seiner Farbinformation (Merkmale) einer dieser Farbklassen zuzuordnen.
3.2 Clusteranalyse
Die n unterschiedlichenMerkmale eines Datensatzes spannen einen n-dimensionalen
Raum, denMerkmalsraum auf. Jedes Pixel oder Objekt wird in diesem Raum durch
einen Merkmalsvektor (oder auch Datum) repr

asentiert. Wird ein Objekt oder eine
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Objektklasse durch die Merkmale gut beschrieben, sollten alle Merkmalsvektoren
dieser Klasse im Merkmalsraum eng beeinander liegen. Besitzt eine Objektklasse
eine enge Verteilung im Merkmalsraum, spricht man von einem Cluster. Sind die
Cluster gut getrennt, lassen sich die Objekte gut in bestimmte Klassen separieren
(Abb. 4.6). Sind die Merkmale hingegen schlecht, kann dies zu fehlenden oder

uber-
lappenden Clustern f

uhren, was eine fehlerfreie Klassizierung erschwert.
Verfahren zur Clusteranalyse teilen einen nicht klassizierten Datensatz in homo-
gene Cluster ein.

Ahnliche Daten werden also demselben Cluster zugeordnet. Die
Daten werden dabei den Clustern aufgrund von Zugeh

origkeitsgraden zugeordnet.
W

ahrend diese bei deterministischen Verfahren bin

ar sind, beschreiben sie bei pro-
balistischen und fuzzybasierten Methoden die Wahrscheinlichkeit der Zugeh

origkeit
eines Datums (oder Merkmalsvektors) zu einem Cluster.
Zwei Arten von Clusterverfahren gilt es dabei zu unterscheiden: die

uberwachte und
die un

uberwachte Clusteranalyse. Bei ersteren wird apriori Wissen in das System ein-
gearbeitet. Un

uberwachte Verfahren hingegen clustern den Datenraum blind, und
kommen immer dann zum Einsatz, wenn kein Vorwissen

uber die Daten und das zu
erwartende Ergebnis vorhanden ist. Ist hingegen solches Wissen vorweg bekannt, so
sollte dieses unbedingt bei einer Clusteranalyse verwendet werden. Un

uberwachte
Verfahren sind in der Regel sehr viel rechenaufwendiger und liefern in solchen F

allen
selten gleichwertige Ergebnisse.
Die Analyse der Daten mit Clusterverfahren basiert auf den Abst

anden der Daten
zu den Clusterzentren, den sogenannten Centroiden. Die Cluster werden dabei so
bestimmt, dass f

ur alle Cluster die Summe der Abst

ande der Punkte zumCentroiden
innerhalb eines Clusters minimal, und gleichzeitig der Abstand der Cluster unter-
einander maximal wird. Dabei liegt die Annahme zugrunde, dass alle Daten das
gleiche Gewicht haben und einem Cluster zugeordnet werden, und dass alle Cluster
Daten enthalten.
Die Clusteranalyse eines Datensatzes X = fx
1
; :::;x
n
g in k Cluster l

ost also folgen-
des Optimierungsproblem:
C

= argmin
c
i
k
X
i=1
n
X
j=1
d
2
(c
i
;x
j
) (3.1)
Dabei ist C = fc
1
; :::; c
k
g die Menge der Cluster bzw. ihrer Centroide, und d(c
i
;x
j
)
der Abstand zwischen Cluster c
i
und Datum x
j
.
Dazu muss ein geeignetes Distanzmass eingef

uhrt werden, das das Clusterergebnis
je nach Datenstruktur erheblich beeinusst. Sehr h

aug wird die Euklidische Me-
trik verwendet, oder bei objektbasierten Klassizierungsproblemen auch ein bin

ares
Abstandsmass. Die Minimierung des Euklidischen Abstands bedeutet im

ubrigen
nichts anderes als die Berechnung des Mittelwertes (Schwerpunktes).
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3.2.1 K-Means-Algorithmus
Das bekannteste Clusterverfahren ist der k-means Algorithmus. Er unterteilt den
Datensatz in Cluster gleicher Form, die durch das Abstandsmass bestimmt wird.
H

aug wird hier der Euklidische Abstand verwendet. Das f

uhrt dazu, dass der
Datenraum in hyperkugelf

ormige Cluster unterteilt wird. Die Cluster werden nur
durch ihre Centroide c
i
beschrieben. Sie berechnen sich aus:
c
i
=
P
n
j=1
x
j
n
(3.2)
Der k-means Algorithmus weist gute Klassikationsresultate aus, wenn die Clu-
ster eine

ahnliche Form und Gr

osse besitzen, und ihre Form vor der Analyse bekannt
ist.
3.2.2 Fuzzy-Clusteranalyse
Fuzzy-Cluster-Algorithmen zeichnen sich dadurch aus, dass die Daten den Clustern
aufgrund von Zugeh

origkeitsgraden zugeordnet werden, die nicht bin

ar sind, son-
dern Werte von 0...1 annehmen k

onnen. Handelt es sich um probabilistische Clu-
sterverfahren, k

onnen sie als Wahrscheinlichkeiten der Zugeh

origkeit eines Datums
zu einem Cluster interpretiert werden. Das Optimierungsproblem in Gl.(3.1) wird
zu:
C

= argmin
c
i
k
X
i=1
n
X
j=1
w
m
ij
d
2
(c
i
;x
j
) (3.3)
Dabei m

ussen die fw
ij
g folgende Nebenbedingungen erf

ullen:
n
X
j=1
w
ij
> 0 8 i; i = 1 : : : k (3.4)
k
X
i=1
w
ij
= 1 8 j; j = 1 : : : n (3.5)
Die fw
ij
g sind die Menge der Zugeh

origkeitsgrade der Daten zu den Clustern,
C = fc
1
; :::; c
k
g die Menge der Cluster bzw. ihrer Centroide, und d(c
i
;x
j
) der Ab-
stand zwischen Cluster c
i
und Datum x
j
. Der Exponent m ist ein Fuzzier, der den
Einuss von Daten auf Cluster mit geringem Zugeh

origkeitsgrad bestimmt.
Eine umfassende Behandlung zumThema Fuzzy-Clusteranalyse ndet sich in [Hpp99].
Einige bekannte Vertreter dieser Clusterverfahren stelle ich im folgenden vor.
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Fuzzy-C-Means-Algorithmus
Das bekannteste Fuzzy-Clusterverfahren ist der Fuzzy-C-Means-Algorithmus. Auch
er unterteilt, wie der k-means, den Datensatz in Cluster gleicher Form, die durch
das Abstandsmass bestimmt wird. Meistens wird auch hier der Euklidische Abstand
verwendet. Der Datenraum wird dementsprechend in hyperkugelf

ormige Cluster
unterteilt. Die Cluster c
i
werden nur durch ihre Centroide c
i
beschrieben, die sich
berechnen aus:
c
i
=
P
n
j=1
w
m
ij
x
j
P
n
j=1
w
ij
(3.6)
Der Fuzzy-C-Means-Algorithmus weist gute Klassikationsresultate aus, wenn die
Cluster eine

ahnliche Form und Gr

osse besitzen, und ihre Form vor der Analyse be-
kannt ist. Trit jedoch eines dieser Aspekte auf den Datensatz nicht zu, erreicht man
mit Clusterverfahren, die neben dem Centroiden auch noch die Form und Gr

osse
der Cluster bestimmen, wesentlich bessere Resultate.
Gustafson-Kessel-Algorithmus
Einen wesentlich exibleren Ansatz als das Fuzzy-C-Means-Verfahren bietet der
Gustafson-Kessel-Algorithmus. Er ist in der Lage, ellipsoide Cluster gleicher Gr

osse
zu erkennen, die sich aber in ihrer ellipsoiden Form unterscheiden. F

ur jeden Clu-
ster c
i
wird neben dem Centroiden c
i
auch eine n x n Normmatrix A
i
bestimmt,
die bei der Berechnung der Abst

ande verwendet wird (Gl.(3.9)). Die Clusterzentren
c
i
werden wie beim Fuzzy-C-Means nach Gl.(3.6) berechnet. Die Normmatrix wird
mit Hilfe der Kovarianzmatrix C
i
der Centroide bestimmt:
A
i
=
(detC
i
)
1=n
C
i
 1
(3.7)
C
i
=
P
n
j=1
w
m
ij
(x
j
  c
i
)(x
j
  c
i
)
T
P
n
j=1
w
ij
(3.8)
Jedes Cluster wird nun durch das Tupel (c
i
;C
i
) beschrieben. Der Abstand von
Datum x
j
zu Cluster c
i
wird durch
d
2
(x
j
; c
i
) = (x
j
  c
i
)
T
A
i
(x
j
  c
i
) (3.9)
berechnet, um die Zielfunktion in Gl.(3.3) zu minimieren.
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Gath-Geva-Algorithmus
Der Gath-Geva-Algorithmus stellt eine weitere Verfeinerung des Fuzzy-C-Means-
Algorithmus dar. Bei diesem Verfahren wird der Datenraum in ellipsoide Cluster
unterschiedlicher Gr

osse unterteilt. Form und Gr

osse jedes Clusters werden dabei
individuell ermittelt.
Dieser Ansatz interpretiert den Datenraum als p-dimensionale Normalverteilung:
Die Annahme ist, dass die a posteriori Wahrscheinlichkeit, dass ein Datum x
j
ei-
ne Realisierung der i-ten Normalverteilung ist, sich umgekehrt proportional zum
Abstand zu diesem Cluster c
i
verh

alt. Die a priori Wahrscheinlichkeit P
i
der Zu-
geh

origkeit eines beliebigen Datums zu einem Cluster c
i
ist hier proportional zu der
relativen Gr

osse des Clusters und wird aus dem Quotienten der Anzahl der Daten
im Cluster c
i
zu der Gesamtanzahl an Daten gesch

atzt:
P
i
=
P
n
j=1
w
m
ij
P
k
i=1
P
n
j=1
w
m
ij
(3.10)
Die Berechnung der Abst

ande erfolgt durch:
d
2
(x
j
; c
i
) =
(detC
i
)
1=2
P
i
exp
(x
j
  c
i
)
T
C
i
 1
(x
j
  c
i
)
2
(3.11)
Dabei werden die Konvarianzmatrix C
i
und die Centroide c
i
wie beim Gustafson-
Kessel-Algorithmus nach Gleichungen (3.8) und (3.6) berechnet.
3.3 Regionenwachstum
Die Aufgabe der Objekterkennung und Segmentierung besteht darin, auf der Grund-
lage eines Schwellwertes ein Bild in mehrere disjunkte Bildregionen zu zerlegen. Dies
kann bespielsweise durch kantenbasierte Verfahren, bei denen die Zerlegung durch
das AuÆnden von Kanten im Bild erfolgt, oder durch regionenbasierte Verfahren,
bei den die Zerlegung in Fl

achen erfolgt, geschehen [Kle92], [Pinz94]. Objekte sind
ihrer Natur nach zusammenh

angend, daher lassen sich solche strukturellen Informa-
tionen in der Regel durch Betrachtung der Grauwertrelationen benachbarter Pixel
erkennen.
Das grundlegende Prinzip des Regionenwachstums ist, benachbarte Pixel, f

ur die
eine

Ahnlichkeitsrelation zutrit, zu bestimmten Bereichen zusammenzufassen. Da-
zu muss mindestens ein Startpunkt pro zu segmentierender Region bestimmt wer-
den. Anschliessend ndet eine wiederholte Zuordnung derjenigen Nachbarpixel statt,
f

ur die das festgelegte

Ahnlichkeitskriterium zutrit, bis alle Bildpunkte verkettet
sind [Dic98]. Die unterschiedlichen Arten des Region Growing werden im folgenden
vorgestellt.
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3.3.1 Einfache Verkettung
Die einfache Verkettung ist ein sehr einfaches und schnelles Verfahren. Jedes Pi-
xel ist dabei ein Knoten in einem Graphen. Benachbarte Pixel, die sich in einem

Ahnlichkeitskriterium weniger als eine bestimmte Schwelle unterscheiden, werden
im Graphen durch eine Kante verbunden. Dieses Verfahren f

uhrt jedoch sehr h

aug
zu Verkettungsfehlern. Farblich unterschiedliche Regionen k

onnen leicht durch ei-
ne Folge langsam ineinander

ubergehender Farben verbunden werden. Es gen

ugt
eine einzige Kante im Graphen, um zwei benachbarte Regionen miteinander zu ver-
schmelzen.
Aufgrund dieser unangenehmen Eigenschaft ist dieses Verfahren f

ur exakte Analysen
bei komplexen Bildszenen untauglich.
3.3.2 Hybride Verkettung
Hier wird die Entscheidung, ob zwei benachbarte Pixel miteinander verkn

upft wer-
den, anhand der Eigenschaft der NxN Nachbarschaft der betrachteten Pixel getrof-
fen. Beiden Pixeln wird jeweils der Eigenschaftsvektor ihrer Nachbarschaft zuge-
wiesen. Diese Art der Verkettung hat einen gl

attenden Eekt: Die

Ahnlichkeit der
Pixel wird durch die

Ahnlichkeit der Nachbarschaft bestimmt.
Ein Beispiel f

ur eine solche Verkettung ist die der gemeinsamen n

achsten Nachbarn,
die von Levine und Leemet vorgeschlagen wurde [Lev76]. Aus den Listen der N x N
Nachbarschaft beider Pixel werden zun

achst die jeweils

ahnlichsten Pixel in einer
Nachbarschaftsliste bestimmt. Die beiden Pixel werden nun verkn

upft, wenn alle
Pixel einer Nachbarschaftsliste auch in der Nachbarschaftsliste des anderen Pixels
stehen und es genug Pixel gibt, also die Anzahl gemeinsamer Nachbarn gen

ugend
gross ist. Die Anzahl der Verkettungsfehler ist bei diesem Verfahren deutlich gerin-
ger als bei der einfachen Verkettung.
3.3.3 Zentroide Verkettung
Bei dieser Art des Region Growing werden nicht mehr, wie bei den beiden zuvor be-
schriebenen Methoden, paarweise Pixel miteinander verglichen. Statt dessen wird
ein Pixel mit dem Eigenschaftsvektor einer schon bestehenden benachbarten Region
verglichen, die nicht notwendigerweise fertig zu sein braucht. Ist der Unterschied im

Ahnlichkeitskriterium unterhalb einer bestimmten Schwelle, wird das Pixel mit der
Region verschmolzen, mit ihr durch eine Kante im Graphen verkettet. Der Eigen-
schaftsvektor der Region wird anschliessend neu berechnet.
Levine und Shaheen haben ein

Ahnlichkeitsmass f

ur Farbbilder deniert [Lev81]. Bei
ihnen wird das Pixel der Region hinzugef

ugt, wenn der Unterschied zwischen Pixel-
Farbvektor und Regionen-Farbvektor in jedem Farbkanal unterhalb einer gewissen
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Schwelle liegt. Diese Schwelle wird dabei dynamisch an die Standardabweichung der
aktuellen Farbverteilung der Region angepasst. Sie wird mit wachsender Streuung
der Verteilung kleiner.
In seinem

Uberblick

uber Region Growing Algorithmen weist Zucker auf einige Pro-
bleme solcher zentroid verketteter Algorithmen hin [Zuc76]. Der Vorteil dieser se-
quentiellen Algorithmen liegt darin, dass schon gewonnene Information nachfolgende
Schritte beeinussen kann. Die Wahl des Startpunktes f

ur eine Region beeinusst
die Wahl des Startpunktes f

ur die n

achste. Die Reihenfolge der verarbeiteten Bild-
punkte beeinusst das Ergebnis der Segmentierung. F

ur den Erfolg des Verfahrens
ist die Wahl des

Ahnlichkeitskriteriums und die Wahl der Schwellen von entschei-
dender Bedeutung.
3.4 Rauschen
Rauschen ist ein fundamentales Problem der Bildanalyse. Die tats

achliche Bildin-
formation wird durch Rauschprozesse

uberlagert und damit verf

alscht. Dabei kann
es verschiedene Formen und Quellen des Rauschens geben, oft sind sie nur schwer
zu erkennen und nicht quantizierbar. Die bei der Bildaufnahme detektierten Pho-
tonen unterliegen der Poissonstatistik. Man muss bei der Aufnahme daher daf

ur
sorgen, m

oglichst viele Photonen f

ur jeden Bildpunkt aufzufangen, um eine zu-
verl

assige Aussage ber den Informationsgehalt am betrachteten Punkt des Objekts
treen zu k

onnen. Durch mehrfaches Aufnehmen und Mitteln wird ein besseres
Signal-Rausch Verh

altnis erzielt. Das Ausbleichen der Farbstoe setzt dieser Form
der Rauschminderung jedoch praktische Grenzen. In den letzten Jahren haben sich
CCD Chips als Detektionsmedien immer mehr durchgesetzt. Sie haben den Vorteil,
dass nur eine Aufnahme vom gesamten Bildvolumen gemacht wird. Ihre Geometrie
bestimmt dabei die Anzahl der aufgenommenen Bildpunkte. Die Au

osung pro Pi-
xel wird dabei durch die Wahl der Vergr

osserung des Objektivs und der Geometrie
des Chips deniert. Diese Chips sind in der Regel gek

uhlt, um thermisches Rau-
schen in den elektronischen Bauteilen zu eliminieren. Dieses sind nur einige - wenn
auch wichtige- Beispiele f

ur Rauschquellen und deren Behandlung auf der Aufnah-
meseite. Eine ausf

uhrliche Behandlung zum Thema Rauschen und die dazu von der
Bildanalyse entwickelten Modelle und Methoden nden sich in [J

ah97] oder [Jai89].
Bei Hybridisierungsexperimenten kommen weitere schwer quantizierbare Rausch-
quellen hinzu. Das optimale Hybridisierungsexperiment sollte eine homogene F

arbung
der biologische Pr

aparate gew

ahrleisten. Das ist jedoch nur selten der Fall, meistens
sind die Intensit

atsschwankungen innerhalb kleiner Bereiche sehr stark. Man kann
dies in Abb. 4.2 erkennen: Obwohl hier die Maximalwerte der Farben pro Pixel dar-
gestellt sind, lassen sich starke Intensit

atsgradienten innerhalb der Chromosomen
beobachten. Die Gr

unde f

ur diese Inhomogenit

aten sind im Detail noch nicht genau
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verstanden. Bei Mehrfachhybridisierungen, wie es bei M-FISH Experimenten der
Fall ist, kommen noch weitere Schwierigkeiten hinzu. Bestimmte Fluoreszenzkom-
binationen f

uhren bei einigen Chromosomen zu sehr schwachen Hybridisierungen.
Man fasst diese Ph

anomene oft unter dem Begri biologisches Rauschen zusammen.
Die Hybridisierungsqualit

at der unterschiedlichen Farbstoe und die Bildaufnahme
der unterschiedlichen Farbkan

ale m

ussen aufeinander abgestimmmt werden. Ist die
Hybridisierung in einem der Kan

ale vergleichsweise schwach, f

uhrt dies zu einem
Kippen der Cluster einer Klasse im Farbraum (s. Abb. 4.6), was

Uberlappungen
benachbarter Cluster nach sich ziehen kann. Standardisierte F

arbeprotokolle und
Probenkits haben sich erst vor kurzem etabliert, weshalb jedes Labor, das auf die-
sem Gebiet arbeitet, sein eigenes Hybridisierungsprotokoll und -Schema entwickelt
hat. Das wiederum stellt hohe Anspr

uche an die Bildverarbeitung und erfordert
exible Analysemethoden, um der unterschiedlichen Qualit

at der anfallenden Daten
gerecht zu werden.
3.5 Faltung und Filterung
Vor der eigentlichen Bildanalyse kommen in der Regel rauschmindernde Verfahren,
sogenannte Rauschlter zum Einsatz, um diese Fehlerquellen zu minimieren. Fil-
ter k

onnen dabei verschiedenste Eigenschaften haben. Lineare Filteroperationen
zeichnen sich vor allem dadurch aus, dass sie unabh

angig von der Position einer
Bildstruktur stets dasselbe Resultat liefern (Verschiebungsinvarianz). Mathema-
tisch sind diese Filter als Faltung einer Bildfunktion B(x,y) mit einer diskreten Fil-
terfunktion F(a,b) im Bildortsbereich (x,y) deniert. Die Filtermaske ist durch die
KoeÆzienten der Filterfunktion bestimmt und entspricht daher den Abtastwerten
der Impulsantwort des Operators mit Koordinatenursprung in (x,y) [Zim96]. Ihre
Realisierung beruht auf dem Konzept der Faltung. Die Faltung ist eine Nachbar-
schaftsoperation, oder Verkn

upfung benachbarter Pixel, und wird (im linearen Fall)
beschrieben durch
G = F B (3.12)
G ist das gelterte Bild, F der Faltungslter und B das Originalbild. Der Faltungs-
lter ist durch eine Maske bestimmter Gr

osse realisiert. Seine Eintr

age entsprechen
den Wichtungsfaktoren, mit dem die Bildpunkte des Originalbildes multipliziert
werden. Die Werte werden aufsummiert, um den neuen Wert des Bildpunktes im
gelterten Bild zu berechnen, der sich im Maskenzentrum bendet. Diese Berech-
nung wird f

ur jeden Bildpunkt durchgef

uhrt, dabei wandert das Zentrum der Maske

uber alle Pixel des Originalbildes. Die Berechnung an einem Ort (x; y; z) geschieht
also durch:
G
x;y;z
=
s
X
a= s
s
X
b= s
s
X
c= s
F
a;b;c
B
x a;y b;z c
(3.13)
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wobei die Maskengr

osse durch (2s  1)  (2s  1)  (2s  1) f

ur den hier dargestellten
dreidimensionalen Fall gegeben ist. Mit Hilfe des Faltungstheorems l

asst sich zeigen,
dass die Fouriertransformierte von G sich aus dem Produkt der Fouriertransformier-
ten der Filtermaske und des Originalbildes berechnen l

asst:
F (G) = F (F )F (B) (3.14)
Diese Form ist analytisch zug

anglicher als Gl. (3.1). Aus ihr l

asst sich bei bekanntem
Faltungsoperator aus einem Bild das Originalbild theoretisch zur

uckrechnen:
F (G) = F (F )F (B), F (B) = F (G)F (F )
 1
(3.15)
Dieser Zusammenhang spielt bei Dekonvolutionsalgorithmen eine wichtige Rolle und
wird im Kapitel

uber Dekonvolution noch einmal aufgegrien.
Das Faltungstheorem stellt den Zusammenhang zwischen Orts- und Frequenzraum
her. Beide Repr

asentationen sind gleichwertig und stellen den gleichen Sachverhalt
nur unterschiedlich dar. Man spricht von der Dualit

at von Orts- und Frequenzraum.
Kleinen Strukturen im Ortsraum, also im Bild, entsprechen hohe Frequenzen im
Fourierraum (bzw. kleine Wellenl

angen). Umgekehrt korrelieren grosse Strukturen
im Bild mit tiefen Frequenzen im Fourierraum.
Indem Rauschlter im Ortsraum die Bildinformation ver

andern, beeinussen sie
auch das Fourierspektrum. Entfernt ein Gl

attungslter beispielsweise kleine Struk-
turen im Bild, w

ahrend er grosse Objekte erh

alt, wirkt er als Tiefpasslter.
Drei wichtige Rauschlter werden im folgenden vorgestellt.
3.5.1 Der Gausslter
Dieser Filter ist einer gebr

auchlisten Rauschlter

uberhaupt. Er geh

ort zur Klasse
der linearen Filter [J

ah97]. Lineare Filter zeichen sich durch Verschiebungsinvarianz
aus, d.h. sie liefern unabh

angig vom Ort das gleiche Resultat. Seine Wichtungsfak-
toren entsprechen der einer Gaussverteilung.
Interessant ist, dass die Fouriertransformierte einer Gaussfunktion wiederum eine
Gaussfunktion mit reziproker Halbwertsbreite ist (dies gilt auch f

ur den Gaussl-
ter). Man erkennt daher aus Gl. (3.14) die Wirkung des Gausslters: W

ahrend
grobe Strukturen (tiefe Frequenzen) erhalten werden, entfernt er die hohen Frequen-
zen im Fourierraum. Oft wird der Gausslter dazu verwendet, das Abtasttheorem
nachtr

aglich zu erzwingen, sofern es auf der Aufnahmeseite noch nicht erf

ullt wur-
de. Allerdings muss darauf geachtet werden, im Ortsraum zu Filtern, da sonst nicht
ausgeschlossen werden kann, dass hohe Frequenzen in den niederfrequenten Bereich
des Spektrums hineingefaltet werden.
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3.5.2 Der Medianlter
Dieser Filter ist ein Rangordnungslter, der zur Klasse der nichtlinearen Filter [J

ah97]
geh

ort. Betrachtungen im Fourierraum sind beim Medianlter daher nicht m

oglich.
Rangordnungsorperatoren jedoch erm

oglichen eine elegante L

osung, vor allem weil
sie sich als robuste und wenig rechenaufwendige nichtlineare Transformationen im
Ortsraum erwiesen haben [Zim96].
Abb. 3.1: Median geltertes Maximum-Projektionsbild aus Abb. 4.2.
Die Werte innerhalb des Maskenbereichs werden bei dieser Methode ihrer Gr

osse
nach sortiert. Der R

uckgabewert bestimmt sich dann als eine Funktion der auf
diese Weise entstehenden
"
Rangordnung\
p
0
= K
m
X
k=0
w
k
Q(k); (3.16)
wobei K einen einfachen Normierungsfaktor und Q(k) die nach der Gr

osse geordne-
ten Grauwerte darstellen.
Je nach Wahl der KoeÆzienten w
k
k

onnen unterschiedliche Rangordnungslter mit
verschiedenen Eigenschaften konstruiert werden. Beim Medianlter wird der me-
diale Wert, also der Wert zur

uckgegeben, der in der Rangfolge der Grauwerte in
der Mitte steht (also w
M
= 1, mit M = (N + 1)=2, alle anderen w
i
= 0) [Zim96].
Der Medianlter besitzt die Eigenschaft,

Anderungen innerhalb des Maskenbereichs
herauszultern, besonders Peakrauschen. Grauwertkanten und -plateaus bleiben
hingegen erhalten. Kanten werden nicht wie beim Gausslter verschmiert. Mehrfa-
ches Anwenden des Medianlters f

uhrt zu einem station

aren Ergebnis, das sich bei
weiteren medialen Filteroperationen nicht mehr

andert.
Der mediale Wert ist statistisch robuster als der Mittelwert eines Ensembles, das
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heisst, er ist unempndlicher gegen

uber St

orungen. Ein einfaches Beispiel soll dies
illustrieren: Angenommen man hat 9 gemessene Werte (oder Pixel), von denen 7
den Wert 50 und zwei den Wert 200 besitzen. Dann betr

agt der mediale Wert 50,
w

ahrend der mittlere 83:3 betr

agt. Bei statistischen Analysen rechnet man in der
Regel jedoch mit Mittelwerten, da die Nichtlinearit

at des medialen Werts ihn f

ur
analytische Betrachtungen untauglich macht.
3.5.3 Anisotroper Diusionslter
DemDiusionslter liegt das physikalische Prinzip des Konzentrationsausgleichs bei
vorhandenem Gef

alle zugrunde. Diusion ndet immer dann statt, wenn sich die
Teilchenzahldichte u benachbarter Orte unterscheidet. Bei diesen Prozessen werden
Teilchen weder erzeugt noch vernichtet. Dieser Konzentrationsausgleich wird durch
das 1.Ficksche Gesetz ausgedr

uckt:
j =  Dru : (3.17)
Das Konzentrationsgef

alle ru bewirkt einen Teilchenstrom, der dem Gef

alle entge-
genwirkt. Dieser wird durch die Teilchenstromdichte j
u
beschrieben, der ru entge-
gengerichtet ist. Die Diusionskonstante D beschreibt den Zusammenhang zwischen
Fluss und Gef

alle. Im mehrdimensionalen Fall wird sie zu einem Tensor, einer po-
sitiv deniten, symmetrischen Matrix. Der isotrope Fall, wenn j und ru parallel
sind, ist ein Spezialfall der allgemeineren anisotropen Diusion, wenn j und ru nicht
parallel sind.
Die Erhaltung der Teilchenzahl wird mit der Kontinuit

atsgleichung beschrieben
@
t
u =  divj : (3.18)
Aus Gl. (3.17) und (3.18) folgt dann die allgemeine Diusionsgleichung
@
t
u = div(Dru) : (3.19)
Um Diusion auf Bilder anwenden zu k

onnen, wird die Teilchenkonzentration mit
dem Grauwert an einem bestimmten Punkt identiziert. Der Gradient beschreibt
dann die relative

Anderung der Grauwerte benachbarter Punkte. Im linearen Fall
(3.19) ist die Diusion unabh

angig von dem sich

andernden Bild. Oft ist es jedoch
vorteilhafter, den Diusionstensor als eine Funktion der sich entwickelnden lokalen
Bildstruktur anzusehen, was zu nichtlinearen Diusionsltern f

uhrt [Wei96].
Dem nichtlinearen Diusionslter liegt das Modell von Perona und Malik [Per87]
zugrunde, die anstelle von Homogenit

at im linearen Skalenraum scharfe Regionen-
grenzen fordern. Die regioneninterne Gl

attung soll dabei der Gl

attung

uber Regio-
nengrenzen vorgezogen werden. Der Prozess diundiert ein Bild in Regionen mit
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Abb. 3.2: Nichtlinearer anisotroper Diusionslter angewendet auf das Maximum-
Projektionsbild. Geeignete Parameter wurden zuvor interaktiv bestimmt.
konstantem mittleren Grauwert und in solche mit sich st

arker

andernder Grauwert-
intensit

at, um das Rauschen zu eliminieren. Gesteuert wird der Diusionsprozess
durch die Form der sogenannten
"
Kanten-Stop-Funktion\ g, die der Diusivit

at ent-
spricht, sowie durch ihre Abh

angigkeit vom Betrag des Gradienten. In diesem Fall
hat die Diusionsgleichung die folgende Form:
@
t
u = div(g(jruj
2
)ru) (3.20)
Die KoeÆzienten von D werden nun durch Funktionen beschrieben.
In verschiedenen Arbeiten zu diesem Thema wurde gezeigt, dass mit Einf

uhrung der
Regularisierung in (3.20) eine h

ohere Stabilit

at des Perona-Malik-Prozesses erreicht
werden kann (vgl. hierzu [WB96]). Nach einem Vorschlag von Catt, Lions, Morel
und Coll [Cat92] wird die Diusion nun durch
@
t
u = div(g(jru

j
2
)ru) (3.21)
beschrieben.
Dabei wurde g(jruj
2
) unter Einbeziehung der

Aquivalenz von linearem Diusions-
lter und Gausslter durch eine mit einer Gaussschen Glockenfunktion gegl

atteten
Version g(jru

j
2
) ersetzt, mit  als Varianz. Der nichtlineare isotrope Diusions-
tensor ist dann von der Gestalt
D

=

g(jru

j
2
) 0
0 g(jru

j
2
)

: (3.22)
In der nichtlinearen anisotropen Diusion wird die Kanten-Stop-Funktion durch
einen anisotropen Tensor ersetzt, womit f

ur den nichtlinearen anisotropen Dif-
48
fusionslter das folgende gilt:
D

=

g(jru

j
2
) 0
0 1

(3.23)
F

ur detaillierte Ausf

uhrungen zum Thema anisotroper Diusion in der Bildverar-
beitung wird auf [Wei96] verwiesen.
3.6 Dekonvolution
Die Dekonvolution ist das inverse Problem zur Faltung und spielt eine wichtige Rolle
bei der Aufnahme von dreidimensionalen Bildstapeln am Mikroskop. Standard f

ur
solche Aufnahmen ist das konfokale Laser-Scanning-Mikrokop (CLSM). Man nimmt
dabei an, dass die Punktabbildung am Mikroskop B sich aus der Faltung einer
Punktantwort P mit dem Punktsignal des Originalbildes O ergibt:
B = P O (3.24)
Dieses Modell gilt jedoch nur f

ur lichtdurchl

assige Objekte (bei der entsprechenden
Wellenl

ange) und ist daher eine starke Vereinfachung der tats

achlichen experimen-
tellen Bedingungen, wird jedoch als gute N

aherung an das tats

achliche Abbildungs-
verhalten akzeptiert. Dar

uber hinaus k

onnen durch vergleichsweise einfache ma-
thematische Operationen die Abbildungseigenschaften von Mikroskopen untersucht
werden.
Die Punktantwort ist dabei die Antwort eines Filters auf ein Punktbild und kann f

ur
ein gegebenes Mikroskop-Setup theoretisch berechnet, oder experimentell bestimmt
werden, indem ein Bild von einem uoreszierenden Objekt (in der Regel winzige
K

ugelchen, sog. Beads), dessen Gr

osse weit unterhalb der Au

osung liegt, aufge-
nommen wird. Die zentrale Bedeutung der Punktanwort beruht auf der Tatsache,
dass die Faltungsoperation linear ist. Kennen wir die Antwort auf ein Punktbild,
k

onnen wir die Antwort auf jedes beliebige Bild berechnen, da Bilder aus Punktbil-
dern zusammengesetzt werden k

onnen [J

ah97].
Durch die Faltung wird die urspr

ungliche Information in O verwischt. Um diese in
jedem Punkt wieder zu rekonstruieren, gibt es verschiedene Entfaltungsverfahren,
die Gl. (3.24) hinreichend genau erf

ullen. Alle diese Methoden haben unterschiedli-
che Vor- und Nachteile in Bezug auf numerische Stabilit

at, Speicherverbrauch und
Geschwindigkeit. Das wesentliche Problem zur L

osung dieses linearen Gleichungs-
systems besteht darin, dass es zwar durch den vollen Rang von P invertierbar ist,
jedoch det(P)  0 ist, was zu numerischen Schwierigkeiten f

uhren kann. Auf eine
ausf

uhrliche Behandlung dieses Themas muss auf Spezialliteratur verwiesen werden.
Hier sollen nur zwei einfache M

oglichkeiten vorgestellt werden, um das Prinzip zu
49
illustrieren.
Im Fourierraum wird (3.24) zu
F (B) = F (P )F (O), F (O) = F (B)F (P )
 1
(3.25)
Durch Berechnung der Fouriertransformierten l

asst sich F (O) also im Prinzip leicht
berechnen und durch R

ucktransformation in den Ortsraum das Originalbild O re-
konstruieren. Das Problem ist allerdings, dass die Werte in F (P ) of nahe bei Null
sind, was im diskreten Fall zu Divisionen durch Null f

uhrt. Um dieses Problem zu
umgehen gibt es zwei M

oglichkeiten.
Entweder man addiert eine kleine Konstante zum Divisor (Wiener Filter):
F (O) =
F (B)
F (P ) + c
(3.26)
Oder man bricht die Division unterhalb einer kleinen Schwelle ab (direkte Entfal-
tung):
F (O) =
(
F (B)
F (P )
falls F (P ) > "
0 sonst
(3.27)
Beide Verfahren sind sehr schnell und weisen gutartiges Verhalten bei grossen Da-
tenmengen und Dimensionen auf. Der Nachteil ist, dass bei der R

ucktransformation
in periodische Funktionen Artefakte in Form von Wellen an Objektkanten entstehen,
die im Ursprungsbild nicht vorhanden sind.
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Kapitel 4
Methodik
Untersuchungen im Rahmen dieser Arbeit haben gezeigt, dass die Zuordnung der
Pixel zu ihren Klassen (Chromosomen) allein auf der Basis der Farbinformation zu
fehlerhaften Resultaten f

uhrt. Daf

ur werden in diesem und in folgenden Kapiteln
zahlreiche Beispiele angef

uhrt. Dies hat mehrere Gr

unde. Zum einen weicht die
tats

achliche Farbinformation je nach Experiment in einigen Bereichen und bei be-
stimmten Kombinationen zum Teil erheblich von der idealen ab. Zum anderen wird
die Farbinformation mit abnehmender Gr

osse der markierten Bereiche und Proben
allein aus statistischen Gr

unden schlechter. Je weniger Pixel die Bereiche umfassen,
um so st

arker machen sich Unregelm

assigkeiten in der Hybridisierung und m

ogliche
Fokalshifts in lateraler Richtung, die beim Filterwechsel entstehen k

onnen, sowie
unterschiedlich grosse Signale einer Probe in den einzelnen Kan

alen bemerkbar.
Um diesen Problemen zu begegnen, habe ich folgenden Ansatz gew

ahlt (Abb. 4.1):
Zun

achst ermittle ich auf einer Segmentierungsmaske die wichtigen Bildbereiche.
Dies bringt einen signikanten Geschwindigkeitsvorteil f

ur den folgenden Zerlegungs-
algorithmus, da in der Regel mehr als 80% der Bildinformation aus Hintergrund
bestehen. Die Hintergrundskorrektur kann zudem mit relativ einfachen Bildver-
arbeitungsoperation bei gutem Segmentierungsergebnis erzielt werden. Anschlies-
send zerlege ich diese Bildbereiche in kleine Bereiche ann

ahernd konstanter Farbe
(Tesselierung). Dieser Schritt hat einen rauschmindernen Eekt. Kritische

Uber-
gangsbereiche zwischen Bildregionen unterschiedlicher Farbe werden zuverl

assiger
identiziert. Gleichzeitig hat dieser Schritt f

ur die folgende Clusteranalyse einen
wichtigen positiven Eekt: Pixel kritischer

Ubergangsbereiche werden im Farbraum
zusammengefasst. Damit werden

Uberlappungseekte farblich

ahnlicher Cluster re-
duziert, und damit eine zuverl

assigere Clusteranalyse m

oglich. Bereiche

ahnlicher
Farbe fasse ich anschliessend im Farbraum zu Gruppen zusammen (Clustersuche).
Dabei suche ich die Cluster (Centroide), indem ich innerhalb eines Clusters die Sum-
me der Winkel bzw. der orthogonalen Abst

ande bez

uglich einer Richtung minimiere,
um eine optimale Richtung zu nden. Dadurch erhalte ich direktionale Cluster, die
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den Datens

atzen gerecht werden. Das origin

are Hybridisierungsschema wird dabei
dynamisch an die Bildinformation angepasst. Im letzten Schritt werden diese wie-
der durch eine Zuordnung zu den Klassen identiziert (Klassizierung). Die von mir
entwickelten Algorithmen und Modelle stelle ich f

ur den zweidimensionalen Fall vor.
F

ur den dreidimensionalen Fall gelten sie analog.
Abb. 4.1: Schematischer Ablauf der Methodik. Die Schritte werden im Verlauf dieses
Kapitels im einzelnen beschrieben.
4.1 Maximum-Projektion
Die Maximum-Projektion ist eine einfache Verkn

upfungsoperation zweier oder meh-
rerer Bilder. Jedem Pixel P
i
an der Stelle i wird der gr

osste Wert aus allen Bildern
zuordnet (vgl. Abb. 4.2).
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Abb. 4.2: Maximum-Projektionsbild der Aufnahmen eines typischen 5-Farben M-FISH
Experiments. Jedem Pixel wird der gr

osste Wert aus den 5 Farbkan

alen zugeordnet. Zu
sehen sind Chromosomen in der Metaphase.
Das Maximumbild bietet einige wichtige Vorz

uge f

ur Hintergrundskorrekturalgo-
rithmen bei der Analyse von M-FISH Bildern. Zum einen beschr

ankt sich die Para-
meterwahl auf ein Bild, anstatt f

ur jeden Farbkanal unabh

angig einen eigenen Para-
metersatz zu nden. Das erleichtert die Automatisierung und Segmentierung. Zum
anderen k

onnen schwache Hybridisierungssignale in einem Kanal bei mehrfachem
Labeling durch einen anderen Farbkanal, der ein besseres Hybridisierungssignal lie-
fert, kompensiert werden. Das erleichert das AuÆnden von Objektinformation, mit
anderen Worten wird die Detektionswahrscheinlichkeit erh

oht.
4.2 Hintergrundskorrektur
S

amtlicheFilteroperationen und Hintergrundskorrekturen f

uhre ich auf demMaximum-
Projektionsbild durch, wenn keine DAPI-Gegenf

arbung aller relevanten biologischen
Zielobjekte durchgef

uhrt wurde (vgl. Abb. 4.2, 4.3). Bei dreidimensionalen Auf-
nahmen von Interphase-Zellen oder Barcode-Experimenten oder Experimenten bei
denen nur subchromosomale Bereiche angef

arbt werden ist dies der Fall. Bei zwei-
dimensionalen Aufnahmen von Metaphase-Chromosomen hingegen existiert norma-
lerweise eine DAPI-Gegenf

arbung, so dass die Segmentierung auf dem DAPI Bild
erfolgen kann.
Ein optimiertes Segmentierungsverfahren kann m

oglicherweise zu etwas besseren Re-
sultaten f

uhren. Wesentlich bleibt aber immer noch die Farbinformation im Bild.
Ich habe daher darauf Wert gelegt, keine Filteroperationen im Farbraum durch-
zuf

uhren, da nicht klar ist, wie die mehrdimensionale Farbinformation im einzelnen
manipuliert und damit m

oglicherweise zerst

ort wird. Gl

attungseekte lassen sich
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jedoch indirekt erzielen, in dem f

ur ein Pixel ein gemittelter Farbwert aus seiner
unmittelbaren Nachbarschaft berechnet wird. F

ur s

amtliche zweidimensionalen Bil-
der habe ich auf dem Hintergrundsbild (DAPI oder Maximum) einen Medianlter
mit einer 3x3 Maske verwendet, um Peakrauschen im Bild zu entfernen. Optional
kam der anisotrope Diusionslter [Tva00] zum Einsatz. F

ur die anschliessende
Segmentierung der Farbbereiche in 2D Bildern reichte ein einfacher Schwellwert.
Die beiden Bilder besitzen in der Regel ausreichend Kontrast, um ein sehr gutes
Segmentierungsergebnis zu erzielen. Auf den hier denierten Bereichen, setzt die
Farbsegmentierung ein, die ich im Folgenden beschreibe.
Abb. 4.3: DAPI Bild eines 5-Farben Experiments einer aberranten Zelle. Die Ge-
genf

arbung mit DAPI ist in der Regel vorhanden, so dass dieses Bild als Grundlage f

ur
eine Vorabsegmentierung verwendet werden kann. (Vgl. Abb. 4.2)
Abb. 4.4: DAPI Bild nach einer Schwellwert-Segmentierung. Der Schwellwert betr

agt das
1.5 fache der Standardabweichung des Gesamtbildes.
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4.3 Farbinformation und Datenraum
Durch kombinatorische F

arbung erhalten die biologischen Prparate eine jeweils spe-
zische spektrale Signatur. Diese Farbinformation kann durch geeignete spektrale
Aufnahmetechniken aufgel

ost werden (s. Kapitel 2). Je nach Aufnahmemethode
erh

alt jedes Pixel nicht mehr nur einen einzigen Intensit

atswert, oder eine eindi-
mensionale Farbinformation, wie es bei Grauwertbildern der Fall ist, sondern eine
mehrdimensionale Farbinformation. Bei der M-FISH-Technologie, die spezische
Bandpasslter f

ur die Aufnahme verwendet, entspricht die Farbtiefe pro Pixel der
Anzahl der verwendeten Fluorochrome, da f

ur jedes Fluorochrom ein Bild aufge-
nommen wird.
Bei der interferometrischenMethode, wie sie beim SKY-System zumEinsatz kommt,
ist die spektrale Au

osung sehr viel h

oher, und man erh

alt eine in der Gr

ossenord-
nung f

unach h

ohere Farbtiefe. Nachteile dieser Methode sind jedoch, dass zum
einen Ergebnisse nicht visuell veriziert werden k

onnen, zum anderen die Aufnahme-
zeiten sehr viel l

anger sind als bei M-FISH. Weiterhin ist ein Abgleich der einzelnen
Farbkan

ale durch unterschiedliche Belichtungszeiten nicht m

oglich, was zu wesentli-
chen Kontrastverbesserungen f

uhren kann, da durch unterschiedliche Bindungs- und
Fluoreszenzcharakteristika der unterschiedlichen Fluorochrome die kombinatorische
Information oft stark verf

alscht wird. Abb. 4.5 zeigt drei Kan

ale des Farbraums
eines typischen 5-Farben Experiments, in der die Metaphasen-Chromosomen einer
aberranten Zelle zu analysieren waren.
Abb. 4.5: Farbraum eines 5-Farben Experiments. Dargestellt sind die ersten drei Farb-
kan

ale.
Ich habe im Rahmen dieser Arbeit nur mit M-FISH Daten gearbeitet, bei de-
nen spezische Filter zur Detektion verwendet wurden. Die Anzahl gleichzeitig
verwendeter Farbstoe pro Experiment betrug nicht mehr als sieben. In keinem
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Hybridisierungsschema, unabh

angig von der Form des Experiments, traten mehr als
drei Simultan-Hybridisierungen f

ur ein biologisches Target auf. F

ur solche Expe-
rimente hat sich die folgende Darstellung der Farbinformation oder des Farbraums
bew

ahrt: Drei Farbkan

ale werden nach der Klassikation ausgew

ahlt, die die Achsen
repr

asentieren, und nur diejenigen Datenpunkte dargestellt, die von solchen Objek-
ten stammen, die nur in diesen drei Kan

alen gef

arbt sind, also keine Hybridisierung
in einem der nicht dargestellten Farbkanal besitzen. Abb. 4.6 zeigt einen typischen
Fall eines 5-Farben Experiments, in dem die Metaphase einer aberranten Zelle ana-
lysiert wurde.
Wie sich im Verlauf dieser Arbeit herausstellen wird, gibt es f

ur den Experimenta-
tor gute Gr

unde, auf mehr als drei simultane Hybridisierungen in seinem Labeling-
Schema zu verzichten. Diese von mir gew

ahlte Form der Darstellung des Farbraums
von M-FISH Daten eignet sich jedoch nicht f

ur Bilddaten aus SKY Experimenten,
da einem Label, bzw. einer Hybridisierung mehr als ein Farbkanal zugeordnet wird.
Der Farbraum stellt im

ubrigen einen Unterraum des Merkmalsraums dar. Der von
mir gew

ahlte Satz von Merkmalen schliesst neben der Farbinformation auch die
Ortsinfomation ein.
Abb. 4.6: Farbraum eines analysierten 5-Farben Experiments. Die unterschiedlichen Far-
ben sind frei gew

ahlte Falschfarben f

ur unterschiedliche Chromosomen. Analysiert wurde
die Metaphase einer hochaberranten Zelle. Dargestellt sind die ersten drei Farbkan

ale.
Die Kodierung der Falschfarben entspricht der in Abb. 1.6.
4.4 Bedeutung der Farbe bei M-FISH Bildern
Schaut man sich das Hybridisierungs-Schmema eines M-FISH Experiments an, so
leuchtet unmittelbar ein, dass Pixel, die beispielsweise nur in FITC und Cy3 gef

arbt
sind, unabh

angig von ihrer Intensit

at Chromosom 18 zugeordnet werden sollten (vgl.
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Abb. 1.6). Pixel eines Chromosoms sollten daher n

aherungsweise durch ein konstan-
tes Verh

altnis der Werte in den verschiedenen Achsen charakterisiert sein. Solch ein
konstantes Achsenverh

altnis hat im Vektorraum die Bedeutung einer Richtung. Aus
diesem Grund wird folgende Darstellung der Pixel eingef

uhrt:
~p
x;y
= ~eI
x;y
(4.1)
Das Pixel an der Stelle (x,y) ~p
x;y
setzt sich aus einem auf Eins normierten Vektor,
der Farbrichtung ~e, und seiner Intensit

at zusammen.
Im Experiment wird der Idealfall aufgrund von Intensit

atsschwankungen der unter-
schiedlichen Farbkan

ale untereinander und unspezische Hybridisierungen praktisch
nicht erreicht. Trotzdem sollte dieses Merkmal als wesentliches Charakteristikum er-
halten bleiben, so dass in der Praxis die Pixel, die zu Chromosom 18 geh

oren, durch
einen mittleren Farbvektor, zum Beipiel (180, 212, 23, 45, 40), beschrieben werden
k

onnen. Man erkennt diesen Zusammenhang bereits in der Struktur der Daten im
Farbraum in Abb. 4.6. Richtungen und Winkeluntersschied f

ur zwei Klassen ist in
der Abbildung angedeutet. Aus den Rohdaten in Abb. 4.5 ist dieser wiederum nur
schwer zu erahnen.
4.4.1 Winkel als Distanzmass
Abb. 4.7: Das normierte Skalarprodukt aller Vektoren im zweidimensionalen Raum mit
(255,255). Das Skalarprodukt ist in z-Richtung aufgetragen. Man erkennt die Intensit

ats-
unabh

angigkeit der Richtung (255,255).
Mit der Einf

uhrung der Farbrichtung wird der Winkel zwischen zwei Farbvek-
toren das entscheidende Kriterium zu ihrer Unterscheidung. Mit anderen Worten,
der Winkel zwischen den Farbvektoren zweier Pixel bestimmt ihre

Ahnlichkeit und
ihre Zugeh

origkeit zu einer Klasse, unabh

angig von ihrer Intensit

at. Es dient als
geeignetes Distanzmass und Klassikationskriterium bei der Analyse von M-FISH
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Bildern. Der Winkel  zwischen zwei Vektoren oder Pixeln ~p
1
und ~p
2
im Farbraum
ist leicht zu berechnen:
cos =
~p
1
~p
2
k~p
1
kk~p
2
k
= ~e
1
~e
2
(4.2)
Dies ist nichts anderes als das normierte Skalarprodukt zwischen diesen Vektoren
(Abb. 4.7 und 4.8). So vorteilhaft die Intensit

atsunabh

angigkeit ist, der Winkel
besitzt die unangenehme Eigenschaft, dass er bei kleinen Intensit

aten sehr anf

allig
f

ur Rauschen ist. Kleine

Anderungen in der Intensit

at bewirken bei kleinen Inten-
sit

aten grosse

Anderungen in der Richtung. Dies ber

ucksichtige ich jedoch durch
die Einf

uhrung eines geeigneten Farbmodells, das Pixel mit h

oheren Werten st

arker
gewichtet. Zudem m

ussen Pixel, die in keinem der Farbkan

ale Information besitzen,
ausgeschlossen werden, da der Winkel f

ur Vektoren mit einer Norm gleich Null nicht
deniert ist (Gl. 4.2).
Abb. 4.8: Das normierte Skalarprodukt aller Vektoren im zweidimensionalen Raum mit
(255,0), (255,255) und (0,255). Das Skalarprodukt ist in z-Richtung aufgetragen. Jedes
Pixel erh

alt daher drei Werte in z-Richtung. Die Schnittgeraden der obersten Ebenen
denieren die Klassengrenzen zwischen diesen Vektoren.
4.4.2 Euklidischer Abstand als Distanzmass
Viele Verfahren beruhen auf dem euklidischen Abstand als Distanzmass. F

ur die
Analyse von M-FISH Bildern hat es sich jedoch als nicht tauglich herausgestellt.
Das liegt an der Struktur der Daten.
In der Literatur gibt es zahlreiche Hinweise darauf, dass sich kantenbasierte
Verfahren f

ur die Segmentierung von Dreikanal-(Echt-)Farbbildern nicht zu eignen
scheinen [Rer97]. Das liegt m

oglicherweise daran, wie die Farbkanten berechnet
wurden. Eine g

angige Methode bei mehrdimensionaler Kantenberechnung ist die
Summe der Quadrate der Kantenwerte der einzelnen Kan

ale zu berechnen ( [J

ah97],
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Abb. 4.9: Euklidischer Abstand als Klassikator. In z-Richtung ist der Euklidische Ab-
stand aller Vektoren im zweidimensionalen Raum zu den Vektoren (255,0), (255,255) und
(0,255). Jedes Pixel erh

alt daher drei Werte in z-Richtung. Die Schnittgeraden der ober-
sten Ebenen denieren die Klassengrenzen zwischen diesen Vektoren (vgl. 4.8).
s. 362 .). Letztlich berechnet man auf diese Art Euklidische Distanzen im Merk-
malsraum, da der (diskrete) Gradient wiederum aus einer Dierenz zweier Grauwerte
berechnet wird.
Dies k

onnte ein Hinweis darauf sein, dass der von mir gew

ahlte Ansatz auch bei
klassischen Farbbildern gute Segmentierungsergebnisse bringt.
4.5 Modellbasierte Segmentierung
Nach der Hintergrundskorrektur sind die interessierenden Bereiche im Bild deniert.
Um ein m

oglichst zuverl

assiges Analyseergebnis zu erhalten, sollten soviel nicht red-
undante (orthogonale) Merkmale wie m

oglich verwendet werden. Hier bietet sich
zus

atzlich zur Farbinformation die Orts- bzw. Nachbarschaftsinformation der Pixel
an. Benachbarte Pixel in umittelbarer Umgebung geh

oren mit hoher Wahrschlich-
keit der gleichen Klasse an.
Um die Ortsinformation mit zu ber

ucksichtigen, habe ich die pixelierte Bildinforma-
tion durch ein regionenorientiertes Modell ersetzt: Das Bild wird nicht mehr durch
Pixel, sondern durch Regionen konstanter Farbe zusammengesetzt. Daher erfolgt
zun

achst die Zerlegung des Bildes in Bereiche

ahnlicher Farbe. F

ur diese Bereiche
werden Farbvektoren berechnet, die die einzelnen Regionen repr

asentieren.
Diese Methode hat mehrere Vorteile: Das Bild wird durch diesen Schritt stark kom-
primiert, da es nicht mehr durch Pixel, sondern in der Regel einigen hundert re-
gionalen Farbvektoren repr

asentiert, was bei der Weiterverarbeitung einen enormen
Geschwindigkeitsgewinn bedeutet. Weiterhin konnte nach der Zerlegung in Regio-
nen eine robuste Konvergenz beim Clustern (s.u.) beobachtet werden, der bei An-
wendung des weiter unten schriebenen Cluster-Verfahrens auf die reinen Pixeldaten
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nicht auftrat. Ausserdem werden durch die Hinzunahme von Ortsinformation die
durch den Klassikator (Abb. 4.8) denierten Klassengrenzen aufgel

ost, was im kri-
tischen Fall sich leicht

uberlappender Klassen im Farbraum unter Umst

anden zu
besseren Klassikationsergebnissen f

uhrt. Sehr wichtig ist zudem, dass

Ubergangs-
regionen zwischen benachbarten Regionen unterschiedlicher Farbe sehr viel besser
identiziert werden. In solchen Bereichen kommt es durch sog. Flaring zu einer

Uberlagerung der benachbarten Farben, die bei einer pixelbasierten Klassikation
zu falschen Ergebnissen f

uhrt. Dieser Eekt wird durch den regionenbasierten An-
satz stark reduziert (Abb. 4.10 und 4.11). Die Farbsensitivit

at kann durch geeignete
Wahl des

Ahnlichkeitskriteriums (Winkel) variiert und dem Bildinhalt angepasst
werden (s.u).
4.5.1 Farbmodell
Das zugrundeliegende Farbmodell, das das Bild durch Bereiche konstanter Farbe
beschreibt, beruht auf der schon vorgestellten Farbrichtung. In diesem Modell be-
schreibe ich einen Bereich durch eine konstante Farbrichtung ~e, einem normierten
Vektor und einer variierenden Intensit

at. Ein gemessenes Pixel an der Stelle ~p
x;y
innerhalb dieses Bereichs stellt dann eine Realisierung von ~e mit einer Intensit

at
I
x;y
und einem Fehlervektor
~
f
x;y
dar.
~p
x;y
= ~eI
x;y
+
~
f
x;y
(4.3)
Oder in Komponenten f

ur ein Experiment mit drei Farben:
0
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R
G
B
1
A
x;y
=
0
@
e
r
e
g
e
b
1
A
I
x;y
+
0
@
f
r
f
g
f
b
1
A
x;y
(4.4)
Die Berechnung des Farbvektors f

ur eine Region erfolgt nun in der Art, dass die
Summe der Fehlerquadrate minimal wird (least squares, Methode der kleinsten Qua-
drate). Dazu wird f

ur eine Region R
n
folgender Energieterm bez

uglich (e
r
; e
g
; e
b
)
und I
x;y
minimiert, der die gesuchte Farbrichtung e^ und die Intensit

aten I
x;y
liefert:
(e

r
; e

g
; e

b
; I

x;y
) = argmin
e
r
;e
g
;e
b
;I
x;y
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(4.5)
Die L

osungen (e

r
; e

g
; e

b
; I

x;y
), die diese Gleichung im Minimum erf

ullen lauten:
(e

r
; e

g
; e

b
; I

x;y
) =
PP
R
n
I

x;y
(R;G;B)
x;y
xy
PP
R
n
I

x;y
2
xy
(4.6)
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I
x;y
= (e

r
; e

g
; e

b
)(R;G;B)
T
x;y
(4.7)
wobei e

r
2
+ e

g
2
+ e

b
2
= 1 gilt.
Die L

osung f

ur die Intensit

aten zeigt, dass sie nichts anderes sind als die Projektio-
nen der gemessenen Pixel auf die Richtung ~e. Die Projektion ist das Skalarprodukt
von ~e und (R;G;B)
T
x;y
. Die Fehlervektoren (f
r
; f
g
; f
b
)
x;y
liegen alle in einer Ebene
und sind zur Richtung ~e ortogonal. Diese Methode hat gegen

uber Methoden, die
mit normalisierten Datenvektoren arbeiten, also
~
P
x;y
7!
~
P
x;y
p
(R
2
+G
2
+B
2
)
x;y
, den Vorteil,
dass Orte mit kleiner Intensit

at bei der Bestimmung der Richtung ~e geringer gewich-
tet werden, da bei gleicher Farbrichtung die Fehlervektoren niedriger Intensit

aten
kleiner sind und bei der Berechnung daher geringeres Gewicht haben. Beide Me-
thoden haben den Nachteil, dass die Intensit

aten herausdividiert werden und daher
Intensit

atskanten nicht detektiert werden k

onnen. Dieser Nachteil kann jedoch in
Kauf genommenwerden, da die Vorz

uge der intensit

atsunabh

angigen Segmentierung
bei der Analyse solcher Daten bei weitem

uberwiegen.
4.6 Tesselierung
Die Zerlegung in Regionen konstanter Farbe habe ich als Region Growing Algorith-
mus mit zentroider Verkettung implementiert (Abs. 3.3).
Zu Beginn wird f

ur die erste Region ein Startpixel gew

ahlt. Alle diesem Startpi-
xel (oder Voxel) benachbarten Pixel werden darauf gepr

uft, ob sie gem

ass Gl. 4.2
dem vorgegebenen

Ahnlichkeitskriterium gen

ugen. Diejenigen Pixel, deren Winkel-
unterschied zum Startpixel kleiner als die gew

ahlte Schwelle ist, werden mit dem
Startpixel zu einer Region verschmolzen. F

ur die Region wird nun nach Gl. 4.6 ein
Regionen-Farbvektor berechnet. Wieder werden alle dieser Regionen benachbarten
Pixel, deren Winkelunterschied zum Regionen-Farbvektor kleiner als die gew

ahlte
Schwelle ist, mit der Region verschmolzen und danach der Farbvektor nach Gl. 4.6
aktualisiert. Dieser Prozess wird solange iteriert, bis es keine benachbarten Pixel
mehr gibt, die dem

Ahnlichkeitskriterium gen

ugen. Wieder wird ein neues Startpi-
xel f

ur die n

achste Region gesucht und seine Nachbarschaft wie oben beschrieben
durchsucht. Iterativ wird das Bild auf diese Weise in Regionen (Bereiche zusam-
menh

angender Pixel) zerlegt, bis alle Pixel Regionen zugeordnet worden sind.
Abb. 4.10 und 4.11 illustrieren die Abh

angigkeit der Zerlegung von der Wahl
des Winkelkriteriums. Je kleiner der Winkel, um so kleinere und mehr Regionen
entstehen. Im Grenzfall ! 0 erh

alt man wieder die Pixeldarstellung, in der jedes
Pixel (Voxel) f

ur sich genommen eine Region darstellt. Abb. 4.11 zeigt, dass ein
Winkelunterschied von 10-15 Grad reicht, um die Inhomogenit

aten innerhalb einer
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Abb. 4.10: Regionwachstum mit einem

Ahnlichkeitskriterium von 3 Grad. Dargestellt
sind nur die Regionengrenzen. Bereiche, die ausgef

ullt erscheinen, sind Bereiche, in denen
viele sehr kleine Regionen beieinander liegen. Bei diesem Kriterium erh

alt man fast nur
Regionen, die aus einem Pixel bestehen.
Farbregion aufzufangen. In der Praxis war eine Schwelle von 5-15 Grad f

ur eine
gute Tesselierung bei der Analyse von Chromosomen ausreichend. F

ur sehr kleine
Proben hingegen muss in der Regel ein sehr viel gr

osseres Winkelkriterium gew

ahlt
werden, da die Farbinformation weniger ausgepr

agt ist (siehe auch Kapitel 5 und
6).
Durch die Zerlegung in Regionen werden die Pixel im Farbraum nunmehr durch
die Regionen-Farbvektoren ersetzt. Abb. 4.12 zeigt die Regionvektoren als Linien
dargestellt, statt der Pixel, wie in Abb. 4.6.
4.6.1 Wahl der Startpunkte beim Regionenwachstum
Die Wahl der Startpunkte beeinusst die Zerlegung des Bildes. Die Frage nach
dem f

ur diese Art von Bildern optimalen Startpunkt ist nicht klar. Ich habe mich
aus Performancegr

unden f

ur eine sequentielle Suche nach Startpunkten entschieden.
Der Abh

angigkeit der Zerlegung von der Wahl der Startpunkte kann zum Teil durch
einen anschliessenden Verschmelzungsschritt (merge) entgegengewirkt werden. Be-
nachbarte Regionen, deren Farbvektoren sich um einen Winkel unterscheiden, der
kleiner ist als das

Ahnlichkeitskriterium, werden zu einer Region verschmolzen. In
der Praxis reduziert dieser Schritt die Anzahl der Regionen je nach Experiment und
gew

ahltem Kriterium um einige Prozent. Da weder gekl

art ist, welcher Startpunkt
f

ur eine Region, noch welche Reihenfolge der Startpunkte grunds

atzlich der optimale
ist, und sich das Klassikationsergebnis in der Praxis bei unterschiedlicher Wahl der
Startpunkte nicht signikant unterschied, habe ich aus Gr

unden der Geschwindigkeit
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Abb. 4.11: Regionwachstum mit einem

Ahnlichkeitskriterium von 15 Grad. Dargestellt
sind nur die Regionengrenzen. Man erh

alt praktisch nur noch eine Region f

ur ein zusam-
menh

angendes Gebiet gleichfarbiger Pixel. Regionengrenzen benachbarter Bereiche sind
besser klassiziert.
das Bild wie zuvor beschrieben sequenziell durchgearbeitet.
4.7 Clustersuche
Da die Anzahl der unterschiedlichen Chromosomen oder chromosomalen Bereiche
und damit der Klassen durch das Experiment (Hybridisierungsschema) vorgegeben
ist, habe ich einen

uberwachten Clusteralgorithmus entwickelt, der auf der Basis der
Farbrichtung und der Winkelunterschiede den Farbraum der Regionenvektoren in
die vorgegebene Anzahl von Clustern unterteilt.
Initialisierung der Cluster: Zun

achst werden die n Cluster durch die Wahl von
Startpunkten f

ur die n Centroide initialisiert. Dazu w

ahle ich von jeder der n Klas-
sen ausgehend diejenige Region mit dem kleinsten Winkelabstand zu dieser Klasse
als Centroid
~
C
0
n
.
Zuordnung der Regionen: Alle Regionen
~
P
i
werden anhand ihrer Farbinformation
jeweils den Centroiden
~
C
0
i
mit kleinstem Winkelabstand nach Gl. 4.2 zugeordnet.
Neuberechnung der Centroide: Auf der Basis der Farbe der zugeordneten Regionen
und ihrer Pixel werden alle Centroide
~
C
1
n
nach Gl. 4.6 neu berechnet.
Konvergenz: Die Zuordnung und die Neuberechnung der Centroide wird solange
iteriert, bis alle Centroide sich nicht mehr als um ein "

andern (Abb. 4.12 und 4.13).
k
~
C
k
i
 
~
C
k 1
i
k< " 8i; i = 1 : : : n (4.8)
Mit der Clustersuche auf den Farbvektoren der Regionen konnte im Gegensatz zur
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Abb. 4.12: Die Regionen-Farbvektoren im Farbraum. Die Regionen-Cluster sind durch
gleiche Farbgebung angedeutet. Die negativen Achsen wurden f

ur die Darstellung eines
vierten Farbkanals verwendet. Die Kodierung der Falschfarben entspricht der in Abb. 1.6.
Clustersuche auf den Farbvektoren der Pixel ein robustes Konvergenzverhalten be-
obachtet werden. Pixel kritischer

Ubergangsbereiche werden schon beim Region
Growing im Farbraum zusammengefasst.

Uberlappungseekte farblich

ahnlicher
Cluster werden dadurch reduziert, und damit eine zuverl

assigere Clusteranalyse
m

oglich. Bei der Berechnung der Cluster-Centroide nach Gl. 4.6 wird die Sum-
me der Winkel bzw. der orthogonalen Abst

ande f

ur jeden Cluster bez

uglich einer
Richtung minimiert, um optimale Richtungen f

ur die Centroide zu nden. Dadurch
erhalte ich direktionale Cluster (Abb. 4.13).
4.8 Klassizierung der Regionen
Im letzten Schritt m

ussen die Cluster, repr

asentiert durch ihre Centroide, anhand
ihrer Farbe den Klassen zugeordnet werden. Als sehr zuverl

assig hat sich erwiesen,
die Zuordnung der Centroide bei der Initialisierung der Cluster zu

ubernehmen.
Das Zuordnungsproblem wird damit einfach und eÆzient umgangen. Ist die Zu-
ordnung der Cluster erfolgt, werden allen den Clustern zugeordneten Regionen und
die dazugeh

origen Pixel derselben Klasse zugeordnet. Anhand der Ortskoordina-
ten der Pixel kann das klassizierte Bild aufgebaut werden, wobei den Pixeln die
Falschfarben der Chromosomen zugewiesen werden (Abb. 4.14). Die Zuweisung von
Falschfarben ist in der Regel n

otig, um einen guten Farbkontrast im Klassikations-
bild zu gew

ahrleisten, da Abbildung vom f

unf und mehrdimensionalen Farbraum in
den dreidimensionalen RGB-Raum nicht eineindeutig ist.
Die im Hybridisierungsschema denierten Klassen-Vektoren stellen den bin

aren
Idealfall dar. Im Experiment weicht die mittlere Farbinformation pro Klasse zum
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Abb. 4.13: Die Cluster im Farbraum. Dargestellt sind die Centroide der Cluster als Vek-
toren und die zu den Clustern geh

orenden Datenpunkte der Pixel. Die negativen Achsen
wurden f

ur die Darstellung eines vierten Farbkanals verwendet. Die Kodierung der Falsch-
farben entspricht der in Abb. 1.6.
Teil erheblich davon ab. Diese mittlere Farbinformation pro Klasse wird bei diesem
Ansatz durch die Centroide
~
C
n
beschrieben. Die Abweichung manifestiert sich im
Farbraum durch ein Wegkippen der gerichteten Cluster. Dieser Abweichnung kann
durch eine Anpassung der Klassen an die Bildinformation in den einzelnen Farb-
kan

alen entgegengewirkt werden. Beispielsweise kann die Standardabweichung eines
Farbkanals als Mass f

ur den Hintergrund einer Klasse dienen, die in diesem Kanal
nicht gef

arbt ist. Der mittlere oder maximale Intensit

atswert eines Kanals k

onnte als
Wert f

ur einen gef

arbten Kanal gew

ahlt werden. Allerdings sollte man hier darauf
achten, keine Hintergrundspixel bei der Bestimmung dieser Werte zu ber

ucksichti-
gen, da die Werte ansonsten sehr klein, und damit f

ur Rauschen anf

allig und somit
m

oglicherweise unbrauchbar werden. Die Klassenvektoren f

ur Chromosomen 1 und
4 aus demHybridisierungsschema in Abb. 1.6 k

onnten dann zumBeipiel so aussehen:
(1; 0; 1; 1; 0) 7! (210; 34; 160; 180; 60) f

ur Chromosom 1
(1; 0; 1; 0; 0) 7! (210; 34; 160; 24; 60) f

ur Chromosom 4
Extensive Untersuchungen an unterschiedlichen Datens

atzen haben gezeigt, dass die
Verkippungen so stark sein k

onnen, dass die Zuordnung der Cluster zu den Klassen
nicht mehr eineindeutig ist. Das heisst, dass weder die Zuordnung der Cluster zu
ihren n

achstenliegenden Klassen, noch die Zuordnung der Klassen zu ihren n

achsten
Clustern in jedem Fall eine korrekte Zuordnung liefert. Es muss daher

uber die Mi-
nimierung der Summe aller Winkel die richtige Zuordnung der Cluster
~
C
j
zu den
Klassen
~
K
i
gefunden werden:
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Abb. 4.14: Die Regionen-Farbvektoren werden den Klasssen des Hybridisierungsschemas
zugeordnet. Damit erhalten die zu den Regionen geh

orenden Pixeln eine eindeutige Klasse,
sind einem Chromosom zugeordnet. Anhand der Ortskoordinaten der Pixel kann das
klassizierte Bild aufgebaut werden.
X
i
6
(
~
K
i
;
~
C
j
)! min 8ij; i; j = 1 : : : n (4.9)
4.8.1 Merging klassizierter Regionen
In einem abschliessenden Schritt werden benachbarte Regionen, die der gleichen
Klasse zugeordnet wurden, zu einer Bildregion verschmolzen. Dies ist f

ur dreidi-
mensionle Untersuchungen notwendig, wenn man Volumina und (relative) Positio-
nen von Chromosomen oder chromosomaler Bereiche bestimmen m

ochte, also eine
Objektsegmentierung durchgef

uhrt werden muss. Auf das Klassikationsergebnis
hingegen hat dieser Schritt keinen Einuss.
4.9 Zusammenfassung der Methodik
Zum Abschluss dieses Kapitels m

ochte ich das Prinzip des Verfahrens noch einmal
kurz zusammenfassen, und einige wichtige Anmerkungen anbringen. Es sollte klar
sein, dass jeder Schritt, bis zu einem gewissen Grad vom Vorhergehenden beeinusst
wird: Die Art der Hintergrundskorrektur bestimmt die Punkte, die zu analysieren
sind und damit die Verteilung der Datenpunkte im Farbraum. Eine sehr schlechte
Vorabsegmentierung wird m

oglicherweise viele Pixel einbringen, die anhand ihrer
Farbinformation nur schwer zu klassizieren sind, und f

ur

Uberlappungen nahe be-
einander liegender Cluster verantwortlich sind. Die Wahl des

Ahnlichkeitskriteriums
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bei der Regionensuche bestimmt, in wieviele Regionen das Bild zerlegt wird und
durch welche Farbe diese Regionen im Farbraum beschrieben werden. Der Einuss
auf die Anzahl und Verteilung der Regionenvektoren im Farbraum hat wiederum
grossen Einuss auf das Ergebnis der Clusterung der Regionen-Farbvektoren und
der Separierbarkeit nahe liegender Cluster. Das wiederum ist entscheidend f

ur ein
korrektes Klassikationsergebnis.
Das Verfahren bietet eine exible Plattform f

ur M-FISH Experimente jeglicher Art,
f

ur die die passenden Parameter und Einstellungen einmal gefunden werden m

ussen.
Sind diese Parameter f

ur ein Experiment ermittelt, liefert das Verfahren robu-
ste Klassikationsergebnisse, bei gleichbleibenden Einstellungen. Grob fehlerhafte
Klassikationsergebnisse waren fast immer auf ung

unstige Parameterwahl zur

uck-
zuf

uhren. Einzelne fehlerhafte Klassikationen bei ansonsten

uberwiegend richtiger
Klassikation liefen praktisch immer auf ein Hybridisierungsproblem bei der Probe
in mindestens einer Farbe hinaus, das ein so schwaches Signal lieferte, dass eine
korrekte Identizierung der Probe anhand der Farbsignatur nicht m

oglich war.
Da es bei aberranten Zellen h

aug zu Umbauten kommt, ist die Gefahr gradueller

Ubergange in der Farbe und damit die Verschmelzung benachbarter Regionen un-
terschiedlicher Farbe beim Region Growing gross. Deshalb war es wichtig, einen
Region Growing Algorithmus zentroid verketteter Art zu realisieren, um die Zerle-
gung in solchen

Ubergangsbereichen besser zu kontrollieren. Auf die Bedeutung der
richtigen Wahl des

Ahnlichkeitskriterium und der Schwelle bei solchen Algorithmen
wurde hingewiesen (vgl. Abs. 3.3). Dies werde ich in den Kapiteln 5 und 6 doku-
mentieren und diskutieren. Werden diese richtig gew

ahlt, ist die Abh

angigkeit der
Resultate von der Wahl der Startpunkte und ihrer Reihenfolge nach meinen Unter-
suchungen nicht signikant.
F

ur alle hier vorgestellten Algorithmen, sowohl beim Regionenwachstum als auch bei
der Klassizierung, lassen sich homogenere Klassikationsresultate erzielen, wenn
f

ur jedes Pixel ein gemittelter Farbvektor aus seiner Nachbarschaft berechnet wird
(hybride Farbinformation). Damit lassen sich gewisse Rauschartefakte im Farbraum
entfernen, ohne die origin

are Farbinformation zu modizieren.
Zusammenfassung der Methodik:
1. Hintergrundskorrektur auf DAPI Bild, sonst auf dem Maximum-Projektionsbild
2. Tesselierung/Zerlegung der relevanten Bildbereiche in Bereiche konstanter Farbe
(Abb. 4.15B)
3.

Uberwachte Clustersuche im Farbraum auf den Regionen-Farbvektoren und An-
passung der Klassenvektoren (Abb. 4.15C)
4. Klassizierung der Cluster
5. Verschmelzen (Merging) benachbarter Regionen gleicher Klasse
6. Erzeugung eines Klassikationsbildes (Abb. 4.15D)
67
7. ggf. Sortierung in ein Karyogramm
Abb. 4.15: Das Prinzip der Methodik in Bildern. Das Originalbild wird in Regionen kon-
stanter Farbe zerlegt. Die Pixeldaten im Farbraum A) werden nun durch die Farbvektoren
der Regionen repr

asentiert B). Clustersuche auf den Regionenvektoren C). Dargestellt sind
die Regionen als Vektoren mit ihren assoziierten Pixeln in der gleichen Farbe. Die Zuord-
nung der Cluster zu den Klassen liefert das Klassikationbild D).
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Kapitel 5
Anwendungen
In diesem Kapitel stelle ich kurz die unterschiedlichenMulticolor-FISH Experimente
vor, die als Anwendung f

ur das von mir entwickelte und in Kapitel 4 Verfahren in
Frage kommen.
Die hier dargestellten typischen Beipiele sollen die unterschiedlichen Anwendungs-
bereiche der M-FISH Technologie, damit aber auch die Anforderungen an die Me-
thodik und ihr Potenzial illustrieren. F

ur unterschiedliche M-FISH Experimente
m

ussen gewisse Parameter angepasst werden. Eine ausf

uhrlichere Analyse nehme
ich in Kapitel 6 vor. Dadurch wird schon einiges an Problemen, aber auch Ergeb-
nisse vorweggenommen, was zu

Uberschneidungen mit dem n

achsten Kapitel f

uhren
wird.
Eine Beschreibung der Pr

aparation und Aufnahme mittels M-FISH ndet sich zum
Beispiel in [Eil98].
5.1 Anwendungen in 2D
Zun

achst stelle ich Anwendungsbeispiele f

ur M-FISH vor, die zweidimensionale Bil-
der liefern, die es zu analysieren gilt. Die Darstellung erfolgt in Falschfarben. Als
Hintergrund blende ich das DAPI-Bild ein, was bei kleineren Proben die Anschau-
lichkeit erh

oht. Die Analyse erfolgt bei Zellen, die sich in der Metaphase benden.
Die Chromosomen sind hier in kondensiertem Zustand, was zu intensiven Farbsi-
gnalen f

uhrt.
5.1.1 Normale Metaphase
Das Standard-Experiment f

ur die M-FISH Technologie ist die Identizierung der
Chromosomen anhand ihrer spezischen Farbsignatur. Im Metaphasenbild werden
die Chromosomen identiziert (Abb. 5.1), und in ein Karyogramm sortiert, wie es
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Abb. 5.1: Die klas-
sizierten Metaphase-
Chromosomen eines
gesunden Patienten.
in Abb. 5.2 zu sehen ist. F

ur Klassikationen normaler Metaphasen (gesunder Zel-
len) liefert die Methodik mit einem Winkelkriterium von 5   15
Æ
(vgl. Kapitel 4.5)
sehr zuverl

assige und homogene Ergebnisse, wenn die Hybridisierungen ausreichend
gute Clusterstrukturen im Farbraum liefern, was bei den zahlreichen im Laufe die-
ser Arbeit durchgef

uhrten Untersuchungen der Fall gewesen ist. Untersucht habe
ich dabei in der Mehrzahl 5-Farben Experimente von peripheren Blutlymphocyten.
Falls alle Chromosomen ausreichend getrennt sind, k

onnen die Regionen durch die
DAPI Segmentierung ersetzt werden.
Abb. 5.2: Die Chromosomen werden in ein Karyogramm sortiert.
5.1.2 Aberrante Metaphase
Ein f

ur die Mediziner interessanteres Beispiel einer aberranten Metaphase eines kran-
ken Patienten zeigt Abb. 5.3. Man sieht wie komplex die interchromosomalen Um-
bauten sein k

onnen.
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Abb. 5.3: Die Metaphase-
Chromosomen eines
kranken Patienten. Man
beachte die komplexen
interchromosomalen
Umbauten.
Bei der Analyse aberranter Metaphasen mit vielen interchromosomalen Umbauten
(Abb. 5.3) sind kleine Umbauten, die wenig Pixel umfassen und die

Uberangsregio-
nen zwischen unterschiedlichem DNA Material die kritischen Bereiche. Hier kann
es zu

Uberlagerungen der Farbe kommen, was eine richtige Zuordnung erschwert.
F

ur das Winkelkriterium gilt ein Bereich von 5   15
Æ
. Man sollte bei solchen Zel-
len in der Wahl des Winkels (zur Erinnerung: Winkelkriterium ist entscheidend
f

ur die Zerlegung in Regionen) vorsichtig sein, da ein zu grobes Kriterium Umbau-
ten verdecken kann. Im gezeigten Beispiel weisen die X-Chromosomen (hellgelb)
in ihrem mittleren Abschnitt Kreuzhybridisierungen von Chromosom 9 (hellblau)
auf. Wird das Kriterium  15
Æ
gew

ahlt, verschwinden diese im Klassikations-
bild. Andererseits werden die

Uberg

ange benachbarter Bereicher unterschiedlichen
Chromosomen-Materials bei gr

osseren Winkeln besser klassiziert. Man muss daher
einen guten Kompromiss zwischen Homgenit

at und Farbsensitivit

at vorab interaktiv
nden. Abb. 5.4 zeigt die Clusterstruktur und ist typisch f

ur M-FISH Metaphasen
Experimente in 2D.
Abb. 5.4: Der Farbraum
eines 5-Farben M-FISH
Experiments einer aber-
ranten Metaphase. Ge-
zeigt werden der erste,
dritte und vierte Farbka-
nal. Die negativen Achsen
wurden f

ur eine weitere
Farbe verwendet. Die Ko-
dierung der Falschfarben
entspricht der in Abb. 1.6.
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5.1.3 Chromosomale Barcodes
F

ur Untersuchungen intrachromosomaler Umbauten eignen sich oben genannte Ex-
perimente nicht, da es sich bei den verwendeten Proben, obwohl chromosomen-
spezisch, um sog. whole chromosome paints handelt, die

uberall an ein spezi-
sches Chromosom binden. Es gibt jedoch Chromosomen-spezische DNA-Proben,
sog. YAC Klone (Yeast Articial Chromosomes, cytogenetische Au

osung etwa
500 kBp), mit denen sich gewisse Bereiche innerhalb eines Chromosoms anf

arben
lassen. Markiert man ein Chromosom mit Hilfe solcher Proben von Anfang bis
Ende in unterschiedlichen Farben oder Farbkombinationen, erh

alt man ein farbiges
Streifenmuster wie Barcodes, das die Untersuchung intrachromosomaler Aberratio-
nen erm

oglicht. Abb. 5.5 zeigt ein Beispiel f

ur ein Chromosom mit Originalbild,
Klassikationsbild und die Reihenfolge der Markierungen in Falschfarben.
Abb. 5.5: Chromosom
im Original (links), seine
Klassikation (mitte)
und den Reihenfolge der
unterschiedlich markier-
ten Hybridisierungen
(rechts).(Quelle: [Sar01])
Abb. 5.6: Die mit
der Barcode-Technik
gef

arbten Metaphase-
Chromosomen eines
kranken Patienten.
Gef

arbt sind nur die
Chromosomen 12
Abb. 5.6 zeigt das Klassikationsbild f

ur eine Metaphase. Da f

ur ein Chromosom
wesentlich mehr Farbstoe ben

otigt werden als f

ur interchromosomale Untersuchun-
gen, werden nicht mehr alle Chromosomen angef

arbt. In diesem Experiment wurden
die Chromosomen 12 markiert. Die Metaphase besitzt vier davon, von denen zwei
normal sind und zwei eine Deletion eines Abschnitts aufweisen.
Wichtig f

ur ein aussagef

ahiges und zuverl

assiges Ergebnis ist hier die Wahl der Pro-
ben. Die Bindungsgrenzen der Proben sollten so wenig wie m

oglich

uberlappen, um
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akkurate Analysen durchf

uhren zu k

onnen. In der Praxis k

onnen je nach Hybridi-
sierungssschema etwas gr

ossere Winkelkriteria von bis zu 30
Æ
gew

ahlt werden, um
bessere Ergebnisse in den Grenzbereichen zu erhalten. Da im Experiment in der
Regel weniger unterschiedliche Bereiche markiert werden, reduziert sich die Anzahl
der Hybridisierungen pro Probe. Damit erh

oht sich der Winkelabstand zwischen
den Klassen, was gr

ossere Toleranzen beim Winkelkriterium zul

asst.
5.1.4 Telomere
M-FISH Experimente mit Chromosomen-spezischen Proben sind in der cytogeneti-
schen Au

osung beschr

ankt, unabh

angig von der Aufnahmetechnik und vom Design
der Proben. Diese kann jedoch durch die Verwendung ortsspezischer Proben erh

oht
werden. Die Au

osung ist dann nur noch durch die Gr

osse der Proben limitiert.
Telomere nennt man die Endregionen von Chromosomen. Sie k

onnen durch spezielle
telomerische und subtelomerische Proben kombinatorisch angef

arbt werden
1
. Durch
ihre geringe Gr

osse umfassen sie in den zu analysieren Bildern nur wenige Pixel, und
haben daher schlechte statisitische Eigenschaften. Jedes Pixel besitzt ein grosses Ge-
wicht. Dies macht sie f

ur Rauschen und St

orungen jeglicher Art sehr anf

allig und
die Analyse damit sehr schwierig, da die Farbinformation sehr gest

ort sein kann.
Insbesondere f

uhren unterschiedlich grosse Signale in den einzelnen Farbkan

alen zu
sehr starken Farbgradienten innerhalb kleiner Bereiche. Das hat f

ur meine Me-
thodik die Konsequenz, dass das Winkelkriterium sehr viel gr

osser ausfallen sollte,

ublicherweise 30   50
Æ
. Sind alle Signale gut getrennt, kann auch hier 90
Æ
beim
Regionenwachstum gew

ahlt werden, um m

oglichst grosse und homogene Signale im
Klassikationsbild zu erhalten. Ist dies nicht der Fall, muss ein Kompromiss inter-
aktiv gefunden werden.
Wird das Kriterium zu klein gew

ahlt, wird das richtig klassizierte Signal von falsch
klassizierten Bereichen umgeben sein, so dass eine Identizierung erschwert wird.
Abb. 5.7 zeigt ein Klassikationsbild f

ur ein solches Experiment.
Es gibt noch weitere Konsequenzen. Interphase-Kerne, die zusammen mit der Me-
taphase aufgenommen wurden, sollten m

oglichst entfernt werden, da sie durch ihre
Gr

osse die Bildinformation dominieren, und damit die Analyse im Farbraum wesent-
lich erschweren k

onnen. Die Farbinformation im Kern muss nicht zwangl

aug mit
derjenigen der kleinen Telomere identisch sein. Das ist aber noch nicht alles. Die
Gr

osse der Signal und die auftretenden St

orungen f

uhren dazu, dass es im Farbraum
praktisch zu keiner Clusterausbildung kommt (Abb. 5.8). Dieser Schritt kann da-
her in der Analyse ausgelassen werden: die Regionen werden direkt den durch das
Hybridisierungsschema denierten Klassen zugeordnet.
1
Die cytogenetische Au

osung wird durch die Verwendung sog. BAC, PAC und P1 Klone auf
etwa 500 kBp erh

oht.
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Abb. 5.7: Klassika-
tionsbild von vielfarb-
markierten Telomeren.
Gef

arbt wurde nur die
h

alfte des Chromosomen-
satzes.
Abb. 5.8: Farbraum von
Abb. 5.7. Man erkennt
die mangelnde Clusteraus-
bildung.
Mit Hilfe eines speziell entwickelten subtelomerischen Probensatzes (M-TEL) konn-
te mit der von mir entwickelten Methodik eine chromosomale Aberration von Chro-
mosom 2 auf 7 bei einem Patienten mit geistiger Zur

uckgebliebenheit detektiert
werden, die mit konventionellen M-FISH Methoden nicht aufzul

osen war [Bwn01,
Sar01]. Das Karyogramm der Metaphase in Abb. 5.7 zeigt Abb. 5.9. Das verwendete
Hybridisierungsschema ist in Abb. 5.10 zu sehen.
5.2 Anwendungen in 3D
Die 3D Anwendung von M-FISH in Interphase Kernen steckt noch in den Kinder-
schuhen. Sie hat mehr biologische als medizinische Relevanz. Hier gilt das Haupt-
interesse der Verteilung der Chromosomen im Zellkern. Man m

ochte durch gleich-
zeitige relative Positionbestimmung m

oglichst vieler Chromosomen (am besten aller
24 auf einmal) R

uckschl

usse ziehen, ob die Verteilung zuf

allig ist oder nicht.
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Abb. 5.9: Karyogramm
eines Patienten mit
geistiger Zur

uckgeblie-
benheit. Man erkennt die
detektierte Translokation
von Chromosom 2 auf 7.
(Quelle: [Sar01])
Abb. 5.10: Hybridisierungsschema eines 4-Farben M-FISH Experiments mit 12 Telomer-
Proben.(Quelle: [Sar01])
5.2.1 3-Farben Experiment mit sieben Chromosomenpaa-
ren in der Interphase
Abb. 5.11 zeigt ein 3-Farben Experiment mit sieben nach dem Schema in Tab. 5.1
gef

arbten Chromosomenpaaren. Das Klassikationsbild ist in Abb. 5.12 zu sehen.
Chromosom 1 3 7 9 12 15 20
FITC x - x x - - x
TRITC x x - x x - -
Cy5 x x - - - x x
Tab. 5.1: Hybridisierungsschema f

ur das gezeigte 3-Farben Experiment in der Interphase
Die von mir untersuchten Zellen waren fast ausschliesslich Fibroblasten.
Ein konfokales Laser Scanning Mikroskop f

ur M-FISH Experimente steht noch nicht
zur Verf

ugung. Mit herk

ommlichen CLSMs lassen sich 3-Farben Experimente jedoch
analysieren, wenn man FITC, Cy3 und Cy5 als Markierungsfarbstoe w

ahlt. Diese
lassen sich mit den vorhandenden Linien der HeNe und Ar-Ionen Laser anregen (488
75
und 568 nm). Die Analyse dreidimensionaler Interphase Experimente mit mehr als
drei Farbstoen (s. Abs. 6.6, Abb.6.21) ist zur Zeit nur mit Epiuoreszenzmikro-
skopie mit anschliessender Dekonvolution f

ur jeden einzelnen Kanal m

oglich.
Die Dekondensation der Chromosomen in der Interphase f

uhrt zu gr

osseren Farb-
schwankungen und damit zu ausgedehnten Clustern im Farbraum. Damit werden

Uberlappungen wahrscheinlicher. Gleichzeitig f

uhren

Uberlappung und Durchdrin-
gung der Chromosomen zu ausgedehnten Bereichen im Bild, in den sich die Signale

uberlagern und die Analyse erschweren (s. Abb. 6.22).
Auch hier muss das Winkelkriterium ausbalanciert sein (10   30
Æ
), da die Objekte
geographisch zusammenh

angen und das Verfahren nur Farbunterschiede, aber keine
Intensit

atskanten detektieren kann. Zu kleine Winkel f

uhren leicht zu sehr vie-
len fragmentierten Regionen mit schlechter Farbcharakteristik, w

ahrend zu grosse
Winkel Objektverschmelzungen zur Folge haben k

onnen. Der Toleranzbereich des
Winkelkriteriums h

angt hier sehr stark vom Hybridisierungsschema ab. Hier soll-
te aufgrund der Gr

osse und Variablilt

at der Farbcluster unbedingt darauf geachtet
werden, einen m

oglichst grossen Abstand zu erzielen, also m

oglichst viele Farbstoe
bei gleichzeitig m

oglichst wenigen Simultan-Hybridisierungen pro Target (vgl. Abs.
6.1).
Abb. 5.11: 3-Farben M-
FISH Experiment mit 7
unteschiedlich kombinato-
risch grf

arbten Chromoso-
menpaaren.
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Abb. 5.12: Klassikati-
onsbild von Abb. 5.11.
Die Falschfarben der
Chromosomen sind
entsprechend Abb. 1.6
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Kapitel 6
Ergebnisse und Diskussion
Die Beispiele im vorhergehenden Kapitel haben einiges an Ergebnissen schon vorweg-
genommen. Sie liessen schon deutlich werden, dass die Klassikationsg

ute stark vom
Grad der Kondensation der Proben, sowie der G

ute der Hybridisierung, die wieder-
um einen direkten Einuss auf die Farbinformation und damit die Farbraumcharak-
teristik hat, abh

angt. Weiterhin wurde der Zusammenhang zwischen abnehmendem
Farbinformationsgehalt bei abnehmender Probengr

osse an Beipielen illustriert, was
eine korrekte Klassikation ohne Ortsinformation praktisch unm

oglich macht, wenn
eine gewisse Spotgr

osse erreicht werden soll. Die Hinzunahme der Ortsinformati-
on erm

oglicht robusteres Klassikationsverhalten.

Uberlappungen von Clustern im
Farbraum k

onnen unter Umst

anden aufgel

ost werden, da die durch den Klassikator
vorgegebenen rigiden Klassifkationsgrenzen diuser werden. Das ist bei pixelbasier-
ter Klassikation nicht m

oglich. Die Clustersuche hat einen weiteren Vorteil. Sie
hat f

ur die Klassikation die Bedeutung einer indirekten Anpassung der Klassenvek-
toren an die Bildinformation. Klassikatoren jeglicher Art, die nur auf den idealen
Klassenvektoren arbeiten, werden bei der gegenw

artigen G

ute der Bilder keine be-
friedigenden Resultate liefern. Auf diese Zusammenh

ange wird in diesem Kapitel
noch einmal eingegangen.
Alle in diesem Abschnitt dargelegten Beispiele sind repr

asentativ und verallgemei-
nerbar. Sie dienen zur Illustration meiner Ergebnisse.
Die Methodik mitsamt ihrer biologischen Anwendung und Ergebnissen wurde in
mehreren Publikationen ver

oentlicht, u.a. in [Bwn01, Bwn00, Sar01]. Dar

uber
hinaus wurde das Klassikationsmodul als Bestandteil in die Leica QFISH/MCK
Karyotypisierungs-Software integriert. Die Klassikationsg

ute des Verfahrens be-
tr

agt nach Studien unterschiedlicher Gruppen bei (2D) aberranten Metaphasen nahe
100% [Ren00, Soi00]. Die G

ute bei Telomeren ist nach internen unver

oentlichten
Studien ebenfalls nahe 100%, und h

angt praktisch nur vom Erfolg der Hybridi-
sierung ab. Dazu mehr im Abs. 6.5 in diesem Kapitel. Auch die Klassikation
chromosomaler Barcodes, vor allem in den

Ubergangsbereichen ist zuverl

assig.
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6.1 Au

osung und Hybridisierungsschema
Um ein korrektes Klassikationsresultat zu erzielen, muss auch das Experiment be-
stimmte Anforderungen erf

ullen. Bei Hybridisierungsexperimenten treten schwer
quantizierbare Rauschquellen auf. Das ideale Hybridisierungsexperiment sollte ei-
ne homogene F

arbung der biologischen Pr

aparate gew

ahrleisten. Das ist jedoch nur
selten der Fall, meistens sind die Intensit

atsschwankungen innerhalb kleiner Bereiche
sehr stark. Die Gr

unde f

ur diese Inhomogenit

aten sind im Detail noch nicht genau
verstanden. Bei Mehrfachhybridisierungen, wie es bei M-FISH Experimenten der
Fall ist, kommen noch weitere Schwierigkeiten hinzu. Bestimmte Fluoreszenzkom-
binationen f

uhren bei einigen Chromosomen zu sehr schwachen Hybridisierungen.
Die Hybridisierungsqualit

at der unterschiedlichen Farbstoe und die Bildaufnahme
der unterschiedlichen Farbkan

ale m

ussen aufeinander abgestimmt werden. Durch
optimierte Hybridisierungsprotokolle kann der Experimentator daher die Grundlage
f

ur zuverl

assige Analysen schaen. Es gibt jedoch ein weiteres sehr wichtiges Krite-
rium, das im Experiment Beachtung nden sollte, das jedoch oft genug

ubersehen
wird.
Abb. 6.1: Typisches Hybridisierungsschema eines 5-Farben m-FISH Experiments mit 24
Proben. Der minimale Winkelunterschied zwischen benachbarten Klassen 35:3
Æ
Die maximale theoretische Au

osung
1
bei M-FISH Experimenten wird erzielt, wenn
die Anzahl der verwendeten Fluorochrome der Anzahl der Proben entspricht. M

ochte
man 24 unterschiedliche Chromosomen oder Proben unterscheiden, w

are es optimal,
24 spektral unterscheidbare Fluorochrome, f

ur jede Probe eines, zu verwenden. Lei-
der gibt es nicht so viele Fluorochrome, die die notwendigen unterschiedlichen spek-
tralen Eigenschaften besitzen, um solche Experimente zu erm

oglichen. Gleichzeitig
m

ussten auch geeignete, an die Fluoreszenzcharakteristika der Farbstoe angepas-
ste Bandpasslter entwickelt werden, deren Realisierbarkeit an dieser Stelle noch in
Frage gestellt werden muss. Kurzum: der Umsetzung stehen noch viele technische
Unw

agbarkeiten im Wege. Trotzdem ist die Entwicklung weiterer Fluorochrome
neben der Verbesserung gegenw

artiger Hybridisierungsprotokolle eine der vordring-
lichsten Aufgaben der Forschung auf dem Gebiet der M-FISH Technologie.
Selbst bei Erh

ohung der Anzahl verf

ugbarer Fluorochrome wird man aber auch in
1
Mit Au

osung ist hier nicht die Genomische gemeint, die durch die verwendeten DNA Proben
gesetzt ist (sie betr

agt bei M-FISH einige Mbp), sondern die Au

osung im Sinne der Klassikation.
79
der Zukunft auf kombinatorische F

arbestrategien angewiesen sein, da damit auch die
Anzahl gleichzeitig unterscheidbarer Proben steigt, um komplexere Untersuchungen
durchzuf

uhren. Hat man also eine bestimmte Anzahl von Fluorochromen n vorgege-
ben, lassen sich durch Wahl des Schemas der Hybridisierung die Winkel der Klassen
untereinander maximieren, um so einen gr

osstm

oglichen Unterschied zwischen den
Klassen zu erhalten. Dies ist f

ur eine nachfolgende Klassizierung in der Regel von
grossem Vorteil. Betrachten wir ein bin

ares Hybridisierungsschema, dann ist der
Cosinus des Winkels zwischen zwei solchen Vektoren ~a und
~
b deniert als
cos =
P
i
a
i
b
i
p
P
i
a
2
i
p
P
i
b
2
i
=
s
a;b
p
n
a
p
n
b
(6.1)
wobei s
a;b
die Anzahl gleicher Labels von ~a und
~
b ist; n
a
und n
b
sind die Anzahl der
Labels von ~a und
~
b.
Der Winkel zwischen zwei Vektoren nimmt also mit der Anzahl gleicher Labels ab
und mit der Anzahl der verwendeten simultanen Labels zu. Den Idealfall stellt also
s = 0 f

ur alle Paare dar, was gleichbedeutend damit ist, dass alle Klassenvektoren
orthogonal zueinander sind. Der worst case f

ur ein Experimentmit n Fluorochromen
ist der Winkel zwischen dem Vektor einer Klasse mit n Hybridisierungen und einem
mit n 1, bzw. bei einem Experiment mit maximalm simultanen Hybridisierungen
der Winkel zwischen einem solchen Vektor und einem mit m   1 gleichen Labels,
also hat man
cos
worst
=
r
(m  1)
m
(6.2)
als gr

ossten auftretenden Winkelcosinus (und damit kleinsten Winkel) im Schema.
Betrachten wir als Beispiel das bin

are HybridisierungsschemaAbb. 6.1. Die maxima-
le Anzahl simultaner Hybridisierungen betr

agt hier drei. Die Klassen 11 und 13 bil-
den den kleinstm

oglichen Winkel in diesem Schema (unter anderen). Mit s
11;13
= 2
und n
11
= 3; n
13
= 2 ergibt sich cos = 2=(
p
2
p
3) =
p
2=3. Dies entspricht einem
Winkel von 35:3
Æ
. Bei einem 7 Farben Experiment mit 24 unterschiedlichen Proben
hingegen kommt man ohne dreifache Hybridisierungen aus (Abb. 6.2). Der minima-
le auftretende Winkel zwischen den Klassen betr

agt 45
Æ
, also einen im Mittel 27%
verbessertenWinkelabstand gege

uber dem 5 Farben Experiment mit 24 Proben. Die
minimalen auftretenden Winkel f

ur verschiedene Anzahlen von Fluorochromen bei
24 Proben ist in folgender Tabelle nochmals zusammengefasst.
Bei gleicher Anzahl unterschiedlicher Proben kann durch Erh

ohung der Anzahl der
Fluochrome die Anzahl simultaner Hybridisierungen reduziert, und damit die Dis-
kriminierung im Farbraum erh

oht werden. Abb. 6.2 zeigt ein Hybridisierungsschema
f

ur ein 7 Farben Experiment mit 24 unterschiedlichen Proben. Jede Probe hat nur
noch zwei simultane F

arbungen. Das bedeutet einen minimalen Winkelunterschied
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Anzahl Fluorochrome Max. Anzahl Labels Min. Winkel im Farbraum
5 3 35:3
Æ
5 4 30
Æ
5 5 26:6
Æ
7 2 45
Æ
8 alle 2 60
Æ
Tab. 6.1: Abh

angigkeit des minimalen Winkelabstands der Klassenvektoren von der Anzahl
der verwendeten Fluorochrome und der maximalen Anzahl der simultanen Hybridisierun-
gen
zwischen den Klassen von 45
Æ
.
Ein 7 Farben M-FISH Experiment samt Protokoll und Ergebnissen wird beschrieben
in [Azo00]. Ausf

uhrlichere Diskussionen zum Thema Au

osung und Genauigkeit bei
Klassikationen von M-FISH Bildern ndet sich in [Azo00, Gar99, Cas00, Sar01].
Abb. 6.2: Typisches Hybridisierungsschema eines 7-Farben m-FISH Experiments mit 24
Proben. Jede Probe hat nur noch zwei simultane F

arbungen. Das bedeutet einen mini-
malen Winkelunterschied zwischen benachbarten Klassen von 45
Æ
.
6.2 Klassikationsg

ute von M-FISH im Vergleich
mit SKY f

ur Metaphasen in 2D
Zwei unterschiedliche Systeme zur Aufnahme und automatischen Analyse und Ka-
ryotypisierung von vielfarben markierten Metaphasen haben sich auf dem Markt
durchgesetzt. Zum einen das SKY System von Applied Spectral Imaging (ASI) [Sch96,
Gar96, Gar99], sowie dasMFISH System von Leica [Spe96a, Spe96b, Eil98], welches
als Klassizierungsmodul das von mir entwickelte Verfahren einsetzt. Die Methode
der Bildanalyse, die im SKY System zum Einsatz kommt, ist mir nur soweit be-
kannt, wie es in [Sch96, Gar96] beschrieben wird. M

ogliche Weiterentwicklungen
kann ich dabei nicht ausschliessen.
Das SKY System verwendet ein Interferometer und Fourierspektroskopie, um das
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Spektrum in jedem Pixel der CCD Kamera zu detektieren. Nur eine Aufnahme wird
ben

otigt, die jedoch eine l

angere Belichtung erfordert. Abgesehen von einem dreifa-
chen Bandpass-Filter, der das Anregungslicht blockt, sind bei diesem System keine
weiteren spezischen Filter n

otig. Das MFISH System verwendet Paare spezischer
Anregungs- und Detektionslter f

ur jedes eingesetzte Fluorochrom, um die Spektren
zu detektieren. Dabei werden mehrere Bilder, mindestens f

unf, aufgenommen. Der
Wechsel der Filter erfolgt automatisch.
Beide Systeme haben ihre Vor- und Nachteile. W

ahrend das SKY System mit einer
Aufnahme auskommt, ben

otigt das M-FISH System mindestens f

unf unterschiedli-
che Aufnahmen. Garini et al. [Gar99] argumentieren, dass das SKY System aufgrund
seiner h

oheren spektralen Au

osung auch eine sehr viel zuverl

assigere Klassikation
als die lterbasierte Methode zul

asst, da mehr Datenpunkte aus dem Spektrum f

ur
jedes Pixel gemessen werden.
Das SKY System ben

otigt hochwertige optische Bauteile, die chromatische Aber-
rationen kompensieren, um sicherzustellen, dass alle Chromosomen bei allen Wel-
lenl

angen im Fokus sind. Durch die wesentlich l

angeren Belichtungszeiten k

onnen
sensitive Farbstoe leicht ausgeblichen werden, die eine eventuelle Wiederaufnahme
unm

oglich machen. Das M-FISH System ist exibler. Falls ein Fluorochrom ein
schwaches Signal liefert, kann die Belichtungszeit f

ur diesen Kanal individuell ju-
stiert werden. Die aufgenommenen Einzelbilder erm

oglichen eine

Uberpr

ufung der
Klassizierung, was beim SKY System nicht m

oglich ist. Beim Wechsel der spezi-
schen Filters

atze k

onnen jedoch laterale Verschiebungen des Fokus auftreten, die
korrigiert werden m

ussen. Problematisch wird dieser Eekt bei sehr kleinen Proben.
Direkte Vergleiche dieser beiden Systeme wurden von verschiedenen Labors durch-
gef

uhrt und auf der Konferenz QMC 2000 vorgestellt [Ren00, Soi00]. Die Resultate
zeigen, dass beide Systeme

ahnlich gute Ergebnisse -fast 100%- vorweisen k

onnen,
wobei das Leica System in einigen F

allen sogar etwas bessere Klassizierungen
liefert, obwohl das System auf einer Aufnahmetechnik mit geringerer spektraler
Au

osung beruht. Diese Ergebnisse sind in grobem Widerspruch zu einer vorausge-
sagten zehnfach h

oheren Au

osung des von SKY zu MFISH [Gar99].
6.3 Methodik
6.3.1 Bin

are Klassikation
Ein direkte und vielleich naheliegenste M

oglichkeit M-FISH Bilder zu klassizie-
ren w

are, jeden Kanal mit geeigneten Rauschltern zu gl

atten, einen optimalen
Schwellwert zu nden und zu setzen (Abb. 6.3), dies f

ur jeden Kanal durchzuf

uhren
und anschliessend die Pixel anhand ihrer bin

aren Farbinformation zu klassizieren
(Abb. 6.4).
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Abb. 6.3: F

ur jeden Farbkanal wird ein Schwellwert im Histogramm gefunden. Er betr

agt
hier 55 f

ur den ersten Farbkanal. Man erh

alt ein bin

ares Bild.
Abb. 6.4: Klassikation
einer normalen Metaphase
mit dem bin

aren Ansatz.
Das Klassikationsbild (Abb. 6.4) wurde durch bestm

ogliche, interaktive Schwell-
wertndung f

ur jeden Kanal berechnet. Trotzdem zeigt die Klassikation einen
Ringeekt bei den Chromosomen, der von der unterschiedlichen Segmentierungs-
gr

osse in den Einzelkan

alen herr

uhrt. Weiterhin ist eine zum Teil starke Fragmen-
tierung, speziell bei Chromosom 2 zu erkennen, das auf ein schwaches Hybridisie-
rungssignal in den inneren Bereichen zur

uckzuf

uhren ist. Selbst wenn f

ur diesen Fall
ein besserer Satz von Schwellwerten gefunden werden sollte, ist eine Automatisie-
rung dieses Verfahrens ausgesprochen schwierig. Abb. 6.6 und Abb. 6.5 zeigen, wie
anf

allig das Verfahren ist, wenn der Schwellwert nur f

ur einen Kanal schlecht gesetzt
wird.
Auch wenn es einen solchen optimalen Algorithmus gibt, der Ringeekt wird in
jedem Fall bleiben. Selbst bei kantenbasierten Verfahren, die unabh

angig vom
Schwellwert die Chromosomen in jedem Kanal segmentieren, wird der Ringeekt
nicht vermieden, da die Kan

ale unabh

angig betrachtet werden. Dies ist bei mei-
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Abb. 6.5: Der Schwellwert f

ur den ersten Farbkanal ist etwas zu hoch. Die Chromosomen
1 fehlen.
Abb. 6.6: Der fehlerhafte
Schwellwert im ersten
Farbbkanal (Abb. 6.5)
f

uhrt zu einer Fehlklassi-
kation der Chromosomen
1 (hier Gr

un). Sie werden
als Chromosomen 16
identiziert.
nem Ansatz nicht der Fall. Abb. 6.7 zeigt das Ergebnis mit der hier entwickelten
Methodik.
6.3.2 Klassikation mit Euklidischem Abstand
Dieser Abschnitt wird belegen, dass die Zuordnung der Pixel und Regionen zu den
Klassen

uber den Winkel die geeignete Klassikationsmethode ist. Um dies zu de-
monstrieren, f

uhre ich die Klassikation auf Pixeln durch, um den Einuss der Zerle-
gung in Regionen und die Art und Weise der Berechnung der Regionenfarbvektoren
auszuschliessen.
Zun

achst liefere ich zwei repr

asentative Beispiele direkter Klassikation,

uber den
Winkel und

uber den euklidischen Abstand (Abb. 6.8 und 6.9). Im anschliesen-
den Fall clustere ich auf den Pixeln, und ordne die Cluster anschliessend

uber den
Winkel und

uber den Euklidischen Abstand den Klassen zu, um allgemein bessere
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Abb. 6.7: Zum Vergleich
das Klassikationsresultat
mit der hier entwickelten
Methodik.
Klassikationsergebnisse zu erhalten (Abb. 6.10 und 6.11). Die besseren Ergebnis-
se bei der Zuordnung

uber Winkelabst

ande sind augenf

allig. Als Referenz dient
Abb. 6.12, das mit dem in dieser Arbeit entwickelten Verfahren erzeugt wurde (vgl.
auch Abb. 4.8, 4.9).
Abb. 6.8: Klassikation
der Pixel

uber den Winkel
zu den Klassen des Hybri-
disierungsschemas. Ver-
gleiche auch Abb. 6.12.
6.3.3 Regionenwachstummit Euklidischem Abstand als

Ahn-
lichkeitsmass
Dieser Vergleich wird zeigen, dass der Winkelansatz homogenere Regionen bei ver-
gleichbaren Kriterien liefert. Zugleich dokumentiert dieser Abschnitt die Abh

angig-
keit der Zerlegung einer zentroiden Verkettung beim Region Growing vom

Ahnlich-
keitskriterium (Abs. 3.3). Erfolgt die Klassikation der Regionen

uber den Winkel,
sind die Ergebnisse trotzdem vergleichbar gut. Die Beispiele sind repr

asentativ f

ur
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Abb. 6.9: Klassikati-
on der Pixel

uber den
Euklidischen Abstand zu
den Klassen des Hybri-
disierungsschemas. Die
Zuordnung ist wesentlich
schlechter als in Abb. 6.8.
Vergleiche auch Abb. 6.12.
Abb. 6.10: Klassikati-
on der geclusterten Pi-
xel

uber den Winkel zu
den Klassen des Hybridi-
sierungsschemas. Verglei-
che auch Abb. 6.12.
die im Rahmen dieser Arbeit untersuchten Daten (wie auch die anderen in dieser
Arbeit gezeigten).
Daf

ur setze ich zun

achst beim Regionenwachstum als

Ahnlichkeit nicht den Winkel
zwischen benachbarten Pixeln, sondern den Euklidischen Abstand ihrer Farbvek-
toren. Die Berechnung der Regionenfarbvektoren erfolgt durch Mittelwertsberech-
nung, also Minimierung des Euklidischen Abstands der Farbvektoren zum Regionen-
farbvektor innerhalb einer Region. Als

Ahnlichkeit habe ich hier 80 Grauwerteinhei-
ten zwischen den Farbvektoren gew

ahlt. Als Vergleich dient das Regionenwachstum
mit einemWinkelunterschied von 15
Æ
. In beiden F

allen clustere und klassiziere ich

uber den Winkel. Abb. 6.13 und 6.14 zeigen die vergleichbar guten Klassikations-
ergebnisse. Dargestellt sind nur die Regionengrenzen in Klassikationsfarben. Die
Regionen f

ur das Regionenwachstum

uber den Winkel sind in der Regel homogener.
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Abb. 6.11: Klassikati-
on der geclusterten Pi-
xel

uber den Euklidischen
Abstand zu den Klas-
sen des Hybridisierungs-
schemas. Die Zuordnung
ist wesentlich schlechter
als in Abb. 6.10. Verglei-
che auch Abb. 6.12.
Abb. 6.12: Zum Vergleich
das Klassikationsresultat
mit der hier entwickelten
Methodik.
6.3.4 Clustersuche

uber Euklidischen Abstand
Hier werde ich belegen, dass beim Clustern, wie bei der Klassikation, der entschei-
dende Faktor der Winkel als Distanzmass ist. Eine Einschr

ankung allerdings gibt es
hier zu erw

ahnen. Durch die Zerlegung in Regionen wird das Bild komprimiert. Von
typischerweise 30000 zu untersuchenden Pixel bleiben nach der Zerlegung je nach
Kriterium nur noch einige wenige Hundert Regionen, die es zu clustern und klassi-
zieren gilt. W

ahlt man einen sehr grossen

Ahlichkeitswinkel, kann es dazu f

uhren,
dass die Kompression so stark ist, dass nur noch sehr wenige Regionen im Farbraum
verbleiben, damit der Clustereekt m

oglicherweise verschwindet. Damit reduziert
sich aber auch die erw

ahnte Abh

angigkeit der Clusterung vom Abstandsmass, und
verschwindet sogar v

ollig. In der Praxis wird dies aber nicht vorkommen, da man vor
allem an der Untersuchung von aberranten Zellen mit chromosomalen Umbauten in-
teressiert ist. In solchen F

allen aber darf der Winkel beim Regionenwachstum nicht
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Abb. 6.13: Regio-
nenwachstum mit
(Euklidischem) Abstands-
kriterium von 80 (s.
Text). Dargestellt sind
nur die Regionengrenzen
in Klassikationsfarben.
Vergleiche auch Abb. 6.14.
Abb. 6.14: Regionen-
wachstum bei einem
Winkelkriterium von
15
Æ
. Dargestellt sind
nur die Regionengrenzen
in Klassikationsfarben.
Vergleiche auch Abb. 6.13.
zu gross gew

ahlt werden, da man mit gr

osseren Winkeln an Farbempndlichkeit
einb

usst, was bei kleinen Insertionen durchaus Probleme schaen kann.
F

ur diese Beispiele w

ahlte ich daher ein Winkelkriterium von 5
Æ
f

ur das Regionen-
wachstum, um eine nicht zu starke Kompression des Bildinhaltes zu gew

ahrleisten,
und den Eekt beobachten zu k

onnen. Die Regionen werden wie

ublich nach dem
Farbmodell in Abs. 4.4.1 berechnet. Nun wird im einen Fall standardm

assig

uber
denWinkel, im anderen

uber den EuklidischenAbstand imFarbraum geclustert, und
in beiden F

allen

uber denWinkel klassiziert (Abb. 6.15 und 6.16). Die Clustersuche

uber den Winkel ist wesentlich besser als

uber den EuklidischenAbstand. Es handelt
sich hierbei auch nicht um einen methodischen Artefakt. Eine Klassikation

uber
Euklidischen Abstand, oder alternative Berechnungen der Regionen-Farbvektoren
oder Regionenwachstum mit Euklidischem Abstand als

Ahnlichkeitsmass, bringen
keine Verbesserung des Resultats als in Abb. 6.16, sondern liefern eher schlechtere
Klassikationsergebnisse.
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Abb. 6.15: Clustersuche

uber den Winkel. Das
Bild wurde

uber eine Win-
kelorientiertes Regionen-
wachstum zerlegt. Die
Cluster werden

uber den
Winkel klassiziert.
Abb. 6.16: Clustersuche

uber den Euklidischen Ab-
stand. Die Clustersuche
wurde auf den gleichen
Regionen wie in Abb. 6.15
durchgef

uhrt. Die ge-
fundenen Cluster werden

uber den Winkel klassi-
ziert.
6.4 Chromosomale Barcodes
Das Verfahren zeigt f

ur Barcode Experimente sehr gute Resultate. Dies wurde in
mehreren Versuchsreihen best

atigt. Durch den regionenorientierten Ansatz lassen
sich die Bruchkanten (

Ubergangsbereiche) zwischen zwei benachbarten Regionen
gut klassizieren. Die Wahl der Proben ist hier sehr wichtig. Die Bindungsbereiche
benachbarter Proben sollten so wenig wie m

oglich

uberlappen. Das gutartige Ver-
halten in den

Ubergangsbereichen ist in Abb. 6.17 zu erkennen. In dem gezeigten
Bild kann man ein normales Chromosom 12 erkennen. Die anderen beiden weisen
eine Deletion auf.
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Abb. 6.17: Die mit
der Barcode-Technik
gef

arbten Metaphase-
Chromosomen eines kran-
ken Patienten. Gef

arbt
sind nur vier Chromoso-
men 12. Gezeigt ist hier
ein Ausschnitt aus 5.6.
6.5 Telomere
Wie schon mehrfach angef

uhrt, macht die geringe Gr

osse der Telomere (und anderer
kleiner chromosomaler Bereiche) sie f

ur Rauschen und St

orungen jeglicher Art sehr
anf

allig und die Analyse damit sehr schwierig. Unterschiedlich grosse Signale in
den einzelnen Farbkan

alen f

uhren bei mehrfachen Hybridisierungen zu sehr starken
Schwankungen in der Farbrichtung (Abb. 6.18). Das Winkelkriterium muss bei
diesen Anwendungen daher in der Regel sehr viel gr

osser ausfallen, um homogene
Klassikationen der Signale zu erhalten (Abb. 6.19).
Sind alle Signale gut getrennt, kann auch hier 90
Æ
beim Regionenwachstum gew

ahlt
werden, um m

oglichst grosse und homogene Signale im Klassikationsbild zu erhal-
ten.
Wird das Kriterium zu klein gew

ahlt, ist das korrekt klassizierte Signal oft von
grossen, falsch klassizierten Bereichen umgeben, was die Analyse erschwert. Selbst
wenn durch geeignete Suchalgorithmen das richtige identiziert, und die falschen
entfernt werden, f

uhrt dies oft zu sehr kleinen Regionen im Bild, die kaum sichtbar
sind. Auch ist es nicht einfach die richtige Region innerhalb eines solchen Bereichs
nden, da selbst die h

ochste lokale Anzahl der Labels oder die Intensit

at, die diesen
Bereich auszeichnen sollten, oft als geeignetes Suchkriterium scheitern.
Festzuhalten bleibt, dass eine korrekte Klassikation auf der Farbe allein ohne die
Ber

ucksichtigung von Ortsinformation nicht m

oglich ist, wenn eine bestimmte Min-
destgr

osse des Signals im Klassikationsbild erw

unscht ist.
Durch die - durch die geringe Gr

osse der Signale bedingte - mangelnde Cluster-
ausbildung wird die Clustersuche

uber

ussig (Abb. 6.20). Die Regionen ordne ich
daher direkt den durch das Hybridisierungsschema denierten Klassen zu, ohne die
Clustersuche durchzuf

uhren, da keine sinnvollen Ergebnisse zu erwarten sind, wenn
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Abb. 6.18: Kleine Winkelkriteria (hier 15
Æ
) liefern bei kleinen Signalen schlechte Resultate.
Unterschiedluch grosse Signale in den Einzelkan

alen f

uhren bei mehrfachen Hybridisierun-
gen zu sehr starken Farbgradienten innerhalb kleiner Bereiche.
man den Farbraum betrachtet.
Abb. 5.10 zeigt das Hybridisierungsschema eines M-FISH Experiments mit spezi-
schen subtelomerischen Proben. Es f

allt auf, dass hier nur die H

alfte des Chromoso-
mensatzes angef

arbt wurde. Das Problem r

uhrt daher, dass Proben im allgemeinen
nicht mit hundertprozentiger Wahrscheinlichkeit an ihre Komplement

arsequenzen
am Genom binden. Sie betr

agt etwa 95%. Je kleiner die Proben sind, um so st

arker
macht sich dieser Eekt fehlerhafter Hybridisierung bemerkbar. Durch die Auftei-
lung in zwei Hybridisierungspools mit jeweils 12 und 11 Proben wird die Wahr-
scheinlichkeit einer erfolgreichen Hybridisierung signikant erh

oht. Damit reduziert
sich die Anzahl der Metaphasen, die aufgenommen werden m

ussen, um eine mit
s

amtlichen Signalen zu erhalten, drastisch. Folgende Tabelle (6.2) illustriert diesen
Sachverhalt f

ur verschieden F

alle. F

ur den speziell entwickelten subtelomerischen
ProbensatzM-TEL in Kapitel 5 ben

otigt man im Mittel 2 Metaphasen, um f

ur alle
Telomere Signale zu erhalten [Sar01].
6.6 Anwendungen in 3D
Zum jetzigen Stand der Entwicklung ist nicht gekl

art, ob und wie die Methodik er-
weitert werden muss, um stabilere Klassikationsergebnisse f

ur Untersuchungen an
Interphase-Zellkernen zu erzielen. Im Interphase-Kern kommen einige Ph

anomene
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Abb. 6.19: Grosse Winkelkriteria liefern bei kleinen Signalen oft bessere Resultate
subtelomer. Proben Hybr. EÆzienz Farben Labels Wahrscheinlichkeit
41 95% 6 96 0.7%
24 95% 5 49 8.1%
12(M-TEL12) 95% 4 22 32.4%
11(M-TEL11) 95% 4 19 37.7%
41(M-TEL 12+11) 95% 4 41 12%
Tab. 6.2: Abh

angigkeit einer erfolgreichen Hybridisierung von der Anzahl der Proben. Die
Wahrscheinlichkeit gilt f

ur den Fall, das alle Hybridisierungen korrekt sind.
hinzu, die die Analyse erschweren. Die Dekondensation der Chromosomen f

uhrt zu
gr

osseren Farbschwankungen und damit zu ausgedehnten Clustern im Farbraum.
Damit werden

Uberlappungen wahrscheinlicher. Gleichzeitig f

uhren

Uberlappung
und Durchdringung der Chromosomen zu ausgedehnten Bereichen im Bild, in den
sich die Signale

uberlagern und die Analyse erschweren (Abb. 6.22).
Das Winkelkriterium muss ausbalanciert werden, da die Objekte geographisch zu-
sammenh

angen und das Verfahren nur Farbunterschiede, aber keine Intensit

atskan-
ten detektieren kann (abgesehen von den Intensit

atsschwelle, die auf demMaxmimum-
Projektionsbild angewendet wird). Zu kleine Winkel f

uhren leicht zu sehr vielen
fragmentierten Regionen mit schlechter Farbcharakteristik, w

ahrend zu grosse Win-
kel Objektverschmelzungen zur Folge haben. Der Toleranzbereich des Winkelkri-
teriums h

angt hier sehr stark vom Hybridisierungsschema ab. Hier sollte aufgrund
der Gr

osse und Variabilit

at der Farbcluster unbedingt darauf geachtet werden, einen
m

oglichst grossen Abstand zu erzielen, also m

oglichst viele Farbstoe bei gleichzeitig
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Abb. 6.20: Typischer Farbraum eines klassizierten 4-Farben M-FISH Experiments mit 12
Telomer-Proben. Die Kodierung der Falschfarben entspricht der in Abb. 5.10.
Abb. 6.21: Klassika-
tionsbild eines 7 Farben
M-FISH Experiments al-
ler 24 Chromosomen in
der Interphase. Die
Falschfarben der Chromo-
somen sind entsprechend
Abb. 1.6
m

oglichst wenigen Simultan-Hybridisierungen pro Target (vgl. Abs. 6.1).
Das Verfahren ist f

ur 3D Anwendungen instabiler als im zweidimensionlen Fall. Es
reagiert auf Ver

anderungen des Winkelkriteriums kritischer als bei der Analyse von
Metaphasen. Der Grund ist, dass die durch

Uberlagerungen erzeugte Falschinfor-
mation sehr grosse Bereiche einnehmen kann, was bei kleineren Chromosomen zu
Problemen in der korrekten Clusterndung im Farbraum f

uhren kann. Das Hinein-
wachsen in benachbarte Chromosomen ist ebenfalls kritisch zu beobachten, da die
Farbinformation diuser ist, Farbkanten daher weniger ausgepr

agt sein werden.
Es gibt einen weiteren Faktor, der f

ur das instabile Verhalten verantwortlich ist.
Die

uberwachte Clustersuche und anschliessende Klassikation ist darauf angewie-
sen, das alle Klassen, also Chromosomen im Bildvolumen vorhanden sind. Da bei
Metaphasen die Segmentierung auf der DAPI Maske bzw. durch die intensiven
Farbsignale auf der Maximumprojektion unkritisch ist, sind alle Klassen bzw. Chro-
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Abb. 6.22: Der Farbraum
eines 3D M-FISH Experi-
ments. Zu erkennen sind
diusere Cluster, die sich

uberlappen und eine ein-
deutige Identizierung er-
schweren.
mosomen im Bildvolumen vorhanden. Bei Interphasebildern muss die Maximum-
projektion f

ur jede Ebene erzeugt werden. Die schw

achere und diusere Struktur
der Chromosomen macht es jedoch sehr viel schwieriger, eine geeignete Schwelle zu
nden, die alle Chromosomen, insbesondere auch die Kleinen, ber

ucksichtigt. Fehlt
auch nur eine einzige Klasse, hat das negative Auswirkungen f

ur alle anderen. Mit
un

uberwachten Ans

atzen, die blind den Farbraum in Cluster unterteilen, wird man
nur schwer zu besseren Resultaten kommen, da

Uberlappungen vorkommen.
Abb. 6.23 zeigt den Farbraum nach der Zerlegung in Regionen. Dargestellt sind die
Regionenfarbvektoren. Die Abbildung verdeutlicht, dass

Uberlappungen der Cluster
durch Hinzunahme der Ortsinformation bei der Zerlegung in Regionen

ahnlicher Far-
be zum Teil wieder aufgel

ost werden k

onnen. Dies gilt ebenso f

ur Anwendungen in
zwei Dimensionen.
Abb. 6.23: Der Farbraum
der Regionenfarbvektoren

Uberlappungen von Clu-
stern k

onnen durch Hin-
zunahme der Ortsinforma-
tion bei der Zerlegung in
Regionen

ahnlicher Farbe
zum Teil wieder aufgel

ost
werden
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6.7 Zusammenfassende Diskussion
Nachdem ich in Kapitel 4 die von mir entwickelte Methodik ausf

uhrlich geschildert,
in Kapitel 5 und 6 Anwendungsbeispiele geliefert und die Methodik diskutiert habe,
m

ochte ich zum Abschluss dieses Kapitels eine

ubergreifende, zusammenfassende
Diskussion anbringen:
Bei Klassikationsproblemen jeglicher Art haben sichNeuronale Netze als leistungsf

ahig-
ste Methode erwiesen. Das Problem bei allen neuronalen Klassikationen ist jedoch,
dass diese Netze trainiert werden m

ussen. Dazu ben

otigt man aber zahlreiche unter-
schiedliche Datens

atze, bei denen das korrekte Resultat schon bekannt ist. Solche
Daten liegen aber noch nicht vor, m

ussen also von Methoden wie dieser hier gelie-
fert werden. Dann w

are das Problem aber nur f

ur einen bestimmten Experimenttyp
mit einem denierten Hybridisierungsschema und -protokoll gel

ost. F

ur jedes an-
dere Experiment best

unde das Problem erneut. Daher ist man vorerst auf exible
zuverl

assige Methoden angewiesen, die sich an Experiment, Schema und Informati-
onsstruktur anpassen k

onnen.
Bin

are Klassikationsmethoden sind imPrinzip denkbar und auch realisiert [Spe96b].
Dazu m

ussen die Objekte in jedem Farbkanal getrennt segmentiert werden. Eine
halbwegs automatische Segmentierung

uber Schwellwerte ist jedoch nicht immer ein-
fach und wird bei kleinen Segmentierungsfehlern im Einzelkanal sehr grosse Fehler
im Klassikationsbild nach sich ziehen. Vorstellbar sind auch auf fuzzy-logic basie-
rende Klassikationsmethoden, die

uber Wahrscheinlichkeitsverteilungen den Pixeln
eine Wahrscheinlichkeit der Zugeh

origkeit zuordnen. Letzlich ist der Biologe oder
Anwender jedoch auf eine Entscheidung angewiesen. Zudem ist nicht klar, wie ro-
bust die Wahl der Parameter solcher Systeme auf das Ergebnis auswirken. Die
Frage, wie zuverl

assig und brauchbar solche Systeme arbeiten, kann daher an dieser
Stelle nicht beantwortet werden, und bietet aufgrund ihres Umfangs Raum f

ur wei-
tere Untersuchungen in der Zukunft.
Die hier entwickelte Methodik stellt eine Plattform f

ur die Analyse von M-FISH Bil-
dern dar, die sich exibel den experimentellenGegebenheiten durch die Clustersuche
im Farbraum anpasst. Sie beschr

ankt sich auf die Analyse der Ort-Farbinformation
und liefert bei einmaliger Anpassung bestimmter Parameter robuste Klassikations-
ergebnisse. Der

uberwachte Ansatz der Clustersuche bietet gegen

uber un

uberwach-
ten Methoden der klaren Vorteil der Geschwindigkeit. Auch die Ergebnisse werden
in der Regel bei der

uberwachten Variante besser sein, speziell, wenn es zu

Uberlap-
pungen grosser Cluster kommt, wird das Verhalten un

uberwachter Algorithmen nur
schwer vorhersagbar sein. Der Nachteil der berwachten Methode ist jedoch, dass die
Klassen a priori bekannt sein m

ussen. Fehlt auch nur eine einzige Klasse, hat das
negative Auswirkungen f

ur alle anderen, da mehr Cluster gesucht werden, als m

ogli-
cherweise vorhanden sind. Und schliesslich werden diese einer

Uberzahl an Klassen
zugeordnet, was zu schwerwiegenden Fehlern f

uhren wird. Trotzdem

uberwiegen die
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Vorteile des

uberwachten Ansatzes bei weitem.
Die Farbinformation bei vielfarbmarkierten Chromosomen in der Interphase ist
durch die weniger kompakte Struktur der Chromosomen diuser. Speziell hier muss
auf das Design des Hybridisierungsschemas grosser Wert gelegt werden, um ma-
ximalen Farbkontrast zu erreichen, um einen

Uberlapp der Cluster im Farbraum
m

oglichst gering zu halten. Eine weiteres Problem sind die zum Teil sehr grossen
r

aumlichen

Uberlappungen oder Durchdringungen der Chromosomen im Nukleus,
die die tats

achliche Farbinformation in diesen Bereichen zerst

oren und eine korrekte
Identizierung anhand der Farbe unm

oglich machen. Die Bereiche haben jedoch
einen erheblichen Einuss auf die Verteilung im Farbraum, und beeinussen damit
das Ergebnis der Clustersuche in negativer Weise. Durch die Ber

ucksichtigung der
Ortsinformation durch den regionenorientierten Ansatz k

onnen die durch diese Be-
reiche entstehenden Artefakte zum Teil aufgefangen werden. Hinzu kommen noch
nicht untersuchte und quantizierte Artefakte, die durch durch das dreidimensiona-
le Aufnahmeverfahren mit der begrenzten axialen Au

osung entstehen. Fragen zu
geeigneten Dekonvolutionsalgorithmen bei Mehrfarbbildern sind noch oen. Die vor-
gestellten Anwendungen f

ur 3D-Experimente zeigen die Probleme mit diesen Daten
auf, die Resultate sind vielversprechend, aber noch nicht hundertprozentig zufrie-
denstellend. Da diese Experimente erst gegen Ende meiner Arbeit durchgef

uhrt
wurden, handelt es sich um den gleichen Ansatz wie im zweidimensionalen Fall, den
ich auf drei Dimensionen erweitert habe. Weiteres Entwicklungspotenzial sehe ich
hier vor allem durch die Verbindung der hier entwickelten Methoden mit bew

ahrten
3D-Segmentierungsverfahren. Ein m

oglicher Ansatz w

are zum Beipiel, eine 3D-
Voronoi Tesselierung zu entwickeln, die auf der (regionalen) Farbrichtung den Split
durchf

uhrt. In [Eil98] wurde ein

ahnlicher Ansatz schon f

ur die zweidimensionale
Anwendung vorgenommen.
Die Datenraumstruktur, also die Farbinformation von Multicolor-FISH Bilder bei
unterschiedlichen M-FISH Experimenten wurde dargestellt und damit die auftre-
tenden Probleme zur korrekten Klassikation illustriert. Es konnte gezeigt werde,
dass die Richtung bei kombinatorischen Bildern ein wesentlich besseres Distanzmass
zur Klassikation darstellt als der euklidische Abstand. Dieser Befund ist im Ein-
klang mit anderen Ergebnissen, die kantenbasierten Verfahren schlechte Resultate
bei der Analyse von Farbbildern bescheinigen. Ein m

oglicher Grund ist, dass die
Berechnung von Kanten h

aug auf dem euklidischen Distanzmass beruhen. Der
Zusammenhang zwischen Kondensationsgrad und Farbraumstruktur wurde deut-
lich und damit die Schwierigkeit der Analyse von dekondensierten Chromosomen in
Interphase Zellkernen rein auf Basis der Farbinformation f

ur eine korrekte Identi-
zierung aufgezeigt.

Ahnlich ist das Problem bei sehr kleinen Proben, bei denen
aufgrund ihrer Gr

osse und damit verbundenen schlechten statistischen Eigenschaf-
ten vor allem unterschiedliche Segmentierungsmasken in den Farbkan

alen zu einem
starken Verf

alschen der Farbinformation f

uhren k

onnen und eine Identizierung nur
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anhand der Farbe sehr schwer machen, wenn eine gewisse Gr

osse erw

unscht ist. Die
mangelnde Clusterbildung im Farbraum belegt dies.
Die Gefahr, dass durch graduelle

Ubergange in der Farbe benachbarter unterschied-
licher Regionen fehlerhafte Verschmelzungen auftreten, ist beim Region Growing
gross. Deshalb war es wichtig, einen Region Growing Algorithmus zentroid ver-
ketteter Art zu realisieren, um die Zerlegung in solchen

Ubergangsbereichen besser
zu kontrollieren. Das von mir entwickelte Farbmodell mit seinem (intensit

atsun-
abh

angigen) Regionenansatz f

uhrt zu robusten Tesselierungen, speziell in kritischen

Ubergangsbereichen, sowie stabilem Verhalten bei der Clusteranalyse. Die Farbrich-
tung und der Farbwinkel als

Ahnlichkeitsmass haben sich als ausgezeichnete Kriteri-
en erwiesen, und belegen den schon mehrfach angef

uhrten funktionalen Zusammen-
hang dieser Gr

ossen (Abs. 3.3, 4.6). Intensit

atskanten m

ussen durch zus

atzliche
Verfahren detektiert werden. Dies gilt im besonderen f

ur 3D-MFISH Experimente
von Chromosomen in der Interphase.
Die imVerlauf dieser Arbeit aufgezeigten Zusammenh

ange im Farbraum und Proble-
me, die bei der Analyse unterschiedlicher M-FISH Experimente auftreten k

onnen,
haben gezeigt, dass Analysemethoden, die rein auf der Farbinformation beruhen,
nicht in jedem Fall zuverl

assige Ergebnisse erwarten lassen. Die Ergebnisse und An-
wendungen belegen, dass der von mir gew

ahlte Ansatz der Kombination von (direk-
tionaler) Farbinformation mit lokaler Information hingegen ein geeignetes Konzept
f

ur die Analyse von MFISH-Bildern unterschiedlicher Experimente ist, das robuste
Klassikationen liefert. Das habe ich durch die Modellierung des Bildes in Berei-
che konstanter Farbe realisiert. Insbesondere kritische

Ubergangsbereiche zwischen
Bereichen unterschiedlich gef

arbter chromosomaler Abschnitte werden zuverl

assig
identiziert.
Meine Ergebnisse weisen ferner die (intensit

atsunabh

angige) Farbrichtung und den
Winkelunterschied von Farbvektoren als entscheidende Merkmale bei Analyse aus.
Die aufgrund der unterschiedlichen Datentypen erforderliche Flexibilit

at der Metho-
dik ohne gravierenden Performanceverlust ist durch den adaptiven Ansatz mit der

uberwachten Clusteranalyse bei meiner Methodik gew

ahrleistet. Die Analyse einer
Metaphase dauert im Durchschnitt nur wenige Sekunden.
Die im Rahmen dieser Dissertation entwickelte Methodik liefert durch seinen Ansatz
kombinierter Orts- und Farbinformation und modularen Aufbau eine geeignete Ba-
sis f

ur Weiterentwicklungen, speziell im Rahmen von Analysen M-FISH markierter
Chromosomen in Interphase Kernen, wo die Nachbarschaft der Voxel im Ortraum
an Bedeutung gewinnt. Sie er

onet zudem Anwendungsm

oglichkeiten in anderen
biologischen Experimenten, wie es zum Beispiel in der Entwicklung einer Software
f

ur die Analyse von DNA-Microarrays realisiert wurde [Rud00].
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Kapitel 7
Zusammenfassung
Multiplex-FISH ist eine vor wenigen Jahren entwickelte Methode, mit der sich alle
menschlichen Chromosomen mit mehreren Farbstoen kombinatorisch f

arben las-
sen [Spe96a, Spe96b, Sch96]. Bei Verwendung von mehr als vier Farben lassen
sich bei 31 Kombinationsm

oglichkeiten alle Chromosomen in einer eindeutig kombi-
natorischen Weise f

arben und werden mit geeigneten spektroskopischen Methoden
anhand ihrer spektralen Information unterscheidbar.
Im Rahmen dieser Arbeit habe ich ein automatisches Verfahren f

ur die Analyse
von Bildern M-FISH markierter Chromosomen und subchromosomaler Proben ent-
wickelt, das signikante Verbesserungen und robuste Analysen, sowie erweiterte
M

oglichkeiten der Analyse mit Hilfe einer M-FISH Technologie bietet. Das Ver-
fahren basiert auf Clusteranalyse im Farbraum und kombiniert Farbinformation mit
Ortsinformation, um chromosomale Bereiche im Bildvolumen zu indentizieren. Das
Verfahren ist f

ur die Analyse von Bildern unterschiedlicher M-FISH Experimente -
sowohl chromosomal und subchromosomal, als auch inter- und intrachromosomal-
geeignet. Identizierung einzelner Chromosomen, sowie Volumen und Positionsbe-
stimmung bei dreidimensionalen Aufnahmen im Interphase-Zellkern sind im Prinzip
ebenso m

oglich.
Der Zusammenhang zwischen Kondensationsgrad und Farbraumstruktur wurde auf-
gezeigt und damit die Schwierigkeit der Analyse von dekondensierten Chromosomen
in Interphase-Zellkernen rein auf Basis der Farbinformation f

ur eine korrekte Identi-
zierung nachgewiesen. Bei sehr kleinen Proben, bei denen aufgrund ihrer geringen
Gr

osse und damit verbundenen schlechten statistischen Eigenschaften unterschied-
liche Signalgr

ossen in den Farbkan

alen zu starken Farbgradienten f

uhren, ist ei-
ne Identizierung nur anhand der Farbe kaum m

oglich, wenn eine gewisse Gr

osse
erw

unscht ist.
Das vorgestellte Farbmodell mit seinem Regionenansatz liefert zuverl

assige Zerle-
gungen des Bildvolumens. Durch die Gewichtung von Pixeln h

oherer Intensit

at
wird die richtungsabh

angige Farbinformation der Regionen vor allem in Bereichen
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niedriger Intensit

aten zuverl

assiger bestimmt. Die Hinzunahme der Ortsinformation
erm

oglicht robustes Klassikationsverhalten.

Uberlappungen von Clustern im Far-
braum k

onnen unter Umst

anden aufgel

ost werden, da die durch den Klassikator
vorgegebenen rigiden Klassifkationsgrenzen diuser werden. Das ist bei pixelbasier-
ter Klassikation nicht m

oglich. Die Clustersuche an sich hat die Bedeutung einer
Anpassung der Klassen, die im Hybridisierungsschema deniert sind, an die Bildin-
formation. Damit werden die Ergebnisse signikant verbessert.
Die intensit

atsunabh

angige Farbrichtung und damit der Winkel zwischen den Farb-
vektoren wurden als entscheidende Merkmale der Pixel identiziert. Sie haben in
allen Schritten der in dieser Arbeit entwickelten Methodik die besten Ergebnisse
geliefert.
Die Bedeutung des Labelingschemas, sowie der Zusammenhang zwischen Anzahl
simultaner Hybridisierungen und der Anzahl der Farben f

ur die experimentelle
Au

osung im Sinne der Klassikation wurde aufgezeigt. Dem Experimentator wer-
den damit wichtige Hinweise aufgezeigt, sein Experiment schon im Vorfeld auf die
Klassikation hin zu optimieren.
Es wurde aufgezeigt, dass bei kombinatorischen Bildern eine Hintergrundskorrektur
auf dem Maximum-Projektionsbild der Farbkan

ale erfolgreich erfolgen kann, wenn
eine DAPI F

arbung nicht zur Verf

ugung steht, oder als Segmentierungsmaske nicht
verwendet werden kann, wie es f

ur Telomere oder chromosomale Barcodes der Fall
ist. Auch f

ur dreidimensionale Anwendungen liefert sie eine gute Basis als Segmen-
tierungsmaske. Im Gegenzug sollte bei nur einfach gelabelten Bilder jeder Kanal f

ur
sich getrennt verarbeitet werden.
Die Variabilit

at der verschiedenen M-FISH Experimente erfordert eine exible und
vielseitige Analysemethode um der unterschiedlichen Qualit

at und Charakteristik
der anfallenden Daten gerecht zu werden. Die hier entwickelte Methodik stellt eine
Plattform f

ur die Analyse von M-FISH Bildern dar, die sich exibel den experi-
mentellen Gegebenheiten anpassen l

asst. Sie beschr

ankt sich auf die Analyse der
Orts-Farbinformation und liefert bei einmaliger Anpassung bestimmter Parameter
robuste Klassikationsergebnisse. Der

uberwachte Ansatz der Clustersuche bietet
gegen

uber un

uberwachten Methoden den klaren Vorteil der Geschwindigkeit. Auch
die Ergebnisse werden in der Regel bei der

uberwachten Variante besser sein, speziell,
wenn es zu

Uberlappungen grosser Cluster kommt, wird das Verhalten un

uberwach-
ter Algorithmen nur schwer vorhersagbar sein.
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Summary
Multiplex-FISH is a combinatorial staining technique that allows the simultaneous
detection and discrimination of all human chromosomes. Using at least ve uo-
rochromes all chromosomes can be uniquely labeled in a combinatorial way and
identied by their specic spectral signature.
With this work I have developed a novel approach for the automated analysis of
M-FISH images, yielding robust classication results and allowing the analysis of
M-FISH images of dierent experiments. The method combines spectral informa-
tion with spatial information to tesselate the image into regions of similar color.
Subsequently a cluster analysis in color space and a nal classication step are per-
formed to identify the biological targets. This approach is applicable to images of
dierent M-FISH experiments, allowing the analysis of interchromosomal as well
as intrachromosomal abnormalities in the genome. It also allows the 3D analysis
of M-FISH labeled chromosomes in interphase nuclei, however, the accuracy of the
results is still left for further investigation.
The severe inuence of chromosomal condensation and size on the topology of clu-
sters in color space has been shown. Classsication of decondensated chromosomes
becomes therefore a diÆcult task due to less expressed spectral information. This
problem is closely related to the analysis of small probes. Including only a few pi-
xels. Such targets show weak statistical properties. Therefore lateral focal shifts
and dierent spot sizes in the color channels lead to signicant color gradients wi-
thin small scales, thus very likely clusters in color space cannot be observed in such
applications, and classication on color infomation alone fails, if an appreciable size
in the classication image is desired.
The color model with the region tesselation approach presented here, yields reliable
spatial tesselations of the image space. Higher weigth of pixels with higher inten-
sities allows a more reliable determination of spectral information especially within
areas of lower intensities. The combination of spatial with color information leads
to robust behaviour in the clustering step. Overlaps of clusters may possibly be re-
solved in this way, as the rigid borders dened by the classcator get more diusive
by this approach, allowing correct classication of pixels that not classiable when
classication is performed pixelwise. The cluster step can be regarded as a way of
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matching the classes, which are dened by the labeling scheme, to image content.
This is an important step that signicantly improves classication results.
Direction of color vectors and angles between them so far have been identied as
the main features of pixels in M-FISH experiments. They have proved to yield best
results in each of the steps of the method developed here.
The importance of deliberate labeling design has been pointed out. It allows an
optimization of the hybridization scheme in such a way, that color distribution in
the overall image achieves maxmimum discrimination in the terms of classication.
In cases where a DAPI image is not present or cannot be used for intensity based
pre-segmentation, the maximum projection image of all color images can be used.
This is the case for barcode experiments as well as experiments, where only telo-
meric regions of chromosomes have been painted. It is also true for 3d images of
painted chromosomes in the interphase nucleus.
The variety of M-FISH experiments require a exible and versatile image analysis
approach to account for the versatility of the imaged data. The method developed
within this work is a exible methodological plattform for the analysis of M-FISH
images, that is adjustable to dierent types of M-FISH experiments. It combines
spatial with color information yielding robust classication results after experimental
specic parameters have been determined. Using a supervised clustering algorithm
seems to be the right choise, as the number of clusters is a priori known. With color
direction and angle between color vectors readiliy being identied as crutial featu-
res, the use of unsupervised clustering algorithms do not promise to deliver better
results at the cost of much longer computation time. What is more, behaviour may
be unpredictable is cases where overlaps occur.
101
Kapitel 8
Bedienung der Software
Die entwickelte Methodik ist in einem Programm msh3d integriert und steht f

ur
zwei Plattformen, Linux und IRIX zur Verf

ugung. Das Programm ist Kommando-
zeilen orientiert und ben

otigt zwei zus

atzliche Dateien zur Laufzeit, mit denen die
Software gesteuert werden kann. Diese beiden ASCII Dateien heissen menu und
classes und sollten sich im Verzeichnis benden, aus dem das Pragramm aufgeru-
fen wird, da f

ur jedes Experiment und jeden Datentyp diese Parameter individuell
eingestellt werden m

ussen. Die menu-Datei ist f

ur die Steuerung des Programms
zust

andig, w

ahrend in der classes-Datei das Hybridisierungsschema enth

alt.
8.1 Die Datei classes
Eine typische classes-Datei f

ur ein 5-Farben Experiment mit 24 Chromosomen zeigt
Tab. 8.1.
Jede Zeile beschreibt ein hybridisiertes biologisches Objekt. Die erste Zahl ist ein
Identier, oder wie hier das gef

arbte Chromosom, gefolgt von den durch Komma-
ta getrennten bin

aren Labeln. In diesem Beispiel sind die Chromosomen 1 in den
Kan

alen 1, 3 und 4 angef

arbt worden. Die Reihenfolge muss dabei der Reihenfol-
ge der Argumente beim Programmaufruf entsprechen. W

urden im Experiment die
Farbstoe FITC, Cy3, Cy3.5, Cy5 und Cy7 verwendet, w

aren die Chromosomen 1
also in FITC, Cy3.5 und Cy5 markiert, m

usste der Aufruf lauten:
msh3d FITC-Bild.tif Cy3-Bild.tif Cy3.5-Bild.tif Cy5-Bild.tif Cy7-Bild.tif output-
name DAPI-Bild.tif
Das DAPI Bild wird nur in der Kommandozeile angegeben, falls es vorhanden ist.
Der Output der Software ist das Klassikationsbild im TIFF Format. Die Falsch-
farben im Klassikationsbild sind fest kodiert und entsprechen denen in Abb. 6.1.
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1 1, 0 ,1, 1, 0
2 0, 0, 0, 0, 1
3 0, 1, 1, 0, 1
4 1, 0, 1, 0, 0
5 0, 1, 0, 1, 1
6 1, 0, 0, 1 ,1
7 0, 0 ,1, 1, 0
8 1, 1, 0, 1 ,0
9 1, 1, 0, 0, 1
10 0, 0, 1, 0, 1
11 1, 1, 1, 0, 0
12 0, 0, 0, 1, 1
13 1, 1, 0, 0, 0
14 0, 0, 0, 1, 0
15 0, 1, 1, 1 ,0
16 1, 0, 0, 1, 0
17 0, 0, 1, 0 ,0
18 1, 0, 0, 0, 0
19 0, 1, 1, 0, 0
20 0, 1, 0, 0, 0
21 1, 0, 0, 0, 1
22 0, 1, 0, 1 ,0
23 0, 1, 0, 0, 1
24 1, 0, 1, 0, 1
Tab. 8.1: Die Datei classes.
Der Aufruf erfolgt in der genannten Art allerdings nur f

ur 2D Aufnahmen, bei denen
f

ur jeden Kanal nur 1 Bild aufgenommen wurde. Bei dreidimensionalen Aufnahmen
von M-FISH markierten Zellkernen in der Interphase

andert sich an der Reihenfolge
nichts. Man sollte jedoch die Bildstapel der

Ubersicht halber in eigene Unterver-
zeichnisse ablegen. Der Aufruf k

onnte dann wie folgt aussehen:
msh3d FITC/nametc Cy3/namecy3 Cy3.5/namecy35 Cy5/namecy5 Cy7/namecy7
outputname
Wichtig ist, dass die Endung .tif nicht mit angegeben wird, da dies ansonsten als
2D Experiment interpretiert wird.
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8.2 Die Datei menu
Eine typische classes-Datei f

ur ein 5-Farben Experiment mit 24 Chromosomen zeigt
Tab. 8.2.
COLORS 5
MERGE? 0
SINGLELABELS? 0
MEDIANMAXIMAGE? 1
ZSCALE 2.5
ANGLE 10
TAU 0.0001
MAXSTEP 0
LAMBDA 1
BACKGROUND 1
BACKGROUNDDAPI 1
MAXITERATION 30
BORDERS? 0
SMALLSIGNALS? 0
REGIONCORRECTION? 0
PERFORMCLUSTERING? 1
IVCHANNEL1 0
IVCHANNEL2 2
IVCHANNEL3 3
POINTSIZE 1
INVENTORCOLSPACE? 1
INVENTORDAPI? 0
MINSIZE 2
MAXSIZE 0
MINNORM 0
Tab. 8.2: Die Datei menu.
Alle mit einem Fragezeichen behafteten Parameter sind bin

arer Art, d.h. nur 0 und
1 -f

ur nein und ja- sind in diesen Fllen m

ogliche Eingaben. Dieses Beispiel (Tab.
8.2) ist typisch f

ur die Analyse von Chromosomen in der Metaphase in 2D.
Die Bedeutung der Parameter im einzelnen:
COLORS Die Anzahl der verwendeten Fluorochrome.
MERGE? Ist dieser Wert auf 1 gesetzt, werden benachbarte Regionen, die der glei-
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chen Klasse zugeordnet wurden, miteinander verschmolzen. F

ur das Klassikati-
onsresultat hat dieser Schritt keinen Einuss. Bedeutung hat dieser Schritt bei
dreidimensionalen Daten, die eine Farbsegmentierung der Objekte erfodern, um Po-
sitionen oder Volumina zu bestimmen.
SINGLELABELS? Sind keine kombinatorischen F

arbungen vorhanden, ist es vor-
teilhaft, die einzelnen Kan

ale bei der Hintergrundskorrektur einzeln zu behandeln.
Dies wird durch den Wert 1 bei diesem Paramter erreicht.
MEDIANMAXIMAGE?Mit 1 wird das Hintergrundsbild (DAPI oder Maximum-
Projektion) mit einem 3x3 Medianlter behandelt.
ZSCALE Dieser Wert im double-Format gibt das Verh

altnis von axialer zu late-
raler Voxelgr

osse an. Er ist nur f

ur dreidimensionale Anwendungen von Interesse,
und wird zur verh

altnistreuen Darstellung im Klassikationsbild im OpenInventor-
Format ben

otigt.
ANGLE Das Winkelkriterium in Grad. Sinnvolle Werte f

ur ein 5 Farben Meta-
phasen Experiment mit 24 gef

arbten Chromosomen sind im Bereich 5-15, f

ur 3D
Anwendungen 10-30 und kleine Signale 30-90 Grad, je nach Experiment und Hybri-
disierungsschema. Die angegebenen Werte sind empirische Richtwerte aus den zur
Zeit der Entwicklung vorliegenden Daten.
TAU Dieser und die n

achsten beiden folgendenWerte steuern den anisotropen nicht-
liearen Diusionlter. Der aktuelle ist ein k

unstlich eingef

uhrter Zeitschritt beim
Diusionsprozess und kann in der Regel unver

andert beim aktuellen Wert 0.0001
bleiben.
MAXSTEP Ist dieser Wert auf 0 gesetzt, wird der Filter nicht angewendet. Im

ublichen Wertebereich von 1-5 gibt er die Anzahl der iterativen Diusionsschritte
an.
LAMBDA Hat Bedeutung f

ur die Edge-Stopping-Function und sollte im Bereich
der Rauschens liegen. Je gr

osser die Objekte, die es zu gl

atten gilt, um so gr

osser
dieser Wert.

Ublich sind Werte zwischen 1 und 10.
BACKGROUND Mit diesem Parameter gibt steuert man die Schwelle beim Hin-
tergrundsbild. Der Schwellwert berechnet sich aus der Standardabweichung des
Hintergrundsbildes multipliziert mit diesem double-Wert. Bei kleinen Signalen kann
dieser Wert durchaus 6.0-8.0 erreichen.
MAXITERATION Gibt die Maximalzahl der Schritte bei der Clustersuche an,
und sollte in der Regel gr

osser als 30 sein, da das Verfahren

ublicherweise nach
sp

atestens 25 Iterationen konvergiert. F

ur Sonderf

alle kann dieser Parameter als
weiterer Steuermechanismus dienen.
BORDERS? Bewirkt, das im Klassikationsbild nur die Randpixel/-Voxel der Re-
gionen herausgeschrieben werden. Interessant, um die Wirkung des Verfahrens und
der Parameter zu untersuchen.
SMALLSIGNALS? Ich gestehe: die Nomenklatur ist irref

uhrend. Ist dieser Wert
auf 1 gesetzt wird in jedem Fall die Hintergrundskorrektur auf der Maximum-
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Projektion durchgef

uhrt. Ist das DAPI Bild vorhanden und mit angegeben (was
zu empfehlen ist), wird es beim Klassikationsbild als Hintergrund verwendet. Die-
ser Wert sollte also bei Barcodes, Telomeren und kleineren Signalen, bei denen nicht
auf der DAPI Maske segmentiert werden soll auf jeden Fall auf 1 gesetzt werden.
Bei 3D Anwendungen oder in F

allen, wo kein DAPI vorhanden ist bzw. nicht als
Parameter beim Programmaufruf mit angegeben wurde, wird die Hintergrundskor-
rektur automatisch auf dem Maximum-Projektionsbild durchgef

uhrt.
REGIONCORRECTION? F

ur Analysen von M-FISH Bildern in der Regel nicht
interessant und sollte daher 0 sein. Bewirkt, dass nur lokal gr

osste Regionen erhalten
bleiben. Sehr wichtig bei der Analyse von DNA-Chips, wie es in [Rud00] beschrie-
ben wird.
PERFORMCLUSTERING? Gibt an, ob die Clustersuche durchgef

uhrt werden
soll. In der Regel sollte dieser Wert auf 1 bleiben, allein, bei kleinen Signalen, die
keine Clusterbildung im Farbraum aufwesen, kann durch das Umgehen der Cluster-
suche mit 0 unter Umst

anden ein besseres Ergebnis erzielt werden. Die Regionn
werden in diesem Fall direkt

uber den Winkel den Klassen zugeordnet.
IVCHANNEL1 Mit diesem und den n

achsten beiden folgenden Werten w

ahlt
man die darzustellenden Farbkan

ale aus, die als Farbraum im OpenInventor-Format
herausgeschrieben werden. Dabei werden nur diejenigen Pixel und Regionen her-
ausgeschrieben, die zu Klassen geh

oren die nur in diesen Farben kkombinatorisch
gef

arbt wurden. Die Darstellung von Klassen mit mehr als drei Simultanlabels ist
hier nicht m

oglich. Die Z

ahlung beginnt hier bei 0 f

ur den ersten Farbkanal.
IVCHANNEL2 siehe oben.
IVCHANNEL3 siehe oben.
POINTSIZE Gibt die Punktgr

osse in den Inventordateien an. Sollte nicht gr

osser
als drei gew

ahlt werden, da die Visualisierung der Punkte klobig wirkt.
INVENTORCOLSPACE? Mit 0 werden keinerlei Inventor-Dateien herausge-
schrieben. Bei zweidimensionalen Anwendungen also keine Farbraumdateien, im
dreidimensionalen Fall sowohl keine Farbraumdateien, als auch kein Objektbild.
MINSIZE Gibt die untere Schwelle f

ur Regionen an, die zu behandeln sind. Richt-
werte sind schwer zu nennen, da es von Experiment zu Experiment stark variieren
kann. Ist das Winkelkriterium klein gew

ahlt, oder hat man trotz grossen Kriteriums
viele kleine Regionen, sollte man mit diesem Wert vorsichig sein, da schon bei klei-
nen Werte viel wichtige Information aus dem Bildvolumen entfernt werden kann,
was unter Umst

anden zu sehr unterschiedlichen Klassikationsergebnissen f

uhren
kann. Der Wert 0 oder 1 deaktiviert diesen Gr

ossenlter.
MAXSIZE

Ahnliches gilt f

ur diesen Wert. Er setzt die obere Schwelle f

ur die
Regionengr

osse und eignet sich besonders gut dazu, bei Experimenten mit kleinen
Signalen, bei dem ein relativ grosser Winkel gesetzt wurde, Interphase-Kerne aus
dem Bild zu entfernen. Der Wert 0 deaktiviert diesen Gr

ossenlter.
MINNORM Dieser Wert setzt eine untere Schwelle f

ur die Intensit

at von Regio-
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nen, und kann eine fehlerhafte Hintergrundskorrektur m

oglicherweise korrigieren, in
dem Regionen mit geringer Intensit

at, die zum Hintergrund geh

oren, entfernt wer-
den.
BACKGROUNDDAPI Nur f

ur 3D interessant. Ist eine Segmentierung des Zell-
kerns notwendig, der in DAPI gef

arbt wurde, um beispielsweise den Mittelpunkt zu
bestimmen, entspricht dieser Parameter dem BACKGOUND Parameter, der weiter
oben beschrieben ist. Dieser Wert multipliziert mit der Standardabweichung des
DAPI Bildes deniert die Intensit

atsschwelle f

ur den Hintergrund.
INVENTORDAPI? Gibt an, ob im 3D Bild der DAPI Kern mit herausgeschrie-
ben werden soll. Diese letzen beiden Schritte sind in der Regel zeitaufwendiger, da
der Kern als Region sehr gross ist. M

ochte man nur die Randvoxel der Regionen
herausschreiben, was im Dreidimenisonalen optisch oft sinnvoll ist, kann es aufgrund
der Gr

osse durchaus einige Minuten dauern. Daher Vorsicht beim Umgang.
Zum Schluss noch eine typische menu-Datei f

ur ein Telomer-Experiment.
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COLORS 4
MERGE? 0
SINGLELABELS? 0
MEDIANMAXIMAGE? 1
ZSCALE 2.5
ANGLE 50
TAU 0.0001
MAXSTEP 3
LAMBDA 2
BACKGROUND 4
BACKGROUNDDAPI 1
MAXITERATION 30
BORDERS? 0
SMALLSIGNALS? 1
REGIONCORRECTION? 0
PERFORMCLUSTERING? 0
IVCHANNEL1 0
IVCHANNEL2 2
IVCHANNEL3 3
POINTSIZE 1
INVENTORCOLSPACE? 1
INVENTORDAPI? 0
MINSIZE 3
MAXSIZE 0
MINNORM 0
Tab. 8.3: Die Datei menu.
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Dissertation
1: Saracoglu K, Brown J, Kearney L, Uhrig S, Azofeifa J, Fauth C, Speicher MR,
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uorescence imaging microscopy.
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