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In this thesis we apply methods from algebraic topology to problems arising from geometry,
combinatorics and functional analysis. The questions are related to Grassmannians, parti-
tions of measures and waists of spheres, whereas the methods include spectral sequences,
a cohomological index theory and the equivariant obstruction theory.
In Chapter 2 we consider amplituhedra – images of nonnegative Grassmannians under
maps induced by a linear map. They were introduced by physicists Arkani-Hamed &
Trnka [5] as objects that conjecturally model the scattering amplitudes of certain quantum
field theories. More general, Grassmann polytopes, as introduced by Lam [52], are images
of restrictions of the above mentioned maps to closed positroid cells – cells in a CW
decomposition of the nonnegative Grassmannian [68, Def. 3.2, Thm. 3.5].
Let k ≥ 1, m ≥ 0 and n ≥ k +m be integers and let Z be a (k +m)× n matrix, such
that the induced map
Z˜ : G≥0k (R
n) −→ Gk(Rk+m)
given by
Z˜(span(V )) = span(V Z>),
is well defined, where V is a matrix whose row span span(V ) is an element of G≥0k (Rn),
and Z> is the transpose of the matrix Z. The image Z˜(e¯) of a closed positroid cell e¯ in the
CW decomposition of G≥0k (Rn) is called a Grassmann polytope, an it is denoted by PZ(e).
If in addition all maximal minors of the matrix Z are positive, the image of the map Z˜ is
called an amplituhedron, denoted by An,k,m(Z), see Definition 2.1.2 for more details.
The topology of amplituhedra and Grassmann polytopes has been known only in a
few cases, when they turn out to be homeomorphic to balls. The case m = 0 is trivial,
whereas when m = 1 Karp & Williams [51, Cor. 6.18] have shown that the amplituhedron
is homeomorphic to a ball. For k = 1 the amplituhedron is a cyclic polytope of dimension
m on n vertices [77]. Similarly, for k = 1 the Grassmann polytopes are also polytopes.
For n = k + m the map ZRn → Rk+m is a linear isomorphism, and consequently the
amplituhedron is homeomorphic to the totally nonnegative Grassmannian G≥0k (Rn), which
was proved to be a ball by Galashin, Karp & Lam [36, Thm. 1.1], and the Grassmann
polytope is homeomorphic to the closed positroid cell e¯, which is again homeomorphic to a
ball, as shown by Rietsch & Williams [72]. Finally, Galashin, Karp & Lam [36, Thm. 1.2]
proved that the cyclically symmetric amplituhedra, amplituhedra arising from particularly
chosen matrices Z, are homeomorphic to balls whenever m is even.
1
2 Chapter 1 Introduction
We show that Grassmann polytopes are contractible for every n, k and m such that
n = k+m+1, and that amplituhedra are homeomorphic to balls whenever n = k+m+1 and
m is even. The proofs depend on the classical topological results of Smale [74, Main Thm.]
and Whitehead [85, Thm. 1], and on the recent result on cyclically symmetric amplituhedra
of Galashin, Karp & Lam [36, Thm. 1.2].
In Chapter 3 and Chapter 4 we study measure partitions. The classical measure par-
tition problems ask whether for a given set of measures in a Euclidean space (for ex-
ample, volumes of convex bodies) there exists a certain partition of the ambient space that
equiparts each of the given measures. One of the first measure partition results is the
well-known ham-sandwich theorem, which states that given any d measures in Rd, there
exists a hyperplane cut that equiparts each of the measures.
Convex partitions, i.e., partitions into convex subsets, have been studied intensively.
For example, Grünbaum asked in 1960 [40, Sec. 4 (v)], motivated by the ham-sandwich
theorem, whether any given measure in Rd can be cut by k affine hyperplanes into 2k
equal pieces. Hadwiger [42] and Ramos [70] asked an even more general question, that has
motivated a lot of research on convex partitions, see for example [15].
In Chapter 3 we give conditions under which for any finite collection of functions on the
set of convex partitions, there exists a partition of the Euclidean space into convex prisms
– products of convex sets of prescribed dimension, such that each of the functions gets
equalized. In particular, specifying these functions to be measures, we claim an existence
of a convex partition into prisms that equiparts each of the given measures. Similarly,
we consider partitions by regular linear fans, and we give conditions under which for any
finite collection of functions on the set of convex partitions, there exists a partition of
the ambient space by regular linear fans into convex subsets, such that each of the given
functions gets equalized on that partition. These two results are proved using theorems
about non-existence of certain equivariant maps, which are also provided in Chapter 3.
They are, however, proved using the Fadell–Husseini ideal valued cohomological index
theory [32].
Chapter 4 is motivated by the conjecture of Holmsen, Kynčl and Valculescu [45, Conj. 3]
on partitions of finite colored sets, such that each subset contains points of many colors.
We give a few analogous continuous results. Recall that the ham-sandwich theorem implies
that for given d measures in Rd, there exists a (convex) partition of Rd into two half-spaces
such that each of them has non-zero measure with respect to each of the d measures.
We consider convex partitions of Rd such that every subset in the partition has positive
measure with respect to at least c measures, even when c > d. The first result, which gives
a sufficient condition on the number of measures in Rd, such that there exists a convex
partition with such a property, has an elementary geometric proof. However, the next two
results have stronger statements – one gives, in addition, an equipartition of one of the
measures, and the other one gives an equipartition of the sum of the measures. It turns
out that topological methods are needed in order to prove the equipartition results. We
use a novel configuration space/test map scheme – for the first time the test space is the
union of an affine arrangement. Thus we show non-existence of equivariant maps from the
space of equipartitions into the union of an affine arrangement.
Next, Chapter 5 presents an application of the equivariant obstruction theory on a
question from functional analysis. The celebrated waist of the sphere theorem of Gromov
3[39, Sec. 1] states that for all integers n ≥ k ≥ 1 and for every continuous map f : Sn → Rk,
there exists a point z ∈ Rk such that the n-dimensional volume of the tubular neighborhood
f−1(z)+ε ⊆ Sn is at least as big as the n-dimensional volume of the tubular neighborhood
of an equatorial (n− k)-sphere Sn−k ⊆ Sn, for every ε > 0.
We prove that, if f is additionally Zp-equivariant for some prime p, and if the action of
Zp on Sn is free and an orientation preserving isometry, we can choose z to be the origin
in Rk, i.e., the volume of the tubular neighborhood of the inverse image f−1(0) is at least
as big as the volume of the tubular neighborhood of an equatorial (n − k)-sphere. The
proof follows the ideas of Gromov [39] and Memarian [60], and depends on the theorem
which claims that there is no equivariant map between the wreath product of classical
configuration spaces and a certain sphere. The non-existence of such a map is proved
using equivariant obstruction theory, and the necessary equivariant CW model for the
wreath product of configuration spaces is also developed in Chapter 5.
Finally, in Chapter 6 we get back to Grassmannians, where we consider their combin-
atorial analogues. More precisely, we study oriented matroid Grassmannians, also called
MacPhersonians, which were introduced by MacPherson [56], and firstly used by Gel’fand
and MacPherson in order to give a combinatorial formula for Pontrjagin classes [38]. An
oriented matroid Grassmannian is the order complex of the set of all oriented matroids
of given rank and number of elements, ordered by weak maps. Every MacPhersonian is
conjectured to be homotopy equivalent to the corresponding Grassmannian, which was
proved by Babson [7] for rank 2. For higher rank, this question is still open.
The results of Chapter 6 follow from substantial computations that we run in order
to construct MacPhersonians in rank 3 and 4. In particular, since the construction of
the MacPhersonian for all but smallest parameters is beyond computational limits, we
construct subcomplexes that are fixed under some group action. Then we are allowed to
use results of Floyd [34] and Chang & Skjelbred [26] that compare properties of a whole
topological space and of its invariant subspace. All examples that we were able to compute
support the conjecture.
In order to make this thesis approachable for the reader, we introduce the Fadell–
Husseini index theory [32] and the equivariant obstruction theory [30, Sec. II.3] in the




Grassmann polytopes and amplituhedra
In this chapter we present results from the paper Some more amplituhedra are contractible,
which is a joint work with Pavle V.M. Blagojević, Pavel Galashin and Günter M. Ziegler
[16].
Introduction and statement of the main result
Introduction
Let n and k be integers such that n ≥ k ≥ 1. If Matk,n denotes the space of all real k × n
matrices of rank k, then the real Grassmannian Gk(Rn) — the space of all k-dimensional
linear subspaces of Rn — can be defined as the orbit space Gk(Rn) = GLk \Matk,n. The
totally nonnegative part of the Grassmannian may be defined quite analogously:
Definition 2.1.1 (Postnikov [68, Sec. 3]). Let n ≥ k ≥ 1 be integers, let Mat≥0k,n be the
space of all real k×n matrices of rank k all whose maximal minors are nonnegative, and let
GL+k denote the group of all real k×k matrices with positive determinant, which acts freely
on Mat≥0k,n by matrix multiplication from the left. The totally nonnegative Grassmannian
G≥0k (Rn) is the orbit space G
≥0
k (Rn) = GL
+
k \Mat≥0k,n.
The totally nonnegative Grassmannian was introduced and studied by Postnikov in
2006 [68, Sec. 3], building on works by Lusztig [54] and by Fomin & Zelevinsky [35]. Sub-
sequently, the geometric and combinatorial properties of the totally nonnegative Grass-
mannian were studied intensively. Rietsch & Williams showed that the totally nonnegative
Grassmannian is contractible [72, Thm. 1.1]; an earlier argument by Lusztig [55, Sec. 4.4]
can also be adapted to prove the same. Galashin, Karp & Lam [36, Thm. 1.1] proved that
G≥0k (Rn) is indeed homeomorphic to a closed k(n− k)-dimensional ball.
In 2014, the physicists Arkani-Hamed & Trnka [5, Sec. 9] introduced the amplituhedra
as certain images of the totally nonnegative Grassmannians. They conjectured that their
geometry describes scattering amplitudes in some quantum field theories. For a gentle
introduction to amplituhedra in physics and mathematics consult [23]. Shortly after, Lam
introduced Grassmann polytopes [52], which generalize amplituhedra.
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Grassmann polytopes and amplituhedra
Postnikov [68, Def. 3.2, Thm. 3.5] defined a CW decomposition of the totally nonneg-
ative Grassmannian G≥0k (Rn) such that each cell, also called a positroid cell, is indexed by
the associated matroid – a positroid – of rank k on n elements, see also [69]. Moreover,
Rietsch & Williams [72] showed that the closures of positroid cells are contractible and
that their boundaries are homotopy equivalent to spheres.
Definition 2.1.2. Let k ≥ 1, m ≥ 0 and n ≥ k + m be integers, and let Z be a real
(k +m)× n matrix such that the induced map
Z˜ : G≥0k (R
n) −→ Gk(Rk+m)
given by
Z˜(span(V )) = span(V Z>) (2.1)
is well defined. Here V ∈ Mat≥0k,n, span denotes the row span of a matrix, and Z> is
the transpose of the matrix Z. The image Z˜(e¯) of a closed positroid cell e¯ in the CW
decomposition of the nonnegative Grassmannian G≥0k (Rn) is called a Grassmann polytope,
denoted by PZ(e). If e is the maximal cell, which for this CW decomposition means
e¯ = G≥0k (Rn), and all (k + m) × (k + m) minors of the matrix Z are positive, then the
Grassmann polytope PZ(e) is called an amplituhedron and is denoted by An,k,m(Z).
The previous definition in particular means that if v1, . . . , vk ∈ Rn are linearly inde-
pendent row vectors, then
Z˜(span{v1, . . . , vk}) = span{v1Z>, . . . , vkZ>}.
The map Z˜ is well defined if span(V Z>) is a k-dimensional subspace of Rk+m for every
V ∈ Mat≥0k,n. The fact that the map Z˜ is well defined when Z is a matrix with positive
maximal minors was established by Arkani-Hamed & Trnka in [5] and by Karp in
[50, Thm. 4.2]. Lam [52, Prop. 15.2], however, considers a larger class of matrices Z for
which the map Z˜ is still well defined.
The structure of the amplituhedron is known only in a few cases. The case m = 0
is trivial, whereas when m = 1 Karp & Williams [51, Cor. 6.18] have shown that the
amplituhedron is homeomorphic to a ball. For k = 1 the amplituhedron is a cyclic polytope
of dimensionm on n vertices [77], and for n = k+m the map Z is a linear isomorphism, and
consequently the amplituhedron is homeomorphic to the totally nonnegative Grassmannian
G≥0k (Rn), which is a ball by [36, Thm. 1.1]. Finally, Galashin, Karp & Lam [36, Thm. 1.2]
proved that the cyclically symmetric amplituhedra, amplituhedra arising from particularly
chosen matrices Z, are homeomorphic to balls whenever m is even. The topology of other
Grassmann polytopes is unknown.
Main results
Our first result gives a family of contractible Grassmann polytopes.
Theorem 2.1.3. Let k ≥ 1 and m ≥ 0 be integers, and let Z be a real (k+m)×(k+m+1)
matrix such that the map Z˜ : G≥0k (Rk+m+1) → Gk(Rk+m) is well defined. Then the
Grassmann polytope PZ(e) is contractible for every positroid cell e in the CW decomposition
of G≥0k (Rk+m+1).
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The proof of Theorem 2.1.3 relies on classical results of Smale [74, Main Thm.] and
Whitehead [85, Thm. 1].
The following is a consequence of Smale’s result [74, Main Thm.].
Theorem 2.1.4 (Smale). Let X and Y be path connected, locally compact, separable metric
spaces, and in addition let X be locally contractible. Let f : X −→ Y be a continuous
surjective proper map, that is, any inverse image of a compact set is compact. If for every
y ∈ Y the inverse image f−1({y}) is contractible, then the induced homomorphism
f# : pii(X) −→ pii(Y )
is an isomorphism for all i ≥ 0.
Recall that a continuous map f : X −→ Y between topological spaces X and Y
is a weak homotopy equivalence if the induced map on the path connected components
f# : pi0(X) −→ pi0(Y ) is bijective, and for every point x0 ∈ X and for every integer n ≥ 1
the induced map f# : pin(X,x0) −→ pin(Y, f(x0)) is an isomorphism.
Theorem 2.1.5 ([85, Thm. 1]). Let X and Y be topological spaces that are homotopy
equivalent to CW complexes. Then a continuous map f : X −→ Y is a weak homotopy
equivalence if and only if it is a homotopy equivalence.
Since Theorem 2.1.5 requires that spaces have the homotopy type of a CW complex,
the following theorem is a necessary ingredient in the proof of Theorem 2.1.3.
Theorem 2.1.6. Let k ≥ 1, m ≥ 0 and n ≥ k + m be integers, and let Z be a real
(k + m) × n matrix such that the map Z˜ is well defined. Then for every positroid cell
e in G≥0k (Rn), the Grassmann polytope PZ(e) is homotopy equivalent to a countable CW
complex. Moreover, if n = k+m+1, the Grassmann polytope PZ(e) is homotopy equivalent
to a finite CW complex.
In order to apply Theorem 2.1.4 to the map Z˜, we need to understand its fibers. Thus
we prove the following theorem.
Theorem 2.1.7. Let k ≥ 1 and m ≥ 0 be integers, and let Z be a real (k+m)×(k+m+1)
matrix such that the map Z˜ is well defined. Then for every positroid cell e and for every
point y ∈ PZ(e), the inverse image (Z˜|e¯)−1({y}) = Z˜−1({y})∩ e¯ under the restriction map
Z˜|e¯ : e¯ −→ PZ(e) is contractible.
The proof of Theorem 2.1.7 is postponed to the next section, whereas the proof of
Theorem 2.1.6 is given in Section 2.4. Here we show that Theorem 2.1.7 in combination
with Theorem 2.1.4 and Theorem 2.1.5 implies our main result.
Proof of Theorem 2.1.3. Let e be a positroid cell in the CW decomposition of G≥0k (Rk+m+1).
We apply Theorem 2.1.4 to the map Z˜ : e¯ −→ PZ(e). The spaces e¯ and PZ(e), as well
as the map Z˜, satisfy assumptions of Theorem 2.1.4. Furthermore, Theorem 2.1.7 implies
that for every y ∈ e¯, the fiber Z˜−1({y}) is contractible. Thus, from Theorem 2.1.4 we have
that the map Z˜ is a weak homotopy equivalence.
The closed positroid cell e¯ is a CW complex. Furthermore, the Grassmann polytope
PZ(e) is homotopy equivalent to a CW complex, by Theorem 2.1.6. Thus, from Theorem
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2.1.5 we conclude that the map Z˜ is a homotopy equivalence. Hence, the Grassmann
polytope PZ(e) is homotopy equivalent to the closed positroid cell e¯, which is contractible,
see [72].
In Theorem 2.1.6, we show that Grassmann polytopes are homotopy equivalent to CW
complexes, using classical topological results. However, an even stronger result holds.
Theorem 2.1.8. Every Grassmann polytope is a semialgebraic set. In particular, it admits
a triangulation.
Note that Theorem 2.1.8 claims that every Grassmann polytope PZ(e) can be triangu-
lated in a classical sense, thus there exists a simplicial complex T and a homeomorphism
T → PZ(e). This is, however, not a triangulation in terms of [52].
In particular, the above theorem gives an implicit answer to [52, Problem15.9], which
asks to describe a Grassmann polytope by inequalities. A related question in the case
m = 2 was investigated in [4]. We note that a very similar argument to ours was also given
by Arkani-Hamed, Bai & Lam in [3, Appendix J].
The proof of Theorem 2.1.8 is given in Section 2.5.
Theorem 2.1.3 in particular implies that all amplituhedra Ak+m+1,k,m(Z) are contract-
ible. Our next result shows that if in addition m is even, they are homeomorphic to balls.
Theorem 2.1.9. Let k ≥ 1 be an integer, let m ≥ 0 be an even integer, and let
Z ∈ Matk+m,k+m+1 be a matrix with all (k+m)× (k+m) minors positive. Then the amp-
lituhedron Ak+m+1,k,m(Z) induced by the matrix Z is homeomorphic to a km-dimensional
ball.
The proof of Theorem 2.1.9 is presented in Section 2.3. We remark that the combin-
atorics of the amplituhedron in the case n = k + m + 1 with m even has been recently
studied in detail in [37].
Acknowledgement
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Proof of Theorem 2.1.7
Let k ≥ 1,m ≥ 0 and n ≥ k +m be integers and let Z be a real (k +m)× n matrix such
that the map Z˜ is well defined. Since the action of the group GL+k on Mat
≥0
k,n is free, there
is a fibration
GL+k −→ Mat≥0k,n −→ G≥0k (Rn). (2.2)
The matrix Z, as in Definition 2.1.2, induces a map
Ẑ : Mat≥0k,n −→ Matk,k+m,
V 7−→ V Z>,
2.2 Proof of Theorem 2.1.7 9
which is again well defined, see for example [52, Prop. 15.2].





family of nonbases (dependent sets) of cardinality k of the matroid that defines the cell e.
The maximal minors of a k × n matrix are indexed by the set ([n]k ). Denote by Mat≥0k,n(e)
the set of all matrices V ∈ Mat≥0k,n whose minors indexed by elements of Ie are equal to
zero. Then every point in e¯ ⊆ G≥0k (Rn) is represented by a matrix in Mat≥0k,n(e), and the
row span of every such matrix lies in e¯. In other words, e¯ = GL+k \Mat≥0k,n(e). Thus the
restriction of the fibration (2.2) is a fibration
GL+k −→ Mat≥0k,n(e) −→ e¯. (2.3)
Note that if e is the maximal positroid cell, the set Mat≥0k,n(e) is the whole set Mat
≥0
k,n.
Denote by P̂Z(e) the image of the set Mat≥0k,n(e) under the map Ẑ. With a usual abuse
of notation, we consider maps Ẑ : Mat≥0k,n(e) −→ P̂Z(e) and Z˜ : e¯ −→ PZ(e). Then there





where vertical maps send any matrix to its row span.
The proof of Theorem 2.1.7 splits into the following two lemmas.
Lemma 2.2.1. Let k ≥ 1 and m ≥ 0 be integers, n = k + m + 1, and let Z be a real
(k + m) × n matrix such that the map Z˜ is well defined. Then for every positroid cell
e in the CW decomposition of G≥0k (Rn) and for every W ∈ P̂Z(e), the inverse image
Ẑ−1({W}) ⊆ Mat≥0k,n(e) is nonempty and convex.
Proof. The matrix Z induces a linear map
Rn −→ Rk+m (2.4)
v 7−→ vZ>,
where v ∈ Rn is a row vector. Since n = k + m + 1, the kernel of the map (2.4) is
1-dimensional. Fix a generator a ∈ Rn of that kernel.
Choose an arbitrary pointW ∈ P̂Z(e), and let U and V be any two points in Ẑ−1({W}).
Our goal is to show that for every λ ∈ [0, 1] the convex combination (1 − λ)U + λV also
belongs to Ẑ−1({W}).
Since UZ> = V Z> = W , the rows of the matrix V −U belong to ker(Z). Consequently,
there exists a row vector x ∈ Rk such that V − U = x>a, where a is also considered as a
row vector. Thus we have to show that for every λ ∈ [0, 1] the convex combination
(1− λ)U + λV = U + λx>a (2.5)
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belongs to the space Mat≥0k,n(e), this means that every k × k minor of the matrix (2.5)





of the matroid corresponding to e are equal to zero.
A k × k submatrix of the matrix (2.5) is of the formu1i1 + λx1ai1 . . . u1ik + λx1aik... ...




u11 . . . u1n... ...
uk1 . . . ukn
 , x = (x1 . . . xk), a = (a1 . . . an),
and 1 ≤ i1 < · · · < ik ≤ n. The matrix (2.6) can be transformed using row operations
into a matrix that contains the variable λ only in one row. Therefore, every k × k minor
of the matrix (2.5) is a polynomial of degree at most 1 in the variable λ. Since it takes
nonnegative values for λ = 0 and λ = 1, it is also nonnegative for all λ ∈ [0, 1]. Thus for
every λ ∈ [0, 1], the point (1 − λ)U + λV belongs to Mat≥0k,n. Similarly, if {i1, . . . , ik} is a
nonbasis of the matroid corresponding to e, then the determinant of the matrix (2.6) is
zero for λ = 0 and λ = 1, so it is a constant zero-polynomial, meaning that the matrix (2.5)
belongs to Mat≥0k,n(e) for every λ ∈ [0, 1]. Consequently the set Ẑ−1({W}) is convex.
Lemma 2.2.2. Let k ≥ 1,m ≥ 0 and n ≥ k + m be integers. For every positroid cell e
and for every W ∈ P̂Z(e), the inverse images
Ẑ−1({W}) ⊆ Mat≥0k,n(e) ⊆ Mat≥0k,n and Z˜−1({span(W )}) ⊆ e¯ ⊆ G≥0k (Rn)
are homeomorphic.
Proof. Let ϕ : Ẑ−1({W}) −→ Z˜−1({span(W )}) be defined by ϕ(U) = span(U), where
U ∈ Ẑ−1({W}), and span denotes the row span. We prove that ϕ is a homeomorphism.
Clearly, ϕ is continuous, so it suffices to find a continuous map
ψ : Z˜−1({span(W )}) −→ Ẑ−1({W}),
such that ϕ ◦ ψ is the identity map on Z˜−1({span(W )}) and ψ ◦ ϕ is the identity map on
Ẑ−1({W}). Let L ∈ Z˜−1({span(W )}). Then there exists a matrix K ∈ Mat≥0k,n(e) whose
rows span the subspace L. Since
span(KZ>) = span(W ),
there exists a unique C ∈ GLk such that KZ> = CW . Now define ψ as ψ(L) = C−1K. It
can be seen using the Cauchy-Binet formula that det(C) > 0. Thus, C−1K ∈ Mat≥0k,n(e).
Even though we have defined the map ψ using an arbitrarily chosen matrix K such that
span(K) = L, it can be checked directly that the definition of ψ does not depend on a
choice of K.
In order to prove that the map ψ is continuous, we need to show that the choice of
a matrix K can be made continuously on Z˜−1({span(W )}). The choice of a matrix K is
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equivalent to the choice of a positively oriented basis for the subspace L ⊆ Rn. Therefore,
we need a continuous section of the fiber bundle (2.3) restricted to the set Z˜−1({span(W )}).
Since the base space e¯ is contractible, the fiber bundle (2.3) is trivial. In particular, its
restriction on Z˜−1({span(W )}) is also trivial, so it admits a continuous section. Therefore,
the bases for elements of Z˜−1({span(W )}) can be chosen continuously. On the other hand,
the matrix C is a solution of the linear system KZ> = CW , which depends continuously
on K, thus it also depends continuously on L.
Lastly,
ϕ(ψ(L)) = ϕ(C−1K) = span(C−1K) = span(K) = L,
holds for every L ∈ Z˜−1({span(W )}), and
ψ(ϕ(U)) = ψ(span(U)) = C−1U,
for every U ∈ Ẑ−1({W}), where C is the unique k × k matrix such that
W = Ẑ(U) = UZ> = CW,
hence C is the identity matrix.
Finally, Lemma 2.2.1 and Lemma 2.2.2 complete the proof of Theorem 2.1.7.
Proof of Theorem 2.1.9
Let k ≥ 1, m ≥ 0 and n ≥ k +m be integers, and suppose in addition that m is even. Let
S ∈ GLn be given by
S(x1, . . . , xn) = (x2, . . . , xn, (−1)k−1x1).
Denote by Z0 ∈ Matk+m,n the matrix whose rows are the eigenvectors of the matrix
S+S> that correspond to the largest k+m eigenvalues. It was shown in [36, Lemma 3.1]
that all (k + m) × (k + m) minors of the matrix Z0 are positive, thus it defines an amp-
lituhedron An,k,m(Z0), called cyclically symmetric amplituhedron. Galashin, Karp & Lam
[36, Thm. 1.2] showed that An,k,m(Z0) is homeomorphic to a closed km-dimensional ball
whenever the parameter m is even.
We conclude the proof of Theorem 2.1.9 by showing that the amplituhedra An,k,m(Z)
and An,k,m(Z0) are homeomorphic.
From [50, Cor. 1.12(ii)] we know that entries of every nonzero vector of ker(Z0) and of
ker(Z) are nonzero, and they alternate in sign. Since n = k+m+1, the kernels of matrices
Z and Z0 are 1-dimensional. Let a = (a1, . . . , an) ∈ Rn be a generator of the kernel of Z
and let b = (b1, . . . , bn) ∈ Rn be a generator of the kernel of Z01. Choose them in such a
way that a1 and b1 have the same sign. Consequently, for every 1 ≤ i ≤ n, the entries ai
and bi have the same sign. Let D be an n× n diagonal matrix D = diag(a1b1 , . . . , anbn ). The
matrix ZD has the same kernel as the matrix Z0, and since the diagonal entries of the
matrix D are positive, all maximal minors of the matrix ZD are positive. The fact that
the matrices ZD and Z0 have the same kernel implies that they have the same row spans,
as well. In particular, there exists a matrix C ∈ GL+k+m such that Z0 = CZD.
1It follows from the cyclic symmetry of Z0 that bi = (−1)i−1 for 1 ≤ i ≤ n. See [36] for details.
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Multiplication by D on the right gives a homeomorphism D̂ : Mat≥0k,n −→ Mat≥0k,n, which
induces a homeomorphism D˜ : G≥0k (Rn) −→ G≥0k (Rn). Furthermore, multiplication by C>
on the right gives a homeomorphism Ĉ : Matk,k+m −→ Matk,k+m, thus the induced map
C˜ : Gk(Rk+m) −→ Gk(Rk+m) is also a homeomorphism. Hence, we obtain the commutative






k (Rn) Gk(Rk+m) Gk(Rk+m).
D̂ Ẑ Ĉ
D˜ Z˜ C˜
The image of the composition C˜ ◦ Z˜ ◦ D˜ of the maps in the lower row of the diagram
is the cyclically symmetric amplituhedron An,k,m(Z0) and the image of the map Z˜ is
the amplituhedron An,k,m(Z). Since the maps C˜ and D˜ are homeomorphisms, these two
amplituhedra are homeomorphic. Finally, the fact that the cyclically symmetric amp-
lituhedron An,k,m(Z0) is homeomorphic to a km-dimensional ball [36, Thm. 1.2], when m
is even, concludes the argument that every amplituhedron An,k,m(Z) is homeomorphic to
a km-dimensional ball whenever n = k +m+ 1 and m is even.
Proof of Theorem 2.1.6
Let e be a positroid cell in the nonnegative Grassmannian G≥0k (Rn), and let Z be a matrix
that defines the Grassmann polytope PZ(e). By [61, Thm. 1], the Grassmann polytope
PZ(e) has the homotopy type of a countable CW complex if and only if it has the homotopy
type of an absolute neighborhood retract (ANR). Furthermore, by [22, p. 240] the space
PZ(e) is an ANR if it is compact and locally contractible, see also [43, p. 389]. Since the
closed positroid cell e¯ is compact, the Grassmann polytope PZ(e) is also compact. Thus,
it remains to show that PZ(e) is locally contractible.
Applying the Gram-Schmidt orthogonalization on the fibration (2.3), we obtain a fibra-
tion
SO(k) −→ E1 −→ e¯, (2.7)
where the total space E1 is a subspace of the orthonormal Stiefel manifold. Similarly, we
obtain a fibration
SO(k) −→ E2 −→ PZ(e). (2.8)





where the horizontal maps are induced by the matrix Z, and the vertical maps send any
frame to its span.
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By [31, p. 81], every Euclidean neighborhood retract (ENR) is locally contractible. On
the other hand, if E2 is an SO(k)-ENR, then the orbit space PZ(e) is an ENR,
[30, Prop. II.8.9]. Finally, since E2 is a compact space with a free SO(k)-action, it is an
SO(k)-ENR, [47, Thm. 2.1], which completes the argument that the Grassmann polytope
PZ(e) has a homotopy type of a countable CW complex.
Finally, if n = k+m+1 by Theorem 2.1.7 and Theorem 2.1.4, PZ(e) is simply connected,
so by [61, Prop. 1 + Remark] it is homotopy equivalent to a finite CW complex.
Proof of Theorem 2.1.8
Let e be a positroid cell in the CW decomposition of the nonnegative Grassmannian




, and consider the Veronese embedding
ν : RPd−1 −→ Rd×d
that maps every point x = (x1 : . . . : xd) ∈ RPd−1 to the matrix(
xixj




The embedding ν maps every linear line x ∈ Rd to the matrix of the projection Rd → x.
Consider also the map
ν : Rd −→ Rd×d
given by
(x1, . . . , xd) 7−→
(
xixj




Now we obtain the commutative diagram of spaces and maps
Mat≥0k,n Matk,k+m Rd \ {0} Rd×d






where γ : Gk(Rk+m) −→ RPd−1 is the Plücker embedding, γ : Matk,k+m −→ Rd \{0} maps
every matrix to the tuple of its k × k minors, and pi : Rd \ {0} −→ RPd−1 is the quotient
map.
Since the Grassmann polytope PZ(e) is embedded into RPd−1 via γ, and the projective
space RPd−1 is embedded in Rd×d via ν, we show that ν(γ(PZ(e))) is semialgebraic. The
commutativity of the diagram above implies that
ν(γ(PZ(e))) = ν(pi(γ(P̂Z(e)))) = ν(γ(P̂Z(e))) = ν(γ(Ẑ(Mat≥0k,n(e)))).
The set Mat≥0k,n(e) ⊆ Rk×n is semialgebraic. Since the map Ẑ is multiplication by a matrix,
the set P̂Z(e) is also semialgebraic. Furthermore, every coordinate of the map γ is given
by a polynomial, thus γ(P̂Z(e)) ⊂ Rd \ {0} is semialgebraic, as well. Finally, the map
ν : Rd → Rd×d is a regular rational map, thus it maps semialgebraic sets to semialgebraic
sets, see [28, Sec. 2.2.1].

Chapter 3
Equipartitions by prisms and regular fans
Results in this chapter are joint with Pavle V.M. Blagojević.
Introduction
Partitions of measures are classical, well-studied, but still very challenging problems. For
example, the ham-sandwich theorem, proved by Banach in 1938, claims that every collec-
tion of d measures in Rd can be simultaneously partitioned into halfs by one hyperplane
cut. In 1960 Grünbaum [40, Sect. 4(v)] asked, whether any proper convex body in Rd can
be divided by d affine hyperplanes into 2d pieces of equal volume. A positive answer in the
plane follows by a direct application of the ham-sandwich theorem. Hadwiger answered
this question positively in [42] for d = 3, whereas Avis [6] gave a negative answer for d ≥ 5.
The case d = 4 is still a hard open problem.
Here we consider two naturally related problems – partitions of the Euclidean space
into prisms on the one hand, and partitions by regular linear hyperplane fans on the other
hand.
Definition 3.1.1. An ordered collection of subsets (C1, . . . , Cp) of Rd is a partition of Rd
into p subsets if
(1) ⋃pj=1Cj = Rd,
(2) int(Cj) 6= ∅ for every 1 ≤ j ≤ p, and
(3) int(Cj) ∩ int(Ck) = ∅ for all 1 ≤ j < k ≤ p.
A partition (C1, . . . , Cp) is called convex if all subsets C1, . . . , Cp are convex.
Definition 3.1.2. Let d1, . . . , dk ≥ 1 andm ≥ 0 be integers. A prism in Rd1×· · ·×Rdk×Rm
is a product
C1 × · · · × Ck × Rm ⊆ Rd1 × · · · × Rdk × Rm,
where each Ci ⊆ Rdi is convex. A partition of Rd1 × · · · × Rdk × Rm into pk prisms is a
family of prisms
(Cj11 × · · · × Cjkk × Rm)1≤j1≤p,...,1≤jk≤p,
where (C1i , . . . , C
p
i ) is a convex partition of Rdi into p subsets, for every 1 ≤ i ≤ k. Denote
by PP(d1, . . . , dk; p) the set of all partitions of Rd1 ×· · ·×Rdk ×Rm into pk prisms. In case
when d1 = · · · = dk, we use a simplified notation PP(d, k, p).
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An example of a prism and a partition into prisms for k = 2,m = 0, d1 = 2, d2 = 1 and
p = 5 is given in Figure 3.1 and Figure 3.2. Figure 3.1 shows convex partitions of R2 and
R, and one prism in R3 = R2×R induced by them. Moreover, Figure 3.2 shows a partition
of R2 × R into 25 prisms.
In this chapter we consider only partitions of Rd1 × · · · ×Rdk ×Rm into prisms, where
all spaces Rd1 , . . . ,Rdk are partitioned into exactly p convex subsets. One could, however,
apply the same methods on more general partitions, such that the spaces Rd1 , . . . ,Rdk are
not necessarily partitioned into the same number of subsets.
Since prisms are convex subsets of Rd1 × · · · ×Rdk ×Rm, every partition into prisms is
a convex partition. The space C(Rd, n) of all convex partitions of the Euclidean space Rd
into n convex pieces was endowed with a metric by León and Ziegler in [53]. Therefore,
we can see PP(d1, . . . , dk; p) as a topological space with the topology inherited from the












Figure 3.1: A convex partition of R2 into 5 subsets, a convex partition of R into 5 subsets,
and a prism in R2 × R.
Example 3.1.3. For k = 1 every convex partition (C1, . . . , Cp) of Rd gives a partition
(C1 × Rm, . . . , Cp × Rm)
of Rd × Rm into p prisms.
Example 3.1.4. The hyperplane arrangement of k coordinate hyperplanes in Rk partitions
Rk = R× · · · × R into 2k prisms. The convex subsets C1i and C2i that partition R are the
ray of nonnegative and the ray of nonpositive real numbers.
The group Zp acts on a partition (C1, . . . , Cp) of Rd by cyclically permuting the sets
g · (C1, . . . , Cp) = (Cg+1, . . . , Cg+p),
where the addition of indices is done modulo p.
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Figure 3.2: A partition of R3 = R2 × R into 25 prisms.
Let Zkp ∼= G1 × · · · × Gk be an elementary abelian group, where G1 ∼= · · · ∼= Gk ∼= Zp.
Then there is a Zkp-action on PP(d1, . . . , dk; p) defined on every partition
(Cj11 × · · · × Cjkk × Rm)1≤j1≤p,...,1≤jk≤p ∈ PP(d1, . . . , dk; p) by
(g1, . . . , gk) · (Cj11 × · · · × Cjkk × Rm) = (Cg1+j11 × · · · × Cgk+jkk × Rm),
for every (g1, . . . , gk) ∈ G1 × · · · ×Gk and every 1 ≤ j1, . . . , jk ≤ p, where the addition of
indices is modulo p.
The symmetric group Spk acts on Rp
k by permuting coordinates. This action induces a
Zkp-action on Rp
k via the regular embedding (reg) : Zkp → Spk [1, Ex. 2.7, page 100], which
is given by the left translation action of Zkp on itself, so that to each element g ∈ Zkp we
associate permutation Lg : Zkp → Zkp from Spk given by Lg(x) = g + x.
Now we are ready to state the first result of this chapter.
Theorem 3.1.5. Let d ≥ 1, k ≥ 1, r ≥ 1 and m ≥ 0 be integers, and let p be a prime
such that d > rpk−1 with at least one of the following conditions satisfied
(a) p = 2, or
(b) 4 divides p− 1, or
(c) k is even, or
(d) r is even.
For every collection F1, . . . , Fr : PP(d, k, p) → Rpk of continuous Zkp-equivariant maps,
and for every absolutely continuous probability measure µ on Rd, there exists a partition
(Cj11 × · · · × Cjkk × Rm)1≤j1≤p,...,1≤jk≤p ∈ PP(d, k, p) of





18 Chapter 3 Equipartitions by prisms and regular fans
for every 1 ≤ i ≤ k, 1 ≤ j ≤ p, and such that all functions F1, . . . , Fr equalize on the
partition (Cj11 × · · · × Cjkk × Rm)1≤j1≤p,...,1≤jk≤p, this means that each function takes the
same value on all prisms in the partition.
If we choose functions F1, . . . , Fr to be finite absolutely continuous probability measures
on Rkd+m, then Theorem 3.1.5 becomes a measure partition result saying that for every
collection of finite absolutely continuous measures µ1, . . . , µr on Rkd+m, there exists a
partition (Cj11 × · · · × Cjkk × Rm)1≤j1≤p,...,1≤jk≤p ∈ PP(d, k, p) of Rd × · · · × Rd × Rm into
pk prisms such that




for every prism Cj11 ×· · ·×Cjkk ×Rm in the partition (Cj11 ×· · ·×Cjkk ×Rm)1≤j1≤p,...,1≤jk≤p
and for every 1 ≤ s ≤ r.
The case k = 1, m = 0 and r = d of Theorem 3.1.5, with F1 being a finite abso-
lutely continuous probability measure on Rd (volume, for example), is the problem posed
by Nandakumar and Ramana Rao [65], that has been answered positively whenever the
number of subsets in the partition of Rd is a prime power, see [49] and [21, Thm. 1.3].
A closed half-hyperplane in Rd is the set
Hv = {x ∈ H | 〈x, v〉 ≥ 0},
for some hyperplaneH ⊂ Rd and some vector v ∈ H. Its boundary is the (d− 2)-dimensional
linear space
{x ∈ H | 〈x, v〉 = 0}.
Our second result considers partitions of the Euclidean space by regular linear p-fans.
Definition 3.1.6. Let p ≥ 2 be an integer. A p-fan in Rd is the union of p closed half-
hyperplanes in Rd with a common boundary. A p-fan is called regular if the angle between
any two successive half-hyperplanes is 2pip , and it is called linear if the origin is contained
in the common boundary of the half-hyperplanes.
Note that a regular 2-fan in Rd is just a hyperplane in Rd.
For every p ≥ 2 a regular p-fan Q partitions Rd into p convex pieces C1, . . . , Cp. A
collection of k regular fans (Q1, . . . , Qk) partitions Rd into pk convex subsets, some of
them being possibly empty, as follows: If a p-fan Qi partitions Rd into p convex subsets
C1i , . . . , C
p
i , for every 1 ≤ i ≤ k, then the collection of subsets (Cj11 ∩· · ·∩Cjkk )1≤j1≤p,...,1≤jk≤p
is a convex partition of Rd into pk subsets.
Definition 3.1.7. Denote by LFP(d, k, p) the set of all partitions of the Euclidean space
Rd by k regular linear p-fans.
Similarly as before, the space LFP(d, k, p) is a subspace of the metric space C(Rd, pk) of
all convex partitions of Rd into pk pieces, thus it is equipped with the inherited topology.
There is a Zkp-action on the space LFP(d, k, p). Let again Zkp ∼= G1 × · · · × Gk be an
elementary abelian p-group, where G1 ∼= · · · ∼= Gk ∼= Zp. Then the action is given on every
partition (Cj11 ∩ · · · ∩ Cjkk )1≤j1≤p,...,1≤jk≤p ∈ LFP(d, k, p) by
(g1, . . . , gk) · (Cj11 ∩ · · · ∩ Cjkk ) = (Cg1+j11 ∩ · · · ∩ Cgk+jkk ),
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for every (g1, . . . , gk) ∈ Zkp and for every 1 ≤ j1, . . . , jk ≤ p, where the addition of indices
is modulo p.
Since a hyperplane is a regular 2-fan, one can consider partitions by regular q-fans as a
generalization of the Grünbaum–Hadwiger–Ramos mass partition problem, see for example
the results of Simon [73] in the complex space. Our next result gives equipartitons of the
real Euclidean space by regular linear fans.
Theorem 3.1.8. Let d, k, r ≥ 1 and m ≥ 0 be integers and let p ≥ 2 be a prime such
that d > rp
k−1(p−1)
2 . Additionally, assume that at least one of the following conditions is
satisfied
(a) p = 2, or
(b) 4 divides p− 1, or
(c) k is even, or
(d) r is even.
Then for every collection F1, . . . , Fr : LFP(2d, k, p) −→ Rpk of continuous Zkp-equivariant
maps, there exists a partition (Cj11 ∩ · · · ∩ Cjkk )1≤j1≤p,...,1≤jk≤p ∈ LFP(2d, k, p) of R2d by
k regular linear p-fans into pk convex subsets such that each of the functions F1, . . . , Fr
equalizes on the partition (Cj11 ∩ · · · ∩Cjkk )1≤j1≤p,...,1≤jk≤p, that is, every Fj takes the same
value on each convex subset in the partition.
Again, choosing the functions F1, . . . , Fr to be finite absolutely continuous measures,
Theorem 3.1.8 translates into a measure partition result: Given any collection µ1, . . . , µr
of finite absolutely continuous measures in R2d, there is a partition
(Cj11 ∩ · · · ∩ Cjkk )1≤j1≤p,...,1≤jk≤p ∈ LFP(2d, k, p) of R2d by k regular linear p-fans into pk
convex subsets such that




for every 1 ≤ j1, . . . , jk ≤ p and every 1 ≤ s ≤ r.
Solutions to partition problems have often been obtained using tools from algebraic
topology. Here we first develop configuration space/test map (CS/TM) schemes in Section
3.2, in order to move from a partition problem to a question of non-existence of equivariant
maps, which is then answered in Section 3.4 using the ideal-valued index theory of Fadell
and Husseini [32].
From convex partitions to equivariant topology
In this section we develop CS/TM schemes in order to prove Theorems 3.1.5 and 3.1.8.
They will lead to statements about non-existence of equivariant maps, Theorem 3.2.3 and
Theorem 3.2.4, which will be proved in Section 3.4.
Convex partitions into prisms
In order to partition Rkd+m into pk prisms, it is necessary to partition each copy of Rd into
p convex sets. Following [21], denote by EMP(µ, p) the set of convex partitions of Rd into
p subsets that equipart the measure µ on Rd.
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Definition 3.2.1. LetX be a topological space and let p ≥ 1 be an integer. A configuration
space is the set of all p-tuples of pairwise disjoint points in X:
Conf(X, p) = {(x1, . . . , xp) ∈ Xp | xi 6= xj for every i 6= j}.
Blagojević and Ziegler [21, Sec. 2] showed the existence of an Sp-equivariant map
Conf(Rd, p) −→ EMP(µ, p),
thus every point in the configuration space Conf(µ, p) defines a convex equipartition of the
measure µ in Rd.
Additionally, we need the following definition.
Definition 3.2.2. Let d ≥ 2. Denote by Wd the orthogonal complement of the diagonal
in Rd:
Wd = {(x1, . . . , xd) ∈ Rd | x1 + · · ·+ xd = 0}.
It is a (d− 1)-dimensional linear subspace of Rd.
Now we are ready to develop the CS/TM scheme for equipartitions by prisms.
Since every point in Conf(Rd, p) defines a partition of Rd into p convex sets that are
in addition equipartitons of the measure µ, the product Conf(Rd, p)×k can be embedded
into PP(d, k, p), and it represents needed partitions. Moreover, the space Conf(Rd, p)×k
inherits the Zkp-action. The group Zkp acts on Conf(Rd, p)×k in such a way that each copy
of Zp cyclically permutes the p points in Rd that define an element of the configuration
space Conf(Rd, p).
Define functions G1, . . . , Gr : PP(d, k, p) −→Wpk ⊂ Rpk as
Gs
(
(Cj11 ×· · ·×Cjkk ×Rm)1≤j1≤p,...,1≤jk≤p
)
:=(






Fs(Cj11 × · · · × Cjkk × Rm)
)
1≤a1≤p,...,1≤ak≤p,
for every 1 ≤ s ≤ r and every partition (Cj11 × · · · × Cjkk × Rm)1≤j1≤p,...,1≤jk≤p of Rkd+m
into pk prisms. In other words, for a partition
P = (Cj11 × · · · × Cjkk × Rm)1≤j1≤p,...,1≤jk≤p ∈ PP(d, k, p),
the value of the coordinate (a1, . . . , ak) of Gs equals the value of Fs on the prism
Ca11 × · · · × Cakk × Rm with the average value of Fs on the whole partition P subtracted.
The maps G1, . . . , Gr are Zkp-equivariant by construction. Moreover, Gs(P ) = 0 ∈ Wpk if
and only if the value of the function Fs is the same on every prism of the partition P , for
every 1 ≤ s ≤ r.
Assume now that the statement of Theorem 3.1.5 does not hold. More precisely, assume
that for every partition P ∈ PP(d, k, p), at least one of the functions F1, . . . , Fr does not
equalize on P . This, in particular, means that the image of the function
G = (G1, . . . , Gr) : PP(d, k, p) −→W⊕rpk
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does not hit the origin 0 ∈ W⊕r
pk
. After restricting the domain to Conf(Rd, p)×k and
composing the map G with the projection to the unit sphere in the linear space W⊕r
pk
, we
obtain a Zkp-equivariant map
Conf(Rd, p)×k −→ S(W⊕r
pk
). (3.1)
However, we will show in Theorem 3.2.3 that such a map cannot exist. Thus, the proof
of Theorem 3.1.5 follows from the CS/TM scheme above and from Theorem 3.2.3.
Theorem 3.2.3. Let d ≥ 2, k ≥ 1 and r ≥ 1 be integers and let p be a prime. If d > rpk−1
and one of the following conditions is satisfied
(a) p = 2, or
(b) 4 divides p− 1, or
(c) k is even, or
(d) r is even,
then there is no Zkp-equivariant map Conf(Rd, p)×k −→ S(W⊕rpk ).
The proof of Theorem 3.2.3 is be given in Section 3.4.
Convex partitions by regular linear fans
In this section we develop a CS/TM scheme that leads to a proof of Theorem 3.1.8.
Let us first consider the case when p ≥ 3 is a prime. Every point in the sphere S2d−1
defines a regular linear p-fan in R2d. Indeed, each point q ∈ S2d−1 ⊂ R2d is a normal
vector of an oriented hyperplane Hq in R2d. Since we can see S2d−1 as the join (S1)∗d of
d copies of the unit circle, the group Zp acts on S2d−1 by simultaneously acting on each
copy of S1 by rotations. Denote by q1 = q, q2, . . . , qp the points of S2d−1 that are in the
orbit of q, where qi+1 = g · qi, for every i ∈ Zp, where g = 1 is the generator of Zp seen
as an additive group. The points q1, . . . , qp define p linear hyperplanes Hq1 , . . . ,Hqp in Rd
whose intersection is a linear (d − 2)-dimensional subspace V of Rd. The union of these
hyperplanes can be seen as
p⋃
i=1
Hqi = U × V ⊂ R2 × V ∼= R2d,
where U is the union of p lines in V ⊥, the orthogonal complement of V . Denote by `i the
line Hqi ∩ V ⊥ ⊂ U , for every 1 ≤ i ≤ p. It is not hard to see that the points q1, . . . , qp lie
on a circle in V ⊥, and that the vector defined by qi is orthogonal to the line `i, for every
1 ≤ i ≤ p. Consequently, the points q1, . . . , qp define orientations of lines `1, . . . , `p, and
the angle between any two consecutive lines is exactly pip . An example for p = 3 is shown
in Figure 3.3(a). Moreover, the order of points q1, . . . qp on the unit circle in V ⊥ defines an
orientation of V ⊥. If we consider each line `i as a union of two half-lines emanating from
the origin, then the line arrangement (`1, . . . , `p) defines two regular linear p-fans in V ⊥,
one of them having the positive and one of them having the negative orientation, as shown
in Figure 3.3(b). Choose the one with the positive orientation and denote by `+1 , . . . , `+p its
half-lines, Figure 3.3(c). Then `+i ×V ⊂ Hqi is a half-hyperplane and the half-hyperplanes
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`+1 × V, . . . , `+p × V define a regular linear p-fan in R2d. Furthermore, this construction is
Zp-invariant.
Using the above construction, we obtain a Zkp-equivariant map
(S2d−1)k −→ LFP(2d, k, p) (3.2)
from the product of spheres into the space of all partitions of R2d by k regular linear p-fans.
We are now ready to develop the CS/TM scheme needed for proving Theorem 3.1.8 in
the case when p ≥ 3.
Let F1, . . . , Fr : LFP(2d, k, p) −→ Rpk be continuous Zkp-equivariant maps. Define maps
G1, . . . , Gr : LFP(2d, k, p) −→Wpk ⊂ Rpk as
Gs
(
(Cj11 ∩ · · · ∩ Cjkk )1≤j1≤p,...,1≤jk≤p
)
=(






Fs(Cj11 ∩ · · · ∩ Cjkk )
)
1≤a1≤p,...,1≤ak≤p,
for every partition (Cj11 ∩· · ·∩Cjkk )1≤j1≤p,...,1≤jk≤p ∈ LFP(2d, k, p) and for every 1 ≤ s ≤ r.
In other words, the map Gs is obtained from the map Fs by subtracting coordinatewise
the average of Fs on all pieces of the partition. Furthermore, define a map
G = (G1, . . . , Gr) : LFP(2d, k, p)→W⊕rpk .
Since the maps G1, . . . , Gr are Zkp-equivariant, the map G is Zkp-equivariant, as well. Note
that the image of a partition under G is zero in W⊕r
pk
if and only if all functions F1, . . . , Fr
equalize on that partition.
Assume now that the statement of Theorem 3.1.8 is false, thus assume that there are
functions F1, . . . , Fr such that there is no partition in LFP(2d, k, p) on which all of them
equalize. For such functions F1, . . . , Fr, we obtain a Zkp-equivariant function
G : LFP(2d, k, p) → W⊕r
pk
\ {0}. After composing with a retraction to the unit sphere in
W⊕r
pk




Let us for the sake of completeness consider the case when p = 2. Every regular
linear convex 2-fan is a linear hyperplane. Since every point of the sphere S2d−1 defines
an oriented hyperplane in Rd, we can identify the space LFP(2d, k, 2) with (S2d−1)×k.





Non-existence of maps (3.3) and (3.4) will be shown in Theorem 3.2.4, which yields a
contradiction. Therefore, the above CS/TM scheme together with Theorem 3.2.4 yields
the proof of Theorem 3.1.8.
Theorem 3.2.4. Let d ≥ 2, k ≥ 1 and r ≥ 1 be integers and let p be a prime. If
d > rp
k−1(p−1)
2 and one of the following conditions is satisfied
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(a) p = 2, or
(b) 4 divides p− 1, or
(c) k is even, or
(d) r is even,
then there is no Zkp-equivariant map (S2d−1)×k →Zkp S(W⊕rpk ).
The proof of Theorem 3.2.4 is postponed to Section 3.4.
Remark 3.2.5. The choice of the sphere S2d−1 as a configuration space is not optimal.
Regular linear fans in R2d can as well be parametrized by the Stiefel manifold V2(R2d),
whose cohomological index can be computed from the work of Makeev [57], and which
turns out to give more optimal results. We thank the referee Roman Karasev, and invite
the reader to see the subsequent paper for more details.
The Fadell–Husseini index of the sphere S(W⊕rpk )
In order to prove Theorem 3.2.3 and Theorem 3.2.4, we use the Fadell-Husseini ideal valued
index theory, see the original paper by Fadell and Husseini [32] and Appendix B of this
thesis for more details.
Let Y be a space with an action of a finite group G, and let R be a commutative ring
with unit. The Fadell–Husseini index of Y with respect to the group G and coefficients
R is the kernel ideal of the map in equivariant cohomology induced by the G-equivariant
map pY : Y → pt
IndexG(Y ;R) = ker
(




H∗(BG,R) −→ H∗(EG×G Y,R)
)
.




For the purposes of this chapter, the group G will be Zkp and the ring R will be the




);Fp) is an ideal in H∗(Zkp;Fp), the cohomology of the group
Zkp with coefficients in the field Fp, that is given by:
H∗(Zk2;F2) = F2[t1, . . . , tk], deg(ti) = 1,
H∗(Zkp;Fp) = Fp[t1, . . . , tk]⊗ Λ[e1, . . . , ek], deg(ei) = 1, deg(ti) = 2, if p is odd,
where Λ[e1, . . . , ek] denotes the exterior algebra generated by the elements e1, . . . , ek.
The next lemma follows from the work of Mann &Milgram [58], see also [18, Sect. 7.2.3].




);Fp) of the sphere S(W⊕rpk ) with respect to the group Z
k
p is generated by





(α1t1 + · · ·+ αktk), for p = 2, ∏
(α1,...,αk)∈Fkp\{0}
(α1t1 + · · ·+ αktk)
 12 , for p ≥ 3.
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The aim of the following lemma is to understand the polynomial ζr.
Lemma 3.3.2. Let k ≥ 1 and r ≥ 1 be integers and let p be a prime. If
(a) p = 2, or
(b) 4 divides p− 1, or
(c) k is even, or
(d) r is even,














with a non-zero coefficient.




(α1t1 + · · ·+ αktk)r
contains the monomial tr1tr·22 . . . tr2
k−1
k with a coefficient 1.










T kp = {(α1, . . . , αk) ∈ Fkp\{0} | 0 6= αi < p/2 and αi+1 = · · · = αk = 0 for some 1 ≤ i ≤ k}.
For (α1, . . . , αk) ∈ Fkp \ {0} the following holds:
(α1, . . . , αk) ∈ T kp if and only if (p− α1, . . . , p− αk) /∈ T kp .























where the computations are modulo p.
3.4 Proofs 25
Therefore, the Fadell-Husseini index of the sphere S(W⊕r
pk
















(α1t1 + · · ·+ αktk)r.











k with a coefficient that
















k in the polynomial ζr is not zero.





±trσ(1)tr·pσ(2) . . . trp
k−1
σ(k) ,
where the summation is over all permutations σ of the set {1, . . . , k}.




k = 2 and r = 1.
Lemma 3.3.4. Let p ≥ 3 be a prime.






2 in the polynomial ζ, the
generator of the index IndexZ2p(S(Wp2);Fp), is not equal to zero.






2 in the polynomial ζ,
the generator of the index IndexZ2p(S(Wp2);Fp), is not equal to zero.



















2 − tp−11 )
p−1
2 .






2 has a non-zero coefficient in ξ. Similarly, if 4 | p+ 1,






2 in ξ is not zero.
Proofs
As it has already been mentioned , we prove Theorem 3.2.3 and Theorem 3.2.4 using the
Fadell–Husseini index theory [32]. The key ingredient turns out to be its monotonicity
property.
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Proposition 3.4.1 (Monotonicity of the Fadell–Husseini index, [32, Sect. 2]). Let G be a
finite group, R be a commutative ring with unit, and let X and Y be two spaces with a
G-action. If there is a G-equivariant map f : X → Y , then
IndexG(Y ;R) ⊆ IndexG(X;R).
In order to prove Theorem 3.2.3, we need to compare the Fadell–Husseini index of
the product of configuration spaces to the Fadell–Husseini index of the sphere S(W⊕r
pk
).
Blagojević, Lück and Ziegler computed the Fadell–Husseini index of the configuration space
[18, Thm. 6.1], which together with the product formula [32, Cor. 3.2] yields the following.
















1 , . . . , t
(d−1)(p−1)
2 +1
k 〉, if p ≥ 3,
where t1, . . . , tk, e1, . . . , ek are generators of H∗(Zkp;Fp).
Now we have assembled all ingredients needed for the proof of Theorem 3.2.3.
Proof of Theorem 3.2.3. If there is a Zkp-equivariant map Conf(Rd, p)×k → S(W⊕rpk ), then
by Proposition 3.4.1, the index of the sphere S(W⊕r
pk
) is a subideal of the index of the









);Fp) contains the polynomial ζr, and if the integers p, k and r











k , by Lemma 3.3.2. If d > rpk−1, then by Lemma 3.4.2 the poly-
nomial ζr does not belong to the ideal IndexZkp(Conf(R
d, p)×k;Fp), which concludes the
proof.
Similarly as above, in order to prove Theorem 3.2.4, we compare the index of the
product of spheres (S2d−1)×k to the index of the sphere S(W⊕r
pk
).




〈t2d1 , . . . , t2dk 〉, if p = 2,
〈td1, . . . , tdk〉, if p ≥ 3,
where t1, . . . , tk are generators of H∗(Zkp;Fp).






which follows from Lemma 3.3.1, Lemma 3.3.2 and Lemma 3.4.3.
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Remark 3.4.4. If k = 2 and r = 1, one can relax bounds on d in Theorem 3.2.3 and
Theorem 3.2.4, and consequently in Theorem 3.1.5 and Theorem 3.1.8, using Lemma 3.3.4.
In particular, the statements of Theorem 3.1.5 and Theorem 3.2.3 are true under the
following conditions: k = 2, r = 1, p ≥ 3 is a prime, and
(a) d ≥ p+52 , or
(b) 4 | p− 1 and d ≥ p+32 .
On the other hand, the statements of Theorem 3.1.8 and Theorem 3.2.4 are true under
the following conditions: k = 2, r = 1, p ≥ 3 is a prime, and
(a) d > (p−1)(p+3)4 , or
(b) 4 | p− 1 and d > p2−14 .
Concluding remarks
Remark 3.5.1. One could talk about non-existence of Zkp-equivariant maps
Conf(Rd1 , p)× · · · ×Conf(Rdk , p)→ S(W⊕r
pk
) and S2d1−1× · · · ×S2dk−1 → S(W⊕r
pk
), where
d1, . . . , dk are not necessarily the same integers. The Fadell–Husseini index of the product
of configuration spaces is:
IndexZkp(Conf(R
d1 , p)× · · · × Conf(Rdk , p);Fp) =











1 , . . . , t
(dk−1)(p−1)
2 +1
k 〉, if p ≥ 3,
and the Fadell–Husseini index of the product of spheres is:
IndexZkp(S
2d1−1 × · · · × S2dk−1;Fp) =
{
〈t2d11 , . . . , t2dkk 〉, if p = 2
〈td11 , . . . , tdkk 〉, if p ≥ 3.
It suffices to show that the polynomial ζr (or any of its monomials) is not an element of
the index of the domain of the map (the product of configuration spaces or the product of
spheres). For concrete parameters, these polynomials can be computed using, for example,
a computer algebra software.
Remark 3.5.2. In their study of Turán numbers of bipartite graphs [13], Blagojević, Bukh
and Karasev consider functions f : Rd × Rd → R that are constant on some p-by-p grid.
The following is a generalization of [13, Thm. 2].
Corollary 3.5.3. Let p be a prime and d, k and r be positive integers. If d > rpk−1 and
one of the following conditions is satisfied
(a) p = 2, or
(b) 4 divides p− 1, or
(c) k is even, or
(d) r is even,
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then for every collection of r continuous function f1, . . . , fr : (Rd)×k → R, there is a
p× · · · × p︸ ︷︷ ︸
k
grid on which all these functions are constant, i.e. there are sets
X1, . . . , Xk ⊂ Rd such that |X1| = · · · = |Xk| = p and the functions f1, . . . , fr are constant
on X1 × · · · ×Xk.







(a) The intersection of the oriented hyper-












(c) The regular fan in V ⊥ determined by
the points q1, q2, q3.
Figure 3.3: The 3-fan in V ⊥ determined by the points q1, q2 and q3.

Chapter 4
Cutting a part from many measures
This chapter is based on the paper with the same title [19], and it is a joint work with
Pavle V.M. Blagojević and Günter M. Ziegler.
Introduction and statement of the main results
The classical measure partition problems ask whether for a given collection of measures,
the ambient Euclidean space can be partitioned in a prescribed way so that each of the
given measures gets cut into equal pieces.
The first example of such a result is the well known ham-sandwich theorem, conjectured
by Steinhaus and later proved by Banach. It claims that given d measures in Rd, one
can cut Rd by an affine hyperplane into two pieces so that each of the measures is cut
into halves. Motivated by the ham sandwich theorem, Grünbaum posed a more general
hyperplane measure partition problem in 1960 [40, Sec. 4 (v)]. He asked whether any given
measure in the Euclidean space Rd can be cut by k affine hyperplanes into 2k equal pieces.
An even more general problem was proposed and considered by Hadwiger [42] and Ramos
[70]: Determine the minimal dimension d such that for every collection of j measures on
Rd there exists an arrangement of k affine hyperplanes in Rd that cut all measures into
2k equal pieces. For a survey on the Grünbaum–Hadwiger–Ramos hyperplane measure
partition problem consult [15].
Furthermore, in 2001 Bárány and Matoušek [8] considered partitions of measures on
the sphere S2 by fans with the requirement that each angle of the fan contains a prescribed
proportion of every measure.
Measure partition results can also be stated discretely – given a collection of finite sets
in Rd, can the ambient space be partitioned in a prescribed way so that each of the given
sets gets cut into subsets of the same cardinality. It is not a rare case that a discrete
result follows from a continuous one. For example, the discrete ham-sandwich theorem
[59, Thm. 3.1.2] is a corollary of the ham-sandwich theorem. It states that given any d
finite sets A1, . . . , Ad in Rd, there exists an affine hyperplane in Rd which cuts each set Ai
into two subsets of cardinality at most b12 |Ai|c.
In this chapter we prove a continuous result that is motivated by a discrete conjecture
of Holmsen, Kynčl & Valculescu [45, Con. 3]. We consider many measures in the Euclidean
space, and instead of searching for equiparting convex partitions (that in general do not
31
32 Chapter 4 Cutting a part from many measures
exist for a large number of measures), we look for convex partitions that in each piece
capture a positive amount from a (large) prescribed number of the given measures.
Definition 4.1.1. Let d ≥ 1 and n ≥ 1 be integers. An ordered collection of closed subsets
(C1, . . . , Cn) of Rd is called a partition of Rd if
(1) ⋃ni=1Ci = Rd,
(2) int(Ci) 6= ∅ for every 1 ≤ i ≤ n, and
(3) int(Ci) ∩ int(Cj) = ∅ for all 1 ≤ i < j ≤ n.
A partition (C1, . . . , Cn) is called convex if all subsets C1, . . . , Cn are convex.
Letm ≥ 1, n ≥ 1 , c ≥ 1 and d ≥ 1 be integers, and letM = (µ1, . . . , µm) be a collection
of m finite absolutely continuous measures in Rd. Moreover, assume that µj(Rd) > 0, for
every 1 ≤ j ≤ m. We are interested in the existence of a convex partition (C1, . . . , Cn)
of Rd with the property that each set Ci contains a positive amount of at least c of the
measures, that is
#{j : 1 ≤ j ≤ m, µj(Ci) > 0} ≥ c,
for every 1 ≤ i ≤ n. In the case when the measures are given by finite point sets, we
say that a point set X ⊆ Rd is in general position if no d + 1 points from X lie in an
affine hyperplane in Rd. For the point set measures in general position Holmsen, Kynčl
and Valculescu proposed the following natural conjecture [45, Con. 3].
Conjecture 4.1.2 (Holmsen, Kynčl, Valculescu, 2017). Let d ≥ 2, ` ≥ 2, m ≥ 2 and
n ≥ 1 be integers with m ≥ d and ` ≥ d. Consider a set X ⊆ Rd of `n points in general
position that is colored with at least m different colors. If there exists a partition of the set
X into n subsets of size ` such that each subset contains points colored by at least d colors,
then there exists such a partition of X that in addition has the property that the convex
hulls of the n subsets are pairwise disjoint.
The conjecture was settled for d = 2 in the same paper by Holmsen, Kynčl & Valculescu
[45]. On the other hand, if instead of finite collections of points one considers finite positive
absolutely continuous measures in Rd, Soberón [75] gave a positive answer on splitting d
measures in Rd into convex pieces such that each piece has positive measure with respect to
each of the measures. Moreover, he proved existence of convex partitions that equipart all
measures. A discretization of Soberón’s result by Blagojević, Rote, Steinmeyer and Ziegler
[20] gave a positive answer to Conjecture 4.1.2 in the case when m = d. In addition, they
were able to show that the set X can be partitioned into n subsets in such a way that all
color classes are equipartitioned simultaneously.
In this chapter we prove three continuous results of a similar flavor, trying to come
closer to a positive answer to Conjecture 4.1.2 in the case when m ≥ d. The first of the
three results is the following.
Theorem 4.1.3. Let d ≥ 2, m ≥ 2, n ≥ 2, and c > d be integers. If m ≥ n(c−d)+d, then
for every collection M = (µ1, . . . , µm) of m positive finite absolutely continuous measures
on Rd, there exists a partition of Rd into n convex subsets (C1, . . . , Cn) such that each of
the subsets has positive measure with respect to at least c of the measures µ1, . . . , µm. In
other words,
#{j : 1 ≤ j ≤ m, µj(Ci) > 0} ≥ c
for every 1 ≤ i ≤ n.
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The following two theorems have stronger statements – in Theorem 4.1.4 we additionally
show that one of the measures can be equipartitioned without changing the bound on m,
and in Theorem 4.1.5 we show that the sum of all the measures can be equipartitioned if
we allow the number m of measures to increase.
Theorem 4.1.4. Let d ≥ 2, m ≥ 2, and c ≥ 2 be integers, and let n = pk be a prime
power. If
m ≥ n(c− d) + dnp − np + 1,
then for every collectionM = (µ1, . . . , µm) of m positive finite absolutely continuous meas-
ures on Rd, there exists a partition of Rd into n convex subsets (C1, . . . , Cn) that equiparts
the measure µm with the additional property that each of the subsets has positive measure
with respect to at least c of the measures µ1, . . . , µm. In other words,




#{j : 1 ≤ j ≤ m, µj(Ci) > 0} ≥ c
for every 1 ≤ i ≤ n.
Theorem 4.1.5. Let d ≥ 2, m ≥ 2, and c ≥ 2 be integers, and let n = pk be a prime
power. If
(a) n(c− 1) ≥ m and max{m,n} ≥ n(c− d) + dnp − np + n, or
(b) n(c− 1) < m,
then for every collectionM = (µ1, . . . , µm) of m positive finite absolutely continuous meas-
ures on Rd, there exists a partition of Rd into n convex subsets (C1, . . . , Cn) that equiparts
the sum of the measures µ = µ1 + · · · + µm with the additional property that each of the
subsets has positive measure with respect to at least c of the measures µ1, . . . , µm. In other
words,








#{j : 1 ≤ j ≤ m, µj(Ci) > 0} ≥ c
for every 1 ≤ i ≤ n.
Previous solutions for measure partition problems relied on a variety of advanced meth-
ods from equivariant topology. Different configuration space/test map schemes (CS/TM
schemes) related partition problems with the questions of non-existence of appropriately
constructed equivariant maps from configuration spaces into a suitable test spaces. For
example, in the proof of the ham-sandwich theorem a sphere with the antipodal action
appears as a test space. The test space in the Grünbaum–Hadwiger–Ramos hyperplane
measure partition problem is again a sphere, but with an action of the sign permutation
group, while the test space in the Bárány and Matoušek fan partition problem is a com-
plement of an arrangement of linear subspaces equipped with an action of the Dihedral
or generalized quaternion group. In this chapter the proof of Theorem 4.1.3 is elementary
and it does not use any topology. However, the proofs of Theorem 4.1.4 and Theorem 4.1.5
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rely on a novel CS/TM scheme presented in Theorem 4.2.1 and Theorem 4.2.2: For the
first time the test space is the union of an arrangement of affine subspaces, equipped in
this case with an action of a symmetric group.
In the subsequent work [17] we will make slight modifications of the CS/TM schemes
used in the proofs of Theorems 4.1.4 and 4.1.5 and obtain stronger results – not only that
one can guarantee each subset to cut a part from many measures, but one also gets that
each subset cuts a large part from many measures.
The rest of the chapter is organized as follows. The proofs of Theorem 4.1.4 and
Theorem 4.1.5 run in parallel and follow CS/TM schemes that are given in Section 4.2.
The topological results about non-existence of equivariant maps are proved in Section
4.3. Finally, the proofs of Theorem 4.1.3, Theorem 4.1.4 and Theorem 4.1.5 are given
in Section 4.4. Note that the proof of Theorem 4.1.3 can be read independently of the
previous sections.
Existence of a partition from non-existence of a map
In this section we develop CS/TM schemes that relate the existence of convex partitions
from Theorems 4.1.4 and 4.1.5 with the non-existence of particular equivariant maps. These
two CS/TM schemes are very similar to each other.
Existence of an equipartition of one measure from non-existence of a map
Let d ≥ 2, m ≥ 2, n ≥ 1, and c ≥ 2 be integers, and let µ1, . . . , µm be finite absolutely
continuous measures on Rd. Throughout the chapter we assume that m ≥ c, since it is
a requirement that naturally comes from the mass partition problem. Following notation
from [21], let EMP(µm, n) denote the space of all convex partitions of Rd into n convex
pieces (C1, . . . , Cn) that equipart the measure µm, as studied in [53], that is
µm(C1) = · · · = µm(Cn) = 1nµm(Rd).
Now define a continuous map f : EMP(µm, n) −→ R(m−1)×n ∼= (Rm−1)n as
(C1, . . . , Cn) 7−→

µ1(C1) µ1(C2) . . . µ1(Cn)
µ2(C1) µ2(C2) . . . µ2(Cn)
...
... . . .
...
µm−1(C1) µm−1(C2) . . . µm−1(Cn)
 .
The symmetric group Sn acts on EMP(µm, n) and (Rm−1)n as follows
pi · (C1, . . . , Cn) = (Cpi(1), . . . , Cpi(n)) and pi · (Y1, . . . , Yn) = (Ypi(1), . . . , Ypi(n)),
where (C1, . . . , Cn) ∈ EMP(µm, n), (Y1, . . . , Yn) ∈ (Rm−1)n, and pi ∈ Sn. These actions
are introduced in such a way that the map f becomes an Sn-equivariant map. The image
of the map f is a subset of an affine set V ⊂ R(m−1)×n ∼= (Rm−1)n given by
V =
{
(yjk) ∈ R(m−1)×n :
n∑
k=1
yjk = µj(Rd) for every 1 ≤ j ≤ m− 1
} ∼= R(m−1)×(n−1).
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Consequently, we can assume that f : EMP(µm, n) −→ V ⊆ R(m−1)×n.
Let 1 ≤ i ≤ n, and let I ⊆ [m − 1] be a subset of cardinality |I| = m − c + 1, where
[m− 1] denotes the set of integers {1, 2, . . . ,m− 1}. Consider the subspace LI,i of V given
by
LI,i := {(yjk) ∈ V : yri = 0 for every r ∈ I},
and the associated arrangement
A = A(m,n, c) = {LI,i : 1 ≤ i ≤ n, I ⊆ [m− 1], |I| = m− c+ 1} . (4.1)
The arrangement A is an Sn-invariant affine arrangement in R(m−1)×n, meaning that
pi ·LI,i ∈ A for every pi ∈ Sn. Now we explain the key property of the arrangement A. Let
(C1, . . . , Cn) be a partition of Rd with a property that at least one of the subsets C1, . . . , Cn
has positive measure with respect to at most c − 1 of the measures µ1, . . . , µm, which
means that (C1, . . . , Cn) is not a partition we are searching for. Since, by construction
µm(Ci) > 0 for every 1 ≤ i ≤ n, it follows that at least one of the subsets C1, . . . , Cn
has positive measure with respect to at most c − 2 of the measures µ1, . . . , µm−1. Then
there is a column of the matrix f(C1, . . . , Cn) ∈ V ⊆ R(m−1)×n with at most c− 2 positive
coordinates. In other words, there is a column of the matrix f(C1, . . . , Cn) with at least
m − c + 1 zeros, and consequently the matrix f(C1, . . . , Cn) is an element of the union⋃A = ⋃LI,i∈A LI,i of the arrangement A.
Let us now assume that for integers d ≥ 2, m ≥ 2, n ≥ 1, and c ≥ 1, there exist
measures µ1, . . . , µm in Rd such that in every convex partition (C1, . . . , Cn) of Rd that
equiparts µm there is at least one set Ck that does not have positive measure with respect
to at least c measures, or equivalently it has measure zero with respect to at least m−c+1
of the measures µ1, . . . , µm. Consequently, f(C1, . . . , Cn) ∈ ⋃A for every convex partition
(C1, . . . , Cn) of Rd that equiparts the measure µm. In particular, this means that the








where i : ⋃A −→ V is the inclusion and f˜ : EMP(µm, n) −→ ⋃A is an Sn-equivariant
map obtained from f by restricting the codomain. Thus, we have proved the following
theorem.
Theorem 4.2.1. Let d ≥ 2, m ≥ 2, n ≥ 1, and c ≥ 2 be integers, and let µ1, . . . µm be





then there exists a convex partition (C1, . . . , Cn) of Rd that equiparts the measure µm with
the additional property that each of the subsets Ci has positive measure with respect to at
least c of the measures µ1, . . . , µm, that is
µm(C1) = · · · = µm(Cn) = 1
n
µm(Rd),
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and
#{j : 1 ≤ j ≤ m, µj(Ci) > 0} ≥ c
for every 1 ≤ i ≤ n.
Existence of an equipartition of the sum of measures from non-existence
of a map
As we have already mentioned, the CS/TM scheme needed for proving Theorem 4.1.5
is very similar to the one presented in Section 4.2.1. Nevertheless, it will be separately
developed here.
Let d ≥ 2, m ≥ 2, n ≥ 1, and c ≥ 2 be integers, and let µ1, . . . , µm be finite absolutely





Similarly as in Section 4.2.1, we define a continuous map f˜ : EMP(µ, n) −→ Rm×n as
(C1, . . . , Cn) 7−→

µ1(C1) µ1(C2) . . . µ1(Cn)
µ2(C1) µ2(C2) . . . µ2(Cn)
...
... . . .
...
µm(C1) µm(C2) . . . µm(Cn)
 ,
where the domain of the map f˜ is the space of all convex partitions of Rd that equipart
the measure µ. The map f˜ is Sn-equivariant by construction.
The image of the map f˜ is a subset of an affine set V˜ ⊂ Rm×n given by
V˜ =
{
(yjk) ∈ Rm×n :
∑n
k=1 yjk = µj(Rd) for every 1 ≤ j ≤ m, and∑m
j=1 yjk = 1nµ(Rd) for every 1 ≤ k ≤ n
}
.
Now we define an affine arrangement that resembles the arrangement A from Section
4.2.1. Let 1 ≤ i ≤ n, and let I ⊆ [m] be a subset of cardinality |I| = m− c+ 1. Consider
the subspace L˜I,i of V˜ given by
L˜I,i := {(yjk) ∈ V˜ : yri = 0 for every r ∈ I},
and the associated Sn-invariant arrangement
A˜ = A˜(m,n, c) =
{
L˜I,i : 1 ≤ i ≤ n, I ⊆ [m], |I| = m− c+ 1
}
. (4.2)
Following the steps from Section 4.2.1, we study the key property of the arrangement
A˜. Let (C1, . . . , Cn) be a convex partition of Rd that does not satisfy the property asked
in Theorem 4.1.5. More precisely, assume that for some i the subset Ci has positive
measure with respect to at most c − 1 of the measures µ1, . . . , µm. This means that the
i-th column of the matrix f˜(C1, . . . , Cn) ∈ Rm×n has at least m − c + 1 zeros. In other
words, f˜(C1, . . . , Cn) ∈ ⋃ A˜. Therefore, we have obtained the following theorem.
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Theorem 4.2.2. Let d ≥ 2, m ≥ 2, n ≥ 1, and c ≥ 2 be integers, and let µ1, . . . µm be





then there exists a convex partition (C1, . . . , Cn) of Rd that equiparts the measure
µ = µ1 + · · · + µm with the additional property that each of the subsets Ci has positive
measure with respect to at least c of the measures µ1, . . . , µm, that is




#{j : 1 ≤ j ≤ m, µj(Ci) > 0} ≥ c
for every 1 ≤ i ≤ n.
Non-existence of the equivariant maps
This section is devoted to the proof of (non)-existence of equivariant maps from the
space of regular convex partitions to appropriate affine arrangements. In section 4.3.1
we consider Sn-equivariant maps EMP(µm, n) −→ ⋃A(m,n, c), whereas in Section 4.3.2
Sn-equivariant maps EMP(µ, n) −→ ⋃ A˜(m,n, c) will be considered for different values of
parameters d,m, n and c.
Non-existence of the equivariant map EMP(µm, n) −→ ⋃A(m,n, c)




we first construct various equivariant maps and prove a few auxiliary lemmas. In the
following we use particular tools from the theory of homotopy colimits; for further details
on these methods consult for example [24], [84], or [78].
Let X be a topological space and let n ≥ 1 be an integer. The ordered configuration
space Conf(X,n) of n ordered pairwise distinct points of X is the space
Conf(X,n) = {(x1, . . . , xn) ∈ Xn | xi 6= xj for all 1 ≤ i < j ≤ n}.
It was shown in [21, Sec. 2] that a subspace of EMP(µm, n) consisting only of regular convex
partitions can be parametrized by the configuration space Conf(Rd, n). In particular, we
have the following lemma.
Lemma 4.3.1. There exists an Sn-equivariant map
α : Conf(Rd, n) −→ EMP(µm, n).
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Let P = P (A) denote the intersection poset of the arrangementA = A(m,n, c), ordered
by the reverse inclusion. The elements of the poset P are non-empty intersections of




LI,i = {(yjk) ∈ V ⊆ R(m−1)×n : yji = 0, for all 1 ≤ i ≤ n and j ∈ Ii},
where Λ ⊂ [n]× ( [m−1]m−c+1) and Ii = ⋃(i,I)∈Λ I. Alternatively, each poset element pΛ can be
presented as an (m − 1) × n matrix (ajk), where ajk = 0 if and only if j ∈ Ik. In other
words, a coordinate ajk in the matrix presentation of pΛ equals zero if and only if yjk = 0
for every element (yjk) ∈ pΛ. An example of the poset P (A) for parameters n = 2,m = 3
and c = 3 is shown in Figure 4.1.
{1, {1}} {1, {2}} {2, {1}} {2, {2}}
{1, {1, 2}} {2, {1, 2}}{(1, {2}), (2, {1})} {(1, {1}), (2, {2})}
Figure 4.1: Hasse diagram of the poset P (A(3, 2, 3)).
Let C be the P -diagram that corresponds to the arrangement A = A(m,n, c), that is
C(pΛ) = pΛ and C(pΛ′ ⊇ pΛ′′) : pΛ′′ −→ pΛ′ is the inclusion. The Equivariant Projection
Lemma [78, Lem. 2.1] implies the following.
Lemma 4.3.2. The projection map
hocolimP (A) C −→ colimP (A) C =
⋃
A




A −→ hocolimP (A) C.
Now, let Q be the face poset of the (n − 1)-dimensional simplex, or equivalently a
Boolean poset with 2n elements. Define the monotone map ϕ : P −→ Q by
ϕ (pΛ) = {i ∈ [n] : (i, I) ∈ Λ for some I ⊆ [m− 1]} .
Thus, ϕ maps an element pΛ to the set of indices of its columns that contain zeros. It is
important to notice that ϕ does not have to be surjective, and therefore we set
Q′ = ϕ(P ) ⊆ Q.
Next we consider the homotopy pushdown D of the diagram C along the map ϕ over
Q′. This means that for q ∈ Q′
D(q) = hocolimϕ−1(Q′≥q) C|ϕ−1(Q′≥q) ' ∆(ϕ
−1(Q′≥q)),
and for every q ≥ r in Q′ the map D(q ≥ r) : D(q) −→ D(r) is the corresponding inclusion.
The next result follows from the Homotopy Pushdown Lemma [84, Prop. 3.12] adapted to
equivariant setting.
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Lemma 4.3.3. There is an Sn-equivariant homotopy equivalence
hocolimQ′ D −→ hocolimP (A) C.
In particular, there exists an Sn-equivariant map
γ : hocolimP (A) C −→ hocolimQ′ D.
We introduce another Q′-diagram E by setting for q ∈ Q′ that
E(q) =
{
∆(ϕ−1(1ˆ)), if q = 1ˆ ∈ Q′ is the maximal element of Q,
pt, otherwise,
and for every q ≥ r in Q′ the map E(q ≥ r) to be the constant map. In addition, we
define a morphism of diagrams (Ψ, ψ) : D −→ E , where ψ : Q′ −→ Q′ is the identity map,
and Ψ(q) : D(q) −→ E(q) is the identity map when q is the maximal element, and constant
map otherwise. The morphism (Ψ, ψ) of diagrams induces an Sn-equivariant map between
associated homotopy colimits. Thus, we have established the following.
Lemma 4.3.4. There exists an Sn-equivariant map
δ : hocolimQ′ D −→ hocolimQ′ E .
In the final lemma we describe the hocolimQ′ E up to an Sn-equivariant homotopy.
First note that if q, r ∈ Q are such that q ≥ r and q ∈ Q′, then r ∈ Q′. In particular, if
1ˆ ∈ Q′, then Q′ = Q, where 1ˆ is the maximal element of Q.
Lemma 4.3.5.
(i) If 1ˆ ∈ Q′, that is Q′ = Q, then there exists an Sn-equivariant homotopy equivalence
hocolimQ′ E ' ∆(Q′\1ˆ) ∗∆(ϕ−1(1ˆ))




= nc −m − 2n + 1. In
particular, there exists an Sn-equivariant map
η : hocolimQ′ E −→ ∆(Q′\1ˆ) ∗∆(ϕ−1(1ˆ)).
(ii) If 1ˆ /∈ Q′ then there exists an Sn-equivariant homotopy equivalence
hocolimQ′ E ' ∆(Q′),
where dim(∆(Q′)) ≤ n− 2. In particular, there exists an Sn-equivariant map
η : hocolimQ′ E −→ ∆(Q′).
Proof. (i) Let us first consider the case when 1ˆ ∈ Q′. Then, since all the maps of the dia-




(∆(Q′<q) ∗ E(q)) ∨∆(Q′) ' ∆(Q′\1ˆ) ∗∆(ϕ−1(1ˆ)).
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Furthermore, since for q 6= 1ˆ all the spaces E(q) are points, this homotopy equivalence is
an Sn-equivariant homotopy equivalence.
The poset ϕ−1(1ˆ) consists of all points pΛ ∈ P that correspond to matrices which have
zeros in all columns. Since it is a subposet of P (A), every element of ϕ−1(1ˆ) must contain
at least m− c+ 1 zeros in each column and at most n− 1 zeros in each row. The partial
order is given by
pΛ ≤ pΛ′ ⇐⇒ (∀j ∈ [m− 1])(∀k ∈ [n]) ajk = 0⇒ a′jk = 0,
where pΛ = (ajk) and pΛ′ = (a′jk). Maximal chains in the poset ϕ−1(1ˆ) can be obtained
by removing zeros from a maximal element pΛ one by one, taking care that there must be
at least m − c + 1 zeros in each column. Maximal elements of ϕ−1(1ˆ) have exactly one
non-zero element in each row, thus (m− 1)(n− 1) zeros. Since 1ˆ ∈ Q′ minimal elements,
however, have m − c + 1 zeros in each column, thus n(m − c + 1) zeros. Therefore, the
length of a maximal chain in ϕ−1(1ˆ), and consequently the dimension of its order complex,
is nc−m− 2n+ 1. In particular, we obtained that when 1ˆ ∈ Q′ then nc−m− 2n+ 1 ≥ 0,
or equivalently n(c− 2) + 1 ≥ m.
(ii) Let 1ˆ /∈ Q′. Then it is not hard to see that n(c − 2) + 1 < m. Again, the Wedge




(∆(Q′<q) ∗ E(q)) ∨∆(Q′) ' ∆(Q′),
since now all the spaces E(q) are points for q ∈ Q′.
From the assumption 1ˆ /∈ Q′ we get that Q′ ⊆ Q\1ˆ and consequently ∆(Q′) ⊆ ∆(Q\1ˆ).
On the other hand ∆(Q\1ˆ) is homeomorphic with the boundary of an (n− 1)-dimensional
simplex and so dim(∆(Q′)) ≤ n− 2.
In the example for parameters n = 2,m = 3, c = 3, the poset ϕ−1(1ˆ) consists of two
points and no relations between them, as shown in red in Figure 4.1.
Now we have assembled all the ingredients of the proof of the central result about the
non-existence of an Sn-equivariant map EMP(µm, n) −→ ⋃A.
Theorem 4.3.6. Let d ≥ 2, m ≥ 2, and c ≥ 2 be integers, and let n = pk be a prime




where µm is a finite absolutely continuous measure on Rd, and the affine arrangement
A(m,n, c) is as defined in line (4.1).
Proof. Let n = pk be a prime power. Denote by G ∼= (Z/p)k a subgroup of the symmetric
groupSn given by the regular embedding (reg) : G −→ Sn, for more details see for example
[1, Ex. III.2.7].
In order to prove the non-existence of an Sn-equivariant map (4.3), we proceed by
contradiction. Let f : EMP(µm, n) −→ ⋃A(m,n, c) be an Sn-equivariant map. Then
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∆(Q′\1ˆ) ∗∆(ϕ−1(1ˆ)), if 1ˆ ∈ Q′,
∆(Q′), if 1ˆ /∈ Q′.
We will reach contradiction with the assumption that the map f exists by proving that,
under the assumption of the theorem, the map g cannot exist. More precisely, we will
prove that there cannot exist a G-equivariant map
Conf(Rd, n) −→ X. (4.4)
Our argument starts with the Sn and also G-equivariant map g : Conf(Rd, n) −→ X.
The map g induces a morphism between Borel construction fibrations:









that induces a morphism between corresponding Serre spectral sequences
E∗,∗∗ (g) : E∗,∗∗ (ρ) −→ E∗,∗∗ (λ).
The crucial property of the morphism E∗,∗∗ (g) we use is that E∗,02 (g) = id. A contradiction
with the assumption that there is a map g is going to be obtained from analysis of the
morphism E∗,∗∗ (g). For that we first describe the spectral sequences E∗,∗∗ (λ) and E∗,∗∗ (ρ).
The Serre spectral sequence of the fibration
Conf(Rd, n) // EG×G Conf(Rd, n) // BG
has the E2-term given by
Ei,j2 (λ) = H i(BG;Hj(Conf(Rd, n);Fp)) ∼= H i(G;Hj(Conf(Rd, n);Fp)).
HereH i(BG;Hj(Y ;Fp)) denotes the cohomology of BG with local coefficients inHj(Y ;Fp)
determined by the action of the fundamental group of the base space pi1(BG) ∼= G.
The second description uses the fact that cohomology of the classifying space BG of the
group G is by definition the cohomology of the group G with coefficients in the G-module
Hj(Conf(Rd, n);Fp). For more details on the cohomology with local coefficients consult
for example [44, Sec. 3.H]. The spectral sequence E∗,∗∗ (λ) was completely determined in the
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case k = 1, i.e., n = p a prime, by Cohen [27, Thm. 8.2] and recently in [18, Thm. 6.1]. A
partial description of E∗,∗∗ (λ) in the case k ≥ 2 was given in [18, Thm. 6.3 and Thm. 7.1].
In particular, for k = 1
E∗,∗2 (λ) ∼= E∗,∗3 (λ) ∼= · · · ∼= E∗,∗(d−1)(n−1)+1(λ) and E∗,∗(d−1)(n−1)+2(λ) ∼= · · · ∼= E∗,∗∞ (λ),
(4.5)
while for k ≥ 2
E∗,∗2 (λ) ∼= E∗,∗3 (λ) ∼= · · · ∼= E∗,∗(d−1)(n−np )+1(λ). (4.6)
In the second step we consider the Serre spectral sequence of the fibration
X // EG×G X // BG
whose E2-term is given by
Ei,j2 (ρ) = H i(BG;Hj(X;Fp)) ∼= H i(G;Hj(X;Fp)).
We conclude the proof by considering two separate cases.
(a) Let 1ˆ ∈ Q′, or equivalently nc − m − 2n + 1 ≥ 0. Then the simplicial complex
X = ∆(Q′\1ˆ) ∗∆(ϕ−1(1ˆ)) is at most (nc−m− n)-dimensional, implying that Ei,j2 (ρ) = 0
for all j ≥ nc−m− n+ 1. Consequently,
Ei,jnc−m−n+2(ρ) ∼= Ei,jnc−m−n+3(ρ) ∼= · · · ∼= Ei,j∞ (ρ). (4.7)
Next, since the path-connected simplicial complex X does not have fixed points with
respect to the action of the elementary abelian group G, a consequence of the localization
theorem [46, Cor. 1, p. 45] implies that H∗(G;Fp) ∼= E∗,02 (ρ) 6∼= E∗,0∞ (ρ). Having in mind
(4.7), we conclude that
H∗(G;Fp) ∼= E∗,02 (ρ) 6∼= E∗,0nc−m−n+2(ρ).
For our proof, without loss of generality, we can assume that
H∗(G;Fp) ∼= E∗,02 (ρ) ∼= E∗,0nc−m−n+1(ρ) 6∼= E∗,0nc−m−n+2(ρ). (4.8)
Now, from the assumption on m, we deduce that for k = 1
(d− 1)(n− 1) + 1 ≥ nc−m− n+ 2,
and for k ≥ 2
(d− 1)(n− np ) + 1 ≥ nc−m− n+ 2.
Hence the fact that E∗,02 (g) = id, in combination with relations (4.5), (4.6) and (4.8), yields
a contradiction: the map E∗,0nc−m−n+2(g) sends zero to a non-zero element. This concludes
the proof of the theorem in the case when nc− 2n+ 1 ≥ m.
(b) Let 1ˆ /∈ Q′, or equivalently nc−m−2n+1 < 0. The simplicial complex X = ∆(Q′)
is at most (n− 2)-dimensional. Hence, Ei,j2 (ρ) = 0 for all j ≥ n− 1, and
Ei,jn (ρ) ∼= Ei,jn+1(ρ) ∼= · · · ∼= Ei,j∞ (ρ). (4.9)
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The simplicial complex X is path-connected and without fixed points with respect to
the action of the elementary abelian group G. Consequence of the localization theorem
[46, Cor. 1, p. 45] implies that H∗(G;Fp) ∼= E∗,02 (ρ) 6∼= E∗,0∞ (ρ). From (4.9) we have that
H∗(G;Fp) ∼= E∗,02 (ρ) 6∼= E∗,0n (ρ).
For our proof, without loss of generality, we can assume that
H∗(G;Fp) ∼= E∗,02 (ρ) ∼= E∗,0n−1(ρ) 6∼= E∗,0n (ρ). (4.10)
Now, we need that for k = 1
(d− 1)(n− 1) + 1 ≥ n,
and for k ≥ 2
(d− 1)(n− np ) + 1 ≥ n
is satisfied. Indeed, these conditions are satisfied for d ≥ 2, p ≥ 2 and n = pk. Thus, the
fact that E∗,02 (g) = id with (4.5), (4.6) and (4.10) gives a contradiction: the map E∗,0n (g)
sends zero to a non-zero element. This concludes the proof of the theorem in the case when
nc− 2n+ 1 < m.
The previous proof can also be phrased in the language of the iterated index theory
introduced by Volovikov in [82].
Non-existence of the equivariant map EMP(µ, n) −→ ⋃ A˜(m,n, c)





for different values of parameters d,m, n and c. Following the structure of Section 4.3.1,
we first prove a few auxiliary lemmas in order to arrive to the topological result, Theorem
4.2.2, at the end of this section.
Recalling that a subspace of EMP(µ, n) consisting only of regular convex partitions can
be identified with the configuration space Conf(Rd, n), see [21, Sec. 2] for more details, we
obtain the following lemma.
Lemma 4.3.7. There exists an Sn-equivariant map
α˜ : Conf(Rd, n) −→ EMP(µ, n).





L˜I,i = {(yjk) ∈ V˜ ⊆ Rm×n : yji = 0, for all 1 ≤ i ≤ n and j ∈ Ii},
where Λ ⊆ [n]× ( [m]m−c+1) and Ii = ⋃(i,I)∈Λ I. An element p˜Λ can also be seen as an m× n
matrix (ajk), where ajk = 0 if and only if j ∈ Ik.
Next we consider a P˜ -diagram C˜ determined by the arrangement A˜ = A˜(m,n, c). More
precisely, we define C˜(p˜Λ) = p˜Λ and C˜(p˜Λ′ ⊇ p˜Λ′′) : p˜Λ′′ −→ p˜Λ′ to be the inclusion. The
Equivariant Projection Lemma [78, Lem. 2.1] implies the following.
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Recall that Q denotes the face poset of an (n − 1)-dimensional simplex, and define a
map ϕ˜ : P˜ → Q by
ϕ˜(p˜Λ) = {i ∈ [n] : (i, I) ∈ Λ for some I ⊂ [m]}.
Additionally, denote the poset ϕ˜(P˜ ) ⊆ Q by Q˜′. Note that if q, r ∈ Q are such that q ∈ Q˜′
and r ≤ q, then r is also an element of Q˜′. In particular, if q = 1ˆ is the maximal element
of Q and q ∈ Q˜′, then Q˜′ = Q.







for q ∈ Q˜′, and the map D˜(q ≥ r) : D˜(q) −→ D˜(r) is the corresponding inclusion for every
q ≥ r in Q˜′. Once more, the Homotopy Pushdown Lemma [84, Prop. 3.12] adapted to
equivariant setting yields the following fact.
Lemma 4.3.9. There is an Sn-equivariant homotopy equivalence
hocolim
Q˜′ D˜ −→ hocolimP˜ C˜.





Finally, we consider another Q˜′-diagram E˜ by setting for q ∈ Q˜′ that
E˜(q) =
{
∆(ϕ˜−1(1ˆ)), if q = 1ˆ ∈ Q˜′ is the maximal element of Q,
pt, otherwise,
and the map E˜(q ≥ r) to be the constant map for every q ≥ r in Q˜′. Similarly as we
have done it in Section 4.3.1, we define a morphism of diagrams (Ψ˜, ψ˜) : D˜ −→ E˜ , where
ψ˜ : Q˜′ −→ Q˜′ is the identity map, and Ψ˜(q) : D˜(q) −→ E˜(q) is the identity map when q = 1ˆ
is the maximal element in Q, and constant map otherwise. Since the morphism (Ψ˜, ψ˜) of
diagrams induces an Sn-equivariant map between associated homotopy colimits, we have
established the following.
Lemma 4.3.10. There exists an Sn-equivariant map
δ˜ : hocolim
Q˜′ D˜ −→ hocolimQ˜′ E˜ .
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Just like in Section 4.3.1, the final lemma will describe the hocolim
Q˜′ E˜ up to an
Sn-equivariant homotopy.
Lemma 4.3.11.
(i) If 1ˆ ∈ Q˜′, that is if Q˜′ = Q, then there exists an Sn-equivariant homotopy equivalence
hocolimQ E˜ ' ∆(Q\1ˆ) ∗∆(ϕ˜−1(1ˆ))




= nc − n −max{m,n}.
In particular, there exists an Sn-equivariant map
η˜ : hocolimQ E˜ −→ ∆(Q\1ˆ) ∗∆(ϕ˜−1(1ˆ)).
(ii) If 1ˆ /∈ Q˜′ then there exists an Sn-equivariant homotopy equivalence
hocolim
Q˜′ E˜ ' ∆(Q˜′),
where dim(∆(Q˜′)) ≤ n− 2. In particular, there exists an Sn-equivariant map
η˜ : hocolim
Q˜′ E˜ −→ ∆(Q˜′).
Proof. The proof of the claim (ii) is identical to the proof of the second part of Lemma
4.3.5. For the claim (i) it suffices to compute the dimension of the simplicial complex
∆(ϕ˜−1(1ˆ)), since the rest of the proof follows the lines of the proof of the first part of
Lemma 4.3.5.
The elements of the poset ϕ˜−1(1ˆ) are presented by matrices p˜Λ = (ajk) that contain
zeros in every column. The partial order is given by
p˜Λ ≤ p˜Λ′ ⇐⇒ (∀j ∈ [m])(∀k ∈ [n]) ajk = 0⇒ a′jk = 0,
where p˜Λ = (ajk) and p˜Λ′ = (a′jk) are elements of the poset ϕ˜−1(1ˆ) ⊆ P˜ . Maximal chains
in ϕ˜−1(1ˆ) can be obtained by removing zeros one by one from a matrix that represents
a maximal element, taking care of the fact that every column has to contain at least
m− c+ 1 zeros. The maximal elements are presented by matrices that have at most n− 1
zeros in each row, and at most m − 1 zeros in each column. Thus, maximal elements are
presented by matrices with mn − max(m,n) zeros. The minimal elements, on the other
hand, are presented by matrices that contain n(m− c+ 1) zeros. Therefore, the dimension
of ∆(ϕ˜−1(1ˆ)) is nc− n−max{m,n} ≥ 0. Since c ≥ 2, this implies that n(c− 1) ≥ m.
Now we are ready to prove the central result about the non-existence of an
Sn-equivariant map EMP(µ, n) −→ ⋃ A˜.
Theorem 4.3.12. Let d ≥ 2, m ≥ 2, and c ≥ 2 be integers, and let n = pk be a prime
power. If
(a) n(c− 1) ≥ m and max{m,n} ≥ n(c− d) + dnp − np + n, or
(b) n(c− 1) < m,
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where µ = µ1 + · · ·+µm is the sum of m finite absolutely continuous measures on Rd, and
the affine arrangement A˜(m,n, c) is as defined in line (4.2).
Proof. It is not surprising that this proof will follow the lines of the proof of Theorem 4.3.6.
Let n = pk be a prime power and denote by G ∼= (Z/p)k a subgroup of the symmetric group
Sn given by the regular embedding (reg) : G −→ Sn.
The proof will proceed by contradiction. Therefore, assume that
f˜ : EMP(µm, n) −→
⋃
A˜(m,n, c)
is an Sn-equivariant map. From Lemmas 4.3.7, 4.3.8, 4.3.9, 4.3.10 and 4.3.11 we again get
a composition of Sn-equivariant maps
EMP(µ, n) f˜ // ⋃ A˜ β˜ // hocolim
P˜















∆(Q\1ˆ) ∗∆(ϕ˜−1(1ˆ)), if 1ˆ ∈ Q˜′,
∆(Q˜′), if 1ˆ /∈ Q˜′.
It suffices to show that the map g˜ cannot exist, since that would contradict the existence
of the map f˜ . Actually, we will prove here that there is no G-equivariant map
Conf(Rd, n) −→ X˜. (4.12)
We start by considering the Sn and also G-equivariant map g˜ : Conf(Rd, n) −→ X˜. It
induces a morphism between Borel construction fibrations:









that induces a morphism between corresponding Serre spectral sequences
E∗,∗∗ (g˜) : E∗,∗∗ (ρ˜) −→ E∗,∗∗ (λ).
Like in the proof of Theorem 4.3.6, we use the fact that E∗,02 (g˜) = id. Next we analyse the
morphism E∗,∗∗ (g˜). Since the spectral sequence E∗,∗∗ (λ) was already described in the proof
of Theorem 4.3.6, we concentrate here on the spectral sequence E∗,∗∗ (ρ˜).
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The Serre spectral sequence of the fibration
X˜ // EG×G X˜ // BG
has the E2-term given by
Ei,j2 (ρ˜) = H i(BG;Hj(X˜;Fp)) ∼= H i(G;Hj(X˜;Fp)).
In order to conclude the proof, we consider two separate cases depending on the values of
m and n(c− 1).
(a) Let 1ˆ ∈ Q′ and letm satisfy the condition of the theorem. Then n(c−1) ≥ m, so the
simplicial complex X˜ = ∆(Q\1ˆ)∗∆(ϕ˜−1(1ˆ)) is at most (nc−max{m,n}−1)-dimensional.
This implies that Ei,j2 (ρ˜) = 0 for all j ≥ nc−max{m,n}, and consequently,
Ei,jnc−max{m,n}+1(ρ˜) ∼= Ei,jnc−max{m,n}+2(ρ˜) ∼= · · · ∼= Ei,j∞ (ρ˜). (4.13)
Once more a consequence of the localization theorem [46, Cor. 1, p. 45] implies that
H∗(G;Fp) ∼= E∗,02 (ρ˜) 6∼= E∗,0∞ (ρ˜), since the path-connected simplicial complex X˜ does not
have fixed points with respect to the action of the elementary abelian group G. Having in
mind (4.13) we conclude that
H∗(G;Fp) ∼= E∗,02 (ρ˜) 6∼= E∗,0nc−max{m,n}+1(ρ˜).
For our proof, without loss of generality, we can assume that
H∗(G;Fp) ∼= E∗,02 (ρ˜) ∼= E∗,0nc−max{m,n}−2(ρ˜) 6∼= E∗,0nc−max{m,n}−1(ρ˜). (4.14)
Now, the assumption on m and n, means for k = 1
(d− 1)(n− 1) + 1 ≥ nc−max{m,n}+ 1,
and for k ≥ 2
(d− 1)(n− np ) + 1 ≥ nc−max{m,n}+ 1.
Therefore, the relations (4.5), (4.6) and (4.14), together with the fact that E∗,02 (g˜) = id,
yield a contradiction: the map E∗,0nc−max{m,n}+1(g˜) sends zero to a non-zero element. This
concludes the proof of the theorem in the case when n(c− 1) ≥ m.
(b) Let 1ˆ /∈ Q˜′, or equivalently n(c − 1) < m. The simplicial complex X˜ = ∆(Q˜′)
is at most (n − 2)-dimensional, by Lemma 4.3.11, which implies that Ei,j2 (ρ˜) = 0 for all
j ≥ n− 1. Consequently
Ei,jn (ρ˜) ∼= Ei,jn+1(ρ˜) ∼= · · · ∼= Ei,j∞ (ρ˜). (4.15)
For the same reason as above, we have H∗(G;Fp) ∼= E∗,02 (ρ˜) 6∼= E∗,0∞ (ρ˜). This combined
with (4.15) yields
H∗(G;Fp) ∼= E∗,02 (ρ˜) 6∼= E∗,0n (ρ˜).
Again, without loss of generality, we can assume that
H∗(G;Fp) ∼= E∗,02 (ρ˜) ∼= E∗,0n−1(ρ˜) 6∼= E∗,0n (ρ˜). (4.16)
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In order to complete the proof we need that for k = 1
(d− 1)(n− 1) + 1 ≥ n,
and for k ≥ 2
(d− 1)(n− np ) + 1 ≥ n.
Indeed, both of these inequalities are satisfied, thus the fact that E∗,02 (g˜) = id with (4.5),
(4.6) and (4.16) gives a contradiction: the map E∗,0n (g˜) sends zero to a non-zero element.
This concludes the proof of the theorem in the case when n(c− 1) < m.
Proofs
Finally, in this section proofs of Theorems 4.1.3, 4.1.4 and 4.1.5 will be presented. The
proof of Theorem 4.1.3 is completely geometric and it does not involve any topological
methods. In particular, it is independent from Sections 4.2 and 4.3. On the other hand,
the proofs of Theorem 4.1.4 and Theorem 4.1.5 heavily depend on the topological results
from the previous sections.
Proof of Theorem 4.1.3
Let d,m, n and c be integers that satisfy assumptions of the theorem. Since the measures
µ1, . . . , µm are positive and absolutely continuous, the interiors of their supports are non-
empty. For every 1 ≤ j ≤ m, choose a point vj ∈ int(supp(µj)) in the interior of the
support of the measure mj , and denote by V the set {v1, . . . , vm}. Perturb the points
v1, . . . , vm if necessary, so that they are in general position, i.e., no d+ 1 of them lie in the
same affine hyperplane. The set P = conv(V ) is a d-dimensional polytope in Rd. Choose
any (d − 2)-dimensional face F of the polytope P . Since the points in V are in general
position, the face F is a simplex, thus it has d− 1 vertices. First we want to find an affine
hyperplane in Rd that contains F and such that there are exactly c−d points of V on one of
its sides. This cuts Rd into two half-spaces, one of which has positive measure with respect
to at least c of the measures µ1, . . . , µm, because it intersects interiors of supports of at
least c measures. Such a hyperplane exists. Indeed, since F is a face of P = conv(V ), there
is a supporting hyperplane H for F , that is a hyperplane that contains the face F such
that all other points of P lie on one side of its sides, Figure 4.2(a). Rotate the hyperplane
H around the (d − 2)-dimensional subspace of Rd spanned by the face F to the position
in which there are c− d points on one of its sides and H contains another point of V , see
Figure 4.2(b). Denote this point by w, and denote the open half-space that contains c− d
points of V by H+, and by H− denote the other open half-space determined by H .
Let V − be the set V ∩H−, whose cardinality is m − c. Consider all half-hyperplanes
that contain F in the boundary and a point of V − in the relative interior. Since the
set V is in general position, there are exactly m − c such half-hyperplanes. Label them
K1, . . . ,Km−c in order, starting from the half-hyperplane that forms the smallest angle
with the half-hyperplane containing F in its boundary and w in its relative interior, as
shown in Figure 4.2(c). The union
H ∪ {Kc−2,K2(c−2), . . . ,K(n−2)(c−2)}
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is an n-fan and every region defined by it intersects interiors of supports of at least c of the
measures µ1, . . . , µm. An example for d = 2, n = 5 and c = 4 is shown in Figure 4.2(d).
F
H
(a) The face F and the hyperplane H.
F
Hw
(b) The face F , the point w and the final posi-
















(d) A 5-fan that cuts R2 into convex pieces so
that each piece has positive measure with re-
spect to at least 4 measures.
Figure 4.2: An example of a fan partition of R2 for n = 5 and c = 4.
Remark 4.4.1. As a consequence of the previous proof, there is a convex partition
(C1, . . . , Cn) of Rd, such that each piece Ci has positive measure with respect to at least
c of the measures µ1, . . . , µm, and additionally all pieces C1, . . . , Cn have positive meas-
ure with respect to d − 1 measures µj1 , . . . , µjd−1 , where F = conv{vj1 , . . . , vjd−1} and
vjk ∈ relint(supp(µjk)), for every 1 ≤ k ≤ d− 1. In contrast to the statement of Theorem
4.1.4, we cannot guarantee an equipartition, and we cannot choose which measure will be
contained in each piece.
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Proof of Theorem 4.1.4
Let d ≥ 2,m ≥ 2, and c ≥ 2 be integers, and let n ≥ 2 be a prime power. Under the assump-





Consequently, Theorem 4.2.1 implies that for every collection of m measures µ1, . . . , µm in
Rd there exists a convex partition (C1, . . . , Cn) of Rd with the property that each of the
subsets Ci has positive measure with respect to at least c of the measures µ1, . . . , µm. In
other words,
#{j : 1 ≤ j ≤ m, µj(Ci) > 0} ≥ c
for every 1 ≤ i ≤ n.
Remark 4.4.2. In order to prove the non-existence of the G-equivariant map
f : EMP(µm, n) −→ ⋃A, one could directly try to show that there is noG-equivariant map
Conf(Rd, n) −→ ⋃A = colimP (A) C. However, since the dimension of the order complex of
P (A) is
dim(∆(P (A))) = nc− n− c,
this method proves Theorem 4.1.4 only for c ≤ d, which follows directly from the result of
Soberón [75].
Proof of Theorem 4.1.5
Proof. Let d ≥ 2 and c ≥ 2 be integers, let n ≥ 2 be a prime power and let m ≥ 2 be an
integer that satisfies the conditions of the theorem. Theorem 4.3.12 yields the non-existence




and Theorem 4.2.2 implies that for every collection of m measures µ1, . . . , µm in Rd there
exists a convex partition (C1, . . . , Cn) of Rd with the property that each of the subsets Ci
has positive measure with respect to at least c of the measures µ1, . . . , µm. In other words,
#{j : 1 ≤ j ≤ m, µj(Ci) > 0} ≥ c
for every 1 ≤ i ≤ n.
Chapter 5
Waists of spheres
The results of this chapter are obtained jointly with Pavle V.M. Blagojević and Roman
Karasev.
Introduction
Let Sn ⊂ Rn+1 be the unit n-dimensional sphere centered at the origin. For X ⊆ Sn and
ε > 0 denote by X + ε the ε-tubular neighborhood of X in Sn, i.e.,




where B(x, ε) denotes here the intersection of Sn with the open Euclidean ball in Rn+1 of
radius ε centered at x. Moreover, let vol denote the n-dimensional spherical volume. The
following is the celebrated Gromov’s waist of the sphere theorem.
Theorem 5.1.1 ([39, Sec. 1]). Let n ≥ k ≥ 1 be integers, and let f : Sn −→ Rk be a
continuous map. Then there exists z ∈ Rk such that
vol(f−1(z) + ε) ≥ vol(Sn−k + ε),
for every ε > 0, where Sn−k denotes the equatorial (n− k)-dimensional sphere in Sn.
See, for example, the essay of Guth [41] for a nice exposition about Theorem 5.1.1, its
history and relevance.
If the map f in the previous theorem is the restriction of the projection Rn+1 → Rk to
the first k coordinates, then f−1(0) = Sn−k. Thus, informally said, the waist of the sphere
theorem claims that every continuous map f : Sn → Rk has a fiber that is at least as big
as the largest fiber of the projection.
However, Theorem 5.1.1 does not specify which fiber of the map f is such that its
tubular neighborhood has a large volume. Our main result puts some restrictions on the
map f in order to claim that the tubular neighborhood of f−1(0) has a large volume.
Let p be a prime and let Zp = Z/pZ denote the cyclic group on p elements. If the action
of Zp on Sn is an isometry that preserves orientation, then Zp also acts on SO(n+1), where
SO(n+1) is the special orthogonal group. Denote by IndexZp(SO(n+ 1);Fp) ⊆ H∗Zp(BZp;Fp)
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its Fadell-Husseini index. For details about the Fadell-Husseini index see the original paper
of Fadell and Husseini [32] and Appendix B.
For a Zp-representation R, let e(R) denote the Euler class of the fiber bundle
R −→ EZp ×Zp R −→ BZp. (5.1)
Theorem 5.1.2. Let n > k ≥ 1 be integers and let p be a prime. Suppose that the action
of Zp on Sn is free and that it is an orientation-preserving isometry. Moreover, let R be a
Zp-representation of dimension k such that
e(R) /∈ IndexZp(SO(n+ 1);Fp).
If f : Sn −→ R is a Zp-equivariant map, then
vol(f−1(0) + ε) ≥ vol(Sn−k + ε),
for every ε > 0.
Example 5.1.3. Here we give an example of a free Zp-action on Sn that preserves orient-
ation.
Assume that n = 2m+ 1 is odd and see the sphere Sn as the join of m copies of S1. If
S1 is embedded in the complex plane C, then the group Zp acts on S1 by multiplication
with the p-th roots of 1. This induces an action on the whole Sn given by
g · (λ1x1 ⊕ · · · ⊕ λmxm) = λ1(g · x1)⊕ · · · ⊕ λm(g · xm),
for every g ∈ Zp, x1, . . . , xm ∈ S1 and λ1, . . . , λm ≥ 0, such that λ1 + · · · + λm = 1. This
Zp-action is free, preserves orientation and is an isometry on Sn.
In order to prove Theorem 5.1.1, Gromov [39] used partitions of the sphere Sn into 2i
pieces that are ”flat” [39, Thm. 4.4.A], which were parametrized by the wreath product of
spheres. Existence of such a partition was shown using topological methods – non-vanishing
of the top Stiefel-Whitney class of a vector bundle [39, Lemma5.1].
We partition the sphere into pi ”flat” pieces, and parametrize such partitions by the
wreath product of configuration spaces. An existence of such a partition is proved in
Theorem 5.2.5. The key ingredient in the proof of Theorem 5.2.5 is Theorem 5.3.10,
which claims that there is no equivariant map from the wreath product of configuration
spaces to a certain sphere. Since the proof of Theorem 5.3.10 depends on the equivariant
obstruction theory [30, Sec. II.3], we develop an invariant CWmodel for the wreath product
of configuration spaces.
Remark 5.1.4. In [39] beside Theorem 5.1.1, Gromov proved some results on waists for
Gaussian measures. Theorem 5.3.10 can be used to prove analogues of results in [39, Sec. 3],
too.
The proof of Theorem 5.1.2 is given in the next section. However, it uses Theorem
5.2.5, whose proof is presented in the last section. Before that, we develop an invariant
CW model for the wreath product of configuration spaces in Section 5.3, where we also
state the main topological ingredient, Theorem 5.3.10. The proof of Theorem 5.3.10 is,
however, given in Section 5.4.
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Proof of Theorem 5.1.2
The proof of the main result, Theorem 5.1.2, resembles the Gromov’s proof of Theorem
5.1.1, and we build on the Memarian’s work [60], who gave a detailed proof of Theorem
5.1.1 based on [39].
Gromov [39, Sec. 5] used iterated partitions of the sphere Sn, where in each step every
existing subset was cut into two. Such partitions were encoded by a full rooted tree T of
degree 2, and the group of automorphisms of T acted on the space of partitions. Moreover,
the space of partitions was identified with a Cartesian product of spheres.
Here we partition Sn iteratively, so that in each step every existing set gets cut into p
subsets. Such partitions are parametrized by the product of the special orthogonal group
and the wreath product of configuration spaces Conf(Rd, p) equipped with an action of the
product of the cyclic group Zp and the wreath product of copies of Zp, for an appropriate
integer d.
A subset S ⊆ Sn is said to be convex if it lies in a hemisphere in Sn and if the cone
over it cone(S) ⊂ Rn+1 is convex.
Definition 5.2.1. Let n ≥ 1 and r ≥ 1 be integers. An ordered collection of open subsets
(C1, . . . , Cr) of Sn is called a partition of Sn if
(1) ⋃ri=1Ci = Sn, where Ci denotes the closure of the set Ci,
(2) Ci 6= ∅ for every 1 ≤ i ≤ r, and
(3) Ci ∩ Cj = ∅ for all 1 ≤ i < j ≤ r.
A partition (C1, . . . , Cr) is called convex if all subsets C1, . . . , Cr are convex.
Remark 5.2.2. In Chapter 3 and Chapter 4 we used partitions of the Euclidean space
into closed subsets. Here we work with open subsets of the sphere in order to use results
from [60].
We also define the wreath product of the copies of the group Zp.
Definition 5.2.3. Let p ≥ 2 be a prime, ` ≥ 1 an integer, and denote by Zp the finite
cyclic group on p elements. Define the wreath product Zo`p as follows:
(1) Zo1p = Zp,
(2) Zo`p = Z
o(`−1)
p o Zp = (Zo(`−1)p )×p o Zp, for ` ≥ 2.
Furthermore, for an integer ` ≥ 1 define an embedding αp,` : Zo`p −→ Sp` by:
(1) αp,1 : Zp −→ Sp maps elements of Zp to cyclic permutations, i.e., αp,1(g)(i) = g + i,
for every i ∈ Zp and for every g ∈ Zp.
(2) For ` ≥ 2,
αp,`(g1, . . . , gp, h)(i) =

αp,`−1(gh(1))(i), if 1 ≤ i ≤ p`−1
...
αp,`−1(gh(p))(i), if p` − p`−1 + 1 ≤ i ≤ p`,
for every 1 ≤ i ≤ p` and for every (g1, . . . , gp, h) ∈ (Zo(`−1)p )×p o Zp = Zo`p .
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Denote by [n]j the set of integers [n]j = {(j−1)n+1, . . . , jn}, and write [p`] = {1, . . . , p`}
as
[p`] = [p`−1]1 ∪ · · · ∪ [p`−1]p.
Then for every (g1, . . . , gp, h) ∈ Zo`p and for every 1 ≤ j ≤ p, gj ∈ Zo(`−1)p ⊆ Sp`−1 permutes
elements of [p`−1]j , and h ∈ Zp permutes the blocks [p`−1]1, . . . , [p`−1]p. Thus, the group
Zo`p is a Sylow p-subgroup of the symmetric group Sp` .
Let us now have a look at partitions of Sn that are invariant under the action of
the group Zp × Zo`p for some integer `. As expected, they are defined iteratively. Let
P0 = (C11 , . . . , C1p) be a convex partition of Sn into p subsets, such that g · Ci = Cg+i for
every g ∈ Zp, where the addition is in Zp. Such partitions are called Zp-invariant. Now let
` ≥ 1. If P`−1 = (C`−11 , . . . , C`−1p` ) is a (Zp × Z
o(`−1)
p )-invariant partition (where we assume
that Zo0p is a trivial group), define a partition
P` = (C`1, . . . , C`p`+1)
by partitioning each set C`−1i into p sets C`pi−p+1, . . . , C`pi in a Zp-equivariant manner, i.e.,
g · C`pi−j =
{
C`pi−j+g, if g ≤ j,
C`pi−j+g+p, if g > j,
for every g ∈ Zp. In combination with the (Zp × Zo(`−1)p )-action on P`−1, we obtain a
(Zp × Zo`p )-action on P`. Note that the partition P` consists of p`+1 open convex sets.
Denote by CO(Sn) the family of open convex subsets of Sn, equipped with a topology
induced by the Hausdorff distance. A center map is any continuous map
c : CO(Sn) −→ Sn.
Definition 5.2.4 ([60, Def. 3.1]). Let n ≥ k ≥ 0 be integers and let ε > 0. A set
S ∈ CO(Sn) is called a (k, ε)-pancake if there exists a convex set S′ ⊆ Sn of dimension k
such that
dist(x, S′) ≤ ε
for every x ∈ S.
Recall that for a group G and a G-representation V , we denote by e(V ) the Euler class
of the fiber bundle
V −→ EG×G V −→ BG.
Moreover, IndexG(X;F) denotes the Fadell-Husseini index [32] of the space X with respect
to the group G and coefficients F. The following is an adaptation of [60, Thm. 4].
Theorem 5.2.5. Let n > k ≥ 1 be integers, let p be a prime, let R be a k-dimensional
representation of Zp, such that e(R) /∈ IndexZp(SO(n + 1);Fp), let Zp act isometrically,
orientation-preservingly and freely on Sn, and let c : CO(Sn) → Sn be a Zp-equivariant
center map. If f : Sn → R is a Zp-equivariant map, then for every ε > 0 there exists an
integer iε, such that for every i ≥ iε there exists a (Zp × Zoip )-invariant partition Π of Sn
into pi+1 pieces, such that
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(1) Every convex subset S ∈ Π is a (k, ε)-pancake,
(2) f(c(S)) = 0 for every S ∈ Π, and
(3) all convex subsets S ∈ Π have the same volume.
The proof of Theorem 5.2.5 is postponed to Section 5.5.
Let us now recall some notation from [60] needed for the proof of Theorem 5.1.2.
Following [60, Def. 5.1], consider a set of probability measures on Sn
MCn = {µS = vol |Svol(S) ∣∣ S ∈ CO(Sn)}.
The vague closure (thus the closure in the vague topology) of MCn in the space of
probability measures on Sn is called the space of convexly derived probability measures on
Sn, and it is denoted by MC. A subspace of MC consisting of measures whose support
has dimension k is denoted by MCk, and MC≤k = ⋃k`=0MC`. Moreover, to every finite






where δµS denotes the Dirac measure associated to the point µS ∈MCn, see [60, Def. 5.2].
Denote by CP the vague closure of the set
{m(Π) | Π is a finite convex partition of Sn}
in the space of probability measures onMC.
Definition [60, Def. 5.3] gives certain center maps, to which we will apply Theorem
5.2.5. For a measure µ ∈ CP and for r > 0, consider a function vr,µ : Sn → R given by
vr,µ(x) = µ(B(x, r)),
where B(x, r) ⊆ Sn is the intersection of Sn with a Euclidean ball in Rn+1 of radius r
centered at x. Denote by Mr(µ) ⊆ supp(µ) the set of maximal points of the function vr,µ
on the support of the measure µ. Then for every S ∈ CO(Sn), the center cr(S) is defined to
be the barycenter of conv(Mr(µS)). Note that such a defined center map is Zp-equivariant.
Analogously to [60, Def. 5.4], we define a set of convex partitions in CP that are r-
adapted to a continuous map f : Sn → R as
F0r (f) =
{
Π′ ∈ CP | 0 ∈ f(conv(Mr(µ)) for every µ ∈ supp(Π′)
}
.
Proof of Theorem 5.1.2. Here we follow the proof of [60, Thm. 1].
Let us first assume that f : Sn → R is a smooth generic Zp-equivariant map. Then
f−1(0) is (n− k)-dimensional, so there exists a constant W , such that
vol(f−1(0) + r) ≤Wrk, (5.2)
for every r > 0.
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For every r > 0 and for the center map cr as defined above, Theorem 5.2.5 yields
partitions Π of Sn, such that m(Π) ∈ F0r (f), by Property (2). Property (1), however,
means that supports of subsets in Π can be chosen to be contained in arbitrarily thin
neighborhoods of at most k-dimensional subsets of Sn. Thus, since the space F0r (f) is
closed in CP, see [60, Cor. 5.10], it follows that for every r > 0, there exists a partition
Πr ∈MC≤k, such that m(Πr) ∈ F0r (f).
An analogue of [60, Prop. 6] implies that there exists a constant c > 0, such that for






) ≥ c k∑
`=0
(
vol(Sn−` + r)m(Π)(MC`)). (5.3)
Recall that m(Π) is a probability measure onMC, and thatMC` is a subspace ofMC.
Moreover, an analogue of [60, Prop. 5] claims that for every ε > 0 and for every sequence
of reals ri > 0, such that ri → 0 as i→∞












for every r > 0 small enough. Letting r to tend to zero, we obtain that m(Πr)(MC`)
tends to zero for every ` < k, and consequently that m(Πr)(MCk) tends to 1 as r → 0. In
particular, lim supi→∞m(Πri)(MCk) = 1, which together with (5.4) gives
vol(f−1(0) + ε) ≥ vol(Sn−k + ε),
for every ε > 0.
Assume now that f : Sn → R is a continuous Zp-equivariant map. Then it is a uniform
limit of smooth generic maps fj . Moreover, we can choose these maps to be Zp-equivariant.
As we have just shown,
vol(f−1j (0) + ε) ≥ vol(Sn−k + ε),
holds for every integer j and for every ε > 0.
Let δj =‖ fj − f ‖∞. Then δj → 0 as j →∞ and f−1j (0) ⊆ f−1(B(0, δj)). Hence,
vol(f−1(B(0, δj)) + ε) ≥ vol(f−1j (0) + ε) ≥ vol(Sn−k + ε),
for every integer j and for every ε > 0. Since the volume is a continuous function and
f−1(0) + ε =
∞⋂
j=1
(f−1(B(0, δj)) + ε),
it follows that
vol(f−1(0) + ε) ≥ vol(Sn−k + ε),
for every ε > 0.
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A CW model for the partition space
In Theorem 5.2.5, we aim for (Zp × Zoip )-invariant partitions of the sphere Sn. The space
of such partitions will be parametrized by the Cartesian product of the special orthogonal
group with the wreath product of configuration spaces. Since we want to apply the equivari-
ant obstruction theory according to tom Dieck [30, Sec. II.3], we need a Zoip -invariant CW
model for the wreath product of configuration spaces. Therefore, we first recapitulate the
CW model for the configuration space developed by Blagojević and Ziegler [21, Sect. 3],
and later develop a CW model for the wreath product of configuration spaces.
A CW model for the configuration space
Let d ≥ 1 and p ≥ 2 be integers. Now we describe a finite CW complex that is an
equivariant deformation retract of the configuration space Conf(Rd, p), as introduced in
[21, Sect. 3].
Definition 5.3.1. Let X be a topological space and let p be an integer. The (ordered)
configuration space Conf(X, p) is the set
Conf(X, p) = {(x1, . . . , xp) ∈ Xp | xi 6= xj for every 1 ≤ i < j ≤ p}
of all p-tuples of pairwise distinct points in the topological space X.
Denote by F(d, p) the set
F(d, p) = {(σ, i) | σ ∈ Sp is a permutation, and i ∈ {1, . . . , d}p−1}.
We will also write the pair (σ, i) as (σ1<i1σ2<i2 · · ·<ip−1σp), where σ = σ1σ2 . . . σp ∈ Sp
is a permutation and i = (i1, . . . , ip−1) ∈ {1, . . . , d}p−1. Moreover, let us define a partial
order on the set F(d, p).
Definition 5.3.2. Let d ≥ 1 and p ≥ 2 be integers. For (σ, i) = (σ1<i1σ2<i2 · · ·<ip−1σp)
and (σ′, i′) = (σ′1<i′1σ
′
2<i′2 · · ·<i′p−1σ′p) elements of F(d, p), we say that
(σ, i)  (σ′, i′)
holds if and only if:
whenever . . . σk . . . <i′s . . . σ` . . . appear in this order in (σ
′, i′), then
either . . . σk . . . <is . . . σ` . . . appear in this order in (σ, i) with is ≤ i′s,
or . . . σ` . . . <is . . . σk . . . appear in this order in (σ, i) with is < i′s.
A CW complex is called regular if every every attaching map of cells is a homeomorph-
ism on the closed cell, i.e., it does not make identifications on the boundary.
Let r ≥ 1 be an integer. Denote by Wr the orthogonal complement of the one-
dimensional diagonal in Rr:
Wr = {(x1, . . . , xr) ∈ Rr | x1 + · · ·+ xr = 0}.
It is an (r − 1)-dimensional linear subspace of Rr.
The following theorem describes the CW model for the configuration space Conf(Rd, p).
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Theorem 5.3.3 ([21, Thm. 3.13]). Let d ≥ 1 and p ≥ 2 be integers. Then there is a finite
regular CW complex F(d, p) whose cells are indexed by strings in F(d, p), and the inclusion
relations between the cells are given by:
The cell cˇ(σ, i) associated to (σ, i) lies in the boundary of the cell cˇ(σ′, i′) associated to
(σ′, i′) if and only if (σ, i)  (σ′, i′) in terms of Definition 5.3.2.
The dimension of the CW complex F(d, p) is (d − 1)(p − 1), and the dimension of a
cell cˇ(σ, i) is (i1 + · · ·+ ip−1)− (p− 1), where i = (i1, . . . , ip−1).
The barycentric subdivision sdF(d, p) of the CW complex F(d, p) has a geometric real-
ization in W⊕dp ⊂ Rd×p, which is an Sp-equivariant strong deformation retract of the
configuration space Conf(Rd, p).
The group Sp acts on the poset F(d, p) by pi · (σ, i) = (piσ, i), which induces an action
on the barycentric subdivision sdF(d, p) given on vertices by pi · v(σ, i) = v(piσ, i), where
{v(σ, i) | (σ, i) ∈ F(d, p)} is the set of vertices of sdF(d, p).
Every cell of the CW complex F(d, p) is given by its combinatorial data
(σ, i) = (σ1<i1σ2<i2 · · ·<ip−1σp), and it can be graphically presented by p points xσ1 , . . . , xσp
in Rd, such that the first ik − 1 coordinates of the points σik and σik+1 are the same, and
the ik-th coordinate of the point σk is smaller than the ik-th coordinate of the point σk+1,
for every 1 ≤ k ≤ p− 1. For further details, consult [21, Sect. 3].
Example 5.3.4. Vertices of the CW complex F(d, p) correspond to strings (σ, i) ∈ F(d, p),
such that i1 = · · · = ip−1 = 1. There are exactly p! of them, one for each permutation
σ ∈ Sp. For a permutation σ = σ1 . . . σp ∈ Sp, the combinatorial data for the zero-
dimensional cell cˇ(σ, i) is given by
(σ1<1σ2<1 · · ·<1σp),
and it can be graphically represented by p points x1, . . . , xp in Rd such that
pi1(xσ1) < · · · < pi1(xσp), where pi1 : Rd → R is the projection to the first coordinate. A
vertex that corresponds to the combinatorial data (6<15<12<17<11<14<13<18) in F(2, 8)

















Figure 5.1: Graphical presentation of cells in F(2, 8).
Maximal cells of the CW complex F(d, p), on the other hand, correspond to strings
(σ, i) ∈ F(d, p), such that i1 = · · · = ip−1 = d. There are also exactly p! of them, one for
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each permutation σ ∈ Sp. Similarly as above, for a permutation σ = σ1 . . . σp ∈ Sp, the
combinatorial data for the maximal cell cˇ(σ, i) is given by
(σ1<dσ2<d · · ·<dσp),
and it can be graphically presented by p points x1, . . . , xp ∈ Rd, such that pij(x1) = · · · = pij(xp)
for every 1 ≤ j ≤ d − 1, and pid(xσ1) < · · · < pid(xσp), where pik : Rd → R denotes the
projection to the k-th coordinate, for every 1 ≤ k ≤ d. An example for combinatorial data
(3<26<27<25<28<22<24<21) is shown in Figure 5.1 on the right.
Example 5.3.5. Let d ≥ 1 and p ≥ 2 be integers, and pick a maximal cell cˇ(σ′, i′) of
F(d, p). Let us examine the boundary of the cell cˇ(σ′, i′).
Since cˇ(σ′, i′) is a maximal cell, we have that i′1 = · · · = i′p−1 = d. According to Theorem
5.3.3, a cell cˇ(σ, i) lies in the boundary of the cell cˇ(σ′, i′) if and only if . . . σk . . . <d . . . σ` . . .
appear in this order in (σ′, i′) whenever they appear the same way in (σ, i). In Figure 5.2,
a few cells in the boundary of the maximal cell cˇ(3<26<27<25<28<22<24<21), which is
























Figure 5.2: Some of the cells in the boundary of the maximal cell
cˇ(3<26<27<25<28<22<24<21).
Let us now concentrate on cells of codimension one, that is, of dimension (d−1)(p−1)−1.
They are given by strings (σ, i) ∈ F(d, p), such that i1 + · · · + ip−1 = d(p − 1) − 1. Thus,
their combinatorial data is
(σ1<dσ2<d · · ·<dσk<d−1σk+1<d · · ·<dσp),
for some permutation σ ∈ Sp and some 1 ≤ k ≤ p − 1. In particular, all codimension
one faces in the boundary of a maximal cell cˇ(σ′, i′) can be obtained by splitting the set
of integers [p] = {1, . . . , p} into two nonempty sets – those that are on the left-hand side
of the symbol <d−1 and those that are on the right-hand side of the symbol <d−1 in the
combinatorial presentation (σ1<dσ2<d · · ·<dσk<d−1σk+1<d · · ·<dσp). The order of the
integers σ1, . . . , σk and σk+1, . . . , σp is the same as their order in (σ′, i′).
For computing the equivariant obstruction cocycle in [21, Sec. 4.1], one needs the fol-
lowing property of the geometric realization of sdF(d, p).
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Lemma 5.3.6 ([21, Lemma 4.1]). Let d ≥ 1 and p ≥ 2 be integers and denote by
g : W⊕dp →W⊕(d−1)p the Sp-equivariant linear projection map obtained by deleting the last
row from any matrix (y1, . . . , yp) ∈W⊕dp of row sum 0.
Then the map g maps all maximal cells of F(d, p) ⊂ W⊕dp homeomorphically onto the
same star-shaped neighborhood sdB(d− 1, p) of 0 in W⊕(d−1)p .
The symmetric group acts on sdB(d−1, p) by homeomorphisms that reverse orientation
according to sgn d−1. Therefore, the maximal cells and the codimension one cells in F(d, p)
can be oriented in such a way that the Sp-action changes the orientations according to
sgn d−1, and the boundary of every maximal cell is the sum of all codimension one cells in
its boundary with +1 coefficients.
A CW model for the wreath product of configuration spaces
In this section we follow the presentation of [17, Sec. 2], where Ptolemaic epicycles embed-
dings are introduced. These are embeddings of products of spheres into a configuration
space that are invariant under the action of a Sylow 2-subgroup of a symmetric group.
We introduce embeddings of products of configuration spaces into a (larger) configuration
space that are invariant under the action of a Sylow p-subgroup of the symmetric group.
Definition 5.3.7. For integers d ≥ 1, p ≥ 2 and ` ≥ 1 define the space C`(d, p) by
(1) C1(d, p) = Conf(Rd, p), and
(2) C`(d, p) = (C`−1(d, p))×p × C1(d, p), for ` ≥ 2.
Moreover, the left action of the group Zo`p is defined as follows:
(1) For ` = 1, the group Zo1p = Zp cyclically permutes the elements of the p-tuples in
C1(d, p) = Conf(Rd, p):
g · (x1, . . . , xp) = (xg+1, . . . , xg+p),
for every g ∈ Zp and for every (x1, . . . , xp) ∈ Conf(Rd, p), where the addition of indices
is in Zp.
(2) For ` ≥ 2,
(g1, . . . , gp, h) · (X1, . . . , Xp, Y ) = (gh+1 ·Xh+1, . . . , gh+p ·Xh+p, h · Y ),
for every (g1, . . . , gp, h) ∈ Zo(`−1)p o Zp = Zo`p and for every
(X1, . . . , Xp, Y ) ∈ (C`−1(d, p))×p×C1(d, p) = C`(d, p), where the addition of indices is
in Zp.
By induction one can see that the space C`(d, p) is homeomorphic to the product of
configuration spaces Conf(Rd, p)×(
p`−1
p−1 ).
The space C`(d, p) can be embedded in the configuration space Conf(Rd, p`) via a
p-adic Ptolemaic epicycles embedding, that resembles the Ptolemaic epicycles embedding
from [17, Sec. 2]. The embedding ιd,p` : C`(d, p) −→ Conf(Rd, p`) is given by:
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(1) For ` = 1, the map ιd,p1 : C1(d, p) −→ Conf(Rd, p) is the identity.
(2) For ` ≥ 2, let (X1, . . . , Xp, Y ) ∈ C`(d, p) = (C`−1(d, p))×p × C1(d, p). Then
Y = (y1, . . . , yp) ∈ C1(d, p) = Conf(Rd, p) defines p pairwise distinct points in Rd. Choose
pairwise disjoint open balls B1, . . . , Bp ⊂ Rd, such that Bj is centered at yj for every
1 ≤ j ≤ p. Then there are homeomorphisms ϕj : Rd −→ Bj , for every 1 ≤ j ≤ p.
Denote by (xj1, . . . , x
j
p`−1) the image ι
d,p
`−1(Xj) ∈ Conf(Rd, p`−1). Then
ιd,p` (X1, . . . , Xp, Y ) = (ϕ1(x
1
1), . . . , ϕ1(x1p`−1), . . . , ϕp(x
p
1), . . . , ϕp(x
p
p`−1)).
The group Sp` acts on Conf(Rd, p`) by
τ · (x1, . . . , xp`) = (xτ(1), . . . , xτ(p`)),
for every permutation τ ∈ Sp` . Since the group Zo`p is a subgroup of Sp` , there is a
Zo`p -action on Conf(Rd, p`), which turns the embedding ι
d,p
` into a Zo`p -equivariant map.
Example 5.3.8. Figure 5.3 shows the image of a point in C3(2, 3) under the embedding
ι2,33 . More precisely, in Figure 5.3(a) a point (x1, x2, x3) ∈ C1(2, 3) = Conf(R2, 3) is shown
together with pairwise disjoint balls centered at points x1, x2 and x3. We identify these
balls with R2 via homeomorphisms, and we choose an element of each copy of Conf(R2, 3).
These are triples of pairwise disjoint points in R2, as shown in blue in Figure 5.3(b). Figure
5.3(b) shows pairwise disjoint balls in R2 centered at these blue points, too. Finally, we
identify each of these nine balls with R2, and choose an element in each copy of Conf(R2, 3).
This way, we obtain an element of C3(2, 3), which is presented by 27 pairwise distinct points
in R2, as in Figure 5.3(c). In other words, an element of C3(2, 3) is presented by an element
of Conf(R2, 27).
The action of the wreath product Zp o Zp o Zp on C3(2, 3) can be seen as follows. Let
G1, G2 and G3 be groups that are isomorphic to Zp. Then we can see the group Zp oZp oZp
as
Zp o Zp o Zp ∼= (G×33 oG2)×3 oG1.
The group G1 cyclically permutes the red points (and the balls centered at these points).
Each copy of G2 cyclically permutes the three blue points within one big circle, and each
copy of the group G3 cyclically permutes the three black points within one small circle.
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(a) Step 1 (b) Step 2
(c) Step 3
Figure 5.3: An embedding ι2,33 : C3(2, 3) ↪→ Conf(R2, 27).
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Let us define a Zo`p -action on the Euclidean space Rp
` .
Definition 5.3.9. Let p and ` be positive integers. The left action of the group Zo`p on the
space Rp` is defined by:
(a) For ` = 1,
g · (x1, . . . , xp) = (xg+1, . . . , xg+p),
where the addition of indices is in Zp.
(b) For ` ≥ 2, see elements of Rp` as real p× p`−1 matrices. Then







for every (g1, . . . , gp, h) ∈ Zo(`−1)p oZp = Zo`p and for every
v1...
vp
 ∈ Rp×p`−1 ∼= Rp` , where
the addition of indices is in Zp.
Recall that Wr denotes the space Wr = {(x1, . . . , xr) ∈ Rr | x1 + · · · + xr = 0}, for
an integer r ≥ 1. The subspace Wp` ⊂ Rp` inherits the Zo`p -action from Definition 5.3.9.




g · (X1, . . . , Xd−1) = (g ·X1, . . . , g ·Xd−1),
for every g ∈ Zo`p and for every X1, . . . , Xd−1 ∈Wp` . Moreover, the unit sphere S(W⊕(d−1)p` )
in the linear space W⊕(d−1)
p`
inherits the Zo`p -action from the ambient space.
We can now state the key topological ingredient needed for the proof of Theorem 5.2.5,
whose proof is postponed to Section 5.4.
Theorem 5.3.10. Let d and ` be positive integers and let p ≥ 2 be a prime. Then there
is no Zo`p -equivariant map
C`(d, p) −→ S(W⊕(d−1)p` ).
Remark 5.3.11. By [21, Thm. 1.2], we know that an Sn-equivariant map
Conf(Rd, n) −→ S(W⊕(d−1)n ) exists if and only if n is not a prime power. From the above




// Conf(Rd, p`) // S(W⊕(d−1)
p`
)
64 Chapter 5 Waists of spheres
of Zo`p -equivariant maps exists whenever p is not a prime. Combining it with the statement
of Theorem 5.3.10, we obtain that a Zo`p -equivariant map C`(d, p) −→ S(W⊕(d−1)p` ) exists if
and only if p is a prime.
Since the proof of Theorem 5.3.10 depends on the equivariant obstruction theory, we
need to develop an invariant CW model for the wreath product of configuration spaces.
For integers d, ` ≥ 1 and p ≥ 2, denote by C`(d, p) the CW complex
(1) C1(d, p) = F(d, p), and
(2) C`(d, p) = (C`−1(d, p))×p ×F(d, p) for ` ≥ 2.
In particular, the CW complex C`(d, p) is the product C`(d, p) = F(d, p)×(
p`−1
p−1 ) of p`−1p−1
copies of the CW complex F(d, p) introduced in Theorem 5.3.3. Thus, cells in C`(d, p) are
products of p`−1p−1 cells in the CW complex F(d, p). The cell complex C`(d, p) is given a
Zo`p -action:
(1) For ` = 1, the group Zo1p = Zp acts on C1(d, p) = F(d, p) as described in Theorem 5.3.3.
(2) For ` ≥ 2, the group Zo`p = (Zo(`−1)p )×p o Zp acts on C`(d, p) = (C`−1(d, p))×p × C1(d, p)
by
(g1, . . . , gp, h) · (X1, . . . , Xp, Y ) = (gh+1 ·Xh+1, . . . , gh+p ·Xh+p, h · Y ),
for every g1, . . . , gp ∈ Zo(`−1)p , h ∈ Zp, X1, . . . , Xp ∈ C`(d, p), and Y ∈ C1(d, p).
Remark 5.3.12. There is a commutative diagram of Zo`p -equivariant maps.





C`(d, p) C`(d, p) (W⊕dp )×(
p`−1









• r is the deformation retraction from Theorem 5.3.3, and r′ is the product of such
deformation retractions,
• i is the embedding from Theorem 5.3.3, and i′ is the product of such embeddings,
• g is as defined in Lemma 5.3.6, and g′ is the product of such maps, and
• ϕ is an isomorphism.
Example 5.3.13. Let us have a look at some cells in the CW complex C3(2, 3), which we
can see as
C3(2, 3) = (X×33 ×X2)×3 ×X1 ∼= X1 ×X32 ×X93 ,
where X1, X2 and X3 are CW complexes isomorphic to F(2, 3).
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The vertices (zero-dimensional cells) of the CW complex C3(2, 3) are products of vertices
in F(2, 3). Let e11 be a vertex in X1, let e21, e22 and e23 be (not necessarily distinct) vertices
in X2, and let e31, . . . , e39 be vertices in X3. Then
e = e11 × (e21 × e22 × e23)× (e31 × · · · × e39)




where σji ∈ S3 is a permutation, and i = (1, 1, 1). Thus, the 13 permutations σji , for
1 ≤ j ≤ 3, 1 ≤ i ≤ 3j−1, determine the vertex e in C3(2, 3). Consequently, the CW
complex C3(2, 3) has 613 vertices.
Assume that e11 = cˇ(3<11<12). Then we can present the vertex e11 graphically, similarly
as in Example 5.3.4. However, instead of dots, we use circles for points, see Figure 5.4(a).
The vertices e21 = cˇ(3<12<11), e22 = cˇ(1<12<13) and e23 = cˇ(2<11<13) we draw inside of
these circles, as in Figure 5.4(b). Finally, in Figure 5.4(c), we show all vertices eji , thus
this is a graphical presentation of the vertex e ∈ C3(2, 3).
Similarly, maximal cells (or facets) of the CW complex C3(2, 3) are products of maximal
cells of F(2, 3). Therefore, every choice of permutations σji ∈ S3, for every 1 ≤ j ≤ 3 and
1 ≤ i ≤ 3j−1, is the combinatorial data for a maximal cell in C3(2, 3). Figure 5.5(a)
graphically presents a maximal cell of C3(2, 3).
The boundary ∂e of a maximal cell
e = e11 × (e21 × e22 × e23)× (e31 × · · · × e39)
is the union of cells
τ = τ11 × (τ21 × τ22 × τ23 )× (τ31 × · · · × τ39 ),




i is a cell in the boundary of the cell e
j
i ∈ F(2, 3) for every i and j. Two
codimension one cells in the boundary of the cell e are shown in Figure 5.5.































(c) Vertices e11, e21, e22, e23, e31, . . . , e39.
Figure 5.4: A vertex in C3(2, 3).























































































































(c) Another codimension one cell in
∂e.
Figure 5.5: A maximal cell in C3(2, 3) and some codimension one cells in its boundary.
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Proof of Theorem 5.3.10
Since the map r′ : C`(d, p) −→ C`(d, p) is a Zo`p -equivariant homotopy equivalence, we
proceed by proving the following statement.
Proposition 5.4.1. Let d and ` be positive integers and let p ≥ 2 be a prime. Then there
is no Zo`p -equivariant map
C`(d, p) −→ S(W⊕(d−1)p` ).
The proof of Proposition 5.4.1 uses the equivariant obstruction theory, as described by
tom Dieck [30, Sec. II.3]. See also Appendix A for details. Since
• C`(d, p) is a CW complex of dimension M = (d− 1)(p` − 1),
• the action of Zo`p on C`(d, p) is free when p is a prime,
• S(W⊕(d−1)
p`
) is an (M − 1)-dimensional space with a Zo`p -action, and
• S(W⊕(d−1)
p`
) is (M − 1)-simple and (M − 2)-connected,
a Zo`p -equivariant map C`(d, p) −→ S(W⊕(d−1)p` ) exists if and only if the primary obstruction




vanishes, where cf denotes the obstruction cocycle associated with an equivariant map
f : C`(d, p) −→W⊕(d−1)p` in a general position, see [14, Def. 1.5]. The values of the obstruc-
tion cocycle on maximal cells cˇ ∈ C`(d, p) are given by the degrees




where r is the radial projection.
The coefficient Zo`p -module piM−1(S(W
⊕(d−1)
p`
)) is, via Hurewicz isomorphism, isomorphic
with a homology group




The module Z is as an Abelian group isomorphic to Z. If we see Zo`p as a subgroup of the
symmetric group Sp` , then the action of Zo`p on Z is given by
τ · ξ = (sgn τ)d−1ξ,
for every τ ∈ Zo`p ⊆ Sp` and for every ξ ∈ Z, where sgn denotes the sign of the permutation.
Note that this action is trivial when p is odd. It is also trivial when p = 2 and ` > 1.
In order to compute the primary obstruction o, we need a Zo`p -equivariant map f in
general position.
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Lemma 5.4.2. Let d ≥ 1, ` ≥ 1 and p ≥ 2 be integers. Then there exists a Zo`p -equivariant
map f : C`(d, p) −→W⊕(d−1)p` in general position.
Moreover, the cells of the CW complex C`(d, p) can be oriented in such a way that the
equivariant obstruction cocycle cf takes value +1 on every oriented maximal cell of C`(d, p).
Proof. By Lemma 5.3.6, the projection g : W⊕dp →W⊕(d−1)p is an Sp-equivariant map that
homeomorphically maps every maximal cell of F(d, p) to the neighborhood sdB(d − 1, p)
of 0 in W⊕(d−1)p . Thus, the product map
g
×( p`−1
p−1 ) : (W⊕dp )
×( p`−1
p−1 ) −→ (W⊕(d−1)p )×(
p`−1
p−1 ),
is a Zo`p -equivariant map that maps maximal cells of C`(d, p) homeomorphically onto a
neighborhood (sdB(d − 1, p))×( p
`−1
p−1 ) of 0 in (W⊕(d−1)p )×(
p`−1
p−1 ). Since the vector spaces
(W⊕(d−1)p )×(
p`−1
p−1 ) and W⊕(d−1)
p`
are Zo`p -isomorphic, we obtain a Zo`p -equivariant map
f : C`(d, p) −→W⊕(d−1)p`
that maps every maximal cell of C`(d, p) to a neighborhood of 0 in W⊕(d−1)p` . In particular,
there are only finitely many zeros of the map f and all of them lie in maximal cells of
C`(d, p).
The space sdB(d − 1, p) is the barycentric subdivision of a cellular ball of dimension
(d− 1)(p− 1) in W⊕(d−1)p with one maximal-dimensional cell (see [21, Sec. 3]). Therefore,
we can interpret the image of any maximal cell of C`(d, p) under the map f as a cellular
(d− 1)(p` − 1)-dimensional ball B(d− 1, p`) in W⊕(d−1)
p`
with one maximal cell. Following
the proof of [21, Lemma 4.1], fix an orientation of the maximal cell of B(d − 1, p`), and
orient all codimension one cells in its boundary in such a way that they appear in the
boundary of the maximal cell with coefficients +1. Now orient all cells of C`(d, p) so that
the restriction of f on every cell is an orientation preserving homeomorphism. With such
an orientation, the value of the equivariant obstruction cocycle cf equals +1 on every cell
cˇ ∈ C`(d, p).
Let us fix the orientation of cells in C`(d, p) as described in Lemma 5.4.2. The next
lemma completes the proof of Proposition 5.4.1, which implies Theorem 5.3.10.
Lemma 5.4.3. Let d ≥ 1 and ` ≥ 1 be integers and let p ≥ 2 be a prime. Then the
primary obstruction o = [cf ] does not vanish.
Proof. The primary obstruction o = [cf ] is an element of the equivariant cohomology group
HM
Zo`p
(C`(d, p);Z), where M = (d − 1)(p` − 1) and Z = piM−1(S(W⊕(d−1)p` )). It vanishes if
and only if the equivariant cocycle cf is an equivariant coboundary.
Maximal cells in C`(d, p) = (F(d, p))
p`−1
p−1 = (F(d, p))1+p+···+p`−1 are products
e11 × (e21 × · · · × e2p)× · · · × (e`1 × · · · × e`p`−1),
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where eji is a maximal cell in F(d, p) for every 1 ≤ j ≤ ` and every 1 ≤ i ≤ pj−1. Recall




where σji ∈ Sp and i = (d, . . . , d).
Consider the subfamily of all maximal cells in C`(d, p)
A = {e11 × (e21 × · · · × e2p)× · · · × (e`1 × · · · × e`p`−1) |
(σji )1 = 1 for every 1 ≤ j ≤ ` and every 1 ≤ i ≤ pj−1}.
There are exactly ((p− 1)!) p
`−1
p−1 cells in A, thus
cf (
⋃




The proof continues by contradiction. Therefore, assume that cf is an equivariant











Since the cells of C`(d, p) are oriented in such a way that the boundary of every maximal










Since c′ is a Zo`p -equivariant cocycle, its value is the same on every cell in one orbit of
the group Zo`p . Thus we proceed by examining the orbits of codimension one cells in the
boundaries of cells in A.





e11×(e21×· · ·×e2p)×· · ·×(ej1×· · ·×eji−1×∂eji×eji+1×· · ·×ejpj−1)×· · ·×(e`1×· · ·×e`p`−1),
and the boundary of a single cell eji in F(d, p) is understood in Example 5.3.5. Pick one
cell
τ = e11×(e21×· · ·×e2p)×· · ·×(ej1×· · ·×eji−1×f ji ×eji+1×· · ·×ejpj−1)×· · ·×(e`1×· · ·×e`p`−1)
from the boundary ∂cˇ, where f ji is a ((d− 1)(p− 1)− 1)-dimensional cell in the boundary
of eji . Then the cell f
j
i corresponds to the combinatorial data
(ϕ1<dϕ2<d · · ·<dϕ`<d−1ϕ`+1<d · · ·<dϕp), for some permutation ϕ = ϕ1 . . . ϕp ∈ Sp and
some 1 ≤ ` ≤ p− 1.
5.5 Proof of Theorem 5.2.5 71
Denote by B the set of all maximal cells e = cˇ(σ, i) ∈ F(d, p) with σ1 = 1. Since f ji
lies in the boundary of the cell eji ∈ B, either ϕ1 = 1 or ϕ`+1 = 1 holds. Wlog., suppose
that ϕ1 = 1. The orbit of the cell f ji under the action of Zp on F(d, p) contains exactly
two cells that lie in the boundary of a maximal cell in B – the cell f ji and the cell gji given
by the combinatorial data
(ϕ1−ϕ`+1 +1 <d · · · <d ϕ`−ϕ`+1 +1 <d−1 1 <d ϕ`+2−ϕ`+1 +1 <d · · · <d ϕp−ϕ`+1 +1),
where the addition and subtraction are in Zp. Consequently, there are only two cells in
the orbit of τ under the action of Zo`p on C`(d, p) that are in the boundary of a cell in A.
Denote the other cell by ν.









cells in B. Hence, the cell τ lies in the boundary of exactly (p−1`−1)













times in the sum (5.6). Since 1 ≤ ` ≤ p − 1, the number (p`)
is divisible by p. This concludes the argument that the number cf (
⋃A) is divisible by p,
which is in contradiction with the equation (5.5).
Proof of Theorem 5.2.5
Finally, in this section we give a proof of Theorem 5.2.5, which completes the proof of the
main result.
Let ε > 0 be fixed. First assume that n > k + 1. We apply the following lemmas from
[60]. Recall that B(x, ν) denotes the closed ball in Rn+1 of radius ν centered at x.
Lemma 5.5.1 ([60, Lemma 3.2]). For every ε > 0, there exists ν > 0, such that every con-
vex set C ⊆ Sn that does not contain any ball of the form B(x, ν)∩Sk+1 is a (k, ε)-pancake,
where x ∈ Sn and Sk+1 ⊆ Sn is any equatorial (k + 1)-sphere.
Lemma 5.5.2 ([60, Lemma 3.1]). For every ν > 0, there exists an integer N and a
sequence L1, . . . , LN ⊆ Rn of linear (n− k− 1)-dimensional subspaces, such that for every
x ∈ Sn and for every equatorial (k + 1)-sphere Sk+1 ⊆ Sn, there exists 1 ≤ j ≤ N such
that
(B(x, ν) ∩ Sk+1) ∩ Lj 6= ∅.
Let ν > 0 be the value determined in Lemma 5.5.1, and let L1, . . . , LN be the subspaces
from Lemma 5.5.2. Moreover, fix a point x0 ∈ Sn. Set iε = N . Since Zp acts isometrically
on Sn, it also acts on SO(n + 1). Choose an arbitrary h ∈ SO(n + 1). The set of points
{g · x0 | g ∈ Zp} defines a partition of Sn into Voronoi cells
V hg = {x ∈ Sn | dist(x, ghx0) ≤ dist(x, g′hx0) for every g′ ∈ Zp},
for every g ∈ Zp, where dist denotes the Euclidean distance in Rn+1. This partition is
Zp-invariant, thus g′ · V hg = V hg′+g for every g, g′ ∈ Zp.
We further want to partition each Voronoi cell into p subsets. Let us first partition the
linear subspace hL⊥1 = h · L⊥1 . For linear maps a1, . . . , ap : hL⊥1 → R define a partition
(C1, . . . , Cp) of hL⊥1 into convex cones
C` = {x ∈ hL⊥i | a`(x) ≥ aj(x) for every 1 ≤ j ≤ p}.
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Then (C1 ⊕ hL1, . . . , Cp ⊕ hL1) is a convex partition of Rn+1, and
((C1 ⊕ hL1)∩ V hg0 , . . . , (Cp ⊕ hL1)∩ V hg0) is a convex partition of the Voronoi cell V hg0 , for a
fixed element g0 ∈ Zp. Since the linear space hL⊥1 is (k + 2)-dimensional, the set of linear
maps hL⊥1 → R is parametrized by the configuration space Conf(Rk+2, p). Partitions of
the other Voronoi cells V hg are obtained from the partition of V hg0 by the Zp-action. Thus,
the space SO(n + 1) × Conf(Rk+2, p) parametrizes a space of certain convex partitions of
Sn into p2 subsets. Note that Conf(Rk+2, p) is the space C1(k + 2, p) as introduced in
Definition 5.3.7, and that the induced partitions are (Zp × Zp)-invariant.
Similarly, the space C2(k+2, p) = Conf(Rk+2, p)×p×Conf(Rk+2, p) parametrizes certain
partitions of Sn into p3 subsets. Indeed, let P be a convex partition of Sn that corresponds
to a point (h,X) ∈ SO(n + 1) × Conf(Rk+2, p). Assume that S1, . . . , Sp are the sets in
P such that S1, . . . , Sp ⊂ V hg0 . The same way as above, the p copies of Conf(Rk+2, p)
parametrize convex partitions of the sets S1, . . . , Sp defined by linear maps hL⊥2 → R.
Indeed, for every 1 ≤ j ≤ p, the j-th copy of Conf(Rk+2, p) parametrizes a partition
of hL⊥2 into p convex cones, which induces a partition of Sj into p convex sets. Under
the Zp-action, these partitions give partitions of all other sets in P , too. Therefore, the
Cartesian product SO(n + 1) × C2(k + 2, p) parametrizes certain convex partitions of Sn
into p3 sets, that are (Zp × Zo2p )-invariant.
Proceed iteratively, so that in the i-th step every existing set in the partition of V hg0
gets partitioned into p convex subsets defined by linear maps hL⊥i → R, and transfer this
partition to the remaining Voronoi cells V hg using the Zp-action on Sn. After N steps,
we obtain partitions of Sn into pN+1 convex subsets that are parametrized by the space
SO(n+1)×CN (k+2, p), and that are (Zp×ZoNp )-invariant. We can assume that N is large
enough (i.e. N = i), since otherwise we can add arbitrary linear (n − k − 1)-dimensional
subspaces Lj ⊆ Rn+1. By the choice of the linear subspaces L1, . . . , LN , Lemma 5.5.2 and
5.5.1 imply that every convex subset in the partition is a (k, ε)-pancake.
Consider a map SO(n+1)×CN (k+2, p) −→ R⊕(Rk+1)pN+1 that maps every partition
(S1, . . . , SpN+1) to(
f(c(S1)), vol(S1), vol(S1)f(c(S1)), . . . , vol(SpN ), vol(SpN )f(c(SpN ))
)
,
where (S1, dots, SpN ) is a partition of the Voronoi cell V hg0 . Composing it with the product
of the identity map R→ R and the projection (Rk+1)pN →W⊕(k+1)
pN
to the complement of
the (k + 1)-dimensional diagonal in (Rk+1)pN , we obtain a test map
F : SO(n+ 1)× CN (k + 2, p) −→ R⊕W⊕(k+1)pN ,
which is (Zp × ZoNp )-equivariant.
Let (S1, . . . , SpN+1) be a partition of Sn such that F (S1, . . . , SpN+1) = 0, which exists
by Proposition 5.5.3, that we will state and prove later. Then
f(c(S1)) = 0
vol(S1) = · · · = vol(SpN )
vol(S1)f(c(S1)) = · · · = vol(SpN )f(c(SpN )).
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Since the action of Zp is an isometry on Sn, it follows that
vol(S1) = · · · = vol(SpN+1)
vol(S1)f(c(S1)) = · · · = vol(SpN+1)f(c(SpN+1)).
Therefore, (S1, . . . , SpN+1) is a needed partition.
Let us finally consider the case when n = k + 1. Again, for a fixed x0 ∈ Sn and
h ∈ SO(n + 1), we first partition the sphere Sn into p Voronoi cells V hg , for g ∈ Zp. We
then partition the set V hg0 into p convex sets (C1 ∩ V hg0 , . . . , Cp ∩ V hg0), where (C1, . . . , Cp) is
a convex partition of Rn+1 obtained from linear maps a1, . . . , ap : Rn+1 → R as
C` = {x ∈ Sn | a`(x) ≥ aj(x) for every 1 ≤ j ≤ p},
for every 1 ≤ ` ≤ p. The Zp action on the sphere induces partitions of the remaining
Voronoi cells V hg , for every g ∈ Zp. We proceed iteratively by partitioning each subset
of V hg0 in an existing partition into p convex sets that are obtained from p linear maps
Rn+1 → R. After N steps, we obtain a (Zp×ZoNp )-invariant partition of the sphere Sn into
pN+1 subsets. The family of such partitions is parametrized by SO(n+ 1)×CN (n+ 1, p).
Set iε large enough, so that νpiε > vol(Sn), where ν is the parameter from Lemma
5.5.1, and assume that i = N ≥ iε. If all pN+1 subsets in a partition of Sn have the same
volume, then by Lemma 5.5.1 all of them are (k, ε)-pancakes.
The same as in the case n > k + 1, we define a test map
F : SO(n+ 1)× CN (n+ 1, p) −→ R⊕W⊕npN .
If F (S1, . . . , SpN+1) = 0 for some partition Π = (S1, . . . , SpN+1), then Π is the required
partition. Existence of such a partition is shown in Proposition 5.5.3.
Proposition 5.5.3. Let i, d, n and k be integers, such that n > k ≥ 1, and let p be a prime.
If Zp acts freely and isometrically on Sn, and if R is a Zp-representation of dimension k
such that e(R) /∈ IndexZp(SO(n+ 1);Fp), then there is no (Zp × Zoip )-equivariant map
SO(n+ 1)× Ci(d, p) −→ S(R⊕W⊕(d−1)pi ),
where S(R⊕W⊕(d−1)
pi
) is the unit sphere in the linear space R⊕W⊕(d−1)
pi
.
Proof. The proof uses the Fadell-Husseini ideal valued index theory [32]. By the monoton-
icity property of the Fadell-Husseini index, it suffices to show that
IndexG(S(R⊕W⊕(d−1)pi );Fp) * IndexG(SO(n+ 1)× Ci(d, p);Fp), (5.7)
where G = Zp × Zoip .
By [32, Prop. 3.1], the index on the right-hand side in (5.7) equals
IndexG(SO(n+ 1)× Ci(d, p);Fp) =
IndexZp(SO(n+ 1);Fp)⊗H∗(BZoip ;Fp) +H∗(BZp;Fp)⊗ IndexZoip (Ci(d, p);Fp).
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It follows from the Gysin long exact sequence [62, Thm. 12.2] that the Euler class
e(R) generates the index IndexZp(S(R);Fp) ⊆ H∗(BZp;Fp). Similarly, the Euler class
e(W⊕(d−1)
pi








generates the index IndexZoip (S(W
⊕(d−1)
pi
);Fp) ⊆ H∗(BZoip ;Fp). Furthermore,




by [83, Prop. 2.10].
Since e(R) /∈ IndexZp(SO(n+ 1);Fp) by the assumption of the theorem, and
e(W⊕(d−1)
pi




The theoretical results of this chapter are joint with Pavle V.M. Blagojević and Günter M.
Ziegler, whereas the computer computations are done independently by the author.
Introduction
The oriented matroid Grassmannians, later also called MacPhersonians, were introduced
in 1993 by Robert MacPherson [56] as a combinatorial analogue to real Grassmannians.
The MacPhersonian MacP(r, n) is the order complex of the partially ordered set of all
rank r oriented matroids on a labeled set of n elements, ordered by weak maps. It was
a crucial ingredient for giving a combinatorial formula for Pontrjagin classes by Gel’fand
and MacPherson [38]. Moreover, MacPherson constructed a canonical map
µ : Gr(Rn) → MacP(r, n) [56, Prop. 3.2] from the Grassmannian to the oriented matroid
Grassmannian. In 2003 Biss [9] published a proof that the map µ is a homotopy equivalence,
which would completely determine the topology of the MacPhersonian. However, as Mnëv
pointed out in 2007 [63], the paper [9] contains a mistake, see also [10]. Therefore, the
following question is still open.
Conjecture 6.1.1. The map µ : Gr(Rn) −→ MacP(r, n) is a homotopy equivalence.
Not much is known about the topology of MacPhersonians. Babson [7] confirmed
Conjecture 6.1.1 for r = 2. MacPherson [56, Sec. 3.3] claims that a rank MacPhersonian
and the corresponding Grassmannian are even homeomorphic, although no proof has been
provided yet, consult [67] for details. For r ≥ 3, the question 6.1.1 is widely open. Anderson
and Davis [2, Thm.A] proved that the induced map in cohomology with mod 2 coefficients
µ∗ : H∗(MacP(r,∞);Z2) −→ H∗(Gr(R∞);Z2)
is surjective. The same can be proved for mod 3 coefficients, but for primes p ≥ 5 one
needs different methods, see [76, Thm. 17].
Our approach to Conjecture 6.1.1 is computational. We wrote a code in the program-
ming language C, that constructs MacPhersonians and computes their numerical invariants
for small parameters. The main results are summarized in the following two theorems.
Theorem 6.1.2. The oriented matroid Grassmannian MacP(3, 6) is a simplicial complex
on 161 048 vertices, and the oriented matroid Grassmannian MacP(3, 7) is a simplicial
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complex on 39 339 387 vertices. Their f -vectors are given in Table 6.1. In particular, the
Euler characteristic of MacP(3, 6) is 0, and the Euler characteristic of MacP(3, 7) equals
3, which is compatible with Conjecture 6.1.1 that maps µ : G3(R6) → MacP(3, 6) and
µ : G3(R7)→ MacP(3, 7) are homotopy equivalences.
MacP(3, 6) MacP(3, 7)
0 161 048 39 339 387
1 67 506 968 102 912 829 992
2 2 237 230 080 10 573 088 790 768
3 23 453 867 520 280 264 905 278 400
4 114 302 177 280 3 182 159 350 231 680
5 302 970 654 720 19 343 588 635 848 960
6 465 104 977 920 70 610 301 737 848 320
7 413 868 257 280 164 524 030 562 304 000
8 198 394 675 200 251 575 463 004 364 800
9 39 678 935 040 252 698 219 318 845 440
10 161 998 670 765 998 080
11 61 417 168 177 397 760
12 11 422 811 933 245 440
13 536 605 407 313 920
Table 6.1: f -vectors of MacP(3, 6) and MacP(3, 7).
Theorem 6.1.3. The Euler characteristic χ of oriented matroid Grassmannians is
χ(MacP(3, 6)) = 0,
χ(MacP(3, 7)) = 3,
χ(MacP(3, 8)) ≡ 0 mod 2,
χ(MacP(3, 8)) ≡ 0 mod 5,
χ(MacP(3, 8)) ≡ 0 mod 7,
χ(MacP(3, 9)) ≡ 1 mod 3,
χ(MacP(3, 11)) ≡ 5 mod 11,
χ(MacP(3, 13)) ≡ 6 mod 13,
χ(MacP(4, 8)) ≡ 0 mod 2,
χ(MacP(4, 8)) ≡ 0 mod 3,
χ(MacP(4, 9)) ≡ 0 mod 3.
In particular, all computed values are compatible with Conjecture 6.1.1.
The code used for these computations and its output is available online at [66].
6.2 Oriented matroids 77
Oriented matroids
In this section we introduce oriented matroids, building blocks for MacPhersonians. How-
ever, we only state the properties needed for the rest of this chapter and invite the reader
to consult [11] for an intensive presentation of the topic.
In order to define oriented matroids, we introduce the following terminology. Let E be
a finite set and let X ⊆ E. A signed subset X of E is the set X together with a partition
(X+, X−) of X into two disjoint subsets: X+, called the set of positive elements of X, and
X−, called the set of negative elements of X. The set X = X+ ∪X− is called the support
of X. A signed set can also be seen as a function X : E → {+,−, 0}, where X+ = X−1(+)
and X− = X−1(−).
The composition X ◦ Y of two signed subsets X and Y of E is the signed subset of E
defined by (X ◦Y )+ = X+ ∪ (Y + \X−) and (X ◦Y )− = X− ∪ (Y − \X+). In other words,
the composition of X and Y is the function X ◦ Y : E → {+,−, 0} given by
X ◦ Y (e) =
{
X(e), if X(e) 6= 0
Y (e), if X(e) = 0.
Let X and Y be signed subsets of E. The separation set of X and Y is the set
S(X,Y ) = {e ∈ E | X(e) = −Y (e) 6= 0}. The opposite of the signed set X is the signed
set −X, where (−X)+ = X− and (−X)− = X+. In the following definition, {+,−, 0}E
denotes the set of all functions E → {+,−, 0} and 0 ∈ {+,−, 0}E denotes the zero-function.
Definition 6.2.1 ([11, Def. 4.1.1]). An oriented matroid M is a finite set E together with
a set L ⊆ {+,−, 0}E such that
(1) 0 ∈ L,
(2) if X ∈ L then −X ∈ L,
(3) if X,Y ∈ L then X ◦ Y ∈ L,
(4) if X,Y ∈ L and e ∈ S(X,Y ) then there is Z ∈ L such that Z(e) = 0 and
Z(f) = (X ◦ Y )(f) = (Y ◦X)(f) for all f /∈ S(X,Y ).
The elements of the set L are called covectors of the oriented matroidM.
The conditions (1)–(4) in the above definition are called covector axioms.
Definition 6.2.2. Let M be an oriented matroid on the ground set E. A subset I of
E is said to be independent in M if for every e ∈ I, there exists a covector X such that
X(e) 6= 0 and X(I \ {e}) = 0. The rank ofM, rank(M), is the maximal cardinality of a
set of independent elements of M. Moreover, if the cardinality of I is exactly rank(M),
then I is called a basis ofM.
There are many equivalent ways of defining an oriented matroid. Here we give another
one, which turns out to be more practical for our computations.
Definition 6.2.3 ([11, Def. 3.5.3+Lemma3.5.4]). Let r ≥ 1 be an integer and let E be a
finite set. A chirotope of rank r on the set E is a map χ : Er → {−1, 0, 1} which satisfies
the following properties:
(1) χ is not identically zero,
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(2) χ is alternating, that is,
χ(xσ1 , xσ2 , . . . , xσr) = sign(σ)χ(x1, x2, . . . , xr),
for all x1, x2, . . . , xr ∈ E and every permutation σ,
(3) for all x1, x2, . . . , xr, y1, y2, . . . , yr ∈ E, such that
χ(x1, x2, . . . , xr) · χ(y1, y2, . . . , yr) 6= 0,
there exists i ∈ {1, 2, . . . , r}, such that
χ(yi, x2, . . . , xr)·χ(y1, . . . , yi−1, x1, yi+1, . . . , yr) = χ(x1, x2, . . . , xr)·χ(y1, y2, . . . , yr).
According to the results of Las Vergnas [11, Thm. 3.5.2] and Lawrence [11, Thm. 3.5.5],
every oriented matroid determines exactly two chirotopes χ and −χ, and a chirotope
completely determines an oriented matroid. Moreover, if χ is a chirotope, then χ and
−χ determine the same oriented matroid. Thus, we can work with chirotopes, instead of
oriented matroids.
In order to construct the MacPhersonian MacP(r, n), we need to construct all oriented
matroids of rank r on the set of elements E = [n]. Since chirotopes are alternating, it
suffices to store the values of χ(x1, . . . , xr) for all x1 < x2 < · · · < xr. Thus, we can




with entries −1, 0, 1, which, in general, requires
less memory (and makes computations easier) than storing the covectors of each oriented
matroid.
The following definition introduces weak maps, relations among oriented matroids.
Definition 6.2.4. LetM1 andM2 be two oriented matroids on the same set of elements
E. Denote by L1 the set of covectors ofM1, and by L2 the set of covectors ofM2. Then
we say that there is a weak map fromM1 toM2, and denote it byM1  M2, if
for every Y ∈ L2 there exists X ∈ L1, such that Y + ⊆ X+ and Y − ⊆ X−.
Let χ1, χ2 : Er → {−1, 0, 1} be two chirotopes of the same rank and on the same
number of elements. We say that there is a weak map χ1  χ2 from χ1 to χ2 if
χ1(e) = χ2(e)
for every e ∈ E, such that χ2(e) 6= 0.
The name weak map is somewhat misleading – it is a relation on the set of oriented
matroids, and it does not imply that there exists a map between two oriented matroids.
Unwinding the definitions, one can realize that for oriented matroidsM1 andM2 that
define chirotopes χ1 and χ2 the following two statements are equivalent
(1) M1  M2
(2) χ1  χ2 or χ1  −χ2,
see [11, Prop. 7.7.5].
The order complex of a partially ordered set P is a simplicial complex whose vertex set
is P , and whose simplices correspond to chains in P . Now we recall the definition of the
oriented matroid Grassmannian.
Definition 6.2.5. Let n ≥ r ≥ 1 be integers. The oriented matroid Grassmannian, also
called MacPhersonian, is the order complex of the partially ordered set of all oriented
matroids of rank r on the set of elements [n], ordered by weak maps.
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Explicit constructions
We are interested in understanding MacP(r, n) for various parameters r and n. In partic-
ular, we want to compare certain invariants of the Grassmannian G(r, n) and the MacPh-
ersonian MacP(r, n). In his thesis Babson [7] proved that G(2, n) and MacP(2, n) are
homotopy equivalent for every integer n ≥ 2. Hence, the natural step is to look at MacPh-
ersonians of rank 3. Another reason to focus on exactly this rank is that most of unusual
properties that an oriented matroid can have appear already in rank 3. For example, there
is a rank 3 oriented matroid whose extension space is not homeomorphic to a ball, or whose
realization space can be isomorphic to any given semialgebraic set [64]. Under duality, we
can use the known facts for MacP(n−3, n) when n ≤ 5, in order to understand MacP(3, n).
In particular, for n ≤ 5, G(3, n) and MacP(3, n) are homotopy equivalent.
The parameter n = 7 is the smallest one, such that the Grassmannian and the MacPh-
ersonian do not have the same dimension. Additionally, in MacP(3, 7) there are oriented
matroids whose extension spaces are not homeomorphic to a ball, see Figure 6.1(a). There-
fore, we aimed to construct the MacPhersonian MacP(3, 7).
We have written a computer code that for a given rank r and a number of elements n
constructs all oriented matroids of rank r on n elements. We make use of representatives of
reorientation classes of oriented matroids found by Finschi [33]. For every uniform oriented
matroid M presented in [33], we find all oriented matroids M′ such that M  M′, i.e.,
such that M weakly maps to M′. This is done by checking for each subset of bases of
M, whether it satisfies the chirotope axioms [11, Def. 3.5.3+Lemma3.5.4]. In the end,
we construct all oriented matroids that are obtained from such oriented matroids M′ by
permuting and reorienting its elements. As a result, all oriented matroids of rank r on n
elements are obtained.
For r = 2 these computations confirm the results from [67, Sec. 4.2]. We also run the
computations for r = 3 and n ≤ 7. For larger parameters, these computations have not
been run yet.
There are exactly 161 048 oriented matroids of rank 3 on 6 elements, and 39 339 387
oriented matroids of rank 3 on 7 elements. The complete list of them is given in [66]. In
Table 6.2, one can find the number of oriented matroids with a given number of bases. As




rank 3 oriented matroids on 6 elements that have only one




oriented matroids of rank 3 on 7 elements that have only one basis.
An interesting observation is that there are no oriented matroids of rank 3 on 6 elements
with 11 bases.
We have also computed the f -vectors of the simplicial complexes MacP(3, 6) and
MacP(3, 7), which are given in Table 6.1. The Euler characteristic of MacP(3, 6) equals
0, and the Euler characteristic of MacP(3, 7) equals 3. These values are the same as the
Euler characteristic of the corresponding Grassmannians.
The smallest parameters for which the MacPhersonian and the Grassmannian do not
have the same dimension are r = 3 and n = 7 – the dimension of MacP(3, 7) is 13, and the
dimension of G3(R7) is 12. However, the following proposition implies that examining the
homology H13(MacP(3, 7)) or the cohomology H13(MacP(3, 7)) does not give an evidence
of a counterexample to Conjecture 6.1.1.
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Proposition 6.3.1. Simplicial complex MacP(3, 7) collapses to a 12-dimensional subcom-
plex.
Proof. Every chain
c =M13  M12  · · · M0
of length 13 in the poset MacP(3, 7) contains an interval
[M9,M11] =M11  M10  M9
(up to reorientation and permutation of elements) as a subchain, where the realizations of
oriented matroidsM9,M10 andM11 are shown in Figure 6.1. The interval [M9,M11] in
the poset MacP(3, 7) contains exactly three elements, because there is no other oriented
matroid M, such that M11  M  M9. Hence, the chain c is the only chain of length
13 that contains the chain
c′ =M13  M12  M11  M9  M8  · · · M0
as a subchain. Therefore, the 13-dimensional face of the simplicial complexMacP(3, 7)
determined by the chain c has a free face – the 12-dimensional face determined by the





















Figure 6.1: A chain of length 13 in MacP(3, 7).
Remark 6.3.2. Since the oriented matroids of rank 3 on 8 elements do not show any
different behavior from those on 7 elements, the previous proof can be used to show that
MacP(3, 8) collapses to a 15-dimensional subcomplex.
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Further computations
In this section we would like to compute invariants of further MacPhersonians. However,
constructing all oriented matroids and computing the Euler characteristic or any other
invariant of the simplicial complex MacP(r, n) for r ≥ 3 and n ≥ 8 is beyond our compu-
tational limits. Therefore, we try to understand some properties of MacPhersonians based
on their subcomplexes.
For a group G and a G-space X, denote by XG the set of fixed points in X under the
action of G. The following theorem is due to Floyd, and it gives a relation between the
Euler characteristic of X and the Euler characteristic of XG.
Theorem 6.4.1 ([34], see also [25, Thm. III.4.3], [12, p. 267]). Let p be a prime, G be a
p-group and let X be a G-space. Then
χ(X) ≡ χ(XG) mod p.
Thus, in order to compute the Euler characteristic of a MacPhersonian (modulo a
prime), it suffices to define a group action on the MacPhersonian and to compute the Euler
characteristic of the fixed point set, which usually requires less computational power.
The symmetric group Sn acts on the vertices of a MacPhersonian MacP(r, n) by per-
muting the elements of every oriented matroid. More precisely, for a rank r oriented
matroid M on the set of elements [n] = {1, 2, . . . , n} with the set of covectors L, the
oriented matroidM′ = σ · M is the oriented matroid of rank r on the set of elements [n]
with the set of covectors
L′ = {σ ·X | X ∈ L},
where
(σ ·X)(e) = X(σe),
for every X ∈ L, e ∈ [n] and every σ = σ1 . . . σn ∈ Sn. The Sn-action on the vertices of
MacP(r, n) can be linearly extended, so that we obtain a Sn-action on the whole simplicial
complex MacP(r, n).
Proposition 6.4.2. Let G ⊆ Sn be a subgroup of the symmetric group, and let S ⊂ MacP(r, n)
be the set of vertices of MacP(r, n) that are fixed under the action of G. Then
MacP(r, n)[S] = MacP(r, n)G,
where MacP(r, n)[S] is the induced subcomplex, thus a simplicial complex consisting of all
simplices ∆ ∈ MacP(r, n), such that the vertex set of ∆ is a subset of S.
Proof. Every point of the simplicial complex MacP(r, n) is of the form
x = λ1M1 + · · ·+ λkMk,
for some k ≥ 1,M1, . . . ,Mk vertices of MacP(r, n), and λ1, . . . , λk ≥ 0, such that
λ1 + · · ·+ λk = 1. Wlog., we can assume thatM1  · · ·  Mk. Moreover, the G-action
is given by
σ · x = λ1(σ · M1) + · · ·+ λk(σ · Mk),
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for every σ ∈ G.
Clearly, if M1, . . . ,Mk ∈ S, then x is fixed under the G-action. On the other hand,
assume that x ∈ MacP(r, n)G. Then {M1, . . . ,Mk} = {σ · M1, . . . , σ · Mk} for every
σ ∈ G. The oriented matroids Mi and σ · Mi have the same number of bases, for every
1 ≤ i ≤ k, whereas the oriented matroids Mi and Mj have a different number of bases,
for every 1 ≤ i < j ≤ k. Thus, the oriented matroids M1, . . . ,Mk are fixed under G.
Consequently, x ∈ MacP(r, n)[S].
Definition 6.4.3. A finite-dimensional connected topological space X is called a Poincaré
duality space over a ring R if its cohomology ring H∗(X;R) is finitely generated and if
there exists an integer d and an element ν ∈ Hd(X;R) such that the cap product
∩ ν : H i(X;R)→ Hd−i(X;R)
is an isomorphism for every i ≥ 0. We say that the formal dimension of X is d.
By the Poincaré duality theorem, every compact oriented manifold is a Poincaré duality
space [29, Thm. 18.3.4]. In particular, the Grassmannian Gr(Rn) is a Poincaré duality space
for every r ≥ 1 and for every n ≥ 2 even. A positive answer to Conjecture 6.1.1 would
imply that the MacPhersonian MacP(r, n) is a Poincaré duality space whenever n is even.
Thus, we can make use of the following.
Theorem 6.4.4 ([26]). Let p be a prime. If a Zp-space X is a Poincaré duality space over
Fp of formal dimension d, then each connected component of the fixed point set XZp is a
Poincaré duality space over Fp. If p 6= 2, then the formal dimension of every connected
component of XZp is congruent to d mod 2.
In order to apply Theorem 6.4.1 and Theorem 6.4.4, it suffices by Proposition 6.4.2
to find fixed vertices of the MacPhersonian under the action of an appropriate group.
Following this approach, we consider various group actions on MacPhersonians in the next
section.
Since we want to compare numerical properties of MacPhersonians and Grassmannians,
it is necessary to know the homology or the cohomology of Grassmannians. The cellular
homology groups of Grassmannians Gr(Rn) for r = 3 and r = 4, and for n ≤ 13 are
computed using the Schubert CW decomposition of Grassmannians and the formula for
differentials given by Jungkind [48, p. 24], see Table 6.4 and Table 6.5.
Results
The complete list of results is available at [66].
Z3-action on MacP(3, 9)
The smallest number of elements n, such that there exists a non-realizable rank 3 oriented
matroid on n elements is 9. In particular, the map
µ : G3(R9) −→ MacP(3, 9)
is not surjective. Therefore, we searched for a group action on MacP(3, 9) that fixes a non-
realizable oriented matroid, a vertex of MacP(3, 9) that is not in the image of µ. The group
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G generated by the permutation (1, 4, 7)(2, 5, 8)(3, 6, 9) fixes the non-realizable uniform
oriented matroid whose corresponding pseudoline arrangement is depicted in Figure 6.2.










Figure 6.2: A non-realizable uniform oriented matroid of rank 3 on 9 elements, fixed under
the action of G ∼= Z3.
In order to construct fixed points under the action of G, we first construct ordinary
matroids of rank 3 on 9 elements, and then we orient them. The procedure is explained
in Example 6.4.5. The simplicial complex MacP(3, 9)G is 8-dimensional, and it has two
connected components – one of them consists of only one point. The f -vector is
f(MacP(3, 9)G) = (77 836, 3 127 752, 27 156 816, 95 617 008,
165 209 760, 146 524 608, 62 584 704, 10 091 520, 331 776).
In particular, the Euler characteristic of MacP(3, 9)G equals 4 – it is the same as the
Euler characteristic of the Grassmannian G3(R9).
Example 6.4.5. Here we construct an oriented matroidM of rank 3 on 9 elements that
is fixed under the G-action.
First we make step-by-step an ordinary matroid M that is fixed under the G-action.
For each triple (a, b, c) of elements of M , we decide whether it is a basis. Set, for example,
(1, 2, 3) to be a basis in M . Since the matroid M is supposed to be G-invariant, then
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(4, 5, 6) and (7, 8, 9) are also bases. Furthermore, since (1, 2, 3) and (4, 5, 6) are bases, by
the bases exchange property of matroids, at least one of the triples (2, 3, 4), (2, 3, 5) and
(2, 3, 6) has to be a basis inM . In particular, if for all these triples we have already decided
not to be bases, we can discard M , since it cannot be extended to a matroid. Similarly, at
least one of the triples (1, 3, 4), (1, 3, 5) and (1, 3, 6), and at least one of the triples (1, 2, 4),
(1, 2, 5) and (1, 2, 6) has to be a basis in M . We apply the same procedure to all other
pairs of triples (a, b, c), (d, e, f) that have already been determined to be bases.
Finally, we check for every possible reorientation of elements of M , whether it is an
oriented matroid. In particular, since we store oriented matroids as chirotopes, we check
chirotope axioms [11, Lemma3.5.4].
The subcomplex of MacP(3, 9) fixed under the action of G ∼= Z3 is rather large, and
further computations are not trivial. Therefore, we proceed by constructing fixed points
in MacP(3, 9) under a larger group.
(Z3 × Z3)-action on MacP(3, 9) and MacP(4, 9)
In this section we consider the transitive action of the group G ∼= Z3 × Z3 generated by
the permutations (1, 2, 3)(4, 5, 6)(7, 8, 9) and (1, 4, 7)(2, 5, 8)(3, 6, 9). It fixes only 4 vertices
of MacP(3, 9). Each of them corresponds to an oriented matroid with 27 bases and the
underlying simple oriented matroids have only 3 elements. Their realizations on a

































Figure 6.3: Vertices of MacP(3, 9) fixed under the action of G ∼= Z3 × Z3.
If we use the lexicographical order of bases for an oriented matroid, i.e., the order
(1, 2, 3) < (1, 2, 4) < · · · < (1, 2, 9) < (1, 3, 4) · · · < (7, 8, 9),










We again obtain that the Euler characteristic of MacP(3, 9)G is the same as the Euler
characteristic of the Grassmannian G3(R9).
The same group acts on MacP(4, 9), as well. It fixes 6 vertices of MacP(4, 9), that
again form a 0-dimensional simplicial complex, whose Euler characteristic is the same as
the Euler characteristic of the corresponding Grassmannian. The chirotopes of these fixed



















Zp-action on MacP(3, p)
For a prime p ≥ 2, one can define the action on MacP(3, p) by the group Zp ⊆ Sp that
cyclically permutes the elements of oriented matroids. In other words, let G ⊆ Sp be
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the cyclic group generated by the permutation (1, 2, 3, . . . , p). Using the same methods as
above, we have computed vertices of MacP(3, p) that are fixed under the G-action.
For p = 5, there are 2 fixed points under the action of Zp in MacP(3, 5). Those are the
following uniform oriented matroids.
++++++++++
+−+−−++−−+
In particular, they form a zero-dimensional simplicial complex, whose Euler character-
istic equals 2, the same as χ(G3(R5)).





Therefore, the simplicial complex MacP(3, 7)Z7 is zero-dimensional, and its Euler charac-
teristic is 3, the same as χ(G3(R7)).
Also for p = 11, we obtain the expected 5 oriented matroids of rank 3 on 11 elements
that are fixed under the action of Z11, and all of them are uniform. We omit listing them
here. Finally, the largest prime for which we computed fixed points is p = 13. There are
6 uniform oriented matroids of rank 3 on 13 elements, that are fixed under the action of
Z13.
(Z2 × Z2 × Z2)-action on MacP(3, 8) and MacP(4, 8)
Consider the group G ⊆ S8 generated by the permutations (1, 2)(3, 4)(5, 6)(7, 8),
(1, 3)(2, 4)(5, 7)(6, 8) and (1, 5)(2, 6)(3, 7)(4, 8). It is isomorphic to Z2 × Z2 × Z2.
There are 56 vertices of MacP(3, 8) that are fixed under the action of G, and they form
a 0-dimensional simplicial complex. Each of the fixed points is an oriented matroid with 32
bases. Thus every connected component of the simplicial complex MacP(3, 8)G is a point.
In particular, the Euler characteristic of MacP(3, 8)G is even, as well as χ(G3(R8)).
Similarly, there are 70 vertices of MacP(4, 8) that are fixed under the action of G, and
they also form a 0-dimensional simplicial complex.
Zp-action on MacP(3, n)
For n being even and p being a prime, we can try to make use of Theorem 6.4.4.
We defined actions on MacP(3, 6) by four different groups generated by the permuta-
tions
(1) (1, 2, 3),
(2) (1, 2, 3, 4, 5),
(3) (1, 2, 3) and (4, 5, 6), and
(4) (1, 2, 3)(4, 5, 6),
and actions by groups generated by the permutations
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(1) (1, 2, 3, 4, 5),
(2) (1, 2, 3, 4, 5, 6, 7)
on MacP(3, 8).
The dimension, Euler characteristic, f -vectors, integer homology and integer cohomo-
logy of the fixed point sets are given in Table 6.3. These computations were obtained using
the software SageMath [80]. In particular, we can see that none of the computed values
contradicts Theorem 6.4.1 nor Theorem 6.4.4.
Action of the Sylow p-subgroups
The Sylow 2-subgroup of S8 is the wreath product Z2 o Z2 o Z2, and the Sylow 3-subgroup
of S9 is the wreath product Z3 o Z3.
The action of the wreath product Z2 o Z2 o Z2 on MacP(3, 8) and on MacP(4, 8) is
fixed-point free.
The action of the group Z3 oZ3 has exactly one fixed point in MacP(3, 9), whereas there
is no fixed oriented matroid of rank 4 on 9 elements under the action of the group Z3 oZ3.
Hence, the action of Z3 o Z3 on MacP(4, 9) is fixed-point free. The chirotope of the rank 3
oriented matroid that is fixed under the action of this group is
000000000000000+++0++++++00000000000+++0++
++++00000+++0++++++00000000000000000000000.
Groups that fix particular oriented matroids
So far, we have defined group actions on MacPhersonians, and searched for fixed points
under these group actions. Since the fixed point subsets of a MacPhersonian give some
information about the whole MacPhersonian, we consider in this section groups that fix
oriented matroids whose inverse images under the map µ : Gr(Rn) → MacP(r, n) are not
contractible, for example, non-realizable ones or those with disconnected realization spaces.
The first example of a non-realizable oriented matroid one usually meets is the non-
Pappus oriented matroid of rank 3 on 9 elements, see Figure 6.4. Its pseudoline arrange-
ment is obtained from the Pappus configuration of 9 lines in the plane, with one line
replaced by a (non-straight) pseudoline. The non-Pappus oriented matroid is fixed only
under the subgroup of S9 of order 2, thus the subcomplex of MacP(3, 9) of fixed points
under that group is too large. Therefore, we have not computed it. Another example of a
non-realizable oriented matroid of rank 3 on 9 elements is given in Section 6.4.1.
In MacP(4, 8) we have considered two non-realizable oriented matroids. First, the
oriented matroid RS(8), see [11, Sect. 1.5], is fixed under the action of the groupG generated
by the permutations (1, 4)(2, 3)(5, 8)(6, 7) and (1, 7)(2, 8)(3, 5)(4, 6), which is isomorphic to
Z2×Z2. There are 26 998 fixed points that form 19 connected components - 6 of them are
points, 12 of them are Klein bottles on 24 vertices each, and the last one is 7-dimensional
on the remaining 26 704 vertices. The f-vector of the simplicial complex of fixed points is
f = (26 998, 494 160, 2 800 992, 7 552 384, 11 153 664, 9 289 728, 4 091 904, 737 280),
and the Euler characteristic is 6, the same as the Euler characteristic of the Grassmannian
G4(R8). Note that the Klein bottle is not a Poincaré duality space, but we cannot apply
Theorem 6.4.4, because the group that acts is Z2 × Z2.
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Figure 6.4: A non-Pappus oriented matroid.
The rank 4 oriented matroid on 8 elements EFM(8) (see [11, Exam. 10.4.1]) is fixed un-
der the action of the dihedral group D3 generated by the permutations (1, 2, 3)(4, 5, 6) and
(1, 6)(2, 5)(3, 4)(7, 8). There are 30 462 fixed points under the action of Z3 as a subgroup
of D3 forming three connected components, two of which are points. The f -vector of the
simplicial complex of fixed points in MacP(4, 8) under the action of Z3 ⊆ D3 is
f = (30 462, 2 137 512, 24 865 392, 112 512 576, 255 113 088,
317 613 312, 218 631 168, 76 796 928, 10 420 224),
and the Euler characteristic is also 6. Only 1298 of these points are fixed under the action
of the whole dihedral group D3. They form a 5-dimensional simplicial complex with the
f-vector
f = (1298, 14 544, 41 856, 46 464, 19 008, 1152),
whose Euler characteristic is 2. There are five connected components - two of the connected
components are points, two are circles with 6 vertices each, and the last component is
5-dimensional with 1284 vertices.
The oriented matroid EFM(8) is also fixed under a very specific action of the group Z2:
compose transpositions (2, 3) and (4, 5) with the reorientation −4568 and oriented matroid
duality. The order in the composition does not matter, because all these actions commute.
There are 639 584 fixed rank 4 oriented matroids on 8 elements under that group action.
It, however, still remains to understand the simplicial complex.
There are a few more interesting oriented matroids that we considered, but which are
not suited for our computations. The oriented matroid J(9) [11, Exam. 10.4.4], arises from
EFM(8) by a single element extension. It is a uniform oriented matroid of rank 4 on 9 ele-
ments. However, it is fixed only under the action of the trivial subgroup of S9. Tsukamoto
[81] published an example of a rank 3 uniform oriented matroidM on 13 elements, whose
realization space is disconnected. This means that the fiber µ−1({M}) is disconnected,
which raises suspicion that the map µ is not a homotopy equivalence. Unfortunately,
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this oriented matroid is also fixed only under the trivial subgroup of S13. Furthermore,
the oriented matroid of Suvorov [79], a rank 3 oriented matroid on 14 elements, whose
realization space is disconnected, is also fixed only under the trivial subgroup of S14. Fi-
nally, the example of an oriented matroid with a disconnected realization space given by
Richter-Gebert [71] is fixed only under a subgroup of S14 of cardinality 2. Constructing
the whole subcomplex of MacP(3, 14) that is fixed under this group action is beyond our
computational limits.
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Number r = 3 r = 3







7 1920 10 080
8 3000 17 640
9 6080 36 960
10 4384 26 656
11 0 13 440
12 3600 44 800
13 5760 72 800
14 8640 107 520
15 11 520 100 800
16 12 480 104 160
17 11 520 94 080
18 37 440 312 480
19 38 400 349 440







27 1 128 960
28 1 209 600
29 1 787 520
30 2 435 328
31 2 849 280
32 7 042 560
33 10 725 120
34 7 203 840
35 1 743 360
total 161 048 39 339 387
Table 6.2: The number of oriented matroids of rank 3 on 6 or 7 elements, sorted by the
number of bases.
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MacP(3, 6) Z3 Z5 Z3 × Z3 Z3 diag. MacP(3, 8) Z5 Z7
dimension 3 1 1 3 dimension 3 1
Euler ch. 0 0 0 0 Euler ch. 0 0
f0 80 8 8 104 f0 120 12
f1 464 8 8 584 f1 696 12
f2 768 960 f2 1152
f3 384 460 f3 576
H0 Z2 Z2 Z2 Z H0 Z3 Z3
H1 Z22 Z2 Z2 Z H1 Z32 Z3
H2 0 Z H2 0
H3 Z2 Z H3 Z3
H0 Z2 Z2 Z2 Z H0 Z3 Z3
H1 0 Z2 Z2 Z H1 0 Z3
H2 Z22 Z H2 Z32
H3 Z2 Z H3 Z3
Table 6.3: The f -vectors, homology and cohomology groups of order complexes of fixed
point sets in MacP(3, 6) and MacP(3, 8) under group actions.
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G3(R6) G3(R7) G3(R8) G3(R9) G3(R10) G3(R11) G3(R12) G3(R13)
H0 Z Z Z Z Z Z Z Z
H1 Z2 Z2 Z2 Z2 Z2 Z2 Z2 Z2
H2 Z2 Z2 Z2 Z2 Z2 Z2 Z2 Z2
H3 Z22 Z22 Z22 Z22 Z22 Z22 Z22 Z22
H4 Z Z× Z2 Z× Z2 Z× Z2 Z× Z2 Z× Z2 Z× Z2 Z× Z2
H5 Z× Z22 Z32 Z42 Z42 Z42 Z42 Z42 Z42
H6 Z2 Z22 Z22 Z32 Z32 Z32 Z32 Z32
H7 Z2 Z22 Z× Z32 Z42 Z52 Z52 Z52 Z52
H8 0 Z× Z2 Z× Z22 Z× Z32 Z× Z32 Z× Z42 Z× Z42 Z× Z42
H9 Z Z22 Z42 Z52 Z× Z62 Z72 Z82 Z82
H10 0 Z2 Z32 Z42 Z52 Z52 Z62
H11 Z2 Z× Z22 Z42 Z62 Z72 Z× Z82 Z92
H12 0 Z2 Z× Z22 Z× Z32 Z× Z52 Z× Z62 Z× Z72
H13 Z2 Z32 Z× Z52 Z72 Z92 Z102
H14 0 Z2 Z32 Z52 Z62 Z82
H15 Z Z22 Z42 Z62 Z× Z82 Z102
H16 0 Z2 Z× Z32 Z× Z52 Z× Z72
H17 Z2 Z× Z22 Z52 Z82 Z102
H18 0 Z2 Z22 Z42 Z72
H19 Z2 Z32 Z× Z52 Z82
H20 0 Z2 Z32 Z× Z52
H21 Z Z22 Z42 Z72
H22 0 Z2 Z32
H23 Z2 Z× Z22 Z52







Table 6.4: Integer homology of Grassmannians.
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G4(R8) G4(R9) G4(R10) G4(R11) G4(R12) G4(R13)
H0 Z Z Z Z Z Z
H1 Z2 Z2 Z2 Z2 Z2 Z2
H2 Z2 Z2 Z2 Z2 Z2 Z2
H3 Z22 Z22 Z22 Z22 Z22 Z22
H4 Z× Z22 Z× Z22 Z× Z22 Z× Z22 Z× Z22 Z× Z22
H5 Z32 Z42 Z42 Z42 Z42 Z42
H6 Z42 Z42 Z52 Z52 Z52 Z52
H7 Z32 Z52 Z52 Z62 Z62 Z62
H8 Z2 × Z32 Z2 × Z42 Z2 × Z62 Z2 × Z62 Z2 × Z72 Z2 × Z72
H9 Z42 Z72 Z82 Z102 Z102 Z112
H10 Z32 Z52 Z82 Z92 Z112 Z112
H11 Z22 Z62 Z82 Z112 Z122 Z142
H12 Z× Z22 Z× Z42 Z2 × Z82 Z2 × Z102 Z2 × Z132 Z2 × Z142
H13 Z2 Z52 Z82 Z132 Z152 Z182
H14 Z2 Z32 Z82 Z112 Z162 Z182
H15 0 Z32 Z62 Z122 Z152 Z202
H16 Z Z× Z2 Z2 × Z52 Z2 × Z92 Z3 × Z152 Z3 × Z182
H17 Z22 Z52 Z112 Z162 Z232
H18 0 Z42 Z82 Z152 Z202
H19 Z2 Z22 Z82 Z132 Z212
H20 0 Z× Z22 Z× Z52 Z2 × Z122 Z2 × Z182
H21 Z2 Z62 Z112 Z202
H22 Z2 Z32 Z102 Z162
H23 0 Z32 Z72 Z162
H24 Z Z× Z2 Z2 × Z62 Z2 × Z122
H25 Z22 Z52 Z132
H26 0 Z42 Z92
H27 Z2 Z22 Z92













This is an exposition on the equivariant obstruction theory, as introduced by tom Dieck
[30, Sec. II.3], which also follows [14, Sec. 1]. In this thesis we use the equivariant obstruc-
tion theory to give a criterion of existence of equivariant maps. More precisely, if G is a
finite group, (X,A) is a relative G-CW complex, such that the action of G on X \ A is
free, and Y is a G space, the equivariant obstruction theory answers the question, whether
a G-equivariant map f : A→ Y can be extended to a G-equivariant map F : X → Y .
Definition A.1. Let X be a CW complex and let G be a finite group. We say that X is
a G-CW complex or G-invariant CW complex if there is an action of G on X such that
(i) For every open cell e ∈ X and for every g ∈ G, the left translation g · e is also an
open cell in X, and
(ii) If g · e = e, then the map x 7→ g · x is the identity on e.
A relative CW complex (X,A) is said to be a relative G-CW complex if both X and A are
G-CW complexes, where the action of G on A is the restriction of the G-action on X.
Let G be a finite group and let (X,A) be a relative G-CW complex, such that the
action of G on X \ A is free. Since the action of G is free on every skeleton of X \ A, it
induces a free G-action on the cellular chain complex C∗(X,A), which turns it into a chain
complex of free Z[G]-modules.
Let M be a Z[G]-module. The homology of the cochain complex
C∗G(X,A;M) = homZ[G](C∗(X,A),M) is the equivariant cohomologyH∗G(X,A;M) of (X,A)
with coefficients in M .
Let Y be a path connected G-space. Moreover, suppose that Y is n-simple for a fixed
integer n, i.e., suppose that the fundamental group pi1(Y, y0) acts trivially on pin(Y, y0) for
every y0 ∈ Y . The G-action on Y induces a G action on the set of free homotopy classes
[Sn, Y ], and since pi1(Y ) acts trivially on pin(Y ), it induces a G-action on the homotopy
group pin(Y ), as well. This turns pin(Y ) into a Z[G]-module. Therefore, we can talk about
equivariant cohomology H∗G(X,A;pin(Y )) for every relative G-CW complex (X,A) with a
free G action on X \A, and for every n-simple path connected G-space Y .
Let Xk denote the k-th skeleton of X, and let [Xk, Y ]G denote the set of homotopy
classes of G-equivariant maps Xk → Y .
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Proposition A.2 ([30, Thm. II.3.10]). Let n ≥ 1 be an integer. Then there exists an exact
obstruction sequence
[Xn+1, Y ]G // im([Xn, Y ]G −→ [Xn−1, Y ]G)
on+1G
// Hn+1G (X,A;pin(Y )),
which is natural in (X,A) and Y .
If f : Xn−1 → Y is a G-equivariant map that can be continuously and equivariantly
extended to a map Xn → Y , then its homotopy class [f ] ∈ im([Xn, Y ]G −→ [Xn−1, Y ]G)
defines an element on+1G ([f ]) ∈ Hn+1G (X,A;pin(Y )), called an obstruction element. By the
exactness of the above sequence, the obstruction element on+1G ([f ]) vanishes if and only if
there is a map in the homotopy class of f that continuously and G-equivariantly extends
to Xn+1.
The obstruction element can also be introduced on the cochain level. Let h : Xn → Y
be a G-equivariant map, let e ∈ Cn+1(X,A) be a generator, and denote by






defines the obstruction cochain on+1G (h) ∈ Cn+1G (X,A;pin(Y )) given by
on+1G (h)(e) = [h ◦ ϕ] ∈ [Sn, Y ].
If pin(Y ) ∼= Z, then on+1G (h)(e) = deg(h ◦ ϕ).
Consult [30, p. 115ff.] for the proof that the cohomology class of the obstruction cochain
is the obstruction element defined above.
The primary obstruction
Recall that (X,A) is a relative G-CW complex, such that the action of G on X \A is free,
and that Y is a path connected, n-simple G-space, for some integer n ≥ 1. Let us now
assume in addition that the space Y is (n − 1)-connected, thus that Y is nonempty, path
connected and that pii(Y ) = 0 for every 1 ≤ i ≤ n− 1.
Proposition A.3 ([30, Prop. II.3.15]).
(i) For every G-map f : A→ Y , there is a G-map h : Xn → Y , such that h|A = f .
(ii) Any two G-extensions of f are G-homotopic relA on Xn−1.
(iii) Let H : A× I → Y be a G-homotopy between G-maps f, g : A→ Y , and let
k, h : Xn → Y be G-extensions of f and g. Then there exists a G-homotopy
K : Xn−1 × I → Y between k|Xn−1 and h|Xn−1, such that K|A×I = H.
Let f : A → Y be a G-map. Proposition A.3(i) implies that the set [Xn, Y ]G is non-
empty, and Proposition A.3(ii) implies that every extension h : Xn → Y of f defines the
same element in im([Xn, Y ]G −→ [Xn−1, Y ]G). Finally, Proposition A.3(iii) implies that
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every map g : A→ Y that is G-homotopic to f defines the same element in
im([Xn, Y ]G −→ [Xn−1, Y ]G). Therefore, there is a well-defined map
γ : [A, Y ]G −→ Hn+1G (X,A;pin(Y )),
given by γ([f ]) = on+1G ([h]), where h : Xn → Y is a G-extension of f . The element
γ([f ]) ∈ Hn+1G (X,A;pin(Y )) is called the primary obstruction to extending f . If
im([Xn, Y ]G −→ [Xn−1, Y ]G) = {∗}, then the element on+1G (∗) ∈ Hn+1G (X,A;pin(Y )) is
called the primary obstruction, and it does not depend on the choice of the map Xn → Y .
Corollary A.4. Let X be a free G-CW complex, and let Y be an (n − 1)-connected and
n-simple G-space for some integer n ≥ 1. Then the primary obstruction element
on+1G ([h]) ∈ Hn+1G (X;pin(Y )) does not depend on the choice of a G-map h : Xn → Y .
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Appendix B
The Fadell-Husseini index
Fadell & Husseini [32] developed an ideal-valued cohomological index theory, which has
been proven to be very useful in topological combinatorics. Consult the paper [32] for the
original exposition and proofs. In this thesis we exploit the monotonicity property of the
Fadell-Husseini index, which gives a sufficient condition for non-existence of equivariant
maps.
Let X be a topological space, G be a finite group acting on X and F be a field. Here we
recapitulate the Fadell-Husseini index theory only in the generality needed for this thesis.
Definition B.1. The Borel construction of X is the orbit space
X ×G EG = (X × EG)/G,
where EG is the total space of the universal bundle over the classifying space BG, and
the action of G on the product X × EG is diagonal.
Note that if X is a point, the Borel construction X×GEG is the classifying space BG.
Definition B.2. TheG-equivariant cohomology ofX is defined as the ordinary cohomology
of its Borel construction
H∗G(X;F) = H∗(X ×G EG;F).
In particular, H∗G(pt;F) = H∗(BG;F), which is isomorphic to the group cohomology
H∗(G;F).
There is a Serre spectral sequence associated to the universal bundle
X −→ X ×G EG −→ BG,
whose E2-term is given by
Ep,q2 = Hp(BG;Hq(X;F))⇒ Hp+q(X ×G EG;F),
which is often used for computing the Fadell-Husseini index, see for example [18].
The constant map pX : X → pt is G-equivariant, and it induces a map of G-equivariant
cohomology groups
p∗X : H∗G(pt;F) −→ H∗G(X;F).
99
100 Chapter B The Fadell-Husseini index
Definition B.3. The Fadell–Husseini index of the space X with respect to the group G
and coefficients F is the kernel ideal of the map in equivariant cohomology induced by the
G-equivariant map pX : X → pt:
IndexG(X;F) = ker
(




H∗(BG;F) −→ H∗(EG×G X;F)
)
.
Example B.4. Let X = Sn be a sphere, G = Z2 act antipodally on Sn, and let F = F2
be the field on two elements. Then EZ2 = S∞ and BZ2 = RP∞. Moreover, the Borel
construction EZ2×Z2 Sn is homotopy equivalent to RPn. Since H∗(RP∞;F2) = F2[t] with
deg(t) = 1, and H∗(RPn;F2) = F2[t]/〈tn+1〉, it follows that IndexZ2(Sn;F2) = 〈tn+1〉.
Example B.5. If there exists x0 ∈ X such that g · x0 = x0 for every g ∈ G, then
IndexG(X;F) = 0.












where the map H∗G(pt;F) −→ H∗G({x0};F) is an isomorphism. Consequently, the map p∗X
is injective, thus IndexG(X;F) = ker(p∗X) = 0.
Properties
The most useful property of the Fadell–Husseini index for our applications is that it yields
a necessary condition for the existence of a G-equivariant map X → Y .
Proposition B.6. Let X and Y be two G-spaces. If there exists a G-equivariant map
X → Y , then
IndexG(Y ;F) ⊆ IndexG(X;F).
Now we list a few properties that help compute the Fadell-Husseini index.
Proposition B.7. Let X be a G-space, Y be an H-space and let F be a field. Then
IndexG×H(X × Y ;F) = IndexG(X;F)⊗H∗(BH;F) +H∗(BG;F)⊗ IndexH(Y ;F),
where the action of G×H on X × Y is diagonal, i.e., (g, h) · (x, y) = (g · x, h · y) for every
g ∈ G, h ∈ H,x ∈ X and y ∈ Y .
Suppose in addition that H∗(BG;F) = F[x1, . . . , xn] and H∗(BH;F) = F[y1, . . . , ym].
If IndexG(X;F) = 〈p1, . . . , pi〉 and IndexH(Y ;F) = 〈q1, . . . , qj〉, then
IndexG×H(X × Y ;F) = 〈p1, . . . , pi, q1, . . . , qj〉.
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Example B.8. Let Sn1 , . . . , Snk be spheres with an antipodal Z2-action. Then the group
Zk2 = Z2 × · · · × Z2 acts diagonally on the product Sn1 × · · · × Snk . Since
H∗(BZk2;F2) ∼= F2[t1, . . . , tk], it follows from Example B.4 that
IndexZk2 (S
n1 × · · · × Snk ;F2) = 〈tn1+11 , . . . , tnk+1k 〉.
Proposition B.9. Let X be a G-space, Y be an H-space, and let F be a field. If the group
G×H acts on the join X ∗ Y by (g, h) · (λx⊕ (1− λ)y) = λ(g · x)⊕ (1− λ)(h · y), then
IndexG×H(X ∗ Y ;F) ⊆ (IndexG(X;F)⊗H∗(BH;F)) ∩ (H∗(BG;F)⊗ IndexH(Y ;F)),
where ∩ denotes the intersection of ideals, and
IndexG×H(X ∗ Y ;F) ⊇ (IndexG(X;F)⊗H∗(BH;F)) · (H∗(BG;F)⊗ IndexH(Y ;F)),
where · denotes the product of ideals.
Example B.10. Let Sn1 , . . . , Snk again be spheres with an antipodal Z2-action. Since
IndexZ2(Sni ;F2) = 〈tni+1i 〉 ⊆ H∗(BZ2;F2) = 〈ti〉, we get that the intersection of ideals and
the product of ideals in the previous proposition are the same. Therefore,
IndexZk2 (S
n1 ∗ · · · ∗ Snk ;F2) = 〈tn1+11 · · · tnk+1k 〉.
Proposition B.11. Let X and Y be two G-spaces. If G acts diagonally on the product
X × Y and on the join X ∗ Y , i.e., g · (x, y) = (g · x, g · y), and
g · (λx⊕ (1− λ)y) = λ(g · x)⊕ (1− λ)(g · y), then
IndexG(X × Y ;F) ⊇ IndexG(X;F) ∩ IndexG(Y ;F),
and
IndexG(X ∗ Y ;F) ⊇ IndexG(X;F) · IndexG(Y ;F).
Proposition B.12. Let U and V be two G-representations, i.e., real vector spaces with a
G-action, and denote by S(U) the unit sphere in U , and by S(V ) the unit sphere in V . If
IndexG(S(U);F) = 〈f〉 and IndexG(S(V );F) = 〈g〉, then
IndexG(S(U ⊕ V );F) = 〈f · g〉.
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and waists of spheres
In this thesis we apply methods from algebraic topology on questions from geometry, combinatorics
and functional analysis.
First we study amplituhedra – images of the totally nonnegative Grassmannians under pro-
jections that are induced by linear maps. They were introduced in Physics by Arkani-Hamed &
Trnka (Journal of High Energy Physics, 2014) as model spaces that should provide a better under-
standing of the scattering amplitudes of quantum field theories. The topology of the amplituhedra
has been known only in a few special cases, where they turned out to be homeomorphic to balls.
Amplituhedra are special cases of Grassmann polytopes introduced by Lam (Current developments
in mathematics 2014, Int. Press). We show that some further amplituhedra are homeomorphic to
balls, and that some more Grassmann polytopes and amplituhedra are contractible.
Next we study equipartitions of measures in a Euclidean space by certain families of convex
sets. Our first result gives partitions of the ambient space into convex prisms – products of convex
sets, that equipart a given set of measures, and our second result gives partitions of the Euclidean
space by regular linear fans, that also equipart a given set of measures.
The next result is a continuous analogue of the conjecture of Holmsen, Kynčl and Valculescu
(Computational Geometry, 2017). For given a large enough family of positive finite absolutely
continuous measures in the Euclidean space, we prove that there exists a partition of the ambient
space, such that every set in the partition has positive measure with respect to at least c of the
given measures, where we allow c to be greater than the dimension of the ambient Euclidean space.
Additionally, we obtain an equipartition of one of the measures. The proof relies on a configuration
space/test map scheme that translates this problem into a novel question from equivariant topology:
We show non-existence of equivariant maps from the ordered configuration space into the union of
an affine arrangement.
Furthermore, we prove an extension of the Gromov’s theorem on the waists of spheres (Geo-
metric and Functional Analysis, 2003). Gromov showed that for every n > k ≥ 1 and for every
continuous map f : Sn → Rk from a sphere to a Euclidean space, there exists a point z ∈ Rk, such
that the volume of the tubular neighborhood of the inverse image f−1(z) is at least as large as the
volume of the tubular neighborhood of the (n− k)-dimensional equatorial sphere. We show that if
the map f is Zp-equivariant for a prime p, and if the action of Zp on Sn and Rk satisfies certain
properties, one can choose z in Gromov’s theorem to be the origin in Rk.
Finally, we study oriented matroid Grassmannians, also called MacPhersonians. An oriented
matroid Grassmannian is the order complex of the set of all oriented matroids of a fixed rank
and a fixed number of elements, ordered by weak maps. They were introduced by MacPherson
(Topological Methods in Modern Mathematics, 1993), and firstly used by Gel’fand and MacPherson
to give a combinatorial formula for Pontrjagin classes. For a given rank and a number of elements,
the MacPhersonian is conjectured to be homotopy equivalent to the corresponding Grassmannian.





and waists of spheres
Diese Arbeit behandelt die Anwendung von Methoden der algebraischen Topologie auf Fragestel-
lungen der Geometrie, Kombinatorik und Funktionalanalysis.
Zunächst betrachten wir Amplitueder. Diese sind Bilder der total-nichtnegativen Grassmann-
Mannigfaltigkeiten unter Projektionen, die durch lineare Abbildungen induziert sind. Amplitueder
wurden in der Physik von Arkani-Hamed & Trnka (Journal of High Energy Physics, 2014) als
Modellräume eingeführt, um ein besseres Verständnis der Streuamplituden von Quantenfeldtheorien
zu ermöglichen. Die Topologie der Amplitueder war zuvor lediglich in wenigen Spezialfällen bekannt,
in welchen sie homöomorph zu Bällen sind. Die Amplitueder sind spezielle Grassmann-Polytope,
eingeführt von Lam (Current Developments in Mathematics 2014, International Press). Wir zeigen
für weitere Amplitueder, dass sie homöomorph zu Bällen sind und für einige weitere Grassmann-
Polytope und Amplitueder, dass sie zusammenziehbar sind.
Anschließend betrachten wir Equipartitionen von Maßen im Euklidischen Raum durch bestimm-
te Familien von konvexen Mengen. Das erste Resultat liefert Partitionen des umgebenden Raumes
in konvexe Prismen, Produkte konvexer Mengen, welche eine gegebene Menge von Maßen equipar-
titionieren. Das zweite Resultat liefert Partitionen des Euklidischen Raumes durch reguläre lineare
Fächer, welche ebenso eine gegebene Menge an Maßen equipartitionieren.
Unser nächstes Resultat ist ein stetiges Analogon der Vermutung von Holmsen, Kynčl und
Valculescu (Discrete & Computational Geometry, 2017). Für jede hinreichend große gegebene Menge
an positiven, endlichen, absolut stetigen Maßen im Euklidischen Raum zeigen wir die Existenz
einer Partition des umgebenden Raumes, in der jeder Teil der Partition positives Maß bezüglich
mindestens c der gegebenen Maße hat. Hierbei darf c die Dimension des umgebenden Euklidischen
Raumes übersteigen. Zusätzlich erhalten wir eine Equipartition eines der Maße. Der Beweis beruht
auf einem Konfigurationsraum/Testabbildungs-Schema, welches das Problem in eine Fragestellung
der äquivarianten Topologie übersetzt: Wir zeigen die Nichtexistenz äquivarianter Abbildungen von
dem geordneten Konfigurationsraum in ein affines Arrangement.
Des Weiteren zeigen wir eine Erweiterung von Gromov’s “Waist of the sphere”-Satz (Geometric
and Functional Analysis, 2003). Dieser besagt, dass für alle n > k ≥ 1 und alle stetigen Abbildungen
f : Sn → Rk von der Sphäre in den Euklidischen Raum ein Punkt z ∈ Rk existiert, sodass das
Volumen der tubularen Umgebung des Urbilds f−1(z) mindestens so groß ist wie das Volumen der
tubularen Umgebung der (n − k)-dimensionalen äquatorialen Sphere. Wir zeigen, dass man, bei
Zp-Äquivarianz der Abbildung f für alle Primzahlen p, in Gromovs Satz ein solches z als Ursprung
des Rk wählen kann, sofern die Wirkung von Zp auf Sn und Rk bestimmte Eigenschaften erfüllt.
Schließlich betrachten wir “oriented matroid Grassmannians”, die als “MacPhersonians” be-
kannt geworden sind. Eine MacPhersonian ist der Ordnungskomplex der Menge aller orientierten
Matroiden von festem Rang und fester Anzahl an Elementen, geordnet durch schwache Abbildun-
gen. Sie wurden von MacPherson eingeführt (Topological Methods in Modern Mathematics, 1993)
und dann von Gelfand und MacPherson benutzt, um eine kombinatorische Formel für Pontrjagin-
Klassen anzugeben. Für gegebenen Rang und Anzahl der Elemente wird vermutet, dass die Mac-
Phersonian zu der zugehörigen Grassmann-Mannigfaltigkeit homotopieäquivalent ist. Wir geben
computergestützte Hinweise auf die Gültigkeit der Vermutung für Rang 3 und 4.
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