Numerical simulations of minor mergers predict little enhancement in the global star formation activity. However, it is still unclear the impact they have on the chemical state of the whole galaxy and on the mass build-up in the galaxy bulge and disc. We present a two-dimensional analysis of NCG 3310, currently undergoing an intense starburst likely caused by a recent minor interaction, using data from the PPAK Integral Field Spectroscopy (IFS) Nearby Galaxies Survey (PINGS). With data from a large sample of about a hundred H ii regions identified throughout the disc and spiral arms we derive, using strong-line metallicity indicators and direct derivations, a rather flat gaseous abundance gradient. Thus, metal mixing processes occurred, as in observed galaxy interactions.
INTRODUCTION
The friction between gas and dust in a merger event can have an important impact on the evolution of the galaxies involved. Minor mergers are usually defined as the collision between two galaxies with a mass ratio smaller than 1:3-1:4. Enhanced star formation when compared with isolated objects has been observed in samples of interacting/merging galaxies (e.g. Kennicutt et al. 1987; Barton Gillespie et al. 2003; Geller et al. 2006; Woods & Geller 2007) . Numerical simulations of minor mergers indicate that they can trigger nuclear activity (Mihos & Hernquist 1994; Hernquist & Mihos 1995; Eliche-Moral et al. 2011) , alter the ⋆ Based on observations collected at the Centro Astronmico HispanoAlemn (CAHA) at Calar Alto, operated jointly by the Max-Planck Institut fr Astronomie and the Instituto de Astrofsica de Andaluca (CSIC).
† E-mail: daniel.miralles@uam.es morphologies of galaxies (Robertson et al. 2006 ) and activate bars (Laine & Heller 1999; Romano-Díaz et al. 2008 ). Contrary to major mergers, minor mergers are much less violent dynamical processes since they do not destroy the disc of the main progenitor. Nevertheless, they have been increasingly recognized as important players in galaxy evolution and, in particular, in the formation and assembly of bulges especially in lower mass systems (Guo & White 2008 , Hopkins et al. 2010 , and references therein). Yet, whether they are also important for the total stellar mass build-up in galaxies in general is unclear and controversial (Bournaud et al. 2007; López-Sanjuan et al. 2011; Newman et al. 2012; Xu 2013 ).
The induced star formation associated with the gas motions created by an interaction or the presence of bars is also expected to have an impact in the chemical distribution of the galaxies. Inflows of metal poor gas from the outer parts of the galaxy can decrease the metallicity in inner regions and modify the radial abundance gradients across spiral discs (Rupke et al. 2010 ).
In fact, some studies have found that interacting galaxies do not follow the well established correlation between luminosity and metallicity found in normal disc galaxies. Shallower or null metallicity gradients and relatively high metallicity H ii-like regions have been observed in the outer part of the galaxies in major merger events Ellison et al. 2008; Michel-Dansac et al. 2008; Rupke et al. 2008; Peeples et al. 2009; Miralles-Caballero et al. 2012; Sánchez et al. 2014) . A similar effect can have the action of inward and outward radial flows of interstellar gas induced by the non-axisymmetrical potential of the bars (e.g., Friedli et al. 1994; Roy & Walsh 1997 ) .
There is extensive literature on the impact of a major merger event on the evolution of the involved galaxies. However, only a handful recent works have been focused on minor mergers (e.g. Krabbe et al. 2011; Alonso-Herrero et al. 2012 ). Therefore, more observational studies are needed to provide a deeper insight on the effect of less violent dynamical phenomena on galaxy evolution.
NGC 3310 is a very distorted spiral galaxy classified as an SAB(r)bc by de Vaucouleurs et al. (1991) , with strong star formation. The star formation activity, especially a vigorous circumnuclear star-forming ring, has been studied over a wide range of wavelengths from X-rays to radio (e.g. Balick & Heckman 1981; Pastoriza et al. 1993; Zezas et al. 1998; Díaz et al. 2000; Elmegreen 2002; Hägele et al. 2010 Hägele et al. , 2013 Mineo et al. 2012) . Several studies support that this galaxy collided with a poor metal dwarf galaxy, which caused a burst of star formation (Balick & Heckman 1981; Schweizer & Seitzer 1988; Smith et al. 1996) . It has also been suggested that NGC 3310 has actually experienced several interactions with small galaxies (Wehner et al. 2006) . The starburst activity of this galaxy began some 100 Myr ago (Meurer 2000) , although some of the clusters are rather young, indicating that starburst galaxies may remain in the starburst mode for quite some time. Pastoriza et al. (1993) reported that the circumnuclear regions in NGC 3310 present low metal abundances (0.2-0.4 Z ⊙ ), in contrast to what is generally found in early-type spirals (Díaz et al. 2007) .
In order to provide a better insight on the effects of the past interaction in the disc of NGC 3310, we need to investigate the properties of the hot ionized gas and the stellar population distributed along the whole disc. Studies based on NGC 3310 have mainly been focused on the properties of the young massive population (i.e. τ < 10 Myr and stellar mass m ⋆ = 10 5 -10 6 M ⊙ ) in the circumnuclear region. These studies made use of photometric images and long-slit spectroscopy, which are limited to either spectral range and/or sampling biases (i.e. area coverage, only the most luminous clusters and H ii -like regions with a very limited range in ionization conditions or only a unique aperture in large sample of galaxies, etc.). With the advent of the Integral Field Spectroscopy (IFS) such limitations can be overcome or at least significantly diminished. Nowadays, the use of IFS to perform wide-field 2D analyses of galaxies is well established and continuously growing. Large fields of view (FoV) can now be observed with simultaneous spatial and spectral coverage. We thus devised the PPAK Integral-field-spectroscopy Nearby Galaxies Survey (PINGS; Rosales-Ortega et al. 2010 ) in order to solve the limitations just mentioned. This is a survey specially designed to obtain complete emission-line maps, stellar populations and extinction using an IFS mosaicking imaging for nearby (D L 100 Mpc) well-resolved spiral galaxies. It takes the advantage of one of the world's widest FoV integral field unit (IFU). This paper focuses thus on the characterization of the ionizing population in the stellar disc of NGC 3310 so as to study the impact of the minor merger on the star formation properties of the remnant. The specific goals of this study are: (i) to obtain gaseous abundance determinations of not a handful but a nonbiased luminosity hundred or so H ii regions distributed all along the disc, which are necessary to better trace radial abundance gradients; (ii) to characterize the age, mass and other star formation properties of the ionizing stellar population and (iii) to investigate the extent at which the interaction could have affected the mass growth in the disc. The PINGS data, together with retrieved multiwavelength images covering from the near-UV to the near-IR spectral range, are well suited to deal with these issues with unprecedented statistics. In a companion paper we will focus on the study of the Wolf-Rayet (WR) population present in the circumnuclear regions and arms in NGC 3310. The presence of this population, which has been detected in the PINGS spectra, sets important constraints on the age and nature of the most massive ionizing stellar population (i.e. M 40 M ⊙ ).
The paper is organized as follows. We present the data set used in Sect. 2. In Sect. 3, we describe the analysis techniques used (i.e. to identify the H ii regions, decouple the gaseous and the continuum stellar emission, to obtain the chemical abundances of the gas and to estimate the age and the mass of the ionizing stellar population) and present our abundance and stellar population property derivations for H ii regions identified in the disc of NGC 3310. We first discuss in Sect. 4 the effects due to biases and systematics of the analysis techniques. We then proceed with the scientific discussion on the radial abundance gradient in the galaxy and on the star formation properties in the disc of NGC 3310 and how they might have been affected by the past minor interaction. We finally draw our conclusions in Sect. 5. Throughout this paper, the luminosity distance to NGC 3310 is assumed to be 16.1 Mpc (taken from the NASA Extragalactic Database). With an adopted cosmology of H 0 = 73 km s −1 Mpc −1 an angle of 1 arcsec corresponds to a linear size of 78 pc.
OBSERVATIONS AND DATA ACQUISITION

PINGS data
NGC 3310 observations were carried out with the 3.5m telescope of the Calar Alto Observatory using the Postdam Multi-Aperture Spectrograph (PMAS; Roth et al. 2005) in the PMAS fibre package mode (PPAK; Verheijen et al. 2004 , Kelz et al. 2006 . This was part of the PINGS (Rosales-Ortega et al. 2010) . In brief, the V300 grating was used to cover the 3700-7100 Å spectral range with a spectral resolution of 10 Å, corresponding to 600 km s −1 , at λ = 5000 Å. We took three pointings with a dithered pattern (three dithered exposures per pointing), using a mean acquisition time per PPAK field in dithering mode (including set-up + integration time) of 2×600 s per dithering position. This observing strategy allowed us to re-sample the PPAK 2.7 arcsec-diameter fibre to a final mosaic with a 1 arcsec spaxel sampling and a FoV of about 148 × 130 arcsec 2 . The data were reduced following Sánchez (2006) , and can be summarized as follows: pre-reduction, identification of the location of the spectra on the detector, extraction of each individual spectrum, distortion correction of the extracted spectra, wavelength calibration, fibre-to-fibre transmission correction, flux calibration, allocation of the spectra to the sky position, dithered reconstruction and re-sampling.
The prereduction processing was performed using standard iraf 1 packages while the main reduction was performed using the R3D software for fibre-fed and IFS data (Sánchez 2006) . A thorough description of all the reduction and flux calibration procedures is described in Rosales-Ortega et al. (2010) and Sánchez et al. (2011) .
The reduced IFS data were stored in row-stacked-spectra (RSS) files. RSS format is a 2D FITS image where the X− and Y− axes contain the spectral and spatial information respectively, regardless of their position in the sky. This format requires an additional file that stores the position of the different spatial elements on the sky. After reducing each individual pointing with a first-order flux calibration we built a single RSS file for the mosaic following an iterative procedure: (1) a master pointing that has the best possible flux calibration and sky extinction correction and signal-to-noise ratio (S/N) is selected; (2) the mosaic is then constructed by adding consecutive pointings following the mosaic geometry; (3) overlapping spectra are replaced by the average between the previous pointing and the new rescaled spectra (obtained by using the average ratio of the brightest emission lines found in the overlapping spectra). (4) the resulting spectra are incorporated into the final RSS file, updating the corresponding position table.
In order to obtain the most accurate absolute spectrophotometric calibration, an additional correction was performed by comparing the IFS data with available broad-band photometry in B, g and r band (see next section). The estimated spectrophotometric accuracy of the IFS mosaic is of the order of 10-15%. A total of 8705 spectra were finally produced, spatially resolved in spaxels of 1 × 1 arcsec 2 .
Multi-wavelength data
We retrieved publicly available broad-band imaging of this galaxy in order to perform an absolute flux re-calibration. Specifically, we used the Sloan Digital Sky Survey (SDSS 2 ) broad-band g− and r− filter images (with a spatial resolution of about 1 arcsec) and an HS T 3 image taken with the Wide Field Planetary Camera 2 (WFPC2, with a spatial resolution of about 0.05 arcsec) using the F439W filter (similar to B Johnson). Although the latter does not cover the entire FoV of the galaxy, we could perform the calibration by obtaining the photometry using an aperture large enough to cover the central 30 arcsec.
We present in Fig. 1 a false colour image of NGC 3310, produced using the u, g and r SDSS filters. From the figure, it can be clearly seen that NGC 3310 is a very distorted spiral galaxy with strong star formation, with a very bright central nucleus, surrounded by a ring of luminous HII regions. Given its morphology, a tailored mosaic pattern was constructed for this galaxy (overplotted hexagons in the figure).
We also obtained UV images of the galaxy. In particular, taken with the UVW2 and UV M2 filters (with effective wavelenghts of 2087 and 2297 Å, respectively), mounted on the OM camera onboard the XMM-Newton Satellite 4 . The observations, with ID 0556280201, were taken in 2008. NGC 3310 was observed for more than 38 and 8 ks with the UVW2 and UV M2 filters, respectively. We reduced the observation data files using SAS version 13.0.0. The SAS 5 script omichain was used to produce calibrated images.
The Sloan and OM ultraviolet images provide valuable information on the continuum emission of the young ionizing stellar population.
ANALYSIS AND RESULTS
We present here the results obtained from the analysis of the ionizing stellar population in NGC 3310 using optical IFS data together with available broad-band ancillary data.
2D general properties of the ionized gas
We study the spatially resolved distribution of the physical properties in the H ii regions of NGC 3310 by obtaining a complete 2D view of: (i) the main emission lines used in the optical range for typical abundance diagnostic methods; (ii) important spectral features useful for the analysis of the ionizing stellar populations.
In order to extract any physical information from the data set, we first need to identify the detected emission lines of the ionized gas and to decouple them from the stellar continuum. A preliminary fast decoupling was performed using an improved version of the FIT3D package (Sánchez 2006; Sánchez et al. 2007 ). This software includes several routines to model and subtract the underlying stellar population of a spectral energy distribution (SED) using 25.
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∆δ ( synthetic stellar spectra, and subsequently to fit and deblend the nebular emission lines. We refer the reader to Sánchez et al. (2007) for further details.
As a result of the line fitting procedure on the stellarsubtracted (i.e. gas) spectra, a set of measured emission-line intensities was obtained for each observed spectrum of the final clean mosaic. From these sets of emission-line intensities, emission-line maps were created by interpolating the intensities derived for each individual line in each individual spectrum, based on the position tables of the clean mosaics, and correcting for the dithering overlapping effects when appropriate. The observed Hα/Hβ line ratio was used to correct the line maps for extinction, on a spaxel-by-spaxel basis. See Rosales-Ortega et al. (2010) for a full description.
We present a set of line emission maps and those with derived properties in Fig. 2 . The top panel map on the left shows the 2D distribution of the Hα observed flux. The nuclear part of the galaxy is easily identified together with the two spiral arms extending to the north and south of the galaxy. Bright inner clumps are also clearly seen within the circumnuclear region and along the whole extent of the galaxy. The lowest level contours are likely to enclose diffuse-like emission.
In practical, all regions with Hα emission peaks, the derived EWs (> 20 Å), as shown on the top right map, are consistent with the presence of very young (i.e. τ < 10 Myr) stellar populations. This is expected in H ii regions. In the nucleus, however, the relatively low values of the equivalent width (EW) distribution indicate the prevalence of the underlying old population.
We used the reddening constants from the Balmer decrement between Hα and Hβ as compared to the theoretical value for mean nebular conditions given by Osterbrock (1989) in order to estimate the reddening. We then used the law by Cardelli et al. (1989) , assuming R V = 3.1, in order to correct the emissionline fluxes. The distribution of dust extinction (lower left map) although somewhat clumpy, is typically low (A V < 1 mag). In fact, the average extinction derived from the map corresponds to A V = 0.35 ± 0.31 mag. The extinction peaks up to about A V > 2 mag only in the nucleus and along some diffuse-like emission areas.
We also show the 2D distribution of the emission-line ratio log ([O iii]λ5007/Hβ ), a parameter sensitive to the excitation, which correlates with the effective temperature of the exciting stars (Hunter 1992) . The range sampled generally lies between 0 and about 0.6, which shows that the ionized gas excitation in this galaxy is not very high. As mentioned in the introduction, NGC 3310 is a very distorted spiral galaxy with strong and rather complex star formation, very likely undergoing a mergerdriven global starburst (Smith et al. 1996; Kregel & Sancisi 2001; Wehner et al. 2006) . It is widely known that massive stellar populations as young as about less than 10 Myr (i.e. hot OB stars) can well be responsible for the ionization observed in galaxies. The identification of the main ionizing mechanism in an observed object can be relatively well accomplished by the use of the so-called diagnostic diagrams (Baldwin et al. 1981 , Veilleux & Osterbrock 1987 . They usually involve two or three strong emission lines (SEL) that depend on the ionization degree and, to a lesser extent, on electron temperature or abundance. Fig. 3 (left) shows a common diagnostic diagram (log [O iii]/Hβ versus log [S ii]λλ6717,6731/Hα) as derived for each spaxel. Colour-coded maps were also created (Fig. 3 , right) so as to spatially identify the regions ionized by different physical processes. As shown in the figure, the vast contribution of the ionization in this galaxy comes from young massive stars (H ii-like ionization). There are only a few regions (mainly not associated with Hα peaks) associated with other ionization mechanisms, though with larger uncertainties in the determination of their emission-line ratios. This paper focuses on the ionizing stellar population. Thus, with these maps we can guarantee that our study on H ii regions in NGC 3310 is not perceptibly contaminated by other sources of ionization.
Identification of H ii regions and star-gas decoupling
The detection and segregation of H ii regions, and subsequent extraction of the spectra for each of them, was performed using the semi-automatic procedure HIIexplorer . A segmentation map that identifies each detected H ii region is provided by the code, together with the corresponding extracted spectra. In our case, a total of 99 H ii regions were identified. Fig. 4 shows the segmentation map overplotted on the Hα map (left) and the identification of each ionizing region (right). The regions have typical radii of about 2-3 arcsec, similar to, or somewhat larger than the spatial resolution of the instrument. This translates into radii in the range of 150-250 pc, within the size range of extragalactic giant H ii regions (Kennicutt 1984; Oey et al. 2003; Hunt & Hirashita 2009; Lopez et al. 2011) . Table A1 reports a catalogue with the main observed properties of the identified H ii regions in NGC 3310.
As mentioned before, particular care has always been taken in subtracting the stellar continuum so as to correctly decouple the stellar continuum from the nebular line emission. When the analysis was carried out in a spaxel-by-spaxel basis, an optimized fast analysis aimed at obtaining the best polynomial fit to the data (not necessarily giving a meaningful physical solution) was done. For the H ii regions we made use of the spectral synthesis code starlight (Cid Fernandes et al. 2004 Fernandes et al. , 2005 . This code mixes computational techniques originally developed for empirical population synthesis with ingredients of evolutionary synthesis models. Briefly, an observed spectrum is fitted with a combination of N simple stellar populations from a set of evolutionary synthesis models. Extinction by foreground dust is also modelled by the V-band extinction A V . Line-of-sight (LOS) stellar motions are modelled as well, but given the rather low spectral resolution of the PINGS data (∼ 600 km s −1 ), off-set velocities and stellar velocity dispersions were set to a fixed default value which in any case does not affect our results since we do not intend to study the kinematics of this galaxy.
Basically, four inputs are needed for starlight: the observed spectrum, a configuration file, a mask-file to mask emission lines and a file that allocates the base spectra (i.e. the set of evolutionary synthesis models). In our analysis we made use of a compilation of a few hundreds of synthesis models covering metallicities from Z ⊙ /200 to 1.5 × Z ⊙ and ages from 1 Myr to 17 Gyr. This set compiles models of González Delgado et al. (2005) for τ < 63 Myr with the MILES library (Vazdekis et al. 2010 , as updated by Falcón-Barroso et al. 2011 ) for larger ages. The models are based on the Salpeter initial mass function (IMF) and the evolutionary tracks by Girardi et al. (2000) , except for the youngest ages (i.e. τ = 1-3 Myr), which are based on Geneva tracks (Schaller et al. 1992 Charbonnel et al. 1993 ).
The observed spectrum was not used as an input for starlight. Although the model templates used have enough spectral resolution to deal with our spectra, those corresponding to the ionizing population (i.e. τ 10 Myr) lack the nebular emission component. The contribution of this component can be significant in massive H ii regions. We thus first subtracted a "nebular continuum spectrum" from each observed spectrum. This nebular spectrum was computed using the derived Hα luminosity for each region, assuming a metallicity of Z ⊙ /3, following the procedure explained in Mollá et al. (2009) and Martín-Manjón et al. (2010) . That particular metallicity was chosen because it is consistent with the gaseous abundances reported in Pastoriza et al. (1993) . It is also compatible with our derived metallicities (see Sect. 3.3.3) . Note that this continuum can be underestimated if the Hα luminosity is underestimated (i.e. if photon leakage or absorption by UV photons by dust grains is important). Fig. 5 shows three examples of the fitted continuum spectrum (in red, left-hand panels) and the residual gas spectrum (righthand panels) for H ii regions with high and low S/N. As can be seen, the nebular continuum spectrum (in blue, left-hand panels) can contribute significantly to the measured emission (in region ID 14, this continuum represents about 25% of the observed light at the reddest wavelengths). Although the residual spectrum has been identified as emission from ionized gas, sometimes a spectral feature centred around 4680 Å can be observed. This stellar spectral feature, easily recognizable in the figure for the H ii region with ID 4, corresponds to the blue WR bump and indicates the presence of WR stars.
Once starlight is run, the contribution in light and in mass of the base spectrum that best fits the input spectrum is provided as a result. In general, less than 20-30 populations are needed to fit our spectra, where normally a handful of young populations dominates the luminosity and a handful of old populations dominates the mass (see examples in Fig. 6 ). In order to assess the accuracy of the continuum subtraction, the code was run a hundred times for each H ii region spectrum.
Once the analysis with starlight is done, the continuum and gas spectra are decoupled, as in Sect. 3.1, though this time for the stacked spectra of the identified H ii regions, rather than for spectra of individual spaxels. Individual emission-line fluxes were then measured by considering spectral window regions of ∼ 200 Å. We produced idl routines to perform a simultaneous fitting of several emission lines within the spectral window with Gaussian functions. Only one spectral component is observed for each line (if different components exist, the difference in velocity must be below the spectral resolution of the data, ∼ 600 km s −1 ). This was done for each of the 100 cleaned gas spectra for each H ii region. The statistical errors associated with the observed emission were computed taking into account: (1) the measuring method, given by the fitting and (2) the following expression:
where σ l is the error in the observed line flux, σ c refers to the standard deviation in a box near the measured emission line, N is the number of pixels used in the measurement of the line flux, EW is the line EW and ∆ is the wavelength dispersion in Å pixel −1 (Gonzalez- Delgado et al. 1994 ). The first term represents the error introduced in placing the continuum level and the second term scales the S/N of the continuum to the line. As a conservative approach, the maximum value between both error estimates was considered. For a given line, we took the median of the computed error and flux line of the 100 spectra as the adopted values for each H ii region, respectively. Adopted line intensities of the H ii regions are reported in Table A1 .
We performed a sanity test to ensure that no overcorrection was done on the absorption stellar features. For instance, if the fitted old population is such that the Hβ absorption is too strong, the obtained ratio Hα/Hβ may well be (within errors) below its theoretical value in case of no dust extinction (i.e. Hα/Hβ = 2.86, assuming case B recombination ; Osterbrock 1989 ). This test is described in Sect. 4.1.
H ii regions detected in previous studies corrected luminosities, Hβ EWs and extinction coefficients c(Hβ) are compared in Table 1 . Some discrepancies are found, very likely due to the different angular resolution and aperture among the different studies (e.g., Pastoriza et al. 1993; Díaz et al. 2000 ; see footnotes in the table).
Chemical abundance properties of the H ii regions in NGC 3310
With our sample of H ii regions we can investigate the radial distribution of the oxygen abundance in NGC 3310 with better statistics than works based on samples of a few number of H ii regions, basically due to the limitations on the use of slits.
Direct oxygen abundance determination
In principle, recombination lines (i.e. O ii λ4649, λ4089) would provide the most accurate determination of the abundance, due to their weak dependence on nebular temperature. However, these lines are very faint and most of the observed emission in nebulae correspond to collisionally excited lines (CEL), whose intensities depend exponentially on the temperature. Díaz et al. (2000) , but cannot be individually separated with our observations. Adding up all fluxes we obtain L(Hα) = 535 for ID8+ID2 and about 415 for R1+R2+R3+R16. b Large discrepancy due to aperture effects. The radius measured in Díaz et al. (2000) for this region corresponds to 1.5 arcsec, smaller than the 3 arcsec radius of the corresponding region detected with our automatic software. level of S/N > 4 from the "residual" gas spectra of 16 H ii regions. We refer the reader to Sect. 4.2, where we argue about the systematics introduced when measuring this line on the observed spectrum. The determination of the electron temperature (t e 6 ) and other physical conditions of the gas such as the electron density (n e , in cm −3 ), and the ionic abundances were obtained using the procedures outlined in Pérez-Montero et al. (2007) and Hägele et al. (2008) . We have assumed two distinct layers of ionization for each H ii region: a high ionization zone (He ii,
, whose electron temperatures are given by t 3 and t 2 , respectively. Different prescriptions can be found in the literature that relate the t 3 and the t 2 temperatures. In our case, the t 2 temperature was determined using photoionization models that take into account the dependence on the electron density 
where the electron density was determined from the [S ii]λλ6717,6731 doublet. In a few cases the [N ii]λ5755 line was also detected and measured. In those cases, we could derive the temperature of [N ii], the temperature of the low ionization zone.
The ionic abundances were calculated based on the functional forms provided by Hägele et al. (2008) , who published a set of equations for the determination of oxygen abundances in 6 In what follows t e denotes electron temperature in units of 10 4 K.
H ii regions based on a five-level atom model:
Finally, the total oxygen abundance was obtained assuming that
Auroral line measurements, electron density and temperatures, along with the derived oxygen abundances using the methodology described in this section are reported in Table 2 . With typical electron densities of the order of 100 cm −3 and typical electron temperatures of the order of 10000 K, the derived direct abundances are subsolar, in the range 8 12 + log(O/H) 8.3.
Strong-line methods
The ratios used in direct methods involve the detection and measurement of at least one intrinsically weak line, which in objects of low excitation and/or low surface brightness, often result too faint to be observed. Given these limitations, strongline methods based on the use of strong, easily observable, optical lines have been developed throughout the years. Several abundance calibrators have been proposed involving different emission-line ratios and have been applied to determine oxygen abundances in objects as different as individual HII regions in spiral galaxies, dwarf irregular galaxies, nuclear starbursts and emission-line galaxies. By far, the most commonly strong-line calibrator used is the ratio (
, 5007)/Hβ , known as the R 23 method (Pagel et al. 1979 ). However, it is known to present many problems basically because it is double valued with a wide transition/turn-over region (12+log(O/H) ∼ 8.0-8.3). Furthermore, a few observed circumnuclear H ii regions in NGC 3310 are known to have a moderately low metallicity (12+log(O/H) ∼ 8-8.3; Pastoriza et al. 1993) , just in the middle of the turn-over region of the calibrator. The spectral range covered by the PINGS data allows us, nevertheless, to employ more up-todate strong-line calibrations that make use of more information via strong nitrogen and/or sulphur lines. This are as follows.
• O3N2-parameter calibrations -The O3N2 parameter, first introduced by Alloin et al. (1979) , depends on two SEL intensity ratios:
This parameter is almost independent of either reddening correction or flux calibration. Several calibrations using this parameter have been defined (e.g., Pettini & Pagel 2004; Pérez-Montero & Contini 2009 ). Recently, Marino et al. (2013) have provided an improved calibration using the largest compilation so far of temperature-based abundance determinations, and has proved its validity for 12 + log(O/H) > 8.1 − 8.2 with a dispersion somewhat lower than 0.2 dex.
• ONS calibration -This calibration (Pilyugin et al. 2010 ) is based on several strong-line-intensity ratios to Hβ from several species, including oxygen, nitrogen and sulphur as
It uses the excitation parameter, (P = R 3 /(R 3 + R 2 )), that takes into account the effect of the ionization parameter. This calibration was derived using a set of H ii regions with measured electron temperatures.
• C-method -The 'counterpart' method, P12-C , is based on the standard assumption that H ii regions with similar intensities of SEL have similar physical properties and abundances. Given all the problems that different calibrations have (e.g., different branches, different applicability ranges, the no oneto-one correspondence between oxygen and nitrogen abundances) the authors propose a method that does not know a priori in which metallicity interval (or on which of the two branches) the H ii region is located. This calibration basically selects a number of reference (well-measured abundances) H ii regions and then the abundances in the target H ii region are estimated through extra-/interpolation. According to the authors, if the errors in the line measurements are within 10%, then one can expect that the uncertainty in the C-based abundances is not in excess of 0.1 dex (although it can reach 0.15-0.2 dex in the interval 7.8 < 12 + log(O/H) < 8.2).
We made use of the calibrations outlined in order to search for any radial abundance gradient trend in NGC 3310 within dispersions of 0.1-0.2 dex, though larger systematic offsets can be expected from the results obtained from one calibration to another.
Radial abundance gradients
We have only a limited sub-sample of H ii regions with reliable t ebased abundance determinations. We thus derived abundances for almost all identified H ii regions using the strong-line calibrations described in previous sections. Fig. 7 shows the radial distribution of the oxygen abundance in NGC 3310 up to about four effective radii (r eff ). At the assumed distance of this galaxy (D L = 16.1 Mpc), this distance corresponds to about 11 kpc. We identify r eff as the half-light radius, which was determined using galfit 7 , version 3.0 (Peng et al. 2010 ), on the g-band SDSS image. Either assuming a typical Sérsic (letting the index n vary) + an exponential disc profiles or a rotating Sérsic (simulating the spiral arms) + an exponential disc profiles, the resulting r eff is around 35 arcsec (i.e. ∼ 2.5 kpc).
For this part of the study, we have included in our catalogue spectra corresponding to the external fibres of the PPAK module (normally used to determine the local sky, grouped in bundles at ∼75 arcsec from the centre of the PPAK module) which show evident H ii -like emission with coincident redshift of that of NGC3310, i.e. fortuitous observations of H ii regions at very large galactocentric distances. Their 2D spatial distribution is shown in Fig. 8 . In many cases, given the dithering used, the flux of 2 or 3 fibres could be integrated to obtain each spectrum of these 'external' regions. Although the S/N of the continuum is generally very low, the emission lines are clearly detected. The extinction corrected line intensities are reported in Table A2 . These additional regions allow us to investigate if there is any abundance radial gradient in this galaxy up to more than 10 kpc. If this data set is not included we still can sample H ii regions within about 5 kpc or about 2.8r eff . Several interesting aspects can be inferred from the plot as follows.
(i) All computed gaseous abundances are sub-solar, spanning the range 7.95 < 12 + log(O/H) < 8.45 (between a half and a fifth solar).
(ii) All computed abundances using strong-line calibrations agree within 0.1-0.15 dex, covering a typical range 12 + log(O/H) = 8.2-8.4. This is expected, since the accuracy of strong-line calibrations (0.1-0.2 dex), not included in the error bars, is of the order of this range.
(iii) In practice, we have obtained t e -based estimates within one r eff . Their range span oxygen abundances between 8 and 8.3 with a larger dispersion than those computed with strongline calibrations. In general, the t e -based estimates are also lower by about 0.2-0.3 dex. With a sample of 16 H ii regions with direct abundance estimates and over 100 regions with strong-line estimates we can assure that the offset is not due to lack of statistics. In Sect. 4.2, we discuss on this disagreement.
(iv) With a sample of over 100 H ii regions we do not see a clear abundance gradient in NGC 3310, further than 10 kpc away from the nucleus. A weak gradient might be present from the centre and up to 2r eff (5 kpc). We have computed the Spearman correlation coefficient for r < 2r eff and have obtained a possible correlation for abundances that were derived using the ONS and the P-12C calibrations (r = 0.63, 0.72, respectively). The derived slopes of the fit are 0.06 and 0.05 dex/r eff (∼ 0.02 dex/kpc), respectively. Should an abundant gradient exist, it is significantly flatter than the observed gradients in galactic discs (i.e. ∼ -0.08 dex/kpc; Vilchez et al. 1988; Kennicutt & Garnett 1996; Rosolowsky & Simon 2008; Costa & Maciel 2010) and the universal gradient proposed in Sánchez et al. (2014) (i.e. ∼ -0.10 dex/r eff ). For abundances obtained using the O3N2 calibration and the direct method (using the [O iii]λ4363 emission line), the data are not correlated, according to the Spearman's rank-order correlation test. Besides, the intrinsic dispersion of strong-line calibrations is typically 0.1-0.2 dex. All facts considered, we conclude that either the abundance gradient of the gas in the disc of NGC 3310 is flat or at least significantly flatter than gradients observed in spirals.
Characterization of the ionizing stellar population
With the spectral information provided with the IFU data and available public wide-band imaging we can perform a detailed study on the ionizing stellar populations in NGC 3310. In particular, the line flux ratios, the EW measurements and broadband UV and optical images help us to tightly constrain the mass and the age of the ionizing stellar populations present in the H ii regions. The main advantage in subtracting the stellar continuum is that the end product of such procedure is the percentage of each contributing stellar population to the light and mass. That is, we can estimate the mass of each stellar population responsible for the continuum emission. We may note, however, that any analysis technique has its own advantages and limitations. In particular, given the limited spectral range fitted (i.e. part of the optical), starlight gives a consistent description of the age of the 'young' population within 0.15-0.20 dex independently of the stellar templates used for an average age of τ ∼ 100 Myr (Cid Fernandes et al. 2013) . Constraining the age of the population at τ 10Myr (expected for ionizing population) is highly uncertain using this technique alone. Therefore, including data from other spectral bands, especially at bluer wavelengths, helps to better constrain the properties of young ionizing populations.
Since this population is ionizing the gas, the emission lines we observe in the gas spectra give us useful information on its properties. For that reason, in the following we first compare the measured emission-line fluxes with those computed in photoionization models. This comparison gives us a first rough estimate of the age of the ionizing population and of the presence of dust grains. Next, we perform a multiwavelength analysis, covering a wider spectral range using SDSS and XMM-OM images. Finally, we combine both techniques to better constrain the age and the mass of the ionizing population.
Photoionization models
First of all, we took advantage of the knowledge of the ionization conditions of the gas within an H ii region. The strength of different line flux ratios depends on the shape of the ionizing continuum (i.e. age and metallicity of the young stellar population) and on the conditions and geometry of the cloud (i.e. electron density, temperature, clumpiness, absorption by dust grains, etc.). Based on this conception, we show in Figs. 9 and 10 the dependence of the [O iii]λ5007/Hβ line intensity ratio (in log units) on other line ratios that provide information on the degree of ionization (e.g., the
, the electron density of the cloud (ratios of the sulphur lines), the abundance, the electron temperature, the number of ionizing photons and the age of the burst (i.e. EW(Hβ)).
As Fig. 9 illustrates, there is a good correlation between the [O iii]λ5007/Hβ ratio and other line intensity ratios sensitive to the ionization structure of the cloud. We defined seven classes with different typical ratios (red dashed lines in the plot) and some width, which define the shaded areas, in such a way that in practically all cases the ratios for a given H ii region lies in the same class or in-between two classes. Class 1 would correspond to ratios on the bottom shaded area on the left with a typical log([O iii]/Hβ) ratio of 0.05. Moving right and up in the plot, the other classes are defined by the area of the shaded rectangles up to class seven where the typical log([O iii]/Hβ) ratio equals 0.6. On the other hand, as Fig. 10 shows, the ratio between the sulphur lines (sensitive to the electron density) and the Hβ luminosities do not really depend on the Finally, although for classes 1-4 the logarithm of the Hβ luminosity spans the whole range sampled (i.e. 37.5-40), for classes 5-7 the range is more restricted, from somewhat lower than 38.5 to somewhat higher than 39.0.
With this information, we have simulated the properties of the ionized gas and the stellar ionizing population for each class with the use of the photoionization code cloudy (version 10.0; Ferland et al. 1998) . We took as ionizing sources the SEDs of ionizing star clusters spanning ages from 1 to 10 Myr using evolutionary synthesis techniques (popstar ; Mollá et al. 2009; Martín-Manjón et al. 2010) . We used models with a Salpeter IMF, with masses between 0.15 and 100 M ⊙ . We assumed in all the models a radiation-bounded spherical geometry, a constant density of 100 particles cm −3 and a standard fraction of dust grains in the interstellar medium (ISM). The presence of solid grains within the ionized gas can have some consequences on the physical conditions of the nebulae that should not be neglected. The heating of the dust can affect the equilibrium between the cooling and heating of the gas and, thus, the electron temperature inside the nebulae. The command PGRAINS, included in the last version of cloudy , implements the presence of dust grains as described in van Hoof et al. (2004) . In all the models, the calculation was stopped when the temperature was lower than 4000 K. We also assumed that the gas has the same metallicity as the ionizing stars, covering the values 0.2Z ⊙ (0.008) and 0.4Z ⊙ (0.004) since gaseous abundances of H ii regions in this galaxy range typically between these two values (see Sect. 3.3.3) . The other elemental abundances were set in solar proportions taking as a reference the phostosphere solar values given by Asplund et al. (2005) , except in the case of nitrogen, for which we considered three different values of log(N/O), according to the mild correlation observed in Fig. 10 : -1.05 (classes 6 and 7), -0.95 (classes 2-5) and -0.85 (class 1). We let the age of the ionizing population, the oxygen abundance, the number of ionizing photons, some geometrical parameters (inner radius and filling factor) and the content of dust grains vary in order Fig. 9 , but versus other sensitive intensity and intensity ratios. In this case no class has been defined since correlation are either weak (i.e. with [N ii]/[O ii], proxy to the abundance ratio N/O) or non-existent. The derived Hβ luminosity is given in units of erg s −1 . The EW has been corrected by the continuum of the non-ionizing population. Table 3 . cloudy simulations. Input line intensity ratio ranges, derived ages (τ) and dust absorption factors ( f d ).
Class
Line ratio and EW ranges Result of the fit 
to fit the line intensity ratios of oxygen, nitrogen and sulphur to Hβ , together with the Hβ luminosity and the continuum at 4885 Å (obtained with the EW(Hβ)). Once a compatible solution was found, we fixed all the fitted parameters save the dust grain content, the age of the ionizing population and the number of ionizing photons and run a grid of models varying these parameters. They are much more sensitive to line ratio variations, especially to the oxygento-Hβ ratio. A solution in the grid was considered positive if it lied between the limits set by the shaded areas in Fig. 9 . Note that any line ratio can be derived just by subtracting one value from the 'y'-axis to that corresponding from the 'x'-axis; for instance, log
A more constrained solution for each H ii region was obtained by comparing the observables derived with the model with the extinction corrected ratios, the Hβ luminosity and the EW(Hβ) of each region.
Assumed intervals of the line intensity ratio for each class together with the solution for the ages are listed in Table 3 . In general, the excitation can be explained in all cases by only one ionizing population of 3-5.5 Myr and, unlike starlight fitting, none around 1 Myr. Another important output from the grid of models corresponds to the UV absorption factor due to the internal extinction within the cloud, denoted as f d , also provided in the table. That is, if f d = 1, no relevant absorption by dust grains is expected and if it is larger than 1, then such a factor is missed from the observed Balmer emission light. As inferred from the table, in all cases some emission is lost due to this UV absorption. In some cases, the loss is compatible with being marginal (i.e. for classes 4-6). However, in general, about 33% ( f d = 1.5) of the emitted UV photons or even more could be missed. Particularly, for class 3, the loss is expected to be quite high and up to more than a half of the emitted UV photons ( f d > 2.0) and even up to 75% ( f d ∼ 4.0).
An individual model fit for each of the H ii region would be desirable. However, a few hundred iterations were needed in order to model only one class. This makes it a very long time consuming task. Nevertheless, we can complement the results obtained here with a spectrophotometric study by using a multiwavelength broadband set of images and the spectral information provided by the Balmer emission lines. We develop this analysis in the following section.
Spectrophotometric analysis
XMM-OM and SDSS imaging can provide useful information on young stellar populations. In particular, having the information of ultraviolet and u broad-band emission makes a difference when trying to characterize ionizing stellar populations. The UV continuum is dominated by massive short-lived OB stars (τ 100 Myr) and hence can be sensitive to star formation on time-scales of only 10 Myr or so. Likewise, as shown by Anders et al. (2004) , u-band observations are essential for photometric investigations of young star clusters. Archive broadband ultraviolet UVW2-UV M2 (OM) and u, i, z (SDSS) images were retrieved.
The main goal of our spectrophotometric study is to fit the SED of the young ionizing stellar population with models using the retrieved broad-band images and the spectral information provided by the IFU data. In particular, we gathered the data set as follows.
(i) The five broad-band filter images just mentioned plus a set of three 'simulated' broad-band images, produced with the convolution of the IFS cubes with three known HS T filter throughput curves: F439W ∼ B Johnson, filter from the WFPC2 centred at 4300 Å; F547M, filter from the WFPC2 centred at 5479 Å; and F621M, filter from the WFC3 centred at 6219 Å. Fig. 11 shows the integrated spectrum of the galaxy with the throughput filter curves overplotted. Note that, thanks to the stargas decoupling analysis we avoid contamination by the nebular emission lines on the continuum broad-band images (i.e. Hγ Balmer line just in the middle of the F439W filter). Altogether, with our compiled multiwavelength data, we cover homogeneously a rather large spectral range (from the near-UV to the near-IR z band).
(ii) The Hα and Hβ line intensities and the respective EW, which set important constraints on the age of the ionizing stellar populations. The Hα/Hβ ratio is also directly related to the LOS extinction. With the aid of single stellar population models we can try to explain the observed photometric and spectroscopic properties of each H ii region in NGC 3310. However, we first have to take into account the non-ionizing stellar population. The results obtained with the starlight fitting are the key to decouple the light produced by ionizing and non-ionizing stellar populations. To that end we estimated, for each region and with the knowledge of the fitted stellar populations (i.e. starlight result), which fraction of the light at the effective wavelength of each photometric filter comes from the former or the latter. We used a conservative cut of 15 Myr to separate ionizing from non-ionizing populations. We could directly estimate this ratio with the stellar libraries used in starlight for the HS T filters, since the MILES library covers a wavelength range from 3525 to 7500 Å. To derive the other ratios the synthetic popstar templates were employed, since their spectral range covers all the filter data set used in this study and they include the nebular continuum contribution.
We remind the reader that we performed 100 starlight fits for each H ii region, which allowed us to estimate the uncertainties of these light ratios. In general, the light ratio for the bluest filters (i.e. UVW2,UVM2,u) is quite low, L old /L young 2-10% (i.e. practically all the light is related to ionizing population). Even if the relative uncertainties can be high (up to 60%), they have little effect in the accuracy of the estimate of light related to young population. By contrast, the light ratio for red filters (i.e. i, z) can be easily larger than L old /L young = 50% and up to 70%, with typical relative uncertainties of 20-30%.
In addition, by computing these ratios we are basically subtracting the contribution of the underlying old (in the sense of non-ionizing) stellar populations to the total emitted light. Therefore, we could correct the EWs of the H ii regions by subtracting this old population from the continuum. This corrected EW was used as an input parameter for the photoionization models in the previous section.
The following step was to perform the photometry of the H ii regions in NGC 3310. With the 'simulated' broad-band images with the HS T filters we directly added up all the flux contained in the spaxels that define the region. We want to use the same irregular aperture for all the images; hence, we preferred not to degrade all images to that with the worst one. Instead an IDL script was produced to add the flux of the same irregular aperture. Basically, all the images are re-sampled (preserving the flux) to have spaxels a factor of 10 smaller, so as to obtain a sub-spaxel photometry. The aperture is also re-sampled in such a way that the new aperture corresponds to the border of the previous one. Aperture coordinates are transformed to spaxel coordinates for each image and the flux within a given aperture is obtained adding up the flux of all the spaxels inside the aperture. Poisson noise is assumed, particularly important for the ultraviolet measurements, where only a few counts s −1 are detected in many regions. To account for differential spatial resolution the aperture is also shifted by 1 arcsec in four directions (north, south, east and west), and median values and dispersions are taken to compute the final flux and error for each H ii region.
The response of the OM monitor at high count rates is not linear, an effect known as coincidence-loss (Fordham et al. 2000) . However, we have to corrected for this effect on our UV measurements because the count rates of the brightest H ii region on the individual exposures is of the order of 5 counts s −1 , below the critical rate of 10 counts s −1 where this effect becomes significant (10%) according to the "XMM-Newton Users Handbook", Issue 2.11, 2013 (ESA: XMM-Newton SOC). The count rate for the rest of the H ii regions is well below 5 counts s −1 , meaning that any systematic due to not correcting for this effect is well bellow 4%, much smaller than the typical uncertainties of the photometric measurements (see Table A3 ).
Once the photometry was performed, the correction due to the underlying old population was applied. Altogether, at this stage we have the flux of the light related to the ionizing population through seven broad-band filters, the corrected EWs and the observed Hα and Hβ line fluxes. We have then compared observational and theoretical SEDs through a χ 2 -fitting procedure (Bik et al. 2003) as
where N denotes the number of filters and observables (photometric flux densities, fluxes and EWs of the emission lines; see Table A3 ) available for each H ii region; f obs and f model are the observed and model observables, respectively; and σ obs is the weight for the fit (i.e. photometric, line flux measurements and underlying population correction uncertainties). The χ 2 minimization procedure for fitting SEDs produces more satisfactory results for determining the ages, extinctions, and masses in galaxies (e.g., Maoz et al. 2001; Bastian et al. 2005; Díaz-Santos et al. 2007 ) than other widely used methods such as colour-colour diagrams.
We first assumed that the stellar population responsible for the bulk of the ionization is a single stellar population for which four parameters were to be derived: metallicity (Z), age (τ), extinction (A V ) and stellar mass (m ion ). We used models with three different metallicities (0.2,0.4 and 1.0 Z ⊙ ). The expected (minimum) χ 2 value of the best fit, χ 2 min , should be equal to the number of degrees of freedom (ν = N − 4). Those solutions within χ 2 min ± ∆χ 2 min , with ∆χ 2 min = (2ν) 1 2 , were taken to determine the range of acceptable solutions. This would be equivalent to taking the ±1σ solutions. Fig. 12 illustrates the results of the SED minimization fitting technique for different H ii regions in our sample: with high (ID 1, 3) and low (ID 86, 96) S/N spectra. The change of the shape of the spectra is quite evident when the correction due to underlying non-ionizing population is applied.
In Sect. 3.4.1 we explored the ionization structure of the seven classes, representative of the H ii regions. As a result we could estimate characteristic age and dust absorption factor ( f d ) intervals for each class. We have complemented those results with the SED fits presented here. In particular, we computed a grid of solutions of the χ 2 minimization procedure by varying f d from 1.0 to 4.5, that is, changing the modelled Hα and Hβ flux and the EWs, which are divided by f d (when trying to recover the observed values some flux, scaled to f d , is lost). For a given H ii region, we then took those sets of solutions of the χ 2 minimization procedure that were at the same time compatible with the age and f d intervals in the class to which the region belongs. Some disagreement was encountered between the age interval derived from the χ 2 fit and from the cloudy fit for a few H ii regions. However, the maximum difference is less than 1 Myr. For the vast majority of the regions the model that better reproduced the observables was that with Z = 0.4Z ⊙ , which is in agreement with the gaseous abundances derived in Sect. 3.3. Given the young nature of the ionizing population, this is expected. The derived ages, stellar masses, internal extinctions and absorption factors are listed in Table A3 . The fit was not successful for a few cases, demanding the presence of two ionizing stellar populations. A minimization analysis was performed in those cases, though large degeneracy is found on the properties of the derived populations. One of them usually ranges between 1 and 6 Myr, the other being 6-15 Myr old. Within these age ranges the mass is not generally well defined within factors of less than 5-10.
We would like to mention that in a few cases no valid solutions were found for f d = 1, but for f d > 1.0. Thus, it may happen that the measured flux densities are related to a single stellar population but, since no solution is found, minimization techniques are immediately applied to a composite two-stellar-population model. As we have seen here, sometimes invoking a composite model is not necessary in order to reproduce the observed fluxes.
As can be observed in the table, H ii regions are typically 2.5-5 Myr old. This is consistent with the presence of WR stars (see the spectral features in Fig. 5 ), given that this phase normally starts 2-3 Myr after their birth (Meynet & Maeder 2005) . The mass of the ionizing stars span, on the other hand, a large range, from about 10 4 up to 6×10 6 M ⊙ . Note the asymmetry on the error estimates. It is also worth mentioning the typical significant absorption factors derived ( f d = 1.3-3.0). According to our combined photoionization and spectrophotometric modelling, we have seen that, in general, at least 25% of the emitted UV photons from the OB stellar populations are absorbed by dust grains in the nebulae.
DISCUSSION
Reliability on the stellar subtraction
In our analysis, we have been able to subtract the underlying continuum of the spectra and hence to decouple the gaseous and stellar contributions to the measured emission. For some parts of our analysis, this subtraction is critical. This is the case for the measurement of the [O iii]λ4363 Å line, since it is very close to Hγ , thus likely to be affected by a significant amount of underlying absorption. Here, we pay attention to the validity of such subtraction. We have hence checked the Balmer decrement ratios obtained once the extinction is corrected for each spectrum. Had we over-subtracted continuum absorption, negative extinction values and/or inconsistent Balmer ratios (i.e. Hβ to Hγ) would have been derived.
We present in Fig. 13 the derived Balmer ratios (or differences in logarithm units) and compare them with the theoretical values according to Osterbrock (1989) and assuming a case B recombination with t e = 10,000 K and n e = 100 cm −3 . Under these conditions, Hα/Hβ = 2.86 and Hγ/Hβ = 0.459. Only four of them lie, within uncertainties, outside the systematic box. Although there are other 17 regions with ratios that lie outside the box, within uncertainties their ratios are consistent with the theoretical values. For those few cases where the ratio was not recovered because too much subtraction was performed, an extinction of A V = 0 mag was assigned.
Biases on temperature and abundance derivations
Methodologies used
In Sect. 3.3.3 (Fig. 7) we show the abundance gradient in the disc of NGC 3310. An intrinsic dispersion of about 0.15 dex is observed along the disc for the t e -based derived oxygen abundances. They also show an offset of about 0.3 dex with respect to the abundances derived using strong-line calibrations.
In principle, it could be argued that abundances obtained through strong-line calibrations do suffer from typical systematics of 0.1-0.2 dex. However, we also have to keep in mind that accurate electron temperature determinations depend on reliable auroral line measurements, such as
The latter is very close to the Hγ line, which in young stellar populations can show a very wide profile (see Diaz 1988 for a detailed description of this complex spectral region). Given the spectral resolution of the PINGS data, the wings of both the oxygen auroral line and Hγ blend. In fact, as shown in Fig. 14 (left) , the auroral line sets over the absorption wing of Hγ . A prominent stellar absorption can thus critically affect the measurement of the auroral line on the observed spectrum. Furthermore, the emission of this line is rather weak in regions with moderate abundance (12 + log(O/H) ∼ 8.0), and undetectable in metal-rich environments. Altogether, a reliable detection and measurement on this line can be rather awkward.
Very often, when fitting an emission line in a spectrum, a Gaussian function is assumed for the line and a straight line is used to fit the underlying continuum. For the specific case of [O iii]λ4363 Å, Hγ is also included as another Gaussian function in the fit due to its proximity. We have compared our t e ([O iii]) (≡ t 3 ) derivations with those that we would have obtained by fitting the auroral line directly on the 'observed spectrum', without the subtraction of the continuum obtained with starlight. Given that in most cases the stellar absorption is noticeable in the observed spectrum, instead of a straight line, the absorption was fitted with a broad Gaussian component with negative flux. An example of this is shown in Fig. 14 (right) . Note that, as illustrated in the lefthand panel, part of the flux measured for the auroral line due to the fit actually corresponds to stellar continuum. The comparison of the electron temperature and the oxygen abundance using both methods is shown in Fig. 15 (left and middle) . The electron temperature is usually overestimated, which causes a general underestimation of the metallicity if the measurements are done on the observed (unsubtracted) spectra. The difference between the derived temperatures (i.e. metallicities) is correlated with the ratio between the predicted absorption of Hγ with starlight and the corrected Hγ emission. It is hence directly related to the degree of absorption of the Hγ emission-line (see Fig. 15, right) . By subtracting such absorption and fitting the residual spectra we obtain higher abundance values, in better agreement with the literature. Therefore, we do not think that the methodology applied to the measurement of the [O iii]λ4363 Å line flux is behind the significant difference found between the direct and strong-line abundance estimates.
The use of different prescriptions used for the estimation of the t e ([O ii]) (≡ t 2 ) may also contribute to the disagreement. As can be seen in Table 2 , the ion O + is generally more abundant than O 2+ . That is, the abundance determination is dominated in most cases by the knowledge of t 2 . In most cases, our direct abundance determinations rely on our derived t 3 . Therefore, using one or other parametrizations between both electron temperatures may change our abundance estimate to a significant extent.
There is not quite a consensus of how these temperatures are related. Several versions of the t 2 -t 3 relation have been proposed, the most widely used by Campbell et al. (1986) , based on the H ii region models of Stasińska (1982) is
Several relations have been proposed during the last decades (e.g., Pagel et al. 1992; Izotov et al. 1997; Oey & Shields 2000; Pilyugin et al. 2006; Pilyugin & Thuan 2007 ). Here we focus on the relations proposed by Pérez-Montero & Díaz (2003; hereafter PM03) and Pilyugin et al. (2010; hereafter P10) . In both cases, the physical conditions were derived using the five-level atom model for O + , O ++ and N + ions, using the atomic data available. We compare these two works because the ONS and O3N2 (O/N-corrected) calibrations were anchored to direct abundance determinations using a different t 2 -t 3 relation. In particular, PM03 claim that this relation is density dependent (Eq. 2). On the other hand, P10 propose a relation quite similar to the commonly used ones (e.g., Campbell et al. 1986; Pagel et al. 1992) :
In Fig. 16 , we compare the derived electron temperature t 2 (left) and oxygen abundance (right) using both sets of equations. In general, if we make use of the relations proposed in P10, the derived temperatures and abundances are systematically somewhat lower and higher, respectively. Given the uncertainties, the systematics on the abundance estimate are not important or relevant for at least half of the cases, especially for abundances ∼ 8.0 or lower. However, in a few cases, abundances can be up to 0.1-0.2 dex higher, closer to the expected abundance values obtained with the strong-line calibrations. Therefore, the use of one set of equations or another can introduce systematics in abundance determinations of typically 0.1 dex.
Even taking into account this offset, the discrepancy between direct and strong-line abundance estimates are still significant. The compilations used in order to obtain the strong-line calibrations consist of several hundreds of H ii regions. With such a high parameter space of ionization conditions to explore (age and mass of the ionizing population, ionization parameter, metallicity, N/O, density, etc.), it would not be surprising that the direct and strong-line abundance estimates of H ii regions with different ionizing conditions as those in the compilations differed. Larger compilations or models covering as much as possible the parameter space of ionization conditions would be needed.
The abundance discrepancy problem
Discrepancies on abundance determinations have been observed for decades. Chemical abundances determined from the optical recombination lines are systematically higher than those determined from CEL. This problem, dating back to 70 yr (Wyse 1942) , was first discussed in detail by Torres-Peimbert & Peimbert (1977) , and then regularly discussed in the literature (Liu et al. 2000; Stasińska 2004; Garcia-Rojas & Esteban 2006; García-Rojas & Esteban 2007; Stasińska et al. 2007; Mesa-Delgado et al. 2008) . This is known as the 'abundance discrepancy problem'. In addition, systematic differences between abundances determined using either direct measurements of ionic temperatures, or using SEL methods are reported in the literature (e.g., Kennicutt et al. 2003; Bresolin 2007; Bresolin et al. 2009; Ercolano et al. 2010; López-Sánchez et al. 2012) .
Unlike the systematics discussed in Sect. 4.2.1, most of the works just mentioned focus on the nature of the calibration used to define the strong-line method applied. In fact, there remains a significant offset (see Pérez-Montero et al. 2010; Dors et al. 2011) derived in objects for which the electron temperature has been directly estimated (Bresolin et al. 2004; Pilyugin & Thuan 2005; . In some cases the abundance determinations via direct-temperature methods are favoured, (e.g. Bresolin et al. 2009; Ercolano et al. 2010 ) and the discrepancies are explained by the presence of multiple ionization sources (not taken into account in one-dimensional ionization models). In other cases, techniques based on photoionization models are preferred (e.g., Stasińska 2005; López-Sánchez et al. 2012 ), since they produce electron temperature gradients inside H ii regions, and temperature fluctuations are assumed to be the main reason for the abundance discrepancy problem.
Other physical scenarios have been proposed in order to explain this discrepancy, the most recent one exploring the fact that the electrons involved in collisional excitation and recombination processes may not be in thermal equilibrium (Binette et al. 2012; Nicholls et al. 2012 Nicholls et al. , 2013 . Here, we can estimate how would our direct abundance estimates be affected under this assumption.
However, we cannot know how our estimates using strong-line methods are affected.
If we assume that the electrons involved in collisional excitation and recombination processes follow a non-equilibrium Kappa (κ) electron energy distribution rather than the widely assumed simple Maxwell-Boltzmann distribution, the 'true' electron temperature in the ionization zone is lower than the derived value using standard methods, as shown in Nicholls et al. (2013) . They provide a means for estimating κ with the knowledge of the "apparent" (i.e. derived using standard methods, like those used in this paper) [ 
Using this relation, we have made a rough estimation of κ ∼ 20 within the range of temperatures in our study, in perfect agreement with the value obtained in Dopita et al. (2013) . Nicholls et al. (2013) also provide a method to correct the electron temperature derived using standard methods, once κ is known (see their Eq. 36). Although we are not able to compute the [S iii] electron temperature, we can estimate by how much a Kappa distribution with κ ∼ 20 is affecting our temperature estimates, so as to speculate by up to how much our abundance determinations can be underestimated. As Fig. 17 shows, the electron temperatures might be overestimated by typically 2000 K, which translates into an underestimation (i.e. offset) of the oxygen abundance of typically 0.2 dex and up to 0.3 dex. This range agrees well with observed offsets (e.g. López- Sánchez et al. 2012) . Note, however, that three regions still keep low-metallicity values (12 + log(O/H) ∼ 8.0) even if this correction is applied (Fig. 17, right) .
Implications on the flat abundance gradient
The subject of abundance gradients in galaxies is currently a burning issue on galaxy evolution. The steepest abundance gradients were initially seen in late-type spiral galaxies (types Sb-Scd). Barred galaxies were thought to present shallower gradients (Martin & Roy 1994; Zaritsky et al. 1994) , though more recent studies, with larger samples, have opened the debate that this may not be the case . Metallicity gradients can also be flattened or erased in interacting galaxies and remnants from mergers.
We have shown in Sect. 3.3.3 that the radial abundance gradient in NGC 3310 is rather flat. This is consistent with the flat gradients obtained in Sánchez et al. (2014) for merging galaxies at different levels of the interaction process. In a recent work, Werk et al. (2011) derived abundances for a handful of even more external H ii regions (up to a projected distance of almost 17 kpc or 6.7r eff ). Although their abundance estimates are systematically higher than our estimates by about 0.2-0.3 dex (they use the model-based calibration of R 23 ), even at these distances they remain high and a flat abundance gradient is also observed. However, only a handful of H ii regions at a given azimuthal direction were observed in that study. We have observed over 100 regions and at all azimuthal directions. Therefore, combining both our and their study, we can be certain that the abundance gradient in NGC 3310 is rather flat from the very central regions to the outermost parts of the galaxy, well beyond 4r eff .
This galaxy has been classified as a barred spiral. The bar and the size of the ringed structure suggest that this starburst was triggered by a bar instability (Piner et al. 1995) . The likely past merger event this galaxy had with a dwarf plausibly produced the bar instability which led to the starburst. During an interaction, large amounts of gas can flow towards the central regions, carrying less enriched gas from the outskirts of the galaxy into the central regions, which can erase any metallicity gradient and dilute the central metallicity. Our results suggest that we are witnessing the consequences of such metal mixing processes.
Werk and collaborators measured flat radial oxygen abundance gradients from the central optical bodies to the outermost regions of the galaxies in their sample. Given the different morphology of the galaxies, star-forming properties and level of disruption (13 systems, not all of them with signs of interaction) in their sample, they argued that metal transport processes in cold neutral gas rather than interactions may also play an important role in distributing the metals to the outermost parts of the galaxies (e.g., magnetorotational instabilities, thermal instability triggered self-gravitational angular momentum transport, etc.). However, Figure 18 . Comparison of the derived stellar ionizing mass using our spectrophotometric fitting (POP) with that derived using the extinction corrected Hα flux plus the corrected (from underlying non-ionizing population) Hβ EW width using Diaz's (1998) and our updated prescription (Hα D98 and Hα POP, respectively). Typical errors are plotted at the top right corner. Whenever the Hα flux and the EW(Hβ ) are used, they are corrected for the derived absorption by dust grains. The dotted line indicates a unity relation.
given the large time-scales required (i.e. 1.5 Gyr) and that the metals generated by massive stars are generally returned to the ISM in just ∼ 100 Myr (Tenorio-Tagle 1996), they concluded that the metal transport may be occurring predominantly in a hot gas component, a still unclear driver mechanism. In any case, these other mechanisms do not exclude that interactions (even weak interactions or minor mergers) effectively mix the chemical metal content in a galaxy.
Star formation in NGC 3310
Different determinations of the mass of the ionizing population
In Sect. 3.4.2, we derive ages and masses for the ionized stellar population (i.e. with ages τ < 10 Myr). We can compare the stellar mass of the ionizing population as derived there and the values of the same masses derived from the extinction-corrected Hα fluxes, using the expression from Díaz (1998) :
This equation takes into account the evolutionary state of the ionizing stellar cluster, and the EW used corresponds to that that would be observed in the absence of an underlying population. As can be seen in Fig. 18 masses derived with the SED fitting are not consistent with those obtained from the Hα flux. Actually, Eq. 12 is based basically on models by Garcia-Vargas et al. (1995a,b) and Stasińska & Leitherer (1996) , all of them assuming a Salpeter IMF. We have updated this relation using popstar , the last version of these models. We have then explored the expected correlation between the number of ionizing photons per unit mass (Q(H)/M ⊙ ) and the EW of Hβ , since both quantities decrease with the age of the cluster (see Fig. 19 ). A linear regression fit gives log Q(H)/M ⊙ = (1.07 ± 0.02) × log EW(Hβ) + (43.76 ± 0.03) (13) for Z = 0.4Z ⊙ , and (14) for Z = Z ⊙ And the mass of the ionizing cluster, corrected by the evolutionary state is (for Z = 0.4Z ⊙ ):
If we use the new relation (for Z = 0.4Z ⊙ , since the metallicity for the vast majority of H ii is around this value), then the derived mass is more similar to the adopted mass in this study (Fig. 18) . Although within the uncertainties the mass are completely compatible, a small systematic offset of 0.1 dex is still present. Therefore, the mass obtained for the ionizing stellar population is little affected by the methodology used (SED χ 2 minimization fitting or Hα and EW of Hβ with the updated relation).
It is interesting to mention that, if a fraction of photons escape or dust absorption of UV photons occur, both the Hα flux and the EW measurements are affected in a similar way. Let us take f Ld as the factor of photons that escape from the nebulae (leaking photons; 'L') and those are absorbed by dust grains ('d') within the nebulae. Since both the Hα flux and the EW are shortened by the same factor, it is easy to work out the resulting relation for the mass of If f Ld = 2.0, then the correction is just 0.02 dex. The typical range of f d derived in this study (note that we have not estimated the fraction of leaking photons) is f d = 1.3 − 3.5. Actually, even if two thirds of the photons are missing (i.e. f d = 3.0), the correction would only amount 0.03 dex, which is lower than the typical uncertainty in the derivation of the mass.
Local evolutionary tracks
There is a clear correlation between the distance to the centre of the galaxy and the Hα luminosity measured in NGC 3310, the circumnuclear whereabouts being the most luminous (see emission-line maps in Fig. 2) . In order to explore if there is an evolutionary effect behind this relation we have investigated the conditions of the ionization in several Hα luminosity intervals. As shown in Fig. 20 (top) , the most luminous spaxels are generally also those with the hardest ionization. Even though there are a few spaxels with even higher degree of ionization, there is a clear envelope (lower part of grey area in the figure) at which no spaxel is very luminous and with low ionization. This cannot be a selection effect, because a spaxel with such conditions (being more luminous than average) should be observed. This effect, though less evident, is also observed when considering the H ii regions (Fig. 20, bottomright) .
The EW of Hβ , once corrected by the continuum of nonionizing populations, is a good indicator of the age of an ionizing cluster, i.e. of its evolutionary state (Dottori & Bica 1981) . A relation between the EW(Hβ ) and the degree of ionization has been observed in H ii galaxies (Hoyos & Díaz 2006 ). With our data we can reproduce a similar relation for the H ii regions of NGC 3310 (Fig. 20, bottom-left) . Thus, this effect seems to be a local one, at least at the scale of one or a few hundred pc. According to the evolutionary tracks, the higher the initial mass of the ionizing population the harder the degree of ionization in the cloud for a fixed age. Note that these tracks are also metallicity dependent. At high metallicities, for a given age and mass of the ionizing population, the degree of ionization of the gas (i.e.
[O iii]/[O ii]ratio) is lower and the EW just slightly smaller than at low metallicities. If, in general, the most luminous were more massive than the less luminous population, then the envelope we observe in the figure would be perfectly understandable. However, there is a general mismatch between observational data and models, quite evident in the figure. Given that the continuum from the underlying population has been subtracted, two reasons can be responsible for this disagreement, mainly: (i) absorption of UV photons by dust grains within the nebulae, which we have been able to roughly quantify in our analysis; (ii) escape of ionizing photons, which has been assumed to be negligible in this study. The arrow in Fig. 20 (bottom-left) exemplify by how much the tracks should be corrected by one or another. Additionally, the tracks shown in the figure only span a range up to 2×10 5 M ⊙ . Since the number of ionizing photons scales with the mass of the cluster, we would expect that by allowing a larger range in mass to the models the tracks would move towards harder ionizing regimes.
With the aid of the model tracks, we can speculate on the evolutionary state of the observed H ii regions. For instance, if the mass of the ionizing population is of the order of 10 6 M ⊙ (the typical mass obtained for the most luminous ones, as reported in Table A3 ) and assuming that the tracks move towards harder ionizing regimes at higher masses, then two possibilities can explain the observations: (i) the most luminous population is typically older than the less luminous ionizing population; (ii) the effect of dust absorption of UV photons and/or photon leakage can be important, which would explain at the same time why no H ii regions with high luminosity and low excitation are observed
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Star Formation Rates
Although by definition, the star formation rate (SFR) of a starburst is zero when we see it several Myr later, with the knowledge of the mass and the age of the ionizing stellar population we can estimate an average SFR for each H ii region. The integrated value can give us a picture of the most recent star formation history of the galaxy (i.e. the rhythm at which the galaxy has been forming clusters during the last few Myr). We have made estimates of the SFR of the H ii regions just by computing the ratio of the mass and the age. Additionally, we have obtained another estimate by using the most widely used SFR rate calibrator in the optical, provided by Kennicutt (1998; K98) . This calibrator relates the recent SFR with the Hα luminosity as
The estimated SFRs using Kennicutt's calibration are systematically lower than expected, even if we correct for absorption of dust grains (see Fig. 21 ). As cautioned in Kennicutt et al. (2007) , the SFR derived using Eq. 17 for an individual H ii region, using a continuous star formation conversion relevant to entire galaxies, has limited physical meaning because the stars are younger and the region under examination is experiencing an instantaneous event when considered on any galactic evolutionary or dynamical timescale.
The integrated SFR using each method is 4.4 (Eq. 17) and 13.8 (spectrophotometric SED fitting), in units of M ⊙ yr −1 . These two estimates are in agreement with SFRs for starburst galaxies with moderate star formation (Kennicutt 1998; Leitherer 2000) . Given our estimated age range (τ = 2.5 -5 Myr) for the ionizing population, lower values using Kennicutt's calibration are expected. Reported total SFR estimates are of the order of 3-8.6 M ⊙ yr −1 (Smith et al. 1996; Werk et al. 2011; Mineo et al. 2012) . They are within the range of (or somewhat below than) our estimates. Comparison of the derived SFR using different methods our spectrophotometric fitting (POP) and the prescription by Kennicutt (1998; K98) . Whenever the Hα flux and the EW(Hβ ) are used, they are corrected for the derived absorption by dust grains. The dotted line indicates a unity relation.
Mass growth in the disc of NGC 3310
In Sect. 3.4.2 we have shown that the ages of the ionizing population within the H ii regions span a very narrow range (i.e. τ = 2.5 − 5.0 Myr; see Table A3 ). With such a narrow age range and a large Hβ luminosity range (i.e. log Hβ ∼ 1 − 3.5; see Fig. 10 ), we can easily infer that there is not a correlation between the luminosity of an H ii region and the age of the ionizing population; that is, the most luminous H ii regions do not tend to be the youngest. Thus, we can assume that the luminosity of the H ii regions is roughly proportional to their masses, being their age a second-order effect. The contribution of the ionizing population to the total stellar population for each H ii region (i.e. the young to total stellar mass ratio, m ion /m ⋆ ) can be roughly estimated by taking the derived mass of the starlight fitting as the total mass of the H ii region. Note that the total stellar mass actually represents the stellar mass along the LOS. Therefore, our estimation really represents a lower limit to the percentage. We would like to point out that the uncertainties on the derived total stellar masses (via the 100 realizations of the starlight fitting for each region) are generally strongly asymmetric. We thus took the 1σ uncertainties as the last values included within the 68% on the left (σ − ) and on the right (σ − ) of the mass distribution, centred on the median value. To better estimate the uncertainties on the m ion /m ⋆ ratio we have used the techniques developed in Barlow (2003 Barlow ( , 2004 . In short, when an experimental result is represented as x +σ + −σ − , being σ + and σ − different, a non-symmetric distribution can represent x. Among the functions proposed in those papers, we modelled each variable (i.e. mass) using a "Variable Gaussian" parametrization. With an asymmetric distribution representing each variable we made a few tens of thousands of Monte Carlo runs for each H ii region using the idl routine 'genrand', which allows us to obtain random numbers following a given distribution (not necessarily normal) so as to obtain a reliable estimate of the mass ratio with its σ + and σ − uncertainty. The derived m ion /m ⋆ ratios range from 0.2 to about 7 per cent. A comparison for the circumnuclear regions in NGC 3310 identified in previous studies is shown in Table 4 . Despite the fact that, with some exceptions, the ratios are similar, the disagreement between ionizing population and total stellar masses separately is evident, up to factors of more than 2 for the nucleus. Masses from the ionizing population reported in H10 were computed using Eq. 12. Apart from the systematic introduced by the use of the updated version presented in this study, aperture effects can contribute significantly to the differences in the reported Hα luminosities and EW(Hβ), as Table 1 illustrates. In general, we have obtained higher mass values. In addition, we have generally computed higher total stellar masses because: (i) we have derived the LOS stellar mass; and (ii) H10 derived the total stellar mass of each cluster within an H ii region and then added up all the individual estimates for each region. In our calculations, the intracluster mass (probably from the disc) is included. Still, the ratios reported here and those obtained in H10 span a similar range, being always lower than 10%. All these values are also similar to those reported in H ii regions and H ii galaxies observed in other studies (Alonso-Herrero et al. 2001; Hägele et al. 2009; Pérez-Montero et al. 2010) .
We show in Fig. 22 the radial distribution of this ratio (in terms of percentage) and its relation with the Hα flux surface density. In general, those regions with higher Hα flux surface density are located at smaller radii (with a few exceptions). The radial distribution of the young-to-total-stellar ratio is much more scattered. From the centre and up to about 1.5r eff (where we cover the complete radial FoV), a 4.5σ mild correlation is found, according to the Spearman's rank-order correlation test. However, if we consider the whole radial range, such correlation cease to exist in statistical terms.
Given the narrow age range of the ionizing population we can roughly assume that any variation of the ratio between the ionizing population and the total stellar mass relates to a variation in the specific SFR (sSFR). In fact, if we compute the sSFR (just by subtracting the total mass from our estimates of the SFR) and plot it against the radial distance, we obtain a similar plot to that shown in Fig. 22 . Therefore, just by examining this figure we can have some insight on the mass growth in the galaxy disc.
In the framework of the inside-out scenario, the SFR should be a strongly varying function of the galactocentric distance. Muñoz-Mateos et al. (2007) studied the radial profiles of sSFR for a sample of 161 nearby spiral galaxies. They found a large dispersion in the slope of these profiles with a slightly (4): mass of the ionizing population derived in H10. Col (5): total stellar mass along the LOS derived in this study. Col (6): dynamical mass derived in H10. Col (7): ratio of the ionizing to the total stellar mass obtained in this study. Col (8): ratio of the ionizing to the total stellar mass (i.e. dynamical mass) obtained in H10. All masses are given in 10 6 M ⊙ .
a Only masses for R10 are given in H10.
positive mean value, which they interpreted as proof of a moderate inside-out disc formation. Although they did not find any clear dependence of the sSFR gradient on the environment, they argued that transitory episodes of enhanced star formation in the inner parts of the disc can lead to a currently smaller SFR scalelength (gradual growth of the size of the disc with time) than in the past. That is, the gradient can hence be weakened or be even negative. It is well known that mergers in general can induce radial mixing processes, such as inflows of external gas on to the central regions and trigger starbursts (e.g., Barnes & Hernquist 1996; Rupke et al. 2010) . As mentioned before, the global starburst in NGC 3310 is likely to have a minor merger origin (Smith et al. 1996; Kregel & Sancisi 2001; Wehner et al. 2006 ). The mild negative gradient of the sSFR in NGC 3310 can well be another signature of a past merger event. This suggests that the minor merger event may be playing an important role in the mass build-up on the bulge, in agreement with recent models (Hopkins et al. 2010) .
CONCLUSIONS
We have performed an IFS analysis in the distorted spiral galaxy NGC 3310, covering up to about 3 effective radii. This represents an unprecedented simultaneous spatial and spectroscopic coverage for this galaxy, which underwent a minor merger interaction some hundred Myr ago. While major mergers are known to cause dramatic changes in the progenitor galaxies, the impact of a minor merger is still not well understood. We have thus investigated on the evolution of the stellar and chemical properties of the galaxy on account of this past event. The paper relies on the analysis of the optical spectra of about a hundred H ii regions identified along the disc and spiral arms. Chemical abundances of the gas have been obtained by analysing the continuum-subtracted emission-line spectra, different techniques have been employed, and their radial distribution has been studied. We first fitted the SED of the galaxies using the program starlight in order to quantify the contribution of the underlying stellar population and perform such continuum subtraction. With the knowledge of the ionizing conditions of the H ii regions and the aid of ultraviolet and optical/NIR imaging we have characterized the properties (i.e. age, mass, SFR) of the ionizing population. The most important results of this study are summarized as follows.
(i) All derived gaseous oxygen abundances using strong-line diagnostics, consistent with a sub-solar value (12 + log(O/H) ∼ 8.2-8.4), are similar to those reported for circumnuclear H ii regions present in this galaxy. With a sample of over 100 H ii regions we observe a rather flat abundance gradient in the disc of NGC 3310 out to about 10 kpc away from the nucleus. We can thus confirm the evidence that the minor merger event had a substantial impact on metal mixing in the remnant.
(ii) A direct (t e -based) oxygen abundance determination was possible in 16 H ii regions, located in the central regions of the galaxy. The derived values are somewhat lower and present more dispersion than those obtained using strong-line calibrations. With a statistically significant sample of H ii regions, we report on an offset of 0.2-0.3 dex between direct and strongline abundance estimates. We argue several reasons behind the discrepancy: systematic uncertainties in the calibrations due to different ionization condition properties of the gas and different prescriptions used to relate electron temperatures between the ionic species. We further investigate the effect of the oversimplified assumption that the electrons in the nebulae are in thermal equilibrium on the determination of the direct abundances. Under the assumption of a non-equilibrium Kappa electron energy distribution, the adopted abundances would be increased by up to 0.2-0.3 dex.
(iii) With the use of single stellar population and photoionization models, we have been able to constrain the main properties of the ionizing stellar population within the H ii regions. In general, the presence of a single population is sufficient to explain the measured broad-band (from ultraviolet to z band) and ionizing lineflux. The age of the ionizing population spans a narrow range of 2.5-5 Myr, whereas the mass range is quite large, from about 10 4 to 6×10 6 M ⊙ . Given the ionized gas line ratios, dust grains must be present in most of the H ii regions, causing the absorption from a few percent and up to more than two-thirds (typical absorption factors of f d =1.3-3.5) of the UV photons.
(iv) We have updated prescriptions to derive the stellar mass of the ionizing population, correcting by its evolutionary state, with the knowledge of the Hα flux and the EW of Hβ. The ionizing mass has little dependence on photon losses by either UV photon leakage or absorption of UV photons by dust grains within the nebulae. The typical uncertainties of the derived masses, generally within a factor of 1.5-2, are in fact much higher than any correction that should be applied were these losses even of the order of 66%.
(v) The derived average global SFR over time-scales > 6 Myr, 4.4 M ⊙ yr −1 , is consistent with other studies made at other wavelengths. However, the average global SFR for the last few Myr (i.e. 5 Myr) is about a factor of 3 higher.
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APPENDIX A: CATALOGUE TABLES
Notes. Col (1): H ii identification number. Cols (2-4): relative right ascension (∆ AR) and declination (∆δ) with respect to the center of the galaxy (H ii region ID 3), an deprojected distance (r d ) in ′′ . Cols (5-14): line intensity ratios with respect to Hβ , where it has been normalized to Hβ = 100. In a few cases the ratio Hα /Hβ is less than the theoretical adopted ratio of 2.87, even within errors. However, systematics, of the order of 10% for this ratio, are not included in the reported uncertainties. Col (15): logarithm of the Hβ intensity in erg s −1 cm −2 . Col (16): extinction coefficient. 1.9 ± 0.20 24 16.5 ± 3.0 14.5 ± 2.7 9.0 ± 1.9 5.2 ± 1.0 3.0 ± 0.7 2.5 ± 0.7 2.4 ± 0.8 1.7 ± 0.7 521 ± 111 83 ± 9 6.47 +0.06 
