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Figure 1. A l<ani7,sa square can be perceived (A) colinear to edge inducers and (B) perpen-
dicular to line encl inducers. (C) Model simulation of the latter type of boundary grouping. 
How the brain generates visual percepts is a central problem in neuroscience. 
We propose a detailed neural model of how LGN and the interblob cortical 
stream through VI and V2 generate context-sensitive perceptual groupings from 
visual inputs. The model suggests a functional role for cortical layers, columns, 
maps, and networks and proposes homologous circuits for Vl and V2 with larger 
scale processing in V2. An integrated treatment of interlaminar, horizontal, ori-
entational, and endstopping cortical interactions and a role for corticogeniculate 
feedback in grouping are proposed. Modeled circuits simulate parametric psy-
chophysical data about boundary grouping and illusory contour formation. 
Although visual neuroscience is one of the rnost actively studied areas in biology, a gap 
rema.ins in our mHler;;tanding of how vi;;ua.l percept;; ari;;c from neurobiological propertic;; of 
iclentifiecl neuron;;. A step towards clo;;ing this gap is rnadc herein by mod(~ling how percep-
tual groupings ma.y emerge from interactions of cells with known receptive field properties. 
It is well established that perceptual groupings help to segregate objects and their back-
grounds in response to texture, shading, and depth cnes in scenes a.nd ima.ge;; 1- 5. 'l'lw;;c 
gronping;; arc highly context-;;cn;;itive, as illnstratcd by Kanizsa square percept;; (Figure 1) 
which can a.ri;;e either colinear to inducing edges or perpendicular to inducing line ends. We 
;;bow herein how the context-sensitivity of ouch perceptual groupings sheds light on nemal 
data. concerning the context-sensitivity of neuron responses, notably their "ncm-clas;;ical" 
receptive field properties. 
Boundary Formation using Cooperating Pyramidal Cells 
Long-range context-sensitive interactions are illustrated by the increasing strength of 
illusory contours in edge--induced Kanizsa squares (Figure lA) as the support ratio (ratio of 
inducer length to total perceived edge length) increascs6, as in Figure 2A. 'I'his cooperative 
process builds a coherent boundary grouping that spans the gap between inducer;;. Cells 
in visual cortical area V2 respond to such illusory contours and exhibit a. bipolc property7•8 
whereby they !ire when their receptive Jidcllics between a.ligned inducers but not when they 
lie beyond a. single inducer. 'I'his bipole property was derived from a. theoretical analysi;; 
of psychophysica.l data about perceptual .;srouping9-- 11 and has been fmthcr supported by 
su bscqucnt psychophysical experiments6)-. 
According to the model, cooperative bipole interactions are realized in cortical layer :l 
by recurrent long-range horizontal pathways among cortical pyrarnidal cells. In order for 
cooperation to build a boundary like an illusory contom, these monosynaptic excitatory 
connections need to converge on shared pyramidal cells with colinear or slightly curvilinear 
receptive fields (see Figure :JA). 'I'be horizontal connections aloo activate ;;mooth stellate 
cells, which inhibit nearby pyramidal cells via. di;;ynaptic inhibitionl.3,H 'l'his di:oyna.ptic 









Figure 2. Model :;irnulations of p:;ychophysical data: (A) In re:;ponc;e to the edge inducerc; 
in Figure lA, illusory contom strength increases with :;upport ratio. Support ratio is the 
ratio of rea.] to total contour length. (B) For the line end inducer:; in Figure Ill, contour 
r;trength is an inverted U function of the number a.nd dcn:;ity of line end inducer:;. Contour 
strength wa:; determined by computing the average cell activity along the path of the illusory 
portion of the contour. 
inhibition i:; proposed to control the monosynaptic excitation, and to also give rise to the 
bipole property. One chara.cl.eri:;tic of this control is that hori7-ontal waves of activation 
resulting from spatially isolated inducers a.re rapidly attenuated by subsequent di:;ynaptic 
inhibition. This agrees with studies showing that when a single input source drives horiwntal 
pathways at threshold intensities in vivo, excitatory po:;tsynaptic potentials (EPSPs) are 
generated, whereas supratheshold stimulus currents evoke disynaptic inhibition (IPSPs) that 
can overwhelrn the EPSPs 15 -·· 19 . Bipole completion arises frorn rnoclel interactions between 
monosynaptic excitation and clisynaptic inhibition when layer 3 cells receive horiwntally 
induced EPSPs from a surrounding neighborhood of oriented cells, a.s in the rniddle of a 
contom. 'I'hcse EPSPs from convergent hor·iy,ontal connections can overconre the effect of 
disynaptic inhibition because all the horiy,ontal connections are proposed to converge on 
a sinsle population of inhibitory interncurons (Figure :JA). Locally, it is a case of two (or 
more) against one. The net effect of this cooperative-competitive interaction is to convert 
the outwa.rci propagating long··l'ir.ngc horiwntal :;ignals from pyramidal cells into the selective 
inwa,]'(l activation of pyrarnidal cells according to a. bipole property. 
LGN Influences on Vl Layers 4 and 6 
Several other types of cooperative and competitive interactions occur in visual cortex and 
our model thereof. A:; in the brain, inputs to the model area, VI arrive at layers 4 and 6 frorn 
the rnodellateral geniculate nucleus or LGN20 LGN inputs directly activate orientationally 
tuned simple cells in layer 4, as bas been verified by cross-correlational analysis21 and cortical 
chernica.l a.nd cooling inactivation expcriments22 ,23. Oriented arrays of spatially displaced 
LGN ON and OFF cells excite mutually inhibitory simple cells that arc sensitive to the 
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oame orientation but oppooite contraot polarities24 - 26 . 'I' he LGN also indirectly excites and 
inhibits layer 4 via layer 6. Electrophysiological recorclings27 - 29 and antidromic activation 
of layer 6 corticogeniculate cells from the cat LGN 30 support the idea that layer 6 gives rise 
to a shoridange excitatory input to layer 4 and a longer-range inhibitory interact.ion that is 
mediated by layer 4 inhibitory interneurons. 'I'he net effect is that LGN influences layer 4 
via a feeclforward on-center off-surround network (Figure 3B). The model proposes that thio 
excitatory-inhibitory balance helps layer 4 cells to maintain their analog senoitivity to visual 
inputs of variable contrast. 
Closing a Cortical Feedback Loop 
Layer 4 cells, in turn, activate pyramidal cells in layer 3, which then attempt to cooperate 
using their long-range horizontal connections ancl short-range clisynaptic inhibition. All the 
layer 3 cells that become active either via. direct layer 4 inputs or by bipolc cooperation 
then generate excitatory feedback signals to layer 6 via. layer 531 •·32 . Layer :3 hereby gains 
access to the on-center off-surround n(~twork of connections from layer 6 to layer 11. The tota.l 
interlaminar feedback loop thus proceeds in the order 1 ·-·> 3 ~ 5 ~ 6 ~ 4. 
Context-Sensitive Boundary Formation by Cooperation and Competition 
The long-ra.ngc cooperation in layer 3 can use the shorter-range on-center off-surround 
li1yer 6·-to-4 signals to a.rnplify thooe cell activations that are favored by the cooperative 
grouping while suppresoing those that are not. Model layer 6 to 4 inhibition inJiuences dif-
ferent orientations and positions by being distributed across a cortical hypcrcolumn map 
wherein cells senoitivc to these features are spatially organized33 . This short-range corn· 
petition can relatively enhance cell responses cooperating in positional, oricntational, and 
length-sensitive groupingo by suppressing cells responding to weaker groupingc;, incoherent 
noic;c, or background c;ignals. In addition, feedback arnplifies cell responses without eliminat-
ing thci!· sensitivity to stirnulus strength, notably to variable contrast31 , as has been shown 
in vivulo. 
'I'he ability of the cooperative-competitive feedback loop to rnaintain cell sensitivity is 
illustrated by computer simulations of perceptual grouping strength a.s a function of inducer 
type and spatial clistribution 6•36•37 Figure 2 simulates how contour strength increase;; with 
oupport ratio6 and the dcn;;ity of lincw16 •37 , owing to incrcasccllong-range cooperation as rnore 
and rnore cells and their horizontal connections a.re a.c.tiva.tcd. The existence of ;;hort-ra.nge 
corn petition interactions which balance the long-range cooperation is illustrated perceptually 
by the in~crtccl U .in l\ani7,sa. SC)ltare contour strcnftb that,.is observ~~;l as the number and 
density ol hnC··enclinclucers continues to 1ncrease36 ,.3 , as ml•1gurc 2B. I he mvertcd U occurs 
in the rnoclel because the excitatory influence of each LGN input. is increa.singly inhibited a.t 
layer~. by layer (ito 1 spatia.! inhibition as the inducers get. closer together. Thus, although 
more inputs activate the cooperating layer 3 pyrarniclal cells, each input gets srnaller as the 
inducers gd denser. This explanation functionally clarifies that the short-range layer (j to.tl 
inhibition is not the same as the layer 3 disynaptic inhibition that helps to realize the bipolc 
property. 
Cortical Columns as Functional Units 
Thc~se coopera.tivc-compct.itive interactions play a nmnbcr of other functional roles in 
the rnodel that are consistent with brain cla.ta. 'I'he intcrlaminar feedback pathway 1 -• 
:1 -·• 5 -~ 6 ~ 11 enables cells throughout each cortical column to function together as a. 
unit with shared properties like oricnta.tiona.l preference that can be contextually rnodiJied 
by long-range cooperation and short-range cornpetition. 'J'be role of feeclba.ck in grouping 
hereby gives new functional meaning to the classical observation that cortical processing 
has a colunma.r orga.nization 20 ·:l3, 38 and to data suggeoting that the organization of simple, 
complex, and hypercomplcx cells is not simply a feedforward hierarchy because whatever 
cell properties are elaborated in any layer may potentially influence cell responses in other 
layers via feedback. 
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Figure 3. Caption follows on next page. 
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Figure 3. Model retinal, VI, and LGN circuit: Each neuron was modeled as a single voltage 
compartment in which the membrane potential, \l(l), was given by 
where the parameters E represent reversal potentials, 9LBAI< is a constant leakage conduc· 
tance, and the time-varying conductances groxc1T(i) ancl 9INHm(t) repre;;ent the total inputs 
to the cell. Transient after hyperpolarization terms (AHP) were not incorporated since all 
groupings were allowed to reach steady state. Cortical layers ancl successive processing stages 
are indicated in the vertical direction from LGN to Vl. The relative scale of horizontal in-
teractions is roughly indicated by the length of pathways in the horizontal direction. The 
time-varying conductances gr:xc rr ( t) and giN m n (i) were determined as follows. (A) Feed-
forward circuit from retina to LGN to cortical layers 4 and 6. Retina: Retinal ON cells 
have on-center off-surround organization. Retinal OFF cells have an off-center on-surround 
organization. LGN: 'I'he LGN ON and OFF cells receive feedforward ON and OFF cell 
inputs form the retina. Layer 4: Layer 4 cells receive feedforward input:; from LGN and 
layer 6. LGN ON and OFF cell excitatory inputs to layer '1 establi:;h oriented simple cell 
receptive fields. Layer 6 cells excite layer 4 cells with a. narrow on-center and inhibit them 
from using layer 4 inhibitory interneurons that spm1 a broader off-surround. Like-oriented 
layer 4 simple cells with opposite contrast polarities compete (not shown) before generating 
half-wave rectified outputs that converge on layer il complex cells. Layer 3: The converging 
simple cell ontpnts enable complex cells to respond to both polarities. 'fhcy hereby full-wave 
rectify the image. (B) Horizontal bipole interactions in layer :l: Layer 3 complex pyrami-
dal cells monosynaptically excite one another via hori~ontal connection;;, primarily on their 
apical dendrites. 'fhey also inhibit one another via disyna.ptic inhibition that is rnediated 
by model smooth stellate cells. IV1 ultiple horizontal connections are proposed to share a 
cormnon pool of stellate cells near each target complex cell. 'fhe bipolc property is hereby 
achieved. (C) Cortical feedback loop from layer 3 to layer 6: Layer 6 cells receive excitatory 
inputs from layer 3. The long-range cooperation hereby engages the fceclforward layer (i to 4 
on--center off-surround network. 'I'Iris cooperativcH:ompetitive feedback loop carr select win· 
ning groupings without a los;; of analog sensitivity. (D) 'J(Jp·down corticogeniculate feedback 
from layer 6: LGN ON and OFF cells receive topographic excitatory feedback from layer 6, 
and more broadly distributed inhibitory feedback via LGN inhibitory intcrncurons that arc 
excited by layer 6 signals. 'I'he feedback signals pool outputs over all cortical orientations 
and are delivered equally to ON and OFF cells. Corticogenicula.te feedback selects, gain con· 
trois, and synchronizes LC:N cells that are consistent with the cortical activation that they 
cause, thereby acting like a type of autornatic attentionaJ focus. Layer G··to·4 inhibition and 
layer 6 to LGN inhibition both contribute to length-sensitive (enclstoppcd) rcsponoes that 
facilitate grouping perpendicular to line ends. 
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Endstopping 
Another property to which layer Ci to4 inhibition may contribute is the endstopping 
effect by which the respon;;es of oriented cells to the middle portion of a long edge are at-
tenuated relative to cell respon;;es at edge ends or to short edges. The cortical cndstopping 
circuitry has been studied in viwJ by reversible inactivation of layer 6 in V 1 using the in-
hibitory transmitter 1-aminobutyric acid (GABA), which causes cells in layer 4 to lose their 
end-inhibition, as do cells in layer 3 which get input from layer ~39,40 This procedure has 
little impact on orientational selectivity in vivo, or in the model. An inhibitory interac-
tion with a mean length of 2.8 o in cat cortical area VJ 27 (area 17) well matches the value 
predicted for the inhibitory field generating endstopping1l-43. It is indicated below how 
corticogeniculate feedback ma.y also influence endstopping. 
Endstopping cannot be the only role of layer 6·to4 inhibitory inputs since layer 6 
connectivity enhances the excitability of non-length-tuned cells in layers 3 and 1J14 . 'I'he 
model proposes that the;;e interactions are, more generally, part of the mechanism that helps 
to select correct groupings without a loss of analog or spatial sensitivity. In particular, the 
on-center off-surround organization from layer 4··to 6 rnay help to explain patch-suppressed 
cell responses in both cat and macaque monkey cortex. These cell;; respond to gratings 
of a specific orientation within their classical receptive fielc~ but the response diminishes 
if the grating is expanded to cover the surrounding areaJ 1•1·'·; 6 The balance of recurrent 
facilitation and inhibition across hypercolumn representations of position and orientation 
may a.loo help to clarify how cat and monkey cortical cells respond to discontinuities in visua.l 
input patterns; 5,; 6 . We have included discussions of both cat and monkey data throughout 
thi;; article where they arc consistent. 
Interactions of Areas Vl and V2 
Both similarities and difference;; between VJ and V2 circuitry (areas 17 and 18 in the 
cat) play important functional roles in the rnodel. It. is known in vivo that cells in both Vl 
and V2 re;,pond when illusory contours span closely spaced line ends; 7.18, as in I•'igure 1A. 
On the other hand, cells in Vl do not respond when illusory contours ;;pan large distances, 
whereas cells in V2 do7, as in Figure 1B. 'I'hesc fact;; ;;uggest that so nrc of the properties of 
Vl, such as the existence of horizontal connections arnong pyramidal cell rnay be replicated 
in V2 at a larger ;;cede. 'I'he rnodel propose;; that the Vl and V2 circuit;; are, in fact, 
homologous, but !.bal. V2 has longer-range interactions than Vl (Figure 5). Consistent with 
this propo;;al, a qnantitative study of orientation rna.ps (using rnultiunit recordings) and 
of cortical connection;; (using biocytin injections analysed in horizontal sections) show no 
;;ignificant differences inUre proportions of excitatory and inhibitory cells and their preferred 
orientational contacts across areas VI and V2, but did ;;how a larger scale in V2 than Vl'19 . 
As in the brain, layer 3 of the model VI circuit activate;; layers 4 and 6 of tbe rnodcl V2 
circuit50 •51 . When they interact, model Vl and V2 circuits sirnulate the data. on ofFset grating 
stimuli from experiments on both VI and V2 (Figures 1.1\ and 4B). Cooperative interactions 
across the smaller scales in Vl enhance rnutually consi;;tent responses indicating boundary 
location and orientation, while larger scale cooperation in V2 supports long-range boundary 
cornpletion and grouping. In addition, the sarne short-range inhibition that helps the nrodel 
V2 to generate only well-supported long-range groupings (e.g., Figure lC) can, as part of the 
homologous VJ circuit, simulate how mutually perpendicular inducer;; can prevent grouping;; 
in monkey area Vl (Figure 4C), which when they do form between colinear inducers improve 
stimulus dctectability by mutual activation52 'I'he same mechanisms also help to explain 
rnore global properties of Gestalt grouping (Figure 6). 
Feedback from Area Vl to LGN 
'fhe model also relies on reciprocal connectivity between cortex and LGN (Figure ~lD). 
Layer 6 in both brain and model sends topographic excitation and broader-range inhibition 
back to the LGN 53-55. Thi;; feedback selects and synchronizes LGN activi(ics that are 
(J 
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Figure 4. Simulation of the: (A) Grosof ct al. clisplay17 : illusory contours between the 
o!Fc:et grating~; occur in both Vl and V2; (H) von dcr Heydt et al. displa.y7: illusory contours 
group the line ends in V2 but not VI; (C) Kapadia. el. a./. display52 : horizontal orientations 
corn pete with the vertical grouping. 'I' he clispla.yc: are in the top row, the simulated VI 
responses are in the rniclclle row, a.nd the c:imulatccl V2 responses are in the bottorrr row. 
consistent with cortical cell activity56,57 In so doing, it increases the visual information 
transrniti.ecl from LGN to cortex by enhancing contcxtuaJ!y significant differences between 
LGN responses 58 and may influence the length Luning of LGN ccJJs53. Model feedback 
frorn layer 6 cells also enhances LGN responc:es ncar line·cncls, thereby strengtheninG\. the 
perpendicular cortical rcsponsec: at linc·encls that enable them to cooperatively group~6 , as 
in Figure lC. 
A Role for Feedback in Learning? 
7 








Figure 5. Schematic of LGN V1-V2 rnodel circuitry. 'I' he V2 circuit is proposed to replicate 
the nrain properties of the Vl circuit but at a larger spatia.! scale. 
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It has been suggested that corticogeniculate feedback helps to stabilize perceptual learn-
ing in VI, notably the adaptive tuning of disparity-sensitive cortical complex cells that occur;; 
during the visual critical period 56 . Top-down adaptive feedback of this type seems to oc-
cur at many levels of visual and auditory processing in the brain59 The corticogeniculatc 
feedback pathway may prove to be a particularly accessible system for studying how cortical 
learning is dynamically stabilized by feedback. 
FACADE Theory and Related Vision Models 
'I'aken together, these results sugge;;t how multiple levels of thalamocortical orga.nization 
work together to generate the crnct~gcnt boundary groupings that help to form visual per-
cepts in a context-sensitive way. The present model of boundary grouping further develops 
an evolving neural theory of visual perception, called FACADE theory, that has previously 
been used to analyse a. diverse set of perceptual and neural data. about both boundary and 
surfa.ce perception, including data. on brightness, color, form, texture, depth, motion, and 
figure-ground perception3•26 •60 - 61 . 'fhe boundary formation circuits of FACADE theory arc 
collectively called the Boundary Contour System, or BCS. The pre;;ent work ouggest.s how 
the combined effects of long-range cooperation, short-range competition, a cortical hypercol-
umn map, la.mina.r c.ortica.l organization, int.erlamina.r feedback pathways, and hiera.rchical 
replication of the same processing modules with different spatial scales can robustly achieve 
context-sensitive properties of boundary grouping that were diflicult to explain using earlier 
versions of the BCS. 'l'he new BCS rnodcl does so, moreover, without undermining explana-
tions of other type;; of data that the theory had previou;;ly handled. 
One difference between the BC:S and competing perceptual grouping rnoclels is that the 
BC:S uses feedback between its cooperative and competitive cells. Alt,ernative models have 
invoked the bipole property that was int.roclnced with the BCS, but have assumed that thi:; 
property is expressed in a. pmely feeclrorward circuit65,66 The;;e alt,ernative rnodels need to 
somehow deal with the fact. that interlamina.r feedback between layers :J, 4, and 6 does exist, 
and that various perceptual grouping data, notable data about visual persistence and bistable 
percepts, exhibit grouping fonnation and reset. times in the hundred;; of rnilliscconds that 
seerrr to require feedback and have, in fact, been explained using it:l,G:l,Ci1 . More generally, 
whereas a model that, uses feedback can inhibit strong signals if they arc weak relative 
to a. prescribed image context, and can amplify weak ;;ignal;; if they arc strong relative to a 
prescribed irna.gc context, fecclforwarcl rnodels have a more lirnitccl range of options. Feedback 
grouping r.nodels can al;;o create coherent reprc:;entations, including fast synchronous binding 
of signals67- 7D, that feed forward rnodels cannot.. 
Perha.p;; as a reoult of these advantages, feedback models have been shown capable of 
generating appropriate boundary groupings in response to the types of complex and noisy 
imagery t.hat arc created by artificial sensors, such as synthetic apcrtnre radar, laser radar, 
ancl infrared radar ;;ensor;;rl·72 . We have also found that the relined grouping rrrcchanisrns 
that are reported herein are capable of generating even more accurate, computationally 
efficient, and noise tolerant boundary groupings of radar images than did previou;; versions 
of the rnoclel. 'I'hc pre:;ent ver;;ion of the BCS rnodcl hereby illustrates how tire various levels 
of cortical organization it;; layers, columns, rnaps, networks, ancl ouccessivc proces;;ing 
;;tagcs work together to generate efficient perceptual representations of the external world, 
whether natural or rna.n-rnade. 
November 71 1996 
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Figure 6. A) An ambiguous grouping (bolb verlical and borizonlal) ma.y be perceived in 
response to this irnagc, and is simulated by the model. (B) Additional horizontal lines cause 
the grouping to bcconw hori;-;ontal in perception ancl the model. 
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