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Abstract
We consider an approximate computation of several minimal eigenpairs
of large Hermitian matrices which come from high–dimensional problems.
We use the tensor train format (TT) for vectors and matrices to overcome the
curse of dimensionality and make storage and computational cost feasible.
Applying a block version of the TT format to several vectors simultaneously,
we compute the low–lying eigenstates of a system byminimization of a block
Rayleigh quotient performed in an alternating fashion for all dimensions. For
several numerical examples, we compare the proposed method with the de-
flation approach when the low–lying eigenstates are computed one-by-one,
and also with the variational algorithms used in quantum physics.
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1 Introduction
High-dimensional problems are notoriously difficult to solve by standard numeri-
cal techniques due to the curse of dimensionality— the complexity grows exponen-
tially with the number of degrees of freedom. The problems of such kind arise in
many different applications in physics, chemistry, biology and engineering, but
their study in numerical linear algebra has begun quite recently.
There are not many techniques capable of solving high–dimensional problems
efficiently. The most prominent among them are Monte Carlo and quasi Monte
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Carlo methods, best N-term approximations, and advanced discretization meth-
ods such as sparse grids and radial basis functions. However, all of thesemethods
have their own disadvantages. For example, it is difficult to achieve high accuracy
using theMonte Carlo approach, and sparse grid techniques require sophisticated
analytical and algebraic manipulations and still suffer (in a milder way though)
from the curse of dimensionality, which make them inapplicable for d & 10.
One of the most fruitful ideas for solving high-dimensional problems is the
idea of separation of variables. For two variables it boils down to the celebrated
Schmidt decomposition, which is known on a discrete level as the singular value
decomposition (SVD), a particular low–rank decomposition of a matrix. Different
generalizations of this idea to higher dimensions, most notable are the canoni-
cal (CP) and Tucker formats, have been studied motivated by the applications in
data analysis, particularly chemometrics, see the review [27]. These classical for-
mats have their drawbacks as well, e.g. the canonical format is in general not
stable to perturbations, and the Tucker format suffers from the curse of dimen-
sionality. Nevertheless, in many applications the canonical representation can be
computed efficiently using, e.g. greedy algorithms [1, 28, 43] or by a multigrid ac-
celerated reduced higher order SVD combined with the Tucker format [23], and
for the Tucker format a quasioptimal approximation can be computed using the
SVD algorithm [3].
Efficientmethods for quantummany-body systems are based on low–parametric
tensor product formats. One of the most successful approaches, the density ma-
trix renormalization group (DMRG) [45, 46] is an optimization technique that uses
the matrix product state (MPS) representation, see the review [41]. The MPS and
DMRGare described in a problem–specific language, and despite they became the
methods of choice for many applications in the solid state physics and quantum
chemistry, they were unknown in numerical analysis.
Looking for more efficient dimensionality reduction schemes, two groups in
the numerical linear algebra community have re-discovered independently suc-
cessful tensor formats under different names, namely the Tree-Tucker [35], tensor
train (TT) [33] and hierarchical Tucker (HT) [15, 12] formats. The equivalence of
the TT and MPS format has been shortly discovered and reported in [16]. This
connection is very beneficial and fruitful: the idea of the DMRG algorithm has
been applied to different kinds of problem in numerical analysis: approximate
solution of linear systems [16, 8], solution of eigenvalue problems [25], dynam-
ics [6], cross interpolation [40]. At the same time, new tensor formats have been
proposed, e.g. the quantized tensor train (QTT) [21, 31], and the QTT-Tucker [4],
and several new results have been obtained for eigenproblems [29], solution of lin-
ear systems [9, 10], multidimensional convolution [20, 13, 17], multidimensional
Fourier transform [7], interpolation [39].
The use of different tensor product formats for quantum chemistry problems
has been considered in [22, 11, 23, 14, 24, 19]. This paper can be considered as a nat-
ural extension of the work [25], where the computation of a single extreme eigen-
value using the (quantized) tensor train format was revisited. Instead of comput-
ing one eigenvalue we want to compute approximations to several extreme eigen-
pairs simultaneously. Such problems appear, for example, in the computation
of excited states in physics and chemistry. This generalization is not straightfor-
ward, taking into account the special structure of the manifold where the solution
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is sought. Our approach consists in two key components. First, all eigenstates are
represented in the TT-format in a simultaneousmanner (so-called block TT-format),
and the minimization problem is formulated in a rigorous way as a minimization
of the Block Rayleigh quotient. The optimization problem is then solved bymeans
of alternating optimization with a small but very important trick: instead of using
one-and-the same representation for all steps, the auxiliary index corresponding
to the eigenstate number is always associated with the currently optimized TT
core. The local problem at each iteration step becomes a linear block eigenvalue
problem which can be treated by standard iterative techniques.
At the moment the draft of this paper was written, Frank Verstraete and Iztok
Pizorn kindly informed us about the work [36] in theMPS community, which also
addresses solution of the block Rayleigh minimization problem in the alternating
framework, but the methods described in [36] differ from the algorithm proposed
in this paper.
Our algorithm has a better asymptotic complexity with respect to the mode
size, but adapts the TT ranks during the iterations like in the DMRG scheme. This
can be particularly important for solving high–dimensional problems with large
mode sizes.
The paper is organized as follows. In Section 2 definitions of the tensor train
format are introduced. In Section 3 the algorithm is presented, and the complex-
ity is analyzed and compared to the algorithms used in quantum physics. Sec-
tions 4, 5, 6 contain numerical experiments for the particle in a box, the Henon–
Heiles potential, and theHeisenbergmodel, including the comparison of the com-
putational speed with the publicly available DMRG implementations.
2 Notation, definitions and preliminaries
We consider the eigenproblem AX = XΛ, with the Hermitian matrix A = A∗,
and we are interested in B extreme eigenvalues λb and their eigenvectors xb, for
b = 1, . . . , B. This problem is equivalent to theminimization of the block Rayleigh
quotient
trace(X∗AX)→ min, s.t. X∗X = I, (1)
where X = [xb]Bb=1 contains the orthogonal eigenvectors.
We assume that the problem has a tensor-product structure, i.e. all eigenvec-
tors involved can be associated with d-dimensional tensors. Specifically, the el-
ements of a vector x = [x(i)]Ni=1 can be enumerated with d mode indices i1, . . . , id
by a linear map i = i1 . . . id. The mode indices run through ik = 1, . . . , nk, where
nk are referred to as the mode sizes for k = 1, . . . , d. Naturally, N = n1 . . . nd, and
if all mode sizes are of the same order nk ∼ n, the number of unknowns grows
exponentially with the dimension,N ∼ nd. Tomake the problem tractable, we use
the tensor train (TT) format [33], defined as follows,
x(i) = x(i1 . . . id) = X
(1)(i1) . . . X
(d)(id)
=
∑
α
X(1)α1 (i1) . . . X
(k−1)
αk−2,αk−1
(ik−1)X
(k)
αk−1,αk
(ik)X
(k+1)
αk,αk+1
(ik+1) . . . X
(d)
αd−1
(id).
(2)
Here and later we write equations in the elementwise notation, i.e. assume they
hold for all possible values of all free indices. The summation overα = (α1, . . . , αd−1)
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X(k) X(k+1) X(d)X(k−1)X(2)X(1)
α1 α2 αk−2 αk−1 αk αk+1 αd
i1 i2 ik−1 ik ik+1 id
A(k) A(k+1) A(d)A(k−1)A(2)A(1)
α1 α2 αk−2 αk−1 αk αk+1 αd
i1 i2 ik−1 ik ik+1 id
j1 j2 jk−1 jk jk+1 jd
Figure 1: Above: tensor train format (2) shown as a linear tensor network. Below:
tensor train format (9) for a matrix in higher dimensions. The boxes are tensors
with lines (legs) denoting indices. Each bond between two tensors assumes a sum-
mation over the joint index.
assumes the summation over all possible values of all auxiliary (or bond) indices
αk = 1, . . . , rk, where numbers r1, . . . , rd−1 are referred to as the tensor train ranks
(TT–ranks). Each X(k)(ik) is an rk−1×rk matrix, i.e. each entry of a vector x = [x(i)]
is represented by a product of d matrices in the right–hand side. The three–
dimensional arrays X(k) = [X(k)αk−1,αk(ik)] of size rk−1 × nk × rk are referred to as
the TT–cores. In the representation (2), the vector x is seen as a vectorization of a d–
tensor, which explains the name of the format. The tensor train format is a linear
tensor network, and can be illustrated as a graph, see Fig. 1.
In this paperwe represent all eigenvectors of interest simultaneously by the block
tensor train format.
Definition 1 (block TT-format). The vectors xb(i) are said to be in the block–TT
format, if
xb(i) = xb(i1 . . . id) = X
(1)(i1) . . . X
(p−1)(ip−1)X^
(p)(ip, b)X
(p+1)(ip+1) . . . X
(d)(id). (3)
The choice of the mode pwhich carries the index b is not fixed—wewill move
it back and forth during the optimization. When the position p is chosen, it means
that the matrix X^(p)(ip, b) is additionally parametrized by the index b. The ‘block’
TT–core X^(p) = [X^(p)αp−1,αp(ip, b)] is now a tensor with four indices.
Following [37], we define the interfaces X<k of size n1 . . . nk−1 × rk−1 and X>k of
size rk × nk+1 . . . nd as follows
X<k(i1i2 . . . ik−1, βk−1) =
∑
α1...αk−2
X(1)α1 (i1)X
(2)
α1α2
(i2) . . . X
(k−1)
αk−2,βk−1
(ik−1),
X>k(βk, ik+1 . . . id−1id) =
∑
αk+1...αd−1
X
(k+1)
βk,αk+1
(ik+1) . . . X
(d−1)
αd−2,αd−1
(id−1)X
(d)
αd−1
(id).
(4)
Using the interfaces we introduce the frame matrix (see Fig. 2) as follows
X 6=k = X<k ⊗ Ink ⊗
(
X>k
)>
,
X 6=k(i1 . . . id, βk−1jkβk)
=
∑
α1,...,αk−2
αk+1...αd
X(1)α1 (i1) . . . X
(k−1)
αk−2,βk−1
(ik−1)δ(ik, jk)X
(k+1)
βk,αk+1
(ik+1) . . . X
(d)
αd−1
(id).
(5)
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δX(k)
X(k+1) X(d)X(k−1)X(2)X(1)
α1 α2 αk−2
βk−1 βk
αk+1 αd
i1 i2 ik−1
jk
ik ik+1 id
Figure 2: The frame matrix (5) maps a TT core (above) into a large vector (below).
The tensor train format (2) is polylinear with respect to the TT–cores, and in
particular the block-TT format (3) is linear w.r.t. the block core X^(p).We can write
it using the frame matrix as follows,
x = X6=kx^(k), X = X 6=pX^(p), (6)
where the vector x(k) of size rk−1nkrk is a vectorization of the TT–core X(k),
x(k) = vecX(k), x(k)(βk−1jkβk) = X(k)βk−1,βk(jk),
and the block TT–core X^(p) = [x^(p)b ] is seen as a rp−1nprp × Bmatrix, which encap-
sulates vectorizations x^(p)b = vec X^(p)(b) as columns.
The TT–core X^(p) can be also reshaped into a rp−1np×Brp matrix by arranging
the indices in the form X^(p) = [X^(p)(αp−1ip, bαp)], where the overline shows that
the indices αp−1 and ip are combined in a single multi-index, as well as b and αp.
We can write the low–rank decomposition of this matrix
X^(p)αp−1,αp(ip, b) = X^
(p)(αp−1ip, bαp) =
r ′p∑
α ′p=1
X
(p)
αp−1,α ′p
(ip)Gα ′p,αp(b), (7)
where the new matrix G(b) of size r ′p × rp appears, which carries the index b.
Substituting (7) into (3) as follows,
xb(i) = xb(i1 . . . id) = X
(1)(i1) . . . X
(p)(ip)G(b)X
(p+1)(ip+1) . . . X
(d)(id), (8)
we obtain the regular TT/MPS format for X = [xb(i)],where the index i is defined
by d mode indices i1, . . . , id and b is considered as the additional index which is
placed between ip and ip+1. This format with G(b) in the rightmost position has
been applied for the eigenproblem solution in [29], and is also considered in [41].
Using the decomposition (7), we can move the index b back and forth the ten-
sor train. Indeed, if we multiply G(b) by X(p+1) and reshape the result, we obtain
X^
(p+1)
b and recover (3) with the ‘block’ TT–core at the position p + 1.We see that
after this multiplication the TT–rank rp is replaced by r ′p and in general r ′p 6= rp.
This means that the TT–ranks depend on the position p of the TT–core which car-
ries the index b. The natural bound for the considered example is r ′p 6 rpB,which
technically allows the ranks to grow exponentially during the iterations. For the
optimization algorithm to be efficient, special measures should be taken to keep
the TT–ranks moderate.
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A(k)
X^(k)
X^(k)
A(k+1) A(d)A(k−1)A(2)A(1)
X(k+1) X(d)X(k−1)X(2)X(1)
X(k+1) X(d)X(k−1)X(2)X(1)
i1 i2 ik−1 ik ik+1 id
j1 j2 jk−1 jk jk+1 jd
γ1 γ2 γk−2 γk−1 γk γk+1 γd
α1 α2 αk−2 αk−1 αk αk+1 αd
β1 β2 βk−2 βk−1 βk βk+1 βd
b
b
Figure 3: Tensor network corresponding to the block Rayleigh quotient (1) with
the matrix A and vectors X = [xb] given in the tensor train format.
To reduce (truncate) the TT–rank, we can compute the low–rank decompo-
sition (7) approximately. The approximation of the lowest rank within the pre-
scribed accuracy level can be computed by the singular value decomposition (SVD).
The perturbation introduced to X^(p) results in the perturbation to the whole ma-
trix of eigenstates X,which can be amplified by the norm of the frame matrix X 6=p
due to the linearity (6). If X∗6=pX6=p = I, the Frobenius norms of the local and the
global perturbations are the same. For a given tensor the orthogonality of the
frame matrix can be achieved using the non–uniqueness of the TT format, by im-
plying the left–orthogonality (left–normalization) constrains to X(1), . . . , X(p−1) and
the right–orthogonality (right–normalization) to X(p+1), . . . , X(d).
Definition 2 (TT–orthogonality). TheTT–coreX(k) is called left– or right–orthogonal,
if, respectively,∑
ik
(X(k)(ik))
∗X(k)(ik) = I,
∑
ik
X(k)(ik)(X
(k)(ik))
∗ = I.
It can be shown [33, 41] that if X(1), . . . , X(p−1) are left-orthogonal, then the in-
terface matrix X<p defined by (4) has orthonormal columns. Analogously, right-
orthogonality of the TT-cores X(p+1), . . . , X(d) implies that the rows of X>p are or-
thonormal. Together these conditions provide the orthogonality of the frame ma-
trix X6=p defined by (5), which allows the full accuracy control in the rank trunca-
tion step.
For a given TT format the TT–orthogonality can be implied constructively by
the subsequent orthogonalization of the cores, see [33, 41]. The procedure is very
cheap and requires only O(nr3) operations for each TT–core to be normalized.
This operation is never a bottleneck in our algorithms, so we always assume that
for a chosen TT–core X^(p) the frame matrix is orthogonal, without going into the
minor detail.
The TT format for a matrix is written as follows,
A(i, j) = A(i1 . . . id, j1 . . . jd) = A
(1)(i1, j1) . . . A
(d)(id, jd). (9)
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The multiplication of a matrix by a vector in the TT format has been discussed in
detail in [42, 32]. The tensor networkwhich represents the quadratic function in (1)
is shown in Fig. 3.
3 Minimization of the block Rayleigh quotient in the
block–TT format
We formulate the eigenproblem via the Rayleigh quotient optimization (1), which
is restrictively large when d increases. To make the problem tractable, the mini-
mization over the whole space is substituted by the optimization over the mani-
fold of tensors in the TT-format. Themost natural approach is the alternating least
squares (ALS)-type algorithm. Let all the TT-cores except X(p)(ip) be “frozen”.
Since the frame matrix is assumed to be orthogonal, the minimization problem
(1) is reduced to a smaller problem
X^(p)? = argmin
X^(p)
trace((X^(p))∗X∗6=pAX6=pX^(p)), s.t. (X^(p))∗X^(p) = I, (10)
which is in fact equivalent to the standard block eigenproblem for a small matrix.
This local problem is often called one–dimensional (one–site), since it corresponds
to the particular mode p, and the number of unknowns is linear in the mode size
np. It is natural to organize the optimization process into sweeps, see Alg. 1. In this
way, the orthogonalization of the TT-cores is very cheap.
Thematrix-by-vector product for the local problem scales asO(r2r2A)matvec(n)
and O(r3nrA) additional operations1, wherematvec(np) is a cost of each multipli-
cation of a np × np matrix by a vector,
y(ip) =
n∑
jp=1
A(p)γp−1,γp(ip, jp)x(jp).
For applications in quantum chemistry and physics the mode size is usually not
large, and O(n2) complexity is acceptable. In applications of numerical linear al-
gebra and scientific computing n can grow up to thousands, and the use of spar-
sity, whether possible, is essential to reduce the complexity to linear in n. The B
extreme eigenvectors can be found using the block Krylov techniques (e.g. the
notable LOBPCG method [26]) using O(B) local matvecs and O(B2) orthogonal-
izations of vectors xb. The low–rank approximation (7) can be done by the SVD
in O(Br3nmin(B,n)) operations, which can be the slowest part of the algorithm if
n and B are both large. To speed up this step, we can use the cross interpolation
of matrices [44] (for more robust implementation see [34, Alg. 3]), or incomplete
Cholesky method applied to the Gram matrix, see e.g. [38]. Using this methods,
we reduce the complexity to O(Br3n), that is to the level of other steps of the al-
gorithm.
Summarizing the above, the overall storage and complexity of Alg. 1 are
mem = O((d+ B)nr2),
work = O(dBr3rAn) + O(dBr2r2A)matvec(n)︸ ︷︷ ︸
local matvecs
+ O(dB2r2n)︸ ︷︷ ︸
orthogonalization
+O(dBr3n)︸ ︷︷ ︸
truncation
. (11)
1In complexity estimates we assume that all mode sizes are O(n), TT–ranks of vector X are O(r)
and TT–ranks of A are O(rA)
7
Algorithm 1 ALS optimization for the block Rayleigh quotient in the TT format
Require: Matrix A and initial guess X in the TT–format (9) and (3), resp.
Ensure: Improved eigenvectors X = [xb] in the TT–format (3)
1: while stopping criterion is not satisfied do
2: Move index b to X^(1)(i1, b) and make X(2), . . . , X(d) right–orthogonal
3: for p = 1, . . . , d− 1 do {Left–to–right half–sweep}
4: Solve one–dimensional problem (10) and replace X^(p) := X^(p)?
5: Decompose X^(p) by (7) with accuracy ε and replace rp := r ′p
6: Ensure the left–orthogonality of X(p)
7: In (8), merge blocks G(b)X(p+1)(ip+1) = X^(p+1)(ip+1, b)
8: end for
9: Perform right–to–left half–sweep in the same way
10: end while
Typically the TT–rank of X grows with B at least as r = O(B), since the TT–
format (3) has to represent B vectors with possibly different structures simulta-
neously. In this case the first term is more likely to dominate asymptotically for
large B and r and we havework = O(dBr3rAn).
The complexity of the proposed method can be compared with the one of
the algorithms used in quantum physics community, e.g. the DMRG algorithm
with targeting [47] and the variationalnumerical renormalization group (NRG) [36].
In the notation of this paper (see Table 1), the complexity of the DMRG reported
in [36] is O(dBr3n3) and the complexity of the variational NRG is O(Br3 + dr3n3).
Note that the complexity of theDMRGmethod is cubic inn, since the optimization
over two modes is used in each step. This is a usual way to couple the subspaces
corresponding to different modes (sites) and increase (or decrease) the TT–rank
(bond dimension) between the blocks. In our method the adaptation of the TT–
rank rk is done by the approximate decomposition (7) of the TT–block X^(p) which
is seen as a rp−1np × Brp+1 matrix.
The truncation step introduces the perturbation to the local vector X^(p). The
orthogonality of the interface X6=p is essential in this step to control the accuracy
of the vectors in X. The orthogonality between xb may be also perturbed, but can
be easily recovered by the reorthogonalization of G(b) = [Gα ′p,αp(b)] as a collec-
tion of n vectors of size r ′prp. In practice this step is not necessary, since the non–
orthogonal G(p) is accumulated into X^(p+1), which is replaced by the orthogonal
set of the extreme eigenvectors of the local problem in the next step of Alg. 1.
Table 1: Correspondence between notation of our paper and notation used in
quantum physics, e.g. [36]
TT notation DMRG literature
mode size n local dimension d
dimension d number of sites n
TT–ranks r bond dimension D
# eigenvectors B # target states M
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4 Laplace operator (particle in a box)
We consider the eigenstates of a particle in a d–dimensional box and discretize
this problem on a uniform tensor product grid with n elements in each direction
as follows
− ∆X = XΛ, ∆ = D⊗ I⊗ · · · ⊗ I+ · · ·+ I⊗ · · · ⊗ I⊗D, (12)
where I is the identityn×nmatrix, andD = tridiag(1,−2, 1) is the standard finite
difference discretization of the one-dimensional Laplace operator. This problem
is a nice sanity test for eigensolvers, because the analytical solution of the eigen-
problem is available. The eigenpairs {µb, ub} of the matrix (−D) read
µb = 4 sin2
(
pi(b+ 1)
2(n+ 1)
)
, ub(j) = sin
(
pi(b+ 1)(j+ 1)
n+ 1
)
, b, j = 0, . . . , n− 1,
and for the high–dimensional problem (12) we obtain
λσ(b1,...,bd) = µb1 + · · ·+ µbd , xσ(b1,...,bd) = ub1 ⊗ · · · ⊗ ubd , (13)
where the order function σ sorts the eigenvalues from low to high. Alternatively,
we can enumerate the energy levels by multiindices as follows:
E0 = λσ(0,0,...,0), E1 = λσ(1,0,...,0,0) = . . . = λσ(0,0,...,0,1),
and so on, and define the invariant eigenspaces Xk, which consist of the eigen-
vectors corresponding to the same eigenvalues. The excited eigenstates possess a
strongmultiplicity, whichwe show in Table 2, where λ0 = dµ0 denotes the ground
state energy. The multiplicity (or degeneracy) of the energy levels is a known issue
for the convergence of eigensolvers, which makes this example particularly in-
structive to consider.
The matrix ∆ is represented in the TT format with TT–ranks not larger than
two, see [18]. Each eigenvector xσ(b1,...,bd) has a rank-one decomposition by (13),
and therefore B eigenstates are represented simultaneously in the block–TT for-
mat (3) with TT–ranks not larger than B. Since {ub} are orthogonal, the maximal
TT–rank grows linearly with B (for small B it is easy to check this directly, but in
general one would obtain a complicated combinatorial formula). Summarizing
the above, we see that Alg. 1 can be applied to compute lower–lying eigenstates
of (12) with B . 100.
We compare the proposed method with the deflation technique, which com-
putes the eigenstates one–by–one using the standard DMRG algorithm. When
Table 2: Low–lying eigenvalues and dimensions of the corresponding invariant
subspaces, Laplace example (12)
level k Ek − E0 multiplicity of Xk example of eigenvector from Xk
0 0 1 u0 ⊗ u0 ⊗ u0 ⊗ u0 ⊗ . . .⊗ u0
1 µ1 − µ0 d u1 ⊗ u0 ⊗ u0 ⊗ u0 ⊗ . . .⊗ u0
2 2(µ1 − µ0) d(d− 1)/2 u1 ⊗ u1 ⊗ u0 ⊗ u0 ⊗ . . .⊗ u0
3 µ2 − µ0 d u2 ⊗ u0 ⊗ u0 ⊗ u0 ⊗ . . .⊗ u0
4 3(µ1 − µ0) d(d− 1)(d− 2)/6 u1 ⊗ u1 ⊗ u1 ⊗ u0 ⊗ . . .⊗ u0
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Figure 4: Errors in eigenvalues and vectors vs. the thruncation threshold for the
Laplace example (12). Left: block-TT Alg. 1. Right: deflation method. The refer-
ence values λ?k and X?k are computed by (13). Parameters: dimension d = 5,mode
size n = 16.
B − 1 eigenvectors X = [xb] are already computed, the Rayleigh quotient x∗Ax
is minimized over the normalized vectors orthogonal to X. All vectors are repre-
sented simultaneously in the block–TT format (3), and the local problem iswritten
as a deflated eigenvalue problem with B − 1 orthogonality constrains. We could
expect the deflation method to be more efficient since the size of the variational
problem is smaller. However, in contrary with the ordinary case, the DMRG com-
bined with the deflation may converge to a wrong eigenpair, corresponding to a
larger energy level.
We apply both methods to find B = 30 low–lying eigenstates of (12) in dimen-
sion d = 5. This should be enough for the subspaces X0, . . . , X3, and find several
vectors from X4. We vary the truncation parameter ε and measure the accuracy
of the computed eigenvalues comparing them with the analytical values (13). For
Xk,we track the angle between the computed and analytical eigenspace,
∠(X, Y) = max∠(x, y), x ∈ spanX, y ∈ span Y,
using the formula cos∠(X, Y) = σmin(X∗Y), where σmin is the smallest singular
value.
The results are shown in Fig. 4. We see that all errors in the blockmethod drop
down to the machine precision rapidly2. The eigenvectors are represented exactly
in the TT format as soon as the rank is large enough, even for very rough trunca-
tion threshold ε.We see that the block DMRGmethod computes all B = 30 eigen-
states correctly. The deflation method determines accurately the ground state X0
and two vectors from the first excited subspaceX1.All further eigenvectors belong
to the subspaces higher than X4, and information on the multiplicity and other in-
termediate states is not computed correctly. This shows that Alg. 1 is reliable in
the case of large multiplicities, and therefore can be also applied to compute the
eigenstates with small spectral gaps.
2Note that the minimal possible error for the angle is the square root of the machine precision
due to the acos function
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Figure 5: CPU time vs. dimension d (left) and truncation threshold ε (right) for
the Henon-Heiles example (14). Parameters: ε = 10−3 (left), B = 2 (right), n = 28.
5 Henon–Heiles potential
We consider a particle in a d–dimensional Henon–Heiles potential which is used
as a benchmark for high-dimensional quantum molecular dynamics computa-
tions [30]. The wavefunction ψ = ψ(q1, . . . , qd) satisfies a stationary Schrödinger
equation Hψ = Eψ,where the Hamiltonian is defined as follows
H =
harmonic part︷ ︸︸ ︷
−
1
2
∆+
1
2
d∑
k=1
q2k +
anharmonic part︷ ︸︸ ︷
λ
d−1∑
k=1
(
q2kqk+1 −
1
3
q3k+1
)
︸ ︷︷ ︸
Henon-Heiles potential V(q1,...,qd)
, (14)
where parameter λ = 0.111803 controls the anharmonic contribution to the po-
tential.
The principal part of the Henon-Heiles operator describes a harmonic oscil-
lator, whose eigenstates are products of a Gaussian by Hermite polynomials and
have tensor rank 1. Therefore, for moderate anharmonicity λ the rank-1 basis of
eigenfunctions of the harmonic oscillator is a good choice for the discretization
of (14). The Galerkin discretization scheme results not only in dense stiffness and
mass matrices, but also in a dense matrix that describes the action of the potential
V . The DVR(discrete variable representation) scheme uses a collocation of V and
ψ on the nodes of the Hermite polynomials and is known to provide the same
order of accuracy for the eigenproblem as the Galerkin method.
The one-dimensional Laplace operator D = − d2
dq2
in the Hermite-DVR ap-
proach is discretized (see [2]) as follows
Dij =
{
1
6
(4n− 1− 2t2i ), i = j,
(−1)(i−j)(2(ti − tj)
−2 − 1
2
), i 6= j,
where t1, . . . , tn are the roots of then-thHermite polynomial, i.e. theHermitemesh.
The discretization of the d-dimensional Laplace operator is written in the same
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way as in (12) and has TT–ranks not larger than two. The potentialV is constructed
as a sum of rank-1 monomials and can be represented by the TT format with TT–
ranks not larger than 7, see [25]. Therefore, Alg. 1 can be applied to find the low–
lying eigenstates of (14).
As an initial guess, we take a random TT tensor of rank B in the block form
(3). We test the block TT algorithm for different dimensions d, Frobenius-norm
truncation tolerances for eigenvalues ε and number of eigenstates B. Numerical
experiments show that the internal convergence of the eigenvalues is quadratic
w.r.t. the truncation threshold ε, as expected from the perturbation theory. The
errors in the eigenvalues do not grow with the dimension, so the method can be
exploited for higher–dimensional systems. From Fig. 5 (left), we observe that the
cost grows mildly with the dimension and B, which allows to compute energy
levels with high accuracy.
In Fig. 5 (right) we compare our block-TT method (Alg. 1, referenced as ‘eigb’)
with the DMRG technique from [25], intended for searching one lowest eigenpair
only. Alg. 1 computes at least B = 2 eigenstates, and the TT-ranks of the block–TT
format which represents two eigenstates are larger (sometimes significantly) than
the TT-ranks of the ground state returned by the DMRG method. We see how
large ranks of the excited state manifest themselves for high accuracies in Fig. 5.
Despite the lower cost w.r.t. the mode size n, the ‘eigb’ method requires the same
CPU time as theDMRGdue to larger TT-ranks, which leads to a higher complexity
of the local eigenproblem (10).
Finally we investigate the performance of Alg. 1 w.r.t. the mode size (number
of Hermite polynomials) n, see Fig. 6. The error decreases exponentially with n
due to the Hermite-DVR scheme, but only until the level O(ε2) governed by the
tensor truncation threshold. The CPU time growth rate is balanced between O(n)
(truncation step) and O(n2) (dense matrix-by-vector multiplication).
12
0.8 1 1.2 1.4 1.6
−2
−1
0
1
2
log
10
(time, sec) vs. log
10
(d)
eigb
alps
itensor
0 0.2 0.4 0.6 0.8 1 1.2
−1
0
1
2
3
log
10
(time, sec) vs. log
10
(B)
alps, ε = 10−3 eigb, ε = 10−3
alps, ε = 10−4 eigb, ε = 10−4
Figure 7: CPU times of different methods vs. d (left), B (right), Heisenberg exam-
ple. Parameters: ε = 10−3, B = 1 (left), d = 30 (right).
6 Heisenberg model
The one-dimensional Heisenberg model is one of the classical applications of the
MPS/DMRG algorithms, so it is worth to test our approximate block eigenvalue
solver on it, and compare it with the established software from the MPS commu-
nity. This model describes the interaction of spins on a one-dimensional lattice.
The Hamiltonian for the antiferromagnetic case is written in the following form
H =
d−1∑
i=1
SiSi+1, (15)
where Si is the spin operator. The product SiSi+1 can be written in terms of the
spin components as follows
SiSi+1 = (Sx)i(Sx)i+1 + (Sy)i(Sy)i+1 + (Sz)i(Sz)i+1. (16)
Since the operator (Sx)i affects only the i-th spin, it has the form
(Sx)i = I⊗ . . .⊗ Sx ⊗ . . .⊗ I, (17)
and similarly for (Sy)i, (Sz)i. The “elementary” spin operators Sx, Sy and Sz are
the Pauli matrices, defined as follows
Sx =
1
2
(
0 1
1 0
)
, Sy =
1
2
(
0 −i
i 0
)
, Sz =
1
2
(
1 0
0 −1
)
. (18)
Using the equations (15),(16),(17) and (18), it is very easy to construct the TT rep-
resentation of the Heisenberg Hamiltonian. Moreover, it is also not difficult to
show that its TT ranks are not larger than 5, see [5].
For different lengths of the spin chain we compute the lowest eigenvalues with
the help of our block eigenvalue solver, and compare it with two packages con-
taining the DMRG:ALPS (Algorithms and Libraries for Physics Simulations)3 and
3http://alps.comp-phys.org/, Release 2.1.1
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Figure 8: CPU times of different methods vs. ε, Heisenberg example. Parameters:
B = 1, d = 30.
ITensor4. The ALPS allows to compute several excited states, whereas the ITen-
sor is devised for targeting the ground state only. Using Alg. 1 we can compute
B > 2 eigenstates, so the comparison with ITensor and ALPS with B = 1 assumes
that our algorithm is applied with B = 2 and the excited state is computed but not
used. To introduce a fair amount of optimization, all softwarewas compiled using
Intel C/Fortran compiler 2013 and linked with the optimized Lapack/Blas pack-
ages provided in the MKL library. The experiments have been computed using
one Intel Xeon processor with 4 cores at 2GHz.
The computational times of Alg. 1 (‘eigb’), ALPS and ITensor are presented in
Figs 7 and 8. We observe that all methods manifest the polynomial complexity
scaling in the number of spins d and targeting eigenstates B. The dependence on
B is of particular interest. Recalling the complexity estimate (11), we may expect
work = O(B4), if the TT–ranks behave as r ∼ B. In Fig. 7 we see even milder
growth of the CPU time, time = O(Bβ), β ≈ 2.5, and the same phenomenon is
observed for the DMRG method from the ALPS. It can be explained by the non-
uniform distribution of the TT–ranks, which makes the complexity estimate (11)
larger than the actual computation time.
Considering the memory usage, we observe that the ALPS package failed to
compute more than 12 targets due to the Out-of-Memory exception, while our
implementation of Alg. 1 goes readily beyond 20 eigenstates.
The accuracy parameter ε requires an additional comment, since it is used
differently in different methods. The block TT method performs the Frobenius-
norm ε-approximation of the eigenvectors, whereas the other two packages are
designed to keep the accuracy of the eigenvalue, and hence are parametrizedwith
ε2 as a threshold.
We see that the performances of our block TT technique and the method from
ITensor are comparable, and the algorithm fromALPS is significantly slower. Tak-
ing into account that our approach allows to compute several eigenstates (which
seems to be not the case for ITensor), we may conclude that it overcomes the cur-
4http://itensor.org/, downloaded on May 20, 2013 (no particular release)
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rent state-of-the-art software. To be sure that the correctness is maintained, we
show the difference between the eigenvalues computed by the eigb and the other
two methods in Fig. 9, which demonstrates that the O(ε2) accuracy of the eigen-
values is achieved.
7 Conclusions
We propose the efficient one–site rank–adaptive algorithm for the computation of
several extreme eigenvalues of a high–dimensional Hermitian matrix. The eigen-
states are represented simultaneously by the block tensor train format, which is
flexible and has a particular form in each variational step of the algorithm. The
complexity of the proposed method is linear with respect to the mode size for
sparse matrices and quadratic for dense matrices, which is better than the com-
plexity of the DMRG algorithm. The proposed method has the same asymptotic
in the number of eigenstates, the TT–ranks and the dimension, as the DMRG and
NRG algorithms used in quantum physics.
The algorithm is verified on a number of representative problems. First, it is
tested on the high–dimensional Laplacematrix, which describes the eigenstates of
the particle in a box, and it is demonstrated that the algorithm is capable of find-
ing the eigenstates with high multiplicity. Second, it is applied to the stationary
Schrödinger equation with the Henon-Heiles potential, and it is shown that the
proposedmethod can compute the ground state faster than the DMRG algorithm.
Finally, we apply the algorithm to the Heisenberg spin chain and show that it is
competitive with the state of the art publicly available DMRG implementations.
The framework developed in this paper can be applied to awider class of prob-
lems, which are formulated via the subspace optimization.
15
Software implementation
We have implemented the main Algorithm 1 in Fortran with interfaces to Python
and MATLAB. The codes are available online at
• http://github.com/oseledets/tt-fort
• http://github.com/oseledets/ttpy
• http://github.com/oseledets/TT-Toolbox
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