Abstract -Macroblock mode decision is the most expensive process in terms of computational power required. In any video codec motion estimation along with the macroblock mode decision consumes approximately 80% of the encoding time, resulting in encoding maximum of only 2 frames per second. This makes it almost impossible to implement a video codec without using specialized hardware, which causes problems like power consumption and overheating of device in low end devices like mobile, and notebooks. An effort is made here to reduce the encoding time, by implementing Machine learning algorithm C4.5, in the block decision block. The proposed encoder, on an average reduces the encoding time of the sequence by 75%, with an average loss of only 2% in PSNR while saving considerable number of bits used to encode the sequence.
I. INTRODUCTION
AVS China is the video coding standard developed by the AVS work group of China employing the latest video coding tools for achieving high compression while preserving the quality of the video [1] . AVS China video standards have been proven superior to the existing video standards such as MPEG-2 and MPEG-4 part 2, in terms of reduced complexity and coding efficiency. AVS is a set of integrated standards which contains systems, video, audio and media copyright management. AVS-M, the 7 th part of the system is video codec targeting mobile devices. AVS-M uses high efficiency tools like macroblock partitioning, entropy coding and motion estimation and motion compensation to exploit the temporal and spatial redundancies present inside the video sequence. This helps to save the number of bits used to encode the video sequence, in turn saving bandwidth of video transmission. But all these tools come at the cost of computational complexity. Motion estimation alone, consumes 75% of the encoding time. With all these tools, AVS-M, simulated on a general purpose processor, can process upto only 2 frame per second. Live streaming on the other hand will demand at least 15 frames per second. The huge gap between the power demanded and available power can be bridged by embedding special purpose hardware like FPGA (field programmable gate array) or ASICS (application specific integrated circuits). But these solutions are very expensive and also create problems like overheating and more power consumption in low end devices.
One possible way is to reduce the complexity of the encoder. Various studies have been undertaken, to implement fast motion estimation algorithms in place of regular motion estimation block. Machine learning algorithm C4.5, is implemented to predict the macroblock mode decision for encoding. Weka tool [11] is used here to obtain the decision tree from C4.5. Rest of the paper is organized as follows. Section II explains the working of AVS-M encoder in terms of blocks, section III explains the intra prediction schemes, section IV explains inter prediction scheme, V is the RDO procedure to select the best mode, VI gives brief understanding of machine learning VII compares the performance of the proposed encoder with AVS-M and VIII is conclusion from the observations in part VII.
II. BLOCK DIAGRAM
The block diagram of AVS-M encoder [6] is depicted in Figure 1 ; decoder is also a part of the encoder, embedded to maintain the locally reconstructed frames in frame buffer for future reference as explained later. MB (macro block) needs to be predicted (intra predicted or inter predicted). In an AVS-M encoder, the S 0 is used to select the right prediction method for current MB whereas in the decoder, the S 0 is controlled by the MB type of current MB. The predicted MB is then subtracted from the original MB to obtain the prediction residue. The residue is then transformed by ICT ( Integer cosine transform) and then quantized. The quantized coefficients along with the motion vectors (if the MB is interpredicted) are entropy coded with 2-D VLC (2-dimensional variable length coding) and transmitted to the decoder side. The encoder also maintains the local decoder, on its side, to get the exact reconstructed frame, as will be obtained on the decoder side. This is done so that the exact frame, the encoder uses for prediction, is used by the decoder for the reconstruction. So both encoder and decoder work in synchronization. If this is not maintained then the quantization error goes on accumulating. Once the decoder obtained the AVS-M bitstream, it entropy decodes the stream, separates the MVs (motion vectors) if a macroblock is interpredicted, and then adds the inverse transformed, quantized coefficients to the predicted macroblock (inter or intra predicted), and then applies the deblocking filter on the edges. Hence video frame is ready to be played by any player. The video frame reconstructed is also stored in a frame buffer for future reference, for inter prediction of future frames and intra prediction of future MBs of the same frame.
III. INTRA PREDICTION
The intra predictions are derived from the neighbouring pixels in left and top blocks. There are 9 intra_4*4 modes as shown in Figure 2 . The unit size of intra prediction is 4×4 because of the 4×4 ICT) used by AVS-M. Some specific techniques are working together with 4_4 intraprediction, such as direct intra prediction (DIP), padding before prediction (PBP) and simplified chrominance intra-prediction (SCI) [2] . Prediction of most probable mode from neighbouring blocks is also used [2] . One flag at block level indicates if the particular block is encoded with "most probable mode" and one flag at macroblock level indicates the use of DIP [3] [4] . If one macroblock is marked as DIP-mode, it infers that each of the 16 luminance 4*4sub-blocks in this macroblock takes the most probable mode as its intra-prediction mode, even though the intra-prediction mode for each 4*4 sub-block might be different, saving a large number of bits. The probability of occurrence of most probable mode is very high [13] thus saving a lot of bits in the entire process. PBP is applied for both luminance and chrominance components, so as to skip conditional test of availability of up-right and down-left reference pixels. SCI means that only DC, vertical and horizontal modes are available for chrominance components [7] .
IV. INTER PREDICTION
To remove temporal redundancy in video sequence, interframe prediction (inter-prediction) predicts from previously decoded frames. A number of techniques jointly contribute to the coding efficiency of inter prediction in AVS-video. There are two types of inter prediction: P-prediction and Biprediction. AVS-M supports only P-prediction, which uses only past decoded frames as its reference frames. Fig. 3 . Inter prediction modes [5] The inter predictions are derived from the decoded frames. Seven types of block sizes, 16×16, 16×8, 8×16, 8×8, 8×4, 4×8, and 4×4 are supported in AVS-M [5] . Figure 3 shows division upto 8x8, which is further divided in the same manner upto 4x4 blocks. The precision of a motion vectors in inter prediction is up to 1/4 pel (pixel) accurate, since the motion-compensated prediction in AVS-M allows motion vector accuracy up to one quarter pel, corresponding reference pixel values of fractional motion vectors are obtained by sub pel interpolation. Small block sizes perform better than large ones for lower image resolution. 4x4 is the unit of transform [6] [8], intra prediction and smallest block size motion compensation in AVS Part 7.
V. RD OPTIMIZATION AVS-M follows following procedure to select the best modes: For I-Frame an RDcost (Rate Distortion cost) is calculated for each of the intra-block mode, by (1) to select the best mode out of available 9 intra modes.
where λ is a lagarangian multiplier, which is derived based on the rate-cost plot optimization. RDCost (mode) is the ratedistortion cost for a particular mode for a block, and D (mode) represents the distortion if the block is coded with that mode, and R (mode) is the bit-rate produced if the block is coded with that particular mode. So to decide a block mode for each block, all the 9 mode costs are calculated. For calculating each cost the encoder needs to transform, quantize and entropy code a block with all the modes, then the number of bits for each mode is calculated. Also encoder has to perform entropy decoding, dequantization and inverse transform to reconstruct the image on the encoder side itself, to calculate the D (mode) because D (mode) is the difference between the original image and the image after reconstruction. After calculating the best RDCost for all 16 blocks in the MB, the encoder calculates the RDCost of the MB if all the blocks are coded with MPM (most probable mode), and if it happens to be less than sum of the best RDCosts of all 16 blocks, DIP (direct intra prediction) is used to encode the MB. For P-frames, encoder calculates the cost for all inter-modes. The best mode is calculated for intra prediction. Then the best intermode is selected based on RD optimization and then RDcost for skip-macroblock is also calculated. The encoding mode with the least cost is selected and MB is encoded with that mode.
VI. MACHINE LEARNING C4.5 tree induction algorithm shows good classification accuracy and is the fastest among the compared to manmemory algorithms for machine leaning and data mining. [12] [10] Fig. 4 . The classifier tree obtained from Weka C4. [12] generates classifiers expressed as decision trees as shown in Figure 4 , but it can also construct classifiers in a more comprehensible rule set form. The algorithm constructs a decision tree starting from a training set S, which is a set of cases or tuples in the database terminology. Each case has some attributes and a class; attribute being discrete or continuous value, but class being only discrete ranging from C 1 ...C N . A decision tree is a tree data structure consisting of decision nodes and leaves. A leaf specifies a class value. A decision node specifies a test over one of the attributes, which is called the attribute selected at the node. The test on a continuous attribute has two possible outcomes, A <= Th and A > Th, where Th is a value determined at the node and is call the threshold. Decision tree assigns each case with a class depending on the values of the attributes of the case; the class specified at the leaf is a predicted class. It is compared with the actual class of the case to measure classification error.
VII. PROPOSED ENCODER AND ITS PERFORMANCE
Various attributes such as mean, variance, mean of variance, variance of mean, edges of all possible block sizes (4x4,4x8,8x4,8x8,8x16,16x8,16x16 ) are extracted for each macroblock of 4 frames of all sequences along with actual mode decision taken by AVS-M are written to a .arff (Attribute relation file format) file. C4.5 implemented in Weka [11] is used as the classifier algorithm to get the decision tree. An effort is made initially to use various sequences as trainer to obtain the decision tree and then use the same tree on different test sequence to find the classification error. Finally a tree is developed from the frames of different sequences which can be embedded in the encoder efficiently for all sequences. Though there are 7 block modes used in AVS-M, only 16x16, 16x8, 8x16, 8x8 block sizes are considered to build the decision tree, leaving sub-macroblock mode in their regular processing because of overfitting problems. Different video sequences have different numbers of macroblocks in particular mode type depending on the amount of information present in each macroblock and its redundancy with regards to spatial and temporal neighbours. Because of this vast variations Weka does not give reliable tree for all the 7 block types. So what is done here is that, in the initial stage macroblock types ranging from 16x16 to 8x8 are decided with if-else statement from their attributes and is coded, but if a macroblock is decided to be coded with 8x8 block type, then it further undergoes whole RDO process to decide with which of the sub-block type ranging from 8x8 to 4x4 and skip-mode, it will be coded. The entire process is shown in the block diagram of the proposed encoder, Figure 5 . 9 sequences are used to compare the performance of the proposed encoder with AVS-M. Table 1 shows the encoding time of AVS-M (T) and the proposed encoder (T') and the %reduction in encoding time. Table 2 shows the PSNR of the sequence when encoded by AVS-M and PSNR' when encoded with the proposed encoder and the %reduction in PSNR value. Table 3 shows the number of bits (B) used to encode the sequence and (B') when encoded with the proposed encoder and the %increase in the number of bits. VIII. CONCLUSIONS From Table 1 trough Table 3 , it is concluded that by implementing machine learning algorithm to predict the macroblock mode decision in AVS-M, on an average 75-80% of the encoding time is saved, with an average loss of only 2-2.5% loss in PSNR, with considerable savings in number of bits used to encode the sequences. Also there is no perceptible degradation in quality of the sequence when compared with the original AVS-M encoded sequence. Deep study in attributes and their final effect on decision can help better selection of attributes resulting in more precise tree and hence less loss of PSNR.
