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Abstract
In recent times, the ability to efficiently manage a large number of images is an important
requirement of image repositories due to the increasing number of images being generated and
stored in systems such as social media, digital libraries, and geographical information systems.
Content Based Image Retrieval involves the management of image repositories based on the content
of the images, to facilitate fast and efficient search of any desired image when needed. Although
Content-Based Image Retrieval has been identified as a suitable means for supporting efficient
search and retrieval of images in repositories, the presence of semantic gap in its implementation
has limited its reliability, creating the move towards Semantic-Content Based Image Retrieval. This
Study discusses the importance of Machine Learning in Content Based Image Retrieval, where it
supports the generation of the Image representation, which is used for Indexing image repositories,
and for the automatic mapping low-level image features to human language in Semantic Content
Image Retrieval.
Towards the automatic annotation of image for semantic indexing, this study presents an
adaptive Bag-of-Visual-Words Modelling in which Image Feature Extraction is achieved using
Deep Feature Learning and Visual Codebook is generated via a unique implementation of the
popular Particle Swarm Optimisation. It also demonstrates the application of unsupervised machine
learning in image tag allocation and tag refinement.
Furthermore, the study proposes image region of interest detection via frequency domain
analysis as a viable means of an image visual sentence modelling for eliminating spatial
incoherency in Bag-of-Visual-Words image representation for the attainment of an effective image
annotation on a large repository. Finally, the study presents an automatic image annotation
framework in which tag refinement of training image is implemented using unsupervised machine
learning, while tag allocation of test images is achieved using supervised machine learning, thereby
providing a means for the attainment of semantic indexing of images in image retrieval. The
framework is tested using the 2012 Imagenet Large Scale Visual Recognition Challenge set.
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Chapter 1
Introduction
1.1 Overview
The industrial application of electronic-based Machine vision in the provision of image-based
analysis for a variety of purposes (e.g., automatic inspection, process control, robot guidance) has continued
to increase over the last decade due to the increasing performance of electronic technology and the
decreasing cost of software and hardware [1]. The advent of Big Data Analytics in managing and extracting
useful information from the massive amount of data generated daily through the use of digital technologies
has also increased beyond the scope of traditional application of Machine learning especially in social media
image repositories [2, 3, 4].
The use of a search and retrieval system that includes an image index for convenience and efficiency
is now popular practice [5]. A widespread form of this system is the Content-Based Image Retrieval
(CBIR), where images are indexed based on their low-level contents [6, 7]. A common problem with the
management of image repository using CBIR is the semantic gap created due to the image retrieval system’s
use of low-level image features for the indexing of images [5, 8, 9]. The semantic gap problem has driven
recent research efforts in the direction of Semantic Based Image Retrieval (SCBIR), in which images are
indexed using human language (high-level) descriptions of their content [8, 10, 11]. Machine learning is a
key player in the implementation of the image annotations necessary for achieving this indexing [12, 13].
Machine vision focuses primarily on applications of electronic and computer aided imaging and
subsequent analysis of the resulting images [14] in systems such as pedestrian tracking, traffic analysis,
deep space exploration and surveillance systems. However, the increasing desire for better outcomes in the
application of Machine vision has led to the integration of Machine learning with image processing concepts
at the analytical stages of Machine vision applications [15]. Such integration is commonly recognised as a
way of creating smarter systems [16], and has also become very popular in image retrieval systems [17].
While semantic based image annotation has been identified to be a suitable means by which the
semantic gap can be eliminated, its application to the management of large image repository is often
challenged by the need to manually annotate the images based on semantic content. Furthermore, the
inherent linearity of traditional Machine Learning algorithms presents a barrier to the efficient information
mining from the massive amount of image data [18]. Deep learning has been identified as a more suitable
alternative [19]. Therefore, this study analyses popular research works in the preceding decade where
Machine learning has been employed in the semantic annotation of images and in identifying ways by
which the results can be improved using deep learning.
This Chapter is organised as follows: Section 1.2 explains the motivation for this study; Section 1.3
concisely describes the semantic gap in CBIR; Section 1.4 presents the goal of this study; Section 1.5
highlights the methodologies through which this study attempts to eliminate the semantic gap in CBIR;
Section 1.5 provides an overview of the adopted methodologies for developing a solution to the semantic
gap in CBIR; Section 1.6 explains the relevance of the chosen methodologies; Section 1.7 briefly outlines
the experimental framework adopted in this study; and Section 1.8 outlines the structure of this thesis.
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1.2 Motivation
The massive growth in the use of electronics, the internet and social media in all aspects of daily life
has led to the generation of an enormous amount of data [18]. The study by EMC/IDC Digital Universe in
2014 predicted that by the year 2020 the amount of data generated annually worldwide would reach 44
zettabytes (44 trillion gigabytes) [20]. This data consists primarily of multimedia files in the forms of image,
video and audio [18, 21]. For example, Flickr has an image upload rate of about 4.5 million/day, and
Facebook repositories contain over 300 million images uploaded by users. While images held in such large
repositories are focused mainly on storage and display [18, 22], extraction of information from these
multimedia repositories can be enhanced through the inclusion of search and retrieval systems [18, 23].
The amount of useful information in the generated data will continue to increase as indicated in
Figure 1 [20]. Extracting such information from the massive amount of data is the focus of Big data
analytics, and the information obtained has been found to be useful for decision making [24, 25, 26] in
fields such as mobile services, retail, manufacturing, financial services, life sciences, and physical sciences.
With effective management, the visual information captured by digital image acquisition equipment such
as digital camera, acoustic imaging system (ultrasound), Electronic imaging (Electron microscope) and
computer graphics can be efficiently harnessed. Such management can be achieved using an Image
Retrieval system.

Figure 1The EMC/IDC’s forecast on the anticipated growth in the usefulness of generated
digital data [2].
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1.2.1 Image retrieval systems
For the efficient management of a large number of audio, image and video files, repositories such as
multimedia databases, documental databases, digital libraries, and geographical information systems
requires document retrieval sub-systems. Image retrieval is a concept in management of large number of
images started in the 1970s with the keyword-based image retrieval system, followed by Content Based
image retrieval (CBIR) in the 1990s, and is currently progressing towards Semantic Based Image Retrieval
[8].
Towards achieving a standardised query format, the MPEG standardisation committee (ISO/IEC
JTC1/SC29/WG11) established the MPEG Query Format (ISO/IEC 15938-12, MPQF), which describes
the formats of messages from and to multimedia services. It also outlines functionalities for service
discovery, aggregated services, definition of service capability descriptions, the format of queries and the
replies that can be exchanged between clients and servers in a multimedia search-and-retrieval environment
[27].
The MPQF standards were adopted by the JPsearch group in the JPEG Query Format (JPQF) for the
still images [28]. An important part of the MPQF and JPQF is the standardized MPEG-7 XML document
known as the Multimedia Content Description Interface which contains the information about an image
with the goal of enabling fast and efficient search for desired multimedia files [29]. Figure 2 is the
architecture of an MPQF-based image retrieval system.

Figure 2 Architecture of an MPQF-based retrieval system
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1.2.2 Problem statement
In Astronomy, Bioinformatics and other scientific fields, the use of image retrieval system for
convenient and efficient retrieval of images from the image repositories is now a popular practice [5].
However, a common problem with the traditional CBIR system is the semantic gap [5, 8]. The Semantic
gap in CBIR occurs because the CBIR image index is created with the low-level image features description
such as colour, texture, salient points, shape and spatial relations extracted from the images in the
repository, which does not directly correlate to the human textual description provided to the CBIR system
during an image search [5, 8].
The semantic gap problem has driven recent research efforts in the direction of Semantic Content
Image Retrieval in which images are indexed using the human language (high-level) descriptions of their
content [8, 10]. An important requirement of Semantic Image Retrieval is Semantic labelling through which
the appropriate words in relation to a domain are identified to allow the development of an index that
adequately captures the ontology of the domain to which the images belong. This study investigates the
role of Machine learning in the implementation of semantic content image retrieval.
Classification of digital image is an important stage in image retrieval and object recognition. Image
classification provides a convenient mean by which automated annotation of images can be implemented
thereby speeding up image retrieval and object recognition processes. This research focuses on the use of
image classification as a tool for the automated generation of image annotation which can be used in the
development of MPEG-7 Metadata and for queries that conforms to the JPQF Query standards, thereby
increasing the speed and efficiency of image retrievals.

1.3 Research goals
This study attempts to achieve the following goals:
I.

To study and implement state of the art Machine learning algorithms in the indexing of images for
image retrieval purpose through the identification and implementation of existing state of the art
Machine learning algorithms.

II.

To identify the limitations of existing Machine learning algorithms applicable to the bridging of
semantic gap associated with image retrieval and develop new approaches for addressing the
limitations.

1.4 Contributions
Towards achieving a reliable implementation of Semantic labelling of images as a means of bridging
semantic gap, this study contributes the following:
I.

It recognises the potentials of Unsupervised Machine learning as a means of mining
information directly from large image repositories and presents a framework in which
Unsupervised Machine learning can be deployed in mining of semantic information from
partially tagged and completely untagged image repositories.
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II.

It highlights Bag-of-Visual-Words (BOVW) image representation as the most suitable
method for capturing image content information to be presented to Machine learning for
categorisation and presents an Adaptive BOVW Image modelling in which vector
quantisation is achieved using a modified Particle Swarm Optimisation (PSO) during BOVW
Visual Codebook development. The adaptive BOVW modelling ensures that the number of
visual words in the codebook to be tailored to the image collection’s diversity, thus
minimising the computational overhead required during the modelling process.

III.

Towards achieving an efficient BOVW codebook, the study develops and tests a cluster
initiation algorithm for the implementation of PSO in vector quantisation of image features to
yield efficient BOVW codebook.

IV.

The study introduces a framework for visual phrase and visual sentence development via the
unsupervised region of interest detection as a viable means of improving the ability of spatial
pyramid and spatial information in the BOVW modelling.

V.

The application of Deep Feature Learning via Stacked-Autoencoder in modelling of local
image patterns is also evaluated in comparison to traditional handcrafted image feature
descriptors for the development of image BOVW representations.

1.5 Objectives
The main objectives of this study are as follows:
I.

Conduct an extensive review of existing applications of Machine learning in image retrieval in
supervised, unsupervised and semi-supervised scenarios and study their applications.

II.

Using experimentation, identify suitable Machine learning algorithms for the automatic
annotations of images and investigate methods by which the performance of the identified
algorithms can be improved.

III.

Develop and test a framework for the automatic annotation of images in a large image collection

1.6 Significance
Semantic Labelling via Image annotation has been identified to be a suitable means by which the
semantic gap of Content-based image retrieval unsatisfactory can be eliminated [2]. While Supervised
Machine learning provides a convenient means of achieving image annotation, the need for labelled training
samples in its implementation makes Supervised Machine Learning inadequate for the management of large
image repositories, thereby causing researchers to look in the direction of Unsupervised Machine learning
for a more suitable method for matching human semantics to low-level image features [2, 3, 10].
An important requirement for the application of supervised or Unsupervised Machine learning to
image retrieval is the need to mathematically represent images in a repository before the application of the
Machine learning algorithm [30, 31, 32]. Arguably, BOVW image representation is currently the most
popular mathematical representation of images [33, 34, 35, 36], the representation of images via deep
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feature learning is on the increase especially due to its recognition in the academic and business
communities as a means of overcoming the challenges of big data [18]. Therefore, this study examines both
forms of image representation, and compares how they perform when they are applied to the indexing of a
large image collection.

1.7 Experimental framework
Using Machine learning and Image processing packages available on Matlab Platform, this study
demonstrates the implementation of Unsupervised and Supervised Machine learning on mage collections
constituted from Caltech-101 Object Categories, the annotated training set of PASCAL Visual Object
Classes (VOC) 2012 Image set, and the ImageNet Large Scale Visual Recognition Challenge (ILSVR)
2012 collection. The Machine learning algorithms employed in this study include the K-Means Clustering,
Self-Organising Maps, Auto-encoders and Principle Component Analysis (PCA) all of which are available
in the Mathworks Matlab 2016A software.
The study also adopted the Matlab implementation of PLSA by Sivic [37], and implemented image
feature extraction using the Speeded-Up Robust Features (SURF), Histogram of Oriented Gradients (HOG)
and Autoencoder which are available in Mathwork’s Matlab, along with the Matlab implementations of
Shift Invariance Feature Transform (SIFT) by Vedaldi [38]. Furthermore, as part of this study, a Windows
PowerShell script was developed for the evaluation of the classification performance of PASCAL VOC
2012 annotated training image collection.

1.8 Organisation of thesis
The analyses of notable applications of Machine learning algorithms along with ways by which these
algorithms are implemented and improved upon in this study are presented as follows:

1.8.1 Chapter 2
This Chapter reviews relevant and recent works on the application of pattern recognition techniques
in image retrieval, identifies Image feature representation and Image classification as the two important
steps in the semantic labelling of images and then highlights the popularity of BOVW and deep feature
representations in the capturing of the content of images during mathematical modelling. The Chapter also
introduces popular experimental image collections, and provided examples taken from Caltech-101 objects,
PASCAL VOC 2012 and ImageNet.

1.8.2 Chapter 3
Chapter 3 examines image representations using a combination of BOVW modelling and Deep
Feature Learning, where Deep feature via Stacked-Autoencoder is used for generating local image pattern
description and BOVW is employed for global image pattern description. Using experimentation on
Caltech-101 Image Collection, the appropriate number of layers and the number of neurons per layer for
the implementation of Stacked-Autoencoder needed for image feature extraction is determined, and
following the generation of the BOVW representation, non-linear dimension reduction is achieved via
PLSA.
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1.8.3 Chapter 4
This Chapter identifies the visual codebook development process as the most important stage in
BOVW modelling of an image set and proposes a BOVW codebook development approach that employs
batch implementation of Particle Swarm Optimisation for the quantisation of extracted image features as a
means of achieving efficient image representation and optimum classification performance.

1.8.4 Chapter 5
This Chapter explains that the effect of BOVW spatial incoherency on classification accuracy can be
eliminated through the inclusion of the spatial information of the visual words discovered on the image to
be modelled, and presents Visual sentences constructed via unsupervised Region of interest detection as a
viable means of including the spatial locations of visual words in the Bag-of-Visual-Words modelling,
thereby eliminating the spatial incoherency often associated with the Bag-of-Visual-Words Modelling.

1.8.5 Chapter 6
Chapter 6 presents a combination of supervised and Unsupervised Machine learning as a solution to
the large-scale image annotation of images and demonstrate the performance of the proposed method using
the Object Localisation Challenge of the ILSVRC 2012. The Chapter also present a dropout technique
which employs probabilistic analysis of the neurons in Softmax layer as a means of identifying and
removing redundant neurons in the layer.

1.8.6 Chapter 7
A summary of each Chapter in this thesis is provided in Chapter 7 along with the conclusion drawn
from the experiments. The chapter also suggests a future direction in the research into the automatic
annotation of images.
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Chapter 2
Literature Review
2.1 Introduction
Capturing visual information is the fundamental duty of digital image acquisition equipment such as
digital camera, acoustic imaging system (ultrasound), Electronic imaging (Electron microscope) and
computer graphics, and the need to store the image generated by these devices for future use has created
the need for image retrieval systems. The use of a search and retrieval system typically known as CBIR
for the efficient retrieval of images from image repositories through the inclusion of an index of all the
images in the repository is now a popular practice [5]. However, a common problem with the CBIR system
is the semantic gap created due to the image retrieval system’s use of low-level image features for the
indexing of images [5, 8, 9], which has driven recent research efforts in the direction of SBIR [8, 10, 11].
Over the last decade, surveys and reviews such as Datta et al. [2], Zheng et al. [39], Zhou et al. [40],
Yasmin et al. [41], Duan et al. [17] have covered parts, and the whole, of image retrieval. However, the
focus of these literatures has been mostly directed at CBIR with very little attention paid to the migration
from CBIR to SCBIR, and the role of automatic image annotation in image retrieval. Therefore, this Chapter
identifies image representation and image annotation as the most important task for the application of
Machine Learning in Image Retrieval, discusses popular implementation of in these tasks, and then
highlights the combination of Relevance Feedback and Incremental Learning as the means for the
continuous vocabulary improvement in Semantic Content-based Image Retrieval.
This Chapter is organised as follows: Section 2.2 discusses the application of Machine learning in
image pattern analysis, and identified Supervised and Unsupervised Machine learning as the two main types
of Machine learning; Section 2.3 explains the need for image representation in the application of Machine
learning to image pattern analysis, and identifies Bag-of-Visual-Words and Deep Feature representations
as the two foremost means of representing images ; Section 2.4 highlights the need for dimension reduction
during image representation, and discusses linear and non-linear dimension reduction methods; Section 2.5
presents image annotation as the means by which semantic gap present in CBIR can be bridged, presents
image classification and relevance feedback as two important steps in image annotation, and highlights
incremental learning as a means of allowing the image annotation framework to learning continuously from
user inputs. The section also presents a theoretical image annotation framework that allows the automatic
a labelling of images using a combination of Supervised and Unsupervised Machine learning; Section 2.6
identifies Graphical Processing Unit (GPU) and Field Programmable Logic Array (FPGA) as two hardware
platforms which can be used for increasing the speed at which the image annotation system handles a large
image collection; Section 2.7 discusses popular image collections in image retrieval research, and identified
the Caltech, PASCAL and Imagenet collections as suitable for this study; and Section 2.8 discusses the
importance of both Supervised and Unsupervised Machine learning in Image retrieval, recognizes BOVW
as the most appropriate for image representation in image retrieval, recommends probabilistic Latent
Semantic Analysis (PLSA) as the appropriate means of dimension reduction, and suggest the inclusion of
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GPU as means of computing time provides a summary of this Chapter. Section 2.9 provides an overview
of this Chapter.
The technical contents of this Chapter were presented in two the peer-reviewed publications:

I.

Olaode, A., Naghdy, G., & Todd, C. (2014). Unsupervised Classification of Images: A Review.
International Journal of Image Processing, 8(5), 325-342.

II.

Olaode, A., & Naghdy, G. (2019). Review of the application of Machine learning to the automatic
semantic annotation of images. IET Image Processing, 1-15.

2.2 Image Pattern Analysis via Machine Learning
The analysis of shape, colour, texture or behavioural patterns of other low-level image features is an
important step in image retrieval because it enables the determination of interesting patterns available
within an image collection. Machine learning is applied in the identification of such patterns with the aim
of uniquely modelling each image based on the pattern(s) it contains, and for recognition of common
patterns within an image collection. The recognition of patterns within a collection of images can be
achieved via Supervised Machine learning or Unsupervised Machine learning.

2.2.1 Supervised Machine Learning
In the application of Supervised Machine learning for pattern recognition in image retrieval, the
desired patterns are known, and the Machine learning algorithm is trained using labelled training images
containing the desired patterns, such that the algorithm is able to identify the pattern on test images after
the training [42].
The K-Nearest Neighbours (KNN) is perhaps the most popular Supervised Machine Learning
algorithm. It provides a simple non-parametric method for the allocation of a semantic label to a test sample
simply based on a majority vote from K most similar samples (its neighbours) in the training set. However,
its performance is sensitive to the choice of similarity computation metrics in its implementation [43, 44],
therefore, preference is often given to other algorithms such as Support Vector Machines (SVM), and
Artificial Neural Networks (ANN).
While the SVM’s use of linear hyperplane separation enables an intuitive linear image classification
between two image categories [45, 46], its extension to a non-linear classification with the aid of kernel
transformation [47] is inefficient when applied to a large image collection and often requires quadratic
optimisation, thus does not scale well [45].
An ANN algorithm, such as the feedforward neural network, processes information in a non-linear,
distributed, parallel and local way using supervised learning [48, 49]. It is considered to be a system that
consists of several processors working together in parallel with the capability to learn from experience [50].
The ability of an ANN to process complex or high dimensional data at high speed makes it desirable for
image classification [50]. Application of ANN to data clustering requires the algorithm to group images
based on features that are common among input patterns. Such grouping can be achieved by training the
network using suitable samples [50]. However, it incurs a heavy computational overhead during its training
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process, especially when handling present day problems (such as big data and social media) that may require
millions of neurons [51].
Despite the challenges in the use of Supervised Machine Learning, it has proven to be the primary
approach for the provision of training information in image object detection, image classification, image
segmentation, and action classification as has been demonstrated by the PASCAL Visual Object Classes
Challenge (VOC) 2012 [52], and ImageNet [53] competitions. Perhaps the most notable obstacle to the use
of Supervised Machine Learning is the requirement for labelled training samples, which needs to be
generated via a difficult, time-consuming, and error-prone manual annotation process [2, 3, 52, 53, 54],
thus pushing image retrieval researchers in the direction of Unsupervised Machine Learning [2, 3].

2.2.2 Unsupervised Machine Learning
Unsupervised Machine learning differs from Supervised Machine learning in that labelled training
samples and prior knowledge of the sample space are not required [2, 55]. In this paradigm, interesting
patterns are discovered in a collection by grouping the images based on similarities [48], therefore it has
been recognised to be more suitable than supervised classification in the management of large image
repositories such as those on the internet and ideal for collecting exemplars for learning-based mapping
process [2]. This study introduces unsupervised image categorisation as a way of mapping low-level image
features to high-level semantic on a large image repository.

2.3 Unsupervised Machine Learning via Clustering
Clustering is the most common form of Unsupervised Machine learning [2, 56], where data samples
are sorted into different clusters based on their similarities [3, 57]. Popular clustering algorithms include
the k-means algorithm, hierarchical clustering algorithm, Self-Organising Map (SOM), Particle Swarm
Optimisation (PSO), Density-Based Spatial Clustering of Applications with Noise (DBSCAN) and
Ordering Points to Identify the Clustering Structure (OPTICS). These can be grouped into Centre-based
clustering approaches, Hierarchical clustering, and Statistical modelling.

2.3.1 Central-based Clustering
Centre-based clustering is founded on the idea that a single prototype can be used to represent all the
samples in a cluster. Popular members of this family include K-means clustering and Self-Organising Map
(SOM). The K-means clustering is the most widely used nonparametric technique for data clustering [2]. It
represents each category in a given dataset with a centre obtained after repeated optimisation of an overall
measure of cluster quality known as the objective function. The objective function of K-means is described
as shown in (1) [58]:
𝑁

𝐾

𝐽 = ∑ ∑ 𝑟𝑛𝑘 ‖𝑥𝑛 − 𝜇𝑘 ‖2
𝑛=1 𝑘=1

(1)
where Xn and 𝜇𝑘 represent image data and prototype mean respectively. At the beginning of K-means
clustering process, a number of samples are identified as the initial centres of the desired clusters. Each of
these centres is repeatedly replaced with the latest value of the mean of its cluster each time a sample is
added.
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The result of K-means clustering algorithm is sensitive to the initial centres used in the clustering
process [59]. For example, randomly picking the initial centres may lead to accidentally picking too many
centres that attracts few or no members while most of the samples allocated to a few of the centres. Agha
and Ashour [60] demonstrated that classification results can be improved when the overall shape of the
dataset is considered during the initialisation phase of the K-means algorithm. Using IRIS data obtained
from UCIS, the authors used the proposed method to achieve only 11.3% misclassification, where
traditional methods (using random samples from the dataset) recorded 48% misclassification, which
indicates improvement in the algorithm’s performance.
Another member of the Centre-based clustering family is the SOM. The SOM is an unsupervised
ANN model, and therefore the inherent ability to process complex or high dimensional data at high speed
makes it desirable for image classification [50]. The SOM algorithm implements a nonlinear topological
map with a number of neurons arranged in a 2-dimensional (hexagonal or random pattern) grid, which
allows a high-dimensional input data space to be mapped onto a low dimension discrete space [61]. Each
neuron C is represented by a weight vector whose dimension is the same as the dimension of the input
vector [61], and the grid can be hexagonal or random pattern. Figure 3 is an illustration of 4 by 4 SOM
network.
For pattern classification a hard-limiter or sigmoid function is placed on the output neurons to give
0/1 output values. The weight of each neuron in the hidden layer represents the centre of each cluster and
Euclidean distance is the similarity measure between the inputs and the weights of the neurons. In response
to an input pattern, the neurons compete to be activated and the neuron whose weight has the smallest
Euclidean distance from the input pattern is selected. The network updates the weight of the chosen neuron
and its neighbours using Kohenen learning rule pattern and re-arranged its topology such that it correlates
with the input vector space, thereby ensuring the same neuron will be chosen in response to subsequent
input pattern similar to the current input [62]. Pereira et al. [63] applied SOM in the clustering of Gamma
Ray bursts dataset which gave a mean accuracy of 92.4%.

Figure 3 A 4 by 4 Self-Organising Map network [64]
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Hastie et al. [30] considers SOM to be a constrained version of K-means algorithm in which the
performance depends on the learning rate and the threshold of the distance between the data samples. In
[30]. It is possible to eliminate the spatial connection between neighbours by making the distance threshold
very small, in which case the algorithm becomes an online version of K-means clustering [30]. Under the
same condition, SOM will outperform K-means clustering, if the constraints are adequate [30]. Therefore,
the determination of these constraints and the number of clusters are important for maximum accuracy to
be achieved.
While the k-mean clustering is the most popular means of achieving data clustering, and widely
accepted as the standard approach for vector quantisation. However, its approach of randomly picking
initialisation samples from the samples to be clustered often leads convergence to wrong means [60]. Also,
the implementation of a k-means algorithm requires knowledge of the number of clusters, which may not
be known, especially when the set to be clustered is large [30]. This problem is also present in SOM and
often leads to the use of an arbitrary number of clusters in the implementation of both algorithms, leading
to less than optimum classification performance [30].
The PSO algorithm applies animal group information-sharing behaviour, particularly bird flocking
and fish schooling, to solve learning problems in a large data space [65]. Its ability to quickly converge on
an optimal solution in a multi-dimensional sample space, such as image categorisation, can be seen in the
success in the training of feedforward neural networks [65], and also provides a suitable alternative for the
hard allocation of images to unique groups during automatic semantic-based image annotation. However,
unsupervised clustering methods such as Hierarchical clustering and statistical modelling group data into
categories without the need for the number of clusters to be specified at the beginning of the clustering
process [2].

2.3.2 Hierarchical Clustering
Hierarchical clustering creates a nested sequence of partitions in which the entire dataset is treated as
a single, all-inclusive cluster at the highest level of the hierarchy, while each cluster at the lowest level
contains a single sample. Hierarchical clustering can be implemented using either Agglomerative or
Divisive approach in grouping samples into clusters [30]. In the Agglomerative approach, the clustering
process starts at the lowest level and proceeds to the top, merging any two clusters whose members are
considered to be similar. In the Divisive approach, the process starts from the all-inclusive clusters and
repeatedly splits the dataset into smaller groups until the process attains a level where the members of each
cluster are considered to be different from any other [30].
Hierarchical clustering based on the Agglomerative approach determines the affinity between
samples using either single linkage, complete linkage or average linkage [30]. Zhang et al. [66] explained
that the Agglomerative approach is susceptible to noise and outliers because in calculating the link between
two clusters to be merged, it does not consider the global similarities of the entire dataset. Therefore, it is
not adequate for high-dimensional data such as images [66]. The authors proposed Graph Degree Linkage
(GDL), which is specifically designed to enhance the application of Agglomerative clustering to highdimensional data. The algorithm builds a K-Nearest Neighbour (KNN) graph from the Pair-wise distance
between samples and uses indegree and outdegree concepts of graph theory to analyse the affinity between
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clusters [30]. The authors’ application of this algorithm to popular image datasets such as COIL-20 with
1,440 images and FRGC with 12,770 recorded 93.7% and 74.7% respectively [30]. Although the average
accuracy is approximately 85%, a detailed assessment of the result indicates that the accuracy of the
algorithm’s classification reduces as the size of the experimental dataset increases, which may discourage
its application to large image datasets.
The implementation of hierarchical clustering does not require prior knowledge of the number of
clusters [55] it, however, does require knowledge of the inter-cluster and intra-cluster similarity values,
which is never available at the beginning of categorisation of large and unstructured image collections [30,
66]. In recent times, PSO has been recognised as a viable means of implementing Unsupervised Machine
learning. While these hard clustering methods have been known to be useful in pattern analysis tasks, such
as vector quantisation, the concept of clustering has evolved to include Statistical Modelling (or fuzzy
clustering) [67, 68, 69] in which a sample is allowed to be a member of more than one cluster, and its
membership of each cluster is described using probability value [70].
2.2.2.3 Statistical modelling: In Statistical modelling, each sample in a set is described as a combination of a
finite number of functions and samples with similar combinations as assumed to be in the same cluster.
Two popular statistical modelling techniques are Gaussian Mixture Model (GMM) [2] and Topic-based
model [71]. Given a dataset, GMM fits a single probability density function to the entire set [72]. This
function is assumed to be a mixture of a finite number of Gaussian functions as shown by (2) and (3) [73]:
𝑘

𝑓(𝑋, ∅) = ∑ 𝑝𝑘 𝑔(𝑋; 𝑚𝑘 , 𝜎𝑘 )
𝑘=1

(2)
Where
𝑔(𝑋; 𝑚𝑘 , 𝜎𝑘 ) =

1
(√2𝜋𝜎𝑘 )𝐷

𝑒

1 ‖𝑋−𝑚𝑘 ‖ 2
− (
)
2
𝜎𝑘

(3)
In (2), Pk is the mixing probability for the Gaussian density function k in the mixture, while m k and
σk are its mean and standard deviation respectively. These parameters are estimated through model fitting
using the process of Expectation-Maximisation (EM) [73]. In GMM, knowledge of the probability density
function parameters for a dataset enables the representation of each of its samples with a vector whose
dimension is the same as the number of Gaussians in the mixture. The GMM is considered a soft clustering
method because it does not exclusively place a sample into any of the available clusters but describes the
probability of its membership of each of the clusters.
Since each data sample is represented with a vector at the end of a GMM process, it is possible to
represent these vectors in a multi-dimensional Euclidean space. Cai et al. [72] explained that this
representation may reveal naturally occurring data patterns on, or close to subgroups within the data set and
proposed the Locally Consistent Gaussian Mixture Model (LCGMM) which exploit these patterns to
improve the learning performance of GMM. Experimentation conducted by the authors on Yale face and

24

Breast cancer datasets revealed accuracies of 54.3 % and 95.5% respectively which is better than the 29.1
and 94.7 recorded by the conventional GMM [72].
Topic-based models such as Probabilistic Latent Semantic Analysis (PLSA) and Latent Dirichlet
Allocation (LDA) are soft clustering techniques that are similar to GMM. Hoffman [71] presented the
PLSA (also known as the Aspect model) for categorising collections of textual documents. Given D = d1.....
dN is a set of BOVW representations of images and a corresponding W = w 1 ...... wV, a set of visual
vocabularies. In the PLSA modelling a joint probability model over D X W with a set of unobserved
variables Z = z1 ...... zk is defined by the mixture in (4) and (5) [74, 75]:

𝑃(𝑑, 𝑤) = 𝑃(𝑑)𝑃(𝑤|𝑑)
(4)
where
𝑃(𝑤|𝑑) = ∑ 𝑃(𝑤|𝑧)𝑃(𝑧|𝑑)
𝑧∈𝑍

(5)
P(w|z) and P(z|d) are the topic specific distributions for the entire set and topic mixtures for each
image respectively. The model is parameterised as shown in (6) [71], thus, allowing PLSA to model sample
images as points on a multidimensional simplex representing all possible vocabulary combination as shown
in Figure 4.

𝑃(𝑑, 𝑤) = ∑ 𝑃(𝑧)𝑃(𝑑|𝑧)𝑃(𝑤|𝑧)
𝑧∈𝑍

(6)

Figure 4 A 3 Latent topics PLSA simplex representing an image collection
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Similar to GMM, the model parameters are estimated using the EM algorithm, at the end of which
each image in the dataset is represented by the topic mixture P(z|d) and images with similar topic mixtures
are considered to belong to the same cluster. The advantage of PLSA lies in its use of generative models
obtained from the BOVW representation of images for model fitting, rather than directly using the BOVW
representations; a step which enables the discovery of latent topics from the image data [76]. Since a group
of related words is mapped to one latent topic at the end of Topic-based modelling, the resulting image
representation has a reduced dimension compared to the BOVW representation [10, 76, 77].
Blei et al. [76] noted that PLSA does not provide a proper probabilistic model at the document level
because the number of latent topics used to model each document grows linearly with the size of the dataset
which may lead to over-fitting. The authors therefore proposed LDA which provides additional
regularisation by encouraging the topic mixtures to be sparse [76]. Verbeek et al. [78] noted that LDA only
outperforms PLSA when classifying small number of documents with many topics, therefore, PLSA is
considered to be computationally more efficient than LDA [78].
Topic-based model clustering is rated above center-based techniques such as K-means clustering for
unsupervised image categorisation [10]. However, its classification accuracy is affected by the use of orderless BOVW image representation [10]. Topic-model based clustering can be improved through the
inclusion of spatial information of visual words during BOVW modelling [10]. Verbeek et al. [78]
improved PLSA classification accuracy from 78.5% to 80.2% using local Markov Random Field (MRF).
Lazebnik et al. [79] proposed the Spatial Pyramid in which histograms are computed for multi-level regions
of an image, and then concatenated to form a single spatial histogram. This method achieved 64.6% during
the classification of images from Caltech-101 [79].
Huang et al. [80] explained that topic-based modelling (a parametric clustering method) has been
recognised to perform better than K-means clustering (a non-parametric clustering method), but Tirilly et
al . [33] stated that the hard-clustering abilities of K-means clustering is an important step in vector
quantisation. However, El Agha and Ashour [60] explained that the use of K-means clustering may lead to
considerable inaccuracies due to sensitivity to the choice of cluster initialisation samples [60], therefore,
this study investigates SOM as a more viable alternative for clustering purposes.
Semantic labelling requires hard assignment of samples to clusters. Hierarchical clustering provides
a solution to this problem, but its application requires the calculation of Pair-wise distances between the
high-dimensional BOVW image signatures; a tedious step to implement on a large number of images.
Alternatively, hard clustering can be achieved using supervised clustering techniques such as SOM or Kmeans clustering combined with an algorithm that will reduce the dimension of the BOVW representation
of each image.

2.4 Semantic Content Representation via Machine Learning
CBIR provides an alternative to text-based image retrieval by employing low level visual features
which are extracted from images using digital image processing techniques to describe the images. Typical
low-level features include colour, texture, salient points, shape and spatial relations. In most cases, these
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low-level features do not correspond to human semantics, which consist of both low level and high-level
descriptions (abstract objects, an event). This condition creates a gap between the CBIR algorithm’s lowlevel features description and the high-level concepts in a user’s mind. This gap between high level human
semantics and low-level features used by Traditional CBIR systems to describe images is known as
semantic gap [2].
Semantic Based Image retrieval is viable means of minimising the semantic gap in image retrieval.
In [8], Semantic Based Image Retrieval is described as a retrieval method for images based on semantic
meaning. This method extracts the cognitive concept of humans by mapping the low-level image features
to a high-level concept thereby minimizing the semantic gap and allowing users to access images through
text query which is more intuitive, easier and preferred by the front-end users to express their mind as
opposed to queries using images. The required mapping can be achieved using image classification and
image annotation, and the result.
While Supervised and Unsupervised learning are the two main classes of Machine learning, Semisupervised learning has been found to be helpful where the number of labelled training samples is small. In
the semi-supervised scenario, the learning acquired via the available labelled samples is augmented using
unlabelled samples through the application of semi-supervised learning [81]. Most learning in real-life
situations can be directly compared to this Machine learning paradigm [81].
The successful implementation of a Modern Machine Vision and Image Retrieval requires one or
more Image analytical tasks such as Image Segmentation, Region of Interest Detection, and Image
Matching. These task are all based on image processing concepts such as Corner detection, Image filtering,
Texture analysis, Hough Transform, Radon Transform, Discrete Cosine Transform, Discrete Fourier
Transform, Wavelet Transforms among others [82, 83, 84, 85, 86], making image processing a fundamental
requirement in image Machine Vision and Image Retrieval systems.
Recent advancements in Image researches suggests that pattern recognition via either (or both)
Supervised and Unsupervised Machine learning are also required in the implementations of Machine Vision
and Image Retrieval systems [3, 10, 33, 66, 78, 87, 88, 89, 90, 91]. For example, Karimi et al. [15] achieved
supervised image feature learning using a combination of random subspace (RS), Linear Discriminant
Analysis and Sparse Regularisation (LDASR) for radar and optical data classification. Akbarizadeh [82]
presented a Synthetic Aperture Radar (SAR) image recognition system where image analysis is achieved
via wavelet transform, while pattern recognition is provided by SVM [82].
In the CBIR approach proposed by Ashraf et al. [92] Image segmentation based on Bandelet
transforms is employed to allow object detection, while SVM is applied for pattern recognition [92]. In
addition, Abin et al. [93] achieved unsupervised colour image segmentation using only Cellular Learning
Automata (CLA). Further to these, the use of hull geometry [6, 94] and Ordered-Dither Block Truncation
Coding (ODBTC) [95] in combination with Machine learning for image indexing in CBIR is also becoming
increasingly popular, while the image classifier based on multilayer perceptron (a member of the ANN
family) has been demonstrated to be capable of 95% accuracy in the classification of electro-encephalogram
(EEG) patterns [96].
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Generally, the application of Machine learning to image retrieval enables enhancement of system
performance via determination of image attributes associated with objects within the image during the
image analysis [87, 97]. In CBIR, Machine learning is mostly deployed in the generation of the image
representation from the low-level descriptions of the images obtained [98, 99, 100, 101, 102], but with the
advent of SCBIR, where low-level descriptions need to be matched to keywords [8, 103, 104], image
annotation via Machine learning is now a necessary step [105]. Where the image repository is large,
Unsupervised image classification is useful in the annotation of images in a large repository. In such a
scenario, it can enable images to be grouped into a manageable number of clusters such that semantic
labelling can be applied conveniently and efficiently. The positions of image representation and image
annotation in CBIR and SCBIR can be represented pictorially, as shown in Figure 5 and Figure 6. Detailed
analysis of the implementation of these two important stages in image retrieval are provided in subsequent
sections of this Chapter.

Image Collection

Image Feature
Extraction

Image
Representation

Indexing based on
Image Low-Level
Features

Figure 5 The block diagram of database indexing for content-based image retrieval

Image Collection

Image Feature
Extraction

Image
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Image
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Indexing based
on Image
semantic
Content

Figure 6 The block diagram of database indexing for semantic content-based image retrieval

2.5 Feature Extraction Algorithms
Robust feature detection is important in image recognition, where it is a basis for invariant object
detection [106]. Features of a digital image such as colour, texture, shapes and the locations of these features
within the image space represent characteristics that enable the image to be distinguished from other images
since a direct representation of a digital image by its pixel values yields a high dimensional matrix, which
is not suitable for image classification [107].
Using a combination of digital image processing techniques such as filtering and edge detection, low
level features such as texture, colour and shape can be extracted from an image. These features are
instrumental in the development of a signature such as Bag-of-Visual-Words (BOVW) representation for
an image [108]. For reliable recognition, it is important that the features extracted from images be detectable
even under changes in image scale, noise and illumination. To satisfy this need, features local to individual
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areas of an image are identified using keypoints. Such points usually lie on high-contrast regions of the
image, such as object edges and corners.
The detection and description of identified keypoints on the high dimensioned matrix representation
of an images are commonly achieved using feature extraction algorithms which are built on digital image
processing techniques such as filtering and edge detection to detect low level features and then represented
them using vectors. Popular image feature extraction algorithms includes such as Scale-invariant feature
transform (SIFT) [109] and Speeded-UP Robust Features (SURF) [110, 111, 112, 113] and their variants
employs texture based keypoint detection method, while the feature-based group consists of shape and
corner detectors [106, 114]. This section examines these groups of image feature extraction algorithms and
highlight their importance.

2.5.1 Shift Invariant Feature Transform (SIFT)
For the past ten years, SIFT has proven to be very successful in image recognition applications [106,
115]. In the SIFT algorithm, the patch represented by each keypoint is described by positioning a square
box on the patch with the keypoint positioned at the center of the box and computing the gradients and
orientations of the points within the square area around the keypoint as shown in Figure 7 [116].

Figure 7 Computation of descriptors for a keypoint [9]

Each histogram includes 8 directions indicated by the arrows and is computed from 4x4 subregions.
The length of each arrow corresponds to the sum of the gradient magnitudes near that direction within the
region. In this manner, the location, orientation and scale of SIFT features are computed from every
keypoint on the image. By limiting the orientation of the gradient to 8 directions and using a 4x4 array,
each feature detected is represented by a 128-dimenional vector.
SIFT has been identified to be the most resistant to common image transformation [106, 115],
however its computational requirement is very high which has led to the development alternative algorithms
such as reduced dimensional variants of SIFT and Speeded Up Robust Features (SURF) [115, 117]. These
algorithms are discussed in the following sub-sections. Although SIFT remains one of the best descriptors
in terms of accuracy, the 128-dimensions of the descriptor vector turn the feature detection into a relatively
expensive process [106].
Khan et al. [118] explained that compared to the standard SIFT, a smaller size descriptor uses less
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memory and results in faster image classification. The authors [118] propose generating 96D-SIFT, 64DSIFT and 32D-SIFT by skipping some orientation values during computation of the descriptors.
Classification experiments on images from the Caltech dataset revealed that the 32D variant achieved 93%
accuracy, the 64D and 96D versions recorded 95%, and the 128D achieved 97% accuracy [118]. The study
reported that 128D, 96D, 64D and 32D recorded 59, 33, 18 and 11 seconds respectively to complete the
classification task [118], which confirms that reducing the dimension of the descriptors reduces the amount
of computation required for classification, thereby improving the speed of the process yet concurrently
reducing the accuracy.
Principal Component Analysis (PCA) is a means by which the dimension of vectored data can be
reduced. Ke and Sukthankar [115] note that the construction of the vector that describes features in standard
SIFT is complicated and propose 36D PCA-SIFT as a means of simplifying and making the associated
computation faster. In this algorithm, a smoothed weighted histogram is replaced with PCA normalised
patches at the feature description stage [115]. While PCA-SIFT speeds up the process of matching one
image to the other, it is not as distinctive as SIFT [106].

2.5.2 Speeded-UP Robust Features (SURF)
Like SIFT, the features extracted using SURF are invariant to common image transformations,
including changes in rotation, scale, and illumination and small changes in viewpoint [118]. SURF was
introduced by Bay et al. [110] as a means of achieving a feature extraction that is faster than SIFT [110]. It
is able to achieve the same level of distinctiveness as SIFT and the high speed of PCA-SIFT [106].
Rather than using Difference of Gaussians (DoG) and image pyramid for the detection of keypoints
as in SIFT, SURF uses the Hessian matrix in which the convolution of Gaussian second order partial
derivatives with a desired image are replaced with box filters applied over image integrals (sum of grayscale
pixel values), thereby reducing computation time [110]. Khan et al. [29] describe the possibility of
computing shorter SURF descriptors however the 64-dimensional SURF descriptor is confirmed to produce
the best results among the variants experimented upon by the authors. The study implemented classification
experiments on images from various datasets such as David Nister, Indoor, Hogween and Caltech datasets
to yield results that confirms that SURF’s performance is as good as that of SIFT, with both recording 97%
accuracies on Caltech dataset. The study however indicates that SURF’s image matching time is higher at
80s compared to SIFT’s 59s [118].
SURF’s performance is mostly similar to SIFT, but it is unstable to rotation and illumination changes
[119]. Liu et al. [120] noted that although SURF is capable of representing most image patterns, it is not
equipped to handle more complicated ones. Therefore, the authors proposed P-SURF; an enhanced variant
of SURF which has 128 dimensions and incorporates representation of relationship between intensity
changes using phase space. The authors demonstrated that average time required for computing a P-SURF
descriptor for an image is 0.4270 seconds less than 1.6908 required for SIFT and more than 0.4028 required
for traditional SURF [120]. This data confirms that P-SURF requires less computation than SIFT and a
little more than SURF [120]. Using image retrieval, the authors demonstrated that P-SURF achieved 96.6%
accuracy, while SIFT and SURF recorded 96.2% and 94.5% respectively, which confirms the superiority
of P-SURF in this aspect [120].
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In [118] SURF is reported to performed better than SIFT for motion tracking in video applications,
while [112] demonstrated that SURF is better than SIFT in steganography synchronisation because it
displays higher robustness indicated by the lower Bit Error Rate (BER) values. These two results lead to
the conclusion that the choice of descriptor is mostly determined by the nature of the application, and also
suggest that SURF can be relied upon for most applications that require SIFT, therefore this study finds
SURF adequate enough to be considered for the purpose of feature extraction during image classification.

2.5.3 Histogram of Oriented Gradients (HOG)
SURF, SIFT and all their variants belong to a category of features extraction algorithms known as
the sparse features extraction algorithms. Sparse feature extraction algorithms appropriate keypoints on an
image, then extract features at the keypoints location. Another category of feature extraction algorithm is
the dense feature extraction algorithm which extracts features from evenly spaced cells created by a dense
grid placed on an image. An example of dense feature extraction algorithm is the Histogram of Oriented
Gradients (HOG).
Extracting features from locations covering an entire image rather than few selected locations
provides additional information which may improve the accuracy of image retrieval result. Dalal and
Triggs [121] proposed the HOG (also known as Dense-SIFT) algorithm which extracts and describes local
image features from each of the uniformly spaced cells placed on an image. A HOG cell can be either
rectangular or circular as shown in Figure 8.

Figure 8 Type of Cells for HOG descriptor computation [123]
A histogram of gradient directions or edge orientations is developed as the description for a cell by
counting the occurrence of gradient orientations for the pixels within the cell in a manner similar to SIFT
[122] The algorithm achieves more accurate description than SIFT by using overlapping local contrast
normalization to make the result less variant to changes in illumination and shadowing [122]. This is
achieved by calculating a measure of the intensity across a larger region of the image, called a block, and
then using the value obtained to normalize all cells within the block [122]. Since the HOG descriptor
operates on localized cells, it is invariant to geometric transformation of the image [122].
HOG was originally designed for the problem of pedestrian detection in static images, but the use
has been extended to other applications such as scene and object classification in static imagery [121, 122].
In the modelling of patches for image segmentation [10] recorded an average accuracy of 61.3 % using
HOG descriptors only and improved the result to 75.2 % by combining HOG and colour descriptors.
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Generally, dense descriptors are often more accurate than their sparse counterpart, but they require more
computation. Bosch et al. [37] proposed an image signature known as PHOG. This image representation
combines pyramid representation with HOG and has been found to be effective in object classification [37].
In general, SIFT remains the most popular among feature extraction algorithm, HOG record better accuracy
than SIFT due to its use of dense grid rather than keypoint identification.

2.5.4 Edge, Corner and Shape Corner detectors
The detection of Edges, corners and shapes is a fundamental step in image processing, image analysis,
image pattern recognition, and computer vision techniques. While several algorithms have been developed
for the detection of these three image features in the past two decades, their use in image retrieval has been
largely overshadowed by SURF and SIFT. However, this subsection provides a brief review of popular
implementations of these algorithms.
The edge detection is one of the key techniques in most image processing applications, it is typically
achieved by using functions such as Canny operator evaluate the derivatives of the image intensity. While
the Canny edge detector has been found to be computational expensive [124], other edge detectors such as
Perwitt, Robart, Laplacian of Gaussian and Sobel edge detectors can be easily employed in image
processing and image feature extraction [125]. Recently, Category-aware Semantic Edge Detection (SED)
has been receiving attention in computer vision due to increasing demand for finer scene understanding
systems in autonomous driving, robots, and other applications [126].
Corners are intuitive features because they show a strong two-dimensional intensity change that
stands out from other points within a neighbourhood and are important in the motion analysis. A Corner
detector defines a response function whose local response attains a maximum so that corner can be
identified [127]. Popular examples are the Smallest Univalue Segment Assimilating Nucleus (SUSAN),
Harris and FAST corner detectors.
FAST is designed to detect keypoints that corresponds to corners on an image using, and it uses the
intensity threshold between the centre pixel of the chosen location and those in a circular ring about the
centre. The use of Corner Response Function (CRF) computed over the image and corners treated as local
maxima of the CRF enables FAST to detect corners faster than previous corner detection algorithms such
as Harris detector. FAST has achieves the status of being the fastest corner detector by using Machine
learning methods (ANN to be specific) to classify pixels as corners or non-corners, but its accuracy is one
of the best and has low hardware requirements. However, it is very sensitive to noise and fairly unstable
[127], and its performance falls behind the performance of SIFT keypoint detector when handling cluttered
images because it does not include detection of the orientation of the keypoints [117] .
In computer vision, shape is defined as the set of contours that describe the boundary of an object
[128], and its matching plays an important role in Machine vision applications such as shape retrieval,
object detection, image editing, image retrieval because it leads to further understanding of the geometric
arrangement of the scene, and functional properties of objects [129].
It has been recognised that the determination of regular or irregular man-made objects and shapes is
important in image modelling [128]. However, detecting shapes in images is still challenging due
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changing perspective, low contrast, overwhelming background clutter, large shape deformation, and
significant occlusion [129]. Past research efforts have focused on building shape templates from low-level
features such as edge points or keypoints and allowing Shapes to be represented as the spatial configurations
of such low-level features. While these keypoints are not sufficient to distinguish objects shapes in cluttered
images, the approach allows the construction of tokens from spatial histograms which encode local shape
information centered at keypoints or the object’s center [130].
The detection of corners, edges or shapes form the original foundations of digital image recognition
but do not provide enough detail for 3D modelling and object reconstruction [106], however, this study
recognises their strength in directly and indirectly providing spatial relationship of keypoints. Due to recent
increase in the use of computer vision application on mobile phones and other low power devices, research
efforts are heading in the direction of development of feature extraction algorithms with minimum
computation requirement and low power consumption such as Oriented-FAST and Rotation-Aware BRIEF
(ORB) and Fast Retina Keypoint (FREAK).
In general, image feature extraction algorithms are mainly built on image processing tasks, however
the advent of deep feature learning has extended the application Machine learning into image feature
extraction and image representation. The use of deep feature networks in image representation is discussed
in Section 2.5.

2.6 Image Representations
Since the direct conversion of a digital image to numerical representation yields a high dimensional
matrix, which is not suitable for image classification [107] or image indexing, CBIR employs image
representation based on patterns learnt from low-level content for the indexing of images. The approach
supports a fast comparison between the sample provided by users and the images in the repository for
efficient search and retrieval [30]. Although image processing algorithms are the primary source of the lowlevel image description features (e.g., colours, textures, or salient features) upon which search and retrieval
component of CBIR are based, the inclusion of Machine learning enables the behaviour of these features
across a given set of image samples to be both learnt and used for developing a representation for each of
the images.
In the general application of Machine learning to image analysis tasks, the ability of the learning
algorithm to successfully identify a pattern within an input data is largely dependent on how well the data
is modelled or presented [18, 131]. Therefore, a significant portion of the effort needed for deploying
Machine learning algorithms is devoted to the image representation through which the low-level image
features are modelled for effective Machine learning [131].
Image features such as colour histogram, MPEG-7 descriptors, edge histogram and Tamura textures
are well known and, therefore, included in the Lucene Image Retrieval library [132]. However, the search
for more-detailed global image representation has moved in the direction of representation such as
histogram of oriented gradients (HOG) [121, 122] and Bag-of-Visual-Words (BOVW) [133]. The most
popular of these is the BOVW [36, 134].
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2.6.1 Bag-of-Visual-Words Image Representation
In BOVW, a set of quantised image features known as visual words is used to generate a histogram
representing the global features existing within an image [122, 121], from the local features extracted using
algorithms such as SIFT by represents the description of a location within an image as demonstrated in
Figure 9.

Figure 9 Some examples of BOVW representation [135]
An image’s BOVW is a histogram which represents the frequency of each visual word on the image.
The Bag-of-Word (BOW) is a concept developed for the classification of textual documents, where a
document is represented by a BOW which is a histogram of known words that that can be found in the
document. The BOVW has been found to be effective in the classification of image documents, where
vectors representing features extracted from images belonging to the same dataset are quantised a finite
number of vectors known as visual-words and the number of these vectors is the codebook size [133].
One of the strong benefits of image representation via BOVW is that it offers researchers the
opportunity to choose any image feature extraction technique, thus allowing flexibility. For example,
Verbeek and Triggs [78] built the BOVW codebook on Shift Invariance Feature Transform (SIFT) [121]
for the classification of image patches via supervised image Probabilistic Latent Semantic Analysis (PLSA),
with which they recorded 61.3% accuracy before achieving 78.8% accuracy by combining the BOVW
histogram with colour, position and their various combinations. Bosch et al. [75] also implemented BOVW
modelling using the dense forms of grey patches, colour patches, colour SIFT, and grey SIFT, compared
their performances with grey Harris affine features, which are sparse features, and demonstrated that dense
colour SIFT with 90.56% is the best feature for the classification of images containing natural scenes.
The success of BOVW can also be seen in the winning entry of the classification category of
PASCAL VOC 2012, which Everingham et al. [52] describe to be a combination of BOVW, spatial pyramid
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matching (SPM), and SVM [136]. Although the application of this image mathematical representation has
become very popular in recent research works due to its intuitiveness [33, 34, 35], its application in the
annotation of images has received little attention. However, its identification of feature and subsequent
representation of the features available within an image [121, 122] provides a strong foundation for bridging
the semantic gap in image retrieval [137].

2.6.2 BOVW Codebook Development
Traditional BOVW codebook development relies on unsupervised clustering via k-means algorithm
for quantising image features into visual words and, as such, the vector quantisation approach requires prior
knowledge of the number of clusters available in a set of vectors to be clustered [30, 33, 34]. Lazebnik et
al. [79] successfully completed their studies with a maximum of 500 visual words, and in Verbeek and
Triggs [78] a codebook size of 1000 visual words [9] was used, while Bosch et al. [75] experimented with
various codebook sizes ranging from 100 to 2000, before identifying 1500 to be the ideal codebook size for
their experimental set. However, there is a need for a practical means of determining the appropriate
codebook size for BOVW image modelling, so as to ensure reliable image representation [9, 33, 138].
The appropriate BOVW codebook size for all the image features extracted from an image collection
should be made to depend on the statistics of the extracted image features. Based on this argument, the
similarity threshold value Ethreshold for a set of features 𝐹 = {𝑓1 , 𝑓2 , 𝑓3 , … … … . . 𝑓𝑁 } extracted from an image
collection can be mathematically formulated as described in (7), (8) and (9).

𝑆(𝑓𝑥 , 𝑓𝑦 ) = 𝐸𝑥𝑦

(7)

Where S is the function for calculating the relationship between any two image features belonging to
the set. If the image feature descriptor is of N dimensioned, the set of pair-wise distances E can be computed
on the set F:

𝐸 = {𝑒11 , 𝑒12 , … . 𝑒23 , … … … . . 𝑒𝑁𝑁 }

(8)

For two image features 𝑓𝑥 and 𝑓𝑥 to exist in the same visual codebook, the similarity distance between
them must exceed a threshold value Ethreshold. This condition can be expressed mathematically, as shown in
(9).

𝑆(𝑓𝑥 , 𝑓𝑦 ) ≥ 𝐸𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

(9)

The inclusion of (7), (8) and (9) in the development of an adaptive BOVW codebook requires
identification of the function S, which has become a challenge due to the availability of several similarity
distances, such as cosine, Euclidean, Mahalanobis, Manhattan and Minkowski. While most traditional
codebook development adopts Euclidean distance as the similarity function, the distance it reports for two
vectors that have no dimensional values in common is occasionally smaller than that of a pair of data vectors
containing similar dimensional values [139]. Another drawback of Euclidean distance is that the largest
scaled feature would dominate the others, a problem common to all Minkowski-related similarity measures.
Therefore, the desire to achieve optimum image retrieval performance requires the choice of a better
similarity measure for codebook development.
Another challenge to the adaptation of the BOVW codebook size and diversity to the available image
collection is the determination of Ethreshold. In Olaode et al. [140] the authors propose a BOVW codebook
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development approach that uses the elimination of image features spatial redundancy, batch vector
quantisation and the imposition of an exponential image feature similarity threshold function in generating
a codebook that considers the content diversity of the image collection to be classified [141].

2.6.3 Spatial Incoherency
The low classification accuracies obtainable from BOVW can also be attributed to disregard for the
spatial location of the extracted image features during the modelling process [10, 34, 78, 142]. Such spatial
incoherency on classification accuracy can be eliminated through the inclusion of spatial information of the
visual words discovered within the image being modelled. Verbeek and Triggs [78] and Xu et al. [10]
captured image features’ spatial information using Markov Random Field (MRF) in the BOVW modelling
before the application of Probabilistic Latent Semantic Analysis (PLSA) or Latent Dirichlet allocation
(LDA) respectively. An alternative approach for capturing spatial information and including it in BOVWbased processes using geometrical-preserving visual phrases was presented by Zhang et al. [142]. While
these approaches have been successful for the categorisation of small to medium-sized image collections,
the separate computation of BOVW image models and the extra information for the spatial characteristics
will incur significant computation overheads when the image collection is very large.
Another option for the removal of spatial incoherence in BOVW modelling can be found in the spatial
pyramid by Lazebnik et al. [79]. The spatial pyramid approach allows the location of the features to be
considered during the BOVW modelling process, through the breaking of the image into spatial tiles that
are modelled into independent vectors, which are then concatenated into a single vector representing the
image. While this approach is very intuitive, the result presented in [35] indicates that its use is mainly
effective for supervised categorisation of images, while recording limited success when applied to
unsupervised categorisation of images [35].
For improved results, there is a need for methods that attempt to capture the relationship between the
visual words [143]. Perhaps the foundation for such methods can be found in visual phrases [142, 144, 145]
and visual sentences [33], which have been presented as image concepts that represent the relationships
between visual words. Such relationships provide a likely means of including spatial information during
BOVW modelling.
In general, the application of BOVW has become popular in recent research works due to its
intuitiveness and descriptive power [33, 34, 35], and its nature of identifying and representing features
available within an image provides a strong foundation for semantic content modelling of image contents,
and an important step in SCBIR.

2.6.4 Pyramid Histogram of Oriented Gradients
The PHOG presents another method for taking the spatial property of the image features into account
while generating an image representation [146]. In this method, the spatial information is captured using a
spatial pyramid, while the features in each tile are captured using HOG. Although PHOG has recorded
some success in facial recognition [146, 147, 148] and the detection of texts in natural scenes [149], its
focus on global image representation limits its object recognition ability and, thereby, semantic content
representations [150].
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2.6.5 Fisher’s Vector
The Fisher vector (FV) is an alternative vector aggregation method to BOVW vectors [151], in which
the sample is represented by the gradient of its likelihood with respect to the parameters of distribution of
the entire set, computed using the Gaussian mixture model and scaled by the inverse square root of the
Fisher information matrix [152]. While this image modelling’s consideration for the position of the sample
in the multi-dimensional space enables the determination of the direction into which the learned distribution
can be adjusted for optimum result, it yields high-dimensional vector representations, which incur high
computational and storage costs, thus, it is not directly suitable for large-scale retrieval [153].

2.6.6 Vector of Locally Aggregated Descriptors (VLAD)
Another local image feature vector aggregation method is the vector of locally aggregated descriptors
(VLAD). This image representation method employs vector quantisation via k-means but differs from
BOVW in that it does not use a histogram of visual words, but a concatenation of the residues obtained
when each image feature is allocated and compared to the visual word in the codebook. The vector is
compact and is invariant to translation, rotation and scaling [40]. However, where the codebook size is very
large, the dimension of the image vector can also become very large [154]. This will call for the inclusion
of dimension reduction methods, thereby achieve better retrieval results than BOVW at high computational
cost [155].

2.7 Image Representations using Deep Learning
While the global representation of images using the BOVW and local descriptors such as SIFT
remains popular in image retrieval applications, lately, image representations via deep feature learning have
been receiving a lot of attention from researchers [39]. The preference for deep learning is mainly due to
its ability to quickly learn discriminative features from the massive amount of data, which are wider than
the scope of traditional applications of Machine learning [2, 3, 4], where the discriminative power of the
resulting features is limited due to the presence of a significant amount of human intuition factored into the
learning process [131].
In addition to image feature learning, the application of deep learning in image classification has also
been recognised and confirmed to outperform other methods [156, 157]. It has been able to outperform
SVM in the classification Modified National Institute of Standards and Technology (MNIST) Handwriting
images, where it records an error rate of 0.27% against the 1.4% recorded by SVM. Deep learning has also
reduced error rate in object recognition in natural image (ImageNet) from 26.1% to 15.3% [131]. Zhao et
al. [25] noted that as the size of data gets bigger the statistical significance of the analysis is improved and
identified deep learning as important for recognising objects of interest from large and complex data.
A typical implementation of a deep learning algorithm aims to achieve a completely automated image
feature representation, which would support the generation of abstract features for data representations
[131]. It employs multi-layered implementation of Machine learning where each layer receives its input
from a previous layer [131, 158], and the image representation is generated at the final layer. Given a sample
data X, algorithms such as independent component analysis (ICA), convolution neural network (CNN) and
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autoencoders can transform the sample into a representation Y, using a method ∅ developed through
learning from training samples. The process can be represented mathematically as shown in (10).

∅: 𝑋 → 𝑌

(10)

This goal of deep learning is achieved by stacking multiple implementations of these algorithms to
achieve the required abstract features at the final layer of the stack. This section provides some insights into
the use of ICA, CNN, and autoencoders in the implementation of deep feature learning for image
representation.
2.3.7.1 Independent Component Analysis: ICA is a technique that has advanced greatly in recent years
[159]. Given a non-Gaussian data X, ICA develops a method such that each sample x in the X, can be
represented by a set of components y which bear linear relationship to x, and are independent from one
another [159]. This transformation is shown mathematically in (11).

Given 𝑥 ∈ 𝑋,
𝑥 → {𝑓1 , 𝑓2 … … . . 𝑓𝑛 }

(11)

where 𝑓1 , 𝑓2 , … … . . 𝑓𝑛 are all linear functions.
The ability of ICA to untangle underlying explanatory factors in data makes it a good means for
feature extraction in deep learning [131], and can be a solution to the fundamental problem of image
representation for reliable search and retrieval. Its use in deep learning was confirmed in Liu et al. [160],
where a two-layered stack of ICA was found to be effective for the recognition of human action in video
clips. However, its linearity may limit its application to the feature extraction when handling large and
complex image collections [131].

2.7.1 Convolution Neural Network
In recent times, an alternative to BOVW models has been found in CNNs [161]. A CNN comprises
one or more convolutional layers, which are used in the extraction of high-level image features present in
an input image [161, 162], and the fully connected layer, which is used to classify the image representation
developed from the extracted high-level features. Figure 10 is an illustration of the key steps in the
implementation of an image classification via CNN.

Figure 10 An illustration of the steps in the implementation of Convolution Neural Network
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Krizhevsky et al. [163] implemented a CNN with two layers of 3D convolution filtering, where the
output of the first layer is normalised and pooled before it is used as the input to the second layer. The
output of the second layer is then fed into three layers of fully connected neural network for classification.
The proposed approach outperformed all known approaches on the ImageNet image collection, recording
top-1 and top-5 test set error rates of 37.5% and 17.0% respectively.
Ng et al. [162] notes that the use of CNN for image classification tasks does not adequately preserve
local characteristics representing objects, and it is sensitive to dimension difference between training
images and test images. However, the application of spatial tiling and pooling during the feature extraction
preserves spatial information of the features within the images and has been found to be a reliable of method
for eliminating spatial incoherency in BOVW image modelling [79].
Furthermore, the exclusive use of CNN as a local descriptor can be seen in Deep Local Features
(DELF), which is designed for large-scale image retrieval [79], and can be trained only with image-level
annotations on a landmark image dataset for the identification of semantically useful local features for
image retrieval. It can be used as an alternative for other image feature descriptors such as SIFT, thus
enabling more accurate feature matching and geometric verification.

2.7.2 Autoencoders
An Autoencoder is a neural network which is developed by directly learning a parametric map from
input data [131], with which it can efficiently compute a representation for each sample of the input data.
The parametric map is learnt through the twin processes of encoding and decoding [164]. Given a sample
X at the encoding layer, the Autoencoder develops a new set of representations Y, using (12), where W and
B are respectively the weight matrix representing each node of the encoding layer and the bias vector of the
encoding layer, while H is the encoding transfer function for the mapping of X to Y.

𝑌 = 𝐻(𝑊 ∗ 𝑋 + 𝐵)

(12)

At the decoding layer, the Autoencoder attempts to recover X from the Y representations (the attempt
results in X’), using (11), where 𝐻 ′ is the decoder transfer function for mapping Y to X’.

𝑋′ = 𝐻′(𝑊 ′ ∗ 𝑌 + 𝐵′)

(11)

During the Autoencoder training process, the quality of the Y representation is optimised by
minimising the reconstruction error between X and X’ [164, 165]. Although it is possible to implement a
few different variations of autoencoder (e.g., denoising autoencoder, sparse autoencoder, variational
autoencoder, contractive autoencoder [164]), all autoencoders can be generalised by the block diagram
shown in Figure 11.
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Figure 11 A block diagram of the Autoencoder framework
Bengio et al. [131] described Autoencoders as the non-probabilistic alternative for deep feature
learning, which can efficiently extract stable deterministic numerical feature values. While similar feature
learning is possible with the application of other approaches (e.g., restricted Boltzmann machines (RBMs)
[165], sparse coding [166]), the superior efficiency of Autoencoders [131, 164] make them the preferred
choice for natural images. In Xing et al. [167], the use of a Stacked Denoise Autoencoder was demonstrated
for learning feature representations from hyperspectral images. The learned features successfully revealed
the non-linear properties exhibited in the image data, thereby providing good discriminability for the image
classification task, and better performance than SVM.
The use of Autoencoders in the unsupervised classification of large image collections can also be
seen in the experimentation by Google, where a nine-layered locally connected sparse Autoencoder with
one billion connections was trained on 10 million 200×200 unlabelled images downloaded randomly from
the Internet. The models took three days to train and a computational cluster of 1000 machines and 16,000
cores were used in training the network for recognising the 22,000 object categories from the ImageNet
dataset. Although the experiment confirmed the ability of deep learning algorithms, especially
Autoencoders, to handle large and unknown data, the massive amount of resources employed, and the time
taken to complete the training raise a concern for scalability of the approach when it is to be implemented
for larger or smaller image collections.
While most implementations of Deep Learning for feature extraction and image classification employ
Unsupervised Machine learning in their layers [131], the need to establish a non-linear relationship between
images and extracted features so as to avoid the common but complex scenario in which two semantically
related samples may be represented differently [168] calls for the inclusion of a supervised fine-tuning
[167] of the deep learning network as shown in Figure 12. For this reason, a completely unsupervised
application of deep feature learning to image retrieval remains a challenge [169, 170].

40

Figure 12. A Stacked-Autoencoder Network for Image Classification showing the Unsupervised
Training Phase and the Supervised Fine-tuning phase

2.8 Dimension Reduction of Image Representations
At the completion of image modelling, it is common for the resulting dimension of image
representations to be quite large, thereby incurring the curse of dimensionality [171]. For example, where
the level two spatial pyramid method is used as the means of eliminating spatial incoherency in an
implementation of BOVW modelling, the dimension of the vector becomes 16 times the normal size. Direct
application of a set of such image representation to the input of a Machine learning algorithm for any
analytical purpose will incur a heavy computational overhead [172], a situation which can be avoided
through the inclusion of dimension reduction in the image representation process [30, 66, 173, 174].
Dimensionality reduction employs Supervised or Unsupervised Machine learning in identifying a
subset of the original variables, which strongly represents the data distribution in a high dimensional space
and uses the subset as the basis to develop another space that has fewer dimensions. The transformation of
the samples from the initial high-dimensional representation to the fewer-dimensional representation can
be linear or non-linear.

2.8.1 Linear Dimension Reduction
Traditional methods such as Principal Component Analysis (PCA), achieve dimension reduction
through remodelling of the dataset into a subspace computed from the dataset [175]. In PCA, the subspace
of the given dataset is represented by a new coordinate system obtained via orthogonal linear transformation
of the dataset. PCA subspace enables each sample to be remodelled using linearly uncorrelated variables
known as principal components, and where the original dimension of the dataset is D, a reduced dimension
d is achieved by choosing only the first d principal components [30, 76].
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PCA is the most popular dimension reduction algorithm in Machine learning [176]. However, its
expressive power is limited due to its application of linear algebra in the transformation of samples from
high-dimensional representation to fewer-dimensional representation; a procedure that does not adequately
capture abstract interaction between the variables and, thus, may not be suitable for the analysis of images
with complex contents [131]. This condition pushes the reduction of image representation dimensionality
in the direction of non-linear dimension reduction methods.

2.8.2 Non-Linear Dimension Reduction
Non-linear dimension reduction can be achieved through the inclusion of manifold learning to the
linear methods. Such inclusion enables the framework to identify non-linear behaviour in the data structure,
mostly using Unsupervised Machine learning. The fundamentals of non-linear dimension reduction can be
seen in kernel PCA [177], which was developed for image categorisation by Scholkopf et al. [177]. In
kernel PCA, the data is first mapped non-linearly into another feature space using a kernel function, before
the generation of the eigenvalues with which the data is re-remodelled to achieve a reduced dimension
[177]. The principles of kernel PCA have also been extended to Isometric Feature Mapping (ISOMAP),
local linear embedding and local Multi-Dimensional Scaling (MDS) [30].
PLSA has been famous for its ability to capture the co-occurrence of visual words after BOVW
modelling of an image set [76] and, by extension, its capacity to support semantic content modelling [10,
54], however, its ability to provide dimension reduction via subspace modelling remains largely
undiscussed. PLSA (and, by extension, LDA [76]) is a generative classification model developed for topic
discovery in text domains, and re-models a set of samples into a subspace known as the probabilistic latent
semantic space. In this space the samples are represented by latent topics, where the latent topics represent
the co-occurring visual words.
The PLSA topic mixing coefficient of each image in the set is a representation with a smaller
dimension than the BOVW representation, therefore, PLSA achieves dimension reduction [10]. The PLSA
image modelling can be regarded as non-linear dimension reduction due to its use of probabilistic values
computed via a combination of Bayesian inferencing and expectation-maximisation (EM) [76] to capture
the non-linear relationship between the visual words; a step that can be advantageous in object recognition
based image classification.
Bosch et al. [75] successfully implemented a classification model, in which the PLSA mixing
coefficient of an image to be classified is compared to the topic mixing coefficients of a set of training
images using the K Nearest Neighbour (KNN) algorithm thus requiring some supervision. The application
of dimension reduction via PLSA to supervised image classification using SVM, as described in Lazebnik
et al. [79], resulted in a reduction from 72.2% to 63.3% accuracy, which may lead to the conclusion that
the use of latent topics in image classification will adversely affect classification. However, when the role
of PLSA is limited to dimension reduction in the unsupervised image categorisation framework, it ensures
better categorisation accuracy than what is obtainable without dimension reductions [35].
Recently, data hashing has been found to be useful for reducing the number of image representations’
dimensions [178, 179, 180, 181]. It involves converting high-dimensional image representations into
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compact binary strings, thereby improving storage and computational efficiency, especially where the
number of images is large [179, 181] and can be of two varieties: supervised and unsupervised [181].
Results from recent studies rank supervised hashing above its unsupervised counterpart. However,
the need for similarity computation of the labelled training set is a bottleneck to application of the
supervised approach [179, 181], thus making unsupervised hashing methods the preferred choice where the
data is large and labelled training samples are unavailable [179]. The ability of deep learning networks to
generate higher-level abstractions from input data through a hierarchical learning process is particularly
useful for non-linear dimensional reduction and unsupervised hashing [167, 176, 181, 182, 183]. In image
analysis, non-linearity is typically achieved through the application of either TanH, ReLU, Sigmoid, or
SoftMax function at the output of the units constituing each layer of the deep network [163], and has been
found to be desirable in the semantic content-based indexing of repositories with large numbers of images
[18, 184].
Implementation of deep learning via autoencoders is applicable for non-linear dimension reduction
[163]. Hinton and Salakhutdinov [176] describe autoencoders as a non-linear generalisation of non-linear
PCA, whose application is effective for non-linear dimensionality reduction when the dataset is large [176].
The autoencoder framework has been recognised to be more efficient than non-linear dimension reduction
via probabilistic models and other manifold learning due to the tendency of probabilistic methods to become
complicated, computationally expensive and prone to error, especially when the dataset is very large in
number [131]. While the use of autoencoders in feature learning and image classification has been
demonstrated experimentally, its application as a means of dimension reduction needs to be given detailed
attention.
Although Simeoni et al. [185] explained that Retrieval methods based on descriptors extracted by via
CNN have become popular because they combine good precision and recall, efficiency of the search,
and reasonable memory footprint. A detailed evaluation of the application of hand crafted and deep feature
learning image representation methods to large scale image retrieval by Radenovic et al. [186] reveals that
the best results are achieved by taking the best of the two worlds. Therefore, this study will examine ways
by which the two methods can be combined for optimum image retrieval performance.

2.9 Image Annotations
As previously discussed, the use of CBIR for the efficient search and retrieval of images in a
repository containing millions of images has been limited due to the semantic gap between CBIR’s lowlevel indexing and the high-level human description of the images. The semantic gaps can be bridged by
providing textual description of the image content for semantic content-based image indexing.
The benefit image textual data can be seen in multimodal analysis of medical imagery, where the
images are accompanied with appropriate textual features [187, 188, 189, 190], and has been confirmed to
achieve state-of-the-art image classification [191]. Its ability to enable text-based querying along with
traditional image querying has resulted in impressive performance in the medical retrieval tracks of the
ImageCLEF competition [187]. Also in Goldminer search engine, medical images published in journals are
indexed based on keywords and concepts deduced from the associated captions [192], while in Yale Image
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Finder (YIF) the images are indexed based on keywords mined from the text in figures [193]. However,
these indexing approaches are only applicable where every image to be stored is accompanied by
corresponding textual information, calling for the inclusion of image annotation in image retrieval for the
elimination of semantic gaps [194, 195].
While controlled vocabularies can be used to make manual annotation convenient [195], the use of a
restricted number of keywords on a large image database will lead to a poor search and retrieval
performance. This has prompted researchers to turn to Machine learning for provision of automatic image
annotation [18, 196, 197], especially via image classification [195, 198].

2.9.1 Image Classification
The primary goal of image classification is to place an image into the same group as other images
with similar semantic content [199, 200]. This has been identified as an important step in image annotation
[195], because it provides a suitable means of matching keywords to images based on the category of the
image allocated by the Machine learning algorithm. Some examples of the application of image
classification in image retrieval research are listed in Table 1.
Ideally, image annotation is a Supervised Machine learning challenge due to its requirement for prior
knowledge of keywords or the image domain ontology in general. While the application of supervised
image classification in image annotation provides a convenient means of achieving automatic image
annotation for bridging the semantic gap in image retrieval [54], the strategy involves the costly and timeconsuming task of creating adequate quantity and quality of labelled training samples [54].
Large-scale classification systems, such as ICONCLASS and the Art & Architecture Thesaurus,
provide generic classification classes that have been found to be useful as training samples for the
annotation of unlabelled images [195]. However, such systems are typically too generic, and may be unable
to provide the appropriate level of semantic detail needed for certain image retrieval systems since they are
not tailored specifically to image domains.
Alternatively, the user-provided image tags on social media and photo-sharing websites can be a
source of training images for the implementation of image annotation via supervised Machine learning [26,
171]. In Guillaumin et al. [199] a multiple kernel learning classifier is trained for multimodal image
classification using textual and visual information obtained from image tags from photo sharing websites
[199]. However, the annotations provided by the users of these media are usually ambiguous, incomplete
and often biased toward the taggers’ perspective [26, 171]. Therefore, tag refinement is necessary for
improvement of the quality of annotated images obtained from social media [26].
Tag refinement is another emerging application of Machine learning in image retrieval research. The
task of tag refinement is mainly directed toward ensuring a correlation between the textual data generated
and the corresponding image. Therefore, tag refinement is an important step in ensuring the annotated
training images are reliable for Machine learning. An example can be seen in the work of Feng and Lapata
[54], who used a Machine learning framework built on latent LDA to generate a labelled training set by
matching images with captions from news articles on the Internet [54].
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Table 1 A list of some notable applications of Machine learning to image classification
Research Paper

Year

Image Representation

Image Classification

Bibi et al. [318]

2020

BOVW

SVM

Wu and Yu [313]

2019

CNN

Softmax

Zhu et al. [317]

2017

BOVW

SVM

Xu et al. [315]

2017

BOVW

SVM

Mehmood et al. [87]

2017

BOVW

SVM

Tanaka et al. [316]

2016

LLC

KNN

Patil and Manjrekar [314]

2015

Linear Distance Coding

SVM

Xu et al. [10]

2013

BOVW

LDA / Markov Random
Field/ Bayesian
Information Criterion

Zhang et al. [66]

2013

Image Feature Histograms

Hierachical Clustering /
K-NN graphs

Krizhevsky et al. [163]

2012

CNN

Softmax

Huang et al. [3]

2011

Dense-SURF histogram

Hyper-graph
partitioning/Region of
Interest Detection

Mole and Ganesan [88]

2010

Texture histogram

K-means

Tirilly et al. [33]

2008

BOVW

PLSA

Duong et al. [89]

2008

HSV and Canny Edge Orientation

Hierarchical tree

histogram
Verbeek and Triggs [78]

2007

BOVW

PLSA

Kim et al. [90]

2007

Harris-Affine detector / SIFT

Page-Rank/Visual

descriptor

Similarity Network

Bosch et al. [75]

2006

BOVW

PLSA / KNN

Grauman and Darrell [312]

2006

SIFT

Multi-resolution
histogram/Similarity
Graph

Todorovic and Ahuja [203]

2006

Pixel grey levels

Multiscale segmentation
tree

Le Saux and Boujemaa
[173]

2002

Feature Histogram

Adaptive Robust
Competitive Clustering /
PCA

Lately, the tag refinement concept has been receiving a lot of interest, especially in multi-modal
image retrieval [190, 201], where it is being relied upon for tackling the inherent visual semantic
discrepancies in the matching of images with sentences. This is demonstrated by Huang et al. [202], who
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employed CNN in a semantic-enhanced image and sentence-matching model [202], and Karpathy and FeiFei [184] who built a framework on CNN and recurrent neural network (RNN) for aligning image
representations with textual data.
Not all image textual information being carried by image annotations are semantically relevant for
search and retrieval in image retrieval of certain domains, making the automatic determination of tag
importance another important task of image annotation. Li et al. [190] presented the possibility of
automatically predicting tag importance and using it to jointly exploit visual, semantic and context cues for
multimodal image retrieval, where the authors employed the Structural Support Vector Machine (SSVM)
formulation for prediction model training, and used Canonical Correlation Analysis (CCA) in the learning
of the relationship between the image visual feature and tag importance [190].
Unsupervised Machine learning has the potential to support the annotation of large and diverse image
repositories, especially when the quantity of images with refined tags are not adequate for training the
Supervised Machine learning algorithm. The similarity mining ability of Unsupervised Machine learning
[2, 8, 89, 194, 203] can be used to cluster unlabelled image collection into groups, after which each group
is allocated a label based on the annotated training image to which it is similar [204]. The benefit of this
approach is that misclassification is avoided by ensuring that the label from a training image is transferred
to the unlabelled image if, and only if, the two images are similar.
In general, the quality of images and textual information available in a training set are proportional
to the effectiveness of the image classification and, by extension, the quality of search and retrieval results
of the image retrieval process [187]. While the annotation of images with respect to relevant semantic
categories can improve the performance of image retrieval, further enhancement to the image annotation
process can be achieved by continuously minimising the gap between user queries and retrieval results with
the aid of relevance feedback.

2.9.2 Performance Optimisation using Relevance Feedback
Relevance feedback has proven very effective for improving retrieval accuracy. It includes the
methods introduced into the retrieval systems with the aim of minimising the gap between queries and
retrieval results, mainly through user inputs [205]. Although conceptually simple, there is no universal
relevant feedback strategy capable of providing support for the variety of image retrieval frameworks [205].
Therefore, a simple implementation of relevant feedback cannot be relied upon for optimum retrieval
results. Lv and Zhai [206], proposed the adaptive adjustment of the optimal balance coefficient for each
query to be aligned to each set of feedback documents. However, continuous growth in size and content
variety of image repositories can be a bottleneck in the application of an adaptive relevant feedback
technique.
The problem of implementing relevance feedback in retrieval systems designed for a repository with
an increasing size and diversity is a common problem in information retrieval, and the use of Formal
Concept Analysis (FCA) in the document retrieval domain is becoming increasingly popular as a solution.
FCA has the ability to discover hidden information in binary or fuzzy data and has been found to be useful
in relevance ranking as a means of optimisation of search results [207]. In the context-based document
ranking optimisation (DROPT) proposed by Agbele [208] for information retrieval (IR), FCA is included
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in a framework that attempts to replicate how human users judge changes in context in IR result rankings
according to information relevance [208]. This potential to support the simulation of human users makes
extension of the application of FCA to the image retrieval domain an important research direction. The
dependency of relevant feedback on system–human interaction provides training opportunities for Machine
learning algorithms deployed in its implementation [205, 206], thus allowing system performance to adjust
continuously based on new input data from users [209, 210]. This practical way of improving the
vocabulary of an image retrieval domain is possible when relevance feedback is combined with incremental
learning.

2.9.3 Incremental Learning
An incremental learning algorithm is a Machine learning algorithm that evolves as new samples are
made available [211] and, thus, does not assume the availability of a sufficient training set before the
learning process [211, 212]. An exemplary implementation of incremental learning was demonstrated by
Nagi et al. [213] who incrementally learnt hand gestures using swarms with correction feedback provided
by a human instructor. Parikh and Polikar [214] also presented Learn++, an ensemble of classifiers-based
algorithms originally developed for incremental learning and achieved a training approach in which a
network is grown both incrementally and hierarchically.
The potential to minimise the overall computation for a growing image collection using incremental
learning was demonstrated in Opelt et al. [215], where incremental learning was employed in adapting the
number of image features (visual alphabet representation), which was used to classify previous image
categories for the classification of new categories. This approach successfully reduces the number of image
features required per category, when compared to non-incremental learning approaches, thereby
minimising the growth in complexity of the categorisation system.

2.10 Hardware Implementation for Image Retrieval
Due to the large number of images to be handled by modern image retrieval systems, speed is an
important requirement, especially for big data analysis. While most implementations of image retrieval
are software based, faster processing of the images being managed can be achieved using hardware such
as Field Programmable Gate Arrays (FPGA) and Graphics Processing Units (GPU) [98, 216, 217], both
of which can be deployed as add-ons to a personal computer (PC).
The speed of FPGA has been recognised as an important factor in its application to real-time image
processing applications [218]. An FPGA with a clock frequency of 35 MHz, can perform over 50
comparisons of 640x480-pixel images per second, and provides results comparable to slower software
implementations of image processing algorithms [98], especially when combined with flash memory [219].
Lately, FPGA has been employed for the acceleration of deep neural network performance, however, the
limited computation resources of FPGA often limits the size of the deep network [220], thus pushing
researchers in the direction of GPU.
The use of GPU has also been found to be useful in achieving fast image processing [217] and
Machine learning implementation [163] without sacrificing classification accuracy, as it is often done in
software implementations of image feature matching algorithms. An example of successful implementation
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of hardware-based image retrieval systems can be seen in the work of Yadav et al. [217], where the authors
took advantage of the Compute Unified Device Architecture (CUDA) platform to implement a shape-based
image retrieval, by parallelising Discrete Cosine Transforms (DCT) on a GPU [217].
While conventional software implementation of Machine learning, and image processing algorithms
remain the popular methods for deploying image retrieval systems, the speed of an image retrieval system
can be enhanced through the inclusion of either FPGA or GPU (or both) and dedicating it to a task or
subsystem. Such enhancement will potentially support up-scaling to a capacity to manage many more
images than possible with an image retrieval system which relies entirely on the software implementation
[221].

2.11 Image Dataset
The availability of quality training image dataset is an important step in the implementations of
Supervised and Semi-supervised Machine learning algorithms. However, the creation of such training set
for specific purpose is difficult and expensive due to the large amount of time needed to label the data.
While the unsupervised learning does not require labelled samples, it still difficult to select large number
of images for its training step. Lately, Image retrieval and computer vision researches have recorded
significant progress in the application of Machine learning by taking advantage of the readily available
high-quality training datasets such as Image collections such as Caltech-101 objects, Caltech-256 objects,
CIFAR-10, CIFAR-100 and Corel, which have been extensively cited in peer-reviewed academic journals
on machine-learning. Figure 13 is an illustration of some sample images chosen from Caltech-101 Object
Categories.

Figure 13 Sample images representing the chosen classes from the Caltech-101 Object
Categories
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Further to these, image collections such as Labelme, ImageNet, MS COCO, COIL-100, Visual
Genome, Google’s Open Images, PASCAL VOC and Visual QA have been created in the last decade to
provide more difficult challenges to Machine learning algorithms designed for computer vision and image
retrieval applications. The PASCAL 2012 VOC consists of images with multiple object types. These objects
types belong to the following 20 object classes Aeroplane, Bicycle, Bird, Boat, Bottle, Bus, Car, Cat, Chair,
Cow, Dining Table, Dog, Horse, Motorbike, Person, Potted Plant, Sheep, Sofa, Train, and TV Monitor [52].
PASCAL 2012 VOC training Images displaying the objects of interests are shown in Figure 14.

Figure 14. Sample images from PASCAL 2012 VOC training set displaying the objects of
interest [47]
The ImageNet set is a collection containing over 15 million labeled high-resolution images belonging
to about 22,000 categories. It has been recognised as the de-facto image collection for the evaluation of
new algorithms, due to its diversity and intuitive structure and has also been found to be useful in visual
object recognition software research. From this collection, a subset with 1000 categories was created in
2010 for the ImageNet Large-Scale Visual Recognition Challenge (ILSVRC).
The ILSVRC is a large-scale implementation of the PASCAL VOC challenge and consists of three
main parts: 1) the Object localisation 2) Object detection and 3) Object detection from video. This study
recognises the Object Localisation Challenge of the ILSVRC to be a suitable method for testing image
annotation algorithms. Although the training, validation and testing datasets for the object detection and
object detection from video have increased significantly since the commencement of the competition in
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2010, the dataset for the Object localisation challenge has remained the same since 2012. Figure 15 shows
a sample image chosen from the validation set of the Object localisation challenge of the ILSVRC 2012.

Figure 15 A sample image from the validation set of the object localisation challenge of the
ILSVRC 2012

2.12 Advantages and Disadvantages
This review of the application of Machine learning to image retrieval primarily focuses on three main
issues: 1) image pattern analysis via Machine learning; 2) the role of machine learning in image
representation; and 3) the role of Machine learning in image annotations.
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In general, the application of pattern recognition in the generation of image representation aims to
uniquely represent each image in a set in such a way that it preserves its similarity to closely related images
within the set. The ability of Unsupervised Machine learning to organise without the need for labelled
training samples holds the potential for efficient annotation when combined with Supervised Machine
learning. Both supervised and unsupervised have proven to be suitable means of solving various problems
associated with the management of image repositories.
As mentioned in Section 2.3, BOVW image representation has become the dominant method for
mathematical modelling of images, however, its computational overhead and dependency on feature
extraction algorithms continue to affect its overall performance when employed in image retrieval
applications. The use of deep learning algorithms, especially CNN, is also becoming increasingly popular
due to their ability to learn abstract features. However, despite the achievements of both forms of image
representation, the desire for speed and efficiency in image retrieval will continue to stimulate research in
the direction of more reliable methods for capturing image content during mathematical modelling.
Furthermore, Section 2.3 also analysis the application of image representations as a means of
ensuring the efficient pattern recognition, while preserving similarity relationship in the set. While linear
dimension reduction methods such as PCA yield better accuracies than categorisation without dimension
reduction, the best performance is obtained with non-linear dimension reductions such as PLSA.
Section 2.4 explains that although Image pattern recognition via Supervised Machine learning is the
most logical means of bridging the semantic gap in image retrieval, its implementation on large image
collections such as social media repositories is faced with the challenge of generating the quality and
quantity of labelled training samples that adequately represent the diversity and complexity of such
repositories. Section 2.4 also presents the possibility of using images from social media as training samples.
The implementation of such image annotation alongside incremental learning may be the theoretical
solution to completely bridging the semantic gap in CBIR.
In Section 2.5, the use of hardware implementations of Machine learning as a means of improving
the processing speed was highlighted. Such improvement allows the application of image retrieval solutions
which have been found to be successful in a small-scale scenario to large-scale environment at minimum
cost. Although FPGA is perhaps the fastest hardware platform capable of achieving this objective, adjusting
a FPGA which has been pre-designed for deep feature learning of a particular size to a much bigger network
size can be difficult. However, the use of GPU has been found to be suitable in most scenarios, especially
when NVIDIA’s CUDA platform is employed to achieve parallel processing.

2.13 Summary
This Chapter explains that automatic image semantic content annotation remains the viable way to
eliminate the semantic gap in CBIR, and that the annotation processes require mathematical modelling
using either image representation via deep feature learning or BOVW before the application of both
Supervised and Unsupervised Machine learning for the identification of patterns within the image
collection. In general, Automatic Image annotation remains the primary means of bridging the semantic
gap in image retrieval and can be made more effective through the improvement of the quality of the training
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images with the application of Tag refinement, and the inclusion Unsupervised Machine Learning during
the semantic indexing of the images. The result of the search and retrieval can be improved through
continuous growth of the system’s vocabularies via the combination of Relevance Feedback and
Incremental Learning.
Supervised image classification is an important step in automatic semantic annotation. However, the
process of generating manually annotated training sets is a challenge. This challenge can be eliminated
using images with refined tags obtained from social media as the training images and applying the training
images to the non-annotated set using a framework that includes Unsupervised Machine learning. The
ability of Unsupervised Machine learning to organise without the need for labelled training samples holds
the potential for efficient tagging, when combined with Supervised Machine learning, such combination
has been known to provide suitable means of solving various problems associated with the management of
image repositories via Machine learning.
This Chapter also identified the dimension reduction of a set of image representation as a means of
ensuring efficient pattern recognition process, while preserving the similarity relationship in the set, and
highlights the application of Topic-based model in semantic labelling due to its ability to capture image
semantic contents. The role of dimension reduction in the application of Unsupervised Machine learning
for the annotation of images will be investigated in the next Chapter.
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Chapter 3
Unsupervised Image Categorisation Using Bag of Visual Words
Image Representation and Stacked Autoencoder
3.1 Introduction
While it is common practice to index images within a CBIR using only low-level image features, the
presence of Semantic gap in CBIR has rendered the performance of this approach unfavorable. Image
annotation is an important step towards the elimination of the semantic gap present in Content Based Image
Retrieval. Existing techniques for the annotation of images depends on supervised learning process which
involves identifying suitable image features from a set of labelled training images. However, obtaining
adequate quality and quantity of labelled training images is a major challenge for image annotation
approaches based on supervised learning. Therefore, this Chapter presents an Unsupervised Machine
Learning built on BOVW Image Modelling and Image feature extraction via Deep Feature Learning as a
suitable method for the annotation of images.
This Chapter is organised as follows: Section 3.2 presents the unsupervised image categorisation
framework designed for the annotation of images; Section 3.3 describes the role of the Unsupervised
Machine learning in the framework; Section 3.4 identifies deep feature learning via Stacked-Autoencoder
as a suitable method for efficient image feature extraction; Section 3.5 outlines how Unsupervised Machine
learning and deep feature learning are combined in the in the proposed image annotation framework.
Section 3.6 demonstrates the effectiveness of the proposed image annotation system using experiments on
Caltech-101 image collections and analyses the results; Section 3.7 highlights the importance of
Unsupervised Machine learning in image annotation, and the benefits of the application of StackedAutoencoder as an image feature extraction algorithm; and Section 3.8 provides a summary of this Chapter.
The technical contents of this Chapter were presented in two peer-reviewed publications:

I.

Olaode, A., Naghdy, G., & Todd, C. (2014). Unsupervised Image Classification by Probabilistic
Latent Semantic Analysis for the Annotation of Images. International Conference on Digital Image
Computing: Techniques and Applications. Wollongong.

II.

Olaode, A., & Naghdy, G. (2019). Local Image Feature Extraction using Stacked-Autoencoder
in the Bag-of-Visual-Words modelling of Images. 5th IEEE International Conference on
Computer and Communication. Chengdu.

3.2 Unsupervised Image Categorisation
The common practice in CBIR is to index images in a given repository using only low-level image
features [32, 222, 223]. However, the presence of Semantic gap in CBIR due to this form of indexing has
caused CBIR to be unreliable [222, 224]. The Semantic gap is created by the lack of established relationship
between the low-level image features used indexing the images in a repository and the high-level human
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semantics of the system users.
Image annotation is an important step towards the elimination of the semantic gap present in CBIR
[8, 2, 225, 226, 227, 228, 229, 230]. Existing techniques for the annotation of images depends on supervised
learning process which involves identifying suitable image features from a set of labelled training images
[52, 231, 232]. However, obtaining adequate quality and quantity of labelled training images is a major
challenge for image annotation approaches based on supervised learning [196].
Image Semantic Tag allocation and refinement are emerging means of achieving image annotation
for bridging the semantic gap in CBIR [26, 171]. While the process of tag allocation involves the assignment
of semantic keywords or concept to an image, tag refinement is mainly directed toward ensuring a
correlation between the textual data generated and the corresponding image. Although the problem of
generating adequate quality and quality of training samples for the implementation of Supervised Machine
learning can be solved using user-provided image tags on photo-sharing websites as a source of training
images for the implementation image annotation via Supervised Machine learning [26, 171, 199], such user
tags are often ambiguous, incomplete and often biased towards the taggers’ perspective [26, 171].
However, these Tags can be refined using Unsupervised Machine learning.
Unsupervised Machine learning can also be used for the allocation of Tags to images. This process
requires that image mathematical representations be clustered into groups and Tagged based on the
semantic concepts present within the group [233]. Figure 16 is a representation of the role of Unsupervised
Machine learning in semantic tag allocation and refinement.

Figure 16. The proposed framework for the Automatic Semantic Annotation of Images

As shown in Figure 16, effective mathematical representation of images is required for a successful
implementation of unsupervised categorisation [234]. While the application of Bag-of-Visual-Words
(BOVW) in the annotation of images has remained popular for over 2 decades [9, 235], the ability of deep
feature learning to support Sematic Tag refinement via Cross Region Matching (CRM) has recently shown
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some interesting performance in image retrieval applications [236, 237, 238, 239]. Due to the ability of
deep feature learning to generate high-level abstraction, thus adequately representing image features [3, 4,
131, 158, 167, 182, 240, 241], this study recognises it suitability as a means of generating image feature
descriptors, and employs the mechanism of Autoencoder in the extraction of local image features for
BOVW image representation in the automatic annotation of images via Unsupervised Machine learning.

3.3 The Roles of Unsupervised Machine Learning in Image Annotation
Framework
In Verbeek and Triggs [78], the authors developed a supervised classification model in which regions
of training images modelled via Probabilistic Latent Semantic Analysis (PLSA) and mapped to semantic
labels, thus creating a rule for the classification of the testing images. Bosch et al. [75] also successfully
implemented a classification model, in which the PLSA mixing coefficient of an image to be classified is
compared to the topic mixing coefficients of a set of training images using the K Nearest Neighbour (KNN)
algorithm [75]. However, the need to provide adequate quantity of labelled training samples makes the
application of these PLSA-based approaches difficult to implement in a situation where the nature of the
collection to be annotated is large and mostly unknown [10]. Therefore, there is a need to look in the
direction of unsupervised learning for automatic image annotation [233].
The application of Unsupervised Machine Learning principles such as K-means clustering, SOM or
Hierarchical clustering [172, 242] enables the image models computed from a given image collection to be
grouped based on similarity [3], without the need for labelled training samples. This similarity mining
ability of Unsupervised Machine Learning makes it a natural fit for achieving Image Tag allocation and
Image Tag refinement both of which are useful processes in the Semantic indexing of Images, especially
when handling large, unknown and unstructured image collections [8, 2, 225].
Unsupervised Machine learning supports automatic tagging of images, in a process where unlabeled
images within collection a repository are clustered into a finite number of groups based on similarities
[168], thereby allowing the allocation semantic tag to each image based on the group it belongs thereby
allowing the images to be semantically indexed. However, the application of Machine learning to image
retrieval requires that the semantic content of the images be adequately represented [234]. While the Bagof-Visual-Words (BOVW) image representation has been popular over the last two decades [243, 244, 245,
246, 247, 248, 249, 250, 251, 252] due to its ability to capture both local and global image patterns,
significant amount of research attention has now been diverted from it and directed towards deep feature
representations whose ability to generate high level abstraction has led to impressive classification
performances and has been found to be useful in semantic annotation applications [18, 53].
A common problem with the BOVW image modelling is the high computational overhead of vector
quantisation via the K-means algorithm due to the massive amount features generated from each image
especially when using dense feature extraction algorithm. However, the number of image features obtained
from an image can be significantly reduced by taking advantage of the spatial redundancy of images [140],
and limiting image feature extraction to evenly spaced locations within the image space by dividing the
image into tiles using a moving window centered on evenly spaced locations within the image space.
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Unsupervised classification can be implemented directly using non-parametric clustering algorithms.
However, the resulting accuracy from such approach is poor due to the high dimensional nature of image
signatures [30].The Unsupervised Machine learning grouping of image BOVW representations raises the
need for a dimension reduction process so as to ensure acceptable classification accuracy. In the
unsupervised image categorisation model proposed by Le Saux and Boujernaa [173], the reduction of image
signature dimensions was achieved using Principal Component Analysis (PCA), which reduces the
dimension of vectors by simply eliminating the more redundant dimensions [253]. Since the PCA does not
convert low-level features to high-level features, this study considers PLSA to be more suitable than PCA
for the semantic labelling of images because by considering co-occurrence of the visual-words during
dimension reduction, it captures the relationship between them and therefore it can be instrumental in
matching low-level features to high-level semantics [10].
In the work of Bosch et al. [75], the authors built a PLSA Simplex using a fraction of the image
collection as training images, then any image to be classified is fitted to the simplex using Kullback-Leibler
divergence. In this manner, unsupervised PLSA modelling is used for reducing the dimension of the
signatures of images in a collection. Although the PLSA topic mixing coefficient is generated using an
unsupervised method, the use of KNN in this model creates the need for labelled samples, thus requiring
some supervision and therefore, not suitable for mass image annotation. However, the framework proposed
in this study differs from the work of Bosch et al. [75] in that it is completely unsupervised. It models all
the images to be classified into PLSA mixing coefficients, and then clusters them into the number of
semantic groups for the implementation of semantic annotation.

3.4 Deep Feature Learning via Stacked-Autoencoder
The application of deep feature learning in image categorisation often require supervised fine-tuning
for optimum results [169, 170, 254], therefore not readily suitable for unsupervised Image Categorisation
[169, 170, 254]. However, it’s high-level descriptive ability can be employed to describe the image local
patterns [255, 256, 257] at each of the evenly spaced points within the image space, thus further
compensating for the reduced number of features obtained from the images. Therefore, towards reducing
the number of image features to be handled during BOVW image modelling, this Chapter proposes the
application of deep feature learning for the representation of local image features.
Furthermore, the opportunity to change the number of layers and the number of neurons in each layer
of a deep learning algorithm allows for the adjustment of the discriminatory power of the resulting image
feature descriptors thus performing better than Scale Invariant Feature Transform (SIFT) and the SpeededUp Robust Feature (SURF) [258] whose dimensions are fixed and cannot be adjusted when used in
developing BOVW image representations. This Chapter presents the combination of both BOVW and
deep feature learning as a means of generating an image representation that captures semantic
information within the image space for Semantic Based annotation of images.
Popular deep feature learning algorithms include the Stacked-Autoencoder and Convolution Neural
Network (CNN) [163]. The use of CNN in tackling the inherent visual semantics discrepancies in the
matching of images with sentences is an important step in Multi-modal Image retrieval [190, 201, 202,
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259], while the Autoencoder’s ability to generate shorter representation of high dimensional data using nonlinear modelling process has proven to achieve better representation than other manifold learning
approaches [176, 260]. Although Hsu and Lin [169] explained that compared to CNN [161, 162],
Autoencoder does not learn representative features as well from high-dimensional data such as images, in
this study however, Stacked-Autoencoder is chosen as the local image feature representation algorithm due
to its simplicity so as to avoid heavy computation which is often associated with CNN [163].
A Stacked-Autoencoder is implemented by cascading 2 or more Autoencoders as shown in Figure
17, with non-linearity typically achieved using either TanH, ReLU or Sigmoid function as the transfer
function at each layers of the cascaded Network [163] and N1, N2 and N3 which are the respective number
of nodes in the hidden layers for each of the cascaded stages obey the condition of (10) so as to ensure
image compression at each stage.

Figure 17. A pictorial representation of the implementation of a 3-layered Stacked-Autoencoder
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Using several hidden layers, a Stacked-Autoencoder compresses the input data into a representation
that adequately represents the samples. While different depths of Stacked-Autoencoder have different
learning capability, it can be generalised that deeper Stacked-Autoencoders have better learning capability
which needs more training iterations and time, and the number of hidden layers required for a particular
application requires experimentation [261]. Section 3 describes the implementation of proposed image
annotation framework.

3.5 Unsupervised Machine Learning based Automatic Image Annotation
Framework
The unsupervised image annotation framework proposed in this Chapter can be achieved through 4
essential steps: 1) Local Image features description using Stacked-Autoencoder, 2) Global image
representation using BOVW modelling, 3) dimension reduction and 4) Clustering of Image representation
into groups.

3.5.1 Local image features description
The first step in the proposed approach is the identification of the local image features in the image
collection to be annotated. This is achieved using a moving window across each image’s space and
obtaining tiles at evenly spaced locations. While both overlapping and non-overlapping spatial tiling has
been demonstrated to be effective in this regard [140], dividing the image into overlapping tiles facilitates
an exhaustive search for content objects during feature extraction thereby supporting object recognition.
All the images are converted to Grayscale format at the beginning of the annotation process, and to
improve the possibility of capturing objects during the tiling process, an overlapping spatial tiling is
employed. The dimension of the moving window is designed to be 0.25*L-by-0.25*B (L=Length of Image,
and Breadth of the image being processed), yielding 36 tiles all of which are resized into 40-by-40 pixels.
The Matlab implementation of this step is provided in Appendix I, Section A. The tiles obtained from this
process contain the local image features and supports exhaustive search for content objects during feature
extraction. Figure 18 is an illustration of tiles obtained from a sample image of a leopard chosen from the
Caltech-101 Objects Categories.

Figure 18. A sample image of a leopard chosen from the Caltech-101 Objects collection, along
with 36 tiles obtained using overlapping spatial tiling [262]
A typical Stacked-Autoencoder achieve the image compression at each of its stages by ensuring that
N1, N2 and N3; which are the number of nodes in each of the hidden layers obey the condition of (12).
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𝑁1 > 𝑁2 > 𝑁3

(12)

For the purpose of local image feature description, all the images in an experimental image collection
are converted to tiles as shown in Figure 19 and used to train the Autoencoder. Due to the inherent complex
nature of image classification, sparsity is included at the input of each layer of the Stacked-Autoencoder to
improve discrimination of the learning process [263, 264] by using a sparsity proportion value of 0.05 and
for stability, L2 Weight-regularisation is employed at each layer. Each Autoencoder layer is also allowed a
maximum epoch of 400 during training, and since a completely unsupervised process is desired, no
supervised fine tuning is included. Non-linearity is achieved between the input and output of each neuron
using the ReLU as the activation function [163].
Where the number of training tiles is very high, the computational requirement of StackedAutoencoder training can be managed by using Graphical Procesiing Unit (GPU) at each Autoencoder
stage. After the Stacked-Autoencoder is trained, it is then used to convert each of the image tiles into a N 3dimensioned vector during visual codebook development and image BOVW modelling. This is achieved
by concatenating the rows of each image tile matrix into a single vector and applying the vector to the input
of the trained Stacked-Autoencoder to a reduced dimensioned vector describing the tile. The Matlab
implementation of the Stacked-Autoencoder training and subsequent autoencoder representations of the
tiles are given in Appendix I Section B. The performance of the Stacked-Autoencoder when used in a local
image feature representation is compared with that of SIFT and SURF in Section 3.6.6.

3.5.2 Mathematical representation of images using BOVW modelling
In general, the application of BOVW has become popular in recent research works due to its
intuitiveness and descriptive power [33, 34, 35], and its nature of identifying and representing features
available within an image [76] provides a strong foundation for semantic content modelling of image
contents, and important step in SBIR.
A common obstacle to the use of BOVW in image categorisation is the loss of accuracy due to the
spatial location of the visual word being ignored during the modelling process [10, 78]. The Geometrypreserving visual phrase was also introduced in [142] as a means of encoding spatial information into the
BOVW models, while [10] and [78] used Random Field Theory for the same purpose. However, these
approaches only seek to improve search results by providing additional information to the image BOVW
models but does not improve the BOVW modelling therefore may not be suitable for semantic-based image
retrieval purposes.
Therefore, in this proposed annotation framework, Level 2 spatial pyramid is used to generate a
BOVW representation from each image, and the previously developed trained Stacked-Autoencoder is used
to convert the image tiles obtained from each region generated by the Spatial Pyramid into feature vectors
for the image BOVW representation. The Matlab codes presented in Appendix I Section C is used to
generate the image BOVW representation in this study.
While improved performance can be achieved through the inclusion of spatial pyramid in the BOVW
modelling process, the inclusion of spatial pyramid in the process makes the dimension of the resulting
image BOVW models higher than what is obtainable without the inclusion of spatial pyramid, thus causing
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increased computational overhead. Therefore, there is the need for dimension reduction to be included in
the image representation process.

3.5.3 Dimension reduction
Unsupervised classification can be implemented directly using non-parametric clustering algorithms
such as SOM. However, the resulting accuracy from such approach is poor due to the high dimensional
nature of the image representations [30]. In the unsupervised image categorisation model proposed by Le
Saux and Boujernaa [110], the reduction of image signature dimensions was achieved using PCA, which
reduces the dimension of vectors by simply eliminating the more redundant dimensions [253].
While some recent works on unsupervised categorisation of images use low-level image features
[30], the semantic gap consequence of the use of such low-level image features has motivated researchers
towards semantic-based image retrieval [4], and topic-based image modelling such as PLSA and LDA have
been recognized to be useful in bridging the semantic gap in image retrieval [75, 76], due to their ability to
group co-occurring visual-words (which are quantised image feature vectors) into latent topics.
Since the resulting PLSA topic mixing coefficient of each image is smaller dimension than the
BOVW representation, the PLSA’s generative image modelling process achieves soft clustering, and
dimension reduction [2], therefore, this study considers the inclusion of Topic model-based classifier to be
appropriate for an annotation process that supports the matching of low-level features to high-level
semantics.
While the PCA is the most popular dimension reduction method [30], its approach of simply
identifying and eliminating the more redundant dimensions [253], it does not convert low-level features to
high-level features. However, a Topic-based model such as PLSA and LDA is more appropriate method
for reducing the dimension of image BOVW representations [10] due to its ability to consider the cooccurrence of the visual-words during dimension reduction, thereby providing the foundation for matching
low-level feature to higher image representation. The performance of PLSA when used in the dimension
reduction of image BOVW is analysed in comparison to the performance of PCA in Section 3.6.3.

3.5.4 Unsupervised Machine learning via clustering
With the final image representations achieved using a BOVW/PLSA modelling, the resulting set of
image representations need to be clustered into unique groups to reveal the sematic similarities. Where the
set of images contains incomplete or unreliable tags, the semantic distribution within each cluster can be
represented using a histogram, and from each histogram, allowing a threshold value to be calculated for
deciding if the images present within the associated group be tagged with a keyword that was found within
it. Thus, applying the semantic tag that adequately represent the entire cluster to all the images within the
cluster yield images with reliable tags. Tag allocation for unlabeled images can also be implemented at the
completion of the clustering process, after the semantics associated with the images present in each cluster
is identified.
While the K-mean clustering is the most popular means of achieving data clustering, El Agha and
Ashour [60] noted that hard clustering via K-mean clustering may lead to considerable inaccuracies due to
sensitivity to the random picking of initialisation samples from the data set to be clustered [60]. Hastie et
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al. [30] considers SOM to be a constrained version of K-means algorithm in which the performance depends
on the learning rate and the threshold of the distance between the data samples. Experiments in Section
3.6.1 compares the performance of K-Means Clustering and SOM when both are applied in the hard
clustering of image BOVW/PLSA representation with the aim of achieving Tag allocation.

3.6 Experiments and Results
Using the same 3 image collections used by Huang et al. [3], from which 100 images are chosen
randomly for each category, A summary of how these categories are combined to create the 3 experimental
image collection are displayed in Table 2, and sample image from each of the chosen Caltech-101 object
classes are displayed in Figure 19. In all experiments, Tag allocation is based on the most frequent semantic
in the ground truth of the images in each cluster as described in Section 3.5.4. The accuracy of the process
is confirmed by comparing the semantic labels to the ground truth of each image.

Collection
A

Table 2 Experimental Image Collections
List of image categories
Aeroplane, Motorcycle, Car, Face

B

Aeroplane, Motorcycle, Car, Face, Wristwatch

C

Aeroplane, Motorcycle, Car, Face, Wristwatch, Ketch

Figure 19. Sample images from CALTECH-101 Object Categories
3.6.1 Experimental comparison between SOM and K-means Clustering
Towards the implementation of tag allocation via unsupervised learning, any member of the nonparametric clustering algorithm family such as K-means and Self Organising Map can be applied to a set
of image model vectors generated by modelling each image in a collection using any mathematical
modelling approach. In this sub-section, dense-SIFT is used as the image feature extraction algorithm and
the BOVW codebook is the commonly used 1000 visual words [9]. Table 3 is the categorisation accuracies
obtained by clustering the BOVW image representation of the image collection hard clustering using Kmeans algorithm with the hard clustering via SOM.
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Table 3. A comparison of the accuracies resulting from the application of K-means clustering in
comparison with the accuracies of SOM in the unsupervised categorisation implemented with the
number clusters made the same as the number of image categories
Image Collection
Collection A
Collection B
Collection C

K-means Algorithm
39.33%
36.03%
33.81%

SOM
40.13%
41.14%
35.88%

Table 3 shows the results from the clustering of the BOVW/PLSA image representation derived using
dense-SIFT as the image feature extraction. The result demonstrates the superior performance of SOM over
K-means algorithm in the Tag allocation. This superior categorisation performance obtainable from SOM
as shown in Table 3 is mainly due to the nature of Artificial Neural Network, which allows it to use
randomly initialised nodes for clustering initialisation, thus avoiding convergence to wrong cluster centers.
While the accuracies recorded by SOM is higher than that of K-mean clustering, the accuracies of both
algorithms are generally low, and discourages a direct application of both algorithms as means of achieving
unsupervised image categorisation. Based on the result shown on Table 3, this study adopts SOM as the
preferred algorithm for the clustering of images into semantic groups.

3.6.2 Evaluation of spatial pyramid as the means of removing spatial incoherency in image
BOVW representation
The accuracies recorded in Table 3 are generally low due to the spatial incoherency which is typically
associated with BOVW modelling. This spatial incoherency on classification accuracy can be eliminated
through the inclusion of the spatial information of the visual words discovered within the image being
modelled [10, 34, 78, 142]. This spatial information can be included in the BOVW using spatial pyramid
[79] as shown in Figure 20.
The accuracies recorded in Table 3 corresponds to Level 0 implementation of Spatial pyramid, and
the result of Level 1. The accuracies resulting from the implementation of Level 1 and level 2 spatial
pyramid is shown in Table 4 indicating that with the level 2 implementation of the spatial pyramid, DenseSIFT recorded improvements in accuracy of 40% and 60% respectively.

Level = 0

Level = 1

Level = 2

Figure 20 The Implementation of various levels of spatial pyramid on a sample image
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Table 4. The accuracies from using BOVW image representation with level 1 spatial pyramid for
image categorisation via SOM
Image Collection
Collection A
Collection B
Collection C

Level = 0
40.13%
41.14%
35.88%

Level =1
43.55%
45.99%
36.34%

Level = 2
49.66%
52.00%
51.51%

An overall assessment of Table 4 reveals that the categorisation accuracy of the proposed
unsupervised framework decreases as the number of categories increases. Although a similar trend was
observed in Table 3, the categorisation accuracies recorded in Table 3 for clustering via SOM are lower
than what is obtained in Table 4. The decrease in categorisation accuracy in both tables can be mainly
attributed to the increasing effect of spatial incoherency created by the BOVW modelling process. Further
improvement in accuracies can be achieved by reducing the dimension of the BOVW Image
representations.

3.6.1 Experimental determination of the required depth for the implementation of the StackedAutoencoder
This Sub-Section attempts to determine the parameter values setting that would ensure best
performances in the implementation of Tag Allocation using the Unsupervised Machine Learning built on
BOVW Image Representation using Stacked-Autoencoder as the feature extraction algorithm. The required
depth of a deep feature learning algorithm for any application needs to be determined experimentally [261],
therefore, in this sub-section, 3 Stacked-Autoencoders with 1) 2-Layered, 2) 3-Layered and 3) 4-Layered
are each trained using the image collection to be classified with 100 neurons in each layer, applied as
descriptor in the BOVW modelling of the image collection with 100 visual words codebook. The
performances of these Stacked-Autoencoders performances are shown in Figure 21.

70%
60%

Accuracy

50%
40%

Collection A

30%

Collection B

20%

Collection C

10%
0%
2 Layers

3 Layers

4 Layers

Number of Layers in Stacked-Autoencoder Implementation

Figure 21. A comparison of the result obtained with 2-layered, 3-Layered and 4-Layered
implementation of Stacked-Autoencoder
While it can be concluded that the accuracies obtained with the 2-layered and 3-layered
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implementations of Stacked-Autoencoder in the classification of the 4-Categories and 5-Categories
experimental collections are nearly the same, however, the increment in the number of layers appears to
improve the classification accuracies obtained from the classification of the 6-Categories image collection,
thus confirming the idea that the changing the depth of a deep feature learning network is one of the means
by which a classification process to which it is applied can be made to respond to the diversity of the image
collection.

3.6.2 Experimental determination of the number of visual words BOVW modelling
Based on the results from sub-section 3.6.1, this sub-section adopts 3-layers and 100 neurons at the
final layer as the appropriate depth and width for the Stacked-Autoencoder to be used for the extraction of
features from the three image collections. The 3-layered Stacked-Autoencoder is trained using all the
categories in Caltech-101 objects set categories.
An important stage during BOVW representation of images is the visual codebook development; a
process that requires the use of K-means clustering to quantise the vectors representing image features into
visual-words [34]. Tsai [9] noted that most implementations of the BOVW modelling is based on 1000
visual-words but explained that the number of visual-words is dependent on the dataset [2]. While in Bosch
et al. [75], the authors used 1500 as the codebook size during BOVW modelling. However, there is a need
for a practical means of determining the appropriate number of codebook size for BOVW image modelling
as to ensure reliable image representation [265]. The appropriate BOVW codebook size for all the image
features extracted from an image collection can be made to depend on the statistics of the extracted image
features.
To avoid limited distinctiveness between visual-words due to the use of less than required codebook
size, while also avoiding surplus processing overhead due the use of larger than necessary codebook size,
this study determines the most appropriate BOVW Codebook size for the modelling of the images in each
of the experimental collections by implementing the vector quantisation stage with visual words ranging
from 1 to 400 and the Stacked-Autoencoder with 200-100-50 nodes. The result is shown graphically in
Figure 22.
Figure 22 confirms the applicability of Stacked-Autoencoder to local image feature representation,
and indicates that with a Stacked-Autoencoder, reliable classification performance is obtainable for these
image collections when the BOVW Codebook sizes are kept between 5-50 visual words, with Collection
A, Collection B and Collection C achieving accuracies of 68% at 6 visual words, 67% at 8 visual words,
and 60% at 10 visual words respectively. These results can be improved through the application of
dimension reduction to the BOVW image representations before the clustering operation.
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Figure 22. The response of Categorisation Accuracies to increasing BOVW Codebook size
when a 3 layered Stacked Autoencoder is employed as the image feature extraction algorithm
during image BOVW modelling
3.6.3 A comparison between PCA and PLSA in dimension Reduction of image BOVW
representations
As shown in Table 3, a direct application of non-parametric clustering to image data will result in
significant amount of miscategorisation, therefore, there is a need for the reduction of the BOVW image
representation to a number of dimensions that optimises the classification performance. Determination of
the number of latent topics within an image collection provides information that could simplify the
categorisation process. Tirilly et al. [33] noted that although unsupervised techniques that use PLSA can
automatically discover image categories in a collection, they perform better when the number of categories
is known. Therefore, by varying the number of latent topics for the three image collections with a codebook
of 25 visual words, this sub-section determines the appropriate number of latent for the implementation of
the unsupervised learning on the experimental image collections. The graphical demonstration of the
average performances of the clustering of the BOVW developed with Stacked-Autoencoder as the feature
extraction algorithm is shown in Figure 23. The result shows about 15% increment in accuracies at 65 latent
topics. Therefore, this study adopts an experimental value of 65 latent topics for PLSA modelling of images.
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Figure 23 Graphical representation of the changes in Categorisation accuracies in response to
changes in number of PLSA latent topics
Figure 24 is the graphical result of the direct application of SOM without dimension reduction, and
with dimension reduction using PCA and with PLSA on the experimental collections. The result indicates
that reducing the dimension from a 480 dimensioned BOVW image representation to 25 principal
components resulted in 10% increments in classification accuracies for PCA, while an increment of 25%
was recorded when the 480 dimensioned BOVW were remodeled into 25 PLSA latent topics. While the
result confirms the superiority of non-linear dimension reduction of PLSA over the linear algebra based
PCA, the PLSA dimension reduction approach requires a computationally intensive probabilistic modelling
process, which is very difficult to implement on large image sets.
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Figure 24. Graphical representation of the result of implementation of unsupervised image
categorisation via SOM with and without dimension reduction.
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3.6.4 The effects of changes in the number of neurons in each of the Stacked-Autoencoder
Furthermore, to investigate the effects of the number of neurons in each layer of the StackedAutoencoders, all four trained Stacked-Autoencoders are each used to develop 25 visual words codebook.
To boost the classification accuracies, each of the spatial-BOVW image representations are re-modelled
using PLSA into latent topic representation whose dimension is equal to the number of visual words. The
highest accuracy recorded with each set of layers are shown in Table 5, revealing that better accuracy than
those obtained with 200-100-50 neurons are possible by adjusting the number of neurons, thus
demonstrating the ability of Stacked-Autoencoder to support the maximisation of categorisation accuracy
through adjustment in the number of neurons in each of its layers.

Table 5. The Evaluation of the accuracies obtainable by adjusting the Number of Neurons in the
Hidden Layers of Stacked-Autoencoder
Neurons
A
B
C
200-100-50
75.51%
68.93%
60.78%
400-200-100
87.82%
79.52%
76.39%
600-300-150
82.66%
77.11%
78.72%
800-400-200
83.84%
80.36%
84.03%
1000-500-250
92.44%
77.96%
84.54%

3.6.5 A comparison between image BOVW representation and Image modelling via Deep
Feature Learning
Figure 25 is the graphical comparison of the performance of image representation via 3-layered
Stacked-Autoencoder (600-300-150) without supervised fine tuning and BOVW modelling in which 3
layered Stacked-autoencoder is employed as the image extraction algorithm.
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Figure 25. Comparison of the performance of image BOVW representation with image
representation via deep feature learning
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As shown in Figure 26, the deep learning image representation falls behind image BOVW modelling
due to the lack of immunity to common image problems such as shape rotation, scale variation and object
occlusion [266], most of which are typically addressed through the inclusion human intuition into the
Machine learning algorithms in BOVW representations. In the application of deep feature representations
for the state-of-the-art Image Retrieval systems, the low accuracies shown in Figure 23 is typically
improved upon through the inclusion of supervised fine tuning, the application of the Stacked-Autoencoder
as the image extraction algorithm in the BOVW modelling resulted in improved performance by using the
BOVW histogram nature to combat the common image problems, while taking advantage of deep features
learned via Stacked-Autoencoder to achieve better discrimination.

3.6.6 The comparison between Stacked-Autoencoder and other Image feature extraction
Algorithm
In this Sub-Section, the performance of the Stacked-Autoencoder when used as an image feature
extraction algorithm is compared with dense-SIFT, and SURF on the classification of experimental image
collections. In this experiment, the Stacked-Autoencoder (600-300-150) is used to convert each image tile
to 100 dimensioned vectors. The image features extracted from the image collection using the three feature
extraction algorithms are quantised to yield the BOVW codebooks with 30 visual words using the K-Means
algorithm. The three 30 visual words codebook developed using each of the image feature extraction
methods are each used to model the images into BOVW/PLSA representations. The performances of these
image feature extraction methods are shown on Table 6.

Table 6 A Comparison of Stacked-Autoencoder With Dense-SIFT and SURF
Collection A
Image Feature Extraction

Number of Image Features

Time taken to complete

Categorisation Accuracy

Stacked-Autoencoder

14076

5245s

83.16%

Dense-SIFT

6976435

107842s

80.66%

SURF

69915

1023s

32.81%

Image Feature Extraction

Number of Image Features

Time taken to complete

Stacked-Autoencoder

14076

5245s

80.4%

Dense-SIFT

8384961

129615s

80.08%

SURF

101723

1488s

28.52%

Collection B
Categorisation Accuracy

Collection C
Image Feature Extraction

Number of Image Features

Time taken to complete

Categorisation Accuracy

Stacked-Autoencoder

14076

5245s

76.34%

Dense-SIFT

9777495

151141s

74.18%

SURF

145531

2129s

29.51%
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Unlike SIFT, Stacked-Autoencoder (and other Deep Feature Learning algorithms) feature
representation is not scale or rotation Invariant [110, 111, 112]. However, the result on Table 6 confirms
that this deficiency is largely compensated for by the histogram representation approach of BOVW and the
spatial pyramid included in the image modelling for the elimination of spatial incoherency. Furthermore,
Table 6 also shows that Stacked-Autoencoder image feature extraction’s approach of reducing the number
of features by taking advantage of the spatial redundancy during the spatial tiling results in reduction in the
categorisation time when compared to SIFT. Although the time taken is higher than the time taken to
complete the unsupervised categorisation with SURF features due to the time taken to train the StackedAutoencoder, the higher accuracy recorded by Stacked-Autoencoder confirms its higher efficiency.

3.7 Advantages and Disadvantages
This Chapter argues that the improved classification performance can be achieved through the use of
deep feature learning as image feature extraction algorithm rather the handcrafted feature extraction
algorithm such as SIFT and demonstrates the superior performance of Stacked-Autoencoder when deployed
as the image feature extraction in image BOVW modelling.
The results shown in Table 5 confirms the applicability of image feature extraction via StackedAutoencoder to the BOVW modelling process. Unlike SIFT, Stacked-Autoencoder (and other Deep Feature
Learning algorithms) do not provide scale and rotation Invariance representations [266]. However, the
result on Table 6 confirms that this deficiency is largely compensated for by the histogram representation
approach of BOVW and the spatial pyramid included in the image modelling for the elimination of spatial
incoherency.
Table 5 also shows that how the accuracy of the 3 image collections increases in response to
increments in the number of neurons at the output layer of the Stacked-Autoencoder, thus showing the
benefit of the adaptive BOVW modelling over the traditional methods in which the image feature vectors
are fixed in size and cannot be adjusted for performance optimisation.
While Figure 26 suggests that a BOVW Image modelling processes in which Stacked-Autoencoder
is applied at the mage feature extraction stage is more suitable than global image representation via StackedAutoencoder for the automatic annotation of images, the reliance of the codebook development stage of
BOVW modelling process on K-means clustering for the quantisation of the image features into visual
words introduces the need to specify the number of quantisation levels; an information that is usually
unknown [267, 268]. While the commonly used BOVW codebook size is 1000 visual-words [33], there is
a need for a practical means of determining the appropriate number of codebook size for BOVW image
modelling as to ensure reliable image representation [9, 33, 265], since the number of visual-words is
dependent on the dataset [33], the use of an appropriate codebook size during BOVW will avoid surplus
computation overhead and would lead to an optimum classification performance [33].
Furthermore, although the use of spatial pyramids is very intuitive and enabled the StackedAutoencoder with neurons 600-300-150 to achieve accuracies of 85.68%, 82.49% and 79.73% on Class A,
Class B and Class C image collections respectively however, Table 4 and Table 6 however, indicates that
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the elimination of spatial incoherency using spatial pyramids is not effective since the accuracies decreases
as the number of categories increases, thus indicating that there is a need for further research into a more
effective approach for the elimination of spatial incoherency during BOVW modelling which captures the
relationship between the visual words.

3.8 Summary
This Chapter presents a completely unsupervised image classification framework in which image
representations generated via the combination of BOVW and deep feature learning are clustered to reveal
inherent similarities thereby allowing convenient allocation of semantic annotations for the purpose of
eliminating semantic gap from image retrieval, and successfully demonstrates its effectiveness using
experimental image datasets constituted from Caltech-101.
Furthermore, this Chapter shows that the application of Deep Feature Learning via StackedAutoencoder to the image feature extraction stage of BOVW modelling enables the performance of the
image classification framework to be optimised by varying the number of neurons employed at the different
layers of the deep feature learning, resulting in a change in the dimensionality of the image feature vectors
thus yielding better performance than dense-SIFT and SURF. The Chapter also highlights the poor
performance of Autoencoder when directly employed in global image representation for image
classification without fine-tuning. Overall, the average accuracies recorded in all experiment are
occasionally low. This is caused by the K-means algorithm frequently converging to wrong centers during
BOVW codebook development, this problem will be tackled in the next Chapter.
Another problem is the need for the determination of a convenient visual-word codebook size that
adequately represents the diversity of the image collection while ensuring over-fitting is avoided. While the
BOVW codebook size of 25 visual words which was used in this Chapter was obtained by varying the
number of visual words, and picking the number of visual words that produces optimum classification
performance, there is a need for a practical means of determining the appropriate number of codebook size
for the practical implementation of the BOVW based image modelling so as to avoid avoids surplus
computation overhead. This will be investigated in the next Chapter.
While this Chapter has successfully demonstrated the ability of unsupervised image classification
using BOVW Image representation to deliver a convenient means of annotating images with the aim of
eliminating semantic gap during image retrieval, it has also revealed that the use of spatial pyramid as a
means of removing spatial incoherency may not be adequate when a completely unsupervised classification
scenario is desired due to the need for an appropriate level for its implementation, which becomes a
challenge where the nature of the image collection is unknown. This will be investigated in future works.
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Chapter 4
Adaptive Bag-of-Visual-Words Modelling for Image
Categorisation
4.1 Introduction
The BOVW is popular method for Image modelling and has been found to be very useful in the
Unsupervised Image categorisation process [10, 75]. It represents the image with a histogram showing the
number of times the visual words belonging to a BOVW codebook appears on the image [33, 34, 267, 269]
and has been popular in recent image classifications work [270]. However, the codebook development stage
of BOVW modelling has been identified as a very computationally expensive stage because of the need to
handle a very large number of features extracted from images belonging to the collection to be classified.
Furthermore, the number of visual words in a BOVW codebook has a direct influence on the
dimensionality of image BOVW models, and determines how fast and accurate the image classification
process will be [271, 272, 273]. If the number of Visual Words present in the resulting BOVW Codebook
is not optimized for the image collection to be classified, the dimensionality of the image BOVW
representation can become unnecessary long, thus making the classification process inefficient and the
resulting accuracy will be lower than possible. Where the number of visual words is smaller than necessary,
the classification result will be unreliable [271, 272, 273]. Therefore, this Chapter identifies vector
quantisation stage in the BOVW modelling as a process that should be modified in order to optimise the
image categorisation performance, and presents vector quantisation via a batch implementation of Particle
Swarm Optimisation (PSO) as a means of achieving an efficient BOVW modelling of images.
This Chapter is organised as follows: Section 4.2 highlights the benefits of BOVW image
representation in image retrieval applications, and identifies the need for the determination of the number
of quantisation levels during visual codebook development; Section 4.3 describes the proposed adaptive
BOVW technique; Section 4.4 presents the experimental process, evaluates the adaptive BOVW
performance and compares it with the existing BOVW techniques; Section 4.5 discusses the results from
the experiments, and identifies ways by which the results can be improved; Section 4.6 provides a summary
of this Chapter.
The technical contents of this Chapter were presented in two peer-reviewed publications:
I.

Olaode, A., Naghdy, G., & Todd, C. (2015). Bag-of-Visual-Words Codebook Development for
the Semantic Content Based Annotation of Images. Signal Image Technology and Internet Based
System. Bangkok.

II.

Olaode, A., & Naghdy, G., (2020). Adaptive Bag-of-Visual-Words Modelling Using StackedAutoencoder and Particle Swarm Optimisation for the Unsupervised Categorisation of Images.
IET Image Processing, 1-12.
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4.2 The Importance of Codebook in BOVW Image Representation
The BOVW model of an image represents the image with a histogram showing the number of times
the visual words belonging to a BOVW codebook appears on the image [267, 269] and has remained very
popular over the last two decades [87, 243, 244, 245, 246, 247, 248, 249, 269, 274]. However, the need to
process a large number of image features at the codebook development stage of image BOVW modelling
creates a heavy computational overhead [99]. Where the number of visual words present in the resulting
BOVW Codebook is not minimised, the dimensionality of the image BOVW representation becomes
unnecessary long resulting in an inefficient classification process and poor accuracies [267]. Therefore, this
Chapter presents a BOVW Codebook development process in which fast and efficient Vector Quantisation
is achieved through the application of PSO.
In its simplest form, the codebook development stage of the BOVW image modelling is achieved by
clustering available image features into a chosen distinct number of groups and then the centroids of these
groups are taken as the quantisation levels. An important advantage of the application of Deep Feature
learning at this stage is the opportunity to control the number of image features to be collected from each
image in the collection to be processed thus allowing the avoidance of the computational overhead. This is
unlike in traditional SIFT and SURF where the number of image features per image is not pre-determined
or in Dense-SIFT where the number of features per image can be more than 10,000 with no means of
controlling the number of image features.
The most popular method for achieving the required vector quantisation during BOVW codebook
development is the K-means algorithm [267]. In the K-mean algorithm the centroid is the result of several
attempts (iterations) aimed at minimising an overall measure of cluster quality (the objective function) [60].
However, there is need for other alternatives because the large number of image features typically generated
during BOVW codebook development causes the vector quantisation via the K-mean algorithm to be a
computationally intensive [9, 34].
Jurie and Triggs [275] demonstrated that the use of K-means clustering in development of BOVW
codebooks is mainly reliable for handling homogenous image collections but is not adequate for handling
natural object recognition tasks because the latter’s statistics are less uniform [275]. Tirilly et al. [33]
explain that attempts at speeding up the process by replacing K-means clustering with approximate
algorithms often results in noisy visual words [33].
In an attempt to boost the categorisation of a BOVW process, Wu et al. [267] retained the K-Means
algorithm in their proposed vector quantisation algorithm, while replacing Euclidean distance with the
Histogram Intersection Kernel (HIK). However, the accuracies obtained with the application of this
codebook approach is only 2% to 4% better than the accuracies obtained with the traditional approach,
while incurring a significant increment in the computational time needed to complete the codebook
development process, thus making the approach unsuitable for handling large number of images. Therefore,
there is a need for a method that will guarantee good accuracy with minimum computational overhead.
The SOM is an unsupervised Artificial Neural Network Algorithm (ANN) capable of achieving nonparametric clustering of high dimensional data such as image representations [50]. It uses a nonlinear
topological network made up of neurons to achieve unsupervised classification [61], and has been
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recognised to be a constrained form of the K-means algorithm [30]. Its use of randomly initialised nodes at
the beginning of the clustering process rather than randomly picking an initialisation sample from the data
space enables it to outperform the K-means algorithm [60, 275, 276]. However, SOM incurs a significant
computational overhead when the number of samples is very large [277], for this reason it is not suitable
for BOVW codebook development [65].
Another drawback of vector quantisation via K-mean clustering is that the number of quantisation
levels needs to be known at the beginning of the quantisation process [30, 278, 279, 280, 281]. Arbitrarily
choosing a small codebook size may limit the classification process’s discriminative power [138], while a
larger than necessary codebook size will incur surplus processing overhead [272, 282]. Although Tsai [9]
recommended a codebook size of 1000 visual words, the authors explained that the number of visual-words
is dependent on the dataset [9]. Guo et al. [251] also explain that classification performance usually
improves as the Visual codebook size initially increases, but it begins to deteriorate as the codebook size
becomes larger [251]; thus confirming the need to pick a BOVW codebook size that is adequate for the
image collection being classified.
In an effort to improve the performance of Bag of Visual Phrases, Battiato et al. [283] recognised
that better results could be achieved through the inclusion of a step that exploits the nature of the feature
spaces during the codebook generation. Such strategy is implemented in the visual codebook approach
proposed in [140], where the process determines the appropriate number of visual words needed in a
codebook by using a pseudo clustering algorithm [141] to eliminate repeated visual words from an available
visual word set. Although [140] demonstrated the importance of this codebook approach in BOVW image
representation, the authors noted that when applied to a collection with over 10,000 images (such as
PASCAL VOC 2012 training set) the number of visual words obtained is very large (about 4,000).
Therefore, there is a need for further improvement in the efficiency of the BOVW codebook approach.
The X-Mean algorithm proposed by Pelleg and More [284] is a clustering algorithm designed for
overcoming the need for the number of clusters to be specified at the beginning of a clustering process.
Starting with an assumed minimal number of clusters, the X-mean algorithm implements the K-Means
clustering repeatedly with an increasing number of clusters K, while measuring each of the clustering
performance using Bayesian Information Criterion (BIC) until an assumed maximum number of clusters is
reached. At the end of the clustering process, the value of K with the best clustering performance is chosen
as the appropriate value.
The X-Means algorithm was successfully applied to the BOVW Codebook Development by Kersorn
et al. [285]. However, the X-means method of implementing clustering several time in the search for the
appropriate number of clusters is a computationally expensive process, when the number of image features
to be quantised is large and each of the features are represented with high dimensional vectors (50
dimensions and above). Furthermore, the X-Means implementation does not include an explicit method of
avoiding the problem of clustering process converging to wrong centers. Therefore, there is a need to further
explore the behavior of X-Mean Clustering.
Recently, the application of PSO for data clustering has become popular [286, 287, 288, 289]. The
PSO algorithm applies animal group information sharing behaviour to solve learning problems in a large
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data space [286]. Its ability to converge quickly on an optimal solution in a multi-dimensional sample space
makes it an alternative to be considered during vector quantisation of image features to yield a BOVW
codebook. Given a set of data samples X, represented as positions in a multi-dimensional space, the PSO
algorithm attempts to identify best positions to represent the distribution of the samples within the multidimensional space. Where xi, vi, and yi are the current position, current velocity, and the best position found
so far for a particle pi, the particle’s position can be changed in accordance with (13) and (14) [287].
𝑣𝑖,𝑘 (𝑡 + 1) = 𝑤𝑣𝑖,𝑘 (𝑡) + 𝑐1 𝑟1,𝑘 (𝑡) (𝑦𝑖,𝑘 (𝑡) − 𝑥𝑖,𝑘 (𝑡)) + 𝑐2 𝑟2,𝑘 (𝑡)(𝑦(𝑡) − 𝑥𝑖,𝑘 (𝑡))

𝑥𝑖 (𝑡 + 1) = 𝑥𝑖 (𝑡) + 𝑣𝑖 (𝑡 + 1)

(13)

(14)

Where W is the inertia weight, c1 and c2 are acceleration constants, and r1 and r2 are samples from a
uniform distribution [287]. (13) and (14) are repeated in iterations, while the best position is determined
using (15) as shown below [287];
𝑦𝑖 (𝑡)
𝑖𝑓
𝑦𝑖 (𝑡 + 1) = {
𝑥𝑖 (𝑡 + 1) 𝑖𝑓

𝑓(𝑥𝑖 (𝑡 + 1)) ≥ 𝑓(𝑦𝑖 (𝑡))
𝑓(𝑥𝑖 (𝑡 + 1)) < 𝑓(𝑦𝑖 (𝑡))

(15)

The search for optimum clustering solutions using this population-based search approach of PSO has
proven to yield better result than K-Means [287]. However, the traditional implementation of PSO does not
provide an explicit method on how to pick initial solutions. The commonly used approach of randomly
picking initialisation particles from a set containing thousands of samples as it is done in K-Means
clustering (other K-means based clustering) exposes the process to convergence to dead centers or division
of a single cluster into multiple clusters.
Also, like the K-Means clustering algorithm the PSO clustering process does not include the
determination or how to pick the appropriate number of clusters. Therefore, towards the implementation of
PSO without a prior knowledge of the number of inherent groups, this study presents an initialisation
process that presents a surplus number of seeds from which only the seeds that attract adequate number of
samples are selected, thereby solving both the initialisation problem and the determination of the number
of clusters.
Furthermore, for efficient handling of large number of image features during the BOVW codebook
development process, this study also presents batch vector quantisation. Section 4.3 presents a BOVW
Codebook development process in which image features extracted using Stacked-Autoencoder (A Deep
Feature Learning Algorithm) are grouped into batches, after which a unique implementation of PSO is used
to generate adequate number of Visual Words to represent each batch, before all the Visual words are
merged into a single BOVW Codebook.

4.3 The Proposed Adaptive BOVW Codebook Development
In general, the BOVW Codebook development process can be divided into two stages: the extraction
of image features and the quantisation of the extracted image features into Visual words. This section
provides a detailed description of the implementation of Image feature extraction via a 3-Layered Stacked-
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Autoencoder, and the batch vector quantisation process using PSO which yields the visual words and the
BOVW codebook needed for the development of image BOVW representation that adequately considers
the semantic content of the images to be classified, and to ensure good classification accuracy while
minimising computational overhead.

4.3.1 Image Feature Extraction using Stacked-Autoencoder
One of the main reasons for the high computational overhead of vector quantisation via the K-means
algorithm is the massive amount features generated from each image especially when using dense feature
extraction algorithms. The number of image features obtained from an image can be significantly reduced
by taking advantage of the spatial redundancy of images [140], and limiting image feature extraction evenly
spaced locations within the image space by simply dividing the image into tiles whose locations can be
centered on evenly spaced locations within the image space.
The tiles can be derived by moving a window across the image space such that the window is centered
on each of the points (as shown in Figure 10). Optionally, the dimension of the window can also be chosen
such that at any time during the modelling process the new position of the window overlaps with the
previous position. While both overlapping and non-overlapping spatial tiling has been demonstrated to be
effective for in this regard [140], dividing the image into overlapping tiles facilitates an exhaustive search
for content objects during feature extraction thereby supporting object recognition while still limiting the
features obtainable from the image to the chosen number.
All the image tiles obtained from an experimental image collection are used to train the Deep Feature
Learning Algorithm, after which the rows of each tile are concatenated to yield a single vector which is
applied to the input layer of the trained Deep Learning algorithm to produce an image feature representation
[163].

4.3.2 Batch Vector Quantisation
After features have been extracted from all the images in the collection to be classified using the 3layered Stacked-Autoencoder, the image features need to be quantized into Visual Words using PSO.
Although compared to SIFT and SURF, the image features generated for any given image collection with
the Stacked-Autoencoder is considerably less, when the image collection is large, the number of image
features generated using Stacked-Autoencoder may still be numerous enough to cause lengthy computation
during the implementation of the PSO clustering [290]. To ensure fast implementation of the PSO algorithm
when applied to large number of image features (10,000 and above), the proposed BOVW codebook process
groups the image features to be quantised into batches. The use of batch processing also allows the
quantisation task to be divided among multiple computers (or GPUs).
4.3.2.1. Proposed Cluster Initialisation Algorithm: The primary goal of this clustering initialisation
algorithm is to estimate the number of clusters within a set of image features based on the dimensionality
of the image features and distribution of dimensional values. It also provides suitable representations of
these clusters, which can then be fine-tuned by the PSO clustering process. The algorithm achieves these
goals by dividing the image feature’s multidimensional space into regions, identifying active regions. It
then uses average pooling to generate representative samples from the active regions, while ignoring
locations which do not attract any sample (dead centers).
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In dividing the multidimensional space into regions, the initialisation algorithm assumes that the
values of each dimension conform to the normal distribution, and a surplus number of random locations are
generated using the mean and standard deviation of the dimensional values, thereby minimising the
likelihood of presenting closely similar initialisation points. The algorithm then statistically analyses the
number of samples each of these points attracts so as to identify the active points. The implementation steps
for an arbitrary image feature set X are as follows:
Steps
I.

ALGORITHM 1: PSO Clustering initialisation
Calculate the mean m, and standard deviation d of each dimension in set X, and used
them to generate a 5 membered set values as shown in (16) for each dimension in X,
where I is the index of the dimension.
𝑃𝑖 = {𝑚 − 2𝑑, 𝑚 − 𝑑 𝑚, 𝑚 + 𝑑, 𝑚 + 2𝑑}

(16)

II.

From each Pi, randomly constitute a column vector Vi, with length 0.2*𝑁, and
concatenate all the vectors to yield a matrix Y, whose rows represents locations in the
multidimensional space.

III.

Evaluate the Euclidean distances between each row in matrix X, with all the rows in
matrix Y.

IV.

Record the number of times each row in Y scores the minimum Euclidean distance with
a row in X. entre the scores in a vector W.

V.
VI.

Calculate the means and standard deviation of the scores recorded in W.
Ignore any row in Y, whose score is less than mean minus standard deviation, and use
average pooling to represent the rows in X attracted to the same row in Y (rows not being
ignored).
The Matlab implementation of these steps is provided in Appendix II Section A. Although the use of

this implementation of PSO for vector quantisation can reduce thousands image features obtained from a
batch of images into a few hundred visual words, the independence of each batch quantisation can however
result in the occurrence of the same Visual Word more than once in the final codebook when the visual
words obtained from all the batches are then merged in a single set. This problem is tackled using Similarity
analysis in Sub-Section III-C. While the locations identified in Step VI of this algorithm are good enough
for use as the cluster centers, the locations will be improved when applied as the initialization samples for
the implementation of PSO.
4.3.2.2. Image Feature Clustering using PSO: The superiority of PSO clustering over K-Means clustering
lies in its ability to track the movement of each particle, and pick the best location recorded at the end of
the clustering process [287]. Therefore, this implementation of PSO clustering records the set of locations
obtained at the end of each iteration along with their respective measure of fitness.
The measures of the fitness of locations yielded at the completion of an iteration is the sum of the
Euclidean distances between each sample in the set and the swarm particle it is attracted to during the
iteration. Given that the set of swarm fitness recorded during the PSO clustering is D=(d 1, d2, d3 ………
dn), where n is the number of iterations, the set of particles location with minimum fitness value will be
chosen as the cluster centers as shown in (16).
𝐹 = 𝐷𝑚𝑖𝑛

(16)
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If the clustering process is completed in M iterations, each particle is expected to have gone through
̅𝑖 = (𝐷
̅ 1, 𝐷
̅ 2, 𝐷
̅3 … 𝐷
̅ M) contains average
M locations in the multidimensional space. Given that the set 𝐷
distances that the particle has registered at each of its locations, the best location will be the location which
records the minimum average Euclidean distance.

4.3.3 Pseudo-Clustering Algorithm
A common challenge in Unsupervised Machine learning is the need to efficiently identify the number
of inherent groups within a given set of vectors, an example of this problem can be seen at the vector
quantisation stage of the BOVW codebook development. Thus, this study introduces a pseudo-clustering
algorithm, in which a proximity is employed in analysing the pairwise Euclidean distances of the any given
vector set and determines the number of clusters present in the set, and present suitable exemplars for each
cluster.
To prevent the repetition of visual words in a final BOVW codebook, the pseudo-clustering algorithm
generates a proximity matrix for the given set of image feature vectors. This proximity matrix holds the
Euclidean distances between all possible pairing of the vector set. Thus, an m by m sized proximity matrix
will hold all possible Euclidean distances for a set of vectors with m members as shown in Table 5, where
m=5.
Table 5 Proximity Matrix for a set of vectors with 5 members

The pseudo-clustering algorithm assumes every member of the vector set is a potential visual word
and allows any two vectors to exist in the final BOVW codebook if and only if the Euclidean distance
between them exceeds a threshold value. The most important factor in the establishment of the similarity
threshold for the merged visual words set, is the distribution of the pairwise similarity distances. Therefore,
using the proximity matrix, the pseudo-clustering algorithm determines the mean Emean and the standard
deviation Estd as shown in (18) and (19) respectively.

𝐸 = {𝐸1,1 , 𝐸1,2 , 𝐸1,3 … … … . 𝐸𝑁,𝑁 }
𝐸𝑚𝑒𝑎𝑛 =

∑𝑁
x=1,y=1 𝐸𝑥,𝑦

(17)
(18)

𝑛(𝐸)
2

∑𝑁
𝑥=1,𝑦=1(𝐸𝑥,𝑦 −𝐸𝑚𝑒𝑎𝑛 )

𝐸𝑠𝑡𝑑 = √

(𝑁 2 −1)

(19)

To avoid heavy computation during the calculation of E std, this study assumes the set E is a normally
distributed around Emeans and simplifies the calculation of Estd as shown in (20).
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𝐸𝑠𝑡𝑑 ≅

𝐸𝑚𝑒𝑎𝑛

(20)

3

The Matlab implementation of the pseudo-clustering is provided in Appendix II, and the experimental
determination of the similarity criteria is explained in Section 4.4. Figure 26 is the block diagram of the
proposed codebook development framework implemented with 5 batches.

Figure 26. The block diagram illustrating steps of the proposed BOVW Codebook development
approach

4.4 Experiments and Results
Using experiments on Caltech-101 images, this section determines the appropriate statistical estimate
for the similarity criterion, Ethreshold for BOVW codebook development using Unsupervised Machine
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learning via SOM. The Stacked-Autoencoder as a feature extraction algorithm and the PSO as a vector
quantisation algorithm are then independently evaluated against other existing algorithms for BOVW image
modelling.
For the experimental determination of a similarity threshold (E threshold) value for the proposed BOVW
codebook development approach, this study adopts the same 3 image collections used by Huang et al. [3].
In this experiment, 100 images are chosen randomly from each category, and converted to grayscale. To
improve the possibility of capturing objects during the codebook development, overlapping spatial tiling is
employed, where the mask size of 0.25*L-by-0.25*B (L=Length of Image, and Breadth of Image), yielding
36 tiles from each image all which are resized into 40-by-40 pixels.
In each experimental categorization process, the 3-layered Stacked-Autoencoder is trained using all
the spatial tiles obtained from the images in the entire set to be categorized, after which the trained StackedAutoencoder is used to convert each tile in the experimental set to a 100-dimensioned vector. The resulting
set is quantised into Visual Words using the proposed batch process with varying similarity threshold
values. In this experiment, 5000 image features are handled in each batch during the vector quantisation
process. It is common for clustering algorithms to perform hundreds of iterations before attaining
convergence, especially when handling thousands of high dimensional data samples. Therefore, this
implementation of PSO clustering is designed to exit the process after 50 iterations to guarantee efficiency.
To boost categorisation accuracies, spatial incoherency is minimised during the image BOVW
modelling using Level 2 spatial pyramid implementation [79]. Using PLSA, the dimension of the BOVW
representations are reduced to 25 latent topics [74, 75], and the resulting set of image representations are
clustered into the respective number of categories using SOM. After the clustering, each object is annotated
based on the highest object category present in the cluster it belongs, and the accuracy of the process is
evaluated by counting the number of annotations matching the ground truth.

4.4.1 Experimental determination of BOVW codebook visual word similarity criterion
Figures 27 and 28 demonstrates the effects of varying the similarity threshold values between
0.5*Standard deviation to 6 Standard deviation on the number of visual words detected from merged visual
words sets and the corresponding classification accuracies. As indicated by the graphs, optimum
classification accuracy is obtained for each image collection when E threshold is approximately equal to the
three times the standard deviation. This condition is mathematically expressed in (21).
𝐸𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 3 ∗ 𝐸𝑠𝑡𝑑

(21)

The final codebook is initiated using any visual word from the merged set, and progressively adding
other visual words. A visual word from the merged set is added to the final codebook if and only if it does
not record a Euclidean distance less than the threshold value with any visual word that is already in the final
codebook.

Furthermore, the accuracy of the 3 image collections can also be optimized by changing the

number of neurons in the layers of the Stacked-Autoencoder, thus showing the benefit of the adaptive
BOVW modelling over the traditional methods in which the image feature vectors are fixed in size and
cannot be adjusted for improved performance.
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Unlike the traditional BOVW codebook which is typically with 1000 visual words [9], the use of the
proposed PSO based vector quantisation technique yields averages of 8, 10 and 10 visual words for
Collection A, Collection B and Collection C respectively, thereby ensuring that the heavy computation
often associated with BOVW modelling process avoided. As previously discussed in Chapter 3, the
categorisation accuracies can be improved by adjusting the number of neurons in the layers of the of the
Stacked-Autoencoder. In addition to this, the heavy computation created via the inclusion of high dimension

Resulting BOVW Codebook Size

of the spatial BOVW can be reduced using Probabilistic Latent Semantic Analysis (PLSA) [75].
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Figure 27 The graphical representation of variation in the number of visual words detected in
response to the changes in Ethreshold
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Figure 28 The graphical representation of variation in Classification accuracy in response to
the changes in Ethreshold
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4.4.2 A comparison between the modified PSO and other BOVW vector quantisation techniques
This Sub-Section compares the performance of the proposed vector quantisation via modified PSO
clustering with existing methods for the generation of BOVW codebook in the categorisation of Collection.
In this experiment, the proposed batch PSO vector quantisation is applied for codebook development using
the visual word similarity criteria (Ethreshold) of 3*Estd. The values of Ethreshold, Emeans and Estd are all
determined automatically from a proximity matrix on which all possible pairwise similarity distances of the
visual words generated from the batch implementation of the modified PSO are recorded as discussed in
Section 4.3.
The implementation of the traditional K-means and the K-Means + HIK in this experiment both
adopts the number of visual words in the Codebook developed by the batch PSO. While X-Means adopts
the half the value of the PSO codebook size as its minimum and two times of the PSO codebook size as its
maximum. So as to keep the number of visual words low while ensuring efficient classification process,
the size of the Stacked-Autoencoder chosen for each image collection is made to be proportional to the
number of classes each collection; where layers of 500-250-125, 600-300-150, and 1000-500-250 are
respectively used for feature extraction in the implementation of all four vector quantisation methods on
Collection A, Collection B and Collection C. Table 5 is a summary of the performance recorded by the
codebooks developed by these algorithms.
Table 5 confirms the superiority of our proposed PSO based vector quantisation technique over the
notable existing techniques. Due to the evaluation of clustering performance at the end of every iteration
and subsequent comparison of the performances recorded at the end of the clustering process, the PSO
based technique was able to identify much better set of centers unlike the K-means algorithm which limits
its choice to the set of centers obtained at the end of the clustering process.
While the modification of K-Means by substituting Euclidean distance with HIK for vector similarity
comparison yielded improvement in accuracies in Collection A and B, it has failed to record any
improvement with Collection C when compared to the traditional K-Means. However, the proposed PSO
based codebook development has been able to record leading performances across all three collections.
Table 5 A Comparison of the Accuracies Obtained Using the Proposed Batch PSO BOVW
Codebook Development with Other Methods
Vector Quantisation

Collection A

Collection B

Collection C

Modified PSO

89.84%

83.90%

83.43%

K-Means

80.68%

77.54%

82.15%

K-Means + HIK

85.31%

80.21%

81.84%

X-Means

87.44%

80.23%

83.87%
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The X-Means clustering’s approach of varying the number of clusters and evaluating the clustering
performance records better BOVW classification performance than K-Means and K-means + HIK.
However, its lack of proper cluster initialisation method renders its resulting classification accuracies to fall
behind that of the proposed PSO based approach. Furthermore, its approach of implementing clustering
several times also renders the time taken to completion to be 20 times that of the proposed modified PSO,
therefore it is less efficient than the proposed method.

4.5 Advantages and Disadvantages
This Chapter demonstrates the application of PSO clustering in a batch vector quantisation process
for the development of BOVW codebook, thereby enhancing the efficiency when compared to traditional
BOVW codebook development. The inclusion of a novel cluster initialisation technique also enables the
automatic determination of the appropriate number of quantisation levels thereby allowing the BOVW
image modelling process to respond to the image diversity.
As shown in Table 5, the ability of proposed PSO based BOVW codebook development approach to
determine the appropriate number of visual words for the image modelling process ensures optimum
classification performance since it avoids misclassifications which may arise due to the use of a number of
visual words lower than necessary and by avoiding overfitting.
In addition to the superior accuracies recorded with the modified PSO, the time taken to complete
the classification is also much shorter than the time recorded by the traditional approach (using K-means
algorithm). Using a Personal Computer with 16GB RAM and 3.40GHz CPU, it took an average of 1655
seconds to complete each of the classification experiments where the adaptive BOVW codebook approach
is used, while an average completion time of 5783 seconds was recorded when the traditional codebook
development approach was employed. These results confirm the superior efficiency of the proposed method
over the traditional method and can be improved upon through the application of a parallel computation
process in which each batch of the image is process separately thereby allowing the time required for the
generation of the BOVW codebook to be significantly reduced.

4.6 Summary
This Chapter proposes a unique implementation of PSO which is designed for improving the
efficiency of BOVW codebook development. The proposed algorithm’s use of batch vector quantisation
via a unique implementation of PSO and a pseudo-clustering algorithm in the development of the BOVW
codebook enabled a significant reduction in computational load, when compared to traditional BOVW
codebook development.
Perhaps, the greatest benefit of the approach is its scalability, which allows its computation during
image modelling to be proportional to the number of images to categorised. In addition, the experimental
results demonstrate that the misclassifications experienced due to the wrong choice of the number of visual
words is avoided using this adaptive BOVW modelling, thus confirming the applicability of the proposed
image modelling approach to the semantic content-based annotation of the images. Furthermore, the
adoption this adaptive BOVW codebook development approach is an important step towards the
implementation of Incremental Learning, since it employs a codebook development approach whose visual
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words set can increase in quality and quantity [211].
The proposed BOVW modelling approach enabled a practical implementation of unsupervised
categorisation of the simple images in the Caltech Object Categories. However, its performance on a
Complex Image Collection such as PASCAL VOC 2012 training set can be made possible through the
inclusion of the detection of multiple objects within each image during modelling. Therefore, future work
will investigate methods for detecting and encoding the multiple objects within an image during BOVW
modelling of the images in a large collection.
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Chapter 5
Elimination of Spatial Incoherency using unsupervised region of
interest detection
5.1 Introduction
The Bag-of-Visual-Words image representation has been popular in image retrieval research for the
last decade. However, its performance is often affected by the absence of spatial information of the extracted
image feature, thus creating spatial incoherency. Existing techniques for the inclusion of spatial information
in the BOV modelling of images have proven to be very effective for the supervised categorisation of
images, while recording limited success when applied to the unsupervised categorisation of images [35].
Therefore, this Chapter presents Visual Phrases and Visual Sentence Modelling built on Image Region of
Interest (ROI) detection as a means of eliminating spatial incoherency from Bag-of-Visual-Words
modelling and demonstrates its effectiveness in the unsupervised classification of Caltech-101 Images.
This Chapter is organised as follows: Section 5.2 explains the concept of spatial incoherency in
BOVW image representation, and introduced some existing methods of overcoming it; Section 5.3
introduces the concept of Region of Interest detection; Section 5.4 explains the visual sentence modelling
using unsupervised ROI detection; Section 5.5 provides a detailed description of the detection multiple
ROIs using Discrete Cosine Transform; while Section 5.6 demonstrates the effectiveness of the visual
sentence modelling process on the annotation of Caltech-101 and PASCAL VOC 2012 images. Section 5.7
analyses the results from the experiments, while a summary of this Chapter is provided in Section 5.8.
The technical contents of this Chapter were presented in three peer-reviewed publications:

I.

Olaode, A., Naghdy, G., & Todd, C. (2015). Unsupervised Region of Interest Detection using
FAST and SURF. Third International Conference on Signal, Image Processing and Pattern
Recognition. Sydney.

II.

Olaode, A. A., Naghdy, G., & Todd, C. A. (2015). Efficient Region of Interest Detection using
Blind Image Division. Signal Processing Symposium. Debe, Poland.

III.

Olaode, A., & Naghdy, G. (2018). Elimination of Spatial Incoherency in Bag-of-Visual-Words
Image Representation Using Visual Sentence Modelling. International Conference on Image and
Vision Computing New Zealand (IVCNZ). Auckland.

5.2 Spatial Incoherency
A common obstacle to the use of BOVW in image categorisation is the loss of accuracy due to the
spatial location of the visual word being ignored during the modelling process [142]. Towards including
spatial information into the BOV modelling process as a means of limiting the effect of spatial incoherency
on categorisation accuracy, Lazebnik et al. [79] proposed the spatial pyramid proposed approach. In [35]
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however, the authors noted that the application of spatial pyramid as a mean of introducing spatial
information in BOV modelling is largely successful in the domain of supervised image categorisation
(where it recorded accuracies of 96.86%, 92.79%, and 83.90% respectively for 4, 8 and 12 categories image
collections constituted from Caltech-101 images), and is not adequate for the unsupervised categorisation
of image collections with high and medium complexity (where it recorded accuracies of 72.00%, 71.40%,
and 54.34% respectively for 4, 8 and 12 categories image collections) [35], thus, motivating a search for an
approach that is more suitable for unsupervised image categorisation. Further improvement in performance
can be achieved through the inclusion of spatial pyramid in the BOVW modelling process [79], or the use
of Random Field [10, 78], such methods have proven to be very effective for the supervised categorisation
of images, while recording limited success when applied to the unsupervised categorisation of images [35].
Perhaps, the foundation for such methods can be found in visual phrases [142, 144, 145], and visual
sentences [33] which have been presented as image concepts that represent the relationships between visual
words. Such relationship provides a likely means of including spatial information during BOVW modelling,
thereby eliminating the spatial incoherency often associated with the BOVW Modelling.

Therefore, this

Chapter proposes the capturing of local relationship between visual words using Region of Interest (ROI)
detection to identify visual words that typically co-occur in important image regions.

5.3 Unsupervised Region of Interest Detection
An image’s ROI can be defined as the highly probable rectangular region (or regions) of object
instances in the image [3], therefore, the detection of the ROI of images has been recognised as an important
step in video analysis [291, 292] for the compression of videos. The application of ROI detection also
enables the differentiation between an image’s background and its foreground, thus providing a viable
means for limiting the mathematical modelling of images to only relevant for image sections that provides
classification information [293, 294]. This study therefore considers its application to image classification
a means by which reliable image annotation can be achieved in image retrieval.
While it is possible to detect an image’s ROIs through the application of Supervised Machine
learning, such approach is often challenged by the need for prior information regarding desired image
feature patterns within the image collection, thus making unsupervised learning a more attractive option [3,
295]. Existing unsupervised ROI determination algorithms often require extensive and computational
search within an image space during the search for the desired regions [3].
Huang et al. [3] demonstrated a supervised detection of image ROI via the computation of denseSURF over the unlabelled image [3], and Kim et al. [296] also proposed an unsupervised ROI detection
approach that uses iterative choosing of exemplars from the given dataset. However, the computation
requirement of these approaches has the potential to make them inefficient when applied to the management
of a large image collection. The use of interest points in the determination of an image’s ROI was also
demonstrated in [197] and [293]. However, the use of these approach will incur significant computation
overhead, when it is applied to images with highly cluttered background [293], therefore, are not
appropriate for image retrieval purposes. An alternative approach was presented in [141], where the image’s
ROI detection was efficiently achieved via blind division.
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In [293], this study examined the use sparse features in the unsupervised determination of image
ROIs. The approach maximises the number of the number of interest points detected within a sample image
through the use of the combination of FAST corner detector and SURF detector as shown in Figure 29 and
identifies the keypoints belonging to an ROI by their locations and description.

Figure 29 Unsupervised Region of Interest detection using FAST and SURF

Furthermore, in [141], this study also examined the use of blind image division as a means of
achieving a more efficient of achieving an unsupervised detection of ROI than the method described in
[293]. As outlined in the block diagram shown in Figure 30, an image is divided into cell divided into 10
by 10 cells, after which the Texture description of each image cell is represented by a 9-dimensional vector
[297]. The number of inherent groups is identified based on locational coordinates using the pseudo-
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clustering algorithm, and the keypoint locations are quantised into the number of regions identified. After
the determination of the number of inherent regions, each of the feature region is represented by the texture
description of the cell which coincides with their location. Thus, the use of SURF and FAST points at this
stage ensures that any prominent object is located even when it is not centrally positioned in the image
space.
By comparing the texture descriptions corresponding to keypoint regions with the texture
descriptions of the image’s 100 cells, the proposed algorithm identifies repeated texture patterns among the
keypoint regions. To achieve this, the proposed algorithm develops an N+1 dimensioned histogram for the
image, where each of the dimension corresponds to the frequency of occurrence for an image feature
region’s texture pattern. The maximum acceptable Euclidean distance for a sample an image cell to be
considered similar to one of the image regions is the maximum Euclidean distance recorded on the image
features regions’ proximity matrix. Any texture pattern whose Euclidean distances from all the regions’
texture descriptions is much higher than the other is regarded as unknown and placed in the extra dimension.

Figure 30. The block diagram illustrating steps of the algorithm for the Unsupervised ROI
detection using blind image division
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Where F = (𝑓1 , 𝑓2 , 𝑓3 , … … … . . 𝑓𝑁+1 ) is the set of frequencies recorded during the count, any pattern
whose frequency 𝑓𝑥 is greater than mean frequency plus standard deviation is regarded as repeated too
often, therefore should be discarded. The result of this process is shown in Figure 31.

Figure 31 Unsupervised Region of Interest detection using blind image division

While these two methods (and others before them) successfully determines the ROI within an image
by minimizing the effect of background information on the image modelling, they are highly susceptible to
occlusion, do not provide support for the detection of multiple objects within an image and therefore not be
adequate for capturing the spatial relationship between image features during BOVW modelling.
Furthermore, the use these spatial domain analysis methods in the determination of ROIs relies
heavily on the comparison of the image regions using the computation of Euclidean distances, which can
be fairly unreliable [139], and may lead to significant amount of misclassifications. The use of Euclidean
distance (or any other similarity measurement) in the determination of image ROIs can be avoided using
image frequency domain analysis such as Discrete Cosine Transform (DCT), Discrete Fourier Transform
(DFT) or Discrete Wavelet Transform (DWT).

5.4 Visual Sentence modelling using Unsupervised Multiple Region of Interest
Detection
Visual Phrases represents two or more visual words that typically appear together within an image
collection, therefore possess the potential to generate better image representation than visual words due to
their attention to co-occurrence [144, 298, 299], and the potential to capture spatial relationship between
visual words [142]. Using Descriptive Visual Words (DVWs) and Descriptive Visual Phrases (DVPs), In
Zhang et al. [144] recorded 80% precision in image retrieval and object recognition task, while
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outperforming the traditional visual words by 19.5%. The potential of Visual phrase to provide spatial
information was demonstrated in Zhang et al. [142] where spatial information encoded by using geometrypreserving visual phrases to models spatial interactions between the visual words. However, most of these
visual phrase-based approaches typically introduce spatial information after developing the BOV models
thus may not be adequate when handling large and complex image collections.
In Pedrose and Traina [145], the authors successfully encoded spatial information during the visual
phrase modelling process by using N-grams, thus generating visual phrases that captures the semantics in
the visual word combinations. Tirilly et al. [33] also proposed the use of image representation known as
visual sentences that considers spatial relationship between visual words by reading them in certain order.
However, the imposition of structures by these approaches leads to classification algorithms to see the
rotated copy of an image as a different image (does not support ignores rotational invariance) and is
sensitive to image occlusion, therefore may not be suitable for unsupervised categorisation of images.
The application of ROI detection to image modelling minimises the effect of the image’s background
on the process by providing a viable means for limiting the mathematical modelling of images to only
relevant for image sections that provides classification information [293]. In addition to this, computing a
histogram of features (such as BOV) on a ROI will always result in the same value irrespective of the
rotation of the ROI, thus, the use of ROI in capturing visual phrases is immune to image rotation.
The detection of multiple ROIs in an image allows capturing of multiple distinct image regions.
Where this is applied to an unsupervised image categorisation, misclassification due to occlusion is avoided
since multiple option ROI is available for the classification. Therefore, this study presents the detection of
multiple image ROIs as a means of identifying visual words that typically appear together, thereby
capturing spatial relationship that is immune to image rotations and occlusions. While ROI detection has
been recognised as an important step in video analysis for the compression of videos, its application in
image retrieval has received limited attention. Although, it is possible to detect an image’s ROIs through
the application of Supervised Machine learning, such approach is often challenged by the need for prior
information regarding desired image feature patterns within the image collection, thus making unsupervised
learning a more attractive option [2, 295]. This Chapter introduces the use of unsupervised Region of
Interest Detection as a means of limiting the BOVW modelling to important regions within an image space.
Image analysis via DCT (Discrete Cosine Transform) for the identification of image components to
be discarded is an important step in image compression [300]. The DCT expresses a finite sequence of data
points in terms of a sum of cosine functions oscillating at different frequencies. Although the DCT is
comparable to DFT (Discrete Fourier Transform), it differs in that it uses only real numbers and it is often
preferred ahead of DFT for image compression due to its superior energy compaction. While DWT
(Discrete Wavelet Transform) is a computational efficient approach for the frequency domain analysis of
an image, the DCT provides a much simpler method. This study, therefore, adopts ROI detection via DCT
as the means by which it identifies relevant image regions within an image space, the visual phrase detected
within the ROIs are then combined to create a visual sentence that coherently describes the image. A
detailed description of the proposed spatial incoherency elimination approach is presented in Section 5.5.
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5.5 The Proposed Approach for the Removal of Spatial Incoherency from BOVW
Modelling
The inclusion of spatial information of visual words during the BOV modelling of image ensures that
spatial incoherency is eliminated, thereby allowing the unsupervised categorisation of image to achieve
better accuracy than what is obtained using existing method, where the effect of spatial incoherency was
merely minimised. To achieve the elimination of spatial incoherency, this Chapter proposes image
modelling using descriptive visual sentence generated via unsupervised image ROIs detection. A block
diagram of the proposed modelling algorithm is shown in Figure 32.

Figure 32. The block diagram illustrating steps of the proposed Visual Sentence Modelling
algorithm

5.5.1 Unsupervised ROI detection from Images
As shown in Figure 33, the first step of the proposed framework is the attempt to identify regions
containing an object or part of an object using unsupervised detection of the multiple ROIs. This is achieved
by dividing each image into 3 sets of N-by-N overlapped spatial tiles using a mask whose dimensions are
0.5L by 0.5B, where L and B are the length and breadth of the image. A total of 16 tiles are generated from
an image in this manner. To ensure uniformity, the spatial tiles generated by these masks are resized into
the same dimension.
The tiles containing relevant pattern are identifies by computing DCT over the three RGB component
of each tile. In this approach, the frequency domain representation of a tile is calculated using 2D DCT as
shown in (22), where the dimension of the tile is given as N by M image, the location of each pixel in the
2-dimensional spatial domain is i and j, while the position for each entry in the frequency domain is
described by u and v [301].
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Figure 33. A demonstration of 16 spatial tiles obtained by dividing a sample image of Airplane
chosen from Caltech-101 categories
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With all the tiles from an image converted to frequency domain representation using 2D DCT, the
number of frequency components needed to carry the information in a tile varies from tiles to tiles. The
distribution of each tile’s frequency component values can be represented by the standard deviation
shown in (23). Where

𝜎 as

𝜎𝑥𝑅 , 𝜎𝑥𝐺 , and 𝜎𝑥𝐵 are the three standard deviations obtained from the RGB

components of tile named x,

𝜎𝑥 is the sum of the three standard deviations which is recorded in the set 𝜑

as shown in (24), where z is the number of tiles obtained from the image.
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Appendix III-Section A illustrates sample images, their respective tiles along with the standard
deviations of the frequency domain components of the image and the tiles. The numbers shown in
Appendix III suggests that images with single objects and uncluttered background possess higher standard
deviations than images with multiple objects and cluttered backgrounds. Furthermore, the numbers also
indicate that while the ROIs of an image with uncluttered background are easily identified to be the tiles
with the least standard deviations, the automatic identification of images with cluttered background requires
that the complexity of the image be considered as factor. Figure 34 and 35 shows the ROIs detected
respectively from images with cluttered and uncluttered backgrounds.
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Figure 34 An illustration of the ROI detected from an image with uncluttered background by
selecting the 4 smallest standard deviations

Figure 35 An Illustration of the four ROI detected from an image with cluttered background by
selecting the 4 smallest standard deviations

Towards allowing the proposed unsupervised ROI detection algorithm to respond to image
complexity, this study introduces a partial variation function which considers the standard deviation image’
s frequency component’s standard deviation S and employs constant K = 150 as shown in (25), where the
mean of the set

𝜑

is adjusted based on the standard deviation of the image’s frequency domain

components, and the adjusted mean is used to compute the mean deviation mx of each value in the set

𝜑.

The mx values are recorded in the set M shown in (26).

𝑚𝑥 = 𝜎𝑥 − 𝐾⁄𝑠 ∗

∑𝑧−1
𝑦=1 𝜎𝑦

𝑀 = {𝑚1 , 𝑚2 , 𝑚3 … … . 𝑚𝑧 }

𝑧

(25)
(26)

The ROIs are then identified as the tiles with the least mean deviations on the M set. The Matlab
implementation of these unsupervised ROI detection steps are presented in Appendix III Section A. The
four ROIs detected from the sample image of an Airplane class using this process is illustrated in Figure
36. While it is possible to establish a benchmark mean deviation value for identifying a ROI, it is simpler

92

to allow the same number of ROIs from each image in a given set , while allowing the process to drop non
relevant ROIs after comparison with ROIs from other images within the same set. Further demonstration
of the results obtainable from sample images chosen from Caltech-101 objects categories and PASCAL
VOC training sets are shown in Appendix III.

Figure 36. A demonstration of the content of four ROI detected from sample images of Airplane
chosen from Caltech-101 categories

5.5.2 Bag of Visual Words Modelling of Image ROIs
The first stage of the proposed visual sentence modelling process develops a BOV codebook, with
adequate attention paid to the nature of the image collection to create a BOV model for the image’s ROIs.
The interesting regions from all the images in the experimental set are collected into a set, each of these
regions is treated as independent image from which image features are extracted and all the features
obtained from the set are quantised into M number of visual words belonging to a BOVW codebook of the
image set, using an adaptive technique based on Particle Swarm Optimisation to avoid the high
computational overhead associated with Vector Quantisation via K-means Clustering, while ensuring that
each visual word in the codebook is distinct, thereby capturing the image content diversity in the given
image collection.

5.5.3 Bag of Visual Phrase Modelling of Images
The resulting set of BOVW representations of the image collection contains re-occurring patterns
which can be detected by clustering them into a finite number of clusters and annotated based on common
keywords using CRM [236, 237, 238]. These co-occurring patterns are called Visual Phrase, and the cluster
containing the Visual Phrase pattern is allocated a semantic label if and only if it exceeds a homogeneity
threshold.
The homogeneity of a cluster can be measured by generating a histogram of the semantic concepts
occurring in the cluster, and labelling based the cluster based on the semantic concepts that exceeds a
specified benchmark. It is enough to label a cluster based on the object that appears most frequently in the
cluster and appears in more than a specified percentage of the regions in the cluster. This condition can be
expressed mathematically as show in (27), where the H is histogram representing the occurrence of specific
semantic concepts or keywords in the cluster.
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𝐻 = [ℎ1 ℎ2 ℎ3 … … . ℎ𝐿 ]

(27)

Then for a semantic concept X to be accepted as the cluster label, its number of occurrences hx in the
cluster must satisfy (28).
ℎ𝑥
∑𝐿𝑦=1 ℎ𝑦

≥ 𝐻𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

(28)

For simple images containing a single object such as the image from the Caltech-101 collection, the
visual sentence can be reduced to a single word by taking the most frequent label in the sentence, while all
the labels carried by the regions of a complex images such as the images belonging to the PASCAL VOC
2012 are included in the final annotation.
Limiting the number of clusters to the number of semantic categories will adversely affect the
categorisation accuracies because the division of an image containing an object into regions may yield two
or more dissimilar ROIs from the image, as can be seen in Figure 37, where the 4 ROIs obtained from a
sample image of a beaver, captures different parts of the Beaver due to the object covering more than 75%
of the image’s area. Since clustering is entirely based on similarity of the samples to be clustered, these
items will not be placed in the same clusters. For this reason, the number of clusters is made much higher
than the number of object categories.
Since the actual number of the clusters available in the set is unknown, the clustering is done in two
or more iterations. In the first iterations, the BOVW set is clustered into a chosen number of clusters, after
which the clusters whose homogeneity exceeds the Hthreshold, are labelled, while the members of the clusters
whose homogeneity falls below the threshold are merged into a single group to be re-clustered in the next
iteration. This process is repeated until no there is no cluster exceeding the homogeneity threshold. The
ROIs belonging to clusters whose homogeneity falls below the acceptable value are considered to represent
image backgrounds and are therefore discarded. A detail implementation of this clustering is presented in
Appendix III Section II. The effect of this unsupervised ROI detection framework on an unsupervised
classification of image collections [35] constituted from Caltech-101 image dataset is evaluated in Section
5.6

Figure 37 An illustration of the ROI generated from a sample image showing different parts of
the object
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5.6 Experiments and Results
This section examines the performance of the proposed Visual Sentence Modelling in comparison to
Spatial pyramid in the elimination of spatial incoherency from BOVW image representations designed for
the annotation of images via Unsupervised Machine learning. The effectiveness of the unsupervised image
categorisation implemented during the image annotation process is also evaluated in comparison to the
unsupervised categorisation of images via Hypergraph partitioning propose by Huang et al. [3]. In all
experiment, the image feature extraction is achieved with the aid of a 3-layered Stacked-Autoencoder.

5.6.1 Evaluation of visual sentence modelling with Caltech-101 experimental set
In the first experiment, 20 categories are chosen from the Caltech-101 object categories to constitute
10 experimental image collections ranging from 4 to 20 image categories. Starting with an image collection
which consists of airplane, motorbike, face, and watch, the image collection is progressively increased to
include car, ketch, butterfly, crab, revolver, sunflower, beaver, bonsai, chair, dalmatian, elephant,
helicopter, pizza, rooster, ball, and umbrella to form a new experimental collection.
For each experimental collection, 100 images are randomly chosen from each category from the
available images in the Caltech-101 set. Each image is divided into 16 overlapping tiles, and 4 tiles are
chosen to be the ROI using the proposed unsupervised ROI detection approach, after which the ROIs are
converted to vectors with the aid of the adaptive BOVW image representation approach presented in the
previous Chapter. The resulting set of BOVW representations from the entire collection is clustered into 8
times the number of object categories in each iteration using SOM. The homogeneity threshold for semantic
labelling of the clusters is 90%. The results from the use of two mask sizes; 0.25D (0.25*Image Length by
0.25* Image Breadth), 0.5D (0.5*Image Length by 0.5* Image Breadth), and 0.75D (0.75*Image Length
by 0.75* Image Breadth) on the image collections are graphically shown in Figure 38.
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Figure 38 The effect of increasing the number of image categories on classification accuracy
during Visual Sentence Modelling
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Figure 39 graphically shows the accuracies obtained in the classification of experimental image
collections with increasing number of image categories. The result suggests that any mask size less than
0.25D may not give a reliable classification result. While 0.75D mask size can achieve good result by
covering approximately 60% of the image area, its use on complex images containing multiple object may
not encourage isolation of individual object. For these reasons 0.5D mask size which covers 25% of the
image area is preferred.
The second experiment uses the experimental set that was previously used in Chapter 3 and Chapter
4. Since the image classification framework is completely unsupervised, accuracy of the process is
evaluated by comparing the resulting labelling of the image with the ground truth. This experimental
process is repeated 5 times for each image collection and the average accuracies are recorded as shown in
Table 6.
The accuracies recorded from the use of the 0.5D mask size is compared with the accuracies recorded
via elimination of spatial incoherency via Level 1 Spatial Pyramid in Table 6. The Table also includes the
performances of hypergraph partitioning [3] on the same experimental dataset. The results confirm the
superiority of the Visual Sentence modelling over spatial pyramid for the elimination of spatial incoherency
and indicates that the performance of the combination of visual sentence modelling and SOM performs
better than the unsupervised categorisation via hypergraph partitioning.

Table 6 A Comparison Between the accuracies obtained via Adaptive BOVW Modelling and
Hypergraph Partitioning
Collection

Spatial Pyramid

Visual Sentence

Hypergraph Partitioning

Modelling

[3]

A

86.23%

99.66%

98.53%

B

83.42%

99.66%

97.38%

C

81.20%

99.21%

96.05%

5.6.2 Evaluation of visual sentence modelling with PASCAL VOC 2012 training set
The experimental image collection chosen for the evaluation of the proposed image categorisation
approach is the PASCAL 2012 VOC, in which each object in the collection contains multiple object of
interest. These objects of interests belong to the following 20 object classes Aeroplane, Bicycle, Bird, Boat,
Bottle, Bus, Car, Cat, Chair, Cow, Dining Table, Dog, Horse, Motorbike, Person, Potted Plant, Sheep, Sofa,
Train, and TV Monitor [52]. Figure 39 is an illustration of a sample image from the PASCAL VOC 2012
training Images showing two objects: “person” and” TV Monitor”. The Figure also includes the four ROIs
detected from the image. More results of the application of the proposed unsupervised ROI detection on
PASCAL VOC 2012 images are available in Appendix III.
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Figure 39 A sample image from PASCAL VOC 2012 containing "TV Monitor" and "Person",
along with the 4 ROIs detected from the image
Using the first 3000 local image patterns obtained from the collection, a 3 layered StackedAutoencoder is trained to convert local image patterns to 300 dimensioned feature vectors. The training
was completed in 23 hours 35 minutes on a PC with 16GB RAM and 3GHz processor, and the trained
Stacked Autoencoder is used as the image feature extractor for the BOVW modelling of the ROIs.
The BOVW representation of all the ROIs obtained from the collection are clustered into 100 groups
using SOM, and the resulting clusters are labelled in accordance with the keyword whose numbers of
occurrence in the cluster exceeds 50% of the total number of tiles in the cluster, after which the evaluation
process then compares the number of times the labelling matches the ground truth (which is the labelling
provided by the PASCAL 2012 organisers). Since the image classification framework is completely
unsupervised, the accuracy of a completed categorisation process is measured by counting the percentage
number of its annotations that matches the Ground truth. The annotation of the images and the evaluation
of the annotation is implemented using the Windows Powershell Script presented in Appenix III Section C.
The BOVW based unsupervised categorization framework presented in [302] successfully eliminated
the spatial incoherency commonly associated with BOVW using unsupervised Region of interest detection,
and Cross-Region Matching [236], therefore provides a suitable means of demonstrating the benefit of
BOVW. The Table 7 confirms the superiority of the unsupervised image classification built on the adaptive
BOVW and SOM clustering [302] over the unsupervised image classification via hyper-graph partitioning
in the classification of images with multiples objects.

Table 7 A comparison of the accuracies recorded from the use of the proposed BOVW
Image Modelling approach on the categorisation of the training set for the PASCAL VOC
2012 Images
Method

Accuracy

Huang et al. [3]

71.33%

Proposed Method

73.93%
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5.7 Advantages and Disadvantages
In general, the superior performance of the visual sentence mainly due to its ability to breakdown
images into component before the application of unsupervised classification. The image division ensures
that an image can be a member of multiple clusters, thus allowing the detection of multiple objects in a
complex image and allowing ROIs with similar patterns to be grouped together thereby revealing the
semantic content of the images and creating an opportunity for automatic image annotation.
More importantly, the results in Table 6 and Table 7 confirm the ability of the proposed visual
sentence modelling to successfully eliminated the spatial incoherency commonly associated with BOVW
using unsupervised ROI detection, and confirms the superiority of the unsupervised image classification
built on the adaptive BOVW and SOM clustering over the unsupervised image classification via hypergraph partitioning.
Furthermore, the time taken to complete the training of the Stacked-Autoencoder for the feature
extraction from the PASCAL VOC 2012 training set is too long, and did not allow further experimentation
into the possibility of improving the classification result by changing the number of neurons in each layer
of the Stacked-Autoencoder. Therefore, there is the need for further experimentation on the PASCAL VOC
2012 in which the Stacked-Autoencoder training is implemented faster using GPU. The implementation of
the image feature extraction using GPU will also ensure higher classification accuracy since it would allow
the Stacked-Autoencoder to be trained using all the 69,000 tiles obtained from the image collection instead
of just the first 3000 tiles which was used in the experiment.

5.8 Summary
Towards the elimination of semantic gap in image retrieval, this Chapter presents an extension of the
BOVW image concept in the form of the image Visual Sentence modelling, where an image to be annotated
is broken down into regions from which some regions are chosen to be the image’s ROIs based on the result
of the 2D-DCT analysis of the regions. The chosen regions are then used for the Visual sentence modelling
of the image for the semantic content-based annotation of the image.
The proposed visual sentence modelling successfully incorporated the extraction of feature from
Caltech-101 image with the aid of Stacked-Autoencoder. However, the use of Stacked-Autoencoder in the
extraction of features from PASCAL VOC 2012 images recorded limited success due to the significant
computational overhead created by the size of the collection. This challenge creates a bottleneck for the
application of the approach to large image collection, therefore, there is a need for investigation into the
hardware implementation of Stacked-Autoencoder training via GPU for image feature extraction in BOVW
modelling of images.
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Chapter 6
Large scale Image Annotation using a Combination of
Supervised and Unsupervised Machine Learning
6.1 Introduction
The annotation of images is an important step in Semantic-Content Based Image Retrieval, especially
when the image collection contains millions of images such as the ImageNet 2012 image dataset. Although
Unsupervised Machine learning implemented via BOVW/Stacked-Autoencoder was developed and tested
in previous Chapters, its successful application to the semantic annotation of a collection containing
millions of images and thousands of objects requires a Machine learning model with larger learning capacity
is needed [163]. Furthermore, the use of Softmax regression in the implementation of Supervised Machine
Learning has become popular in Machine Learning Research, therefore, this Chapter includes the
Supervised Machine learning via Softmax regression into the image annotation framework, thus allowing
some prior knowledge to be used in the model’s training with the aim of reducing the complexity created
by the size of the image collection.
This Chapter recognises the multi-class classification ability of Softmax and adopts it as the means
of providing the much-needed Supervised Learning in the image annotation framework. Furthermore, since
the number of classes for which the Softmax layer is trained depends on the number of categories detected
during the Unsupervised learning, there is the need to minimise the number of redundant classes during the
supervised classification stage of the proposed model. This Chapter identifies Network regularisation via
dropout as the effective means for the limiting the neuron in the Softmax layer to relevant neurons [303,
304], and proposes a dropout scheme based on Bayesian probabilities of the neurons.
The rest of this Chapter is organised as follows: Section 6.2 presents an overview of the application
of Machine learning in Image annotation; Section 6.3 explains how the proposed combination of supervised
and Unsupervised Machine learning achieves image annotation; while Section 6.4 demonstrates the
effectiveness of the approach on ImageNet. Section 6.5 discusses the results from the experiment, while
Section 6.6 provides a summary of this Chapter.

6.2 Image Annotation using Machine Learning
Unsupervised Machine learning has been recognised as the effective means of grouping images in a
collection so as to reveal the frequently occurring image content patterns within the collection, thereby
allowing the convenient semantic annotation of the images in the collection. While such application of
Unsupervised Machine learning is beneficial for the annotation of images already present in an image
repository [194, 195], there is a need for an effective method for annotating and indexing new images
arriving into the repository.
After the completion of the image annotation aided by the Unsupervised Machine Learning, the
annotated images can be used as training samples in the implementation of Supervised Machine Learning,
and the Machine learning model trained is such manner can be used to annotate any new image coming into
the repository [197, 305]. Furthermore, where the number of image in the repository is too large to be
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conveniently clustered (via SOM) during the application of the Unsupervised Machine Learning, a fraction
of can be selected to be clustered and annotated, thereby creating the training samples for the rest of the
images in the repository.
Classification with a large number of classes has become a popular challenge for the application of
Supervised Machine learning [306, 307], and the use Softmax regression for achieving such classification
has been found to be effective in areas such as machine vision, natural language processing, and
Recommendation [308]. The Softmax regression is a single-layered fully connected neural network, which
assumes that the probabilities of categories in a classification process are logistic regressions [307]. Where
a set of image representations vector V are to be classified into K categories, the Classifier trains a set of K
Neurons, to produce a matrix W and b, (where the columns of the matrix are the weights of the neurons,
and b is bias vector) as shown in (29).

𝑋 = 𝑊𝑇𝑉 + 𝑏

(29)

Given a test input v, Softmax regression estimates the probability P(y=k|v) of the class label taking
on each of the K different possible values. Where 𝑤𝑖 ∈ 𝑊, the Multinomial Logistic Regression is
achieved as shown in and (30) [157].

𝑃(𝑤𝑖 ) =

𝑒 𝑣∗(𝑤𝑖)

𝑇

𝑣∗(𝑤𝑖 )
∑𝑘
𝑖=1 𝑒

𝑇

(30)

In this way, the Multinomial regression yields K estimated probabilities. This Chapter presents an
image classification framework in which image modelling is achieved using unsupervised learning via a
combination of Bag-of-Visual-Words and Stacked-Autoencoder, while the semantic labelling of the images
is implemented using supervised learning with the aid of Multiclass Classification provided by Softmax
Regression.

6.3 The proposed Image Annotation Framework
As explained in the previous section, this chapter achieves Supervised Learning using Softmax
classifier, where the Softmax layer is trained using samples annotated with the aid of Unsupervised Machine
learning. The ability of Deep Learning Networks to generate higher level abstractions from input data
through a hierarchical learning process [78, 79] has been found to be useful in generating image
representations for classification purpose [167, 176, 182].
While the CNN is perhaps the most popular of among the Deep Learning Network algorithm, due to
the remarkable results its application has achieved in image retrieval [163], however, these successes comes
at heavy computation cost, which limits its application to system with high hardware resources [255].
Therefore, this Chapter presents image feature representation using Stacked-Autoencoder as an alternative
for system with limited hard-ware resources.
The implementation of Cross-Region Matching (CRM) with deep learning algorithms has recently
shown some interesting performance in image retrieval applications [236]. In CRM, Image similarity is
evaluated by comparing image regions at different locations and scales, thereby allowing the image
representation which are less sensitive to geometric variance of objects, and better retrieval result. In this
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study, the principle of CRM is employed in the detection of ROIs within an image area, and the detected
ROI are modelled into BOVW.
In general, the proposed image annotation system analysis training images, identifies multiple ROIs
within each training image, cluster the ROIs obtained from the entire training set, and allocate training
labels to clusters based on the prominent patterns found in a cluster. After the ROIs detected in the training
images have been labelled, they are used to train a Softmax classifier, which is then used to classify the
ROIs obtained from any test image.
A Stacked-Autoencoder is also trained using a subset of ImageNet 2012 dataset for the extraction of
image features in the implementation of BOVW modelling of ROI which are determined using
unsupervised learning and labelled with refined tags. The ROIs with refined labels are then used to train a
Softmax classifier, whose number of neurons are minimised using a novel dropout technique based on
Bayesian probabilities. The performance of this framework is compared to the result published in
krishevsky et al. [163]. An extensive comparison of the proposed approach with state-of-the-art methods is
performed on the challenging ImageNet collection, and the results indicate significant improvement over
previous works. A block diagram showing the steps to be taken in the implementation of the process is
shown in Figure 40.
However, the implementation of the Softmax Regression for real-world problems can become very
computationally expensive when the number of neurons is very high. Network regularisation using dropout
has been recognised to be the most successful means of regularising Deep Neural Networks [303, 304]. It
reduces the amount of computation needed during the training of neural networks by randomly dropping
neurons with a predefined probability. The dropping of neuron in this manner has been liken to noise
rejection and can be viewed as an approximation of deep Gaussian process [157]. Where the Bayesian based
computation of the dropout probability is employed, the trained network can be limited to relevant neurons
thus speeding up the classification process [157, 307]. While this study adopts the basic Softmax regression
model, it proposes the minimization of the number of Softmax neurons through the use of Bayesian-based
Relevance probabilities so as to ensure efficient implementation of Supervised Machine learning.

6.3.1 Image feature extraction using Stacked-Autoencoder
The detection of ROIs in the training images and the test images is achieved using the unsupervised
ROI detection proposed in [302], where overlapping tiles representing evenly spaced regions within an
image are compared to one another in other to identify least common local patterns. Figure 40 is a
demonstration of 8 ROIs detected from a sample image chosen from the ImageNet Collection. Further
demonstration of the application of the unsupervised ROI detection on ImageNet samples are available in
Appendix IV, Section A.
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Figure 40 A demonstration of 8 Region of Interests detected from a sample image chosen from
the Object localisation training set of the ILSVRC 2012
6.3.2 Unsupervised Image Region of Interest detection
The proposed classification system which consists of a Stacked-Autoencoder network and BOVW
image representation is summarised in Figure 41. The 3-layered Stacked-Autoencoder used as the image
feature extraction algorithm in the BOVW modelling of the ROIs consists of 1400 neurons. In the network,
non-linearity is achieved between the input and output of each neuron using the ReLU as the activation
function. This choice of ReLU is due to superiority in speed when compared to other activation functions,
while not requiring input normalization in the prevention of input saturation [163].
At the BOVW codebook development stage, batch processing is employed so as to minimise the
computational overhead [140], the vector quantisation process is optimized using PSO and a similarity
threshold is used to decide which patterns are similar to one another so to ensure that the final codebook
contains unrepeated visual words.

6.3.3 Tag Refinement using Unsupervised Machine Learning
Clustering of the Training images ROIs using SOM provides the Unsupervised Machine Learning
component of this image annotation framework. This step ensures that the image annotation carried by the
images are refined and passed to the ROIs [236]. The label to be allocated to a cluster is determined by
counting the number of ROIs originating from images with similar semantic content label, and the cluster
contains 60% (and above) of ROIs carrying the same sematic label, the cluster is considered to be
homogenous enough to be allocated the semantic label popular within the cluster. If the cluster is not
homogenous enough, it is labelled as “unknown X” (where X is an integer which distinguish one unknown
cluster from another). After the semantic labelling of the ROIs, they are used to train a single-layered
Softmax Classifier.
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Training images with
Semantic tags

Identification of image ROIs

BOVW modelling of ROIs

Unlabelled images

Unsupervised leaning from
ROIs via clustering

Identification of image ROIs

Group labelling of ROIs

BOVW modelling of images

Softmax training using
labelled ROIs

Supervised classification
using trained Softmax

Image annotation

Figure 41 The block diagram of the proposed Stacked-Autoencoder/BOVW image classification
system designed for automatic semantic annotation of ImageNet Image collection
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6.3.4 Supervised Machine Learning using Softmax Classifier
At the Softmax training stage, the ROIs which are member of homogenous clusters are considered to
belong to target classes, and their semantic annotations are used as training labels, while the ROIs in nonhomogenous clusters are treated as non-target classes during the network training. Due to the presence of a
redundant parameters in softmax regression, there is a need for the application of neuron dropout for the
identification and elimination of neurons that represents non-homogenous clusters but give rise to exactly
the same hypothesis function for mapping inputs to the predictions.
While unimportant neurons can be dropped out from the trained Softmax Network based on Bernoulli
trials, limiting the dropout criterial to Bernouli trials may lead to the elimination of

neurons that

corresponds to targeted classes [157] especially since the network training has been completed before the
trials. Therefore, to ensure fast and efficient classification process, this study presents dropout via
Relevance probabilities.
6.3.4.1 Dropout via Relevance Probabilities

In this dropout scheme, the neurons representing homogenous clusters are automatically allowed to
remain in the Softmax network, while any neuron representing a non-homogeneous cluster will only be
allowed on the Softmax network if and only if it is completely different from the neurons representing the
homogenous clusters on the Softmax network. This study proposes the use of Relevance probabilities as a
means of quickly identifying the neurons which are to be dropped the Softmax network.
The Relevance probabilities represents how the weights of a neuron relate to one another when the
entire set of neurons in the trained network is considered. The Relevance probabilities are posterior
probabilities of abstract set of events, Ø = (Ø1, Ø2, Ø3 …….. Øm). Given a set of a set of neurons N= (n1,
n2, n3 …….. nm) are the representations of the neurons with quantised weights W= (w 1, w2, w3 …….. wm),
the posterior probability of each abstract event can be calculated using Expectation and Maximisation (EM)
process as follows [74];
Expectation:

𝑃{∅|𝑛, 𝑤} =

𝑃(∅)𝑃(𝑛|∅)𝑃(𝑤 |∅)

,

∑𝜃′ ∈𝜃 𝑃(∅′ )𝑃(𝑛|∅′ )𝑃(𝑤 |∅′ )

(31)

Maximisation:
𝑃(𝑤|∅) ∝ ∑𝑛∈𝑁 𝑘(𝑛, 𝑤)𝑃(∅|𝑛, 𝑤),

(32)

𝑃(𝑛|∅) ∝ ∑𝑤∈𝑊 𝑘(𝑛, 𝑤)𝑃(∅|𝑛, 𝑤),

(33)

𝑃(∅) ∝ ∑𝑛∈𝑁 ∑𝑤∈𝑊 𝑘(𝑛, 𝑤)𝑃(∅|𝑛, 𝑤)

(34)

The finals set of P for each neuron after several iteration of the EM process is recorded. To speed up
the generation of the Relevance probabilities, the EM model can be generated using the weights of a few
neurons, followed by model fitting via Kulliback divergence to produce the Relevance probabilities of each
neuron in the network.
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A neuron representing a non-homogenous cluster will be allowed to participate in the Softmax
classification if and only if the minimum Mean Square Error (MSE) it records with all the neurons already
accepted as part of the Softmax network is higher than a threshold value. In this case, the neuron is assumed
to be representing an unknown class that may be uniformly present in the collection. But if the minimum
MSE is less than the threshold value, it will be assumed to be a noisy version of one of the neurons already
accepted as part of the Softmax network, and therefore it will not be allowed to participate in the
classification. The Matlab implementation of this Softmax training is provided in Appendix IV, Section B.
The primary benefit of this dropout technique is that it ensures that the resulting Softmax network is
able to avoid the heavy computation that may result from unnecessarily large network. However, it also
allows the classification process to detect non-target classes with strong presence in the image collection.
Section 5 of this Chapter evaluates this image classification process and compares its performance with
notable existing approaches.

6.4 The Experiment and Result
The Object localisation challenge of the ILSVRC 2012 provides 1.2 million training images
containing 1000 object categories along with 150,000 hand annotated validation and test images collected
from flickr and other search engines [163]. The goal of the Object localisation competition is to evaluate
the performance of an object detection algorithm, when deployed for image retrieval and automatic
annotation purposes. The training component of the implementation of the algorithm is achieved using the
1.2 million hand-labeled training set, while the trained algorithm is tested using the 150,000-test collection.
Using the ILSVRC 2012 training images, this study trains a 3-layered Stacked-Autoencoder to
become an image feature extractor which converts local tiles to 300 dimensioned feature vectors for BOVW
representation of the ROI tiles obtained from the training and validation images. To obtain the local tiles
from the training images for training the Stacked-Autoencoder, each of the image in the set is converted to
grayscale and resized into a fixed resolution of 250 by 250 pixels, followed by the determination of 80 by
80 pixels ROIs (using the approach described in Chapter 5) from which rectangular overlapping regions of
40 by 40 pixels are extracted.
Using the adaptive codebook development technique proposed in [309] yielded a BOVW codebook
with 1,350 visual words. Using the unsupervised image annotation approach presented in [302], the BOVW
representation of the ROIs are clustered into 10,000 groups from which 4,321 which achieved the 60%
homogeneity and were allocated the semantic category most frequent in them.
For the initial training of the Softmax classifier, a member is chosen from each cluster thereby
yielding a Softmax layer with 10,000 neurons, but with the application of the proposed dropout technique
using 20 Relevant probabilities, the number of neurons was reduced to 6783 neurons. The result of the
application of this framework on the ROIs obtained from the 100,000 test images is shown in Table 8, along
with notable classification techniques previously used on the same image collection. As shown in Table 8,
the proposed approach achieves 61.3% accuracy, while notable algorithms from the ILSVRC-2010
competition which used sparse-coding and another in which SIFT is combined with FV [163] achieved
53.9% and 54.3%.
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Table 8 A Comparison of Between Stacked-Autoencoder/BOVW Classifier and Existing Methods
Model

Classification Accuracies

Sparse Coding

53.9%

SIFT + FVs

54.3%

CNN

62.5%

Stacked-Autoencoder + BOVW

61.3%

6.5 Advantages and Disadvantages
While only 20,000 images were chosen for the Stacked-Autoencoder training from the ILSVRC
Object 2012 localisation challenge training set, the result on Table 8 shows that an image annotation
framework based on the combination of Stacked-Autoencoder and BOVW image representation can
achieve a reliable result on a highly challenging dataset when used in a an image classification framework
that combines unsupervised and supervised machine learning.
Furthermore, the use of Stacked-Autoencoder ensured that each image is represented by a total of
10,800 dimensions (each ROI being 1350 dimensions), which is significantly smaller than the 17,813
dimensioned vector representation obtained with CNN in krishevsky et al. [163]. As previously
demonstrated in Chapter 3, the number of layers and the number of neurons per layer can be adjusted to
optimise the classification result obtainable via the BOVW/Stacked-Autoencoder image modelling process.
While such optimization method requires the re-training of the Stacked-Autoencoder, training the Stackedautoencoder several times in the search for an optimum number of neurons (or number of layers) is very
challenging when the number of training images is high.
In the experiment discussed in this chapter, the number of training images were reduced to allow
quick completion of the Stacked-Autoencoder training, and a better result may be obtained when a higher
number of images is used for the training. To accommodate more images during the Stacked-Autoencoder
training and the performance optimisation via re-training, the training can be implemented using a GPU
with minimum clock speed and memory of 1.5Ghz and 8GB respectively (such as the Nvidia’s RTX 2080).
Strong GPU capabilities which can be used for faster Stacked-Autoencoder training are also available via
cloud services such as Google Cloud Platform (GCP) and Amazon Web Services (AWS). Furthermore, a
single CPU or GPU is not adequate for the generation of the BOVW codebook due to the need to handle
50 million local image features. Such task is better accomplished using a system designed to include multiGPU computing, which would allow multiple image feature batch to be processed at the same time. After
the determination of optimum parameter values for the various stages of the image annotation framework
using GPU, a faster and less flexible unsupervised learning via the SOM and the supervised learning via
Softmax regression can be deployed using FPGA [310, 311].

6.6 Summary
In this Chapter a Stacked-Autoencoder is trained to be the image feature extractor in the BOVW
image representation for the Object localization challenge of the ILSVRC-2012 contest. While the result
obtained with the proposed method can be said to compete with the result obtained using CNN, the total
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number of neurons required is much less, and the inclusion of a neuron dropout scheme which compare
neurons with known semantic allocation and neurons with unknown semantic allocation in the Softmax
layer provides a means for the entire framework to learn new categories, and to be easily reconfigured for
new semantic vocabularies thereby allowing Incremental Learning.
Since the size of the Stacked-Autoencoder and Softmax layer used in the experiments is limited
mainly by the amount of memory and Processor speed available on the hardware platform (PC with 16GB
RAM and 3GHZ CPU), improved performance can be obtained using larger memory and GPU. Such
improvement would allow more images to be used during the Stacked-Autoencoder training and allows the
number of neurons per layer in the Stack-Autoencoder to be changed easily. Both benefits ensure better
classification accuracy. The use of GPU also allows the Softmax layer to be quickly retrained in response
to increasing number of classes, thus supporting the implementation of relevance feedback and incremental
learning.
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Chapter 7
Conclusions
7.1 Introduction
This study has demonstrated the importance of Machine learning as powerful tool in the recognition
of patterns in image retrieval and computer vision, patterns detected in this manner are useful in the
annotation of images and other classification related tasks. While Supervised Machine learning is the logical
solution to the automatic annotation of images, the need for annotated training samples is a bottleneck to
its application in bridging the semantic gap in image retrieval, this study explains that Unsupervised
Machine learning provides an alternative solution for the annotation of images, where images can be
clustered into groups based on image feature patterns thus allowing a convenient annotation process.
Furthermore, this study demonstrated the representation of images via an adaptive BOVW modelling
which combines local image feature representation using deep feature learning, global image representation
via BOVW and visual codebook generation using a batch vector quantisation process optimised by PSO.
For effective elimination of spatial incoherency in BOVW image models, this study also proposes visual
sentence modelling via ROI, and recommends the combination of Supervised and Unsupervised Machine
learning for the annotation of images in a large image set.
This Chapter is organised as follows: Section 7.1 summarizes the research contributions of the thesis;
Section 7.2 outlines the future work and research directions.

7.2 Research summary
The research activities have been documented in several Chapters of the thesis. They are summarized
as follows.
• In Chapter 1, an overview of the study is presented, in which the need to efficiently manage the massive
amount of digital content generated daily in the modern was explained to be the reason why image retrieval
systems are needed. The application of Machine learning to image retrieval systems was also recognized
as the means by which the semantic gap in image retrieval can be bridged through semantic labelling, such
image retrieval system is often described as the Semantic Content-based Image Retrieval.
Furthermore, Chapter 1 identified the need to automatically generate MPQF/JPQF compliant
annotation for images in a repository as the motivation for this study and highlighted the need to improve
existing Machine learning algorithms in order to achieve a fully automatic image annotations system as the
research goal. The Chapter also provides a concise description of the various issues discussed in each
Chapter of this thesis.
• In Chapter 2, the application of Machine learning in the identification of image patterns was discussed
and Supervised and Unsupervised Machine Learning were identified as the two main types of Machine
learnings. The Chapter explained that although image annotation is primarily a supervised learning
problem, Unsupervised Machine learning is preferred for the annotation of large image repositories due to
its ability to categorise images without the need for training samples.
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This study identified clustering algorithms as the most popular form of Unsupervised Machine
learning and explained that non-parametric clustering techniques such as K-means algorithm and SOM are
simple and intuitive in their ability to group images based on the pattern of their mathematical
representations. However, they are not very suitable for clustering high-dimensional data, therefore, this
study recommends the use of parametric clustering techniques (such as PLSA) for dimension reduction of
image mathematical representation. Thus, both parametric and non-parametric clustering algorithms are
needed in the automatic annotation of images.
Chapter 2 also noted that while traditional image feature extraction algorithms are mainly built on
image processing, the advent of deep feature learning has extended the application Machine learning into
image feature extraction and image representation. The Chapter identified BOVW and Deep Feature
learning as the two foremost methods of achieving image representation, suggest a combination of both as
a means of achieving an image representation that responds to the image collection diversity.
Furthermore, Chapter 2 presented an image annotation framework built on Unsupervised Machine
learning and relevance feedback. The chapter also highlighted the need for continuous vocabulary
improvement for optimum system performance and recommends hardware implementation of Machine
learning algorithms to ensure high overall speed of image retrieval systems.
• In Chapter 3, the study reiterated the importance of automatic semantic labelling of images as a means of
bridging semantic gap in image retrieval and the application of Unsupervised Machine learning in semantic
annotation of images. The Chapter also proposed the application of Deep Feature Learning via StackedAutoencoder to the image feature extraction stage of BOVW modelling, and explained that the application
of Deep Feature Learning in this manner enables the performance of the image classification framework to
be optimised by varying the number of neurons employed at the different layers of the deep feature learning.
By experimenting on image collections constituted from Caltech-101, the Chapter also demonstrated
ability of unsupervised image classification using BOVW and Deep Feature Learning Image representation
to deliver a convenient means of modelling images for automatic annotation, and showed the superiority of
Stacked-Autoencoder over dense-SIFT and SURF when used as the feature extraction algorithm in image
BOVW modelling.
Furthermore, Chapter 3 highlighted the poor performance of deep feature learning when employed
in global image representation for image classification without fine-tuning, explains the need for the
inclusion of dimension reduction for the attainment of an efficient categorisation process, compared the
linear dimension reduction via PCA with the non-linear dimension reduction using PLSA, and then showed
the application of the combination of PLSA and SOM in a completely unsupervised image annotation
framework for the semantic grouping of experimental image datasets constituted from Caltech-101 object
sets.
• In Chapter 4, this study tackled the need for BOVW image modelling process to respond to the diversity
of the image collection so as to avoid surplus computation overhead and ensure optimum classification
performance. First, the Chapter proposed a novel clustering initialization method for the vector quantisation
stage of BOVW codebook development. In the proposed clustering iniltialisation method, the distribution
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of image feature vectors in a multi-dimensional vector space is analysed and the position within the space
with high number of features are identified as suitable initialisation points. This clustering initialization
method enables the automatic determination of the number of quantisation levels for BOVW codebook
development while also providing suitable samples for cluster initialisation.
Furthermore, Chapter 4 presented the quantisation of image features vectors via batch the
implementation of PSO to yield visual words for BOVW codebooks as a means of reducing the significant
computational load typically associated with BOVW codebook development. The Chapter then
successfully demonstrates the applicability of the proposed image modelling approach to the determination
of a suitable number of semantic groups for the unsupervised classification of any given image collection,
making it an important step in the semantic content-based annotation of the images in the collection.
• Chapter 5 also explained that while the BOVW representation of images is an important step in the
categorisation of images for Image retrieval due to its ability to support image semantic content detection,
its application often leads to significant misclassifications due to its neglecting of the spatial locations of
the visual words within the image space during the modelling process. The Chapter recognised a number
of existing methods such as MRF and spatial pyramids for the provision of spatial information to BOVW
image representation, but explains that these methods are computationally intensive and are very difficult
to implement on large image repositories, and presents Visual sentences constructed via unsupervised
Region of interest detection as a viable means of including the spatial locations of visual words in the Bagof-Visual-Words modelling for the purpose of eliminating the spatial incoherency.
In the determination of ROIs of an image, Chapter 5 also explained that the analysis of the image’s
regions in spatial domain has the tendency to lead to misclassifications due to the spatial domain analysis’s
dependency on similarity distances (such as Euclidean distance), and presents the analysis of image in
frequency domain as a more suitable alternative for the unsupervised identification of ROIs. The ROIs are
determined by breaking down the image into spatial tiles from which ROIs are identified using the
frequency domain analysis of the tiles via 2D-DCT. By annotating the BOVW representation of ROIs,
Visual phrases of the images are generated, and these phrases are merged to yield the image’s Visual
Sentences.
• In Chapter 6, this study explained that although Unsupervised learning is highly desirable in the annotation
of images in a repository for the purpose of semantic indexing, the complexity associated with large image
repositories demands the inclusion of Supervised Learning. For this reason, it presented a framework in
which Unsupervised Machine learning using SOM clustering is used to achieve Tag refinement for the
semantic labelling of ROIs detected from the training images, after which the tagged ROIs are used labelled
training samples for the implementation of Supervised Machine learning via Softmax regression. The
Chapter also showed the applicability of Stacked-Autoencoder as an image feature extraction algorithm for
BOVW image representation and demonstrated the performance of image representation using
BOVW/Stacked-Autoencoder in the annotation of the Object localisation challenge of ILSVRC-2012
images.
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While the result obtained with the proposed method can be said to compete with the result obtained
using CNN, Chapter 6 highlighted the need for the determination of the optimal number of neurons per
layer of the Stacked-Autoencoder trained for the ILSVRC-2012 images, and due to the large number of the
images in the collection, it recommended the use of GPU for quick implementation of the several StackedAutoencoder training need for the determination of the optimal number of neurons, and suggested the
deployment of the SOM and Softmax regression using FPGA.

7.3 Limitations of the application of Unsupervised machine Learning to Image
retrieval
While this study has demonstrated the applicability of unsupervised machine learning implemented
via Bag-of-Visual Words (BOVW)/Stacked-Autoencoder to the process of automatic semantic labelling of
a collection containing millions of images and thousands of objects, the result shown in Chapter 5 and
Chapter 6 indicates that the proposed machine learning model still requires significant improvement in its
learning capacity.
Although the result obtained with the proposed method can be said to compete with the result
obtained using CNN, the use of CPU of a PC is not adequate for handling all the training images of the
ILSVRC 2012 during the training of the Stacked-Autoencoder and the Softmax classifier, and therefore,
the number of training images were reduced to allow quick completion of the Stacked-Autoencoder
training. A better result may be obtained when all the labelled training images are used for training the
Stacked-Autoencoder and the Softmax classifier.

7.4 Future works
Possible research directions can be summarised as follows:

• The adoption of an adaptive BOVW image modelling is an important step towards the implementation of
Incremental Learning, since it yields a codebook whose visual words set can increase in quality and
quantity. Future work in this study will attempt to build an incremental learning framework on the ability
of the Stacked-Autoencoder to adjust its image description in response to relevance feedback during an
automatic image annotation process.
• Furthermore, the implementation of the incremental learning framework can be efficiently achieved with
a parallel implementation of image feature extraction and the BOVW codebook development stages. Such
parallel implementation can be achieved using GPU or FPGA. Future works will examine the appropriate
parameters for a hardware implementation that is capable of handling image collections with millions of
images.
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Appendix I
Section A: Bag-OF-Visual-Words Modelling using Image Feature
Extraction via Stacked-Autoencoder
Part 1-The Matlab implementation for Image tiling
im = imread(X);
szd=size(im);
if length(szd)==3
im=rgb2gray(im);
end
[axx, bxx]=size(im); %
axxa=round(axx/4);
bxxb=round(axx/4);
axxam=round(axxa/2);
bxxbm=round(bxxb/2);
tilex=0
FEAT=[];
for msl=1:axxam:axx-axxa
for msm=1:bxxbm:bxx-bxxb
mask=zeros(axxa-1,bxxb-1);
for lsl=1:axxa-1
for lsm=1:bxxb-1
mask(lsl, lsm)=im(msl+lsl, msm+lsm);
end
end
LocalRegionCount=LocalRegionCount+1;
mask=uint8(mask);
mask=imresize(mask, [40, 40]);
testimages{LocalRegionCount}=mask;
end
end
LocalRegionCount

Part 2 -The Matlab Implementation of 3-layered Stacked-Autoencoder
Training
rng('default')

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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hiddenSize1 = 4*20*CL;
autoenc1 = trainAutoencoder(testimages,hiddenSize1, ...
'MaxEpochs',400, ...
'L2WeightRegularization',0.004, ...
'SparsityRegularization',4, ...
'SparsityProportion',0.15, ...
'ScaleData', false);
feat1 = encode(autoenc1, testimages);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
hiddenSize2 = 2*20*CL;
autoenc2 = trainAutoencoder(feat1,hiddenSize2, ...
'MaxEpochs',400, ...
'L2WeightRegularization',0.004, ...
'SparsityRegularization',4, ...
'SparsityProportion',0.15, ...
'ScaleData', false);
feat2 = encode(autoenc2, feat1);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
hiddenSize3 = 20*CL;
autoenc3 = trainAutoencoder(feat2,hiddenSize3, ...
'MaxEpochs',400, ...
'L2WeightRegularization',0.004, ...
'SparsityRegularization',4, ...
'SparsityProportion',0.15, ...
'ScaleData', false);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
feat3 = encode(autoenc3, feat2);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
[awd, bwd]=size(testimages{1});
% Get the number of pixels in each image
imageWidth = awd;
imageHeight = bwd;
inputSize = imageWidth*imageHeight;

% Turn the test images into vectors and put them in a matrix
xTrain = zeros(inputSize,fight);
for i = 1:fight
xTrain(:,i) = testimages{i}(:);
end
stackednet = stack(autoenc1,autoenc2, autoenc3);
imaging = stackednet(xTrain);
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Section B: The Matlab implementation of Bag-of-Visual-Words
Image Representation
function h1=histogramgenerator_stackedautogray(im, codebook, stackednet)
[axx, bxx]=size(im);
axxa=round(3*axx/4);
bxxb=round(3*axx/4);
axxam=round(axxa/4);
bxxbm=round(bxxb/4);
fight=0;
for msl=1:axxam:axx-axxa
for msm=1:bxxbm:bxx-bxxb
mask=zeros(axxa-1,bxxb-1);
for lsl=1:axxa-1
for lsm=1:bxxb-1
mask(lsl, lsm)=im(msl+lsl, msm+lsm);
end
end
fight=fight+1;
mask=uint8(mask);
mask=imresize(mask, [40, 40]);
testimages{fight}=mask;
end
end
[awd, bwd]=size(testimages{1});
imageWidth = awd;
imageHeight = bwd;
inputSize = imageWidth*imageHeight;
% Turn the test images into vectors and put them in a matrix
xTest = zeros(inputSize,fight);
for i = 1:fight
xTest(:,i) = testimages{i}(:);
end
VWZ = stackednet(xTest);
VWZ=VWZ';
[dmA, dmB]= size(codebook);
h1=zeros(1, dmA);
[dmA, dmB]= size(VWZ);
for dmC=1:dmA
dist=pdist2(VWZ(dmC,:), codebook);
Xmin=min(dist);
count=1;
while dist(count)~=Xmin
count=count+1;
end
h1(1, count)= h1(1, count) + 1;
end
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Appendix II
Section A: Adaptive Bag-Of-Visual-Words Modelling
Part 1-The Matlab implementation of Vector Quantisation Optimisation
using Particle Swarm
function [particles]=PSO_clustering(samples, particles)
size(samples)
[num_rows, num_column]=size(samples); % check the dimension of sample set
chicken = size(particles);
vector=zeros(chicken (1), 1); % to record frequency
codebook=0*particles;
sim=pdist2(samples, particles); %compute similarity betwen samples and particles
%allocate samples to particles
for loop1=1:num_rows
simX=samples(loop1, :);
sim=pdist2(simX, particles); %compute similarity betwen samples and particles
MIN_sim=min(sim);
count=1;
while sim(count)~= MIN_sim
count=count+1;
end
count
vector(count)= vector(count)+1;
codebook(count, :)= codebook(count, :)+ samples(loop1, :);
end
particles=[];
for loop1=1:chicken (1)
if vector(loop1) >0
particles= [particles; (codebook(loop1, :))/vector(loop1)];
else
particles= [particles; (codebook(loop1, :))];
end
end
end
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Part 2- The Matlab Implementation of Pseudo Clustering of image features
function [cluster_rep, MNM, tsd] = pseudo_clustering (vectors, nx)
[Axxx, Ayyy]=size(vectors);
distance = pdist2 (vectors, vectors, 'euclidean');
MNM=mean(mean(distance));
tsd=MNM/3;
sz=size(vectors)
cluster_rep=vectors(1,:); %initial entry

for pts=2:sz(1)
check=pdist2(vectors(pts,:), cluster_rep);
if min(check)> nx*tsd %*exp(-1*(tsd)*num/emax) %MNM*0.5+dev %remember to return to 40
cluster_rep=[cluster_rep; vectors(pts,:)];
end
end
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Appendix III
Section A: Unsupervised Region of Interest Detection
Part 1- the Standard Deviation of Frequency domain components of sample
images and each of their respective tiles

235.7873

193.4907

250.1627
227.6999
214.3304
219.2962

242.8202
207.3614
183.6743
198.4658

150.5488 132.5722
167.6542 115.4146
180.7741 146.8678
215.1990 198.9308

245.6913
213.6157
188.6883
199.6636

247.5654
230.3545
214.8068
222.5993

167.6375 210.8442
125.2853 185.6676
136.9014 172.6127
186.5806 184.4296
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148.3163

149.4668
150.8812
154.4484
151.3775

116.6831
128.4766
132.9583
127.5622

122.1418
137.5497
145.2460
139.4084

86.0723

75.4721 82.0708 88.7662
74.3565 83.2584 99.0072
70.8623 80.7915 98.2240
74.0462 82.5521 93.5055

135.3729
144.8627
153.0697
149.4549

93.5634
109.0246
107.8631
99.2588
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Part 2- Matlab implementation of Unsupervised Region of Interest Detection
% im = imread('aeroplane.jpg');

im=imresize(im, [200, 200]);
figure, imshow(im)
im = rgb2gray(im);

szd=size(im);
if length(szd)==3

imRx= im(:, :, 1);
imGx= im(:, :, 2);
imBx= im(:, :, 3);
im = rgb2gray(im);
else
imRx= im;
imGx= im;
imBx= im;

end
DCTR = (dct2(imRx));
DCTG = (dct2(imGx));
DCTB = (dct2(imBx));

[xR, yR]=size(DCTR);
stdR=0
DCTR=abs(DCTR);
STDR=[];
for coeffsx=1:xR
STDR=[STDR, DCTR(coeffsx, :)];
end
stdR=std(STDR);
[xG, yG]=size(DCTG);
stdG=0
DCTG=abs(DCTG);
STDG=[];
for coeffsx=1:xG
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STDG=[STDG, DCTG(coeffsx, :)];
end
stdR=std(STDG);

[xB, yB]=size(DCTB);
stdB=0
DCTB=abs(DCTB);
STDB=[];
for coeffsx=1:xB
STDB=[STDB, DCTB(coeffsx, :)];
end
stdR=std(STDB);
mean_FEAT=stdR+stdG+stdB
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%identify region of interest
[axf, bxf]=size(im);

axfm=round(2*axf/4);
bxfm=round(2*bxf/4);

[axf, bxf]=size(im)
intL=round(axfm/3)
intB=round(bxfm/3)
%populate the moving mask
FEAT=[];
cint=0
IMARRAY={}
showtiles=[]
tttc=0
row1=[]
row2=[]
row3=[]
row4=[]
counting=0
for imL= 1:intL:axf-axfm
for imB=1:intB:bxf-bxfm
mask= zeros(axfm-1, bxfm-1);
maskR= zeros(axfm-1, bxfm-1);
maskG= zeros(axfm-1, bxfm-1);
maskB= zeros(axfm-1, bxfm-1);
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counting=counting+1;
for mL=1:axfm-1
for mB=1:bxfm-1
mask(mL,mB)=im(imL+mL, imB+mB);
maskR(mL,mB)=imRx(imL+mL, imB+mB);
maskG(mL,mB)=imGx(imL+mL, imB+mB);
maskB(mL,mB)=imBx(imL+mL, imB+mB);
end
end
DCTR = (dct2(maskR));
DCTG = (dct2(maskG));
DCTB = (dct2(maskB));

[xR, yR]=size(DCTR);
stdR=0
DCTR=abs(DCTR);
STDR=[];
for coeffsx=1:xR
STDR=[STDR, DCTR(coeffsx, :)];
end
stdR=std(STDR);
[xG, yG]=size(DCTG);
stdG=0
DCTG=abs(DCTG);
STDG=[];
for coeffsx=1:xG
STDG=[STDG, DCTG(coeffsx, :)];
end
stdR=std(STDG);
[xB, yB]=size(DCTB);
stdB=0
DCTB=abs(DCTB);
STDB=[];
for coeffsx=1:xB
STDB=[STDB, DCTB(coeffsx, :)];
end
stdR=std(STDB);

FEAT=[FEAT; stdR+stdG+stdB];
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mask=uint8(mask);

tttc=tttc+1;
IMARRAY{tttc}=mask;
white_space=ones(axfm-1, 10);
white_space=255*white_space;
showtiles=[showtiles, mask, white_space];

if counting <=4
row1=[row1,
elseif counting
row2=[row2,
elseif counting
row3=[row3,
else
row4=[row4,
end

mask,
>4 &&
mask,
>8 &&
mask,

white_space];
counting<=8
white_space];
counting<=12
white_space];

mask, white_space];

end
end
size(row1)
size(row2)
size(row3)
size(row4)

[wx, wy]=size(row1);
white_space=ones(10, wy);
white_space=255*white_space;

showtiles=[row1; white_space; row2; white_space; row3;
white_space; row3];

[tilex, tiley]=size(showtiles)
im2=imresize(im, [tilex, tiley]);
sampleimage=[im2, showtiles]
figure, imshow(sampleimage)
FEAT

length(FEAT)

MN=mean(FEAT)*150/mean_FEAT;
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FEAT= abs(FEAT - MN)

BNCH=FEAT
row1=[]
row2=[]

for counting =1:4
Bcount=1
while BNCH(Bcount)~=min(BNCH)
Bcount=Bcount+1
end

mask=IMARRAY{Bcount};
white_space=ones(axfm-1, 10);
white_space=255*white_space;
if counting <=2
row1=[row1, mask, white_space];
else
row2=[row2, mask, white_space];
end
BNCH(Bcount)=10000000000000000000;
end
[wx, wy]=size(row1);
white_space=ones(10, wy);
white_space=255*white_space;

reslt=[white_space; row1; white_space; row2];
[realsi, realsy]=size(im);
resil2=imresize(reslt, [realsi, realsy]);

white_space=ones(realsi, 10);
white_space=255*white_space;
resttt=[im, white_space, resil2];
figure, imshow(resttt)
BNCHx
size(BNCH)
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Part 3-Four ROIs detected from sample images using unsupervised Regio of
Interest detection

Sample Image of Airplane from Caltech-101 Objects

Sample Image of Motorcycle from Caltech-101 Objects

Sample image of Car from Caltech-101 Objects

Sample Image of Face from Caltech-101 Objects
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Sample Image of Ketch from Caltech-101

Sample PASCAL VOC 2012 Image containing “Person” and “TV Monitor”

Sample PASCAL VOC 2012 Image containing “Car” and “person”
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Sample PASCAL VOC 2012 Image containing “Person” and “dog”

Sample PASCAL VOC 2012 Image containing “Person” and “horse”

Sample PASCAL VOC 2012 Image containing “cat”

Sample PASCAL VOC 2012 Image containing “Aeroplane”
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Section B: Matlab Implementation of Divisive clustering
function sample_labels = SOM_divisive_clustering(patches, annotations, number_of_categories,
Hthreshold)
Pd_z_train =patches;
CL= number_of_categories;
HTH=Hthreshold;
labels=annotations;
LTS=10*CL;
[samples, classes] = SOM_clusteringxxx(Pd_z_train, LTS);
classes
Labelxxx=[]
Labelxxy=[]

lab=10000
clustercount=0
thrsx=[];
for ttt=1:LTS
class=[];
count=0;
for imagexxx=1:length(classes)
if classes(imagexxx)==ttt
class=[class, imagexxx];
end
end
histoxx=zeros(1, CL);
for chickyy=1:length(class)
lbs=labels(class(chickyy));
histoxx(1, lbs)=histoxx(1, lbs)+1;
end
%identify the correct label for the group
tounc=1;
while histoxx(tounc)~=max(histoxx)
tounc=tounc+1;
end
thrsx=[thrsx, max(histoxx)/sum(histoxx)];
if max(histoxx)/sum(histoxx)>= HTH && sum(histoxx)>1
Labelxxx=[Labelxxx; tounc];
LXYZ=[]
LXYZ=[tounc, max(histoxx)/sum(histoxx)*100, sum(histoxx)];
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Labelxxy=[Labelxxy; LXYZ];

else
lab=lab+1;
Labelxxx=[Labelxxx; lab];
LXYZ=[]
LXYZ=[lab, max(histoxx)/sum(histoxx)*100, sum(histoxx)];
Labelxxy=[Labelxxy; LXYZ];
end

clustercount=clustercount+1;
%record the label
end
Labelxxx
Labelxxy

result_label=[]
cheeky=0
for rslbl=1:length(classes)
result_label=[result_label, Labelxxx(classes(rslbl))];
if Labelxxx(classes(rslbl))>=10000
cheeky=cheeky+1
end
end
result_label;
for iteration=1:LTS

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%
annota=[]
labannota=[]
for rslbl=1:length(result_label)
if result_label(rslbl)>10000
annota=[annota; Pd_z_train(rslbl, :)];
labannota=[labannota, labels(rslbl)];
end
end
cheeky
length(labannota)
if length(labannota)>CL
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%

[samples, classes] = SOM_clusteringxxx(annota, LTS);
classes
%classification
Labelxxx=[]
Labelxxy=[]
clustercount=0
thrsx=[];
for ttt=1:LTS
class=[];
count=0;
for imagexxx=1:length(classes)
if classes(imagexxx)==ttt
class=[class, imagexxx];
end
end
histoxx=zeros(1, CL);
for chickyy=1:length(class)
lbs=labannota(class(chickyy));
histoxx(1, lbs)=histoxx(1, lbs)+1;
end
%identify the correct label for the group
tounc=1;
while histoxx(tounc)~=max(histoxx)
tounc=tounc+1;
end
thrsx=[thrsx, max(histoxx)/sum(histoxx)];
if max(histoxx)/sum(histoxx)>= HTH && sum(histoxx)>1
Labelxxx=[Labelxxx; tounc];
LXYZ=[]
LXYZ=[tounc, max(histoxx)/sum(histoxx)*100, sum(histoxx)];
Labelxxy=[Labelxxy; LXYZ];
else
lab=lab+1;
Labelxxx=[Labelxxx; lab];
LXYZ=[]
LXYZ=[lab, max(histoxx)/sum(histoxx)*100, sum(histoxx)];
Labelxxy=[Labelxxy; LXYZ];
end
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clustercount=clustercount+1;
%record the label
end
Labelxxx
Labelxxy
result_label2=[]
for rslbl=1:length(classes)
result_label2=[result_label2, Labelxxx(classes(rslbl))];
end
result_label2;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%
Labelxxy
result_label2;
chgb=0
for rslbl=1:length(result_label)
if result_label(rslbl)>=10000 %&& chgb <= length(result_label2)
chgb=chgb+1;
result_label(rslbl)
result_label(rslbl)= result_label2(chgb);
chgb
length(result_label2)
length(labannota)
cheeky
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%
result_label;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%
end
end
sample_labels = result_label;
end
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Section C: Windows Powershell Annotation and Evaluation
Script for PASCAL VOC
###List the objects(or keywords)
$objects= ("aeroplane", "bicycle", "bird", "boat", "bottle", "bus", "car",
"cat",
"chair", "cow", "diningtable", "dog", "horse", "motorbike",
"person", "pottedplant",
"sheep", "sofa", "train", "tvmonitor")
##### load all necessary excel sheets

########

## load the annotations for the 3 dimension reduction methods
$excel = New-Object -ComObject excel.application
$excel.visible = $false
$WorkBook1 = $Excel.Workbooks.Open('C:\PASCAL2012
images\PASCAL_july_ROI2.xlsx')
#$WorkBook1 = $Excel.Workbooks.Open('C:\PASCAL2012
images\PASCAL_C_JUNE2017.xlsx')
# Load the WorkSheet 'BuildSpecs'
$WorkSheet1 = $WorkBook1.sheets.item('Sheet1')
## load the groundtruths for all the images
$excel2 = New-Object -ComObject excel.application
$excel2.visible = $false
$WorkBook2 = $Excel2.Workbooks.Open('C:\PASCAL2012 images\groundtruth.xlsx')
# Load the WorkSheet 'BuildSpecs'
$WorkSheet2 = $WorkBook2.sheets.item('Sheet1')
$variable1=@()
$variable2=@()
$variable3=@()
$loop=0
while ($loop -lt 21 ) {
$variable1=$variable1+0
$variable2=$variable2+0
$variable3=$variable3+0

#number of true object occurence
# number of correct identification
#number of false positive

$loop++
}
$cluster=1
$records = @{}
##### instantiate a blank array holder
while ($cluster -lt 100){ #### loop through the clusters
$NCC=0
$cluster

## display the cluster being evaluated

#### build a single histogram for 20 keywords
$histogram= @()
$keywords=0
while ($keywords -lt $objects.count ) {
$keywords++
$histogram=$histogram+0
}
$histogram
$image=1
$imageLast=17215*4
while ($image -le $imageLast){ ###loop through the images
$ima= $worksheet1.cells.Item($image, 2).text
belongs to
$imagecluster= $ima/1
$ima2= $worksheet1.cells.Item($image, 1).text

#record the cluster the image
#record the label
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$imagelabel= $ima2/1
if ($cluster -eq $imagecluster){
$NCC++
$keywords=0
while ($keywords -lt 20) {
$OBJ=$objects[$keywords]
$groundtruthannotation=2
while (($groundtruthannotation -le 20) -and
($worksheet2.cells.Item($imagelabel, $groundtruthannotation).text -notlike
$OBJ)){
$groundtruthannotation++
}
if ($worksheet2.cells.Item($imagelabel, $groundtruthannotation).text -like
$OBJ){
$histogram[$keywords]++
}
$keywords++
}
}
$image++
}
$threshold= $NCC/2
echo "the threshold value is" $threshold
### identify the annotation keywords
$keyword=0
$annotation_keywords=@()
while ($keyword -le 20){
if ($histogram[$keyword] -gt $threshold){
$annotation_keywords += ,$objects[$keyword]
}
$keyword++
}
$annotation_keywords
### loop through the groundthruth, list of objects, and image annotation for
each cluster for evaluation ###
$image=1
$imageROI=1
while($image -le 17215){
#is the current cluster present in this image
$loud= @()
$loudness=0
while($loudness -le 7){
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$loud=$loud+$loudness
$loudness++
}
$clustercheck=0
foreach($ld in $loud){
$ld=$ld+$imageROI
echo $ld
$ima= $worksheet1.cells.Item($ld, 2).text #record the cluster the tile belongs
to
$imagecluster= $ima/1
if ($imagecluster -eq $cluster){
$clustercheck++
}
}
if ($clustercheck -gt 0){
echo "YES"
$keyword=0
while ($keyword -le 20){ ##loop through the objects
$OBJ=$objects[$keyword]
$OBJ
$loop1=2
$loop2=0
####loop through the ground truth
while (($loop1 -le 20) -and ($worksheet2.cells.Item($image, $loop1).text notlike $OBJ)){
$loop1++
}
$posA=0
if ($worksheet2.cells.Item($image, $loop1).text -like $OBJ){
echo "object found in ground truth"
$posA++
$variable1[$keyword]++
}
while (($loop2 -le $annotation_keywords.Count) -and
($annotation_keywords[$image, $loop2] -notlike $OBJ)){
$loop2++
}
$posB=0
if ($annotation_keywords[$image, $loop2] -like $OBJ){
echo "object matched with annotation"
$posB++
$variable2[$keyword]++
}
if(($posA -eq 1) -and ($posB -eq 1)){
echo "object positively matched"
$variable3[$keyword]++
}
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$keyword++
}
}
$imageROI=$imageROI+4

$image++
}
$cluster++
}
$records=,@(1, $variable1)
$records+=,@(2, $variable2)
$records+=,@(3, $variable3)
foreach ($b in $records) {"$b"}
$records
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Appendix IV
Section A: Illustration of ROIs detected from sample Images
from ImageNet 2012
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Section B: Matlab implementation of Sofmax training
[xsamples, ysamples]=size(samples);
T=zeros(xsamples, xsamples);
for cnt=1:xsamples
T(cnt, cnt)=1;
end
net = trainSoftmaxLayer(samples',T');
size(net.IW{1})
size(samples)
weights=net.IW{1};
%%%% formatting the weights %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
weightsx=10*abs(-1*weights+min(min(weights)))/abs(min(min(weights))max(max(weights)));
weightsx
[xweight, yweight]=size(weightsx);
for column=1:yweight
clt=weightsx(:,column);
weightsx(:,column)=clt/sum(clt);
end
weightsx
%%%% calculating the probabilities using Bayesian inferencing %%%%%%%%
Learn.Num_Topics =10;
%% Max number of EM iterations
Learn.Max_Iterations = 200;
%% Min. allowable lh change before EM termination
Learn.Min_Likelihood_Change
= 1;
%% Control level of printed and plotted output during learning
Learn.Verbosity = 0;
% train PLSA
[fixed_Pw_z,relevance,Pz,Li] =
pLSA_EM(weightsx,[],Learn.Num_Topics,Learn);
%%%%%%%%%%%%%%%%%%%%%%
%%% separate known neurons relevant probabilities from the rest
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[kng, knf]= size(relevance);
known=[]
for kjj=1:kng
if classes(kjj)>CL
known=[known; relevance(kjj, :)];
end
end
%%% compute the MSE of the relevance probabilities of known neurons
relevant probabilities from the rest
nmv, hmv]=size(known);
hnnn=[]
for mjj=1:nmv
mnnn=[]
for njj=1:nmv
err = immse(known(mjj,:),known(njj, :));
mnnn=[mnnn, err];
end
hnnn=[hnnn; mnnn];
end
for lnn=1:kjj
if classes(lnn)>CL
mnnn=[];
for njj=1:nmv
err = immse(relevance(lnn,:),known(njj, :));
mnnn=[mnnn, err];
end
mnnn=[mnnn, err];
%%% eliminate the neuron if the minimum MSE with known neuron exceeds
the maximum of MSE of known Neurons
if min(mnnn)< max(max(hnnn))
weights(kjj, :)=0*weights(kjj, :);
end
end
end
end
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