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Abstract-The subject of this paper is the computer representation and reduction of a 
particular graph known as a flowgraph. Basic terminology is developed in Section 1. 
Properties that are most pertinent o the reduction of flowgraphs are stated in Section 
2. Examples of applications are given in Section 3. The structure of the reduction pro- 
cedure is presented in Section 4. 
1. A graphical representation of a complex relationship is achieved by letting each com- 
ponent be a point and the relationship between any two components be an edge[l]. To 
define the concept of a flowgraph, it is necessary to define preliminary terms such as 
graph, directed graph, and network[2]. 
A graph G is a finite nonempty set V together with a relation R which is defined on 
the cross product V x V, and which is both symmetric and irreflexive. A directed graph 
is a tinite nonempty set V together with an irreflexive relation on V[3, p. 161. The im- 
portant difference between a graph and a directed graph is that the relation defining a 
directed graph is not necessarily symmetric. A network is a graph or a directed graph 
together with a function which assigns to each element of the edge set an element from 
the set of real numbers. The term network is used because of its similarity to electrical 
networks. The system being modeled dictates the relation among the vertices in both a 
graph and a directed graph. This is also true for a network. In addition to the relation 
being modeled, a network has a specific question associated with it. The nature of the 
question determines the type of information the real numbers will represent. The function 
mapping the real number to each edge is determined either from prior experience or 
experimental data[4]. 
A jlowgraph is a directed network without the irreflexive condition on the relation R. 
Relaxing the irreflexive condition allows the relation to be defined from vertex u to vertex 
u for any u in the set V. The ordered pair (v, v) is called a seff loop. Since the flowgraph 
is directed, the relation is not symmetric. The real number associated with a branch, i.e., 
an edge in a flowgraph is called a gain by Mason[S, 61 or a transmittance by Whitehouse[7], 
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Huggins[8]. Normally, the transmittance from vertex i to vertex j is written t(i, j). A 
complete flowgraph consists of vertices, branches, and a transmittance associated with 
each branch. Sometimes a real number is also associated with each vertex. It is called a 
measure of the vertex i and it is denoted by m(i). More frequently, it is said that a signal 
is transmitted from vertex i to vertexj[9, 51. The value of the signal at a vertex j, denoted 
v(j), is defined as the product of the branch transmittance, t(i, j), and the value of the 
signal at vertex i, where the branch originates. The value of the signal at vertex i is in 
turn given by the product of the branch transmittance entering vertex i and the value of 
the signal at its originated vertex[8, p. 6141. The fundamental property of flowgraph theory 
states that if more than one branch enters a vertexj, then the value of the signal at vertex 
j is given by the sum of the branch transmittances entering vertexj times the value of the 
signal at their respective originating vertices[7, p. 1641. 
Given three distinct vertices i, j, k, of a flowgraph, the ordered pairs (i, j) and (m, k) 
are said to be contiguous if and only if j equals m and i does not equal j. A path is a 
sequence of contiguous ordered pairs, i.e., arcs, with no vertex used more than once. 
That is to say, the traversal of one or more branches in the direction indicated on the 
branch is a path[lO, p. 61. Search of the arc set for a branch contiguous to (m, k) yields 
the next branch in the sequence. Suppose the ordered pair (k, 1) is an element of the arc 
set E. The sequence of ordered pairs (i, j), (j, k), and (k, I) forms a path from vertex i 
to vertex 1. A path may also be specified by a sequence of connected vertices. The se- 
quence of ordered pairs can more simply be written as the vertex sequence i-j-k-l. A loop 
is a path beginning at a vertex, and eventually returning to that same vertex. A loop also 
may be written as a sequence of connected vertices, such that the first term and the last 
term of the vertex sequence is the same. More precisely, a loop is a sequence of branches 
that starts at a vertex i and ends at vertex i passing through other vertices only once. The 
value of the signal transmitted over a path from vertex i to vertex j is given by the product 
of the branch transmittances along that path. This value is called path transmittance. 
Similarly, the value of the signal transmitted over a loop is given by the product of the 
branch transmittances along that loop. This value is called the loop transmittance. There 
are different types of loops. The sequence of vertices that has been defined as a loop is 
called a first-order loop. Let V be the set of vertices for some first-order loop and W be 
the set of vertices for another first-order loop. The two loops are defined to be non- 
touching if the intersection of set V and set W is the empty set. A second-order loop is 
defined as a set of two non-touching first-order loops. In general, an &h-order loop is 
defined as a set of n non-touching first-order loops. The value of the loop transmittance 
for an nth-order loop is given by the product of the branch transmittance for the n-non- 
touching loops[7, p. 1691. If the flowgraph is already known, the transmittance matrix T 
is easily constructed by letting the (i, j>‘h entry of the matrix T equal the value t(i, j). If 
the flowgraph is derived for example from a set of linear relations among the vertices, 
then the matrix T is constructed[ll, p. 321. 
Flowgraphs are generally divided into one of two categories, cascade flowgraphs and 
feedback flowgraphs. A cascadejlowgraph is a flowgraph with only open paths between 
any two vertices, i.e., no loops. A feedbackflowgraph, on the other hand, contains one 
or more loops. A flowgraph of either type must have at least one source and one sink. 
Vertices other than a source or a sink are called internal vertices. Removal of internal 
vertices yields a simpler flowgraph. The reduction by inspection relies on basic topological 
equivalences[l2, p. 2491. The new flowgraph is called a residual &‘owgraph[lO, p. 91. 
Flowgraphs that do not contain loops, that is cascade flowgraphs, are easily reduced to 
a residual graph. A cascade flowgraph can be easily reduced using one or more of the 
elementary transformations[8, p. 6151. An algorithm for the reduction of a cascade 
flowgraph to its index-residue form using elementary transformations has been developed. 
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A FORTRAN version was encoded by Donald McIlavin[7, pp. 491-4931. IJnfortunately 
the reduction of a feedback flowgraph cannot be achieved via elementary transformations 
alone, though it is possible to eliminate certain non-essential vertices via elementary 
transformations so that only the minimum number of implicit relationships need to be 
dealt with. The details of this type of reduction appear in Chapter 4]11, pp. 50-671. 
2. At every feedback vertex there is at least one branch originating and one branch 
terminating. In fact, the same can be said of every vertex in the original flowgraph except 
for sources and sinks. The operation of vertex splitting separates a vertex into a relative 
source and a relative sink. Like the source of a flowgraph, the relative source part of a 
split vertex has only the outgoing branches from the original flowgraph connected to it, 
and has a characteristic indegree of zero. Like the sink of a flowgraph, the relative sink 
has only the incoming branches from the original flowgraph connected to it, and has a 
characteristic outdegree of zero. In spite of the similar terminology, no new sources or 
sinks are added to the original flowgraph as a result of vertex splitting. 
Splitting a feedback vertex interrupts all the loops passing through that vertex and 
makes cascade branches out of all connecting branches[5, p. 11461. For example, consider 
the feedback unit in Fig. 1. Vertex 1 has been split into a relative source, designated by 
1, and a relative sink, designated by 1’. The minimum number of vertices that must be 
split to interrupt all loops in the flowgraph is called the index oftheJlowgruph[5, p. 11461. 
The index of the loop in Fig. 1 is two since it is necessary to split both vertex 1 and vertex 
2 to interrupt all loops. 
The definition of the index of a flowgraph implies a set of index vertices which, when 
split, will interrupt all feedback loops in the flowgraph. The number of elements in this 
set is equal to the index of the flowgraph. The set of index vertices is not necessarily 
unique for a given flowgraph. However, once a set of index vertices is chosen, all other 
vertices, except sources and sinks, may be eliminated using elementary transformations. 
The resulting flowgraph contains only sources, sinks, and index vertices. This form is 
called the index-residue of the original flowgraph[5, p. 11471. The set of vertices that are 
retained in the index-residue flowgraph, i.e., sources, sinks, and index vertices, is called 
the index-residue set. 
The evaluation of a flowgraph is defined to be the total source-to-sink transmittance 
for the entire flowgraph. An algorithm that incorporates all the previous ideas is discussed 
in Section 4. The remainder of this section is devoted to an alternative procedure, which 
is known as the Mason’s Rule and which is based on the evaluation of determinants. 
A preliminary step to the evaluation is the identification of all paths from source to 
sink. Let the set P(k) be the vertex set for the kth path. If the intersection of the set P(k) 
and a vertex set for a loop is the empty set, then the path is said to have a non-touching 
loop. Once a path is found, it may or may not have a non-touching loop. The evaluation 
of non-touching loops to a given path is needed to calculate the total source-to-sink trans- 
mittance for a flowgraph. Although identifying all paths from source to sink is reasonably 
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easy, determining all non-touching loops to each path can be time consuming and tedious. 
Cebulka developed a technique which determines not only the non-touching loops but 
also their evaluation. More specifically, let the coefficient matrix A, corresponding to a 
transmittance matrix T, be given by the identity matrix I minus T, i.e., A = I - T. The 
procedure for evaluating the non-touching loops to the kth path consists of two steps: 
(i) Remove the corresponding row and column in the transmittance matrix T for each 
vertex along the kth path, 
(ii) Evaluate the determinant of the coefficient matrix A(k) which corresponds to the 
resulting submatrix S(k)[l 1, pp. 73-801. The total source-to-sink transmittance, de- 
noted G, can be calculated using the equation known as Mason’s Rule[7, p. 1701 or 
[12, p. 2581. Mason’s Rule is given below. 
G = 2 G(k).A(k)lA 
The denominator, A, is called the graph determinant and is equal to the sum of all order 
loop transmittances. Its value is given by the value of the determinant of the coefficient 
matrix A for the flowgraph. The symbol A(k) is called the path factor and is equal to the 
sum of non-touching loop transmittances to a path P(k). If there exists a path that goes 
through all vertices, then the value of A(k) equals 1. Otherwise, it equals the value of the 
determinant of A(k) = I - S(k). Recall that the submatrix S(k) is obtained by removing 
all rows and columns corresponding to vertices along the path from the transmittance 
matrix T. Finally, G(k) is the path transmittance for P(k). 
The real advantage to Cebulka’s method lies in the fact that it can be encoded for a 
computer. If the sum of all order loop transmittances is needed, the program is trivial 
since all that is required is the evaluation of a single determinant. However, if the iden- 
tification of all order loops is desired, then the vertex sequence for each loop is found 
when the program includes steps that keep track of the matrix position of every term in 
every loop. For example, let the flowgraph be that of Fig. 2. 
Let, for k = 1, P( 1) be the path l-2-3-4. Then its coefficient matrix and its determinant 
are 
1 -t(5, 6) 0 0 
A(1) ’ 
1 
-t(6, 7) 
0 
= i 
-t(7, 5) 0 1 -r(7, 8) 
-t(8, 5) 0 0 1 - t(8, 8) i 
det(A(1)) = 1 - t(8, 8) - t(5, 6)?(6, 7)t(7, 5) - t(5, 6)t(6, 7)?(7, 8)f(8, 5) 
l--._lUA 
Ufst order 2 
+ 95, 6)2(6, 7)t(7, 5)?(8, 8) 
t 
2nd order 
The loops are 8-8, 5-6-7-5 and 5-6-7-8-5. A program that identifies the loops exists1231 
A very simple method that determines whether a flowgraph is a cascade flowgraph appears 
in 1241. 
If k of the n vertices of the graph are sinks, the dimension of A is actually (n - k) x 
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(n - k). Indeed if the sinks are numbered as the first k integers, then the transmittance 
matrix T is of the type 
where the dimension of T” is (n - k) x k and that of T’ is (n - k) x (n - k). If ZL and 
Z,_L are identity matrices with dimensions equal to the subscripts and if A’ = I,,_L - 
T’, A” = - T” then 
Thus the determinant of A equals the determinant of A’, which has dimension n - k. The 
preferred algorithm for the evaluation of a determinant of an m x m matrix is essentially 
the same as the method which is sometimes called pivotal condensation. This algorithm 
requires about Bm3 + m2 - m/3 multiplications or divisions [ 13, pp. 34-351. It is a sig- 
nificant improvement over the expansion method which requires about m x (m!) mul- 
tiplications[l4, p. 3651. 
3. None of the applications that are discussed in the sequel have meaningful data. The 
data that are assigned to the flowgraph of example 3a) below are fully fictitious. An 
example which uses logical vertices and is completed with data manipulation appears in 
a paper that has been submitted elsewhere[l5]. It is hoped that enough interest in this 
type of model will make collaboration with other scientists possible so that the models 
can be tested and validated. 
3. a) A number of islands are located in the Mediterranean Sea off the coast of Italy. 
A company operates a line of boats from the mainland to each of the islands. Boats also 
travel among the islands. This system can be represented by a directed graph. The main- 
lands and the islands are represented by a point on the graph called a vertex. Two vertices 
are joined together by a line called an edge if a boat travels directly between the two land 
areas represented by the vertices. Suppose the line of boats operates out of Naples, Italy. 
Tourists travel from the United States to Naples and then visit one or more of the islands. 
The islands that are connected by the line are Corsica, Sardinia, Sicily, Ischia, and Capri. 
From Corsica a tourist could travel to France, from Sardinia it is possible to go to Spain, 
and from Sicily a tourist could travel to Greece. The function which associates to each 
edge a measure depends on the kind of problems that need to be solved. 
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Assume that the company owning the line of boats wants to attract more tourists to 
Naples, Ischia, and Capri. To entice people to visit these places, they offer all-day fishing 
trips. These new trips are represented by self-loops. Let the company wish to evaluate 
tourist trends in an effort to use their boats more efficiently. Based on prior experience, 
they are able to compute the probability that a unit of tourists (10, 20 or whatever) travel 
from vertex i to vertexj. The resulting configuration of the flowgraph and the transmit- 
tances are given by Fig. 3. 
Suppose the company owning the line of boats is contemplating the addition of a direct 
route from Corsica to Sicily. If the probability that a unit of tourists travels from Corsica 
to Sardinia to Sicily is greater than some given value, for example, 0.25, the company 
would save money by adding a direct route since loading and unloading expenses (a type 
of node measure) at Sardinia would be eliminated. The original path and the reduced path 
are shown in Fig. 4. Based on this analysis, the company decides that the addition of a 
direct route from Corsica to Sardinia would save money. Suppose the company is now 
interested in evaluating the popularity of the resort attractions in Sardinia. To conserve 
fuel, the company feels it should eliminate one or more of the paths. If the total probability 
that a unit of tourists visit Sardinia is less than a given value, for example 0.6, the company 
will discontinue one of the routes. There are five paths from Naples to Sardinia. Thus 
the total transmittance must be evaluated. Should the company be interested in finding 
the probability that a unit of tourists travels first through Naples. Eliminating the vertex 
Fig. 3. 
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representing Naples yields the desired probabilities. Now, suppose the company is eval- 
uating the probability that a unit of tourists travel from Naples to France by way of 
Sardinia. For purposes of this analysis, Naples becomes the only source and France 
becomes the only sink. The portion of the original flowgraph, given in Fig. 3. that is of 
interest here is shown in Fig. 5. This flowgraph has an index equal to one. Splitting either 
the vertex representing Corsica or the vertex representing Sardinia will interrupt all feed- 
back loops. However, the choice is not arbitrary in light of the question being asked. 
Since the question centers around the island of Sardinia, it follows that the vertex rep- 
resenting Sardinia should be part of the index-residue set. The resulting index-residue 
flowgraph is shown in Fig. 5. 
Finally, the probability that a group of tourists is taking roundtrips out of Capri is to 
be determined. It is further desired that Sardinia and Corsica be included in these round- 
trips and that no new lines be added to the present schedule. First, one needs to find in 
how many ways these roundtrips are realized, i.e., all feedback loops must be found. 
Second, one needs to find not only the total probability that can be computed for each 
feedback loop but also the overall probability that roundtrips out of Capri occur already. 
If this value of the overall probability is satisfactory, then no promotion of such trips is 
necessary, otherwise an advertising campaign is launched. 
3. b) The average adult body contains five quarts of blood in its circulation network. 
In the average adult, these five quarts of blood are circulated more than 1,000 times per 
day. Therefore, the heart can actually pump 5,000 to 6,000 quarts of blood per day. More 
quarts need to be pumped if an adult is engaged in sports. For example, highly conditioned 
swimmers under intensive training often must circulate up to 8,000 quarts of blood per 
day. The circulatory system can be depicted as a closed flowgraph, with the heart acting 
both as a source and as a sink. If the transmittance equals the simple capacity in units 
of (quarts per day)/l,OOO in the various edges of the circulatory system, then the reduced 
flowgraph is used to determine the maximum flow through the system. The same reduced 
flowgraph is used when each transmittance is a measure of a different type such as the 
absorption factor of a certain drug along each edge[l6]. 
The nervous system has been defined as a group of nerves which specialize in the 
conduction and the reception states[l7]. A neuron is a single cell. It is able to react to a 
Fig. 5 
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stimulus, namely, it is a receptor and it is able to transmit a state of excitation, i.e., it is 
a conductor. Schematically, each neuron has an input side and an output side. 
The input side represents the chemical conduction at the synaptic cleft between the axon 
terminals and the dendrites. The signal at the neuron represents the function of each 
synapse, either excitatory or inhibitory[lS, p. 551. The value of each transmittance may 
be selected to be a probability or, more specifically, an index of either the duration or 
the intensity of a stimulus. A nerve is a set of neurons. Thus, each nerve itself can be 
modeled by a cascade or a feedback flowgraph. 
3. c) When the relation between any two entities in a group is of competitive nature, 
then its graphical representation can be called a competition graph. Signed directed graphs 
are used and a number of ways to measure the balance in a group are devised[ 191. Weighted 
signed networks provide an efficient tool for the analysis of energy use[20, pp. 197-2011. 
If the vertices represent species of an ecological community, the flowgraphs are often 
called food webs. These flowgraphs are seldom closed and most often have no self loops 
unless there are cannibalistic traits. The transmittance t(i, j) between two entities i and 
j may be a measure of their competition. For example, ~(i, j) equals the probability that 
i hunts in a territory that is claimed by j or that i preys onj. Feedback loops occur when 
two species prey on each other’s young. The evaluation of the flowgraph then measures 
the effect or the influence of a population over another (open flowgraph) or over itself 
(closed flowgraph). When flowgraphs are defined as structures of a compartment system, 
the terminology changes slightly. For example, the term transmittance is replaced by the 
term arm. The vertices are functions with the possible exception of the source which may 
be an operator such as a differential or integral operator. The evaluation shows how to 
synthesize the transfer function of a system of compartments[21, pp. 281-2851. 
4. The reduction of feedback flowgraphs is based on the fact that certain vertices, for 
example those in loops, play a more prominent role in the analysis of a flowgraph. An 
algorithm to find the relationship among these “essential” vertices is discussed in this 
section. The algorithm has been encoded. The programming language used is PASCAL. 
However, it is conceivable that any high level language can also be used. The main reason 
for choosing PASCAL is because of the dynamic storage structure it provides via the 
concept of linked list[22, p. 1071. 
A residual path is a path which begins at an index-residue vertex, and ends at the same 
or another index-residue vertex without passing through any other index-residue vertex. 
Therefore, a preliminary step to the evaluation of residual paths is the identification of 
the index-residue set. For the flowgraph in Fig. 6, the index-residue set automatically 
contains vertex 1 and vertex 9, since they are the source and sink respectively. In addition, 
Fig. 6. 
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vertex 4 and vertex 8 are also included, since splitting those vertices interrupts al! feedback 
loops in the flowgraph. There are two residual paths from vertex 1 to vertex 4, namely, 
the path l-2-4 and the path l-3-4. However, there is no residual path from vertex 1 to 
vertex 8 since the only path from vertex 1 to vertex 8 passes through the index-residue 
vertex 4. 
The residual transmittance between an index-residue vertex i and an index-residue 
vertex k, denoted G(i, k), is defined as the algebraic sum of the path transmittances for 
all different residual paths from i to k. The residual transmittance from vertex 1 to vertex 
4 in Fig. 6 is given by G( 1, 4) = t( 1, 2)t(2, 4) + t( 1, 3)t(3, 4). The index-residue flowgraph 
has a branch (i, k) if and only if the original flowgraph has one or more residual paths 
from vertex i to vertex k. The transmittance associated with the branch from i to k in the 
index-residue flowgraph is given by the residual transmittance G(i, k). The index-residue 
flowgraph for Fig. 7 has a branch directed from vertex 1 to vertex 4 with a transmittance 
equal to G(l, 4). However, there is no branch directed from vertex 1 to vertex 8 since 
there is no residual path from vertex 1 to vertex 8 in the original flowgraph. 
Briefly, the first step is the reduction of the feedback flowgraph to its index-residue 
form. This reduction produces one or more self-loops. The second step is the reduction 
of one of the self-loops[5, p. 11571. This step is repeated with the index-residue set de- 
creased each time by one element. The vertex omitted is the vertex with the self-loop 
that is reduced. If there are 12 index vertices, i.e., the index of the original flowgraph is 
n, then this step is repeated n times. The end result is a cascade flowgraph with only 
sources and sinks. 
To illustrate this process, consider the flowgraph in Fig. 6. Since the index of the figure 
is two, it will require two complete cycles to reduce. The first step is to identify the index- 
residue set and evaluate the residual transmittances. The index-residue set is given by (1, 
4, 8, 9). The residual transmittances are given by 
G(1, 4) = t(l, 2M2, 4) + t(1, 3)t(3, 4); G(4, 4) = t(4, 5)t(5, 4); 
G(4, 8) = t(4, 6)t(6, 8); G(8, 4) = t(8, 7)t(7, 4); 
G(8, 8) = t(8, 8); G(8, 9) = t(8, 9). 
Notice that there are two residual paths from 1 to 4 and both must be accounted for 
in G( 1, 4). Also, notice that the loop transmittance for the loop 4-6-8-7-4 is not included 
in the residual transmittance, G(4, 4). The reason it is omitted is that the loop 4-6-8-7-4 
is not a residual path since it passes through the index-residue vertex 8. It is obvious that 
extreme care must be exercised in the identification of residual paths and the subsequent 
evaluation of residual transmittances. 
The second step in the process is to eliminate one of the self-loops. Suppose the loop 
from vertex 4 to itself is eliminated. The transmittance of a self-loop on a vertex i is given 
by l/(1 - t(i, i))[12, p. 2491. Therefore, the equivalent transmittance of the self-loop on 
vertex 4 is given by l/(1 - G(4, 4)). The residual transmittances are now recomputed for 
a new index-residue set, which is given by (1, 8, 9). The new residual transmittances are 
denoted G’(i, j) and are given by 
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G’(1, 8) = G(1, 4)G(4, 8)/(1 - G(4, 4)) 
G’(8, 8) = G(8, 8) + G(8, 4)G(4, 8)/(1 - G(4, 4)) 
G’(8, 9) = G(8, 9). 
A new index residue flowgraph is constructed based on the primed residual gains. A 
branch is directed from vertex i to vertex j if and only if G’(i, j) is defined by the primed 
residual gains. The new index-residue flowgraph contains three branches, (1, 8), (8, 8) 
and (8, 9) and is shown in Fig. 8. Eliminating the self-loop on vertex 8 is the next step in 
the reduction process. The equivalent transmittance on the self-loop on vertex 8 is given 
by l/( 1 - G’(8, 8)). Removing vertex 8 from the index-vertex set leaves only one residual 
transmittance, namely, G”(1, 9) to be computed. The value of the residual transmittance 
G”(l, 9) is given below. 
G”(1, 9) = G’(1, 8)G’(8, 9)/(1 - G’(8, 8)). 
The index-residue flowgraph correspondingto G”( 1,9) is the cascade form of-the original 
flowgraph. The value G”(l, 9) is the total source to sink transmittance for the entire 
flowgraph. Once the index-residue flowgraph contains only sources and sinks, the re- 
duction process is complete. The completely reduced form of the flowgraph in Fig. 6 
contains one branch directed from the source to the sink, and is given in Fig. 9. 
The value G”(1, 9) can be written in terms of the original branch transmittances by a 
sequence of back substitutions. 
but, 
G”(1, 9) = G’(l, 8)G’(8, 9)/(1 - G’(8, 8)); 
1 - G’(8, 8) = 1 - (G(8, 8) + G(8, 4)G(4, 8)/(1 - G(4, 4))) 
= 1 - G(8, 8) - G(8, 4)G(4, 8)/(1 - G(4, 4)) 
= ((1 - G(8, 8))(1 - G(4, 4)) - G(8, 4)G(4, 8)}/(1 - G(4, 4)) 
and 
G’(1, 8)G’(8, 9) = G(l , 4)G(4, 8)G(8, 9)/(1 - G(4, 4)) 
so 
G”(1, 9) = {G( 1. 4)G(4, 8)G(8, 9)/( I - G(4, 4))}/ 
(((1 - G(8, 8))(1 - G(4, 4)) - G(8, 4)G(4, W/(1 - G(4, 4))) 
= G( 1, 4)G(4, 8)G(8, 9)/ 
((1 - G(8, 8))(1 - G(4, 4)) - G(8, 4)G(4, 8)). 
Further substitution in the denominator yields 
(1 - f(8, 8))(1 - t(4, 5)t(5, 4)) - t(8, 7)r(7, 4)t(4, 6)t(6, 8) 
= 1 - t(8, 8) - t(4, 5)t(5, 4) - t(8, 7)t(7, 4)t(4, 6)t(6, 8) + t(8, 8)t(4, 5)t(5, 4). 
Upon inspection of Fig. 6, it can be seen that the denominator corresponds to unity minus 
the sum of the first-order loop transmittances plus the sum of the second-order loop 
transmittances. This is the same value that appears in the denominator of Mason’s Rule. 
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Further substitution in the numerator yields 
G(1, 4)G(4, 8)G@, 9) = {t(l, 2M-2, 4) + t(1, 3X3, 4)}t(4, 6)t(6, 8)t(8, 9) 
= t(1, 2)r(2, 4)t(4, 6)t(6, 8)@, 9) 
+ t(1, 3)t(3, 4)t(4, 6)1(6, 8)t(8, 9). 
The numerator is simply the sum of all the path transmittances for the paths from 1 to 9. 
Notice that in this example there are no non-touching loops to either the path 1-3-4-6-8- 
9, or the path l-2-4-6-8-9. 
The selection of the procedure for the evaluation of the flowgraph depends entirely on 
what question is associated with the flowgraph. If the desired quantity is the equivalent 
source to sink transmittance, then an algorithm based on Mason’s Rule gives a more direct 
solution. However, if the relationship among certain index-residue vertices is desired, 
then an algorithm based on the above reduction process should be used. 
Since a technique now exists for the reduction of flowgraphs with feedback loops, very 
complex flowgraphs can be simplified without loss of information. If the result of the 
computer reduction is not unique, it is better. Whenever more alternatives result from 
the reduction, different mathematical systems need to be solved. It does not matter 
whether the systems of equations are differential, integral or algebraic because a lot of 
software for these systems exists. Because of the reduction, more complex situations that 
carry a lot of details on the relationships among its components can be studied without 
experimenting directly on the prototype. Each set of assumptions on the relationships 
and their specifications, e.g., the transmittances, yields an open or closed flowgraph, with 
or without feedback loops. The computer reduction offers all possible options that are 
solved by the appropriate numerical methods. The builders and the users of the simulation 
models then check whether the results that simulate the behavior of the given prototype 
are valid. 
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