The fire behavior of materials is usually modeled on the basis of fire physics and material composition. However, significant strides have been made recently in applying soft computing methods such as artificial intelligence in flammability studies. In this paper, multiple linear regression (MLR) was employed to test the degree of non-linearities in flammability parameter modeling by assessing the linear relationship between sample mass, heating rate, heat release capacity (HRC) and total heat release (THR). Adaptive neuro-fuzzy inference system (ANFIS) was then adopted to predict the HRC and THR of the extruded polystyrene measured from microscale combustion calorimetry experiments. The ANFIS models presented excellent predictions, showing very low mean training and testing errors as well as reasonable agreements between experimental and predicted datasets. Hence, it can be inferred that ANFIS can handle the non-linearities in flammability modeling, making it apt as a modeling technique for accurate and effective flammability assessments.
Introduction
Material flammability analysis is carried out using flammability characteristics obtained from fire experiments. Fire experiments are grouped into small-scale, bench-scale and full-scale experiments depending on the size of sample required. In reality, full-scale fire experiments provide the best estimates of material flammability since they imitate actual fire scenarios. However, due to the high cost, operational and technical challenges, small-scale experiments have been adopted for flammability evaluations. To validate the accuracy of small-scale experiments, correlation analysis conducted between the different scales of experiments shows feasible relationships in the test results [1] [2] [3] [4] .
Microscale combustion calorimetry (MCC) is a small-scale fire experiment operated on the principles of oxygen consumption calorimetry. MCC has received significant attention in recent years and remains the most commonly cited fire experiment for polymer flammability assessments due to the wealth of data measured from it [5, 6] . Amongst the data is the heat release capacity (HRC), a flammability parameter and material property measured exclusively from the 'Method A' [6] of MCC. HRC integrates thermal stability and combustion properties, hence rendering it the best predictor of a materials response to fire. HRC is defined as the ratio of the maximum value of the specific heat release rate to the average heating rate of a sample [5] [6] [7] [8] [9] . The total heat released (THR) is a measure from the total heat released when a sample undergoes a complete combustion in an oxygen atmosphere. THR is also a flammability property calculated from the results measured from the Method A procedure [7, 9, 10] .
Experimental Methods

Material
The flammability of pure extruded polystyrene (XPS) obtained from Zhengbang New Building Material Co. Ltd. located at Zaozhuang, China was studied. The samples were cut from large boards of XPS into milligram sizes for the experiments. The Mettler AX-205 Analytical Semi Micro Balance Delta Range from Hamilton company in Reno, NV, US. The instrument has a readability of 0.01 mg and a weighing range of 81 g was used to weigh the samples. The material properties are listed in Table 1 [5, 11] . 
Microscale Combustion Calorimetry (MCC)
The MCC experiment took place at the VTT Technical research center of Finland in MCC-2 equipment from Govmark (Farmingdale, NY, US) Limited. According to standards in ASTM D7309-13 [20] , the experimental procedure applied was in line with Method A. Milligram samples taken from extruded polystyrene boards were weighed and prepared for the MCC experiment. Samples of mass ranging from 1 to 4 mg were heated at a temperature of 75 to 600 • C in a pyrolyzer under heating rates ranging from 0.1 to 3.5 K s −1 . The volatile pyrolysis products were removed from the pyrolyzer by nitrogen gas and were oxidized with excess oxygen at 900 • C in a tubular combustion furnace. Oxygen consumption calorimetry was applied for calculating the heat release rate from the volumetric flow rate and the oxygen concentration of the gases that flowed out of the combustor [6, 13, 14, 20] . The samples were tested in three replicates and an average of the measured results was recorded. The samples were labelled as xps_1_0.1 representing the first sample tested under 0.1 K s −1 , and so on. The heat release temperature, time to heat release and heat release rate were measured and recorded. HRC was obtained by dividing the specific heat release rate by the corresponding heating rate. Additionally, THR was calculated from the area under the specific heat release rate against time plots at a given heating rate.
Adaptive Neuro-Fuzzy Inference System (ANFIS)
The artificial neural network has a unique quality of learning the input and output datasets for the system and reproducing accurate values to match the data. Fuzzy logic, on the other hand, has the capability of interpreting, organizing, representing and also adding an element of reasoning to an applied data. A Fuzzy Inference System (FIS) is made up of four distinct components, namely a fuzzifier, fuzzy rules, inference engine and a de-fuzzifier [17] . With a given input dataset, the output of an FIS is determined by building the fuzzy rules, fuzzifying the inputs with the membership functions, developing a rule strength and finding its consequences. The consequences are then put together to obtain an output distribution, which is then further de-fuzzified. There are two types of FIS, the Mamdani and Sugeno types. The Mamdani type FIS requires the use of fuzzy rules to link fuzzy set to outputs, which are de-fuzzified to produce scalar variables. The Sugeno FIS is quite similar to the Mamdani type, however, no output distribution or output membership function is included in the system. Instead, to obtain the output, the inputs are multiplied by a constant and the results are added [21] .
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A combination of ANN and FIS, therefore, employs the architecture of ANN with its learning ability and integrates fuzzy reasoning to add logic and the prior knowledge effect. With this method, ANN accurately learns the membership functions of a fuzzy logic system in order to build the input data of the model, which is organized as fuzzy IF-THEN rules by the FIS. This hybridization is carried out to ensure the optimization of the parameters used in developing the FIS with an application of a learning algorithm for input-output mapping. The architecture of a typical ANFIS structure that has two input variables with five layers is presented in Figure 1 [21] . It must be noted that the squares and circles in Figure 1 represent adaptive nodes and fixed nodes, respectively.
The first layer has four adaptive nodes showing the premise parameters A 1 , A 2 , B 1 , B 2 . The fuzzy IF-THEN rules for Figure 1 are described below.
Rule 1: If x is A 1 and y is B 1 , then
Rule 2: If x is A 2 and y is B 2 , then
where p i , q i , r i are the consequent parameters and i = 1, 2. The first layer has two inputs x and y representing the heating rate and sample mass, respectively, with one output (either HRC or THR). The values in each input variable are changed to a membership value using the assigned membership functions. The membership function usually applied for ANFIS is the generalized bell function. The output of Layer 1, which is also the fuzzy membership value, is denoted as O i , representing the value for any ith node in layer j. The operations in the adaptive nodes are shown in Equations (1) and (2) .
From Equations (1) and (2), O 1,i represents the membership function (generalized bell function, triangular function or Gaussian function) of the fuzzy set A 1 , A 2 , B 1 , B 2 , which also shows the connection between the input set x and y and the fuzzy set. The variables A i and B i−2 are all parameters in the ith node of layer j.
The membership functions can be expressed in mathematical forms as Equations (4)- (7) .
Bell shaped:
Altering the consequent parameters of the membership function will subsequently produce a different membership function and ensures the flexibility in defining membership functions.
Layer 2 contains fixed nodes that operate on multiplication rules. In Layer 2, the product of the various input signals is obtained to generate rule-firing strengths. This operation is presented in Equation (8) .
Normalization of the firing strengths attained in the second layer takes place in Layer 3. The ratio of the firing strength of the ith rule to the sum of rules in the model is assessed at this point. The mathematical expression of the normalization process is shown in Equation (9) [22] [23] [24] [25] .
The rules for the outputs are computed in the fourth layer. The consequent parameters are adjusted until an optimal value is obtained with minimal errors. This layer is made up of adaptive nodes, which helps in calculating the total output of the developed model. The output of Layer 3, w i , is multiplied by a parameter set {a i , b i , c i } to get the output of Layer 4 [26] .
Lastly, the various outputs in Layer 4 are added up to obtain the final output of the ANFIS model. Layer 5 has one fixed node with a summation function operation [17] .
The neuro-fuzzy app designer in Matlab provides a very simple platform for ANFIS predictions. After loading the training and test data, the app trains the data to shape the membership functions and generates fuzzy rules for the calculation of the output data. The language recognition and reasoning aspect is handled by the fuzzy logic part of the app. 
Layer 2 contains fixed nodes that operate on multiplication rules. In Layer 2, the product of the various input signals is obtained to generate rule-firing strengths. This operation is presented in Equation (8).
Normalization of the firing strengths attained in the second layer takes place in Layer 3. The ratio of the firing strength of the th rule to the sum of rules in the model is assessed at this point. The mathematical expression of the normalization process is shown in Equation (9) , 1,2
The rules for the outputs are computed in the fourth layer. The consequent parameters are adjusted until an optimal value is obtained with minimal errors. This layer is made up of adaptive nodes, which helps in calculating the total output of the developed model. The output of Layer 3, , is multiplied by a parameter set , , to get the output of Layer 4 [26] .
( )
Multiple Linear Regression (MLR)
Regression analysis is used to evaluate the cause-effect relationship among variables in a given dataset with the aim of developing prediction equations. Multiple linear regression is a statistical method applied to describe how several explanatory variables define a corresponding dependent variable. MLR basically models the linear relationship between dependent and independent variables [27] . MLR fits a linear equation of the form shown in Equation (12) to the observed data. The coefficients in the fitted equation show the effect of or the changes in the dependent variable when the independent variables change by one unit, while the constant attached (ε) shows the value of the dependent variable if all the other variables are zero.
where for any i = n observations, y i is the dependent variable (HRC and THR), x i represents the independent variable (sample mass and heating rate) and the y-intercepts are denoted by β 0 and β p , representing the slope coefficients of x i . Lastly, the error obtained during the modeling process is represented by ε. The degree of linearity is evaluated using the coefficient of determination, while the error term accounts for the variation or the difference between the predicted and actual variables. To ascertain the suitability of conducting MLR on a specific dataset, various tests such as the linearity, normality, missing value test and extreme value test are conducted [28, 29] .
Model Implementation
ANFIS prediction technique was applied to estimate the heat release capacity and total heat released of extruded polystyrene samples. The Sugeno method was used since it is known to display faster convergence and better accuracy than the Mamdani method [15] . A trial and error method was used to select the optimal membership function for the model. The membership function that presented the least root mean squared error was chosen. The other variables such as the optimization method (hybrid or back propagation), method of generating FIS (sub-clustering or grid partition), the number of membership functions within a hidden layer, the types of composition function and interference were selected based on the minimum error approach. The MCC experimental data, divided into training and testing sets, were used as input data in the neuro-fuzzy designer app built in MATLAB (R2018a). The computer used for the training has the following specifications: 64-bit operating system and a 4 GB memory with an i3-4005U CPU @ 1.70 GHz processor. The suitable structure for the model was selected depending on the data size and application. The necessary parameters were selected and the model was trained to evaluate the learning ability and determine the structural parameters (consequence and premise) with an optimization algorithm. The hybrid optimization algorithm is an integration of the gradient descent and the least squares method [21] . The outputs of the various nodes are forward propagated until it reaches the fourth layer. The consequent parameters in this section are determined by the least-squares method. The errors attained are back propagated, and the premise parameters are altered and adjusted using the gradient descent algorithm. The error factor in ANFIS is defined as presented in Equation (13).
Basically, the hybrid method employs different algorithms for each of the training parts, hence, eliminating the local minima convergence and increasing the performance of the model. The overall performance was assessed using the test patterns in the Neuro-Fuzzy Designer app [21] .
Results and Discussion
MCC Experimental Results
The specific heat release rate of XPS measured during the MCC experiment is plotted against temperature in Figure 2 . The figure affirms the relationship between HRR, heating rate and temperature at peak HRR (pTemp), which is that the heat release rate and the corresponding heat release temperature increases with the increasing heating rate. Figures 3 and 4 also show the variation of HRC with respect to sample mass and heating rate. On average, 1.5 mg samples had the highest HRC values compared to the other masses. More distinct lines at lower heating rates are shown in Figure 4 , which are the HRC values versus the inverse of heating rate [11, 14, [30] [31] [32] .
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Statistical Analysis
To determine the regression equation using multiple regression analysis, HRC and THR were selected as the independent variables with heating rate and sample mass being the dependent variables. The descriptive statistics of the input data are listed in Table 2 . The analysis of variance showing the influence of HRC and THR on heating rate and sample mass in this regression analysis is presented in Tables 3 and 4 . It is clearly seen that the dependent variables have a greater significance in the estimation of HRC than THR. The test statistic of HRC has an F-value of 53.85, which is larger than the critical value . , , = 3.385 . This analysis signifies that there is a significant statistical difference in the means of the variables. However, the F-value for THR is quite smaller than the critical value; hence, the null hypothesis for equal population means cannot be rejected. In Table 5 , the multiple linear regression model summarized for HRC and THR are presented. It can be seen that the adjusted R-square for HRC is higher than THR. HRC has a linear relationship with sample mass and heating rate, while THR is almost constant throughout the range of heating 
To determine the regression equation using multiple regression analysis, HRC and THR were selected as the independent variables with heating rate and sample mass being the dependent variables. The descriptive statistics of the input data are listed in Table 2 . The analysis of variance showing the influence of HRC and THR on heating rate and sample mass in this regression analysis is presented in Tables 3 and 4 . It is clearly seen that the dependent variables have a greater significance in the estimation of HRC than THR. The test statistic of HRC has an F-value of 53.85, which is larger than the critical value F 0.05, 2,25 = 3.385. This analysis signifies that there is a significant statistical difference in the means of the variables. However, the F-value for THR is quite smaller than the critical value; hence, the null hypothesis for equal population means cannot be rejected. In Table 5 , the multiple linear regression model summarized for HRC and THR are presented. It can be seen that the adjusted R-square for HRC is higher than THR. HRC has a linear relationship with sample mass and heating rate, while THR is almost constant throughout the range of heating rates applied. It should be noted that to get a very accurate prediction of these flammability parameters, Polymers 2020, 12, 122 9 of 16 especially for THR, a method that can handle non-linear modeling could be used. Hence, the next section applies ANFIS networks in the prediction of HRC and THR. 
ANFIS Network Prediction Results
The present study employed ANFIS networks to model the relationship between sample mass, heating rate, heat release capacity and total heat release rate measured from the MCC experiment. To develop the ANFIS model, the hold-out data splitting technique was adopted. Twenty-four randomly selected data-points out of the 28 experimental data were used for training, while the remaining 4 represented the test data for the model. For improved accuracy, the test data covered the entire range of the available dataset. Table 6 shows the datasets used for developing the models [14] . The membership function for the model was selected by trial and error, and the hybrid learning algorithm was adopted for the training process. The model structure for HRC and THR, as illustrated in Figure 5 , consists of two inputs, three membership functions for each input and one output. Three logical operators-and, or and not-are adopted in ANFIS applications. However, depending on the fuzzy logic rules extracted, any of the operators can be used to suit the structure of input data. In this research, only the 'and' logical operator was utilized.
The neurons in Layer 3 consist of fuzzy rules, the conditions of each rule and the consequences. The fuzzy IF-THEN rules generated for the membership functions from the input data of the developed models are detailed from 1-10. These conditional statements describe how the outputs were formulated according to the three membership functions applied. Plots of experimental data against predicted data from the HRC ANFIS model during training and testing are illustrated in Figures 6-8 . From the simulation, the minimal training Root Mean Squared Error (RMSE) was 0.0224, while the average testing error obtained was 0.625. It is quite clearly seen that the predicted data show a close proximity to the experimental data. A surface plot demonstrating the relationship between the predicted HRC, sample mass and heating rate is presented in Figure 8 . The shape of the curve is similar to the one illustrated in Figure 3 ; hence, the plots from the ANFIS model show that the model has a high predictive ability.
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Conclusions
The adaptive neuro-fuzzy inference system is an artificial intelligence-based computing The combination of fuzzy reasoning and artificial neural networks optimizes and improves the learning and generalization capabilities of models. The ability of the system to tackle non-linearities in datasets is also greatly enhanced. This improvement can be observed in the application of ANFIS in flammability studies covered in the present study. The insignificant RMSE values obtained show that ANFIS is suitable for predicting HRC and THR from MCC experiments. With sufficient training, testing data and the right selection of input parameters, this modeling method can be accurately extended to a double scale analysis, such as the prediction of cone calorimeter test data from MCC test results.
The adaptive neuro-fuzzy inference system is an artificial intelligence-based computing predictive technique that combines fuzzy inference and the artificial neural network. The method has been applied in various research areas for predicting an output from various input variables. An attempt has been made in the present study to predict HRC and THR measured from the Method A procedure of the MCC experiment. This was done after realizing the degree of non-linearities in flammability parameter modeling using multiple linear regression. While developing the ANFIS models, sample mass and heating rate were used as input variables. The training and testing datasets consisted of 24 and 4 data points, respectively. The research showed that ANFIS has a great potential in flammability simulations and assessments and can, therefore, be used accurately and reliably in flammability studies. 
