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Abstract
We develop model free PAC performance guarantees for multiple concurrent
MDPs, extending the work of [16] where a single learner interacts with multiple
non-interacting agents in a noise free environment. Our framework allows noisy
and resource limited communication between agents, and develops novel PAC
guarantees in this extended setting. By allowing communication between the agents
themselves, we suggest improved PAC-exploration algorithms that can overcome
the communication noise and lead to improved sample complexity bounds. We
provide a theoretically motivated algorithm that optimally combines information
from the resource limited agents, thereby analyzing the interaction between noise
and communication constraints that are ubiquitous in real-world systems. We
present empirical results for a simple task that supports our theoretical formulations
and improve upon naive information fusion methods.
1 Introduction
Reinforcement Learning (RL) has demonstrated impressive recent success in many domains, most
noticeably game playing [20]. As tasks become more challenging and diverse, the classic balance
between exploration and exploitation needs to be addressed more effectively. In recent years, there
have been many works analyzing the exploration efficiency of single-agent RL, using either Probably
Approximately Correct (PAC) performance measures [18, 3, 11], or regret bounds [14], but the
problem remains very challenging in large (often continuous) sparse domains.
Coordinated concurrent exploration via multiple agents operating in parallel offers obvious advantages
over single-agent exploration, as agents can interact with one another to ensure efficient distributed
exploration [5, 8, 15]. PAC results for multi-agent exploration have also been demonstrated [9, 17].
However, unlike a single-agent scenario, in real life settings restricted communication between agents
can hinder their ability to perform effective exploration and control, as has been demonstrated for
control problems [1]. Thus, algorithms that are provably capable of overcoming noise and restricted
communication are needed.
In standard Model Free (MF) RL, a learner aims to develop an optimal policy based on interaction
with the environment through state observations and action selection. Here we consider a multi-agent
concurrent setting, where the learner has access to information from a group of agents operating
in parallel on a set of Markov Decision Processes (MDPs), each sending state information to the
learner that adapts its policy based on this information. The learner transmits its state-action value
assessment to the agents, who use it to act in their respective environments; see Fig. 1A. This basic
setting, analyzed in PAC-theoretic terms in [17], is extended in the present work to include noise and
band-limited communication, rendering it more practically relevant; see Fig. 1B.
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Figure 1: A diagram representing the model. A: The original model as presented in [16]. Agents
collect world observations xi , (si, ai, ri, s′i, As′i ,Mi), and send them to a common learner. The
learner performs value iteration and returns to the agents U , a representing Q-function table. The
agents perform a greedy policy over the received Q-function. B: Our model. The Q-table U received
from the learner by agent i is noisy with some learner-agent noise niL. Q-function table based
communication between agents is allowed, with an addition of agent-agent noise termed nj,iA for
agent j to agent i. In Section 5.2 we add quantization noise to the inter-agent communication.
The main contributions of the present work are the following. (i) We extend the multiple concurrent
MDP setting in [17] to incorporate noisy interactions between the learner and the agents, and noisy
communication between the agents themselves. (ii) We develop PAC performance guarantees for
this setting, and, based on these, suggest an algorithm that optimally combines information from the
agents in order to reduce the effects of noisy communication. We demonstrate its performance on a
simple maze setting. (iii) We study the effects of limited communication resources on performance,
and highlight the trade-off between control and communication and provide provably effective means
to balance between them.
Related work Recently, [5, 6] suggested necessary properties for effective coordinated exploration:
commitment, diversity and adaptivity, and demonstrated that exploiting them improves exploration
on toy-problems. Another recent work [7] has demonstrated finite time convergence of the TD(0)
algorithm for the distributed multi-agent case. Some interesting works focuses on adaptively learning
how to perform communication between agents, in addition to learning the desired task [21, 12, 10].
It was also recently demonstrated that single-agent meta-learning can be improved by using parallel
agents who coordinate their exploration for improved performance [15]. We contribute to this
expanding literature by developing the first, to the best of our knowledge, PAC guarantees for the
noisy restricted communication concurrent setting.
2 Background, model, and definitions
Consider a set of kp agents acting concurrently in kp environments and transmitting their state-
action information to a learner. Each environment is modeled as a MDP, which is a 5-tuple
(S,A, P,R, γ). Here S is the finite or infinite state space, A is the (finite) action space, P is
the dynamics probability law (given state s and action a, the probability to traverse to state s′
is p(s′|s, a)), R(s, a, s′) is the reward function, and γ is the discount factor. The Q-function un-
der policy pi is defined as Qpi(s, a) = Epi [
∑∞
t=0 γ
tR(st, at, st+1)|s0 = s, a0 = a], and the op-
timal Q-function is Q∗(s, a) = maxpi Qpi(s, a). The Bellman operator for pi is BpiQ(s, a) =∫
s′ ds
′p(s′|s, a)[R(s, a, s′) + γQ(s′, pi(s′))]. Similarly, the value function for pi is defined as
V pi(s) = Epi[
∑∞
t=0 γ
tR(st, at, st+1)|s0 = s]. We also assume that all Q-functions are bounded
to the interval [0, Qmax], where Qmax = Rmax/(1− γ). We follow the basic model introduced in
[17], as shown in Figure 1A. Each of the kp agents interacts with a MDP composed of unknown
transition probabilities P and rewards R, and acts according to some policy within that environment.
The agents send their observations to a joint learner who performs value iteration, and produces a
Q-function table termed the approximation set U . Since the state state space may be continuous,
U can be viewed as a sort of space discretization, enabling us to maintain only a finite number of
state-action Q values. For finite spaces there is a table value for each state-action. The learner sends
each of the agents a copy of its Q-table, over which they perform a greedy policy. We term this sample
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Q-table. In our extension, depicted in Figure 1B, we consider the more realistic scenario where a
learner-agent noise termed niL is present and results in noisy Q-tables being sent from the learner to
agent i. We also allow a direct communication between pairs of agents. Each agent can send its own
copy of the Q-table received from the learner, with an added agent-agent noise termed nj,iA from agent
j to i. Since noisy Q-tables hinder the agents’ ability to perform efficient exploration and control, the
goal is to use this settings in order to find an effective and practical estimation method for the Q-table,
which results in guaranteed improved exploration bounds. Since the agent-agent communication
channel adds further noise to the Q-tables, it is evident that there is a trade-off between using the less
noisy Q-table sample received from the learner, and using the information from a large number of
more noisy Q-tables sent by the other agents.
In this paper, we use the definitions and notations from [16] (mostly Section 5), with the exception of
altering and adding a few (exact details in supplement A). The (possibly continuous) state-action-
MDP space is assumed to be accompanied with a distance function between state-action-MDP triplets
(s, a,M), d(s, a,M, s, a,M, dknown) , max{0, d(s, a,M, s, a,M, )− dknown}, where dknown is
a user-defined constant. We also define NSAM (dknown) to represent the size of the state-action-MDP
space. For finite spaces this is simply the size of the space, while for the continuous case it is given
by the covering number based on the metric d. Since NSAM (dknown) appears often in manuscript,
we use the notation Γ for it. The approximation set U represents a finite number of state-action-MDP
triplets to which we can quantize our (possibly continuous) state-action-MDP space, each of them
termed an approximation unit u(s, a,M). Each of these contains a term uv(s, a,M) representing its
Q-function, and an approximation set us(s, a,M) of agent-collected nearby samples that are used
for value iteration.
While the learner has access to U at all times, the agents receive noisy versions of it. Each agent i
receives a noisy approximation set U˜ iL from the learner, and kp − 1 instances of noisy approximation
sets {U˜ j,iA }j 6=i from the other agents, as described in Definition 2.1. Some estimation method is then
used by each agent to obtain an estimated approximation set Uˆ i, with values {uˆiv(s, a,M)}, and
noise terms ni(s, a,M), which are smaller than the noisy values received by the agent initially.
Definition 2.1. For a given approximation set U , the noisy approximation set U˜ contains approxi-
mation units {u˜(s, a,M)} with the same (s, a,M) triplets and sample set as in U , but with noisy
values having some noise n, u˜v(s, a,M) , uv(s, a,M) + n(s, a,M) for all u˜(s, a,M) ∈ U˜ . We
will use Uˆ i to denote the estimated approximation set of agent i, and {uˆi(s, a,M)} to denote its
approximation units, with noise terms ni(s, a,M).
In the real world, the noise terms in Definition 2.1 can result from various sources. We elaborate
more on additive environmental noise and on quantization noise in Section 5. Finally, the Q-function
Q
Uˆi
(s, a,M) can be calculated for every state-action-MDP triplet in MDP i, by using the value of
the closest approximation unit within Uˆ i.
In order to quantify the sample complexity of the algorithm, we use the Total Cost of Exploration
(TCE), Definition 7.4. This is the difference between the value function of the optimal policy to that
of the policy used by the algorithm, summed over all times steps. An algorithm is efficient PAC-MDP
if its sample complexity, space complexity and computational complexity are all bounded by some
polynomial in the quantities of the problem (see Definition 7.5).
3 Communication noise tolerant PAC Exploration
Our communication-noise tolerant PAC exploration algorithm is shown in algorithm 1. Time, space,
and sample complexity bounds are stated in Section 4.
This algorithm follows the structure used by [16] with a few alternations required by our extended
setting.(i) In line 5 each agent i receives a noisy approximation set U˜ iL from the learner, and kp − 1
instances of noisy approximation sets {U˜ j,iA }j 6=i from the other agents. In line 6 a linear estimation
method is used to obtain to an estimated approximation set Uˆ i (see next item). The agents use the
same estimated Uˆ i until the update flag becomes true. (ii) By ‘linearly estimate Uˆ i’, we mean that a
linear estimation method is used to obtain an estimated approximation set Uˆ i, by using a weighted
average to calculate uˆiv(s, a,M) from u˜
i
v,L(s, a,M) and {u˜j,iv,A(s, a,M)}j 6=i for each approximation
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unit u(s, a,M) and for each agent separately (iii) There are several possibilities for the operator
B˜ as defined in [16], and Algorithm 1 works with any of them. We use the operator based on the
median-of-means algorithm (see Definition 7.7), as it is shown in [2, 4] to be more effective than a
simple mean when the distribution may be heavy-tailed. This choice affects the sample complexity
bound in Theorem 4.3. (iv) Although [16] suggests an algorithm and corresponding PAC bounds
that can account for delays between the agents and the learner, we have decided to omit such delays
since the corresponding sample complexity bound simply accounts for a total failure during the delay
steps and is not very informative. (v) We redefine the approximation set in Definition 7.1 in the
supplement, so that each approximation unit has its own sample set, and when updating it we discard
all old samples instead of adding to them (line 24). This is in line with the more recent publication
[18] which claims that this allows for samples to be independent within each set.
Algorithm 1 Communication noise tolerant PAC Exploration
1: Initialize U to the empty set, publish snapshots of U as {U˜ iL} for each agent i, and set update to
false.
2: loop
3: for i← 1 to kp, from state s in MDP M do . Each agent performs an action
4: if update is true then
5: Receive the latest published U˜ iL, and kp − 1 samples {U˜ j,iA }j 6=i from other agents.
6: Linearly estimate Uˆ i
7: end if
8: set update to false.
9: Perform action a = argmaxa˜QUˆi(s, a˜,M).
10: Receive reward r, transition to state s′ and observe As′
11: Send a copy of (s, a, r, s′, As′ ,M) to the inclusion candidate queue
12: end for
13: Set Uold to U
14: while the inclusion candidate queue is not empty do . The learner updates U
15: Pop (s, a, r, s′, As′ ,M) from the queue
16: if d(s, a,M, s, a,M) > dknown∀u(s, a,M) ∈ U then
17: Add a new approximation unit u(s, a,M) to U
18: set us(s, a,M)← ∅ and utmps (s, a,M)← ∅
19: end if
20: if an approximation unit u(s, a,M) such that d(s, a,M, s, a,M) ≤ dknown ∈ U and
21: |us(s, a,M)| < k exists then
22: Choose such u(s, a,M) randomly Add the current sample to utmps (s, a,M).
23: if |utmps (s, a,M)| > |us(s, a,M)| and |utmps (s, a,M)| ∈ Ka then
24: Set us(s, a,M)← utmps (s, a,M) and utmps (s, a,M)← ∅
25: set update to true.
26: end if
27: end if
28: end while
29: if update is true then
30: while ∃u(s, a,M) ∈ U with |us(s, a,M)| > 0 s.t
31: |QUOld(s, a,M)−QU (s, a,M)| > a do . Value iteration
32: Set QU ← B˜QUOld∀u(s, a,M) ∈ U with |us(s, a,M)| > 0
33: end while
34: Publish snapshots of U as {U˜ iL} for each agent i.
35: end if
36: end loop
4 Communication noise exploration bounds
The main contribution of this section is to establish PAC guarantees for our setting, thereby extending
Theorem 8.5 in [17]. Detailed proofs can be found in the supplement.
Theorem 4.1. The space complexity of algorithm 1 is O ((k|A|+ kp)Γ).
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Theorem 4.2. The per step computational complexity of algorithm 1 is
O (kpk|A|Γ + k|A|Γ ln(a/Qmax)/ ln γ)
Before presenting the main sample complexity theorem, we describe the noise setup. Each agent i
receives a noisy version of the approximation set as introduced in Definition 2.1 every time the real
approximation set U is updated, such that the communication noise ni(s, a,M) in Definition 2.1 is
composed of an additive noise term b and a quantization term m,
uˆiv(s, a,M) , uv(s, a,M) + ni(s, a,M) ∀uˆi(s, a,M) ∈ Uˆ i,
ni(s, a,M) = bi(s, a,M) +mi(s, a,M),
(1)
Assumption 4.1. The noise term bi(s, a,M) in (1) is sub-Gaussian with mean 0 and parameter no
larger than σic, andm
i(s, a,M) is a bounded random variable with mean 0 such that |mi(s, a,M)| ≤
M ic for some positive numbers σ
i
c and M
i
c for all noise terms corresponding to approximation sets,
approximation units and agents that can be encountered during the run of the algorithm.1
In section 5, we use the noise term b to model additive communication noise, while m is used to
model quantization noise. We now briefly describe the different sources of error in our algorithm. All
variables except for the noise terms are defined in [16]. (i) s is the error caused by the finite sample
(at most k) used to estimate the Q-function. (ii) c is the error caused by the fact that since the space
may be continuous, we do not have samples for each state-action-MDP. (iii) a is the error caused by
the fact that we may not converge to a fixed point of B˜ during value iteration, but up to a distance of
a from it. (iv) σic,M
i
c are the new terms we introduce in our paper, and represent the strength of the
two communication noises. (vi) e(t, i) is the error caused by the fact that at time t there may exist
approximations units in Mi with fewer than k samples within distance dknown.
The noise parameters σic and M
i
c which we introduce here, show how exploration becomes more
difficult under noisy communication. As expected, when the noise is very weak σic,M
i
c  1, we
have that the sample complexity bound is approximately equal to the non-noisy case.
Assumption 4.2. Let (s1,i, s2,i, ..., ) for i ∈ {1, ..., kp} be the random paths generated in MDPs
M1, ...,Mkp on some execution of algorithm 1, and let pii be the (non-stationary) policy followed
by agent i in this algorithm. Let b = σ
√
4km (where σ is the variance of the Bellman operator
introduced in Definition 7.8), km = d44.8kpd1 + log2 kkm eΓ2/δe, k ≥ d4σ2km/((1− γ)22s)e, and
a, c, kp are defined as in [16]. Furthermore (2TH/kpΓ) ln(2d1 + log2(k/km)e/δ < 1 and Γ ≥ 2.
Theorem 4.3. Under Assumption 4.2 and the noise conditions (1), define f = f(kp, k, km, δ,Γ) ,√
2 ln
(
24kpd1 + log2 kkm eΓ3/δ
)
. Then with probability at least 1− δ, for all t and i,
V pii(st,i,Mi) ≥ V ∗(st,i,Mi)− 4c + 2a + 2(1 + 3γ)(M
i
c + σ
i
cf)
1− γ − 3s − e(t, i)
where
kp∑
i=1
∞∑
t=0
e(t, i) = O˜
((
kpQmax +
σ2
s(1− γ)
)
Γ/(1− γ)
)
,
and O˜ stands for a big-O up to logarithmic terms.
Proof. We only discuss the proof scheme, and refer the reader to the supplement for details. The
non-stationary policy of each of the agents can be broken up into fixed-policy segments, in which we
follow a (noisy) approximated Q-function greedily, where the noise can be shown to be concentrated
around its mean (this is possible for a sub-Gaussian distribution, among others). Given that the
Bellman error for each such segment is acceptably small, we know that the value function of the
greedy policy for that segment has a bounded error with respect to the optimal policy value. We then
use the union bound to show that with a high probability, the Bellman errors of all Q-functions for
1Note that this relation holds for a noise term given an approximation unit u(s, a,M), and does not include
the probability of encountering (s, a,M) itself
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all agents during the run of the algorithm are bounded, and then combine it with with a statement
that bounds the number of times we can encounter state-action-MDP triplets for which we haven’t
collected enough samples yet. Combining these results, we can show that the algorithm follows a
non-stationary policy with an acceptable error compared to the optimal policy.
We note that Theorem 4.3 holds under more general conditions, namely for all noise distributions
with bounded mean and variance of b, but we loose a logarithmic factor in the bound.
In the next section, we will use the sample complexity bound 4.3 to derive estimation methods and
algorithms for various cases depending on the nature of the communication noise, where bi(s, a,M)
will stand for the additive noise and mi(s, a,M) for the noise resulting from quantization.
5 Estimation and optimal agent weighting
In this section, we use the efficient-PAC bound introduced in Theorem 4.3 to derive various algorithms
for the noisy communication setting described in algorithm 1. Realistically, the noise terms introduced
in Definition 2.1 can result from various sources, specifically additive white noise ubiquitous in
analog channels and quantization noise.
Assumption 5.1. For agent i, let U˜ iL, {U˜ j,iA }j 6=i be the noisy approximation received, with values
u˜iv,L(s, a,M) = uv(s, a,M) + n
i
L(s, a,M)
u˜j,iv,A(s, a,M) = uv(s, a,M) + n
j
L(s, a,M) + n
j,i
A (s, a,M) ∀i, j 6= i
(2)
where
niL(s, a,M) = b
i
L(s, a,M) +m
i
L(s, a,M)
nj,iA (s, a,M) = b
j,i
A (s, a,M) +m
j,i
A (s, a,M) ∀i, j 6= i
(3)
We assume that the various noise terms {bjL(s, a,M), bj,iA (s, a,M)}kpj=1 are independent given the
approximation unit u(s, a,M), and are all sub-Gaussian with mean 0. The terms {bjL(s, a,M)}
have a parameter σjL, while the terms {bj,iA (s, a,M)} have a parameter σj,iA for all i, j. In addition,
all quantization noise terms have mean 0 and are bounded by the maximal quantization interval,
|miL(s, a,M)| ≤ ∆QiL ; |mj,iL (s, a,M)| ≤ ∆Qj,iL ∀i, j 6= i .
In Assumption 5.1, b represents additive noise and m represents quantization effects, and we allow
the parameter of the sub-Gaussian noise to depend on the sending and receiving agents. We set ∆QiL
to be the quantization bin size for agent i receiving the learners’ Q-table, and similarly for ∆Qj,iL .
In Assumption 5.1, we model the quantization effect as bounded mean zero additive noise, with no
further assumptions needed.
5.1 Additive noise model
In this subsection we assume that the quantization terms mi and mj,i defined in (2,3) are absent, so
that we only have an additive noise niL(s, a,M) = b
i
L(s, a,M), n
j,i
A (s, a,M) = b
j,i
A (s, a,M). For
each agent there is an inherent trade-off between using the less noisy approximation set received
from the learner and the set of individually noisier approximation sets from the other agents, that can
be potentially mitigated by combining these approximations. The following theorem demonstrates
this effect. Each agent estimates the approximation set Uˆ i as a weighted linear sum
uˆiv(s, a,M) , wiiu˜iv,L(s, a,M) +
kp∑
j 6=i
wjiu˜
j,i
v,A(s, a,M) ;
kp∑
j=1
wji = 1 . (4)
Theorem 5.1. Under Assumptions 4.2 and 5.1 with zero quantization noise, at time step t such that
the approximation set U has been updated at step t− 1, each agent i estimates the approximation set
by (4). Denote
A ,
√
σL · σTL + 2diag
(
(σ1,iA )
2, ..., (σi−1,iA )
2, (σi+1,iA )
2, ..., (σ
kp,i
A )
2
)
+ 2(σiL)
2diag(1, ..., 1)
w ,
(
w11, ..., w(i−1)i, w(i+1)i, ..., wkpi
)T
; σL , 2(σiL)2 (1, ..., 1)
T
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Then Theorem 4.3 holds. The upper bound is minimized for w∗ = A−1σL and σi∗c = σ
i
L
√
w∗ii.
Theorem 5.1 provides the optimal weighting scheme for the additive noise model. A more detailed
explanation and proofs appear in the supplement. The idea is substituting the weight-dependent
equivalent noise into the sample complexity bound of Theorem 4.3, and minimizing over the weights.
We can show that the optimal weights all have ∀j : w∗ji ∈ [0, 1], and therefore we indeed have that
σi∗c ≤ σiL, so that it is always worthwhile averaging over different approximation sets instead of
using only the less noisy approximation set from the learner. We also show in the supplement that the
optimal weights of noise terms with a larger parameter σj,iL have a smaller weight, which agrees with
intuition.
Theorem 5.2. Under the assumptions of Theorem 5.1, let us further assume that all noise terms for
a communication channel have the same parameter σjL = σL, σ
j,i
A = σA for all i and j. Then: (1)
The optimal weights for agent i are
w∗ii =
σ2L + σ
2
A
kpσ2L + σ
2
A
=
1
1 + 1
1+σ2A/σ
2
L
(kp − 1)
; w∗ji =
1− w∗ii
kp − 1 ∀j 6= i .
(2) A uniform weighting of the noisy approximation sets is preferable to using U˜ iL (the received
learners’ approximation set) if and only if kp ≥ σ2A/σ2L.
Theorem 5.2, which is a direct consequence of Theorem 5.1, assumes parameters to have one of two
possible values, agent-agent parameter and learner-agent parameter, and thus enables us to see the
above-mentioned trade-off more clearly. From the optimal weights, we can learn that the larger is the
fraction σ2A/σ
2
L and the smaller is the number of agents kp, the more weight in the averaging will be
given to the approximation set received from the learner. Similarly, when only a uniform average is
possible to the agent, it is worthwhile to do so only if the number of agents is large enough compared
to the noise parameters ratio.
Numerical demonstration We compare four weighting schemes. (1) Uniform weights over all
received samples, (2) All weight placed on the learners’ sample. (3) Optimal weights from Theorem
5.2. (4) Optimal weights computed empirically (see below). A simple demonstration of the perfor-
mance of algorithm 1 under the identical Gaussian additive noise conditions of Theorem 5.2 in a
simple 5× 5 wrap-around maze, is shown in Figure 2 where the cumulative reward is plotted against
episode number. In this simulation agents are randomly initiated in an unknown maze, and get a
reward of 1 whenever they land at the top-right corner. All other maze locations contain a reward of
0. Further details are given in the supplement. It is evident that although the exploration is successful
in all cases (dashed graphs), the more noisy the communication is - the harder it is for the concurrent
agents to get to the rewarded location. As stated in Theorem 5.2, it is evident that when the ratio
σ2A/σ
2
L is small, a uniform averaging is preferable to using only the less noisy sample, and that the
opposite is true when σ2A/σ
2
L increases. Furthermore, the optimal weighting scheme suggested in
Theorem 5.2 performs better than both approaches and is more stable. We note that for an algorithm
to be able to perform these estimation method, prior knowledge over the noise parameters is needed.
Given such knowledge, each agent can decide on its optimal weights before the exploration begins
and use them throughout the whole loop. In practice, one can estimate the noise parameters on the
run and use the estimated version for the weights as done in Figure 2, using an estimating scheme
closely related to the one suggested in [13]. As can be seen, although this approach is not as good as
in the case where we have information regarding the optimal weights, it performs better on a range of
cases compared to using a constant weight.
5.2 Quantization noise model
In section 5.1 we assumed that the agents interact by transmitting their noise-corrupted approximation
values. Here we add the quantization effects defined in Assumption 5.1. Theorem 5.3 states a bound
over the sample complexity in such a case, and an estimation technique for the simpler case of
identical quantization levels for each agent.
Theorem 5.3. Under Assumptions 5.1 and 4.2, at time step t such that the real approximation set U
has been updated at step t− 1, each agent i estimates the approximation set Uˆ i as a weighted linear
7
Figure 2: Algorithm 1 in a simple wrap-around 5× 5 maze with 4 concurrent agents and additive
communication noise with σjL = σL, σ
j,i
A = σA ∀i, j. Each graph shows the agent-averaged
accumulated reward during an episode, as a function of different episodes (continuous line), and
for a simulated agent with full information regarding the non noisy approximation U (dashed line).
In green - weighted average with estimated weights, red - using only the Q-table sample received
from the learner, blue - a uniform average, black - optimal weighted average. Shaded areas are
standard deviation. A: Weak communication noise σ2L = σ2A = 0.1 B: Medium communication
noise σ2L = 0.1, σ
2
A = 0.4. C: Strong communication noiseσ2L = 0.1, σ2A = 1.
sum as in (4). Then Theorem 4.3 holds with M ic ≤ ∆Qi|wii|+
∑kp
j 6=i
(
∆Qj + ∆Qj,i
) |wji| and
σc(w) =
kp∑
j 6=i
w2ji
(
(σjL)
2 + (σjiA )
2
)
+
1−∑
j 6=i
wji
2 (σiL)2 .
By further assuming identical agents, ∆QiL = ∆Q
j,i
L = ∆Q, σ
j
L = σ
j,i
A = σL for all i, j, under
Assumption 4.2, the optimal weights are
w∗ii =
 2kp+1
(
1 +
kp−1√
(kp+1)(2σ2Lf
2/∆Q)2−2(kp−1)
)
fσL > ∆Q
1 fσL ≤ ∆Q
where w∗ji = (1− w∗ii)/(kp − 1), j 6= i, and f = f(kp, k, km, δ,Γ) is defined in Theorem 4.3.
Due to quantization noise, the optimal weight w∗ii is larger than that obtained for additive noise alone
(which is 2/(k + p+ 1)). Moreover, for quantization noise too large compared to σLf , the optimal
choice is to use only the less noisy approximation set from the learner, i.e., to ignore the other agents.
For vanishing quantization noise, we recover Theorem 5.2.
Although it is possible to derive an estimation rule for the most general case, we have chosen to
assume that the additive noise properties are similar for both the agent-agent noise and the agent-
learner noise, in order to stress the trade-off between additive noise and quantization noise and for
simplicity of the resulting expression.
6 Closing remarks
We have provided PAC performance guarantees for concurrent RL under noisy and resource limited
communication conditions, and suggested efficient algorithms for that case based on optimal linear
estimation. By doing so, we have emphasized the trade-off between the advantages of cross-agent
communication and the disadvantages stemming from noisy and restricted communication channels.
These results open the door to many future extensions including adaptive learning algorithms for
optimal communication protocols, location and agent dependent coordinated exploration, and self-
learning by agents.
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PAC Guarantees for Concurrent Reinforcement Learning with
Restricted Communication: Supplementary Material
7 Supplementary Material A: Efficient PAC proofs
In this section we provide proofs for the Efficient-PAC theorems presented in Section 4. We use the
various definitions and notations introduced in Section 5.2 in [16], except the following which we
redefine here for our purpose (note also Definition 2.1 of the noisy approximation set which is new to
our setting).
We begin by replacing the joint approximation set defined in [16] by an approximation unit dependent
sample set, such that each approximation unit has a different sample set. The purpose of this
redefinition, is to prevent dependencies between samples of a given approximation unit, as explained
in Section 3. This is in line with the more recent work [18].
Definition 7.1. An approximation unit specific sample set for approximation unit u(s, a,M) is
a set us(s, a,M) of up to k tuple samples xi , (si, ai, ri, s′i, As′i ,Mi), and the value of that
approximation unit is defined as uv(s, a,M).
Definition 7.2. If U contains at least one approximation unit u(s,a,M) for which ka(s, a,M) > 0,
the function N(U, s, a,M) returns the identifying state-action-MDP triplet of the approximation unit
u(s, a,M) with ka(s, a,M) > 0 such that d(s, a,M, a,M, dknown) is minimized. Ties are broken
arbitrary.
In simple words, N(U, s, a,M) is the closest approximation unit in the approximation set U , to some
general state-action-MDP triplet (s, a,M).
Although it seems to encourage exploration, N as defined in [16] does not affect the sample complex-
ity bound, and so we have chosen to alter it in line with [18]. We also update the definition of QU ,
the value function of an approximation set U to be:
Definition 7.3. The value function of an approximation set U is QU (s, a,M) =
max{0,min{Qmax, uv(N(U, s, a,M)) + d(s, a,M,N(U, s, a,M), dknown)}} as long as U con-
tains at least one approximation unit (s, a,M) with ka(s, a,M) > 0, and QU (s, a,M) =
Qmax∀(s, a,M) otherwise.
In contrast to [16], since we have noise that might be negative, we have to limit this function
to the interval [0, Qmax]. Note that for the learner’s approximation set U , we always have that
QU (s, a,M) = uv(s, a,M) for approximation units u(s, a,M), and therefore these terms are
interchangeable in that case.
For convenience, we also quote the following definitions for the Total Cost of Exploration
(TCE) as a sample complexity measure, and the efficient PAC exploration, from [18].
Definition 7.4. Let pi be a, possibly non-stationary and history dependent, policy, and (s1, s2, ...)
a random path generated by pi,  a positive constant, T the (possibly infinite) set of time steps for
which V pi(st) < V ∗(st)− , and define
e(t) = V
∗(st)− V pi(st)− , ∀t ∈ T
e(t) = 0, ∀t /∈ T
The Total Cost of Exploration (TCE) is defined as the undiscounted infinite sum
∑∞
t=0 e(t).
Definition 7.5. An algorithm is said to be efficient PAC-MDP, if for any ε > 0 and 0 < δ < 1, its
sample complexity, its per-time step computational complexity, and its space complexity, are less
than some polynomial in the relevant quantities (S,A, 1/ε, 1/δ, 1/1− γ), with probability of at least
1− δ.
Note that algorithm 1 differs from the algorithm presented in [16] in four ways.
1. Addition of noisy communication between the learner and the agents and between agents,
requiring estimation of the approximation set by each agent.
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Figure 3: Dependencies between the various lemmas and proofs stated in this paper. Black squares
stand for general PAC proofs, and blue squares stand for theorems that use the optimal linear
estimation methods. Lemma 3.2.7 is taken from [16].
2. Redefining N(U, s, a,M) as in Definition 7.2.
3. Instead of adding new pointers to an approximation unit u(s, a,M) whenever the number
of its active samples increases, we maintain different sample sets us(s, a,M) for each
approximation unit, and also a temporary sample set utmps (s, a,M). As long as the number
of samples in us(s, a,M) is smaller than k, whenever the number of active samples in
utmps (s, a,M) grows larger than the one in us(s, a,M), we replace all the samples in
us(s, a,M) with the ones in utmps (s, a,M), and set u
tmp
s (s, a,M) to the empty set. As
described in Section 3, this is in line with [18] and is done to prevent dependency between
samples.
4. Our algorithm does not include delays between the learner and the agents, or between agents
themselves, and assumes synchronization.
A flow chart for the dependencies between the various lemmas and theorems we state here can
be found in Figure 3. As can be seen there, except for Lemma 3.2.7 from [16], all other results
require adaptation to our setup. Specifically, the added noise requires the incorporation of the noise
distribution in order to ensure that the Bellman error is bounded. We note that since many of the
theorems proved in [16] assume a given non-delay step, our lack of communication delays only
requires small changes. In addition, since the PAC bounds do not assume a specific way of filling
the sample set, but are only sensitive to the number of active samples for each approximation unit
during the run of the algorithm, our change of sample-allocation also has a very small effect, and
its main function is to ensures independence between samples within an approximation unit, given
the current state. Finally, the definition of N(U, s, a,M) in [16] seems to be of a form encouraging
exploration, but it actually does not reduce the sample complexity bound. This also enables us to
interchange the value uv(s, a,M) of a given approximation unit with the Q-function QU (s, a,M),
given that ka(s, a,M) > 0.
7.1 Space and computational complexity bounds
We recall from Section 2 the shorthand notation Γ = NSAM (dknown).
Theorem 4.1. The space complexity of algorithm 1 is O ((k|A|+ kp)Γ).
Proof. Each agent in algorithm 1 only needs access to the estimated value and number of active
samples in each approximation unit, and the estimated value is calculated as a weighted average of Γ
samples (from the learner and from the other agents). Thus, only one value per approximation unit
has to be saved. since at most Γ approximation units can be added, this leads to a term of O (kpΓ).
The learner keeps a copy of the approximation set which is by definition not larger than Γ approxima-
tion units, and for each approximation unit we save up to O(k) samples, each one containing up to
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O(|A|) units of information. This results in a term of O (k|A|Γ). Overall, the space complexity is
O ((k|A|+ kp)Γ)
Theorem 4.2. The per step computational complexity of algorithm 1 is
O (kpk|A|Γ + k|A|Γ ln(a/Qmax)/ ln γ)
Proof. Lines 3-12 are performed for each of the kp agents. For each agent, we first calculate a
weighted average over kp agents, and this is done at most Γ times - once per every approximation
unit. We then perform a naive search for the nearest approximation unit of each of the at most |A|
actions, which performs at most O (Γ) operations. This results in lines 3-12 to have a computational
complexity bounded by O (kp(|A|+ kp)Γ).
Next, we have that lines 14-28 are also performed at most kp times, one for each sample collected
by an agent. The conditions in lines 16-19 and 20-26 are performed at most Γ times, as we have to
perform a search of the approximation set, and then add or nullify samples. As also explained in the
proof of lemma 6.4.5 in [16], we have to maintain a pointer to N(U, s′, a′,M) for every next state
action MDP triple, so that we can compute the Bellman operator B˜. Maintaining such a pointer in
lines 14-28 requires one of the following:
1. Compute N(U, s′, a′,M) for a new sample added to the temporary sample set of one of the
approximation units in line 24. This costs at most O (|A|Γ) operations per agent.
2. When the number of active samples of an approximation unit is changed from 0 to a positive
number (or when an approximation unit is created), one has to update all N(U, s′, a′,M) of
all samples in existence. There can exists at most O (k|A|Γ) pointers in the samples sets,
and unlike [16], a single sample can only affect one approximation unit. This contributes a
term of O (k|A|Γ) per agent.
This contributes a factor of O (kpk|A|Γ) for lines 14-28.
Since the operator B˜ is a contraction as shown in [16] (we have not changed this operator, and it
operates on a non noisy Q function), we can use Lemma 5.3.2 in [16] and deduce that the value
iteration in line 32 requires at most O (k|A|Γ) operations (given a pointer N(U, s′, a′,M) for every
next state action MDP triple), and will be performed at most
ln aQmax
ln γ times. This contributes a factor
of O
(
k|A|Γ ln
a
Qmax
ln γ
)
to the computational complexity.
Thus, the overall computational complexity is
O
(
kpk|A|Γ + k|A|Γ
ln aQmax
ln γ
)
.
7.2 Sample complexity bounds
We now introduce various lemmas that will help us prove Theorem 7.1, which will be used to prove
Theorem 4.3. Note that QU represents the Q-function after lines 30-33 in algorithm 1 have been
performed - meaning that the Bellman error in lines 30-31 has converged. For approximation units in
the approximation set of the learner U , the values of QU are simply uv .
We present the sample complexity bound based on the median of means algorithm [16, 18], but this
can be also done with regular averaging. Specifically, rather than computing the mean using a simple
average, the sample is split into subsets whose means are calculated, followed by taking the median
of these means [4]. We therefore assume from now on that Ka = {20km, 21km, ..., 2ikm} ∪ {k}
and assume that k is of the form k = 2Jkm for some J . For convenience, we re-define the Bellman
operator in such a case in Definition 7.7.
Definition 7.6. Let km ≥ 1 be an integer parameter, and b be a real value. Let u(s, a,M) be an
approximation unit for which ka(s, a,M) ≥ km. The function Fpi(Q, u(s, a,M)) is defined as
Fpi(Q, u(s, a,M)) , b√
ka(s, a,M)
+ median{Gpi(Q, u(s, a,M), 1), ..., Gpi(Q, u(s, a,M), km)}
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where
Gpi(Q, u(s, a,M), j) , km
ka(s, a,M)
j
ka(s,a,M)
km∑
i=1+(j−1) ka(s,a,M)km
(
ri + γQ(s
′
i, pi(s
′
i),Mi)
)
And (si, ai, ri, s
′
i, As′i
,Mi) is the i-th sample in the approximation set of u(s, a,M). We will use F˜
to denote F˜pi
Q
.
Definition 7.7. For a state-action (s, a) in MDP M , the approximate optimistic Bellman operator
B˜pi for policy pi is
B˜piQ(s, a,M) , min{Qmax, Fpi(Q, u(N(U, s, a,M))) + d(s, a,M,N(U, s, a,M), dknown)}
We will use B˜ to denote B˜pi
Q
. When U is the empty set, B˜piQ(s, a,M) , Qmax.
Definition 7.8. The variance of the Bellman operator σ is defined to be the minimal constant
satisfying
∀(s, a, piQU , QU ),
√∑
s′
p(s′|s, a) (R(s, a, s′) + γQU (s′ , piQU (s′))−BpiQUQU (s, a))2 ≤ σ
Where U can be any approximation set produced by the learner during the run of the algorithm, and
piQU is the corresponding greedy policy.
Lemma 7.1. Let σ be defined as in Definition 7.8, b = σ
√
4km, and km = d5.6 8kpd1+log2
k
km
eΓ2
δ e.
Given a fixed U and a fixed approximation unit u(s, a,M) with ka active samples, we have:
P
(
Fpi
∗
(QU , u(s, a,M))−Bpi∗QU (s, a,M) ≤ −c
)
≤ δ
8kpd1 + log2 kkm eΓ2
and
P
(
Fpi
QU
(QU , u(s, a,M))−BpiQUQU (s, a,M) ≥ c + 2 b√
ka(s, a,M)
)
≤
δ
8kpd1 + log2 kkm eΓ2
Proof. Since the learner always has an approximation set which is noise free, and since lemmas 7.2.1,
7.2.2 in [16] are stated for a given approximation set and approximation unit on a non delay step, they
are correct for our algorithm as well. Following the same proof, we get a slightly altered bound for
the probability, stemming from the fact that we use a different value for km.
We have seen that the operator F is close to the Bellman operator under some probability for the real
approximation set U the learner has. Now we shall show that for each agent, the same holds for the
noisy approximation unit he has received. This means that we have to show that the above relation
holds for Uˆ i, uˆi(s, a,M) as well. We will also show that the Bellman error assumed to be bounded
by a in lines 30-31 is also bounded for the Q-function of the noisy approximation set. We will use
the following assumption over the noise term.
Definition 7.9. For a given agent i, approximation set U and approximation unit u(s, a,M), the
noise term ni(s, a,M) defined in Definition 2.1 has
P (|ni(s, a,M)− Eni(s, a,M)| ≤ nic) ≥ 1− δL ∀u(s, a,M) ∈ U
|Eni(s, a,M)| ≤ µic
(5)
for some δL, µic, n
i
c.
2
2Note that this relation holds for a noise term given an approximation unit u(s, a,M), and does not include
the probability of encountering (s, a,M) itself
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For convenience, we define the following events
I1 , {Fpi∗(QU , u(s, a,M))−Bpi∗QU (s, a,M) ≤ −c} ,
J1 ,
{
Fpi
QU
(QU , u(s, a,M))−BpiQUQU (s, a,M) ≥ c + 2 b√
ka(s, a,M)
}
,
I2 , {Fpi∗(QUˆi , uˆi(s, a,M))−Bpi
∗
QUˆi(s, a,M) ≤ −c − 2γ(nic + µic)} ,
J2 ,
{
Fpi
Q
Uˆi (QUˆi , uˆ
i(s, a,M))−BpiQUˆiQUˆi(s, a,M) ≥ c + 2
b√
ka(s, a,M)
+ 2γ(nic + µ
i
c)
}
,
L2 , {|QUˆi(s, a,M)− B˜QUˆi(s, a,M)| > a + (1 + γ)(nic + µic)} .
Lemma 7.2. Given a fixed U , a fixed approximation unit u(s, a,M) with ka > 0 active samples,
and a fixed agent i, assume the noise term obeys (5). Then
P (I2) ≤ δLΓ + δ
8kpd1 + log2 kkm eΓ2
P (J2) ≤ δLΓ + δ
8kpd1 + log2 kkm eΓ2
P (L2) ≤ δLΓ
Proof.
W ,
{∀u(s, a,M) ∈ U : |ni(s, a,M)− Eni(s, a,M)| ≤ nic)}
We shall show that
P (I2|W ) ≤ δ
8kpd1 + log2 kkm eΓ2
P (J2|W ) ≤ δ
8kpd1 + log2 kkm eΓ2
P (L2|W ) = 0
We then have
P (I2) = P (I2|W )P (W ) + P (I2|W )P (W ) ≤ δ
8kpd1 + log2 kkm eΓ2
· 1 + 1 · δLΓ
and similarly for J2 and
P (L2) = P (L2|W )P (W ) + P (L2|W )P (W ) ≤ 0 · 1 + 1 · δLΓ = δLΓ .
Now, to prove the first probability bound above, we assume that the distances of the noise terms
from their mean value are all bounded by nic, and that I1 is also true, where for event X , X is its
complement. We then have
∀u(s, a,M) ∈ U : |ni(s, a,M)− Eni(s, a,M)| ≤ nic
implying that
Eni(s, a,M)− nic ≤ ni(s, a,M) ≤ nic + Eni(s, a,M)
−µic − nic ≤ ni(s, a,M) ≤ nic + µic
By using definition 7.3 for the noisy Q-function, we know that for each (s, a,M) ∈ Uˆ i
QUˆi(s, a,M) = max{0,min{Qmax, uˆiv(s, a,M)}}
≥ max{0,min{Qmax, uv(s, a,M)− nic − µic}}
≥ QU (s, a,M)− nic − µic
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By using the definition of the Bellman operator
Bpi
∗
QUˆi(s, a,M) =
∫
s′
ds′p(s′|s, a) [R(s, pi∗(s), s′) + γQUˆi(s′, pi∗(s′),M)]
≤
∫
s′
ds′p(s′|s, a) [R(s, pi∗(s), s′) + γQU (s′, pi∗(s′),M) + γnic + γµic]
= Bpi
∗
QU (s, a,M) + γn
i
c + γµ
i
c
where in the inequality we used the assumption that the noise is bounded for all approximation units.
By using the same trick for the operator Gpi
∗
defined in [16] we have
Gpi
∗
(QUˆi , uˆ
i(s, a,M), j) =
km
ka(s, a,M)
∑
i
(ri + γQUˆi(s
′
i, pi(s
′
i),Mi)) ∀j
≥ km
ka(s, a,M)
∑
i
(ri + γQU (s
′
i, pi(s
′
i),Mi)− γnic − γµic)
= Gpi
∗
(QU , u(s, a,M), j)− γnic − γµic
We then have that
Fpi
∗
(QUˆi , uˆ
i(s, a,M)) =
b√
ka(s, a,M)
+ med
≥ b√
ka(s, a,M)
+ med− γnic − γµic
= Fpi
∗
(QU , u(s, a,M))− γnic − γµic
where med = median{Gpi∗(QUˆi , uˆi(s, a,M), 1), ..., Gpi
∗
(QUˆi , uˆ
i(s, a,M), km)}. Therefore
Fpi
∗
(QUˆi , uˆ
i(s, a,M))−Bpi∗QUˆi(s, a,M) ≥ Fpi
∗
(QU , u(s, a,M))−Bpi∗QU (s, a,M)
− 2γ(nic + µic)
≥ −c − 2γ(nic + µic)
Since I1 ⊆ I2
P (I2|W ) ≤ P (I1) ≤ δ
8kpd1 + log2 kkm eΓ2
We use the same principle to prove the second inequality. Note that in that case, since we use the Bell-
man operator and the F operator with the greedy policy, we use the fact that maxa′ QUˆi(s
′, a′,M) ≥
maxa′ QU (s
′, a′,M) − nic − µic, which again stems from the fact that we have assumed all noise
terms to be bounded by nic+µ
i
c. For the third inequality, note that we know that the Bellman iterations
for the real approximation unit U have converged with probability 1,
|QU (s, a,M)− B˜QU (s, a,M)| ≤ a
and using the definition of B˜ in [16]
B˜QUˆi(s, a,M) = min{Qmax, F˜ (QUˆi , uˆi(s, a,M))}
≤ min{Qmax, F˜ (QU , u(s, a,M)) + γ(nic + µic)}
≤ B˜QU (s, a,M) + γ(nic + µic)
and
B˜QUˆi(s, a,M) = min{Qmax, F˜ (QUˆi , uˆi(s, a,M))}
≥ min{Qmax, F˜ (QU , u(s, a,M))− γ(nic + µic)}
≥ B˜QU (s, a,M)− γ(nic + µic)
Therefore, in that case
QUˆi(s, a,M)− B˜QUˆi(s, a,M) ≤ QU (s, a,M)− B˜QU (s, a,M) + (1 + γ)(nic + µic)
≤ a + (1 + γ)(nic + µic)
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And by the same arguments
QUˆi(s, a,M)− B˜QUˆi(s, a,M) ≥ QU (s, a,M)− B˜QU (s, a,M)− (1 + γ)(nic + µic)
≥ −a − (1 + γ)(nic + µic)
Therefore P (L2|W ) = 0 as desired.
We have proven a probability bound for a given approximation set, approximation unit and an agent
(which received the above mentioned version of the approximation set). Next, we use the union
bound to show that this holds for all approximation sets and agents during the run of the algorithm.
Lemma 7.3. Assume that (5) holds for all approximation sets, approximation units and agents
that can be encountered during the run of the algorithm. Then the events I2, J2, L2 defined before
Lemma 7.2 occur for all the noisy versions that can be encountered during the run of algorithm 1
Uˆ i, uˆi(s, a,M) of all agents simultaneously with probability larger than 1−3kpd1+log2 kkm eΓ3δL−
δ
4 .
Proof. We use a union bound over the number of agents, and the number approximation sets and
approximation unions that can be encountered during the run of the algorithm. Since this number is
the same as in [16] (U, u(s, a,M) refer to the sets and units of the learner), we have that according to
the proof of lemma 7.3.1 in [16] - there are at most kpd1 + log2 kkm eΓ2 possibilities to include in the
union bound sum, for each one of the three events above. By using the union bound and Lemma 7.2,
we get the wanted probability.
Eventually, we have to prove that such a probability bound holds not only for approximation units
encountered during the run of the algorithms, but for all triplets (s, a,M) any agent can encounter in
their own MDP. We use a proof scheme similar to that of lemma 7.3.2 in [16].
Lemma 7.4. Assume that (5) holds for all approximation sets, approximation units and agents that
can be encountered during the run of the algorithm. Then
QUˆi(s, a,M)−Bpi
∗
QUˆi(s, a,M)| > −2c − a − (nic + µic)(1 + 3γ)
QUˆi(s, a,M)−Bpi
QU
QUˆi(s, a,M) < 2c + a +
2b√
ka(N(Uˆ i, s, a,M))
+ (nic + µ
i
c)(1 + 3γ)
for all U, (s, a,M) where d(s, a,M,N(U, s, a,M), dknown) = 0 and for all agents simultaneously
with probability larger than 1− 3kpd1 + log2 kkm eΓ3δL − δ4 .
Proof. When U is the empty set, we have that for all triplets QUˆi = Qmax. Since
Bpi
∗
QUˆi(s, a,M) ≤ Qmax. we have that QUˆi(s, a,M) − Bpi
∗
QUˆi(s, a,M) ≥ 0 > −2c −
a − (nic + µic)(1 + 3γ) as wanted (as we shall see in Theorem 7.1, we won’t be needing the second
inequality in this lemma for the case of an empty approximation set).
Otherwise, we have that under the probability mentioned above, for all approximation sets, approxi-
mation units and agents that can be encountered during the run of the algorithm (s, a,M, Uˆ i) (see
Lemma 7.3),
Bpi
∗
QUˆi(s, a,M) = min{Qmax, Bpi
∗
QUˆi(s, a,M)}
≤ min{Qmax, Bpi∗QUˆi(N(Uˆ i, s, a,M)) + d˜+ c}
≤ min
{
Qmax, F
pi∗(QUˆi , u(N(Uˆ
i, s, a,M))) + 2c + 2γ(n
i
c + µ
i
c) + d˜
}
≤ B˜pi∗QUˆi(s, a,M) + 2c + 2γ(nic + µic)
≤ B˜QUˆi(s, a,M) + 2c + 2γ(nic + µic)
≤ QUˆi(s, a,M) + a + 2c + (1 + 3γ)(nic + µic)
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where we defined d˜ = d(s, a,M,N(Uˆ i, s, a,M), dknown). Similarly
Bpi
Q
UˆiQUˆi(s, a,M) = min{Qmax, Bpi
Q
UˆiQUˆi(s, a,M)}
≥ min{Qmax, Bpi
Q
UˆiQUˆi(N(Uˆ
i, s, a,M))− d˜− c}
≥ min{Qmax, Fpi
Q
Uˆi (QUˆi , u(N(Uˆ
i, s, a,M)))− 2c − 2γ(nic + µic)− d˜− ˜b}
≥ B˜piQUˆiQUˆi(s, a,M)− 2c − 2γ(nic + µic)− 2d˜−
= B˜QUˆi(s, a,M)− 2c − 2γ(nic + µic)− 2d˜− ˜b
≥ QUˆi(s, a,M)− a − 2c − (1 + 3γ)(nic + µic)− 2d˜− ˜b
where ˜b = 2b/
√
ka(N(Uˆ i, s, a,M)).
The following lemma is also required to prove the sample complexity bound, and is similar to
lemma 7.3.3 in [16], but deals with the estimated approximation sets rather than the noise-free
approximations sets in [16].
Lemma 7.5. Let (s1,i, s2,i, ..., ) for i ∈ {1, ..., kp} be the random paths generated in MDPs
M1, ...,Mkp on some execution of algorithm 1. Let Uˆ
i(t, i) be the noisy approximation set used
at step t in MDP Mi. Let τ(t, i) be the number of steps from step t in MDP Mi to the first step t′
for which Uˆ i(t, i) 6= Uˆ i(t′, i). Let TH = d 11−γ ln Qmaxs e and define H = {1, 2, 4, ..., 2i} where i
is the largest integer such that 2i ≤ TH . Let k−a be the largest value in Ka that is strictly smaller
than ka, or 0 if such a value does not exist. Let Xka(t, i) be the set of state-action-MDP triplets
at step t in MDP Mi such that no approximation unit with at least ka active samples exists within
dknown distance, and at least one approximation unit with at least k−a active samples exists within
dknown distance (k−a covers both the case where an approximation unit with 0 active samples exists
within dknown distance, and the case where no approximation unit exists within that distance). Define
ph,ka(st,i) for ka ∈ Ka to be Bernoulli random variables that express the following conditional
probability: Given the state of the approximation set at step t for MDP Mi, exactly h state-action-
MDP triplets in Xka(t, i) are encountered in MDP Mi during the next min{TH , τ(t, i)} steps. Let
peh,ka(st,i) ,
∑2h−1
i=h pi,ka(st,i). If
2TH
kpΓ
ln
2d1+log2 kkm e
δ < 1 and Γ ≥ 2, with probability 1− δ/2
kp∑
i=1
∞∑
t=0
∑
h∈H
hpeh,ka(st,i) <
(ka + kp)(1 + log2dTHe)dTHeΓ
1−
√
2TH ln
2d1+log2 kkm e
δ
(ka+kp)Γ
for all ka ∈ Ka and h ∈ H simultaneously.
Proof. The proof to this claim is the same as the one for lemma 7.3.3 in [16]. In our case, since we
exclude all delays in the system, the corresponding variable Ti defined in [16] - which stands for
non-delay times - is not necessary as all steps are non-delay times. In addition, since in our case we
discard all of the old samples when updating an approximation set - ka new samples are added to an
approximation unit with k−a active samples before it progresses to have ka active samples. Therefore,
the term ka − k−a in Lemma 7.3.3 of [16] is replaced with ka in our case. There is also no effect of
redefining N(U, s, a,M) as in our case on the proof.
Since we have defined the settings of algorithm 1 so that a learner only sends a new ap-
proximation set to the agents when its own approximation set is updated, the agents have a noisy
but constant version of the approximation set Uˆ i(t, i) for τ(t, i) steps - which agrees with the proof
in [16]. This is an important feature without which the theorem is incorrect, and agrees with the
determination principle for multi-agent systems defined in [6].
We are now ready to present the main sample complexity bound, extending Theorem 7.4.2 in [16] to
the present setting. The terms nic and µ
i
c which we introduce here, show how exploration becomes
more difficult under noisy communication. As expected, when the noise is very weak µic, n
i
c  1,
we have that the sample complexity bound is approximately equal to the noisy free case.
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Theorem 7.1. Under Assumption 4.2 and the noise conditions (5), assume further that δL ≤
δ
12kpd1+log2 kkm eΓ3
. Then with probability at least 1− δ, for all t and i,
V pii(st,i,Mi) ≥ V ∗(st,i,Mi)− 4c + 2a + 2(1 + 3γ)(n
i
c + µ
i
c)
1− γ − 3s − e(t, i)
where
kp∑
i=1
∞∑
t=0
e(t, i) = O˜
((
kpQmax +
σ2
s(1− γ)
)
Γ/(1− γ)
)
,
and O˜ stands for a big-O up to logarithmic terms.
Proof. We follow the proof scheme of theorem 7.4.2 in [16], and combine the results from lemmas
7.5, 7.4 and lemma 3.2.7 in [16] to prove the sample complexity bound.
In short, the non-stationary policy of each one of the agents can be broken up into fixed-policy
segments, in which we follow a (noisy) approximated Q-function greedily. Given that the Bellman
error for each such segment is acceptably small, lemma 3.2.7 in [16] states that the greedy policy for
that segment has a bounded error with respect to the optimal policy . We use Lemma 7.4 to show
that with high probability, the Bellman errors of all Q-functions for all agents during the run of the
algorithm are bounded, and then combine it with Lemma 7.5 which bounds the number of times
we can encounter state-action-MDP triplets for which we haven’t collected enough samples yet.
Combining these three theorems, we get to a sample complexity bound for the algorithm as a whole.
More specifically, we will use lemma 3.2.7 from [16]. This lemma states that for a given
Q-function and for a finite number of steps, given a division of the state-action-MDP space for a
certain agent, such that the Bellman error is bounded by some constant for all state-actions within
a group, we can show that the greedy policy corresponding to that Q-function has a limited error
compared to the optimal Q-function. The groups we divide the state-action-MDP space of each
agent to are Xka as defined in Lemma 7.5, and they indeed remain constant as long as the learner
doesn’t update its approximation unit, as we have defined in algorithm 1. We now have to show that
state-action-MDP triplets in each group have the same bound on their Bellman error (while different
groups may have different bounds). According to Lemma 7.4 we have that with probability larger
than 1− δ2 , for all state-actions during the run of the algorithm
QUˆi(s, a,M)−Bpi
∗
QUˆi(s, a,M) > −2c − a − (nic + µic)(1 + 3γ)
Under the same probability, we will divide the state-action-MDP space to groups for the second
bound.
1. For the first groupXkm note that none of the previous theorems holds, since these are triplets
who have no approximation unit with a positive number of active samples closer than a
distance of dknown. Therefore, we simply use the fact that the Q-functions are all bounded
by our definition, and the Bellman operator operating on them does not violate this property
as well by definition:
∀(s, a,M) ∈ Xkm : QUˆi(s, a,M)−Bpi
Q
UˆiQUˆi(s, a,M) ≤ Qmax
2. For triplets in other groups, we have again from Lemma 7.4 that: (note the substitution for b
in this theorem, and the fact that k−a ≥ ka2 in such groups). For all (s, a,M) ∈ Xka , ka > 0
QUˆi(s, a,M)−Bpi
QU
QUˆi(s, a,M) < 2c + a + (n
i
c + µ
i
c)(1 + 3γ) + 2σ
√
8km
ka
3. Finally, for triplets which are close less than a dknown distance to an approximation unit
with k active samples, we can use the requirement over k in this theorem
QUˆi(s, a,M)−Bpi
QU
QUˆi(s, a,M) < 2c + a + (n
i
c + µ
i
c)(1 + 3γ) + 2(1− γ)s
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Now, we know that even though the policy pii is non-stationary, it is comprised of stationary segments
due to the fact that a noisy approximation unit is only sent when the real approximation set is updated.
Using the definitions from Lemma 7.5, starting from step t at MDP Mi, pii is equal to piQ
Uˆi
t,i
for at
least τ(t, i) steps. Combining the results from Lemma 7.5 with the bounds we have listed above, we
have that with a probability larger than 1− δ, for all time steps and all agents:
V pii(st,i,Mi) ≥ V ∗(st,i,Mi)− 4c + 2a + 2(1 + 3γ)(n
i
c + µ
i
c)
1− γ − 3s − e(t, i)
with
e(t, i) = γ
τ(t,i)Qmax + 2
∑
h∈H
(
hpeh,1(st,i)
)
Qmax +
∑
ka∈{Ka−km}
2
∑
h∈H
(
hpeh,ka(st,i)
)
2σ
√
8km
ka
The following calculations proceed exactly as done in the proof for theorem 7.4.2 in [16], as e(t, i)
is of the exact same form. Since there are no delay steps in our formulation, we eventually get:
kp∑
i=1
∞∑
t=0
e(t, i) < O˜(

(
kpQmax +
σ2
s(1−γ)
)
Γ
1− γ

(from lemma 3.2.7 in [16], this is true given that (1 + 3γ)(nic + µ
i
c) is smaller than Qmax. But note
that the sample complexity bound has no meaning in the case where (nic + µ
i
c) is of the order of
magnitude of Qmax, so we will assume it to be smaller).
Using Theorem 4.1, the following theorem abandons the concentration bound assumption over the
noise terms, and instead assumes it to be sub-Gaussian with a bounded mean and bounded parameter.
We note that we can actually prove such a theorem for the more general case of noise whose only
properties are bounded mean and variance. However, in such case we will have a bound that does not
contain a logarithmic term such as in Theorem 4.3. This is to be expected, as we have less information
regarding the tails of a general distribution.
Theorem 4.3. Under Assumption 4.2 and the noise conditions (1), define f = f(kp, k, km, δ,Γ) ,√
2 ln
(
24kpd1 + log2 kkm eΓ3/δ
)
. Then with probability at least 1− δ, for all t and i,
V pii(st,i,Mi) ≥ V ∗(st,i,Mi)− 4c + 2a + 2(1 + 3γ)(M
i
c + σ
i
cf)
1− γ − 3s − e(t, i)
where
kp∑
i=1
∞∑
t=0
e(t, i) = O˜
((
kpQmax +
σ2
s(1− γ)
)
Γ/(1− γ)
)
,
and O˜ stands for a big-O up to logarithmic terms.
Proof. From the definition of the noise in (1), we have that bi(s, a,M) is subgaussian with
P (|bi(s, a,M)| ≥ nic) ≤ 2e
− n
2
c
2σ2c
Setting
2e
− n
2
c
2σ2c =
δ
12kpd1 + log2 kkm eΓ3
results in nic = σ
i
c
√
2 ln
(
24kpd1+log2 kkm eΓ3
δ
)
. Now given the event that bi(s, a,M)| ≤ nic, we
know that |bi(s, a,M) +mi(s, a,M)| ≤ nic +M ic . Therefore
P
{|bi(s, a,M) +mi(s, a,M)| ≥ nic +M ic} ≤ P (|bi(s, a,M)| ≥ nic) ≤ δ
12kpd1 + log2 kkm eΓ3
so that the total equivalent noise n = b + m is of mean 0 and has the right probability bound.
Substituting this back in the bound for Theorem 7.1 ends our proof.
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Compared to Theorem 7.1, Theorem 4.3 requires information only about the first and second moments
of the noise, enables a bounded noise term mi(s, a,M) to be present, and suggest that the sample
complexity bound is proportional to bounds on the the sub-Gaussian parameter of the noise, and on
the bound of the bounded part of the noise.
8 Supplementary Material B: Estimation methods proofs and properties
In this section, we provide proofs and further information regarding the optimal linear estimation
theorems from section 5. The proofs all consist of finding the parameter of the equivalent sub-
Gaussian noise resulting from the weighted sum, and minimizing it with regard to the weights. For
simplicity and without loss of generalization, we will present the proof for agent 1 as the receiving
agent, and denote σ1L , σL, σ
j,1
A , σA,j , σ1c , σc.
8.1 General additive noise model
Theorem 5.1. Under Assumptions 4.2 and 5.1 with zero quantization noise, at time step t such that
the approximation set U has been updated at step t− 1, each agent i estimates the approximation set
by (4). Denote
A ,
√
σL · σTL + 2diag
(
(σ1,iA )
2, ..., (σi−1,iA )
2, (σi+1,iA )
2, ..., (σ
kp,i
A )
2
)
+ 2(σiL)
2diag(1, ..., 1)
w ,
(
w11, ..., w(i−1)i, w(i+1)i, ..., wkpi
)T
; σL , 2(σiL)2 (1, ..., 1)
T
Then Theorem 4.3 holds. The upper bound is minimized for w∗ = A−1σL and σi∗c = σ
i
L
√
w∗ii.
Proof. We know that a linear sum of independent sub-Gaussian random variables is a sub-Gaussian
with the sum of their collective parameters. Furthermore, since the weights all sum up to 1, by (1)
and the definition of uˆ1v(s, a,M) we can write
uˆ1v(s, a,M) = uv(s, a,M) + n
1(s, a,M)
n1(s, a,M) = w11n
1
L(s, a,M) +
kp∑
j=2
wj1n
j,1
A (s, a,M)
with En1(s, a,M) = 0 and parameter
σ2c (w) =
kp∑
j=2
w2j1
(
σ2L + σ
2
A,j
)
+
(
1− w21 − ...− wkp1
)2
σ2L .
This means the sample complexity bound of Theorem 4.3 holds. Since only the term σc(w) depends
on the weights, minimizing this parameter results in optimizing the sample complexity bound.
Calculating the derivative, we get that
∂σ2c (w)
∂w
= Aw − σL ,
meaning that the original function can be written in the following form
σ2c (w) =
1
2
(
w −A−1σL
)T
A
(
w −A−1σL
)
+ C
where C is some constant. We can use the Matrix determinant lemma from [19] (where X is a matrix
and u,v are some vectors) det
(
X + uvT
)
=
(
1 + vTX−1u
)
det(X) to show that the principle
minors of A (which are all of the same form) are all positive, meaning that A is positive definite by
Sylvester’s criterion. This means that σc(w) has a single global minimum at
w∗ = A−1σL .
Now, by substituting σ2c (0) = σ
2
L =
1
2
(
A−1σL
)T
A
(
A−1σL
)
+ C we can easily see that
σ∗c , σc(w∗) = σL
√
w∗11 .
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Properties of the optimal solution We list some properties exhibited by the general optimal
solution.
• We have that σc(w) ≥ 0 by definition, and also that σc(w∗) ≤ σc(0) = σ2L, and therefore
0 ≤ w∗11 ≤ 1. This also means that the optimal solution ensures that we get a lower sample
complexity compared to the case without communication, where the variance is σ2L.
• The optimal solution results in σ∗c smaller than the case of a uniform average.
• We can furthermore show that
∀j ∈ {1, ..., kp} : w∗j1 ∈ [0, 1]
which is intuitive.
• From the mathematical form of σc(w), it is easy to deduce that the larger the variance σ2A,j
is, the smaller the corresponding optimal weight w∗j1 gets.
• In the case where σA,j = σA,l for some j and l, we have from the symmetry property of
σc(w) that w∗j1 = w
∗
l1.
Let us now also consider two extreme cases and see whether our solution corresponds to intuition.
• In the case where σA,j  σL for some j, it is evident from both intuition and the explicit
solution that w∗j1  1.
• In the case where σL  σA,j for all j, we have that
σc(w) =
kp∑
j=2
w2j1σ
2
L +
(
1− w21 − ...− wkp1
)2
σ2L
which is a case where all the weights are identical. By intuition and by substituting in the
explicit solution, we have that w∗j1 = 1/kp for all j.
Special examples We exemplify the properties introduced previously over simple cases.
1. First, let us consider the case of three agents. By calculating the optimal solution we can
learn about the effects difference noise variances have on the solution. We can see in Figure
4 that, as expected, the self optimal weight w∗11 (proportional to σ
∗
c itself) decreases as the
inter-agent noise parameters
σ2A,2
σ2L
,
σ2A,3
σ2L
decrease, meaning that it is beneficial to not only
use the less noisy approximation set received from the learner. The optimal weight for the
case of no inter-agent noise is w∗11 =
1
3 , but the larger the noise between the agents is, the
better it is to rely more on the less-noisy approximation set. We can also see that the larger
the relation
σ2A,3
σ2A,2
gets, the smaller w
∗
31
w∗21
becomes, as explained earlier.
2. In order to describe the dependency of the optimal weights on the number of agents, we
examine a case in which there are 2 groups of agents of size N , the first one contains agents
whose noise parameters are all σ2A,2, and the second one with noise parameters all equal
to σ2A,3. This is an extension of the previous case in which N = 1. Overall, agent number
1 on which we are focusing is also present, so there are kp = 2N + 1 agents. In Figure
5A, we can see that the more agents there are - the smaller w∗11 becomes, meaning that it
is beneficial to rely on more agents. Since we keep σA,2 = σL constant in this case, we
see that as the ratio
σ2A,3
σ2A,2
increases, w∗11 increases as well as explained before. In Figure 5B
we can see that the ratio w
∗
31
w∗21
remains constant as long as
σ2A,3
σ2A,2
does not change, even for a
varying number of agents.
8.2 Same parameters additive noise model
We present a special case of equal noise parameters. Theorem 5.2 is a direct consequence of Theorem
5.1.
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Figure 4: Optimal weights for the 3-agent scenario, as a function of the environment noise parameters.
We set σL = 1 here. A: Optimal weight w∗11, which is proportional to σ∗c , as a function of
σ2A,2
σ2L
,
σ2A,3
σ2L
B: the ratio w
∗
31
w∗21
as a function of
σ2A,2
σ2L
,
σ2A,3
σ2L
.
Figure 5: Optimal weights for the 2-groups scenario, as a function of the environment noise parameters
and the number of agents in a group. We set σL = σA,2 = 1 here. A: Optimal weight w∗11, which is
proportional to σ∗c , as a function of
σ2A,3
σ2A,2
and N , the number of agents in a group. B: the ratio w
∗
31
w∗21
as
a function of
σ2A,3
σ2A,2
and N .
Theorem 5.2. Under the assumptions of Theorem 5.1, let us further assume that all noise terms for
a communication channel have the same parameter σjL = σL, σ
j,i
A = σA for all i and j. Then: (1)
The optimal weights for agent i are
w∗ii =
σ2L + σ
2
A
kpσ2L + σ
2
A
=
1
1 + 1
1+σ2A/σ
2
L
(kp − 1)
; w∗ji =
1− w∗ii
kp − 1 ∀j 6= i .
(2) A uniform weighting of the noisy approximation sets is preferable to using U˜ iL (the received
learners’ approximation set) if and only if kp ≥ σ2A/σ2L.
Proof. By substituting ∀i, j : σjL = σL, σj,iA = σA for the optimal weights of Theorem 5.1, we get
w∗ii =
σ2L + σ
2
A
kpσ2L + σ
2
A
=
1
1 + 1
1+σ2A/σ
2
L
(kp − 1)
; w∗j1 =
1− w∗ii
kp − 1 ∀j 6= i
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where weights of approximation sets with the same noise parameter all have the same weight from
symmetry.
For the second part of the proof, by substituting ∀j : wj1 = 1kp in σc(w) from the proof of Theorem
5.1, we get
σ˜c
2 =
σ2L
kp
+
kp − 1
k2p
σ2A
And we can see that using a uniform average is preferable to using the less noisy approximation set
from the learner alone, if and only if σ˜c
2 ≤ σ2L which leads to kp ≥ σ
2
A
σ2L
.
8.3 Quantization noise model
We now prove Theorem 5.3.
Theorem 5.3. Under Assumptions 5.1 and 4.2, at time step t such that the real approximation set U
has been updated at step t− 1, each agent i estimates the approximation set Uˆ i as a weighted linear
sum as in (4). Then Theorem 4.3 holds with M ic ≤ ∆Qi|wii|+
∑kp
j 6=i
(
∆Qj + ∆Qj,i
) |wji| and
σc(w) =
kp∑
j 6=i
w2ji
(
(σjL)
2 + (σjiA )
2
)
+
1−∑
j 6=i
wji
2 (σiL)2 .
By further assuming identical agents, ∆QiL = ∆Q
j,i
L = ∆Q, σ
j
L = σ
j,i
A = σL for all i, j, under
Assumption 4.2, the optimal weights are
w∗ii =
 2kp+1
(
1 +
kp−1√
(kp+1)(2σ2Lf
2/∆Q)2−2(kp−1)
)
fσL > ∆Q
1 fσL ≤ ∆Q
where w∗ji = (1− w∗ii)/(kp − 1), j 6= i, and f = f(kp, k, km, δ,Γ) is defined in Theorem 4.3.
Proof. Without the loss of generality, we will prove the theorem for agent 1.
First part: We partition the noise in the weighted approximation set Uˆ1 to two terms:
uˆ1v(s, a,M) = uv(s, a,M) + b
1(s, a,M) +m1(s, a,M)
b1(s, a,M) , w11b1L(s, a,M) +
kp∑
j 6=1
wj1(b
j
L + b
j,1
A (s, a,M))
m1(s, a,M) , w11m1L(s, a,M) +
kp∑
j 6=1
wj1(m
j
L +m
j,1
A (s, a,M))
We know that a linear sum of independent sub-Gaussian random variables is a sub-Gaussian with
the sum of their collective parameters. Therefore, b1(s, a,M) is a mean 0 sub-Gaussian with some
parameter σ2c as in Theorem 5.1. Regarding the quantization noise, we have
|m1(s, a,M)| ≤ ∆Q1|w11|+
kp∑
j 6=1
(
∆Qj + ∆Qj,1
) |wj1| ,Mc
Therefore, the conditions of Theorem 4.3 hold.
Second Part: In the case of equal noise properties, due to the symmetry of the problem, we know
that the optimal weights will be such that the approximation set that agent 1 receives from the learner
has some weight w , w11, and the rest have the same weight 1−wkp−1 . Therefore, b
1(s, a,M) is a
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mean 0 sub-Gaussian with parameter σ2c ≤ w2σ2L + (1−w)
2
kp−1 (σ
2
L + σ
2
A) = σ
2
L
(
w2 + 2 (1−w)
2
kp−1
)
. And
regarding the quantization noise:
|m1(s, a,M)| ≤ ∆Q
|w|+ kp∑
j 6=1
| 1− w
kp − 1 |(1 + 1)
 = ∆Q (|w|+ 2|1− w|) ,Mc
In order to find the optimal weight w∗ that minimizes the sample complexity bound, define
g(w) , σLf
√
w2 + 2
(1− w)2
kp − 1 + ∆Q (|w|+ 2|1− w|)
Where the function f is defined in Theorem 4.3. From the sample complexity bound
V pii(st,i,Mi) ≥ V ∗(st,i,Mi)− 4c + 2a + 2(1 + 3γ)g(w)
1− γ − 3s − e(t, i)
It is evident that the function g(w) is the only term depending on the weight w, such that minimizing
g(w) over w will lead to maximization of the bound.
Viewing g(w), we can learn a few properties regarding the optimal solution. Notice that the first term
is a parabola-like function with a minimum value at w = 21+kp as we have seen in Theorem 5.2, and
the second term has a few cases of discontinuous change.
• For w < 2kp+1 we have a sum of two decreasing function, therefore g(w) itself decreases.
• For w > 1, we have a sum of two increasing functions - and therefore g(w) is increasing.
• Therefore, there is a single minimal value of g(w) in the interval w ∈
[
2
1+kp
, 1
]
.
By calculating the derivative of f in [0, 1] and finding the value of w for which it vanishes, we have
that there is a single solution in this interval, satisfying
w =
2
kp + 1
(
1 +
kp − 1√
(kp + 1)(2σ2Lf
2/∆Q)2 − 2(kp − 1)
)
(6)
Under the condition that fσL∆Q ≥
√
kp − 1kp + 1. Otherwise, there is no minimal value in this
interval. Furthermore, we can see that the expression for the solution is decreasing with f , and that
substituting fσL = ∆Q results in the minimal value being w = 1. Therefore, we conclude that:
• For fσL ≤ ∆Q the optimal solution is w∗ = 1 (either the minimal value is outside of [0, 1]
and thus contradicts our initial assumption, or there is no minimal value at all and g(w) is
decreasing in [0, 1]).
• For fσL ≥ ∆Q, the minimal value of g(w) is achieved at w from (6), which is indeed
inside the interval
[
2
1+kp
, 1
]
, and gets closer to 0 as kp grows larger.
9 Supplementary Material C: Computational results
In this section we give more details about the computational results shown in Figure 2. In this
simulation, 4 agents are randomly initiated in an unknown warp-around 5× 5 maze, and get a reward
of 1 whenever they land on the top-right corner. All other maze locations contain a reward of 0.
When an agent reaches the top-right corner, it is re-initiated at a random location in the maze. Q
functions are noisy with an additive Gaussian noise, under the conditions of Theorem 5.2. The
results are shown for 150 parallel experiments, 15 episodes and 50 steps per episode, where at the
beginning of an episode - each agent is re-initiated at a random location in the maze. We calculate
25
the average accumulated reward and standard deviation for an episode per agent, where the average is
calculated over parallel experiments and over all agents (continuous lines). We also use a simulated
agent that can move greedily in the maze using the exact non-noisy approximation unit of the learner
(dashed lines). This is done to separate the effects of the noise from those of exploration. In Figure
2, the learner-agent communication noise variance is fixed at σ2L = 0.1, and each one of the figures
A,B,C represents a different agent-agent noise variance σ2a, in order to show the trade-off between
the σ2a/σ
2
L ratio and the estimation weighting scheme. The red lines represent a weight w = 1 for
the approximation set received from the learner, meaning there is no averaging. The blue lines
represent a uniform averaging w = 0.25, and the black lines represent the optimal weighting scheme
suggested by Theorem 5.2. The green line represents the more realistic case where the algorithm has
no information about the parameters of the environmental noise, and estimates the variance on the
go in order to use it at the optimal weighting scheme of Theorem 5.2. We use an estimation scheme
similar to that suggested by [13], such that for agent i
wˆii(t) =
(σˆiLA(t− 1))2
(σˆiLA(t− 1))2 + (σˆiL(t− 1))2
(σˆiL(t))
2 = (σˆiL(t− 1))2 +
1
SA−1
∑
s,a
(
u˜iL,v(s, a)− uˆi(s, a)
)2 − (σˆiL(t− 1))2
t
(σˆiLA(t))
2 = (σˆiLA(t− 1))2 +
1
SA(kp−1)−1
∑
s,a,kp
(
u˜j,iA,v(s, a)− uˆi(s, a)
)2
− (σˆiLA(t− 1))2
t
Where S stands for the number of states and A for the number of actions in our maze. (σˆiL(t))
2
represents the estimation of the variance of the learner-agent noise (σ2L) at step t, and (σˆ
i
LA(t))
2
represents the estimation of the agent-agent communication noise variance (σ2A + σ
2
L) at step t, such
that the formula for wˆii(t) is an adaptive version of the optimal weight. The estimation of (σˆiL(t))
2
in each step is done by using a weighted average of the current estimate with the past one. The
estimate given the current approximation unit samples is an empiric average over all values in U˜ iL.
(σˆiLA(t))
2 is calculated similarly, but uses all of the kp − 1 approximation units {U˜ j,iA }. We use a
Figure 6: This figure illustrates the code dependencies, for the code producing Figure 2
.
version of algorithm 1 that accumulates samples for each approximation unit instead of replacing
them with new ones whenever the number of active samples increases. Since our maze is finite,
we have NSAM = SA, and we define d(s, a,M, s, a,M) = ∞ for (s, a,M) 6= (s, a,M), and
d(s, a,M, s, a,M) = 0. We use a = 10−7, b = 0.1, k = 9, km = 3, γ = 0.98, Qmax = Rmax1−γ
and 30 Bellman iterations at most each time we perform them.
MATLAB Code is available at https://github.com/anonymous1859/NeurIPS2019/tree/
master, and contains the following sub-codes, while the dependencies are shown in Figure 6.
• main.m: The main code generating Figure 2.
• Noisy_PAC.m: performs a parallel experiments of agents exploring in a maze, for the same
parameters.
• VI.m: performs Value Iterations over a given Q function.
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• move:.m given a state and actions, progress to the next state and receive a reward.
• Active_Samples.m: Number of active samples for a given approximation unit.
• shadedErrorBar.m: Creates a shaded error bar.
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