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Abstract
We propose a novel Bayesian Optimization ap-
proach for black-box objectives with a variable
determining the tradeoff between evaluation cost
and the fidelity of the evaluations. Our ap-
proach chooses this variable at each step under an
entropy-based acquisition function. Further, we
use a new approach to sampling support points,
which we show to provide a better approximation
to the desired distribution and allow faster con-
struction of the acquisition function. This allows
us to achieve optimization with lower overheads
than previous approaches; our approach is also
implemented for a more general class of problem.
We show this approach to be effective on synthetic
and real-world benchmark problems.
1. Introduction
Bayesian optimization aims to find the minimiser of a func-
tion, x∗ = argminx∈Rdf(x). This objective function is
often multimodal and costly to evaluate, either due to the
requirement for computation or an expensive physical ex-
periment. We therefore wish to make as few evaluations as
possible and are willing to expend non-trivial computation
time on determining the next point to evaluate. There is a
significant body of literature addressing this problem, with
applications including tuning the hyperparameters of many
machine learning algorithms (Snoek et al., 2012; Herna´ndez-
Lobato et al., 2014; Klein et al., 2017), sensor set selection
(Garnett et al., 2010) and tuning the gait parameters of
bipedal (Calandra et al., 2016), quadrupedal (Lizotte et al.,
2007) and snake (Tesch et al., 2011) robots.
A common approach to the problem of choosing the next
step is to construct a model of the objective using all pre-
vious observations. In the above applications, the model
used is a Gaussian Process (GP) (Rasmussen, 2006), which
provides a normally distributed estimate of the objective
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function at any point given training data. We then define
an acquisition function, α(x), which quantifies how useful
evaluation at x is expected to be. Since this acquisition
function can be evaluated using the GP estimate, rather than
the expensive objective, we can perform a global search to
find its maximiser and choose that point as our next eval-
uation of the objective. We provide a brief overview and
propose an alternative metric for evaluating the performance
of Bayesian Optimization methods in §2.
In this work, we consider an extension of the expensive
optimization problem by considering an additional variable,
s, an environmental variable (Williams et al., 2000). The
choice of this variable allows the objective to be evaluated
with reduced accuracy at a lower cost. By carefully select-
ing a value for s at each step, we wish to further reduce
the cost of finding the minimum of the full cost objective.
Previous approaches to the environmental variable setting
(Klein et al., 2017; Swersky et al., 2013) are based on the
Entropy search method (Hennig & Schuler, 2012) and use
a parametric kernel to take advantage of a strictly decreas-
ing performance as the environmental variable allows an
increased dataset size. We adapt Predictive Entropy Search
(Herna´ndez-Lobato et al., 2014) to form a similar acquisi-
tion function over the environmental variable in §3, but use
the Mate´rn 5/2 kernel for more general application. We then
show a novel method of selecting sample points to reduce
overheads which is applicable to both Entropy Search and
Predictive Entropy Search in §4. Our more computation-
ally efficient approach allows the practical optimization of
objectives that have hitherto proved infeasible. We show
results for common optimization benchmarks and real world
applications in §5.
2. Bayesian Optimization
2.1. Gaussian Processes
Gaussian Processes are a standard tool for performing infer-
ence for a function value with uncertainty given a set of ob-
servations (Rasmussen, 2006). The model is characterized
by a kernel function k(x1, x2 | θ) where θ are hyperparam-
eters. Common choices are the squared exponential kernel
A exp(−0.5r2), where r = (∑d∈D (x2d−x1d)2hd ) 12 , which
models smooth, infinitely differentiable functions, and the
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Mate´rn 3/2 and 5/2 kernels, A(1 +
√
3r) exp(−√3r) and
A(1+
√
5r+ 53r
2) exp(−√5r), giving once and twice differ-
entiable functions, respectively. In the experiments below,
we have used the Mate´rn 5/2 kernel which is a common
choice in Bayesian optimization (Klein et al., 2017; Snoek
et al., 2012; Swersky et al., 2013).
Ideally, we would marginalize over the hyperparameters
λ = [A, h] to obtain posterior estimates
p(x | D) =
∫
p(x | D,λ)p(λ)dλ, (1)
given some prior p(λ), to obtain the full posterior mean
function. However, this is not usually an analytic function,
so cannot be achieved exactly. Instead, we use slice sam-
pling (Neal, 2003) of the hyperparameters to approximate
the posterior as
p(x | D) = 1
K
K∑
k=0
p(x | D,λk) (2)
where the K draws of the hyperparameter values have been
made by slice sampling of their posterior likelihood given
the data observed so far. This is a common choice for hyper-
parameter marginalization in Bayesian Optimization litera-
ture (Murray & Adams, 2010; Snoek et al., 2012; Swersky
et al., 2013; 2014).
2.2. Acquisition Functions
A selection of acquisition functions are available. Common
and simple choices include: Probability of Improvement
over the current best observation (Lizotte, 2008; Kushner,
1964); the Expectation of Improvement (Jones et al., 1998;
Mocˇkus, 1975), and; a Lower Confidence Bound (Srinivas
et al., 2009) on the GP. We consider the Entropy Search
(ES) acquisition function proposed by Hennig & Schuler
(2012), specifically the Predictive Entropy Search (PES)
acquisition of Herna´ndez-Lobato et al. (2014), which is a
fast approximation to ES.
In Entropy Search, the optimization is viewed not as finding
locations of progressively lower values of the objective,
but as gaining knowledge about the location of the global
minimum. Specifically, prior belief about the location of the
global minimum is represented as a probability distribution,
p(x∗), the probability that x∗ = argmaxxf(x). We desire
to maximize the relative entropy (KL-divergence) of this
distribution from the uniform distribution. This occurs when
p(x∗) is a delta located at xmin. Therefore the ES acquisition
function selects points to produce greedy maximization of
the mutual information between x∗ and y,
xn+1 = argmaxx
(
H
[
p(x∗ | Dn)
]
− Ex∗
[
H[p(x∗ | Dn, x, y)]
])
.
(3)
2.3. Predictive Entropy Search
The procedure for implementing ES requires considerable
computation to achieve a good approximation to the ideal
acquisition function. PES seeks a fast approximation to the
ES acquisition. This is achieved by noting that the mutual
information between the location x∗ and the next observed
values yn+1 is given by
I[x∗, yn+1 | Dn, xn+1]
= H[x∗ | Dn]− Eyn+1
[
H[x∗ | Dn, xn+1, yn+1)]
]
= H[y | Dn, x]− Ex∗
[
H[y | Dn, x, x∗]
]
.
(4)
That is, the information gained about the location of xmin
by evaluating at xn+1 is equal to the information gained
about the value of f(xn+1) given the true location of the
global minimum. The acquisition function, α(x) is the
expected information gain about the value at xn+1 given a
true observation of the global minimum.
α(xn+1) = ∆H
= H[yn+1 | xn+1, Dn]−H[yn+1 | Dn, xn+1, x∗]
(5)
To implement this variation a draw xd is from the distribu-
tion over the location of minimum given the current model,
and at this location the minimizing conditions,
f(xd) ≤ min(Yn), (6)
∂f(xd)
∂xi
= 0 ∀i and (7)
∂2f(xd)
∂xi∂xj
{
= 0 i 6= j
≥ 0 i = j (8)
are imposed. Expectation Propagation (Minka, 2001) is used
to achieve a Gaussian approximation to the inequalities. The
change in entropy of y at a candidate xn+1, averaged over
draws of the minimum, is a good approximation to the ideal
objective. We use a bespoke GP package1 to accommodate
observation and inference of first and second derivatives.
2.4. Evaluation of Performance
Since the point determined by the acquisition function is
different from the posterior minimum the sequence of points
evaluated does not represent the best guess for the global
minimizer at each step. When using acquisition functions
based on the values observed, such as expected improve-
ment, these points do still provide good results. However,
when using entropy-based methods, we find the points eval-
uated tend to be far from the posterior minimum. We there-
fore propose a greedy evaluation at the posterior minimum
as the final step of optimization. In the experiments below,
we perform this evaluation offline at each step and report the
1https://github.com/markm541374/gpbo
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Figure 1. Performance on the Branin function of EI and PES
under reporting of the minimum observed value (ArgMin) and
the posterior minimum (PM) value. The median (solid line) and
interquartile range (shaded) of 25 runs are shown. Performance is
similar initially but reporting the posterior minimum rather than
the minimum observed value leads to substantial lower errors,
particularly with PES.
immediate regret (IR) that would have been returned if that
step had been the last, before continuing according the regu-
lar optimization policy. The difference in performance by
taking this approach is illustrated in Figure 1. We argue that
all information theoretic means of Bayesian Optimization
should be evaluated according to this metric.
3. Environmental Variables
We now consider an extension of the classic Bayesian Opti-
mization setting. At each evaluation of the objective func-
tion we specify an additional parameter, named by Klein
et al. (2017) as the environmental variable. This parameter
allows a tradeoff between accurate, but more expensive, and
cheap, but poor, evaluations. We define the environmental
variable as 0 ≤ s ≤ 1 where s = 0 yields the true objec-
tive and cost is expected to decrease towards s = 1. We
desire an acquisition function that will provide the most cost
efficient information gain at each step.
3.1. Augmented space
If variation of the environmental variable causes change in
the mean of the response then, as in Klein et al. (2017), we
model the black box as a d + 1 dimensional function in
Rd × S, s ∈ S = [0, 1] ⊂ R, such that s = 0 corresponds
to the true objective. This is the case in many scenarios. For
example, in optimizing the parameters of a classifier, the
performance is expected to be worse with fewer training
data, or, in fitting the hyperparameters of a Gaussian process,
the likelihood on a subset of the data is not expected to have
the same value as on the full dataset. We then wish to define
an acquisition function over the full space such that we
learn about the minimum in the s = 0 plane (that which
corresponds to the true, uncorrupted, objective). Rather than
the Entropy Search method as in (Klein et al., 2017), we
make use of Predictive Entropy Search, improved with a
novel, faster, method of evaluating the expected change in
entropy. We model the response of the objective as a GP
over the augmented d+ 1 dimensional space, with a Mate´rn
5/2 kernel, but rather than using a spectral decomposition
to draw from p(x∗) we use sampling in the s = 0 plane to
draw support points, and draw from the posterior on these
points. The method is detailed in Section 4.
To optimize a wide range of objectives we are not able to
guarantee that the minimum of the objective (for s = 0)
is the global minimum in the augmented space spanning
all s. For this reason, we do not include the global mini-
mum constraint used in the original specification of PES
(Herna´ndez-Lobato et al., 2014) since the values reported
at reduced cost may be lower as well as higher than the
full cost result. For the same reason we use the D + 1 di-
mensional Mate´rn 5/2 product kernel to model the objective
without any further assumptions on behaviour due to the
environmental variable.
3.2. Overhead adjustment
In this section, we present a novel acquisition function over
environmental variables. In the usual setting for Bayesian
Optimization, the overhead computational cost of optimiz-
ing the acquisition function is considered negligible com-
pared to evaluations of the true objective. When the option
of a larger number of less expensive evaluations is made
available, this may no longer be the case, particularly con-
sidering the poor scaling of Gaussian Processes (typically
O(n3)) as additional points are added. Klein et al. (2017)
use an acquisition function of the form
α =
∆H
c(x, s) + cover
, (9)
where cover is the time for the previous step to choose the
next point to evaluate and c(x, s) is the GP posterior mean
of the log evaluation cost conditioned on the evaluations
observed so far using MAP hyperparameters of the Mate´rn
5/2 kernel. Since the overhead grows substantially over the
course of optimization, we prefer to use an estimate of the
average overhead between the current and final steps.
We model the overhead as growing according to a power
plus constant rule,
cˆover(n | θ) = θ0 + θ1nθ2 + ,  ∼ N (0, θ23), (10)
where n is the index of the step, and with independent
Gamma priors on θi. Given a remaining optimization budget
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B, our modified acquisition function is
α =
∆H
c(x, s) + 1N
∑N
n=0 cˆover(n | θˆ)
(11)
where N is the greatest value such that
B ≥
N∑
n=0
cˆover(n | θˆ) + cevaluation . (12)
Here θˆ is the maximum-a-posteriori estimate given the over-
heads observed so far and the current step is considered to
be step zero.
This change causes the algorithm to prefer slightly more
expensive evaluations than otherwise, particularly when
a large number of evaluations remain, which we find to
improve performance.
4. Fast Draws from the Posterior of the
Minimizer
We now present a novel sampling strategy for PES that ren-
ders our method computationally efficient. The original for-
mulation of PES in Herna´ndez-Lobato et al. (2014) makes
use of Bochner’s theorem to obtain approximate draws from
the Gaussian process which can easily be minimized to
obtain a draw from the posterior distribution of the global
minimizer. We prefer the alternate method of generating
draws, proposed in (Hennig & Schuler, 2012), of drawing
support points from some distribution q(x), which is sim-
ilar to p(x∗), then making draws from the GP posterior to
provide samples of p(x∗). This process does not place any
requirements on the kernel used, unlike the original proposal
which requires a stationary kernel (or an approximation in
the case of a non-stationary kernel). As noted by Hennig &
Schuler (2012), any q with non-zero support over the search
domain may be used, with more samples of q being required
to obtain good results if it is not similar to p.
Slice sampling over the EI of the GP posterior is the sug-
gested method of drawing support points in (Hennig &
Schuler, 2012). However, the evaluation of EI requires
O(n2) inference and is performed many times for each point
produced by slice sampling. This is further increased by
the practice of discarding a burn-in period and subsampling
the resulting sequence. This represented a large portion of
the runtime in our implementation. As any q can be used,
we seek an alternative from which we can draw points with
lower computational overhead using a Weighted mixture of
Local Hessian matrices (WLH).
To achieve a fast approximation for p we note that the prob-
ability of a point being stationary (either a local extremum
or an inflection point) is equal to the probability
pstat =
D∏
i=0
P
(
∂f
∂xi
= 0
)
(13)
by definition. Further, the local minima, xli, of the posterior
mean are local maxima of pstat. We can find these points eas-
ily by performing local searches on the posterior mean from
random start points, following which no further iteration
with the GP model is required regardless of the number of
support points desired. Given a candidate local minima xci
we infer the GP mean and covariance of all elements of the
gradient, gµ,Σg, and Hessian, Hµ,ΣH , at that point. We
then make a second order Taylor approximation centred at
the candidate minimum,
f =
1
2
zTHz + zT g + c, (14)
where z = x − xci . We make the further assumption that
µH  ΣH for all elements of H , therefore the Hessian is
treated as constant H = µH . The local minimum under this
model is located at
∂f
∂z
= 0
z = H−1g.
(15)
Since g is Normally distributed, and zero at xci by definition,
the posterior distribution for the local minimum under the
Taylor approximation is
p(xl) = N (xc, H−1ΣgH−T ). (16)
We now combine draws from the distributions of each sep-
arate local minimum according to a weight vector w. The
ideal w would be the respective probabilities of each local
minimum being the global minimum. Unfortunately even
the correct weights, only considering the z = 0 points, are
intractable. To obtain a rough approximation, we consider
the mean and variance ci, σ2i at each x
l
i and let
w¯ = p
(N (ci, σ2i ) < N (c∗, σ2∗))
w =
w¯∑
i w¯i
,
(17)
where c∗, σ2∗ are the minimum ci and corresponding vari-
ance. This has the desirable properties that the local mini-
mum with the lowest expected value has the greatest weight,
and for all others the weight increases monotonically with
the expected value, and decreases monotonically with the
variance.
We therefore can express q(x), the distribution we use to
draw support points, as
q = Z
m∑
i
wiNbounded(xci , H−1i ΣgiH−Ti ), (18)
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Figure 2. Overhead of optimizing the acquisition function and immediate regret for an offset Branin objective with quadratic cost. Slice
sampling under EI (red) and our sum of Gaussians approximation (blue) are shown. Performance remains similar while overhead costs are
significantly reduced.
where there are m local minima and Z is a normalizing
constant. The use of Nbounded denotes that the distribution
is clipped within the search domain. We can take draws
from this distribution trivially, since it is only a weighted
combination of Normal distributions, and so can generate
as many samples as desired with no additional interaction
with the expensive GP model.
4.1. Validation
Since we do not have access to the true distribution p(x∗)
we compare our new method of generating support points
by evaluating a set of quality metrics offline on a selection
of optimizations using the PES acquisition function. For
each step of optimization we generate 1000 support points
using each method and then take 10, 000 samples from the
GP posterior on these points. Our method is compared to
slice sampling over EI and LCB. Sampling from the uniform
distribution is included as a baseline. We then consider four
quality metrics for these samples.
KL-divergence The distribution of the posterior mini-
mum when confined to m support points is an m-
dimensional multinomial distribution, which if the sup-
port points have been drawn from p(x∗) will have uni-
form probability for each component. Using a Dirichlet
prior we can find the parameters which maximize the
posterior likelihood conditioned on the observed draws.
The KL-divergence from this uniform to the multino-
mial with these parameters provides a measure of how
similar our approximating distribution is to p(x∗).
Unused points If we take N = 10, 000 samples from a
discrete uniform distribution with m = 1000 values
the expected number of values not drawn is less than
one. If a method has a significant number of unused
points this indicates a large number of our support
points have a very low value for p(x∗), so cost us
additional computation time with no benefit.
Time Reducing execution time, t is, of course, our primary
objective.
Rate of useful point production This is the rate at which
points making a useful contribution to our support set
are generated. We define a useful point as any that
is selected as the global minimum at least N10m times
from theN samples of the GP posterior over the sizem
support set. That is, at least one tenth as often as if all
support points were truly drawn from p(x∗). The rate
of production of useful points is therefore r = n−1t ,
where n is the number of support points that have
fulfilled this criterion (we use n− 1 in the numerator
since a support set containing single point which is
always selected does not convey useful information).
The results of these comparisons are shown in Table 1. As
expected uniform draws perform poorly, with high KL diver-
gence and almost all points unused. Although this method is
technically superior in execution time and the rate of genera-
tion of useful support points the requirement to take an order
of magnitude more support points to obtain a similarly sized
useful set would be prohibitively expensive in future steps,
more than cancelling out the gains in obtaining them. Our
method outperforms the slice sampling methods in almost
all tests, with similar performance over all four methods in
the remaining two.
5. Experiments
We compare our method (EnvPES) to Expected Improve-
ment (EI), Predictive Entropy Search (PES) and FABOLAS.
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Objective Uniform EI LCB WLH
KL-divergence
Branin 2d 4.53 3.44 3.67 0.425
Hartmann 3d 4.92 2.87 4.82 0.451
Draw 4d 1.75 0.854 1.8 0.738
Hartmann 6d 1.83 0.715 2.13 0.627
Percent Useful points
Branin 2d 17.3 31.8 24.7 77.1
Hartmann 3d 13.9 36.1 17.1 73.3
Draw 4d 69.0 89.5 72.8 68.6
Hartmann 6d 66.7 88.2 65.8 77.9
Time
Branin 2d 0.000184 20.8 37.1 0.489
Hartmann 3d 0.000216 39.1 104 1.27
Draw 4d 0.000248 68.2 147 2.93
Hartmann 6d 0.000309 146 230 8.98
Rate of Useful Point Generation
Branin 2d 1.24e+06 34 12.1 1.69e+03
Hartmann 3d 5.37e+05 12.3 1.73 745
Draw 4d 2.2e+06 15.7 4.44 255
Hartmann 6d 2.26e+06 7.78 3.31 131
Table 1. Performance of methods of drawing support. Best per-
formance shown in bold on each row, excluding uniform support
which is included only as a reference. Results are averaged over 16
optimizations up to 50 iterations on each objective. “Draw 4d” de-
notes objectives drawn at random from the 4 dimensional Mate´rn
5/2 kernel.Our weighted local Hessians approximation achieves
the best performance on 14 of the 16 tests.
Our GP package is used for PES and EI, the implemen-
tation of FABOLAS is provided in the RoBO package2.
We modify these implementations to return the posterior
mean minimizer as in §2.4, and further modify FABOLAS
to use the Mate´rn 5/2 kernel over the environmental variable
rather than the parametric form used in the original since
the monotonic assumption does not necessarily hold in our
experiments. We show that we are able to match or exceed
the performance of existing methods over a selection of
objectives.
For initialization we follow Klein et al. (2017) by evaluat-
ing a set of values of the environmental variable for each
random draw from x rather than each evaluation being in-
dependent. We choose s = 0.5, 0.75, 0.875 and use twenty
total evaluations in the initialization dataset.
5.1. In-model test
To illustrate expected performance we use draws from the
Mate´rn 5/2 kernel as objective function. The characteristic
lengthscale is set to 0.3 and the search domain is [−1, 1]2.
We simulate the environmental variable as an additional
dimension of the objective over [0, 1] with characteristic
length lev and the cost as an exponential exp(−lcs). We
show results for advantageous and adversarial values of lc
and lev in Figure 3. This shows the potential gains of making
use of the environmental variable in a suitable scenario,
while retaining reasonable performance otherwise.
5.2. Off-model test
5.2.1. COMMON SYNTHETIC FUNCTIONS
We test our method on a selection of common objectives.
The results are shown in Figure 4. Following the approach
of (Swersky et al., 2013) we use a linear shift of the objective
for the lower cost evaluations: in our case the shift is contin-
uous rather than discrete. The cost imposed is of quadratic
form rising from two minutes, as the cheapest available, up
to thirty minutes for the full objective. Performance of En-
vPES matches or exceeds the other methods shown on each
test. Considering only the cost of evaluation, EnvPES and
FABOLAS have similar performance, but, acknowledging
the real time to optimize the acquisition function, the lower
overheads of EnvPES allow better performance.
5.2.2. MNIST CLASSIFER HYPERPARAMETERS
Finding the best parameters for a classifier is a common
problem in machine learning. We optimize the error penalty
and kernel lengthscale hyperparameters of a SVM classifier
on the the MNIST dataset. We allow the dataset size to vary
from 100 to 10000, which incurs a cost of around five min-
2https://github.com/automl/RoBO/
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Figure 3. Performance of EnvPES (green), PES (red) and Expected Improvement (blue) on draws from the Mate´rn kernel. The median
(solid line) and interquartile range (shaded) of optimizing 40 draws are shown. Left: The objective and cost function had lc = 3 and
lev = 1.5 which allows very good performance as the cost decays quickly while the approximate objective remains very similar to the
true objective. Substantial improvement is therefore available using less expensive evaluations. Right: The objective and cost function had
lc = 1 and lev = 0.4 which induces poor performance as the cost of evaluation does not reduce much and evaluations at increasing s are
only loosely linked to the true objective. Evaluations cannot be made as cheaply compared to the full cost as the previous example and
convey little information about the true objective. EnvPES is no longer able to perform as well as other methods since it needs to learn a
more complex model.
utes on the full dataset using a standard laptop. As shown
in Figure 5, we are able to achieve superior performance
to the existing methods. Both our method and FABOLAS
are able to achieve low values faster than methods not mak-
ing use of the environmental variable. However, due to the
high overhead cost, FABOLAS is then slow to make further
improvement.
5.2.3. GP KERNEL PARAMETER FITTING
Fitting the hyperparameters of a Gaussian Process, our final
common machine learning problem, has evaluation cost that
scales cubically with the number of datapoints. We train a
GP with a Mate´rn 5/2 kernel on freely available half hourly
time series data for UK electricity demand for 20153. Eval-
uation of this objective with the full dataset again typically
incurs a cost of around ten minutes. EnvPES is able to eval-
uate the log-likelihood of random subsets down to nsub =
0.02N of the full dataset. We adjust the log-likelihood by
g(y, nsub) = −y nsubN if y < −1, 1+log(−y nsubN ) else, which
is monotonic, smooth and continuous with respect to the
true log-likelihood but reduces the absolute value of large
negative likelihoods and normalizes subsets to the value at
the full dataset. EI and PES are only able to use the full
dataset. As shown in Figure 6 we are again able to achieve
to achieve low values much earlier than methods not making
3www2.nationalgrid.com/UK/Industry-
information/Electricity-transmission-operational-data/Data-
explorer
use of the environmental variable, and are faster in real-time
convergence than FABOLAS due to reduced overheads.
6. Conclusion
We have proposed a novel acquisition function based on
Predictive Entropy Search for use in variable cost Bayesian
Optimization. We further introduce a novel sampling strat-
egy, applicable to both ES and PES, which makes our im-
plementation more computationally efficient by providing
a closer approximation to p(x∗) while having substantially
lower cost than slice sampling. We have also proposed
an alternative method for evaluating the performance of
Bayesian Optimization methods. Bringing these together
we demonstrate a practical Bayesian Optimization algorithm
for variable cost methods and have show that we are able to
match or exceed the performance of existing methods on a
selection of synthetic and real world applications.
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Figure 4. Performance of EnvPES (purple), PES (red), Expected Improvement (blue) and FABOLAS (green) with modifications as noted
on the Branin (left), Hartman 3D (middle) and Hartman 6D (right) test functions with less expensive evaluations available under a linear
shift from the true objective. The performance is shown against evaluation time for the objective (top) and including overhead due to the
acquisition function (bottom). The median and interquartile range (shaded) of 20 runs are shown. Note that while FABOLAS has good
performance with evaluation cost the high overheads detract from this substantially when included in the cost.
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Figure 5. Performance of EnvPES (purple), PES (red), Expected
Improvement (blue) and FABOLAS (green) finding the best hyper-
parameters for a support vector machine classifying the MNIST
dataset. The median and interquartile range (shaded) of seven runs
are shown. Here we have used the original form of FABOLAS.
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Figure 6. Performance of EnvPES (purple), PES (red), Expected
Improvement (blue) and FABOLAS (green) minimizing the neg-
ative log-likelihood of kernel hyperparameters for a Gaussian
Process on UK power data. The median and interquartile range
(shaded) of ten runs are shown.
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