Abstract-In the field of data mining, spatial drift refers to the data used to develop the model consists of only one part of the population, and the differences among the samples or between sample and population are unknown. This paper proposes a two-step Bayes method to improve adaptability for different region samples, which also maintains high model accuracy. The new method first groups region based on similarity, second, sets a model structure without parameters for populations or large samples with good data quality, and then trains parameters using samples in same region group. This method builds a estimation model, proving the method by showing how it can to some extent solve the uncertainty of consumer classification.
I INTRODUCTION
Consumer classification refers to that firms classify consumers by their attributes, behaviors, preferences, values, etc. al [1] . However, the original rules can not adapt to encompass new samples, a phenomenon referred to concept drift. This issue has been studied under a variety of names [2] . Concept drift is the difference of distribution of population sample [3] . In on-line learning, concept drift describes the problem of changes occurring during the learning process, while statistics uses concept drift to refer to "population drift" [4] .
Concept drift impacts data mining in two ways, one is temporal drift due to population are not static, specifically, consumer behavior changes over time. The other one is spatial drift. This drift exists because the data for training model consists of only partial population, and the differences among the samples are unknown [5] [6] [7] . In statistics, the minimum estimation variance (MEV) measures the differences between samples [8] . For example, we can have customer data from Shenzhen (a city in southern China) as one sample, while the customer data of Wuhan (a city in central China) is another sample.
"Shenzhen" and "Wuhan" are the labels of the two samples.
Spatial drift limits the extent use of patterns or rules determined through data mining. In this instance, a model derived from one consumer sample can not be used to estimate other consumer sample [1] because the differences in consumer characteristics in different regions lead to differences in classification. These unstable results prevent firms from developing reliable marketing strategies. A significant number of studies have analyzed this problem [9] . Michael found that, when building a model estimating regional consumer responses to marketing promotion, significant errors occurred if a model on some regional consumers was applied to estimate the of consumers' responses in other regions [10] . How to solve the difference uncertainty between the two samples and predict consumer behavior in the various regions still remains.
Our basic algorithm process is from [11] . The improvement work is how to choose samples for estimating model structure and parameters. In literature [11] , samples for estimating model structure and samples for estimating model parameters are chosen randomly as long as they have same feature vectors, but in practice, there are still so many sample sets (i. g. Beijing, Shanghai and other cities) that have same feature vectors and no criteria to pair samples for estimating model structure and samples for estimating model parameters. Inspirited by literature [12] and [13] , we implement a more accurate method to pair samples for estimating model structure and samples for estimating model parameters, which first groups regions based on similarity in the composition of segmentation, and then we choose samples for estimating model structure and samples for estimating model parameters in each city group. The new method can not only reduce the searching cost of pair of samples for estimating model structure and samples for estimating model parameters, but also enhance the accuracy of segment estimation. The validation test shows that our improving way gets better result.
II LITERATURE REVIEW
Recent works have focused on spatial drift. Schlimmer and Granger induce the Stagger algorithm to identify drift [8] . Kevin B. Pratt designed a system to effectively recognize the drift in data streaming [14] , while Gerhard proposed the influential FLORA2 algorithm to study drift [15] . Ralf Klinkenberg studied drift in information filtering systems [16] [17] [18] [19] . Klinkenberg suggests that the information filtering system must adapt to these changes to find the real interests of those customers. In addition, drift phenomenon has been studied for fields such as stocks, weather prediction, changing consumer interests, and illness diagnosis [20] .
Literatures propose alternative ideaes to deal with spatial drift. One is that Modeling for each sample. Li Jian-ping presented a credit scoring method via a principal component analysis linear-weighted comprehensive assessment. The merit of this method is that it easily adapts to the different economic & cultural environments in different regions, and to drift in the same region, causing disparity in credit scoring [21] . However, this way is not feasible. The cost of modeling process is too prohibitive, even for models with more granular datasets. If the analysis dimensions are low granularity-such as, at the city level-the modeling cost becomes much higher.
Li, Xu, and Shi (2004) proposed market segmentation individually for each city by dissimilarity of customer segmentation in various cities when solving multi-city problems [22] . However, it is time consuming and ineffective. it is hard to generalize the results for application to other cities; thus the marketing strategies devised for one city cannot be directly applied to another city. Consequently, the method has limited applicability.
The other one is modeling the population. Arbia proposed a method to determine sub-optimal, model-based area sampling strategies that sequentially selects sampling locations, with each selection minimizing the estimation error with respect to already selected sites. This means that, given a super population model and an optimal unbiased linear homogeneous estimator model of the population mean, the MEV algorithm returns a purposive design, i.e. a sequential procedure that develops through various steps [8] . The critical element of this algorithm is to determine a proper sample size.
The shortcoming of the second strategy is that the model on the population. But the model presents the distribution of whole population, and sometime differs from particular sample. This difference can arise because a sample may be just a small part of the whole data, and the population model can hardly describe a pattern for just part of the data. Therefore, the difference between the population model and the pattern of the part makes the estimation for a specific sample fail.
Previous research assessing spatial drift in market segmentation proposed a two stage framework [23] [24] . Both studies first grouped regions according to demographics and economic figures, then found consumer segmentations in each country group. The methods assumed that demographics and economic figures are important and valid factors for grouping countries. Unfortunately, no study presents clear connection between the countries. Moreover, some of the figures may be costly or hard to acquire. Bijmolt et al. (2004) proposed a multilevel latent class analysis for attaining simultaneous country and consumer segments for financial product ownership. Domain-specific behavioral variables such as product usage and ownership were then used to form both country and consumer segments (i.e. the grouping of countries) was based on the composition of consumer segments. In other words, two countries were clustered into the same segment if they had similar within-country structures of consumer segmentation [9] .
Enlightened by these works in two stage modeling, this paper improves the algorithm to measure the difference among samples. The tactic used in this work for accounting for spatial drift is to set a model on part of the data at the first step and then modify the model by a new sample to get model estimating new sample.
Consumer classification generally labels classes according to their characters. Customer credit assessment is typical classification used for customer credit records, so Bayes [25] and nearest-neighbor algorithm [26] [27] used for credit assessment can supply some reference.
Bayes method is competitive. One reason is that it can solve for uncertain classifications, based on the likely characteristics of individuals from different classes. Note, however, that the classes cannot exclude each other absolutely. The Bayes method can describe the uncertainty of classification through probability, and choose the appropriate class based on the greatest posterior probability. Another is that the Bayes model can effectively use prior knowledge and sample data information. The Bayes method invokes two important concepts: 1) prior probability is probability from history, which does not need to be verified; and 2) posterior probability is the probability modified by Bayes learning and verified by data [28] .
A Bayes network is a graphical pattern that represents the dependent probability of variables, which can represent consequence and find potential relationships in data. In a Bayes network, nodes are variables and directional lines represent dependence. If network G〈S， P〉is composed of topological structure S and the set of probability distribution P, then S is a set of connections of nodes and P is a set of parameters measuring the net. Training a Bayes network consists of two factors. The training structure consists of searching a network structure to represent the dependent relationship among variables that most exactly matches a data set, while the training parameter consists of computing the dependent probability of the variables [29] .
A data sample can relate to other samples through a combination of prior knowledge and sample information. For example, though the estimation matching the sample of a certain region is not suitable for other regions, the attribute relationships of the different samples have some similarity because of similar economic, cultural, and etc. al. The main difference is in the intensity of the dependent relationships between some attributes.
The nearest-neighbor algorithm is a non-parameter method, which can give individuals who need assessment the same class label as individuals whose attributes are most similar to the individual. By adding new individuals and deleting individuals out of date, the algorithm can update the assessment system to overcome population temporal drift. Our hypothesis is that by using new data to modify the model developed for existing data, we can use this same algorithm to compensate for spatial drift. However, the algorithm does suffer from excessive computing requirements and inaccuracy.
III SPATIAL DRIFT-ORIENTED BAYES ALGORITHM

A. Idea Description
The problem is as follows： (1) Every sample set is labeled by an n-dimensional vector, X=(x1, x2, … xn), depicting n attributes, i.e., A1, A2, … An.
(2) Given a set V1 and m classes c1, c2 … cm, build classifier G<S, P1> presenting the relation between X and class on V1, of which the output is the network structure S with nodes A1, A2,… Ak（k<n).
(3) Given another set V2 and m classes c1, c2 … cm (having the same feature vector as V1), the task is to estimat which class x (in V2 and having no class label) should belong to.
Given a Bayes network structure S fits V1, it is prior knowledge of the classifier for V2. Then V2 can train the parameters of S to output G'(S, P2), of which P2 is a parameter set of G' learning from V2. At this point G' will assign x to the class ci having the highest posterior probability.
Our basic algorithm process is from [11] . The improvement work is how to choose V1 and V2. In [11] , V1 and V2 are chosen randomly as long as they have same feature vectors, but in practice, there are still so many sample sets that have same feature vectors and no criteria to pair V1 and V2. Inspirited by [12] , we implement a more accurate method to pair V1 and V2, which first groups regions based on similarity in the composition of segmentation, then we choose V1 and V2 in each city group. The new method can not only reduce cost of searching the pair of V1and V2, but also enhance the accuracy of segment estimation. The validation test shows that our improving way gets better result. This algorithm process is described in Fig. 1 .
B. Learning Bayes Network Structure
The first step in the proposed method is building a classifier on the sample. The algorithm to learn the structure of the Bayesian network of V1, is as follows:
Procedure begin
Input: V 1 ={X 1 ; . . . X n ; C m } //available variables and class label// Output: G //Bayes network classifier// Procedure Learning Bayes network structure begin Initialize network to simple Bayes Evaluate the current network while classification accuracy improves Consider adding every legal arc to the current structure of the classifier and evaluate the classifier if there is an arc addition which improves the accuracy then Add the arc giving the largest classification accuracy improvement among all the possible arcs to the current network else Return current network end end end Each possible arc from Xi to Xj (Xi ≠ Xj, Xj is a node without another attribute as parent) is evaluated within the while-loop. If the arc enhances the classification accuracy estimate with respect to the current network, then the algorithm updates the current network with that arc giving the largest improvement. Otherwise, if no arc results in an enhancement of the classification performance, the algorithm returns the current classifier. This algorithm concludes the search if there is no arc resulting in an enhancement of the classification accuracy estimate, or if no attribute without another attribute as parent is available.
C. Learning Bayes Network Parameters
The algorithm can process parameter learning, i.e. computing the class conditional probabilities table (CPT) for each node variable in the network, after learning the Bayes network structure. These probabilities can be estimated from the sample V 2 . The CPT for variable Z specifies the conditional distribution ( )
where Parents(Z) are the parents of Z. the joint probability of any tuple (z 1 , … z n ) corresponding to the variables or attributes Z 1 , … Z n is computed by
Thus, we get the classifier G'(S, P 2 ), which can estimate the class that x should belong to.
IV THE EXAMPLE
The goal in this example is classifying customers using an existing data set of customer profitability, and then predicting the customer's unknown profitability according to their features. The data consists of customer records from the data warehouse of a Chinese commercial bank. We first group cities as Mo etc. al (2010) method, we find Shenzhen and Wuhan are in one group, and then randomly selected 47,000 customers from Shenzhen City and 18,000 customers from Wuhan city, all from the year 2004. Table 1 provides an example  of the original data, while Table 2 shows pre-processed data (including discrete, generalized, and deleted values). The sample from Shenzhen is divided into three parts: 16,000 records for training set, 15,000 records for validations set, and 16,000 records for test set.
We set up a Bayes classifier structure on the Shenzhen sample, and computed the parameters of the CPT required modifying the classifier on the Wuhan sample. Fig. 2 is the resulting Bayes classifier structure, which shows that the main relevant attributes are: A) education level, B) income, D) age, C) gender, and E) occupation. The learning parameters on the Wuhan customer sample are 600 training set records, 600 validation set records and 500 test set records, Table 3 is the CPT for this dataset, and the modified classifier structure is provided in Fig. 3 We then used the modified classifier to estimate customer profitability of customers in the Wuhan sample, i.e. x=（B=1,C=1,D=2,E=1), which is a data sample of V 2 . The result is P(Class=1)=0.85, P(Class=2)=0.15, so Wuhan customers who are male, 30-40 years old, married, and have 20,000 yuan annual income represent a higher profit for the bank (Class=1) than other profit levels (Class=2).
We used a 5-fold cross validation to compare the Step one
Step two accuracy of our proposed Bayes classifier with that of other methods. We build classifier using the methods of [11] [12] [30] , and contrasted the results with the results from this work. The results presented in Table 4 shows that our new method is better that others. The rapid growth of economy in China represents both an opportunity and a threat to banks in the country. How to correctly identify and target potential customers in such a large country with a diverse consumer base residing across different regions of the nation is a challeng. Previous research in marketing shows that using classifying rules derived from one area to another area creates unpredictable rule performance. However, it is too time consuming and costly to perform individual market segmentation for each city without the possible similarities in underlying consumer classification among different cities, especially for a country like China.
Accuracy =（TP+ TN）/（TP+ TN+ FP+ FN）
The method proposed in this paper improved model adaptability for different samples while maintaining a high accuracy. This new method also solves the problem of differences among populations and samples caused by spatial drift. Nowadays, the population features from various regions are quite diverse in China, but this proposed method is suitable for confronting this issue. However, more work is needed to improve the method's estimating ability in situations where there are more than two segments.
