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EXACT CONVERGENCE ORDER OF THE Lr-QUANTIZATION
ERROR FOR MARKOV-TYPE MEASURES
SANGUO ZHU, YOUMING ZHOU, YONGJIAN SHENG
Abstract. Let E be a graph-directed set associated with a di-graph G. Let
µ be a Markov-type measure on E. Assuming a separation condition for E,
we determine the exact convergence order of the Lr-quantization error for µ.
This result provides us with accurate information on the asymptotics of the
quantization error, especially when the quantization coefficient is infinite.
1. Introduction
The quantization problem for probability measures consists in nonlinear approx-
imation of a given probability measure with discrete measures in Lr-metrics. We
refer to [3] for mathematical foundations of this theory and [1, 6, 12] for its deep
background in information theory and engineering technology. One may see [11]
for some more related theoretical results.
In the present paper, we further study the asymptotic quantization errors for
Markov-type measures supported on graph-directed fractals. For related results on
this topic, see [7, 9].
Let P = (pij)N×N be a row-stochastic matrix, i.e, pij ≥ 0, 1 ≤ i, j ≤ N , and∑N
j=1 pij = 1, 1 ≤ i ≤ N . We assume
(1.1) card({1 ≤ j ≤ N : pij > 0}) ≥ 2 for all 1 ≤ i ≤ N.
Let θ denote the empty word and set Ω0 := {θ}. Write
Ω1 := {1, . . .N}; Ωk :=
{
σ ∈ Ωk1 :
k−1∏
h=1
pσhσh+1 > 0
}
, k ≥ 2;
Ω∗ :=
⋃
k≥0
Ωk, Ω∞ :=
{
σ ∈ ΩN1 : pσhσh+1 > 0 for all h ≥ 1
}
.
We define |σ| := k for σ ∈ Ωk and |θ| := 0. For σ = σ1 . . . σn ∈ Ωn with n ≥ k or
σ ∈ Ω∞, we write σ|k := σ1 . . . σk. If σ, ω ∈ Ω
∗ and (σ|σ|, ω1) ∈ Ω2, we define
σ ∗ ω = σ1σ2 . . . σ|σ|ω1 . . . ω|ω| ∈ Ω|σ|+|ω|.
Let Ji, 1 ≤ i ≤ N , be non-empty compact subsets of R
t with Ji = int(Ji) for all
1 ≤ i ≤ N , where B and int(B) respectively denote the closure and interior in Rt
of a set B ⊂ Rt. Let |A| denotes the diameter of a set A ⊂ Rt. Without loss of
generality, we assume that
|Ji| = 1 for all 1 ≤ i ≤ N.
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Let (cij)N×N be a non-negative matrix such that cij ∈ [0, 1), and cij > 0 if and
only if pij > 0 for all 1 ≤ i, j ≤ N .
We call Ji, 1 ≤ i ≤ N , cylinder sets of order one. For each 1 ≤ i ≤ N , let
Jij , (i, j) ∈ Ω2, be non-overlapping subsets of Ji such that Jij is geometrically
similar to Jj and
|Jij |
|Jj |
= cij , (i, j) ∈ Ω2.
We call these sets cylinder sets of order two.
Assume that cylinder sets Jσ, σ ∈ Ωk, of order k are defined. Let Jσ∗ik+1 with
σ∗ ik+1 ∈ Ωk+1, be non-overlapping subsets of Jσ such that Jσ∗ik+1 is geometrically
similar to Jik+1 and
|Jσ∗ik+1 |
|Jσ|
= cσ|σ|ik+1 .
Inductively, cylinder sets of order k are determined for all k ≥ 1. Then we get a
ratio-specified fractal set E satisfying
E :=
⋂
k≥1
⋃
σ∈Ωk
Jσ.
This type of sets can be described in terms of directed graphs, so we call E a
graph-directed set. Fractal properties of such sets, including Hausdorff dimension
and Hausdorff measure, have been well studied by Mauldin andWilliams [10], Edgar
and Mauldin [2].
Let (χi)
N
i=1 be an arbitrary probability vector with min1≤i≤N χi > 0. By Kol-
mogorov consistency theorem, there exists a unique probability measure µ˜ on Ω∞
such that for every k ≥ 1 and σ = σ1 . . . σk ∈ Ωk, we have
µ˜([σ]) := χσ1pσ1σ2 · · · pσk−1σk ;
where [σ] := {ω ∈ Ω∞ : ω||σ| = σ}. Let pi denote the projection from Ω∞ to E:
pi(σ) = x, with {x} :=
⋂
k≥1
Jσ|k , for σ ∈ Ω∞.
As in [7], we assume that there exists some constant t ∈ (0, 1) such that
(1.2) d(Jσ∗i1 , Jσ∗i2) ≥ tmax{|Jσ∗i1 |, |Jσ∗i2 |}
for every σ ∈ Ω∗ and distinct i1, i2 ∈ Ω1 with (σ|σ|, il) ∈ Ω2, l = 1, 2. We call the
measure µ := µ˜ ◦ pi−1 a Markov-type measure which satisfies
µ(Jσ) = χσ1pσ1σ2 · · · pσk−1σk for σ = σ1 . . . σk ∈ Ωk.(1.3)
Next, let us recall some objects in quantization theory. We set
Dn := {α ⊂ R
t : 1 ≤ card(α) ≤ n}, n ∈ N.
Let ν be a Borel probability measure on Rt. For each n ≥ 1, the nth quantization
error for ν of order r is defined by
en,r(ν) :=
(
inf
α∈Dn
∫
d(x, α)rdν(x)
) 1
r
,(1.4)
where d(x, α) := infa∈α d(x, a) and d is the metric induced by a norm on R
t. For
r ≥ 1, en,r(ν) agrees with the error in the approximation of ν by discrete probability
measures supported on at most n points, in Lr-metrics [3].
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The upper and lower quantization dimension for ν of order r as defined below
are natural characterizations of the convergence rate of en,r(ν):
Dr(ν) := lim sup
n→∞
logn
− log en,r(ν)
, Dr(ν) := lim infn→∞
logn
− log en,r(ν)
.
If Dr(ν) = Dr(ν), we denote the common value by Dr(ν) and call it the quantiza-
tion dimension for ν of order r.
For s > 0, we define the s-dimensional upper and lower quantization coefficient
for ν of order r by
Q
s
r(ν) := lim sup
n→∞
n
r
s ern,r(ν), Q
s
r
(ν) := lim inf
n→∞
n
r
s ern,r(ν).
The upper (lower) quantization dimension is the critical point at which the upper
(lower) quantization coefficient jumps from zero to infinity [3, 11]. When Qs
r
(ν) and
Q
s
r(ν) are both positive and finite, one can easily see that e
r
n,r(ν) is of the same
order as n−
r
s .
In the remaining part of this section, we recall some concepts regarding digraphs
and some previous work in [7]; then we state our main result of the present paper.
Let G be a directed graph with vertices 1, 2, . . . , N ; we assume that there exists
exactly one edge from i to j if and only if pij > 0; otherwise there is no edge from i
to j. As in [7], we denote by G = {1, . . . , N} both the directed graph and its vertex
set. We write
bij(s) := (pijc
r
ij)
s
s+r , AG(s) := (bij(s))N×N .
Let ΨG(s) denote the spectral radius of AG(s). As we noted in [7], there exists a
unique positive number sr such that ΨG(sr) = 1.
An element i1 . . . ik ∈ Ωk is called a path in G. We call H ⊂ G, with edges
inherited from G, a subgraph of G. A subgraph H of G is called strongly connected
if for very pair i1, i2 ∈ H , there exists a path γ inH which starts at i1 and terminates
at i2. A strongly connected component of G means a maximal strongly connected
subgraph. We denote by SC(G) the set of all strongly connected components of G.
For H1, H2 ∈ SC(G), we write H1 ≺ H2, if there is a path γ = i1 . . . ik in G such
that i1 ∈ H1 and ik ∈ H2. If neither H1 ≺ H2 nor H2 ≺ H1, then we say that
H1, H2 are incomparable.
For H ∈ SC(G), we denote by AH(s) the sub-matrix (bij(s))i,j∈H of AG(s). Let
ΨH(s) be the spectral radius of AH(s) and sr(H) be the unique positive number
satisfying ΨH(sr(H)) = 1. By [7], we have
sr = max
H∈SC(G)
sr(H).
For every r ∈ (0,∞), we write
Mr := {H ∈ SC(G) : sr(H) = sr}, Mr := card(Mr).
Assume that (1.1) and (1.2) are satisfied. Let µ be as defined in (1.3). It is
proved in [7] that
(a) Dr(µ) = sr and Q
sr
r
(µ) > 0;
(b) Q
sr
r (µ) < ∞ if and only if elements of Mr are pairwise incomparable; oth-
erwise, we have Qsr
r
(µ) =∞.
When G is strongly connected, Lindsay determined the quantization dimension
in terms of the temperature function of the corresponding dynamical systems and
proved that the upper and lower quantization coefficient are positive and finite [9].
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For two sequences (an)
∞
n=1 and (bn)
∞
n=1 of positive numbers, we write an . bn if
there is some constant B independent of n such that an ≤ B · bn. If an . bn and
bn . an we write an ≍ bn. Then, if Mr consists of incomparable elements, by (a)
and (b), the convergence order of ern,r(µ) is known:
(1.5) ern,r(µ) ≍ n
− r
sr .
When Mr contains comparable elements, by (b), we have that Q
sr
r
(µ) =∞. How-
ever, this does not provide us with accurate information on the asymptotics of
the quantization error for µ. As our main result of the paper, we will deter-
mine the exact asymptotic order of ern,r(µ) in case that Q
sr
r
(µ) = ∞. For a path
γ = γ1 · · · γ|γ| ∈ Ω|γ|, we define
Tr(γ) := card({H ∈ Mr : γi ∈ H for some i}).
Clearly, 0 ≤ Tr(γ) ≤ Mr for all γ ∈ Ω∗. Set Tr := maxγ∈Ω∗ Tr(γ). Then we have
1 ≤ Tr ≤Mr. We will prove
Theorem 1.1. Assume that (1.1) and (1.2) are satisfied and let µ be the Markov-
type measure as defined in (1.3). We have
(1.6) ern,r(µ) ≍ n
− r
sr · (logn)(Tr−1)(1+
r
sr
).
If Tr = 1, then Mr consists of incomparable elements and (1.6) degenerates to
(1.5). Hence, we assume that Tr ≥ 2 in the remaining part of the paper.
2. Preliminaries
For every k ≥ 2 and σ = σ1 . . . σk ∈ Ωk, we write
σ− := σ|k−1; pσ :=
k−1∏
h=1
pσhσh+1 , cσ :=
k−1∏
h=1
cσhσh+1 .
If |σ| = 1, we set σ− = θ; we also define pσ := 1, cσ := 1 for σ ∈ Ω1 ∪ {θ}. If
σ, ω ∈ Ω∗ satisfy |σ| ≤ |ω| and σ = ω||σ|, then we write σ ≺ ω. We say that two
words σ, ω ∈ Ω∗ are incomparable if neither σ ≺ ω, nor ω ≺ σ. We call a finite
subset Γ of Ω∗ a finite antichain if Γ consists of pairwise incomparable words; a
finite antichain Γ is said to be maximal, if for every word τ ∈ Ω∞, there exists some
word σ ∈ Γ such that σ ≺ τ . Set
p := min
(i,j)∈Ω2
pij , c := min
(i,j)∈Ω2
cij , p := max
(i,j)∈Ω2
pij , c := max
(i,j)∈Ω2
cij .
For r > 0, let η
r
:= pcr. For every k ∈ N, we define
Λk,r := {σ ∈ Ω
∗ : pσ−c
r
σ− ≥ η
k
r
> pσc
r
σ}; φk,r := card(Λk,r).(2.1)
Then (Λk,r)
∞
k=1 is a sequence of finite maximal antichains. Write
l1k := min
σ∈Λk,r
|σ|, l2k := max
σ∈Λk,r
|σ|, k ≥ 1.
With Lemma 2.2 in [7], we have showed that
erφk,r,r(µ) ≍
∑
σ∈Λk,r
pσc
r
σ.(2.2)
We will also need the following estimates of the order of l1k, l2k and logφk,r :
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Lemma 2.1. For every r > 0, we have
l1k, l2k ≍ k and logφk,r ≍ k.(2.3)
Proof. Set ηr := pc
r. By (2.1), one can easily see that
ηl1k−1
r
≤ ηk
r
≤ ηl2k−2r .(2.4)
This implies that l1k, l2k ≍ k. To see the remaining part of the lemma, for every
k ≥ 1, let tk,r be the unique positive number satisfying∑
σ∈Λk,r
(pσc
r
σ)
tk,r
tk,r+r = 1.
By the definitions in (2.1), we have
φk,rη
(k+1)tk,r
tk,r+r
r
≤ 1 ≤ φk,rη
ktk,r
tk,r+r
r
, k ≥ 1;(2.5)
η
kr
tk,r+r
r
η
r
≤ η
(k+1)r
tk,r+r
r
≤ (pσcrσ)
r
tk,r+r ≤ η
kr
tk,r+r
r
, σ ∈ Λk,r.(2.6)
Using (2.2), (2.5) and (2.6), we deduce
erφk,r,r(µ) ≍
∑
σ∈Λk,r
pσc
r
σ =
∑
σ∈Λk,r
(pσc
r
σ)
tk,r
tk,r+r (pσc
r
σ)
r
tk,r+r
≍ η
kr
tk,r+r
r
≍ φ
− r
tk,r
k,r .(2.7)
Hence, tk,r converges to Dr(µ) = sr as k →∞. Thus for large k, we have
sr
2
≤ tk,r ≤ 2sr and ξr :=
sr
sr + 2r
≤
tk,r
tk,r + r
≤
2sr
2sr + r
=: ζr.
By this and (2.5), we deduce that 1 ≤ φk,rηkξrr and φk,rη
kζr
r
≤ η−ζr
r
.
k(ξr log η
−1
r
) ≤ logφk,r ≤ kζr log η
−1
r
+ ζr log η
−1
r
≤ k(2ζr log η
−1
r
)
for large k. This completes the proof of the lemma. 
Next we recall some notations and basic facts related to strongly connected
components of G. For every H ∈ SC(G), we write H∗ :=
⋃∞
k=1H
k and
Hk(i) :=
{
σ ∈ Hk : σ1 = i
}
, H∗(i) :=
∞⋃
k=1
Hk(i); i ∈ H.
Maximal antichains in H∗ or H∗(i) are defined in the same manner as we did for
those in Ω∗. By Lemma 3.5 in [7], there exist constants M0,M1 such that
M0 ≤
∑
σ∈Γ
(pσc
r
σ)
sr
sr+r ≤M1.(2.8)
for every H ∈Mr and every finite maximal antichain Γ in H∗ or H∗(i).
For k ≥ 1 and a vector w = (wi)ki=1 ∈ R
k, we define
w := max
1≤i≤k
wi, w := min
1≤i≤k
wi.(2.9)
For H ∈ Mr, denote by c
(h)
ij (H) the (i, j)-entry of A
h
H,sr
. We have
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Lemma 2.2. There exist constants C1, C2 such that for h ≥ 1, we have
C1 ≤
∑
j∈H
c
(h)
jp (H) ≤ C2, for H ∈ Mr and p ∈ H.
Proof. Assume that H ∈Mr and card(H) = m. H is strongly connected, so AH,sr
is irreducible. Let ξH = (ξH,i)
m
i=1 be the unique normalized positive left eigenvector
of AH,sr with respect to Perron-Frobenius eigenvalue 1. Then
ξHA
h
H,sr = ξH , implying
∑
j∈H
ξH,jc
(h)
jp (H) = ξH,p.
Hence, using the notations in (3.10), we have
ξH/ξH ≤
∑
j∈H
c
(h)
jp (H) ≤ ξH/ξH .
It suffices to set C1 := minH∈Mr ξH/ξH and C2 := maxH∈Mr ξH/ξH . 
Let F := G \
⋃
H∈Mr
H . It may happen that F = ∅. If F 6= ∅, we set
Fk := {σ ∈ Ωk : σh ∈ F, 1 ≤ h ≤ k}, k ≥ 1; F
∗ :=
∞⋃
k=0
Fk.
Lemma 2.3. ([7, Lemma 3.8]) There exists a constant t ∈ (0, 1) such that∑
σ∈Fn
(pσc
r
σ)
sr/(sr+r) . tn for large n ∈ N.
As a consequence, we have
∑
σ∈F∗ (pσc
r
σ)
sr/(sr+r) . 1.
3. Proof of Theorem 1.1
For γ ∈ Ω∗, we have either Tr(γ) = 0, which implies that γ does not pass any
H ∈ Mr, or Tr(γ) = l for some 1 ≤ l ≤ Tr. In the latter case, there exist some
Hi ∈ Mr, 1 ≤ i ≤ l, such that H1 ≺ H2 ≺ · · · ≺ Hl. We write
Hl := {(H1, H2, · · · , Hl) : H1 ≺ H2 ≺ · · · ≺ Hl, Hi ∈Mr, 1 ≤ i ≤ l}.
By the strong connectedness of Hi ∈ Mr, we can see that
0 ≤ card(Hl) ≤
(
Tr
l
)
for all 1 ≤ l ≤ Tr,(3.1)
where
(
Tr
l
)
denotes the combination number of choosing l objects out of Tr.
If a path γ passes H1, · · · , Hl ∈Mr and Tr(γ) = l, γ takes the following form:
γ = τ (0)γ ∗ σ
(1)
γ ∗ τ
(1)
γ ∗ σ
(2)
γ ∗ · · · ∗ τ
(l−1)
γ ∗ σ
(l)
γ ∗ τ
(l)
γ ,(3.2)
where τ (i) ∈ F∗, 0 ≤ i ≤ l, and σ(i) ∈ Hi ∈ Mr, 1 ≤ i ≤ l. Let us denote by
Γ(H1, · · · , Hl) the set of all such words γ, which have entries in each of H1, · · · , Hl,
but do not have entries in any other elements of Mr. We write
Λk,r(H1, · · · , Hl) := Λk,r ∩ Γ(H1, · · · , Hl).
Then for large k, Λk,r(H1, · · · , Hl) is non-empty. We write
(3.3) λk,r((Hi)
l
i=1) :=
∑
γ∈Λk,r(H1,··· ,Hl)
(pγc
r
γ)
sr
sr+r .
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For the proof of Theorem 1.1, we need to estimate the asymptotic order of
λk,r((Hi)
l
i=1). We divide the estimation into several lemmas. First we give an
upper estimate for λk,r((Hi)
l
i=1).
Lemma 3.1. Let λk,r((Hi)
l
i=1) be as defined in (3.3). For 2 ≤ l ≤ Tr, we have
λk,r((Hi)
l
i=1) . k
l−1.
Proof. Fix a γ ∈ Λk,r(H1, · · · , Hl) of the form (3.2). We may assume that
card(Hi) = mi, 1 ≤ i ≤ l.
Let gpq(i) be the (p, q)-entry of the matrix A
|σ(i)γ |−1
Hi,sr
when |σ
(i)
γ | ≥ 2. We have
l∑
i=1
|σ(i)γ | ≤ l2k −
l∑
i=0
|γ(i)| ≤ l2k.(3.4)
For each 1 ≤ i ≤ l, we denote by ci, di the first and last entry of the word σ
(i)
γ . By
Lemma 2.2, for every h ≥ 2, we have∑
|σ
(i)
γ |=h
(p
σ
(i)
γ
cr
σ
(i)
γ
)
sr
sr+r = gcidi(i) ≤
mi∑
j=1
gjdi(i) ≤ C2.(3.5)
If |σ
(i)
γ | = 1, we have (pσ(i)γ c
r
σ
(i)
γ
)
sr
sr+r = 1.
Now we fix τ (i) ∈ F∗, 0 ≤ i ≤ l; and ci, di ∈ Hi, 1 ≤ i ≤ l. We denote by
Λ
(1)
k,r(H1, · · · , Hl) the set of words γ in Λk,r(H1, · · · , Hl) such that
τ (i)γ = τ
(i), 0 ≤ i ≤ l; (σ(i)γ )1 = ci, (σ
(i)
γ )|σ(i)γ |
= di, 1 ≤ i ≤ l.
Let I
(1)
k,r be the set of all (σ
(1), . . . , σ(l−1)) such that for some
γ ∈ Λ
(1)
k,r(H1, · · · , Hl),
σ
(i)
γ = σ(i), 1 ≤ i ≤ l− 1. We further fix (σ(1), . . . , σ(l−1)) ∈ I
(1)
k,r , and write
Λ
(2)
k,r(H1, · · · , Hl) := {γ ∈ Λ
(1)
k,r(H1, · · · , Hl) : σ
(i)
γ = σ
(i), 1 ≤ i ≤ l − 1}.
We denote by Dk,r the set of the corresponding σ
(l)
γ , namely,
Dk,r := {σ ∈ H
∗
l : γ ∈ Λ
(2)
k,r(H1, · · · , Hl), σ
(l)
γ = σ}.(3.6)
Then by the proof of Proposition 3.9 of [7], Dk,r is contained in the union of M2
finite maximal antichains in H∗l (dl), where
M2 := inf
{
h ∈ N : (p cr)h < η
}
+ 1.
Thus, by (2.8), for M3 :=M1M2, we have∑
γ∈Λ
(2)
k,r
(H1,··· ,Hl)
(pγc
r
γ)
sr
sr+r
≤
l∏
i=0
(pτ (i)c
r
τ (i))
sr
sr+r
l−1∏
i=1
(pσ(i)c
r
σ(i))
sr
sr+r
∑
γ∈Dk,r
(p
σ
(l)
γ
cr
σ
(l)
γ
)
sr
sr+r
≤M3
l∏
i=0
(pτ (i)c
r
τ (i))
sr
sr+r
l−1∏
i=1
(pσ(i)c
r
σ(i))
sr
sr+r .(3.7)
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Note that 1 ≤ |σ
(i)
γ | ≤ l2k for all 1 ≤ i ≤ l. Hence, by (3.5), we have∑
(σ(1),...,σ(l−1))∈I
(1)
k,r
l−1∏
i=1
(pσ(i)c
r
σ(i))
sr
sr+r
≤
l−1∏
i=1
l2k∑
h=1
∑
|σ(i)|=h
(pσ(i)c
r
σ(i))
sr
sr+r ≤
l−1∏
i=1
l2k∑
h=1
g
(h)
cidi
≤ (l2kC˜2)
l−1,
where C˜2 := max{C2, 1}. Using this and (3.7), we deduce∑
γ∈Λ
(1)
k,r
(H1,··· ,Hl)
(pγc
r
γ)
sr
sr+r
=
∑
(σ(1),...,σ(l−1))∈I
(1)
k,r
∑
γ∈Λ
(2)
k,r
(H1,··· ,Hl)
(pγc
r
γ)
sr
sr+r
≤M3
l∏
i=0
(pτ (i)c
r
τ (i))
sr
sr+r
∑
(σ(1),...,σ(l−1))∈I
(1)
k,r
l−1∏
i=1
(pσ(i)c
r
σ(i))
sr
sr+r
≤M3C˜
l−1
2 l
l−1
2k
l∏
i=0
(pτ (i)c
r
τ (i))
sr
sr+r .(3.8)
Let I
(0)
k,r denote the set of all possible (τ
(0), . . . , τ (l)) such that Hi, 1 ≤ i ≤ l, are
connected via τ (i), 0 ≤ i ≤ l (cf. (3.2)). Note that the number of possible choices of
(ci, di), 1 ≤ i ≤ l, is bounded from above by N2l. Using this and (3.8), we deduce
λk,r((Hi)
l
i=1) =
∑
γ∈Λk,r(H1,··· ,Hl)
(pγc
r
γ)
sr
sr+r
≤ N2l
∑
(τ (0),...,τ (l))∈I
(0)
k,r
∑
γ∈Λ
(1)
k,r
(H1,··· ,Hl)
(pγc
r
γ)
sr
sr+r
≤ N2lM3C˜
l−1
2 · l
l−1
2k
∑
(τ (0),...,τ (l))∈I
(0)
k,r
l∏
i=0
(pτ (i)c
r
τ (i))
sr
sr+r
≤ N2lM3C˜
l−1
2 · l
l−1
2k
( ∑
γ∈F∗
(pτc
r
τ )
sr
sr+r
)l+1
.
This, together with Lemmas 2.3, 2.1, implies
λk,r((Hi)
l
i=1) . l
l−1
2k ≍ k
l−1.

Next, we give a lower estimate for λk,r((Hi)
l
i=1). For 2 ≤ l ≤ Tr, let
q1 := l1k − 3lN − 1.(3.9)
For 0 ≤ p1 ≤ q1, we define q2 := q1−p1. Then for 0 ≤ p2 ≤ q2, we set q3 := q2−p2.
When ph, qh are determined for all 1 ≤ h ≤ i− 1 ≤ l − 1, we set
qi := qi−1 − pi−1 = q1 −
i−1∑
h=1
ph.(3.10)
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Then pi is allowed to take values in [0, qi] ∩ N. Note that, for every 2 ≤ i ≤ l − 1,
qi is dependent upon the choices of ph, 1 ≤ h ≤ i− 1.
Lemma 3.2. For l ≥ 2 and large k, we have
(3.11)
q1∑
p1=0
q2∑
p2=0
· · ·
ql−1∑
pl−1=0
1 & kl−1.
Proof. The sum on the left of (3.11) equals a combination number. We can think
of this as follows. We distribute q1 objects among l (not l − 1) people, allowing
that some people have no objects. The number all possible ways of such divisions
is not less than
(
q1
l−1
)
. Thus, by Lemma 2.1, we have
(3.12)
q1∑
p1=0
q2∑
p2=0
· · ·
ql−1∑
pl−1=0
1 ≥
(
q1
l − 1
)
& ll−11k ≍ k
l−1.
This completes the proof of the lemma. 
Lemma 3.3. Let λk,r((Hi)
l
i=1) be as defined in (3.3). For 2 ≤ l ≤ Tr, we have
(3.13) λk,r((Hi)
l
i=1) & k
l−1.
Proof. Since Hi ≺ Hi+1 for 1 ≤ i ≤ l − 1, we may fix
τ (i) ∈ F ∗ with |τ (i)| ≤ N and ai ∈ Hi, bi ∈ Hi+1,
such that ai ∗ τ (i) ∗ bi is a path traveling from Hi to Hi+1.
Since Hi+1 is strongly connected, we may fix words ρ
(i+1)(j), j ∈ Hi+1, such
that |ρ(i+1)(j)| < N , and bi ∗ ρ(i+1)(j) ∗ j is a path from bi to j. We set
Ai+1 := {bi ∗ ρ
(i+1)(j) ∗ j : j ∈ Hi+1}, 1 ≤ i ≤ l− 2.
In order to show (3.13), we first construct a subset Jk,r of Λk,r(H1, . . . , Hl). We
consider the set Eq of words in Ωq of the following form:
ω = σ
(1)
ω ∗ τ (1) ∗ ρ(2) ∗ σ
(2)
ω ∗ τ (2) ∗ ρ(3) ∗ σ
(3)
ω ∗ τ (3) ∗ · · · ∗ σ
(l−1)
ω ,(3.14)
|ω| = q, σ
(i)
ω ∈ H∗i , (σ
(i)
ω )|σ(i)| = ai, ρ
(i) ∈ Ai, 1 ≤ i ≤ l − 1.
For every q ≤ l1k−N − 1 and ω ∈ Eq, we have pω∗τ (l−1)c
r
ω∗τ (l−1)
≥ ηk
r
; otherwise
the minimal length of words in Λk,r would be less than l1k, which contradicts the
definition of l1k. Thus, for all q ≤ l1k − N − 1 and ω ∈ Eq, there exist a finite
maximal antichain Dq(ω) in H
∗
l (bl) such that ω ∗ τ
(l) ∗ σ ∈ Λk,r for all σ ∈ Dq(ω).
Write
Fq := {ω ∗ τ
(l) ∗ σ ∈ Λk,r : ω ∈ Eq, σ ∈ Dq(ω)}.
Thus, for q ≤ l1k −N − 1, we have Fq ⊂ Λk,r(H1, . . . , Hl). Set
Jk,r :=
l1k−N−1⋃
q=3lN
Fq .
Let I
(2)
k,r denote the set of all vectors (σ
(1), . . . , σ(l−1)) such that for some word
γ = ω ∗ τ (l) ∗ σ ∈ Jk,r , we have σ
(i)
ω = σ(i), 1 ≤ i ≤ l − 1.
Next, we show (3.13) holds. First we note that
l−1∑
i=1
|τ (i)|+
l−1∑
i=1
max
ρ(i)∈Ai
|ρ(i)| < 2lN.
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Let qi, 1 ≤ i ≤ l − 1, be as defined in (3.9)-(3.10). We allocate a total length
l1k − 3lN − 1 among σ(i), 1 ≤ i ≤ l:
(i) σ(1) is allowed to starts at all j ∈ H1 and terminates at a1 ∈ H1; the quantity
p1 := |σ(1)| −N can take values: 0, . . . , q1;
(ii) for every j ∈ H2, j ∗ σ(2) initiates at j and terminates at a2 ∈ H2; and
p2 := |σ(2)| −N can take values 0, . . . , q2;
(iii) for every j ∈ Hi, j ∗ σ
(i) initiates at j and terminates at ai ∈ Hi; pi :=
|σ(i)| −N can have values 0, . . . , qi, 1 ≤ i ≤ l− 1.
For σ(i), 1 ≤ i ≤ l− 1, satisfying (i)-(iii) and ω as defined in (3.14), we have
(l − 1)N ≤ |ω| =
l−1∑
i=1
|τ (i)|+
l−1∑
i=1
|ρ(i)|+
l−1∑
i=1
|σ(i)|
≤ 2(l− 1)N + (l1k − 2lN − 1)
= l1k − 2N − 1.
In addition, we have ω||ω| = al−1. Hence, such an ω belongs to Eq with q ≤
l1k − N − 1. Thus, the set of (σ(1), . . . , σ(l−1)) for which (i)-(iii) are satisfied is a
subset of I
(2)
k,r . Using this fact and Lemmas 3.2 and 2.2, we have
Ak,r : =
∑
(σ(1),...,σ(l−1))∈I
(2)
k,r
l−1∏
i=1
∑
j∈Hi
(pj∗σ(i)c
r
j∗σ(i) )
sr
sr+r
≥
q1∑
p1=0
∑
j∈H1
c
(p1+N)
ja1
(H1) · · ·
ql−1∑
pl−1=0
∑
j∈Hl−1
c
(pl−1+N)
jal−1
(Hl−1)
≥ Cl−11
q1∑
p1=0
q2∑
p2=0
· · ·
ql−1∑
pl−1=0
1 & kl−1.(3.15)
For fixed ω ∈ Eq with q ≤ l1k −N − 1, we have
Dq(ω) := {σ ∈ H
∗
l (bl) : ω ∗ τ
(l) ∗ σ ∈ Λk,r}.
Then Dq(ω) is a finite maximal antichain in H
∗
l (bl). By (2.8), we have∑
σ∈Dq(ω)
(pσc
r
σ)
sr
sr+r ≥M0.(3.16)
Note that |j ∗ ρ(i+1)(j)| ≤ N for all j ∈ Hi and 1 ≤ i ≤ l. We have
min
1≤i≤l
(pτ (i)c
r
τ (i))
sr
sr+r , min
ρ(i)∈Ai
(pρ(i)c
r
ρ(i))
sr
sr+r ≥ η
Nsr
sr+r
r
.(3.17)
By our construction, Λk,r(H1, · · · , Hl) contains words of the following form:
σ(1) ∗ τ (1) ∗ ρ(2) ∗ σ(2) ∗ τ (2) ∗ ρ(3) ∗ σ(3) ∗ τ (3) ∗ · · · ∗ σ(l−1) ∗ τ (l−1) ∗ σ(l).
For such words γ, by (3.17), we have
(pγc
r
γ)
sr
sr+r ≥ η
2Nlsr
sr+r
r
(pσ(l)c
r
σ(l))
sr
sr+r
l−1∏
i=1
(pσ(i)c
r
σ(i))
sr
sr+r .
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For a fixed (σ(1), . . . , σ(l−1)) ∈ I
(2)
k,r , we denote by Jk,r(σ
(1), . . . , σ(l−1)) the set of
corresponding words γ in Jk,r. Then∑
γ∈Jk,r(σ(1),...,σ(l−1))
(pγc
r
γ)
sr
sr+r
≥ η
2Nlsr
sr+r
r
l−1∏
i=1
∑
j∈Hi
(pj∗σ(i)c
r
j∗σ(i) )
sr
sr+r
∑
σ(l)∈Dq(ω)
(pσ(l)c
r
σ(l))
sr
sr+r
≥M0η
2Nlsr
sr+r
r
l−1∏
i=1
∑
j∈Hi
(pj∗σ(i)c
r
j∗σ(i) )
sr
sr+r .
Using this and (3.15), we conclude
λk,r((Hi)
l
i=1) ≥
∑
γ∈Jk,r
(pγc
r
γ)
sr
sr+r
≥
∑
(σ(1),...,σ(l−1))∈I
(2)
k,r
∑
γ∈Jk,r(σ(1),...,σ(l−1))
(pγc
r
γ)
sr
sr+r
≥ M0η
2Nlsr
sr+r
r
Ak,r
& ll−11k ≍ k
l−1.
This completes the proof of the lemma. 
Lemma 3.4. Let Λk,r be as defined in (2.1). We have∑
γ∈Λk,r
(pγc
r
γ)
sr
sr+r ≍ kTr−1.
Proof. For 0 ≤ l ≤ Tr, we write
Λk,r(l) := {γ ∈ Λk,r : Tr(γ) = l}.
Then Λk,r(0) is a subset of F
∗. We have
Λk,r(l) =
⋃
(H1,...,Hl)∈Hl
Λk,r(H1, . . . , Hl).
By Lemma 2.3 and Proposition 3.9 of [7], there exists a constant M4 which is
independent of k, such that∑
γ∈Λk,r(0)
(pγc
r
γ)
sr
sr+r +
∑
γ∈Λk,r(1)
(pγc
r
γ)
sr
sr+r ≤M4.
This, together with (3.1) and Lemmas 3.1, 2.1, yields
∑
γ∈Λk,r
(pγc
r
γ)
sr
sr+r = M4 +
Tr∑
l=2
∑
γ∈Λk,r(l)
(pγc
r
γ)
sr
sr+r
.
Tr∑
l=2
(
Tr
l
)
ll−12k . l
Tr−1
2k ≍ k
Tr−1.
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On the other hand, by Lemmas 3.3, 2.1, we have∑
γ∈Λk,r
(pγc
r
γ)
sr
sr+r =
Tr∑
l=0
∑
γ∈Λk,r(l)
(pγc
r
γ)
sr
sr+r &
Tr∑
l=2
ll−11k ≍ k
Tr−1.
This completes the proof of the lemma. 
With the above preparations, we are now able to prove our main result.
Proof of Theorem 1.1
By (2.1) and Lemmas 3.4, 2.1, we have
φk,rη
ksr
sr+r
r
≍
∑
γ∈Λk,r
(pγc
r
γ)
sr
sr+r ≍ kTr−1 ≍ (log φk,r)
Tr−1.
It follows that η
kr
sr+r
r
≍ φ
− r
sr
k,r (logφk,r)
r(Tr−1)
sr . This, together with (2.2), implies
erφk,r ,r(µ) ≍
∑
σ∈Λk,r
pσc
r
σ =
∑
σ∈Λk,r
(pσc
r
σ)
sr
sr+r (pσc
r
σ)
r
sr+r
≤
∑
σ∈Λk,r
(pσc
r
σ)
sr
sr+r η
kr
sr+r
r
≍ φ
− r
sr
k,r (logφk,r)
(Tr−1)(1+
r
sr
).
By Ho¨lder’s inequality with exponent less than one, we have
erφk,r,r(µ) ≥
( ∑
σ∈Λk,r
(pσc
r
σ)
sr
sr+r
) sr+r
sr
φ
− r
sr
k,r ≍ φ
− r
sr
k,r (log φk,r)
(Tr−1)(1+
r
sr
).
For n ≥ φ1,r, there exists a unique k such that φk,r ≤ n < φk+1,r. As is showed in
the proof of Lemma 2.1 of [7], we have φk,r ≍ φk+1,r . Thus,
ern,r(µ)
{
≤ erφk,r ,r(µ) . n
− r
sr (logn)(Tr−1)(1+
r
sr
)
≥ erφk+1,r ,r(µ) & n
− r
sr (log n)(Tr−1)(1+
r
sr
) .
This completes the proof of the theorem.
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