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Abstract :
In this paper, we mainly consider the existence of infinitely many homoclinic solutions for a class of
subquadratic second-order Hamiltonian systems u¨ − L(t)u + Wu(t, u) = 0, where L(t) is not necessarily
positive definite and the growth rate of potential function W can be in (1, 3/2). Using the variant fountain
theorem, we obtain the existence of infinitely many homoclinic solutions for the second-order Hamiltonian
systems.
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1 Introduction and main results
The aim of this paper is to study the following second-order Hamiltonian systems
u¨− L(t)u+Wu(t, u) = 0, ∀ t ∈ R (HS)
where u = (u1, u2, . . . , uN ) ∈ R
N , W ∈ C1(R × RN ,R) and L ∈ C(R,RN×N ) is a symmetric matrix-valued
function. We usually say that a solution u of (HS) is homoclinic (to 0) if u ∈ C2(R,RN ), u(t) → 0 and
u˙(t)→ 0 as t→ ±∞. Furthermore, if u 6≡ 0, then u is called nontrivial.
In the applied sciences, Hamiltonian systems can be used in many practical problems regarding gas dy-
namics, fluid mechanics and celestial mechanics. It is clear that the existence of homoclinic solutions is one
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of the most important problems in the theory of Hamiltonian systems. Recently, more and more mathe-
maticians have paid their attention to the existence and multiplicity of homoclinic orbits for Hamiltonian
systems, see [1-21].
For the case of that L(t) and W (t, x) are either independent of t or periodic in t, there have been several
excellent results, see [1–3,7,8,12–16]. More precisely, in the paper [16], Rabinowitz has proved the existence
of homoclinic orbits as a limit of 2kT -periodic solutions of (HS). Later, using the same method, several
results for general Hamiltonian systems were obtained by Izydorek and Janczewska [8], Lv et al. [12].
If L(t) and W (t, x) are not periodic with respect to t, it will become more difficult to consider the
existence of homoclinic orbits for (HS). This problem is quite different from the case mentioned above, due
to the lack of compactness of the Sobolev embedding. In [17], Rabinowitz and Tanaka investigated system
(HS) without periodicity, both for L and W . Specifically, they assumed that the smallest eigenvalue of L(t)
tends to +∞ as |t| → ∞, and showed that system (HS) admits a homoclinic orbit by using a variant of
the Mountain Pass theorem without the Palais-Smale condition. Inspired by the work of Rabinowitz and
Tanaka [17], many results [4, 6, 10, 11, 14, 15, 18, 20, 21] were obtained for the case of aperiodicity. Most of
them were presented under the following condition that L(t) is positive definite for all t ∈ R,
(L(t)u, u) > 0, ∀ t ∈ R and u ∈ RN\{0}.
Motivated by [6,20], in this article we will study the existence of infinitely many homoclinic solutions for
(HS), where L(t) is not necessarily positive definite for all t ∈ R and the growth rate of potential function
W can be in (1, 3/2). The main tool is the variant fountain theorem established in [22]. Our main results
are the following theorems.
Theorem 1.1. Assume that L and W satisfy the following conditions:
(L1) There exists an α < 1 such that
l(t)|t|α−2 →∞ as |t| → ∞
where l(t) := inf
|u|=1,u∈RN
(L(t)u, u) is the smallest eigenvalue of L(t);
(L2) There exist constants a¯ > 0 and r¯ > 0 such that
(i) L ∈ C1(R,RN×N ) and |L
′
(t)u| ≤ a¯|L(t)u|, ∀ |t| > r¯ and u ∈ RN , or
(ii) L ∈ C2(R,RN×N) and
(
(L
′′
(t)− a¯L(t))u, u
)
≤ 0, ∀ |t| > r¯ and u ∈ RN ,
where L
′
(t) = (d/dt)L(t) and L
′′
(t) = (d2/dt2)L(t);
(W) W (t, u) = a(t)|u|ν where a : R → R+ is a continuous function such that a ∈ Lµ(R,R), 1 < ν < 2 is a
constant, 2 ≤ µ ≤ ν¯ and
ν¯ =


2
3− 2ν
, 1 < ν <
3
2
∞,
3
2
≤ ν < 2
Then (HS) possesses infinitely many homoclinic solutions.
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Remark 1.2. When we choose ν ∈ (1, 32 ), it is easy to see that W satisfies the condition (W) of Theorem
1.1 but does not satisfy the corresponding conditions in [6, 20]. Furthermore, the constant µ can be change
in [2, ν¯].
2 Preliminaries
In this section, for the purpose of readability and making this paper self-contained, we will show the
variational setting for (HS), which can be found in [6, 20]. In what follows, we will always assume that L(t)
satisfies (L1). Let A be the selfadjoint extension of the operator −(d2/dt2) + L(t) with domain D(A) ⊂
L2 ≡ L2(R,RN ). Let us write {E(λ) : −∞ < λ < +∞} and |A| for the spectral resolution and the absolute
value of A respectively, and denote by |A|1/2 the square root of |A|. Define U = I − E(0) − E(−0). Then
U commutes with A, |A| and |A|1/2, and A = U |A| is the polar decomposition of A (see [9]). We write
E = D(|A|1/2) and introduce the following inner product on E
(u, v)0 = (|A|
1/2u, |A|1/2v)2 + (u, v)2
and norm
‖u‖0 = (u, u)
1/2
0 .
Here, (·, ·)2 denotes the usual L
2-inner product. Therefore, E is a Hilbert space. Since C∞0 (R,R
N ) is dense
in E, it is obvious that E is continuous embedded in H1(R,RN ) (see [6]). Furthermore, we have the following
lemmas by [6].
Lemma 2.1. If L satisfies (L1), then E is compactly embedded in Lp ≡ Lp(R,RN ) for all 1 ≤ p ∈ (2/(3−
α),∞].
Lemma 2.2. Let L satisfies (L1) and (L2), then D(A) is continuously embedded in W 2,2(R,RN ), and
consequently, we have
|u(t)| → 0 and |u˙(t)| → 0 as |t| → ∞, ∀ u ∈ D(A).
From [6], combining (L1) and Lemma 2.1, we can prove that A possesses a compact resolvent. Conse-
quently, the spectrum σ(A) consists of eigenvalues, which can be arranged as λ1 ≤ λ2 ≤ · · · → ∞ (counted
with multiplicity), and the corresponding system of eigenfunctions {en : n ∈ N}, Aen = λnen, which forms
an orthogonal basis in L2. Next, we define
n− = #{i|λi < 0}, n
0 = #{i|λi = 0}, n¯ = n
− + n0
and
E− = span{e1, · · · , en−}, E
0 = span{en−+1, · · · , en¯} = KerA, E
+ = span{en¯+1, · · · }.
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Here, the closure is taken in E with respect to the norm ‖ · ‖0. Then
E = E− ⊕ E0 ⊕ E+.
Furthermore, we define on E the following inner product
(u, v) = (|A|1/2u, |A|1/2v)2 + (u
0, v0)2,
and norm
‖u‖2 = (u, u) = ‖|A|1/2u‖22 + ‖u
0‖22,
where u = u− + u0 + u+ and v = v− + v0 + v+ ∈ E− ⊕ E0 ⊕ E+. It is clear that the norms ‖ · ‖0 and ‖ · ‖
are equivalent by [6]. From now on, we will take (E, ‖ · ‖) instead of (E, ‖ · ‖0) as the working space without
loss of generality.
Remark 2.3. We note that the decomposition E = E− ⊕E0 ⊕E+ is also orthogonal with respect to inner
products (·, ·) and (·, ·)2. Moreover, we will denote by E = E
− ⊕ E0 ⊕ E+ the orthogonal decomposition
with respect to the inner products (·, ·) unless otherwise stated.
Remark 2.4. Since the norms ‖ · ‖0 and ‖ · ‖ are equivalent, by Lemma 2.1, for any 1 ≤ p ∈ (2/(3−α),∞],
there exists a constant βp > 0 such that
‖u‖p ≤ βp‖u‖, ∀ u ∈ E, (2.1)
where ‖u‖p denotes the usual norm of L
p and βp is independent of u.
Let
O(u, v) = (|A|1/2Uu, |A|1/2v), ∀ u, v ∈ E
be the quadratic form associated with A, where U is the polar decomposition of A. Given any u ∈ D(A)
and v ∈ E, we can get
O(u, v) =
∫
R
((u˙, v˙) + (L(t)u, v)) dt. (2.2)
Note that D(A) is dense in E, we have (2.2) holds for all u, v ∈ E. Furthermore, by definition, it follows
that
O(u, v) =
(
(P+ − P−)u, v
)
= ‖u+‖2 − ‖u−‖2 (2.3)
for all u = u− + u0 + u+ ∈ E, where P± : E → E± are the respective orthogonal projections.
Combining (2.2) and (2.3), we define the functional Φ on E by
Φ(u) =
1
2
∫
R
(
‖u˙‖2 + (L(t)u, u)
)
dt−
∫
R
W (t, u)dt
=
1
2
‖u+‖2 −
1
2
‖u−‖2 −
∫
R
W (t, u)dt
=
1
2
‖u+‖2 −
1
2
‖u−‖2 −Ψ(u),
(2.4)
where Ψ(u) =
∫
R
W (t, u)dt =
∫
R
a(t)|u|νdt for all u = u− + u0 + u+ ∈ E = E− ⊕ E0 ⊕ E+.
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Remark 2.5. From (W) with Lemma 2.1, we can easily see that Φ and Ψ are well defined. We will consider
two cases as follows.
Case (i) If 2 ≤ µ <∞, then
|Ψ(u)| =
∣∣∣∣
∫
R
W (t, u)dt
∣∣∣∣ =
∣∣∣∣
∫
R
a(t)|u|νdt
∣∣∣∣
≤
(∫
R
|a(t)|µdt
) 1
µ
(∫
R
|u|νµ
∗
dt
) 1
µ∗
= ‖a‖µ‖u‖
ν
νµ∗ <∞
where 1µ +
1
µ∗ = 1, νµ
∗ ≥ 1.
Case (ii) If µ =∞, then |Ψ(u)| ≤ ‖a‖∞‖u‖
ν
ν <∞.
Lemma 2.6. Let (L1), (L2) and (W) hold. Then Ψ ∈ C1(E,R) and Ψ′ : E → E∗ is compact, and
consequently Φ ∈ C1(E,R). Moreover,
Ψ′(u)v =
∫
R
(Wu(t, u), u)dt =
∫
R
(
νa(t)|u|ν−2u, v
)
dt (2.5)
Φ′(u)v = (u+, v+)− (u−, v−)−Ψ′(u)v
= (u+, v+)− (u−, v−)−
∫
R
(Wu(t, u), v) dt
(2.6)
for all u = u− + u0 + u+ and v = v− + v0 + v+ ∈ E− ⊕ E0 ⊕ E+. Moreover, all critical points of Φ on E
are homoclinic solutions of (HS) satisfying u(t)→ 0 and u˙(t)→ 0 as |t| → ∞.
Proof. We first show that (2.5) holds by definition. If 2 ≤ µ <∞, then 1 < µ∗ ≤ 2, where 1µ +
1
µ∗ = 1. For
any given u, v ∈ E, by the Mean Value Theorem and the Ho¨lder inequality, we have∣∣∣∣
∫
R
[
W (t, u+ v)−W (t, u)−
(
Wu(t, u), v
)]
dt
∣∣∣∣
=
∣∣∣∣
∫
R
[∫ 1
0
(
Wu(t, u + θv)−Wu(t, u), v
)
dθ
]
dt
∣∣∣∣
≤ 2ν
∫
R
|a(t)|(|u|+ |v|)ν−1|v|dt
≤ 2ν
∫
R
|a(t)|(|u|ν−1 + |v|ν−1)|v|dt
≤ 2ν
(∫
R
|a(t)|µdt
) 1
µ
(∫
R
|u|µ
∗(ν−1)|v|µ
∗
dt
) 1
µ∗
+2ν
(∫
R
|a(t)|µdt
) 1
µ
(∫
R
|v|µ
∗νdt
) 1
µ∗
≤ 2ν‖a‖µ
(∫
R
|u|2dt
) ν−1
2
(∫
R
|v|
2µ∗
2+µ∗−µ∗ν dt
) 2+µ∗−µ∗ν
2µ∗
+ 2ν‖a‖µ‖v‖
ν
µ∗ν
= 2ν‖a‖µ‖u‖
ν−1
2 ‖v‖ 2µ∗
2+µ∗−µ∗ν
+ 2ν‖a‖µ‖v‖
ν
µ∗ν
≤ 2νβ 2µ∗
2+µ∗−µ∗ν
‖a‖µ‖u‖
ν−1
2 ‖v‖+ 2νβ
ν
µ∗ν‖a‖µ‖v‖
ν → 0, as v → 0 in E
(2.7)
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where 2µ
∗
2+µ∗−µ∗ν ≥ 1 and the second inequality holds by the fact that if 0 < p < 1, then (|a|+|b|)
p ≤ |a|p+|b|p,
∀ a, b ∈ R. If µ =∞, then similar to the proof of (2.7), we can obtain∣∣∣∣
∫
R
[
W (t, u+ v)−W (t, u)−
(
Wu(t, u), v
)]
dt
∣∣∣∣
≤ 2ν‖a‖∞(‖u‖
ν−1
∞ + ‖v‖
ν−1
∞ )
∫
R
|v|dt
≤ 2ν‖a‖∞β
ν−1
∞ β1(‖u‖
ν−1 + ‖v‖ν−1)‖v‖ → 0, as v → 0 in E
(2.8)
where the last inequality holds by (2.1) and β∞, β1 are constants there. Combining (2.7) and (2.8), (2.5)
holds immediately by the definition of Fre´chet derivatives. Consequently, (2.6) also holds due to the definition
of Φ.
Next, we verify that Ψ′ : E → E∗ is compact. Let un ⇀ u0 (weakly) in E, by Lemma 2.1, we have
un → u0 in L
p for all 1 ≤ p ∈ (2/(3− α),∞]. If 2 ≤ µ <∞, using the Ho¨lder inequality, we can obtain
‖Ψ′(un)−Ψ
′(u0)‖E∗ = sup
‖v‖=1
‖(Ψ′(un)−Ψ
′(u0))v‖
= sup
‖v‖=1
∣∣∣∣
∫
R
(
Wu(t, un)−Wu(t, u0), v
)
dt
∣∣∣∣
≤ sup
‖v‖=1
[(∫
R
|Wu(t, un)−Wu(t, u0)|
µdt
) 1
µ
‖v‖µ∗
]
≤ βµ∗
(∫
R
|Wu(t, un)−Wu(t, u0)|
µdt
) 1
µ
, ∀ n ∈ N
(2.9)
where the last inequality holds by (2.1) and β∗µ is the constant there,
1
µ +
1
µ∗ = 1. Next, we will prove that
Wu(t, un) → Wu(t, u0) in L
µ(R,RN ). Observing that un is bounded in L
∞, then by the Jensen inequality,
we have ∫
R
|Wu(t, un)−Wu(t, u0)|
µdt
≤ 2µ−1νµ
∫
R
|a(t)|µ(|un|
µ + |u0|
µ)dt
≤ 2µ−1νµ
∫
R
|a(t)|µ(‖un‖
µ
∞ + ‖u0‖
µ
∞)dt
≤ 2µ−1νµM
∫
R
|a(t)|µdt
where M = 2max{‖u0‖
µ
∞, ‖un‖
µ
∞, ∀ n ∈ N}. Combining the fact that un → u0 in L
∞ and the Lebesgue’s
Dominated Convergence Theorem,(∫
R
|Wu(t, un)−Wu(t, u0)|
µdt
) 1
µ
→ 0, as n→∞.
Next, we will deal with the case of µ =∞ (i.e. ν > 32 ), this part is mainly motivated by the proof of Lemma
2 in [14]. By the Ho¨lder inequality, we have
‖Ψ′(un)−Ψ
′(u0)‖E∗ ≤ sup
‖v‖=1
[(∫
R
|Wu(t, un)−Wu(t, u0)|
2dt
) 1
2
‖v‖2
]
≤ β2
(∫
R
|Wu(t, un)−Wu(t, u0)|
2dt
) 1
2
, ∀ n ∈ N
(2.10)
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We note that by Lemma 2.1, un → u0 in L
2(ν−1) for ν > 32 , passing to a subsequence if necessary, it can be
assumed that
∞∑
n=1
‖un − u0‖2(ν−1) < +∞,
which implies that
∞∑
n=1
|un(t)− u0(t)| = g(t) ∈ L
2(ν−1)(R,R).
Since ν > 32 , then ∫
R
|Wu(t, un)−Wu(t, u0)|
2dt
≤
∫
R
2ν2|a(t)|2(|un|
2(ν−1) + |u0|
2(ν−1))dt
≤
∫
R
2ν2|a(t)|2(22ν−3|un − u0|
2(ν−1) + (22ν−3 + 1)|u0|
2(ν−1))dt
≤ 22ν−1ν2‖a‖2∞
∫
R
(|g(t)|2(ν−1) + |u0|
2(ν−1))dt
≤ 22ν−1ν2‖a‖2∞(‖g‖
2(ν−1)
2(ν−1) + β
2(ν−1)
2(ν−1)‖u0‖
2(ν−1))
Applying the Lebesgue’s Dominated Convergence Theorem, we have
(∫
R
|Wu(t, un)−Wu(t, u0)|
2dt
) 1
2
→ 0, as n→∞.
Consequently, Ψ′ is weakly continuous, and so Ψ′ is continuous. Therefore Ψ ∈ C1(E,R) and hence Φ ∈
C1(E,R). Moreover, Ψ′ is compact due to the weak continuity of Ψ′ and the fact that E is a Hilbert Space.
Finally, we will prove that all critical points of Φ on E are homoclinic solutions of (HS). By the standard
procedure, we can see that any critical points of Φ on E satisfy (HS) and u ∈ C2(R,RN ). We note that if
1 < ν < 32 , then 2 ≤ µ ≤
2
3−2ν . For µ = 2, by (HS), we have
‖Au‖22 =
∫
R
|Wu(t, u)|
2dt
≤ ν2‖u‖2(ν−1)∞
∫
R
|a(t)|2dt
≤ ν2β2(ν−1)∞ ‖u‖
2(ν−1)
∫
R
|a(t)|µdt <∞.
(2.11)
In the case of 2 < µ ≤ 23−2ν , then
‖Au‖22 =
∫
R
|Wu(t, u)|
2dt
≤ ν2
(∫
R
|a(t)|µdt
) 2
µ
(∫
R
|u|2µ¯(ν−1)dt
) 1
µ¯
≤ ν2‖u‖
2(ν−1)
2µ¯(ν−1)
(∫
R
|a(t)|µdt
) 2
µ
≤ ν2β
2(ν−1)
2µ¯(ν−1)‖u‖
2(ν−1)
(∫
R
|a(t)|µdt
) 2
µ
<∞,
(2.12)
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where 2µ +
1
µ¯ = 1 and 2µ¯(ν− 1) ≥ 1 because of µ ≤
2
3−2ν . If
3
2 ≤ ν < 2, combining the fact that 2(ν− 1) ≥ 1
and Ho¨lder inequality, similar to the proof of (2.11) and (2.12), we can get the same result. Consequently,
u ∈ D(A) and hence u is a homoclinic solution of (HS) by Lemma 2.2. The proof is complete.
In the next argument, the following variant fountain theorem will be used to prove our main results. Let
E be a Banach space with the norm ‖ · ‖ and E =
⊕
j∈NXj with dimXj < ∞ for any j ∈ N. We write
Yk =
⊕k
j=1Xj and Zk =
⊕
j=k Xj. The C
1-functional Φλ : E → R is given by
Φλ(u) := A(u)− λB(u), λ ∈ [1, 2].
Theorem 2.7. ([22, Theorem2.2.]) Assume that the functional Φλ defined above satisfies
(F1) Φλ maps bounded sets to bounded sets uniformly for λ ∈ [1, 2]. Furthermore, Φλ(−u) = Φλ(u) for all
(λ, u) ∈ [1, 2]× E;
(F2) B(u) ≥ 0; B(u)→∞ as ‖u‖ → ∞ on any finite dimensional subspace of E;
(F3) There exist ρk > rk > 0 such that
ak(λ) := inf
u∈Zk,‖u‖=ρk
Φλ(u) ≥ 0 > bk(λ) := max
u∈Yk,‖u‖=rk
Φλ(u), ∀ λ ∈ [1, 2]
and
dk(λ) := inf
u∈Zk,‖u‖≤ρk
Φλ(u)→ 0 as k→∞ uniformly for λ ∈ [1, 2].
Then there exist λn → 1, uλn ∈ Yn such that
Φ′λn |Yn(uλn) = 0, Φλn(uλn)→ ck ∈ [dk(2), bk(1)] as n→∞.
In particular, if {uλn} has a convergent subsequence for every k, then Φ1 has infinitely many nontrivial
critical points {uk} ∈ E\{0} satisfying Φ1(uk)→ 0
− as k →∞.
In order to make use of Theorem 2.7, we consider the functionals A, B and Φλ on the working space
defined E = D(|A|1/2) by
A(u) =
1
2
‖u+‖2, B(u) =
1
2
‖u−‖2 +
∫
R
W (t, u)dt, (2.13)
and
Φλ(u) = A(u)− λB(u) =
1
2
‖u+‖2 − λ
(
1
2
‖u−‖2 +
∫
R
W (t, u)dt
)
(2.14)
for all u = u− + u0 + u+ ∈ E and λ ∈ [1, 2]. By Lemma 2.6, it is clear that Φλ ∈ C
1(E,R) for all λ ∈ [1, 2].
Let Xj := Rej =span{ej}, j ∈ N, where {ej, j ∈ N} is the system of eigenfunctions and the orthogonal basis
in L2 below Lemma 2.2. Furthermore, it is evident that Φ1 = Φ, where Φ is the functional defined in (2.4).
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3 Proof of theorems
Lemma 3.1. Let (L1), (L2) and (W) hold, then B(u) ≥ 0. Moreover, B(u) → ∞ as ‖u‖ → ∞ on any
finite dimensional subspace of E.
Proof. By definitions of the functional B and (W), B(u) ≥ 0 holds obviously. Next we will prove that
B(u) → ∞ as ‖u‖ → ∞ on any finite dimensional subspace of E. First we claim that for any finite
dimensional subspace F ⊂ E, there exists ε > 0 such that
meas{t ∈ R : a(t)|u(t)|ν ≥ ε‖u‖ν} ≥ ε, ∀ u ∈ F\{0}. (3.1)
The proof of (3.1) is very similar as that of [18]. We omit it here. Now, let
Ωu = {t ∈ R : a(t)|u(t)|
ν ≥ ε‖u‖ν}, ∀ u ∈ F\{0}, (3.2)
where ε is given in (3.1). From (3.1), we can obtain that
meas(Ωu) ≥ ε, ∀ u ∈ F\{0}, (3.3)
Combining (W) and (3.3), for all u ∈ F\{0}, we can see that
B(u) =
1
2
‖u−‖2 +
∫
R
W (t, u)dt
≥
∫
Ωu
a(t)|u(t)|νdt
≥ ε‖u‖νmeas(Ωu) ≥ ε
2‖u‖ν.
(3.4)
This implies B(u)→∞ as ‖u‖ → ∞ on any finite dimensional subspace of E. If µ =∞, similar to the case
of 2 ≤ µ <∞, by the standard procedure, we can prove that there exists ε1 > 0 such that
meas{t ∈ R : a(t)|u(t)|ν ≥ ε1‖u‖
ν} ≥ ε1, ∀ u ∈ F\{0}. (3.5)
Therefore, by (3.4), we can conclude that B(u)→∞ as ‖u‖ → ∞ on any finite dimensional subspace of E.
The proof is complete.
Lemma 3.2. Under the conditions in Theorem 1.1, then there exists a sequence ρk → 0
+ as k → ∞ such
that
ak(λ) := inf
u∈Zk,‖u‖=ρk
Φλ(u) ≥ 0, ∀ λ ∈ [1, 2], k ≥ n¯+ 1,
and
dk(λ) := inf
u∈Zk,‖u‖≤ρk
Φλ(u)→ 0 as k→∞ uniformly for λ ∈ [1, 2].
where Zk =
⊕
j=kXj for all k ∈ N.
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Proof. By the definition of n¯ below the Lemma 2.2, we can know that Zk ⊂ E
+ for all k ≥ n¯+1. Therefore,
for all k ≥ n¯+ 1, from (W) and (2.14), it follows that
Φλ(u) =
1
2
‖u‖2 − λ
∫
R
W (t, u)dt
≥
1
2
‖u‖2 − 2
∫
R
W (t, u)dt
=
1
2
‖u‖2 − 2
∫
R
a(t)|u|νdt, ∀ (λ, u) ∈ [1, 2]× Zk.
(3.6)
If 2 ≤ µ <∞, let ηk := sup
u∈Zk,‖u‖=1
‖u‖νµ∗ , where
1
µ +
1
µ∗ = 1. By Lemma 2.1, we can conclude that ηk → 0
as k →∞. Therefore, combining (3.6) with (W), we have
Φλ(u) ≥
1
2
‖u‖2 − 2‖a‖µ‖u‖
ν
νµ∗ ≥
1
2
‖u‖2 − 2ηνk‖a‖µ‖u‖
ν, ∀ (λ, u) ∈ [1, 2]× Zk. (3.7)
Let ρk := (8η
ν
k‖a‖µ)
1/(2−ν), the rest of proof is very similar as that of [18]. We omit it here. For the case
of µ = ∞, similar to the above procedure, the same result can be obtained. We omit it here. The proof is
complete.
Lemma 3.3. Assume that (L1), (L2) and (W) hold, then for the sequence {ρk}k∈N obtained in Lemma 3.2,
there exists a sequence {rk}k∈N such that ρk > rk > 0 for ∀ k ∈ N and
bk(λ) := max
u∈Yk,‖u‖=rk
Φλ(u) < 0, ∀ λ ∈ [1, 2]. (3.8)
where Yk =
⊕k
j=1Xj = span{e1, . . . , ek} for ∀ k ∈ N.
Proof. For ∀ k ∈ N, it is clear that Yk is a finite dimensional subspace of E. Therefore, for ∀ λ ∈ [1, 2],
from (W), (3.2), (3.3) and (3.5), let ε0 = min{ε, ε1}, we have
Φλ(u) =
1
2
‖u+‖2 − λ
(
1
2
‖u−‖2 +
∫
R
W (t, u)dt
)
≤
1
2
‖u‖2 −
∫
R
W (t, u)dt
≤
1
2
‖u‖2 −
∫
Ωu
a(t)|u|νdt
≤
1
2
‖u‖2 − ε0‖u‖
νmeas(Ωu)
≤
1
2
‖u‖2 − ε20‖u‖
ν, ∀ u ∈ Yk, k ∈ N.
(3.9)
For ∀ k ∈ N, we choose 0 < rk < min{ρk, ε
2
2−ν
0 }. From (3.9), an easy computation shows that
bk(λ) := max
u∈Yk,‖u‖=rk
Φλ(u) ≤ −
r2k
2
< 0, ∀ k ∈ N.
The proof is complete.
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Next we will present the proof of our main result.
Proof of Theorem 1.1. Combining Remark 2.5 and (2.14), it is clear that the condition (F1) in Theorem
2.7 holds obviously. By Lemma 3.1, 3.2 and 3.3, we can easily see that conditions (F2) and (F3) in Theorem
2.7 hold for all k ≥ n¯+ 1. Consequently, from Theorem 2.7, for all k ≥ n¯+ 1, there exist λn → 1, uλn ∈ Yn
such that
Φ′λn |Yn(uλn) = 0, Φλn(uλn)→ ck ∈ [dk(2), bk(1)] as n→∞. (3.10)
In what follows, the fist step is to show that {uλn} is bounded in E. For the case of 2 ≤ µ < ∞, since
Φ′λn |Yn(uλn) = 0, by (2.6) and (2.14), we have
Φ′λn |Yn(uλn)u
+
λn
= ‖u+λn‖
2 − λn
∫
R
(
Wu(t, uλn), u
+
λn
)
dt = 0. (3.11)
Therefore, using (W) and the Ho¨lder inequality, it follows that
‖u+λn‖
2 = λn
∫
R
(
Wu(t, uλn), u
+
λn
)
dt
≤ 2
∫
R
|a(t)||uλn |
ν−1|u+λn |dt
≤ 2
(∫
R
|a(t)|µdt
) 1
µ
(∫
R
|uλn |
µ∗(ν−1)|u+λn |
µ∗dt
) 1
µ∗
≤ 2ν‖a‖µ
(∫
R
|uλn |
2dt
) ν−1
2
(∫
R
|u+λn |
2µ∗
2+µ∗−µ∗ν dt
) 2+µ∗−µ∗ν
2µ∗
= 2ν‖a‖µ‖uλn‖
ν−1
2 ‖u
+
λn
‖ 2µ∗
2+µ∗−µ∗ν
≤M1‖a‖µ‖uλn‖
ν
(3.12)
for someM1 > 0, where
1
µ+
1
µ∗ = 1,
2µ∗
2+µ∗−µ∗ν ≥ 1 and the last inequality holds because of (2.1). Furthermore,
combing (2.6) with (3.10) and the Ho¨lder inequality, we have
−Φλn(uλn) =
1
2
Φ′λn |Yn(uλn)uλn − Φλn(uλn)
= λn(1 −
ν
2
)
∫
R
|a(t)||uλn |
νdt
≥
1
2ν−1
λn(1−
ν
2
)
∫
R
|a(t)||u−λn + u
0
λn |
νdt− λn(1−
ν
2
)
∫
R
|a(t)||u+λn |
νdt
≥
ε2
2ν−1
λn(1−
ν
2
)‖u−λn + u
0
λn‖
ν − λn(1−
ν
2
)‖a‖µ‖u
+
λn
‖νµ∗ν
(3.13)
where the last inequality holds by the fact that dim(E− ⊕ E0) < ∞ and (3.1). Note that 1 < ν < 2, then
(3.12) and (3.13) implies that {‖u+λn‖} is bounded. Next, we just have to show that {‖u
−
λn
+ u0λn‖} is also
bounded. Consequently, from (3.13) and (2.1), we get
‖u−λn + u
0
λn‖
ν ≤ −M2Φλn(uλn) +M3‖u
+
λn
‖νµ∗ν ≤ −M2Φλn(uλn) +M4‖u
+
λn
‖ν (3.14)
for some positive constantsM2,M3 andM4. Notice that {‖u
+
λn
‖} is bounded, by (3.10), we can conclude that
{‖u−λn+u
0
λn
‖} is also bounded. Therefore, there exists M5 > 0 such that ‖uλn‖
2 = ‖u+λn‖
2+‖u−λn +u
0
λn
‖2 ≤
M5, i.e. {uλn} is bounded in E.
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Finally, we prove that {uλn} has a strong convergent subsequence in E. The proof of this assertion can
be accomplished as that of [18]. We omit it here.
Now by the last conclusion of Theorem 2.7, we obtain that Φ = Φ1 has infinitely many nontrivial critical
points. Consequently, (HS) possesses infinitely many homoclinic solutions by Lemma 2.6. The proof of
Theorem 1.1 is complete. ✷
Remark 3.4. In this paper, we have considered the existence of infinitely many homoclinic solutions for a
class of subquadratic second-order Hamiltonian systems, where 1 < ν < 32 is allowed. We view this result
as merely one first step in the theory for the case of 1 < ν < 32 , there are still many problems to pursue.
For example, when 1 < ν < 32 , the upper bound of µ whether can be ∞, what we will discuss in the future
study.
Acknowledgements
The authors would like to thank the reviewer for their valuable comments and suggestions.
References
[1] A. Ambrosetti, V. Coti Zelati, Multiple homoclinic orbits for a class of conservative systems, Rend.
Sem. Mat. Univ. Padova 89 (1993) 177-194.
[2] A. Ambrosetti, P.H. Rabinowitz, Dual variational methods in critical point theory and applications, J.
Funct. Anal. 14 (1973) 349-381.
[3] P.C. Carria˜o, O.H. Miyagaki, Existence of homoclinic solutions for a class of time-dependent Hamilto-
nian systems, J. Math. Anal. Appl. 230 (1999) 157-172.
[4] V. Coti Zelati, I. Ekeland, E. Se´re´, A variational approach to homoclinic orbits in Hamiltonian systems,
Math. Ann. 288 (1990) 133-160.
[5] V. Coti Zelati, P.H. Rabinowitz, Homoclinic orbits for second order Hamiltonian systems possessing
superquadratic potentials, J. Amer. Math. Soc. 4 (1991) 693-727.
[6] Y. Ding, Existence and multiplicity results for homoclinic solutions to a class of Hamiltonian systems,
Nonlinear Anal. 25 (1995) 1095-1113.
[7] Y. Ding, M. Girardi, Periodic and homoclinic solutions to a class of Hamiltonian systems with the
potentials changing sign, Dynam. Systems Appl. 2 (1993) 131-145.
[8] M. Izydorek, J. Janczewska, Homoclinic solutions for a class of second order Hamiltonian systems, J.
Differential Equations 219 (2005) 375-389.
12
[9] T. Kato, Perturbation Theory for Linear Operators Springer-Verlag, New York, 1980.
[10] P. Korman, A.C. Lazer, Homoclinic orbits for a class of symmetric Hamiltonian systems, Electron. J.
Differential Equations 1 (1994) 1-10.
[11] X. Lv, S. Lu, P. Yan, Existence of homoclinic solutions for a class of second-order Hamiltonian systems,
Nonlinear Anal. 72 (2010) 390-398.
[12] X. Lv, S. Lu, J. Jiang, Homoclinic solutions for a class of second-order Hamiltonian systems, Nonlinear
Anal. RWA. 13 (2012) 176-185.
[13] J. Mawhin, M. Willem, Critical Point Theory and Hamiltonian Systems, Appl. Math. Sci, vol. 74,
Springer-Verlag, New York, 1989.
[14] W. Omana, M. Willem, Homoclinic orbits for a class of Hamiltonian systems, Differential Integral
Equations 5 (1992) 1115-1120.
[15] Z. Qu, C.L. Tang, Existence of homoclinic orbits for the second order Hamiltonian systems, J. Math.
Anal. Appl. 291 (2004) 203-213.
[16] P.H. Rabinowitz, Homoclinic orbits for a class of Hamiltonian systems, Proc. Roy. Soc. Edinburgh Sect.
A 114 (1990) 33-38.
[17] P.H. Rabinowitz, K. Tanaka, Some results on connecting orbits for a class of Hamiltonian systems,
Math. Z. 206 (1991) 473-499.
[18] J. Sun, H. Chen, J.J. Nieto, Homoclinic solutions for a class of subquadratic second-order Hamiltonian
systems, J. Math. Anal. Appl. 373 (2011) 20-29.
[19] M. Willem, Minimax Theorems. Boston: Birkha¨user, 1996.
[20] Q. Zhang, C. Liu, Infinitely many homoclinic solutions for second order Hamiltonian systems, Nonlinear
Anal. 72 (2010) 894-903.
[21] Z. Zhang, R. Yuan, Homoclinic solutions for a class of non-autonomous subquadratic second-order
Hamiltonian systems, Nonlinear Anal. 71 (2009) 4125-4130.
[22] W. Zou, Variant fountain theorems and their applications, Manuscripta Math. 104 (2001) 343-358.
13
