Abstract-Crucial computer applications require extremely reliable software. For a typical system, current proof techniques and testing methods cannot guarantee the absence of software faults, but careful use of redundancy may allow the system to tolerate them. Existing methods to provide fault tolerance at execution time rely on redundant software written to the same specifications. Such techniques use design diversity to tolerate residual faults.
I. INTRODUCTION ESEARCHERS have proposed various methods for
R building fault-tolerant software in an effort to provide substantial improvements in the reliability of software for crucial applications. At execution time, the fault-tolerant structure attempts to cope with the effect of those faults that survive the development process. The two best-known methods of building fault-tolerant software are N-version programming [3] and recovery blocks [ l 11. To tolerate faults, both of these techniques rely on design diversity, the availability of multiple implementations of a specification. Software engineers assume that the different implementations use different designs and thereby, it is hoped, contain different faults. The fact that diversity in the design space may provide fault tolerance suggests that diversity in the data space might also. This paper considers data diversity [l], [2], a fault-tolerant strategy that complements design diversity.
N-version programming requires the separate, independent preparation of multiple (i.e., "N") versions of a program for some application. These versions execute in parallel in the application environment; each receives identical inputs, and each produces its version of the required outputs. A voter collects the outputs, that should, in principle, all be the same. Manuscript received June 8, 1987; revised November 23, 1987 . This work was supported in part by NASA under Grant NAG-1-605.
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If the outputs disagree, the system uses the results of the majority, provided there is one. The recovery block structure submits the results of an algorithm to an acceptance test. If the results fail the test, the system restores the state of the machine that existed just prior to execution of the algorithm and executes an alternate algorithm. The system repeats this process until it exhausts the set of alternates or produces a satisfactory output.
It is well known that software often fails for special cases in the data space; for example, see [12] . In practice, a program may survive extensive testing, work for many cases, and then fail on a special case. The special case may take the form of what seems to be an obscure set of values in the data. Testing frequently fails to reveal faults associated with special cases precisely because the test harness does not generate the exact circumstances required. A test data set whose values are merely close to the values that cause the program to fail does not uncover the fault. These observations suggest that if software fails under a particular set of execution conditions, a minor perturbation of those execution conditions might allow the software to work. Other researchers have exploited this property in specific instances. Gray observed that certain faults that caused failure in an asynchronous commercial system did not always cause failure if the same inputs were submitted to a second execution [6]. The system succeeded on the second execution due to a chance reordering of the asynchronous events. Gray introduced the term "Heisenbugs" to describe these faults and their apparent nondeterministic manifestations.
Shepherd, Martin, and Morris have proposed "temporal separation" of the input data to a dual version system [8], [9] .
The versions use data from adjacent real-time frames rather than the same frame. Since the versions read sensor data at different times, the data tend to differ. 'The system uses old outputs to evaluate the validity of current outputs. It is hoped that the use of time-skewed data will allow the system to select the correct version in the event of failure. Each of these approaches attempts to avoid faults by operating software with altered execution conditions. Each approach relies upon circumstance to change the conditions. However, execution conditions can be changed deliberately. For example, concurrent systems need not rely on a chance reordering of events. If reordering events might allow a second execution to succeed, then the system should enforce a reordering. Changing the processor dispatching algorithm after state restoration forces a different execution sequence.
Similarly, skewing the inputs to the versions in an N-version system does not require the passage of time. Inputs can be 0018-9340/88/0400-0418$01 .OO O 1988 IEEE manipulated algorithmically. Many real-valued quantities have tolerances set by their specifications, and all values within those tolerances are logically equivalent.
Data diversity is an orthogonal approach to design diversity and a generalization of the work cited above. A diverse-data system produces a set of related data points and executes the same software on each of these points. A decision algorithm then determines system output.
This paper describes data diversity as an approach to faulttolerant software and presents the results of a pilot study. Section I1 discusses the regions of the input space that cause failure for certain experimental programs. Section 111 examines data reexpression, the way in which alternate input data sets can be obtained. Section IV describes the rerry block, the data-diverse equivalent of the recovery block, and presents a model of the retry block together with some empirical results. Section V describes N-copy programming, the data-diverse equivalent of N-version programming, presents a simple model, and gives some empirical results. Section VI contains conclusions.
FAILURE REGIONS
The input data for most programs come from hyperspaces of very high dimension. For example, a program may read and process a set of 20 floating-point numbers, and so its input space has 20 dimensions. In many cases, the number of dimensions in the space varies dynamically because the amount of data that a program processes varies for different executions.
The failure domain of a program is the set of input points that cause program failure [ 5 ] . We call a failure domain along with its geometry a failure region. A failure region describes the distribution of points in the failure domain and determines the effectiveness of data diversity. The fault tolerance of a system employing data diversity depends upon the ability of the reexpression algorithm to produce data points that lie outside of a failure region, given an initial data point that lies within a failure region. The program executes correctly on reexpressed data points only if they lie outside a failure region. If the failure region has a small cross section in some dimension(s), then reexpression should have a high probability of translating the data point out of the failure region.
Knowledge of the geometry of failure regions gives insight into the possible performance of data diversity. We have obtained two-dimensional cross sections of several failure regions for faults in programs used in a previous experiment [7] . The programs are simple hypothetical antimissile missile launch decision programs that determine their output based on relationships among sets of points from an imaginary radar track. For example, one test determines whether certain sets of radar points fit into a circle of given radius. Fig. 1 The (x, y ) coordinates of a set of points in the radar track form the input space. Since each (x, y) pair supplies two dimensions, the input space has twice as many dimensions as radar points. The radar points are distributed so that the x and radar points for the original experiment were rounded to the nearest 0.1.
The space from which cross section (a) was taken has 30 dimensions corresponding to 15 radar points. Cross section (a) was obtained by varying coordinates x I and x9 with a grid point separation of 0.2. The space from which cross section (b) was taken has 18 dimensions corresponding to nine radar points. Cross section (b) was obtained by varying coordinates x6 and y6 with a grid point separation of 0.000001. For both, all other inputs were held fixed. The area of cross section (a) is 4 X 1OIo times larger than the area of cross section (b).
The cross sections shown are typical for these programs. This small sample illustrates several important points. First, at the resolution used in scanning, these particular failure regions are locally continuous. Second, since the failure regions vary greatly in size, exiting them varies greatly in difficulty. Finally, failure regions tend to be associated with transitions in the output [ 11. y coordinates each span the real range -40 . . . 40,2 and all 111. DATA REEXPRESSION At its simplest, data reexpression is the generation of logically equivalent data sets. Fig. 2 illustrates this basic form of data reexpression. An input x given directly to a program P produces an output P(x). Alternatively, a reexpression algorithm R transforms the original input x to produce a new input y, where y = R ( x ) . The input y may contain exactly the same information as the input x , but in a different form, or y may approximate the information in input x . The program P operates on the reexpressed input y to produce P( y ) . P and R determine the relationship between P ( x ) and P ( y ) . Data ' The distribution is not uniform and is defined in I IO] diversity can tolerate faults when P ( y ) is a useful output but P ( x ) is not.
Since it is the outputs that are ultimately important to any given application, the requirements for a reexpression algorithm can be derived from characteristics of the outputs. For a specific input x, Fig. 3 shows the sets of input points y , that are of interest given a reexpression algorithm of the type shown in Fig. 2 .
One set in Fig. 3 , called I , the identical output set, is defined I = { y 1 Correct(x, PcOrrect( y ) ) } and contains all inputs y for which the correct output is the same as the correct output given x as an input. The predicate Correct(in, out) is true iff out is the output demanded by the specification for input in.
The symbol PcOrrect represents a correctly implemented specification; Pc,rrect(x) is the correct output for input x. The identical output set is a desirable set from which to select reexpressed inputs y , since the use of data reexpression in such cases is transparent outside the program. Implementing an error detection mechanism is simplified when all reexpressed data points are members of the identical output set.
It is possible that the single output produced by PcOrrect for a specific input x is not the only acceptable output for the application. Different acceptable outputs may arise at boundaries in the output space. For example, if an input x is a real variable of limited precision, then different outputs resulting from inputs sufficiently near a boundary are indistinguishable from the viewpoint of the application.
The identical output set I is a subset of the valid output set
out) is true iff out is a valid or acceptable output for input in. V is the set of all inputs y for which a correct program produces an acceptable output given x as the actual input. Although it is easier to produce values in V than in I , error detection with members of V is more difficult due to the problem of voting with multiple correct outputs.
The third set F, called the failure set, is F = {ylnot Valid(y, P ( y ) ) } , and represents all inputs y for which the program fails to produce a correct or acceptable output. Although elements of F are, by definition, not enumerated, the effectiveness of data diversity is determined by the proportion of reexpressed points that lie in F. Fig. 3 identifies two classes of reexpression algorithms. The first class produces elements in I (up to numerical error); these algorithms are termed exact. The second class yields elements in V; these algorithms are termed approximate. Although exact algorithms are desirable from the viewpoint of error detection, approximate algorithms may be easier to produce and may have a better chance of escaping a failure region. Exact reexpression algorithms may have the defect of preserving precisely those aspects of the data that cause failure. As an example of an exact reexpression algorithm, suppose that a program processes Cartesian input points and that only the points' relative positions are relevant to the application. A legitimate reexpression algorithm could translate the coordinate system to a new origin or rotate the coordinate system about an arbitrary point.
Any mapping of a program's data that preserves the information content of the data is a valid reexpression algorithm. A simple approximate data reexpression algorithm for a real variable might alter its value by a small percentage. The allowable percentage by which the variable's value can be altered would be determined by the specification, possibly as a result of a known sensitivity in a particular hardware sensor.
Up to now, we have considered reexpression algorithms that depend on numeric manipulation. Data can take other forms, however, and data diversity can be applied successfully to other applications. Consider a compiler with a conventional multipass organization. Although the initial representation of a source program is a character string, the program may be represented in many ways during compilation, for example, as a tree. There are many transformations that can be applied to a tree that preserve semantics. A compiler employing data diversity for its later passes could be constructed by executing these later passes on several different copies of the tree obtained by semantics preserving transformations.
Similarly, the order of storage allocation in an activation record is usually determined by the programmer's order of declaration. In practice, this order need not be preserved, and a set of semantically equivalent internal representations of a program can be obtained by shuffling the order of variables in activation records.
Combining tree transformations, data storage reordering, and code storage reordering, i.e., generation of code for subprograms in an arbitrary order, provides considerable diversity in the data processed by large fractions of a conventional compiler. These approaches to reexpression are exact in that, although the code generated by the compiler may be different and therefore not amenable to any simple selection algorithm, the effects of these programs should be identical, and so simple voting can be used for selection during execution of the programs generated by the compiler.
The structure shown in Fig. 4 allows the reexpression algorithm to produce more diverse inputs than is possible with the structure shown in Fig. 2 . Some form of correction, A , is performed on the output after the program is run to undo the distortion caused by reexpression. R can be removed after execution, the approach permits major changes to the inputs and allows copies of the program to operate in widely separated regions of the input space. As an example, consider a program which computes intersections of line segments. Reexpression might alter the representation of the input by multiplying by a nonsingular matrix. The distortion could be recovered by multiplying the program output by the inverse of the matrix.
Another approach to reexpression is shown in Fig. 5 . An input may be decomposed into a related set of inputs. The program is run on each part of the input, and then the results are recombined. Again, as in Fig. 4, Fig. 5 allows for both exact and approximate reexpression algorithms.
As an example of an exact reexpression algorithm of the type shown in Fig. 5 , consider a data-diverse computation of the sine function. Assume we have an implementation of the sine function that is known to work over a large percentage of its inputs; the failure probability for the sine function on a randomly chosen input x is p , where p a 1. To compute sin (x), we use the two trigonometric identities
to rewrite sin ( x ) = s i n (a) sin ( 7 r / 2 -b ) + s i n (7r/2-a) sin ( b ) in which a and b are any two real numbers such that a + b = x. Suppose that sin(x) is computed using three independent decompositions for x obtained by using three different values each for a and b , and that a simple majority voter selects the output. Using the worst case assumption that all incorrect answers appear identical to the voter, a conservative estimate for the probability of computing an incorrect value for sin(x) can be shown to be on the order of 48p2 [ l ] .
In general, a reexpression algorithm must be tailored to the application at hand. Producing a reexpression algorithm requires a careful analysis of the type and magnitude of reexpression appropriate for each candidate datum. Simpler reexpression algorithms are more desirable than complex ones since they are less likely to contain design flaws.
IV. RETRY BLOCKS
A retry block is a modification of the recovery block structure that uses data diversity instead of design diversity. Fig. 6 shows the semantics of a retry block. Rather than the multiple alternate algorithms used in a recovery block, a retry block uses only one algorithm. A retry block's acceptance test has the same form and purpose as a recovery block's acceptance test. A retry block executes the single algorithm normally and evaluates the acceptance test. If the acceptance test passes, the retry block is complete. If the acceptance test fails, the algorithm executes again after the data have been reexpressed. The system repeats this process until it violates a deadline or produces a satisfactory output. Fig. 7 shows the model we have used to predict the success of a retry block assuming a perfect acceptance test. On a single execution under operational conditions, the program used in the construction of the retry block has a probability of failure, p . The random variable Q gives the probability that a reexpressed data point causes failure given that the initial point caused failure. Q is a random variable because its value depends upon the geometry of the failure region in which the original data point lies, the location of the data point within that region, and the algorithm used to reexpress the data. Since Q is a probability, it assumes values in the range 0 * * * 1. We denote the distribution function for Q as FQ(q) where FQ(q) = prob (Q 5 4). The corresponding density function for Q is fQ(q) where f Q ( q ) = (d/dq)FQ(q). We assume that Q is continuously distributed. The extension to discretely distributed Q is straightforward.
A . Simple Model for a Retry Block
The probability that the retry block fails when using n retries, denoted prob(fai0, is prob(fai1) = p e n . The probability that a retry block will succeed in n or fewer retries is one minus this probability. prob(fai1) is a random variable since it is a function of Q. Its expected value is E tprob(fail)l = P 4"fQ(4) dq.
Since the integral in the expression for E [prob(failJ] is multiplied by p , the failure probability of the program, the integral describes how the performance of a retry block improves upon the performance of a program. Thus, the quantity ,\A q" f Q ( q ) d q is the average factor by which the use of a retry block reduces the probability of failure. We next estimate FQ(q) for some of the programs discussed in Section I1 and approximate the integral in E [prob(fail) ] to predict the reductions in failure probability for retry blocks constructed from those programs.
B. Two Forms Of Acceptance Test
In this experiment we have collected data for the performance of the retry block under two different implementations of an acceptance test with an approximate reexpression algorithm. First we consider an acceptance test that can determine whether the program has produced P,,,,,(x) given x as input. If the acceptance test rejects the program's output for input x and x is reexpressed as y , then the acceptance test demands PcOrrect( y) as the only acceptable output. This acceptance test rejects all outputs for which the program does not satisfy the specification. We call this type of acceptance test a specification acceptance test.
The second form of acceptance test that we consider accepts any output that is valid anywhere in the reexpression region of the input space. The reexpression region is that part of the input space from which reexpressed inputs can be selected. The acceptance test determines the validity of the output by examining the output of the PcOrrect for input points in the reexpression region of input x. We call this type of acceptance test a valid output acceptance test.
The first set of empirical results for the retry block was obtained using a specification acceptance test; the second set was obtained using a valid output acceptance test.
C. Empirical Results for a Retry Block-Specifcation Acceptance Test
We have obtained empirical evidence of the expected performance of data diversity on some of the known faults in the Launch Interceptor Programs produced for the Knight and Leveson experiment [7] . As noted in Section 11, one of the inputs to the programs is a list of (x, y ) pairs representing radar tracks. To employ data diversity in this application, we assume that data obtained from the radar are of limited precision. The data reexpression algorithm we used moved each (x, y ) point to a random location on the circumference of a circle centered at (x, y ) and of some small, fixed radius. The reexpression algorithm is approximate according to the definitions given in Section 111. Fig. 8 shows how this algorithm reexpresses a set of three radar points. Many other reexpression algorithms are possible.
The experiment measured the performance of data diversity in the form of the retry block on the Launch Interceptor Programs, and how this performance was affected by two parameters. The first parameter studied was the radius of displacement used in the data reexpression algorithm. The second parameter was the effect of the reexpression algorithm on different faults. Figs. 9 and 10 show the effects of these two parameters on estimated FQ(q) functions. Each distribution function in these figures corresponds to a particular displacement value and fault. A given point (4, FQ(q)) is the observed probability FQ(q) that a program executing on a reexpressed data point will have at most a probability of failure, q. Distribution functions that rise rapidly imply better performance for data diversity since they indicate a higher probability that reexpression will arrive at a point outside the failure region. For example, a function containing the point (0.05, 0.95) means that the probability is 0.95 that the reexpressed data point will cause failure with a probability of 0.05 or less. Each data point in Figs. 9 and 10 was obtained by averaging the results of 50 applications of the reexpression algorithm to a randomly selected point from a failure region. Fig. 9 has 47 such data points on each of its three graphs; Fig. 10 has 100, 71, and 100, respectively. Fig. 9 shows the observed FQ(q) of a single fault for three values for the radius of displacement. From left to right on the graph, the displacement values are 0.1, 0.01, and 0.001. As would be expected, larger displacement values in the data reexpression algorithm have the effect of making the reexpressed data point less likely to cause failure. These displacements are relatively small compared to the range of values that the radar points could assume. using a fixed displacement of 0.01 in the reexpression algorithm. These three faults were chosen to show the wide variation from fault to fault on the distribution of the probability that a reexpressed data point will cause failure. The leftmost function rises rapidly, which indicates that data diversity will tolerate the associated fault well at the given displacement value. The rightmost function rises slowly, which indicates that data diversity requires a better reexpression algorithm to tolerate the associated fault. The table in Fig. 11 shows the performance obtained using retry blocks with a specification acceptance test for various faults under various conditions. Each table entry is an expected value multiplier for the probability of system failure. The table shows results for retry blocks with 1, 2 , or 3 retries and displacement values of 0.1, 0.01, or 0.001. An entry in Fig. 11 means that the failure probability associated with a given fault is reduced by the factor shown. For instance, the value of 0.43 found in the middle of the table means that the failure probability associated with fault 7.1 was reduced by a factor of 0.43 when the displacement in the reexpression algorithm was 0.01 and the number of retries was 2 . Similarly, a table entry of 0.00 means that the effects of the associated fault were eliminated, and an entry of 1.00 means that data diversity had no effect.
The model outlined earlier in this section was used to calculate the values shown in Fig. 11 . The integral corresponding to the multiplier was approximated using sample Fig. 12 gives the expected value multipliers for the probability of system failure for retry blocks using the valid output acceptance test for 1, 2, and 3 retries. The entries in Fig. 12 were derived in a similar manner to the entries in Fig.   11 . The same data yielded both figures, and only the definition of the acceptance test and the meaning of "failure" were different. In both cases, the definition of failure was used consistently when comparing single version performance to the retry block performance. When evaluating the retry block using the specification acceptance test, outputs were considered to be wrong if they disagreed with the specification. Similarly, when evaluating the retry block using the valid output acceptance test, outputs were considered to be wrong if
D. Empirical Results for a Retry Block-Valid Output Acceptance Test
The original failure probabilities for the faults are given in [4], [7] . they did not match the output demanded by the specification for any input points in the reexpression region. The performance of the retry block did not depend significantly on the type of acceptance test used. In both cases, four of the faults were tolerated completely, and three of the faults were not well tolerated. Although the more generous definition of failure used for the valid output acceptance test results in a lower failure rate than the more stringent definition of failure required by the specification acceptance test, the performance improvement attributable to the retry block is comparable for the two cases.
V. N-COPY PROGRAMMING
An N-copy system is similar to an N-version system but uses data diversity instead of design diversity. Fig. 13 shows the structure of an N-copy system. N copies of a program execute in parallel, each on a set of data produced by reexpression. The system selects the output to be used by an enhanced voting scheme.
Voting in an N-copy system is not necessarily straightforward. If the reexpression algorithm is exact, so that all copies should generate identical outputs, then a conventional majority vote can be used. However, if the reexpression algorithm is approximate, the copies could produce different but acceptable outputs. This is very likely to occur near boundaries in the output space. In that case, a simple majority may not exist and the selection process is more involved. If a particular output occurs more than once, then it might be selected. If more than one output occurs more than once or no output occurs more than once, then selection might have to involve an arbitrary choice.
A . Simple Model for N-Copy Programming
To determine the performance of data diversity as represented by an N-copy system, we analyze a three-copy system and compare it to a single version. The copies can map their inputs to R + W different outputs. R of the outputs are acceptable to the application, and the probability that a copy produces acceptable output i is r, for i = 1 * R. Similarly, Wof the outputs are not acceptable, and the probability that a copy produces unacceptable output i is w, for i = 1 W. To produce an output, the system generates three reexpressed data sets and executes a copy on each. The system selects the output that occurs most frequently, if there is one. In the case of a tie, the tie is broken by choosing at random. Given the probabilities ri and wi, we wish to know with what probability the system will select an acceptable output. There are four cases under which the system makes an acceptable choice.
1) The program maps all three reexpressed data points to acceptable outputs. This happens with probability Cp= CJ"= rirjrk.
2) The program maps two reexpressed data points to the same acceptable output, but maps one to an unacceptable output. This happens with probability 3Cp= C E I rf w,.
3) The program maps two reexpressed data points to different acceptable outputs, and maps one to an unacceptable output. Two thirds of the time, an acceptable output is selected at random. The probability of this event is 2Cf= CJ"= I CE I rlrJwk, such that i # j .
4)
Finally, the program maps one reexpressed data point to an acceptable output, but maps the other two to different unacceptable outputs. One third of the time, an acceptable output is selected at random. The probability of this event is
The sum of these four probabilities gives the probability that a three-copy system will yield an acceptable output.
B. Empirical Results For N-Copy Programming
Fig. 14 gives the expected value multipliers for the probability of system failure for N-copy systems using three and five copies. For both three-and five-copy systems, four of the faults were tolerated completely, and three of the faults were not well tolerated. The N-copy systems tolerated each fault with about the same success as the retry blocks.
As with the retry block using the valid output acceptance test, the definition of failure for an N-copy system was used consistently when comparing single version performance to the N-copy system performance. In both cases, outputs were considered to be wrong only if they did not match the output demanded by the specification for any input points in the reexpression region.
The data shown here measure the performance of an N-copy system only on failure points and not on a representative sample of input data. Although we expect it to be small, in this experiment we did not measure the probability that an N-copy system would fail when operating on points for which a single version succeeds.
rlwJwk, such that j # k .
VI. CONCLUSIONS
We have described the general concept of data diversity as a technique for software fault tolerance and have defined the retry block and N-copy programming as two possible approaches to its implementation. We have presented the results of a pilot study of data diversity for both structures. Although the overall performance of data diversity varied greatly, we observed a large reduction in failure probability Multipliers for probability of system failure for three and five copies.
for some of the faults examined in the study. In several cases, data diversity completely eliminated the effects of a fault. The success of data diversity depends, in part, upon developing a data reexpression algorithm that is acceptable to the application, yet has a high probability of generating data points outside of a program's failure region. Many applications could use simple reexpression algorithms similar to the one employed in this study. For example, sensors typically provide data with relatively little precision and small modifications to those data would not affect the application.
An issue in the implementation of a retry block is the need for a suitable acceptance test. This is a well-known problem for the recovery block, and any techniques developed for the recovery block apply directly to the retry block.
Compared to design diversity, data diversity is relatively easy and inexpensive to implement. Data diversity requires only a single implementation of a specification, although additional costs are incurred in the data reexpression algorithm.
Data diversity is orthogonal to design diversity. The strategies are not mutually exclusive and various combinations are possible. For example, an N-version system in which each version was an N-copy system could be built for very little additional cost over an N-version system. One possible advantage of integrating design and data diversity is that the strategies may remedy different classes of errors. The ways in which data diversity should be used and how it should be integrated with design diversity are open questions.
