I. INTRODUCTION
T HE PHENOMENA of exchange anisotropy and exchange bias, particularly, were discovered in the year 1956 by Meiklejohn and Bean [1] when studying Co particles surrounded with antiferromagnetic oxide (CoO). They found that the field required to switch the ferromagnet (F) from the field cooled state into the reversed state is larger than that to rotate the F back to its original direction. A common system that shows exchange bias is IrMn-NiFe [2] . Despite the application of exchange bias in magnetic field sensors, the physical mechanisms that lead to the hysteresis shift are still a field of discussion. Various theories explain particular aspects of the bias effect [3] . Nevertheless, many issues remain to be solved. One of the most striking experimental facts is the presence of exchange bias at fully compensated antiferromagnetic interfaces [4] in which the net spin averaged over a microscopic length scale is zero.
Originally, Koon [5] proposed a mechanism for exchange bias at fully compensated interfaces. Using an atomistic model, Koon showed that a fully compensated antiferromagnetic interface will lead to a 90 coupling between the antiferromagnet (AF) and F. Indeed, 90 coupling has been observed experimentally [4] . In Koon's model, a weak canting of the AF spins close to the interface provide a small net magnetic moment parallel to the F magnetization direction. The AF near the interface thus aligns perpendicular to the F (spin flop coupling). Under the assumption that the AF spins are restricted to planes parallel to the interface, Koon was able to predict exchange bias. The loop shift can be attributed to partial domain walls wound up in the AF. Allowing full three-dimensional rotations of the AF spins, Schulthess and Butler [6] showed that the domain walls are unstable due to out-of-plane rotations of the AF spins. They conclude that spin flop coupling at compensated interfaces enhances the coercivity, but does not lead to exchange bias. Stiles and McMichael [7] drew a similar conclusion introducing spin flop coupling in their model for polycrystalline F/AF bilayers. Nowak et al. [8] proposed the so-called domain state model for exchange bias. In their model, the AF breaks up into magnetic domains due to domain wall pinning at random defects. The domains may carry a remnant surplus magnetization. This small net magnetic moment provides coupling across the interface. The authors find a bias shift for directions parallel to the antiferromagnetic anisotropy axis for spins in a single-crystal lattice.
In this paper, we calculate the bias field and coercivity of F/AF bilayers assuming a fully compensated interface. In contrast to the model of Stiles and McMichael [7] , we assume weak exchange coupling between the AF grains. The simulations show that a weak exchange interaction between randomly oriented AF grains and spin flop coupling at a perfectly compensated interface are sufficient to support exchange bias. Also, Fujiwara et al. [9] pointed out the necessity of taking into account a loose coupling between AF grains. In this paper, Section II describes the interacting grain model [10] . Section III discusses the bias mechanism and presents numerical results for the bias field as a function of the model parameters. In addition, domain processes in the F, in particular, the formation and annihilation of 360 domain wall loops, are reported.
II. MICROMAGNETIC BACKGROUND
The model consists of 60 60 AF grains with randomly oriented easy axes coupled to a ferromagnetic film. Fig. 1 shows the geometry of the interacting grain model. The model starts from the total energy for each grain, which is composed of the exchange energy terms, the AF anisotropy energy, an in-plane The sum over is over the nearest neighbor grains. is the grain diameter. , , and denote the exchange constants at the F grain boundaries and the AF grain boundaries, and at the AF-F interface. The exchange energies depend also on the lattice constant. We assume nm. denotes the unit vector of the spin direction in grain . is the unit vector parallel to the uniaxial anisotropy axis, and is the layer thickness. The indexes and denote the AF and F, respectively. is the grain size, is the external field, and is the spontaneous magnetic polarization of the F. Typical material parameters are nm, nm, nm, T (FeNi), J/m, J/m, J/m, and J/m . We assume a fully compensated interface, which leads to spin flop coupling. Shape effects of the ferromagnetic film are approximated by assuming an in-plane anisotropy proportional to the square of the magnetization.
First the system is field cooled using a Monte Carlo algorithm. The hysteresis loop is then calculated solving the Landau-Lifshitz-Gilbert equation for different applied fields. Details of the model can be found in [10] .
III. RESULTS
Weak exchange interactions between the AF grains were essential in that: 1) they partly suppress out of plane rotations of the antiferromagnetic moments and 2) provide the wall energy between lateral antiferromagnetic domains. The simulation show that the reversal of the F causes the formation of domains within the AF: Some of the AF grains switch irreversibly when the F reverses, whereas another part of the AF grains remain stable. After reversal of the F, the system stores energy in antiferromagnetic domain walls perpendicular to the interface, which, in turn, gives rise to the observed loop shift. Fig. 2 shows the calculated hysteresis loop for nm. The coercivity is mT and the bias field is mT. Exchange bias within the interacting grain model can be explained by the energy stored in AF domain walls. After field cooling, the AF shows a few domains with an extension of approximately 100 nm. After reversal of the F, these domains break up into smaller domains with a size of 60 nm. It is interesting that the position of the domains do not change, apart from the fact that they become larger or smaller. This corresponds to experimental results that local regions that had been the last to reverse under a decreasing field were the first to return to their original direction as the field was increased [11] . Both the TEM images of the ferromagnetic domain structure [11] and the simulated magnetization configuration in the F show remarkably stable 360 walls. Fig. 3 shows a sequence of calculated F magnetization configurations in the third quadrant of the hysteresis loop. A relatively high external field of mT has to be applied to remove the last 360 wall segment.
The calculated fields (bias field, coercivity, and ferromagnetic saturation field) are higher than in the experiments reported in [11] . This difference may be attributed to thermal effects not taken into account in the simulations. The simulations of the hysteresis loop are done at effectively zero Kelvin. Thermal activation over small energy barriers are not part of the standard Landau-Lifshitz-Gilbert equation. In the experiments, both the bias and coercive fields considerably decrease with increasing temperature [11] .
The dependence of the bias field on the AF thickness was calculated for different values of the uniaxial magnetocrystalline anisotropy constant in the AF (Fig. 4) . The bias field shows a maximum as a function of . With increasing uniaxial anisotropy in the AF, the maximum shifts toward lower , and the maximum bias field decreases.
This behavior may be explained analyzing the change in the antiferromagnetic domain structure as the F is reversed. Detailed investigations showed that there is a clear correlation between the number of switched AF grains and the bias field. As the F is reversed, a small fraction of the AF grains switches irreversibly. The large antiferromagnetic domains that are formed during field cooling break up into smaller domains. The reversed state stores some additional domain wall energy, which, in turn, leads to exchange bias. The wall energy depends on the pattern of switched AF grains. The bias field was found to be proportional to the ratio , where is the circumference of the pattern of switched AF grains and is the maximum possible circumference. The relation holds for the entire thickness range. This last equation explains the rapid increase of the bias field at low . The number of switched grains decreases with increasing uniaxial anisotropy in the AF magnet (Fig. 5) . As a consequence, the maximum possible bias field is lower for higher values.
