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In this paper, we use the analytic semigroup theory of linear operators and the fixed
point method to prove the existence of mild solutions for the semilinear fractional order
functional differential equations with impulse in a Banach space.
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1. Introduction
Fractional differential equations have aroused great interest recently, which is caused by both the intensive development
of the theory of fractional calculus and the application of physics, mechanics, chemistry engineering (for example [1,2]).
Regarding earlier works on the existence of solutions to fractional differential equations, we refer to [3–5] and references
cited in these papers. Liang et al. [6,7] have considered the Cauchy problem for nonlinear functional differential equations
with infinite delay. [8–12] investigated the existence and uniqueness of fractional functional equations by using the
nonlinear alternative of Leray–Schauder type. Zhou et al. [13–16] have studied the existence and uniqueness of fractional
functional equations by using Krasnoselskii’s fixed point theorem. Several authors [17–20] have investigated the impulsive
functional differential equations in abstract spaces. [21–27] discussed some existence results for nonlinear fractional
differential equationswith impulse. However, the existence results for impulsive fractional functional differential equations
are still in the initial stages. The recent surge in developing the theory of fractional differential equations has motivated the
present work.
In this paper, we shall consider the existence of mild solutions for the fractional order semilinear functional differential
equations with impulse as follows
Dαx(t) = Ax(t)+ f

t, xt ,
 t
0
e(t, s, xs)ds

, t ∈ J = [0, T ], t ≠ tk,
1x|t=tk = Ik(x(t−k )), k = 1, 2, . . . ,m,
x(t) = φ ∈ Ω
(1)
where A is the infinitesimal generator of an analytic semigroup of bounded linear operators, {T (t), t ≥ 0} on a Banach space
X, f : J × Ω × X → X is a given function, where Ω is a phase space defined in preliminaries. 0 = t0 < t1 <, . . . , tm <
tm+1 = T , Ik ∈ C(X, X) (k = 1, 2, . . . ,m) are bounded functions.1x|t=tk = x(t+k )−x(t−k ), x(t+k ) and x(t−k ) represent the left
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and right limits of x(t) at t = tk, respectively. We assume that the histories xt : [−τ , 0] → X, xt(s) = x(t + s), s ∈ [−τ , 0],
belong to an abstract phase spaceΩ .
In this paper, we use the analytic semigroup theory of linear operators and fixed pointmethod to prove the existence and
uniqueness of mild solution. The plan of the paper is as follows, In Section 2, we present some definition and preliminary
facts. In Section 3, we prove the existence ofmild solution to the fractional order semilinear functional differential equations
with impulse.
2. Preliminaries
Throughout this paper, (X, ∥ · ∥) is a Banach space. An operator A is said to be sectorial if there are constants ω ∈ R, θ ∈
[π2 , π],M > 0 such that the following two conditions are satisfied:(1) ρ(A) ⊂ Σθ,ω = {λ ∈ C : λ ≠ ω, | arg(λ− ω)| < θ},(2) ∥R(λ, A)∥L(X) ≤ M|λ− ω| , λ ∈ Σθ,ω.
Consider the following Cauchy problem for the Caputo fractional derivative evolution equation of order α(m − 1 < α <
m,m > 0 is an integer):
Dαx(t) = Ax(t),
x(0) = x, x(k)(0) = 0, k = 1, 2, . . . ,m− 1 (2)
where A is a sectorial operator. The solution operators Sα(t) of (2) is defined by (see [23])
Sα(t) = 12π i

Γ
eλtλα−1R(λα, A)dλ,
where Γ is a suitable path lying onΣθ,ω .
An operator A is said to belong to Cα(X;M, ω), if problem (2) has a solution operator Sα(t) satisfying ∥Sα(t)∥ ≤ Meωt , t ≥
0. Denote Cα(ω) := {Cα(X;M, ω) : M ≥ 1}, and Cα := {Cα(ω) : ω ≥ 0}.
Definition 2.1 ([27]). A solution operator Sα(t) of (2) is called analytic if Sα(t) admits an analytic extension to a sector
Σθ0 := {λ ∈ C\{0} : | arg λ| < θ0} for some θ0 ∈ (0, π2 ]. An analytic solution operator is said to be of analyticity type (θ0, ω0)
if for each θ < θ0 and ω > ω0 there is an M = M(θ, ω) such that ∥Sα(t)∥ ≤ MeωRet ,Σθ := {t ∈ C \ {0} : | arg t| < θ}.
Denote Aα(θ0, ω0) := {A ∈ Cα : A generates analytic solution operators Sα(t) of type (θ0, ω0)}.
Lemma 2.1 ([27]). Let α ∈ (0, 2), a linear closed densely defined operator A belong to Aα(θ0, ω0) iff λα ∈ ρ(A) for each λ ∈
Σθ0+ π2 , and for any θ < θ0, ω > ω0, there is a constant C = C(θ, ω) such that
∥λα−1R(λα, A)∥ ≤ C|λ− ω| , λ ∈ Σθ+ π2 (ω)
For any τ > 0, we have
Ω = {ψ : [−τ , 0] → X such that ψ(t) is bounded and measurable}
and equip the spaceΩ with the norm
∥ψ∥Ω = sup
s∈[−τ ,0]
|ψ(s)|, ∀ψ ∈ Ω.
We consider the space
Ωh = {x : [−τ , T ] → X such that xk ∈ C((tk, tk+1], X) and there exist x(t+k ) and x(t−k ) with x(tk) = x(t−k ),
x0 = φ ∈ Ω, k = 0, 1, . . . ,m},
where xk is the restriction of x to Jk = (tk, tk+1], k = 0, 1, . . . ,m. Set ∥ · ∥Ωh to be a seminorm inΩh defined by
∥x∥Ωh = ∥φ∥Ω + sup{|x(s)| : s ∈ [0, T ]}, x ∈ Ωh.
Definition 2.2. Let f : J ×Ω → X be a continuous function, and A is a sectorial operator. A continuous solution x(t) of the
integral equation
x(t) =
Sα(t)φ +
 t
0
(t − s)α−1Tα(t − s)f (s, xs)ds, 0 ≤ t ≤ T ,
φ(t), −τ ≤ t ≤ 0,
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where
Sα(t) := 12π i

Γ
eλtλα−1R(λα, A)dλ, Tα(t) := 12π i

Γ
eλtR(λα, A)dλ
and Γ is a suitable path lying onΣθ,ω , is said to be a mild solution of the initial value problem
Dαx(t) = Ax(t)+ f (t, xt), t ∈ J = [0, T ],
x(t) = φ ∈ Ω.
Lemma 2.2 ([27]). If α ∈ (0, 1) and A ∈ Aα(θ0, ω0), then for any x ∈ X and t > 0, we have
∥Tα(t)∥ ≤ Ceωt(1+ tα−1), t > 0, ω > ω0.
Definition 2.3. A function x ∈ Ωh solution of fractional integral equation
x(t) =

Sα(t)φ +
 t
0
Tα(t − s)f

s, xs,
 s
0
e(s, θ, xθ )dθ

ds, t ∈ [0, t1];
Sα(t − t1)(x(t−1 ))+ I1(x(t−1 ))+
 t
t1
Tα(t − s)f

s, xs,
 s
0
e(s, θ, xθ )dθ

ds, t ∈ (t1, t2];
...
Sα(t − tm)(x(t−m ))+ Im(x(t−m ))+
 t
tm
Tα(t − s)f

s, xs,
 s
0
e(s, θ, xθ )dθ

ds, t ∈ (tm, T ];
φ(t), −τ ≤ t ≤ 0
will be called a mild solution of problem (1).
In this paper, we will employ an axiomatic definition for the phase space Ω,Ω is a linear space of functions mapping
[−τ , 0] into X endowed with a seminorm ∥ · ∥Ω , which satisfies the following conditions:
(A1) If x : [−τ , T ] → X is a continuous on [0, T ] and x0 ∈ Ω , then xt ∈ Ω and xt is continuous in t ∈ [0, T ].
(A2) ∥φ(0)∥ ≤ K1∥φ∥Ω for φ ∈ Ω and some constant K1.
(A3) There existed measurable and locally bounded functions K(t) andM(t) of t ≥ 0 such that
∥xt∥Ω ≤ K(t) sup
θ∈[0,t]
∥x(θ)∥ +M(t)∥x0∥Ω ,
for t ∈ [0, T ] and x as in (A1).
In order to prove the existence of mild solution of IVP(1), we need following lemma.
Lemma 2.3. Let X be a Banach space, and U ⊂ X convex with 0 ∈ U, let F : U → U be a completely continuous operator, then
either
(a) F has a fixed point, or
(b) the set E = {x ∈ U : x = λF(x), 0 < λ < 1} is unbounded.
3. Main result
In this section, we give the main results on the existence of mild solutions of system (1).
To establish our results, we impose the following conditions;
(H1) f : [0, T ] ×Ω → X is continuous, and these exists Hf such that
∥f (t, ϕ)− f (t, ψ)∥ ≤ Hf ∥ϕ − ψ∥Ω .
(H2) K = supt∈[0,T ] K(t),M1 = supt∈[0,T ]M(t),NS = sup0<t<T ∥Sα(t)∥, and NT = sup0<t<T Ceωt(1+ t1−α).
(H3) The functions Ik : X → X are continuous and there exist constant d such that ∥Ik(x)∥ ≤ d, k = 1, 2, . . . ,m, for each
x ∈ X .
(H4) There exist ρ such that ∥Ik(x)− Ik(y)∥ ≤ ρ∥x− y∥, k = 1, 2, . . . ,m, for each x, y ∈ X .
(H5) For each (t, s) ∈ D := {(t, s) ∈ [0, T ] × [0, T ] : s ≤ t}, the function e(t, s, .) : D × Ω → X , is continuous and for
each x ∈ Ω, e(t, s, .) : D×Ω → X , is strongly measurable. There exists an integrable functionm : I → [0,∞) and a
constant γ > 0, such that
∥e(t, s, x)∥ ≤ γm(s)W (∥x∥),
whereW : [0,∞)→ [0,∞) is continuous nondecreasing function.
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(H6) The function f : J ×Ω × X → X satisfies the following Caratheodory conditions:
(a) t → f (t, x, y) is measurable for each (x, y) ∈ Ω × X ,
(b) (x, y)→ f (t, x, y) is continuous for almost all t ∈ J .
(H7) ∥f (t, x, y)∥ ≤ p(t)ψ(∥x∥Ω +∥y∥) for almost all t ∈ J and all x ∈ Ω, y ∈ X , where p ∈ L1(J, R+) andψ : R+ → (0,∞)
is continuous and increasing with
C2
 T
0
m(s)ds ≤  ∞
C1
ds
Ψ (s)+W (S) ,
where C1 = NS (∥x0∥+d)1−NS , C2 =
NT Tα
α(1−NS ) ,m(t) = max{C2p(t), γm(t)}.
(H8) e : D×Ωh → X , and there exists a constant He > 0, such that t
0
e(t, s, xs)− e(t, s, ys)ds
 ≤ He∥xs − ys∥Ω .
Remark 1. For each l > 0, we defineΩl = {x ∈ Ωh, ∥x∥ ≤ l}, then for each x, y ∈ Ωh, we havef t, xs,  t
0
e(t, s, xs)ds

− f

t, ys,
 t
0
e(t, s, ys)ds
 ≤ Hf [∥xs − ys∥Ω + He∥xs − ys∥Ω ]
≤ Hf [1+ He]∥xs − ys∥Ω .
We have the following theorem regarding the existence and uniqueness of mild solution for the IVP(1).
Theorem 3.1. Assume conditions (A), (H1), (H2), (H4), (H8) are satisfied, then the problem (1) has a unique mild solution
provided that
NS(ρ + 1)+ 1
α
NTHf (1+ He)KTα < 1.
Proof. Transform the problem (1) into a fixed point problem. Consider the operator F : Ωh → Ωh define by
Fx(t) =

Sα(t)φ +
 t
0
Tα(t − s)f

s, xs,
 s
0
e(s, θ, xθ )dθ

ds, t ∈ [0, t1];
Sα(t − t1)(x(t−1 ))+ I1(x(t−1 ))+
 t
t1
Tα(t − s)f

s, xs,
 s
0
e(s, θ, xθ )dθ

ds, t ∈ (t1, t2];
...
Sα(t − tm)(x(t−m ))+ Im(x(t−m ))+
 t
tm
Tα(t − s)f

s, xs,
 s
0
e(s, θ, xθ )dθ

ds, t ∈ (tm, T ];
φ(t), −τ ≤ t ≤ 0.
Let x, y ∈ Ωh, then for each t ∈ (0, t1], we have
∥Fx(t)− Fy(t)∥ ≤ NT
 t
0
(t − s)α−1Hf [1+ He]∥xs − ys∥Ωds ≤ NS(ρ + 1)+ 1
α
NTHf [1+ He]KTα∥x− y∥.
For t ∈ (t1, t2], we have
∥Fx(t)− Fy(t)∥ ≤ NS[∥x(t−1 )− y(t−1 )∥ + ρ∥x(t−1 )− y(t−1 )∥] + NT
 t
0
(t − s)α−1Hf [1+ He]∥xs − ys∥Ωds
≤

NS(ρ + 1)+ 1
α
NTHf (1+ He)KTα

∥x− y∥.
Similarly, we have
∥Fx(t)− Fy(t)∥ ≤

NS(ρ + 1)+ 1
α
NTHf (1+ He)KTα

∥x− y∥, t ∈ (ti, ti+1],
and
∥Fx(t)− Fy(t)∥ ≤

NS(ρ + 1)+ 1
α
NTHf (1+ He)KTα

∥x− y∥, t ∈ (tm, T ].
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Then, for each t ∈ [−τ , T ], we have
∥Fx(t)− Fy(t)∥ ≤

NS(ρ + 1)+ 1
α
NTHf (1+ He)KTα

∥x(t)− y(t)∥.
Therefore, F is a contraction operator, hence F has a unique fixed point by the Banach contraction principle. This is,
problem (1) has a unique mild solution. 
Next we give an existence result based on nonlinear alternative of Leray–Schauder applied to completely continuous
operator.
Theorem 3.2. If NS < 1 and conditions (A), (H2), (H3), (H5), (H6), (H7) are satisfied, then the problem (1) has at least one
mild solution.
Proof. Transform the problem (1) into a fixed point problem. Consider the operator F : Ωh → Ωh define by
Fx(t) =

Sα(t)φ +
 t
0
Tα(t − s)f

s, xs,
 s
0
e(s, θ, xθ )dθ

ds, t ∈ [0, t1];
Sα(t − t1)(x(t−1 ))+ I1(x(t−1 ))+
 t
t1
Tα(t − s)f

s, xs,
 s
0
e(s, θ, xθ )dθ

ds, t ∈ (t1, t2];
...
Sα(t − tm)(x(t−m ))+ Im(x(t−m ))+
 t
tm
Tα(t − s)f

s, xs,
 s
0
e(s, θ, xθ )dθ

ds, t ∈ (tm, T ];
φ(t), −τ ≤ t ≤ 0.
The proof is given in several steps.
Step 1. F is continuous. Let {xn} be a sequence such that xn → x inΩh, then for t ∈ [0, T ]we have
∥f (s, xns, .)− f (s, xs)∥ ≤ ϵ, n →∞,
become the function f is continuous, Now, for every t ∈ [0, t1], we have
∥F(xn)(t)− F(x)(t)∥ ≤ NT
 t
0
(t − s)α−1∥f (s, xns, .)− f (s, xs, .)∥ ≤ ϵT
αNT
α
.
Similarly, for t ∈ (ti, ti+1], we have
∥Fxn(t)− Fx(t)∥ ≤ NS[∥xn(t−i )− x(t−i )∥ + ρ∥Ii(xn(t−i ))− Ii(x(t−i ))∥] +
ϵTαNT
α
→ 0, as n →∞
and, for each t ∈ (tm, T ], we have
∥Fxn(t)− Fx(t)∥ ≤ NS[∥xn(t−m )− x(t−m )∥ + ρ∥Im(xn(t−m ))− Im(x(t−m ))∥] +
ϵTαNT
α
→ 0, as n →∞.
Since f and Ik, k = 1, 2, . . . ,m are continuous, we have F is continuous.
Step 2. F maps bounded sets into bounded sets inΩh. It is enough to show that for any r > 0, there exists a positive constant
l, such that for each x ∈ Br = {x ∈ Ωh, ∥x∥ ≤ r}we have ∥F(x)∥ ≤ l.
Since f is continuous, there exists a constantMr , such that
∥f (t, u, v)∥ ≤ Mr , u ∈ Ωh, v ∈ X, t ∈ [−τ , T ].
Then, for any x ∈ Br , t ∈ [0, t1], we have
∥Fx(t)∥ ≤ NSr + T
αNTMr
α
.
Similarly, for each t ∈ (ti, ti+1], i = 1, 2, . . . ,m, we have
∥Fx(t)∥ ≤ NS(r + d)+ T
αNTMr
α
.
Therefore, for each x ∈ Br , t ∈ [−τ , T ], we have
∥Fx(t)∥ ≤ NS(r + d)+ T
αNTMr
α
=: l.
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Step 3. F maps bounded sets into equicontinuous sets inΩh.
Let Br is a bounded set ofΩh as in Step 2. Then, for each s1, s2 ∈ [0, t1], s1 < s2, we have
∥F(x)(s2)− F(x)(s1)∥ ≤ M∥φ∥ |eωs2 − eωs1 | + NTMr
 s2
0
(s2 − s)α−1ds−
 s1
0
(s1 − s)α−1ds

≤ M∥φ∥ |eωs2 − eωs1 | + NTMr(s
α
2 − sα1 )
α
.
Similarly, for each s1, s2 ∈ [ti, ti+1], s1 < s2, we have
∥F(x)(s2)− F(x)(s1)∥ ≤ M(r + d)e−ωti |eωs2 − eωs1 | + NTMr(s
α
2 − sα1 )
α
.
As s2 → s1 the right-hand side of the above inequality tends to zero. The equicontinuity for the cases s1 < s2 ≤ 0 and
s1 ≤ 0 ≤ s2 is obvious.
As a consequence of Steps 1–3, together with Arzela–Ascoli theorem, we can conclude that F : Ωh → Ωh is continuous
and completely continuous.
Step 4. (A priori bounds.) We now show there exists an open set U ⊂ Ωh with x ≠ λF(x) for λ ∈ (0, 1) and x ∈ ∂U .
Let xλ ∈ U and xλ(t) = λF(xλ)(t) for 0 < λ < 1, we have
∥xλ(t)∥ =

λ

NS∥x0∥ + NT
 t
0
(t − s)α−1p(s)ψ

∥xλ(t)∥ +
 s
0
γm(τ )W (xτ )dτ

ds

t ∈ [0, t1];
λ

NS(∥xλ(t)∥ + d)+ NT
 t
t1
(t − s)α−1p(s)ψ

∥xλ(t)∥ +
 s
0
γm(τ )W (xτ )dτ

ds

, t ∈ (t1, t2];
...
λ

NS(∥xλ(t)∥ + d)+ NT
 t
tm
(t − s)α−1p(s)ψ

∥xλ(t)∥ +
 s
0
γm(τ )W (xτ )dτ

ds

, t ∈ (tm, T ];
φ(t), −τ ≤ t ≤ 0.
By the young inequality, for t ∈ (ti, ti+1], i = 1, 2, . . . ,m, we get that
∥xλ(t)∥ ≤ NS∥xλ(t)∥ + NSd+ T
αNT
α
 t
ti
p(s)ψ

∥xλ(s)∥ +
 s
0
γm(τ )W (xτ )dτ

ds,
and for all t ∈ (0, t1], we have
∥xλ(t)∥ ≤ NS∥x0∥ + T
αNT
α
 t
0
p(s)ψ

∥xλ(s)∥ +
 s
0
γm(τ )W (xτ )dτ

ds.
Then, for all t ∈ [0, T ], we have
∥xλ(t)∥ ≤ βλ(t) = C1 + C2
 t
0
p(s)ψ

∥xλ(s)∥ +
 s
0
γm(τ )W (xτ )dτ

ds,
where C1 = NS (∥x0∥+d)1−NS , C2 =
NT Tα
α(1−NS ) .
Computing β ′λ(t) for all t ∈ [0, T ], we arrive at
β ′λ(t) ≤ C2p(t)ψ

∥xλ(t)∥ +
 t
0
γm(τ )W (∥xλ(t)∥)dτ

ds ≤ C2p(t)ψ

βλ(t)+
 t
0
γm(τ )W (∥xλ(t)∥)dτ

ds.
Let ω(t) = βλ(t)+
 t
0 γm(τ )W (xτ )dτ , then ω(0) = βλ(0) and βλ(t) ≤ ω(t),
ω′(t) ≤ β ′λ(t)+ γm(t)W (∥xλ(t)∥) ≤ C2p(t)ψ(ω(t))+ γm(t)W (ω(t)) ≤ m(t)[ψ(ω(t))+W (ω(t))].
This implies that ω(t)
ω(0)
ds
ψ(s)+W (s) ≤
 T
0
m(s)ds ≤  ∞
0
ds
ψ(s)+W (s) ,
wherewe have used the fact: βλ(0) = C1, βλ(t) is positive and non-decreasing. Hence, by the above inequality, we conclude
that the set of functions {βλ(t) : λ ∈ (0, 1)} is bounded. This implies that U = {x ∈ Ωh : x = λF(x), λ ∈ (0, 1)} is
bounded in X . Since F : Ωh → Ωh is continuous and completely continuous. As consequence of the nonlinear alternative of
Leray–Schauder type, we deduce that F has a fixed point x inΩh. 
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