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a b s t r a c t
We show how to combine local Shepard operators with Hermite polynomials on the
simplex [C. K. Chui, M.-J. Lai, Multivariate vertex splines and finite elements, J. Approx.
Theory 60 (1990) 245–343] so as to raise the algebraic precision of the Shepard–Taylor
operators [R. Farwig, Rate of convergence of Shepard’s global interpolation formula, Math.
Comp. 46 (1986) 577–590] that use the same data and contemporaneously maintain
the interpolation properties at each sample point (derivative data included) and a good
accuracy of approximation. Numerical results are provided.
© 2012 Elsevier Ltd. All rights reserved.
0. Introduction
Recently a series of papers [1–7] have focused on the study of a general procedure to increase the algebraic precision, and
then the approximation order, of univariate andmultivariate approximation schemes using supplementary derivative data.
This procedure has been initially proposed in 2003 byHan [1] in the univariate case and applies to all schemes that reproduce
polynomials up to a certain degree, including most common types of interpolation, quasi-interpolation and moving least
squares. For an approximation scheme of order m and a dataset that provides r supplementary orders of derivative data at
each sample point, the procedure results in an approximation scheme of orderm+r . Similarly to thewell-known procedure
that replaces, in the initial approximation operator, each functional evaluation f

xi

with the Taylor polynomial for f of
order r at xi and results in a new approximation operator of order max{m, r}, the new procedure replaces each functional
evaluation with a modified (or reduced) version of the Taylor polynomial for f of order r . The modified Taylor polynomial
is obtained from classic Taylor polynomial by opportunely reducing its numerical coefficients [1,6]. As one expects, this
polynomial does not interpolate the derivative data of any order greater than zero. As a consequence, in thewell known case
of Shepard or local Shepard operators [8] the use of modified Taylor polynomial [7] instead of classic Taylor polynomial [9]
does not increase the precision of Shepard–Taylor combination, because the degree of exactness of Shepard operators is 0;
moreover, it involves a substantial loss of information, due to the lack of interpolation of supplementary derivative data.
In this paper, by following a well established procedure [10–12], we show how to combine a local version of Shepard
operators with three point interpolation polynomials, so as to raise the algebraic precision of Shepard–Taylor operators [9]
that use the same data and contemporaneously maintain the interpolation properties at each sample point (derivative data
included) and a good accuracy of approximation. This procedure is based on the association of each sample point with a
triangle with a vertex in it and other ones in its neighborhood. The association is realized to minimize the error of the three
point interpolation polynomial. To get the interpolation condition of Shepard–Taylor operators and to enhance, at the same
time, its algebraic precision, we use specially selected three point Hermite interpolation polynomials; such polynomials are
particular cases of a general class of Hermite interpolation polynomials on the simplex well known in the literature [13].
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The paper is organized as follows. In Section 1 we first present the general problem of the enhancement of the algebraic
precision of a linear operator by using supplementary derivative data and then specialize to the particular case of Shepard
operator. In Section 2 we establish some special notations and terminologies needed to recall the general formulation of
Hermite interpolation polynomials on the two dimensional simplex. We work out examples for r = 1, 2 that will be used
later in the paper. We also provide some useful results concerning error of approximation and limit behavior of this special
kind of polynomial expansions. In Section 3 we define the Shepard–Hermite operators in the bivariate case and study their
remainder terms. In Section 4 we provide numerical results obtained by applying the Shepard–Hermite operators to the
scattered data interpolation problem in some special situations.
1. Preliminary results and position of the problem
LetΩ ⊂ Rs, s ∈ N be a compact convex domain whose interior is non-empty. LetN = x1, x2, . . . , xN ⊂ Ω,N ∈ N, be
a set of N distinct points (called nodes or sample points) with associated functional evaluations, f (x1), . . . , f (xN), f ∈ C r(Ω)
and F = {φ1, φ2, . . . , φN} ⊂ C r(Ω) be a set of functions which depend only on the node setN . We suppose that functions
in F are cardinal, i.e.
φi

xk
 = δik i, k = 1, . . . ,N (1)
and form a partition of unity, i.e.
N
i=1
φi(x) = 1. (2)
Therefore the linear operator
L [f ] (x) =
N
i=1
φi (x) f

xi

(3)
interpolates f at each sample point xi and reproduces exactly constant functions. Let m ≥ 0 be the algebraic degree of
exactness of L[f ]: of coursemwill depend on F . In the following we suppose that functional evaluations and all derivatives
up to a fixed order r ≥ 1 are given at each sample point. Under this assumption it is well known that, by replacing functional
evaluations f (xi) in (3) with the Taylor polynomial of order r for f centered at xi, i = 1, . . . ,N
Tr [f , xi](x) =
r
j=0
f (j)

xi

j!

x− xij (4)
we obtain operator
LTr [f ] (x) =
N
i=1
φi(x)Tr [f , xi](x) (5)
with algebraic degree of exactnessmax{m, r}. The idea ofHan in the univariate case [1], in embryonic stage in the Ph.D. thesis
of Kraaijpoel and van Leeuwen [6] and subsequently studied bymany authors in themultivariate case [3,4,7], consists in the
substitution of the Taylor polynomial of order r for f centered at xi with a modified version T˜r of this polynomial defined as
follows
Tr [f , xi](x) = r
j=0
aj
f (j)

xi

j!

x− xij (6)
with
aj := r!(m+ r − j)!
(m+ r)!(r − j)! , j = 0, 1, . . . , r. (7)
It is easy to prove that coefficients aj in (7) are all less than 1. For this reason the modified Taylor polynomial is also called
the reduced Taylor polynomial [6] and in the following we will use this last appellation. By this modification, we obtain the
operator
LT˜r [f ] (x) =
N
i=1
φi(x)Tr [f , xi](x) (8)
which interpolates f at each sample point xi and has algebraic degree of exactnessm+ r .
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In the following we will specialize to the case of local Shepard basis functions [8], i.e. we let φi(x) = Wµ,i(x)withWµ,i(x) := Wµ,i (x)N
k=1
Wµ,k (x)
, µ > 0
where
Wµ,i(x) :=

1
di (x)
− 1
Rwi
µ
+
,
Rwi is the radius of influence about node x
i and di(x) is the Euclidean distance between x and xi. In practice the radius Rwi is
computed to include at least Nw points in the open ball B

xi, Rwi
 = {x: di (x) < Rwi} [14]; as a consequence, the value at a
point x ∈ Ω of the local Shepard operator
S [f ] (x) =
N
i=1
Wµ,i(x)f xi (9)
depends only on the data Nx =

xi ∈ N : di(x) < Rwi

. The operator S [f ] has algebraic degree of exactness 0; for µ ∈ N,
µ ≥ 1, basis functions Wµ,i (x) are at least of class Cµ−1(Ω) and all partial derivatives of Wµ,i up to the orderµ−1 are zero:W (p1,...,ps)µ,i xk = 0, k = 1, . . . ,N; (p1, . . . , ps) ∈ Zs+, 1 ≤ p1 + · · · + ps ≤ µ− 1;
as a consequence the local Shepard–Taylor operator [9]
STr [f ] (x) =
N
i=1
Wµ,i(x) r
j=0
f (j)

xi

j!

x− xi (10)
has algebraic degree of exactness r and interpolates on all data required for its definition, provided that µ > r + 1.
By replacing the Taylor polynomial Tr [f ]with the reduced Taylor polynomial T˜r [f ]we obtain the Shepard-reduced Taylor
operator recently studied in [7]
STr [f ] (x) =
N
i=1
Wµ,i(x) r
j=0
aj
f (j)

xi

j!

x− xi . (11)
This replacement does not increase the degree of exactness of the combined Shepard–Taylor operator since the local
Shepard operator has degree of exactnessm = 0. Moreover the resulting operator (11) loses interpolation properties of the
Shepard–Taylor operator (10) which uses the same data, with the exception of the interpolation of functional evaluations:
in fact the reduced Taylor polynomial (6) does not interpolate successive derivatives of f at the node xi of any order greater
than zero. Then a question arises. By assuming that all functional evaluations and supplementary derivative data up to a
fixed order r are given at each node xi, we wonder if it is possible to enhance the degree of exactness of the Shepard operator
to p = r + q, with q > 0, maintaining the interpolation properties of the Shepard–Taylor operator STr [f ] and the accuracy of
approximation of the operator STp [f ]. In this paperwegive a positive answer to theprevious questionby combining in a special
way local Shepard operators with well known Hermite interpolation polynomials on the simplex [13]. To simplify notations
wewill consider only the bivariate case, but the procedure we propose has a direct generalization to the s-dimensional case.
2. Some remarks on the Hermite polynomial on the simplex
The formulation of the Hermite interpolation polynomials on the vertices of a simplex ∆n ⊂ Rn, given by Chui and Lai
in a famous paper of 1991 [13] in connection with the notion of super vertex splines, is here readapted to∆2 ⊂ R2 for our
purpose. It is very technical and requires some preliminary notations and definitions.
Let us denote by Z2+ the set of all couples with non-negative integer components in the euclidean space R2. As usual, for
β = (β1, β2) ∈ Z2+, we will use the notations |β| = β1 + β2, β! = β1!β2! and β ≤ α if and only if βi ≤ αi for all i = 1, 2.
Let xi = xi1, xi2 , i = 0, 1, 2 be not collinear points in an anticlockwise ordering and let denote by∆2 the two-dimensional
simplex of vertices x0, x1, x2. The barycentric coordinates (λ0(x), λ1(x), λ2(x)) of a generic point x ∈ R2 relative to the
simplex∆2, are defined by
λ0(x) = A

x, x1, x2

A

x0, x1, x2
 , λ1 (x) = A x0, x, x2
A

x0, x1, x2
 , λ2(x) = A x0, x1, x
A

x0, x1, x2

where A

x0, x1, x2

is the signed area of the simplex of vertices x0, x1, x2. We will use also notations
Dijf =

xi − xj · ∂ f
∂x
,
∂ f
∂y

, i, j = 0, 1, 2
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for the derivative of f along the directed line segment from xj to xi and
Dβ0 := Dβ110Dβ220, Dβ1 := Dβ101Dβ221, Dβ2 := Dβ102Dβ212
for the composition of derivatives along the directed sides of the simplex. In addition, let ci, i = 0, 1, 2 be the projection
from Z3+ to Z2+ which associates to each α = (α0, α1, α2) ∈ Z3+ the couple obtained from α deprived of the component i
respectively, i.e.
c0α = (α1, α2), c1α = (α0, α2), c2α = (α0, α1).
The following Theorem was proven in [13, Theorem 3.1.1] in the general case of∆n ⊂ Rn.
Theorem 1. In Bézier representation with respect to ∆2, the Taylor polynomial of order p of a sufficiently smooth function f
centered at the vertex x0 is given by
Tp

f , x0

(x) =

|α|=p
α∈Z3+

β≤c0α
β∈Z2+

c0α
β

(p− |β|)!
p! D
β
0 f

x0

φpα (λ0(x), λ1(x), λ2 (x)) (12)
where
φpα (λ0(x), λ1(x), λ2(x)) =
p!
α!λ0(x)
α0λ1(x)α1λ2(x)α2 .
Now we will specify certain Hermite-type interpolation conditions on the vertices of a two-dimensional simplex which
ensure uniqueness of interpolation in bivariate polynomial spaces P px of total degree not greater than p. For this purpose,
we need some additional definitions.
Definition 2. A subsetM2 of Z2+ is called a lower set if for each β, γ ∈ Z2+, β ∈ M2 and 0 ≤ γ ≤ β it results γ ∈ M2.
Let Γ 2r :=

β ∈ Z2+ : |β| ≤ r

,Λ3r :=

α ∈ Z3+ : |α| = r

and Ari the raising map from Γ
2
r toΛ
3
r defined by
Ar0β = (r − |β| , β1, β2) , Ar1β = (β1, r − |β|, β2) , Ar2β = (β1, β2, r − |β|) , β ∈ Z2+.
Definition 3. A collection of subsetsM20 ,M
2
1 ,M
2
2 of Γ
2
r is said to form a partition ofΛ
3
r if
(1) AriM
2
i ∩ ArjM2j = ∅ for i ≠ j, and
(2)
2
i=0 A
r
iM
2
i = Λ3r .
The following Theoremwas proven in [13, Theorem 3.1.4] in the general case of∆n ⊂ Rn and lower setsMn0 ,Mn1 , . . . ,Mnn
forming a partition ofΛn+1r .
Theorem 4. Let M20 =

β ∈ Z2+ : |β| ≤ r

and M21 , M
2
2 lower sets forming a partition of Λ
3
r . Then for any given set of data
fi,β ∈ R : β ∈ M2i , i = 0, 1, 2

there exists a unique polynomial H∆2p,r of total degree p = r + q satisfying
Dβi H
∆2
p,r

xi
 = fi,β , β ∈ M2i , i = 0, 1, 2.
Moreover, H∆2p,r (x)may be formulated in the Bézier representation of total degree p with respect to the simplex∆2 as follows
H∆2p,r (x) =
2
i=0

β∈M2i

γ≤β

β
γ

(p− |γ |)!
p! fi,γ

φ
p
Api β
(λ0 (x) , λ1(x), λ2 (x)) (13)
where
φ
p
Api β
(λ0(x), λ1(x), λ2(x)) = p!
Api β
!λ0(x)

Api β

0λ1(x)

Api β

1λ2(x)

Api β

2 .
Let f be a function of class Cp (Ω). Following above notations we set fi,β = Dβi f

xi

β ∈ M2i , i = 0, 1, 2 and H∆2p,r [f ] (x) :=
H∆2p,r (x); then for each x ∈ Ω we have
f (x) = H∆2p,r [f ] (x)+ RH,∆2p,r [f ] (x) (14)
where RH,∆2p,r [f ] (x) is the remainder term.We emphasize thatH
∆2
p,r [f ] interpolates functional evaluations of f at the vertices,
all partial derivatives of f up to the order r at x0 and some directional derivatives at the remaining vertices for a total of
F.A. Costabile et al. / Computers and Mathematics with Applications 64 (2012) 3641–3655 3645
dim

P
p
x
 =  p+22  interpolation conditions. As a result of the uniqueness of interpolation, H∆2p,r [·] leaves invariant all
polynomials of total degree not greater than p. The last property is particularly useful since it allows us to get explicit
expression for the remainder RH,∆2p,r [f ] (x). In fact, let us assume that f ∈ Cp (Ω) and that the partial derivatives ∂pf∂xp−i∂yi
of order p are Lipschitz continuous inΩ for each i = 0, . . . , p. We denote the space of such functions with Cp,1 (Ω) and we
associate to this space the seminorm
|f |p,1 = sup
i=0,...,p

 ∂pf
∂xp−i∂yi

x1
− ∂pf
∂xp−i∂yi

x2
x1 − x22 , x1 ≠ x2 inΩ
 .
Furthermorewe set ρ = max x0 − x12 , x0 − x22 , x1 − x22 and S−1 = 2×A x0, x1, x2. By the Cauchy–Schwartz
inequality it follows that
|λi(x)| ≤ ρS
x− x02 , i = 1, 2. (15)
Moreover, by the binomial theorem it results
λk0(x) = (1− λ1 (x)− λ2(x))k
=
k
i=0

k
i

(−1)k
i
j=0

i
j

λ
i−j
1 (x)λ
j
2(x)
and then
λk0(x) ≤ ρS x− x02k k
i=0

k
i
 i
j=0

i
j

. (16)
The following Theorem holds.
Theorem 5. Let Ω be a compact convex domain containing ∆2 and f ∈ Cp,1 (Ω). Then, for each x ∈ Ω , we have
H∆2p,r [f ] (x) = Tp

f , x0

(x)+ δ∆2p,r (x) (17)
where Tp

f , x0

(x) is the Taylor polynomial of order p for f centered at x0 andDκ101Dκ202δ∆2p,r (x) ≤ |f |p,1 ρ2+|κ| ρ2Sp−|κ|max ρp−|κ|, x− x0p−|κ|2  Kκ (p) (18)
for each κ = (κ1, κ2) s.t. |κ| ≤ p. Kκ (p) are explicitly computable constants independent on f or x.
Proof. For κ = (0, 0)we rewrite (13) by expanding the sum of index i, i.e.
H∆2p,r (x) =

β∈M20

γ≤β

β
γ

(p− |γ |)!
p! D
γ
0 f

x0

φ
p
Ap0β
(λ0(x), λ1 (x) , λ2(x))
+

β∈M21

γ≤β

β
γ

(p− |γ |)!
p! D
γ
1 f

x1

φ
p
Ap1β
(λ0(x), λ1(x), λ2 (x))
+

β∈M22

γ≤β

β
γ

(p− |γ |)!
p! D
γ
2 f

x2

φ
p
Ap2β
(λ0(x), λ1(x), λ2 (x)) . (19)
By the Taylor Theorem with integral remainder we get
Tp−|γ |

Dγ1 f , x
0 x1 = 
|α|=p−|γ |
α∈Z3+

δ≤α
δ∈Z2+
(p− |δ| − |γ |)!
δ1!δ2! (α1 − δ1)! (α2 − δ2)!
× D
δ
0D
γ
1 f

x0

λ0

x1
α0 λ1 x1α1 λ2 x1α2
α0!
+
 1
0
Dp−γ+10 D
γ
1 f

x0 + t x1 − x0
(p− |γ | + 1)! (1− t)
p−|γ |+1 dt
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and
Tp−|γ |

Dγ2 f , x
0 x2 = 
|α|=p−|γ |
α∈Z3+

δ≤α
δ∈Z2+
(p− |δ| − |γ |)!
δ1!δ2! (α1 − δ1)! (α2 − δ2)! ×
Dδ0D
γ
2 f

x0

λ0

x2
α0 λ1 x2α1 λ2 x2α2
α0!
+
 1
0
Dp−γ+10 D
γ
2 f

x0 + t x2 − x0
(p− |γ | + 1)! (1− t)
p−|γ |+1 dt
where p− γ + 1 := (p− γ1 + 1, p− γ2 + 1). By the property
λi

xj
 = δij, i, j = 0, 1, 2
it follows that
Tp−|γ |

Dγ1 f , x
0 x1 = 
δ1≤p−|γ |
δ∈Z2+
1
δ1!D
δ1
10D
γ
1 f

x0
+  1
0
Dp−γ+10 D
γ
1 f

x0 + t x1 − x0
(p− |γ | + 1)! (1− t)
p−|γ |+1 dt (20)
and
Tp−|γ |

Dγ2 f , x
0 x2 = 
δ2≤p−|γ |
δ∈Z2+
1
δ2!D
δ2
20D
γ
2 f

x0
+  1
0
Dp−γ+10 D
γ
2 f

x0 + t x2 − x0
(p− |γ | + 1)! (1− t)
p−|γ |+1 dt. (21)
By substituting the relations (20) and (21) in (19) we have
H∆2p,r (x) = Tp

f , x0

(x)+ δ∆2p,r (x)
where
δ∆2p,r (x) =

β∈M21

γ≤β

β
γ

(p− |γ |)!
p!
 1
0
Dp−γ+10 D
γ
1 f

x0 + t x1 − x0
(p− |γ | + 1)! (1− t)
p−|γ |+1 dt
× p!
(p− |β|)!β1!β2!λ0(x)
β1λ1(x)p−|β|λ2(x)β2
+

β∈M22

γ≤β

β
γ

(p− |γ |)!
p!
 1
0
Dp−γ+10 D
γ
2 f

x0 + t x2 − x0
(n− |γ | + 1)! (1− t)
p−|γ |+1 dt
× p!
(p− |β|)!β1!β2!λ0(x)
β1λ1(x)β2λ2 (x)p−|β| (22)
and
Tp

f , x0

(x) =

β∈M20

γ≤β

β
γ

(p− |γ |)!
p! D
γ
0 f

x0

φ
p
Ap0β
(λ0(x), λ1 (x) , λ2(x))
+

β∈M21

γ≤β

β
γ

(p− |γ |)!
p!

δ1≤p−|γ |
δ∈Z2+
Dδ110D
γ
1 f

x0

δ1! φ
p
Ap1β
(λ0(x), λ1(x), λ2(x))
+

β∈M22

γ≤β

β
γ

(p− |γ |)!
p!

δ2≤p−|γ |
δ∈Z2+
Dδ220D
γ
2 f (x
0)
δ2! φ
p
Ap2β
(λ0(x), λ1(x), λ2(x)) .
To obtain the bound (18) in the considered case we take the modulus of both sides of (22); by using relations (15) and (16)
we haveδ∆2p,r (x)
|f |p,1
≤ ρp+2 ρ2Sp x− x02
ρ
p
β∈M21

γ≤β

β
γ

(p− |γ |)!
(p− |γ | + 2)!
β1
i=0

β1
i
 i
j=0

i
j

(p− |β|)!β1!β2!
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+

β∈M22

γ≤β

β
γ

(p− |γ |)!
(p− |γ | + 2)!
β1
i=0

β1
i
 i
j=0

i
j

(p− |β|)!β1!β2!
 .
The result follows by setting
K(0,0) (p) =

β∈M21

γ≤β

β
γ

(p− |γ |)!
(p− |γ | + 2)!
 β1
i=0

β1
i
 i
j=0

i
j

(p− |β|)!β1!β2!
+

β∈M22

γ≤β

β
γ

(p− |γ |)!
(p− |γ | + 2)!
 β1
i=0

β1
i
 i
j=0

i
j

(p− |β|)!β1!β2!
and by distinguishing the cases
x− x02 ≤ ρ and x− x02 > ρ. The cases |κ| ≥ 1 can be obtained analogously by
considering the derivative of δ∆2p,r (x). It remains to prove that Tp

f , x0

(x) is the Taylor polynomial for f of order p centered
at x0 (12). For this purpose we note that from the bounds (18) we get
lim
ρ→0
ρ2S=const
δ∆2p,r (x)Wp,∞(∆2) = 0
where we have denoted with ∥·∥Wp,∞(∆2) the Sobolev norm
∥f ∥Wp,∞(∆2) =

|κ|≤p
Dκ101Dκ202f L∞(∆2) .
By setting α and β as the adjacent angles to the side of length ρ, we see that ρ2S = sin(a+β)sinα sinβ depends only on the form
of simplex ∆2. Therefore, since H
∆2
p,r [·] leaves invariant all polynomials of total degree not greater than p it follows from
[15, Theorem 5] that
lim
ρ→0
ρ2S=const
f (x)− H∆2p,r [f ] (x)Wp,∞(∆2) = 0
and therefore by the triangle inequality we getf (x)− Tp f , x0 (x)Wp,∞({x0}) ≤ limρ→0
ρ2S=const
f (x)− H∆2p,r [f ] (x)Wp,∞(∆2) + limρ→0
ρ2S=const
δ∆2p,r (x)Wp,∞(∆2)
= 0.
Consequently all partial derivatives up to the order p of Tp

f , x0

(x) at x0 coincide with corresponding partial derivatives
of f at x0. The result follows by the uniqueness of classic Taylor interpolation [16] noting that Tp

f , x0

(x) is a polynomial
of degree not greater than p. 
Corollary 6. In the hypothesis of Theorem 5 for all x ∈ Ω we have
RH,∆2p,r [f ] (x) = RTp

f , x0

(x)− δ∆2p,r (x) (23)
where RTp

f , x0

(x) is the remainder term in Taylor expansion; moreoverDκ101Dκ202RH,∆2p,r [f ] (x) ≤ |f |p,1 ρ2+|κ| ρ2Sp−|κ|max ρp−|κ|, x− x0p−|κ|2  K˜κ (p) (24)
with
K˜κ (p) = 2
p−|κ|
(p− |κ| − 1)! + Kκ (p) . (25)
Proof. Eq. (23) trivially follows from Eq. (17); bounds (24) follow from the triangular inequality by bounding Taylor
remainder in a classic way [10]. 
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Fig. 1. Lower sets for H∆22,1 [f ] (x).
2.1. Particular cases
Of particular interest are expansions (14) for r = 1, 2 that will be used later in the paper. In order to get these
expansions, we graphically represent the corresponding lower sets by Bézier nets as in [13]. In particular we denote
functional evaluations by balls on the vertices of the simplex and derivatives along the directed line segment by balls on
the sides; mixed derivatives are then denoted by balls in the interior of the simplex. As in Theorem 4, we fix M20 such that
we interpolate f and all its partial derivatives up to the order r at the vertex x0 and lower sets M21 ,M
2
2 so as to maintain a
certain symmetry in the distribution of the remaining interpolation conditions at the vertices x1, x2.
2.1.1. Case r = 1
Let us suppose that functional evaluations and first order derivatives of a function f are given at the vertices of∆2, that
is r = 1. Let us fix lower sets
M20 = {(0, 0) , (1, 0) , (0, 1)} ,
M21 = {(0, 0) , (0, 1)} , (26)
M22 = {(0, 0)} .
In Fig. 1 we graphically represent the Bézier net according to the corresponding M2i , i = 0, 1, 2 in (26). The corresponding
interpolation polynomial in Bézier representation is
H∆22,1 [f ] (x) = f

x0

λ0(x) (λ0(x)+ 2λ1 (x)+ 2λ2(x))
+ f x1 λ1(x) (λ1(x)+ 2λ2 (x))+ f x2 λ22(x)+ D10f x0 λ0(x)λ1 (x)
+D20f

x0

λ0 (x) λ2(x)+ D21f

x1

λ1 (x) λ2(x). (27)
The polynomial H∆22,1 [f ] (x) has algebraic degree of exactness 2. Therefore in the case r = 1, H∆22,1 has degree of precision
increased by 1 with respect to the Taylor polynomial that uses the same data at x0.
2.1.2. Case r = 2
Let us suppose that functional evaluations, first and second order derivatives of a function f are given at the vertices of
∆2, that is r = 2. Let us fix lower sets
M20 = {(0, 0) , (1, 0) , (0, 1) , (2, 0) , (1, 1) , (0, 2)} ,
M21 = {(0, 0) , (0, 1)} , (28)
M22 = {(0, 0) , (0, 1)} .
In Fig. 2 we graphically represent the Bézier net according to the corresponding M2i , i = 0, 1, 2 in (28). In this case we
fix lower sets M21 ,M
2
2 to obtain an interpolant with degree of exactness 3, that is, we fix 10 interpolation conditions. The
corresponding interpolation polynomial is given by
H∆23,2 [f ] (x) = f

x0

λ0(x)

λ0(x)

λ0 (x)+ 3λ1(x)+ 3λ2(x)

+ 3 (λ1(x)+ λ2(x))2
+ f x1 λ21(x) (λ1(x)+ 3λ2 (x))+ f x2 λ22 (x) (3λ1(x)+ λ2(x))
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Fig. 2. Lower sets for H∆23,2 [f ] (x).
Fig. 3. Lower sets for H∆24,2 [f ] (x).
+D10f

x0

λ0 (x) λ1(x) (λ0 (x)+ 2λ1 (x)+ 2λ2(x))
+D20f

x0

λ0 (x) λ2(x) (λ0 (x)+ 2λ1 (x)+ 2λ2(x))
+D21f

x1

λ21 (x) λ2 (x)+ D12f

x2

λ1 (x) λ22 (x)
+ 1
2
D210f

x0

λ0 (x) λ21 (x)+
1
2
D220f

x0

λ0 (x) λ22(x)+ D10D20f

x0

λ0 (x) λ1 (x) λ2(x). (29)
The polynomial H∆23,2 [f ] (x) has degree of precision 3. Therefore also in the case r = 2, H∆23,2 has degree of precision increased
by 1 with respect to the Taylor polynomial that uses the same data at x0. Nevertheless, in case r = 2 it is possible to fix
others lower sets, as for example those depicted in Fig. 3. In this case we obtain polynomial
H∆24,2 [f ] (x) = f

x0

λ20 (x)

λ20(x)+ 2 (λ1(x)+ λ2 (x)) (2λ0 (x)+ 3 (λ1(x)+ λ2 (x)))

+ f x1 λ21 (x) (4λ0(x) (λ1(x)+ 3λ2 (x))+ λ1(x) (λ1(x)+ λ2 (x)))
× f x2 λ22 (x) ((3λ1 (x)+ λ2(x)) (4λ0(x)+ 2λ1 (x))+ λ2(x) (2λ1(x)+ λ2 (x)))
+D10f

x0

λ20 (x) λ1 (x) (λ0(x)+ 3λ1 (x)+ 3λ2 (x))
+D20f

x0

λ20 (x) λ2 (x) (λ0(x)+ 3λ1 (x)+ 3λ2 (x))
+D01f

x1

λ0 (x) λ21(x) (λ1(x)+ 3λ2 (x))+ D21f

x1

λ21 (x) λ2 (x) (3λ0(x)+ λ1 (x))
+D02f

x2

λ0 (x) λ22(x) (3λ1(x)+ λ2(x))+ D12f

x2

λ1 (x) λ22(x) (3λ0(x)+ 3λ1 (x)+ λ2(x))
+ 1
2
D210

x0

λ20(x)λ
2
1 (x)+
1
2
D20f

x0

λ20(x)λ
2
2 (x)
+D10D20f

x0

λ20 (x) λ1 (x) λ2(x)+ D01D21f

x1

λ0 (x) λ21 (x) λ2(x)
+ 1
2
D212f

x2

λ21(x)λ2 (x)
2 + D02D12f

x2

λ0 (x) λ1 (x) λ22(x). (30)
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The degree of precision of H∆24,2 is 4, hence it increases by 2 the degree of precision of the Taylor polynomial that uses the
same data at x0.
3. The bivariate Shepard–Hermite operator
For each i = 1, . . . ,N we associate to xi the simplex∆2(i) with fixed vertex xi and vertices in B

xi, Rwi

(see Section 1)
which minimize the quantity ρ2i

ρ2i Si
p according to Corollary 6 and Theorem 5.
Definition 7. For each µ > 0 and p = 1, 2, . . . the bivariate Shepard–Hermite operator is defined by
SHp,r [f ] (x) =
N
i=1
Wµ,i(x)H∆2(i)p,r [f ] (x) , x ∈ Ω (31)
where H∆2(i)p,r [f ] (x) is the Hermite interpolating polynomial (13) on the simplex∆2 (i), i = 1, . . . ,N . The remainder term is
RHp,r [f ] (x) = f (x)− SHp,r [f ] (x) , x ∈ Ω. (32)
Convergence results can be obtained by following the well known approaches [17, Section 15.4], [10,18]. We set:
(i) Ix =

i ∈ {1, . . . ,N} : x− xi < Rwi, x ∈ Ω;
(ii) M = supx∈Ω {card (Ix)};
(iii) di = 2Rwi , i = 1, . . . ,N;
(iv) Cα,β > 0, α, β ∈ N: 0 < α + β ≤ µ− 1 constants satisfying
sup
x∈B(xi,Rwi)
∂α+βWµ,i (x)∂xα∂yβ
 ≤ Cα,βdα+βi ;
(v) τi = ρ2i Si, i = 1, . . . ,N .
Theorem 8. We have
sup
x∈Ω
RHp,r [f ] (x) ≤ K˜(0,0) (p) |f |p,1 maxi∈Ix ρ2i τ pi dpi 
where K˜(0,0) (p) is the constant defined in (25).
Proof. As the Shepard basis form a partition of unity (2), we get
RHp,r [f ] (x) = f (x)− SHp,r [f ] (x)
=

i∈Ix
Wµ,i (x) f (x)− H∆2(i)p,r [f ] (x)
and therefore, from (24) it resultsRHp,r [f ] (x) ≤ 
i∈Ix
Wµ,i(x) f (x)− H∆2(i)p,r [f ] (x)
≤

i∈Ix
Wµ,i (x) |f |p,1 ρ2i ρ2i Sip dpi K˜(0,0) (p)
≤ |f |p,1 K˜(0,0) (p)max
i∈Ix

ρ2i τ
p
i d
p
i

. 
Theorem 9. Let f be a function of class Cp,1 (Ω). Then for each α, β ∈ N such that 0 < α + β < µ the following bound holds:
sup
x∈Ω
∂α+βRHp,r [f ]∂xα∂yβ
 ≤ Cα,βMmaxi∈Ix ρ2+α+βi τ pi dp−(α+β)i  |f |p,1
where
Cα,β =

|κ|≤α+β

|κ|≤α+β

α
κ1

β
κ2

Cα−κ1,β−κ2 K˜κ (p)
with K˜κ (p) as in Theorem 5 and Cα−κ1,β−κ2 defined above.
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Proof. By differentiating α times with respect to x and β times with respect to y, 0 < α + β < µ, both sides of (32), by
using Leibniz’ rule, we get
∂α+βRHp,r [f ] (x)
∂xα∂yβ
=

i∈Ix

|κ|≤α+β

α
κ1

β
κ2

∂α+β−|κ|Wµ,i (x)
∂xα−κ1∂yβ−κ2
∂ |κ|RH,∆2(i)p,r [f ] (x)
∂xκ1∂yκ2
.
Therefore, by settings (i)–(v), it results∂α+βRHp,r [f ] (x)∂xα∂yβ
 ≤ 
i∈Ix

|κ|≤α+β

α
κ1

β
κ2
 ∂α+β−|κ|Wµ,i (x, y)∂xα−κ1∂yβ−κ2

∂ |κ|RH,∆2(i)p,r [f ] (x)∂xκ1∂yκ2

≤

i∈Ix

|κ|≤α+β

α
κ1

β
κ2

Cα−κ1,β−κ2
dα+β−|κ|i
|f |p,1 ρ2+|κ|i

ρ2i Si
p−|κ|
dp−|κ|i K˜κ (p)
≤

|κ|≤α+β

α
κ1

β
κ2

Cα−κ1,β−κ2M |f |p,1 maxi∈Ix

ρ
2+α+β
i τ
p
i d
p−(α+β)
i

K˜κ (p) . 
The following statements can be easily checked.
Theorem 10. The operator SHp,r [·] interpolates on all data required for its definition, provided that µ > r + 1.
Proof. H∆2(i)p,r [f ] interpolates f and all its partial derivatives up to the order r at xi, for each i = 1, . . . ,N . Moreover, as
pointed out in Section 1 the local Shepard basis is cardinalWµ,i xk = δik, i, k = 1, . . . ,N
and W (α,β)µ,i xk = 0, k = 1, . . . ,N; (α, β) ∈ Z2+, 1 ≤ a+ β ≤ µ− 1. 
Theorem 11. The algebraic precision of the operator SHp,r [·] is p.
Proof. The algebraic precision of the operator H∆2(i)p,r [f ] (x) is p for i = 1, . . . ,N and as pointed out in Section 1 the local
Shepard basis is a partition of unity.
4. Numerical results
To test the accuracy of approximation of the bivariate Shepard–Hermite operators in the multivariate interpolation of
large sets of scattered data, we test the local Shepard operator combined with Hermite interpolation polynomials (27), (29)
and (30) on a set of well known test function on the unit squareΩ = [0, 1]× [0, 1] [19,20].
Exponential : F1 = 0.75 exp

− (9x− 2)
2 + (9y− 2)2
4

+ 0.50 exp

− (9x− 7)
2 + (9y− 3)2
4

+ 0.75 exp

− (9x+ 1)
2
49
− (9y+ 1)
2
10

− 0.20 exp −(9x− 4)2 − (9y− 7)2 ,
Cliff : F2 = tanh(9y− 9x)+ 19 ,
Saddle : F3 = 1.25+ cos(5.4y)6+ 6(3x− 1)2 ,
Gentle : F4 = exp
− 8116 (x− 0.5)2 + (y− 0.5)2
3
,
Steep : F5 = exp
− 814 ((x− 0.5)2 + (y− 0.5)2)
3
,
Sphere : F6 =

64− 81((x− 0.5)2 + (y− 0.5)2)
9
− 0.5,
F7 = 2 cos(10x) sin(10y)+ sin(10xy),
F8 = exp

− (5− 10x)
2
2

+ 0.75 exp

− (5− 10y)
2
2

+ 0.75 exp

− (5− 10x)
2
2

exp

− (5− 10y)
2
2

,
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Table 1
Exponential.
Dataset Method Max error Mean error Mean square Error
Franke ST2 [f ] 1.2818e−001 9.3246e−003 3.2715e−004
SH2,1 [f ] 1.0883e−001 9.0526e−003 2.8658e−004
ST3 [f ] 4.0339e−002 1.3135e−003 1.6680e−005
SH3,2 [f ] 4.2866e−002 1.7363e−003 2.0254e−005
ST4 [f ] 1.5341e−002 4.5481e−004 1.9222e−006
SH4,2 [f ] 9.2798e−002 1.4449e−003 3.2705e−005
33×33 ST2 [f ] 2.8128e−003 1.1604e−004 5.2192e−008
SH2,1 [f ] 4.1600e−003 1.5696e−004 9.7262e−008
ST3 [f ] 3.5042e−004 9.3810e−006 5.0407e−010
SH3,2 [f ] 4.7101e−004 1.1601e−005 7.3046e−010
ST4 [f ] 4.9936e−005 4.5127e−007 3.8849e−012
SH4,2 [f ] 1.3033e−004 1.6259e−006 3.7056e−011
Table 2
Cliff.
Dataset Method Max error Mean error Mean square error
Franke ST2 [f ] 2.3811e−002 2.6964e−003 2.0593e−005
SH2,1 [f ] 2.7462e−002 2.8806e−003 2.5035e−005
ST3 [f ] 1.9649e−002 8.0844e−004 3.7100e−006
SH3,2 [f ] 1.5463e−002 9.9567e−004 4.6845e−006
ST4 [f ] 4.7202e−003 2.4063e−004 3.7173e−007
SH4,2 [f ] 2.1477e−002 8.4163e−004 5.2850e−006
33×33 ST2 [f ] 1.9102e−003 8.6947e−005 3.9613e−008
SH2,1 [f ] 2.2051e−003 9.9388e−005 4.9899e−008
ST3 [f ] 4.2217e−004 6.4636e−006 3.1700e−010
SH3,2 [f ] 3.4260e−004 7.8540e−006 5.2665e−010
ST4 [f ] 9.8591e−005 1.0894e−006 2.0512e−011
SH4,2 [f ] 3.7597e−004 2.9549e−006 1.5529e−010
F9 =

20
3
3
exp

10− 20x
3

exp

10− 20y
3
2
×

1
1+ exp  10−20x3 

1
1+ exp  10−20y3 
5
×

exp

10− 20x
3

− 2
1+ exp  10−20x3 

×

exp

10− 20x
3

− 2
1+ exp  10−20y3 

,
F10 = exp

−0.04

(80x− 40)2 + (90y− 45)2

× cos

0.15

(80x− 40)2 + (90y− 45)2

.
For each function of the set we compare numerical results obtained by applying the Shepard–Hermite operators SHp,r [f ]
having degree of exactness 2, 3 and 4with those obtained by applying the local Shepard–Taylor operators STp [f ] (10) having
the same degree of exactness of SHp,r [f ] respectively. In the following we set p = µ = 2, 3, 4 and r = 1, 2. We emphasize
that operators STp [f ] , p = 2, 3, 4 make use, at each sample point, of functional and partial derivatives data up to the orders
2, 3 and 4 respectively, while operators SHp,r [f ] make use, at each sample point, of functional evaluation and first order
derivatives data for p = 2, and functional evaluation and first and second order derivatives data for p = 3, 4. We compute
numerical approximations using the Franke dataset [21] and a 33 × 33 sparse set of uniformly distributed interpolation
nodes in the unit square Ω . We compute the resulting approximations at the points of a regular grid of 101 × 101 points
of Ω . We show in Tables 1–10 maximum, mean and mean square interpolation errors, computed for the parameter value
Nw = 30.
5. Conclusions
The local Shepard–Hermite operators defined in this paper give a positive answer to the problem of the enhancement
of the degree of exactness of the Shepard operators by using supplementary derivative data. These operators are realized
as combination of the local version of the Shepard operators with Hermite interpolation polynomials on the simplex by
using a recently established procedure [10–12]. The local Shepard–Hermite operators SHp,r [f ] allow us not only to raise
the algebraic precision of the Shepard–Taylor operators STr [f ] that use the same data, maintaining at the same time their
interpolation properties, but also to achieve the accuracy of approximation of the Shepard–Taylor operators STp [f ] with the
same algebraic precision. Numerical results confirm the theoretical ones and show that the combined operators proposed
here apply well to the scattered data interpolation problem.
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Table 3
Saddle.
Dataset Method Max error Mean error Mean square error
Franke ST2 [f ] 1.1140e−002 1.1614e−003 3.3511e−006
SH2,1 [f ] 1.1767e−002 1.2184e−003 3.7949e−006
ST3 [f ] 1.2656e−003 7.9460e−005 2.9404e−008
SH3,2 [f ] 2.1920e−003 1.1123e−004 5.6135e−008
ST4 [f ] 6.5960e−004 1.9591e−005 3.5621e−009
SH4,2 [f ] 1.2034e−003 4.5906e−005 1.5749e−008
33×33 ST2 [f ] 1.9875e−004 8.3858e−006 2.7006e−010
SH2,1 [f ] 3.0337e−004 1.3950e−005 6.9980e−010
ST3 [f ] 3.1448e−005 7.1375e−007 2.8568e−012
SH3,2 [f ] 4.3566e−005 8.5341e−007 4.6553e−012
ST4 [f ] 8.6201e−007 1.3682e−008 2.0667e−015
SH4,2 [f ] 3.4795e−006 5.5672e−008 2.9113e−014
Table 4
Gentle.
Dataset Method Max error Mean error Mean square error
Franke ST2 [f ] 5.3551e−003 6.3039e−004 9.9200e−007
SH2,1 [f ] 4.9978e−003 7.1104e−004 1.0911e−006
ST3 [f ] 8.3915e−004 4.0194e−005 6.6020e−009
SH3,2 [f ] 8.0790e−004 4.6140e−005 7.9492e−009
ST4 [f ] 1.3495e−004 3.0269e−006 8.1856e−011
SH4,2 [f ] 3.8435e−004 1.1839e−005 8.5431e−010
33×33 ST2 [f ] 6.0257e−005 4.3372e−006 5.0230e−011
SH2,1 [f ] 1.0671e−004 7.9072e−006 1.5134e−010
ST3 [f ] 6.8035e−006 3.5833e−007 4.1783e−013
SH3,2 [f ] 8.5975e−006 4.1547e−007 6.1316e−013
ST4 [f ] 8.1555e−008 2.6385e−009 3.5987e−017
SH4,2 [f ] 3.1428e−007 1.3634e−008 7.8585e−016
Table 5
Steep.
Dataset Method Max error Mean error Mean square error
Franke ST2 [f ] 4.6913e−002 2.5805e−003 2.9251e−005
SH2,1 [f ] 4.2803e−002 3.0331e−003 3.3121e−005
ST3 [f ] 2.3282e−003 1.3767e−004 7.8304e−008
SH3,2 [f ] 5.5303e−003 3.6079e−004 5.5956e−007
ST4 [f ] 4.3394e−003 6.7324e−005 6.6042e−008
SH4,2 [f ] 9.7337e−003 2.0866e−004 4.4800e−007
33×33 ST2 [f ] 4.9474e−004 2.1815e−005 1.9144e−009
SH2,1 [f ] 6.1292e−004 3.3091e−005 3.9205e−009
ST3 [f ] 7.2469e−005 1.8453e−006 2.0884e−011
SH3,2 [f ] 7.8705e−005 2.1828e−006 2.8587e−011
ST4 [f ] 2.1142e−006 3.9897e−008 1.4700e−014
SH4,2 [f ] 7.3661e−006 1.9104e−007 2.6337e−013
Table 6
Sphere.
Dataset Method Max error Mean error Mean square error
Franke ST2 [f ] 3.3758e−003 6.0202e−004 6.3759e−007
SH2,1 [f ] 4.1565e−003 4.5372e−004 4.6130e−007
ST3 [f ] 1.2033e−003 9.9298e−005 2.9827e−008
SH3,2 [f ] 7.2601e−004 4.9007e−005 8.0197e−009
ST4 [f ] 4.5737e−004 1.3931e−005 1.4236e−009
SH4,2 [f ] 1.8789e−004 8.0319e−006 3.6225e−010
33×33 ST2 [f ] 1.9962e−004 4.6205e−006 1.1377e−010
SH2,1 [f ] 2.6267e−004 5.3231e−006 1.7778e−010
ST3 [f ] 1.4028e−005 3.2881e−007 6.3369e−013
SH3,2 [f ] 1.4663e−005 2.9888e−007 6.2365e−013
ST4 [f ] 1.0421e−006 5.8392e−009 9.6034e−016
SH4,2 [f ] 2.1677e−006 1.3381e−008 5.2236e−015
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Table 7
F7.
Dataset Method Max error Mean error Mean square error
Franke ST2 [f ] 1.04890000 1.4422e−001 4.6729e−002
SH2,1 [f ] 1.28000000 1.5373e−001 5.5546e−002
ST3 [f ] 0.18126000 1.0071e−002 4.9617e−004
SH3,2 [f ] 0.34535000 2.6227e−002 2.4046e−003
ST4 [f ] 0.15281000 5.6141e−003 2.1795e−004
SH4,2 [f ] 0.31988000 1.6676e−002 1.5275e−003
33×33 ST2 [f ] 0.02255500 1.9646e−003 8.8076e−006
SH2,1 [f ] 0.03485500 2.6997e−003 1.6972e−005
ST3 [f ] 0.00293410 1.6595e−004 8.4227e−008
SH3,2 [f ] 0.00444270 1.9172e−004 1.2090e−007
ST4 [f ] 0.00020778 4.0256e−006 9.9371e−011
SH4,2 [f ] 0.00066318 1.6776e−005 1.4299e−009
Table 8
F8.
Dataset Method Max error Mean error Mean square error
Franke ST2 [f ] 0.57323000 3.9222e−002 5.3142e−003
SH2,1 [f ] 0.51974000 4.1309e−002 5.8032e−003
ST3 [f ] 0.16349000 6.8341e−003 2.4535e−004
SH3,2 [f ] 0.22432000 1.3162e−002 7.9140e−004
ST4 [f ] 0.08592400 2.0259e−003 3.8738e−005
SH4,2 [f ] 0.11765000 4.6013e−003 1.1525e−004
33×33 ST2 [f ] 0.01108200 5.8735e−004 1.0377e−006
SH2,1 [f ] 0.01313400 7.4462e−004 1.7030e−006
ST3 [f ] 0.00150330 5.0036e−005 1.0389e−008
SH3,2 [f ] 0.00167110 5.6657e−005 1.5115e−008
ST4 [f ] 0.00013735 2.5471e−006 4.9146e−011
SH4,2 [f ] 0.00049336 9.2723e−006 6.2371e−010
Table 9
F9.
Dataset Method Max error Mean error Mean square error
Franke ST2 [f ] 26.36180 1.993700000 17.4952
SH2,1 [f ] 27.78670 2.162600000 18.4046
ST3 [f ] 4.451100 0.192580000 0.1.9424e−001
SH3,2 [f ] 9.930800 0.516400000 1.5353
ST4 [f ] 4.206300 0.084315000 7.8468e−002
SH4,2 [f ] 8.550000 0.307610000 6.6394e−001
33×33 ST2 [f ] 0.700400 0.029642000 4.3928e−003
SH2,1 [f ] 0.952610 0.041793000 8.1291e−003
ST3 [f ] 0.123290 0.002491000 4.9654e−005
SH3,2 [f ] 0.118630 0.003035300 7.3386e−005
ST4 [f ] 0.013003 0.000098579 1.6095e−007
SH4,2 [f ] 0.035752 0.00041198 1.9101e−006
Table 10
F10.
Dataset Method Max error Mean error Mean square error
Franke ST2 [f ] 0.535700 3.1764e−002 3.6768e−003
SH2,1 [f ] 0.501500 3.1111e−002 3.6272e−003
ST3 [f ] 0.244940 3.8344e−003 2.4872e−004
SH3,2 [f ] 0.311220 8.1462e−003 5.5225e−004
ST4 [f ] 0.034519 1.1204e−003 7.848e−006
SH4,2 [f ] 0.064591 3.2346e−003 6.242e−005
33×33 ST2 [f ] 0.049702 4.5040e−004 2.1842e−006
SH2,1 [f ] 0.044649 5.4362e−004 2.4778e−006
ST3 [f ] 0.036808 5.1101e−005 2.5394e−007
SH3,2 [f ] 0.031103 5.9131e−005 2.3588e−007
ST4 [f ] 0.040466 1.2254e−005 1.8864e−007
SH4,2 [f ] 0.022272 2.1962e−005 1.1813e−007
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