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ПРИБЛИЖЕННОЕ ВЫЧИСЛЕНИЕ ФУНКЦИОНАЛЬНЫХ ИНТЕГРАЛОВ, 
ПОРОЖДЕННЫХ РЕЛЯТИВИСТСКИМ ГАМИЛЬТОНИАНОМ 
Аннотация. Рассматривается приближенное вычисление матричнозначных функциональных интегралов 
специального вида, порожденных релятивистским гамильтонианом. Метод вычисления функциональных интегра-
лов основан на разложении по собственным функциям гамильтониана, порождающего функциональный интеграл. 
Для нахождения собственных функций и собственных значений исходный гамильтониан рассматривается в виде 
суммы невозмущенного оператора и малой поправки к нему и используется теория возмущений. Собственные зна-
чения и собственные функции невозмущенного оператора вычисляются с помощью метода последовательностей 
Штурма и метода обратной итерации. Такой подход позволяет значительно уменьшить счетное время и объем ис-
пользуемой памяти компьютера по сравнению с другими известными методами.
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APPROXIMATE EVALUATION OF FUNCTIONAL INTEGRALS  
GENERATED BY THE RELATIVISTIC HAMILTONIAN 
Abstract. An approximate evaluation of matrix-valued functional integrals generated by the relativistic Hamiltonian is 
considered. The method of evaluation of functional integrals is based on the expansion in the eigenfunctions of Hamiltonian 
generating the functional integral. To find the eigenfunctions and the eigenvalues the initial Hamiltonian is considered as 
a sum of the unperturbed operator and a small correction to it, and the perturbation theory is used. The eigenvalues and the 
eigenfunctions of the unperturbed operator are found using the Sturm sequence method and the reverse iteration method. 
This approach allows one to significantly reduce the computation time and the used computer memory compared to the other 
known methods.
Keywords: functional integrals, relativistic Hamiltonian, perturbation theory, eigenfunctions of Hamiltonian, Sturm se-
quences 
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Введение. Существуют разнообразные методы приближенного вычисления функциональных 
интегралов. Один из часто используемых – это вычисление интегралов методом Монте-Карло 
[1–3], который основан на том, что вычисляемый интеграл представляется как математическое 
ожидание некоторой случайной величины, среднее арифметическое независимых реализаций 
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которой дает приближенное значение данному интегралу. Существуют методы приближенного 
вычисления функциональных интегралов, базирующиеся на дискретизации пространства и вре-
мени. Часто применяются подходы, не требующие дискретизации и основанные на использова-
нии приближенных формул, являющихся точными на классе функциональных многочленов за-
данной степени (см. [1, 4–6]). Такие формулы называются формулами заданной степени точности 
и широко применяются для приближенного вычисления функциональных интегралов. Можно 
также отметить метод вычисления функциональных интегралов, использующий разложение дей-
ствия относительно классической траектории [7–10]. В [11–13] был предложен метод вычисления 
функциональных интегралов, основанный на разложении по собственным функциям нереляти-
вистского гамильтониана, порождающего функциональный интеграл. 
В данной статье рассматривается применение метода, предложенного в [11–13], для прибли-
женного вычисления функциональных интегралов, порожденных релятивистским гамильтониа-
ном. В отличии от [11–13], в настоящей работе дополнительно используется теория возмущений. 
Для нахождения собственных функций и собственных значений исходный гамильтониан рас-
сматривается в виде суммы невозмущенного оператора и малой поправки к нему. Собственные 
значения и собственные функции невозмущенного оператора находятся с помощью метода по-
следовательностей Штурма и метода обратной итерации. В разделе 1 вводится функциональный 
интеграл, порожденный релятивистским гамильтонианом, и предлагается метод для его вычис-
ления. В разделе 2 приводятся результаты численного эксперимента. 
1. Аналитические результаты. В данном разделе рассматриваются матричнозначные функ-
циональные интегралы, которые, следуя работам [14, 15], определяются на пространстве функ-
ций ( ),  ,x s tτ ≤ τ ≤  удовлетворяющих условию x(s) = 0 и условию Липшица с порядком, равным 
единице, т. е. для любых 1 2 2 1 2 1,| ( ) ( ) | | |s r r t x r x r M r r≤ < ≤ − ≤ − . Интегралы определяются равен-
ством 
 exp ( ) ( ) 
t
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(1)
если этот предел существует для любого разбиения отрезка [s,t] точками s = t0 < t1 < ... < tn = t.
Здесь xj=x(tj), 1] , ] ( )j jt t−χ τ  – характеристическая функция интервала ]tj–1,tj]; 1 1( , )j j j jS t t x x− −− −  – 
переходная функция, являющаяся фундаментальным решением уравнения 
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где a, b – вещественные параметры, α, β – антикоммутирующие матрицы, т. е. αβ + βα = 0. 
Этот интеграл связан с ядром оператора эволюции [14, 15], а именно: 




V x d d x K x dx


       
  
  
где K(xs, xt) – ядро оператора exp( ),   ( ).tH H a b V xx
∂
= α + β −
∂
Наша цель – использовать для вычисления функционального интеграла разложение функ-
ции K(xs, xt) по собственным функциям гамильтониана H. 
Для релятивистского гамильтониана H параметры a, b имеют вид a = –c, b = –mc2, где m – 
масса частицы, c – скорость света [16]. Поэтому мы рассмотрим вычисление собственных значе-
ний и собственных векторов оператора H при больших значениях | | .b  Будем также считать, что 
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α = β =   −   
При сделанных предположениях уравнения для собственных значений E и собственных 
функций ( )( ), ( ) Tx xφ ψ  (T – знак транспонирования) оператора H имеют вид 
( ) ( ) ( ) ( ) ( ),xa x b x V x x E x∂ ψ + φ − φ = φ
( ) ( ) ( ) ( ) ( ),xa x b x V x x E x∂ φ − ψ − ψ = ψ
где ∂x – производная по переменной x. 
Обозначим E′ = E + b. Тогда 
 ( )2 ( ) ( ) ( ),xE b V x x a x′ − + φ = ∂ ψ  (3)
( )( ) ( ) ( ).xE V x x a x′ + ψ = ∂ φ
Из этих равенств получаем уравнение для ψ(x) 
 ( ) ( )
1
( ) ( ) 2 ( ) ( ).x xE V x x a E b V x a x
−′ ′+ ψ = ∂ − + ∂ ψ  (4)
При больших | |b  верно приближенное равенство [16] 
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с помощью которого уравнение (4) преобразуется к виду 
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a V xb    
и предположим, что для него известны собственные значения 0nE  и собственные функции ψ0n(x), 
т. е. известны точные решения уравнения 
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Собственные значения 0nE  мы будем вычислять приближенно методом последовательностей 
Штурма [17]. Собственные функции ψ0n(x) будем вычислять приближенно методом обратной 






 мы ищем в виде [18]
2













0 1 2 ... .j j j jc c c c= + ε + ε +
Для собственного вектора с номером n c0j = 1 при j = n, c0j = 0 при j ≠ n. 
Для нахождения поправок первого порядка к собственным значениям и собственным векто-
рам подставим (6) в (5). Получим 
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Учитывая, что 0 0 0 0
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Скалярное произведение векторов ψij(x), ψkl(x) определяется через интеграл ( ) ( ) .ij klx x dx
∞
−∞
ψ ψ∫  
Умножая скалярно обе части равенства (7) на вектор ψ0n(x), получим выражение для 1 :nE′
1 .n nnE V′ =










При этом c1n должно быть выбрано так, чтобы функция 0 1 0
0




ψ + ε ψ∑  была нормирова-
на с точностью до членов первого порядка включительно. Для этого надо положить [18] c1n = 0. 
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Из (3) следует, что функции ϕij(x), i = 0,1, 0,1,2,...,j =  выражаются через ψij(x) по формуле 
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φ = − ∂ ψ − − 
Таким образом, функции ( )( ),  ( ) Tij ijx xφ ψ  являются собственными функциями оператора H 
с собственными значениями ,ijE b′ −  где i = 0,1 – порядок малости, 0,1,2,...j =  – номера соб-
ственных значений. 
При фиксированном i векторы ( )( ),  ( ) ,Tij ijx xφ ψ  вообще говоря, не ортогональны при раз-
личных значениях j. Для их ортогонализации можно использовать процесс Грама – Шмидта. 
При этом ортогональные векторы строятся по правилу 
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Для разложения ядра оператора exp(tH) по вектору ηij можно использовать формулу 
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0
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=
= 〈η η 〉 η η∑
Так как согласно (9) ηij можно записать в виде 
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0
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где ck – некоторые константы, то exp( ) ( )ij ttH xη  можно записать в виде 
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Следовательно, 
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′= 〈η η 〉 − φ ψ η∑ ∑∫
 
(10)
Таким образом, мы получили формулу для вычисления функционального интеграла с помо-
щью собственных значений ,ijE b′ −  где i = 0,1 – порядок малости, 0,1,2,...j =  – номера собствен-
ных значений и собственных функций ( )( ), ( ) Tij ijx xφ ψ  гамильтониана H.
      Весці Нацыянальнай акадэміі навук Беларусі. Серыя фізіка-матэматычных навук. 2020. T. 56, № 1. С. 72–83 77
2. Численные результаты. В качестве примера рассмотрим вычисление функционального 
интеграла (1) в случае, когда переходная функция S определяется уравнением (2), 
20 1 1 0
,    ,    ( ) .
1 0 0 1 8
xV x   α = β = =   −   
Для нулевого порядка малости (i = 0) и нулевого собственного значения ( j = 0) формула (10) 
имеет вид 
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При s = 0, t = 2, a = –4, b = –16, m = 1, A = 5 ([–A,A] – интервал, на котором рассматриваются при-
ближенные собственные функции), N = 100 (N – количество интервалов, на которое делится ин-
тервал [–A,A] для приближенного вычисления собственных значений и собственных функций)
00 00 000,2499,    ( ) 2,2366,   ( ) 0,00048,t t t tE x dx x dx
+∞ +∞
−∞ −∞
′ ≈ − ψ ≈ φ ≈∫ ∫
1
00 00 00 00 00 00(0) 0,6318,    (0) 0,002,    ( , ),( , ) 0,9923.
−ψ ≈ φ ≈ φ ψ φ ψ ≈
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Для нулевого порядка малости (i = 0) и первого собственного значения ( j = 0) слагаемое с j = 1 
в формуле (10) имеет вид 
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01 01 01 01
1
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При s = 0, t = 2, a = –4, b = –16, m = 1, N = 100, A = 5 
6




′ ≈ − ψ ≈ φ ≈∫ ∫
17
01 01 01 01 01 01(0) 8 10 ,    (0) 0,08,    ( , ),( , ) 0,9804.
         
Таким образом, для нулевого порядка малости (i = 0) слагаемое с j = 1 в формуле (10) для 
( )exp( ) exp ( )  ( ) 
t
s
tb V x d d x
  − τ τ µ 
  
∫ ∫ дает вклад 
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  ⋅ ⋅ 
Для нулевого порядка малости (i = 0) и второго собственного значения ( j = 2) при s = 0, t = 2, 
a = –4, b = –16, m = 1, N = 100, A = 5
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Слагаемое с j = 2 в формуле (10) имеет вид 
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φ η φ η 
 ′〈η η 〉 − + 






00 02,1 00 02,2
1
02 02 00
00 02,1 00 02,2
( ) (0) ( ) (0)
0,0109 , exp ( ) .
( ) (0) ( ) (0)
t t t t
t t t t
x dx x dx
t E b






φ η φ η 
 ′+ 〈η η 〉 −  










ψ ≈ φ ≈ ⋅ ψ ≈ − φ ≈ ⋅∫ ∫
13
02,1 02,2 02 02 02 02(0) 7 10 ,    (0) 0,4421,    ( , ),( , ) 0,9626.
−−η ≈ ⋅ η ≈ − φ ψ φ ψ ≈
Таким образом, для нулевого порядка малости (i = 0) слагаемое с j = 2 в формуле (10) для 
( )exp( ) exp ( ) ( ) 
t
s
tb V x d d x
  − τ τ µ 
  
∫ ∫ дает вклад 
7 5
4




 ⋅ − ⋅
  ⋅ − 
.
 





2 10 2 10




tb V x d d x
− −
−
   ⋅ ⋅ − τ τ µ ≈       ⋅   
∫ ∫
Для первого порядка малости (i = 1) и нулевого собственного значения ( j = 0) формула (10) 
имеет вид 
( )exp ( ) ( ) 
t
s
V x d d x





10 10 10 10
1
10 10 10 10 10
10 10 10 10
( ) (0) ( ) (0)
( , ),( , ) exp ( ) .
( ) (0) ( ) (0)
t t t t
t t t t
x dx x dx
t E b






φ φ φ ψ 
 ′≈ φ ψ φ ψ −  
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Из формулы (8) следует, что при s = 0, t = 2, a = –4, b = –16, m = 1, N = 100, A = 5 
4
10 00 01 02( ) ( ) 10 ( ) 0,0014 ( ),x x x x      
4
10 00 01 02( ) ( ) 10 ( ) 0,0014 ( ).x x x x
−φ ≈ φ + φ + φ
При указанных параметрах 
10 10 100,2494,    ( ) 2,2388,    ( ) 0,00048,t t t tE x dx x dx
+∞ +∞
−∞ −∞
′ ≈ − ψ ≈ φ ≈∫ ∫
1
10 10 10 10 10 10(0) 0,6312,    (0) 0,002,    ( , ),( , ) 0,9923.
−ψ ≈ φ ≈ φ ψ φ ψ ≈




6 10 2 10




tb V x d d x
− −
−
   ⋅ ⋅ − τ τ µ ≈       ⋅   
∫ ∫
Для первого порядка малости (i = 1) и первого собственного значения ( j = 1) при указанных 
параметрах из формулы (8), выражающей ψ11(x) через 0 ( ),   0,1,2,j x jψ =  получаем 
4 6
11 01 00 02( ) ( ) 3 10 ( ) 7 10 ( ),x x x x
− −ψ ≈ ψ + ⋅ ψ − ⋅ ψ
4 6
11 01 00 02( ) ( ) 3 10 ( ) 7 10 ( ).x x x x
− −φ ≈ φ + ⋅ φ − ⋅ φ
После ортогонализации получим 
( ) ( )4 111 11,1 11,2 11 11 10 10 11 11( , ) ( ), ( ) 4 10 ( ), ( ) ,    , 0,9804.T Tx x x x− −η = η η ≈ φ ψ − ⋅ φ ψ 〈η η 〉 ≈
Слагаемое с j = 1 в формуле (10) имеет вид 
( )
11 11,1 11 11,2
1
11 11 11
11 11,1 11 11,2
( ) (0) ( ) (0)
, exp ( )
( ) (0) ( ) (0)
t t t t
t t t t
x dx x dx
t E b






φ η φ η 
 ′〈η η 〉 − − 






10 11,1 10 11,2
4 1
11 11 10
10 11,1 10 11,2
( ) (0) ( ) (0)
4 10 , exp ( ) .
( ) (0) ( ) (0)
t t t t
t t t t
x dx x dx
t E b






φ η φ η 
 ′− ⋅ 〈η η 〉 −  




При указанных параметрах 
4




′ ≈ − ψ ≈ ⋅ φ ≈∫ ∫
4 2 2 5
11 11 11,1 11,2(0) 2 10 ,    (0) 8 10 ,    (0) 8 10 ,    (0) 5 10 .
− − − −ψ ≈ ⋅ φ ≈ ⋅ η ≈ ⋅ η ≈ − ⋅
Таким образом, для первого порядка малости (i = 1) слагаемое с j = 1 в формуле (10) для 
( )exp( ) exp ( ) ( ) 
t
s
tb V x d d x
  − τ τ µ 
  
∫ ∫ дает вклад 
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4 7
5 8
3 10 2 10
.
3 10 3 10
− −
− −
 ⋅ − ⋅
  − ⋅ − ⋅ 
Для первого порядка малости (i = 1) и второго собственного значения ( j = 2) при указанных 
параметрах из формулы (8), выражающей ψ12(x) через 0 ( ),   0,1,2,j x jψ =  получаем 
12 02 00 01( ) ( ) 0,0069 ( ) 0,0179 ( ),x x x xψ ≈ ψ − ψ + ψ
12 02 00 01( ) ( ) 0,0069 ( ) 0,0179 ( ).x x x xφ ≈ φ − φ + φ
После ортогонализации получим 
( ) ( ) ( )12 12,1 12,2 12 12 10 10 11 11
1
12 12
( , ) ( ), ( ) 0,016 ( ), ( ) 0,018 ( ), ( ) ,
, 0,9626.
T T T
x x x x x x
−
η = η η ≈ φ ψ + φ ψ − φ ψ
〈η η 〉 ≈
Слагаемое с j = 2 в формуле (10) имеет вид 
( )
12 12,1 12 12,2
1
12 12 12
12 12,1 12 12,2
( ) (0) ( ) (0)
, exp ( )
( ) (0) ( ) (0)
t t t t
t t t t
x dx x dx
t E b






φ η φ η 
 ′〈η η 〉 − + 






10 12,1 10 12,2
1
12 12 10
10 12,1 10 12,2
( ) (0) ( ) (0)
0,016 , exp ( )
( ) (0) ( ) (0)
t t t t
t t t t
x dx x dx
t E b






φ η φ η 
 ′+ 〈η η 〉 − − 






11 12,1 11 12,2
1
12 12 11
11 12,1 11 12,2
( ) (0) ( ) (0)
0,018 , exp ( ) .
( ) (0) ( ) (0)
t t t t
t t t t
x dx x dx
t E b






φ η φ η 
 ′− 〈η η 〉 −  




При указанных параметрах 
3




′ ≈ − ψ ≈ φ ≈ ψ ≈ −∫ ∫
3 3
12 12,1 12,2(0) 8 10 ,    (0) 7 10 ,    (0) 0,4427.
− −φ ≈ ⋅ η ≈ ⋅ η ≈ −
Таким образом, для первого порядка малости (i = 1) слагаемое с j = 2 в формуле (10) для 
( )exp( ) exp ( ) ( ) 
t
s
tb V x d d x
  − τ τ µ 
  
∫ ∫ дает вклад 
7 6
3





 − ⋅ − ⋅
  − 





2 10 2 10




tb V x d d x
− −
−
   ⋅ ⋅ − τ τ µ ≈       ⋅   
∫ ∫
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Для элементов матрицы ( )exp( ) exp ( ) ( ) 
t
s
tb V x d d x
  − τ τ µ 
  





V x =  известны точные значения, и они равны нулю [19]. Для сравнения на рис. 1, 2 приведе-
ны приближенные значения элементов матричнозначного интеграла для различных значений N. 
Рис. 1. Приближенные значения элемента матричнозначного интеграла с индексом (1,2):  
s = 0, t = 2, a = –4, b = –16, m = 1, A = 5, i = 0, j = 0
Fig. 1. Approximate values of the element of the matrix-valued integral with index (1,2):  
s = 0, t = 2, a = –4, b = –16, m = 1, A = 5, i = 0, j = 0
Рис. 2. Приближенные значения элемента матричнозначного интеграла с индексом (2,1):  
s = 0, t = 2, a = –4, b = –16, m = 1, A = 5, i = 0, j = 0
Fig. 2. Approximate values of the element of the matrix-valued integral with index (2,1):  
s = 0, t = 2, a = –4, b = –16, m = 1, A = 5, i = 0, j = 0
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Из рис. 1, 2 видно, что приближенные значения элементов матричнозначного интеграла стре-
мятся к точному значению при увеличении количества интервалов N, на которое делится интер-
вал [–A,A] для приближенного вычисления собственных значений и собственных функций. 
Таким образом, предложен метод вычисления матричнозначных функциональных интегра-
лов, порожденных релятивистским гамильтонианом, приведены результаты численной апроба-
ции метода, основанного на разложении по собственным функциям гамильтониана, порождаю-
щего функциональный интеграл. Для нахождения собственных функций и собственных значе-
ний исходный гамильтониан рассматривается в виде суммы невозмущенного оператора и малой 
поправки к нему. Собственные значения и собственные функции невозмущенного оператора на-
ходятся с помощью метода последовательностей Штурма и метода обратной итерации. 
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