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Prefacio
En este trabajo nos centraremos en feno´menos que ocurren fuera del equili-
brio, es decir, en sistemas que experimentan de forma esponta´nea algu´n tipo de
cambio en su estado debido a las condiciones que les impone su entorno y, ma´s
concretamente, en el estudio de superficies. El intere´s en la dina´mica de e´stas se
ha visto incrementado en los u´ltimos an˜os debido a sus mu´ltiples aplicaciones, que
se extienden desde la nanotecnologı´a hasta los sistemas biolo´gicos. Adema´s, des-
de el punto de vista de la Fı´sica Estadı´stica, representan ejemplos de feno´menos
universales en un amplio rango de escalas que pueden ser estudiados desde una
perspectiva general. Para ello, consideraremos el caso particular de una superficie
sometida a bombardeo io´nico, donde la evolucio´n dina´mica de la morfologı´a ocu-
rre a escala submicrome´trica, pero que, como veremos en los siguientes capı´tulos,
comparte muchas caracterı´sticas con otros feno´menos macrosco´picos y fuera del
equilibrio como la invariancia de escala, el crecimiento de dominios, las inestabi-
lidades morfolo´gicas o la formacio´n y evolucio´n de patrones, entre otras.
Los principales objetivos de esta memoria son: poner de manifiesto los me-
canismos fı´sicos necesarios para caracterizar correctamente el proceso de erosio´n
io´nica y la formacio´n de estructuras superficiales mediante esta te´cnica; proponer
nuevos modelos teo´ricos que predigan de forma satisfactoria algunas caracterı´sticas
generales observadas en estos sistemas; extender estos modelos a otros feno´menos
fuera del equilibrio y analizarlos desde el punto de vista de la Meca´nica Estadı´stica
y las teorı´as actuales de formacio´n de patrones.
Para ello, el contenido de la memoria se dividira´ como sigue:
En el capı´tulo uno se introducen las propiedades y magnitudes fı´sicas nece-
sarias para caracterizar el tipo de superficies que se estudiara´n en el resto de la
memoria. Se muestran brevemente algunas ecuaciones diferenciales que describen
la evolucio´n de estos sistemas y que, por razones histo´ricas y/o su relacio´n directa
con las ecuaciones que aparecera´n en los capı´tulos siguientes, hemos considerado
ma´s relevantes.
En el capı´tulo dos nos centraremos en los procesos de erosio´n io´nica, indi-
caremos en que´ consisten, a que´ tipos de superficies dan lugar, y cua´les son sus
orı´genes y aplicaciones. Tras esto, haremos una breve recopilacio´n de la variedad
X I´NDICE GENERAL
de resultados experimentales que se puede encontrar en la bibliografı´a, indicando
las tendencias generales de comportamiento en funcio´n de las condiciones experi-
mentales.
En el capı´tulo tres se estudiara´n las teorı´as existentes que abordan este feno´meno,
e indicaremos las caracterı´sticas experimentales que describen correctamente y
que´ limitaciones tienen. Estas teorı´as se centran, principalmente, en materiales
amorfos o amorfizables, aunque se presentara´n nuevos resultados que, basa´ndose
en estos modelos, permiten explicar algunas de las observaciones experimentales
obtenidas en metales.
En el capı´tulo cuatro se formula una nueva descripcio´n del proceso de erosio´n
io´nica basada en modelos de formacio´n de ondulaciones en la arena debido a la
accio´n del viento, que nos permiten introducir algunos mecanismos adicionales no
considerados en las teorı´as continuas anteriores. Mediante un ana´lisis de escalas
mu´ltiples y otras te´cnicas analı´ticas se obtiene una ecuacio´n general que permite
describir de forma efectiva la evolucio´n de la superficie sometida a bombardeo.
En el capı´tulo cinco se analiza analı´tica y nume´ricamente el caso unidimen-
sional del modelo anterior y se compara la formulacio´n original con la ecuacio´n
efectiva obtenida. Esta ecuacio´n generaliza los resultados de las teorı´as anteriores
y permite describir algunas caracterı´sticas adicionales observadas en los experi-
mentos. Por otro lado, dentro del marco de la Fı´sica Estadı´stica de no-equilibrio y
la formacio´n de patrones, representa un ejemplo de modelo continuo que muestra
ciertas propiedades novedosas.
En el capı´tulo seis se analiza la ecuacio´n efectiva de erosio´n bidimensional, de
mayor intere´s experimental, en el caso de que el haz de iones se dirija normalmente
a la superficie de la muestra, lo haga de forma oblicua y en el caso particular de
que se gire simulta´neamente el blanco mientras se bombardea. Veremos que la
evolucio´n de la la morfologı´a descrita por esta ecuacio´n presenta caracterı´sticas
novedosas que coinciden con las observaciones experimentales.
Por u´ltimo, mostraremos las conclusiones generales del trabajo realizado, sus
limitaciones, cuestiones abiertas y las posibles direcciones a seguir para completar
la descripcio´n del feno´meno de la erosio´n en superficies sometidas a bombardeo
io´nico.
La aportacio´n original de este trabajo se encuentra recogida, fundamentalmen-
te, en la seccio´n 3.4 del capı´tulo 3, en el modelo y tratamiento analı´tico descrito en
el capı´tulo 4 para el caso de la erosio´n io´nica, en los capı´tulos 5 y 6 en su totalidad,
y en los ape´ndices A, B y C.
Para concluir esta introduccio´n, quisiera agradecer a todos aquellos que han
trabajado conmigo, aquı´, en el Departamento de Matema´ticas de la Universidad
Carlos III de Madrid, y, en especial, a todos los miembros del GISC. Debo destacar
en esta colaboracio´n profesional a Mario Castro y, sobre todo, a Rodolfo Cuerno,
mi director, por su paciencia y dedicacio´n. No quiero dejar de agradecer, tambie´n,
a Luis Va´zquez y Rau´l Gago por el trabajo y el tiempo compartidos.
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1
Caracterizacio´n de superficies
En este capı´tulo describiremos algunas propiedades y magnitudes relevantes
del tipo de sistemas dina´micos en los que se centrara´ esta memoria. Definiremos las
variables ma´s comu´nmente utilizadas en el estudio de las superficies y discutiremos
algunos conceptos ba´sicos sobre su caracterizacio´n. Presentaremos las ecuaciones
continuas de mayor relevancia histo´rica y/o ma´s cercanas a la formulacio´n que se
utilizara´ en los siguientes capı´tulos.
1.1. Introduccio´n
El concepto de superficie es simple: segu´n la Real Academia de la Lengua, en
su primera acepcio´n, es el “lı´mite o te´rmino de un cuerpo, que lo separa y dis-
tingue de lo que no es e´l”, otra posible definicio´n serı´a: “intercara que separa dos
fases homoge´neas”. En cualquier caso, ambas definiciones coinciden con la idea
general de la mayorı´a de la gente. Otra cuestio´n ma´s complicada es co´mo descri-
bir su morfologı´a matema´ticamente, co´mo caracterizar su movimiento espacial, y
co´mo se desarrolla dicha superficie en el transcurso del tiempo. En la naturaleza se
encuentran superficies que presentan una gran variedad de morfologı´as y que, en
general, no tienen por que´ verificar determinadas propiedades matema´ticas que nos
permitan caracterizarlas con facilidad, aunque, con bastante frecuencia, dentro de
un cierto rango de escalas, suelen mostrar algunas particularidades que nos sera´n
de utilidad para clasificarlas en distintos grupos. En general, para la mayorı´a de
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ellas, la forma depende de la distancia a la que se observen. Existen otras, sin em-
bargo, cuya forma no depende de la escala considerada y que se muestran ide´nti-
cas independientemente de la distancia a la que sean descritas. Estas superficies
se encuentran con frecuencia en la naturaleza, como por ejemplo en la formacio´n
de nubes, orillas de rı´os y mares, montan˜as, hojas y frutos de diversas plantas, y
muchas otras. En la figura 1.1 se muestra uno de estos ejemplos; son fotografı´as
tomadas por sate´lite de la orilla del lago Nasser1 donde la escala de la figura 1.1(b)
aparece ampliada 5 veces respecto a la figura 1.1(a). Puede observarse que la for-
ma de ambas orillas es estadı´sticamente ide´ntica. Esta propiedad esta´ asociada con
un tipo de objeto geome´trico llamado fractal, cuya estructura ba´sica se repite en
diferentes escalas y, como consecuencia de ello, no esta´ caracterizado por ninguna
longitud. A diferencia del ejemplo matema´tico, en la vida real, como ocurre en la
figura 1.1, lo que suele encontrarse es que al ampliar o reducir el taman˜o del objeto
se obtiene otro estadı´sticamente ide´ntico; se dice entonces que se tiene un fractal
estoca´stico.
(a) (b)
Figura 1.1 — Ima´genes por sate´lite de la orilla del lago Nasser de taman˜o: (a) 20× 20
km2; (b) 4× 4 km2. Tomada de http://maps.google.com.
A veces, en los experimentos y en la naturaleza se observa una propiedad si-
milar a la descrita anteriormente conocida como autoafinidad. Las superficies que
presentan esta propiedad son morfolo´gicamente ide´nticas cuando cambiamos las
escalas pero, a diferencia de los objetos fractales ya descritos, debemos ampliar
1Llamado ası´ en honor de Gamal Abdel Nasser (1918-1970), presidente de Egipto. El lago Nasser
es un lago artificial creado en la cuenca media del rı´o Nilo. Situado al sur de Egipto, se extiende hasta
pasar la frontera con Suda´n. En sentido estricto, se llama Lago Nasser so´lo a la parte que se encuentra
en territorio egipcio y que ocupa el 83% de la superficie total, mientras que los sudaneses prefieren
llamar a su parte Lago de Nubia. Es resultado de la construccio´n de la Presa de Asua´n entre 1958 y
1970. Mide aproximadamente 550 km de largo y 35 km de ancho en su punto de mayor amplitud,
cerca del Tro´pico de Ca´ncer. Ocupa una superficie total de 5250 km2 y su capacidad es de 157 km3
de agua.
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o reducir las escalas de diferente forma segu´n la direccio´n considerada. Este tipo
de superficies que, a veces, reciben el nombre de fractales aniso´tropos, aparecen
tambie´n con mucha frecuencia en nuestra vida diaria: al derramar un vaso de agua
sobre una mesa, al quemar una hoja de papel, etc. y, al igual que los objetos fracta-
les iso´tropos, han motivado un gran intere´s entre fı´sicos experimentales y teo´ricos
en las u´ltimas de´cadas. Un manual de referencia donde se abordan estos feno´me-
nos es Baraba´si y Stanley (1995), en el que se estudia el crecimiento de superficies
desde una perspectiva general y se citan multitud de ejemplos y aplicaciones expe-
rimentales en los que adema´s de la autoafinidad aparece otro concepto relacionado
con la evolucio´n morfolo´gica de la superficie denominado rugosidad cine´tica (en
ingle´s “kinetic roughening”), que sera´ descrito en detalle en la seccio´n 1.3.
(a) (b)
(c) (d)
Figura 1.2 — Patrones de diferentes formas y escalas caracterı´sticas. Mientras que los
patrones de las figuras (a) y (b) se producen sobre el suelo debido a efectos naturales (el
arrastre de la arena por el agua del mar o el depo´sito de escarcha, respectivamente) y sus
escalas espaciales son del orden de los centı´metros o metros, en el caso de (c) y (d) la escala
caracterı´stica de las estructuras es del orden de 100 nm. Las figuras (c) y (d) son muestras
de silicio erosionadas con iones bajo diferentes condiciones experimentales. El recuadro
superior de la figura (d) ha sido obtenida mediante simulaciones nume´ricas. Figura (c)
tomada de Habenicht et al. (2002). Figura (d) tomada de Castro et al. (2007).
Adema´s de las anteriores, existen otro tipo de superficies que sı´ presentan una
o varias longitudes representativas y cuya estructura ba´sica se repite solamente a
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estas escalas; se dice entonces que tenemos un patro´n espacial (en la figura 1.2 se
muestran ejemplos diversos tipos de patrones con formas y taman˜os diferentes).
En el caso, por ejemplo, de los surcos en la arena debidos a la fuerza del viento o
el agua [figura 1.2(a)], la distancia entre las ondulaciones es aproximadamente la
misma, y el hecho de que el patro´n no pueda observarse si miramos con una lupa
a una distancia menor que su separacio´n o desde una altura mucho mayor que la
amplitud de las estrı´as, nos indica que esta superficie no presenta invariancia de
escala. Adema´s, estos patrones pueden evolucionar en el tiempo modificando su
forma o taman˜o de una forma ma´s o menos compleja, con lo que la comprensio´n
de estos sistemas supone todo un reto desde el punto de vista cientı´fico. Por otro
lado, la posibilidad de controlar determinadas caracterı´sticas morfolo´gicas de estas
estructuras esta´ adquiriendo una creciente importancia tecnolo´gica, sobre todo a
escalas submicrome´tricas, debido al tremendo auge que ha experimentado en los
u´ltimos an˜os la nanotecnologı´a. Por estos motivos, durante las u´ltimas de´cadas
este tipo de sistemas han sido objeto de un profuso estudio en multitud de procesos
fı´sicos [Cross y Hohenberg 1993].
Resultarı´a de gran intere´s ser capaces de describir todos los tipos de superfi-
cies presentados anteriormente mediante herramientas matema´ticas. En esta tarea
nos centraremos en el resto del capı´tulo, donde, adema´s de su mera descripcio´n, se
mostrara´n las diversas te´cnicas que se han desarrollado en los u´ltimos an˜os para tra-
tar de modelar y predecir su evolucio´n temporal. Dependiendo del enfoque con que
se aborde el estudio de su formacio´n y crecimiento de e´stas, se pueden diferenciar
entre modelos continuos, que estudian las superficies utilizando ecuaciones dife-
renciales (estoca´sticas), y modelos discretos, donde se proponen una serie de reglas
microsco´picas que gobiernan su evolucio´n y que se implementan computacional-
mente con el fin de estudiar su influencia en el comportamiento mesosco´pico de
la superficie. La utilizacio´n de estos modelos, junto con las observaciones expe-
rimentales, obtenidas mediante diversas te´cnicas, han permitido a la comunidad
cientı´fica hacer grandes avances en el conocimiento de estos sistemas.
1.2. Observables
En esta seccio´n mostraremos co´mo caracterizar matema´ticamente las super-
ficies y definiremos los observables ma´s utilizados en el ana´lisis de e´stas. Estas
magnitudes nos sera´n de utilidad en el resto de la memoria. Con este objetivo con-
sideraremos una funcio´n univaluada que, en el caso aquı´ mostrado, sera´ continua
(aunque su generalizacio´n al caso discreto es inmediata) y que denominaremos
h(x). Esta funcio´n representa la altura de la intercara sobre un punto x del subs-
trato d-dimensional, que consideraremos de un cierto taman˜o L en cada una de sus
dimensiones. Definimos la rugosidad global o anchura total de la superficie, W ,
como
W 2(t) =
〈
1
Ld
∫
dx
[
h(x, t)− h¯(t)]2〉 , (1.1)
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donde
h¯(t) =
1
Ld
∫
h(x, t)dx, (1.2)
representa la altura media de la superficie en cada instante y los corchetes denotan
la media sobre el nu´mero de realizaciones si se trata de un proceso de crecimiento
de cara´cter estoca´stico. Esta medida coincide con la varianza o dispersio´n para
un proceso aleatorio y nos da una estimacio´n de la diferencia de altura de todos
los puntos respecto a su valor medio. No suelen considerarse momentos de mayor
orden, pues el momento de primer orden, h¯, y el de segundo orden, W , suelen ser
suficientes para caracterizar la superficie para la mayorı´a de los propo´sitos, si bien,
a veces, puede ocurrir que se necesite describir la superficie en mayor detalle y
haya que acudir a momentos de mayor orden para poder diferenciar entre distintas
morfologı´as. Si en vez de extender el promedio a todo el sistema lo hacemos a
una ventana de un cierto taman˜o lineal r, se obtiene lo que se denomina anchura
local de la superficie de taman˜o r, que representaremos por wr(t), de forma que
wL(t) =W (t).
Adema´s de esta magnitud, suelen emplearse otras medidas para caracterizar la
evolucio´n de las superficies. En numerosos experimentos se obtiene, bien directa, o
bien indirectamente, una medida de la amplitud espectral de la intercara. La mag-
nitud que caracteriza esta amplitud se denomina factor de estructura o espectro de
potencia, PSD (de sus siglas en ingle´s “power spectral density”), y se define como
PSD(q, t) =
〈
hˆ(q, t)hˆ(−q, t)
〉
, (1.3)
donde hˆ(q, t) es la transformada espacial de Fourier de h(x, t), la cual se define
para una funcio´n h(x) perio´dica y d-dimensional, con periodo lineal L en cada una
de sus dimensiones, como
hˆ(q) =
1
Ld/2
∫
[0,Ld]
dxh(x)e−iq·x, (1.4)
donde los vectores de onda verifican q = 2pi(m1, . . . ,md)/L con mi ∈ Z. Se
puede obtener nuevamente h(x, t) a partir de hˆ(q, t) mediante la transformada de
Fourier inversa, que en nuestro caso se define como
h(x) =
1
Ld/2
∞∑
q=−∞
hˆ(q)eiq·x. (1.5)
Este observable esta´ relacionado con la rugosidad global del sistema segu´n
W 2(t) =
1
Ld
∑
q6=0
PSD(q, t), (1.6)
y nos suministra informacio´n sobre que´ longitudes de onda son ma´s relevantes
en la morfologı´a del sistema, de forma que el espectro de potencia para aquellos
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modos asociados con las longitudes representativas es mayor que para aquellas
escalas menos importantes. De esta forma, tal como se vera´ en la seccio´n 1.4, si
representamos la funcio´n PSD(q) frente a q para una superficie que presente una
longitud caracterı´stica como las descritas en la seccio´n 1.1, se observara´ un ma´ximo
en torno al vector de onda asociado con esta escala. Podemos definir otra magnitud
que nos da una medida de la distancia a la cual el patro´n se encuentra ordenado
a partir de la anchura a media altura (FWHM, de sus siglas en ingle´s) de este
ma´ximo. De esta forma se define la longitud de correlacio´n, que representaremos
por el sı´mbolo ζ, como el inverso de esta anchura [Zhao, Wang y Lu 2001]. Cuanto
menor es ζ, ma´s desordenada es la distribucio´n del patro´n.
Otra magnitud relevante para la caracterizacio´n de superficies es la funcio´n de
correlacio´n de diferencias de alturas; e´sta nos da una medida de lo diferentes que
son las alturas que se encuentran a una determinada distancia, y se define como
C(r, t) =
〈
1
Ld
∫
[h(x+ r, t)− h(x, t)]2 dx
〉
, (1.7)
la cual, a su vez, esta´ tambie´n relacionada con el factor de estructura.2
A veces, se suele utilizar otra magnitud para caracterizar las superficies cono-
cida como funcio´n de autocorrelacio´n de diferencias de alturas, cuya definicio´n
es
R(r, t) =
〈
1
Ld
∫ [
h(x+ r, t)h(x, t)− h¯2(t)] dx〉 . (1.8)
Esta magnitud se relaciona con la funcio´n de correlacio´n, C(r, t), y la rugosidad
global, W (t), segu´n
R(r, t) =W 2(t)− C(r, t)
2
. (1.9)
Una vez definidos estos observables, veremos en la siguiente seccio´n que son
suficientes para describir algunas de las caracterı´sticas de la evolucio´n de ciertas
superficies en determinadas condiciones.
1.3. Superficies con invariancia de escala y rugosi-
dad cine´tica
Tal y como se vio en la seccio´n 1.1, a veces se encuentran superficies que no
presentan ninguna escala dominante. Tanto para objetos fractales iso´tropos (au-
tosimilares bajo transformaciones iso´tropas) como autoafines (autosimilares bajo
transformaciones aniso´tropas) suele utilizarse el te´rmino invariancia de escala. Es-
tas superficies verifican que si cambiamos las escalas asociadas con x y h una cier-
ta cantidad arbitraria b y otra bα segu´n x → bx y h → bαh, se obtiene un objeto
estadı´sticamente ide´ntico, es decir, se cumple que
bαh(x) ∼ h(bx). (1.10)
2Puede comprobarse que se verifica C(r, t) = (2/Ld)
P
q PSD(q, t)[1− cos(q · r)].
1.3 Superficies con invariancia de escala y rugosidad cine´tica 7
El exponente α es caracterı´stico de cada superficie y se conoce como exponente de
rugosidad. En el caso de que α = 1, es decir, que tanto x como h escalen de la
misma forma, se tiene un fractal iso´tropo. Esto ocurre en el ejemplo mostrado en
la figura 1.1, donde la escala horizontal puede representarse mediante la variable x
y la orilla del lago vendrı´a dada por una funcio´n h(x), en este caso multivaluada.
En estas dos ima´genes, en particular, se ha utilizado un factor de escala b = 5 para
obtener una una representacio´n ana´loga estadı´sticamente. En general, trabajaremos
con objetos reales en los que estas relaciones so´lo se verifican en promedio, aun-
que estas definiciones son va´lidas tambie´n para el caso determinista. En el caso de
que para obtener una superficie ide´ntica tengamos que aumentar o disminuir ma´s
la altura que la escala espacial (segu´n estemos expandiendo, b > 1, o contrayendo,
b < 1, la intercara, respectivamente), se tiene que α > 1, y la superficie se de-
nomina super-rugosa. La propiedad de invariancia de escala puede trasladarse a la
rugosidad de forma que para cualquier longitud r considerada se verifica wr ∼ rα
y, en particular, para un sistema finito de taman˜o L, se tiene que
W ∼ Lα. (1.11)
Esta relacio´n indica que la rugosidad depende del taman˜o del sistema segu´n una
ley de potencias gobernada por el exponente de rugosidad α.
Adema´s de esta caracterı´stica esta´tica, con cierta frecuencia, la evolucio´n tem-
poral de este tipo de superficies verifica determinadas propiedades para las que se
emplea el te´rmino de rugosidad cine´tica (“kinetic roughening” en ingle´s) con el
fin de indicar el cara´cter espacio-temporal propio de estos sistemas. Este tipo de
comportamiento es ana´logo al que se observa en los feno´menos crı´ticos en equili-
brio donde se definen las clases de universalidad asociadas con los valores de los
exponentes crı´ticos. Ya hemos definido α como aque´l que caracteriza la invarianza
de escala espacial; a continuacio´n definiremos otros exponentes asociados con la
evolucio´n temporal de la superficie.
Una forma de cuantificar si un determinado sistema presenta rugosidad cine´tica
es, por ejemplo, a partir de la medida de la evolucio´n temporal de la rugosidad
global W (t). Si consideramos un sistema de taman˜o finito, el comportamiento de
la anchura total puede separarse en dos regiones bien diferenciadas; en una primera
etapa, la rugosidad crece independiente del taman˜o del sistema como una potencia
del tiempo segu´n
W (t) ∼ tβ, (1.12)
hasta alcanzar un valor de saturacio´n constante que representaremos por Wsat que
verifica la relacio´n (1.11). El exponente β nos da una medida de cua´nto se des-
ordena la superficie en el transcurso del tiempo y se conoce como exponente de
crecimiento. En 1985 Family y Viseck [Family y Vicseck 1985] resumieron es-
te comportamiento para la rugosidad mediante su hipo´tesis de escala dina´mica, la
cual se expresa matema´ticamente como
W (t) ∼ Lαf
(
t
Lz
)
, (1.13)
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donde f es una funcio´n que verifica f(u) ∼ cte si u À 1 y f(u) ∼ uβ si u ¿ 1.
En esta relacio´n se ha introducido un nuevo exponente, z, que depende de los an-
teriores segu´n z = α/β y que se conoce como exponente dina´mico. Para entender
que´ representa este exponente podemos suponer que el paso entre el re´gimen de
crecimiento donde se cumple (1.12) y el de saturacio´n, en el cual se verifica (1.11),
se produce cuando u ≈ 1. Si sustituimos este valor en la expresio´n (1.13) podemos
deducir en que´ instante, que denominaremos tsat, la rugosidad se hace constante;
e´ste verifica
tsat ∼ Lz, (1.14)
donde z es una medida de co´mo cambia respecto al taman˜o del sistema el tiempo
para el que satura la anchura total del sistema.
La hipo´tesis de escalado (1.13) puede trasladarse al factor de estructura a partir
de la relacio´n (1.6), con el resultado de3
PSD(q, t) ∼ q−(d+2α)g(tqz), (1.15)
donde g(u) verifica g(u) ∼ cte para u À 1 y g(u) ∼ u(d+2α)/z si u ¿ 1. Es
importante sen˜alar que esta relacio´n se altera si calculamos el espectro de potencias
a partir de un corte longitudinal de la superficie, como se muestra en el ape´ndice
A.
De forma ana´loga se puede trasladar la hipo´tesis de rugosidad cine´tica a la
funcio´n de correlacio´n de alturas, para la que se tiene
C(r, t) = rαfc
(
t
rz
)
, (1.16)
con fc(u) ∼ cte para uÀ 1 y fc(u) ∼ uβ si u¿ 1.
En la figura 1.3 se muestra el comportamiento de la rugosidad para la altura
de una intercara obtenida mediante un me´todo espectral de integracio´n [Canuto
et al. 1988] de la ecuacio´n de Edwards-Wilkinson (ve´ase seccio´n 1.5.1). Podemos
observar co´mo W (t) crece segu´n la ley de potencias dada por (1.12) hasta alcanzar
un valor constante Wsat. En ese instante, el factor de estructura (figura 1.4) escala
segu´n la relacio´n (1.15). La lı´nea continua representa el resultado nume´rico tras
promediar sobre el nu´mero de realizaciones, mientras que la lı´nea es el mejor ajuste
a una ley de potencias. A partir de este ajuste se deducen los valores efectivos del
exponente de crecimiento, β = 0.24, y de rugosidad, α = 0.5.
Los procesos que dan lugar a superficies que presentan rugosidad cine´tica son
de muy diversa ı´ndole y a que el comportamiento dado por la relacio´n de escala
(1.13) ha sido verificado en multitud de experimentos, ca´lculos analı´ticos y simu-
laciones nume´ricas [Baraba´si y Stanley 1995]. A menudo se encuentra que muchos
de estos sistemas presentan el mismo valor de los exponentes, lo que permite cla-
sificarlos en las denominadas clases de universalidad.
3Hemos escrito q = |q| y r = |r|.
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Figura 1.3 — Rugosidad global en
funcio´n del tiempo para la ecuacio´n de
Edwards-Wilkinson (ver Sec. 1.5.1) con
ν = 1, D = 1 y condicio´n inicial pla-
na promediada sobre 250 realizaciones pa-
ra un sistema unidimensional de taman˜o
L = 256 (lı´nea continua) y su ajuste a
una ley de potencias de la forma (1.12) con
β = 0.24 (lı´nea a trazos) desplazada verti-
calmente para una mejor visualizacio´n.
Figura 1.4 — Factor de estructura en
funcio´n de q obtenido en las mismas condi-
ciones que la figura 1.3, una vez el sistema
ha saturado en t = 5000 (lı´nea continua).
La lı´nea a trazos representa su ajuste a una
ley de potencias de la forma PSD(q) ∝
q−(1+2α) de donde resulta α = 0.50. El
ajuste esta´ desplazado verticalmente para
una mejor visualizacio´n.
A pesar de que, por ahora, so´lo hemos definido el comportamiento de superfi-
cies que presentan rugosidad cine´tica de una forma ma´s sencilla, a veces se tienen
sistemas que, au´n verificando la ley de escala de Family-Viseck para el compor-
tamiento global, presentan exponentes diferentes cuando estudiamos el comporta-
miento local [Lo´pez y Rodrı´guez 1996; Lo´pez, Rodrı´guez y Cuerno 1997; Ramas-
co, Lo´pez y Rodrı´guez 2000]. Por ejemplo, tal y como se ha puesto de manifiesto,
en un sistema que presente invariancia de escala ideal se encuentra que el exponen-
te local de rugosidad, αloc, es ide´ntico al exponente global (αloc = α), mientras
que si lo estudiamos en una superficie que presente escalado ano´malo, lo que se
observa es que αloc 6= α. Se dice entonces que estos sistemas presentan escala-
do ano´malo [Morel et al. 1998; Zhao et al. 2000; Huo y Schwarzacher 2001]. En
algunos de estos casos, las propiedades de escalado ano´malo vienen acompan˜adas
de una caracterı´stica que generaliza el concepto de fractal denominada multifrac-
talidad.4
1.4. Superficies con escalas caracterı´sticas
Mientras que la rugosidad cine´tica esta´ asociada con la inexistencia de un tiem-
po y una longitud tı´picas en la evolucio´n de la superficie, a lo largo de esta memo-
ria estudiaremos tambie´n otro tipo de morfologı´as que muestran patrones de un
4Un multifractal es un conjunto formado por una jerarquı´a de subconjuntos (variedades), cada
uno de ellos de cara´cter fractal.
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taman˜o determinado. Los sistemas fuera del equilibrio en los que se encuentran
estos patrones son muy variados, como por ejemplo: sistemas hidrodina´micos con
conveccio´n te´rmica para fluidos puros o mezclas binarias, o´ptica no lineal, cre-
cimiento y solidificacio´n de frentes, procesos de erosio´n eo´lica o subacua´tica y
erosio´n io´nica, entre otros.
Para caracterizar estas superficies, de nuevo resulta de utilidad estudiar el factor
de estructura, PSD(q), definido en (1.3). Para un patro´n con una determinada
longitud caracterı´stica, l0, el valor de su espectro de potencia para el vector de onda
asociado a dicha la longitud, que denominaremos q0 = 2pi/l0, es particularmente
relevante. Adema´s del taman˜o del patro´n, el factor de estructura nos da informacio´n
sobre su orientacio´n, simetrı´a y grado de orden. Esto puede observarse en la figura
1.5 donde se muestra la formacio´n de patrones debida a la conveccio´n te´rmica
y rotacio´n simulta´nea de un fluido y sus correspondientes espectros de potencia
bidimensionales. El ma´ximo en el factor de estructura indica la longitud de onda
del patro´n (en todos los casos la longitud caracterı´stica es la misma y por tanto
los ma´ximos se encuentran a la misma distancia del origen) y su orientacio´n. En el
caso 1.5(a), el patro´n se orienta en una u´nica direccio´n, como se pone de manifiesto
en la representacio´n en el espacio de Fourier; en el caso de la figura 1.5(b), las
estructuras se orientan, aproximadamente, en dos direcciones perpendiculares; para
el caso 1.5(c), su espectro de potencia iso´tropo refleja la orientacio´n de los rollos
convectivos en todas direcciones.
Figura 1.5 — Formacio´n de pa-
trones debida a la conveccio´n te´rmica
(Rayleigh-Be´nard) y rotacio´n simulta´nea
de un fluido para diferentes velocida-
des de giro e incrementos de tempera-
tura entre las placas superior en inferior
del recipiente. La columna de la izquier-
da representa las ima´genes en el espacio
real de la conveccio´n, donde las regio-
nes oscuras muestran el fluido caliente
(el cual fluye hacia arriba) y las claras el
de menor temperatura (cuyo movimien-
to es descendente). La columna de la iz-
quierda muestra sus correspondientes es-
pectros de potencia en el espacio de Fou-
rier. Tomada de Hu et al. (1998).
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La evolucio´n temporal de la morfologı´a de este tipo de superficies presenta una
gran variedad de comportamientos, aunque a continuacio´n nos centraremos en una
de estas propiedades que ha sido sometida a mayor objeto de estudio en los u´lti-
mos an˜os. Nos referimos al crecimiento o estiramiento (en ingle´s, “coarsening”)
de las estructuras que aparecen en determinados procesos fuera del equilibrio. En
estos procesos, al igual que ocurre en otros feno´menos cercanos al equilibrio, la
escala caracterı´stica del sistema evoluciona con el tiempo, de forma que a cada
instante se tiene un patro´n de diferente taman˜o. Bajo determinadas condiciones ex-
perimentales, es frecuente observar que este taman˜o crece con el tiempo siguiendo
una ley de potencias de la forma l0 ∼ tn. Puede ocurrir que el crecimiento con-
tinu´e indefinidamente hasta que el taman˜o del patro´n sea del mismo orden que el
del sistema o que se interrumpa con anterioridad. Adema´s, este crecimiento puede
interrumpirse en una de las dimensiones y continuar en la otra, de forma que, en
general, la fenomenologı´a en la cual un determinado patro´n puede evolucionar en
el tiempo es muy variada. En los siguientes capı´tulos veremos algunos ejemplos de
estos comportamientos; la mayorı´a de ellos, para estructuras formadas mediante el
bombardeo de materiales so´lidos con iones.
Para completar la descripcio´n de estos sistemas, debemos sen˜alar que no so´lo es
posible encontrar morfologı´as con una o varias escalas caracterı´sticas que pueden,
o no, evolucionar en el tiempo. A veces, como ocurre, por ejemplo, en sistemas cu-
ya evolucio´n viene descrita por la ecuacio´n de Kuramoto-Sivashinsky (ver seccio´n
1.5.4), durante un determinado intervalo de tiempo la superficie muestra una longi-
tud caracterı´stica mientras que para tiempos mayores presenta rugosidad cine´tica.
Tambie´n pueden encontrarse sistemas en los que se mantiene un patro´n ordenado
en un rango de escalas determinado, mientras que la superficie presenta invariancia
de escala para distancias mucho mayores que esta longitud caracterı´stica.
En la figura 1.6 mostramos el perfil de altura de una superficie obtenido me-
diante un me´todo pseudoespectral de integracio´n con an˜adido de ceros para evitar
los efectos de “aliasing” (ver la ref. Canuto et al. (1988) para ma´s detalles sobre
esta te´cnica) de la ecuacio´n de Kuramoto Sivashinsky. Como se muestra en las fi-
guras 1.6 y 1.7, para tiempos intermedios au´n se mantiene un determinado patro´n
y, por tanto, se observa claramente co´mo esta escala domina la morfologı´a. Esto
se refleja en el factor de estructura con un ma´ximo local en el modo de Fourier
asociado a la longitud de onda dominante del patro´n. Para la figura 1.7 se obtiene
l0 = 2pi/q0 ≈ 10, lo cual esta´ de acuerdo con lo observado en el perfil (figura 1.6).
Para escalas mayores que esta distancia, la superficie se desordena y, como se pone
de manifiesto en la ley de potencias que sigue el factor de estructura para modos
mucho menores que el correspondiente al ma´ximo relativo q0 (aunque tan so´lo du-
rante una de´cada debido a que au´n no nos encontramos a tiempos suficientemente
largos), la superficie muestra invariancia de escala. Una magnitud relacionada con
el desorden de la superficie es, como se definio´ en la seccio´n 1.2, la longitud de
correlacio´n ζ, la cual se obtiene a partir de la medida anchura del pico a media
altura; para la figura 1.7 se obtiene ζ ≈ 34, que confirma la interpretacio´n de la
morfologı´a en la figura 1.6 como una yuxtaposicio´n desordenada de dominios que
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Figura 1.6 — Perfil de altura para
la ecuacio´n de Kuramoto-Sivashinsky (ver
seccio´n 1.5.4) unidimensional con ν =
1,K = 1, λ1 = 2, en t = 100 para un sis-
tema de taman˜o L = 256 y una superficie
inicial aleatoria.
Figura 1.7 — Factor de estructura para
el mismo sistema que la figura 1.6 prome-
diado tras 1000 realizaciones con condicio-
nes iniciales diferentes. La lı´nea a trazos re-
presenta su ajuste a una ley de potencias de
la forma PSD(q) ∝ q−(1+2α), de donde
resulta α = 0.45. El ajuste esta´ desplazado
verticalmente para una mejor visualizacio´n.
contienen unas tres celdas.
1.5. Aproximaciones continuas
Como ya avanzamos en la introduccio´n, existe un poderoso me´todo teo´rico de
estudio para las superficies, adema´s de los modelos discretos, que son las ecuacio-
nes continuas. Se pretende obtener una aproximacio´n u´til que describa una gran
variedad de mecanismos desde una formulacio´n compacta, adema´s de representar
de forma eficiente, analı´tica o nume´ricamente, los aspectos globales de la evolucio´n
de la morfologı´a. Para ello, se describe la superficie desde escalas de longitud inter-
medias, sin tener en cuenta los detalles del crecimiento a escalas ma´s pequen˜as. Por
ejemplo, en algunos de los sistemas anteriormente mencionados, como los proce-
sos de crecimiento de pelı´culas delgadas o erosio´n io´nica, los mecanismos ato´mi-
cos involucrados en la evolucio´n de la superficie tienen lugar a escalas del orden del
nano´metro y tiempos del orden del picosegundo (10−12 s) mientras que las escalas
espaciales en las que se describe la morfologı´a son mayores de 10 nano´metros y
los tiempos del orden del segundo. Debido a esta diferencia de escalas, podemos
esperar que estas descripciones continuas puedan suministrarnos un marco general
apropiado para describir muchos de los feno´menos de no equilibrio responsables
de la evolucio´n de superficies. Se pretende obtener ası´ una ecuacio´n en derivadas
parciales que describa de forma efectiva el sistema fı´sico desde una escala apropia-
da mediante la variable continua h(x, t), que representa la altura de la superficie
en cada instante, de la forma
∂h
∂t
= Ξ[h, x, t], (1.17)
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donde Ξ[h, x, t] es una funcio´n gene´rica de x, t, h(x, t) y sus derivadas espaciales.
La forma de Ξ depende del problema concreto, aunque serı´a deseable, con la idea
de capturar determinadas caracterı´sticas universales que aparecen en los sistemas
en consideracio´n, poder obtener esta funcio´n a partir de las simetrı´as que debe obe-
decer el proceso de crecimiento, e incorporar so´lo los mecanismos ma´s relevantes
en la evolucio´n del sistema, tales como la deposicio´n, la difusio´n, la desorcio´n,
etc., pero sin entrar en detalles microsco´picos. Para completar la descripcio´n del
proceso, es frecuente incorporar a (1.17) un te´rmino de ruido debido a las posibles
fluctuaciones que se producen en el proceso de crecimiento y que ocurren a escalas
ma´s pequen˜as que la descripcio´n mesosco´pica considerada. Esta te´cnica de des-
cripcio´n basada en argumentos generales resulta va´lida en muchos casos, aunque
en algunos contextos especı´ficos, tal y como veremos en los siguientes capı´tulos,
es insensible a feno´menos fı´sicos relevantes para la evolucio´n temporal del siste-
ma, y sera´ necesario acudir a un ana´lisis microsco´pico del proceso de crecimiento
que adema´s, desde un punto de vista pra´ctico, permita relacionar los mecanismos
fı´sicos con los para´metros del modelo.
Una vez obtenidas las ecuaciones de evolucio´n, no todas ellas son resolubles
analı´ticamente, y tendremos que acudir a diversas te´cnicas (aproximaciones analı´ti-
cas, me´todos nume´ricos, etc.) para obtener las propiedades del sistema en estudio
como, por ejemplo, la clase de universalidad a la que pertenece. A continuacio´n
mostraremos brevemente algunas de las ecuaciones que, o bien por su relevancia
histo´rica y debido a que representan a las clases de universalidad ma´s amplias,
o bien por su relacio´n con las ecuaciones propuestas en el resto de la memoria,
consideramos de especial importancia.
1.5.1. Ecuacio´n de Edwards-Wilkinson
Si suponemos un sistema formado por partı´culas que se van an˜adiendo a la
superficie de forma aleatoria sin difundir, la ecuacio´n que describe la altura de la
intercara puede escribirse como
∂h(x, t)
∂t
= v0 + η(x, t). (1.18)
Debido a que el flujo no es uniforme, sino que las partı´culas se depositan en posi-
ciones aleatorias, lo hemos descompuesto en un te´rmino promedio, independiente
de x, que hemos llamado v0, y representa la velocidad media de desplazamiento
de la superficie, y otro, que da cuenta del cara´cter aleatorio y descorrelacionado
del proceso de pegado, que representaremos por el sı´mbolo η(x, t). Este te´rmino
verifica que su valor medio, tanto espacial como en las diferentes realizaciones, es
nulo, de forma que el nu´mero medio de partı´culas que se deposita sobre cualquier
punto es el mismo en todo instante y realizacio´n. Lo anterior, y el hecho de que la
probabilidad de que una partı´cula llegue a un punto cualquiera de la superficie, x,
es independiente de que otras partı´culas lo hagan a cualquier otro lugar, x′, puede
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expresarse matema´ticamente de la siguiente forma
〈η(x, t)〉 = 0, (1.19)〈
η(x, t)η(x′, t′)
〉
= 2Dδ(x− x′)δ(t− t′),
donde D representa la intensidad del ruido. Una de las posibles elecciones para
que se verifiquen las condiciones anteriores es considerar η(x, t) como un proce-
so gaussiano de media cero y dispersio´n 2D. Se puede obtener la altura media y
la rugosidad para este sistema sin ma´s que integrar temporalmente (1.18), con el
resultado de
h¯(t) = v0t, (1.20)
W (t) =
√
2Dt. (1.21)
Podemos observar que, mientras que la altura media crece de forma lineal e in-
definidamente en el tiempo, la rugosidad total de la superficie crece tambie´n sin
lı´mite como la raı´z cuadrada de t. Este sistema no verifica, por tanto, la hipo´tesis
de escala de Family-Viseck (1.13). Para que la superficie presente rugosidad cine´ti-
ca, debemos an˜adirle un te´rmino adicional que permita a las partı´culas desplazarse
antes de fijarse al sustrato y que provoque que la rugosidad sature. Dicho te´rmino
debe ser compatible con las simetrı´as que le exigiremos al sistema, a saber:
Invariancia bajo traslacio´n en el tiempo, t→ t+ δt: Si, ni el flujo, ni la evo-
lucio´n del sistema dependen del instante considerado, Ξ no puede depender
explı´citamente de t.
Invariancia bajo traslacio´n en el substrato, x → x + δx: La evolucio´n de la
morfologı´a no debe depender del punto x considerado, luego la ecuacio´n de
evolucio´n tampoco puede ser funcio´n explı´cita de x.
Invariancia bajo traslacio´n en la direccio´n de crecimiento, h → h + δh:
Como ocurrı´a anteriormente, Ξ no depende explı´citamente de h pues la evo-
lucio´n del sistema no puede depender del punto en que escojamos el origen
de altura.
Invariancia bajo rotacio´n o inversio´n en el substrato, x→ −x: Si el sistema
no presenta ninguna caracterı´stica que altere la simetrı´a derecha-izquierda
para un sustrato unidimensional, no pueden aparecer derivadas impares en la
ecuacio´n de evolucio´n como ∇h o´ (∇h)3.
Invariancia bajo inversio´n en la direccio´n de crecimiento, h→ −h: Si el sis-
tema presenta simetrı´a arriba/abajo, es decir, la evolucio´n de los puntos por
debajo de la altura media es ide´ntica a los que se encuentran por encima de
ella, Ξ no puede contener te´rminos pares en h o sus derivadas. Esto elimina,
por ejemplo, te´rminos de la forma (∇h)2 o´ ∇2h2.
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El te´rmino ma´s sencillo que esta´ de acuerdo con estas simetrı´as es ∇2h, el cual
resulta ser una aproximacio´n lineal a la tensio´n superficial. Si el coeficiente de este
te´rmino es positivo, el laplaciano tiende a aplanar la intercara, de forma que la ru-
gosidad ya no crece indefinidamente, como ocurrı´a en el caso anterior, sino que se
alcanza un valor de saturacio´n, de forma que sı´ que se obtiene una superficie que
muestra rugosidad cine´tica de acuerdo con la hipo´tesis de Family-Viseck (1.13).
La ecuacio´n para la evolucio´n de la altura de la intercara para un proceso de cre-
cimiento que presente las simetrı´as anteriores fue propuesta por primera vez por
Edwards y Wilkinson (EW) [Edwards y Wilkinson 1982], y toma la forma5
∂h(x, t)
∂t
= ν∇2h+ η(x, t). (1.22)
Salvo por el te´rmino de ruido, esta ecuacio´n es equivalente a la propuesta por
Mullins para describir la evolucio´n de una superficie curvada cuando el so´lo se pro-
duce evaporacio´n-condensacio´n [Mullins 1957]. Segu´n e´l, la ecuacio´n diferencial
que describe la variacio´n de la altura de la superficie debido este mecanismo es
∂h(x, t)
∂t
= A∇2h, (1.23)
dondeA = p0γ′sn−2v (2piM)−1/2(kBT )−3/2 siendo p0 la presio´n de vapor en equi-
librio para una superficie plana, γ′s la energı´a libre superficial por unidad de a´rea,
nv el nu´mero de mole´culas por unidad de volumen, M la masa molecular, kB la
constante de Boltzman y T la temperatura.
Por ser lineal, la ecuacio´n (1.22) puede resolverse analı´ticamente y define la
evolucio´n de una superficie que presenta rugosidad cine´tica con α = (2 − d)/2,
β = (2 − d)/4 y z = 2, donde d representa la dimensio´n del sustrato (la clase de
universalidad de e´sta y otras ecuaciones aquı´ mencionadas se recogen en la tabla
1.1). En las figuras 1.3 y 1.4 se mostro´ la rugosidad y el factor de estructura para
una simulacio´n nume´rica de la evolucio´n de h dada por (1.22), y se comprueba que
se verifica la hipo´tesis de escala de Family-Viseck con exponentes cercanos a los
obtenidos analı´ticamente.
La ecuacio´n de Edwards-Wilkinson puede interpretarse como la descripcio´n de
una superficie en las cercanı´as del equilibrio que sigue una dina´mica relajacional;
de esta forma su evolucio´n temporal puede escribirse como la siguiente ecuacio´n
de Langevin:
∂h(x, t)
∂t
= −δF [h]
δh
+ η(x, t), (1.24)
donde la energı´a libre efectiva del sistema toma la forma
F [h] = ν
2
∫
dx (∇h)2. (1.25)
5Como hemos visto, esta ecuacio´n es invariante bajo traslacio´n en h; podemos hacer por tanto una
traslacio´n en la altura: h → h − v0t de forma que desaparezca el termino de la velocidad media de
crecimiento. En este caso se describen las fluctuaciones de la superficie alrededor de la altura media.
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La existencia de esta energı´a libre nos permite encontrar una solucio´n estacionaria
para la ecuacio´n de Fokker-Planck, la cual describe la evolucio´n de la distribucio´n
de probabilidad Π[h, t] de tener una determinada altura h en el instante t asociada
a la ecuacio´n de Langevin anterior. Esta distribucio´n de probabilidad es de la forma
Π[h] ∝ e− ν2D
R
dx (∇h)2 , (1.26)
que es de tipo Boltzmann con una temperatura T ∝ D.
1.5.2. Ecuacio´n lineal de MBE
La te´cnica de MBE (Molecular Beam Epitaxy) consiste en depositar sobre un
substrato cristalino una sustancia mediante haces moleculares o ato´micos en un
sistema de alto vacı´o. Los haces son guiados hacia el substrato de forma que la
cantidad de material depositado sea la misma que la inyectada. Existen distintas
teorı´as continuas que dan cuenta de los diferentes procesos que aparecen en la su-
perficie tales como deposicio´n, desorcio´n, difusio´n, etc. Nosotros trataremos el ca-
so ma´s simple posible, usaremos una teorı´a lineal donde so´lo tendremos en cuenta
una aproximacio´n al feno´meno de difusio´n en la superficie.
Si suponemos la existencia de una corriente de partı´culas a lo largo de la su-
perficie, j(x, t), y como el nu´mero de ellas debe permanecer constante, se puede
expresar la variacio´n en la altura local mediante la ecuacio´n de continuidad
∂h(x, t)
∂t
= −∇ · j(x, t). (1.27)
Podemos suponer que la corriente de material a lo largo de la superficie se debe a
las diferencias en un potencial quı´mico local que tiende a aplanar la intercara segu´n
j(x, t) = −∇µ(x, t). (1.28)
Para determinar la forma de este potencial quı´mico podemos hacer uso de algu-
nos argumentos de simetrı´a. Como la probabilidad de difusio´n de una partı´cula no
puede depender explı´citamente del valor de la altura ni del sistema de coordenadas
elegido, tal y como se dedujo en el apartado anterior, el potencial quı´mico no puede
contener explı´citamente los te´rminos h(x, t) ni ∇h(x, t). Ası´, si nos quedamos a
orden ma´s bajo para la forma del potencial, obtendremos: µ(x, t) ∝ −∇2h(x, t).
La minimizacio´n del potencial quı´mico local puede entenderse como la difusio´n de
las partı´culas hacia zonas donde el nu´mero de enlaces con sus vecinos sea ma´ximo.
Esto ocurre en zonas donde la curvatura sea ma´xima y positiva. Como la curvatu-
ra local puede expresarse en aproximacio´n lineal como −∇2h(x, t), se obtiene
un te´rmino equivalente al propuesto por Mullins [Mullins 1957] para la difusio´n
superficial de origen te´rmico de la forma −K∇4h, donde K es una constante po-
sitiva. Segu´n su teorı´a, a partir de (1.27) se puede derivar una ecuacio´n diferencial
que describe la variacio´n de la altura de la superficie cuando el u´nico mecanismo
de transporte se debe a la difusio´n superfical. Esta es
∂h(x, t)
∂t
= −K∇4h, (1.29)
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donde K = Dsγ′sn−2v ν ′s/(kBT ) siendo Ds es el coeficiente de difusio´n superficial
y ν ′s el nu´mero de a´tomos por unidad de a´rea.
En el caso de MBE, debido a que se trata de un sistema de crecimiento en el
que existe una aleatoriedad inherente debida a las fluctuaciones de la intensidad del
haz ato´mico, la ecuacio´n que describe la evolucio´n de la altura se lee
∂h(x, t)
∂t
= −K∇4h(x, t) + η(x, t). (1.30)
Esta ecuacio´n, que como (1.22) es resoluble analı´ticamente, fue introducida de
forma independiente por Wolf y Villain [Wolf y Villain 1990] y Das Sarma y Tam-
borenea [Das-Sarma y Tamborenea 1991] y ha jugado un importante papel en el
entendimiento de la te´cnica de MBE.
Al igual que ocurrı´a en el caso de la ecuacio´n de EW, tambie´n es posible for-
mular la evolucio´n de h como un ecuacio´n de Langevin de la forma (1.24), con
F [h] = K
2
∫
dx (∇2h)2. (1.31)
Bajo ciertas condiciones experimentales, en las que el principal mecanismo
de relajacio´n es la difusio´n superficial, se ha podido comprobar que los exponentes
crı´ticos obtenidos a partir de (1.30) coinciden con los obtenidos experimentalmente
[Jeffries, Zuo y Craig 1996; Yang et al. 1996].
1.5.3. Ecuacio´n Kardar-Parisi-Zhang
Otra ecuacio´n que presenta rugosidad cine´tica es la ecuacio´n KPZ (Kardar-
Parisi-Zhang) [Kardar, Parisi y Zhang 1986], propuesta en 1986 como una exten-
sio´n de la ecuacio´n de Edwards-Wilkinson, con el fin de describir de forma algo
ma´s general el crecimiento de superficies rugosas. En este trabajo se permite que el
material se an˜ada en la direccio´n normal a la superficie en cada punto, y mediante
un sencillo argumento geome´trico se obtiene la siguiente ecuacio´n:
∂h(x, t)
∂t
= ν∇2h+ λ1
2
(∇h)2 + η(x, t), (1.32)
donde, a diferencia de la ecuacio´n de EW, se ha roto la simetrı´a de inversio´n en
la altura de crecimiento, con lo que aparecen te´rminos de la forma (∇h)2n. Se
tiene, por tanto, que con estas simetrı´as la ecuacio´n (1.32) es la generalizacio´n a
orden no lineal ma´s bajo de la ecuacio´n de EW. La inclusio´n del nuevo te´rmino
implica que se deposita menos material en aquellos puntos donde la pendiente es
pequen˜a, lo que provoca que las protuberancias crezcan lateralmente. En la figura
1.8 se muestra el efecto de este te´rmino en la evolucio´n de una superficie concreta
y un esquema del crecimiento normal, del que se deduce, si suponemos que las
pendientes son pequen˜as, la relacio´n: δh ' v[1 + (∇h)2/2]δt.
A esta ecuacio´n, a diferencia de lo que ocurrı´a con la de EW, no se le puede
asociar una energı´a libre efectiva, aunque puede comprobarse que para d = 1 la
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Figura 1.8 — Perfiles de altura sucesi-
vos para el crecimiento de una superficie
cuya evolucio´n viene dada por la versio´n
determinista de la ecuacio´n (1.32). En la
misma gra´fica se representan las pendien-
tes del u´ltimo perfil, ası´ como un esque-
ma que muestra co´mo el crecimiento local
normal a la superficie conduce a la no li-
nealidad de (1.32). Tomada del trabajo ori-
ginal de Kardar, Parisi y Zhang (1986).
Nombre Ecuacio´n α β z
Edwards-Wilkinson ∂h(x,t)∂t = v0 + ν∇2h+ η(x, t) 2−d2 2−d4 2
LMBE ∂h(x,t)∂t = v0 −K∇4h(x, t) + η(x, t) 4−d2 4−d8 4
KPZ , KS ∂h(x,t)∂t = v0 + ν∇2h+ λ12 (∇h)2 + η(x, t) 12 13 32
Cuadro 1.1 — Clases de universalidad para algunas de las ecuaciones descritas en este
capı´tulo. En el caso de la ecuacio´n KPZ se muestran los exponentes para d = 1.
distribucio´n de probabilidad estacionaria coincide con (1.26), de donde se deducen
de forma exacta los exponentes dados en la tabla 1.1. En general, esta ecuacio´n
no se puede resolver analı´ticamente debido a su cara´cter no lineal, aunque mu-
chas de sus propiedades han sido obtenidas mediante el uso de diferentes me´todos.
Para dimensiones mayores que d = 1 se han hecho grandes esfuerzos para in-
tentar obtener los exponentes a los que pertenece su clase de universalidad. Se ha
integrado nume´ricamente la ecuacio´n [Chakrabarti y Toral 1989; Amar y Family
1990; Beccaria y Curci 1994; Moser y Wolf 1994; Giacometti y Rossi 2001; Giada,
Giacometti y Rossi 2002], pero el me´todo ma´s preciso ha resultado ser el uso de
modelos discretos [Ala-Nissila et al. 1993; Marinari, Pagnani y Parisi 2000] que se
suponen pertenecientes a la misma clase de universalidad.
1.5.4. Ecuacio´n de Kuramoto-Sivashinsky
A diferencia de las ecuaciones mostradas anteriormente, las ecuaciones que
mostraremos en las siguientes secciones no incluyen un te´rmino de ruido aditivo
como ocurrı´a en el caso de la ecuacio´n EW, LMBE o KPZ. Adema´s, en contraste
con lo que les ocurrı´a a estas ecuaciones que presentaban invariancia de escala
como u´nico comportamiento, en el caso de la ecuacio´n de Kuramoto-Sivashinsky
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(KS) se combina la formacio´n de un patro´n a tiempos cortos (ve´anse figuras 1.6 y
1.7) con rugosidad cine´tica a escalas y tiempos largos.
Esta ecuacio´n fue derivada por Kuramoto en el contexto de turbulencia quı´mica
[Kuramoto y Tsuzuki 1976] y por Sivashinsky para la propagacio´n de un frente de
llamas [Sivashinsky 1977], de cuyos autores ha tomado su nombre, y anteriormente
por Nepomnyashchy en el estudio del movimiento de una capa lı´quida por un plano
inclinado [Nepomnyashchy 1974] y por LaQuey y sus colaboradores en su modelo
no lineal de colisiones de iones confinados [LaQuey et al. 1975], aunque ma´s tarde
ha aparecido en muchos otros contextos.
Es una ecuacio´n no lineal cao´tica, considerada un paradigma en el estudio del
caos espacio-temporal. Su forma es la siguiente
∂h(x, t)
∂t
= −ν∇2h−K∇4h+ λ1
2
(∇h)2. (1.33)
A diferencia de las ecuaciones anteriores, el te´rmino de tensio´n superficial es nega-
tivo, lo que provoca que las diferencias de alturas entre los puntos de la superficie
aumenten; se dice entonces que este te´rmino es inestable. Este efecto, sin embar-
go, se ve corregido por el te´rmino difusivo y el no lineal, que tienden a suavizar la
superficie, y permiten que el frente evolucione de forma estable aunque cao´tica.
La versio´n estoca´stica de la ecuacio´n (1.33), con un te´rmino de ruido adicional
η(x, t) de la forma (1.19), ha sido propuesta en el contexto de crecimiento de capas
delgadas mediante MBE [Karma y Misbah 1993] y en el de erosio´n io´nica [Cuerno
y Baraba´si 1995] para explicar la formacio´n de patrones y la aparicio´n de super-
ficies rugosas. Debido a su comportamiento cao´tico, en la versio´n determinista ya
aparece un ruido intrı´nseco en el sistema que hace que en ambos casos la evolucio´n
de la intercara sea similar. Para d = 1 se ha mostrado que la ecuacio´n KS presenta
invariancia de escala para tiempos suficientemente largos con la misma clase de
universalidad que la ecuacio´n KPZ. Para ello, se han utilizado me´todos nume´ricos
de integracio´n [Sneppen et al. 1992] para el caso el caso determinista y modelos
discretos de crecimiento [Cuerno et al. 1995] junto con aproximaciones analı´ticas
mediante las te´cnicas del grupo de renormalizacio´n [Cuerno y Lauritsen 1995] para
el caso estoca´stico. Para d = 2, ni las simulaciones nume´ricas [Drotar et al. 1999],
ni las aproximaciones analı´ticas [Cuerno y Lauritsen 1995], son concluyentes, pe-
ro parecen indicar que el comportamiento asinto´tico es tambie´n ana´logo al de la
ecuacio´n KPZ.
En las figuras 1.6 y 1.7 se mostro´ el perfil de altura para tiempos intermedios
y el factor de estructura promediado en ese instante para diferentes condiciones
iniciales de la ecuacio´n (1.33) unidimensional. Podemos apreciar que la intercara
muestra un patro´n espacial de una escala cuyo taman˜o no aumenta en el transcurso
del tiempo y que se desordena para taman˜os mayores, tal y como se discutio´ en la
seccio´n 1.4. En la seccio´n 3.5 se volvera´ sobre esta ecuacio´n cuando aparezca en
el contexto de erosio´n io´nica y se describira´ la evolucio´n de la morfologı´a para el
caso de que se considere la versio´n aniso´tropa de (1.33), donde puede ocurrir que
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las no linealidades orientadas en cada uno de los ejes se cancelen lo que da lugar a
los denominados modos de cancelacio´n.
1.5.5. Ecuacio´n de Korteweg-de Vries modificada por disipa-
cio´n
La ecuacio´n de Korteweg-de Vries modificada por disipacio´n ha sido propuesta
para describir la conveccio´n te´rmica de fluidos mixtos [Garazo y Velarde 1991; Bar
y Nepomnyashchy 1995] y, en el contexto de superficies, para describir la evolu-
cio´n de la morfologı´a de un sustrato sometido a bombardeo io´nico bajo incidencia
oblicua [Cuerno y Baraba´si 1995; Makeev, Cuerno y Baraba´si 2002]. Para el caso
unidimensional, esta ecuacio´n toma la forma
∂th = −ν∂2xh+Ω∂3xh−K∂4xh+ λ1(∂xh)2 + ξ∂2xh∂xh. (1.34)
Debido a las derivadas impares en x (los te´rminos correspondientes a los coefi-
cientes Ω y ξ), se rompe la simetrı´a x → −x y esta ecuacio´n presenta un patro´n
asime´trico que se desplaza longitudinalmente con velocidad no uniforme. Al igual
que ocurrı´a con la ecuacio´n de KS, para valores grandes de λ1 esta ecuacio´n se
desordena en altura y presenta rugosidad cine´tica a largas distancias.
En el caso de que ξ = 0, la ecuacio´n (1.34) se reduce a la conocida ecuacio´n de
Benney, la cual fue propuesta originalmente para describir la propagacio´n de on-
das en capas de lı´quidos [Benney 1966], y que ha sido ma´s tarde estudiada en otros
contextos como, el de la formacio´n de solitones en sistemas no lineales, inestables
y disipativos [Kawahara 1983], el estudio de la dina´mica de terrazas en superficies
vecinales [Misbah y Pierre-Louis 1996] o en la formacio´n y propagacio´n de estrı´as
en medios arenosos debido a la accio´n del viento [Misbah y Valance 2003]. La
morfologı´a descrita por la ecuacio´n de Benney, al igual que ocurrı´a con la ecua-
cio´n (1.34), interpola entre un patro´n regular cuyo taman˜o no crece en el transcurso
del tiempo que se desplaza lateralmente debido a la tercera derivada y un compor-
tamiento cao´tico debido al te´rmino KPZ (ver figura 1.9). Ha sido estudiada tanto
nume´ricamente [Kawahara 1983; Kawahara y Takaoka 1989] como mediante si-
mulacio´n de Monte Carlo para modelos de crecimiento que se suponen descritos
por ella [Sato, Uwaha y Saito 1998]. A su vez, la ecuacio´n de Benney es una ge-
neralizacio´n de la KS, pues para Ω = 0 se recupera la ecuacio´n (1.33). Por otro
lado, si ν = 0 y K = 0, y considerando la ecuacio´n para la pendiente u = ∂xh,
se tiene la ecuacio´n de Korteweg-de Vries (KdV) [Remoissenet 1994], que ha si-
do propuesta para describir, por ejemplo, la dina´mica de las ondas acua´ticas y que
toma la forma
∂u(x, t)
∂t
= λu∂xu+Ω∂3xu. (1.35)
En la ecuacio´n (1.35), el te´rmino no lineal ya no es una funcio´n al cuadrado como
ocurrı´a en la KPZ y la KS, sino que el campo aparece multiplicado por su derivada.
Se puede obtener una solucio´n analı´tica de esta ecuacio´n, que resulta ser un solito´n
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de la forma [Remoissenet 1994]:
u(x, t) =
3v0
λ
[
cosh
( √
v0
2
√|Ω|(x− v0t)
)]−2
, (1.36)
donde v0 es la velocidad de desplazamiento de dicho solito´n y donde se consi-
dero´ que Ω es negativo. Si Ω fuese positivo habrı´a que aplicar la transformacio´n
u→ −u y x→ −x a (1.36) para obtener la solucio´n.
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Figura 1.9 — Perfiles temporalmente equiespaciados con 4t = 50 entre t = 50 y
t = 5000 para la ecuacio´n de Korteweg-de Vries modificada por disipacio´n [Ec. (1.34)]
unidimensional de un sistema de taman˜o L = 1024 con condicio´n inicial aleatoria y ν = 1,
Ω = 1, K = 20, λ1 = 1, ξ = 2; (b) igual que (a) con ξ = −2.
En en las figuras 1.9 (a) y (b), se muestra el resultado de integrar nume´rica-
mente la ecuacio´n de Korteweg-de Vries modificada por disipacio´n [Ec (1.34)].
En ambos casos se forma un patro´n con una longitud de onda fija que no aumen-
ta en el tiempo. Tal y como se observa en nuestras simulaciones, el cambio en el
signo de ξ provoca que el patro´n sea ma´s asime´trico y que cambie el sentido de
desplazamiento. Si comparamos el patro´n de la figura 1.9 (a) con el de la figura
1.9 (b), podemos observar que en el primer caso que el signo positivo de ξ contra-
rresta la asimetrı´a provocada por el te´rmino correspondiente al coeficiente Ω y el
patro´n resulta ma´s sime´trico. La ası´metrı´a inducida por el te´rmino Ω se observa en
la figura 1.10, donde se muestra la evolucio´n del perfil descrito por la ecuacio´n de
Benney en las mismas condiciones iniciales que la figura 1.9. Para el valor de Ω
considerado, tal y como ocurre en Misbah y Pierre-Louis (1996), aparece un patro´n
desordenado y asime´trico que no se propaga con velocidad uniforme. Hemos ob-
servado en nuestras simulaciones que, al igual que allı´, al aumentar Ω el patro´n se
muestra ma´s ordenado y se desplaza con velocidad constante en el sentido negativo
del eje x.
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Figura 1.10 — Perfiles temporalmente
equiespaciados en las mismas condiciones
que 1.9 excepto ξ = 0 (Ecuacio´n de Ben-
ney).
1.5.6. Otras ecuaciones relevantes
Con el fin de presentar otros ejemplos que muestren la existencia de un patro´n
caracterı´stico en procesos de crecimiento, vamos a indicar otras ecuaciones im-
portantes. Uno de estos ejemplos es la conocida como ecuacio´n de Cahn-Hilliard
convectiva, propuesta para describir diversos procesos fı´sicos como la dina´mica de
separacio´n de fases en un sistema sometido a un campo externo [Leung 1990] o la
evolucio´n espaciotemporal de la morfologı´a de terrazas sobre un sustrato cristalino
[Saito y Uwaha 1996]. En el caso unidimensional esta ecuacio´n toma la forma6
∂h(x, t)
∂t
= −∂2xh− ∂4xh+ (∂xh)2(D/2 + 3∂2xh), (1.37)
donde hemos escrito (1.37) en te´rminos de un u´nico para´metro D, de forma que
si D = 0, la ecuacio´n (1.37) se reduce a la ecuacio´n de Cahn-Hilliard, la cual
presenta una dina´mica de ensanchamiento de sus estructuras, mientras que si D→
∞, la transformacio´n h → h/D reduce (1.37) a la ecuacio´n KS. En el trabajo de
Golovin et al. (2001) se estudia esta ecuacio´n para los casos de d = 1 y d = 2
y se muestra co´mo, para D <
√
2/3, la superficie muestra una estructura celular
cuyo taman˜o caracterı´stico crece como l0 ∼ t1/2 para tiempos cortos, y sigue
aumentando indefinidamente como l0 ∼ log t para tiempos largos. Para valores
intermedios de D, se encuentra una solucio´n estacionaria con una periodicidad y
longitud de onda fijas, mientras que para valores de D grandes, este estiramiento
de las estructuras tampoco ocurre y su comportamiento es similar al de la ecuacio´n
KS, donde aparece un patro´n de taman˜o fijo que se desordena en el transcurso del
tiempo. Este comportamiento se representa en la figura 1.11, donde se muestra la
evolucio´n de la morfologı´a descrita por una versio´n aniso´tropa bidimensional de la
ecuacio´n (1.37) para diferentes valores de D. E´sta es
∂h(x, t)
∂t
= −∇2h−∇4h+ D/2(∇h)2 + 3 [(∂xh)2∂2xh+ (∂yh)2∂2yh] . (1.38)
6Es frecuente encontrar esta ecuacio´n escrita en funcio´n de la variable u definida como la
pendiente de h como ocurrı´a en (1.35). En este caso la ecuacio´n (1.37) toma la forma: ∂tu =
Du(∂xu) − ∂2x(u − u3 + ∂2xu). En esta formulacio´n D = 0 conduce ma´s claramente a la cono-
cida ecuacio´n de Cahn-Hilliard.
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Para D = 0.2 las estructuras crecen en el transcurso del tiempo hasta que una
sola pira´mide ocupa todo el sistema; en el caso de D = 1 el taman˜o medio del
patro´n no crece y permanece constante; para D = 10 las estructuras dejan de tener
forma piramidal y se observa una estructura celular cao´tica ana´loga a la mostrada
por (1.33). En el recuadro superior izquierdo de la figura 1.2 (d) se mostro´ otro
ejemplo de la morfologı´a obtenida mediante integracio´n nume´rica de la ecuacio´n
Cahn-Hilliard convectiva para el caso iso´tropo.
Figura 1.11 — Simulaciones nume´ricas de la ecuacio´n (1.38) en dos instantes de tiem-
po, t1 y t2, para distintos valores de D. Tomada de Golovin et al. (2001).
Otra ecuacio´n relacionada con el contenido de esta memoria que muestra un
patro´n caracterı´stico cuyo taman˜o cambia en el transcurso del tiempo es la versio´n
conservada7 de la ecuacio´n de Kuramoto-Sivashinsky. E´sta es de la forma
∂h(x, t)
∂t
= −ν∇2h−K∇4h+ λ2∇2(∇h)2, (1.39)
derivada en el contexto de formacio´n de estrı´as debido a la accio´n del viento
[Csaho´k et al. 2000], crecimiento de pelı´culas amorfas [Raible et al. 2000; Raible,
Linz y Ha¨nggi 2000] y dina´mica de terraza en superficies vecinales [Frisch y Ver-
ga 2006]. Esta ecuacio´n muestra un patro´n de para´bolas ordenadas cuyos taman˜os
crecen en el tiempo como l0 ∼ t1/2, como ha sido demostrado analı´ticamente en
Frisch y Verga (2006) y Politi y Misbah (2007). En la figura 1.12 se muestra la
7Se utiliza el te´rmino conservado, como se hace habitualmente, para indicar que la cantidad de
materia se mantiene, es decir, puede transportarse de una regio´n a otra, pero la altura media debe
permanecer constante en el transcurso del tiempo. Matema´ticamente si se cumple esta propiedad la
ecuacio´n de evolucio´n de h puede escribirse como una ecuacio´n de continuidad de la forma (1.27).
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evolucio´n de la intercara en el transcurso del tiempo. Se observa el proceso de esti-
ramiento progresivo del patro´n, que continu´a indefinidamente hasta que se alcanza
una u´nica para´bola del mismo taman˜o que el sistema.
Figura 1.12 — Perfil de altura
para la ecuacio´n (1.39) con ν = 1,
K = 1 y λ2 = −1 en un sistema
de taman˜o L = 100 y condicio´n
inicial aleatoria para diferentes
tiempos: (a) t = 2, 6, 11; (b)
t = 11, 22, 33; (c) t = 33, 66, 100;
(d) t = 100, 150, 200; (e)
t = 800, 900, 1000; (f) t =
1200, 1400, 1600, 3000, 5000, 10000.
Los perfiles se ordenan de forma
que los ma´ximos aumentan confor-
me lo hace el tiempo. Tomada de
Raible, Linz y Ha¨nggi (2000).
1.6. Conclusiones
Hemos visto en este capı´tulo muy diversos tipos de superficies que pueden
aparecer en la Naturaleza. Es frecuente que e´stas presenten determinadas carac-
terı´sticas, como son la rugosidad cine´tica o la formacio´n de patrones, que pueden
describirse matema´ticamente. Se han presentado algunas de las magnitudes uti-
lizadas para caracterizarlas y algunos modelos continuos que presentan este tipo
de comportamiento basados en argumentos geome´tricos. Sin embargo, debido a
que la formacio´n de morfologı´as similares puede deberse a una gran variedad de
mecanismos fı´sicos distintos, debemos ser cuidadosos a la hora de plantear estas
ecuaciones de una forma general. Esto es particularmente relevante en el caso de
sistemas que muestran determinados patrones a una determinada escala junto con
otro comportamiento a escalas temporales o espaciales mayores. Ciertos argumen-
tos generales, que capturan muchas de las caracterı´sticas asinto´ticas de la evolucio´n
del sistema, no describen la superficie a las escalas que pueden ser de utilidad des-
de el punto de vista experimental. Por este motivo, so´lo a trave´s de un detallado
ana´lisis cuantitativo de la fı´sica microsco´pica involucrada en la evolucio´n del sis-
tema podemos obtener un modelo capaz de describir correctamente el sistema en
las escalas de intere´s a la vez que nos permita relacionar los para´metros de nuestra
teorı´a con las condiciones experimentales. Este sera´ el procedimiento que sigamos
en los capı´tulos siguientes cuando describamos mediante ecuaciones continuas su-
perficies formadas mediante erosio´n io´nica.
2
Fundamentos de la erosio´n io´nica y
resultados experimentales
En este capı´tulo se pondra´ de manifiesto la importancia de la erosio´n io´nica
debido a la gran variedad de aplicaciones te´cnicas e industriales que presenta y, lo
que no es menos importante desde un punto de vista cientı´fico, a los retos que plan-
tea el entendimiento de los mecanismos microsco´picos que dan lugar al modelado
de la superficie.
A lo largo de las diferentes secciones se mostrara´ cua´l es el origen histo´rico y se
dara´n algunos ejemplos de aplicaciones de esta te´cnica. Por u´ltimo, se mostrara´ el
estado experimental actual diferenciando entre materiales amorfos o amorfizables
y metales.
2.1. Origen y aplicaciones de la erosio´n io´nica
La primera observacio´n de erosio´n io´nica de la que se tiene constancia fue
efectuada en tubos de descarga ele´ctrica a mediados del siglo XIX. Grove ob-
servo´ co´mo los iones acelerados por el campo ele´ctrico colisionaban con el ca´todo
eliminando material al eyectarlo de su superficie [Grove 1852]. No fue sino un
siglo ma´s tarde cuando se analizo´ la capacidad de este procedimiento para alte-
rar la morfologı´a superficial de un material dando lugar a estructuras perio´dicas.
Navez bombardeo´ un vidrio y produjo estructuras de estrı´as con varias decenas
de nano´metros de anchura [Navez, Sella y Chaperot 1962]. En este experimento
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se observo´ co´mo cambiaba la orientacio´n de las estrı´as cuando el a´ngulo de inci-
dencia del haz variaba respecto a la direccio´n normal a la superficie, situa´ndose
perpendiculares o paralelas al haz de iones, tal y como se observa en la figura 2.1.
Por entonces no se ofrecio´ una explicacio´n apropiada a tal efecto, la cual habra´ de
Figura 2.1 — Experimento de
Navez, Sella y Chaperot (1962) en
vidrio. (a) Montaje experimental.
Se irradia la muestra con aire ioni-
zado a 4 keV durante seis horas; (b)
Superficie tras el bombardeo con el
haz desplazado θ = 30o respecto a
la normal. La flecha indica la pro-
yeccio´n del haz sobre la superficie,
disponie´ndose las estrı´as perpendi-
culares a esta direccio´n; (c) θ = 0o;
(d) θ = 80o. Las estrı´as se orien-
tan paralelas a la proyeccio´n del
haz. Tomada de Valbusa, Boragno
y de Mongeot (2002).
esperar au´n 30 an˜os ma´s, concretamente hasta la aparicio´n del trabajo de Bradley y
Harper en 1988 [Bradley y Harper 1988], limita´ndose a sen˜alar las semejanzas con
algunos feno´menos macrosco´picos como las ondulaciones formadas en la arena
por la accio´n del viento. Desde entonces, eliminar material de una superficie so´lida
a partir del impacto de partı´culas con determinada energı´a cine´tica y generalmen-
te cargadas se ha convertido en un me´todo profusamente utilizado en mu´ltiples
aplicaciones, entre las que citaremos la limpieza, aplanado y ana´lisis de sustratos,
la alteracio´n de las propiedades o´pticas del material bombardeado, el depo´sito de
pelı´culas delgadas, la litografı´a io´nica y la creacio´n y modelado de nanoestructuras
en superficies extensas. Con el paso del tiempo se han ampliado el nivel de sofis-
ticacio´n y las utilidades de estas te´cnicas hasta convertirse en herramientas ba´sicas
en diversos campos industriales y experimentales. Describiremos a continuacio´n
algunas de las aplicaciones mencionadas anteriormente.
El bombardeo io´nico permite eliminar material a escala submicrome´trica. Este
procedimiento de limpieza es importante en el proceso de fabricacio´n de dispositi-
vos semiconductores, en los cuales la contaminacio´n de elementos como el oxı´geno
o el carbo´n puede alterar sus propiedades ele´ctricas u o´pticas. El bombardeo io´nico
se convierte en este caso en una herramienta barata para suprimir las capas super-
ficiales que contaminan la muestra, sin alterar su composicio´n quı´mica [Schubert
et al. 2005].
Otra de las aplicaciones de la irradiacio´n io´nica es la de alterar las propie-
dades o´pticas del material bombardeado. Ası´, por ejemplo, los materiales haluros
alcalinos, pra´cticamente transparentes en la naturaleza, pueden adquirir una colora-
cio´n distintiva tras un tratamiento apropiado. Esto se debe a que no existe ninguna
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transicio´n electro´nica natural cuya energı´a corresponda al intervalo de energı´a de
fotones visibles y, por tanto, la luz visible atraviesa el cristal sin ser absorbida. Sin
embargo, tras ser sometidos a determinados procesos quı´micos o fı´sicos como el
calentamiento en vapor alcalino o la irradiacio´n con rayos X o iones, pueden apa-
recer en estos cristales alteraciones debidas a la formacio´n de defectos electro´nicos
semi-estables que sı´ absorben la luz visible. Estos defectos pueden tardar varios
an˜os en desaparecer mientras colorean el material por lo que reciben el nombre de
centros de color. A pesar de que, como hemos mencionado, existen diferentes for-
mas de producir estas alteraciones, el bombardeo io´nico permite preparar pelı´culas
con una gran nu´mero de centros de color a la vez que modelar la superficie [Mussi
et al. 2006], lo que convierte esta te´cnica en una candidata ideal para la fabricacio´n
de guı´as de onda, microcavidades y fuentes de la´ser.
A veces puede ser u´til aplanar la superficie de una muestra para modificar ası´ su
rugosidad y aumentar su reflectividad. Esto puede hacerse bajo ciertas condiciones
experimentales con lo que se logra mejorar las propiedades o´pticas de determina-
dos componentes como lentes y espejos [Frost et al. 2004]. En 1988 la Eastman
Kodak Company desarrollo´ esta te´cnica introduciendo un cristal en una ca´mara de
alto vacı´o con el fin de bombardear la superficie, pulie´ndola y obteniendo lentes de
baja dispersio´n y alto contraste [Allen et al. 1991].
Los procedimientos para crecer capas delgadas son varios. Mientras que me-
diante MBE se depositan capas cristalinas sobre un determinado material, con la
te´cnica de depo´sito por erosio´n (en ingle´s sputter deposition) se crecen capas amor-
fas. Ası´ ocurre tambie´n en el caso de CVD (del ingle´s Chemical Vapor Deposi-
tion) o MOCVD (del ingle´s Metal-Organic Chemical Vapor Deposition). Aquı´ so´lo
abordaremos el depo´sito por erosio´n, el cual consiste en depositar parte del mate-
rial erosionado sobre otro sustrato diferente. Esta te´cnica experimental es una de
las ma´s utilizadas en el crecimiento de pelı´culas delgadas debido a que la energı´a
de los a´tomos eyectados es grande en comparacio´n con otras te´cnicas en las que
se necesitan altas temperaturas para que las partı´culas puedan difundir fa´cilmen-
te sobre la superficie. Estas te´cnicas de crecimiento han permitido desarrollar las
teorı´as de escalado y autosimilaridad en superficies, a la vez que han puesto de ma-
nifiesto el papel de la difusio´n ato´mica en la formacio´n de las diversas morfologı´as
[Baraba´si y Stanley 1995].
Es posible obtener experimentalmente un haz de iones focalizado con una an-
chura de unos pocos nano´metros. Esto permite erosionar localmente un sustrato y
ser capaces de dejar una marca del taman˜o del haz y por tanto litografiar muestras
con trazas de escala nanome´trica. Una de las posibles aplicaciones de esta te´cnica
es construir nanoporos que son utilizados en la deteccio´n de mole´culas individua-
les y cuyo taman˜o puede modificarse con posteriores bombardeos no focalizados
[Li et al. 2001; Chen et al. 2005].
A diferencia de la utilidad anterior donde el haz de iones se focaliza a una es-
cala muy pequen˜a, una de las principales aplicaciones de la erosio´n consiste en
estructurar morfologı´as sobre dominios mucho ma´s extensos, llegando incluso a
irradiarse al mismo tiempo regiones del orden de varios centı´metros. Dependien-
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do del tipo de material, temperatura, energı´a de los iones, a´ngulo de incidencia
y otros para´metros experimentales, se observa tanto la creacio´n de superficies ru-
gosas como la de una gran variedad de nanoestructuras perio´dicas ma´s o menos
ordenadas [Carter 2001; Valbusa, Boragno y de Mongeot 2002]. Sera´ e´sta la apli-
cacio´n en la que nos centraremos ma´s adelante por ser una te´cnica fundamental en
el emergente campo de la fabricacio´n de nanodispositivos debido a su bajo coste
y a la capacidad para modelar todo tipo de materiales. En los u´ltimos an˜os se ha
invertido gran cantidad de trabajo en obtener diferentes tipos de patrones organiza-
dos mediante este procedimiento. La aparicio´n y evolucio´n de nanopuntos o fosos
y nanoestrı´as o surcos con mayor o menor orden espacial han sido estudiadas por
diferentes grupos experimentales y teo´ricos con el fin de comprender un feno´meno
que promete ser de gran utilidad en la fabricacio´n de nanocomponentes electro´ni-
cos, meca´nicos, o´pticos, catalı´ticos y/o biofuncionales como puntos cua´nticos1,
canales microfluı´dicos, guı´as de la´ser, etc.
2.2. El proceso de erosio´n
Una vez presentado el origen y las aplicaciones de la erosio´n io´nica, el siguiente
paso sera´ describir en que´ consiste el proceso de erosio´n. En esta seccio´n abordare-
mos que´ mecanismos fı´sicos participan y que´ observables pueden examinarse para
intentar comprender este feno´meno.
Desde las primeras observaciones experimentales se observo´ que, al lanzar io-
nes con energı´as del orden del keV sobre un sustrato so´lido, parte del material
era eyectado, pero ¿cua´ntos a´tomos de la muestra son erosionados por cada ion
incidente? Esta magnitud es uno de los primeros observables descritos en la biblio-
grafı´a cientı´fica, donde suele denominarse rendimiento o tasa de erosio´n (sputte-
ring yield en ingle´s) y se representa por la letra S. Hay desde luego otros obser-
vables, como los que cuantifican los efectos del bombardeo sobre la morfologı´a
superficial o en la red ato´mica del so´lido, pero una investigacio´n detallada de estas
magnitudes tuvo que esperar un tiempo mayor, concretamente hasta el desarrollo
de te´cnicas experimentales precisas de medida de la estructura superficial, como
la difraccio´n con electrones de baja energı´a (LEED), y sobre todo hasta la utili-
zacio´n de los microscopios de barrido (SEM) y trasmisio´n electro´nica (TEM), los
microscopios de fuerza ato´mica (AFM) y los de efecto tu´nel (STM).
Debido a que el proceso de erosio´n es un problema de interaccio´n entre mu-
1Un punto cua´ntico es una estructura semiconductora tan pequen˜a (de dimensiones nanome´tricas)
que confina un nu´mero discreto de cargas ele´ctricas con un espectro de energı´a tambie´n discreto.
Son de particular utilidad en diversas aplicaciones electro´nicas, en computacio´n cua´ntica y, sobre
todo, debido a que las propiedades o´pticas del material se modifican al variar el taman˜o de estos
puntos, pueden utilizarse para emitir luz de una determinada longitud de onda. Estas aplicaciones se
introducira´n ra´pidamente en nuestros hogares. Por ejemplo, la videoconsola PlayStation 3 utiliza un
lector de DVD de alta definicio´n denominado Blue-ray que utiliza un la´ser azul para la lectura de
datos, cuya fabricacio´n no ha sido posible hasta que la tecnologı´a ha permitido controlar el taman˜o
de estos puntos cua´nticos
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chos cuerpos, desde el principio su comprensio´n ha sido todo un reto para los
fı´sicos teo´ricos. La primera explicacio´n del feno´meno, la cual se demostrarı´a po-
co satisfactoria, sugerı´a que el bombardeo io´nico calentaba una regio´n del sustrato
bombardeado evaporando cierta cantidad de a´tomos [Sigmund 1981]. Mayor e´xito
han tenido las teorı´as que apuntan a que los a´tomos eyectados son aquellos a´tomos
superficiales que reciben una cantidad de momento y energı´a suficiente como para
romper sus enlaces [Sigmund 1969; Sigmund 1973]. Segu´n estas teorı´as, los iones
incidentes perderı´an su energı´a cine´tica debido a las colisiones con los a´tomos del
sustrato y estos, a su vez, provocarı´an el desplazamiento de a´tomos vecinos a trave´s
de nuevas colisiones generando ası´ lo que se denomina una cascada de colisiones
(ver figura 2.2). La construccio´n de los aceleradores de partı´culas y el desarrollo
de las tecnologı´as de implantacio´n io´nica en los an˜os 50 y 60 fueron la base para
el entendimiento del movimiento de iones en so´lidos. Este desarrollo ha tenido un
gran efecto en la compresio´n de los feno´menos de erosio´n. Un ion con determina-
da velocidad pierde su energı´a mediante colisiones tanto con los nu´cleos como con
los electrones del sustrato. El rango de penetracio´n del ion dentro del so´lido puede
determinarse, con muy buena aproximacio´n, considerando las potencias o poderes
de frenado del nu´cleo y de los electrones del so´lido por separado [Nastasi, Mayer
y Hirvonen 1996]. Salvo para iones ligeros como el H+ o el He+, las interacciones
con los nu´cleos son las dominantes a energı´as cine´ticas del orden del keV.
La teorı´a de erosio´n desarrollada por Sigmund [Sigmund 1969] considera una
serie de cascadas de colisiones aleatorias y deduce una expresio´n para el rendi-
miento S suponiendo que el depo´sito de energı´a del ion se distribuye en el so´lido
siguiendo una distribucio´n gaussiana (que sera´ descrita en secciones posteriores).
Se desprecian, por tanto, los efectos de “channeling”, es decir la posibilidad de
que el ion penetre una gran longitud dentro del so´lido sin colisionar con ningu´n
nu´cleo debido al orden en la red ato´mica, con lo cual, es una teorı´a ma´s apropiada
para materiales amorfos y policristalinos que para sustratos formados por una red
cristalina.
Figura 2.2 — Cascada de colisiones
generada tras el impacto de un ion a 5
keV que incide desviado 60o respecto
a la normal a una superficie de cobre.
La lı´nea roja continua indica la trayec-
toria del ion y las marcas verdes el mo-
vimiento de los a´tomos del sustrato. El
taman˜o del cubo mostrado en la ima-
gen es de 2.65 nm3. Obtenida median-
te simulaciones bajo la aproximacio´n de
colisiones binarias (BCA). Tomada de
Feix et al. (2005).
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Mientras que la teorı´a de Sigmund describe correctamente algunas caracterı´sti-
cas del proceso de erosio´n, no tiene sin embargo en cuenta algunas propiedades
fundamentales necesarias para una descripcio´n completa de este feno´meno, como
la morfologı´a de la superficie o la estructura perio´dica de los materiales cristali-
nos. Estas deficiencias han sido superadas por teorı´as continuas ma´s sofisticadas
y por el uso extensivo de simulaciones por ordenador. Tales modelos computacio-
nales son de vital importancia en el estudio de la erosio´n ya que suministran un
enlace esencial entre las teorı´as continuas y los experimentos. En estos estudios
se consideran sistemas discretos donde los iones y a´tomos interaccionan siguiendo
dina´micas que pretenden ser exactas (como en el caso de la dina´mica molecular) o
aproximadas como ocurre en la aproximacio´n de colisiones binarias (BCA en sus
siglas en ingle´s). En estos modelos so´lo se consideran interacciones repulsivas a
dos cuerpos, y la trayectoria del ion se construye a partir de las colisiones con los
nu´cleos que forman el so´lido. Esta´s interacciones se tratan consecutiva e indepen-
dientemente hasta que las energı´as de la partı´culas consideradas (iones y nu´cleos)
se termalizan, es decir, son del mismo orden que la energı´a te´rmica de los a´tomos
del sustrato (se dara´n ma´s detalles de esta aproximacio´n en la seccio´n 3.4 donde se
estudiara´ el caso particular representado en la figura 2.2). E´ste es el me´todo imple-
mentado en el popular co´digo TRIM [Ziegler, Biersack y Littmark 1985], donde el
potencial coulombiano de interaccio´n a dos cuerpos se modifica para aumentar la
velocidad de computacio´n. Las simulaciones basadas en la aproximacio´n de coli-
siones binarias resultan exitosas cuando las interacciones se producen separadas
espacialmente, y fallan si las cascadas de colisiones se solapan, como ocurre a ba-
jas energı´as. En este caso se debe considerar el movimiento simulta´neo de los iones
y los a´tomos de la muestra para describir correctamente el proceso, con lo que es
ma´s apropiado considerar me´todos basados en dina´mica molecular (MD). En estos
me´todos se emplea un potencial de interaccio´n global dependiente de la posicio´n
de todas las partı´culas, integrando a continuacio´n las ecuaciones de movimiento
newtonianas con el fin de obtener la evolucio´n dina´mica de todo el sistema. Ası´ se
reproducen algunas observaciones experimentales para materiales con estructura
cristalina, como la energı´a y distribucio´n angular de los a´tomos erosionados [Ha-
rrison 1988]. Este me´todo presenta, sin embargo, algunos inconvenientes. Entre
ellos cabe sen˜alar que el potencial comu´nmente usado esta´ basado en el potencial
de interaccio´n del so´lido en equilibrio, lo cual esta´ lejos de ser cierto cuando la cas-
cada de colisiones desplaza a los a´tomos de su posicio´n original. Adema´s, debido
a que los ca´lculos en las simulaciones de dina´mica molecular son extremadamente
costosos en tiempo de computacio´n, e´stas se suelen limitar al estudio del efecto
producido al colisionar un u´nico ion en el sustrato durante una escala temporal
del orden del picosegundo (10−12 s) [Bringa, Nordlund y Keinonen 2001]. Estos
tiempos son suficientes para describir la formacio´n local de cra´teres y el nu´mero de
a´tomos que son eyectados o difunden superficialmente por cada ion incidente (ver
figura 2.3), pero no permiten describir de forma detallada la evolucio´n general de
la superficie bombardeada. Para ello hay que acudir a me´todos capaces de alcanzar
tiempos ma´s largos de simulacio´n (del orden del segundo), pero que sı´ tienen en
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cuenta la evolucio´n de la morfologı´a a costa de perder los detalles de la interaccio´n
ion-so´lido. Dichos me´todos pueden utilizar te´cnicas de Monte Carlo y se estudiara´n
en el siguiente capı´tulo.
Figura 2.3 — Vista transversal
de los resultados de simulacio´n por
dina´mica molecular del impacto de
un ion de Xe+ a 100 keV contra
una superficie de Au para diferen-
tes tiempos. La flecha en la primera
figura indica la direccio´n inicial del
ion incidente. En las ima´genes ini-
ciales puede observarse que la coli-
sio´n provoca dos subcascadas sepa-
radas. La ma´s superficial provoca
un cra´ter de unos 0.4 nm de pro-
fundidad y la eyeccio´n de a´tomos
superficiales, algunos de los cuales
se redepositan en la superficie. To-
mada de Bringa, Nordlund y Kei-
nonen (2001).
2.3. Evolucio´n de la morfologı´a superficial durante
el bombardeo
El conocimiento de los procesos involucrados en la evolucio´n de la morfo-
logı´a permite superar algunas de las limitaciones expuestas en la seccio´n anterior
y mejorar la descripcio´n de algunas magnitudes importantes. En esta seccio´n nos
limitaremos a mostrar de forma resumida cua´les son los mecanismos fı´sicos que
influyen en la aparicio´n y desarrollo de un determinado patro´n, con ma´s o menos
orden, durante el proceso de erosio´n, dejando para el siguiente capı´tulo el estudio
de las teorı´as continuas y los modelos discretos que tratan este feno´meno.
En adelante nos centraremos en la evolucio´n de superficies extensas, con a´reas
que pueden llegar a ser del orden del cm2, donde pueden formarse morfologı´as
muy variadas (como se vera´ en la siguiente seccio´n) cuando se irradian con iones
a energı´as del orden del keV durante varios minutos. Los flujos tı´picos utilizados
en los experimentos varı´an entre 1012 y 1017 iones cm−2 s−1; esto significa, supo-
niendo una densidad ato´mica superficial de 1 a´tomo nm−2, que cada a´tomo de la
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superficie sufre un impacto cada 10−2−103 s−1. Esta frecuencia de colisio´n es mu-
cho ma´s lenta que los tiempos en los que se producen sus efectos que, como vimos
anteriormente (ver figura 2.3), son del orden del picosegundo. Otro de los mecanis-
mos que se demostrara´ fundamental en la evolucio´n de la morfologı´a es la difusio´n
superficial. A fin de disponer de una estimacio´n de esta magnitud, podemos con-
siderar los trabajos de Ditchfield y Seebauer en los que se mide la difusividad de
germanio sobre silicio sometido a bombardeo io´nico con energı´as cercanas al keV
y a diferentes temperaturas [Ditchfield y Seebauer 1999; Ditchfield y Seebauer
2001]. Estos autores encuentran dos regı´menes principales de comportamiento de-
pendiendo de la temperatura; en cualquier caso, la difusividad se encuentra siempre
en torno a 10−9 cm2 s−1 = 105 nm2 s−1. En estos mismos estudios se presenta una
estimacio´n de los tiempos tı´picos de difusio´n, con el resultado de 10−9 s para el
intervalo medio entre saltos de un a´tomo que difunde sobre la superficie.
A pesar de que se invirtio´ un gran esfuerzo en intentar explicar la formacio´n de
patrones basa´ndose en efectos quı´micos, como por ejemplo, en la incorporacio´n de
oxı´geno y la alteracio´n de las capas superficiales por este elemento al bombardear
con iones O+2 [Vajo, Doty y Cirlin 1996; Elst et al. 1993; Elst y Vandervorst 1994],
la mayorı´a de estos estudios han sido rebatidos por investigaciones posteriores don-
de tales componentes no se encontraban presentes (ver la siguiente seccio´n para
una gran variedad de ejemplos). Adema´s, se ha probado que el proceso de forma-
cio´n de estas estructuras no es consecuencia de posibles irregularidades o defectos
en la superficie original [Karen et al. 1991; Karen et al. 1995]. Estos resultados
indican que los mecanismos responsables son independientes de la quı´mica o de
los detalles microsco´picos de la superficie. Estas conclusiones y la gran cantidad
de materiales y condiciones experimentales para los que se encuentran estas es-
tructuras nos animan a intentar establecer mecanismos universales para explicar el
modelado de superficies durante el proceso de erosio´n.
En 1969, Sigmund propone en su teorı´a sobre la erosio´n io´nica que cuando un
ion penetra en la superficie de un so´lido transfiere su energı´a cine´tica a los a´tomos
del sustrato a trave´s de una serie de colisiones [Sigmund 1969]. Estos a´tomos a
su vez pueden generar otras colisiones con los a´tomos vecinos y ası´ sucesivamen-
te. La mayorı´a de ellos no ganara´ suficiente energı´a como para desplazarse de su
posicio´n de equilibrio, pero algunos sı´ lo hara´n. Si a estos u´ltimos se les trasmite
suficiente energı´a como para romper sus enlaces con el so´lido y la cantidad de mo-
mento recibida es adecuada (es decir, en una direccio´n que los aleje del sustrato),
entonces sera´n erosionados. Normalmente para que esto ocurra los a´tomos no se
pueden encontrar muy lejos de la superficie. La profundidad en la que suelen pro-
ducirse estos eventos es del orden de la profundidad media de penetracio´n del ion
en el so´lido, la cual denotaremos por la letra a. Muchos de los a´tomos eyectados
inicialmente pueden ser redepositados y so´lo una pequen˜a cantidad, varios o´rdenes
de magnitud menor que los a´tomos participantes en la cascada de colisiones, sera´n
erosionados.
En general, la energı´a depositada por el ion produce un dan˜o en la estructura
del so´lido que en algunos casos no es suficiente para eliminar el a´tomo, aunque
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sı´ para desplazarlo creando vacantes o a´tomos superficiales que pueden difundir.
Se ha observado que estos dan˜os amorfizan las capas superficiales de materiales
semiconductores como el Si, Ge, SiO2 o GaAs, con pe´rdida de la estructura cris-
talina [Chini et al. 2003] a tal punto que incluso se llega a inducir la formacio´n de
una capa viscosa de fluido con un espesor pro´ximo al rango de penetracio´n io´nica
(del orden de 1 nm para SiO2 bajo irradiacio´n de iones de Ar+ de 1 keV [Umbach,
Headrick y Chan 2001]). La evolucio´n de la topografı´a y la aparicio´n de patro-
nes ordenados en la superficie del sustrato son consecuencias del balance entre el
proceso erosivo y los mecanismos de relajacio´n. Mientras que la erosio´n tiende a
inestabilizar la superficie, erosionando ma´s las partes ma´s hundidas, los mecanis-
mos de relajacio´n como la difusio´n superficial, que puede ser de origen te´rmico
o inducida por la erosio´n, o el flujo viscoso mencionado anteriormente, tienden a
aplanarla minimizando los gradientes de altura. En la figura 2.4 se muestra la evo-
lucio´n temporal de un patro´n de silicio donde puede apreciarse (Fig. 2.4 d) la capa
amorfa mencionada anteriormente.
Figura 2.4 — Ima´genes obtenidas mediante AFM (2× 2 µm2) de silicio bombardeado
con iones de Kr+ con un flujo de 1.87×1015 cm−2 s−1 a 1.2 keV y un a´ngulo de incidencia
respecto a la normal de 15o, para diferentes tiempos: (a) 3 minutos; (b) 20 minutos; (c) 120
minutos; (d) vista transversal de las estrı´as. La capa de material amorfo presenta un grosor
de 6 nm. El cı´rculo en (c) muestra un defecto en la formacio´n de las estrı´as y la barra es
la seccio´n transversal mostrada en (d). Las flechas indican la direccio´n del haz incidente.
Tomada de Ziberi et al. (2005).
2.4. Resultados experimentales
En los u´ltimos an˜os, y ma´s concretamente en la u´ltima de´cada, se han ido acu-
mulando una gran cantidad de datos experimentales que tratan los efectos del bom-
bardeo io´nico sobre la produccio´n de morfologı´as con nanopatrones perio´dicos. En
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esta seccio´n intentaremos resumir los principales resultados, separando por un lado
los materiales amorfos o amorfizables de los materiales que no pierden su estruc-
tura cristalina cuando son bombardeados, como es el caso de los metales. Esta
separacio´n se justificara´, como se ha esbozado al presentar la teorı´a de Sigmund
(seccio´n 3.2) y como se volvera´ a retomar ma´s adelante, en que las teorı´as con-
tinuas actuales esta´n basadas en la aleatoriedad de las posiciones de los a´tomos
sustrato. Aunque como se vera´ en esta seccio´n, tanto materiales cristalinos como
amorfizables comparten muchas caracterı´sticas cuando son irradiados, teo´ricamen-
te so´lo son plenamente justificables las actuales teorı´as continuas en los segundos.
Por otro lado, separaremos los casos de incidencia normal y oblicua. El primero se
produce cuando se bombardea el sustrato con el haz de iones orientado perpendicu-
lar a la superficie. En el segundo caso, el haz se orienta desviado un cierto a´ngulo
θ respecto a la normal. Los primeros patrones obtenidos experimentalmente fue-
ron precisamente estrı´as o surcos bajo incidencia oblicua [Navez, Sella y Chaperot
1962]. Se tardo´ algo ma´s en obtener por primera vez evidencia experimental de
la formacio´n de un patro´n perio´dico de puntos bombardeando bajo incidencia nor-
mal. Este resultado fue obtenido originalmente en el trabajo de Facsko et al. (1999).
Aunque desde el punto de vista tecnolo´gico la formacio´n de estas estructuras pue-
de ser el aspecto ma´s interesante de la erosio´n, so´lo se obtienen bajo determinadas
condiciones experimentales. En el resto de casos pueden aparecer otros patrones
o, como ocurre generalmente, superficies rugosas, aparentemente aleatorias, pero
cuyas propiedades han sido importantes en el contexto de las teorı´as de escalado
dina´mico [Baraba´si y Stanley 1995] y que tambie´n poseen aplicaciones tecnolo´gi-
cas relevantes.
En esta seccio´n, lejos de pretender llevar a cabo una recopilacio´n exhaustiva de
la totalidad de resultados, intentaremos resumir las principales observaciones ex-
perimentales. Estudiaremos co´mo se ve modificada la evolucio´n de la morfologı´a
cuando se alteran los para´metros experimentales, con el fin de obtener algunas con-
clusiones que nos sirvan de base a la hora de comparar con los resultados teo´ricos
de los siguientes capı´tulos. Veremos que, debido a la diversidad de para´metros y
a la complejidad del proceso, los resultados sera´n muy variados. Nos centraremos
en las caracterı´sticas ma´s relevantes para nuestro estudio intentando establecer las
tendencias ma´s generales sin dejar de exponer, al menos de forma breve, otros
resultados con el fin de mostrar una visio´n lo ma´s completa posible del estado
experimental actual.
2.4.1. Materiales amorfos o amorfizables
2.4.1.1. Estrı´as o surcos (incidencia oblicua)
Generalmente se supone que la aparicio´n de nanoestrı´as o nanosurcos se pro-
duce cuando se bombardea de forma oblicua una superficie. La orientacio´n de la
modulacio´n perio´dica esta´ determinada por la anisotropı´a generada por la proyec-
cio´n del haz sobre la superficie. Las evidencias son numerosas, encontra´ndose en
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una amplia variedad de materiales y condiciones experimentales (vidrio [Navez,
Sella y Chaperot 1962; Toma et al. 2005], Si [Wittmaack 1990; Carter y Vishnya-
kov 1996; Vajo, Doty y Cirlin 1996; Erlebacher et al. 1999; Chason et al. 2001;
Habenicht et al. 2002; Ziberi et al. 2005; Brown et al. 2005; Brown y Erlebacher
2005; Ziberi, Frost y Rauschenbach 2006], GaAs [Cirlin et al. 1991; Karen et al.
1995], Ge [Chason et al. 1994], SiO2 [Flamm, Frost y Hirsch 2001; Mayer, Chason
y Howard 1994], grafito [Habenicht et al. 1999; Habenicht 2001], diversos metales
policristalinos [Karmakar y Ghose 2004; Mishra y Ghose 2006]). Un ejemplo del
tipo de estructuras que se estudiara´n en este apartado se muestra en la figura 2.4.
Orientacio´n
Una de las caracterı´sticas ma´s notables y primeramente observadas en es-
te tipo de experimentos es el giro en la orientacio´n de las estrı´as cuando
el a´ngulo de incidencia, θ, se aleja de la normal [Navez, Sella y Chaperot
1962]. Cuando θ es pequen˜o las estrı´as se orientan perpendicularmente a la
proyeccio´n del haz sobre la superficie. Si lo aumentamos, existe un a´ngu-
lo crı´tico (ligeramente mayor de 60 grados para silicio) a partir del cual se
orientan paralelas a la proyeccio´n del haz (ver figura 2.1). Este efecto ha si-
do observado en diversos materiales como vidrio [Navez, Sella y Chaperot
1962], Si [Karen et al. 1995], grafito [Habenicht et al. 1999], SiO2 [Flamm,
Frost y Hirsch 2001] o aluminio policristalino [Mishra y Ghose 2006], entre
otros. En los experimentos de Brown et al. (2005) esta rotacio´n se produce
en el transcurso del tiempo. Debemos sen˜alar que estas morfologı´as no apa-
recen para todos los a´ngulos. Experimentalmente esta ventana suele situarse
entre los 30o y 70o; por ejemplo, en el estudio de Wittmaack (1990) para el
bombardeo de silicio, se encuentran que la formacio´n de estrı´as aparece para
a´ngulos entre 32o y 58o.
Taman˜o
El taman˜o lateral de las estrı´as se define como la longitud de onda del patro´n,
que denominaremos l. A la distancia entre el punto ma´s alto del patro´n y el
ma´s bajo la llamaremos amplitud de la estrı´a y sera´ representada por la letra
A. Estas dos magnitudes dependen de diferentes para´metros experimentales
como el tipo de sustrato e ion utilizado, la temperatura, el flujo y/o la energı´a
de iones, el a´ngulo de incidencia, tiempo de bombardeo, etc. Mientras que l
puede variar desde algunas decenas a algunas centenas de nano´metros, la am-
plitud suele ser so´lo del orden de varios nano´metros. Veremos a continuacio´n
co´mo se altera el taman˜o del patro´n al modificar los diferentes para´metros
experimentales:
- Temperatura
Se han encontrado dos tipos de comportamientos dependiendo de la tem-
peratura, T . Mientras que para bajas temperaturas l tiende a ser indepen-
diente de T , como ocurre en el experimento de Carter y Vishnyakov (1996)
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para Si bombardeado con iones de Xe+ a energı´as de 10-40 keV y tempe-
raturas entre 100 y 300 K, en el caso de altas temperaturas (T > 673 K
para SiO2 bombardeado con Ar+ con energı´as del orden de 0.5−2.0 keV)
la longitud de onda crece con la temperatura siguiendo la ley de Arrhe-
nius l ∼ (1/T 1/2) exp(−∆E/2kBT ) [Makeev, Cuerno y Baraba´si 2002].
Esto indica el cara´cter de activacio´n te´rmica de los procesos de relajacio´n
superficial a altas temperaturas.
- Flujo2
La longitud de onda de las ondulaciones puede depender tambie´n del nu´me-
ro de iones por unidad de a´rea y tiempo. En el trabajo de Erlebacher et al.
(1999) se midio´ la dependencia con el flujo, Φ, para Si bombardeado con
iones de Ar+ a 0.75 keV a altas temperaturas (T ∼ 1300 K) y se en-
contro´ l ∼ Φ−1/2. En el trabajo de Brown y Erlebacher (2005) sobre el
mismo material e iones de Ar+ a 0.5 keV se observo´ que para T = 917
K y determinados flujos (mayores de 4.68 × 1015 iones cm−2 s−1) no se
formaban ondulaciones perpendiculares a la proyeccio´n del haz. Para tem-
peraturas ma´s altas (concretamente T = 990 K) y para una fluencia fija
no se observo´ una variacio´n relevante en el taman˜o de las estrı´as con el
flujo. Tampoco se observo dependencia de la longitud de onda con el flujo
en el estudio de Vajo, Doty y Cirlin (1996) para Si bombardeado con O+2 ,
θ = 40o y E = 1.5 keV a temperatura ambiente.
- Tiempo
La longitud de onda de las estrı´as puede variar en el transcurso del tiempo.
Con mucha generalidad se encuentra que la amplitud crece exponencial-
mente en una etapa inicial, en el transcurso de la cual aparece una longi-
tud de onda dominante que satura inmediatamente o sigue aumentando.
Una longitud de onda independiente del tiempo se observo´ en Erlebacher
et al. (1999), Ziberi et al. (2005) y Ziberi, Frost y Rauschenbach (2006)
para Si con diferentes iones a energı´as menores de 2 keV y temperatura
T = 855 K en el primer caso y aproximadamente de T ' 285 K en los
restantes. Un comportamiento diferente puede encontrarse en otros traba-
jos tambie´n en Si para energı´as del mismo orden, pero temperaturas ma´s
elevadas (T ' 1000 K) [Brown y Erlebacher 2005] y para energı´as de va-
rias decenas de keV y temperatura ambiente [Carter y Vishnyakov 1996;
Habenicht et al. 2002]. En Habenicht et al. (2002) se encuentra una ley de
potencias para la evolucio´n temporal de la longitud de onda, concretamen-
te l aumenta segu´n l ∼ t0.5, tal y como se observa en la figura 2.5. En el
trabajo de Flamm, Frost y Hirsch (2001) en SiO2 bombardeado con iones
de Ar+ a E = 0.8 keV y T = 285 K se mide un crecimiento ma´s lento,
2Definimos flujo como el nu´mero de iones lanzados por unidad de superficie normal a la direccio´n
de incidencia y por unidad de tiempo, es decir, sera´ el equivalente de la palabra inglesa “flux”. Para
el te´rmino “fluence”, definido como el nu´mero total de iones por unidad de a´rea, y que juega el papel
del tiempo, utilizaremos la denominacio´n fluencia.
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concretamente l ∼ t0.15. Tambie´n se encontro´ una ley de potencias para la
evolucio´n del taman˜o de las estrı´as en los trabajos de Toma et al. (2005)
en vidrio a T = 300 K con iones de Ar+ de 0.8 keV, en concreto l ∼ t0.95.
Figura 2.5 — (a) Medida de la longitud del patro´n l en funcio´n del tiempo; (b) medida
de la velocidad de movimiento de las estrı´as en funcio´n del taman˜o del patro´n; ambas para
Si bombardeado con iones Ga+ a 30 keV con θ = 30o, Φ = 7.5× 1014 iones cm−2 s−1 .
Se observa que la velocidad decrece a la vez que las ondulaciones aumentan su taman˜o. La
lı´nea discontinua representa el ajuste a la ley de potencias mostrada en las gra´fica. Tomada
de Habenicht et al. (2002).
Figura 2.6 — Ima´genes obteni-
das por AFM (400 × 400 nm2) de
vidrio bombardeado con iones de
Ar+ a E = 0.8 keV, θ = 35o,
Φ = 400 µA cm−2 y T = 300 K
para diferentes tiempos: (a) t = 0
min; (b) t = 15 min; (c) t = 67
min; (d) t = 210 min. La flecha
indica la proyeccio´n del haz sobre
el sustrato. Tomada de Toma et al.
(2005).
- Tipo y energı´a de los iones
En el trabajo de Ziberi et al. (2005) se erosiona una muestra de Si a tem-
peratura ambiente con iones de Ar+, Kr+, Xe+ y Ne+ de bajas energı´as,
concretamente menores de 2 keV. Mientras que se observa la formacio´n de
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estrı´as para los tres primeros tipos de iones, no ocurre ası´ para el Ne+. Es-
to se justifica debido al mayor poder de frenado de los iones ma´s pesados,
el cual provoca que se deposite una mayor cantidad de energı´a en la su-
perficie de la muestra. Este efecto y/o la reflexio´n de iones y a´tomos, ma´s
importante en el bombardeo con iones ligeros, hacen que no se excaven
ma´s ra´pido los valles que los picos y no se induzca la inestabilidad mor-
folo´gica asociada con la formacio´n de estrı´as. Otro estudio llevado a cabo
en este trabajo es la dependencia de la longitud de onda del patro´n con
respecto a la energı´a cine´tica de los iones, E. En los casos de Ar+, Kr+ y
Xe+, el taman˜o de la ondulacio´n parece aumentar linealmente con E. Este
hecho se ha observado tambie´n en trabajos previos para Si bombardeado
con O+2 , θ = 40
o a temperatura ambiente [Vajo, Doty y Cirlin 1996] y en
otros materiales como SiO2 bombardeado con Ar+ a T = 285 K [Flamm,
Frost y Hirsch 2001] o GaAs [Karen et al. 1995]. En el estudio de Ha-
benicht (2001) se encontro´ una relacio´n aproximadamente lineal para el
bombardeo de grafito con iones de Ar+, mientras que l ∼ E0.7 para iones
de Xe+. A diferencia de los trabajos anteriores, en el artı´culo de Brown y
Erlebacher (2005) en Si se mide un decaimiento de l a altas temperaturas
(T = 930 K) cuando la energı´a de los iones de Ar+ aumenta entre 0.25 y
1.2 keV. Concretamente, el taman˜o de las ondulaciones perpendiculares a
la proyeccio´n del haz decrece segu´n l ∼ E−0.45.
Rugosidad
La rugosidad global de la superficie,W , definida en la seccio´n 1.2, es propor-
cional a la amplitud del patro´n para una estructura perfectamente perio´dica.
Las superficies que se encuentran en los experimentos no son perfectamente
perio´dicas y, por tanto, W representa una medida no so´lo de la amplitud del
patro´n, sino tambie´n de su desorden en alturas. Sera´ una magnitud funda-
mental en el estudio de las superficies rugosas como se vera´ ma´s adelante.
En general, para una superficie plana sometida a bombardeo, la rugosidad
aumenta con el tiempo hasta alcanzar un valor de saturacio´n (es decir, has-
ta que alcanza un valor constante asociado con un estado estacionario de la
dina´mica). Una buena forma de caracterizar este crecimiento es determinar
si sigue una ley de potencias, es exponencial o de otro tipo. En el caso que
sea una potencia del tiempo, es importante conocer el valor del exponente.
Los comportamientos observados para W (t) son variados, pero es frecuente
encontrar que tras un crecimiento exponencial la rugosidad sature inmediata-
mente [Ziberi et al. 2005] o, como ocurre en Flamm, Frost y Hirsch (2001) y
Toma et al. (2005), que se observe una evolucio´n temporal mucho ma´s lenta.
Concretamente, en estos experimentos la rugosidad aumenta siguiendo una
ley de potencias con exponentes β = 0.46 y β = 1.02, respectivamente. En
ambos casos estos exponentes son similares a los obtenidos para la evolucio´n
temporal de la longitud de onda. Este hecho parece indicar que la principal
contribucio´n al desorden en altura del sustrato se debe al crecimiento de las
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ondulaciones. En el estudio de Habenicht (2001) tambie´n se observa un cre-
cimiento exponencial tras el cualW aumenta siguiendo una ley de potencias.
En este trabajo se muestra asimismo co´mo decrece la rugosidad cuando se
aumenta la temperatura del sustrato.
Longitud de correlacio´n
Como se vio en la seccio´n 1.2, una forma de cuantificar el orden lateral del
patro´n es a trave´s de su longitud de correlacio´n, ζ, que da una estimacio´n
del taman˜o medio de los dominios [Zhao, Wang y Lu 2001]. Por ejemplo, en
las referencias Ziberi et al. (2005) y Ziberi, Frost y Rauschenbach (2006),
se observa que mientras l permanece constante, la longitud de correlacio´n
aumenta con la fluencia y crece de la misma forma que la longitud de on-
da cuando aumenta la energı´a [Ziberi, Frost y Rauschenbach 2006], siendo
siempre del orden de ζ ' 10l.
Movimiento
El movimiento de las estrı´as se ha estudiado experimentalmente en dos tra-
bajos, Habenicht et al. (2002) y Alkemade (2006). En ambos casos se utiliza
un microscopio electro´nico de barrido (SEM) que permite medir la emisio´n
de electrones secundarios inducidos por un haz focalizado de iones o electro-
nes. De esta forma puede monitorizarse la superficie bombardeada en tiempo
real. En el primero de los estudios, en el cual se erosiona silicio con iones
de Ga+ a 30 keV y θ = 30o, se observa que las estrı´as se mueven en la
direccio´n del haz a una velocidad v = 0.33 nm s−1 en las primeras etapas
de evolucio´n. A la vez que las estrı´as se ensanchan, pierden velocidad segu´n
v ∼ l−1.5. Como se desprende de la figura 2.5, en este experimento se obser-
va l ∼ t0.5, lo cual implica que la velocidad decae en el transcurso del tiempo
como v ∼ t−0.75. En el experimento de Alkemade (2006) sobre una superfi-
cie de vidrio bombardeado con iones de Ga+ a 30 keV, tambie´n se observa
la propagacio´n del patro´n en la direccio´n de la proyeccio´n haz. En este caso
se muestra en tiempo real la aparicio´n de las estrı´as, las cuales no comienzan
a moverse hasta que la mayorı´a de ellas se han formado completamente para
alcanzar, finalmente, una velocidad uniforme.
2.4.1.2. Puntos u hoyos (incidencia normal)
En contraste con la aparicio´n de estrı´as, la aparicio´n de nanopuntos o nanofosos
ocurre cuando se elimina la anisotropı´a creada al irradiar oblicuamente la muestra.
Estas estructuras presentan un perfil co´nico, sinusoidal o parabo´lico y se caracteri-
zan por una distribucio´n uniforme de taman˜os y un orden espacial de medio a largo
alcance. Habitualmente se bombardea la superficie con el haz situado en posicio´n
perpendicular, aunque otra forma de recuperar la isotropı´a es rotar la muestra a la
vez que se erosiona. Este es el comportamiento general predicho por las teorı´as
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continuas aunque bajo determinadas condiciones experimentales, tambie´n pronos-
ticadas por algunas de estas teorı´as, es posible obtener nanopuntos bajo incidencia
oblicua sin rotar la muestra, tal y como se ha demostrado experimentalmente por
Ziberi, Frost y Rauschenbach (2006) y Tan et al. (2006). La formacio´n de estos na-
nopuntos se ha observado, con mayor o menor orden, en diversos materiales, GaSb
[Facsko et al. 1999; Bobek et al. 2003; Xu y Teichert 2004], InP [Frost, Schindler
y Bigl 2000], InSb [Facsko, Kurz y Dekorsy 2001], Si [Gago et al. 2001; Gago
et al. 2002; Ozaydin et al. 2005] o Ge [Ziberi, Frost y Rauschenbach 2006], entre
otros, y bajo diversas condiciones experimentales. Este hecho sugiere que el proce-
so de formacio´n de estos patrones es independiente de los detalles microsco´picos
de la interaccio´n entre iones y sustrato, y nos animara´ a describir las caracterı´sticas
generales del proceso. En este apartado, al igual que hicimos en el caso anterior,
repasaremos algunas de las propiedades ma´s generales observadas en los experi-
mentos.
Taman˜o
Ana´logamente al caso de las estrı´as, podemos caracterizar el taman˜o de los
nanopuntos mediante una distancia lateral l y una altura A que dependen de
las condiciones experimentales y cuyos o´rdenes de magnitud, como cabrı´a
esperar, tambie´n coinciden con los obtenidos en el apartado anterior.
- Temperatura
En el trabajo de Facsko, Kurz y Dekorsy (2001) se bombardean a diferen-
tes energı´as muestras de GaSb y InSb con iones de Ar+ para T = 213 K y
333 K. No se observa que la temperatura tenga influencia en la longitud de
onda, lo cual difiere del resultado obtenido por Gago et al. (2006), donde
se investiga la relevancia de la temperatura en la formacio´n de nanopuntos
de Si. Aquı´ se bombardea la muestra con iones de Ar+ a 1 keV en un rango
de temperaturas T = 300-625 K, y se encuentra que la longitud de onda,
l, decrece con la temperatura.
- Flujo
En la investigacio´n de Facsko, Kurz y Dekorsy (2001) a bajas temperaturas
(T ' 273 K) no se observan cambios significativos en la longitud de onda
del patro´n cuando se varı´a el flujo entre Φ = 1 × 1015 − 4 × 1015 iones
cm−2 s−1. En el trabajo de Qi et al. (2005) para bombardeo de Si con
Ar+ se pone de manifiesto que son necesarios al menos flujos del orden
de 100 µA cm−2 (e. d. 6.24× 1014 iones cm−2 s−1) para la formacio´n de
nanopuntos.3
- Tiempo
El estudio de la evolucio´n temporal del patro´n es una de las observaciones
ma´s frecuentes en estos experimentos. En la mayorı´a de trabajos se observa
3Para un ion con una u´nica carga positiva, 1 µA cm−2 ' 6.24× 1012 iones cm−2 s−1.
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que el taman˜o de los puntos aumenta con el tiempo hasta saturar [Facsko
et al. 1999; Gago et al. 2001; Gago et al. 2002; Bobek et al. 2003; Ozaydin
et al. 2005], es decir, la estructura esta´ sometida a un proceso de ensancha-
miento o “coarsening” hasta alcanzar un determinado taman˜o fijo. De los
experimentos citados anteriormente, tan so´lo en el estudio de Gago et al.
(2001) se cuantifica el crecimiento del l en el transcurso del tiempo. En
este trabajo l se ajusta a una ley de potencias de la forma l ∼ t0.2 antes de
que el patro´n alcance un valor constante en torno a 60 nm de anchura y 7.5
nm de altura.
- Tipo y energı´a de los iones
En el estudio de Facsko, Kurz y Dekorsy (2001) se obtienen nanopuntos
con orden hexagonal para GaSb e InSb. A pesar de que el taman˜o de los
puntos es aproximadamente 1.2 veces mayor para el GaSb, se obtienen
resultados similares cuando se investiga el efecto que tiene la energı´a en la
formacio´n de estos patrones. Se observa un crecimiento sistema´tico en el
taman˜o de los puntos conforme aumenta la energı´a, concretamente como
l ∼ E0.5 (ver figura 2.7).
Figura 2.7 — Vista cenital obtenida por SEM de patrones en GaSb inducidos con iones
de Ar+ a incidencia normal y diferentes energı´as: (a) 0.1 keV; (b) 0.5 keV; (c) 1.5 keV.
Los puntos se ordenan hexagonalmente. Se observa que la longitud de onda depende de la
energı´a cine´tica de los iones. Los detalles muestran la distribucio´n de las distancias a los
pro´ximos vecinos. Tomada de Facsko, Kurz y Dekorsy (2001).
Orden
Una de las caracterı´sticas generales que se observa en este tipo de experi-
mentos es la agrupacio´n de los puntos en orden hexagonal [Facsko et al.
1999; Gago et al. 2001; Facsko, Kurz y Dekorsy 2001; Bobek et al. 2003;
Xu y Teichert 2004]. Este efecto es comu´n a la mayorı´a de experimentos y
puede observarse claramente a partir de la funcio´n de autocorrelacio´n bidi-
mensional.
Rugosidad
Como se menciono´ anteriormente, la rugosidad nos da una medida de la
amplitud de los puntos y del desorden en altura que muestran e´stos. En el
trabajo de Bobek et al. (2003) en GaSb se estudia la evolucio´n temporal de
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W . Se observan tres regı´menes de comportamiento. En una primera etapa la
rugosidad crecerı´a exponencialmente, tras lo cual le sucederı´a un crecimien-
to ma´s lento y un pequen˜o decaimiento hasta alcanzar, a continuacio´n, una
tercera etapa donde W permanecerı´a constante. Un comportamiento similar
se recoge en Xu y Teichert (2004). En el estudio de Facsko, Kurz y Dekorsy
(2001) se menciona que la rugosidad aumenta con la energı´a del ion, pero
no se cuantifica dicho crecimiento. En Gago et al. (2006) sı´ se representa el
decaimiento de W conforme aumenta la temperatura.
Adema´s de los resultados expuestos anteriormente se ha observado la aparicio´n
de puntos para incidencia oblicua en los casos de Ge bombardeado con Xe+ a 2
keV [Ziberi, Frost y Rauschenbach 2006] e InP con O+2 a 1 keV [Tan et al. 2006],
sin rotacio´n del sustrato. En el primero de estos trabajo aparece un patro´n de nano-
puntos para a´ngulos menores de 5o. Si aumentamos θ la morfologı´a se transforma
en una estructura de estrı´as, que se convierte nuevamente en un patro´n de puntos
ordenados hexagonalmente para θ = 20o. En este estudio tanto la rugosidad como
la longitud de onda de los puntos y estrı´as decaen cuando aumenta el a´ngulo de
incidencia. En el experimento de Tan et al. (2006) se obtiene una estructura de
puntos que se alinea en la direccio´n de la proyeccio´n del haz para θ entre 38o y
62o.
2.4.1.3. Puntos o fosos (sustrato rotante)
No hemos incluido en el ana´lisis anterior otros experimentos donde la inciden-
cia es oblicua, pero el giro simulta´neo del sustrato da como resultado la formacio´n
de nanopuntos. Originalmente, el bombardeo oblicuo de la muestra en rotacio´n se
utilizo´ para producir un mayor rendimiento de erosio´n y transformar las estrı´as en
un patro´n desordenado ma´s plano [Cirlin et al. 1991]. En el experimento de Frost,
Schindler y Bigl (2000) fue donde se utilizo´ por primera vez esta te´cnica para ob-
tener un patro´n de puntos ordenados sobre InP bombardeado con iones de Ar+.
Con el fin de estimar la velocidad de rotacio´n de la muestra, sen˜alaremos que en el
trabajo de Frost et al. (2004) se bombardean diversos materiales (InP, GaSb, InSb y
InAs) gira´ndose a la vez la muestra a una velocidad de 15 revoluciones por minuto.
Nuevamente, esta velocidad de rotacio´n nos da una estimacio´n de los tiempos tı´pi-
cos de formacio´n de los patrones. Como ya se indico´ en la seccio´n 2.3, e´stos son
del orden del segundo, y por tanto mucho ma´s lentos que los feno´menos individua-
les de erosio´n que no sobrepasan las centenas de picosegundos. En el estudio de
Frost, Schindler y Bigl (2000) se observa que las muestras no rotadas presentan una
morfologı´a ma´s rugosa que las giradas, donde aparecen puntos que se ordenan he-
xagonalmente. Se examinan estas estructuras estudiando el comportamiento de la
longitud de onda (que varı´a entre 20 y 100 nm) y de la rugosidad al modificarse los
diferentes para´metros experimentales. A continuacio´n se resume co´mo se alteran
las principales caracterı´sticas de los patrones cuando se modifican las condiciones
experimentales.
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A´ngulo
En el trabajo de Frost, Schindler y Bigl (2000), con T = 285 K para a´ngulos
de incidencia menores de 50o, la longitud de onda aumenta conforme lo hace
θ a la vez que se mantiene la forma hexagonal en la distribucio´n espacial de
los puntos y la rugosidad total de la superficie tiende a decrecer. Para θ > 50o
desaparece la estructura, volviendo a tenerse puntos ordenados con θ = 80o.
Un resultado similar se observa en Frost et al. (2004), donde se pone de
manifiesto que para GaSb el perfil de la estructura cambia de una forma
conoidal a sinusoidal cuando el a´ngulo varı´a entre 0o y 75o y la energı´a entre
0.5 keV y 1.2 keV respectivamente, como se muestra en la figura 2.8.
Figura 2.8 — Imagen obtenida mediante microscopı´a de trasmisio´n electro´nica (TEM)
para una seccio´n longitudinal de un sustrato rotante de GaSb. (a) θ = 0o, E = 0.5 keV,
T = 285 K, Φ = 300 µA cm−2 tras 90 minutos de bombardeo; (b) θ = 75o, E = 1.2 keV,
T = 285 K, Φ = 300 µA cm−2 tras 90 minutos de bombardeo. La capa superficial amorfa
tiene aproximadamente 4 nm de grosor. Tomada de Frost et al. (2004).
Temperatura
Se observa en Frost, Schindler y Bigl (2000) que tanto l como W aumentan
al hacerlo la temperatura. El rango estudiado va de 285 a 375 K, observa´ndo-
se que para T > 315 K la formacio´n de puntos ordenados casi desaparece.
Un resultado ana´logo se obtiene en Frost et al. (2004), donde adema´s se ob-
serva que para altas temperaturas (T > 313 K) y θ = 30o se forma una
estructura de puntos con orden cuadrado tanto para GaSb como para InP
(figura 2.9).
Tiempo
Con el fin de caracterizar el crecimiento de la longitud de onda y la rugosidad
en el transcurso del tiempo, en Frost, Schindler y Bigl (2000) se representan
ambas magnitudes frente a la fluencia. Se observa que W aumenta como
W ∼ tβ con β = 0.80 en las fases iniciales y β = 0.27 en las etapas finales,
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Figura 2.9 — Vista cenital por AFM (ima´genes fila superior, 3 µm × 3 µm) y sus
correspondientes funciones de autocorrelacio´n (ima´genes fila inferior, 750 nm × 750 nm)
de un sustrato de InP sometido a bombardeo con iones de Ar+, θ = 30o, E = 0.5 keV,
Φ = 300 µA cm−2, t = 90minutos a diferentes temperaturas: (a) T = 268K; (b) T = 286
K; (c) T = 313 K; (d) T = 335 K. Tomada de Frost et al. (2004).
mientras que el crecimiento de la longitud de onda verifica l ∼ t0.26 antes de
saturar.
Energı´a
En el experimento de Frost, Schindler y Bigl (2000) se utilizaron energı´as
entre 200 y 1200 eV, y se observo´ la formacio´n de patrones por encima de
350 eV. En general, tanto l como W aumentan al hacerlo la energı´a.
2.4.1.4. Superficies rugosas
No siempre tiene por que´ aparecer el tipo de patrones mostrado anteriormen-
te cuando se somete un sustrato a erosio´n io´nica. Esto ocurre, por ejemplo, en el
experimento de Cirlin et al. (1991) donde al girar un sustrato de GaAs sometido a
irradiacio´n con iones de O+2 a 3 keV se eliminan las estrı´as formadas al bombardear
oblicuamente y, en lugar de aparecer un patro´n ordenado, se obtiene una estructura
desordenada. Mediante esta te´cnica, como mencionamos en el apartado anterior, se
aumento´ el rendimiento de erosio´n y se redujo a su vez la rugosidad total. Tambie´n
pueden aparecer superficies desordenadas sin que exista rotacio´n simulta´nea de la
muestra. Esto ocurre en el experimento de Chey, Nostrand y Cahill (1995) donde
la morfologı´a de la superficie cambia desde un conjunto de pilas desordenadas a un
patro´n ma´s regular de hoyos o fosos cuando aumentamos la temperatura por enci-
ma de 543 K. Es frecuente, por tanto, que la intercara no presente la formacio´n de
un patro´n ni de una escala caracterı´stica, sino que se obtenga una superficie rugosa
con propiedades de rugosidad cine´tica [Baraba´si y Stanley 1995]. Por ejemplo, en
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Figura 2.10 — Topografı´as obtenidas por STM de grafito pirolı´tico bombardeado con
iones de Ar+ a 5 keV, θ = 60o y Φ = 6.9 × 1013 cm−2 s−1 a temperatura ambiente para
fluencias: (a) 1016 iones cm−2; (b) 1017 iones cm−2. Tomada de Eklund et al. (1991).
el experimento de Eklund et al. (1991) se bombardea grafito pirolı´tico con iones de
Ar+ a 5 keV y θ = 60o; se observa que la superficie se hace ma´s rugosa en el trans-
curso del tiempo y presenta propiedades de autoafinidad (figura 2.10). Las medidas
de los exponentes crı´ticos muestran valores de 1.6-1.8 para el exponente dina´mico
z y α = 0.2− 0.4 para el exponente de rugosidad. Estos valores no son lejanos de
las propiedades de escalado dina´mico de la clase de universalidad de KPZ. Otros
experimentos han mostrado tambie´n un comportamiento de rugosidad cine´tica para
la evolucio´n de la superficie en diversos materiales como GaAs [Wang, Pechman y
Weaver 1996], Ge [Smilgies et al. 1997] o Si [Chan y Wang 1998]. En este u´ltimo
experimento, por ejemplo, las medidas de los exponentes de escalado son consis-
tentes con los obtenidos en la ecuacio´n estoca´stica de Kuramoto-Sivashinsky (KS),
de nuevo perteneciendo a esta clase de universalidad.
Debemos mencionar que en algunos experimentos se obtiene un patro´n de un
determinado taman˜o mientras que a escalas mucho mayores la superficie presenta
rugosidad cine´tica [Ziberi, Frost y Rauschenbach 2006; Gago et al. 2006]. En las
figuras 2.11 (a) y (b) se muestra esta propiedad para el caso de un patro´n de puntos
en silicio donde se observa, debido a la diferencia de color entre las zonas ma´s de-
primidas (oscuras) y las ma´s altas (claras), el desorden a distancia mucho mayores
que el taman˜o de los puntos. Habı´amos mencionado que una forma de estimar la
longitud de los dominios para la cual el patro´n aparece ordenado era a partir de la
longitud de correlacio´n ζ. Para distancias mucho mayores que esta longitud puede
aparecer rugosidad cine´tica. Esta propiedad se pone de manifiesto, tal y como se
menciono´ en el capı´tulo anterior, en el factor de estructura. En la figura 2.11 (c) se
muestran los factores de estructuras a escala logarı´tmica para superficies obtenidas
en condiciones experimentales ana´logas a las de las figuras 2.11 (a) y (b), pero a
diferentes tiempos. Podemos observar co´mo la curva alcanza una u´nica pendiente,
al menos para el caso de Si(111), para distancias mucho mayores que el taman˜o
del patro´n, lo cual indica que la superficie es autoafı´n a estas distancias.
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Figura 2.11 — Vistas cenitales obtenidas mediante AFM (3×3 µm2 de la superficie de
Si(001) y Si(111) (figuras (a) y (b), respectivamente) bombardeadas perpendicularmente
tras 16 h. con iones de Ar+ a 1.2 keV. (c) Factor de estructura obtenido a partir de las
ima´genes por AFM en el mismo caso que (a) y (b) y diferentes tiempos de irradiacio´n.
Tomada de Gago et al. (2006).
2.4.2. Metales
En contraste con los materiales amorfos o semiconductores, debido a la natura-
leza de los enlaces ato´micos, los metales no presentan amorfizacio´n de la superficie
cuando son irradiados con iones, al menos a energı´as del orden del keV. Incluso
despue´s de un bombardeo prolongado las propiedades cristalinas del sustrato no
se ven afectadas, aunque sı´ se producen agregados de vacantes y a´tomos superfi-
ciales [Costantini et al. 2001] que hacen aumentar la ya de por sı´ alta difusividad
superficial de estos materiales. En este caso, a la inestabilidad morfolo´gica debi-
da a la mayor erosio´n de valles que de picos hemos de an˜adirle la causada por el
hecho de que cuando los a´tomos difunden sobre la superficie existe una barrera
extra de energı´a para los que intentan descender a un escalo´n inferior. Este efecto,
conocido como barrera de Ehrlich-Schwoebel [Ehrlich y Hudda 1966; Schwoebel
y Shipsey 1966; Schwoebel 1968], explica algunos de los resultados observados
que mostraremos a continuacio´n.
En el trabajo de Valbusa, Boragno y de Mongeot (2002) se puede encontrar una
amplia revisio´n de los resultados experimentales de erosio´n en metales. En este
estudio se distingue entre dos regı´menes de comportamiento: difusivo y erosivo.
Re´gimen difusivo
Mientras que la erosio´n es responsable de que se formen un mayor nu´me-
ro de partı´culas difusivas (a´tomos o vacantes), la inestabilidad de Ehrlich-
Schwoebel es determinante en la formacio´n de las estructuras, las cuales
tienden a alinearse a lo largo de las direcciones termodina´micamente ma´s
favorables. La morfologı´a es por tanto consecuencia de la direccio´n domi-
nante de difusio´n superficial. A diferencia de lo que ocurrı´a para materiales
amorfos o semiconductores, en este caso las simetrı´as del sustrato se refle-
jan en los patrones observados. Ası´, por ejemplo, en la figura 2.12, tomada
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del trabajo de Rusponi, Boragno y Valbusa (1997) donde se bombardea plata
con iones de Ar+ y θ = 0o, se observa que la orientacio´n de las ondulaciones
depende de T . Esto se debe a que la barrera de Ehrlich-Schwoebel afecta de
forma diferente a la difusio´n sobre las terrazas dependiendo de la direccio´n
cristalogra´fica. La activacio´n te´rmica de la difusio´n superficial es la respon-
sable de que al variar la temperatura se formen estrı´as orientadas en distintas
direcciones. En el caso de la figura 2.12-c, como consecuencia de que a esa
temperatura la difusio´n superficial es iso´tropa, se forma un patro´n de bultos
con simetrı´a rectangular. Algunas de las caracterı´sticas que presentan estas
Figura 2.12 — Ima´genes obtenidas por STM de nuestras 350 × 350 nm2 de Ag(110)
para Φ = 4 µA cm−2, θ = 0o, t = 15 minutos y a diferentes temperaturas: (a) T = 160 K;
(b) T = 230 K; (c) T = 270 K; (d) T = 290 K; (e) T = 320 K; (f) T = 350 K. Tomada
de Valbusa, Boragno y de Mongeot (2002).
estructuras son las siguientes:
- Se producen surcos incluso cuando el bombardeo es normal a la superficie.
- La orientacio´n de los surcos depende de T . Esto se debe a que la inhibi-
cio´n de la barrera Ehrlich-Schwoebel se produce a diferentes temperaturas
dependiendo de la direccio´n cristalogra´fica.
- La longitud de onda depende de T . A mayor temperatura la difusio´n su-
perficial es mayor, y por tanto tambie´n l.
- La longitud de onda aumenta con la fluencia, es decir, se produce un cre-
cimiento en el taman˜o de las ondulaciones en el transcurso del tiempo.
- Las nanoestructuras producidas en el re´gimen difusivo muestran una pe-
riodicidad apenas dependiente de la energı´a de los iones.
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Para materiales en los que la difusio´n de a´tomos/vacantes es iso´tropa, la mor-
fologı´a refleja esta simetrı´a. Ası´, por ejemplo, en el caso del platino se en-
cuentran unas pilas con forma piramidal y simetrı´a hexagonal cuyo taman˜o
aumenta con la fluencia [Michely y Comsa 1991]. De nuevo la formacio´n de
este tipo de estructuras y la variacio´n que se observa con la temperatura en
e´ste y otros experimentos similares hacen indispensable la consideracio´n de
una causa de la inestabilidad alternativa a la puramente erosiva.
Similares caracterı´sticas se han observado tambie´n en experimentos de cre-
cimiento homoepitaxial4 en el caso de sustratos aniso´tropos e iso´tropos, lo
cual indica que los mecanismos que gobiernan ambos procesos son similares
[Valbusa, Boragno y de Mongeot 2002].
Re´gimen erosivo
El re´gimen erosivo so´lo se produce para a´ngulos pro´ximos a incidencia ra-
sante, aproximadamente para θ ≥ 70o, y a bajas temperaturas, con el fin de
inhibir los procesos de difusio´n activados te´rmicamente. En este re´gimen la
formacio´n de estructuras no depende del tipo, simetrı´a u orientacio´n del cris-
tal. Podemos observar en la figura 2.13 que no se producen cambios signifi-
cativos en la morfologı´a (longitud de onda, amplitud, rugosidad, etc.) a pesar
de que la proyeccio´n del haz se orienta en diferentes direcciones del sustrato.
Esto significa que podemos obtener nanoestructuras que se alineen a lo largo
de direcciones termodina´micamente desfavorables y que no pueden obtener-
se mediante otras te´cnicas como crecimiento epitaxial, o erosio´n io´nica en el
re´gimen difusivo. Las principales caracterı´sticas del patro´n formado en es-
te re´gimen son que las estrı´as se orientan paralelas a la proyeccio´n del haz,
que l tiende principalmente a aumentar linealmente con E y que tanto la
rugosidad como la longitud de onda aumentan como potencias del tiempo
(concretamente como W ∼ t0.33 y l ∼ t0.24 para Ag(001) bombardeada con
Ne+, Φ = 3.1 × 1013 cm2 s−1, E = 1 keV, θ = 70o y T=180 K [Valbusa,
Boragno y de Mongeot 2002]).
No siempre se obtienen patrones ordenados cuando se bombardea un sustrato
meta´lico; a veces, como ocurrı´a en el caso de los materiales amorfos, es posible en-
contrar superficies autoafines que muestran rugosidad cine´tica o no, dependiendo
de las condiciones experimentales. Un ejemplo de este primer tipo de comporta-
miento es el experimento de Krim et al. (1993) en el cual se bombardea un sustrato
de hierro con iones de Ar+ a 5 keV, θ = 25o, Φ = 5 × 1014 cm−2 s−1 . A partir
de las ima´genes obtenidas por STM se mide el valor de α = 0.53 ± 0.02 pa-
ra el exponente de rugosidad. Un estudio ma´s amplio del re´gimen en el que nos
encontramos y el tipo de superficies obtenidas dependiendo de las condiciones ex-
perimentales puede encontrarse en Chason y Chan (2006), donde se muestran las
4El te´rmino homoepitaxial en este contexto se refiere al crecimiento de pelı´culas epitaxiales sobre
un sustrato del mismo material.
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Figura 2.13 — Ima´genes obtenidas por STM de sustratos de Cu(110) (400 × 400 nm2)
tras el bombardeo con iones de Ar+ a E = 1 keV, θ = 70o, Φ = 4 µA cm−2, t = 15
minutos y T = 180 K para diferentes orientaciones de la proyeccio´n del haz (flecha).
Tomada de Rusponi et al. (1998a).
diferentes morfologı´as obtenidas al irradiar una blanco de cobre. En la figura 2.14
se representa un diagrama de los diferentes comportamientos de la superficie en
funcio´n del flujo de iones y la temperatura del sustrato para Cu(001) bombardea-
do con iones de Ar+. Para flujos pequen˜os y altas temperaturas la superficie se
mantiene plana y no muestra ni rugosidad cine´tica ni ningu´n tipo de estructuras. Si
aumentamos el flujo, encontramos el re´gimen erosivo descrito anteriormente donde
se forman patrones cuya geometrı´a es independiente de la orientacio´n del sustra-
to.5 A temperaturas medias, la barrera de Ehrlich-Schwoebel es determinante para
describir satisfactoriamente el tipo de morfologı´as observadas; nos encontramos,
entonces, en el re´gimen difusivo mencionado con anterioridad. Si la temperatura
es au´n menor, pero el flujo de iones es alto, se tiene de nuevo que la orientacio´n
cristalina no es relevante en la evolucio´n de la superficie, la cual puede presentar
rugosidad cine´tica o, de nuevo, la aparicio´n de patrones del tipo de los mostrados
en las secciones precedentes.
2.5. Conclusiones
En este capı´tulo hemos mostrado los orı´genes histo´ricos de la erosio´n io´nica.
Hemos sen˜alado algunas de las aplicaciones de esta te´cnica que, debido a su ver-
satilidad y a su bajo coste, es una candidata ideal para la construccio´n de diversos
nanocomponentes. Como se ha podido comprobar, la erosio´n es un proceso com-
plejo donde intervienen una gran variedad de mecanismos fı´sicos. Pese a esto, es
necesaria una descripcio´n correcta de la evolucio´n de la morfologı´a para el de-
sarrollo de las numerosas aplicaciones de esta te´cnica. En la seccio´n 2.2 se han
mostrado los principios microsco´picos del proceso puramente erosivo. Ba´sicamen-
te, estos mecanismos fueron descritos teo´ricamente por Sigmund hace casi cuatro
5Los estados en los que se observa la formacio´n de patrones vienen indicados como Bradley-
Harper por ser e´stos autores los creadores del modelo continuo original que aborda su descripcio´n,
tal y como se vera´ en el siguiente capı´tulo.
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Figura 2.14 — Diagrama de los
regı´menes de comportamiento y tipos
de morfologı´as obtenidas al irradiar
una muestra de Cu(001) con iones de
Ar+ en funcio´n de la temperatura y
el flujo. Cada sı´mbolo representa una
energı´a y un a´ngulo de incidencia di-
ferente. Tomada de Chason y Chan
(2006)
de´cadas y muchas de sus predicciones siguen siendo va´lidas. Por otro lado, el desa-
rrollo de los modelos computacionales y el aumento de la potencia de ca´lculo han
permitido abordar este problema mediante simulaciones nume´ricas. Sin embargo,
tal y como se mostro´ en la seccio´n 2.3, en la evolucio´n de la morfologı´a partici-
pan otros mecanismos, como la difusio´n superficial, que son fundamentales para
describir satisfactoriamente este feno´meno. Una vez presentado de forma breve los
principales ingredientes presentes en la erosio´n io´nica y antes de utilizar las he-
rramientas matema´ticas y computacionales necesarias para describirla (las cuales
se mostrara´n en el siguiente capı´tulo), en la seccio´n 2.4 hemos intentado dar una
visio´n lo ma´s completa posible el estado experimental actual.
Hemos separado por un lado los materiales amorfos o amorfizables de los me-
tales, debido a que el cara´cter aniso´tropo de los primeros hacen que su estudio
sea algo ma´s sencillo (como se pondra´ de manifiesto en el siguiente capı´tulo). En
el caso de materiales amorfos o equivalentes hemos visto que tras el bombardeo,
dependiendo de las condiciones experimentales, pueden aparecer nanoestructuras
ordenadas o superficies desordenadas que pueden ser autoafines. En el caso de que
se obtenga un patro´n ordenado, lo ma´s comu´n son estructuras con formas de estrı´as
y puntos. En el texto se detallan las caracterı´sticas ma´s comunes de estos patrones
y co´mo se modifican al cambiar las condiciones experimentales. A pesar de la di-
versidad de resultados, y de que muchos de ellos se muestran contradictorios, es
posible establecer unos comportamientos generales para la formacio´n de estos pa-
trones. Habitualmente las muestras presenta una simetrı´a similar a la del montaje
experimental. Si el haz es perpendicular a la superficie se obtienen puntos, mien-
tras que si se irradia de forma oblicua se obtienen surcos cuya orientacio´n depende
del a´ngulo de incidencia. El taman˜o de las estructuras suele aumentar cuando lo
hace la energı´a, aunque a altas temperaturas se han observado estrı´as cuya longi-
tud de onda decrece. En el caso de altas temperaturas, si la difusio´n superficial
activada te´rmicamente es relevante, el taman˜o de las estrı´as aumenta con T , mien-
tras que se ha encontrado que, o bien no se altera la longitud de onda cuando se
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varı´a el flujo, o decrece al aumentar e´ste. Tambie´n se ha observado que las estruc-
turas pueden aumentar su taman˜o o no en el transcurso del tiempo. Adema´s, este
crecimiento puede ser ilimitado o interrumpido dependiendo de las condiciones
experimentales. La rugosidad es otro observable que suele aumentar en el trans-
curso del tiempo. Este crecimiento puede ser debido al crecimiento del patro´n o
al desorden de la estructura en alturas. Otra caracterı´stica relevante en el caso de
la formacio´n de estrı´as es que e´stas se mueven en la direccio´n de la proyeccio´n
del haz. Un observable importante en el caso de la formacio´n de nanopuntos es la
simetrı´a del orden espacial en el que se situ´an, generalmente lo hacen siguiendo
una estructura hexagonal, pero a altas temperaturas y bajo incidencia rotante, se
han obtenido tambie´n puntos siguiendo un orden cuadrado.
Por u´ltimo, hemos presentado el caso de los metales, cuyas propiedades cris-
talinas no se ven afectadas cuando son sometidos a irradiacio´n para las energı´as
consideradas. Si las anisotropı´as del sustrato son relevantes para la formacio´n de
los patrones se dice que nos encontramos en el re´gimen difusivo; si, por el contra-
rio no dependen del tipo, simetrı´as u orientacio´n del cristal, se habla de un re´gimen
erosivo.
A pesar de que a primera vista estos resultados pueden parecer complejos y
en algunos casos contradictorios, en el siguiente capı´tulo se mostrara´, en parte, a
que´ es debido esta amplia dispersio´n en los experimentos y co´mo se explican en
gran medida tan diversos comportamientos.

3
Modelos de erosio´n io´nica
En este capı´tulo se abordara´n los modelos ma´s importantes desarrollados hasta
la fecha para describir los resultados experimentales mostrados en capı´tulo ante-
rior. Mientras que en los modelos discretos se trata el problema desde un punto
de vista microsco´pico y se obtienen resultados utilizando simulaciones de Monte
Carlo que relacionan los feno´menos particulares de erosio´n con las observaciones
experimentales de escalas espaciales y temporales mucho mayores, en las teorı´as
continuas se obtienen ecuaciones diferenciales, cuyos coeficientes esta´n relaciona-
das con los para´metros experimentales, con el fin de describir la evolucio´n de la
superficie desde un punto de vista mesosco´pico.
3.1. Modelos discretos
Las simulaciones por ordenador son fundamentales para entender los proce-
sos microsco´picos que dan lugar a la evolucio´n de la morfologı´a. Para estudiar el
sistema a escala ato´mica, donde la aproximacio´n continua deja de ser va´lida, debe-
mos acudir a los modelos discretos. A cambio de ser capaces estudiar la superficie
desde un punto de vista microsco´pico, tendremos que pagar el precio de no po-
der alcanzar escalas espaciales y temporales varios o´rdenes de magnitud mayores
que las involucradas en los procesos de erosio´n o difusio´n superficial. Como se ha
mencionado en el capı´tulo anterior, debido a que los me´todos nume´ricos basados
en aproximacio´n de colisiones binarias (BCA) o dina´mica molecular (MD) nece-
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sitan un elevado nu´mero de ca´lculos, estos se limitan a escalas temporales mucho
menores que las involucradas en la evolucio´n de la superficie. Para resolver este
problema se utilizan me´todos de Monte Carlo en los que se simula la evolucio´n
de la superficie utilizando versiones discretas de los procesos ato´micos involucra-
dos en la erosio´n, pero donde se pierden los detalles de la interacciones entre las
partı´culas constituyentes. Se ha comprobado la validez de estos me´todos para re-
producir diversos resultados experimentales, y han suministrado importantes ideas
acerca de los mecanismos que participan en la formacio´n y evolucio´n de la mor-
fologı´a superficial. En esta seccio´n, discutiremos brevemente las aportaciones de
algunos trabajos en esta materia.
En el trabajo de Cuerno et al. (1995) se propone un modelo estoca´stico de
crecimiento discreto que incorpora la dependencia de la tasa de erosio´n con la
pendiente y con la curvatura local (de forma que se erosionan ma´s ra´pidamente
los valles que las crestas) y un mecanismo de difusio´n superficial que tiende a
aplanar el perfil de la superficie. Se encuentra una etapa inicial en la cual se forma
un patro´n perio´dico de estrı´as, seguida de una etapa rugosa caracterizada por la
clase de universalidad correspondiente a la versio´n estoca´stica de la ecuacio´n de
Kuramoto-Sivashinsky (KS).
En los trabajos de Koponen et al. se estudia el efecto del bombardeo con io-
nes de Ar+ sobre una superficie de carbono amorfo [Koponen, Hautala y Sieva¨nen
1996; Koponen, Hautala y Sieva¨nen 1997b]; se propone un mecanismo erosivo
basado en BCA y un mecanismo de relajacio´n que minimiza la configuracio´n
energe´tica de la superficie, basado en una serie de saltos de los a´tomos difusivos
los cuales quedan fijados a aquellos vecinos que maximizan el nu´mero de enlaces
y que se encuentran a una cierta distancia (la cual varı´a segu´n el caso considerado).
En todos estos trabajos se observan morfologı´as autoafines que presentan rugosi-
dad cine´tica cuyos exponentes de rugosidad, α, dependen de la energı´a de los iones
y del a´ngulo de bombardeo. En Koponen, Hautala y Sieva¨nen (1997a), Koponen,
Hautala y Sieva¨nen (1997c) y Koponen et al. (1997) se observa tambie´n la forma-
cio´n de estrı´as en determinadas condiciones experimentales. En Koponen, Hautala
y Sieva¨nen (1997c), por ejemplo, se observa la formacio´n de patrones cuando el
mecanismo de relajacio´n superficial es poco relevante, e incluso cuando es elimi-
nado (se observa que la longitud de onda es mayor cuanto mayor es la difusio´n
superficial). Se reproducen tambie´n otras de las caracterı´sticas observadas en los
experimentos como, por ejemplo, el crecimiento de la longitud de onda de los pa-
trones cuando aumenta la energı´a, el cambio en la orientacio´n de las estrı´as respecto
al a´ngulo de bombardeo o el movimiento de las ondulaciones. En Koponen et al.
(1997) se estudia el caso de un blanco sometido a bombardeo y rotacio´n simulta´nea
cuando se suprime la existencia de un mecanismo de relajacio´n difusivo para dos
casos de incidencia oblicua: θ = 30o y 60o. Se encuentra una estructura celular
donde el taman˜o de las celdas aumenta linealmente con la fluencia, tal y como se
muestra en la figura 3.1, hasta alcanzar un valor constante.
El mecanismo difusivo considerado en el resto de los artı´culos [Stepanova y
Dew 2004; Yewande, Kree y Hartmann 2005; Yewande, Hartmann y Kree 2006;
3.1 Modelos discretos 55
(a) (b)
(c)
Figura 3.1 — Topografı´as
obtenidas mediante simulaciones
por ordenador de una superficie
de carbono amorfo bombardea-
da con iones de C+ a 5 keV y
θ = 30o sometida a rotacio´n
simulta´nea para diferentes fluen-
cias: (a) 0.7 × 1017 iones cm−2;
(b) 1.2 × 1017 iones cm−2; (c)
1.8 × 1017 iones cm−2. Las es-
calas verticales y horizontales de
todas las figuras coinciden con la
mostrada en el pie de (c). Tomada
de Koponen et al. (1997).
Chason, Chan y Bharathi 2006] es similar a los anteriores, pero se utiliza un mode-
lo erosivo basado en la teorı´a de Sigmund (e´sta se estudiara en la siguiente seccio´n)
en la que la probabilidad de que un a´tomo se erosione es proporcional a la cantidad
de energı´a depositada en sus cercanı´as, la cual se distribuye segu´n una determinada
funcio´n. En el primero de ellos [Stepanova y Dew 2004] se simula la evolucio´n de
la morfologı´a de una superficie de cobre bombardeada con iones de Ar+ a 1keV
y se muestra que la altura de las estrı´as puede crecer gradualmente o saturar en
el transcurso del tiempo si la movilidad de los a´tomos sobre la superficie es ba-
ja o alta, respectivamente. En los trabajos de Yewande, Kree y Hartmann (2005)
y Yewande, Hartmann y Kree (2006) se estudian algunas caracterı´sticas particu-
lares del proceso erosivo. En el primero, se analiza el movimiento de las estrı´as
y se observa que, dependiendo de la temperatura del sustrato, pueden encontrarse
dos regı´menes de comportamiento en los cuales las estrı´as se mueven en direccio´n
opuesta a la proyeccio´n del haz. En el caso de bajas temperaturas, T = 968 K,
la longitud de onda aumenta siguiendo una ley de potencias (l ∼ t0.32) antes de
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saturar, mientras que el movimiento de las estrı´as se desacelera hasta permanecer
en reposo segu´n v ∼ t−0.70. Para altas temperaturas, T = 1935 K, el patro´n cre-
ce ilimitadamente en el transcurso del tiempo y se mueve con velocidad uniforme
durante algu´n tiempo, despue´s del cual se para completamente. En el trabajo pos-
terior de estos autores [Yewande, Hartmann y Kree 2006] se extiende el modelo
anterior introduciendo la posibilidad de que los a´tomos se erosionen lateralmente,
es decir, no so´lo aquellas partı´culas que se encuentran en la cima de una columna
pueden ser erosionadas, sino tambie´n aquellas que no tengan vecinos en alguno de
sus lados. Dependiendo de los para´metros que gobiernan el depo´sito de energı´a en
el sustrato (en la siguiente seccio´n se abordara´ en detalle este concepto), se encuen-
tran diferentes morfologı´as: superficies rugosas, formacio´n y crecimiento de fosos,
estrı´as largas o entrecortadas perpendiculares a la proyeccio´n del haz, y otras es-
tructuras sin una orientacio´n bien definida. En el estudio, ma´s reciente, de Chason,
Chan y Bharathi (2006) se analiza la dependencia de la velocidad de las estrı´as y
su taman˜o con diversos para´metros experimentales como el flujo y la temperatura.
Al igual que ocurrı´a en Yewande, Kree y Hartmann (2005), se encuentra que las
estrı´as se mueven en sentido opuesto al de los iones incidentes con una velocidad
que depende de la longitud de onda del patro´n.
A pesar de que, como vemos, los modelos discretos predicen correctamente
muchas de las observaciones experimentales mostradas en el capı´tulo anterior y
que permiten abordar el problema de la erosio´n sin las aproximaciones matema´ti-
cas utilizadas en el caso de las teorı´as continuas que mostraremos a continuacio´n,
su cara´cter discreto y, sobre todo, la imposibilidad de alcanzar tiempos de simula-
cio´n suficientemente largos debido a que los tiempos tı´picos en los que ocurre la
difusio´n que son muy cortos, limitan su aplicabilidad. Para corregir esta u´ltima de-
ficiencia suele considerarse que la frecuencia de los eventos difusivos y erosivos, a
pesar de la diferencia de escalas temporales entre ambos mecanismos (ver seccio´n
2.3), es del mismo orden (para ello se suele suponer que el flujo de iones incidente
es mucho mayor que en los experimentos). Esto permite estudiar la evolucio´n de la
morfologı´a en el rango de los segundos. Otra de las limitaciones de estos modelos
es el taman˜o de los sistemas sometidos a estudio. Por ejemplo, si se considera que
el espaciado de red es de 5 A˚(el taman˜o aproximado de un a´tomo de Si) harı´an
falta sistemas de 2000 × 2000 nodos para simular superficies de 1 µm2. Ninguno
de los grupos aquı´ mencionados ha simulado sistemas de este taman˜o.1 Una forma
de solucionar estos inconvenientes es considerar sistemas continuos en los que po-
demos utilizar aproximaciones y herramientas matema´ticas que nos facilitara´n la
descripcio´n del proceso erosivo, tal y como se vera´ en las siguientes secciones.
1Como ma´ximo se han conseguido simular sistemas del orden de 105 nodos [Chason, Chan y
Bharathi 2006].
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3.2. Teorı´a de Sigmund
Las ideas ba´sicas del proceso de erosio´n planteadas por Sigmund [Sigmund
1969; Sigmund 1973] ya fueron adelantadas en la seccio´n 2.2, pero volveremos
aquı´ sobre ellas por ser fundamentales para el desarrollo de las teorı´as continuas.
Una de las principales magnitudes descritas en estas teorı´as es la tasa o rendimiento
de erosio´n (“sputtering yield” en ingle´s), S.
Como se menciono´ en la seccio´n 2.3, cuando se produce la cascada de colisio-
nes que sigue al impacto del ion, muchos de los a´tomos se desplazan de su posi-
ciones de equilibrio. Algunos de estos a´tomos, aquellos cuya cantidad de energı´a y
momento sean suficientes para ser arrancados de las capas superficiales del sustra-
to y no se redepositen, sera´n erosionados. Para obtener una estimacio´n del nu´mero
de a´tomos erosionados por ion incidente, Sigmund estudio´ mediante teorı´a cine´tica
co´mo se transfiere la energı´a del ion en el so´lido durante el proceso de bombardeo.
Para materiales amorfos se supone que la cascada de colisiones es aleatoria y
se usa un promedio estadı´stico para obtener la distribucio´n de energı´a depositada
por los iones. Esta funcio´n para un medio infinito2 toma la forma de una gaussiana
la cual, como se ha demostrado en posteriores trabajos tanto experimentales como
in silico3, resulta ser una descripcio´n adecuada para gran variedad de materiales
que no presentan una estructura cristalina o que se amorfizan durante el proceso
de bombardeo. Concretamente, la energı´a depositada por unidad de volumen en
un punto O debida al impacto de un ion con energı´a cine´tica E en un punto r′ =
(x′, y′, z′) de la superficie viene dada por
εs(r′) = ENs e
−x′2+y′2
2µ2 e−
(z′+a)2
2σ2 , (3.1)
siendo Ns la constante de normalizacio´n de valor Ns =
[
(2pi)3/2σµ2
]−1
. El ori-
gen del sistema de coordenadas (x′, y′, z′) lo hemos situado en O y hemos definido
zˆ′ en la direccio´n del haz incidente (ver figura 3.2) con el fin de simplificar los
ca´lculos que vendra´n a continuacio´n. El plano x′y′ se define perpendicular a zˆ′. La
anchura longitudinal de la distribucio´n viene dada por σ, mientras que las anchuras
transversales se representan por µ. Esto significa que la energı´a se distribuye de
forma iso´tropa en el plano x′y′. Debido a la cantidad de momento inicial del ion, el
punto donde el depo´sito de energı´a es ma´ximo se encuentra a una distancia a una
distancia a de la superficie en la direccio´n -zˆ′ del impacto. Aunque a depende de
2Esta suposicio´n es necesaria pues de otra forma la interrupcio´n del medio afectarı´a a las cascadas
y el depo´sito de energı´a dependerı´a de la morfologı´a. Como se vera´ ma´s adelante la longitud media
de penetracio´n del ion, a, es pequen˜a en comparacio´n con las alteraciones morfolo´gicas del sustrato
y esta aproximacio´n es robusta.
3In silico es una expresio´n usada recientemente para describir trabajos o “experimentos” llevados
a cabo usando simulaciones por ordenador. La primera vez que se utilizo´ esta expresio´n en pu´bli-
co fue en 1989 en la reunio´n “Cellular Automata: Theory and Applications” en Los Alamos, New
Mexico, por el matema´tico Pedro Miramontes, perteneciente a la Universidad Nacional Auto´noma
de Me´xico (UNAM) en su presentacio´n del trabajo DNA and RNA Physicochemical Constraints,
Cellular Automata and Molecular Evolution.
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los detalles microsco´picos de la interaccio´n entre iones y el sustrato, para regı´me-
nes intermedios de energı´as (10-100 keV), se considera proporcional a E. Para este
rango de energı´as las anchuras de la distribucio´n, σ y µ, y el rango de penetracio´n,
a, son del mismo orden, en concreto de unos pocos nano´metros4. Las desviaciones
de esta distribucio´n gaussiana ocurren principalmente cuando la masa del proyectil
es mayor que la del sustrato o cuando se producen efectos debidos a la estructura
cristalina del blanco como el caso del “channeling” descrito en la seccio´n 2.2. Es-
tos efectos provocan que no sean asumible la aproximacio´n de cascadas aleatorias
y la distribucio´n (3.1) no es apropiada para describir el proceso. Como se vera´ en
la seccio´n 3.4, es posible obtener esta distribucio´n a partir de simulaciones por or-
denador; de esta forma, se podra´ describir de una manera ma´s apropiada el proceso
de erosio´n en sustratos cristalinos, como es el caso de los metales.
Figura 3.2 — Contorno bidimensio-
nal de la distribucio´n de energı´a depo-
sitada debida al impacto de un ion de
acuerdo a la teorı´a de Sigmund. Las an-
churas transversal y longitudinal de la
gaussiana son σ y µ, respectivamente. Se
presenta tambie´n un esquema de los ejes
de coordenadas considerados en el texto.
Adaptada de Makeev, Cuerno y Baraba´si
(2002).
En general, hasta el estudio de Sigmund (1973) la mayorı´a de las teorı´as sobre
erosio´n suponı´an que el rendimiento de erosio´n era independiente de la geometrı´a
local de la superficie y despreciaban las posibles inhomogeneidades que e´sta pu-
diera presentar. Se consideraba una superficie plana y se suponı´a que las posibles
alteraciones en la morfologı´a eran mucho mayores que el rango de penetracio´n de
los iones. De hecho, el propio Sigmund en [Sigmund 1969] bajo las hipo´tesis an-
teriores y para una relacio´n moderada entre las masas de los iones, M1, y las de
los a´tomos del blanco, M2 (concretamente para M1/M2 6 3), obtiene la siguiente
relacio´n entre el rendimiento y el a´ngulo de incidencia
S(θ)
S(0)
= (cos θ)−f , (3.2)
con f = 5/3, donde S(0) representa la tasa de erosio´n para incidencia normal.
Segu´n esta expresio´n, el rendimiento aumenta mono´tonamente cuando el a´ngulo
4Un ejercicio instructivo es estudiar co´mo varı´an estos para´metros dependiendo con las condicio-
nes experimentales. Para ello puede utilizarse el popular co´digo SRIM [Ziegler, Biersack y Littmark
1985] disponible en la siguiente direccio´n electro´nica: http://www.srim.org
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de bombardeo se aleja de la normal. Este resultado analı´tico predice de forma apro-
piada el comportamiento de S en multitud de experimentos para a´ngulos pequen˜os.
Esto se debe a que cuando el a´ngulo de incidencia, θ, aumenta (es decir, se hace
ma´s rasante) se deposita una cantidad mayor de energı´a en la superficie como con-
secuencia de que los iones pasan ma´s tiempo cerca de e´sta y, por tanto, el nu´mero
de a´tomos eyectados es mayor (veremos en la seccio´n siguiente co´mo un ana´lisis
ma´s detallado, donde se tiene en cuenta la geometrı´a local, permitira´ corregir este
resultado). En cualquier caso, esta prediccio´n so´lo es va´lida para a´ngulos cercanos
a incidencia normal dado que se observa experimentalmente que a partir de cierto
a´ngulo el nu´mero de a´tomos erosionados decrece. Concretamente, por encima de
θ = 45o los efectos superficiales se hacen ma´s importantes y para θ entre 50o y 80o
el rendimiento se hace ma´ximo, decreciendo ra´pidamente para a´ngulos mayores
(ver figura 3.3). Este efecto se ha justificado cla´sicamente como consecuencia del
aumento de la reflexio´n de los iones por la superficie para a´ngulos cercanos a inci-
dencia rasante [Witcomb 1974] y de la anisotropı´a de las cascadas de colisiones en
esta regio´n [Behrisch 1981].
Figura 3.3 — Rendimiento de ero-
sio´n obtenido al bombardear molibdeno
con iones de Xe en funcio´n del a´ngu-
lo de incidencia θ para energı´as de 0.3,
0.5 y 1 keV. La lı´nea discontinua repre-
senta la prediccio´n del rendimiento da-
da por (3.2). Se observa un ma´ximo en
el rendimiento para a´ngulos ligeramente
superiores a 50o. Tomada de Kolasinski
(2005).
En Sigmund (1973) se pone de manifiesto que la topografı´a de la superficie
puede influir en la magnitud de la tasa de erosio´n. Se realiza una descripcio´n
analı´tica que describe el incremento del rendimiento para geometrı´as diferentes
a la morfologı´a plana. Se propone que la velocidad de erosio´n en un punto O de
la superficie es proporcional a la cantidad de energı´a depositada allı´ por los iones
a trave´s de una constante que caracteriza al material y que se denomina Λ. Esta
magnitud depende de la densidad ato´mica del blanco nv, de la energı´a ato´mica
de enlace en la superficie, U0 y de una constante C0 proporcional al cuadrado del
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radio efectivo del potencial de interaccio´n efectivo segu´n
Λ =
3
4pi2nvU0C0
. (3.3)
Bajo estas hipo´tesis, es posible obtener una expresio´n matema´tica para la cantidad
de volumen por unidad de tiempo que se erosiona en O, a saber,
VO = Λ
∫
R
Φ(r′)εs(r′)dR, (3.4)
donde la integral se extiende a la regio´n R donde impactan los iones depositan-
do energı´a en O. El te´rmino Φ(r′) representa el nu´mero de iones por unidad de
a´rea y unidad de tiempo que llegan a la superficie.5 Hemos explicitado la depen-
dencia de Φ con r′ para poner de manifiesto que existe una correccio´n debida a la
geometrı´a local (de pendientes locales en primera aproximacio´n) a un posible flu-
jo homoge´neo que en adelante denominaremos Φ0. A partir de la expresio´n (3.4),
Sigmund obtuvo la tasa de erosio´n para diversas geometrı´as artificiales como una
superficie plana seguida de un plano inclinado o un ve´rtice en el caso de incidencia
normal [Sigmund 1973].
Figura 3.4 — Esquema del depo´sito
de energı´a para dos perfiles diferentes.
La energı´a depositada enO es mayor que
la depositada en O′. Esto provoca que la
erosio´n en los valles sea mayor que en
las crestas, lo que produce una inestabili-
dad morfolo´gica en el sistema. Adaptada
de Makeev, Cuerno y Baraba´si (2002).
La anterior descripcio´n, como fue observado por Sigmund, ya implica la apa-
ricio´n de una inestabilidad morfolo´gica. Supongamos que bombardeamos con un
5En el trabajo original de Sigmund se considera la fluencia total en vez del flujo. Allı´ se calcula
el nu´mero total de a´tomos erosionados en vez de la velocidad de erosio´n de un punto arbitrario como
se hace aquı´.
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flujo homoge´neo una determinada superficie como se muestra en la figura 3.4. Po-
demos comprobar que las distancias OA y OB son menores que O′A′ y O′B′
debido a la geometrı´a de la intercara. Esto implica que para una misma funcio´n
de distribucio´n los impactos sobre A y B depositan mayor energı´a en O que los
impactos sobre A′ y B′ en O′. Como la tasa de erosio´n es proporcional a la energı´a
depositada, se tiene que O se erosionara´ ma´s ra´pidamente que O′. Esto provoca
que el valle se excave ma´s ra´pidamente que la cresta, lo cual conduce a una ines-
tabilidad en el sistema. El mismo Sigmund sugiere que debe existir un proceso
alternativo que aplane la superficie y propone la migracio´n ato´mica como mecanis-
mo para corregir esta inestabilidad.
Las teorı´a de Sigmund supuso la base para el posterior trabajo de Bradley y
Harper [Bradley y Harper 1988] que se presentara´ en la siguiente seccio´n. A pesar
de que muchas de sus predicciones y las ideas generales siguen mantenie´ndose vi-
gentes hoy dı´a, tambie´n presenta algunas limitaciones adicionales a las expuestas
en el transcurso de esta seccio´n y que se comentan a continuacio´n: no predice la
alteracio´n de la morfologı´a durante el proceso de bombardeo para escalas mucho
mayores que el rango de penetracio´n de los iones; al despreciarse los efectos de
difusio´n superficial, el taman˜o de las posibles estructuras deberı´a ser del orden de
las distancias propuestas en la distribucio´n de energı´a (3.1); desprecia los posibles
efectos de sombreado o redepo´sito; no predice la evolucio´n temporal de la morfo-
logı´a y co´mo afectarı´a e´sta a la tasa de erosio´n.
3.3. Teorı´a de Bradley y Harper
Mientras que la ecuacio´n (3.4) proporciona una estimacio´n para la velocidad
de erosio´n normal en el punto O, no suministra informacio´n sobre la evolucio´n
dina´mica de la superficie y co´mo e´sta se ve alterada por su morfologı´a. En el tra-
bajo de Bradley y Harper (1988) (BH), se deriva una ecuacio´n lineal en derivadas
parciales para describir la evolucio´n de la morfologı´a cuando se supone que la va-
riacio´n en la altura de la superficie es suave en comparacio´n con la distancia de
penetracio´n de los iones.6 Bradley y Harper se basan en la expresio´n (3.4) y desa-
rrollan la altura en funcio´n de las curvaturas principales, queda´ndose hasta cierto
orden en el desarrollo para obtener una ecuacio´n de evolucio´n cerrada para la altura
de la superficie.
A continuacio´n reproduciremos estos resultados con una descripcio´n algo dife-
rente a la utilizada en el trabajo original. En Bradley y Harper (1988) se aborda en
primer lugar el problema unidimensional para presentar a continuacio´n el resultado
bidimensional. Aquı´ mostraremos el desarrollo directamente en dos dimensiones
al considerar que no complica en deması´a la exposicio´n.
6Esta hipo´tesis coincide con la mayorı´a de observaciones experimentales. Habı´amos indicado
en la seccio´n anterior que a es del orden de unos pocos nano´metros para el rango de energı´as del
keV, mientras que, como se vio en el capı´tulo anterior, las longitudes de onda de los patrones que se
encuentran en los experimentos suelen ser de decenas o centenas de nano´metros.
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3.3.1. Dependencia de la velocidad de erosio´n con las curva-
turas principales
Emplearemos un sistema de coordenadas locales (ver figura 3.2) con el eje zˆ
orientado a lo largo de la normal en O y los ejes xˆ e yˆ pertenecientes al plano
perpendicular a zˆ (es decir, al plano tangente a la superficie en O). Definimos xˆ
como la direccio´n de proyeccio´n del haz incidente sobre este plano, e yˆ perpendi-
cular a xˆ. Au´n no se han definido las direcciones xˆ′ e yˆ′ y so´lo se ha mencionado
que ambas pertenecen al plano perpendicular a zˆ′. Definiremos yˆ′ paralela a yˆ, de
forma que ambas se orientan hacia el interior del papel en la figura 3.2. La relacio´n
entre el sistema de coordenadas local, (x, y, z), y el sistema de coordenadas solida-
rio con la direccio´n de los iones incidentes, (x′, y′, z′), viene dada por la siguiente
matriz de rotacio´n x′y′
z′
 =
 cos γ0 0 sin γ00 1 0
− sin γ0 0 cos γ0
 xy
z
 , (3.5)
donde γ0 es el a´ngulo formado entre la direccio´n de bombardeo y la normal local
en O.7
Si se supone que la funcio´n que representa la altura de la superficie es mono-
valuada y varı´a suavemente, podemos aproximar la altura en las cercanı´as de un
punto arbitrario en funcio´n de los radios de curvatura principales segu´n8
z(x, y) = −1
2
(
x2
Rx
+
y2
Ry
)
. (3.6)
Al considerar esta expresio´n se hacen dos suposiciones. Primero, que a es pequen˜o
en comparacio´n con los radios de curvatura principales. Esto sera´ suficiente para
conocer cua´nta energı´a se deposita enO, pues, debido que la energı´a depositada de-
cae ma´s deprisa que la distancia al cuadrado (exponencial), so´lo aquellos iones que
impacten a una distancia menor que a del punto O contribuyen apreciablemente a
la erosio´n en ese punto. En segundo lugar, hemos considerado que las direcciones
de curvatura principales (cuyos radios de curvatura son Rx y Ry, respectivamen-
te) se alinean con los ejes xˆ e yˆ. Esto es cierto, al menos para los casos donde
las estructuras se alinean, o bien paralelas, o bien perpendiculares a la proyeccio´n
del haz incidente (lo cual suele ser lo habitual, tal y como se ha observado en el
capı´tulo anterior).9
Llegados a este punto, estamos en disposicio´n de obtener la velocidad de ero-
sio´n local en O utilizando la expresio´n (3.4). Integraremos en el sistema local de
7En la figura 3.2, el punto O no coincide con con el ma´ximo local donde la normal tiene la
direccio´n Zˆ
8El signo de los radios de curvatura se define tal que para una para´bola de la forma h(x) = x2 el
radio de curvatura es negativo.
9En caso contrario debemos redefinir los ejes xˆ e yˆ de forma que se orienten en la direcciones de
curvatura principales. Esto no alterara´ los resultados finales cuando se obtenga la ecuacio´n final de
evolucio´n de la morfologı´a.
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coordenadas y, por tanto, debemos sustituir en la distribucio´n de energı´a (3.1) los
valores de x′, y′ y z′ en funcio´n de x, y y z segu´n (3.5). Nos resta por conocer
cua´l es el valor del flujo en cualquier punto de la superficie. Si suponemos un flu-
jo inicial homoge´neo, Φ0, la correccio´n a ese flujo en un punto cualquiera de la
superficie, r = (x, y, z), es
Φ(r) = Φ0 cos γ(r), (3.7)
donde γ(r) es el a´ngulo entre la direccio´n del haz y la normal a la superficie en
el punto considerado (ver figura 3.5). En el caso de que dicho punto sea O (que
γ(r)
N
Φ0
n
^ x’^
M P
r)γ(
z’
Figura 3.5 — El flujo por unidad
de longitud que llega a un punto situa-
do sobre el segmento MN es constan-
te y de valor Φ0. Como las distancias
MN y MP esta´n relacionadas segu´n
MN = MP cos γ(r), esto implica que
el flujo por unidad de longitud que llega
a un punto situado en el segmento MP
sera´ Φ0 cos γ(r). Este razonamiento se
extiende de forma ana´loga al caso bidi-
mensional discutido en el texto.
es donde estamos calculando la velocidad de erosio´n), γ(r) coincide con γ0. Para
obtener el valor de cos γ(r) en el sistema de coordenadas local solidario con O
tendremos en cuenta que
cos γ(r) =
n · zˆ′
|n||zˆ′| , (3.8)
donde n el vector normal a la superficie y zˆ′ es el vector unitario paralelo a la
direccio´n del haz. El vector normal en un punto cualquiera de la superficie verifica
n = (−∂xz,−∂yz, 1). El vector zˆ′ expresado en el sistema local toma la forma
zˆ′ = (− sin γ0, 0, cos γ0). Se tiene por tanto
cos γ(r) =
n · zˆ′
|n||zˆ′| =
cos γ0 + (∂xz) sin γ0√
1 + (∂xz)
2 + (∂yz)
2
. (3.9)
En este punto estamos en condiciones de obtener la velocidad de erosio´n en
O en el sistema local de coordenadas. Retomamos la expresio´n para la velocidad
de erosio´n de Sigmund (3.4) y expresamos la integral en funcio´n de x e y tenien-
do en cuenta que dR = [1 + (∂xz)2 + (∂yz)2]1/2dxdy. Extenderemos los lı´mites
de integracio´n de −∞ a +∞ para facilitar los ca´lculos analı´ticos, aunque cierta-
mente a distancias muchos mayores que a la contribucio´n de la energı´a en O es
despreciable.
VO = Λ
∫
R
Φ(r)εs(r)dR = Λ
∫ +∞
−∞
∫ +∞
−∞
Φ(r)²s(r)
√
1 + (∂xz)
2 + (∂yz)
2dxdy,
(3.10)
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con
Φ(r) = Φ0
cos γ0 + (∂xz) sin γ0√
1 + (∂xz)
2 + (∂yz)
2
(3.11)
y
εs(r) = ENs exp
(
−(x cos γ0 − z sin γ0)
2 + y2
2µ2
)
× exp
(
−(−x sin γ0 + z cos γ0 + a)
2
2σ2
)
. (3.12)
Sustituyendo z por su valor, dado en (3.6), y desarrollando la exponencial hasta
primer orden en los radios de curvatura (1/Rx,y ¿ a) la expresio´n (3.12) se reduce
a
εs(x, y) ' ENs exp
(
−x
2 cos2 γ0 + y2
2µ2
)
exp
(
−a
2 + x2 sin2 γ0 − 2ax sin γ0
2σ2
)
×
{
1− [(σ−1 + µ−1)x cos(γ0) sin(γ0)− a cos(γ0)]( x2
Rx
+
y2
Ry
)
+ · · ·
}
.
(3.13)
Con esto la integral (3.10), escrita ya so´lo en funcio´n de x e y, es
VO = ΛΦ0
∫ +∞
−∞
∫ +∞
−∞
(
cos γ0 − x
Rx
sin γ0
)
²s(x, y)dxdy. (3.14)
Completando los cuadrados y haciendo el cambio de variable adecuado se obtiene
una serie de integrales gaussianas. Integrando, podemos expresar la velocidad de
erosio´n en funcio´n de los radios de curvatura principales y γ0,
VO = S0
[
Γ0(γ0) +
Γx(γ0)
Rx
+
Γy(γ0)
Ry
]
, (3.15)
con [Bradley y Harper 1988]
S0 = ΛΦ0ENs2piµ2e
− a2
2σ2 ; Γ0 =
e
A2s
2Bs
µB
1/2
s
cos γ0;
Γx =
e
A2s
2Bs
µB
7/2
s
[
B2sbs +BsAs(Asbs − asBs)−Ascs(A2s + 3Bs)
]
;
Γy =
µe
A2s
2Bs
B
3/2
s
[Bsbs −Ascs] ; As = a
σ2
sin γ0; Bs =
1
σ2
sin2 γ0 +
1
µ2
cos2 γ0;
as = − sin γ0; bs = − a2σ2 cos
2 γ0; cs = −
(
1
2σ2
− 1
2µ2
)
cos2 γ0 sin γ0.
(3.16)
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Aunque a primera vista las funciones Γx,y de (3.15) parecen complicadas, so´lo
dependen del a´ngulo local de bombardeo γ0 y de las anchuras y profundidad de
la distribucio´n de energı´a (3.1). Mientras que el primer sumando en (3.15) implica
una contribucio´n constante independiente de la geometrı´a de la superficie, la de-
pendencia con las curvaturas principales de los dos restantes sumandos viene dada
por Γx y Γy. La funcio´n Γ0 es siempre positiva, Γy es siempre negativa y el signo
de Γx depende de γ0 (ver figuras 3.6 y 3.7).10 El hecho de que Γx y Γy no sean
iguales se debe a que la direccio´n del haz incidente rompe la simetrı´a entre las di-
recciones xˆ e yˆ del sustrato. Si γ0 = 0, se restaura dicha simetrı´a y efectivamente
se tiene Γx(γ0=0) = Γy(γ0=0). Ma´s abajo se estudiara´n las consecuencias del
signo de estas funciones en la evolucio´n de la morfologı´a, pero primero, con el
fin de entender mejor estos resultados, consideraremos el lı´mite de una superficie
plana (Rx,y =∞). La tasa de erosio´n S se ha definido como el nu´mero de a´tomos
erosionados por ion incidente. El nu´mero de a´tomos erosionados en esta superficie
es VOnv, donde nv es el nu´mero de a´tomos por unidad de volumen en el so´lido. El
flujo de iones incidente depende del a´ngulo de bombardeo segu´n (3.7).11 Con esto,
el rendimiento de erosio´n para una superficie plana sera´
S(γ0) =
nvVO(γ0, Rx,y =→∞)
Φ0 cos γ0
=
nvS0e
A2s
4Bs
Φ0µB
1/2
s
, (3.17)
de forma que se ha definido S0 proporcional al rendimiento de erosio´n a incidencia
normal; en concreto, S(γ0 = 0) = nvS0/Φ0.
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Figura 3.6 — Comparativa del
rendimiento de erosio´n normalizado
S(γ0)/S(0) en funcio´n del a´ngulo de in-
cidencia γ0 para: la correccio´n geome´tri-
ca al flujo para una superficie plana incli-
nada un a´ngulo γ0 respecto a la direccio´n
del haz incidente, Ec. (3.7) (lı´nea puntea-
da); teorı´a de Sigmund, Ec. (3.2) (lı´nea
rayada); modelo de Bradley-Harper, Eq.
(3.17) con a = 3.8 nm, σ = 2.2 nm y
µ = 1.5 nm (lı´nea continua).
Para a´ngulos pequen˜os el crecimiento del rendimiento en este modelo es si-
milar al obtenido por Sigmund y algo mayor del que se derivarı´a de una simple
10Para representar las figuras 3.6 y 3.7 se ha considerado a = 3.8 nm, σ = 2.2 nm y µ = 1.5 nm,
pero la forma de estas funciones no cambia cualitativamente cuando se modifican estos para´metros
dentro del rango de energı´as considerado.
11Se debe notar que en el caso de una superficie plana el a´ngulo local γ0 coincide con el a´ngulo
de incidencia de laboratorio θ para toda la superficie.
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proyeccio´n geome´trica. Sin embargo, como se muestra en la figura 3.6, el creci-
miento para a´ngulos grandes es ma´s suave, lo cual esta´ ma´s de acuerdo con los
experimentos. Esta teorı´a presenta el inconveniente, como tambie´n ocurrı´a en el
trabajo de Sigmund, de que, en contraposicio´n con los resultados experimentales,
la funcio´n obtenida para el rendimiento de erosio´n es una funcio´n creciente de γ0
entre 0o y 90o y, por tanto, la mayor eficacia de erosio´n se produce a incidencia
rasante. Esto es consecuencia de que, debido a la forma de la distribucio´n, a inci-
dencia rasante el punto donde se deposita mayor energı´a se encuentra directamente
sobre la superficie, en concreto a una distancia (−a) del punto de impacto del ion
en la superficie en la direccio´n zˆ′ en el sistema de coordenadas solidario al haz.
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Figura 3.7 — Funciones Γx y Γy nor-
malizadas por Γx(γ0 = 0) = Γy(γ0 =
0) en funcio´n del a´ngulo de incidencia
γ0 dadas por (3.15) a partir de la distri-
bucio´n (3.1) con a = 3.8 nm, σ = 2.2
nm y µ = 1.5 nm. γc indica el a´ngulo
umbral a partir del cual Γx > Γy .
A partir de la ecuacio´n (3.15) se pueden obtener algunas predicciones sobre la
morfologı´a de la superficie. Tal y como se observa en la figura 3.7, Γx(γ0) y Γx(γ0)
son negativas para a´ngulos pequen˜os. En ese caso, si nos encontramos en el fondo
de un valle las curvaturas locales principales son negativas (Rx,y < 0) y por tanto
Γx/Rx > 0 y Γy/Ry > 0, lo cual implica que la velocidad de erosio´n [Ec. (3.15)]
sera´ suma de tres sumandos positivos. Si nos encontramos en una cima los radios
de curvatura son positivos y Γx/Rx < 0 y Γy/Ry < 0; por tanto, la velocidad de
erosio´n sera´ ma´s pequen˜a que en el caso anterior. El hecho de que se erosionen ma´s
ra´pidamente los valles que las crestas es la expresio´n matema´tica de la inestabilidad
morfolo´gica descrita por Sigmund. Adema´s, como para a´ngulos pequen˜os se tiene
que Γx < Γy (ver figura 3.7), la inestabilidad dominante estara´ orientada en la
direccio´n del eje xˆ. Si γ0 es mayor que cierto a´ngulo umbral γc, entonces Γx es
mayor que Γy, al punto de que para a´ngulos cercanos a incidencia rasante, Γx es
positiva y, por lo tanto, se elimina completamente la inestabilidad morfolo´gica a
lo largo de xˆ. Esto implica que partir de dicho a´ngulo crı´tico γc la inestabilidad
morfolo´gica so´lo se produce a lo largo de la direccio´n yˆ y las estrı´as se orientan
paralelas a este eje. Esto provoca el giro de las estrı´as cuando se aumenta el a´ngulo
de incidencia, tal y co´mo se mostro´ en la figura 2.1, como consecuencia de que el
nu´mero de iones que llega a las crestas es mayor del que lo hace a los valles, lo
cual provoca que las depresiones se erosionen ma´s lentamente. Matema´ticamente,
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este hecho es una consecuencia de la correccio´n al flujo dada por (3.7).
3.3.2. Dina´mica de la morfologı´a superficial
Una vez obtenida la dependencia de la velocidad de erosio´n con la morfologı´a
local, estamos en disposicio´n de obtener una ecuacio´n continua en derivadas par-
ciales para la altura local de la superficie, h, en el sistema de referencia de labora-
torio, de ejes Xˆ, Yˆ y Zˆ, y coordenadas (X,Y, Z). Definiremos este sistema de la
siguiente forma: la tercera componente Zˆ es perpendicular a la superficie inicial;12
la proyeccio´n del haz de iones sobre el plano del sustrato en el sistema de labora-
torio define el eje Xˆ, mientras que la direccio´n Yˆ esta´ contenida en dicho plano y
es perpendicular a Xˆ; el a´ngulo que forma el haz de iones con la perpendicular a
la superficie (eje Zˆ) lo hemos representado con el sı´mbolo θ; la altura local en un
punto arbitrario (X,Y ) del sustrato viene dada por Z = h(X,Y ) (ver figura 3.8).
0γ
θ
X
^
h(X)
^
x
z^
^Z O
~ dX
dh
z^
x^
Figura 3.8 — Esquema de los ejes de coordenadas utilizados en el texto. Por simplicidad
hemos considerado un perfil unidimensional Z = h(X), independiente de Y .
A partir de la suposicio´n de que h varı´a lentamente, en el trabajo de Bradley y
Harper se obtiene la siguiente relacio´n entre el a´ngulo de incidencia en el sistema
de laboratorio, θ, y el a´ngulo local en O, γ0, definido anteriormente: θ = γ0+∂Xh.
A partir de esta relacio´n, desarrollan la expresio´n de la velocidad de erosio´n [Ec.
(3.15)] en las cercanı´as de θ segu´n
VO(γ0) w VO(θ)− ∂VO(γ0)
∂γ0
∣∣∣∣
γ0=θ
∂h
∂X
+ · · · (3.18)
Despreciando los te´rminos no lineales,13 y teniendo en cuenta que los radios de
12Obse´rvese que al definir esta direccio´n perpendicular al sustrato en el sistema de laboratorio
no estamos teniendo en cuenta la variacio´n de la geometrı´a local, es decir, estamos definiendo la
direccio´n Zˆ como la normal a la superficie desde un punto de vista macrosco´pico.
13Como hemos supuesto que h varı´a lentamente, los te´rminos de orden cuadra´tico en h como, por
ejemplo, (∂Xh)2 o superiores, sera´n despreciados.
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curvatura principales verificanR−1x = −∂2Xh yR−1y = −∂2Y h, podemos identificar
la variacio´n temporal de la altura de la superficie con la velocidad de erosio´n en
un punto arbitrario O (teniendo en cuenta que deben tener signos opuestos). Se
obtiene14
∂h
∂t
= S0
[
−Γ0(θ) + ∂Γ0(θ)
∂θ
∂h
∂X
+ Γx(θ)
∂2h
∂X2
+ Γy(θ)
∂2h
∂Y 2
]
, (3.19)
donde las funciones Γ son las definidas en (3.15), pero ahora evaluadas en θ.
La ecuacio´n en derivadas parciales (3.19) ha sido obtenida en aproximacio´n li-
neal y es de origen puramente erosivo. Antes de considerar la difusio´n superficial,
estudiaremos la relacio´n de dispersio´n lineal de (3.19). Si suponemos una pertur-
bacio´n perio´dica de frecuencias kX y kY y amplitud A en el instante t de la de la
forma
h(X,Y, t) = Aei(kXX+kY Y )eωt, (3.20)
y la sustituimos en (3.19), obtenemos co´mo evoluciona dicha perturbacio´n en el
transcurso del tiempo. La parte real de la relacio´n de dispersio´n ω es
Re (ω) = S0(−Γxk2X − Γyk2Y ) (3.21)
y la parte imaginaria
Im (ω) = S0∂Γ0
∂θ
kX . (3.22)
Como habı´amos indicado, la funcio´n Γ0 es siempre positiva y, por tanto, la
altura de la superficie decrece a velocidad constante S0Γ0. A partir de (3.21) po-
demos observar que si Γx y Γy son negativos (como ocurre a a´ngulos pequen˜os)
la amplitud de la perturbacio´n crece de forma exponencial como consecuencia de
la inestabilidad morfolo´gica, creciendo ma´s ra´pidamente a lo largo de la direccio´n
Xˆ si Γx < Γy o del eje Yˆ si Γy < Γx. Si hubie´semos despreciado la dependencia
de la velocidad de erosio´n con la morfologı´a, como hizo Sigmund, se tendrı´a que
Γx = Γy = 0 y, por tanto, las pequen˜as perturbaciones iniciales de la superficie
no se verı´an afectadas. Por otro lado, la parte imaginaria de la relacio´n de disper-
sio´n nos indica la magnitud y direccio´n de la velocidad de desplazamiento de las
perturbaciones (e´stas se mueven en la direccio´n Xˆ en sentido opuesto al signo de
S0∂θΓ0).
Estos resultados predicen de forma correcta muchas de las observaciones ex-
perimentales presentadas en el capı´tulo anterior, como la dependencia de la orien-
tacio´n de las estrı´as con el a´ngulo de incidencia y el movimiento de e´stas. Sin
embargo, sin un mecanismo adicional que estabilice el sistema, las perturbacio-
nes aumentarı´an sin lı´mite de forma exponencial. Esto hace que matema´ticamente
14En general, para obtener la relacio´n entre la velocidad de erosio´n VO , la cual se ha defi-
nido normal a la superficie en O, y la variacio´n en altura a lo largo del eje normal a la su-
perficie en el sistema de laboratorio Zˆ, debemos proyectar esta u´ltima sobre la primera segu´n
∂h/∂t = −VO
p
1 + (∂Xh)2 + (∂Y h)2, para quedarnos con ∂h/∂t ' −VO en primera aproxi-
macio´n.
3.3 Teorı´a de Bradley y Harper 69
la ecuacio´n (3.19) este´ mal planteada (en ingle´s suele utilizarse el te´rmino “ill-
posed”). Por otro lado, se esperarı´a a partir de (3.19) que las longitudes de onda
observadas en los experimentos fuesen del orden de las u´nicas distancias invo-
lucradas por ahora en nuestra descripcio´n, es decir, del orden de la distancia de
penetracio´n de los iones a. Esto no ocurre, sino que la longitud de onda de las
estrı´as suelen ser, al menos, dos o´rdenes de magnitud mayores. Para resolver es-
te problema, Bradley y Harper incorporan los efectos de la difusio´n superficial de
origen te´rmico introduciendo un te´rmino en la expresio´n (3.19) ana´logo al obteni-
do en Mullins (1957) para superficies iso´tropas mostrado en la seccio´n 1.5.2. Con
este fin, definen un te´rmino B∇2∇2h, donde el coeficiente B es equivalente a la
constante K definida en (1.29), de forma que de nuevo B = Dsγ′sν ′s/(n2vkBT ). La
ecuacio´n resultante es
∂h
∂t
= S0
[
−Γ0(θ) + ∂Γ0(θ)
∂θ
∂h
∂X
+ Γx(θ)
∂2h
∂X2
+ Γy(θ)
∂2h
∂Y 2
]
−B∇2∇2h.
(3.23)
Para homogeneizar la notacio´n con las siguientes secciones escribiremos la ecua-
cio´n (3.23) como
∂h
∂t
= −v0 + γx ∂h
∂X
+ νx
∂2h
∂X2
+ νy
∂2h
∂Y 2
−B∇2∇2h, (3.24)
con
v0 = S0Γ0, γx = S0∂θΓ0, νx = S0Γx, νy = S0Γy. (3.25)
Como consecuencia de que la velocidad de variacio´n de h no puede depender
de do´nde consideremos el origen de la altura, lo cual es compatible con lo ob-
servado experimentalmente, se tiene que (3.24) no depende explı´citamente de h,
sino de sus derivadas y un te´rmino de velocidad constante. Dicho de otra forma, la
ecuacio´n (3.24) es invariante bajo translacio´n global en altura, h→ h+ cte.
Si tenemos en cuenta el nuevo te´rmino en el ana´lisis de estabilidad lineal, re-
sulta
Re (ω) = −S0Γxk2X − S0Γyk2Y −B(k2X + k2Y )2, (3.26)
donde la parte real de la relacio´n de dispersio´n es negativa para k grandes y, a
diferencia de (3.19), la ecuacio´n (3.24) esta´ bien planteada. La expresio´n (3.24)
tambie´n suministra una estimacio´n de la longitud de onda observada en los expe-
rimentos. Su valor coincidira´ con la asociada al modo de Fourier que hace ma´xi-
ma (3.26) y sera´ 2pi[2B/(S0Γx)]1/2, orientada en la direccio´n Xˆ si Γx < Γy, o
2pi[2B/(S0Γy)]1/2 orientada a lo largo del eje Yˆ si Γy < Γx. En el caso de inci-
dencia normal todas las direcciones son equivalentes y el valor de los coeficientes
efectivos de tensio´n superficial son iguales, es decir, Γx = Γy con lo que el patro´n
resultante es iso´tropo. Este feno´meno ocurre tambie´n para el a´ngulo crı´tico mos-
trado en la figura 3.7 a partir del cual cambia la orientacio´n de las estrı´as.
Si la difusio´n superficial esta´ te´rmicamente activada, como es el caso de altas
temperaturas y pequen˜os flujos, es fa´cil obtener co´mo varı´a la longitud de onda
del patro´n ll con la temperatura. Al ser S0Γx,y independiente de T , sustituyendo
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la dependencia de B con la temperatura en el resultado anterior se obtiene ll ∼
(1/T 1/2) exp(−∆E/2kBT ), donde ∆E es la barrera de activacio´n energe´tica de
la difusio´n superficial. Para obtener una estimacio´n teo´rica de la longitud de onda,
Bradley y Harper suponen incidencia normal, a ' σ ' µ ' 10 nm,B ' 2×10−22
cm4 s−1 y un rendimiento de erosio´n de 2 a´tomos por ion incidente, con lo que
obtienen ll ' 5 µm. Adema´s, debido que B es independiente de la energı´a y del
flujo, la dependencia de ll con estos para´metros vendra´ dada por S0Γx,y segu´n ll ∼
(S0Γx,y)−1/2. Como se comento´ en la seccio´n 3.2, las distancias de la distribucio´n
(3.1), a, σ y µ, son del mismo orden y, aproximadamente, proporcionales a E.
Teniendo esto en cuenta, de la expresiones (3.1) y (3.15) se deduce que S0 es
independiente de E y que Γx,y ∼ E, con lo cual se obtiene ll ∼ E−1/2. Por otro
lado, Γx,y es independiente del flujo y S0 es proporcional a Φ0, ası´ que, de nuevo,
ll ∼ Φ−1/20 .
A pesar de que la ecuacio´n (3.24) explica de forma apropiada la aparicio´n y
evolucio´n de las estrı´as, ası´ como su orientacio´n y longitud de onda, no descri-
be correctamente algunas caracterı´sticas experimentales, como la saturacio´n de la
amplitud de los surcos (ver seccio´n 2.4) y la aparicio´n de rugosidad cine´tica, entre
otras. Tampoco explica co´mo aparecen los patrones a bajas temperaturas, puesto
que el mecanismo de difusio´n considerado es estrictamente de origen te´rmico. Es-
tos inconvenientes sera´n superados en parte mediante la ampliacio´n del desarrollo
a te´rminos no lineales de orden superior como se mostrara´ en la seccio´n 3.5.
3.4. Ampliacio´n de la teorı´a lineal a metales; nuevas
distribuciones de energı´a
La distribucio´n gaussiana (3.1) propuesta por Sigmund describe correctamente
el depo´sito de energı´a para materiales amorfos y policristalinos, y en ella se basan
la mayorı´a de teorı´as continuas que tratan el feno´meno de la erosio´n. Sin embargo,
los resultados obtenidos en Feix et al. (2005) mediante la aproximacio´n de coli-
siones binarias para iones de Ar+ a 5 keV proyectados sobre un sustrato cristalino
de Cu (100) nos muestran una distribucio´n de energı´a diferente. En este trabajo se
analiza la energı´a depositada y de las partı´culas eyectadas y se encuentra que en las
cercanı´as del eje de la trayectoria inicial del ion la densidad de energı´a depositada
tiende a cero (ver figura 3.9). Esto tendra´ importantes consecuencias en los resul-
tados obtenidos en el modelo de Bradley y Harper co´mo se vera´ a continuacio´n.
Para obtener los anteriores resultados se considero´ una estructura fcc con una
constante de red a¯ = 3.61 A˚, donde se disponen los a´tomos en reposo y desplaza-
dos de su posicio´n de equilibrio una cierta cantidad descorrelacionada y distribuida
aleatoriamente (la desviacio´n esta´ndar de la distribucio´n gaussiana fue de 0.16 A˚)
para dar cuenta de las fluctuaciones de origen te´rmico, y se sigue la trayectoria de
las partı´culas involucradas en las cascadas de colisiones provocadas por el impacto
del ion. Cada partı´cula es seguida hasta que interacciona con otra mediante un po-
tencial de origen coulombiano (se considero´ que una partı´cula impacta con otra si
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la distancia es menor o igual a 2.6 A˚), la cual, si estaba en reposo y se le transfie-
re una energı´a suficiente para romper sus enlaces con el so´lido (se considero´ una
energı´a de enlace Eb = 3.5 eV), se an˜ade a la cascada de colisiones. Se calculan
las nuevas posiciones y velocidades tras cada colisio´n hasta que la partı´cula alcan-
za una energı´a inferior a 2 eV, en cuyo caso se elimina de la cascada. A pesar de
que esta te´cnica es esta´ndar en el estudio de la irradiacio´n io´nica sobre so´lidos, el
me´todo descrito anteriormente tiene sus limitaciones. Por ejemplo, a pesar de que
el co´digo permitı´a tener en cuenta el efecto de la acumulacio´n de defectos provo-
cados durante el bombardeo, e´ste no fue considerado y se supuso que las cascadas
eran originadas de forma independiente por el impacto de un u´nico ion.
Figura 3.9 — Distribucio´n es-
pacial de los a´tomos eyectados de
una superficie de cobre bombardea-
da a incidencia normal con iones
a 5 keV. Datos obtenidos median-
te simulaciones nume´ricas bajo la
aproximacio´n de colisiones binarias
(BCA) tras 6000 impactos indepen-
dientes. Se observa claramente que
casi ningu´n a´tomo es erosionado en
las proximidades del impacto del ion,
(0, 0). Las distancias esta´n dadas en
unidades de a¯ = 3.61 A˚. Tomada de
Feix et al. (2005).
Figura 3.10 — Densidad de energı´a trasmi-
tida a los a´tomos superficiales de cobre erosio-
nados frente a la distancia lateral a la trayectoria
del ion de energı´a cine´tica 5 keV. La lı´nea con-
tinua representa el mejor ajuste a los datos de
simulacio´n, dado por un decaimiento exponen-
cial con un prefactor polino´mico [Ec. (3.27)]. La
lı´nea punteada representa el ajuste a la distribu-
cio´n gaussiana obtenida por Sigmund para ma-
teriales amorfos y policristalinos [Ec. (3.1)]. Las
distancias esta´n dadas en unidades de a¯ = 3.61
A˚. Tomada de Feix et al. (2005).
La informacio´n presentada en el trabajo anterior se alcanzo´ tras 3000-6000
impactos de iones y condiciones iniciales independientes para cada realizacio´n. La
distribucio´n de energı´a obtenida mediante estas simulaciones toma la forma (ver
figura 3.10)
²e(r′, z′) = NeE (r′2 + cr′) e
− r′
σxy e
− (z′+a)2
2σ2z , (3.27)
donde la distancia a la trayectoria del haz viene dada por r′ = x′2 + y′2 y Ne es la
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constante de normalizacio´n, de valor Ne=[(2pi)3/2σz(6σ4xy + 2cσ
3
xy)]
−1. Los va-
lores de c y σxy que mejor se ajustan a los resultados de simulacio´n son c = −0.14
nm y σxy = 0.28 nm (ver figura 3.10). Debemos notar dos importantes diferencias
con respecto a la distribucio´n (3.1) obtenida por Sigmund: el depo´sito de energı´a
decae exponencialmente15 (y por tanto ma´s lentamente) cuando nos alejamos en
el plano perpendicular a la trayectoria del ion; adema´s, la energı´a depositada a lo
largo de dicha trayectoria es nula. Por otro lado, el ajuste a los resultados de las
simulaciones implica c < 0 y, por tanto, una distribucio´n de energı´a no fı´sica pues,
para valores pequen˜os de r′, se tiene un depo´sito negativo de energı´a. Por este mo-
tivo, y debido a que en el caso de sustratos bidimensionales no fue posible obtener
una expresio´n analı´tica para la velocidad de erosio´n en funcio´n de los para´metros
experimentales utilizando (3.27), tambie´n consideraremos la siguiente distribucio´n
de energı´a:
²g(r′, z′) = Ng E r′2 e
− r′2
2σ2xy e
− (z′+a)2
2σ2z , (3.28)
Ng =
[
2(2pi)3/2σ4xyσz
]−1
,
donde de nuevo, al igual que ocurrı´a en la distribucio´n (3.27), no se deposita energı´a
a lo largo de la trayectoria del ion aunque el decaimiento, como ocurrı´a en el caso
de (3.1), es gaussiano16 en todas las direcciones y, por tanto, ma´s ra´pido que en
(3.27) (ver figura 3.10).
3.4.1. Superficies unidimensionales: rendimiento de erosio´n
Con el fin de de obtener cierta intuicio´n fı´sica sobre las consecuencias mor-
folo´gicas de considerar las distribuciones (3.27) y (3.28), y para simplificar los
ca´lculos analı´ticos, supondremos una superficie unidimensional. Estos resultados
ya nos permitira´n comparar con los obtenidos por Bradley-Harper y extraer algu-
nas consecuencias del hecho de que no se deposite energı´a a lo largo de la direccio´n
del haz.
La versio´n unidimensional de la distribucio´n (3.28) se escribe
²1dg (x
′, z′) = Ng E x′2 e
− x′2
2σ2x e
− (z′+a)2
2σ2z , (3.29)
N1dg = (2piσzσ
3
x)
−1.
Podemos repetir los ca´lculos de la seccio´n anterior para obtener la velocidad de
erosio´n [Ec. (3.10)] considerando esta nueva distribucio´n de energı´a. Si la expresa-
mos en funcio´n de Γg,1d0 y Γ
g,1d
x , se tiene
VO = N1dg ΛEΦ0 e
− a2
2σ2z
[
Γg,1d0 +
Γg,1dx
Rx
]
, (3.30)
15Por este motivo hemos utilizado el subı´ndice e.
16Por ello, en adelante, utilizaremos el subı´ndice g .
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donde la forma de Γg,1d0 y Γ
g,1d
x en funcio´n de los para´metros experimentales se
encuentra en el ape´ndice B.1.
Por otro lado, si consideramos la distribucio´n unidimensional ana´loga a (3.27),
se tiene
²1de (x
′, z′) = NeE (x′2 + c |x′|) e−
|x′|
σx e
− (z′+a)2
2σ2z , (3.31)
N1de =
[√
2piσz(4σ3x + 2cσ
2
x)
]−1
.
La velocidad de erosio´n para esta distribucio´n es
VO = N1de ΛEΦ0 e
− a2
2σ2z
[
Γe,1d0 +
Γe,1dx
Rx
]
, (3.32)
donde las expresiones para los coeficientes Γe,1d0 ,Γ
e,1d
x en funcio´n de los para´me-
tros fenomenolo´gicos son algo ma´s complicadas y se detallan en el ape´ndice B.2.
En la figura 3.11 comparamos la tasa de erosio´n dada por la expresio´n (3.17)
normalizada por su correspondiente valor a incidencia normal para una superficie
plana en el modelo de Bradley y Harper unidimensional, para la distribucio´n gaus-
siana modificada (3.29) y para distribucio´n exponencial (3.31). Los para´metros a,
σ, µ y σz utilizados en la figura 3.11 fueron obtenidos a partir de simulaciones
nume´ricas utilizando el co´digo SRIM [Ziegler, Biersack y Littmark 1985] para
bombardeo de cobre con iones de Ar+ a energı´as del orden del keV. Podemos ob-
servar que, a diferencia del resultado obtenido por Bradley y Harper, el rendimiento
de erosio´n para las nuevas distribuciones de energı´a, (3.29) y (3.31), presenta un
ma´ximo a a´ngulos menores que incidencia rasante. Esto concuerda con los resul-
tados experimentales [Oechsner 1975; Cheney y Pitkin 1965; Olivia-Florio et al.
1987] y se debe a que los puntos en los que se deposita ma´s energı´a ya no se en-
cuentran en la direccio´n del haz, sino a cierta distancia de e´l, lo que provoca que
la incidencia rasante no sea la ma´s efectiva. Se observa tambie´n que, si modifica-
mos el valor de c en la distribucio´n (3.31) desde el valor no fı´sico obtenido en las
simulaciones de colisiones binarias a c = 0, apenas se altera cuantitativamente el
rendimiento. En el caso del decaimiento exponencial de la distribucio´n (3.29) sı´ se
obtiene un resultado cuantitativo algo ma´s alejado del caso anterior. Por u´ltimo, de-
bemos sen˜alar que el resultado no fı´sico de obtener un rendimiento negativo para
valores grandes de γ0 en la distribucio´n (3.31) con c < 0 se debe a que e´sta toma
valores negativos a distancias pequen˜as de la trayectoria del ion. En todo caso, este
hecho y que se anule el rendimiento a grandes a´ngulos de incidencia para la distri-
bucio´n (3.29) se corregira´n cuando tratemos el problema bidimensional, como se
vera´ en el apartado siguiente.
3.4.2. Superficies bidimensionales
Desde el punto de vista experimental, el caso ma´s interesante es el de un subs-
trato bidimensional. En este caso los ca´lculos se complican, hasta el punto de que
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Figura 3.11 — Rendimiento de ero-
sio´n normalizado S(γ0)/S(0) para una
superficie plana unidimensional en fun-
cio´n del a´ngulo de incidencia γ0 para
las distribuciones de energı´a considera-
das en el texto (unidades en nm): dis-
tribucio´n (3.1) unidimensional (BH) con
a = 3.8, σ = 2.2, µ = 1.5 (lı´nea
continua gruesa); distribucio´n (3.29) con
a = 3.8, σz = 2.2, σx = 1.5 (lı´nea con-
tinua fina); distribucio´n (3.31) con a =
3.8, σz = 2.2, σx = 0.28, c = −0.14
(lı´nea de rayas); distribucio´n (3.31) con
a = 3.8, σz = 2.2, σx = 0.28, c = 0
(lı´nea de puntos).
no podemos obtener una expresio´n analı´tica de la velocidad de erosio´n utilizando
la Ec. (3.10) para la distribucio´n que mejor ajustaba los datos obtenidos por BCA
[Ec. (3.27)] y debemos integrar las ecuaciones nume´ricamente. Para la distribu-
cio´n (3.28) sı´ se obtuvo, sin embargo, una expresio´n analı´tica para la velocidad de
erosio´n en funcio´n de los radios de curvatura; e´sta es
VO = NgΛEΦ0 e
− a2
2σ2z
[
Γg0 +
Γgx
Rx
+
Γgy
Ry
]
, (3.33)
donde la forma de las funciones Γg0, Γ
g
x y Γ
g
y se muestra en el ape´ndice B.3.
3.4.2.1. Rendimiento de erosio´n
Si representamos el rendimiento de erosio´n para una superficie plana bidimen-
sional [Ec. (3.17)] en el caso de las distribuciones (3.27) y (3.28) se comprueba
(figura 3.12), como ocurrı´a en el caso unidimensional, que a diferencia del modelo
de Bradley y Harper (lı´nea gruesa en la figura) aparece un ma´ximo para valores
pro´ximos a incidencia rasante. Esto coincide con los resultados observados en di-
ferentes metales [Oechsner 1975; Cheney y Pitkin 1965; Olivia-Florio et al. 1987].
Ası´, por ejemplo, en el experimento de Olivia-Florio et al. (1987) para cobre bom-
bardeado con iones de Xe+ a energı´as entre 5 y 50 keV, el ma´ximo rendimiento de
erosio´n se produce entre 65 y 80o, como se observa en la figura 3.13. Esto se debe a
que, al igual que ocurrı´a en el caso unidimensional, el depo´sito de energı´a es ma´xi-
mo cuando se bombardea a grandes a´ngulos. A incidencia rasante, debido a que el
depo´sito de energı´a es nulo a lo largo de la trayectoria del haz, el rendimiento es
menor. El hecho de que se obtenga una tasa teo´rica de erosio´n alta para a´ngulos
cercanos a 90o y no un rendimiento negativo o nulo, como ocurrı´a en el caso uni-
dimensional, se debe a que, a diferencia de allı´, donde no se depositaba energı´a en
la superficie pues la distribucio´n se anulaba a lo largo del eje de la trayectoria del
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ion, en este caso sı´ se deposita energı´a en la superficie a cierta distancia lateral, lo
que supone un rendimiento positivo.
Por otro lado, habı´amos visto en la seccio´n 3.3.2 que el sentido del movimiento
de las estrı´as dependı´a del signo de ∂γ0Γ0. El hecho de que Γ0 tenga un ma´ximo a
determinado a´ngulo implica que a partir de ese a´ngulo el movimiento de las estrı´as
debe cambiar de sentido.
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Figura 3.12 — Rendimiento de erosio´n
normalizado S(γ0)/S(0) para una super-
ficie plana en funcio´n del a´ngulo de inci-
dencia γ0 para las distribuciones de energı´a
consideradas en el texto (unidades en nm):
distribucio´n (3.1) (BH) con a = 3.8, σ =
2.2, µ = 1.5 (lı´nea continua gruesa); dis-
tribucio´n (3.28) con a = 3.8, σz = 2.2,
σxy = 1.5 (lı´nea continua fina); distri-
bucio´n (3.27) con a = 3.8, σz = 2.2,
σxy = 0.28, c = −0.14 (lı´nea de rayas);
distribucio´n (3.27) con a = 3.8, σz = 2.2,
σxy = 0.28, c=0 (lı´nea de puntos).
Figura 3.13 — Rendimiento de ero-
sio´n medido experimentalmente normaliza-
do S(γ0)/S(0) en funcio´n del a´ngulo de in-
cidencia θ para un sustrato de cobre bom-
bardeado con iones de Xe+ a diferentes
energı´as. Tomada de Olivia-Florio et al.
(1987).
En la figura 3.12 se observa la similitud del rendimiento de erosio´n para la dis-
tribucio´n exponencial (3.27) entre el caso de los para´metros obtenidos en el ajuste a
las simulaciones y el de c = 0. Al igual que ocurrı´a en el ejemplo unidimensional,
el ma´ximo rendimiento de erosio´n en el caso de la distribucio´n gaussiana (3.28) se
produce a a´ngulos menores que en el caso de la distribucio´n exponencial (3.27),
para los valores de los para´metros considerados en el texto.
3.4.2.2. Efecto de la velocidad de erosio´n en la morfologı´a superficial
Estamos en disposicio´n de estudiar las consecuencias de considerar las distri-
buciones (3.27) y (3.28) en la formacio´n de patrones. De forma ana´loga a la seccio´n
3.3, podemos obtener informacio´n sobre la evolucio´n de la morfologı´a a partir de
76 Modelos de erosio´n io´nica
la dependencia de la velocidad de erosio´n con las curvaturas. Para incidencia nor-
mal, la simetrı´a x↔ y se debe restaurar y, por tanto, los valores de Γx y Γy deben
coincidir. Esto nos permitira´ comprobar los ca´lculos analı´ticos para el caso de la
distribucio´n (3.28) donde se obtuvo Γgx(0)=Γ
g
y(0)=−4piaσ6xy/σ2z y los resultados
nume´ricos para la distribucio´n (3.27).
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Figura 3.14 — Γgx y Γgy normaliza-
das por Γgx(0) = Γ
g
y(0) para la distribu-
cio´n (3.28) con a = 3.8 nm, σz = 2.2 nm,
σxy=1.5 nm.
Figura 3.15 — Γex y Γey normaliza-
das por Γex(0) = Γ
e
y(0) para la distribu-
cio´n (3.27) con a = 3.8 nm, σz = 2.2 nm,
σxy=0.28 nm, c=−0.14 nm.
En las figuras 3.14 y 3.15 se presentan los resultados para los coeficientes Γx y
Γy para las distribuciones (3.27) y (3.28), normalizados por sus correspondientes
valores absolutos a incidencia normal γ0 = 0. En ambos casos se tiene que Γx es
menor que Γy para γ < γc mientras que Γy es siempre negativa, tal y como ocurrı´a
en el modelo de Bradley y Harper (ver figura 3.7). Uno de los logros de este mo-
delo, como vimos en la seccio´n 3.3, es predecir la orientacio´n de las ondulaciones
para diferentes a´ngulos de incidencia. En este apartado comprobamos que, a pe-
sar de que las distribuciones (3.27) y (3.28) son muy diferentes a la propuesta por
Sigmund [Ec. (3.1)], con lo que el rendimiento de erosio´n respecto al a´ngulo de
incidencia para una superficie plana sufre una importante modificacio´n respecto al
resultado de Bradley y Harper, no ocurre lo mismo con los coeficientes efectivos
de tensio´n superficial Γx y Γy. En este caso el comportamiento cualitativo de estas
funciones es similar al descrito en la seccio´n 3.3, lo cual implica que los argumen-
tos dados allı´ sobre la evolucio´n de la morfologı´a y la orientacio´n de las estrı´as
cuando modificamos el a´ngulo de incidencia son tambie´n va´lidos aquı´. Adema´s,
las dependencias de la longitud de onda respecto a los para´metros experimentales
como flujo, energı´a o temperatura son ana´logas a las obtenidas en el modelo de
Bradley y Harper; de hecho, algunas de estas predicciones han sido corroboradas
en experimentos sobre cobre [Rusponi et al. 1998b; Stepanova, Dew y Soshnikov
2002; Chan, Pavenayotin y Chason 2004].
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3.5. Teorı´a no lineal
Con el fin de superar las limitaciones del modelo de BH y basa´ndose en la
expresio´n para la velocidad de erosio´n [Ec. (3.4)] obtenida por Sigmund para sus-
tratos amorfos o policristalinos, en Cuerno y Baraba´si (1995), Makeev y Baraba´si
(1997) y Makeev, Cuerno y Baraba´si (2002) se deriva una ecuacio´n estoca´stica pa-
ra describir la evolucio´n de la morfologı´a de una superficie sometida a bombardeo
io´nico. Esta teorı´a es una generalizacio´n no lineal del modelo de BH en la que,
al igual que ocurrı´a allı´, los coeficientes que aparecen en la ecuacio´n se obtienen
a partir de los para´metros fenomenolo´gicos (a´ngulo de incidencia, flujo, energı´a
cine´tica y rango de penetracio´n de los iones, etc.) La diferencia principal de estos
trabajos con el modelo de BH es que aquı´ se obtiene la velocidad de erosio´n hasta
o´rdenes superiores en el desarrollo en las derivadas de h. La ecuacio´n resultante
muestra algunas caracterı´sticas no consideradas en los modelos lineales previos
como, por ejemplo, un te´rmino de difusio´n superficial adicional cuyo origen es
puramente erosivo, y la aparicio´n de te´rminos no lineales de orden cuadra´tico en
h que estabilizan el crecimiento de la amplitud del patro´n. Adema´s, estos nuevos
te´rminos provocan que se produzca rugosidad cine´tica para tiempos suficiente-
mente largos cuando las no linealidades se hacen relevantes.
3.5.1. Ecuacio´n continua para la altura de la superficie
Ana´logamente a como se hizo en la seccio´n 3.3, se parte de la expresio´n pro-
puesta por Sigmund para la velocidad de erosio´n, Ec. (3.4). Se desarrolla el flujo
y la distribucio´n de energı´a en funcio´n de la geometrı´a local con el fin de obtener
una expresio´n para la tasa de erosio´n, bajo la suposicio´n de que la variacio´n de
la morfologı´a es suave para las escalas del rango de penetracio´n de los iones. A
diferencia de BH, en este caso se aproxima la altura de la superficie en las proxi-
midades de un punto arbitrario O por sus derivadas hasta cuarto orden y se amplı´a
el desarrollo para la velocidad de erosio´n hasta ese orden en derivadas espaciales
y hasta orden cuadra´tico en h (a diferencia de BH, donde nos queda´bamos en de-
rivadas segundas y orden lineal en h). En Makeev, Cuerno y Baraba´si (2002) se
introduce la siguiente notacio´n
z(x, y) ' ∆20x
2
a
+
∆02x2
a
+
4∑
m,n=0,n+m=3,4
∆mn
am+n−1
xmyn, (3.34)
con
∆mn =
am+n−1
m!n!
∂m+nz(x, y)
(∂x)m(∂y)n
. (3.35)
Se considera que los radios de curvaturas principales Rx y Ry son proporcionales
a ∆20 y ∆02, de modo que se desprecian las derivadas cruzadas de segundo orden;
si nos quedamos hasta ese orden en el desarrollo se recupera la expresio´n (3.6)
propuesta por BH para la altura local.
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Si sustituimos el valor de z dado por la ecuacio´n (3.34) en la expresio´n del flujo
local (3.11) y en la distribucio´n de energı´a (3.12), podemos repetir los ca´lculos de
la seccio´n 3.3.1 desarrollando las exponenciales hasta orden cuatro en las derivadas
de z. Se obtiene ası´ una expresio´n para la velocidad de erosio´n en O en funcio´n de
la geometrı´a local de la superficie, de la forma
VO ∝ cos γ0 + Γ20(γ0)∆20 + Γ02(γ0)∆02 + Γ30(γ0)∆30 + Γ21(γ0)∆21
+ Γ40(γ0)∆40 + Γ22(γ0)∆22 + Γ04(γ0)∆04, (3.36)
donde la dependencia explı´cita de estos coeficientes con el a´ngulo local de inciden-
cia, las anchuras y rango de penetracio´n de la distribucio´n de energı´a (3.1) puede
encontrarse en el ape´ndice B de Makeev, Cuerno y Baraba´si (2002).
Al igual que se hizo en la seccio´n 3.3.2, a partir de (3.36) puede obtenerse una
ecuacio´n en derivadas parciales para la evolucio´n de la altura de la superficie, h, en
el sistema de coordenadas de laboratorio.
La relacio´n entre el a´ngulo local respecto a la normal en un punto cualquiera,
O, y el a´ngulo de incidencia en el sistema de laboratorio, θ, tras el desarrollo en
potencias en derivadas de h, a orden lineal ma´s bajo, viene dado por
cos γ0 = cos θ − (∂Xh) sin θ − 12
[
(∂Xh)
2 + (∂Y h)
2
]
cos θ; (3.37)
sin γ0 = sin θ + (∂Xh) cos θ − 12 (∂Xh)
2 sin θ +
1
2
(∂Y h)
2 cos2 θ
sin θ
. (3.38)
Sustituyendo esta relacio´n en la expresio´n para las funciones Γ de (3.36), ana´loga-
mente a (3.19), se obtiene la siguiente expresio´n para la evolucio´n de la altura de
la superficie 17
∂h
∂t
= −v0 + γx ∂h
∂X
+
[
ξx
(
∂h
∂X
)
+ νx
](
∂2h
∂X2
)
+
[
ξy
(
∂h
∂X
)
+ νy
](
∂2h
∂Y 2
)
+Ω1
∂3h
∂X3
+Ω2
∂3h
∂X∂Y 2
−Kxy ∂
4h
∂X2∂Y 2
−Kxx ∂
4h
∂X4
−Kyy ∂
4h
∂Y 4
+
λx
2
(
∂h
∂X
)2
+
λy
2
(
∂h
∂Y
)2
.
(3.39)
Esta ecuacio´n es una generalizacio´n aniso´tropa de la versio´n bidimensional de la
ecuacio´n de Korteweg-de Vries modificada por disipacio´n mostrada en la seccio´n
1.5.5, donde sus coeficientes esta´n relacionados con los para´metros experimenta-
les, θ, E,Φ0, a, σ y µ, siendo la erosio´n el u´nico mecanismo que interviene en la
evolucio´n temporal de la altura. La ecuacio´n (3.39) se reduce a la obtenida por
17La velocidad de erosio´n es normal a la superficie en el punto O (dicho vector es n =
(−∂Xh,−∂Y h, 1) expresado en el sistema de referencia de laboratorio). Tras una simple proyeccio´n
geome´trica de (∂th)Zˆ sobre este vector, se tiene la relacio´n ∂th = −VO
p
1 + (∂Xh)2 + (∂Y h)2.
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BH hasta segundo orden en derivadas de h. Debemos an˜adirle, como se hizo en la
seccio´n 3.3.2, los efectos de la difusio´n superficial mediante un te´rmino adicional
−B∇4h. La ecuacio´n resultante describe la evolucio´n temporal de la morfologı´a y
suministra dos mecanismos difusivos responsables de la relajacio´n del perfil, uno
inducido por la erosio´n y aniso´tropo, y otro iso´tropo activado te´rmicamente. Debi-
do a las fluctuaciones locales del flujo, se puede considerar un te´rmino adicional de
ruido, descorrelacionado espacial y temporalmente y de amplitud Φ0, representado
por η(X,Y, t).
En general, la ecuacio´n (3.39) predice gran variedad de morfologı´as y com-
portamientos dina´micos. Un estudio sistema´tico resulta complicado aunque en el
apartado 3.5.2 se discutira´n algunas caracterı´sticas generales.
Debido a la eleccio´n de nuestro sistema de coordenadas la ecuacio´n (3.39) y
sus coeficientes presentan simetrı´a bajo la transformacio´n Y → −Y , pero no bajo
X → −X . Para θ = 0 el sistema debe ser iso´tropo, es decir, todas las direcciones
deben ser equivalentes y, efectivamente, se tiene 0 = γx = ξx = ξy = Ω1 = Ω2,
νx = νy, λx = λy y Kxx = Kyy = Kxy/2. En este caso la ecuacio´n para la
evolucio´n de la altura se reduce a la ecuacio´n iso´tropa de Kuramoto-Sivashinsky
∂h
∂t
= −v0 + νx∇2h−Kxx∇4h+ λx2 (∇h)
2, (3.40)
la cual predice rugosidad cine´tica para tiempos suficientemente largos como se
vera´ en el apartado 3.5.3.
3.5.2. Ana´lisis y predicciones morfolo´gicas de la ecuacio´n no
lineal
En el trabajo de Makeev, Cuerno y Baraba´si (2002) se estudian las morfologı´as
predichas por la ecuacio´n obtenida en el apartado anterior. Se separa separan los
tiempos cortos, donde las morfologı´as esta´n exclusivamente descritas por los te´rmi-
nos lineales, de las de tiempos largos en las cuales los te´rminos no lineales son
fundamentales para describir la evolucio´n. Se distinguen tambie´n dos regı´menes
de comportamiento, uno a altas temperaturas, donde la difusio´n superficial de ori-
gen te´rmico es la ma´s relevante, de otro a bajas temperaturas, donde la difusio´n
inducida por la erosio´n es la dominante. Describimos en los siguientes apartados
los principales resultados.
3.5.2.1. Re´gimen lineal. Altas temperaturas
Si hacemos un ana´lisis de estabilidad lineal similar al propuesto en la seccio´n
3.3.2 para la ecuacio´n (3.39) considerando que el te´rmino difusivo dominante es el
te´rmicamente activado, se tiene siguiente relacio´n de dispersio´n:
Im(ω) = −γxkX +Ω1k3X +Ω2kXk2Y , (3.41)
Re(ω) = −νxk2X − νyk2Y −B
(
k2X + k
2
y
)2
, (3.42)
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donde, como se mostro´ en la seccio´n 3.3.2, los coeficientes γx,Ω1 yΩ2 contribuyen
a la velocidad de movimiento de las estrı´as y ponen de manifiesto la anisotropı´a
del sistema a incidencia oblicua (θ 6= 0). En este caso, la parte real de la relacio´n
de dispersio´n coincide con la obtenida por BH y ya fue discutida en la seccio´n
3.3.2, donde se puso de manifiesto la dependencia de la orientacio´n y taman˜o de
las ondulaciones respecto a los para´metros experimentales.
3.5.2.2. Re´gimen lineal. Bajas temperaturas
Cuando desarrollamos la expresio´n de la velocidad hasta cuarto orden se en-
cuentran te´rminos equivalentes a los de difusio´n superficial te´rmicamente activados
de la forma−Kxx∂4Xh,−Kyy∂4Y h y−Kxy∂2X∂2Y h [ver Ec. (3.39)]. Estos te´rminos
no implican transporte de masa sobre la superficie, sino que son un efecto erosivo
de mayor orden que aplana la superficie actuando en contraposicio´n con la inesta-
bilidad morfolo´gica. Debido a que su origen no es te´rmico, se piensa que e´sta es
la explicacio´n a la formacio´n de estrı´as a bajas temperaturas [Carter y Vishnyakov
1996].
La forma de estos coeficientes en funcio´n de los para´metros experimentales
puede consultarse en Makeev, Cuerno y Baraba´si (2002) y sus o´rdenes de magnitud
son comparables con el de origen te´rmico, B, introducido por BH. A temperaturas
suficientemente bajas, la difusio´n superficial dominante es la de origen erosivo;
esto implica que la dependencia de la longitud de onda respecto de la energı´a y del
flujo de iones es diferente a las obtenidas por BH. Ahora se tiene que la longitud
de onda es proporcional a la energı´a de bombardeo, ll ∼ E, e independiente del
flujo, Φ0. La dependencia de la orientacio´n de las estrı´as en funcio´n del a´ngulo de
incidencia es, sin embargo, similar a la obtenida allı´; e´stas so´lo pueden orientarse
en la direccio´n xˆ, en la yˆ o en ambas simulta´neamente (ver ape´ndice C) y, de nuevo,
se tiene que para a´ngulos pequen˜os se orientan perpendiculares al haz, mientras que
para a´ngulos grandes se orientan paralelas al mismo.
Existe una pequen˜a franja intermedia de a´ngulos donde, debido a que se obtiene
un signo para los coeficientes que hace que el problema este´ mal planteado al orden
cuarto en derivadas, habrı´a que acudir a un desarrollo de mayor orden en h para
obtener la orientacio´n de las estrı´as.
3.5.2.3. Re´gimen no lineal
Para explicar muchas de las caracterı´sticas observadas en los experimentos,
debemos considerar el efecto de los te´rminos no lineales de (3.39).
Existe una importante diferencia entre el re´gimen lineal y el no lineal. Mien-
tras que en el primero se pueden obtener predicciones analı´ticas completas (como
se ha visto en la secciones anteriores), la discusio´n de los efectos de los te´rminos
no lineales requiere la ayuda de te´cnicas nume´ricas y aproximaciones, aunque, in-
cluso con la utilizacio´n de estas herramientas, no se ha obtenido au´n una completa
comprensio´n de las soluciones de esta ecuacio´n.
3.5 Teorı´a no lineal 81
Debido a que los te´rminos no lineales no se ven afectados por la temperatura
y a que la difusio´n te´rmica y erosiva tienen un efecto equivalente, se obtienen
morfologı´as similares en los casos de altas y bajas temperaturas.
El efecto de los coeficientes ξx y ξy en (3.39) no ha sido estudiado en profundi-
dad, pero simulaciones nume´ricas preliminares indican que no afectan al escalado
asinto´tico de la superficie. Sı´ parecen tener un efecto relevante en el movimiento de
las estrı´as para tiempos intermedios tras haberse desarrollado el patro´n, ası´ como
al perfil asime´trico de las ondulaciones, como se vio en la seccio´n 1.5.5. El signo
de estos coeficientes pasa de negativo a positivo cuando aumentamos θ, alcanzan-
do un ma´ximo, y siendo por tanto en este punto particularmente relevantes, para
a´ngulos cercanos a incidencia rasante. En los siguientes capı´tulos se estudiara el
efecto de estos te´rminos cuando se integre nume´ricamente la ecuacio´n (3.39).
Mucho ma´s relevantes en la evolucio´n de la morfologı´a resultan los coeficien-
tes λx y λy y sus signos relativos. Mientras que λy < 0 para cualquier a´ngulo, λx
es so´lo negativo para a´ngulos pequen˜os, cambiando de signo para a´ngulos mayo-
res. Mediante integraciones nume´ricas se ha mostrado la formacio´n de estructuras
perio´dicas para tiempos pequen˜os (t < tc) donde los te´rminos lineales no son
relevantes, y un re´gimen posterior (t > tc) donde determinan completamente la
morfologı´a de la superficie [Park et al. 1999]. Este tiempo crı´tico se estima a partir
de (3.39) comparando la magnitud de los te´rminos lineales y los no lineales para
obtener
tc = (B +K)/ν2 ln(ν/λ), (3.43)
donde los coeficientes corresponden a los de la direccio´n paralela a la orientacio´n
de las ondulaciones. Para tiempos cortos la velocidad de movimiento de la altura
global de la superficie es −v0, a la que debemos de sumarle un te´rmino adicional
proporcional a 1/(λx + λy) si t ≥ tc pues los te´rminos no lineales, adema´s del
citado anteriormente, son los u´nicos que no conservan la cantidad de material en
la ecuacio´n (3.39). Dependiendo de los signos relativos de λx y λy se esperan dos
morfologı´as diferentes. En la primera de ellas, cuando λx y λy tienen el mismo
signo, el patro´n desaparece a largas distancias y la superficie presenta rugosidad
cine´tica. En particular, es de esperar que e´sta caiga dentro de la clase de universa-
lidad de la ecuacio´n KPZ. Por otro lado, si λx · λx < 0, los te´rminos no lineales
inducen una nueva estructura de estrı´as rotadas un cierto a´ngulo respecto a la di-
reccio´n del haz y la superficie deja de ser autoafı´n. En el estudio de Rost y Krug
(1995) se mostro´, para la versio´n determinista de (3.39) en ausencia de los te´rmi-
nos ξi, que si se verifica νx < 0, νy < 0 y λxλy < 0, entonces se producen los
denominados modos de cancelacio´n, es decir, existe modos linealmente inestables
orientados en una determinada direccio´n para los que los te´rminos no lineales se
cancelan de forma exacta. Esto es fa´cil de ver si suponemos una solucio´n de la for-
ma h(X,Y, t) = g(X − cY, t), donde c es una constante arbitraria. Si escribimos
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la ecuacio´n (3.39) para esta nueva funcio´n se tiene
∂g
∂t
= −v0 + γx ∂g
∂M
+ (νx + c2νy)
∂2g
∂M2
+ (Ω1 + c2Ω2)
∂3g
∂M3
−B(1 + c2) ∂
4g
∂M4
+
(λx + c2λy)
2
(
∂g
∂M
)2
, (3.44)
donde g(M) = g(X − cY ) es su solucio´n estacionaria. Se observa claramente
en (3.44) que si λx y λy tienen distinto signo y se verifica que c =
√−λx/λy, se
anula la no linealidad. Esto provoca que la ecuacio´n (3.39) sea no linealmente ines-
table para determinados modos y que aparezcan patrones rotados un determinado
a´ngulo, tan−1 (−λy/λx)1/2 con respecto al eje Xˆ, que crecen indefinidamente en
el transcurso del tiempo y que parecen verificar l ∼ t. En la figura 6.18 se presentan
unos patrones similares para una ecuacio´n parecida.
3.5.3. Incidencia normal
En el capı´tulo anterior se mostro´ la aparicio´n de patrones de puntos o fosos
ordenados y de taman˜o nanome´trico cuando se bombardea perpendicularmente el
sustrato. En el trabajo de Kahng, Jeong y Baraba´si (2001) se estudia co´mo se for-
man estructuras similares cuando se considera la versio´n iso´tropa de (3.39). Como
se mostro´ en la seccio´n 3.5.1 e´sta es18
∂h
∂t
= ν∇2h−K∇4h+ λ
2
(∇h)2 + η, (3.45)
donde los coeficientes de (3.45) se corresponden con los de (3.39) para θ = 0 y ve-
rifican ν < 0,K > 0, y el signo de λ coincide con el de [(1/µ)2−(1/σ)2−(1/µ)4],
donde µ y σ son las anchuras transversal y longitudinal de la distribucio´n (3.1).
Debemos notar que en (3.45), a diferencia de lo que ocurre en (3.39), desaparecen
todos los te´rminos con derivadas impares en X , con lo que se restaura la simetrı´a
X → −X .
Cuando se integra nume´ricamente la ecuacio´n anterior con η = 0 y condiciones
iniciales aleatorias, se observa que aparecen unas estructuras celulares de longitud
de onda ll = 2pi
√
2K/ν debidas a los te´rminos lineales que se mantienen en el
transcurso del tiempo sin ensanchar [ver figuras 3.16 (a) y (d)]. La amplitud de
e´stas, sin embargo, crece exponencialmente hasta saturar y formar unas estructuras
hexagonales de “puntos” [figura 3.16 (b)] o “fosos” [figura 3.16 (e)] dependiendo
del signo de λ. Estos patrones se desordenan en altura y en el plano en el transcurso
del tiempo y presentan un perfil rugosos descorrelacionado con propiedades de
escalado cine´tico a distancias mayores que ll [figuras 3.16 (c) y (f)]. La ecuacio´n
(3.45) es sime´trica si cambiamos de signo simulta´neamente λ y h. Esto hace que
las propiedades morfolo´gicas en la evolucio´n de la superficie so´lo se vean afectadas
18Se ha eliminado el te´rmino de velocidad constante −v0. Esto es posible si elegimos un sistema
de referencia mo´vil de la forma h→ h− v0t y aplicamos esta transformacio´n en (3.39).
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mediante una reflexio´n h → −h cuando cambiamos el signo de λ; por ejemplo,
la parte superior de las estructuras adopta una forma redondeada y la parte inferior
picuda si λ > 0, mientras que se redondea inferiormente con la parte superior
picuda si λ < 0.
Figura 3.16 — Morfologı´as superficiales bidimensionales (taman˜o del sistema
256×256) predichas por la ecuacio´n (3.45) con ν = 0.6169, K = 2, η = 0 y λ = 1
para: (a) t = 4.0; (b) t = 5.8; (c) t = 8.0×104. (d)-(f) igual que (a)-(c), pero con λ = −1.
Tomada de Kahng, Jeong y Baraba´si (2001).
Para obtener la expresio´n (3.45) hemos supuesto que el te´rmino difusivo es de
origen puramente erosivo y por tanto las dependencias del taman˜o de la estructura
respecto al flujo o la energı´a son ana´logas a las obtenidas en el apartado 3.5.2.2.
Como ocurrı´a en el caso de altas temperaturas del apartado 3.5.2.1, si suponemos
que la difusio´n esta´ te´rmicamente activada, las relaciones del taman˜o del patro´n
con la temperatura, energı´a o flujo son ana´logas a las de BH.
3.5.4. Sustrato rotante
Tal y como vimos en el capı´tulo anterior, el giro simulta´neo de la muestra
mientras se bombardea puede inducir un patro´n de puntos ordenados o una super-
ficie que presente rugosidad cine´tica. En cualquier caso, la superficie resultante es
siempre ma´s plana que si no se produce rotacio´n. En Bradley (1996) se obtiene
una ecuacio´n de evolucio´n para la altura de la superficie a partir de una versio´n
determinista de (3.39) con un te´rmino difusivo iso´tropo cuando se gira la muestra
alrededor del eje Zˆ, perpendicular a la superficie, con una velocidad angular cons-
tante ϕ˙, siendo ϕ el a´ngulo azimutal de rotacio´n. Consideremos un nuevo sistema
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de coordenadas (X ′, Y ′, Z ′) que gira de forma solidaria con la muestra, relaciona-
do con el sistema de laboratorio segu´n
X ′ = X cosϕ+ Y sinϕ, (3.46)
Y ′ = −X sinϕ+ Y cosϕ, (3.47)
Z ′ = Z, (3.48)
y hagamos el cambio de variable en (3.39). Si la rotacio´n es lo suficientemente
ra´pida, podemos promediar para ϕ ∈ [0, 2pi] (ver ma´s detalles de los ca´lculos en
la seccio´n 4.2.2.5), con el fin de obtener una ecuacio´n efectiva para la altura de
la superficie, que presenta simetrı´a rotacional ana´loga a (3.45) y que aquı´ toma la
forma
∂h
∂t
= νav∇′2h−B∇′4h+ λav2
(∇′h)2 , (3.49)
pero, en este caso, con νav = (νx + νy)/2 y λav = (λx + λy)/2. El proceso,
pues, es equivalente a haber bombardeado simulta´neamente desde todos los posi-
bles a´ngulos ϕ. Si la velocidad de rotacio´n ϕ es pequen˜a, se producirı´a la forma-
cio´n de estrı´as predicha por la ecuacio´n (3.39) y descrita en la seccio´n 3.5. Para dar
una estimacio´n de que´ velocidades de rotacio´n son grandes, Bradley supone que,
si ϕ˙ es mucho mayor que el inverso del tiempo necesario para que se desarrolle
la inestabilidad lineal, el cual es del orden de B/ν2av [ver Ec. (3.43) en el apar-
tado 3.5.2.3], entonces la ecuacio´n que gobierna la evolucio´n de la morfologı´a es
(3.49). Por ejemplo, en el experimento de Frost et al. (2004) esto se consigue para
una velocidad de rotacio´n de ϕ˙ = 15 revoluciones por minuto.
Al introducir el ruido y promediar el valor de los te´rminos de tensio´n super-
ficial νx y νy, puede ocurrir que νav > 0 con lo que se elimina la inestabilidad
morfolo´gica y la superficie serı´a estable frente a pequen˜as perturbaciones. En este
caso, podemos despreciar el te´rmino de difusio´n superficial y la Ec. (3.49) (con
ruido) se reduce a la ecuacio´n KPZ, en donde la evolucio´n de h presenta escalado
cine´tico con un valor para el exponente de rugosidad, α, de aproximadamente 0.38
[Baraba´si y Stanley 1995]. Por otro lado, si νav < 0, entonces (3.45) se reduce a la
ecuacio´n de KS iso´tropa, ya discutida en el apartado 3.5.3, con nuevos coeficien-
tes efectivos νav y λav. El valor de estos coeficientes ha sido calculado en funcio´n
de las distancias de la distribucio´n de energı´a (3.1) y del a´ngulo de bombardeo en
Frost (2002). En este trabajo se pone de manifiesto que, mientras que para el caso
de incidencia normal se necesita que la anchura longitudinal, σ, sea menor que la
transversal, µ, para que se forme un patro´n de puntos (es decir, para que se verifi-
que ν < 0 y λ > 0, pues en el caso de ν > 0 no aparece el patro´n, y si λ < 0 se
tiene un patro´n de fosos), lo cual es poco frecuente para la mayorı´a de combinacio-
nes ion/blanco, en el caso de incidencia oblicua y sustrato rotante existe un mayor
rango de para´metros σ y µ que hacen posible que ν < 0 y λ > 0, lo que induce
la aparicio´n de un patro´n de puntos como el observado experimentalmente para la
evolucio´n de h en (3.49). Una limitacio´n, sin embargo, tanto de la ecuacio´n (3.49)
como de (3.45) para describir los experimentos, es que, para tiempos largos, e´stas
no predicen la dispocisio´n hexagonal de los puntos sobre el plano.
3.6 Otros modelos lineales 85
3.5.5. Extensio´n de la teorı´a no lineal
En el trabajo de Kim et al. (2004) se extiende el modelo mostrado en la seccio´n
3.5.1 hasta orden cuadra´tico en h, O(h2), y derivadas de orden cuarto, O(∇4h),
para obtener una nueva ecuacio´n para la evolucio´n de h en el caso de incidencia
normal de la forma
∂h
∂t
= ν∇2h−K∇4h+ λ1 (∇h)2 + λ2∇2 (∇h)2 + η, (3.50)
donde el nuevo coeficiente λ2 en funcio´n de las distancias, a, σ y µ de la distribu-
cio´n de energı´a (3.1) es proporcional a
λ2 ∝ µ2/2 + (3/8)(µ/σ)4(σ2 − a2), (3.51)
y el resto de coeficientes coinciden con los obtenidos en el apartado 3.5.1.
Sin embargo, tal y como se demuestra en Castro y Cuerno (2005), debido a que
λ1 es de la forma
λ1 ∝ (µ2/2a2)(a2/σ2 − a4/σ4 − a2/µ2), (3.52)
para cualquier valor de a, σ y µ, los coeficientes λ1 y λ2 tienen el mismo signo y la
ecuacio´n (3.50) presenta modos en la banda inestable cuyos te´rminos no lineales se
cancelan exactamente (modos de cancelacio´n) haciendo que la ecuacio´n completa
sea inestable para esos modos y que esta descripcio´n continua no sea adecuada.
Esto se comprueba fa´cilmente si escribimos (3.50) en el espacio de Fourier, a saber
∂hˆ(k)
∂t
= (−νk2 −Kk4)hˆ(k) + (λ1 − λ2k2)TF
[
(∇h)2
]
+ TF [η], (3.53)
donde TF [f ] representa la transformada de Fourier de la funcio´n f y hˆ = TF [h].
Si λ1 y λ2 tienen el mismo signo y k2 = λ1/λ2, las no linealidades se anulan,
con lo que puede ocurrir que esta descripcio´n no sea correcta. Para que el modelo
matema´tico sea consistente debemos ası´ tener en cuenta otros mecanismos fı´sicos
adicionales, tal y como se vera´ en el siguiente capı´tulo.
3.6. Otros modelos lineales
Adema´s de las teorı´as continuas presentadas en la secciones anteriores, existen
otros modelos que intentan describir algunas de las caracterı´sticas no predichas por
las ecuaciones de evolucio´n mostradas hasta ahora.
Un importante mecanismo que no se ha tenido en cuenta para describir la evo-
lucio´n de la superficie es el flujo de la capa viscosa, la cual se forma frecuentemente
sobre la intercara del material bombardeado e interviene como mecanismo adicio-
nal de relajacio´n superficial. En los trabajo de Mayer, Chason y Howard (1994) y
Chason et al. (1994), se propone la inclusio´n de un te´rmino viscoso que afecta a
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la teorı´a lineal descrita anteriormente. En estos trabajos, la parte real de la relacio´n
de dispersio´n que domina el crecimiento de la amplitud de la inestabilidad en el
transcurso del tiempo (ver apartado 3.3.2) toma la forma19
Re(ω) = −Fk − νk2 −Bk4, (3.54)
donde νk2 y Bk4 son los te´rminos de tensio´n y difusio´n superficial descritos en
las secciones anteriores y Fk representa la velocidad de relajacio´n debida al flujo
viscoso, para la que se verifica F = γ′s/η′s con γ′s la energı´a libre superficial y η′s
el coeficiente de viscosidad [Mullins 1959]. Si F 6= 0 se modifica el ma´ximo en
la relacio´n de dispersio´n, pudiendo incluso ocurrir que Re(ω) 6 0 para todo k,
con lo que se eliminarı´a la inestabilidad morfolo´gica y la aparicio´n del patro´n. A
temperaturas altas (T > 523 K en el experimento de Chason et al. (1994) para
Ge bombardeado con Xe+ a 1 keV y Φ0 ∼ 1012 − 1013 cm−2 s−1) el sustrato
se mantiene cristalino y no se produce una capa viscosa, por lo que domina el
te´rmino de difusio´n superficial de origen te´rmico y la longitud de onda del patro´n
es inversamente proporcional a la raı´z cuadrada del flujo, tal y como se dedujo en la
seccio´n 3.3.2. A bajas temperaturas (T ' 150 K), el flujo viscoso es el responsable
de la relajacio´n de la superficie y puede incluso impedir la formacio´n de estrı´as.
En el trabajo de Bradley y Cirlin (1996) se utiliza el argumento del flujo vis-
coso para predecir la morfologı´a de un sustrato sometido a rotacio´n y bombardeo
oblicuo simulta´neo. En este caso la relacio´n de dispersio´n es de la forma
Re(ω) = −Fk − νavk2 −Bk4, (3.55)
donde, como ocurrı´a en el apartado 3.5.4, puede ocurrir que para aquellos a´ngulos
donde se tenı´a νx > 0 y νy < 0 y por tanto se formaban estrı´as paralelas a la
proyeccio´n del haz cuando no se gira la muestra, con la rotacio´n del sustrato se
tenga νav = (νx + νy)/2 > 0, con lo que se elimina la inestabilidad y se suprime
la formacio´n de las ondulaciones. De esta forma se obtiene una superficie ma´s
plana como se observa en los experimentos [Cirlin et al. 1991].
Otra teorı´a lineal que considera la existencia de una capa amorfa, pero en este
caso para explicar el movimiento de las estrı´as, ha sido propuesta muy reciente-
mente en Alkemade (2006). Aquı´ se propone un modelo para el movimiento inho-
moge´neo de una capa fina de flujo viscoso sobre una superficie de vidrio sometida
a bombardeo con iones de Ga+ a 30 keV. Se predice el movimiento de las estrı´as
paralelas a la direccio´n de la proyeccio´n del haz y se estima una velocidad uni-
forme pro´xima a la medida experimentalmente, una vez las ondulaciones se han
desarrollado completamente.
19Por simplificar, consideraremos el caso iso´tropo en el cual ν = νx = νy . Aquı´ k representa el
mo´dulo del vector k = (kX , kY ).
3.7 Comparacio´n de la teorı´a actual con los experimentos, y
limitaciones 87
3.7. Comparacio´n de la teorı´a actual con los experi-
mentos, y limitaciones
Como se ha visto en el transcurso de este capı´tulo, las teorı´as actuales han per-
mitido describir muchos de los principales resultados experimentales expuestos en
el capı´tulo anterior. La teorı´a lineal de BH suministra una estimacio´n de la longitud
de onda del patro´n de estrı´as y predice su orientacio´n respecto al a´ngulo de bombar-
deo. Estos resultados han sido corroborados por numerosos experimentos [Navez,
Sella y Chaperot 1962; Wittmaack 1990; Karen et al. 1995; Habenicht et al. 1999;
Flamm, Frost y Hirsch 2001]. Adema´s, segu´n esta teorı´a, la amplitud del patro´n
crece exponencialmente en el transcurso del tiempo, como ha sido observado en
Erlebacher et al. (1999). Tambie´n ha sido comprobado experimentalmente en di-
versos estudios el cara´cter te´rmico de la difusio´n superficial, a trave´s al aumento
de la longitud de onda respecto a la temperatura [Erlebacher et al. 1999; Habenicht
2001; Brown y Erlebacher 2005], ası´ como el decrecimiento de e´sta con el flujo
[Erlebacher et al. 1999] o con la energı´a de los iones [Brown y Erlebacher 2005],
predichos a altas temperaturas en la seccio´n 3.3.2. Adema´s, ha permitido predecir
la aparicio´n de patrones con simetrı´a rotacional para un determinado a´ngulo crı´tico
diferente de la incidencia normal [Ziberi, Frost y Rauschenbach 2006; Tan et al.
2006]. Esta teorı´a necesita, sin embargo, la inclusio´n de te´rminos no lineales para
explicar, entre otras cosas, la saturacio´n de la amplitud del patro´n y la existencia de
superficies rugosas autoafines con propiedades de rugosidad cine´tica [Chey, Nos-
trand y Cahill 1995; Eklund et al. 1991; Wang, Pechman y Weaver 1996; Smilgies
et al. 1997; Chan y Wang 1998]. Cuando se extiende el desarrollo de BH a o´rde-
nes superiores aparecen te´rminos difusivos inducidos por la erosio´n que justifican
la aparicio´n del patro´n a bajas temperaturas y permiten explicar una dependencia
diferente de la longitud de onda lineal respecto a los para´metros experimentales.
En este caso, se obtiene que ll es independiente de T [Carter y Vishnyakov 1996;
Facsko, Kurz y Dekorsy 2001] y del flujo [Vajo, Doty y Cirlin 1996; Facsko, Kurz
y Dekorsy 2001] y que aumenta cuando lo hace la energı´a [Karen et al. 1995; Vajo,
Doty y Cirlin 1996; Flamm, Frost y Hirsch 2001; Facsko, Kurz y Dekorsy 2001;
Ziberi et al. 2005]. La ampliacio´n no lineal permite tambie´n explicar, de forma
cualitativa, el movimiento de las estrı´as a velocidad no uniforme durante su pro-
ceso de formacio´n, tal y como ha sido observado experimentalmente en Habenicht
et al. (2002) y Alkemade (2006), y la separacio´n temporal entre la etapa de evolu-
cio´n lineal y la etapa no lineal tras un tiempo tc, en el cual la amplitud del patro´n
se estabiliza [Erlebacher et al. 1999]. La extensio´n de la teorı´a no lineal para el
caso de un sustrato rotante, mostrada en el apartado 3.5.4, permite explicar por
que´ desaparecen las estrı´as y aparece una superficie rugosa ma´s plana [Cirlin et al.
1991].
A pesar de que las teorı´as anteriores predicen muchas de las caracterı´sticas
experimentales, au´n existen numerosas observaciones que no esta´n descritas por
estos modelos. Adema´s de la agrupacio´n de puntos o fosos en orden hexagonal,
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lo cual ha sido comprobado en numerosos experimentos tanto para el caso de in-
cidencia normal [Facsko et al. 1999; Gago et al. 2001; Facsko, Kurz y Dekorsy
2001; Bobek et al. 2003; Xu y Teichert 2004] como el de sustrato giratorio [Frost,
Schindler y Bigl 2000; Frost et al. 2004], o el orden cuadrado encontrado en Frost
et al. (2004) para altas temperaturas y blanco rotante, quiza´ el resultado experi-
mental ma´s importante que au´n no ha sido explicado en el marco de la teorı´a actual
es el hecho de que, frecuentemente, no se observa una longitud de onda fija cuya
magnitud viene dada por los te´rminos lineales y es independiente del tiempo, sino
que, normalmente, e´sta crece hasta alcanzar un ma´ximo (tras lo cual, permanece
constante) o aumenta indefinidamente [Carter y Vishnyakov 1996; Facsko et al.
1999; Gago et al. 2001; Flamm, Frost y Hirsch 2001; Habenicht et al. 2002; Gago
et al. 2002; Bobek et al. 2003; Ozaydin et al. 2005; Toma et al. 2005; Brown y
Erlebacher 2005]. Adema´s, la teorı´a actual no explica por que´ el orden se mantiene
a distancias mucho mayores que el taman˜o del patro´n, como se encuentra en Ziberi
et al. (2005) y Ziberi, Frost y Rauschenbach (2006), donde se mide la longitud de
correlacio´n ζ y se obtiene que ζ ' 10ll. Tanto la ecuacio´n (3.39), para incidencia
oblicua, como (3.45), para incidencia normal, muestran un patro´n desordenado, ru-
goso y autoafı´n a distancias mayores que ll, lo cual no es compatible con el orden
a distancias intermedias encontrado experimentalmente.
Otra de las limitaciones de las teorı´as anteriores es que no incorporan la exis-
tencia de una capa fluida de material amorfo [Umbach, Headrick y Chan 2001;
Chini et al. 2003] que puede ser la responsable de que a bajas temperaturas la su-
perficie sea menos rugosa e, incluso, que lleguen a desaparecer las estrı´as, tanto
para el caso de incidencia oblicua sin rotacio´n [Mayer, Chason y Howard 1994;
Chason et al. 1994], como con rotacio´n [Cirlin et al. 1991], tal y como se argu-
menta en algunos modelos en los que sı´ es tenida en cuenta (ver seccio´n 3.6). A
pesar de esto, el u´nico efecto de esta capa amorfa no debe ser, sin embargo, la de
aplanar la superficie, pues frecuentemente se encuentran patrones ordenados en ex-
perimentos donde se comprueba la existencia de esta pelı´cula amorfa [Facsko et al.
1999; Gago et al. 2001; Frost et al. 2004; Ziberi et al. 2005; Gago et al. 2006]. De
hecho, en Gago et al. (2006), se observa que la aparicio´n de la capa de flujo vis-
coso parece ser la responsable del aumento del taman˜o de los nanopuntos cuando
disminuye la temperatura. En Alkemade (2006) donde sı´ se ha tenido en cuenta,
este flujo ha permitido estimar una velocidad constante para el movimiento de las
estrı´as sobre vidrio, pro´xima a la medida experimentalmente.
Debemos hacer notar que los modelos mostrados en este capı´tulo no conside-
ran la posibilidad de que los a´tomos erosionados puedan, a su vez, al impactar de
nuevo con la superficie, erosionar otros a´tomos, ni que parte del material erosio-
nado se redeposite sobre la superficie y se mueva sobre ella. En la mayorı´a de las
condiciones experimentales el primer efecto no es relevante, aunque sı´ parece serlo
el segundo. Tan so´lo una pequen˜a fraccio´n de los a´tomos que rompen sus enlaces
con la superficie son eliminados, la mayorı´a de ellos son redepositados y difunden
sobre la superficie hasta que se fijan de nuevo al sustrato. Por ejemplo, en los re-
sultados de Bringa, Nordlund y Keinonen (2001) basados en dina´mica molecular
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para oro bombardeado con Xe+ para θ = 25o y E = 10 keV, aproximadamente
so´lo uno de cada diez a´tomos que abandonan la superficie son eliminados, el resto
son redepositados. El hecho de que la erosio´n este´ relacionada con la difusio´n, bien
sea al redepositar nuevos a´tomos mo´viles, o bien por la creacio´n de vacantes que
difunden sobre la superficie [Ditchfield y Seebauer 2001], podrı´a ser relevante a la
hora de ampliar la descripcio´n de este feno´meno y predecir algunas de las observa-
ciones experimentales no contempladas en el marco teo´rico actual. Este asunto se
tratara´ en el siguiente capı´tulo, donde se propondra´ un modelo en el que la erosio´n
y el nu´mero de partı´culas difusivas estara´n acoplados.
3.8. Conclusiones
Tal y como se ha visto en el transcurso de este capı´tulo, se han hecho numero-
sos esfuerzos con el fin de explicar los resultados experimentales, ya sea mediante
la utilizacio´n de modelos discretos y simulaciones de Monte Carlo (algunos de
los cuales han sido revisados brevemente en la seccio´n 3.1), como desde el pun-
to de vista analı´tico, utilizando ecuaciones continuas para describir la evolucio´n
del perfil de la altura de la superficie. El objetivo principal ha sido caracterizar
los mecanismos universales involucrados en la erosio´n, con independencia de las
particularidades de las interacciones ion-sustrato, para poder describir de una for-
ma general estos resultados. En este sentido, la extensio´n no lineal de la teorı´a de
Bradley y Harper ha resultado ser la ma´s completa pues, a pesar de sus limita-
ciones expuestas en la seccio´n 3.7, captura muchas de las tendencias observadas
experimentalmente. Asimismo, el hecho de que la evolucio´n de la morfologı´a sea
ana´loga, al menos en primera aproximacio´n lineal, cuando se consideran otras dis-
tribuciones para el depo´sito de la energı´a, tal y como se ha obtenido en el caso
de cobre cristalino mostrado en la seccio´n 3.4, indica que estos resultados no de-
penden de forma crucial de dichas interacciones y que son consistentes con las
observaciones experimentales (similares en distintos tipos de materiales).
Adema´s de presentar los conceptos y ca´lculos analı´ticos que permiten obtener
una ecuacio´n diferencial para la evolucio´n de la superficie, en la seccio´n 3.6, se han
mostrado brevemente otros modelos basados en la existencia de una capa de flujo
amorfo que intentan reproducir algunas caracterı´sticas particulares no predichas en
esta teorı´a. A pesar de ello, se hace necesario una teorı´a que incluya los resultados
anteriores de forma sistema´tica y que permita explicar algunas de e´stas y otras pro-
piedades. Con este fin, en el capı´tulo siguiente se desarrolla un modelo en el que se
tienen en cuenta mecanismos adicionales que permiten derivar algunas ecuaciones
de evolucio´n para la altura de la superficie que generalizan las propuestas hasta
ahora y que presentan nuevos comportamientos.

4
Modelos “hidrodina´micos” de
erosio´n
Basa´ndonos en las teorı´as fenomenolo´gicas que describen las ondulaciones en
la arena debidas a la accio´n del viento, propondremos un modelo con dos campos
acoplados para describir la evolucio´n de una superficie bombardeada con iones. En
este modelo se incorporan nuevos mecanismos fı´sicos que permiten a las partı´culas
redepositarse y difundir sobre la superficie. A partir de un desarrollo de escalas
mu´ltiples en el umbral de la inestabilidad, obtendremos una u´nica ecuacio´n efectiva
para la altura en el caso de incidencia oblicua, normal y de sustrato rotante.
4.1. Modelos de formacio´n de ondulaciones en are-
na
En los dos capı´tulos anteriores nos hemos centrado en el proceso de erosio´n
io´nica y en la capacidad de esta te´cnica para modelar la superficie de un so´lido.
En esta seccio´n hablaremos de otro feno´meno que ocurre a una escala siete o´rde-
nes de magnitud superior, la erosio´n eo´lica; ma´s concretamente, la formacio´n de
ondulaciones en medios arenosos por la accio´n del viento. Debido a la diferencia
de escalas, en principio podrı´a parecer que ambos feno´menos no tienen ninguna
relacio´n; sin embargo, como se mostrara´ en este capı´tulo, la existencia de mecanis-
mos erosivos y difusivos similares nos permitira´n describir ambos procesos de una
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forma parecida.
Una superficie plana de arena sometida a la accio´n del viento se convierte en
un medio granular inestable sobre el que puede formarse atrayentes patrones. Es-
tos patrones se clasifican, dependiendo de su taman˜o, en dunas (escalas grandes)
u ondulaciones (escalas pequen˜as). Las dunas son ma´s difı´ciles de observar en la
naturaleza debido a la gran cantidad de arena necesaria para su formacio´n, pero
las pequen˜as ondulaciones son mucho ma´s frecuentes, y se pueden encontrar, por
ejemplo, en la arena de la playa. No debemos confundir estas estructuras con las
ondulaciones subacua´ticas pues, aunque la forma y taman˜o de e´stas son muy pa-
recidas a las de origen eo´lico, los mecanismos que participan en su formacio´n son
diferentes. En esta seccio´n nos ocuparemos de estas u´ltimas y resumiremos de for-
ma breve algunos modelos propuestos en la literatura para describir la aparicio´n y
evolucio´n de estos patrones.
Figura 4.1 — Ondulaciones en una
duna arenosa debidas a la accio´n del
viento. La distancia aproximada entre
crestas es de 10 cm.
Inspirados en el trabajo original de Bagnold [Bagnold 1941] numerosos cientı´fi-
cos han estudiado el feno´meno de la formacio´n de las ondulaciones tanto teo´rica
como experimentalmente.1 A pesar de que la arena es un medio muy familiar, la
comprensio´n de de sus propiedades esta´ticas y dina´micas resulta un extraordinario
reto para la comunidad cientı´fica que estudia los medios granulares. A diferencia
de los materiales ela´sticos, viscoela´sticos y de los fluidos newtonianos, no existe
au´n una teorı´a continua universal (como pueden ser las ecuaciones de Lame´ o de
Navier-Stokes) para describir este medio de una manera efectiva. En relacio´n con
la formacio´n de las ondulaciones, las ideas de Bagnold sobre los mecanismos de
transporte involucrados en el movimiento de la arena son, en general, aceptadas
por la mayorı´a de los autores que han estudiado este feno´meno. En el siguiente
apartado revisaremos estos conceptos.
1Ralph Alger Bagnold (3 de abril de 1896 - 28 de mayo de 1990), ingeniero, fue pionero en
la exploracio´n del desierto. Participo´ en la Primera guerra Mundial y fue el fundador del comando
Long Range Desert Group del eje´rcito brita´nico durante la Segunda Guerra Mundial. Su libro “The
Physics of Blow Sand and Desert Dunes” [Bagnold 1941] sigue siendo una referencia fundamental
en los estudios sobre formacio´n de estructuras arenosas.
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4.1.1. Ideas generales del transporte eo´lico de arena
Existen dos mecanismos de transporte de material a lo largo de la direccio´n del
viento. Los granos mo´viles pueden saltar o reptar sobre la superficie.2 Los granos
saltadores, que son los de mayor energı´a cine´tica, son eyectados desde su estado de
reposo sobre la superficie debido al impacto de otro grano saltador que le comunica
aproximadamente 2/3 de su energı´a cine´tica total (el resto les es transferida por
el viento). La otra poblacio´n involucrada en el transporte de masa son los granos
reptadores. El impacto de un grano saltador sobre la superficie genera varios granos
reptadores, los cuales se desplazan sobre el sustrato una longitud mucho menor que
los saltadores y a los que el viento pra´cticamente no les aporta energı´a. Se estima
que la energı´a de un grano reptador es algo menor que una de´cima parte la de la
del grano saltador que se la ha transferido. En la figura 4.2 se esquematiza esta
descripcio´n.
Figura 4.2 — Interaccio´n entre los granos saltadores y reptadores. Los granos saltadores
siguen largas trayectorias (lı´neas a trazos) y colisionan con la superficie con un a´ngulo
de incidencia casi uniforme. La colisio´n provoca que algunos granos se despeguen de su
posicio´n fija en el sustrato y se desplacen una cierta distancia mucho ma´s corta (lı´neas
continuas) antes de que se detengan y se incorporen de nuevo a la base de arena. Tomada
de Prigozhin (1999).
A partir del conocimiento de los mecanismos involucrados en el transporte de
material, numerosos autores han explicado la formacio´n de ondulaciones cuyas
escala temporales son mucho ma´s lentas que las involucradas en el transporte. El
primero de ellos fue el propio Bagnold, quien argumento´ que la variacio´n en la
densidad del nu´mero de granos a lo largo de la superficie era la responsable de
este feno´meno. De hecho, adelanto´ la idea de que la cantidad de granos reptadores
es proporcional al nu´mero de granos saltadores que impactan en ese punto y, por
2Existe otra poblacio´n de granos en suspensio´n, pero al no intervenir en el transporte de material,
no se consideran en esta descripcio´n.
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tanto, para una pendiente opuesta a la direccio´n del viento el nu´mero de granos
reptadores es mayor que para otra sombreada al efecto de las colisiones. De esta
forma, si suponemos que la longitud media de reptado es menor que la amplitud de
las ondulaciones, sobre una de e´stas existe un mayor nu´mero de granos que reptan
hacia arriba que los que lo hacen hacia abajo. Esto contribuye a que aumente la
amplitud de la ondulacio´n y provoca una inestabilidad morfolo´gica.
4.1.2. Descripcio´n analı´tica del modelo y ecuaciones efectivas
para la evolucio´n de la altura
Existen otros modelos que abordan el feno´meno de la formacio´n de patrones
sobre arena, pero aquı´ nos centraremos en los desarrollados a partir de las ideas pro-
puestas en Bouchaud et al. (1995), de origen fundamentalmente fenomenolo´gico.
En este trabajo se propone una descripcio´n continua para dos tipos de poblaciones:
la de los granos reptadores y la de los granos inmo´viles que forman el sustrato. La
altura local de granos mo´viles se representa por R(x, t), mientras que la altura de
la base inmo´vil es h(x, t), donde x es la coordenada en la direccio´n del viento. En
general, en estos modelos suele considerarse por simplicidad el problema unidi-
mensional, donde el sistema presenta invariancia traslacional en la direccio´n trans-
versal a la direccio´n del viento, y. No intervienen en esta descripcio´n los granos
saltadores, cuyo nu´mero se considera constante y que so´lo sirven para comunicarle
una determinada cantidad de momento en la direccio´n del viento a la poblacio´n
reptadora. Estos u´ltimos, tras desplazarse una cierta longitud media sobre la su-
perficie, pierden su energı´a cine´tica y permanecen inmo´viles incorpora´ndose a la
base del sustrato. De esta forma, ambos campos, R y h, se acoplan a trave´s de la
siguientes ecuaciones
∂tR = −vr ∂xh+Dr ∂2xh+ Γ(R, h), (4.1)
∂th = −Γ(R, h), (4.2)
donde vr es la velocidad media de los granos reptadores debido a la cantidad de
momento transferida por el impacto de los granos saltadores y Dr es un te´rmino
difusivo que da cuenta de la dispersio´n en las velocidades. La funcio´n Γ describe
la tasa de granos del sustrato inmo´vil que se convierten en reptadores o viceversa.
El hecho de que la cantidad de a´tomos que son arrancados de h e incorporados a R
sea la misma pone de manifiesto la conservacio´n de material en este modelo. Por
simplicidad hemos definido R y h como alturas; esto implica que Γ tiene dimen-
siones de velocidad. La tasa neta de intercambio de material, Γ, puede separarse
en una velocidad de erosio´n del sustrato, Γex, que da cuenta del nu´mero de granos
de la base inmo´vil que se incorporan al flujo de granos reptadores, y otra, Γad,
proporcional a la cantidad de granos reptadores que se depositan sobre la base h,
segu´n
Γ = Γex − Γad. (4.3)
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Las formas de Γex y Γad esta´n basadas en argumentos fenomenolo´gicos y se rela-
cionan con los diferentes procesos fı´sicos considerados, los cuales pueden diferir
de un trabajo a otro.
En general, la velocidad de adicio´n se supone proporcional a la densidad de
granos reptadores, R, y dependiente de la geometrı´a del sustrato segu´n
Γad = Rγ0
(
1 + γ1∂xh+ γ2∂2xh
)
, (4.4)
donde γ−10 depende de la fuerza del viento y representa el tiempo tı´pico para un sus-
trato plano durante el cual un grano reptador se mueve sobre la superficie antes de
ser incorporado. Si suponemos que este tiempo aumenta en aquellos puntos donde
la pendiente se enfrenta a la direccio´n del viento (∂xh > 0), entonces γ1 debe ser
negativo con el fin de que se deposite mayor cantidad de material en las pendientes
a sotavento. En este caso, en las pendientes enfrentadas al viento se deposita menor
cantidad de material, lo que provoca que se produzca una inestabilidad similar a la
descrita por Bagnold y que comentaremos a continuacio´n. A veces, dependiendo
de la fuerza de arrastre del viento, se ha estudiado tambie´n el caso de γ1 > 0. Por
otro lado, en general se espera que se deposite un mayor nu´mero de granos en los
valles, donde ∂2xh > 0, que en las crestas, donde ∂
2
xh < 0, con lo cual se supone
γ2 positivo. E´ste es el mecanismo de adicio´n considerado en Terzidis, Claudin y
Bouchaud (1998), Valance y Rioual (1999) y Csaho´k et al. (2000).
En los trabajos anteriores se propone que la velocidad con la que los granos de
la base se disocian de la base inmo´vil para unirse a la poblacio´n reptadora, Γex,
tambie´n depende de la geometrı´a del sustrato. En Terzidis, Claudin y Bouchaud
(1998) se propone
Γex = α0
(
1 + α1∂xh+ α2∂2xh
)
, (4.5)
donde se considera que se excavan un mayor nu´mero de granos en las pendientes
opuestas a la direccio´n del viento y en las crestas, y por lo tanto, α1 > 0 y α2 < 0.
El hecho de que exista una mayor cantidad de granos reptadores movie´ndose hacia
arriba debido al signo positivo de α1 tiende a inestabilizar el sistema al provocar
que se deposite mayor cantidad de material en las crestas que en los valles (como
fue descrito por Bagnold), mientras que el efecto de que se erosionen ma´s ra´pida-
mente los picos, debido al signo negativo de α2, actu´a en la direccio´n contraria.
En el trabajo citado so´lo se estudia la estabilidad lineal del sistema de ecuaciones
(4.1)-(4.5), sin derivar una ecuacio´n efectiva para la altura del sustrato tal y como
se hace en posteriores publicaciones [Valance y Rioual 1999; Csaho´k et al. 2000].
Adema´s, en estas u´ltimas referencias se propone una tasa de erosio´n que puede
depender de dos mecanismos: la colisio´n directa de los granos saltadores, cuyo
flujo depende de la geometrı´a del sustrato, y otro te´rmino correspondiente a la ero-
sio´n directa por parte del viento. Este u´ltimo mecanismo tiene el mismo efecto que
el te´rmino α2 propuesto en (4.5). De esta forma, en Valance y Rioual (1999), se
obtiene una Γex equivalente a (4.5).
Supuesto Dr = 0, en el umbral de inestabilidad y tras un desarrollo de escalas
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mu´ltiples, se deriva la siguiente ecuacio´n no lineal para la evolucio´n de h:
∂th = −ν∂2xh+Ω∂3xh−K∂4xh+ λ2∂2x (∂xh)2 . (4.6)
Los detalles de la derivacio´n no se mostrara´n en esta memoria, pero la estrategia a
seguir es similar a la que se mostrara´ en la seccio´n 4.2 cuando se derive la ecuacio´n
efectiva para la altura de la superficie en el caso de erosio´n io´nica. Esta ecuacio´n es
similar a la ecuacio´n de Benney mostrada en la seccio´n 1.5.5, salvo por el cara´cter
conservado de la no linealidad correspondiente al coeficiente λ2. Esto es conse-
cuencia de que en el sistema de ecuaciones propuesto (4.1)-(4.1) la cantidad de
granos de arena se conserva.
En el trabajo de Csaho´k et al. (2000) se extiende la dependencia de la tasa de
erosio´n hasta orden no lineal para obtener
Γex = α0
[
1 + α1∂xh− α2∂2xh− α3 (∂xh)2 − α4 (∂xh)
(
∂2xh
)]
, (4.7)
y, de forma ana´loga al caso anterior, se deriva una ecuacio´n efectiva para h. E´sta es
∂th = −ν∂2xh+Ω∂3xh−K∂4xh+ ξ (∂xh)
(
∂2xh
)
+ λ2∂2x (∂xh)
2 . (4.8)
De nuevo, salvo por el cara´cter conservativo de la no linealidad correspondiente al
coeficiente λ2, esta ecuacio´n es muy similar a la ecuacio´n de Korteweg- de Vries
modificada por disipacio´n (1.34), mostrada en la seccio´n 1.5.5. En el caso de que
el viento sea fuerte y se desprecie su efecto erosivo directo, se tiene ξ = 0 y, por
tanto, (4.8) se reduce a (4.6).3
Las ecuaciones (4.6) y (4.8) predicen una evolucio´n para la superficie similar a
la obtenida en los experimentos [Andreotti, Claudin y Pouliquen 2006], en la cual
se observa la aparicio´n de un patro´n estriado en las etapas iniciales, seguida de un
ensanchamiento en el taman˜o de las ondulaciones (en ingle´s, “coarsening”), a la
vez que se desplazan en la direccio´n del viento. Una de las limitaciones de estos
modelos teo´ricos es que no explican la saturacio´n en el crecimiento de las estrı´as
observada experimentalmente.
Existen otros trabajos similares a los presentados en esta seccio´n, pero con
algunas caracterı´sticas diferentes. Por ejemplo, en el trabajo de Misbah y Valance
(2003) la cantidad de material no se conserva y, tras un ana´lisis de´bilmente no
lineal similar, se obtiene una ecuacio´n efectiva para la evolucio´n de h que coincide
con la ecuacio´n de Benney presentada en la seccio´n 1.5.5. E´sta es
∂th = −ν∂2xh+Ω∂3xh−K∂4xh+ λ1 (∂xh)2 , (4.9)
donde, en vez de la no linealidad conservada correspondiente al coeficiente λ2
de (4.6), aparece un te´rmino no conservado responsable de que, a diferencia de
3El valor de los coeficientes en funcio´n de los para´metros experimentales puede consultarse en
las correspondientes publicaciones.
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los casos anteriores, la longitud de onda del patro´n no crezca en el transcurso del
tiempo y e´ste se desordene en alturas.
En el estudio de Makse (2000) se propone un modelo discreto basado en la
formulacio´n continua descrita anteriormente donde, adema´s, se tiene en cuenta la
posibilidad de que los granos tengan diferentes taman˜os o rugosidad. Por otro lado,
existen tambie´n otros trabajos teo´ricos en los que se deriva una ecuacio´n efectiva
para la evolucio´n de la superficie basa´ndose en argumentos geome´tricos y leyes de
conservacio´n [Csaho´k, Misbah y Valance 1999].
4.2. Erosio´n io´nica: modelos hidrodina´micos
En esta seccio´n mostraremos las descripciones teo´ricas aplicadas a la erosio´n
io´nica que se han basado en algunas de las ideas introducidas en los modelos an-
teriores. Estos estudios [Aste y Valbusa 2004; Aste y Valbusa 2005; Castro et al.
2005; Mun˜oz-Garcı´a, Castro y Cuerno 2006] presentan algunas semejanzas con las
descripciones mostradas en la seccio´n previa, pero, necesariamente, tambie´n tienen
en cuenta algunas particularidades.
Probablemente, el lector ya haya notado que existen numerosas similitudes en-
tre los mecanismos que participan en los procesos de erosio´n eo´lica e io´nica. En
los dos casos existe un flujo que puede considerarse uniforme de partı´culas (gra-
nos saltadores e iones) que inciden sobre un sustrato con gran energı´a cine´tica y
a´ngulo de incidencia constante arrancando material del mismo, la mayor parte del
cual se redeposita para moverse con una energı´a menor antes de ser de nuevo in-
corporado a la base inmo´vil. Como se ha sen˜alado en la seccio´n anterior y en los
capı´tulos precedentes, en ambos casos se producen patrones de formas parecidas y
cuyas longitudes caracterı´sticas y escalas temporales son mucho mayores que las
que intervienen en los mecanismos responsables de la erosio´n y difusio´n de las
partı´culas. Adema´s, en determinadas condiciones, se observa que estos patrones, a
pesar de la diferencia de taman˜os, muestran una evolucio´n parecida. Suele medirse
un crecimiento del taman˜o de la ondulacio´n en el transcurso del tiempo a la vez
que un desplazamiento espacial. En ambos casos hemos de tener en cuenta la mor-
fologı´a local para poder describir de forma adecuada los procesos de excavacio´n,
difusio´n y adsorcio´n.
Existen, sin embargo, notables diferencias. Mientras que en la mayorı´a de los
modelos de arena la cantidad de material se considera constante, en el caso de la
erosio´n io´nica una porcio´n del material arrancado del sustrato es eliminado irrever-
siblemente. Otra diferencia fundamental es el origen de la inestabilidad morfolo´gi-
ca. Mientras que en el caso de la erosio´n eo´lica e´sta se debe a que existe una mayor
cantidad de granos reptadores que ascienden sobre las pendientes ma´s expuestas al
viento, en el caso de los iones su origen se debe a que se erosiona mayor cantidad
de material en el fondo de las depresiones que en los picos. Como consecuencia de
esto, si el “viento” fuese vertical al sustrato, no se formarı´a ningu´n patro´n, mientras
que esto sı´ puede ocurrir en el caso de la erosio´n io´nica. Adema´s, los mecanismos
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involucrados en el movimiento de las partı´culas son muy diferentes. Los granos
so´lo se mueven en la direccio´n del viento y su energı´a se debe exclusivamente a
la fuerza de aquel. En el caso de los a´tomos, en las condiciones experimentales
ma´s comunes, la cantidad de momento que le suministran los iones es mucho me-
nor que la de origen te´rmico y el movimiento de estos no se produce so´lo en la
direccio´n de la proyeccio´n del haz.4
4.2.1. Estudio lineal
En los trabajos de Aste y Valbusa (2004) y Aste y Valbusa (2005) se propone un
sistema de ecuaciones acopladas para describir la altura del perfil del sustrato, h, y
el grosor de una capa mo´vil “fundida”, R. La diferencia fundamental entre ambos
trabajos es que en Aste y Valbusa (2004) se considera un sistema unidimensional o
iso´tropo, mientras que en Aste y Valbusa (2005) se amplı´a al caso bidimensional.
En ambas publicaciones se proponen las siguientes ecuaciones para describir la
evolucio´n de h y R,5
∂th = −Γex(R, h) + Γad(R, h), (4.10)
∂tR = −∇J(R, h) + (1− φ)Γex(R, h)− Γad(R, h), (4.11)
donde Γex es la tasa de a´tomos excavados por el bombardeo, φ representa la frac-
cio´n de a´tomos que tras ser eyectados se dispersan en la atmo´sfera y se pierden,
(1 − φ), por tanto, representa la fraccio´n de a´tomos arrancados que son redepo-
sitados en la superficie para difundir sobre ella, y Γad es la velocidad con la que
estos a´tomos mo´viles se adhieren al sustrato para permanecer fijos en e´l. El te´rmino
∇J(R, h) representa la corriente de a´tomos sobre la superficie, donde J(R, h) se
escribe como
J(R, h) = KR∇ (∇2h)+ SESR ∇h
1 + (αES∇h)2
+ vR−D∇R. (4.12)
Se proponen varios mecanismos responsables de esta corriente: el primer sumando
en (4.12) se corresponde con la variacio´n del potencial quı´mico local que tiende a
aplanar la superficie desplazando los a´tomos hacia las depresiones; el segundo se
debe a la corriente inducida por la barrera de Erlich-Schowoebel y se opone al an-
terior, donde SES es un para´metro que cuantifica la importancia de este mecanismo
y αES es una constante asociada con su longitud caracterı´stica; el tercer te´rmino
es una velocidad de arrastre debida al impacto de los iones; y el u´ltimo sumando
representa un coeficiente de dispersio´n asociado con el movimiento aleatorio de
origen te´rmico. El hecho de que el movimiento de los a´tomos “reptadores” depen-
da de la geometrı´a de h representa una sustancial diferencia respecto a los modelos
de arena. Por otro lado, la forma de la velocidad de excavacio´n y adicio´n es similar
4Recordemos que la frecuencia con la que un ion impacta en un determinado a´tomo de la super-
ficie es mucho menor que la de los eventos difusivos.
5Por simplicidad mostramos el caso unidimensional presentado en Aste y Valbusa (2004).
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a la propuesta allı´. En los trabajos de Aste y Valbusa se proponen las expresiones
analı´ticas ma´s generales y simples posibles que tienen en cuenta la dependencia
lineal de estas funciones con la geometrı´a local de la superficie, sin entrar en deta-
lle en los mecanismos fı´sicos responsables de dichos te´rminos. De esta forma, se
proponen
Γex = α0
(
1 + α1∂xh+ α2∂2xh
)
, (4.13)
Γad = Rγ0
(
1 + γ1∂xh+ γ2∂2xh
)
, (4.14)
donde, a diferencia del caso de las arenas donde el te´rmino α2 era negativo y por
tanto estable, en el caso de la erosio´n io´nica α2 es positivo y responsable de que se
erosionen ma´s los valles que los picos.
En los trabajos Aste y Valbusa (2004) y Aste y Valbusa (2005) se limitan a
estudiar la estabilidad lineal del sistema (4.10)-(4.11), mostra´ndose en el segundo
de ellos que el vector de onda que hace ma´xima la relacio´n de dispersio´n puede
orientarse en cualquier direccio´n dependiendo de los valores de los para´metros
introducidos en su modelo. Adema´s, otra de sus limitaciones es que, en el caso de
que no exista redepo´sito (φ = 1), la relacio´n de dispersio´n que obtienen es inestable
para las escalas ma´s pequen˜as, con lo que el problema a orden lineal estarı´a mal
planteado.
4.2.2. Estudio no lineal
En las publicaciones Castro et al. (2005) y Mun˜oz-Garcı´a, Castro y Cuerno
(2006) se parte de las ideas anteriores y se proponen mecanismos alternativos a
los propuestos en Aste y Valbusa (2004) y Aste y Valbusa (2005) para la difusio´n,
erosio´n y adicio´n en materiales amorfos o amorfizables. Partiendo de un sistema
de ecuaciones similar a (4.10)-(4.11), pero introduciendo tambie´n te´rminos no li-
neales en la velocidad de excavacio´n, se realiza un ana´lisis de´bilmente no lineal y
un desarrollo de escalas mu´ltiples que permiten obtener, al igual que se hacı´a en
los modelos para arenas, una ecuacio´n efectiva para la evolucio´n de la altura del
sustrato. En Castro et al. (2005) se estudia el caso iso´tropo, es decir, cuando se
bombardea perpendicularmente la superficie, y se propone una tasa de erosio´n ba-
sada en argumentos geome´tricos donde se tiene en cuenta la posibilidad de que los
a´tomos erosionados impacten con la superficie y erosionen a su vez otros a´tomos
directamente (conocido como “knock-on sputtering” en ingle´s). En Mun˜oz-Garcı´a,
Castro y Cuerno (2006) se estudian el caso ma´s general aniso´tropo (incidencia obli-
cua) y el caso de sustrato rotante, y se adopta la expresio´n obtenida en la seccio´n
3.5.1 para describir la dependencia de la tasa de erosio´n con la geometrı´a local, la
cual relaciona de forma explı´cita Γex con los para´metros experimentales. Tambie´n
se considera una expresio´n para Γad algo diferente a la propuesta en Castro et al.
(2005) y se desprecia la cantidad de momento transmitida a los a´tomos superficia-
les en la direccio´n del haz. En adelante se mostrara´n en detalle el modelo general
aniso´tropo y los ca´lculos analı´ticos que nos permiten obtener una ecuacio´n efectiva
no lineal para la evolucio´n de h.
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4.2.2.1. Conceptos generales del modelo y descripcio´n analı´tica
Al igual que ocurrı´a en el apartado 4.2.1, y a diferencia de lo que ocurrı´a en
la mayorı´a de los modelos eo´licos, en la erosio´n io´nica la cantidad de material
no se conserva. De nuevo definiremos la fraccio´n de a´tomos excavados que son
eliminados como φ. Las ecuaciones dina´micas que acoplan el grosor de la capa
superficial de a´tomos mo´viles, R(x, t) (relacionado con la densidad de ada´tomos
difusivos a trave´s del volumen ato´mico) y la altura de la superficie bombardeada
sobre un plano de referencia, h(x, t), vienen dadas en nuestro caso por
∂tR = (1− φ)Γex − Γad +D∇2R, (4.15)
∂th = −Γex + Γad. (4.16)
En adelante, se definira´ el plano xy como el de la superficie plana original sin
bombardear en el sistema de referencia del laboratorio, donde el eje xˆ se encuen-
tra en la direccio´n de la proyeccio´n del haz sobre este plano. En las ecuaciones
(4.15) y (4.16), Γex representa la tasa de a´tomos excavados del sustrato inmo´vil,
los cuales pueden ser eliminados o an˜adirse a la corriente de a´tomos difusivos con
probabilidad (1− φ) = φ¯. De esta forma, φ¯ se define como la fraccio´n de a´tomos
redepositados. Si φ¯ = 0, todos los a´tomos erosionados sera´n eliminados, mientras
que si φ¯ = 1 todos se redepositara´n. En contraste con el mecanismo de excava-
cio´n, existe un mecanismo de condensacio´n representado por Γad, que da cuenta
de la velocidad con la que los ada´tomos difusivos se incorporan al sustrato. En este
modelo se desprecia la cantidad de momento transmitida a los a´tomos superficiales
en la direccio´n de la proyeccio´n del haz por los iones y, a diferencia del mode-
lo de Aste y Valbusa, so´lo se considera un termino difusivo para el transporte de
masa sobre la superficie, que en el caso de materiales amorfos es iso´tropo y viene
caracterizado por la constante D de origen te´rmico.
Otra de las aportaciones originales de nuestro modelo es considerar una de-
terminada fraccio´n de a´tomos mo´viles no nula incluso en ausencia de excavacio´n
(Γex = 0) o redepo´sito (φ¯ = 0). En este caso, el grosor de esta capa para una
superficie plana viene dado por la constante Req introducida ma´s abajo, que puede
tener un origen te´rmico. Debemos sen˜alar que, aunque por ahora estamos hablando
de eventos discretos de difusio´n o redepo´sito para a´tomos, se puede pensar en el
campo R como una capa fluida viscosa cuyo grosor depende en principio de forma
continua de la velocidad a la que se genera (φ¯Γex) o se destruye (Γad) en cada pun-
to. Estas velocidades, a su vez, dependen de la geometrı´a de la base del sustrato.
Por ejemplo, en Mun˜oz-Garcı´a, Castro y Cuerno (2006) se propone la siguiente
expresio´n para el mecanismo de adsorcio´n:
Γad = γ0
[
R(1 + γ2x∂2xh+ γ2y∂
2
yh)−Req
]
, (4.17)
donde γ−10 representa el tiempo tı´pico para una superficie plana en el que los a´to-
mos se adhieren a la base inmo´vil y γ2x, γ2y ≥ 0 describen co´mo ese tiempo puede
modificarse dependiendo de la curvatura del sustrato, de forma que los eventos de
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adsorcio´n sean ma´s frecuentes en los valles (donde por ejemplo ∂2xh > 0) que en
los picos. Esta velocidad de adicio´n es parecida a la propuesta en los modelos para
arenas de la seccio´n 4.1, donde la tasa de incorporacio´n de granos era proporcional
a R. Se debe notar, sin embargo, que en esta expresio´n el grosor de la capa mo´vil
completa so´lo se ve afectado por las curvaturas de la base inmo´vil y no por la
pendiente, a diferencia de lo que ocurrı´a en los modelos para las arenas donde los
efectos del viento y la gravedad obligaban a considerar esta u´ltima, y a diferencia
de Aste y Valbusa (2004) y Aste y Valbusa (2005) donde se tiene en cuenta sin que
se le asocie ningu´n origen fı´sico. Como se demostrara´ posteriormente, el grosor
de la capa mo´vil so´lo se ve alterado ligeramente respecto a su valor de equilibrio,
Req, con lo que tambie´n se puede considerar una velocidad de condensacio´n Γad
equivalente, y ana´loga a la conocida fo´rmula de Gibbs-Thompson, a saber,
Γad = γ0
[
R−Req(1− γ2x∂2xh− γ2y∂2yh)
]
. (4.18)
Usando tanto (4.17) como (4.18), se reproduce el efecto de la evaporacio´n-
condensacio´n propuesto por Mullins presentado en la seccio´n 1.5.1, que tiende a
aplanar la superficie [Mullins 1957]. De hecho, si consideramos que no existe ero-
sio´n (Γex = 0), tal y como se indico´ anteriormente se tiene una densidad constante
de partı´culas difusivas, Req, y para las dos expresiones de Γad la ecuacio´n (4.16)
se reduce a
∂th = γ0Req
(
γ2x∂
2
xh+ γ2y∂
2
yh
)
, (4.19)
que recupera la formulacio´n propuesta propuesta por Mullins para la evolucio´n
de la altura de la superficie cuando esta relaja exclusivamente por evaporacio´n-
condensacio´n, donde la variacio´n en la altura de una superficie debida a este efecto
es proporcional a la cantidad de a´tomos emitidos por unidad de tiempo en equi-
librio (ana´logo en nuestro modelo a γ0Req) y a un te´rmino de tensio´n superficial
que cuantifica el efecto de la curvatura en ese punto, que en nuestro modelo se
corresponde con γ2x∂2xh+ γ2y∂
2
yh. Por otro lado, como se mostrara´ ma´s adelante,
en ausencia de erosio´n, la difusio´n de los a´tomos sobre la superficie caracterizada
por D reproduce tambie´n la ecuacio´n de evolucio´n para h propuesta por Mullins
para una superficie que relaja por difusio´n superficial.
Como se ha visto en los capı´tulos 2 y 3, en general la velocidad a la que el
material es arrancado de la superficie depende de las condiciones experimentales,
como el a´ngulo de incidencia, los tipos de iones y sustrato, energı´a, flujo, etc. En
el capı´tulo anterior se estudio´ en detalle estas dependencia y se obtuvo una expre-
sio´n analı´tica para la velocidad de excavacio´n en funcio´n de la geometrı´a local.
Aquı´ adoptaremos los argumentos mostrados allı´ para proponer una expresio´n pa-
ra Γex similar a (3.39), donde no tendremos en cuenta algunos te´rminos de orden
superior en derivadas cuya inclusio´n sera´ discutida ma´s adelante. E´sta queda
Γex = α0
[
1 + α1x∂xh+ α2x∂2xh+ α2y∂
2
yh+ α3x(∂xh)
2 + α3y(∂yh)2
+ (∂xh)(α4x∂2xh+ α4y∂
2
yh)
]
, (4.20)
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donde los coeficientes se relacionan con los de la seccio´n 3.3.2 dados en (3.25) y
los de 3.5.1 segu´n
α0 = v0, α1x = −γx/v0, α2x,y = −νx,y/v0,
α3x,y = −λx,y/v0, α4x,y = −ξx,y/v0. (4.21)
Se obtiene ası´ una relacio´n entre los coeficientes propuestos en nuestro modelo y
los para´metros experimentales. El para´metro α0 representa la velocidad de erosio´n
para una superficie plana. Como ocurrı´a en (3.39), debemos notar la pe´rdida de
simetrı´a de reflexio´n en el eje xˆ, pero no en la direccio´n yˆ, como consecuencia de
la anisotropı´a introducida por el bombardeo oblicuo que desaparece (la anisotropı´a)
a incidencia normal.
Antes de analizar la estabilidad lineal del sistema (4.15)-(4.16) y estudiar su
solucio´n plana, vamos a recordar los o´rdenes de magnitud de los para´metros invo-
lucrados en nuestra descripcio´n. Recordando que para una superficie plana α0 =
v0 = Φ0S/nv, y teniendo en cuenta que los flujos tı´picos son del orden de Φ0 =
1012-1017 iones cm−2 s−1, que el rendimiento de erosio´n, S, para energı´as del
orden del keV es del orden de la unidad y que nv ' 10−1 nm−3 (para un radio
ato´mico algo menor de 5 A˚), podemos estimar α0 ' 10−1 − 104 nm s−1. Por otro
lado, los tiempos tı´picos entre eventos de condensacio´n son del orden del nanose-
gundo (γ0 ' 109 s−1) y no parecen verse alterados por los efectos del bombardeo,
tal y como se indica en Ditchfield y Seebauer (2001). Esto nos permite definir una
longitud pequen˜a que denominaremos ² = α0/γ0 ' 10−5− 10−10 nm y que refle-
ja la diferencia en escalas temporales entre los eventos de erosio´n y adsorcio´n. En
la publicacio´n anterior se mide tambie´n la difusividad para un sustrato sometido a
bombardeo y se obtiene D ' 105 nm2 s−1, la cual da una idea del orden de mag-
nitud espacial del feno´meno difusivo y sera´ de utilidad en el siguiente apartado.
4.2.2.2. Solucio´n plana y ana´lisis de estabilidad lineal
Las ecuaciones (4.15) y (4.16) para un sustrato plano, tanto si consideramos
Γad dado por (4.17) o´ (4.18), se reducen a
∂tR
p = ²φ¯γ0 − γ0[Rp −Req], (4.22)
∂th
p = −²γ0 + γ0[Rp −Req], (4.23)
cuya solucio´n para Rp puede obtenerse integrando (4.22); suponiendo R(t = 0) =
Req, se tiene
Rp(t) = Req + ²φ¯(1− e−γ0t). (4.24)
De aquı´ se deduce que, tras un tiempo breve (del orden de γ−10 ), R
p se hace cons-
tante e igual a Req, ma´s una pequen˜a altura del orden de ² proveniente del re-
depo´sito (de ahı´ el factor φ¯). Tal y como se indico´ en el apartado anterior, incluso
en ausencia de redepo´sito (φ¯ = 0), existe una fraccio´n intrı´nseca de material mo´vil
proporcional a Req. Como consecuencia de las diferentes escalas temporales entre
4.2 Erosio´n io´nica: modelos hidrodina´micos 103
la erosio´n y la difusio´n, la cantidad de material incorporado a la capa mo´vil de-
bido a la erosio´n es pequen˜a en comparacio´n con Req y, por tanto, Rp ≈ Req. Si
extendemos esta aproximacio´n a las velocidades de adsorcio´n se tiene que (4.17)
y (4.18) son equivalentes.6 En adelante consideraremos exclusivamente (4.18) ya
que simplifica, en parte, los ca´lculos analı´ticos.
Si sustituimos en (4.23) el valor de Rp(t) dado por (4.24), se obtiene co´mo
evoluciona la altura de una superficie plana. Si suponemos que h(t = 0) = 0, se
tiene
hp(t) = −²φγ0t+ ²φ¯
(
e−γ0t − 1) , (4.25)
donde, tras un tiempo del orden de γ−10 , el perfil retrocede con velocidad uniforme
²φγ0.
A continuacio´n, analizaremos la estabilidad lineal del sistema con el fin de
estudiar co´mo se amplifica o elimina en el transcurso del tiempo una pequen˜a per-
turbacio´n de la solucio´n plana. Escribamos7
R (x, t) = Rp(t) +Rl(x, t), (4.26)
h (x, t) = hp(t) + hl(x, t), (4.27)
donde se consideran perturbaciones perio´dicas de la forma
Rl (x, t) = Rl0e
ikx+ωkt, (4.28)
hl (x, t) = hl0e
ikx+ωkt. (4.29)
Sustituyendo (4.26) y (4.27) en las ecuaciones (4.15) y (4.16) y despreciando los
te´rminos cuadra´ticos en Rl y hl, se obtiene el siguiente sistema lineal homoge´neo
para Rl0 y h
l
0 (
ωk + γ0 +Dk2 −φ¯Γexl + Γadl
−γ0 ωk + Γexl − Γadl
)(
Rl0
hl0
)
= 0, (4.30)
donde
Γexl = ²γ0
(
α1xikx − α2xk2x − α2yk2y
)
, (4.31)
Γadl = −γ0Req(γ2xk2x + γ2yk2y). (4.32)
Este sistema so´lo admite solucio´n distinta de la trivial si el determinante de la ma-
triz de coeficientes es cero; esto nos permite obtener una expresio´n para la relacio´n
de dispersio´n, ωk, como solucio´n de la siguiente ecuacio´n compleja de segundo
orden:
ω2k + ωk(a+ ib) + (c+ id) = 0, (4.33)
6Hemos comprobado que para ambas expresiones se obtiene una ecuacio´n efectiva equivalente
para la evolucio´n de h.
7Para simplificar la notacio´n hemos escrito x = (x, y) y k = (kx, ky). En adelante tambie´n
consideraremos k = |k|.
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donde los coeficientes a, b, c y d vienen dados por
a = γ0 + (Reqγ0γ2x − ²γ0α2x +D)k2x + (Reqγ0γ2y − ²γ0α2y +D)k2y; (4.34)
b = ²γ0α1xkx; (4.35)
c = D(k2x + k
2
y)
[
(Reqγ0γ2x − ²γ0α2x)k2x + (Reqγ0γ2y − ²γ0α2y)k2y
]
+
− ²φγ20(α2xk2x + α2yk2y); (4.36)
d = ²γ0α1xkxD(k2x + k
2
y) + ²φγ
2
0α1xkx. (4.37)
La Ec. (4.33) establece la forma de la relacio´n de dispersio´n y, al ser una ecuacio´n
cuadra´tica, su solucio´n tiene dos ramas cuyas partes real e imaginaria vienen dadas
por
Re(ω±k ) = −
a
2
± 1
2
√
2
√
a2 − b2 − 4c+
√
(a2 − b2 − 4c)2 + (2ab− 4d)2,
(4.38)
Im(ω±k ) = −
b
2
± 1
2
√
2
√
−a2 + b2 + 4c+
√
(a2 − b2 − 4c)2 + (2ab− 4d)2,
(4.39)
donde ω+k y ω
−
k representan, respectivamente, la solucio´n correspondiente al con-
siderar el signo positivo o bien el negativo en (4.38) y (4.39).
Sustituyendo a, b, c y d en (4.38) y (4.39) se obtiene una expresio´n analı´tica
para la relacio´n de dispersio´n en funcio´n de ωk. La parte real representa co´mo crece
o decae la amplitud de una perturbacio´n de la solucio´n plana de vector de onda ωk
en el transcurso del tiempo, mientras que la parte imaginaria esta´ asociada con
su propagacio´n (tal y como ya se vio en la seccio´n 3.3.2). Nosotros so´lo estamos
interesados en el comportamiento asinto´tico de k en el lı´mite de longitudes de onda
grandes. A pesar de ello, tambie´n resulta informativo el ana´lisis para k À 1, por
lo que a continuacio´n mostramos la parte real de la relacio´n de dispersio´n para las
ramas positiva y negativa, obtenida tras desarrollar (4.38) en ambos lı´mites; e´stas
resultan
Re(ω−k ) =
{ −γ0 si k ¿ 1
−D(k2x + k2y) si k À 1. (4.40)
Re(ω+k ) =
{
²
[
φγ0α2yk
2
y + (φγ0α2x − ²φφ¯γ0α21x)k2x
]
si k ¿ 1
−Reqγ0(γ2xk2x + γ2yk2y) + ²γ0(α2xk2x + α2yk2y) si k À 1.
(4.41)
La forma de parte imaginaria para k ¿ 1 es Im(ωk) = −²φγ0α1xkx o´ Im(ωk) =
−²φ¯γ0α1xkx dependiendo de la rama, signo de kx y valor de φ. En cualquier caso,
si suponemos que la fraccio´n de material redepositado es alta, tal y como se observa
en los experimentos, se tendra´ que el movimiento de las estrı´as viene dado por
Im(ωk) = −²φγ0α1xkx +O(k3). (4.42)
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Tal y como se desprende de (4.40),Re(ω−k ) es negativa para longitudes de onda
grandes y pequen˜as, lo cual significa que cualquier perturbacio´n perio´dica de la
solucio´n plana tiende a decaer exponencialmente en el tiempo. Por otro lado, para
la rama positiva de la relacio´n de dispersio´n existe, al menos, una banda de modos
de gran longitud de onda que hacen Re(ω+k ) > 0; estos modos, denominados
inestables, provocan que cualquier perturbacio´n de este taman˜o tienda a crecer
exponencialmente. Esta sera´ la rama que nos interese por ser la responsable de
la aparicio´n del patro´n observado experimentalmente. Se debe notar que en ambos
casos la relacio´n de dispersio´n es negativa para k À 1 para ² pequen˜o; esto indica
que los modos correspondientes a las escalas ma´s pequen˜as son estables. Si los
tiempos de erosio´n fueran ma´s cortos que los de difusio´n y adicio´n, es decir, si
dominase el mecanismo erosivo, ² serı´a grande y Re(ω+k ) serı´a positiva para los
modos pequen˜os; esto harı´a inestables las escalas ma´s pequen˜as y el problema
estarı´a, a orden lineal, mal planteado.
Con el fin de obtener el ma´ximo de la relacio´n de dispersio´n para estimar la
longitud de onda de la inestabilidad lineal observada en los experimentos, debemos
desarrollar la expresio´n (4.41) para k pequen˜os. Si despreciamos los te´rminos de
orden superior a O(²k4), para los modos de longitud de onda larga la relacio´n de
dispersio´n (4.41) resulta
Re(ω+k ) = ²φγ0(α2xk2x+α2yk2y)−²2φφ¯γ0α21xk2x−ReqD(k2x+k2y)(γ2xk2x+γ2yk2y)
+²
[
φ¯D(k2x+k
2
y)(α2xk
2
x+α2yk
2
y)−φγ0Req(γ2xk2x+γ2yk2y)(α2xk2x+α2yk2y)
]
.
(4.43)
Con el fin de simplificar el ca´lculo del ma´ximo de Re(ω+k ), despreciaremos los
te´rminos de orden ²2 y ²k4. En ese caso, la ecuacio´n (4.43) se reduce a
Re(ω+k ) ≈ ²φγ0(α2xk2x + α2yk2y)−ReqD(k2x + k2y)(γ2xk2x + γ2yk2y). (4.44)
En la figura 4.3 se representan las ramas positivas de las relaciones de disper-
sio´n exacta [Ec. (4.38)] y aproximada [Ec. (4.44)] para diferentes valores de ². Se
puede observar co´mo ambas funciones coinciden para los valores realistas de ². En
ambos casos se observa que existe una banda de modos cuya relacio´n de dispersio´n
es positiva.
Podemos reescribir los coeficientes de segundo orden en k de (4.44) a partir de
la relacio´n dada por (4.21) y coinciden, salvo por el factor φ, con los de tensio´n
superficial que hacı´an inestables las perturbaciones en el modelo de BH. Si su-
ponemos que la evaporacio´n-condensacio´n es independiente de la orientacio´n del
material, γ2x = γ2y y la relacio´n de dispersio´n (4.44) es como la propuesta por
BH, donde el te´rmino difusivo de orden k4 se introducı´a ad hoc basa´ndose en los
resultados de Mullins [ver Ec. (3.26) en la seccio´n 3.3.2]. En (4.44) se obtienen,
al igual que ocurrı´a allı´, te´rminos de orden k2 de origen puramente erosivo que
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tienden a inestabilizar la superficie, y un te´rmino estable de orden k4 debido al
flujo de material y que tiende a aplanar la superficie. Este te´rmino tiene el mismo
origen que el propuesto por Mullins para la difusio´n superficial, pero, a diferen-
cia de e´ste, en nuestro caso hemos utilizado un modelo de dos campos acoplados.
Ası´, en el modelo “hidrodina´mico”, el coeficiente dominante correspondientes a
k4 vale DReqγ2, mientras que el coeficiente en la teorı´a de Mullins que describe
la difusio´n superficial mostrado en la seccio´n 1.5.2 era B = Dsγ′sν ′s/(n2vkBT ),
donde Ds/(kBT ) era el coeficiente efectivo de difusio´n a una temperatura dada, y
serı´a equivalente a nuestra D; ν ′s era la densidad de a´tomos, es decir, la cantidad
de material disponible para difundir a esa temperatura y que nosotros hemos con-
siderado proporcional a Req, y γ′s era la tensio´n superficial. En la formulacio´n de
Mullins, se definı´a un potencial quı´mico, µ, proporcional a la tensio´n superficial y
a la curvatura que tiende a aplanar la superficie, de forma ana´loga a como lo hace
el te´rmino γ2∂2xh en nuestro modelo. Vemos por tanto que ambas formulaciones
son equivalentes.
De forma ana´loga a como se hizo en la seccio´n 3.3.2, a partir de (4.44) podemos
obtener la orientacio´n y magnitud del vector de onda asociado a la inestabilidad li-
neal en el caso de que el te´rmino difusivo de la relacio´n de dispersio´n sea iso´tropo.
En ese caso, el patro´n se orienta a lo largo de la direccio´n xˆ si α2x > α2y, de
la direccio´n yˆ si α2x < α2y, o es iso´tropo si α2x = α2y. En el caso de que la
difusio´n superficial sea aniso´tropa (γ2x 6= γ2y) el ca´lculo es algo ma´s complica-
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do (ver ape´ndice C), pero de nuevo se obtiene que el patro´n no puede orientarse
en cualquier direccio´n, sino so´lo a lo largo del eje xˆ, del eje yˆ o en ambos ejes
simulta´neamente si α22xγ2y = α
2
2yγ2x, con vectores de onda respectivos
klx,y ≈
√
²φγ0α2x,y
2ReqDγ2x,y
. (4.45)
A diferencia del modelo propuesto por Aste y Valbusa donde las ondulaciones pue-
den orientarse en cualquier direccio´n [Aste y Valbusa 2004; Aste y Valbusa 2005],
el hecho de que en el re´gimen lineal el patro´n se oriente so´lamente en determinadas
direcciones esta´ de acuerdo con lo observado experimentalmente.
En la figura 4.4 se presenta la parte real de la relacio´n de dispersio´n dada por
la solucio´n exacta (4.38) [Fig. 4.4 (a) y (c)] y la aproximacio´n para modos y ²
pequen˜os dada por (4.44) [Fig. 4.4 (b)]. Se puede observar en las figuras 4.4 (a)
y (b), que la solucio´n exacta y la aproximacio´n son muy similares, mientras que
en las figuras 4.4 (a) y (c) se muestra el cambio de orientacio´n en la direccio´n del
ma´ximo de Re(ω+k ) cuando se modifica el para´metro γ2y.
(a) (b)
(c)
Figura 4.4 — Parte real de la rama positiva
de la relacio´n de dispersio´n, Re(ω+k ), dada
por la solucio´n exacta (4.38) [figuras (a), (c)]
y la aproximacio´n para modos pequen˜os dada
por (4.44) [figura (b)] en funcio´n de kx y ky
con ² = 0.01, φ = 0.5, Req = D = γ0 =
γ2x = α1x = α2x = α2y = 1 para: (a) y
(b) γ2y = 0.5; (c) γ2y = 2. La orientacio´n
del ma´ximo de la parte real de la relacio´n de
dispersio´n es a lo largo del eje xˆ en (a) y (b),
y a lo largo de yˆ en (c) .
Si recordamos las magnitudes de los para´metros fı´sicos dadas en el apartado
anterior, a partir de (4.45) podemos obtener una estimacio´n para klx,y. Suponiendo
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que α2x,y y γ2x,y son del mismo orden y considerando que el grosor de la capa de
material mo´vil es del orden del nm, lo cual esta´ de acuerdo con las medidas de la
capa fluida amorfa en los experimentos (ver capı´tulo 3), se obtiene kl ' 10−3 −
10−1nm−1. Esto implica que la longitud de onda del patro´n en aproximacio´n lineal
es del orden de ll ' 10 − 103 nm, de nuevo en buen acuerdo con los resultados
experimentales.
Con el fin de investigar el ritmo de desarrollo de la inestabilidad lineal y cua´l
es el efecto de los te´rminos no lineales despreciados en esta seccio´n, utilizaremos
el para´metro ², relacionado con la anchura de la banda de modos inestables. Defi-
nimos k∗ tal que Re(ω+k∗) = 0, de donde se deduce que en la direccio´n xˆ e yˆ se
verifica
k∗x,y ≈
√
²φγ0α2x,y
ReqDγ2x,y
. (4.46)
Es fa´cil demostrar que en cualquier direccio´n para (4.44) se verifica que k∗ ∼ ²1/2
(tal y como se observa en las figuras 4.3 y 4.4). Para una relacio´n de dispersio´n de
la forma (4.44) la banda de modos que hacen positiva Re(ω+k ) se extiende desde
k∗ hasta k = 0. El hecho de que los modos inestables se extiendan hasta la regio´n
de longitud de onda infinita (el modo k = 0 es conocido como modo de Goldstone)
provoca que la dina´mica del sistema dependa de forma crucial de los te´rminos no
lineales [Cross y Hohenberg 1993].
4.2.2.3. Ana´lisis no lineal y derivacio´n de una ecuacio´n efectiva para
la altura
Una vez se desarrolla la inestabilidad lineal, los te´rminos no lineales son rele-
vantes en la evolucio´n del sistema y no pueden ser despreciados. Como se ha visto
en el apartado anterior, tanto el modo que hace que crezca ma´s ra´pidamente la
perturbacio´n, kl, como la anchura de la banda de modos inestables k∗ son propor-
cionales a ²1/2. Dejando a un lado las dimensiones, esto indica que existe una lon-
gitud caracterı´stica de gran taman˜o asociada a la inestabilidad lineal proporcional
a ²−1/2. Por este motivo, podemos definir variables espaciales que denominaremos
lentas y que son del orden de la unidad a escalas del orden de ll, como X = ²1/2x
y Y = ²1/2y. Adema´s, en el ana´lisis lineal del apartado anterior se obtuvo una
relacio´n de dispersio´n de la forma ω+k ∼ i²k + ²k2 + ..., con la que podemos ob-
tener una estimacio´n de las escalas temporales asociadas con la traslacio´n (parte
imaginaria de ω+k ) y crecimiento (parte real de ω
+
k ) de la inestabilidad lineal. Si
sustituimos el valor de kl en la anterior expresio´n se obtiene que la parte imagina-
ria escala como ²3/2 y la parte real como ²2. De esta forma, ana´logamente a como
se hizo en el caso de las variables espaciales, podemos definir dos nuevas variables
temporales que sera´n del orden de la unidad a las escalas temporales tı´picas del
movimiento y crecimiento del patro´n como T1 = ²3/2t y T2 = ²2t, respectivamen-
te. Estas variables nos permitira´n reescribir las ecuaciones para la evolucio´n del
sistema en las escalas tı´picas de su evolucio´n.
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Como consecuencia de la diferencia de escala temporal entre los eventos de
erosio´n y el proceso difusivo, el campo R apenas es perturbado de su valor de
equilibrio en las escalas temporales consideradas y vamos a poder eliminarlo del
sistema de ecuaciones (4.15)-(4.16), con lo que se va a obtener una ecuacio´n cerra-
da para la evolucio´n de la altura, h. Para ello, escribiremos las ecuaciones (4.15)-
(4.16) en funcio´n de las variables lentasX , Y , T1 y T2; e´stas verifican las siguientes
relaciones
∂x = ²1/2∂X , (4.47)
∂y = ²1/2∂Y , (4.48)
∂t = ²3/2∂T1 + ²
2∂T2 , (4.49)
con lo que es inmediato expresar las ecuaciones (4.15)-(4.16) en estas nuevas va-
riables:
²3/2∂T1R+ ²
2∂T2R = φ¯Γ
ex − Γad + ²D∇2R, (4.50)
²3/2∂T1h+ ²
2∂T2h = −Γex + Γad, (4.51)
donde
Γad = γ0
[
R−Req(1− ²γ2∇2h)
]
, (4.52)
Γex = γ0
{
²+ ²3/2α1x∂Xh+ ²2
[
α2∇2h+ α3(∇h)2
]
+ ²5/2α4x(∂Xh)(∇2h)
}
,
(4.53)
y por simplificar la notacio´n hemos definido
α2∇2h ≡ α2x∂2Xh+ α2y∂2Y h, (4.54)
γ2∇2h ≡ γ2x∂2Xh+ γ2y∂2Y h, (4.55)
α3(∇h)2 ≡ α3x(∂Xh)2 + α3y(∂Y h)2. (4.56)
Sumando las ecuaciones (4.50) y (4.51) se obtiene la siguiente relacio´n, que sera´ de
gran utilidad ma´s adelante
²3/2∂T1h+ ²
2∂T2h = −φΓex + ²D∇2R− ²3/2∂T1R− ²2∂T2R. (4.57)
La estrategia a seguir sera´ la siguiente; desarrollaremos R y h en potencias de
² de la siguiente forma
R = R0 + ²1/2R1 + ²1R2 + ²3/2R3 + ²2R4 + ²5/2R5 + . . . , (4.58)
h = h0 + ²1/2h1 + ²1h2 + ²3/2h3 + ²2h4 + ²5/2h5 + . . . , (4.59)
y sustituiremos este desarrollo en las ecuaciones (4.50)-(4.53) para deducir de for-
ma sucesiva el valor de R y h en potencias de ². Utilizaremos la expresio´n (4.50)
para obtener el valor deR a o´rdenes sucesivos en ² en funcio´n de o´rdenes ma´s bajos
en h, y estos valores sera´ sustituidos en (4.57) para obtener una ecuacio´n cerrada
para la altura.
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Orden ²0. A orden cero, como dicta la ecuacio´n (4.50), la u´nica contribucio´n es
Req, con lo que se obtiene de forma trivial
R0 = Req. (4.60)
Es decir, la contribucio´n ma´s relevante al campo R (de orden cero en ²) es cons-
tante y, por tanto, e´ste so´lo se vera´ ligeramente perturbado alrededor de su valor de
equilibrio.
Orden ²1/2. A este orden no existe ninguna contribucio´n y, por tanto, de la ecua-
cio´n (4.50) se obtiene
R1 = 0. (4.61)
Orden ²1. Podemos obtener el valor de R a este orden a partir de la ecuacio´n
(4.50) para reproducir la solucio´n plana [Ec. (4.24)] y un te´rmino adicional que
depende de las derivadas espaciales de h0,
R2 = φ¯−Reqγ2∇2h0. (4.62)
Orden ²3/2. A partir de la ecuacio´n (4.50) a este orden, la cual queda
0 = φ¯γ0α1x∂Xh0 − γ0
(
R3 +Reqγ2∇2h1
)
, (4.63)
es inmediato obtener el valor de R3, que es
R3 = φ¯α1x∂Xh0 −Reqγ2∇2h1. (4.64)
De la ecuacio´n (4.57) se obtiene directamente una expresio´n cerrada para las
derivadas temporales de h a este orden,
∂T1h0 = −φγ0α1x∂Xh0, (4.65)
donde observamos que la derivada temporal asociada al tiempo de propagacio´n de
la inestabilidad coincide con la parte imaginaria de la relacio´n de dispersio´n [Ec.
(4.42)]. En la expresio´n (4.65) se observa que no aparece el te´rmino de velocidad
constante ∂th0 = −²φγ0 que sı´ se tenı´a en el caso de la solucio´n plana Ec. (4.25).
Esto se debe a que la escala temporal asociada este movimiento es del orden de ²t,
que no se observa a las escalas temporales mucho mayores T1 = ²3/2t y T2 = ²2t
utilizadas para describir la evolucio´n de h.
Orden ²2. Siguiendo con el esquema propuesto anteriormente, de la ecuacio´n
(4.50) se tiene
R4 =
φ¯
γ0
Γex(²2)−Reqγ2∇2h2 + D
γ0
∇2R2, (4.66)
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donde para expresar la contribucio´n a orden ²2 de Γex dada por (4.53) hemos utili-
zado la siguiente notacio´n
Γex(²2) = γ0
[
α1x∂Xh1 + α2∇2h0 + α3(∇h0)2
]
. (4.67)
A partir de (4.57) es inmediato obtener una ecuacio´n de evolucio´n cerrada para h
a este orden, que queda
∂T1h1 + ∂T2h0 = −φΓex(²2) +D∇2R2. (4.68)
Podemos observar que para obtener el valor de las derivadas de h a orden ²n/2 en el
desarrollo necesitamos conocer R hasta orden Rn−2. Como en este punto conoce-
mos los valores de R0, R2, R3 y R4 dados por las ecuaciones (4.60), (4.61), (4.62),
(4.64) y (4.66) respectivamente, estamos en disposicio´n de deducir finalmente una
ecuacio´n cerrada para la evolucio´n temporal de h hasta orden ²3.
Orden ²5/2. A partir de la ecuacio´n (4.57) se sigue
∂T1h2 + ∂T2h1 = −φΓex(²5/2) +D∇2R3 − ∂T1R2, (4.69)
donde de nuevo hemos utilizado la notacio´n Γex(²5/2) para representar el valor de
Γex [Ec. (4.53)] a este orden en ². La derivada temporal de R2 se obtiene a partir
de las ecuaciones (4.62) y (4.65),
∂T1R2 = −Reqγ2∇2(∂T1h0) = Reqφγ0α1xγ2∇2 (∂Xh0) . (4.70)
Orden ²3. A orden ²3 escribimos
∂T1h3 + ∂T2h2 = −φΓex(²3) +D∇2R4 − ∂T1R3 − ∂T2R2. (4.71)
Como conocemos los valores de Γex(²3), R2, R3 y R4 en funcio´n de los diferentes
te´rminos en el desarrollo de h [Ec. (4.59)] podemos obtener una ecuacio´n cerrada
para la evolucio´n de h a este orden.
Si recordamos el desarrollo de h en potencias de ² (4.59) y la relacio´n entre la
derivada temporal total y las variables lentas (4.49), podemos escribir
∂th = ²3/2∂T1h0+²
2 (∂T2h0 + ∂T1h1)+²
5/2 (∂T2h1 + ∂T1h2)+²
3 (∂T2h2 + ∂T1h3) ,
(4.72)
donde hemos despreciado los te´rminos de o´rdenes mayores que ²3. Si sustituimos
los resultados alcanzados en las ecuaciones (4.65), (4.68), (4.69), y (4.71) en la
expresio´n anterior se obtiene
∂th = ²3/2 (−φγ0α1x∂Xh)+²2
{−φγ0 [α2∇2h+ α3(∇h)2]−DReq∇2(γ2∇2h)}
+ ²5/2
{
φγ0α4x(∂Xh)(∇2h) + α1x
(
φ¯D − φγ0Reqγ2
)∇2 (∂Xh)}
+ ²3
{(
Dφ¯− φγ0Reqγ2
)∇2 [α2∇2h+ α3(∇h)2]+ φ¯φγ0α21x∂2Xh} , (4.73)
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donde, de nuevo, se ha tenido en cuenta la relacio´n (4.59) y se han despreciado
derivadas de orden sexto.
La expresio´n (4.73) es la ecuacio´n buscada para la evolucio´n de h. Con el fin de
comparar con la relacio´n de dispersio´n lineal para el problema original dada en el
apartado anterior, reescalaremos las variables espaciales para volver a las variables
originales. Recordamos que X = ²1/2x e Y = ²1/2y, con lo que la ecuacio´n (4.73)
se escribe en la forma
∂th = γx∂xh+
∑
i=x,y
[
−νi ∂2i h+ λ(1)i (∂ih)2 +Ωi∂2i ∂xh+ ξi (∂xh)(∂2i h)
]
+
∑
i,j=x,y
[
−Kij∂2i ∂2j h+ λ(2)ij ∂2i (∂jh)2
]
, (4.74)
donde
γx = −²φγ0α1x; νx = ²φγ0α2x − ²2φ¯φγ0α21x; νy = −²φγ0α2y;
λ
(1)
i = −²φγ0α3i; Ωi = ²
(
φ¯D − φReqγ0γ2i
)
α1x; ξi = ²φγ0α4i;
Kij = DReqγ2i + ²
(
φReqγ0γ2i −Dφ¯
)
α2j ; λ
(2)
ij = ²
(
φ¯D − φReqγ0γ2i
)
α3j .
(4.75)
Debemos notar que la relacio´n de dispersio´n lineal para la ecuacio´n (4.74) coin-
cide con la del sistema original [ecuaciones (4.43) y (4.42)] para la banda de modos
inestables en el lı´mite de k ¿ 1. A diferencia de los resultados de Aste y Valbusa,
donde en ausencia de redepo´sito (φ = 1) era inestable para las escalas ma´s pe-
quen˜as, en nuestro caso, gracias a la existencia de una fraccio´n no nula de material
mo´vil, Req, nuestro modelo no tiene esta limitacio´n.
La ecuacio´n (4.74) es similar a (3.39), pero, a diferencia de ese caso, aquı´ los
te´rminos Ωi y Kij han aparecido sin que se hubiesen incluido en Γex, donde se
despreciaron las derivadas de orden superior ya que el acoplo de estos te´rminos
con otros del modelo so´lo podı´a dar lugar a te´rminos con derivadas de orden su-
perior que no se han tenido en cuenta en nuestro ana´lisis. Si estos te´rminos se
hubieran introducido en la expresio´n para la velocidad de excavacio´n (4.20), so´lo
se obtendrı´a una contribucio´n aditiva a los correspondientes coeficientes de (4.74),
donde aparecerı´an multiplicados por ²φγ0, como ocurre en el resto de coeficien-
tes. Otra caracterı´stica de la ecuacio´n efectiva (4.74) es que no aparece un te´rmino
constante en el desplazamiento de la altura. Esto se debe, como se vio anteriormen-
te, a que a las escalas temporales consideradas so´lo se observa la variacio´n local de
la morfologı´a y no el te´rmino de velocidad constante de la superficie plana dado en
(4.25).
Al igual que en las teorı´as continuas no lineales del capı´tulo anterior, en (4.74)
se rompe la simetrı´a de reflexio´n en el eje xˆ, aunque se conserva en el eje yˆ. La
principal diferencia entre (3.39) y (4.74) es que en esta segunda aparecen te´rmi-
nos adicionales de la forma λ(2)ij que, como se vera´ en los siguientes capı´tulos,
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resultara´n fundamentales en la evolucio´n del patro´n. Esta ecuacio´n es por tanto
novedosa y tiene un amplio espacio de para´metros que sera´ estudiado en parte en
los siguientes capı´tulos.
4.2.2.4. Incidencia normal
En el caso en el que se bombardee la muestra perpendicularmente a la superfi-
cie desaparece la asimetrı´a introducida en el bombardeo oblicuo y, para materiales
que no presenten direcciones cristalogra´ficas privilegiadas y tengan un comporta-
miento iso´tropo como ocurre en los materiales amorfos o amorfizables por bom-
bardeo y policristalinos, se tiene que: α1x = α4x = α4y = 0, α2x = α2y = α2,
α3x = α3y = α3, γ2x = γ2y = γ2, con lo que la ecuacio´n (4.74) se reduce a
∂th = −ν∇2h−K∇4h+ λ(1)(∇h)2 + λ(2)∇2(∇h)2, (4.76)
donde
ν = ²γ0φα2; K = DReqγ2 + ²
(
φReqγ0γ2 − φ¯D
)
α2;
λ(1) = −²γ0φα3; λ(2) = ²
(
φ¯D − φReqγ0γ2
)
α3. (4.77)
Esta ecuacio´n fue derivada por primera vez en [Castro et al. 2005], habie´ndose pro-
puesto una versio´n estoca´stica de la misma con anterioridad en el contexto de cre-
cimiento de pelı´culas delgadas amorfas [Raible et al. 2000; Raible, Linz y Ha¨nggi
2001] y en el de erosio´n io´nica [Kim et al. 2004]. A su vez, (4.76) es similar a la
obtenida en la seccio´n 3.5.3 salvo por el te´rmino ∇2(∇h)2, cuya influencia en la
evolucio´n de la altura se estudiara´ en pro´ximos capı´tulos. En este caso el te´rmino
correspondiente a la difusio´n superficial aparece de forma natural si consideramos
una densidad de material Req distinta de cero. Es por tantoKij , el u´nico coeficiente
cuyo origen no es puramente erosivo. Si suponemos que este te´rmino esta´ te´rmica-
mente activado, las dependencias de la longitud de onda de la inestabilidad lineal
con respecto a los para´metros experimentales como la temperatura, energı´a o flujo
son ana´logas a las de las teorı´as continuas estudiadas en el capı´tulo anterior.
Una propiedad importante de (4.76) es que, en el caso de que el redepo´sito sea
despreciable (φ ' 1), λ(1) y λ(2) tienen el mismo signo, tal y como ocurre en el
caso puramente erosivo [Kim et al. 2004] visto en la seccio´n 3.5.5; esto provoca
que el sistema sea no linealmente inestable [Raible, Linz y Ha¨nggi 2001; Castro
et al. 2005]. Parece, por tanto, que este es un problema intrı´nseco de la descripcio´n
con un so´lo campo que se soluciona, si la fraccio´n de material redepositado y la
difusividad son altas, cuando se plantea el modelo “hidrodina´mico” a dos campos.
4.2.2.5. Incidencia rotante
En el caso de que se gire simulta´neamente la muestra mientras se bombardea,
vimos en el capı´tulo 2 que se obtenı´an patrones iso´tropos diferentes a los que se
obtendrı´an si no existiese rotacio´n. Al igual que se hizo en la seccio´n 3.5.4, a partir
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de la ecuacio´n para h en el caso incidencia oblicua [Ec. (4.74)] es posible obtener
una expresio´n para la evolucio´n de la altura en el caso de sustrato rotante. Si el
sistema se gira un a´ngulo azimutal ϕ respecto al sistema de laboratorio original,
podemos introducir unas nuevas variables, que denotaremos por el subı´ndice r,
relacionadas con las anteriores segu´n
xr = x cosϕ+ y sinϕ, (4.78)
yr = −x sinϕ+ y cosϕ, (4.79)
zr = z, (4.80)
de forma que podemos relacionar las derivadas en uno y otro sistema segu´n
∂
∂x
= cos(ϕ)
∂
∂xr
+ sin(ϕ)
∂
∂yr
, (4.81)
∂
∂y
= − sin(ϕ) ∂
∂xr
+ cos(ϕ)
∂
∂yr
. (4.82)
Podemos reescribir los te´rminos de (4.74) en estas nuevas variables. Por ejemplo,
para los te´rminos γx, νx y νy resulta
γx
∂h
∂x
= γx
(
cos(ϕ)
∂h
∂xr
+ sin(ϕ)
∂h
∂yr
)
, (4.83)
νx
∂2h
∂x2
+ νy
∂2h
∂y2
=
[
νx cos2(ϕ) + νy sin2(ϕ)
] ∂2h
∂x2r
+
[
νy cos2(ϕ) + νx sin2(ϕ)
] ∂2h
∂y2r
+ (νx − νy) sin(2ϕ) ∂
2h
∂xr∂yr
. (4.84)
Si suponemos que la muestra gira con velocidad angular constante, ϕ˙, lo suficiente-
mente ra´pida como para que el valor efectivo de los coeficientes sea el promediado
entre 0 y 2pi, se obtiene para (4.83)∫ 2pi
0
γx
∂h
∂x
dϕ = γx
∫ 2pi
0
(
∂h
∂xr
cos(ϕ) +
∂h
∂yr
sin(ϕ)
)
dϕ = 0, (4.85)
mientras que los te´rminos de (4.84) tras promediar sobre ϕ se reducen a∫ 2pi
0
(
νx
∂2h
∂x2
+ νy
∂2h
∂y2
)
dϕ =
(
νx + νy
2
)(
∂2h
∂x2r
+
∂2h
∂y2r
)
=
(
νx + νy
2
)
∇2rh.
(4.86)
Es inmediato, aunque un poco farragoso, obtener el resto de te´rminos de la
ecuacio´n (4.74) en el sistema de referencia rotado; aquı´ nos limitaremos a escribir-
los una vez promediados. Hecho esto, la ecuacio´n para la evolucio´n de la altura de
la superficie se reduce a
∂th = −νr∇2rh−Kr∇4rh+λ(1)r (∇rh)2+λ(2)r ∇2r (∇rh)2+λ(3)r ∇r ·
[(∇2rh)∇rh] ,
(4.87)
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con
νr =
νx + νy
2
; Kr = 3Kx,x + 3Ky,y +Kx,y +Ky,x8 , λ
(1)
r =
λ
(1)
x + λ
(1)
y
2
;
λ(2)r =
λ
(2)
x,x + λ
(2)
y,y + λ
(2)
x,y + λ
(2)
y,x
4
; λ(3)r =
λ
(2)
x,x + λ
(2)
y,y − λ(2)x,y − λ(2)y,x
4
; (4.88)
donde, como es fa´cil demostrar, desaparecen las derivadas impares y el sistema
presenta de nuevo simetrı´a rotacional. Se debe notar que, a diferencia del capı´tulo
anterior donde en la ecuacio´n para incidencia normal y sustrato rotante tenı´an la
misma forma, ahora aparece un te´rmino adicional de la forma ∇r ·
[(∇2rh)∇rh]
del mismo orden en potencias de h y de derivadas espaciales que ∇2r (∇rh)2. Am-
bos son, sin embargo, equivalentes en el caso unidimensional. En el capı´tulo 6, se
integrara´n nume´ricamente la ecuaciones (4.76) y (4.87), y se pondra´ de manifiesto
explı´citamente la diferencia entre ambos te´rminos para d = 2.
4.3. Conclusiones
Basa´ndonos en los modelos fenomenolo´gicos que describen la formacio´n de
ondulaciones en la arena, hemos propuesto un modelo de dos campos acoplados
para describir la evolucio´n de la morfologı´a en el caso de bombardeo io´nico. Las
inestabilidades tienen origen diferentes en ambos casos. Mientras que para la ero-
sio´n io´nica se debe a que se erosionan ma´s ra´pidamente los valles que las crestas
(es la conocida inestabilidad de Sigmund, que se refleja en el signo positivo de α2),
para la arena se origina en la creacio´n de una mayor cantidad granos reptadores en
las pendientes opuestas a la direccio´n del viento (matema´ticamente esto se refleja
en el signo positivo de α1) que, junto con la velocidad neta de arrastre, provoca un
mayor depo´sito de material en las cercanı´as de los picos. Esta velocidad de arras-
tre es otra diferencia con el modelo de erosio´n io´nica donde, debido a la escasa
frecuencia de bombardeo en comparacio´n con el resto de tiempos involucrados en
la evolucio´n, se desprecia la transferencia de momento de los iones a la capa de
material mo´vil. Adema´s, existe otra diferencia fundamental entre ambos modelos,
y es que en el caso de la arena la cantidad de material se conserva.
A pesar de estas diferencias, es la primera vez que se generaliza el modelo hi-
drodina´mico de erosio´n para un sustrato bidimensional donde la introduccio´n de
nuevos te´rminos en las expresiones paras las velocidades de excavacio´n y adicio´n
en el caso io´nico nos permiten predecir la interrupcio´n del ensanchamiento de las
estrı´as observado experimentalmente y au´n no explicado en los estudios sobre me-
dios arenosos como se vera´ en los siguientes capı´tulos.
En cuanto a las principales diferencias con los modelos teo´ricos de erosio´n an-
teriores, en estos no se permitı´a el redepo´sito y la difusio´n superficial se introducı´a
ad hoc. En el modelo hidrodina´mico se considera la evolucio´n de un campo R que
modela el flujo de material sobre la superficie, cuyo origen es debido al efecto del
bombardeo o a la activacio´n te´rmica. Es, por tanto, la primera vez que se estudia
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explı´citamente el efecto que puede tener una capa difusiva en la evolucio´n de la
superficie. Tambie´n se formula, por vez primera, una descripcio´n equivalente a la
de Mullins para los regı´menes de evaporacio´n-condensacio´n y difusio´n superficial
teniendo en cuenta dos campos, uno fijo que representa la altura de la superficie y
otro mo´vil. Todos estos mecanismos adicionales permiten generalizar el modelo de
erosio´n actual e inducen una dina´mica de patrones ma´s rica y compleja, como se
vera´ en los siguientes capı´tulos, que permiten explicar algunas de las observaciones
experimentales no predichas hasta la fecha por las teorı´as actuales.
5
Estudio analı´tico y nume´rico del
modelo unidimensional
En este capı´tulo se deduce la ecuacio´n efectiva de erosio´n unidimensional a
partir del modelo hidrodina´mico de dos campos equivalente al propuesto en el
capı´tulo anterior. Se estudiara´ en detalle dicha ecuacio´n y se comparara´ con la
integracio´n nume´rica del modelos completo. Esta ecuacio´n presenta caracterı´sticas
novedosas que se analizara´n dentro del contexto de las teorı´as actuales para la
formacio´n y evolucio´n de patrones en procesos de crecimiento o erosio´n.
5.1. Reduccio´n del modelo “hidrodina´mico” de ero-
sio´n al caso 1d
Antes de estudiar en detalle la ecuacio´n (4.74) vamos a analizar el modelo hi-
drodina´mico de erosio´n propuesto en la seccio´n (4.2.2) en el caso unidimensional.
Esta simplificacio´n es frecuente en el estudio de los modelos para la arena, en los
que se considera que el sistema presenta invariancia traslacional en la direccio´n
perpendicular a la del viento. Esta simplificacio´n tambie´n es va´lida, por ejemplo,
en el caso de erosio´n io´nica si se considera un material amorfo, donde la difusio´n es
iso´tropa, cuando se bombardea la muestra en posicio´n perpendicular. En ese caso,
tal y como se sen˜alo´ en la seccio´n 3.5.1, los coeficientes de la ecuacio´n (3.39) veri-
fican: 0 = γx = ξx = ξy, νx = νy y λx = λy. Como en el modelo hidrodina´mico
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se cumple: α0 = v0, α1x = −γx/v0, α2x,y = −νx,y/v0, α3x,y = −λx,y/v0 y
α4x,y = −ξx,y/v0, podemos escribir la versio´n unidimensional de las ecuaciones
(4.15) y (4.16) de la siguiente manera:
∂tR = φ¯Γex − Γad +D∂2xR, (5.1)
∂th = −Γex + Γad, (5.2)
donde las tasas de excavacio´n y adicio´n se reducen a
Γex = α0
[
1 + α2∂2xh+ α3(∂xh)
2
]
, (5.3)
Γad = γ0
[
R−Req(1− γ2∂2xh)
]
. (5.4)
Podemos repetir los ca´lculos del capı´tulo anterior para este caso particular y
eliminar el campo R del sistema de ecuaciones acopladas (5.1)-(5.4) para obtener
nuevamente una u´nica ecuacio´n efectiva que describa la evolucio´n de la altura de la
superficie. Esta ecuacio´n es la versio´n unidimensional de (4.74), que toma la forma
∂th(x, t) = v0 − ν∂2xh−K∂4xh+ λ1(∂xh)2 + λ2 ∂2x(∂xh)2. (5.5)
En este caso hemos introducido el te´rmino de desplazamiento constante de la solu-
cio´n plana dado por (4.25) y el resto de para´metros de (5.5) se relacionan con los
del modelo hidrodina´mico [Ec. (5.1)-(5.4)] segu´n
v0 = −²φγ0; ν = ²φγ0α2; K = DReqγ2 − ²
(
φ¯D − φReqγ0γ2
)
α2;
λ1 = −²φγ0α3; λ2 = ²
(
φ¯D − φReqγ0γ2
)
α3. (5.6)
Esta ecuacio´n, restringie´ndonos al caso unidimensional, generaliza la descrip-
cio´n obtenida en la seccio´n 3.5 mediante la ecuacio´n KS. Efectivamente, si no con-
sideramos la existencia de una densidad de material mo´vil en equilibrio, Req = 0,
y en ausencia de redepo´sito, φ = 1, la ecuacio´n (5.5) se reduce a la ecuacio´n KS,
donde los coeficientes de (5.5) coinciden con los de la teorı´a no lineal del capı´tulo
3. Tal y como se menciono´ en el capı´tulo anterior, en nuestro modelo de partida
hemos despreciado los te´rminos de derivadas superiores en la expresio´n para la
velocidad de excavacio´n Γex. En el caso de las derivadas cuartas, esto es equiva-
lente a considerar el re´gimen de altas temperaturas donde se desprecia la difusio´n
superficial activada por la erosio´n.
Por otro lado, en el caso de que se considere la existencia de un flujo de mate-
rial mo´vil que difunde sobre la superficie, como se comento´ en el capı´tulo anterior,
se reformula la teorı´a de Mullins con dos campos acoplados y el te´rmino de di-
fusio´n superficial que introducı´an Bradley y Harper para describir correctamente
la superficie aparece de forma natural. Para completar el ana´lisis, debemos notar
que es necesario que exista redepo´sito φ 6= 1 para que nuestra descripcio´n conti-
nua sea correcta, pues en caso contrario, λ1 y λ2 tendrı´an el mismo signo y, como
se mostro´ en la seccio´n 3.5.5, esto provoca que la ecuacio´n de evolucio´n sea no
linealmente inestable para determinados modos.
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5.1.1. Ana´lisis preliminar y comparacio´n de ambos sistemas
Con el fin de comprobar los ca´lculos y las aproximaciones con las que se llega
a este resultado, hemos integrado nume´ricamente las ecuaciones [Ec. (5.1)-(5.4)] y
(5.5) utilizando un esquema de Euler simple con condiciones de contorno perio´di-
cas y pasos espacial y temporal de4x = 1.0 y4t = 0.01, respectivamente, a par-
tir de una superficie inicial aleatoria distribuida uniformemente entre h = −0.05
y h = 0.05, con condiciones de contorno perio´dicas. Se utilizo´ la discretizacio´n
mejorada propuesta por Lam y Shin [Lam y Shin 1998] para los te´rminos no li-
neales y se implemento´ el co´digo de integracio´n en C++. Tanto para el sistema
de uno como para el de dos campos mostrados en la figuras 5.1 y 5.2 se tomaron
las mismas condiciones iniciales y se utilizo´ (5.6) para relacionar el valor de los
coeficientes de ambos sistemas.
En el caso de las figuras 5.1 (a) y 5.2 (a) se muestra la evolucio´n de la altura de
la superficie h y el grosor del campo R sobre el campo h para diferentes instantes
de tiempo. Tal y como se dedujo en el capı´tulo anterior, el valor de R permanece
aproximadamente constante e igual a Req.
En las figuras 5.1 (b) y 5.2 (b) se compara la evolucio´n de h para el modelo
hidrodina´mico de dos campos y la ecuacio´n efectiva con la relacio´n de para´metros
dada por (5.6) en diferentes instantes. Se observa que para tiempos cortos, antes de
que las pendientes sean grandes y los te´rminos no lineales sean relevantes, los per-
files son muy parecidos. Una vez lejos del re´gimen lineal, si nos encontramos lejos
del umbral de la inestabilidad los perfiles se diferencian, pero au´n ası´ la ecuacio´n
(5.5) captura las caracterı´sticas esenciales del modelo hidrodina´mico, como son la
forma del patro´n y su orden a corto alcance.
Habı´amos visto en el capı´tulo anterior que las relaciones de dispersio´n para
el modelo de dos campos y la ecuacio´n efectiva son aproximadamente iguales en
el caso de valores suficientemente pequen˜os de ². Para las figuras 5.1 (a) y (b) el
ma´ximo en la relacio´n de dispersio´n lineal es kl = 0.070, lo que implica que la
longitud de onda lineal es ll = 98, mientras que en las figuras 5.2 (a) y (b) se
tiene kl = 0.30 y ll = 42. Efectivamente, podemos comprobar en la figura 5.2
que la inestabilidad en el caso de (a) y (b) se desarrolla a taman˜os ma´s pequen˜os y
tiempos ma´s cortos que en el caso de las figuras 5.1 (a) y (b), y es del orden de estos
valores de ll. Tras esta etapa, se forma un patro´n de para´bolas ordenadas que crece
hasta alcanzar una determinada longitud de onda, y que estudiaremos en detalle
en las pro´ximas secciones. Si recordamos del capı´tulo anterior, se tenı´a kl ∼ ²1/2;
ası´, el hecho de que kl sea ma´s pequen˜o en el caso de las figuras 5.1 (a) y (b) que
para el caso de 5.2 (a) y (b) es el responsable de que la ecuacio´n efectiva describa
mejor la evolucio´n de h para el primer caso, tal y como se observa al comparar las
gra´ficas 5.1 (b) y 5.2 (b). Por otro lado, para valores au´n menores de ² los taman˜os
y los tiempos en los que se desarrolla la inestabilidad lineal son mayores y las
simulaciones ma´s costosas.
Como se vera´ ma´s adelante, una magnitud relevante para entender el comporta-
miento de la evolucio´n de la intercara es la relacio´n entre los para´metros lineales y
120 Estudio analı´tico y nume´rico del modelo unidimensional
(a)
-36
-35
-34
-155
-150
h(x)
0 100 200 300 400 500
x
-2410
-2400
t=1.2·105
t=5.1·105
t=8.3·106
(b)
-35.85
-35.8
-35.75
-155
-150
h(x)
0 500 1000 1500 2000
x
-2420
-2410
-2400
t=1.2·105
t=5.1·105
t=8.3·106
Figura 5.1 — (a) Evolucio´n temporal del grosor de la capa mo´vil R sumada a h (lı´nea
continua) y la altura de la superficie (lı´nea a trazos) para el sistema de ecuaciones (5.1)-
(5.4) con φ¯ = 0.99, ² = 0.03, α2 = 30, α3 = −3, Req = γ0 = γ2 = 1 y D = 10;
(b) evolucio´n temporal de h en el modelo hidrodina´mico de dos campos [Ecs. (5.1)-(5.4)]
en las mismas condiciones que (a) (lı´nea verde) y para la ecuacio´n efectiva (5.5) con los
para´metros correspondientes que se obtienen de la relacio´n (5.6): v0 = −0.0003, ν =
0.009, K = 1.099, λ1 = 0.0009 y λ2 = −0.8901 (lı´nea oscura).
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Figura 5.2 — (a) Igual que la fig. 5.1 (a) con φ¯ = 0.9; (b) evolucio´n temporal de h
en el modelo hidrodina´mico de dos campos [Ecs. (5.1)-(5.4)] en las mismas condiciones
que (a) (lı´nea verde) y para la ecuacio´n efectiva (5.5) con los para´metros correspondientes
que se obtienen de la relacio´n (5.6): v0 = −0.003, ν = 0.09, K = 1.99, λ1 = 0.009 y
λ2 = −0.801 (lı´nea oscura).
no lineales que definiremos como: r = |νλ2/(Kλ1)|. En el caso de 5.1 (a) y (b) se
tiene r = 8.1, y para 5.2 (a) y (b) r = 4.0. Antes de estudiar en detalle la ecuacio´n
unidimensional efectiva, adelantaremos que este para´metro nos da una medida del
orden y el ensanchamiento de las estructuras. Cuanto mayor es r, ma´s ordenado y
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ma´s aumenta el taman˜o del patro´n, tal y como se vera´ en la seccio´n 5.3.
En la figura 5.3 se representan las evoluciones temporales de la rugosidad glo-
bal y la longitud de onda del patro´n, definida como la distancia lateral media entre
un mı´nimo local y el siguiente mı´nimo consecutivo, para el modelo de dos cam-
pos y la ecuacio´n efectiva unidimensional. El taman˜o del sistema de integracio´n
fue L = 2048 y, debido a que se necesitan tiempos de simulacio´n muy largos pa-
ra que el perfil sature completamente, se promedio´ so´lo sobre cinco realizaciones
para el modelo de un campo, y sobre dos realizaciones para el modelo de dos cam-
pos. Observamos, de nuevo, que tanto la rugosidad como la longitud del patro´n se
comportan de forma parecida en ambos modelos. Tras una etapa en la que W au-
menta de forma exponencial debido al crecimiento en amplitud de la inestabilidad
lineal (hasta t ' 3 × 105), le sigue un ensanchamiento en la longitud de onda del
patro´n en el que la amplitud del mismo tambie´n aumenta, pero considerablemente
ma´s despacio en en la fase anterior. Este crecimiento puede ajustarse a una ley de
potencias efectiva, la cual, para el modelo de dos campos de la figura 5.1, verifica
l ∼ t0.45. Tras este proceso, el perfil satura (t ' 3×106) y tanto la rugosidad como
l permanecen constantes. En la figura 5.3 (b) se pone de manifiesto el proceso de
ensanchamiento de la longitud de onda del patro´n, que varı´a desde su valor corres-
pondiente a la inestabilidad lineal (ll = 98), hasta un valor de saturacio´n cercano a
l = 180.
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Figura 5.3 — Evolucio´n temporal de la rugosidad global, W (t), [figura (a)] y de la
longitud de onda del patro´n, l(t), [figura (b)] en el modelo hidrodina´mico de dos campos
(tria´ngulos) y para la ecuacio´n efectiva (5.5) (cı´rculos) en las mismas condiciones de la
figura 5.1. La lı´nea a trazos representa un ajuste a una ley de de potencias del modelo de
dos campos l ∼ t0.45, que se ha desplazado verticalmente para su mejor visualizacio´n.
Los resultados anteriores nos llevan a la conclusio´n de que, no solamente la
ecuacio´n efectiva obtenida captura el comportamiento esencial de la la intercara
propuesto en el modelo hidrodina´mico, sino que la relacio´n (5.5) entre los para´me-
tros es la correcta. Este modelo permitira´ explicar, como veremos ma´s adelante y
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como ya hemos adelantado en nuestro ana´lisis, algunas caracterı´sticas esenciales
de la evolucio´n de las superficies sometidas a bombardeo io´nico. Entre ellas, el
proceso de ensanchamiento interrumpido de las estrı´as y el orden a corto alcance
del patro´n.
En la figura 5.4 se muestra la evolucio´n temporal de R en las mismas con-
diciones que la figura 5.2. Debemos destacar que los ma´ximos y mı´nimos de R
coinciden con los de h. Esto es natural si pensamos en el campo R como una den-
sidad de material mo´vil que tiende a relajar el perfil. Debe existir mayor cantidad
de material disponible en los ma´ximos para que difunda hacia los mı´nimos, o di-
cho de otra forma, la cantidad de material mo´vil en los mı´nimos se incorpora ma´s
ra´pidamente al sustrato y desaparece antes. Por otro lado, en el estado estacionario
las derivadas temporales se anulan y las ecuaciones (5.1) y (5.2) se reducen a
0 = φ¯Γex − Γad +D∂2xRs, (5.7)
0 = −Γex + Γad. (5.8)
De (5.8) se deduce que Γex = Γad, es decir, en el estado estacionario la cantidad
de materia por unidad de tiempo que se excava y la que se an˜ade al sustrato es la
misma. Sustituyendo este resultado en (5.7), se obtiene una ecuacio´n para el grosor
superficial de los a´tomos mo´viles R(x) en funcio´n del perfil estacionario de altura,
h(x):
R(x) = Req
[
1− γ2∂2xh(x)
]
+
D
φγ0
∂2xR(x). (5.9)
En la figura 5.4 se muestra el valor de R para diferentes tiempos dados por
la expresio´n (5.9) a partir del valor nume´rico de las derivadas espaciales de R
y h en esos instantes. Una forma de evaluar en que´ momento se ha alcanzado
un perfil estacionario que no evoluciona en el tiempo es comparar el valor de R
obtenido mediante integracio´n nume´rica del sistema (5.1)-(5.4) y el dado por la
expresio´n (5.9). Podemos observar en la figura 5.4 que, mientras que se desarrolla
la inestabilidad y continu´a el proceso de ensanchamiento del patro´n, ambos valores
no coinciden. Lo cual sı´ ocurre para el instante t = 1.5× 106, en el que el sistema
ya ha alcanzado el estado estacionario y muestra un perfil con un patro´n fijo.
Como se puede comprobar en la figura 5.5, donde se representa el perfil de
altura h y el grosor de la capa mo´vil R en t = 1.5 × 106, las variaciones de R
en torno a su valor de equilibrio Req son del orden de ², tal y como se dedujo en
el capı´tulo anterior, y mucho ma´s pequen˜as que las variaciones en h [que son del
orden de la decena, como tambie´n se pone de manifiesto en 5.5]. De esta forma, se
puede aproximar la expresio´n (5.9) por
R(x) ≈ Req
[
1− γ2∂2xh(x)
]
, (5.10)
de donde se deduce efectivamente que la cantidad de material disponible para di-
fundir es mayor en los picos (donde la segunda derivada de h es negativa) que en
los valles (donde la segunda derivada es positiva). Este hecho se comprueba en 5.5,
donde se observa que los ma´ximos y mı´nimos locales de R coinciden con los de h.
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Figura 5.4 — R en funcio´n de x obteni-
do mediante integracio´n nume´rica del siste-
ma de ecuaciones (5.1)-(5.4) para los mis-
mos para´metros y condiciones iniciales que
la figura 5.2 (lı´nea oscura), y valor de R da-
do por la expresio´n (5.9) a partir de las de-
rivadas espaciales de R y h en ese instante
(lı´nea verde).
Figura 5.5 — R y h en funcio´n de x obte-
nido mediante integracio´n nume´rica del sis-
tema de ecuaciones (5.1)-(5.4) para los mis-
mos para´metros y condiciones iniciales que
la figura 5.2 en t = 1.5× 106.
5.2. Estado actual de la teorı´a de evolucio´n de pa-
trones para ecuaciones interfaciales
Tal y como ya hemos adelantado en la seccio´n anterior, la ecuacio´n (5.5) pre-
senta la formacio´n de un patro´n cuya longitud de onda y amplitud crecen en el
transcurso del tiempo. Como se estudio en el capı´tulo 1, los procesos que dan lugar
a que se formen patrones aparecen con asiduidad en la naturaleza y constituyen uno
de los campos de investigacio´n ma´s activos en las u´ltimas de´cadas. Con el fin de
describir estos sistemas, y debido a que es una forma efectiva de describir analı´tica
y nume´ricamente este tipo propiedades morfolo´gicas, se suelen utilizar este tipo de
ecuaciones que describen la evolucio´n de la altura de la superficie y que presentan
invariancia bajo traslacio´n global en h (h(x, t) → h(x, t) + cte.). Las ecuaciones
que presentan la formacio´n de estas estructuras pueden clasificarse en diferentes
tipos dependiendo de si la longitud de onda del patro´n, l, y su amplitud, A, son
estacionarias o evolucionan en el tiempo. En particular, serı´a interesante deducir
algunos criterios que pudieran darnos informacio´n sobre el comportamiento tem-
poral del patro´n a partir de la ecuacio´n de evolucio´n considerada. Esto se hace en
las referencias Politi y Misbah (2004) y Politi y Misbah (2006), donde se desa-
rrolla un criterio general a partir del me´todo de la ecuacio´n de la fase [Cross y
Hohenberg 1993] para clasificar la evolucio´n no lineal de sistemas que presentan
formacio´n de patrones y que son descritos por ecuaciones para la altura de la in-
tercara. Este me´todo consiste en estudiar perturbativamente la modulacio´n de la
fase de un patro´n perio´dico. Basa´ndose en e´l, en estos trabajos se proponen cuatro
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escenarios diferentes que dependen del comportamiento de la longitud de onda del
patro´n en funcio´n de su amplitud para una gran variedad de ecuaciones conser-
vadas y no-conservadas. Se encuentra que, si l(A) es una funcio´n decreciente, el
sistema desarrolla un perfil cuya amplitud y longitud de onda permanecen constan-
tes en el transcurso del tiempo. Si l(A) es una funcio´n creciente, el patro´n crece
en amplitud y longitud de onda indefinidamente, igual que ocurrirı´a si l(A) es una
funcio´n decreciente para valores pequen˜os de A, pero crece para valores de A su-
ficientemente grandes. Esto ocurre en los modelos esta´ndar de Ginzburg-Landau y
Cahn-Hilliard. En Politi y Misbah (2006) se utiliza esta te´cnica para obtener co´mo
crece el patro´n en funcio´n del tiempo, y se deduce que en los dos casos anteriores
l ∼ log(t). En el caso de que l(A) comience a crecer y luego decrezca con A, el
ensanchamiento del patro´n se interrumpe, pero la amplitud crece indefinidamente.
En cualquier caso, al igual que fue conjeturado por J. Krug para ecuaciones unidi-
mensionales que describan de forma local la evolucio´n de la altura en el contexto
de crecimiento, no parece posible encontrar una ecuacio´n que describa la aparicio´n
y evolucio´n de un patro´n que alcance una longitud de onda y amplitud constan-
tes [Krug 2001]. Estas conclusiones parecen contradecir los resultados mostrados
anteriormente, donde se dedujo una ecuacio´n efectiva para la evolucio´n de h que
parece mostrar un patro´n cuya longitud de onda y amplitud crecen hasta alcanzar
un taman˜o estacionario.
En la siguiente seccio´n estudiaremos en detalle la ecuacio´n (5.5) tanto nume´ri-
ca como analı´ticamente para llegar a la conclusio´n que, al menos para cortas dis-
tancias, efectivamente representa un ejemplo de ecuacio´n unidimensional de evolu-
cio´n local que muestra la aparicio´n y evolucio´n de un patro´n ordenado cuyo taman˜o
satura en el tiempo. Estos resultados nos ayudara´n a entender que´ mecanismos
provocan que este ensanchamiento se interrumpa y que´ tipo de no linealidades lo
provocan.
5.3. Estudio de la ecuacio´n efectiva de erosio´n uni-
dimensional
En la seccio´n 5.1 habı´amos deducido la siguiente ecuacio´n de evolucio´n para
la altura de la intercara
∂th(x, t) = −ν∂2xh−K∂4xh+ λ1(∂xh)2 + λ2 ∂2x(∂xh)2, (5.11)
donde hemos eliminado el para´metro v0 sin ma´s que considerar un sistema de re-
ferencia que se mueva con velocidad uniforme respecto al original segu´n la trans-
formacio´n h→ h+ v0t, y donde el resto de los para´metros esta´n relacionados con
los del sistema hidrodina´mico de dos campos segu´n (5.6), los cuales dependen de
las condiciones experimentales.
La versio´n determinista de la ecuacio´n (5.11) no ha sido au´n estudiada. Aquı´ nos
limitaremos a analizar su comportamiento para los valores de los coeficientes que
son de intere´s en el contexto de la formacio´n de patrones. Para que se produzca
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una inestabilidad lineal para grandes longitudes de onda se debe verificar que ν y
K sean positivos, tal y como ocurre en el contexto de la erosio´n io´nica. Por otro
lado, tal y como se mostro´ en la seccio´n 3.5.5, para que los te´rminos no linea-
les no se cancelen y la descripcio´n continua sea adecuada, los coeficientes λ1 y
λ2 deben tener distinto signo. Si cambiamos simulta´neamente los signos de λ1 y
λ2, la ecuacio´n (5.11) permanece invariante bajo la transformacio´n h→ −h. Esto
nos permitira´ poder considerar so´lo el signo positivo para λ1 y el negativo para
λ2, pues el otro caso es equivalente a invertir el perfil. Para λ2 = 0 la ecuacio´n
(5.11) se reduce a la conocida Kuramoto-Sivashinsky (KS) que se presento´ en la
seccio´n 1.5.4, la cual presenta un patro´n de longitud de onda fija que se desordena
en el transcurso del tiempo. Por otro lado, si λ1 = 0, se tiene la ecuacio´n conocida
como ecuacio´n de Kuramoto-Sivashinsky conservada que se presento´ en la seccio´n
1.5.6. Tal y como se mostro´ allı´, esta ecuacio´n presenta un patro´n de para´bolas
yuxtapuestas cuyas longitud de onda y amplitud aumentan indefinidamente en el
tiempo.
Con el fin de reducir el nu´mero de para´metros de la ecuacio´n (5.11) y sim-
plificar nuestro ana´lisis, podemos reescalar x, t y h segu´n x → (K/ν)1/2x, t →
(K/ν2)t y h→ (ν/λ1)h, de forma que resulta la ecuacio´n uniparame´trica
∂th(t, x) = −∂2xh− ∂4xh+ (∂xh)2 − r∂2x(∂xh)2, (5.12)
donde r = −(νλ2)/(Kλ1) es un para´metro positivo (ver apartado 5.1.1) que mi-
de la relacio´n entre los para´metros lineales y los no lineales. De hecho,
√K/ν y√
λ2/λ1 tienen dimensiones de longitud y representan medidas de las distancias
de “crossover” entre los te´rminos lineales y entre los no lineales. Podemos ası´ es-
tudiar todo el rango de para´metros de la ecuacio´n (5.11) sin ma´s que aplicar las
transformaciones adecuadas y conocer el comportamiento de (5.12) para todo r.
Para llevar a cabo este ana´lisis se ha implementado en C++ un co´digo de in-
tegracio´n de Runge-Kutta de cuarto orden utilizando la discretizacio´n mejorada
propuesta por Lam y Shin [Lam y Shin 1998] para los te´rminos no lineales. Se
han utilizado condiciones de contorno perio´dicas y un espaciado de red constante
con 4x = 0.5 y 4t = 0.01 tras comprobarse que los resultados no se modifi-
caban apreciablemente si se reducı´an au´n ma´s estos valores. Los valores iniciales
para la altura que se mostrara´n en esta seccio´n esta´n uniformemente distribuidos
entre 0 y 1, y los promedios estadı´sticos se han realizado sobre 250 condiciones
iniciales diferentes. El taman˜o tı´pico de las simulaciones aquı´ presentadas es de
L = 512 (1024 nodos) salvo cuando se indique otra cosa, y los coeficientes se
fijara´n a ν = 1, K = 1, λ = 0.1, donde variaremos λ2 con el fin de modifi-
car el valor de r. De esta forma se fijara´ el taman˜o de la inestabilidad lineal a
ll = 2pi
√
2K/ν = 8.9, lo que significa que nuestro espaciado de red es aproxi-
madamente 18 veces ma´s pequen˜o que esta distancia; esto permite una integracio´n
adecuada, y podremos analizar el proceso de ensanchamiento hasta un longitud
unas 60 veces mayor que ll.
Utilizando el esquema de integracio´n anterior se ha obtenido la evolucio´n del
perfil de alturas mostrada en la figura 5.3 para r = 50. A partir de una condicio´n
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Figura 5.6 — Perfil de alturas
para la ecuacio´n (5.12) con r = 50
para un sistema de taman˜o L =
128 (256 nodos) en los tiempos (a)
t = 2, 6, 11; (b) t = 11, 24, 41;
(c) t = 41, 70, 103; (d) t = 103,
153, 205; (e) t = 205, 302, 425; (f)
t = 425, 764, 1024. El perfil evolu-
ciona de forma que el valor ma´xi-
mo de h se alcanza para tiempos
posteriores.
inicial aleatoria se forma una estructura perio´dica, cuya longitud de onda se corres-
ponde con el ma´ximo de la relacio´n de dispersio´n lineal, ll, y cuya amplitud crece
de forma exponencial en el transcurso tiempo [figura 5.3 (a)]. Para tiempos poste-
riores, las pendientes aumentan y los te´rminos no lineales se hacen relevantes con
lo que se frena el crecimiento de la inestabilidad. En primer lugar interviene la no
linealidad conservada, ∂2x(∂xh)
2 (CKPZ), que como en la ecuacio´n (1.39) provoca
la aparicio´n de una serie de celdas parabo´licas ordenadas cuyos taman˜os aumentan
con el tiempo; por lo tanto, el nu´mero de e´stas disminuye como consecuencia de
que las ma´s pequen˜as son absorbidas por las vecinas mayores [figuras 5.3 (b)-(e)].
En la figura 5.7 (a) se muestra la evolucio´n en el tiempo de la altura media de la
superficie, h¯(t), definida en (1.2), la longitud de onda y amplitud del patro´n, l(t) y
A(t), definidas como el valor medio de la distancia lateral ente dos mı´nimos locales
consecutivos y la diferencia de altura entre un mı´nimo local y el siguiente ma´ximo
local, respectivamente, y la rugosidad global, W (t), definida en (1.1). Como se
observa en esta figura, la altura media de la superficie h¯(t) comienza a crecer a
partir de t ≈ 70. Esto es debido a que el te´rmino no conservado, (∂xh)2 (KPZ), el
cual es el u´nico responsable de que la altura promedio no se conserve, comienza a
ser relevante. Al mismo tiempo, el proceso de crecimiento de l y A se frena, hasta
que se alcanza un estado estacionario con un patro´n de longitud de onda y amplitud
fijas, que se desplaza a velocidad constante en la direccio´n de h [figura 5.3 (f)].
Este comportamiento pone de manifiesto que el te´rmino CKPZ actu´a a las es-
calas ma´s pequen˜as y es el responsable de que aparezca un patro´n ordenado cuyo
taman˜o de las celdas aumenta en el tiempo, como en la ecuacio´n (1.39). Una vez
las pendientes son lo suficientemente grandes como para que el te´rmino KPZ deje
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Figura 5.7 — (a) Evolucio´n temporal de la altura media h¯(t), de la longitud de onda
l(t) y de la amplitud A(t) del patro´n, y de la rugosidad global de la superficie W (t), para
r = 50; (b) factor de estructura (PSD) correspondiente en funcio´n del vector de onda
q para t = 4, 15, 30, 60, 125, 250, 1129, y 10653 (de abajo arriba, respectivamente). Las
curvas se han desplazado verticalmente para su mejor visualizacio´n.
de ser despreciable, e´ste provoca que se interrumpa el crecimiento de las celdas;
de esta forma, la longitud de onda y amplitud finales del patro´n dependen de la
relacio´n entre el te´rmino CKPZ y el KPZ. Una vez se ha alcanzado un estado es-
tacionario para la longitud de onda y amplitud del patro´n, la pendiente media de la
superficie se hace independiente de t y la altura media de la superficie se desplaza
con velocidad uniforme.
En la figura 5.7 (b) se muestra el factor de estructura, definido en (1.3), para
diferentes tiempos. El primer ma´ximo local indica la longitud de onda del patro´n.
Podemos ver co´mo este pico se desplaza hacia valores ma´s pequen˜os de q, lo cual
pone de manifiesto el proceso de ensanchamiento de las celdas en el transcurso del
tiempo, hasta alcanzar un valor fijo en torno a q0 = 0.17, lo cual esta´ de acuerdo
con el valor estacionario de l = 36 que se observa en la figura 5.7 (a). Adema´s,
la aparicio´n de picos secundarios en la PSD pone de manifiesto la periodicidad
y el mayor orden del sistema para tiempos largos. Estos picos aparecen cuando
la periodicidad en la superficie es grande y el patro´n se encuentra muy ordenado
[Zhao, Wang y Lu 2001].
Aunque se mantiene el orden lateral del patro´n para distancias intermedias (ver
recuadro interior de la figura 5.8 (a); notar la diferencia de escalas entre el eje x y el
eje y), para sistemas de taman˜o suficientemente grande y distancias varios o´rdenes
de magnitud mayores que l, el perfil se desordena en altura como se muestra en la
figura 5.8 (a). Este desorden se pone de manifiesto en el comportamiento del factor
de estructura, PSD(q), que sigue una ley de potencias para distancia menores que
q0, o de forma equivalente, en el de la rugosidad local, w, en funcio´n de la ventana
considerada, x0, para tiempos largos que se muestra en la figura 5.8 (b). Debido a
que las celdas pueden describirse de forma aproximada por una funcio´n parabo´lica
(tal y como se vera´ a continuacio´n), para valores de x0 pequen˜os la rugosidad local
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Figura 5.8 — (a) Perfil de altura en t = 15000 para r = 50 y un sistema de taman˜o
L = 10000; (b) anchura local w, frente al taman˜o de la ventana x0, en t = 15000 para
diferentes valores de r y L = 8192. Recuadro interior: los mismos datos que en la figura
anterior pero frente a x0/(2
√
6r).
aumenta como: w ∼ x20. Para distancias intermedias (del orden de varias decenas
el taman˜o de las celdas) la rugosidad local permanece constante como consecuen-
cia del orden del patro´n, mientras que para distancias suficientemente grandes la
rugosidad presenta rugosidad cine´tica. El exponente que caracteriza este compor-
tamiento se aproxima ma´s al valor de la clase de universalidad de las ecuaciones
KS y KPZ (α = 1/2) a medida que disminuye el valor de r.
En la figura 5.9 se muestra el perfil de altura para tiempos suficientemente lar-
gos.1 Se observa que, mientras que para valores grandes de r el patro´n se encuentra
muy ordenado (por ejemplo, para r = 10 el orden lateral alcanza unas 30 celdas),
cuanto menor es el valor de r, ma´s desordenada se encuentra la superficie y ma´s
recuerda la forma de los perfiles obtenidos al integrar la ecuacio´n KS [ver figura
1.6]. De hecho, para valores de r ≈ 0.2 o´ menores, e independientemente de L, los
picos secundarios en el factor de estructura desaparecen y so´lo permanece un ma´xi-
mo muy poco pronunciado en torno a la longitud correspondiente a la inestabilidad
lineal de forma similar a como ocurre en la ecuacio´n KS.
Por otro lado, cuando aumentamos r, la pendiente para la evolucio´n temporal
de l se hace ma´s pronunciada, como se puede comprobar en la figura 5.10, donde
se representa l frente a t para diferentes valores de r. Ası´, cuanto mayor es el
valor de r el proceso de ensanchamiento dura ma´s tiempo. Adema´s, si ajustamos
el comportamiento de l a una ley de potencias, el valor del exponente obtenido se
acerca cada vez ma´s al valor asinto´tico de 1/2 de la ecuacio´n (1.39), tal y como se
pone de manifiesto en la figura 5.10.
Como ya se ha indicado, para valores grandes de r y tiempos largos, el sistema
muestra un perfil celular ordenado con una longitud lateral caracterı´stica lo sufi-
1Cuando decimos que nos encontramos en tiempos suficientemente largos, estamos indicando
que las caracterı´sticas generales del patro´n, como su rugosidad global, longitud de onda o amplitud
han alcanzado la saturacio´n.
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Figura 5.9 — Perfiles de al-
tura en t = 15000 para r =
0.1, 0.5, 1, 5, 10, 50, y 100 (de aba-
jo arriba, respectivamente)
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Figura 5.10 — Evolucio´n tempo-
ral de l para diferentes valores de r.
Las lı´neas a trazos y punteada repre-
sentan el ajuste leyes de potencias
para el caso de λ1 = 0 [Ec. (1.39)] y
r = 100, donde se obtuvo l ∼ t0.49
y l ∼ t0.40, respectivamente. Am-
bas esta´n desplazadas verticalmente
para su mejor visualizacio´n.
cientemente grande como para que podamos despreciar la derivada cuarta frente al
resto de te´rminos de (5.12). Si esto es ası´, podemos reescalar segu´n x → r1/2x,
t → rt y h → h para obtener una ecuacio´n efectiva sin ningu´n para´metro, de la
forma
∂th(t, x) = −∂2xh+ (∂xh)2 − ∂2x(∂xh)2. (5.13)
1 10 100
r
10
100
 l
A
Figura 5.11 — Valores estacio-
narios de la longitud de onda, l, y
amplitud, A, para diferentes valores
de r (el valor de los errores estadı´sti-
cos es menor que el taman˜o de los
puntos). La lı´nea a trazos se corres-
ponde con l = 2
√
6r.
Esto significa que para r suficientemente grandes y tiempos suficientemente
largos, la solucio´n de la ecuacio´n (5.12) es la misma que la de la ecuacio´n (5.13),
sin ma´s que reescalar las longitudes por r1/2 y los tiempos por r. Con el fin de
comprobar esta suposicio´n, en la figura 5.11 se muestra el valor de la amplitud y
longitud de onda finales del patro´n para diferentes valores de r. Efectivamente, para
valores grandes de r, la amplitud estacionaria de las celdas no cambia de taman˜o,
mientras que l escala como r1/2. Este comportamiento se reproduce tambie´n en
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el recuadro interior de la figura 5.8 (b), donde se ha reescalado la longitud de la
ventana por 2
√
6r (ma´s abajo se vera´ por que´ escogemos este valor) y se observa
que las curvas colapsan para r suficientemente grandes.
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Figura 5.12 — (a) Perfil de altura estacionario en t = 15000 para r = 50. La lı´nea
continua representa la solucio´n aproximada dada por (5.14) para l = 2
√
6r y A = 7; (b)
altura media de la superficie para diferentes valores de r en funcio´n de t/r. La lı´nea a
trazos viene dada por (5.17).
Podemos detallar ma´s la descripcio´n de la dina´mica de la superficie si recorda-
mos, como se sen˜alo´ en la seccio´n 1.5.6, que la solucio´n de la ecuacio´n (5.11) con
λ1 = 0 es una serie de para´bolas de la forma
h(x) = A− 4A
l2
x2. (5.14)
Si consideramos esta funcio´n como una aproximacio´n a la solucio´n de (5.12) [ver
figura 5.12 (a)] para valores de λ1 pequen˜os o, lo que es equivalente, de r grandes,
podemos usar esta funcio´n para estimar la longitud de onda final del patro´n. Si
suponemos que en el estado estacionario las contribuciones para la ecuacio´n (5.12)
del te´rmino KPZ y del te´rmino CKPZ en un periodo son iguales, se tiene
1
l
∫ l/2
−l/2
[∂xh(x)]
2 dx =
r
l
∫ l/2
−l/2
∂2x [∂xh(x)]
2 dx, (5.15)
donde sustituyendo la expresio´n (5.14) para h(x) se llega a que∫ l/2
−l/2
x2dx = 2r
∫ l/2
−l/2
dx. (5.16)
A partir de la integracio´n de (5.16) se deduce el valor de la longitud de onda del
patro´n en el estado estacionario, este es l = 2
√
6. Esta funcio´n se representa en
la figura 5.11, donde vemos que ajusta perfectamente los valores de la longitud de
onda estacionaria obtenida nume´ricamente para valores grandes de r.
Otra forma de comprobar estas suposiciones es a partir de la velocidad neta de
crecimiento. La velocidad de desplazamiento de h¯, que denominaremos v, se debe
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exclusivamente al te´rmino no conservado y se verifica que v =
〈
λ1[∂xh(x)]2L
〉
,
donde como en (1.2) la lı´nea superior indica el promedio espacial. Si tomamos
(5.14) como aproximacio´n a la solucio´n de la ecuacio´n, podemos integrar sobre un
periodo y obtener dicha velocidad de desplazamiento. El resultado es
h¯L(t) = vt ≈ λ1
(
1
l
∫ l/2
−l/2
[∂xh(x)]
2 dx
)
t = λ1
11
r
t, (5.17)
donde hemos sustituido l = 2
√
6r, y A ≈ 7 se desprende de la figura 5.11.
En la figura 5.12 (b) se representa el valor de h¯ en funcio´n de t/r obtenido
nume´ricamente para diferentes valores de r. Tal y como habı´amos indicado, al
reescalar t→ rt, la evolucio´n de h¯ se hace independiente del valor de r. Adema´s,
el valor de la pendiente, v, de las curvas colapsadas, coincide con el dado por la
expresio´n (5.17), que tambie´n se representa en la figura 5.12 (b) (lı´nea a trazos).
5.4. Relacio´n con los para´metros experimentales
Hemos visto en este capı´tulo que la evolucio´n de la intercara descrita ya por la
ecuacio´n de erosio´n unidimensional (5.11) comparte muchas caracterı´sticas cuali-
tativas con las observaciones experimentales. Entre ellas, la aparicio´n y evolucio´n
de un patro´n ordenado cuyo taman˜o puede saturar en el tiempo y que se desordena
a distancias mucho mayores. Lo ideal, sin embargo, serı´a poder cuantificar el valor
de los para´metros que aparecen en (5.5). A partir de las teorı´as continuas de erosio´n
se pueden relacionar los coeficientes de Γex con los para´metros experimentales, y
en el caso de Γad, hay estimaciones de la mayorı´a de los para´metros. No existe
en la literatura, sin embargo, un estudio sistema´tico de co´mo varı´a la densidad de
material mo´vil dependiendo de las condiciones experimentales y de la posible rela-
cio´n de la velocidad de intercambio de material con la geometrı´a local. Se pueden
obtener, sin embargo, algunas conclusiones importantes si analizamos en detalle
los coeficientes de la ecuacio´n (5.5) a la luz de los resultados de la seccio´n anterior.
Para estudiar (5.11), en la seccio´n 5.3 se reescalo´ x, t y h con el fin de obtener
una ecuacio´n uniparame´trica. Para aquellos valores de los para´metros que hacen r
grande, la longitud de onda del patro´n de la ecuacio´n reescalada es l′ ∼ 2√6r que,
volviendo a las variables originales, es l ∼ 2√6r(K/ν)1/2 = 2√6λ2/λ1. Esta
relacio´n so´lo se verifica si r es grande o, lo que es lo mismo,K/ν debe ser pequen˜o,
lo cual no ocurre, en general, en nuestros sistemas, en los que la inestabilidad
lineal es de gran longitud de onda. Por tanto, no podemos utilizar directamente la
expresio´n anterior para estimar la anchura del patro´n en la mayorı´a de los casos.
Lo que sı´ podemos aventurar es que, si se observa un ensanchamiento pronunciado
de las estrı´as, esto so´lo puede deberse a que λ2/λ1 À 1, y como
λ2
λ1
=
(
φ¯D − φReqγ0γ2
φγ0
)1/2
, (5.18)
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esto so´lo ocurre si la mayor parte del material se redeposita en la superficie y la
difusividad es alta. Es decir, se necesita una gran cantidad de material en difusio´n
superficial para que λ2 sea ma´s importante que λ1 y se tenga un patro´n ordenado
cuya longitud de onda crezca apreciablemente en el transcurso del tiempo.
Al igual que ocurrı´a en las teorı´as continuas de erosio´n, en el re´gimen de al-
tas temperaturas las dependencias de la longitud de onda asociada a la inestabi-
lidad lineal son del mismo tipo que las obtenidas por Bradley y Harper, es decir,
ll ∼ (1/T 1/2) exp(−∆E/2kBT ), ll ∼ E−1/2 y ll ∼ Φ−1/20 . Sin embargo, la
longitud de onda del patro´n una vez ha saturado no tiene por que´ seguir este com-
portamiento. En el caso de que nos encontremos en el re´gimen en el que ocurre un
ensanchamiento de las estructuras, habra´ que estudiar en funcio´n de que´ se altera
la difusio´n superficial y la cantidad de material transferido desde la capa mo´vil a
la inmo´vil y viceversa, para determinar la dependencia con los para´metros experi-
mentales.
5.5. Conclusiones
En el transcurso de este capı´tulo hemos derivado y estudiado el modelo hi-
drodina´mico en el caso unidimensional. Se ha obtenido una ecuacio´n efectiva que
hemos comparado con el modelo hidrodina´mico de dos campos. Hemos compro-
bado nume´ricamente que en el re´gimen de para´metros consistentes con nuestras
aproximaciones ambos modelos se comportan de la misma forma y la evolucio´n
del perfil de altura en ambos casos es equivalente, sobre todo a tiempos cortos, es
decir, cuando la inestabilidad lineal au´n se esta´ desarrollando y las aproximaciones
efectuadas en el umbral de la inestabilidad lineal son ma´s consistentes. Para tiem-
pos ma´s largos, cuando los te´rminos no lineales son fundamentales en la evolucio´n,
la ecuacio´n efectiva tambie´n captura las caracterı´sticas esenciales del modelo a dos
campos, a saber: presenta un patro´n ordenado de forma parabo´lica cuya anchura y
amplitud crece en el tiempo hasta saturar, y que se desordena a distancias mucho
mayores.
Debido a que la longitud de onda de la inestabilidad lineal observada expe-
rimentalmente es grande (del orden de
√K/ν ∼ ²−1/2) nuestras simulaciones
necesitan sistemas grandes y tiempos muy largos para que se pueda observar la
evolucio´n completa de la morfologı´a. Como la ecuacio´n efectiva es ma´s fa´cil de
analizar, ya que puede reducirse a una ecuacio´n con un u´nico para´metro, y a que en
su ana´lisis podemos utilizar otros coeficientes equivalentes que aceleren las simula-
ciones tras reescalar apropiadamente, y debido a que presenta un comportamiento
novedoso y de gran intere´s dentro de las teorı´as actuales de ensanchamiento de
patrones, la hemos estudiado con cierto detalle analı´tica y nume´ricamente.
Hemos visto que (5.5) interpola entre la ecuacio´n KS para r = 0, la cual pre-
senta una solucio´n cao´tica en la que el taman˜o de las celdas no cambia en el tiempo,
y la ecuacio´n KS conservada para r =∞ (tras el reescalado apropiado h→ h/r),
en cuyo caso muestra un ensanchamiento ilimitado de un patro´n parabo´lico. Este
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comportamiento es similar al de la ecuacio´n Cahn-Hilliard convectiva [para ma´s
detalles ver seccio´n 1.5.6], en el que para un valor pequen˜o del para´metro de aco-
plo entre la ecuacio´n Cahn-Hilliard y KS aparece un estiramiento logarı´tmico e
ininterrumpido del patro´n; pero, a diferencia de este caso, la estructura producida
por (5.5) satura a un taman˜o fijo y se ordena para distancias mayores que esta lon-
gitud lateral. Esta ecuacio´n representa, por tanto, un contraejemplo a la conjetura
de Krug (al menos hasta escalas intermedias uno o dos o´rdenes de magnitud mayo-
res que el taman˜o de una sola para´bola) y un comportamiento novedoso no descrito
en el escenario propuesto en Politi y Misbah (2004) y Politi y Misbah (2006) como
se pone de manifiesto en Mun˜oz-Garcı´a, Cuerno y Castro (2006).
Hubiera sido interesante poder establecer un para´metro de orden adecuado que
nos permitiese estudiar que´ tipo de transicio´n existe entre el re´gimen cao´tico de la
ecuacio´n KS para r = 0 y el re´gimen ordenado de la ecuacio´n cKS con r = ∞.
Quiza´ una buena medida hubiera sido una distancia lateral que midiese el taman˜o
de los dominios en el que las para´bolas se encuentran ordenadas. Una medida si-
milar, frecuentemente utilizada en la literatura, es la longitud de correlacio´n ζ de-
finida en la seccio´n 1.2. E´sta, sin embargo, no ha resultado de utilidad en nuestro
caso donde incluso para valores muy pequen˜os de r, cuando la superficie parece
tener un comportamiento cao´tico, se obtuvo un valor muy grande de ζ. El criterio
que hemos utilizado en la seccio´n 5.3 para sugerir que la superficie aparece desor-
denada ha sido la desaparicio´n de los picos secundarios en la PSD, segu´n el cual
se obtuvo que para aproximadamente valores menores que r = 0.2 la ecuacio´n
presenta un comportamiento cao´tico. No pensamos, sin embargo, que e´ste sea un
resultado definitivo y resultarı´a de intere´s estudiar en mayor detalle si es posible
definir un mejor para´metro de orden que nos permita determinar si existe una tran-
sicio´n para un valor finito de r distinto de cero en el que la ecuacio´n (5.11) presente
un comportamiento cao´tico similar al de la ecuacio´n KS.
En cuanto a la relacio´n con los experimentos, a pesar del avance que supone
poder caracterizar una variedad tan amplia de comportamientos y que esta ecuacio´n
generaliza las teorı´as continuas de erosio´n, au´n no estamos en condiciones de hacer
una comparacio´n cuantitativa de nuestro modelo con los resultados experimentales.
Sin embargo, sı´ podemos estudiar de forma cualitativa, algunas de las predicciones
de nuestro modelo. Esto tiene ma´s intere´s en el caso bidimensional y en el siguiente
capı´tulo nos dedicaremos a ello, aunque ya podemos adelantar que en el caso de
incidencia normal el comportamiento de la morfologı´a obtenido para d = 2 es
similar al mostrado en este capı´tulo.

6
Estudio de las ecuaciones de
erosio´n bidimensionales
En este capı´tulo integraremos las ecuaciones efectivas obtenidas en la seccio´n
4.2 para las diferentes posibilidades de orientacio´n de la muestra respecto al haz de
iones. Veremos que e´stas reproducen satisfactoriamente muchas de las caracterı´sti-
cas experimentales observadas en la evolucio´n de la morfologı´a.
6.1. Incidencia normal
Habı´amos visto en el apartado 4.2.2.4 que al bombardear una muestra perpen-
dicularmente a su superficie, si las direcciones en el sustrato son equivalentes como
ocurre en materiales amorfos, la ecuacio´n efectiva para la evolucio´n de la altura de
la superficie se reducı´a a
∂th = −ν∇2h−K∇4h+ λ(1)(∇h)2 + λ(2)∇2(∇h)2, (6.1)
donde estos para´metros esta´n relacionados con los del modelo hidrodina´mico segu´n
(4.77).
Para integrar nume´ricamente la ecuacio´n (6.1), hemos utilizado un esquema de
Euler simple con condiciones de contorno perio´dicas y un paso espacial y temporal
de 4x = 1 y 4t = 0.001, respectivamente. En nuestro esquema de integracio´n se
empleo´ la discretizacio´n mejorada propuesta por Lam y Shin [Lam y Shin 1998]
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para los te´rminos no lineales. Se considero´ un sistema de taman˜oL×L = 256×256
y una superficie inicial aleatoria de amplitud de 0.1 con condiciones de contorno
perio´dicas. Hemos comprobado que los resultados aquı´ mostrados no se ven cua-
litativamente alterados si se toman otras condiciones iniciales o se reduce el espa-
ciado temporal o espacial en el esquema de integracio´n.
(a) (b)
(c)
Figura 6.1 — Vista tridimensio-
nal de la superficie obtenida me-
diante integracio´n nume´rica de la
ecuacio´n (6.2) para r = 5 y diferen-
tes tiempos: (a) t = 10; (b) t = 50;
(c) t = 205.
Con el fin de simplificar el ana´lisis, al igual que hicimos en la seccio´n 5.3,
podemos reducir el nu´mero de para´metros de la ecuacio´n (6.1) al reescalar x, y, t
y h segu´n x → (K/ν)1/2x, y → (K/ν)1/2y, t → (K/ν2)t y h → (ν/λ(1))h, de
forma que se obtiene la siguiente ecuacio´n uniparame´trica
∂th = −∇2h−∇4h+ (∇h)2 − r∇2(∇h)2, (6.2)
donde r = −(νλ(2))/(Kλ(1)) es, como en el capı´tulo anterior, un para´metro posi-
tivo que nos permite estudiar todo el rango de para´metros de la ecuacio´n (6.1) sin
ma´s que aplicar las transformaciones adecuadas. De esta forma, fijamos de nuevo
los valores de ν = 1, K = 1 y λ(1) = 0.1 y variamos el valor de λ(2) con el fin de
modificar el valor de r.
En la figuras 6.1 y 6.2 se muestran varias ima´genes tridimensionales de la evo-
lucio´n morfolo´gica descrita por (6.2) con r = 5 y r = 50 para diferentes tiempos,
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(a) (b)
(c)
Figura 6.2 — Vista tridimensio-
nal de la superficie obtenida me-
diante integracio´n nume´rica de la
ecuacio´n (6.2) para r = 50 y di-
ferentes tiempos: (a) t = 50; (b)
t = 205; (c) t = 955.
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mientras que en las figuras 6.3 y 6.4 se presentan la funcio´n de autocorrelacio´n y
el factor de estructura definidos en la seccio´n 1.2 correspondientes a esas morfo-
logı´as. En ambos casos se observa un ensanchamiento del patro´n parabo´lico en el
transcurso del tiempo. Esto se pone de manifiesto en el ma´ximo local del factor de
estructura, que cada vez se situ´a en valores de q ma´s pequen˜os [ver figuras 6.3 y 6.4
(d), (e), (f), (g), (h) e (i)]. Para tiempos suficientemente grandes se observa que la
curva se inclina para los modos ma´s bajos. Esto indica que la rugosidad del sistema
aumenta [recordemos que e´sta puede expresarse como la integral de la PSD tal y
como se expreso´ en (1.6)]. Debido a las limitaciones de nuestras simulaciones, no
hemos podido concretar si este comportamiento se ajusta a una ley de potencias,
lo que indicarı´a que la superficie muestra invariancia de escala a distancias mucho
mayores que la longitud de onda de las celdas.
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figura 6.3 — Funciones de autocorrelacio´n correspondientes a las morfologı´as mostra-
das en la figura 6.1 en: (a) t = 10; (b) t = 50; (c) t = 205. En la misma columna, factor
de estructura bidimensional [figuras (d) (e) y (f)] y promedio radial [figuras (g), (h) e (i)]
en cada instante frente al vector de onda.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figura 6.4 — Funciones de autocorrelacio´n correspondientes a las morfologı´as mostra-
das en la figura 6.2 en: (a) t = 50; (b) t = 205; (c) t = 955. En la misma columna, factor
de estructura bidimensional [figuras (d) (e) y (f)] y promedio radial [figuras (g), (h) e (i)]
en cada instante frente al vector de onda.
De la funcio´n de autocorrelacio´n [figuras 6.3 y 6.4 (a), (b) y (c)] se deduce
que las estructuras se agrupan hexagonalmente. Este orden hexagonal es mayor
en el caso de r = 5 que para r = 50, donde la simetrı´a es ma´s cuadrada para
estos taman˜os “pequen˜os”. Adema´s de este orden a cortas distancias, se observa
que las estructuras se desordenan a distancias mayores. Todas estas caracterı´sticas
se encuentran tambie´n con bastante frecuencia en los experimentos, tal y como se
vio en el capı´tulo 2.
En la figura 6.5 se muestra la evolucio´n temporal de la rugosidad global y la
longitud de onda del patro´n, calculada como la distancia media al primer ma´ximo
local de la funcio´n de autocorrelacio´n en una direccio´n determinada, para diferen-
tes valores de r. En ambos casos, el patro´n satura tras alcanzar un determinado
taman˜o, pero para r = 50, el ensanchamiento es mayor y dura ma´s tiempo. En
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realidad, este comportamiento es ana´logo al estudiado para el caso unidimensio-
nal; de hecho, el comportamiento de l(t) coincide con el mostrado en la figura 5.10
para diferentes valores de r. Si comparamos la figura 6.5 (a) y (b) con la figura
5.7 (a), podemos observar que las evoluciones temporales para los sistemas unidi-
mensional y bidimensional en el caso de r = 50 son muy similares. Tal y como se
mostro´ en la seccio´n 5.3, para valores de r grandes podemos reescalar las distan-
cias laterales y los tiempos por r1/2 y r respectivamente, de forma que la distancia
lateral del patro´n final y el tiempo en el que se alcanza son mayores en el caso de
r = 50 que en el de r = 5 o´ r = 1. Respecto a W , en la figura 6.5 (a) se observa
que la rugosidad de saturacio´n es mayor cuanto menor es el valor de r. Este resul-
tado tambie´n es ana´logo al observado para d = 1. Para valores pequen˜os de r, la
superficie se desordena en altura y muestra un perfil rugoso similar al mostrado en
la figura 3.16 correspondiente a la ecuacio´n de Kuramoto-Sivashinsky. Para ma-
yores valores de r, el ensanchamiento de los puntos se produce durante un mayor
intervalo de tiempo y la superficie se muestra ma´s ordenada. Para valores grandes
de r, el valor de los exponentes tras ajustar W y l a una ley de potencias se apro-
xima relativamente al comportamiento asinto´tico de la ecuacio´n con r = ∞ [Ec.
(1.39)] para la que l ∼ t1/2 y W ∼ t, como ha sido demostrado analı´ticamente en
Frisch y Verga (2006) y Politi y Misbah (2006) y comprobado nume´ricamente en
Raible, Linz y Ha¨nggi (2000). Es de esperar, aunque las simulaciones en el caso
bidimensional au´n no nos han permitido confirmarlo, que si el taman˜o del sistema
es varios o´rdenes de magnitud mayor que la distancia entre las celdas, la superficie
muestre un perfil rugoso con invariancia de escala a estas distancias incluso para
valores grandes de r, como ocurrı´a en el caso unidimensional.
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Figura 6.5 — Evolucio´n temporal de la rugosidad global, W , y de la longitud de onda
del patro´n, l en escala logarı´tmica para diferentes valores de r para la ecuacio´n (6.1). La
lı´nea a trazos representa el ajuste a una ley de potencias para r = 50 en el que se obtuvo
W ∼ t0.73 y l ∼ t0.40.
Tambie´n hemos comprobado en nuestras simulaciones que al cambiar el signo
de α3 [lo cual implica hacerlo simulta´neamente en λ(1) y λ(2) segu´n la relacio´n
(4.77)] el perfil se invierte y se obtiene un patro´n de hoyos en vez de un patro´n
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(a) (b) (c)
Figura 6.6 — Vista cenital de la superficie obtenida mediante integracio´n nume´rica de
la ecuacio´n (6.1) para ν = 1, K = 1 y λ(1) = −0.1 y λ(2) = 5.0 en diferentes tiempos: (a)
t = 50; (b) t = 205; (c) t = 955.
ordenado de puntos, de forma ana´loga a como ocurrı´a en el caso de la teorı´a no
lineal de erosio´n io´nica mostrado en la seccio´n 3.5.3. En la figura 6.6 se muestran
ima´genes de la morfologı´a descrita por (6.1) para ν = 1, K = 1 y λ(1) = −0.1
y λ(2) = 5.0 en diferentes instantes. En este caso, en vez de puntos con forma de
paraboloides se tienen hoyos de la misma forma que crecen en el transcurso del
tiempo. De hecho, la evolucio´n de la superficie es equivalente a la de la figura 6.2
para r = 50 si aplicamos la transformacio´n h→ −h.
6.2. Sustrato rotante
En el caso de que se gire simulta´neamente la muestra mientras se bombardea,
vimos en la seccio´n 4.2.2.5 que la ecuacio´n que describe la evolucio´n de la morfo-
logı´a es la siguiente
∂th = −νr∇2h−Kr∇4h+ λ(1)r (∇h)2 + λ(2)r ∇2(∇h)2 + λ(3)r ∇ ·
[(∇2h)∇h] ,
(6.3)
donde la relacio´n entre estos coeficientes con los de la ecuacio´n (4.74) esta´ dada
por (4.88).
Es interesante explicitar la forma de los te´rminos correspondientes a λ(2)r y a
λ
(3)
r en derivadas de h en x e y. Ası´, tenemos
∇2(∇h)2 = 2 (h2xx + hxhxxx + h2xy + h2yx + hyhxxy + hxhyyx + hyhyyy + h2yy) ,
(6.4)
donde los subı´ndices x e y en h representan las respectivas derivadas. El te´rmino
correspondiente a λ(3)r puede escribirse como
∇ · [(∇2h)∇h] = (∇h) · ∇(∇2h) + (∇2h)2, (6.5)
donde cada uno de estos te´rminos es
(∇h) · ∇(∇2h) = hxhxxx + hxhyyx + hyhyxx + hyhyyy, (6.6)
(∇2h)2 = h2xx + h2yy + 2hxxhyy; (6.7)
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(a) (b)
(c)
Figura 6.7 — Vista tridimensio-
nal de la superficie obtenida me-
diante integracio´n nume´rica de la
ecuacio´n (6.3) con νr = 1, Kr = 1,
λ
(1)
r = 0.1, λ
(2)
r = −0.5 y λ(3)r =
−2 en diferentes tiempos: (a) t =
50; (b) t = 205; (c) t = 955.
Los te´rminos ∇2(∇h)2, (∇h) · ∇(∇2h) y (∇2h)2 son ası´ los u´nicos linealmente
independientes, cuadra´ticos en h y de orden cuarto en derivadas espaciales, con
simetrı´a rotacional que mantienen la simetrı´a bajo traslaciones en h: h→ h+ cte.
Tanto ∇2(∇h)2 como ∇ · [(∇2h)∇h] se reducen al mismo te´rmino, ∂2x(∂xh)2,
en una dimensio´n. A continuacio´n, compararemos cualitativamente el efecto de
ambos en nuestras simulaciones nume´ricas.
Si aplicamos la mismas transformaciones que en la seccio´n anterior: x →
(K/ν)1/2x, y → (K/ν)1/2y, t → (K/ν2)t y h → (ν/λ(1))h, podemos reducir
el nu´mero de para´metros de (6.3) a so´lo dos. En nuestro caso, se utilizo´ el mismo
esquema de integracio´n que en la seccio´n 6.1, y se fijaron los coeficientes νr = 1,
Kr = 1 y λ(1)r = 0.1, dejando libres λ(2)r y λ(3)r con el fin de barrer el espacio
de para´metros. Un ejemplo de la evolucio´n de la superficie descrita por (6.3) con
λ
(2)
r = −0.5 y λ(3)r = −2, de su respectiva funcio´n de autocorrelacio´n bidimen-
sional y del promedio radial del factor de estructura se muestra en las figuras 6.7 y
6.8 .
Una propiedad relevante y que so´lo se ha observado por ahora en experimentos
con sustrato rotante es la agrupacio´n de los puntos en orden cuadrado. A pesar que
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(a) (b) (c)
(d) (e) (f)
Figura 6.8 — Funciones de autocorrelacio´n correspondientes a las morfologı´as mos-
tradas en la figura 6.7 en: (a) t = 50; (b) t = 205; (c) t = 955. En la misma columna,
promedio radial del factor de estructura [figuras (d) (e) y (f)] en ese instante frente al vector
de onda.
nuestro esquema de integracio´n no soporta valores de λ(3)r muy diferentes del rango
mostrado en la figura 6.9, sı´ parece observarse en la funcio´n de autocorrelacio´n
representada en las figuras 6.8 (a), (b) y (c), que el orden del patro´n es menos
hexagonal y algo ma´s cuadrado que en el caso de las morfologı´a de la seccio´n
anterior. El promedio radial del factor de estructura mostrado en las figuras 6.8 (c),
(d) y (f) pone de manifiesto, como ocurrı´a en la seccio´n anterior, el ensanchamiento
de la longitud lateral del patro´n. Se comprueba que el ma´ximo local se desplaza
con el tiempo hacia los modos correspondientes a mayores longitudes de onda a la
vez que la curva se inclina para los modos ma´s bajos. Como vimos en la seccio´n
anterior, esto indica que la rugosidad del sistema aumenta, al igual que ocurrı´a allı´.
Hemos comprobado en nuestras simulaciones que el hecho de modificar el
coeficiente λ(2)r tiene el mismo efecto que en la ecuacio´n (6.1). Al aumentar λ
(2)
r
crece el taman˜o del patro´n, disminuye la rugosidad total y el sistema satura ma´s
tarde. En el caso de que lo haga λ(3)r , el efecto es similar. Esto se pone de manifiesto
en las figuras 6.9 (a) y (b), en las que se representa la evolucio´n temporal de la
rugosidad global y la longitud de onda del patro´n. Observamos que, para mayores
valores de λ(3)r , la longitud de onda de saturacio´n del patro´n es mayor, la rugosidad
menor y el sistema satura ma´s tarde. Otra caracterı´stica que comparte este te´rmino
con λ(2)r es que ambos coeficientes deben tener el signo opuesto a λ
(1)
r para que
la ecuacio´n sea no linealmente estable, tal y como se ha comprobado en nuestras
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Figura 6.9 — Evolucio´n temporal de la rugosidad global, W , y de la longitud de onda
del patro´n, l para λ(2)r = −0.5 y diferentes valores de λ(3)r para la ecuacio´n de incidencia
rotante (6.3). La lı´nea a trazos representa el ajuste a una ley de potencias para el caso
λ
(3)
r = −2.0 en el que se obtuvo W ∼ t0.47 y l ∼ t0.33.
simulaciones.
6.3. Incidencia oblicua
Habı´amos visto en el capı´tulo 4 que cuando se bombardea la muestra con un
a´ngulo arbitrario y se rompe la simetrı´a xy aparecen nuevos te´rminos en la ecua-
cio´n que describe la evolucio´n de la morfologı´a. Reescribimos aquı´ la ecuacio´n
general obtenida en la seccio´n 4.2.2.3:
∂th = γx∂xh+
∑
i=x,y
[
−νi ∂2i h+ λ(1)i (∂ih)2 +Ωi∂2i ∂xh+ ξi (∂xh)(∂2i h)
]
+
∑
i,j=x,y
[
−Kij∂2i ∂2j h+ λ(2)ij ∂2i (∂jh)2
]
, (6.8)
donde los coeficientes esta´n relacionados con los para´metros fenomenolo´gicos del
modelo hidrodina´mico a partir de (4.75).
Esta ecuacio´n es novedosa y presenta un amplio espacio de para´metros para
estudiar. Para integrarla nume´ricamente hemos utilizado el mismo esquema que en
las secciones anteriores.
En las figuras 6.10, 6.11 y 6.12 se muestran vistas superiores de las morfologı´as
descritas por la ecuacio´n (6.8) en diferentes instantes de tiempo y sus correspon-
dientes secciones transversales para diferentes valores de los para´metros. Se pue-
de observar la similitud de estas morfologı´as con algunas de las mostradas en el
capı´tulo 2. En estos tres ejemplos, las estrı´as aumentan su taman˜o en el transcurso
del tiempo a la vez que se desordenan en altura para largas distancias, mientras que
la forma de las ondulaciones puede variar apreciablemente dependiendo del valor
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Figura 6.10 — Vista cenital de la evolucio´n de la superficie dada por (6.8) para γx =
−0.1, νx = 1, νy = 0.1, Ωx = 1, Ωy = 0.5, ξi = 0.1, λ(1)x = 1, λ(1)y = 5, λ(2)i,j = −5,
Ki,j = 1, para diferentes tiempos: (a) t = 10; (b) t = 106; (c) t = 953. En la misma
columna la seccio´n transversal correspondiente en y = L/2.
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Figura 6.11 — Vista cenital de la evolucio´n de la superficie dada por (6.8) para los
mismos valores en que la figura 6.10 salvo λ(1)x = 0.1 en diferentes tiempos: (a) t = 10;
(b) t = 106; (c) t = 957. En la misma columna la seccio´n transversal correspondiente en
y = L/2.
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Figura 6.12 — Vista cenital de la evolucio´n de la superficie dada por (6.8) para γx =
0.1, νx = 1, νy = −0.95, Ωi = −0.5, ξi = 0.1, λ(1)x = 0.1, λ(1)y = 1.0, λ(2)i,x = −0.5,
λ
(2)
i,y = −5.0 y Ki,j = 1. para diferentes tiempos: (a) t = 10; (b) t = 106; (c) t = 953. En
la misma columna la seccio´n transversal correspondiente en x = L/2.
de los para´metros. En algunos casos, como ocurre en el de la figura 6.11, para tiem-
pos suficientemente largos se obtienen estrı´as rectas que apenas se interrumpen,
mientras que en el caso de la figura 6.10, e´stas se desordenan longitudinalmente y
se interrumpen con frecuencia. Tambie´n se interrumpen frecuentemente en el ca-
so de la figura 6.12 como se observa en 6.12 (c), pero e´stas, adema´s, esta´n muy
desordenadas en altura y tienden a agruparse en dominios que contienen aproxi-
madamente tres estrı´as. Con estos tres ejemplos, podemos hacernos una idea de
la variedad de morfologı´as a la que da lugar (6.8). Resulta muy complicado abar-
car todo el rango de para´metros de (6.8). Ma´s que describir sistema´ticamente la
multitud de morfologı´as que aparecen cuando modificamos sus valores, aquı´ nos
limitaremos a analizar de forma cualitativa el efecto de los diferentes te´rminos en
la evolucio´n de la superficie.
6.3.1. Re´gimen lineal
Nuestro ana´lisis nos ha permitido comprobar que el re´gimen lineal de la ecua-
cio´n (6.8) es equivalente al de la ecuacio´n (3.39) de las anteriores teorı´as continuas
de erosio´n. En esta etapa, debemos destacar que la orientacio´n de las estrı´as viene
dada por el te´rmino de tensio´n superficial ma´s negativo (como se comprueba al
comparar las figuras 6.10 y 6.11 con 6.12, en las que el eje xˆ se orienta en la direc-
cio´n vertical de la figura y el eje yˆ en la direccio´n horizontal) y el taman˜o lateral de
la inestabilidad viene dado por la relacio´n entre los te´rminos de tensio´n y difusio´n
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superficial y vale ll = 2pi(2Kij/νi)1/2.
Tras esta etapa inicial, la amplitud de la inestabilidad crece exponencialmente
en el transcurso del tiempo [ver etapa inicial de crecimiento para la figura 6.15 (a)]
hasta que las pendientes son tan grandes que los te´rminos no lineales dejan de ser
despreciables y afectan a la evolucio´n de la morfologı´a.
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Figura 6.13 — Secciones trans-
versales en y = L/2 temporalmen-
te equiespaciadas con 4t = 20 en-
tre t = 0 y t = 1500 de la superfi-
cie descrita por la ecuacio´n (6.8) pa-
ra γx = 0.05, νx = 1, νy = 0.1,
ξi = 0, Ωi = −2, λ(1)x = 1, λ(1)y = 5,
λ
(2)
i,x = −50, λ(2)i,y = −5.0 y Ki,j = 1.
Figura 6.14 — Secciones trans-
versales en y = L/2 temporalmen-
te equiespaciadas con 4t = 20 en-
tre t = 0 y t = 1500 de la superficie
descrita por la ecuacio´n (6.8) para los
mismos para´metros que la figura 6.13
salvo γx = 0.
Tambie´n hemos estudiado el comportamiento que tienen los te´rminos lineales
con derivadas impares en la evolucio´n de la morfologı´a. Mientras que el te´rmino li-
neal correspondiente al coeficiente γx no altera la morfologı´a y so´lo es responsable
del sentido y magnitud de la velocidad en el movimiento de las estrı´as (las cuales
se mueven en el sentido de xˆ opuesto al signo de γx con velocidad constante), los
te´rminos correspondientes a los coeficientes Ωi provocan asimetrı´as en la morfo-
logı´a al romper la invariancia x → −x, a la vez inducen que el patro´n se desplace
ligeramente en el eje xˆ. Ası´ ocurrı´a ya en la teorı´a de Bradley y Harper y en la
ecuacio´n de KdV modificada por disipacio´n en el caso unidimensional mostrada
en la seccio´n 1.5.5. El efecto de la asimetrı´a inducida por Ωi puede observarse en
la figuras 6.13 y 6.14, donde se representa la seccio´n transversal en y = L/2 de la
superficie para diferentes tiempos. Para los valores de Ωi considerados, las estrı´as
se inclinan en el sentido positivo del eje xˆ, el cual se corresponde con el sentido de
la proyeccio´n del haz de iones sobre el sustrato plano (si recordamos nuestra defi-
nicio´n original de los ejes). Tanto la inclinacio´n como el sentido del movimiento
es el opuesto del inducido por Ω en la ecuacio´n (1.34) unidimensional. Este tipo
de asimetrı´a en la direccio´n del haz es frecuente en los experimentos [un ejem-
plo de estrı´as asime´tricas obtenidas experimentalmente se mostro´ en la figura 2.4
(d)]. Al comparar la figura 6.13 con la figura 6.14, donde en la segunda se ha he-
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cho γx = 0, podemos observar la influencia de este te´rmino en el movimiento del
patro´n. En 6.13, e´ste se mueve a mayor velocidad que en 6.14 debido al efecto de
dicho te´rmino.
6.3.2. Re´gimen no lineal
Una vez las pendientes son suficientemente grandes como para que los te´rmi-
nos no lineales dejen de ser despreciables, resultan fundamentales para entender la
evolucio´n de la morfologı´a. En este apartado separaremos el efecto de los te´rminos
con derivadas pares (λ(1)i y λ
(2)
i,j ) de los que tienen un te´rmino impar de derivadas
(ξi). Los primeros, como son sime´tricos bajo transformaciones x→ −x, no pueden
ser responsables del movimiento o de la asimetrı´a del perfil en esta direccio´n.
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Figura 6.15 — Evolucio´n temporal de la rugosidad global, W [figura (a)] y de la longi-
tud de onda del patro´n, l [figura (b)] para la ecuacio´n (6.8) con γx = Ωi = ξi = 0, νx = 1,
νy = 0.1, Ki,j = 1, λ(1)i = 0.1 y λ(2)i,j = 0.1r. La lı´nea a trazos representa el ajuste a una
ley de potencias para el caso de r = 100, en el que se obtuvo W ∼ t0.71 y l ∼ t0.38.
En la figura 6.15 se representa la evolucio´n temporal de W y l para un sistema
aniso´tropo donde no aparecen te´rminos con derivadas impares. Hemos comproba-
do en nuestras simulaciones que el patro´n no se desplaza espacialmente en estos
sistemas. Al igual que ocurrı´a en el caso de incidencia normal y sustrato rotante, las
no linealidades λ(1)i son las responsables de que el patro´n sature y alcance un valor
de amplitud y longitud constantes, mientras que en ausencia de estos te´rminos la
longitud de onda de las estrı´as crece indefinidamente en el tiempo como l ∼ t1/2,
hasta que se forma una u´nica estrı´a del taman˜o de nuestro sistema. Al igual que
ocurrı´a en los casos anteriores, cuanto mayor es la relacio´n entre las no linealida-
des de tipo λ(2)i,j y λ
(1)
i , el patro´n satura ma´s tarde y su taman˜o es mayor. El efecto,
por tanto, de este tipo de no linealidades es equivalente al estudiado en d = 1.
Hemos comprobado tambie´n en (6.8), como hicimos en la ecuacio´n de inci-
dencia normal, que el cambio de signo de los coeficientes λ(2)i,j y λ
(1)
i invierte la
simetrı´a h→ −h, y en vez de un patro´n de estrı´as se obtiene uno de surcos.
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Respecto al efecto de los te´rminos no lineales correspondientes a los coeficien-
tes ξi, nuestro estudio ha revelado que estos te´rminos provocan un movimiento en
el sentido de xˆ con una velocidad no uniforme. Esto puede observarse en la figura
6.16, donde este te´rmino es el u´nico responsable de que el patro´n se desplace en
sentido positivo del eje xˆ. De hecho, si el movimiento inducido por los te´rminos
lineales y el provocado por esta no linealidad tienen sentidos opuestos, se observa
que la superficie se mueve con una determinada velocidad que se va reduciendo a
la vez que aumenta el taman˜o de las estrı´as, y que incluso puede llegar a cambiar
de sentido, como se pone de manifiesto en la figura 6.17. Aquı´ se muestra co´mo,
para tiempos cortos, los te´rminos lineales Ωi provocan que el perfil se desplace a la
izquierda, mientras ocurre el proceso de ensanchamiento del patro´n. Para tiempos
ma´s largos, las no linealidades ξi se hacen ma´s relevantes e inducen un movimiento
neto del patro´n en el sentido positivo del eje xˆ. Ambos te´rminos rompen la simetrı´a
x→ −x, lo que provoca que en este caso el perfil se incline a la derecha.
A diferencia de lo predicho por las teorı´as continuas anteriores, el presente
resultado de que las estrı´as se muevan con velocidad no uniforme coincide con lo
observado en experimentos de erosio´n io´nica [Habenicht et al. 2002; Alkemade
2006], mencionados en la seccio´n 2.4.1.1. Los te´rminos no lineales ξi podrı´an ser,
por tanto, los responsables de este comportamiento experimental, en particular, de
que el sentido del movimiento del patro´n no coincida con el descrito en dichas
teorı´as.
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Figura 6.16 — Secciones trans-
versales en y = L/2 temporalmen-
te equiespaciadas con 4t = 20 en-
tre t = 0 y t = 1500 de la superfi-
cie descrita por la ecuacio´n (6.8) para
γx = Ωi = 0, νx = 1, νy = 0.1, ξi =
3.5, λ(1)x = 1, λ
(1)
y = 5, λ
(2)
i,x = −50,
λ
(2)
i,y = −5.0 y Ki,j = 1.
Figura 6.17 — Secciones trans-
versales en y = L/2 temporalmen-
te equiespaciadas con 4t = 50 en-
tre t = 0 y t = 5000 de la superfi-
cie descrita por la ecuacio´n (6.8) para
los mismos para´metros que 6.16 salvo
Ωi = −2 y ξi = 4.5.
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6.3.3. Modos de cancelacio´n
Al igual que en el trabajo de Rost y Krug (1995) sobre la ecuacio´n KS aniso´tro-
pa descrito en la seccio´n 3.5.2.3, hemos comprobado que, si los te´rminos de tensio´n
superficial son negativos y λ(1)x λ
(1)
y < 0 a la vez que λ
(2)
ix λ
(2)
iy < 0, aparecen los
denominados modos de cancelacio´n. Es decir, existen modos de la banda inestable
orientados en una determinada direccio´n para los que los te´rminos no lineales se
cancelan y provocan que (6.8) sea inestable, con lo que aparecen patrones que cre-
cen en el transcurso del tiempo y que experimentan un proceso de ensanchamiento
de su longitud de onda. Estos modos de cancelacio´n son diferentes de los descritos
en la seccio´n 3.5.5 cuando los coeficientes λ(1)i y λ
(2)
ij tienen el mismo signo que
provocan que nuestras simulaciones nume´ricas exploten en tiempo finito.
(a) (b) (c)
(d) (e) (f)
Figura 6.18 — Vista cenital de la evolucio´n de la superficie dada por (6.8) para: (fila
superior) γx = Ωi = ξi = 0, νx = 1.0, νy = −1.0, λ(1)x = 0.1, λ(1)y = −0.1, λ(2)i,x = −0.5,
λ
(2)
i,y = 0.5 y Ki,j = 1 en (a) t = 25; (b) t = 50; (c) t = 185; (fila inferior) con los mismos
para´metros que (a), (b) y (c) excepto νy = 0.1 en (d) t = 105; (e) t = 500; (f) t = 1495.
En la figura 6.18 se muestra la evolucio´n de la morfologı´a en este caso para
dos valores diferentes de la tensio´n superficial νy. Se observa que, transcurrida la
etapa lineal en la que la orientacio´n del patro´n viene determinada por los te´rminos
lineales, aparece un patro´n cuya orientacio´n viene dada por la relacio´n entre las no
linealidades.
Por el momento, no existen observaciones en los experimentos de erosio´n io´ni-
ca en los que aparezcan estas ondulaciones oblicuas a la direccio´n de la proyeccio´n
del haz.
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6.4. Comparacio´n cualitativa con los experimentos
Como ejemplo de la comparacio´n de nuestro modelo bidimensional con expe-
rimentos especı´ficos, en esta seccio´n mostraremos los resultados obtenidos en el
reciente trabajo de Gago et al. (2006), en el que se estudian nanopuntos formados
a partir del bombardeo de un sustrato de silicio. Se considera la evolucio´n temporal
de nanopuntos sobre Si(001) y Si(111) cuando se bombardea perpendicularmente
con iones de Ar+ a 1.2 keV. Se observa que la tasa de erosio´n es aproximadamente
un 10% mayor en el caso de Si(111) que para Si(001). En la figuras 6.19 se repre-
sentan la ima´genes obtenidas mediante AFM de superficies erosionadas de Si(001)
y Si(111) en diferentes instantes. El patro´n es similar en ambos experimentos: en
los dos casos esta´ formado por puntos de 5-7 nm de altura que se agrupan con or-
den hexagonal en dominios de 40-60 nm de anchura. Para tiempos mayores de 20
minutos, adema´s de este orden a corto alcance, la superficie se desordena en altura
para distancias mayores (del orden de 6 nm en altura para distancias de unos 500
nm). Este desorden aumenta en el transcurso del tiempo.
Figura 6.19 — Ima´genes obtenidas por AFM de 3× 3 µm2 y puntos de taman˜o 5-7 nm
para Si(100)( fila superior) y Si(111) (fila inferior) en: (a) y (d) t = 2 minutos; (b) y (e)
t = 60 minutos; (c) y (f) t = 960 minutos.
La evolucio´n del taman˜o del patro´n puede estudiarse a trave´s del factor de
estructura obtenido a partir de las morfologı´as medidas mediante AFM [figura 6.20
(a)] y la medida de la difraccio´n a incidencia rasante con rayos-x (GID, de sus
siglas en ingle´s “grazing incidence diffraction”) representada en la figura 6.20 (b).
En estas figuras se observa como el ma´ximo local del factor de estructura, asociado
con la longitud de onda del nanopatro´n, se desplaza hacia valores ma´s pequen˜os
del vector de onda (mayores longitudes de onda), lo que pone de manifiesto el
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ensanchamiento en el taman˜o del patro´n con la fluencia para ambos sustratos. Una
medida de la distancia a la cual se ordena el patro´n viene dada, como se vio en el
capı´tulo 1, por la longitud de correlacio´n ζ. En la figura 6.20 se observa co´mo la
anchura del pico en el factor de estructura se hace ma´s pequen˜a (lo cual implica
que ζ aumenta), e incluso desarrolla picos secundarios en el transcurso del tiempo,
lo que indica que el orden del patro´n mejora con el tiempo. Para longitudes de
onda mayores que el taman˜o del patro´n, este se desordena en alturas y aumenta
su rugosidad, lo cual es compatible con la pendiente negativa de la PSD para
q < 2pi/l. Tras 8 horas de bombardeo, el factor de estructura correspondiente
al Si(111) sigue una ley de potencias para q pequen˜os. Esto no ocurre para ese
mismo instante en el caso de Si(001), lo que indica que au´n no ha alcanzado la
saturacio´n y, por tanto, sugiere que la dina´mica es ma´s ra´pida en el caso de Si(111).
En las medidas mediante GID representadas en la figura 6.20 (b) se corroboran
estas observaciones.
Figura 6.20 — (a) Factor de estructura obtenido a partir de las ima´genes de AFM y (b)
GID para la superficies de Si(001) (lı´nea continua) y Si(111) (lı´nea a trazos) tras 2, 10 y
480 minutos de erosio´n. Los espectros han sido desplazados verticalmente para su mejor
visualizacio´n. Las lı´neas verticales en (b) se muestran para indicar el desplazamiento del
ma´ximo local. Tomada de Gago et al. (2006).
En las figuras 6.21 (a) y (b) se compara la evolucio´n de los valores de l y ζ
obtenidos por AFM y GID. Ambas medidas muestran una evolucio´n similar para
l. Se observa que l crece con el tiempo hasta que satura a un valor de l ∼ 54− 60
nm para t > 30 minutos, en ambos casos. En el caso de ζ, en las medidas de
AFM se obtienen valores ma´s pequen˜os que en las de GID; esto se debe a que esta
u´ltima te´cnica permite obtener una mejor medida al promediar en mayores regiones
espaciales.
Habı´amos indicado ya que, si bien las propiedades cualitativas del proceso son
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Figura 6.21 — Evolucio´n tem-
poral de la longitud de onda l [fi-
gura (a)] y longitud de correlacio´n
ζ [figura (b)] durante el bombardeo
de Si(001) y Si(111) obtenida a par-
tir de los datos de AFM y GID.
(c) Evolucio´n temporal de ζ (gra´fi-
co principal) y l (recuadro interior)
obtenido a partir de las simulaciones
nume´ricas de la ecuacio´n (6.1) en 1d
para ν = 0.68,K = 1, λ(1) = 0.028
y λ(2) = 0.136 (alta tasa de erosio´n)
y ν = 0.748, K = 1, λ(1) = 0.031
y λ(2) = 0.15 (baja tasa de erosio´n).
Tomada de Gago et al. (2006).
las mismas en Si(001) y Si(111), la tasa de erosio´n observada en los experimentos
sı´ depende de la orientacio´n cristalina. La superficie que se erosiona ma´s ra´pida-
mente es la de Si(111), y es, a su vez, la que tiene una dina´mica ma´s ra´pida y la que
alcanza antes la saturacio´n. Con el fin de entender este efecto, hemos integrado la
ecuacio´n (6.1) teniendo en cuenta que la velocidad de erosio´n promedio es un 10%
superior en esta orientacio´n. La diferencia en la tasa de erosio´n se midio´ comparan-
do el grosor de la capa erosionada en ambas muestras en las mismas condiciones
experimentales. En nuestro modelo, esto implica que el α0 correspondiente es un
10% mayor y por tanto, segu´n la relacio´n (4.77), salvo, el coeficiente K que per-
manece igual, tanto ν como λ(1) y λ(2) deben aumentar en este porcentaje. En la
figura 6.22 se muestra la evolucio´n de la morfologı´a descrita por la ecuacio´n (4.77)
para dos valores diferentes de los para´metros, teniendo en cuenta lo anterior. La
fila de figuras superior representa la de menor tasa de erosio´n y se corresponderı´a
con el caso de Si(001), mientras que en la fila inferior α0 es un 10 % mayor y,
por tanto, se corresponde con el Si(111). En ambos casos se reproduce el proceso
ensanchamiento de las estrı´as durante un cierto periodo de tiempo y la disposi-
cio´n hexagonal a cortas distancias que se desordena a distancias mucho mayores
que el taman˜o del patro´n. Hemos analizado el factor de estructura correspondiente
al caso unidimensional debido a la mejor estadı´stica que presenta y a que, como
hemos visto en este capı´tulo y el anterior, los comportamientos de las ecuaciones
unidimensional y bidimensional iso´tropa son ana´logos. A partir de la PSD, hemos
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medido la longitud de onda del patro´n y la longitud de correlacio´n que se repre-
sentan en la figura 6.21 (c). Al igual que ocurrı´a en los experimentos, se observa
claramente que l satura primero para el caso de mayor tasa de erosio´n (representa-
do en la figura por las siglas SR, del ingle´s “sputtering rate”), mientras que la de
menor SR satura ma´s tarde y la longitud de onda de saturacio´n es mayor. Lo mismo
ocurre con ζ, que satura antes en el caso de la muestra con mayor SR. Debemos
notar que, al igual que ocurrı´a con las medidas de AFM, la longitud de correlacio´n
en saturacio´n es del orden de ζ ' 3l.
Figura 6.22 — Ima´genes obtenidas mediante integracio´n nume´rica de la ecuacio´n (6.1)
de un sistema de taman˜o L = 512 para ν = 0.68, K = 1, λ(1) = 0.028 y λ(2) = 0.136
(fila superior) y ν = 0.748,K = 1, λ(1) = 0.031 y λ(2) = 0.15 (fila inferior), en diferentes
tiempos: (a) y (d) t = 25; (b) y (e) t = 200; (f) y (g) t = 400.
6.5. Conclusiones
En este capı´tulo hemos analizado las ecuaciones efectivas de erosio´n para los
casos de incidencia normal, sustrato rotante e incidencia oblicua, obtenidas en el
capı´tulo 4 para el caso bidimensional. El hecho de que no sea relevante la compara-
cio´n entre el modelo hidrodina´mico de dos campos y la ecuacio´n efectiva, como se
hacı´a en el caso unidimensional, se debe a que para que ambas descripciones sean
equivalentes es necesario que los modos inestables sean de gran longitud de onda
(o, dicho de otra forma, ² debe ser muy pequen˜o) y, por tanto, las escalas espaciales
y temporales son demasiado grandes para ser abordadas en el caso bidimensional.
Mientras que las caracterı´sticas experimentales reproducidas por los modelos
previos son capturadas tambie´n por esta nueva descripcio´n continua, hemos com-
probado que, adema´s, estas ecuaciones describen tambie´n algunas propiedades de
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los experimentos que no eran descritas por las ecuaciones interfaciales previas.
Entre ellas, el ensanchamiento y posterior saturacio´n del patro´n y el orden hasta
distancias varias decenas de veces mayor que la longitud lateral del mismo. En
los casos de incidencia normal y sustrato rotante se reproduce tambie´n el orden
hexagonal, aunque e´ste tiende a ser ma´s cuadrado cuando se aumenta r o se in-
cluye el te´rmino correspondiente al coeficiente λ(3)r . A diferencia de lo que ocurrı´a
con el valor de λ(2)r , nuestro esquema de integracio´n no es tan robusto cuando se
estudia el comportamiento de λ(3)r y, por el momento, no hemos podido estudiar
lo que ocurre para valores muy grandes de este para´metro. Quiza´ si se mejora el
esquema y se estudia la evolucio´n de la morfologı´a para valores mayores de λ(3)r ,
se pueda reproducir el orden cuadrado de los puntos observada en los experimen-
tos de blanco rotante. Este efecto, sin embargo, puede ser tambie´n debido a que el
taman˜o de nuestras simulaciones no es lo suficientemente grande. Serı´a interesante
estudiar mediante te´cnicas analı´ticas si, efectivamente, la inclusio´n de estos nue-
vos te´rminos en la ecuacio´n de evolucio´n tienen el efecto de cambiar el orden del
patro´n.
Otra caracterı´stica relevante de los experimentos que ha sido observada por pri-
mera vez en nuestras simulaciones es el movimiento de las estrı´as con velocidad no
uniforme. Hemos comprobado que este efecto se debe al te´rmino no lineal corres-
pondiente a los coeficientes ξi, el cual provoca, adema´s, que exista cierta asimetrı´a
en la direccio´n x en el perfil de la superficie.
En la u´ltima seccio´n hemos puesto de manifiesto que a pesar de que la orien-
tacio´n cristalina del sustrato modifica la tasa de erosio´n, la forma del patro´n y su
evolucio´n son ana´logas. La diferencia afecta al taman˜o final de los puntos, que es
mayor en el caso de menor SR, y al orden. Estos resultados son corroborados por
nuestro modelo teo´rico, en el que la variacio´n en la velocidad de erosio´n tiene el
mismo efecto.
Aunque la comparacio´n cuantitativa podrı´a mejorarse si dispusie´ramos de una
relacio´n entre todos los para´metros de la ecuacio´n y los experimentales, el hecho de
poder explicar ciertas tendencias como se ha hecho en la seccio´n 6.4 es un resultado
muy relevante.

Conclusiones generales y trabajo
futuro
6.6. Conclusiones generales
Hemos visto en este trabajo que la erosio´n io´nica representa un ejemplo de
feno´meno fuera del equilibrio con propiedades superficiales universales como la
invariancia de escala y la formacio´n de patrones. La evolucio´n de la morfologı´a
comparte muchas caracterı´sticas con la que se encuentra en otros procesos fı´sicos
de muy diversa ı´ndole. Un claro ejemplo de este tipo de procesos lo representa la
formacio´n de ondulaciones en la arena debido a la accio´n del viento o del agua.
Aunque a escalas varios o´rdenes de magnitud mayores, tambie´n se forman patro-
nes que crecen y se desplazan sobre la superficie. Por otro lado, la erosio´n io´nica
puede ser vista como un proceso de crecimiento inverso que da lugar a morfologı´as
que presentan invariancia de escala y escalado cine´tico como ocurre en numerosas
te´cnicas de crecimientos de capas delgadas como MBE, CVD o PVD. Ası´ pues, a
sus mu´ltiples aplicaciones mostradas en la seccio´n 2.1, hemos de an˜adirle otra no
menos importante, y es que su comprensio´n y modelizacio´n podrı´an ser muy u´tiles
si de ahı´ pudieran extenderse conceptos y herramientas a otros procesos distintos
que, como la erosio´n io´nica, tambie´n tengan intere´s cientı´fico y/o tecnolo´gico.
Debido a este intere´s, se ha invertido un gran esfuerzo en lograr avances ex-
perimentales en esta te´cnica. Tal y como se observo´ en el capı´tulo 2, existe una
gran variedad de resultados experimentales, difı´cilmente abarcables desde un u´ni-
co modelo teo´rico. A pesar de ello, el hecho de que este feno´meno presente muchas
caracterı´sticas comunes para condiciones experimentales muy diferentes ha permi-
tido desarrollar una base teo´rica (presentada en el capı´tulo 3) en la que nos hemos
apoyado para desarrollar nuestro modelo y cuyas principales conclusiones mostra-
mos a continuacio´n.
Hemos puesto de manifiesto que, para describir de forma completa muchas de
las caracterı´sticas del proceso de erosio´n io´nica, resulta fundamental considerar
los efectos del redepo´sito de material y el flujo de una capa delgada de material
sobre la superficie. Aunque se tiene la certeza de que estos mecanismos ocurren
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en la mayorı´a de los experimentos, au´n no se han cuantificado en todo detalle.
E´ste puede ser un buen punto de partida para resaltar su importancia y fomentar su
ana´lisis.
Con el fin de incorporar estos mecanismos, hemos propuesto un modelo con-
tinuo para dos campos acoplados, R y h, que describen la densidad de material
mo´vil y la altura del sustrato fijo respectivamente, que generaliza las descripciones
previas. Este resulta un punto importante, puesto que a pesar de que nuestra pro-
puesta puede parecer, en principio, muy diferente de las teorı´as anteriores, nuestro
modelo incorpora sus predicciones para la mayorı´a de las caracterı´sticas de la evo-
lucio´n de la superficie. Tambie´n contiene parte de sus limitaciones; por ejemplo,
debido al cara´cter local de la inestabilidad, la velocidad de erosio´n se obtuvo ba-
jo la suposicio´n de que las pendientes son pequen˜as; adema´s, no tiene en cuenta
posibles efectos no locales como el sombreado.
Para simplificar la descripcio´n y obtener una ecuacio´n universal que capture las
principales caracterı´sticas del modelo y sea aplicable a otros procesos con propie-
dades similares, hemos utilizado un desarrollo de escalas mu´ltiples en el umbral de
la inestabilidad lineal que nos ha permitido eliminar el campo de evolucio´n tempo-
ral ma´s ra´pida y derivar una ecuacio´n cerrada, novedosa, para la altura de la super-
ficie. Hemos extendido esta ecuacio´n para el caso de que se gire simulta´neamente
la muestra mientras se bombardea, y hemos analizado todas ellas nume´ricamente
y, en determinadas condiciones, analı´ticamente. A pesar de que recientemente se
ha propuesto un formalismo general basado en simetrı´as y leyes de conservacio´n
para el caso unidimensional o iso´tropo que nos permite derivar y clasificar este tipo
de ecuaciones con inestabilidades morfolo´gicas [Castro et al. 2007], la forma en la
que hemos obtenido aquı´ la ecuacio´n interfacial efectiva es bastante informativa,
tanto por la te´cnica analı´tica en sı´ misma, como porque nos permite entender gran
parte de la fı´sica y los mecanismos ma´s relevantes en la evolucio´n del sistema. En
particular, permite relacionar los para´metros de la ecuacio´n con los que caracte-
rizar fı´sicamente el sistema, relacio´n que puede ser ambigua si nos limitamos a
argumentos de simetrı´a y de relevancia asinto´tica. Adema´s, las ecuaciones resul-
tantes parecen consistentes con la aproximacio´n de pendientes pequen˜as supuesta
cuando se introdujo la dependencia de la velocidad de erosio´n con la geometrı´a lo-
cal; en concreto, a pesar de que te´rminos como el KPZ conservado tienden a hacer
que la pendiente media del sistema aumente, e´sta es controlada finalmente por el
te´rmino KPZ, que no permite que crezca indefinidamente y que interrumpe el pro-
ceso de crecimiento en amplitud del patro´n. La dina´mica de la superficie, por tanto,
no parece generar pendientes grandes incompatibles con nuestras suposiciones.
Estas ecuaciones describen la evolucio´n de una gran variedad de morfologı´as
que presentan propiedades interesantes y que aparecen con frecuencia en otros
feno´menos fuera del equilibrio, adema´s de la erosio´n io´nica, y resultan de gran
importancia en el contexto de la formacio´n de patrones. De hecho, a diferencia de lo
conjeturado por algunos autores [Krug 2001], representan ejemplos de ecuaciones
interfaciales que muestran un patro´n que evoluciona en el tiempo hasta alcanzar
una amplitud y una longitud de onda fijos y orden en distancias uno o dos o´rdenes
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de magnitud mayores que el taman˜o de una sola celda.
Tal y como hemos observado en el capı´tulo 6, existe una gran similitud entre
el proceso erosivo experimental y los resultados obtenidos mediante la integracio´n
nume´rica de estas ecuaciones. A pesar de que resulta difı´cil hacer una compara-
cio´n cuantitativa completamente detallada, nos hemos basado en la mayor tasa de
erosio´n del silicio en una determinada direccio´n cristalina para comparar de for-
ma semi-cuantitativa con los experimentos. Efectivamente, no so´lo se reproducen
la mayorı´a de las caracterı´sticas experimentales, sino que, adema´s, la mayor tasa
de erosio´n provoca que la longitud del patro´n estacionaria sea ma´s pequen˜a y se
alcance ma´s ra´pidamente, a la vez que provoca que la superficie resulte ma´s des-
ordenada a largas distancias. Estos resultados son de un gran intere´s pra´ctico, y
nos animan a seguir considerando nuestro modelo como una descripcio´n va´lida del
proceso erosivo.
Adema´s de la similitud entre las morfologı´as experimentales y las obtenidas en
nuestras simulaciones, nuestras ecuaciones predicen otra gran variedad de estruc-
turas que tambie´n podrı´an resultar de intere´s tecnolo´gico si se pudieran ajustar los
para´metros experimentales para que se produzcan e´stas. Como ejemplo, podemos
citar las ocurridas cuando se producen modos de cancelacio´n debido a los te´rminos
no lineales mostradas en el apartado 6.3.3, donde mediante un posible bombardeo
oblicuo pueden formarse patrones en direcciones diversas.
6.7. Trabajo futuro
A pesar de los avances realizados en este campo, au´n resta mucho trabajo por
hacer para entender completamente el proceso de erosio´n.
Dentro de nuestro modelo teo´rico, debido a la dificultad de relacionar algunos
de los para´metros introducidos en nuestro modelo con sus valores experimentales,
nos hemos tenido que limitar a una comparacio´n cualitativa. E´sta es, sin duda, una
de las principales direcciones de trabajo a seguir en el futuro.
Por otro lado, aunque hemos explorado la mayor parte del rango de para´me-
tros en las ecuaciones de erosio´n unidimensional, y el caso de incidencia normal y
sustrato rotante para dos dimensiones, no hemos podido explorar en su totalidad la
ecuacio´n bidimensional bajo incidencia oblicua. Esta ecuacio´n tiene 17 coeficien-
tes que, si reescalamos x y, h y t, se reducen a 14 coeficientes independientes, lo
cual hace que barrer todo su rango de para´metros sea una labor complicada. Nos
hemos limitado, por tanto, a estudiar algunos te´rminos de forma general, aunque un
estudio ma´s detallado y sistema´tico para revelar todas las caracterı´sticas que pre-
senta parece muy conveniente. Nuestro estudio nume´rico requiere complementarse
con te´cnicas analı´ticas propias de la teorı´a general de formacio´n de patrones, como
estudios de la estabilidad de patrones (mediante aproximaciones de pocos modos)
que permitan establecer diagramas morfolo´gicos de bifurcacio´n, etc.
Por otro lado, las ecuaciones derivadas presentan propiedades matema´ticas (di-
vergencia en tiempo finito o infinito en presencia de modos de cancelacio´n, etc.)
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que serı´an interesante caracterizar en mayor detalle.
A pesar de los esfuerzos que hemos realizado con el fin de avanzar en el es-
tudio analı´tico de la ecuacio´n de erosio´n unidimensional, no hemos obtenido ma´s
resultados que los mostrados en la seccio´n 5.3. Ni tan si quiera la utilizacio´n de
ciertas aproximaciones basadas en la ecuacio´n de la fase para una supuesta solu-
cio´n perio´dica, tal como se ha hecho con considerable e´xito para otras ecuaciones
que presentan un determinado patro´n perio´dico [Politi y Misbah 2004; Politi y
Misbah 2006; Politi y Misbah 2007], nos han permitido obtener ma´s informacio´n
sobre el proceso de ensanchamiento de la estructura. De hecho, en estos mismos
trabajos se menciona la dificultad de ampliar este me´todo a ecuaciones del tipo de
las deducidas en nuestro modelo. Esta lı´nea de trabajo, aunque quiza´ ma´s difı´cil
conceptualmente, presenta tambie´n un gran intere´s.
Por u´ltimo, otra lı´nea de trabajo futuro que estamos considerando puede ser la
formulacio´n de un modelo propiamente hidrodina´mico para describir la evolucio´n
de la capa de flujo viscoso sobre la superficie. En principio, este planteamiento
podrı´a ir ma´s alla´ de varias de las aproximaciones realizadas y permitirı´a estudiar
condiciones experimentales ma´s amplias.
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A
Comportamiento de escala para
cortes unidimensionales en
superficies
1A veces, el estudio del comportamiento de escala para superficies bidimen-
sionales obtenidas experimentalmente se hace a trave´s de cortes unidimensiona-
les obtenidos a partir de ima´genes de microscopı´a electro´nica de barrido (SEM),
microscopı´a de transmisio´n electro´nica (TEM), etc. La informacio´n experimental
obtenida de la morfologı´a de dichos cortes unidimensionales suministra valiosa in-
formacio´n sobre el comportamiento de la superficie y, aunque los exponentes obte-
nidos para la superficie completa y para el corte unidimensional esta´n ı´ntimamente
relacionados, no siempre ha sido bien entendida su relacio´n en la literatura cientı´fi-
ca. Por ejemplo, el resultado de integrar la ecuacio´n de Edwards-Wilkinson [Ec.
(1.22)] utilizando un esquema simple de Euler en diferencias finitas se muestra en
la figura A.1. En la figura A.3 representamos el factor de estructura unidimensional,
obtenido mediante una seccio´n del espectro de potencias bidimensional (mostrado
en la figura A.2) que representaremos por PSD(qx), y se compara con el factor de
estructura de una seccio´n transversal de la superficie real (mostrada en A.1) que de-
nominaremos PSD1d(qx). Se observa que ambas funciones no coinciden, ya que
1El trabajo recogido en esta seccio´n fue presentado en un panel en Fises’03 titulado “Ana´lisis
unidimensional y efectos de anisotropı´a en superficies rugosas”.
164
Comportamiento de escala para cortes unidimensionales en
superficies
Figura A.1 — Perfil de la ecuacio´n de
EW Ec. (1.22) con ν = 1, D = 1, con
condicio´n inicial plana en un sistema de ta-
man˜o 256×256, para un tiempo suficiente-
mente largo donde la rugosidad total W ya
ha saturado.
Figura A.2 — Factor de estructura bidi-
mensional PSD(q) obtenido para la mor-
fologı´a de la figura A.1. La lı´nea oscura re-
presenta el valor de PSD(qx, qy = 0)mos-
trado en funcio´n de qx en la figura A.3
esta´n relacionadas segu´n
PSD1d(qx, t) =
1
2pi
∫ ∞
−∞
PSD(q, t)dqy. (A.1)
Si suponemos que la superficie considerada presenta rugosidad cine´tica, a partir
de la relacio´n anterior podemos trasladar la hipo´tesis de escala de Family-Viseck
para la funcio´n PSD1d(qx). Se obtiene entonces
PSD1d(qx, t) ∼ q−(d+2α−1)x g(tqzx), (A.2)
donde g(u) ∼ cte. para uÀ 1 y g(u) ∼ u(d+2α−1)/z si u¿ 1.
Figura A.3 — Factor de estructura bi-
dimensional, PSD(qx, qy = 0), y el ob-
tenido a partir de un corte longitudinal de
la morfologı´a, PSD1d(qx), en funcio´n de
qx para la ecuacio´n de EW en las condi-
ciones de la figura A.1. Los puntos repre-
sentan el resultado obtenido mediante inte-
gracio´n nume´rica de la ecuacio´n. Las lı´neas
muestran los resultados analı´ticos dados
por (A.4) y (A.6) para este mismo caso
(m = 2).
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S(q
x
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x
-(2α+2) PSD    simulación numérica
PSD1d  simulación numérica
PSD   expresión analítica
PSD1d expresión analítica
PSD1d ~ qx
-(2α+2-1)
Como mencionamos en las secciones anteriores, se puede obtener una solucio´n
exacta para las ecuaciones EW y LMBE, cuyas formas son casos particulares de la
ecuacio´n lineal
∂h
∂t
= −ν(−∇2)m/2h+ η (A.3)
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para m = 2 y m = 4, respectivamente. El factor de estructura exacto para un
sistema discreto de la forma anterior es
PSD(q, t) =
D
(
1− e−2νωmt)
νωm
; ωm =
[
4
(
sin 2(qx/2) + sin 2(qy/2)
)]m/2
.
(A.4)
Este resultado aparece representado en la figura A.3 con qy = 0. Podemos observar
co´mo, debido a utilizar un esquema discreto de integracio´n, el factor de estructu-
ra se “redondea” para valores de q grandes, aparta´ndose ası´ del comportamiento
de escala ideal. Este efecto no aparece cuando utilizamos me´todos de integracio´n
espectrales, como se tenı´a en la figura 1.4.
De forma ana´loga a la relacio´n A.1, el factor de estructura obtenido tras realizar
un corte unidimensional de la superficie bidimensional para el caso discreto es
PSD1d(qx, t) =
1
L
∑
qy
S2d(q, t). (A.5)
En la figura 1.4, se representa el valor de PSD1d(qx) obtenido a partir de
(A.4) y (A.5) para tiempos suficientemente largos y el caso particular de m = 2
(ecuacio´n de EW), que se expresa analı´ticamente como
PSD1d(qx, t→∞) ∼
D 2F1
(
1
2 ,
m
2 ; 1;− sin−2 qx/2
)
ν4m/2 sin2(qx/2)
, (A.6)
donde pFq(n1, . . . , ni;m1, . . . ,mj ;u) es la funcio´n hipergeome´trica generalizada
de orden i, j y argumento u.
Hemos demostrado, por tanto, que el hecho de identificar directamente la clase
de universalidad de una superficie a partir del espectro de potencias de un corte
transversal de la morfologı´a puede conducirnos a error si no tenemos en cuenta la
relacio´n (A.2). Esto no ocurre en el caso de los observables medidos en el espacio
real, donde los exponentes obtenidos, por ejemplo para la rugosidad, de una seccio´n
transversal coinciden con los de la superficie bidimensional.

B
Expresiones analı´ticas para los
coeficientes de la velocidad de
erosio´n
En este ape´ndice se muestra la forma de la velocidad de erosio´n para las dis-
tribuciones de energı´as consideradas en la seccio´n 3.4 en funcio´n de los diferentes
para´metros fenomenolo´gicos definidos en el capı´tulo 3, como el flujo de los io-
nes, Φ0, su energı´a cine´tica, E, el a´ngulo local de incidencia, γ0, las distancias
caracterı´sticas de las distribuciones de energı´a en las condiciones experimentales
consideradas, etc. En la seccio´n 3.4 pueden encontrarse tambie´n representaciones
gra´ficas del valor de los diferentes coeficientes Γ normalizados por sus correspon-
dientes valores absolutos a incidencia normal, γ0 = 0, para el caso de los para´me-
tros obtenidos en nuestras simulaciones bajo la aproximacio´n de colisiones binarias
(BCA).
En el apartado B.1 se muestra la forma de la velocidad de erosio´n para la dis-
tribucio´n de energı´a unidimensional (3.29) considerada en 3.4.1. En B.2 para la
distribucio´n de energı´a (3.31) de la misma seccio´n. En B.3 se muestra la forma de
(3.33) de la seccio´n 3.4.2 para la distribucio´n de energı´a bidimensional (3.28).
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B.1. Distribucio´n Gaussiana modificada 1d
VO = N1dg ΛEΦ0 e
− a2
2σ2z
[
Γg,1d0 +
Γg,1dx
Rx
]
; (B.1)
Γg,1d0 =
√
pie
A2g
4Bg (A2g + 2Bg)
4B5/2g
cos3 γ0;
Γg,1dx =
√
pie
A2g
4Bg
32B11/2g
[
2A3gBg(Agbg − 10cg)−A5gcg−
4AgB2g(A
2ag − 6Agbg + 15cg)− 24B3g(Agag − bg)
]
;
Ag =
a
σ2z
sin γ0; Bg =
1
2σ2z
sin2 γ0 +
1
2σ2x
cos2 γ0;
ag = −2 sin γ0 cos2 γ0; bg = − a2σ2z
cos4 γ0;
cg =
( 1
2σ2x
− 1
2σ2z
)
cos4 γ0 sin γ0.
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B.2. Distribucio´n exponencial 1d
VO = N1de ΛEΦ0 e
− a2
2σ2z
[
Γe,1d0 +
Γe,1dx
Rx
]
; (B.2)
Γe,1d0 =
ae
Be
+
1
8B5/2e
∑
i=1,2
{
− 2
√
BeAe,ibe+
[
A2e,ibe − 2aeAe,iBe + 2beBe
]√
pie
A2e,i
4Be erfc
( Ae,i
2
√
Be
)}
;
Γe,1dx =
1
64B11/2e
∑
i=1,2
{
2
√
Be
[
(−1)iA4e,ife − 2A3e,iBeee,i+
+ (−1)i16B3ede,i − 4B2e (Ae,i(5ee,i + (−1)i2Bece))+
(−1)i18A2e,iBefe + (−1)i4Ae,iB2ede,i
]
+[− (−1)iA5e,ife + 2A3e,iBe(Ae,iee,i − (−1)i10fe)+
− 4Ae,iB2e ((−i)iA2e,ide,i − 6Ae,iee,i + (−1)i15fe)+
8B3e ((−1)iA2e,ice − (−1)i3Ae,ide,i + 3ee,i)
]√
pie
A2e,i
4Be erfc
( Ae,i
2
√
Be
)}
;
Ae,1 =
cos γ0
σx
− a sin γ0
σ2z
; Ae,2 =
cos γ0
σx
+
a sin γ0
σ2z
;
Be =
sin2 γ0
2σ2s
; ae = c cos2 γ0; be = cos3 γ0;
ce = −32c cos γ0 sin γ0;
de,1 =
( c
2σx
− 2) cos2 γ0 sin γ0 + c a2σ2z cos3 γ0;
de,2 =
( c
2σx
− 2) cos2 γ0 sin γ0 − c a2σ2z cos3 γ0;
ee,1 =
( c
2σ2z
− 1
2σx
)
cos3 γ0 sin γ0 − a2σ2z
cos4 γ0;
ee,2 = −
( c
2σ2z
+
1
2σx
)
cos3 γ0 sin γ0 − a2σ2z
cos4 γ0;
fe = 2 cos5 γ0 sin γ0.
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B.3. Distribucio´n Gaussiana modificada 2d
VO = NgΛEΦ0 e
− a2
2σ2z
[
Γg0 +
Γgx
Rx
+
Γgy
Ry
]
; (B.3)
Γg0 =
pie
A2g
4Bg (b0A2g + 4a0B
2
g + 2b0Bg)
2
√
2B5/2g
;
Γgx =
pi e
A2g
4Bg
16
√
2B11/2g
{
2Bg
[
4B2gbx(A
2
g + 2Bg)− 8AgB3gax+
− 2AgBgcx(A2g + 6Bg) + dx(A4g + 12A2gBg + 12B2g)
]
+
−Agex(A4g + 20A2gBg + 60B2g)
}
;
Γgy =
pi e
A2g
4Bg
4
√
2B7/2g
[
2Bgcy(A2g + 2Bg)− 4B2gay(by − 2Bg)+
−Agdy(A2g + 6Bg)
]
;
Ag =
a
σ2z
sin γ0; Bg =
1
2σ2z
sin2 γ0 +
1
2σ2xy
cos2 γ0;
a0 = σ3xy cos γ0; b0 = σxy cos
3 γ0;
ax = −σ3xy sin γ0; bx = −
σ3xy
2σ2z
a cos2 γ0;
cx = −
(3
2
σxy +
σ3xy
2σ2z
)
cos2 γ0 sin γ0;
dx = −σxy2σ2z
a cos4 γ0; ex =
( 1
2σxy
− σxy
2σ2z
)
sin γ0 cos4 γ0;
ay = −
3σ5xy
2σ2z
a cos2 γ0;
by = −
3σ5xy
2σ2z
cos2 γ0 sin γ0 +
σ3xy
2
cos2 γ0 sin γ0;
cy = −
σ3xy
2σ2z
a cos4 γ0; dy =
(σxy
2
− σ
3
xy
2σ2z
)
cos4 γ0 sin γ0.
C
Orientacio´n y longitud de onda
lineal de las ondulaciones
En este ape´ndice mostraremos el me´todo para calcular la longitud de onda li-
neal observada en los experimentos cuando la parte real de la relacio´n de dispersio´n
toma la siguiente forma
Re(ω+k ) = −νxk2x − νyk2y −Dxxk4x −Dyyk4y −Dxyk2xk2y. (C.1)
Para facilitar nuestro ana´lisis sera´ u´til adelantar el signo de estos para´metros. De-
finimos νx y νy de forma que coincidan con los obtenidos en el modelo de BH.
Como se demostro´ en el capı´tulo 3, el signo de νx depende de las condiciones ex-
perimentales, mientras que νy es siempre negativo, y para a´ngulos menores que un
a´ngulo crı´tico se tenı´a que νx < νy. Por otro lado, consideraremos Dxx, Dyy y
Dxy positivas. Definimos el vector que maximiza (C.1) como kl = (klx, k
l
y). En
consecuencia, kl debe cumplir la condicio´n de ma´ximo relativo, esta es
∂Re(ω+k )
∂kx
(
kl
)
=
∂Re(ω+k )
∂ky
(
kl
)
= 0. (C.2)
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Esta condicio´n es satisfecha por los siguientes vectores de onda, que se correspon-
den con las posibles direcciones en las que se puede orientar el patro´n:
k0 = (0, 0) , k1 =
(
±
√
νx
−2Dxx , 0
)
, k2 =
(
0,±
√
νy
−2Dyy
)
,
k3 =
(
±
√
2νxDyy − νyDxy
D2xy − 4DxxDyy
,±
√
2νyDxx − νxDxy
D2xy − 4DxxDyy
)
. (C.3)
En (C.3), para aquellos a´ngulos en los cuales νx es positivo, k1 no estarı´a definido,
mientras que en el caso de que D2xy − 4DxxDyy = 0 no existe la solucio´n k3 y las
soluciones de (C.2) se limitan a las tres restantes. Para obtener el ma´ximo absoluto
debemos sustituir estos valores en la expresio´n (C.1); en ese caso resulta
Re(ω+k0) = 0, Re(ω+k1) =
ν2x
4Dxx
, Re(ω+k2) =
ν2y
4Dyy
,
Re(ω+k3) =
νxνyDxy − ν2xDyy − ν2yDxx
D2xy − 4DxxDyy
, (C.4)
donde el mayor de estos valores nos dara´ la magnitud y orientacio´n del patro´n. Para
estudiar cua´l de estos te´rminos es superior, escribimos a continuacio´n Re(ω+k1) −
Re(ω+k3) y Re(ω+k2)−Re(ω+k3) con el fin estudiar su signo.
Re(ω+k1)−Re(ω+k3) =
(Dxyνx − 2Dxxνy)2
4Dxx
(
D2xy − 4DxxDyy
) , (C.5)
Re(ω+k2)−Re(ω+k3) =
(Dxyνy − 2Dyyνx)2
4Dyy
(
D2xy − 4DxxDyy
) . (C.6)
El signo de Re(ω+k1)−Re(ω+k3) y Re(ω+k2)−Re(ω+k3) viene determinado por el
signo de
(
D2xy − 4DxxDyy
)
. Para que k3 maximice Re(ω+) debe verificarse
D2xy < 4DxxDyy. (C.7)
En el caso de que la parte real de la relacio´n de dispersio´n sea de la forma
(4.44), para la cual se verifica Dxy = Dxx + Dyy, es inmediato ver que no se
cumple la condicio´n (C.7), pues se tiene
D2xy − 4DxxDyy = (Dxx −Dyy)2 > 0; (C.8)
por tanto, los u´nicos vectores de onda que maximizan (C.1) son k1 o k2 y el patro´n
se orienta en una de estas dos direcciones, salvo que
ν2xDyy = ν
2
yDxx, (C.9)
en cuyo caso se verifica Re(ω+k1) = Re(ω+k2) y se tiene un patro´n rectangular
cuyas longitudes de de onda vienen dadas por (C.3). No es posible tener un patro´n
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cuadrado, pues en ese caso se debe verificar |k1| = |k2| ⇒ νxDyy = νyDxx, y
para que se cumpla simulta´neamente la condicio´n (C.9) debe tenerse νx = νy y
Dxx = Dyy, en cuyo caso el patro´n no serı´a cuadrado sino iso´tropo.
En el caso de los te´rminos difusivos inducidos por la erosio´n obtenidos en
Makeev, Cuerno y Baraba´si (2002) para la ecuacio´n (3.39) de la seccio´n 3.5.1, se
verifica que Dxyνy = 2νxDyy y por tanto la solucio´n k3 de (C.3) se reduce a k2.
Se obtiene de nuevo que el ma´ximo de la parte real de la relacio´n de dispersio´n no
puede orientarse en cualquier direccio´n sino so´lo en xˆ, yˆ, o en ambas simulta´nea-
mente.
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