Information-based measure of nonlocality by Montina, Alberto & Wolf, Stefan
ar
X
iv
:1
31
2.
62
90
v2
  [
qu
an
t-p
h]
  2
5 F
eb
 20
16
Information-based measure of nonlocality
Alberto Montina and Stefan Wolf
Facolta` di Informatica, Universita` della Svizzera Italiana, Via G. Buffi 13, 6900 Lugano, Switzerland
(Dated: October 28, 2018)
Quantum nonlocality concerns correlations among spatially separated systems that cannot be
explained classically without communication among the parties. Thus, a natural measure of nonlocal
correlations is provided by the minimal amount of communication required for classically simulating
them. In this paper, we present a method to compute the minimal communication cost of parallel
simulations, which we call nonlocal capacity, for any general nonsignaling correlations. This measure
turns out to have an important role in communication complexity and can be used to discriminate
between local and nonlocal correlations, as an alternative to the violation of Bell’s inequalities.
I. INTRODUCTION
The outcomes of measurements performed on spatially
separate entangled systems can display nonlocal correla-
tions that cannot be explained classically without some
communication [1]. In particular, one of the parties
needs some information on the measurement choice of
the other party. These nonlocal correlations can be used
as an information-theoretic resource. For example, they
can exponentially reduce the amount of communication
required to solve some distributed computational prob-
lems [2, 3]. Furthermore, for some tasks, the use of non-
local correlations can make communication unnecessary,
such as in pseudo-telepathy games [4]. Some stronger-
than-quantum nonsignaling correlations can even col-
lapse the communication complexity in any two-party
scenario. Indeed, the access to an unlimited number of
Popescu-Rohrlich (PR) nonlocal boxes allows two par-
ties to solve any communication complexity problem with
the aid of a constant amount of classical communica-
tion [5]. Nonlocal correlations have also a fundamen-
tal role in device-independent applications, such as key
agreement in cryptography [6–12] and randomness am-
plification [13, 14].
As the violation of a given Bell inequality is the signa-
ture of nonlocal correlations, a possible measure of non-
locality is the strength of this violation. However, since
this quantity has no obvious relation with information,
it does not necessarily provide a reliable measure as an
information-theoretic resource. A more natural measure
has been employed in Refs. [4, 15–18] and relies on the
very definition of nonlocality; nonlocal correlations re-
quire some communication to be classically simulated,
thus the minimal amount of required classical commu-
nication can be used as a measure of the strength of
nonlocality. This measure, which we call communication
complexity of the nonlocal resource, provides an ultimate
limit to the power of nonlocal correlations in terms of
classical communication in a two-party scenario. Indeed,
nonlocal resources cannot replace an amount of classi-
cal communication bigger than the associated communi-
cation complexity. As shown in Ref. [19], the strength
of the Bell inequality violation and the communication
complexity of nonlocal resources turn out to be identical
if the average amount of communication is employed as
measure of the communication cost and the optimal in-
equality is taken for the given nonlocal correlations. In
this paper, we mainly focus on the minimal asymptotic
communication cost of parallel simulations in the asymp-
totic limit of infinite instances. This quantity, which we
call nonlocal capacity, turns out to be much easier to be
computed than its single-shot counterpart. Furthermore,
tight lower and upper bounds on the minimal average
communication cost are given in terms of the nonlocal
capacity, as discussed later. Thus, the nonlocal capac-
ity also gives tight bounds on the maximal violation of
the Bell inequalities. Alternative measures of nonlocality
could use different resources as unit of nonlocality, such
as nonlocal boxes [20, 21]. For example, the strength of
nonlocality could be defined as the number of PR-boxes
necessary to simulate the correlations. However, no fi-
nite set of PR-boxes can simulate all bipartite nonlocal
correlations [22, 23].
By definition, the computation of the nonlocal capac-
ity is an optimization problem, but it is not convex in its
original form. This makes it very hard to find the global
minimum, expecially when the set of allowed measure-
ments is large. In this paper, we show that the prob-
lem can be reduced to a convex minimization problem,
which can be numerically solved with very efficient algo-
rithms [24]. Then, we discuss the relation with a previous
work on the communication complexity of channels in
general probabilistic theories [25]. Finally, we illustrate
the method with a numerical example.
II. COMMUNICATION COST OF NONLOCAL
CORRELATIONS
In this paper, we will discuss the general case of
nonsignaling correlations, which satisfy the minimal re-
quirements of relativity and causality. Namely, the ob-
ject that we will consider is a nonsignaling box, which is
an abstract generalization of the following quantum sce-
nario. Two parties, say Alice and Bob, simultaneously
perform a measurement on two spatially separate parts
of an entangled system. In general, Alice and Bob are
allowed to choose among their respective sets of possi-
ble measurements. We assume that Bob’s set of mea-
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FIG. 1: (a) Nonsignaling box with inputs a and b and out-
comes r and s. (b) Simulation of the nonsignaling box through
shared stochastic variable y and communication of the vari-
able k.
surements is finite, but arbitrarily large. For the sake
of simplicity, we also assume that Alice’s set is discrete,
although this is not strictly necessary. Let us denote
by the indices a and b the measurements performed by
Alice and Bob, respectively. The index b takes a value
in {1, . . . ,M}, where M is the number of measurements
that Bob can perform. After the measurements, Alice
gets an outcome r and Bob an outcome s. The overall
scenario is described by the joint conditional probability
P (r, s|a, b). This distribution satisfies the nonsignaling
conditions∑
s P (r, s|a, b) =
∑
s P (r, s|a, b¯) ≡ P (r|a) ∀a, b, b¯, r,∑
r P (r, s|a, b) =
∑
r P (r, s|a¯, b) ≡ P (s|b) ∀a, a¯, b, s.
(1)
These conditions are implied by causality and relativity.
In the following discussion, we consider a more general
scenario including non-quantum correlations and we just
assume that the joint conditional probability satisfies the
nonsignaling condition. The abstract machine producing
the correlated variables r and s from the inputs a and
b will be called nonsignaling box (briefly, NS-box). The
NS-box, schematically represented in Fig. 1a, is identified
with the conditional probability P (r, s|a, b).
In general, a classical simulation of the joint distri-
bution P (r, s|a, b) requires some communication between
the parties. We assume that only a one-way communica-
tion from Alice to Bob is allowed. The classical protocol
is as follows (as illustrated in Fig. 1b). Alice generates an
outcome r and a variable k with probability P (k, r|y a)
depending on the variable a and some stochastic variable
y shared with Bob and generated with probability ρ(y).
The variable k is sent to Bob. Finally, Bob generates an
outcome s with probability P (s|y b k) depending on y, b
and k. The protocol simulates the NS-box P (r, s|a, b) if
∑
k
∫
dyP (s|y b k)P (k, r|y a)ρ(y) = P (r, s|a, b). (2)
We define the communication complexity (denoted by
Cnl) of the NS-box as the minimal amount of communi-
cation C required for an exact simulation of the NS-box.
There are different measures of amount of communi-
cation. Here we employ the entropic definition, although
the presented results apply also to the case of average
communication. Let us introduce the conditional proba-
bility
P (k|y) ≡
∑
r,a
P (k, r|y, a)P (a)
and the corresponding conditional Shannon entropy of
the variable K given Y
HP (a)(K|Y ) ≡ −
∫
dyρ(y)
∑
k
P (k|y) log2 P (k|y),
which depends on P (a). We define the communication
cost C of the simulation as the maximum, over the space
of distributions P (a), of HP (a)(K|Y ), that is,
C ≡ max
P (a)
HP (a)(K|Y ) (3)
(see also Refs. [25, 27] and later discussion for the op-
erational interpretation). Note the abuse of notation in
Eq. (3). The maximization is performed with the re-
spect to P (a) as a function of a. The argument of the
function P (a) is used to distinguish it from the other dis-
tributions, such as P (s|y b k) and P (k, r|y a). The same
representation is used for the label of HP (a)(K|Y ). For
the sake of simplicity, we will use this notation whenever
the meaning is clear from the context.
The operational interpretation of C is provided by
Shannon’s source coding theorem and the wrong code
theorem (Theorem 5.4.3 in Ref. [28]). Given a com-
pression code for k, let us denote by L(a) the expected
length of the codeword of k for a given input a and by
L¯[P (a)] ≡ ∑a P (a)L(a) the expected length averaged
over a with the distribution P (a). The interpretation of
C is given by the following properties. There is an op-
timal coding such that the minimal worst-case expected
length maxa L(a) is equal to C up to one additional bit,
that is,
C ≤ max
a
L(a) ≤ C + 1. (4)
In other words, for the optimal code, Alice needs to send
not more than C + 1 on average for every choice of the
input a and this bound is strict for some input a up
to one bit. Furthermore, the optimal code minimizing
maxa L(a) also minimizes L¯[P (a)] for the worst-case dis-
tribution P (a) and the minimum is equal to C up to
one bit. It is worth to stress that the upper bound col-
lapses to C if block-coding of k is employed, as discussed
later. Let us prove Ineqs. (4). Suppose that Alice and
Bob employ the optimal code minimizing maxa L(a) and
Alice chooses the input a according to the distribution
P (a) maximizing HP (a)(K|Y ), denoted by PM (a). From
Shannon’s source coding theorem, we have that the ex-
pected length of the codeword of k,
∑
a PM (a)L(a), is
not smaller than C = HPM (a)(K|Y ). Thus,
C ≤ max
a
L(a). (5)
Let us define the distribution
PM (k|y) ≡
∑
r,a
P (k, r|y, a)PM (a). (6)
3From Shannon’s theorem, it is clear that the optimal
code minimizing L¯[P (a)] for the worst-case distribution
P (a) is the code that minimizes L¯[PM (a)] and the min-
imum is equal to C up to one bit. Now, we show that
the optimal code minimizing L¯[PM (a)] also minimizes
maxa L(a) up to one additional bit. Namely, employ-
ing the optimal code for PM (a), the wrong code theorem
implies that maxa L(a) is not bigger than C + 1. In-
deed, if Alice generates a according to a different distri-
bution P (a) and uses the code that is optimal for PM (a),
the expected codeword length L¯[P (a)] is equal to the
Shannon entropy HP (a)(K|Y ) plus the relative entropy
D[P (k|y)||PM (k|y)] up to an additional bit [28], where
the relative entropy is [28]
D[P (k|y)||PM (k|y)] ≡ −
∫
dyρ(y)
∑
k
P (k|y) log P (k|y)
PM (k|y) .
(7)
Thus, defining the quantity
C[P (a)] ≡ HP (a)(K|Y ) +D[P (k|y)||PM (k|y)] =
− ∫ dyρ(y)P (k|y) logPM (k|y), (8)
we have that
L¯[P (a)] ≤ C[P (a)] + 1. (9)
Let us prove that
C[P (a)] ≤ C. (10)
Given the distribution Pα(a) ≡ αP (a) + (1 − α)PM (a)
with α ∈ [0, 1], we have that
dHPα(a)(K|Y )
dα
∣∣∣∣
α=0
≤ 0, (11)
as PM (a) maximizes the conditional entropy. This equa-
tion implies Eq. (10), which can be seen by explicitly
performing the derivation of the conditional entropy.
Thus, from Eqs. (9,10), we have that L¯[P (a)] ≤ C + 1.
Since this inequality holds for every P (a), we have that
L(a) ≤ C + 1.
If block-coding of many parallel instances of k is em-
ployed, the minimal expected length L(a) per instance
turns out to be equal to C in the asymptotic limit of in-
finite instances. However, block-coding of k is not the
most general compression method in the case of a par-
allel simulation of NS-boxes. A more general protocol
simulating N NS-boxes, which is schematically repre-
sented in Fig. 2a, is as follows. The ith box has input
ai and outcome ri on one side (Alice side), and input
bi and outcome si on the other side (Bob side). Alice
chooses the input (a1, . . . , aN ) ≡ ~a and gets the out-
come (r1, . . . , rN ) ≡ ~r. Similarly, Bob chooses the input
(b1, . . . , bN) ≡ ~b and gets the outcome (s1, . . . , sN ) ≡ ~s.
Hereafter, we always use a superscript as a label of the
NS-boxes. The parallel simulation of N NS-boxes is the
same as for a single box, with a, b, r and s replaced by ~a,
 1st NS-box 
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k
y y
(a) (b)
r
1
r
N
s
1
s
N
a
N
b
1
a
1 a
1
b
N
a
N
b
1
b
N
r
N
s
1
s
N
r
1
FIG. 2: (a) N identical nonsignaling boxes. On one side, Al-
ices chooses the inputs (a1, . . . , aN ) and gets the outcomes
(r1, . . . , rN). On the other side, Bob chooses the inputs
(b1, . . . , bN) and gets the outcomes (s1, . . . , sN). (b) Simula-
tion of the N nonsignaling boxes through a shared stochastic
variable y and the communication of the variable k.
~b, ~r and ~s. This more general scheme produces a global
variable k with a probability depending on the overall
input ~a. The protocol exactly simulates the N boxes if
∑
k
∫
dyP (~s|y~b k)P (k,~r|y~a)ρ(y) =
∏
i
P (ri, si|ai, bi).
(12)
Each parallelized protocol has N as a free parameter.
The asymptotic communication cost of the protocol is
defined as limN→∞ Cpar/N ≡ Casym, where Cpar is the
communication cost of the parallelized simulation. In this
case, the maximization in Eq. (3) is performed over the
space of joint input distributions P (a1 . . . aN). We define
the nonlocal capacity of the NS-box as the minimum of
Casym among the parallelized protocols. The nonlocal
capacity is denoted by Casymnl .
III. COMPUTATION OF NONLOCAL
CAPACITY AS A CONVEX OPTIMIZATION
PROBLEM
Our task is to reduce the computation of Casymnl to the
minimization of a functional over a suitable space of dis-
tributions. Let us define this space.
Definition 1. Given a nonsignaling box with condi-
tional probability P (r, s|a, b), the set V contains any
conditional probability ρ(r s|a) over r and the sequence
s = (s1, . . . , sM ) whose marginal distribution of r and
the m-th variable is the distribution P (r, s|a, b = m). In
other words, the set V contains any ρ(r s|a) satisfying the
constraints ∑
s,sm=s
ρ(r s|a) = P (r, s|a, b = m), (13)
where the summation is over every index in s except the
m-th one, which is set equal to s. The subscript “s, sm =
4k
yy
(a) (b)
s1
aNa1
sN
a
s=(s
1
....s
M
)
b
s
b
s
1....sN
bNb1
b1
bN
k
yy s
b
a
s
b
(c)
r1 r
Nr
r
FIG. 3: (a) Master protocol using a HV-box ρ(r, s|a) ∈ V for simulating a NS-box. Alice sends s, generated according to
ρ(r, s|a) ∈ V. Bob generates the outcome sb. (b) Child protocol using the simulation of N HV-boxes by employing shared
randomness and communication. First, N identical HV-boxes ρ(r1, s1|a1), . . . , ρ(rN , sN |aN ) ∈ V are simulated as follows. Alice,
who chooses a1, . . . , aN and generates r1, . . . , rN , sends k, enabling Bob to generate the variables s1, . . . , sN of N instances
according to the distributions ρ(ri, si|ai) ∈ V. The two parties share the random variable y. Finally, Bob generates the
outcomes s1
b1
, . . . , sN
bN
, as done in the master protocol for a single instance. (c) One-shot child protocol. A single HV-box is
simulated.
s” means that the summation is done over ~s with the
constraint that the component sm is taken equal to s,
that is, ∑
s,sm=s
=
∑
s
δsm,s, (14)
δa,b being the Kronecker delta.
The set V is surely non-empty. Indeed, the distribution
ρ(r s|a) = P (s1|r a b = 1)× · · · × P (sM |r a b =M)P (r|a)
is an element of V . Note that ρ(r s|a) can be defined
only if the first nonsignaling condition (1) is satisfied.
The conditional probability ρ(r s|a) defines a new box
with a single input, a. We call this box ‘HV-box’, where
HV stands for ‘hidden variable’. Indeed, this box gives
simultaneously the outcomes for every query b of Bob,
whereas this information is partially hidden in a query of
the original NS-box.
There is a trivial protocol that simulates a NS-box
through its HV-box. Using the same terminology intro-
duced in Ref. [25] in the context of channels, we introduce
the following protocol (Fig. 3a) that simulates a NS-box
through one of its HV-boxes.
Master protocol. Alice generates the outcome r
and the array s according to a conditional probability
ρ(r s|a) ∈ V . Then, she sends s to Bob. Finally, Bob
chooses the input b and gives the outcome s = sb.
It is obvious that r and s are generated according to the
conditional probability P (r, s|a, b).
Through the procedure discussed in Ref. [26] and used
in Ref. [25] for quantum channels, we show that it is
possible to turn the master protocol into a child pro-
tocol (Fig. 3b) for parallel simulations whose asymp-
totic communication cost is the capacity of the channel
a → s associated to the conditional probability ρ(s|a) ≡∑
r ρ(r s|a). Let us recall that a channel x1 → x2 is iden-
tified by a conditional probability distribution ρ(x2|x1)
and its capacity is the maximum of the mutual infor-
mation between x1 and x2 over the space of probability
distributions ρ(x1) [28]. Let us denote by C(x1 → x2)
the capacity of the channel x1 → x2. The procedure in
Ref. [26] is based on the Reverse Shannon theorem [31].
Using the single-shot version of the reverse Shannon the-
orem [29], we also show that there is a single-shot sim-
ulation of a NS-box (Fig. 3c), with associated HV-box
ρ(r, s|a), whose communication cost is equal to C(a→ s)
plus an additional term scaling as logC(a→ s).
Let us first prove the following.
Lemma 1. Multiple instances of identical HV-boxes
ρ(r, s|a) can be simulated in parallel through local ran-
domness and communication with asymptotic communi-
cation cost Casym equal to the capacity of the channel
ρ(s|a) ≡∑r ρ(r s|a). That is,
Casym = C(a→ s) (15)
The communication is established from Alice to Bob. Al-
ice chooses an input ai and gets an outcome ri in each
instance i, whereas Bob gets the outcomes si. The two
parties can use shared random variables. Furthermore,
there is a single-shot simulation of a HV-box with com-
5munication cost C such that
Casym ≤ C ≤ Casym + 2 log2[Casym + 1] + 2 log2 e. (16)
Proof. The simulation is as follows. The ith instance has
input ai and outcome ri on Alice’s side, and outcome si
on Bob’s side. The outcomes are generated with condi-
tional probability ρ(ri, si|ai). Alice chooses the inputs
a1, . . . , aN . Then she sends Bob an amount of informa-
tion that allows Bob to generate the variables s1, . . . , sN
according to the conditional probability ρ(si|ai). The re-
verse Shannon theorem [31] states that there is a protocol
for this task with asymptotic communication cost equal
to the capacity of the channel ρ(s|a), provided that Alice
and Bob share some stochastic variable, say χ. It is al-
ways possible to have a deterministic protocol, so that the
outcomes s1, . . . , sN are uniquely determined by χ and
the communicated information. Since χ is shared with
Alice, Alice knows Bob’s outcomes. Thus, Alice gener-
ates her outcomes r1, . . . , rN according to the conditional
probability ρ(ri|ai si) ≡ ρ(ri si|ai)/ρ(si|ai). The overall
set of outcomes is generated according to the joint distri-
bution ρ(ri, si|ai). The last statement of the lemma has a
similar proof and uses the result in Ref. [29]. The single-
shot version of the reverse Shannon theorem proved in
Ref. [29] states that a single-shot simulation of the chan-
nel a → s can be performed with a communication cost
C satisfying the inequalities (16). 
Lemma 1 directly implies the following.
Lemma 2. Identical NS-boxes can be simulated in par-
allel with an asymptotic communication cost Casym equal
to the capacity of the channel ρ(s|a) ≡∑r ρ(r s|a), where
ρ(r s|a) ∈ V is an associated HV-box. The parallel pro-
tocol is obtained by using a parallel simulation of HV-
boxes that employs shared randomness and communica-
tion. The overall protocol, called child protocol, is rep-
resented in Fig. 3b. Furthermore, there is a single-shot
simulation of a NS-box with communication cost C sat-
isfying the inequalities (16) (Fig. 3c).
Proof. This is a trivial consequence of Lemma 1. Indeed,
a NS-box P (r, s|a, b) can be simulated by a master pro-
tocol through an associated HV-box ρ(r, s|a), which can
be simulated with asymptotic communication cost equal
to the capacity of the channel ρ(s|a) and with single-shot
communication cost C satisfying constraints (16). 
Let us define the quantity
D ≡ min
ρ(r,s|a)∈V
max
P (a)
I(S;A) ≡ min
ρ(r,s|a)∈V
C(a→ s) (17)
associated to a NS-box P (r, s|a, b), where I(S;A) is the
mutual information between the stochastic variables s
and a and C(a→ s) the capacity of the channel ρ(s|a) ≡∑
r ρ(r, s|a). Clearly,D is the minimum of the capacity of
the channels a→ s that are the marginals of the channels
a→ r, s in the set V . Lemma 2 implies that the nonlocal
capacity of the NS-box P (r, s|a, b) satisfies the inequality
Casymnl ≤ D. (18)
The next main task is to prove that the optimal paral-
lel protocol simulating identical NS-boxes is given by a
child protocol (schematized in Fig. 3b) employing a sim-
ulation of parallel HV-boxes. The proof is a consequence
of the data-processing inequality [28], which implies that
Casymnl ≥ D, and therefore
Casymnl = D. (19)
Let us first consider a similar proof for the single-shot
case, which is less intricate and elucidates the key ideas
used in the proof of the main theorem. Namely, we show
that Cnl ≥ D.
Theorem 1. The communication complexity Cnl of a
NS-box P (r, s|a, b) satisfies the bounds
D ≤ Cnl ≤ D + 2 log2(D + 1) + 2 log2 e. (20)
In few words, the procedure used in the proof of the
Theorem 1 is as follows. Given an optimal protocol with
communication cost C = Cnl, we build a HV-box such
that the associated capacity C(a→ s) is not greater than
C. This and the definition of D imply that Cnl ≥ D.
Proof. The second inequality is consequence of Lemma 2.
Let us prove the first inequality. Let P (s|y b k),
P (k, r|y a) and ρ(y) be the probability distributions
defining the optimal single-shot protocol. Thus, the as-
sociated communication cost C is equal to the commu-
nication complexity Cnl. Now, let us show that there is
a channel ρ(r s|a) ∈ V such that the capacity of the re-
duced channel ρ(s|a) is not greater than Cnl. The channel
is
ρ(r s|a) ≡
∫
dy
∑
k
[∏
b
P (sb|y b k)
]
P (k, r|y a)ρ(y)
By construction, the distribution ρ(r s|a) is in the set V .
Indeed,
∑
s,sb=s
ρ(r s|a) =
∫
dy
∑
k,y
P (s|y b k)P (k, r|y a)ρ(y),
(21)
which is reduced to Eq. (13) in view of Eq. (2). The
stochastic variables a, s and k satisfy the Markov chain
a
y−→ k y−→ s, where the label above that arrows denotes
the shared variable y. From the data-processing inequal-
ity [28], we have that
max
P (a)
I(S;A) ≤ max
P (a)
I(K;A|Y ),
where I(K;A|Y ) denotes the conditional mutual infor-
mation between k and a given y. The mutual informa-
tion between two variables is always less than or equal to
the entropy of each variable. Thus, maxP (a) I(K;A|Y ) ≤
maxP (a)HP (a)(K|Y ) and, from the definition of commu-
nication cost, we have that
max
P (a)
I(S;A) ≤ max
P (a)
I(K;A|Y ) ≤ max
P (a)
HP (a)(K|Y ) = C = Cnl.
(22)
6Finally, from the definition of D and the fact that
ρ(r s|a) ∈ V , we have that
D ≤ C = Cnl.

The inequalities (20) provide tight lower and upper
bounds on Cnl and establish that the single-shot com-
munication complexity is equal to D up to an additional
term scaling as the logarithm of D. As stated in the next
theorem, the additional cost disappears in the case of par-
allel simulations and the strict Eq. (19) holds. The proof
is more intricate and needs some further final efforts.
As we said, a parallel protocol simulating N NS-boxes
is described by the conditional probabilities P (~s|y~b k),
P (k,~r|y~a) and ρ(y). The components of the sequences
~r = (r1, . . . , rN ), ~s = (s1, . . . , sN ), ~a = (a1, . . . , aN )
and ~b = (b1, . . . , bN) are the inputs and outcomes of
each NS-box. Adapting the construction used in the
proof of theorem 1 to the parallel case, we build a multi-
variate HV-box ρ(~r~s|~a) = ρ(r1 . . . rN s1 . . . sN |a1 . . . aN )
associated to the overall collection of NS-boxes, where
si = (si1, . . . , s
i
M ). The multivariate distribution is built
so that the marginal distribution of ri and sib given a
i is
equal to P (ri, sib|ai, b), that is,∑
~s,~r,ri=r,si
b
=s
ρ(~r~s|~a) ≡ ρ(ri = r, sib = s|~a) = P (r, s|ai, b),
(23)
where ρ(ri, sib|~a) is the conditional marginal distribution
of the variables ri and sib given ~a. Let us denote by Vpar
the set of multivariate HV-boxes satisfying this property
on the marginals. The main key ingredient used in the
proof of the next theorem is the equality
N × min
ρ(r,s|a)∈V
C(a→ s) = min
ρ(~r,~s|~a)∈Vpar
C(~a→ ~s). (24)
In particular, if ρ(r, s|a) minimizes C(a → s) in the set
V , then the factorized distribution
ρ(~r,~s|~a) =
∏
i
ρ(ri, si|ai), (25)
minimizes C(~a→ ~s) in the set Vpar. It is clear that
N × min
ρ(r,s|a)∈V
C(a→ s) ≥ min
ρ(~r,~s|~a)∈Vpar
C(~a→ ~s), (26)
as the capacity of a factorized channel ρ(~s|~a) =∏N
i=1 ρ(r
i, si|ai) ∈ Vpar is equal to the sum of the capac-
ity of the channels ρ(ri, si|ai) ∈ V . To prove Eq. (24), it
is sufficient to show that the minimum at the right-hand
side is attained by a factorized function. The proof is
quite technical and is provided in Appendix A.
Theorem 2. The nonlocal capacity Casymnl of an NS-box
P (r, s|a, b) is the minimum of the capacity of the channel
ρ(s|a) over the space V of associated HV-boxes. That is,
Casymnl = D. (27)
Proof. The inequality Casymnl ≤ D is a consequence of
Lemma 2. Let us prove that Casymnl ≥ D. Let Cpar be
the communication cost of the optimal parallel proto-
col simulating N NS-boxes. Thus, from the definition of
nonlocal capacity, we have that
lim
N→∞
Cpar/N = Casymnl .
The protocol is defined by the conditional probabili-
ties P (k,~r|y~a) and P (~s|y~b k) satisfying constraint (12).
Through a procedure described in Appendix B, it is possi-
ble to build a multivariate HV-box with conditional prob-
ability
ρ(r1 . . . rN s1 . . . sN |a1 . . . aN ) = ρ(~r~s|~a) (28)
over ri and the sequences si = (si1 . . . s
i
M ) so that the
following properties are satisfied.
1. The capacity of the channel ρ(~s|~a) is smaller than
or equal to Cpar. That is,
C(~a→ ~s) ≤ Cpar. (29)
2. The marginal distribution of the variables ri and sib
is equal to P (ri, sib|ai, b), that is, constraints (23)
are satisfied.
Ineq. (29) is similar to Ineq. (22). The proof is identi-
cal and uses the data-processing inequality [28] (see Ap-
pendix B). From Eq. (24), we have that
N × min
ρ(r,s|a)∈V
C(a→ s) ≤ C(~a→ ~s) ≤ Cpar. (30)
In the limit N →∞, we obtain
D = min
ρ(r,s|a)∈V
C(a→ s) ≤ lim
N→∞
Cpar
N
= Casymnl . (31)

This theorem reduces the evaluation of the nonlocal ca-
pacity of a NS-box to the computation of the quantity
D, defined by Eq. (17) as the minimum of the capacity
C(a→ s) over the convex set V . As the mutual informa-
tion I(S;A) is convex in ρ(s|a) and the maximum over
a set of convex functions is a convex function [24], the
capacity C(a → s) is convex in ρ(s|a). Thus, the com-
putation of D is a convex optimization problem, which
is the main advantage of the presented method. Indeed,
convexity implies that every local minimum is a global
minimum. A different formulation of the problem has
been introduced in Ref. [30], but it does not have the
form of a convex minimization problem. This makes it
harder to find the global minimum.
It is worth to note that the capacity C(a→ s) does not
have generally an explicit analytic form and is not neces-
sarily differentiable everywhere. This makes it harder
to use standard methods of convex optimization [24].
However, provided that the optimal distribution P (a)
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the dual form of our optimization problem is a geomet-
ric programming problem. This has been shown for the
related problem of computing the communication com-
plexity of quantum channels [32, 33]. Geometric pro-
gramming is an extensively studied class of nonlinear op-
timization problems and can be solved by robust and
very efficient algorithms [34, 35]. A commercial im-
plementation is provided by the MOSEK package (see
http://www.mosek.com). Even if P (a) is not known, the
minimization
min
ρ(r,s|a)
I(S;A) ≡ C− (32)
with any fixed P (a) provides a lower bound on the non-
local capacity, as a consequence of the minimax theo-
rem [32, 33]. Furthermore, if P (a) 6= 0 for every input
a, then minρ(r,s|a) I(S;A) is different from zero only and
only if the correlations are nonlocal. Indeed, if the corre-
lations are local, C− is obviously equal to zero for every
P (a). Conversely, if there is a ρ(r, s|a) and a P (a) 6= 0 for
every a such that I(S;A) = 0, then I(S;A) = 0 for every
P (a) and D is equal to zero. Thus, if we are interested
to discriminate between local and nonlocal correlations,
we can fix P (a), for example by taking a uniform distri-
bution, and solve the minimization (32). A specialized
numerical method that is particularly efficient for this
problem and computes also the optimal P (a) will be dis-
cussed elsewhere. A similar method for computing the
communication complexity of quantum channels is dis-
cussed in Ref. [36].
As the number of variables defining the probability dis-
tribution ρ(r, s|a) scales exponentially with respect to the
number of Bob’s measurements, our method displays an
exponential computational cost. Thus, it does not pro-
vide a better scaling complexity than the computation
of the distance from the nonlocal polytope. However,
numerical experiments show a speed difference of many
decades between the two methods. Our method can solve
a problem with 20 measurements in few minutes or even
few seconds, whereas the computation of the distance
turns out to be very time-demanding even with 6 mea-
surements. This difference is relevant if one needs to
test many different experimental configurations even if
the number of measurements is relatively small. Further-
more, the dual form of our optimization problem displays
very interesting properties, as stressed in Refs. [32, 33].
First, the number of dual variables scales linearly with
the size of the input of the problem, that is, with the
number of variables defining the conditional probability
P (r, s|a, b). Second, although the number of constraints
grows exponentially, they are completely independent of
P (r, s|a, b). Thus, given a feasible point of the dual con-
straints, the computation of a lower bound for every non-
local correlation has a linear computational cost. This
feature is employed in Ref. [37] to efficiently compute the
setting of measurements maximizing the nonlocal capac-
ity and, thus, providing the highest degree of nonlocality.
Finally, it is worth to note that the distribution
ρ(r, s|a) solving the minimization problem is equal to zero
for most of the values of r and s. Indeed, the numeri-
cal simulations and theoretical arguments show that the
support of the distribution grows linearly with the size of
the problem. Thus, most of the computational effort is
to determine where the distribution is equal to zero. It
is an open question if the support can be determined ef-
ficiently or even analytically in some relevant cases. This
problem is related to the determination of feasible points
of the dual constraints. In Ref. [32], we showed an exam-
ple involving infinite measurements, for which we found
analytically a nontrivial feasible point, from which we de-
termined nontrivial lower bounds for the communication
complexity.
IV. RELATIONSHIP WITH COMMUNICATION
COMPLEXITY OF CHANNELS
There is a relationship between the nonlocal capac-
ity of a NS-box and the communication complexity of
a channel in a general probabilistic theory and, under
some conditions, the computation of the former can be
reduced to the computation of the latter, which requires
less sophisticated algorithms [36]. Furthermore, the rela-
tionship allows us to directly infer results on the nonlocal
capacity from known results on the communication com-
plexity of channels. For example, the analytical solution
found in Ref. [25] provides an analitical solution for max-
imally entangled qubits and measurements associated to
planar Bloch vectors. The communication complexity
of a channel has been defined in Ref. [25]. The central
scenario studied there is the process of state prepara-
tion, communication through a channel, and subsequent
measurement. This process is described by a conditional
probability P (s|a; b), where a and b are inputs chosen by
the sender (Alice) and the receiver (Bob), respectively,
and s is an outcome obtained by Bob. In a general ab-
stract setting, we will just assume that P (s|a; b) is any
conditional probability depending on two spatially sepa-
rated inputs. We call this object C-box, where C stands
for channel. In Ref. [25], a C-box is called game G.
The asymptotic communication complexity of a C-box
is the minimal asymptotic communication cost of a par-
allel simulation of many copies of the C-box (See Ref. [25]
for details). Let us denote this quantity by Casymch (de-
noted by Casymmin in Ref. [25]).
Corollary 1. The nonlocal capacity Casymnl of an NS-box
P (r, s|a, b) satisfies the inequalities
Casymch +mina r log2 P (r|a) ≤ Casymnl ≤ Casymch
−minamaxb I(R;S|a b), (33)
where Casymch is the asymptotic communication complex-
ity of the C-box P (s|r a; b) ≡ P (r, s|a, b)/P (r|a) with
Alice’s inputs r and a, and Bob’s input b.
The first inequality can be proved by using a procedure
8described in Sec. IIIB of Ref. [38], the second inequal-
ity follows from Theorem 2 and the theorem proved in
Ref. [25]. The proof of the Corollary is given in Ap-
pendix C.
Corollary 2. Let P (r, s|a, b) be a NS-box implemented
through a maximally entangled state of two pairs of n
qubits (n ebits of entanglement). The two parties per-
form projective measurements and they share the same
set of allowed measurements. Then,
Casymnl = Casymch − n, (34)
where Casymch is the capacity of the associated C-box
P (s|ra; b). The C-box can be implemented through a
quantum channel with capacity n qubits; the receiver can
perform any measurement allowed in the NS-box case,
whereas the sender can prepare any state corresponding
to the eigestates of the allowed measurements.
Proof. The corollary follows directly from Corollary 1.
Indeed, the lower and upper bounds in Ineqs. (33)
collapse to the same value, as P (r|a) = 2−n and
I(R;S|a, b = a) = n.
V. NUMERICAL EXAMPLE
To illustrate the presented method with an example,
let us consider the case of two-qubits in the Werner state
ργ = γ/2(|00〉+|11〉)(〈00|+〈11|)+(1−γ)1/4. What is the
critical value of γ, denoted by γ0, below which the Werner
state becomes local? This question is particularly inter-
esting from an experimental point of view, as γ0 provides
the amount of noise that makes a maximally entangled
state local. The Werner state admits a local model for
γ < 0.659 [39] and it is nonlocal for 1/
√
2 ≤ γ ≤ 1, as
the CHSH inequalities are violated. In Ref. [40], Ve´rtesi
derived a family of Bell inequalities that are violated for
γ > 0.7056, which is slightly below the bound 1/
√
2. This
family requires 465 measurement settings on each side.
Thus, γ0 is between about 0.659 and 0.7056. Is it pos-
sible to derive a better upper bound on γ0 with a much
smaller set of measurements? To answer this question,
we have computed the nonlocal capacity for a number
of measurements up to 20 by trying a high number of
different settings, such as highly symmetric settings and
random configurations. Each computation of the non-
local capacity requires just few seconds on a standard
laptop for the considered maximal set of measurements.
We always found local correlations for γ ≤ 1/√2. For
example, given a set of 13 measurements corresponding
to Bloch vectors pointing to the faces, edges and vertices
of a cube (2 opposite vectors for each measurement), we
find that Casymnl is equal to zero for γ ≤ 1/
√
2 and is well-
approximated by the analytic expression 9/4(γ− 1/√2)2
for γ ∈ [1/√2, 1], with a maximum error lower than 3%
for γ = 1. Our calculations suggest that, for a reasonable
number of measurements, the CHSH inequalities are the
best solution for testing nonlocality of a singlet in pres-
ence of noise. In a recent paper [32], we derived the dual
optimization problem for the computation of the com-
munication complexity of quantum channels and we used
it to derive an analytical lower bound on the communi-
cation complexity in the case of infinite measurements.
A similar dual problem can be used to derive a lower
bound on the nonlocal capacity of Werner states and,
thus, an upper bound on γ0. We are currently studying
the possibility of analytically deriving the exact value of
the nonlocal capacity in the case of infinite measurements
by using the dual formulation.
VI. CONCLUSIONS
In conclusion, we have presented a method for evalu-
ating the nonlocal capacity of correlations, and provided
a tight lower and upper bound on the communication
complexity in the single-shot case. The introduced mea-
sure of nonlocality can be used as an alternative to Bell’s
inequalities for testing if some given theoretical or ex-
perimental data display nonlocal correlations. Further-
more, this measure provides an upper bound to the power
of nonlocal correlations, as an information-theoretic re-
source, in terms of classical communication. In a subse-
quent work, we will present an efficient numerical method
for evaluating the nonlocal capacity and will derive a dual
optimization problem which can help to solve the open
problem concerning the range of γ where a Werner state
is nonlocal. A similar dual problem was recently derived
in Ref. [32] for the optimization problem introduced in
Ref. [25].
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Appendix A: Minimizing the capacity with constraints on the marginals
Let us consider the set Vpar of channels a1, . . . , aN → (x1, y1, . . . , xN , yN ) with conditional probability ρ(~x, ~y|~a)
satisfying the constraints ∑
~x,~y
Bk,i(xi, yi)ρ(~x, ~y|~a) = Ak,i(ai) ∀k = 1, . . . ,K, i = 1, . . . , N, (A1)
where Bk,i and Ak,i are real numbers. The constraints (23) take this form, once we identify ~r, ~s and k with ~x, ~y and
(r, s, b), respectively.
Note that the constraints can be rewritten in the form∑
xi,yi
Bk,i(xi, yi)ρ(xi, yi|~a) = Ak,i(ai) ∀k = 1, . . . ,K, i = 1, . . . , N, (A2)
where ρ(xi, yi|~a) are the marginal conditional distributions of the variables xi and yi. Furthermore, whereas ρ(xi, yi|~a)
can depend on every element of the sequence ai, . . . , aN , the sum at the left-hand side of Eq. (A2) depends only on
ai, as the right-hand side depends only on ai.
Theorem. There is a factorized distribution ρf (~x, ~y|~a) =
∏
i ρ(xi, yi|ai) such that the capacity of the reduced channel
~a→ ~y is minimal in Vpar.
Proof. Let ρm(~x, ~y|~a) be a channel that minimizes the capacity of the reduced channel ρm(~y|~a) under the con-
straints (A2). We denote the channel ρm(~y|~a) by M . Now, we build another distribution that is factorized and
minimal in the set Vpar of constrained channels. Let us take a factorized distribution ρ(~a) =∏i ρ(ai) for the variable
~a and introduce the probability distribution ρ(~x, ~y,~a). Note the abuse of notation. We should introduce some index,
such as ρi(ai), for distinguishing different distributions. For the sake of simplicity, we will distinguish two distributions
from their argument, so that ρ(a1) and ρ(a2) are not meant to be the same function. Let ρ(xi, yi, ai) be the marginal
distributions of the variables xi, yi and ai. The conditional probability distributions ρ(xi, yi|ai) define the channels
ai → xi, yi. By construction, the multivariate channel
ρf (~x, ~y|~a) ≡
∏
i
ρ(xi, yi|ai) (A3)
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satisfies the constraints (A2), as the right-hand side of the constraints only depend on one component ai. Let the
reduced factorized channel
ρf (~y|~a) ≡
∏
i
ρ(yi|ai) (A4)
be denoted by F .
Let us choose the distributions ρ(a1), . . . , ρ(aN ) so that the mutual information I(yi; ai) is maximal in ρ(ai) for
every i. Note that each conditional probability ρ(xi|ai) depends on the full set of distributions ρ(a1), . . . , ρ(aN ), apart
from ρ(ai). Thus, the maximizations of the functions I(yi; ai) are not independent optimization problems. Anyway,
the overall problem has a solution and this choice of ρ(a1), . . . , ρ(aN ) is always possible.
Thus, by definition of channel capacity [28], I(yi; ai) is the capacity of the reduced channel ai → yi, say C(ai → yi).
Furthermore, the capacity of the channel F , say C(F ), is
C(F ) =
∑
i
C(ai → yi). (A5)
We denote the mutual information between the stochastic variables ~a and ~y with conditional probability ρm(~y|~a)
and marginal distribution ρ(~a) =
∏N
i=1 ρ(ai) by Im(~y;~a). Using the chain rule for the mutual information [28]
I(x, y; z) = I(x; z) + I(y; z|x) (A6)
and the fact that I(ai; ai′) = 0 for i 6= i′, let us prove that
Im(~y;~a) ≥
∑
i
I(yi; ai) =
∑
i
C(ai → yi) = C(F ). (A7)
Intuitively, this inequality says that the variable ~y contains less information about ~a if the conditional probability
ρm(~y|~a) is replaced by the factorized form (A4), provided that the marginal distribution ρ(~a) is factorized. Indeed, the
factorized form ρf (~y|~a) looses the correlations among the components of ~y, and these correlations can contain extra-
information about ~a. Conversely, if ρ(~a) is not factorized, the factorized form ρf (~y|~a) can increase the information
about ~a for majority vote reasons. Let us prove this inequality for N = 2. The general case can be proved recursively.
Im(y1 y2; a1 a2) = Im(y1 y2; a1) + Im(y1 y2; a2|a1) = Im(y1 y2; a1) + Im(y1 y2, a1; a2)− Im(a1; a2) =
Im(y1 y2; a1) + Im(y1 y2, a1; a2) = Im(y1; a1) + Im(y2; a1|y1) + Im(y2; a2) + Im(y1 a1; a2|y2) ≥
I(y1; a1) + I(y2; a2).
(A8)
As the capacity C(M) of the channel M is the maximum of the mutual information I(~y;~a) with respect to the whole
space of distributions ρ(~a), Ineq. (A7) implies the inequality
C(M) ≥ C(F ). (A9)
Since C(M) is minimal under the constraints (A1) and ρf (~x, ~y|~a) satisfies the constraints, the factorized channel
ρf (~x, ~y|~a) also minimizes the capacity of the reduced channel ~a→ ~y in the set Vpar. 
Appendix B: Proof of Properties 1 and 2 in Theorem 2
The protocol is defined by the conditional probabilities P (k,~r|y,~a), P (~s|y~b k) and ρ(y) satisfying the con-
straints (12).
First, we note that Bob does not need to generate the outcome of the i-th NS-box with a probability depending on
the inputs of the other boxes. If this independence property is not satisfied by P (~s|y~b k), it is always possible to replace
Bob’s protocol with one satisfying the property, without affecting Alice’s protocol and, thus, the communication cost.
Thus, we can safely assume that P (~s|y~b k) is factorized as follows
P (s1 . . . sN |y, b1 . . . bN , k) =
∏
i
P i(si|y, bi, k). (B1)
Let us introduce the conditional probability
P i(s1, s2, . . . , sM |y, k) ≡
M∏
b=1
P i(sb|y, b, k), (B2)
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We will concisely denote P i(s1, s2, . . . , sM |y, k) by P i(s|y, k). We use the probabilities P i(s|y, k) to build the condi-
tional probabilities
P (s1, . . . , sN |y, k) =
∏
i
P i(si|y, k). (B3)
Finally, from this distribution and P (k,~r|y,~a), we build the conditional probability
ρ(~r, s1, . . . , sN |~a) =
∑
k
∫
dyρ(y)P (s1, . . . , sN |y, k)P (k,~r|y,~a). (B4)
As seen in the proof of Theorem 1, we obtain from the data processing inequality and Eq. (B4) that the capacity
C(~a→ ~s) of the channel ~a→ (s1, . . . , sN) satisfies the inequality
C(~a→ ~s) ≤ max
P (~a)
I(K;A|Y ) ≤ max
P (~a)
HP (a)(K|Y ) = Cpar, (B5)
which is Property 1.
By construction and Eq. (12), we also have that the constraints (23) are satisfied, i.e. Property 2.
Appendix C: Proof of Corollary 1.
The first inequality can be proved by using a procedure described in Sec. IIIB of Ref. [38], where we showed that a
protocol for simulating a maximally entangled state of n qubits can be used to simulate the communication of n qubits
with an additional cost of n classical bits. More generally, the additional cost is not more than −minr a log2 P (r|a).
Let us prove it. Any protocol simulating N NS-boxes is deterministic or can be made deterministic by introducing
some additional random variables shared by Alice and Bob. This means that the two parties have a common list noise
realizations, say y1, y2, . . . . In the NS-box simulation, Alice chooses a, but she cannot choose her outcome r, which
is determined by a and the noise. Conversely, in the C-box simulation, Alice chooses both a and r such that the
conditional probability P (s|r a; b) of Bob’s outcome in the C-box and NS-box simulations are identical. The C-box
can be simulated as follows. Alice starts reading the noise list from the first element and stops at the value yi that
generates the outcome r chosen by her. Then, she uses the communication procedure of the NS-box protocol and,
furthermore, she sends the index i. Finally, Bob uses the noise realization yi in the NS-box protocol. The additional
cost is not bigger than −mina,r log2 P (r|a).
Now, let us prove the second inequality. Given the NS-box P (r, s|a, b), let V and V ′ be the space of associated
HV-boxes ρ(rs|a) and distributions ρ(s|ra) ≡ ρ(rs|a)/ρ(r|a), respectively. The chain rule [28]
I(S;A) = I(S;R,A)− I(S;R|A) (C1)
for the mutual information, the definition of a HV-box and the data-processing inequality imply that
I(S;A) ≤ I(S;R,A)−min
a
max
b
I(R;S|ab). (C2)
As the marginal distribution of r given a is the same for every distribution ρ(rs|a) in V , the maximization in Eq. (27)
giving the nonlocal capacity can be performed over the space ρ(s|ra) ∈ V ′. Thus, we have that
Casymnl ≤ min
ρ(s|ra)∈V′
max
P (a)
I(S;R,A)−min
a
max
b
I(R;S|a b). (C3)
We also have that
min
ρ(s|ra)∈V′
max
P (a)
I(S;R,A) ≤ min
ρ(s|ra)∈V′
max
P (r,a)
I(S;R,A). (C4)
In Ref. [25], we showed that the right-hand side is equal to Casymch . Thus, the inequalities (C3, C4) imply the second
inequality.
