Epilepsy is one of the most common neurological disorders. Neuro-modulation becomes a promising way to address it. For an effective modulation, closed-loop mode is necessary but difficult. A control algorithm, which can adjust itself to get desired suppression of epileptic activity, is in great need. In this paper, active disturbance rejection control (ADRC) is utilized for its satisfied disturbance rejection and regulation performance. However, fixed observer parameters are difficult to fit the time-varying electrophysiological signals. Therefore, based on the estimation errors, an iterative learning approach is designed to get the parameters of an extended state observer (ESO). By combining the advantages of ADRC and the iterative learning, a learning type ADRC (LTADRC) is proposed to suppress the high amplitude epileptiform waves generated by the Jansen's neural mass model (NMM). For those variable parameters of an ESO, scalable bandwidths can be obtained to adapt to time-varying disturbance signals. It is of great significance for both ADRC and the neuro-modulation of epilepsy. Simulation results show that, compared with ADRC, much better performance can be obtained. It may provide a promising closed-loop regulation way for epilepsy in clinics.
I. INTRODUCTION
Epilepsy, as a common neurological disease with a high incidence, has a great impact on over 70 million people over the world [1] . Epilepsy seriously affects life quality, physical and mental health [2] . In addition, it imposes huge financial burdens on patients and their families [3] . Therefore, epilepsy has drawn much attention from scholars in the worldwide.
Epilepsy, resulting from imbalance between the excitation and the inhibition in brain, is characterized by high-amplitude oscillations [4] . At present, there are three kinds of methods to address it, including the drug treatment, the surgical treatment and the neuro-modulation. Although antiepileptic drugs (AEDs) have desired effects on some patients, they also result in kinds of side effects, such as aggression, agitation, and irritability [5] . Moreover, about 1/3 epilepsy patients The associate editor coordinating the review of this manuscript and approving it for publication was Youqing Wang . can not be controlled by AEDs and develop into intractable epilepsy [6] . Surgical removal of epileptic foci is an effective method for patients with intractable epilepsy. However, some issues do limit surgical treatments. Patients, whose epileptogenic foci are not accurately located or located in an important functional area of the brain, are not suitable for surgical removal [7] . Neuro-modulation, by stimulating the epileptogenic focus, can balance the excitation and inhibition of neurons so as to inhibit epilepsy [8] . As an alternative way, it is able to reduce and relieve the frequency and severity of the refractory epilepsy effectively. Simultaneously, compared with drug treatments and surgical treatments, the neuro-modulation achieves desired effects with small side effects [9] . Therefore, it offers an emerging treatment to those refractory epilepsy patients [10] .
As matter of fact, neuro-modulation can suppress epileptiform discharges by electroencephalogram (EEG) signal [11] . From the perspective of system and control, neuro-modulation is a control problem. For suppressing epilepsy, neuro-modulation takes the EEG signal as the controlled output, and employs the stimulation current as the control signal. However, most of the current neuro-modulation treatments for clinical seizures are open-loop stimulations. That is, stimulation signals are generated according to a group of predetermined parameters, and the stimulation signals will not change during the stimulation processes. In comparison, a closed-loop modulation strategy extracts features from the pathological signals, and the stimulation signals can adjust to individual's condition. Thus, a desired treatment state can be achieved [12] .
So far, the closed-loop neuro-modulation has become a trend in the treatment of epilepsy [13] , and numerous efforts have been made on such topic, such as PID control [4] , [14] , feedback linearization control [15] , fuzzy PID control [16] , closed-loop iterative learning control (ILC) based on unscented Kalman filter (UKF) [17] and parameter estimation and control based on particle swarm optimization (PSO) [18] . Above closed-loop neuro-modulation algorithms are effective to some extent. However, PID, whose control signals are obtained by tracking errors, is a passive control method. It is sensitive to nonlinearities and uncertainties, and it requires more energy to regulate epilepsy activity. Fuzzy rules depend on experience, and it degrades system performance more or less. Considering the complexity and particularity of epilepsy, accurate epilepsy models can not be obtained. Therefore, the feedback linearization methods need to be improved. Using UKF to estimate key parameters, satisfied simulation results are obtained on a computational model of epilepsy. However, compared with a computational model, epilepsy is much more complicated. It is difficult to exactly determine which parameter results in epilepsy. Therefore, it requires improvements to satisfy the clinical needs. Parameter estimation and control based on particle swarm optimization (PSO) also has a similar problem.
From the reported results, we can see clearly that a control strategy, which is able to suppress epilepsy actively and effectively even in absence of enough information on epileptic model and disturbances, is necessary in clinic. Not based on a concrete model, but based on estimating and compensating the uncertainties, active disturbance rejection control (ADRC), proposed by Han in 1990s, is able to achieve desired performance [19] . Bandwidth-parameterization tuning approach [20] has been proposed and it helps ADRC be widely accepted [21] - [23] . Additionally, besides the system described by an ordinary differential equation, a partial differential equation system can also be controlled by ADRC [24] , [25] . However, the bandwidth of an extended state observer (ESO) is fixed. That is, it can not adjust to the time-varying conditions. Obviously, it is not reasonable, and it limits the performance of ADRC. Therefore, for suppressing epilepsy, it is natural to introduce a learning algorithm to dynamically adjust the bandwidth of an ESO to satisfy clinic demands, since a learning algorithm works by trying and correcting [26] . The origin of iterative learning control (ILC) is just aiming to improve system performance by learning. Recently, ILC has been applied in many areas [27] - [29] .
In this paper, a learning type ADRC (LTADRC) is designed to adjust the parameters of an ESO. The essence of such design is to learn and optimize the adjustable parameters of an ESO by introducing iterative learning and provide scaling factors according to the time-varying estimation errors. Then, bandwidths of an ESO are not constant. They can learn and adjust based on estimation errors. Therefore, it is varying with the working conditions. For both ADRC and the suppression of epilepsy, it is of great significance to propose a learning type ESO and a learning type ADRC.
This paper is organized as follows. The neural mass model is introduced in Section II. Active disturbance rejection control (ADRC) and a learning type ADRC are designed in Section III. Simulation results are given to demonstrate the proposed approach in Section IV. Finally, some concluding remarks are given in Section V.
II. NEURAL MASS MODEL
Neural mass model (NMM) is utilized to simulate EEG signals [30] . Its structure is given in Fig.1 .
As shown in Fig. 1 , an NMM model is composed of three interacting subpopulations, including the main subpopulation (the middle part), the excitatory feedback subpopulation (the top part), and the inhibitory feedback subpopulation (the bottom part). The main subpopulation comprises principal cells that receive feedback signals from the excitatory and the inhibitory subpopulations.
The excitatory and inhibitory subpopulations transform the average pulse density of action potentials into an average postsynaptic membrane potential. Impulse responses of the excitatory and inhibitory subpopulations are given by [4] h e (t) = Aate −at h i (t) = Bbte −bt (1) where A and B are excitatory and inhibitory average synaptic gains, a and b are lumped representations of the membrane time delays in the dendritic network. Equation (1) can be represented by a group of second-order ordinary differential equations [18] where x(t) and z(t) are the input firing rate and the output potential, respectively. Nonlinear static function S is given below
where e 0 is the half of the maximum firing rate of the NMM, v 0 is the postsynaptic potential with a 50% firing rate, and r is the steepness of the sigmoid function. Accordingly, the model as depicted in Fig. 1 can be described by following set of six first-order ordinary differential equations [31] 
Output of the population is y(t) = x 3 (t) − x 5 (t), it is utilized to simulate epileptic spike signals. Input p(t) is the noise with the mean value 90 and the variance 30. External stimulation is the external electric field u(t), which is added to the pyramidal cells.
The standard parameter values of a NMM are listed in Table 1 .
III. CONTROL STRATEGY A. ACTIVE DISTURBANCE REJECTION CONTROL
ADRC can deal with both tracking and disturbance rejection problem by its controller and extended state observer. Basic structure of a closed-loop system by ADRC is given in Fig. 2 . In which, y r is the desired output, u is the control law, y is the system output. An ESO is described as
where z 1 , z 2 , z 3 are outputs of the ESO, b 0 is control gain, β 1 , β 2 , β 3 are tunable observer parameters. Furthermore, z 1 estimates the system output, z 2 estimates the change rate of a system output, and z 3 gets an estimation of the total disturbance, respectively.
Control law u is designed as
where k p , k d are tunable controller parameters.
Bandwidth-parameterization based tuning approach [20] is utilized, i.e.
where ω o is the observer bandwidth, ω c is the controller bandwidth. Remark 1: PD control is taken as usual, since a simple and effective controller is necessary in seizure control. To improve the closed-loop neuro-modulation of epilepsy, a learning type ESO is designed in following section.
B. LEARNING TYPE ACTIVE DISTURBANCE REJECTION CONTROL
From Section III. A, one can see clearly that bandwidth will be fixed, if the tunable parameters are determined. But it is not reasonable for ADRC or an ESO to get desired performance in presence of the time-varying working conditions. Therefore, it is sound to determine ADRC's parameters in a learning way. In other words, if ADRC's parameters can be adjusted dynamically according to its estimation errors, more desired performance can be obtained by ADRC.
As we know, a P-type iterative learning control [26] , [27] is written as
where L is a leaning gain, e k (t) includes the deviation signals of the kth iteration, η k (t) and η k+1 (t) are control signals of the kth and the (k + 1)th iteration, respectively. If parameters of ADRC can be learned by P-type learning approach, then a learning type ADRC, based on P-type iterative learning control, can be designed. Here, by introducing a scaling factor that changes with the estimation errors e k (t) = y k (t) − z 1k (t), adjustable parameters of an ESO are able to learn, i.e. adapt to the time-varying working conditions, according to the estimation errors. Adjustable parameters of an ESO can be described as Then, a learning type ADRC is constructed. Its control law and ESO are given in (6) and (5) . Rather than taking (7) in determining the parameters, as to getting b 0 and ω o , (9) will be exploited. Basic structure of a closed-loop system by learning type ADRC is given in Fig. 3 .
Thus, the learning type active disturbance rejection control can be designed. Control law of LTADRC can be still designed as (6), z 1 , z 2 , and z 3 are outputs of (5). However, the way of determining b 0 , z 1 , z 2 , and z 3 is unique. By (9), a learning law based on estimation errors is coined. Thus, control gain b 0 and observer bandwidth ω o are scalable.
Remark 2: We should point out that learning law (9) for parameters generally results in a bounded convergence of the involved parameters and bounded estimation errors as long as the learning gain L is properly selected (It can be observed from the subsequent simulation results). However, to ensure a strict formulation, we can introduce a projection mechanism to the algorithm,
where the bound of the saturation function sat(·) can be arbitrarily large such that the actually generated parameters would not exceed it. Clearly, with this projection, we can claim that the parameters are always bounded. After limited iterations, much smaller estimation errors are achieved, and the ESO performs more desirably.
Remark 3: The essential idea of LTADRC is as follows. Note that it is difficult to establish a perfect model of epilepsy, thus, we are motivated to employ ADRC, a well-known control strategy that is less dependent on model. Parameters of the ESO in ADRC are vital to ensure a desired performance, however, they are generally obtained by try and error. Noticing the specification of epilepsy and the repetitive characteristic of neural activities, we apply ILC to fix the parameters. Combining all these concepts we establish the control framework shown in Fig. 3 . The analysis and simulation verifications are given in the following.
C. STABILITY ANALYSIS
Consider a general second-order system
where w represents external disturbances, b 0 is a nonzero constant, u is the control input, y is the system output, f (y,ẏ, w) represents unknown nonlinear time-varying dynamics, which can be estimated and compensated. For convenience, let x 1 = y, x 2 =ẏ, f (y,ẏ, w) = f , and assumė f = h. Introduce an ''extended state'' x 3 , and let x 3 = f , theṅ
where
Convergence of an ESO and the closed-loop stability of ADRC are analyzed, respectively.
1) CONVERGENCE OF AN ESO
When the dynamic model of the controlled object is known, let observation values of x 1 , x 2 and x 3 bex 1 ,x 2 andx 3 , respectively. An ESO for (11) can be designed aṡ Subtracting (12) from (11), one haṡ
To make estimation errors tend to zero, the matrix (A − L) must be Hurwitz. Let
where ω o is the observer bandwidth.
Substituting (16) into (13) and let
we haveė
In fact, f is unknown, and h(X , w) is unavailable. Therefore, it is impossible to use h(X , w) in an ESO. In (12) , let h(X , w) = 0, and (13) becomeṡ
According to Ref. [32] , one has Lemma 1 [32] : If h(X , w) is bounded, i.e. there exists a positive constant M 1 , such that |h(X , w)| ≤ M 1 , then the estimation error of an ESO is bounded, i.e. there exists a constant M 2 , such that |ẽ| ≤ M 2 .
2) CLOSED-LOOP STABILITY OF ADRC
Control law can be designed as
where k p > 0, k d > 0 are tunable control parameters,x i is estimation of x i , y r is the reference signal, b 0 is a tunable control gain. Substitute (21) into (10), one has
Let
whereẽ i = x i −x i (i = 1, 2, 3) is the estimation error, ε i (i = 1, 2) is the tracking error.
, then (23) can be written in a compact formε
Lemma 2 [32] : If h(X , w) is bounded, i.e. there exists a positive constant M 1 , such that |h(X , w)| ≤ M 1 , then there exist an ESO, and tunable control parameters k p > 0, k d > 0, such that the tracking error of closed-loop system (24) is bounded. Thus, for a bounded reference signal y r , the output of closedloop system (24) is also bounded. In other word, the closedloop system (24) is bounded input bounded output (BIBO) stable. Based on Lemma 1 and Lemma 2, if proper parameters of an ESO are determined, the estimation error of an ESO is bounded. Finally, the tracking error will be bounded. Therefore, for several iterations, if the estimation error will be bounded (as clarified at the end of Section III. B), the closedloop system will be a BIBO stable system. Consequently, the proposed scheme is more effective to suppress epilepsy without perfect model because of the combination of ADRC and ILC. 
IV. SIMULATION RESULTS
Parameters of an NMM are taken from Table 1 . Increasing the excitatory gain or decreasing the inhibitory gain results in epilepsy. Here, the excitatory gain is increased (A = 7 mV), and inhibitory gain remains a constant (B = 22 mV). Epileptiform waves generated by an NMM are shown in Fig. 4 . Fig. 4 (b) is a partial enlarged view of Fig. 4 (a) .
To suppress the epileptic behaviors, both ADRC and LTADRC based on P-type iterative learning are introduced. By bandwidth-parameterization, tunable parameters of ADRC can be obtain. For LTADRC, by try and error, a satisfied response is arrived when L = 1600. Simulation parameters of ADRC and LTADRC are listed in Table 2 .
Simultaneously, to verify ADRC and LTADRC's disturbance rejection ability, constant and time-varying signals have been taken, from the 5th second to the end of simulation, to simulate external disturbances, respectively. Moreover, Monte-Carlo experiments are performed to get the leaning gain L. Simulation parameters of LTADRC, for the 30th iteration, are shown in Table 3 .
Remark 4: Parameters of LTADRC presented in Table 2 is its initial values, and the ones listed in Table 3 are the values of the 30th iteration. 
A. THE CASE WITHOUT DISTURBANCE
In such case, when L = 1600, outputs and control signals of ADRC and those of LTADRC for the 30th iteration are shown in Fig. 5 , respectively. It can be seen clearly, from Fig. 6 , that maximum estimation errors are decreasing with the increasement of iterations.
N.B. Root mean square error (RMSE), mean absolute error (MAE), maximum absolute error (MAXE), and integral of time-multiplied absolute-value of error (ITAE) are calculated as,
Here, e i is the tracking error at the i-th time, and T is the sample time. Table 4 shows LTADRC is able to get much smaller RMSE, MAE, MAXE, and ITAE. It means that, after learning, LTADRC can regulate seizure more accurately. However, here, the learning gain L is just obtained by try and error. In order to get the learning gain in a more reasonable way, Monte-Carlo tests have been performed.
Initially, L = 1600, and let L randomly varies in ±20% range, i.e.L ∈ [1280, 1920]. 80 times Monte-Carlo tests have been carried out. In other words, 80 Ls have been obtained in a random way. For each L, 30 times iterations have been executed, and 30 maximum estimation errors can be obtained. Then, a RMSE value can be calculated based on those 30 maximum estimation errors. Therefore, one L corresponds to one RMSE, and 80 RMSE values can be received from 80 times Monte-Carlo tests. Thus, relationship between the learning gain L and RMSE of maximum estimation errors (RMSEME), and the distribution of RMSEME values are given in Fig. 7. Fig. 7 (a) describes a general trend that RMSEME is down when L is up. Fig. 7 (b) indicates that distribution of RMSEME. It ranges from 0.014566 to 0.016368, and the median is 0.015254. Here, RMSEME reaches the smallest value (0.01457) when L = 1901. Then, it is adopted as a learning gain to suppress epilepsy. Fig. 8 shows the performances and control signals of ADRC and LTADRC (when L = 1901), respectively. Fig. 9 presents the evolution of maximum estimation errors. Fig. 8(a) depicts that LTADRC can get much better output responses than ADRC with similar control signals (see Fig. 8(b) ). Distributions of tracking errors and estimation errors are shown in boxplots, i.e. Fig. 8(c) and Fig. 8(d) , respectively. For LTADRC, the distribution is relatively concentrative, and there are much less abnormal values. Detailed are listed in Table 5 .
Data in Table 5 illustrate that, compared with ADRC, both tracking errors and estimation errors of LTADRC are much closer to the desired state. Table 6 shows the indexes on tracking errors. Similarly, data presented in Table 6 suggest that LTADRC is superior to ADRC. N.B. Indexes listed in Table 6 are defined the same as those given in Table 4 . 
B. THE CASE WITH DISTURBANCE
From results given above, it is natural to achieve that Monte-Carlo tests provide more desirable learning gain for LTADRC. Therefore, in this section, a guidance for learning gain can also be obtained by Monte-Carlo tests. Similarly, let 1600 be initial value of L. Then, L reduces or increases 20% in a random way, i.e.L ∈ [1280, 1920] . Each Monte-Carlo experiment has 30 times iterations, a maximum estimation error is obtained for each iteration. Therefore, a RMSEME can be obtained based on the 30 maximum estimation errors. 80 times Monte-Carlo experiments generate 80 RMSEMEs. According to the RMSEMEs, a proper learning gain is acquired, and the selected gain is taken to address the disturbance.
1) CONSTANT DISTURBANCE
A constant signal, i.e. d(t) = 30, is regarded as an external disturbance signal. It is introduced form the 5th second to the end of simulation. By Monte-Carlo experiments, the changing of RMSEMEs versus L is obtained. Fig. 10 presents the varying and its distribution. Fig. 10(a) also shows the trend that RMSEME is decreasing when L is increasing. Here, RMSEME reaches smallest (0.01459) when L=1907. Fig. 10(b) presents the distribution of RMSEMEs. Data indicates that, when a constant disturbance exists, RMSEME ranges from 0.014586 to 0.016409, and the median is 0.0155.
Next, L = 1907 is adopted in LTADRC. Simulation parameters of ADRC and LTADRC are also selected from Table 2 and Table 3 . Fig. 11 shows the performances and control signals of ADRC and LTADRC (when L = 1907), respectively. Figs. 11(a) and (b) illustrate that, with similar control effort, LTADRC is able to achieve much more accurate It can be seen clearly that, when a constant disturbance exists, errors generated by LTADRC are more concentrated. Details are given in Table 7 . Table 8 shows the advantages of LTADRC over ADRC in terms of RMSE, MAE, MAXE, and ITAE.
2) TIME-VARYING DISTURBANCE
A sinusoidal signal, i.e. d(t) = 30sin(πt), is regarded as an external time-varying disturbance signal. It is also introduced form the 5th second to the end of simulation.
Similarly, Monte-Carlo experiments are performed to get the relationship between learning gain L and RMSEME. The varying processes and the distribution of RMSEMEs are shown in Fig. 13 .
From Fig. 13 , we can also see a clear tendency that RMSEME decreases when L increases. In this case, RMSEME is the smallest value (0.01426) when L = 1918. Fig. 13(b) gives out the boxplot of RMSEME. It ranges from 0.014263 to 0.01617, and the median is 0.015205, when sinusoidal disturbance exists. L = 1918 is taken as the learning gains L. Parameters of ADRC and LTADRC are selected from Table 2 and Table 3 . Performances and control signals of ADRC and LTADRC are shown in Fig. 14, respectively . Table 9 . From the indexes on tracking errors, we can also see the advantages of LTADRC. At the same time, from the numerical results given out in Section IV.B., a clear picture is that, in presence of a constant or a time-varying disturbance, both ADRC and LTADRC are able to reject disturbances so as to guarantee the system performance. However, LTADRC is able to get much less tracking errors and achieve much better suppression.
C. DISCUSSION
A learning type active disturbance rejection control is proposed. The learning gain L is determined by Monte-Carlo tests according to the RMSEME value. Numerical results show that LTADRC is superior to ADRC when the learning gain L is chosen according to the Monte-Carlo test results. All results confirm advantages of LTADRC over ADRC as a result of learning.
However, for different L, what is the influence on system responses? Table 11 illustrates the distinctions of Ls. From the data listed in Table 11 , a conclusion is arrived that RMSE, MAXE, and ITAE values decline when L rises. It coincides with the tendency that RMSEME decreases when L increases.
It means that better regulation performance is based on better estimation ability in active disturbance rejection approaches. Therefore, when learning is performed according to the estimation errors, more powerful ability of an ESO in estimation can be achieved and more accurate regulation can be guaranteed.
So far, some facts can be disclosed. By estimation errors based iterative learning, the estimation ability of an ESO is strengthened. Monte-Carlo tests are scientific and effective to fix the learning gain L based on its RMSEME value. For LTADRC, it means much more powerful estimation and regulation ability.
V. CONCLUSION
Abnormal discharges lead to high-amplitude epileptic activity in brain. In this paper, Jansen's neural mass model (NMM) is taken to simulate EEG signals, and active disturbance rejection approach is employed to suppress the epilepsy. In order to suppress epilepsy more effectively, LTADRC is designed to adjust parameters of an ESO by introducing learning mechanism and it provides a scaling factor on observer-bandwidth. It is worth pointing out that, compared with ADRC, LTADRC can learn based on the estimation errors and it is able to get much faster convergence, much smaller regulation errors, and more desired robustness. In addition, Monte-Carlo experiments can provide an effective guidance for selecting a learning gain. Simulations have been performed to confirm the advantages of LTADRC. Numerical results indicate that LTADRC provides a promising way to suppress epilepsy or even a long-term goal of applying it to alleviate the epilepsy patients. In the meantime, for a learning type ESO, it is the key point that, after limited iterations, the estimation errors are bounded. A much more rigorous analysis should be provided, and this is the result we are expected in the near future.
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