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Resumen: La deteccio´n de regiones estables dentro de una sen˜al de voz es necesaria
en muchos sistemas de procesado del habla. Las vocales se corresponden precisamen-
te con regiones de gran estabilidad, por lo que su deteccio´n automa´tica puede ser muy
conveniente. Este trabajo presenta un sistema de deteccio´n automa´tica de vocales
en la voz, mediante un identiﬁcador basado en modelos HMM de grupos fone´ticos.
Estos grupos fone´ticos, creados segu´n la similitud acu´stica de los fonemas, son la
clave para el correcto funcionamiento del sistema en diferentes idiomas. Aunque los
modelos han sido entrenados para euskera, las pruebas realizadas sobre bases de da-
tos en euskera y en alema´n demuestran que el sistema permite detectar las vocales
y sus fronteras temporales con una precisio´n aceptable en ambos idiomas.
Palabras clave: segmentacio´n, deteccio´n de vocales, estimacio´n de ritmo
Abstract: Many speech signal processing systems require the detection of regions of
stability within the signal. As vowels form great stability regions, a system capable
of detecting them automatically in the speech is very convenient. This work presents
such a system, which uses HMM models of phonetic clusters created according to
the acoustic similarities among the phonemes. These clusters are the key element for
the system to work correctly in diﬀerent languages. Although models were trained in
Basque, tests were carried out in both Basque and German speech databases showing
that the system is able to detect the vowels and their boundaries with acceptable
accuracy in both languages.
Keywords: segmentation, vowel detection, speech-rate estimation
1. Introduccio´n
Muchos sistemas de procesado de voz requie-
ren trabajar sobre segmentos de sen˜al ma´s o
menos estables, de forma que las caracter´ısti-
cas de la misma se mantengan a lo largo del
segmento. Esta estabilidad hace de esos seg-
mentos el lugar ma´s apropiado para poder
realizar un ana´lisis de la voz y sus carac-
ter´ısticas. De esta forma pueden obtenerse
para´metros robustos, por ejemplo, para la ca-
racterizacio´n de locutores (Mary y Yegnana-
rayana, 2008) o emociones (Ringeval y Che-
touani, 2008).
∗ Este trabajo ha sido parcialmente ﬁnanciado
por el Ministerio de Educacio´n y Ciencia dentro
del proyecto AVIVAVOZ (TEC2006-13694-C03-02,
www.avivavoz.es) y por el Gobierno Vasco en su sub-
vencio´n a grupos de investigacio´n del sistema univer-
sitario vasco (IT-444-07).
Las vocales son un buen ejemplo de estas
regiones. Suelen ser segmentos relativamen-
te largos con respecto al resto de los fone-
mas, alcanzando hasta los 100 ms, con lo que
proporcionan un extenso tiempo de ana´lisis.
Adema´s, se trata de regiones bastante esta-
bles y con caracter´ısticas acu´sticas muy deﬁ-
nidas, a diferencia de las consonantes, mucho
ma´s cortas e inestables.
La mayor´ıa de los sistemas de deteccio´n
de vocales utilizan la curva de energ´ıa o la
energ´ıa por bandas para localizar las regio-
nes voca´licas. Puesto que las vocales contie-
nen una gran energ´ıa, y adema´s, e´sta se con-
centra en las bandas bajas del espectro, es-
ta aproximacio´n ha sido muy utilizada. Por
ejemplo, Pellegrino y Andre-Obrecht (1997)
utilizan los picos de la curva SBEC (Spectral
Band Energy Cumulating) para localizar las
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vocales. Gracias a este sistema obtienen una
precisio´n entre el 60% y el 80%, en funcio´n
del idioma utilizado. Pfau y Ruske (1998) por
su parte utilizan una aproximacio´n similar,
calculando la curva de volumen perceptual
(loudness) modiﬁcada, cuyos picos tambie´n
son utilizados para detectar las vocales con
una precisio´n del 77% sobre una base de da-
tos en alema´n.
Otro me´todo muy utilizado es la FBD
(forward-backward divergence) (Andre-
Obrecht, 1988). Se trata de un mecanismo
para la deteccio´n de cambios en las carac-
ter´ısticas de la sen˜al, que aproximadamente
coinciden con las fronteras entre fonemas.
Para ello utiliza una ventana deslizante de
taman˜o ﬁjo y otra ﬁja que va incrementando
su taman˜o, de forma que cuando las ca-
racter´ısticas de los segmentos enventanados
sean diferentes, se detecta una frontera.
Una vez conocidas las fronteras, se puede
utilizar un identiﬁcador de fonemas para
detectar que´ segmentos se corresponden con
las vocales. Esta es la aproximacio´n utilizada
por Ringeval y Chetouani (2008).
Este art´ıculo presenta un sistema para la
deteccio´n de vocales en sen˜ales de voz, utili-
zando modelos ocultos de Markov (HMM) de
grupos fone´ticos entrenados para el euskera.
Dichos grupos han sido creados de forma au-
toma´tica utilizando a´rboles de regresio´n, en
funcio´n de la similitud acu´stica entre los fone-
mas. Es precisamente esta agrupacio´n fone´ti-
ca la que dota al sistema de estabilidad y
precisio´n. Para comprobarlo se han realizado
pruebas de deteccio´n de vocales en dos bases
de datos, una en euskera y otra en alema´n,
ambas con grabaciones que incluyen estilos
de habla emocional.
El objetivo del sistema es detectar las re-
giones voca´licas estables que proporcionen
zonas adecuadas para el ana´lisis de sen˜al.
Las regiones detectadas como vocales pue-
den posteriormete ser utilizadas para extraer
para´metros que caractericen la voz en siste-
mas de identiﬁcacio´n de locutores, emocio-
nes o idioma. Estas regiones tambie´n permi-
ten estimar el ritmo del habla si se calcula el
nu´mero de vocales detectadas por unidad de
tiempo o la longitud de estos segmentos.
La primera seccio´n del art´ıculo describe el
sistema y su arquitectura, as´ı como la meto-
dolog´ıa utilizada para realizar la agrupacio´n
de los fonemas. Posteriormente se describen
las pruebas y medidas realizadas y las bases
de datos utilizadas. Por u´ltimo se presentan
los resultados de estas pruebas y las conclu-
siones obtenidas.
2. Descripcio´n del sistema
M1
M2
Mn
M
Grama´tica
concatenativa
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Sen˜al
de voz
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C
Figura 1: Esquema del detector de vocales
propuesto
El esquema ba´sico del sistema propuesto se
presenta en la Figura 1. En su estructura ma´s
simple consta de un detector de fonemas ba-
sado en HMM de tres estados que trabaja con
una grama´tica libre consistente en un bucle
inﬁnito de modelos concatenados. No se ha
considerado utilizar una grama´tica ma´s ela-
borada por limitaciones de tiempo en la rea-
lizacio´n del trabajo.
Para el entrenamiento de los modelos se
ha utilizado la base de datos SpeechDat–EU
(Herna´ez et al., 2003), que contiene grabacio-
nes en euskera de 1050 locutores realizadas a
trave´s de la red de telefon´ıa ﬁja y desde di-
versos entornos de ruido. Este entrenamiento
se ha realizado utilizando las herramientas de
HTK (Young et al., 2000) y siguiendo el sis-
tema de reconocimiento de referencia RefRec
(Lindberg et al., 2000). El nu´mero de com-
ponentes gaussianas de los modelos se ha de-
cidido mediante pruebas emp´ıricas de detec-
cio´n de vocales, establecie´ndose en 1024 com-
ponentes. En cuanto a la parametrizacio´n, se
han empleado 12 para´metros MFCC (Mel fre-
quency cepstrum coeﬁcients) calculados cada
10 milisegundos, junto con sus primeras y se-
gundas diferencias.
Inicialmente se disen˜o´ un sistema senci-
llo que constaba u´nicamente de un detec-
tor con un modelo diferente para cada uno
de los sonidos del euskera. Posteriormente se
an˜adio´ un mo´dulo de deteccio´n de actividad
vocal (VAD) para descartar los segmentos de
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silencio. Por u´ltimo se agruparon los fonemas
segu´n su similitud acu´stica con el ﬁn de mejo-
rar los resultados. En las siguientes secciones
se describe cada uno de estos sistemas.
2.1. Primera aproximacio´n
La primera aproximacio´n del sistema con-
sist´ıa solamente en el detector de fonemas,
sin utilizar el VAD ni la agrupacio´n fone´ti-
ca. El sistema utilizaba un modelo diferente
para cada fonema y el silencio. En las prue-
bas preliminares se comprobo´ que este siste-
ma comete una gran cantidad de errores en
la deteccio´n de los silencios, tanto por falsas
inserciones como por falsas omisiones. Estos
errores provocaban a su vez un incremento
en los errores de deteccio´n de vocales, hasta
dejar la precisio´n del sistema por debajo de
un umbral aceptable.
2.2. Uso de detector de actividad
vocal
Debido a los problemas en la deteccio´n de los
silencios, se decidio´ an˜adir un sistema VAD
basado en el propuesto por Ramirez et al.
(2004) previo al detector, tal y como puede
verse en la Figura 2 . El VAD permite sepa-
rar los segmentos de voz y los de silencio con
mayor precisio´n. De esta forma, al detector
fone´tico so´lo entran segmentos de voz, por lo
que el modelo de silencio es innecesario. Pa-
ra hacer que los modelos fueran consistentes
con el nuevo me´todo, se aplico´ el VAD a la
base de datos de entrenamiento y se reentre-
naron todos los modelos fone´ticos, esta vez
sin incluir el silencio.
2.3. Agrupacio´n de fonemas
Con una arquitectura tan sencilla y una
grama´tica libre en forma de bucle inﬁnito
sin restricciones, la probabilidad de cometer
errores en la secuencia de fonemas detecta-
dos y en la precisio´n temporal de las mar-
cas creadas es muy grande. El sistema tiene
demasiadas alternativas a la hora de decidir
el fonema correspondiente en cada momento,
con lo que aumenta la probabilidad de tomar
una mala decisio´n, y con ello, el error en la
deteccio´n de los fonemas y sus fronteras.
Para reducir la complejidad del sistema se
ha llevado a cabo una agrupacio´n de fonemas,
de tal forma que se crea un u´nico modelo pa-
ra cada grupo. De esta forma el sistema no ha
de decidir entre todos los fonemas existentes,
sino so´lo a que´ grupo pertenece. Al reducir el
nu´mero de alternativas, se espera que tam-
bie´n se reduzca el error del sistema. Adema´s,
cada grupo de fonemas se entrena utilizando
todos los ejemplos de los fonemas que agrupa,
lo que quiere decir que cada modelo se entre-
na con ma´s ejemplos, dando como resultado
modelos ma´s robustos.
Por supuesto, para que esta te´cnica fun-
cione es necesario que los fonemas agrupados
tengan caracter´ısticas fone´ticas similares. Pa-
ra conseguirlo se ha decidido realizar un clus-
tering ciego de los fonemas y utilizar los gru-
pos resultantes.
Se ha creado un modelo de componentes
Gaussianas (GMM) inicial para cada fonema,
de una u´nica gaussiana. Estos modelos se han
entrenado utilizando las grabaciones de la ba-
se de datos SpeechDat–EU. Al igual que en el
sistema ﬁnal, se ha utilizado parametrizacio´n
MFCC con primeras y segundas diferencias.
Estos modelos permiten conocer las carac-
ter´ısticas acu´sticas de cada fonema de forma
compacta, y han sido utilizados para reali-
zar el clustering fone´tico mediante a´rboles de
regresio´n. La Figura 2 muestra el dendrogra-
ma con el clustering resultante. El punto de
poda del a´rbol esta´ representado por la l´ınea
discontinua, y ha sido seleccionado teniendo
en cuenta tanto la similitud acu´stica de los
grupos como el nu´mero de ejemplos de entre-
namiento disponibles para cada grupo, con el
objetivo de asegurar poder entrenar modelos
robustos. Cada grupo de fonemas esta´ repre-
sentado por un color diferente, excepto los
grupos que constan de un u´nico fonema, que
esta´n representados en negro.
Se puede observar que los grupos de fo-
nemas resultantes se corresponden aproxima-
damente con los diferentes modos de articu-
lacio´n, de tal forma que se pueden nombrar
como el grupo de fonemas fricativos y africa-
dos o el grupo de nasales. Las vocales forman
cada una su propio grupo, por lo que cada
vocal sera´ modelada de forma independien-
te. Igualmente el fonema aproximante /D/
ha quedado formando su propio grupo sepa-
rado del resto de aproximantes /G/ y /B/.
El grupo denominado L y similares contie-
ne fonemas que en principio no comparten
modo de articulacio´n (/L/ es l´ıquida, /jj/ es
fricativa y /gj/ es africada), pero sin embar-
go no es un grupo heteroge´neo, ya que todos
ellos tienen un sonido bastante similar hasta
tal punto que hay personas que no distinguen
entre ellas y las pronuncian igual. De ah´ı que
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Figura 2: Dendrograma de la salida del clustering de fonemas
hayan quedado en el mismo grupo.
Una vez realizados los grupos de fonemas,
se volvio´ a repetir el entrenamiento, en este
caso creando un u´nico modelo para cada gru-
po. Con este sistema se redujo signiﬁcativa-
mente el nu´mero de errores en la deteccio´n de
vocales. En la seccio´n 5 puede verse la com-
paracio´n de resultados entre el sistema con y
sin agrupacio´n de modelos.
3. Medidas de precisio´n
Se han realizado varios experimentos y me-
didas para comprobar la eﬁcacia del sistema
propuesto. Para ello se han utilizado bases de
datos para las que se dispone de un etiqueta-
do fone´tico de referencia con el que compa-
rar las marcas de vocal automa´ticas. Una vez
aplicado el sistema a estas bases de datos, se
han calculado los siguientes para´metros:
La tasa de acierto, deﬁnida como el por-
centaje de vocales correctamente detec-
tadas sobre el nu´mero total de vocales
en la base de datos
La tasa de falsa insercio´n, deﬁnida co-
mo el porcentaje de falsas vocales detec-
tadas sobre el nu´mero total de vocales
detectadas.
La tasa de falsa omisio´n, deﬁnida como
el porcentaje de vocales no detectadas
sobre el nu´mero total de vocales en la
base de datos.
La precisio´n del sistema, deﬁnida segu´n
la expresio´n:
Acc =
Nref − Eins − Eomi
Nref
× 100 (1)
Do´nde Nref es el nu´mero total de vocales
en el etiquetado de referencia, Eins es el
nu´mero de errores de insercio´n y Eomi es
el nu´mero de errores de omisio´n.
La precisio´n temporal de la deteccio´n,
expresada como el porcentaje de vocales
que han sido etiquetadas con un error in-
ferior a 20 ms con respecto a las marcas
de referencia. En este caso so´lo se consi-
deran las vocales correctamente detecta-
das, y se ha calculado por separado para
la marca de inicio de la vocal y para la
de ﬁnal.
La precisio´n temporal de las marcas crea-
das es un para´metro importante, puesto que
Iker Luengo, Eva Navas, Jon Sánchez e Inma Hernáez
124
Procesamiento del Lenguaje Natural, núm. 43 (2009)
no se trata so´lo de detectar la existencia
de una vocal, sino tambie´n sus fronteras, de
forma que sea posible utilizar el segmento
voca´lico para el ca´lculo de para´metros relati-
vos a la voz. El valor aqu´ı calculado (nu´mero
de marcas con un error inferior a 20 ms) per-
mite obtener resultados comparables a otros
sistemas, pues se trata de la medida ma´s
comu´nmente utilizada para esta precisio´n.
Por ejemplo, podemos decir que los etiqueta-
dores humanos llegan al 95% de marcas con
diferencias menores de 20 ms, mientras que
en un sistema automa´tico, un valor superior
a 80% se considera bueno (Hosom, 2000).
Puesto que el objetivo del sistema es reali-
zar una deteccio´n de vocales y sus fronteras,
y no identiﬁcar cua´l es cada una de esas vo-
cales, no se han distinguido las vocales entre
s´ı a la hora de realizar esta comparacio´n. Es
decir, una /a/ detectada como /i/ no se con-
sidera un error, puesto que no deja de ser una
vocal.
4. Bases de datos de pruebas
Se han utilizado dos bases de datos de dife-
rentes caracter´ısticas para realizar estas prue-
bas de precisio´n:
DB–Emozio: Consiste en una base de
datos de habla expresiva en euskera, grabada
por dos actores profesionales, un hombre y
una mujer, que simulaban siete estados emo-
cionales diferentes: Enfado, miedo, sorpresa,
felicidad, tristeza, asco y neutro. El hecho de
ser habla expresiva permitira´ medir el com-
portamiento del algoritmo con diferentes ti-
pos de voz. Esta base de datos contiene 702
frases por locutor y emocio´n. Las grabaciones
fueron realizadas en una sala de grabacio´n
con un micro´fono BeyerDynamic MC740. Sa-
ratxaga et al. (2006) proporciona la descrip-
cio´n completa de esta base de datos.
Berlin: Esta base de datos (Burkhardt
et al., 2005) contiene grabaciones de habla ex-
presiva en alema´n, realizada por cinco acto-
res y otras tantas actrices que simulaban siete
estados emocionales: Enfado, miedo, aburri-
miento, felicidad, tristeza, asco y neutro. Es-
tas emociones son las mismas que las consi-
deradas en DB–Emozio, excepto la sorpresa
que se sustituye por aburrimiento. En total
contiene 535 grabaciones microfo´nicas reali-
zadas en una sala anecoica.
En este caso se pretende u´nicamente com-
probar la eﬁcacia del algoritmo con un idioma
tan diferente al euskera como es el alema´n,
cuyo sistema voca´lico es distinto. Mientras
que el euskera contiene 5 vocales /a,e,i,o,u/,
el alema´n contiene 9 vocales cortas y 7 vo-
cales largas, siendo la duracio´n de las vocales
largas aproximadamente el doble que el de las
cortas. De estas vocales, 4 cortas y 2 largas
no tienen correspondencia en el euskera, con
lo que la deteccio´n de las mismas se compli-
ca. No es objetivo de este trabajo conseguir
una herramienta multilingu¨e.
No se han realizado pruebas sobre la pro-
pia base de datos SpeechDat–EU, utilizada
para el entrenamiento, debido a que dicha
base de datos no tiene una segmentacio´n re-
visada que poder utilizar de referencia en la
comparacio´n.
5. Resultados
La Tabla 1 resume los resultados de las prue-
bas de deteccio´n de vocales sobre las diferen-
tes bases de datos utilizadas. Los diferentes
campos de la tabla representan:
Total: El nu´mero total de vocales en la ba-
se de datos (segu´n las transcripciones de
referencia).
Aciertos: La tasa de aciertos respecto al to-
tal de vocales de la base de datos.
Omisiones: La tasa de omisiones respecto
al total de vocales de la base de datos.
Inserciones: La tasa de inserciones respecto
al total de vocales detectadas.
Precisio´n: La precisio´n total del sistema
segu´n la expresio´n (1).
Inicial <20ms : La tasa de vocales correc-
tamente detectadas con un error del ins-
tante de inicio inferior a 20 ms.
Final <20ms : La tasa de vocales correcta-
mente detectadas con un error del ins-
tante de ﬁnal inferior a 20 ms.
Centrando la atencio´n sobre los resultados
de la base de datos en euskera DB–Emozio,
se comprueba que el detector de vocales tiene
una precisio´n global ligeramente superior al
85%, con ma´s del 90% de las vocales existen-
tes detectadas correctamente. Adema´s estas
vocales detectadas tienen una buena preci-
sio´n temporal en las marcas de inicio y ﬁnal,
con ma´s de un 80% de las marcas con un
error inferior a 20 ms.
Respecto a la base de datos en alema´n
Berlin, como cabe esperar, la precisio´n del
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sistema cae hasta un 69%, ya que en este caso
a la diﬁcultad de estilos se suma el problema
de la diferencia de idioma. Recordemos que
el alema´n tiene un sistema de vocales mu-
cho ma´s complejo que le euskera. Tambie´n
se aprecia un incremento considerable de las
vocales insertadas, en parte debido a la exis-
tencia de las vocales largas, que el sistema
tiende a etiquetar como dos vocales seguidas.
DB-Emo Berlin
Total 271976 6454
Aciertos 90,30% 92,21%
Omisiones 7,79% 9,70%
Inserciones 6,58% 18,89%
Precisio´n 85,71% 69,27%
Inicial <20ms 88,73% 78,34%
Final <20ms 83,47% 73,47%
Tabla 1: Resultados de las pruebas de detec-
cio´n de vocales en cada una de las bases de
datos.
Para analizar ma´s en profundidad el efec-
to de los estilos en la deteccio´n de vocales, la
Tabla 2 desglosa la precisio´n del sistema para
cada estilo. En ambas bases de datos el esti-
lo neutro es en el que se alcanza la ma´xima
precisio´n, con gran diferencia respecto a las
dema´s emociones. Este resultado es compren-
sible, puesto que la base de datos de entrena-
miento del sistema contiene sen˜ales precisa-
mente en ese estilo neutro. Por el contrario,
los casos de miedo y sorpresa en DB–Emozio
as´ı como tristeza y asco en Berlin tienen las
tasas de precisio´n ma´s bajas.
Para comprobar la eﬁcacia de la agru-
pacio´n fone´tica utilizada, se han comparado
estos resultados con dos niveles de agrupa-
cio´n extremos. Se han hecho pruebas con una
agrupacio´n nula, es decir, cuando cada fone-
ma se modela por separado; y con una agru-
pacio´n total, en donde so´lo se consideran dos
modelos, uno que agrupa todas las vocales y
otro que modela todas las consonantes. Los
resultados de estas pruebas pueden verse en
las Tablas 3 y 4 respectivamente.
Cuando no se utiliza ninguna agrupacio´n
fone´tica se alcanza un 76,62% de precisio´n
en DB–Emozio, frente al 85,71% al utilizar
el agrupamiento. En el caso de Berlin los re-
sultados son au´n ma´s signiﬁcativos, ya que
sin agrupacio´n se llega a obtener un -38,46%
de precisio´n, debido a que los errores de in-
Base de datos Precisio´n
DB–Emozio 85,71%
Enfado 86,96%
Miedo 81,94%
Sorpresa 83,92%
Neutro 88,92%
Felicidad 85,65%
Tristeza 86,57%
Asco 86,00%
Berlin 69,27%
Enfado 66,11%
Miedo 71,62%
Aburrimiento 72,90%
Neutro 80,50%
Felicidad 67,72%
Tristeza 62,09%
Asco 61,39%
Tabla 2: Valores de precisio´n obtenidos para
cada base de datos, segu´n la expresio´n (1).
DB-Emo Berlin
Omisiones 18,32% 73,87%
Inserciones 5,84% 71,20%
Precisio´n 76,62% -38,46%
Inicial <20ms 88,15% 27,99%
Final <20ms 80,96% 27,63%
Tabla 3: Resultados de las pruebas de detec-
cio´n de vocales sin la agrupacio´n de fonemas.
sercio´n ascienden a 71,20% y los de omisio´n
a 73,87%. La razo´n de tener estas tasas de
error tan grandes es otra vez la existencia de
fonemas en alema´n que no tienen correspon-
dencia en el euskera. Mientras que un sistema
que modela grupos de fonemas similares pue-
de ser capaz de detectar que un sonido per-
tenece a un grupo de fonemas, aunque nunca
haya sido entrenado con muestras del mismo,
un sistema basado en modelos independien-
tes para cada fonema no tiene esa capacidad
de generalizacio´n, y no es capaz de clasiﬁcar
adecuadamente los sonidos no vistos durante
el entrenamiento.
Tambie´n se comprueba que para la base
de datos en alema´n, no so´lo falla la deteccio´n
de las vocales, sino que aquellas que han sido
detectadas como tales tienen una gran impre-
cisio´n temporal. No as´ı en la base de datos en
euskera, donde aunque la precisio´n de la iden-
tiﬁcacio´n disminuye, la precisio´n temporal se
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DB-Emo Berlin
Omisiones 12,27% 10,94%
Inserciones 5,67% 14,03%
Precisio´n 82,46% 74,53%
Inicial <20ms 82,15% 78,59%
Final <20ms 75,63% 72,92%
Tabla 4: Resultados de las pruebas de detec-
cio´n de vocales con so´lo un modelo de vocal
y otro de consonante.
mantiene bastante estable.
En el caso de usar so´lo un modelo de vo-
cal y otro de consonante el sistema obtiene
una precisio´n del 82,46% en la base de da-
tos DB–Emozio, lo que sigue siendo inferior
al 85,71% conseguido con la agrupacio´n de
fonemas por similitud acu´stica. En este caso
la precisio´n temporal de las marcas es ma´s
baja, posiblemente porque al tratarse de mo-
delos tan gene´ricos que agrupan fonemas de
diferentes caracter´ısticas el sistema tiene diﬁ-
cultades para distinguir cua´ndo acaba un fo-
nema y empieza otro. Sin embargo esta gene-
ralidad beneﬁcia al caso de la base de datos
en alema´n ya que al no tratarse de modelos
tan espec´ıﬁcos el sistema es capaz de detectar
vocales no vistas durante el entrenamiento.
De esta forma se alcanza un 74,53% de pre-
cisio´n en Berlin, lo cual es incluso superior a
lo obtenido con el sistema propuesto.
6. Conclusiones y trabajos
futuros
En este art´ıculo se ha presentado un sistema
de deteccio´n y segmentacio´n automa´tica de
vocales basado en modelos ocultos de Markov
de grupos fone´ticos. Estos segmentos pueden
ser posteriormente utilizados para el ana´lisis
de las caracter´ısticas de la voz, aprovechando
que las vocales representan segmentos relati-
vamente estables si se comparan con las ca-
racter´ısticas de los segmentos asociados a las
consonantes. El sistema desarrollado es capaz
de detectar las partes estables de las vocales,
con cerca de un 85% de las fronteras detec-
tadas con un error inferior a 20 ms respecto
a las fronteras reales. Hay que destacar que
un error de 15 ms supone tan solo un des-
plazamiento de trama y media de ana´lisis en
las marcas, lo que no es muy importante pa-
ra muchas aplicaciones. De hecho, este siste-
ma y los segmentos detectados esta´n siendo
utilizados en la actualidad con e´xito para el
ca´lculo de para´metros proso´dicos en sistemas
de identiﬁcacio´n de emociones en la voz y sis-
temas de veriﬁcacio´n de locutor por nuestro
grupo de trabajo.
Aunque el detector de vocales ha sido en-
trenado utilizando una base de datos en eus-
kera en estilo neutro, se ha comprobado que
la precisio´n del sistema se mantiene en va-
lores aceptables para otros estilos de habla.
Tambie´n se ha querido comprobar el funcio-
namiento del me´todo en otros idiomas que no
sean el de entrenamiento, para lo que se han
realizado experimentos con una base de datos
en alema´n. Si bien la precisio´n en este caso ha
sido signiﬁcativamente menor, ha dado resul-
tados que pueden ser utilizados para realizar
sistemas automa´ticos de ana´lisis de voz, so-
bre todo si se restringen al estilo neutro. Te-
niendo en cuenta que las diferencias entre el
sistema voca´lico del euskera y del alema´n son
considerables, se estima que la precisio´n del
sistema con otros idiomas ma´s similares al de
entrenamiento (por ejemplo, el castellano o
catala´n) puede ser bastante mayor.
Para alcanzar estos resultados ha sido ne-
cesario incluir un detector de actividad vocal
que permita distinguir adecuadamente entre
segmentos de voz y silencio, sin el cual el sis-
tema resultaba poco ﬁable. Tambie´n ha sido
necesario crear los grupos fone´ticos mediante
un clustering ciego en funcio´n de las similitu-
des acu´sticas entre los fonemas. Utilizar mo-
delos de grupos fone´ticos en lugar de mode-
lar los fonemas por separado o agrupar todas
las vocales y todas las consonantes en sendos
modelos ha sido clave para lograr un sistema
estable y con una precisio´n aceptable.
Se ha comprobado mediante pruebas
emp´ıricas que utilizar un modelo separado
para cada fonema diﬁculta el trabajo del de-
tector debido a que el sistema comete mayo-
res errores cuando se le presentan demasia-
das opciones de clasiﬁcacio´n. Adema´s, utili-
zar modelos tan especializados supone gran-
des problemas en caso de que se presenten
fonemas no considerados durante el entrena-
miento, tal y como han certiﬁcado las pruebas
sobre grabaciones en alema´n. Por el contra-
rio, utilizar un modelo de vocal y otro de con-
sonante es una aproximacio´n muy simplista
que forma modelos muy heteroge´neos y po-
co especializados, lo que tambie´n provoca un
incremento de errores. Aunque este me´todo
ha demostrado ser muy robusto frente a la
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aparicio´n de fonemas no previstos, los resul-
tados reﬂejan que el utilizar modelos de gru-
pos fone´ticos creados a partir de su similitud
acu´stica es una compromiso que proporciona
las mayores ventajas.
Una posible l´ınea de continuacio´n del tra-
bajo ser´ıa utilizar una grama´tica ma´s elabo-
rada, teniendo en cuenta la estructura sila´bi-
ca del idioma. Esta grama´tica restringir´ıa las
posibilidades del sistema, favoreciendo la co-
rrecta deteccio´n de las vocales.
Por otro lado, la capacidad del sistema pa-
ra generalizar a sonidos no utilizados en el en-
trenamiento es limitada. En vista de la pe´rdi-
da de precisio´n al cambiar de idioma, se dedu-
ce que en el caso de querer aplicar el sistema
para otro idioma ser´ıa conveniente realizar el
entrenamiento de los modelos acu´sticos con
grabaciones del idioma objetivo.
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