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ABSTRACT 
Data compression is a method of improving the efficiency of transmission and storage of images. Dithering, as a 
method of data compression, can be used to convert an 8-bit gray level image into a 1-bit / binary image. Undithering 
is the process of reconstruction of gray image from binary image obtained from dithering of gray image. In the present 
paper, I propose a method of undithering using linear filtering followed by anisotropic diffusion which brings the ad-
vantage of smoothing and edge enhancement. First-order statistical parameters, second-order statistical parameters, 
mean-squared error (MSE) between reconstructed image and the original image before dithering, and peak signal to 
noise ratio (PSNR) are evaluated at each step of diffusion. Results of the experiments show that the reconstructed 
image is not as sharp as the image before dithering but a large number of gray values are reproduced with reference 
to those of the original image prior to dithering.  
Keywords: Dithering; Average filter; Anisotropic diffusion; First-order statistics; Second-order statistics 
1. INTRODUCTION 
Methods of compressing the data prior to storage and/or transmission are of significant and commercial 
interest. Image compression addresses the problem of reducing the amount of data required to represent 
a given quantity of information and is a key technology in various multimedia services, document and 
medical imaging, and military and space application. The compression process is applied prior to storage 
or transmission of the image. Later the compressed image is decompressed to reconstruct an image 
which is the approximation of the original image. The reconstruction may be lossy or lossless depending 
on the compression method used. In a lossless data compression system, the recovered image is identi-
cal to the original image. The goal in a lossy compression system is to reconstruct an image which re-
sembles the original image as close as possible at a lowest possible bit rate. Compression ratios are 
much higher for lossy compression than for lossless compression. Dithering is a technique to display 
more number of gray levels on a device with black and pixels only [1]. Dithering has been widely used in 
areas in medical imaging [2] and printing industries [3], [4], [5]. Dithering of an eight-bit image to a one-bit 
(binary) image compresses the image at a compression ratio of 1:8 resulting in a lossy compression [6]. 
The two most common methods are ordered dither and Floyd-Steinberg dither. Ordered dither uses a 
cleverly chosen set of black-and-white patterns to represent different gray values using a thresholding 
 scheme to replace each gray pixel with a black or white pixel [7]. Floyd-Steinberg dither is an error diffu-
sion algorithm that processes the pixels of each line in an image from left to right and top to bottom [8]. 
Each pixel is examined and rounded off to either black or white by compensating the error to the 
neighboring pixels such that the information is not lost. This method is considered to be better than or-
dered dither as it suits well for representing fine lines. The reason why dithered images appear as con-
tinuous gray shade images to human vision system is that the human eyes automatically blur the dots 
into gray shades [9]. While other compression methods are considered, there are two stages, namely, 
compression and decompression or reconstruction. In case of dithering, only one stage is achieved. Un-
dithering aims at conversion of dithered image back to original image as close as possible. Using undith-
ering, it is possible to convert a 1-bit image to an 8 bit-image [9] or an 8-bit image to a 24-bit image [10]. 
In Stenger’s method of undithering for reconstruction of an 8-bit image from a 1-bit image, the first step is 
to blur the image by replacing each pixel’s value with average of pixels in a small window around the cen-
tre pixel with the help of linear filter. Since the linear filtered image appears mottled due to less number of 
gray levels, the next step involves non-linear smoothing using Lee’s local statistics [11] followed by 
sharpening. Thus, an undithering algorithm should involve computerized smoothing or blurring, smoothing 
and edge enhancement. In the present method, I propose a method of undithering using linear filtering 
and anisotropic diffusion that combines the advantage of smoothing and edge enhancement. Linear filter-
ing prior to anisotropic diffusion, as a pre-processing, involves smoothing and diffusion of information 
within the window of selected size. Anisotropic diffusion that involves adaptive smoothing is then applied 
on the linear-filtered image at controlled rate and several features are evaluated at each iteration step.  
2.  BRIEF REVIEW ON DIFFUSION  
The basic idea of diffusion in image processing arose from the heat diffusion equation. The rate at which 
temperature at any point (x,y) in a two-dimensional field changes with time t can be given as,  
( )y)T(x,α
t
t)y,T(x, ∇⋅∇=
∂
∂
         (1) 
where α is the thermal diffusivity, ∇ is the gradient operator and ⋅∇ is the divergence operator. Anisot-
ropic diffusion in image processing is a discretization of the family of continuous partial differential equa-
tions that include both the physical processes of diffusion and the Laplacian [12]. The same equation is 
applicable to image function f(x,y) as, 
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         (2) 
where c is the image diffusivity. 
If c is constant, independent of space, it leads to a linear diffusion equation with homogeneous diffusivity, 
in which case, all pixels in the image, including sharp edges and corners, will be blurred at a uniform rate. 
 A simple modification here would be choosing image diffusivity as a function of image gradient itself. In 
such case, the diffusion becomes non-linear diffusion and the gradient function becomes an “edge-
stopping” function. The diffusion near the edges and other areas with rapidly varying gray levels has to be 
minimal and that away from those areas has to be maximal. A qualitative description of this is shown in 
Fig. 1 [12].  
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Fig. 1. Qualitative representation of non-linearity of image diffusivity 
Various applications of diffusion include de-noising [13], [14], [15], [16], segmentation [17], [18], inpainting 
[19] and enhancing image resolution (zooming) [20]. A critical issue in the diffusion process is the good 
choice of diffusivity function. Several authors have proposed diffusivity function in various forms. In the 
present work, I intend to choose diffusion function which is of the form as below [21]: 
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Diffusivity functions of such type will lead to numerical problems when the gradient gets close to zero. 
This problem can be avoided by adding a small positive constant ε to the denominator. For p = 1, the dif-
fusivity function becomes total variation (TV) flow [22], [23], a diffusion filter that is equivalent to TV regu-
larization [24], [25]. This function seems to suit very well, since it removes oscillations, resulting in piece-
wise constant results.  
3. EVALUATION OF FEATURES 
First order statistics, second order statistics, MSE and PSNR are considered to be the features for 
evaluation at each diffusion step. The first order statistics is based on probability of occurrence of a gray 
level rk in an image given by 
 
n
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 where, n is the total number of pixels, nk is the number of pixels that have gray level rk, and L is the total 
number of gray levels in the image. The properties calculated are mean ( r ), variance ( 2µ ), skewness 
( 3µ ), kurtosis ( 4µ ), energy (E1), and entropy (S1) and are given as below: 
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In order to analyze the reconstructed image based on second order statistics, co-occurrence matrices are 
constructed based on second order probability pθ,d(a,b) defined as the probability of occurrence of a gray 
level ‘a’ with another gray level ‘b’ separated by a distance ‘d’ in the direction ‘θ’ in an image. The proper-
ties calculated are energy (E2), entropy (S2), contrast (Ct), homogeneity (H), and correlation (Cn) and are 
given below:  
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MSE and PSNR are the most common measures of picture quality in image compression systems, 
though these are not adequate as perceptually meaningful measures [26], [27]. At every iteration step of 
diffusion process, n, the MSE and PSNR are also calculated as below: 
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where fo indicates the original image before dithering and fn is the reconstructed image at any iteration 
step n. In general, lower the value of MSE, better is the effectiveness of reconstruction. However, this 
measure does not necessarily imply that an image with a lower MSE is always visually pleasing.  
4.  EXPERIMENTS AND RESULTS 
In order to study the reconstruction process, Floyd-Steinberg dither was applied on two gray images 
(Pepper and Baboon). The dithered images were twice filtered using average filter of size 3 × 3. The lin-
ear filtered images were subjected to anisotropic diffusion with p = 1, ε = 0.001 and ∆t = 0.1 for 200 itera-
tions. At each step of diffusion process, all measures described in the previous section were calculated. 
As far as the co-occurrence matrix properties are concerned, there is hardly any difference among direc-
 tions 45°, 90°, 135° and 180° at unit pixel displac ement.  Here second order statistical properties were 
calculated for θ = 0° and d = 1. Fig. 2 (a) shows the pepper test i mage. A small portion of this test image 
is enlarged and the detail is shown in Fig. 2 (b). First order and second order properties and MSE / PSNR 
for the reconstructed image at every iteration are shown in Fig. 3 and Fig. 4 along with the properties of 
the original image before dithering. First order properties like mean, variance, skewness and kurtosis 
slowly vary with the iteration. Beyond certain step, first order energy and entropy and second order en-
ergy, contrast and correlation do not vary much, but homogeneity keeps increasing at a faster rate. From 
the plot of MSE / PSNR, MSE is found to be minimum at a step of 46. However, from aesthetic point of 
view, an iteration step of 120 yields better visual appearance of the reconstructed image. The recon-
structed image is shown against the original image in Fig. 5. The reconstructed image is slightly blurred 
with reference to original image and it is clear from the details of the windows shown in Fig. 6. From the 
plot of histograms as in Fig. 7, it is seen that the distribution of gray levels of the reconstructed image is 
similar to that of the original image before dithering. Typical gray profiles (Fig. 8) show that the gray level 
variation is also similar for both reconstructed image and original image. 
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Fig. 2. Pepper image in dithered form (a) Full view (b) Detail of the window 
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Fig. 3. First-order properties of the reconstructed image at each iteration against those of original pepper 
image 
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Fig. 4. Second-order properties of the reconstructed image at each iteration against those of original pep-
per image and MSE / PSNR 
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Fig. 5. (a) Reconstructed pepper image (b) Original pepper image before dithering 
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Fig. 6. Detail of the window (a) Reconstructed image (b) Original pepper image before dithering 
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Fig. 7. Histograms (a) Reconstructed pepper image (b) Original pepper image before dithering 
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Fig. 8. Typical gray profiles (a) Reconstructed pepper image (b) Original pepper image before dithering 
For the baboon image in dithered form as shown in Fig. 9, the features calculated are shown in Fig. 10 
and Fig. 11. There is no minimum MSE at all. The MSE for this image keeps increasing with iteration. 
Moreover, at no iteration step, properties of the reconstructed image are close to those of the original im-
age before dithering. Beyond an iteration step of 50, there is no much change in visual appearance and it 
is very difficult to define the quality of reconstruction. However, blurring effect slowly increases. Recon-
structed image at a diffusion step of 100 appears somewhat better and is shown against the original im-
age in Fig. 12. Detail of the small window of reconstructed image with reference to that of the original im-
age shows the effect of smoothing as shown in Fig. 13. Comparison of histograms of reconstructed image 
and original image shows that a large number of gray values are reproduced with reference to those of 
original image as in Fig. 14. Typical gray profiles (Fig. 15) show that the gray level variation is also similar 
for both reconstructed image and original image. 
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Fig. 9. Baboon image in dithered form (a) Full view (b) Detail of the window 
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Fig. 10. First-order properties of the reconstructed image at each iteration against those of original ba-
boon image 
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Fig. 11. Second-order properties of the reconstructed image at each iteration against those of original 
baboon image and MSE / PSNR 
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Fig. 12. (a) Reconstructed baboon image (b) Original baboon image before dithering 
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Fig. 13. Detail of the window (a) Reconstructed baboon image (b) Original baboon image before dithering 
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Fig. 14. Histograms (a) Reconstructed baboon image (b) Original baboon image before dithering 
0
32
64
96
128
160
192
224
256
0 64 128 192 256 320 384 448 512
Row dimension
G
ra
y 
v
al
u
e
Image before dithering
(b)
0
32
64
96
128
160
192
224
256
0 64 128 192 256 320 384 448 512
Row dimension
G
ra
y 
v
al
u
e
Reconstructed image
(a)
 
Fig. 15. Typical gray profile (a) Reconstructed baboon image (b) Original baboon image before dithering 
5. SUMMARY AND CONCLUSIONS 
It is shown in the present work that reconstruction of gray image from binary dithered image can be done 
using a combination of linear filtering and non-linear diffusion that brings the advantage of adaptive 
smoothing and edge enhancement. Histogram of the reconstructed image shows that a large number of 
gray values are reproduced in comparison with those of the original image before dithering. From an aes-
thetic point of view, the undithered images have similar appearance with reference to the original images 
but a little blurred.  
 REFERENCES 
[1] D. F. Rogers, 1985, Procedural Elements for Computer Graphics, McGraw Hill. 
[2] E. A. Sandlery, D. A. Gusevz, and G. Y. Milman, 1997, Hybrid Algorithms for Digital Halftoning and 
Their Application to Medical Imaging, Computers and Graphics 21(1), 69-78. 
[3] J. P. Allebach, and T. Pappas, 2003Digital halftoning: Advances in algorithms and in printing, IEEE 
Signal Processing Magazine (Special Issue) 20 (4). 
[4] F. A. Baqai,  and J. P. Allebach, Halftoning via direct binary search using analytical and stochastic 
printer models, IEEE Trans. Image Processing 12 (1), 2003, 1-15. 
[5] A. Vongkunghae, J. Yi, and R. B. Wells, 2003, A printer model using signal processing techniques, 
IEEE Trans. Image Processing 12 (7), 776-783. 
[6] M. Y. Ting, and E. A. Riskin, 1994, Error-Diffused Image Compression Using a Binary-to-Gray-
Scale Decoder and Predictive Pruned Tree-Structured Vector Quantization, IEEE Transactions on Image 
Processing 3(6). 
[7] R. Ulichney, 1987, Digital Halftoning, Cambridge, Mass: The MIT Press. 
[8] R. Floyd, and L. Steinberg, 1976, An adaptive algorithm for spatial grey scale, Proc. Society of In-
formation Display 17(2), 75-77.  
[9] A. Stenger, 1992, Converting Dithered Images Back to Gray Scale, Dr Dobb's Journal 17(11), 64-
68. 
[10]  J. Sundarasaradula, and J. Millar, Using Neural Networks for Undithering, Proceedings of the IEEE 
International Conference on Neural Networks 4, 1995, 1892–1897.  
[11]  Jong-Sen Lee, 1980, Digital Image Enhancement and Noise Filtering by Use of Local Statistics, 
IEEE Transactions on Pattern Analysis and Machine Intelligence 2(2), 165-168. 
[12]  P. Perona,  and J. Malik, 1990, Scale-Space and Edge Detection Using Anisotropic Diffusion, IEEE 
Transactions on Pattern Analysis and Machine Intelligence 12(7), 629–639. 
[13]  M. J. Black, G. Sapiro, D. H. Marimont, and D. Heeger, 1998, Robust Anisotropic Diffusion, IEEE 
Transactions on Image Processing 7(3), 421-432. 
[14]  S. K. Weeratunga, and C. Kamath, 2003, A Comparison of PDE-based Non-Linear Anisotropic Dif-
fusion Techniques for Image Denoising, Proceedings, Image Processing: Algorithms and Systems  II,  
SPIE Electronic Imaging, San Jose. 
[15]  J. Ling, and A. C. Bovik, 2002, Smoothing Low-SNR Molecular Images Via Anisotropic Median-
Diffusion, IEEE Transactions on Medical Imaging 21(4), 377-384. 
[16]  B. Chen, and E. W. Hsu, 2005, Noise Removal in Magnetic Resonance Diffusion Tensor Imaging, 
Magnetic Resonance in Medicine 54, 393–407. 
[17]  R. A. A. Nobrega, and C. G. O’Hara, 2006, Segmentation and object extraction from anisotropic 
diffusion filtered LIDAR intensity data, Proceedings of the 1st International Conference on Object-based 
Image Analysis (OBIA-2006), Salzburg University, Austria.  
[18]  M. Rousson, T. Brox, and R. Deriche, 2003, Active Unsupervised Texture Segmentation on a Dif-
fusion Based Feature Space, Proceedings of the IEEE Computer Society Conference on Computer Vi-
sion and Pattern Recognition 2, 699-704. 
 [19]  M. Bertalmio, Bertozzi, and G. Sapiro, 2001, Navier-Stokes, Fluid Dynamics, and Image and Video 
Inpainting, Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Rec-
ognition 1, 355–362. 
[20]  S. Battiato, G. Gallo, and F. Stanco, 2003, Smart Interpolation by Anisotropic Diffusion, Proceed-
ings of the 12th International Conference on Image Analysis and Processing (ICIAP-2003), 572–577. 
[21]  V. I. Tsurkov, 2000, An analytical model of edge protection under noise suppression by anisotropic 
diffusion, International Journal of Computer and Systems Sciences 3(3), 437–440. 
[22] F. Andreu, C. Ballester, V. Caselles, and J. M. Mazón, 2001, Minimizing total variation flow, Differ-
ential and Integral Equations, 14(3), 321–360. 
[23]  F. Dibos, and G. Koepfler, 2000, Global total variation minimization, SIAM Journal on Numerical 
Analysis 37(2), 646–664. 
[24]  T. Brox, M. Welk, G. Steidl, and J. Weickert, 2003, Equivalence results for TV diffusion and TV 
Regularization, In L. D. Griffin, M. Lillholm (Eds.), Scale-Space Theories in Computer Vision, Lecture 
Notes in Computer Science, 2695 (Springer-Verlag Berlin Heidelberg 2003).  
[25]  L. I. Rudin, S. Osher, and E. Fatemi, 1992, Nonlinear total variation based noise removal algo-
rithms, Physica D 60, 259–268.  
[26]  S. Grgic, M. Grgic, and M. Mrak, 1999, Picture Quality Measurements in Wavelet Compression 
System, Proc. of the International Broadcasting Convention, IBC'99, Amsterdam, The Netherlands, 554-
559. 
[27]  S. Grgic, M. Grgic, and M. Mrak, 2004, Reliability of Objective Picture Quality Measures, Journal of 
Electrical Engineering 55, 3-10.   
 
