In this paper we improve significantly the lower bound. We also
Introduction
In this paper we consider the Sierpinski triangle or gasket Λ. This is constructed as follows: take an equilateral triangle of side length equal to one, remove the inverted equilateral triangle of half length having the same center, then repeat this process for the remaining triangles infinitely many times as showed on Figs. 1, 2.
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E 13
E 31 E 32 E 33 Figure 1 . The triangles at the 1st, 2nd and the 3rd level In this paper we assumed that the diameter of the Sierpinski triangle is equal to 1. If the Sierpinski triangle is rescaled in such a way that its diameter is equal to t then the lower and upper bounds should be multiplied by t log 3/ log 2 . (in the sense of (1.1)) system of covers . Our most natural guess for this system is the covers by the level n triangles (the equilateral triangles on Fig. 1 ). However, this system of covers would result that the sdimensional Hausdorff measure of Λ was equal to 1. On the other hand it is known that H s (Λ) < 0.81794. Therefore the best system of covers cannot possibly be the trivial one and this makes the problem difficult. To improve the existing best estimate on H s (Λ) we use a Theorem of B. Jia. [10] . To state this Theorem we need to introduce some definitions.
It is well known (see [11] ) that Λ = 
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Let E be the equilateral triangle of side length one with vertices: (0, 0),
(1, 0),
. Now we define the level n triangles
for all (i 1 . . . i n ) ∈ {1, 2, 3} n . Let µ be the uniform distribution measure on the Sierpinski triangle that is for all n and for all i 1 . . . i n µ(E i 1 ...in ) = 1 3 n .
After B. Jia we introduce the sequence
, where the minimum is taken for all non-empty sets of distinct level n triangles ∆ (n) 1 , . . . , ∆
kn . It is easy to see that a n is non-increasing (see [10] ). Further B. Jia showed ( [10] ) that a n is an upper bound on the Hausdorff measure of the Sierpinski triangle, and he also gave a lower bound using a n : Theorem 1 (B. Jia). The Hausdorff measure of the Sierpinski triangle satisfies:
This Theorem implies that a n tends to H s (Λ).
Unfortunately there seems to be no way to compute a n for n ≥ 6. B.
Jia [10] calculated a 1 and a 2 . We can calculate a 3 , a 4 , a 5 , but by (1.3) it results only that H s (Λ) > 0.54, which is not an improvement on the already existing lower bound. So instead of this direct approach we give a lower bound on a n for every n. By using (1.3) this lower bound is also a lower bound on H s (Λ). Using some complicated algorithm described in Sec. 4, 5 we point out that a n ≥ 0.77 for all n ∈ N. With Theorem 1 this implies that
We remind the reader that the best existing lower bond in the literature [9] . This collection results an upper bound on a 30 which in return gives the upper bound H s (Λ) ≤ 0.819161232881177. In 1999 two Chinese mathematicians [6] published an upper bound which is better than this but their paper was published in Chinese giving in this way limited opportunity to check if their algorithm was correct.
Remark 1. I want to thank my supervisor, Károly Simon for his support writing this article.
Upper bound
In the definition of a n (1.2) the minimum is taken for all non-empty sets of distinct level n triangles. We provide a collection of level n ESTIMATE OF THE HAUSDORFF MEASURE OF THE SIERPINSKI TRIANGLE 7 triangles for all n, which gives an upper bound on a n by definition, and an upper bound on H s (Λ) by Theorem 1.
Take the following 6 points:
. . , D 6 be the closed discs centered at these six points with radius 0.75. We write
. Take all those level n triangles, which are contained in D (see Fig. 3 for an example). It is easy to see that the maximum distance between the chosen triangles will be exactly 0.75. Let us denote c n = 0.75
where k n is the number of the chosen level n triangles, which are in the region of intersection of the six discs.
The values for the c n for small n are given by the following table: . Six arrows show the six given points. One can show we cannot get a better upper bound on the s-dimension
Number of chosen
Hausdorff measure of the Sierpinski triangle than 0.819161232089868.
Lower bound, basic idea
For the convenience of the reader after giving the necessary definitions we are going to present a strongly simplified rough version of the idea of the algorithm. In Sec. 5. we will present the algorithm itself.
Definition 1.
Let g > h be positive integers, and let ∆
be a set of distinct level h triangles. We say that the set {∆
, if both of the following conditions hold:
• For all j ∈ {1, 2, . . . l} there is at least one i, such that ∆
See Fig. 4 for an example. This relation naturally defines a tree T for which the equilateral triangle E is the root. The set of level n nodes is equal to the set of all (non-empty) union of level n triangles. A level Figure 4 . The set in the middle is a descendant of the left one, but the set on the right is NOT a descendant of the left one.
. Figure 5 shows the top of the tree. 
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We define
Our purpose is to give a lower bound on a n (defined in (1.2)) for sufficiently large n, so we obtain a lower bound on its limit, H s (Λ). It comes directly from the definitions that a n = min
By using a n ↓ H s (Λ) and taking infimum on both sides on n we obtain
. We write
Observe that for these x, y we have
Lemma 1. The value b v is a lower bound for a w whenever v desc −→ w holds. Namely,
∈ T v be arbitrary. To give a lower bound on a w first we give a lower bound on the diameter of E w , then we give an upper bound on µ(E w ). We consider ∆ (n) i and ∆
are non-empty (see Fig. 6 for example). Thus the diameter of E w is at All the descendants will have a part in these places, so the diameters will be at least this long.
All the descendants will have a part in these places, so the diameters will be at least this long.
All the descendants will have a part in these places, so the diameters will be at least this long. least
This inequality holds for all 1 ≤ i, j ≤ k, so we can take the maximum over these pairs:
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First of all we give a lower bound only on a subtree defined by a finite set of nodes A. We define the set T A as follows:
is a descendant of a node w, which is in A. Namely,
We write
We can apply the previous Lemma for every node in the set A, thus we have
We are going to apply this inequality for the so called cross-sections.
These are some subsets C ⊂ T of the nodes such that the lower bound on a v , v ∈ T C is a lower on the Hausdorff measure of the Sierpinski triangle. To make this definition precise first we define the set of the parents of C called P C as
namely P C is the set of nodes, which have a descendant in C.
Definition 2. We call a finite set C ⊂ T a cross-section, if there exists
Let v be a level n node. For a k > n we write Γ k (v) for that level k descendant of v which has maximal µ measure. That is
See Fig. 7 . We remark that
Namely, Then for every k ≥ 0 we have
Proof. It is enough to verify that
holds. To do so, let u ∈ T H \ {w | w • ≥ k} be arbitrary. By using
which completes the proof.
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Figure 7. The node v on the left is a level 2 node, the node on the right is the node Γ 4 (v).
For a cross-section C we define
Lemma 2. For every cross-section C we have
and
Proof. It is easy to see that (3.6) is an immediately consequence of (3.5). Namely, using (3.1) and (3.2) we have
Let M C be the maximum level of the nodes which are contained in the set C. We define
Using Fact 1 we have
v∈T ∩K M C a v , and inf
Thus to prove (3.5) it is enough to verify that
We fix a v ∈ K M C \ T C . To verify (3.7) we will show that there exists
then ϕ(v) ∈ T C as well, so (3.8) follows from choosing t = ϕ(v) and by
3) and by the definition of ϕ and Γ M C we have w 1 )) ) ≤ 1. This shows that there must exists
This completes the proof of (3.8)
Take the following set:
See Fig. 1 for labelling. There are 7 · 7 = 49 descendants of the node {E 1 , E 2 } at level 2. Counting the same for {E 1 , E 3 } and {E 2 , E 3 } we have 3 · 49 = 147 nodes. Let us remove the nodes {E 1,2 , E 2,1 }, {E 1,3 , E 3,1 }, {E 2,3 , E 2,3 }, and take the node {E 1 , E 2 , E 3 }, so we get the set C 0 . Thus C 0 consists of 147 − 3 + 1 = 145 nodes.
Proposition 1. The set C 0 is a cross-section.
Proof. Note that
To define the function ϕ in the Definition 2, first we define an auxiliary Figs. 8 and 9 .)
• For v ∈ T {E j } , where j = 1, 2, 3 let
Clearly,
Thus we have This follows that for every v ∈ T \ (T C 0 ∪ P C 0 ) there exists an N such that C 0 is a cross-section with the function
(See Fig. 10 .) Figure 10 . The node v on the left is a descendant of the node {E 1,3 , E 3,1 }. The node in the middle is Ψ(v).
The node on the right is ϕ(v) = Ψ(Ψ(v)).
For the convenience of the reader we present a simplified algorithm for choosing cross-sections C n in the next Sec. Finally, in Sec. 5 we improve this algorithm significantly by using symmetries and a convexity argument.
Algorithm
Our purpose is to choose cross-sections C n in such a way that B Cn gets as large as possible, but a computer can check it in acceptable length of time. It is a natural idea to choose a starting cross-section, and modify it in hope to get a better lower bound. For n = 0 take the set To obtain C n+1 from C n we throw away v from C n and we add to C n all the next level descendants of v. It follows from the definition of b v that B C n+1 ≥ B Cn .
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The following algorithm consists of three steps. It gives a lower bound on the s-dimensional Hausdorff measure of the Sierpinski triangle every time it reaches Step 2. It will run forever, but during its running it will
give better and better lower bounds.
Algorithm 1.
Step 1. Start with the set C 0 from the previous Section.
Let n := 0.
Step 2. Find min v∈Cn b v . Below we prove that C n is a cross-section. So, it follows from Lemma 2 that we have
Step 3. Find a node v ∈ C n for which b v = min w∈Cn b w (if such a v is not unique, then choose any of them). Let us suppose v is level m node. We define S n as the set of all of those level m + 1 nodes, which are descendants of the node v. That is
Increase n by 1. Go to Step 2.
Above we used the fact that C n is a cross-section for every n. This is so because we have already seen that C 0 is a cross-section and
holds for all n.
Lower bound, making the algorithm faster
Our aim here is to improve the algorithm presented in the previous Section. To do so, for every n we define a cross section Q n . Namely, let Q 0 := C 0 . Assume that Q n is already defined. To define Q n+1 first we define a certain set of nodes D n ⊂ Q n as it is detailed later in the Section. It is important that the set D n is much smaller than Q n . We choose a v ∈ D n for which
Then the special choice of D n will guarantee that
To get Q n+1 we replace v (defined in (5.1)) with its next level descendants.
To define D n we need to introduce the notion of the convexity of a node. We remark that D n will consist only of convex nodes.
Definition 3. Let v be a level n node. We write
..,in is contained in the convex hull of E v }.
See Fig. 11 . for an example. We call a node v convex, if v = conv(v), otherwise we call it non-convex. 
Proof. We assume that
. By definition of convexity we have
For i = 1, 2, . . . , k let t i ∈ ∆ i be arbitrary points. To verify the assertion of the Lemma it is enough to show that
holds for every choice of t 1 , . . . , t k . We prove it by contradiction. Let us suppose there exist t 1 , . . . , t k such that (5.3) does not hold. Then there exists a line e, such that e separates Θ and the convex hull of t 1 , . . . , t k . Let a be one of the normal unit vectors of e. Put r := z · a, where z ∈ e arbitrary, and dot means the scalar product. Let us define
Without loss of generality we may assume that
hold, otherwise take −a instead of a. The last inequality and (5.4) implies that
let us denote x 0 where the maximum is attained. Since Θ ∈ conv(v)\v, thus for i = 1, 2, . . . , k there exist u i ∈ ∆ i , and β ≥ 0 such that
holds. Using the fact all level n triangles are translations of each others and using (5.4), for i = 1, 2, . . . , k we have
Observe that
which is a contradiction, and completes the proof.
The next Lemma shows that for any descendant w of a non-convex node v the value of a w can be at most slightly bigger than some of the same level descendants of conv(v). We will need this to verify (5.2).
Lemma 4. Let v be a non-convex level n node and let m > n be
. Let us define the polygon H as the closed convex hull of E v . We proved in Lemma 3 that Θ j intersects H for 1 ≤ j ≤ l. If the polygon H intersects a triangle Θ j , then for all j there exists at least one level m triangle Θ j ⊂ Θ j , such that Θ j intersects H as well. We write t j for a point where H intersects the triangle Θ j . Let
Let q 0 , w 0 ∈ E w be some points where the maximum
thus the inequality (5.5) holds. If one of them is not in E v , let say q 0 , then there exists a j such that q 0 ∈ Θ j and w 0 ∈ E v . Using triangle inequality we have
If both q 0 and w 0 are not in E v , then using triangle inequality twice we have
The following Lemma helps us to reduce the number of cases to be checked in an analogous way to the previous Lemma.
be a level n node, ∆ = E i 1 ,...,in be a level n triangle such that ∆ ∈ v. Further, let x be one of the vertices of the triangle ∆. We write D(x, r) for the closed disc centered at x with radius r. If
holds then for all level m descendant v of the node v there exists a level m triangle ∆ ⊂ ∆, such that
Proof. Let ∆ be that level m triangle, which has x as one of its vertices, and ∆ ⊂ ∆. As we saw in the proof of Lemma 1, max 1≤i,j≤k dist(
is a lower bound on |E v |. Furthermore,
Let q 0 , w 0 be those points where this maximum is attained. Either q 0 , w 0 ∈ E v , or one of the points, let us say q 0 ∈ ∆ , and w 0 ∈ E v .
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By using |∆ | = 1/2 m and triangle inequality both cases implies the statement.
The following Theorem will show (with D = D n ) how the sequence of sets {D n } ∞ n=0 mentioned in the introduction of this Section gives us a lower bound on the Hausdorff measure H s (Λ). Then after this theorem we will construct {D n } ∞ n=0 .
Theorem 3. Let Q ⊂ T be a cross-section. We choose an arbitrary D ⊂ Q which satisfies the following assumption:
For all v ∈ Q \ D there exists a node w ∈ T Q ∪ P Q , such that
Proof. Let us denote the finitely many elements of Q \ D by:
Let ε > 0 be arbitrary. Choose an M > max v∈Q v • which also satisfies where δ := inf
We remind the reader that C 0 was defined in (3.10). It is easy to
To prove the assertion of the Theorem, it is enough to show that
Namely,
here we used first (3.1) then (3.5) and at the third equality we used 
So, using that µ E v n ≤ µ E v n+1 we obtain that
Note that for n = 0, 1, 2, . . . , l − 1 we have
are all different. This follows that l ≤ k holds and v l ∈ T D . By applying (5.7) l times we get
which gives (5.6) and completes the proof.
In the following we present the Algorithm. We remark that the starting set can be reduced by using symmetry. We will consider it at the end of this Section.
Algorithm 2.
Step 1. Let Q 0 := C 0 (which was defined in (3.10)).
Step 2. Let
Step 3. Find min v∈Dn b v . Below we prove that
holds.
Step 4. Find a node v ∈ D n for which b v = min w∈Dn b w (if such a v is not unique, then choose any of them). Let U n be the set of non-convex descendants of v in one generation. That is
such that the conditions of Lemma 5 holds by replacing n with w • and v with w in Lemma 5.} Moreover, we define
Note that the set U n ∪ V n ∪ W n contains all of those nodes which are descendants of the node v in one generation. Let
Increase n by 1. Go to Step 3.
The only thing remained to be done is to verify (5.8). To do so, we will use Theorem 3. Let us fix n, and consider the set
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In the following we will check the assumptions of Theorem 3 by replacing Q with Q n and D with D n .
It is easy to see that Q n is a cross-section, because
For v ∈ Q n \ D n there exists an i = 0, 1, 2, . . . , n − 1 such that an By choosing w = v ∪ {∆ }, we obtain that E v ⊂ E w and |E w | ≤ |E v | + 2 2 m .
Using Theorem 3 we get
which completes the proof of (5.8).
By symmetry we can assume that for every level 4 descendants v of the node {E 1 , E 2 , E 3 } we have
To reduce the usage of the computer memory we modify the Algorithm 2. First we fix a constant Z. We store only those nodes, which are necessary to prove that a fixed constant Z is a lower bound on the Hausdorff measure of the Sierpinski triangle. Let 
