Comparison of Monte Carlo and the Finite Difference approach for pricing swing options by Papastrati, Amalia Vasiliki
  -i- 
 
 
 
Comparison of Monte Carlo and the Finite Dif-
ference approach for pricing swing options 
 
Papastrati Amalia Vasiliki 
 
 
SCHOOL OF ECONOMICS, BUSINESS ADMINISTRATION & LEGAL STUDIES 
A thesis submitted for the degree of  
Master of Science (MSc) in Banking and Finance 
 
 
 
 
March 2018 
Thessaloniki – Greece 
 
  -ii- 
 
 
 
 
  -iii- 
 
Student Name:  Papastrati Amalia Vasiliki  
SID:  1103150021 
Supervisor: Georgios Dotsis  
 
 
 
 
 
 
I hereby declare that the work submitted is mine and that where I have made use of 
another’s work, I have attributed the source(s) according to the Regulations set in the 
Student’s Handbook. 
 
 
 
 
 
 
 
 
 
 
 
 
 
March 2018 
Thessaloniki - Greece 
 
  -iv- 
Abstract 
This dissertation was written as part of the MSc in Banking and Finance at the 
International Hellenic University.  
Option pricing plays an important role in financial, energy, and commodity 
markets. The aim of this thesis is to examine and understand the background of the 
electricity market and how it works, as well as the fundamentals of the type of option, 
i.e. the swing option,  which is an American-style contract with multiple exercise rights. 
Next, an analysis of what swing options are, how they are traded and how a swing op-
tion contract looks like will be presented. Also, an examination of the variables affect-
ing the price and structure of a swing option contract will be under scope. Finally, to 
examine the various methods used for pricing energy swing options so far, a compari-
son of the two numerical methods involved in the pricing of swing options in the elec-
tricity market will be performed. The existing and widely accepted electricity price pro-
cess models, the Monte Carlo and finite difference, will be used to calibrate the price 
of swing options and make a comparison with numerical solutions obtained from each 
method, and with the already existing theory. Further contributions of this thesis in-
clude the presentation of the codes used on MATLAB for the pricing of swing option 
and how they were created.    
At this point, I would like to thank my supervisor Mr. Georgio Dotsi for his help 
and contribution on the completion of this thesis. I would also like to thank my friends 
and family for all the support I had from them. Finally, I would like to specially thank 
my friends and colleagues Sofia Oikonomidi and Riccardo Ginevro for all their help re-
garding the technical part of my thesis.  
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Introduction 
The free trade of the electricity raised the question of how to deal with the risk 
of increasing uncertainty in the price generation process. People that are both produc-
er and consumers of the power market felt self-assured as they were naturally hedged 
against price fluctuations around the large consumers. Companies with high power 
consumption liabilities on their balance sheet asked for financial products that would 
protect them against the upside risks while not avoid them from benefiting the low 
prices. Moreover, due to the non-storability of the power, the deliveries had to be 
spread over a predetermined delivery period, causing additional exposures to the risk 
factors that the energy markets involve. Thus, the Swing options have come out as the 
natural outcomes of the increasing uncertainty in the power markets. 
On the other side, the distinguishing properties of the electricity markets, as we 
will analyze below, have essentially led researchers to more complicated and demand-
ing methods in their derivative pricing algorithms. Strong multi-seasonality (e.g. daily, 
weekly, yearly consumption differences) in power prices showed that the seasonality 
should be taken in consideration with great care. Their spiky nature has introduced the 
jump components appearing in the stochastic spot price models and in the forward 
curve dynamics implied by those, while their non-storability has led to the develop-
ment of the forwards with delivery periods, along with which the options on forwards 
have become more challenging to value [3]. Forward contracts with a delivery period, 
instead of a single point in time for the delivery of the power, has provided the buyer 
with a constant stream of energy, no matter the internal power use on the buyer’s side 
swing up or down during this delivery period. For longer delivery periods (e.g. one 
year), the problem for the consumer of the energy was that his demand on energy 
supply was changing from time to time and the purchased amount had to be adjusted 
up or down accordingly. This growing need for this flexibility gave rise to what we 
called ‘Swing Options’ or ‘Swing Rights’ today [24]. The pricing of these strongly path-
dependent options is based on the optimal exercise rule, where the holder is assumed 
to maximize profit. However, in reality, they were created to serve the need to adjust 
the purchased volume to match energy demands. 
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1. Electricity market  
1.1 How the market works 
Energy is a necessity of life and is one out of three essential things everyone 
needs. The other two, food and shelter, are better understood than energy, which is 
complex, and subject to many forces outside the basic supply and demand cycle. These 
forces are political, cultural, environmental, and social. There is no singular energy 
market, however [25]. There are many different versions and subsets of energy, and all 
should be kept in mind as investing and trading possibilities in trying to pick the smart-
est way to identify potential profits and risks. 
Any trader who wants to invest in the energy market has a number of choices 
that depends on tolerant risk levels, knowledge of the markets, and the amount of 
available founds that the investor is willing to use. Investors should also know some 
energy fundamentals even before they make the decision to start trading in the energy 
market regardless of the trading technique they will choose.  Just as stock traders and 
investors study markets and financial results, energy market traders need to be aware 
of what derives demand and how prices are affected. 
After the development and introduction of exchanges, the main purpose of 
power generating industry is different. Until now, companies provided their customers 
with energy at a fixed price and the only concern of the power market development is 
that the commodity now does not have a fixed price but a volatile one. By comparing 
the energy market with the derivative market, we will see that there are many similari-
ties but also differences. The main different between the two types of markets is that 
most of the financial theories cannot be applied to the energy market. As for these dif-
ferences most of the classic approaches of financial theories cannot be applied directly 
to the energy market.  
Energy markets, which are commodity markets, deal specifically with the trade 
and supply of energy. Energy market may refer to an electricity market but can also 
refer to other sources of energy. Energy products are among the most important and 
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actively traded commodities. A wide range of energy derivatives trade in both the 
over-the-counter market and on exchanges. Here oil, natural gas, and electricity are 
considered, but the focus is on electricity. 
According to EEX (European Energy EXchange) [3], which is the leading energy 
exchange in Central Europe, the National Electricity Market (NEM) has five trading re-
gions covering New South Wales and the Australian Capital Territory, Victoria, Queens-
land, South Australia, and Tasmania. The trading regions are interconnected via extra 
high voltage transmission lines. These interconnectors have sufficient transfer capacity 
to ensure wholesale prices in each region are similar for much of the time. However, 
prices can diverge significantly when the interconnecting transmission lines are con-
strained. The NEM operates as a gross pool market, where all electricity delivered to 
the market is traded 24-hours a day, seven days a week.  
Because of the inability of electricity to be stored, unlike the other energy and 
non-energy commodities, it is not possible to keep electricity in stock, measure it or 
have consumers waiting to get their supply of electricity, under any natural conditions. 
Moreover, the constant changes on demand and supply makes the condition even 
harder. To speak scientifically, according to Keppo [4], the transmission system opera-
tors are the results of the physical requirement for a controlling agency to coordinate 
the power generator facilities to meet the expected demand in the marketplace.  In 
case there is a mismatch between supply and demand, the generators will speed up or 
slow down. Despite all these advanced technologies available on the production side, 
still, the laws of physics rule the market. Below the major issues that characterize the 
electricity markets will be discussed. 
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1.2 Electricity market difficulties and drawbacks  
The main difficulties are the physical characteristics of electrical power and the 
most essential factors include the following [3]: 
 
• Non-Storability 
Unlike oil and liquid gas, which can be stored effectively, electricity is an unsta-
ble variable. This means that technological development has not yet found an efficient 
way to store electricity that reflect to a certain time period consumption for each con-
sumer, that may vary from a household supply to a big factory. Despite the big differ-
ence between the electricity supply that a factory demands and a household, there is 
not even possible to store the daily supply that a household demands! As an outcome, 
not only should the power be generated on a continuous basis, but also the supply 
should match the demand again on a continuous basis. This generates the need of a 
perfect synchronization of demand and supply, as well as an effective production cost 
both for the producer and consumer of the electricity. This real-time balance between 
demand and supply results in seasonal patterns in the spot price as the consumption 
habits giving ordinary paths throughout daily, weekly, and annual cycles (Figure 1.1) as 
well as bounded variations around the cost of production in the long-term. Also, this 
demand and supply of power model, generates the need of the power to be delivered 
on a periodical basis, instead of a summarized delivery. As an outcome, the electricity 
derivative contacts should always contain a delivery period.  
 
• Mean-reversion 
Electricity can be produced, consumed and, still hypothetically, also be stored, 
contrary to having a fixed number of shares over time in the share market. Based on 
macroeconomic considerations and the above stated situation, electricity price is ex-
pected to revert to production cost overall. This means that there is a mean-reverting 
effect for the spot price of electricity, that makes volatility decrease in the long term. 
In other words, there is a long-term equilibrium (fair price) which approximately is less 
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volatile than the spot price. The speed of the reversion depends heavily on how quickly 
the imbalances between supply and demand are eliminated.  
 
• Cyclicality 
As mentioned above, price cycles occur on different time scales like different 
times of the day, different days of the week, different seasons of the year and are usu-
ally driven by the cyclical changes in demand. The seasonality condition can be consid-
ered as deterministic and therefore it can easily be extracted from the stochastic part. 
In previous studies it is discussed that the model-implied forward prices are dominated 
by the seasonality factor, and the seasonality is one of the most important aspects in 
the shape of the forward curve. Strong deterministic cycles within the daily, weekly, 
and yearly periods are also shown empirically in the power market literature. From all 
the above mentioned, it is obvious that cyclicality must be taken in consideration seri-
ously, and this will lead to a more reliable analysis of the stochastic properties of the 
not seasonalized data and also a more accurate forecast of the seasonality.  
 
        
Figure 1. Electricity seasonal cycle 
 
• Spikes 
The electricity market consists of supply and demand sides which are both very 
inflexible in nature. The power production cannot be turned on straight away in case 
of extra demand, and also the consumers cannot wait in case there is not enough en-
ergy for supply. Hence, the traded electricity prices are strongly affected from the dy-
namic of demand and supply. An unexpected supply shortage in case of inability of the 
power producers to deliver the demanded amount of energy, can cause an unexpected 
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rise of the electricity prices, and then after the energy supply goes back to normal, 
electricity prices also go back to normal. These sudden energy price changes are what 
we call spikes, in this case that the price goes up, positive spikes, and can also be 
caused from extreme weather conditions, or natural disaster or political events etc. 
Negative spikes can also occur at times where there is unused electricity supply, which 
cannot be reduced in a short time period. As we mentioned previously, the non-
storability of electricity is perhaps the most crucial factor that can easily lead to spikes 
in the electricity prices.  Lastly, spikes and the extreme volatility in the market shows 
the normality assumptions when modeling the price dynamics.  
 
 
• Incompleteness 
The existence of spikes in the electricity price can also be translated to an in-
complete market and a non-hedgeable jump risk. Together with the weakness to use 
the spot commodity in the hedging portfolio, the non-hedgeable jump risk and, as a 
result, an incomplete market has far reaching significance for risk management and 
pricing purposes. 
 
 
 
Figure  2. Electric Utility Industry Structure 
  -7- 
 
2.Swing options 
2.1 Fundamentals of swing options  
 
In order to understand what a swing option is, lets examine what options are in 
general. An option, is a financial derivative that shows a contract sold by one party 
(contract writer) to another party (contract holder). The contract offers the buyer the 
right, but not the obligation, to buy (call) or sell (put) a security or other financial asset 
at an agreed-upon price (the strike price) during a certain period or on a specific date 
(exercise date). A call option gives the holder the option to buy at a certain price, 
meaning that the option buyer believes that the stock price will go up, whereas a put 
option holder has the option to sell at a certain price, meaning he believes that the 
stock price will go down. There is a variety of options available in the market and they 
are broadly categorized as vanilla options (normal option with no special or unusual 
features) or exotic options. European and American options are the two types of vanil-
la options with the only difference between them, that European options can be exer-
cised only once, at the end of options life, whereas American options can be exercised 
anytime during its life.  On the other hand, an exotic option differs from vanilla option 
in terms of the asset traded, or the calculation of how or when the investor receives a 
payoff. This type of options is more complicated and are traded over the counter 
(OTC). Most of the times, exotic options are path depended options. This leads to the 
examination of swing type options which are a broad class of path-dependent options. 
Swing options gives the holder the right to exercise a pre-agreed right multiple time, 
over a pre-determined period of time, but only one at a time or per time interval. 
Swing options are mainly traded as OTC contracts at energy exchanges and are typical-
ly written on spot prices, offer edibility with respect to timing and quantity, and can be 
used as insurance for the option holder against unexpected rises in electricity prices. 
A swing contract generally includes the time period, the total amount of energy 
that should be traded and the price per unit of the commodity, with the right to swing 
the periodic fixed amount of energy to be delivered, either up, and provide more 
amount or energy, or down and provide a smaller amount of energy. These up and 
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down swings are predetermined at the signing of the contact and have boundaries as 
of the up and down amount and as of the number of the swings during the contact pe-
riod.  Initially, the swing options were agreements between producers and suppliers 
that were made in order to provide the market suppliers with some flexibility around 
the pre-determined average energy delivery requirement. By this, the suppliers could 
hedge their exposure to risk arising from the not easy to implement patterns of energy 
consumption or demand and introduce the need of bounded storage capacity.  
Swing options can be determined also as a portfolio of American options or, in 
general, Bermudian options which is a type of options that can only be exercised at 
pre-agreed specific dates, most of the times once per month. There are two extreme 
possibilities of a swing option: the one-swing which has a single exercise right, and the 
full-swing at which the holder has as many exercise rights as the overall contract peri-
od divided with periods (exp. Monthly). These extreme possibilities transform the 
swing option to an American or a combination of European option respectively, mak-
ing the pricing methodology of swing options less complex due to the variability of 
swing option forms, and often the existence of a penalty function [23].  
If we leave aside the swing contact specifications, difficulties arising from pric-
ing swing options are the same with the difficulties applying when pricing American 
options.  Particularly, one also cannot assume that the holder will always exercise the 
contract in an optimal way to maximize expected profit but also according to their per-
sonal energy demands. Hence, it is very hard to come up with an explicit valuation 
formula for swing contacts and thus, numerical schemes are needed instead.  
Mathematically speaking, there are two preferred approaches for pricing swing 
contacts: one wide known, Monte Carlo modelling under stochastic control theory and 
simulation as a multiple stopping time problem. The goal of the approach is to use dy-
namic programming principles and techniques to compute numerical solutions and 
also find the optimal consumption process for the underline commodity. This approach 
is flexible, and its main advantage is that it can be easily adapted to any stochastic 
model of its underlying.  
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Along with the swing contract, most of the times, comes a base load forward 
contract which makes specific the amount of the commodity that should be delivered 
over the pre-specified period and under an already arranged price. The swing part of 
the whole contract gives flexibility in the amount of commodity that should be deliv-
ered [8].   
A type of contract by investors in the energy market is one that allow the op-
tion holder to buy a specific amount of a commodity, at predetermined price and also 
have some flexibility regarding the delivery amount and the price at the delivery. The 
swing contact, states the maximum and minimum amount of energy that an option 
holder can buy daily and monthly, how much it will cost, and how many times per 
month the contract holder can change -or else swing- the quantity of energy to be de-
livered. 
Swing contracts can be used to hedge the risk arising in the energy market 
against price changes on commodities. These contracts are mostly used for the pur-
chase of natural gas, oil, and electricity. A company that produces energy for example, 
can use a swing contract to stay protected in case of changes that may occur in the 
electricity demand of consumers against the temperature changes during the month. 
Some companies also use the swing contract to manage demand requirements. This is 
a result of the technical limitations in the transmission system. In this paper, for sim-
plicity reasons, it is assumed that there are no limitations on the transmission grid and 
the spot market is liquid. Below, an example of a swing contact is presented and ana-
lyzed [26]. The specification of a swing contact is the time horizon, the total amount of 
energy demanded and supplied and finally the price per commodity unit. The optimal 
exercise strategy of a swing contract, as stated before, depends mostly on the current 
spot price.   
Because of the many different mathematical formulas, there is a big diversity of 
swing contract specifications. A ‘’real’’ option approach is applicable, once swing op-
tion are very similar to lease prices of storage facilities. The price of a swing contract 
can be calculated by a control problem, which includes the inventory and also the risk 
neutral spot price. On the contrary, swing options can be specified as nonstandard 
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American type of derivatives which means that the option holder has a fix number of 
American type exercise rights to receive pay off, that depends on the current spot 
price. The exercise rights are split in a time period that is equal or greater than the de-
livery time of the commodity.  
 
2.2 An Example of a Swing Contract 
 
Party AB agrees to deliver 60 000 MW of power per day to CD for month 
March. We assume that the price to be paid for power is fixed at 50 $/MWh. Party CD 
has the option to change this nominated daily amount for a limited number of times. A 
change in the quantity may be necessary due to fluctuations in demand, weather 
changes, particular spot price expectations, high costs, amongst other factors. At the 
start of each day, party CD has the right (but not the obligation) to decrease the con-
sumption to 20 000 MW for that day alone, and at the same fixed price 50$/MWh, but 
he may exercise this right for a maximum of 10 times over the entire month of Sep-
tember. Additionally, party CD is required to purchase at least 800 000 MW (the mini-
mal amount) in total over the month of March. In which case, if the requirement is not 
met, party CD must pay some form of penalty at the expiration of the contract. For ex-
ample, if CD buys less than 900 000 MW in total, he will have to purchase this differ-
ence in quantity from AB at the price max (K - S; 0), K =50$/MWh, S - spot price at expi-
ration.  
To summarize, in this simple swing contract, there exists three components, 
namely: 
 
• The forward component 
The commitment to deliver (to buy) 60 000 MW of power per day for 
September at a price of 50$/MWh. 
 
• The swing option component 
The right but not the obligation to decrease amount to 20 000 MW per 
day at 50$/MWh, up to 10 times. 
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• The penalty component 
If the party XYZ consumed less than 800 000 MW within the prespecified period, he 
must purchase from ABC this difference in quantity at the price of max (K - S; 0). 
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3. Methods of pricing swing options  
3.1 Monte-Carlo approach 
   
Monthe Carlo techniques have widely being used in the pricing of swing op-
tions, once they are relatively straightforward valuation techniques, and also allows 
increasing complexity. More precisely with the electricity swing options, simulation can 
test more parameters and uncertainties from more sources, such as exchange rate, 
correlation between underlying risk, etc. Monte Carlo approach also can test the un-
derlying commodity, in this case electricity, under stochastic volatility, meaning that 
codependence between variables is allowed to fluctuate over time rather than remain 
constant.  While in this thesis we are not going to examine the above-mentioned 
method, it is important to understand how pricing of swing options is done by using 
this method.  For Monte Carlo methods, the numerical procedure of early exercising is 
a challenge. The holder of the swing option must decide each time before maturity ei-
ther to hold the option or to exercise the option. The LS Monte Carlo method (LSM) is 
a very popular method for pricing swing options, as proposed by Longstaff and 
Schwarz [9].  Below, an example of how to price a swing option using Monte Carlo 
simulation and the Longstaff-Schwartz method will be presented. A risk-neutral simu-
lation of the underlying electricity price is conducted using a mean-reverting model. 
The method developed by Longstaff and Schwartz (2002) for American and 
Bermudan options uses least square regression to decide whether to exercise the op-
tion or keep it. This decision is made for each simulated spot price path and at each 
time step as the algorithm moves backwards in time. In order to make the decision we 
need to determine the value in continuing with the option versus the cash flow re-
ceived when exercising the option at the current time point. We can express the con-
tinuation value as the expectation of the future payoffs conditional on the information 
up to the current time point. We are now looking at an option that can only swing in 
one direction. 
Since we use a backwards moving algorithm we start from the last exercise op-
portunity. If the option has not been exercised yet, it is always optimal to exercise if it 
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is in the money at the last exercise opportunity. We move backwards and at each time 
point evaluate whether the value of exercising is greater than the value of continua-
tion, which we get by using least squares regression. We regress the discounted future 
cash flows realized from continuing on a finite set of basis functions of our values for 
the spot price. The regression is done by using the values from all the paths, but can 
also be done using a smoothing spline, as presented in the case study on the next 
chapters.  
Using a finite set of simple basis functions, e.g. simple polynomial basis func-
tions, the cash flow of early exercise can be fitted on a regression with the LSM. These 
simple basis functions can be considered proxy for the continuation value. The com-
parison between the approximated feature cash-flows and that of immediate exercise 
gives us the optimal stopping rule. 
 
3.1.1 LSM process under scope  
 
There are many methods to price swing options, but in this example we will use 
the simulation approach with the  Longstaff-Schwartz method. The advantage of using 
simulation-based approach is that the dynamics used to simulate the underlying asset 
price are separated from the algorithm. On the contrary, at the finite difference and 
tree-based methods, the algorithm used to price must be changed to consider pricing 
with a different underlying price dynamic [1].   
 
• Electricity Price simulation (Risk Neutral)  
In this example, electricity is used as the underlying asset with the following 
mean-reverting dynamic [10]: 
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where Wt is a standard Brownian motion. Applying Ito's Lemma [appendix I] to the 
logarithm of the price leads to an Ornstein-Uhlenbeck process: 
 
 
 
where  ), k>0 and Θ is defined as:  
 
 
 
Here, Θ is the mean-reversion level that determines the value at which the simulated 
values will revert to in the long run, Κ is the mean-reversion speed that determines 
how fast this reversion occurs, σ is the volatility of Χ. We first proceed by simulating 
the logarithm of the price. Afterwards, the exponential of the simulated values are 
taken to obtain the prices. 
 
• Pricing the swing option 
 
A swing option will be considered with some pre-specified swing rights at the 
strike of $5/MW, which can be exercised every day between the day after the settle-
ment date and the maturity date. The Daily Contract Quantity (DCQ) is 10,000 MW, 
which is the average quantity of electricity that the consumers is expecting to receive 
per day. The consumer has the flexibility to reduce the purchase amount (downswing) 
in one day to the minimum DCQ of 2,500 MW or increase the purchase (upswing) to 
15,000 MW. The continuously compounded annual risk-free rate is 1%. 
RateSpec function is used to represent the interest-rate term structure. In order 
to make it simpler, a flat interest-rate term structure will be considered in this exam-
ple. The values of RateSpec can be modified to accommodate any interest-rate curve. 
Function hswingbyls in our example assumes daily exercise if the ExerciseDates in-
put is empty. 
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As also mentioned above, the Longstaff Schwartz method is an algorithm going 
backwards, starting from the maturity day. The algorithms approximate the future 
cash flows at each exercise date, which is the value of the option if it is not exercised. 
This can be done by fitting a regression against the values of the simulated prices and 
the discounted future value of the option at the next exercise date. Information re-
garding the future value of the option as the algorithm moves backwards in time will 
be obtained. The future cash flows are compared to the summary of the payoff in case 
of immediate exercise and also the future cash flows of a swing option with one less 
swing right. The optimal strategy for the option holder is to not exercise the option on 
the day that the summary of the payoff is smaller, but on the day with the maximum 
summarized payoff. In order to determine the optimal exercise strategy and the price 
for the swing option we will use function hswingbyls. 
According to Longstaff Schwartz method [1], as discussed earlier, the only con-
straint considered in this example is the minimum and maximum DCQ. In this case, the 
optimal early exercise strategy is of a "bang-bang" type. This means that when it is op-
timal to upswing or downswing at a certain exercise date, the option holder should al-
ways exercise at the maximum or minimum DCQ to maximize profit. The "bang-bang" 
exercise would not be the optimal strategy if, for example, there is a terminal penalty 
based on volume. The pricing algorithm would then need to additionally keep track of 
all possible volume levels, which significantly adds to the runtime performance cost. 
Also, it is important to note that the price represents exclusively the optionality 
component. Hence, the price of the baseload forward contract (minimum level of de-
mand on electricity over a specific time) is not included in the above calculated price. 
In our example we use fixed strike price, and hence, the baseload contract has a non-
zero value, which can be calculated by: 
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where ti, i=1,…,N,  are the exercise dates. The full price of the contract, including the 
baseload and the swing option, will be calculated below using the swing option price 
from the smoothed cubic spline. 
 
• Price Bounds 
 
Last but not least, we need to determine the price bounds of our contract. A 
lower bound for the swing option is a strip of European option (a strip is a strategy 
created by being long in one call position and two put options), and an upper bound is 
a strip of American options. Swing options can be exercised earlier and have an early 
exercise premium; thus, their price should be higher than the price or a European op-
tion. Compare to American option strips, the price of a swing option is lower, once a 
single swing right can be exercised at each exercise date. More than one strip can be 
exercised in a single day using American options. 
The prices for the American and European strips of the lower and upper 
bounds are calculated also below to check that the swing option prices are within 
these bounds. The European strip prices are calculated against the last five exercise 
dates. 
3.2 Finite Difference Methods  
 
According to Michael Mastro [11], finite difference methods approximate the 
growth on the price of an option on a grid that presents time against the assets under 
scope price but can also be used to examine other factors such as risk-free rate or vol-
atility. The growth can be prescribed by a specific partial differential equation (PDE). 
The evolution is dictated by the particular Partial Differential Equation (PDE) of the as-
set model and the derivative. This approach is also moving backwards, and by knowing 
the values at expiration we can repeatedly solve the set of derivative value at the pre-
vious step. PDE are approximated either with explicit (forward in time) values known 
at the forward time step, or with implicit (backward in time) values that are not known 
at the current time step.  
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Finite difference approach, is effective when solving options (e.g. American op-
tions) that can be described moving backwards in time. Moreover, Greeks ( e.g. Delta, 
gamma, and theta) can be calculated from the slope in node’s value on existing grid. 
Most of the Greeks can be found by recalculating the entire grid but with only chang-
ing one variable. By changing the interest rate Rho can be calculated, or by changing 
volatility Vega can be calculated.  
There are many prominent features when applying a finite difference approach to the 
heat equation,  
 
 
 
which is obtained after some transformation on the classical Black – Scholes equation.  
Euler-type transformation,  
 
cannot be applied to our PDE for pricing path dependent options, in our case swing 
options, but standard options instead. But this help us simplify the explanation of the 
features od finite difference methods, which fundamentally remain the same.  
• The difference approximation  
By using a Taylor series expansion, we know that every twice continuously differentia-
ble function can be expressed:   
 
where O(h) is the error term. 
An evident advantage of using equidistant grids is that the algorithms are comparative-
ly easy to implement, and error terms can be easily derived using Taylor’s expansion.  
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• Grid discretization 
 
While the spatial domain, the time interval or both can be discretized, if only 
one of the two independent variables is discretized, and then a semi-discretization 
consisting of parallel lines is obtained. By way of illustration, a full discretization lead-
ing to a two-dimensional grid is performed. 
• Explicit Euler Method (forward method) 
 
As mentioned before, this is a backward method, meaning that it takes in con-
sideration the already known data for the maturity date and uses them to step back 
and price the option.  The explicit Euler method is not one of the most efficient from 
computational point of view. The formula used in order to solve a difference equation 
with explicit Euler method is:  
) 
 
 
which advances a solution from Xn to X(n+1) = Xn + h. Note that the method increments 
a solution through an interval h while using derivative information from only the be-
ginning of the interval. As a result, the step's error is O(h2). This method is called simply 
"the Euler method" by Press et al. (1992), although it is actually the forward version of 
the analogous Euler backward method. 
 
• Implicit Euler method (backward method) 
 
An implicit method for solving an ordinary differential equation that uses  in 
. In our case for example, the heat equation that is a linear system must be solved 
at each time step. However, unlike the Euler forward method, the backward method is 
unconditionally stable and so allows large time steps to be taken. 
 
• Crank- Nicolson method  
 
Crank and Nicolson suggested to average the forward- and backward-
difference methods. 
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To use the forward-difference for time level ν: 
 
 
And the backward difference for time level ν+1: 
 
Addition of these two approaches yields: 
 
 
3.2.2 The theta method under scope 
 
Another popular method in the finite difference approach is the Theta method. 
In order to explain the essentials of this method consider the simple equation [26]. 
 
 
The equation can be solved by using a simple forward centered space differenc-
ing Scheme. This scheme has a first order accuracy in time and second-order accuracy 
in space.  The equation can also be solved by using a backward time differencing ap-
proach, which yields an implicit scheme. This scheme also has a first-order accuracy in 
time and a second-order accuracy in space. The Theta method is obtained by the 
weighted averaging of the two schemes, where theta is the implicitness parameter: 
 
For θ = 0, the method is fully explicit. 
For θ = 1, it is fully implicit. 
For 8 = ½, it is the previously-mentioned Crank-Nicolson method. 
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The corresponding elaboration factor of the Theta-method is:  
 
 
  
 
The stability of this pricing methods depends on the value of θ.  If ½<θ ≤1, |ξ|2  < 1  
 
• Electricity Price simulation (Risk Neutral)  
Same with the LSM approach, again a numerical approach to price the swing 
option by applying a PDE approach, using mean reverting process in order to examine 
our choice of electricity price will be used. Ornstein- Uhlenbeck (OU) process is one 
such process. The choice of this approach is because of the electricity market proper-
ties (mean reverting, seasonal effect, occasional spikes, etc.). This process demon-
strates the mean-reverting features and is well-suited for approximating the electricity 
prices, as the equilibrium of supply and demand is important for the price choice. The 
other property of electricity prices, i.e. seasonality is also reflected. Although, the 
greatest disadvantage of this model, is its inability to cover the effects of extreme 
spikes.  
In this model the spot price we assume to be in the form of  
 
 
G(t): seasonality deterministic factor 
X(t): stochastic factor  
 
The dynamics of the stochastic part of the process is given by 
 
 
 
where  
k: the mean-reversion speed, constant 
σ(t): represents the time-dependent volatility parameter, 
Wt: is a standard Brownian motion, and 
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G: is a continuously differentiable function. 
We also assume also that the price changes exponentially 
 
 
After applying the Ito’s lemma to the stock price: 
 
 
 
and combining with the above equations and some mathematical simplifications, we 
end up with the below solution for the electricity price process : 
 
 
 
 
 
• Swing option pricing using the theta scheme  
In order to price the option, a PDE that regulates the price of the security will 
be used: 
 
Because of the fact that electricity is not storable, we can: 
 
: dependent claim, with the same S and expiring at the same day (or even more 
days) as the security. 
 
: by using the delta hedging procedure, we can eliminate it  
 
So, our PDE takes the below format:  
 
 
 
Where 
ξ(s,t): market price risk  
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r: risk free rate, constant  
 
In the approach that will follow we assume that the market price risk is zero for sim-
plicity. We also assume σ and G to be constants, independent of time, and then our 
PDE simplifies to:  
 
 
The above equation can be used for pricing swing options by applying the theta 
scheme and also by using dynamic programming.  
It is assumed that the time interval is discretized by the uniform grid points, where 
 tj= jΔt, j=0,…,N 
and the spatial domain is discretized by  
, where m=0,…,M 
 
For the price interval [0,Sm] theta scheme is used to solve the PDE equation: 
 
 
 
 
Where Vm,j is the pointwise approximation of the option price. For the tree values that 
implicitness parameter θ can take, the corresponding scheme is applied.  
 
For θ = 0, fully explicit scheme. 
For θ = 1, fully implicit scheme. 
For 8 = ½, Crank-Nicolson scheme. 
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By using a tridiagonal matrix, lets name it Dm, where m=1,2,…,M+1, the PDE equation 
can be simplified and used on our MATLAB code: 
 
 
 
 
• Price bounds 
 
 
As mentioned also at the LSM approach, the holder of the swing option has the 
same options as the holder of a Bermudian call option, put option or summary of both 
with the same strike prices, exercise dates and number of options. The boundaries that 
we will apply here are:  
The total amount of the up swings of a Bermudan call option, and down swings 
of a Bermudian put option gives us the upper boundary. This means, that the Bermu-
dan option is always greater than or at least equal to the swing option’s value. The to-
tal amount of up swings of the highest valued European call and total amount of down 
swings of the highest valued European put option that covers all exercise opportunities 
cover the lower bound of our swing option price.  
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4. Case study of the methods under scope 
4.1 Theoretical results  
 
On this thesis two pricing methods were under scope, the Monte Carlo ap-
proach and also the Finite difference approach. For both methods, the Ornstein-
Uhlenbeck pricing process was chosen, once it applies to the pricing properties of the 
energy market. Let’s see below the comparison between the two processes from the 
existing theory until now and also the numerical results after using MATLAB. In this 
paper, for simplicity reasons, the assumption that there are no limitations on the 
transmission grid and the spot market is liquid will be used. Also, no error parameter 
was tested in either of the methods. Under the assumption that the optimal exercise 
strategy is chosen, LSM approach tackles the difficulty of evaluating the early exercise 
feature. 
4.1.1 LSM approach results  
 
As it is already known from existing research until know, the Monte Carlo simu-
lation method is widely used in mathematical problems because it is flexible and easily 
extended and developed as required, regarding the problem, situation. An efficient 
mathematic background is not required in order to understand how the method 
works, only basic mathematic knowledge should be enough once the method can be 
easily implemented. Among with the advantages of this method there are also some 
drawbacks, related to the time that the method needs to give results when running an 
algorithm and also regarding the accuracy of the results, once the solutions are not 
exact, but depend on the number of repeated runs used to produce the output statis-
tics. That is, that all outputs are estimates.  
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4.1.2  Finite Difference approach results   
 
Finite difference approach is one of the mostly used methods for solving differ-
ential equations in many different fields of studies. That is, because it is a fast conver-
gence method and also easy to implement. This method is also an easy choice to ex-
amine the Greeks. The disadvantages though, are that in order to compute the results 
boundary conditions are needed and also the method cannot be applied to all stochas-
tic processes.  
 
4.2 MATLAB results  
4.2.1 LSM results 
The length of the Monte Carlo simulation that is used is for one year, the initial 
electricity price is set at S0=4 dollars per MW, volatility σ is set at 5%, the mean rever-
sion speed is set up to 0.4, interest rate is set at 1% and the simulation is set to run 
1000 trials [1].   
Parameters Values  
Time to maturity 1 
Time horizon [0,1] 
Interest rate 0.001 
Volatility 0.5 
Mean reversion speed  0.4 
Table 1 Monte Carlo Parameters 
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Using these parameters, we approached the Electricity price as shown in figure 1.1 be-
low: 
 
 
Figure 3 electricity risk neutral price simulation 
 
To price the swing option, 10 swing right were assumed, with the strike price of 
5 dollars per MW, which can be exercised daily until the maturity date. Daily Contract 
Quantity (DCQ) is 10000 MW, with the flexibility of downswing to minimum of 2500 
per day, or upswing of maximum 15000 MW. As mentioned before, the Longstaff-
Schwartz is a backward method, which steps with beginning of the maturity date and 
steps back to the initial daily of the contract. At each exercise date, the algorithm cal-
culates approximately the continuation value (cash flow), which is the value of the op-
tion if it is not exercised.  This can be achieved by fitting a regression against the values 
of the simulated prices and the deducted future value of the option over the next ex-
ercise date. The future value of the swing option is purchased, while the algorithm 
moves backwards from the maturity date. By comparing the future cash flows with 
summary of the payoff in case of immediate exercise of the option, and the cash flows 
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with one swing less taken in consideration, the decision about the optimal strategy can 
be obtain. If the summary of future cash flows with one less swing is smaller, then the 
ideal option holder strategy is to not exercise his right on that day. The function 
hswingbyls is the one that will determine the optimal exercise strategy and also 
the price of the swing option. [1] 
The prices calculated using Longstaff-Schwartz algorithm are inside the lower 
and upper bounds. The boundaries are calculated by assuming that when the number 
of daily swings is one, then our swing option is equivalent to American option, and 
when we have daily exercise of the option, then its boundaries are equal to European 
option. Next, the csaps function is applied so as to fit the regression by using a cubic 
smoothing spline with smoothing parameter 0.7. When applying the spline, the simula-
tions runs slower and below a comparison is presented as obtained by MATLAB.  
Comparison to lower and upper bounds as obtained by MATLAB: 
 
Lower bound (European): 121081.86 
Swing Option Price: 132529.76 
Upper bound (American): 133094.05 
 
Figure 4 Swing option bounds 
 
Swing Price without spline= 127708.68 
Swing Price with Spline = 132529.76 
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Figure 5 a. Longstaff-Schwartz regression fit                                                                                          
b. 3rd order polynomial Longstaff-Schwartz regression fit (Spline) 
 
 
 
Comparison of running times: 
 
3rd order polynomial: 5.72 sec 
Spline:                          14.93 sec 
 
In this example Longstaff-Schwartz method is used to price a swing option fol-
lowing a mean reverse dynamic of the asset under scope. A 3rd order polynomial and 
also a smoothed cubic spline are used to fit the regression in the Longstaff-Schwartz 
algorithm to approximate the future cash flows. Finally, a graphical representation of  
the boundaries and also the swing option price is performed, so as to prove the 
boundaries holds.  
4.2.2. FD results 
 
The code used to test the Finite difference approach was initially inspired by 
[1], and after some changes it was adjusted in order to be easily comparative with the 
LSM code.  The parameters used for energy price calculation were the same with these 
used for Monte Carlo approach.   
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Parameters Values  
Time to maturity 1 
Time horizon [0,1] 
Interest rate 0.001 
Volatility 0.5 
Mean reversion speed  0.4 
Table 2 Finite difference parameters for electricity pricing 
 
In order to price the swing option, initially 10 daily swing rights were set, either 
up or down, with maximum up value 25 KW per hour and maximum down value of 15 
KW per hour. Θ was set to value of 1, the spot price was set  between (0,40), the num-
ber of spot grid points M is 80, and the number of time steps N is 52 per week. By us-
ing these parameters and making combinations between them the swing option price 
can be calculated with different specifications each time.  Below, some of the obtained 
result after combinations and changes to the parameters used will be presented 
graphically.   
 
Table 3 FD pricing of swing option 
Swing price= 291,5  
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Conclusions 
In our study, a detailed examination of the features of the electricity market 
was performed, as well as the fundamentals of energy derivatives, in particular, the 
swing options. The fact that the electrical power cannot be stored and the impracticali-
ty of short positions in electricity spot prices, minimized the direct application of tech-
niques from financial mathematics to proceed with the market valuation of derivative 
products. For the valuation, the implied credit risk resulting from the fact that swing 
options are over–the–counter products, was not taken into consideration, and the 
most successful numerical methods to date for finding the optimal price of swing op-
tions were tested. Swing options were investigated using Monte Carlo and Finite dif-
ference simulation techniques. Both strategy simulations were performed using the 
one factor process for the spot price, with respect to the expected values of the solu-
tions (forward prices) and the values of the corresponding vanilla call options. The ex-
tended Longstaff Schwartz algorithm was applied to Swing options with upswings and 
downswings, without taking in consideration the penalty functions. Spline was used in 
order to fit better the regression but can sometimes be unstable at the area where we 
have greatest interest. The polynomial regression usually gives a worse regression but 
can only be unstable around the extreme points. Moreover, the Ornstein -Uhlenbeck 
process and its characteristics was implemented, to obtain the electricity price. Partic-
ular attention was paid to the differential equation which, given suitable initial and 
boundary conditions, describes the price of swing options. It is this equation that un-
derlies the use of the Finite Difference and Monte Carlo methods. 
Comparing the two methods, the accuracy of the finite element algorithm is 
much higher even though the computational time is significantly lower. The computa-
tion of the exercise boundary values is obtained simultaneously in the finite element 
approach and thus no additional computational time is needed. It is to expect that for 
the prices as well as for the computational time the difference of both methods grows 
with more exercise rights. Note that by using Monte Carlo simulations the swing op-
tion price for only one initial spot price is found, whereas the whole price curve is ob-
tained by applying finite difference approach. The knowledge of the whole option 
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curve allows values of additional rights in swing contracts to be interpreted and the 
dependence of option prices on initial spot prices to be observed. On the other hand, 
swing option prices for several initial spot prices can be computed by Monte Carlo 
simulations in order to obtain reasonable exercise boundary values at the beginning of 
the time interval [0, T]. This results in a tremendous rise of computational time, due to 
the unavoidable increase of scenarios in the Monte Carlo simulation. 
Last but not least, to maximize the profit of the swing option, one could use the 
early exercise boundaries to find the optimal stopping strategy. The strategy is easily 
applicable; however, it cannot be used exactly for a contract with physical delivery. 
The presented thesis on valuating power derivatives, electricity more precisely, can 
involve some interesting and substantial extensions, such as the investigation of risk 
neutral price dynamics for storing electricity, and other commodities. Electrical power 
could then be view as a limiting case, where storage cost is assumed to be infinite.  
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Notation  
Wt= standard Brownian motion 
Xt= log of electricity price 
St= electricity price 
θ= mean reversion level  
κ=mean reversion speed  
σ= volatility of X 
μ= mean rate of return ?? 
G= continuously differential function  
G(t)= seasonality deterministic factor  
ξ= market risk price  
r= risk free rate 
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Appendix I 
Theorem (Ito's Lemma) 
Let B(t) be a Brownian motion and W(t) 
be an Ito drift-diffusion process which satisfies the stochastic differential equation: 
dW(t)=μ(W(t),t)dt+σ(W(t),t)dB(t) 
If f(w, t)∈C2(R2,R) then f(W(t), t) is also an Ito drift-diffusion process, with its dif-
ferential given by: 
 
d(f(W(t), t))=∂f∂t(W(t), t)dt+f′(W(t),t)dW+12f′′(W(t),t)dW(t)2 
 
With dW(t)2 given by: dt2=0, dtdB(t)=0 and dB(t)2=dt. 
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Appendix II 
MATLAB CODES 
 
1.Monte Carlo 
% Settlement date 
Settle = '01-feb-2016'; 
 
% Maturity Date 
Maturity = '01-feb-2017'; 
 
% Actual/Actual basis 
Basis = 0; 
 
% Initial log(price in $/MW) 
X0 = log(4); 
 
% Volatility of log(price) 
Sigma = 0.5; 
 
% Number of trials in the Monte Carlo simulation 
NumTrials =1000; 
 
% Number of periods (daily) 
NumPeriods = daysdif(Settle, Maturity, Basis); 
 
% Daily time step 
dt = 1/NumPeriods; 
 
% Mean reversion speed of log(price) 
Kappa = 0.4; 
 
% Mean reversion level of log(price) 
Theta = 1; 
 
% Create HWV object 
hwvobj = hwv(Kappa, Theta, Sigma, 'StartState', X0); 
 
% Set random number generator seed 
savedState = rng(0,'twister'); 
 
% Simulate electricity prices 
[Paths, Times] = hwvobj.simBySolution(NumPeriods, 'NTRIALS', NumTrials, 'DeltaTime', 
dt); 
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Paths = squeeze(exp(Paths)); 
 
% Restore random number generator state 
rng(savedState); 
 
% Plot paths 
figure; 
plot(Times, Paths); 
title('Electricity Risk-Neutral Price Simulation'); 
xlabel('Time'); 
ylabel('Price'); 
 
% Define RateSpec 
rfrate = 0.01; 
Compounding = -1; 
RateSpec = intenvset('ValuationDate', Settle, 'StartDates', Settle, 'EndDates', Maturity, 
'Rates', rfrate, 'Compounding', Compounding, 'Basis', Basis); 
 
% Daily exercise 
% hswingbyls assumes daily exercise for empty ExerciseDates 
ExerciseDates = []; 
 
% Number of swings 
NumSwings = 5; 
 
% Daily Contract Quantity in MW 
DCQ = 10000; 
 
% Minimum DCQ constraint in MW 
minDCQ = 2500; 
 
% Maximum DCQ constraint in MW 
maxDCQ = 15000; 
 
% Strike 
Strike = 10; 
 
% Price swing option using 3rd order polynomial to fit Longstaff-Schwartz 
% regression 
tic; 
useSpline = false; 
SwingPrice = hswingbyls(Paths, Times, RateSpec, Settle, Maturity, Strike, Exer-
ciseDates, NumSwings, DCQ, minDCQ, maxDCQ, useSpline, [], true); 
disp(['SwingPrice = ',num2str(SwingPrice)]) 
lsPolyTime = toc; 
 
% Price swing option using smoothed splines to fit Longstaff-Schwartz 
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% regression 
tic; 
useSpline = true; 
smoothingParam = 0.7; 
SwingPriceSpline = hswingbyls(Paths, Times, RateSpec, Settle, Maturity, Strike, Exer-
ciseDates, NumSwings, DCQ, minDCQ, maxDCQ, useSpline, smoothingParam, true); 
disp(['SwingPriceSpline = ',num2str(SwingPriceSpline)]) 
lsSplineTime = toc; 
 
% Print comparison of running times 
displayRunningTimes(lsPolyTime, lsSplineTime) 
 
% Obtain discount factors 
RS2 = intenvset(RateSpec, 'StartTimes', 0, 'EndTimes', Times(2:end)); 
D = intenvget(RS2,'Disc'); 
 
% Calculate baseload price 
BaseLoadPrice = DCQ.*mean(Paths(2:end,:)-Strike,2)'*D; 
 
% Calculate full contract price, based on results from cubic spline LS 
FullContractPrice = BaseLoadPrice + SwingPriceSpline; 
 
% Obtain discount factor for the last NumSwings exercise dates 
D = D(end-NumSwings+1:end); 
 
% European lower bound 
idx = size(Paths, 1):-1:(size(Paths, 1) - NumSwings + 1); 
putEuro = D'*mean(max(Strike - Paths(idx,:), 0),2); 
callEuro = D'*mean(max(Paths(idx,:) - Strike, 0),2); 
lowerBound = ((DCQ-minDCQ).*putEuro+(maxDCQ-DCQ).*callEuro); 
 
% American upper bound 
[putAmer, callAmer] = hamericanPrice(Paths, Times, RateSpec, Strike); 
upperBound = NumSwings.*((DCQ-minDCQ).*putAmer+(maxDCQ-DCQ).*callAmer); 
 
% Print price and lower/upper bounds 
displaySummary(SwingPriceSpline, lowerBound, upperBound); 
 
function displaySummary(SwingPriceSpline, lowerBound, upperBound) 
fprintf('Comparison to lower and upper bounds:\n'); 
fprintf('\n') 
fprintf('Lower bound (European) : %.2f\n', lowerBound); 
fprintf('Swing Option Price     : %.2f\n', SwingPriceSpline); 
fprintf('Upper bound (American) : %.2f\n\n', upperBound);  
end 
 
function displayRunningTimes(lsPolyTime, lsSplineTime) 
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fprintf('Comparison of running times:\n'); 
fprintf('\n') 
fprintf('3rd order polynomial: %.2f sec\n', lsPolyTime); 
fprintf('Spline              : %.2f sec\n\n', lsSplineTime); 
end 
 
2. Finite Difference code 
%function price = Swing(S0,K, r, T, v, G, alpha, Smax, dS, dt, U, u, D, d, delta) 
 
% parameters  
S0=200; 
K=100; % strike 
r=0.01; % interest rate 
T=10; %final time 
sigma=0.5; % volatility 
G=1; % seasonality parameter 
alpha=.3; % daily mean reversion speed 
% discretization parameters 
Smax= 200; % max. spatial interval. 
dS = 0.5; % spatial step 
dt= 0.001; % time step 
%dt=0.01; 
theta= 1; 
 
Up = 6; % max. number up-swings 
u= 2; % number of already exercised up-swings 
Down= 4; % max. number down-swings 
d= 0; % number of already exercised down-swings 
deltaup = 1; % consumption of electricity per up-swing 
deltadn = 0.5; % consumption of electricity per down-swing 
div =0; 
 
% Simulate electricity prices 
[Paths, Times] = hwvobj.simBySolution(NumPeriods, 'NTRIALS', NumTrials, 'DeltaTime', 
dt); 
Paths = squeeze(exp(Paths)); 
 
% Plot paths 
figure; 
plot(Times, Paths); 
title('Electricity Risk-Neutral Price Simulation'); 
xlabel('final time'); 
ylabel('Price'); 
 
% Spatial Grid 
M= round(Smax/dS); % number of spatial grid points 
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disp(['M = ',num2str(M)]) 
dS = Smax/M; 
disp(['dS = ',num2str(dS)]) 
disp(' ') 
 
% temporal Grid 
N = round(T/dt); 
disp(['N = ',num2str(N)]) 
dt = T/N; 
disp(['dt = ',num2str(dt)]) 
matval = zeros(M+1,N+1); % to store V(S,t) 
vetS = linspace(dS, Smax+dS, M+1); % spatial vector with M+1 points 
veti = 0:N; % vector of time indices 
vetj = 1:M+1; % vector of space indices 
x = log(vetS); % standard Euler transformation in space 
 
%%%% test: without rho/log term 
% a = (dt*(vetj.^2)*sigma^2)/2 - alpha*dt*vetj/2; 
% b = -(dt*(vetj.^2)*sigma^2) - r*dt; 
% c = (dt*(vetj.^2)*sigma^2)/2 + alpha*dt*vetj/2; 
% for testing 
%a = (dt*sigma^2)/2/dS^2*ones(1,M+1); 
%b = -(dt*sigma^2)/dS^2*ones(1,M+1); 
%c = (dt*sigma^2)/2/dS^2*ones(1,M+1); 
% D = diag(a(3:M),-1)+diag(b(2:M))+ diag(c(2:M-1),1); 
% D = spdiags([[a(2:M+1) 0]' b' [0 c(1:M)]'], -1:1, M+1, M+1); 
D = diag(a(2:M+1),-1)+ diag(b) +diag(c(1:M),1); 
M1 = eye(M+1,M+1) - theta *D; 
% Change M1 according to boundary conditions (rst/last row) 
% matval(1,:) = D*K*exp( -r* dt ); 
% matval(M+1,:) = Up-K*exp(-r*dt); 
M1(1,1) = 1; M1(1,2)=0; 
M1(M+1,M) = 0; M1(M+1,M+1)=1; 
 
% also for right hand side 
M2 = eye(M+1,M+1) + (1-theta) *D; 
M2(1,1) = 0; M2(1,2)=0; 
M2(M+1,M) = 0; M2(M+1,M+1)=0; 
% vector for inhom BCs 
inhomBC=zeros(M+1,1); 
inhomBC(1) = Down*K*exp( -r* dt ); 
inhomBC(M+1) = Up*(exp(x(M+1)-dt) - K*exp(-r*dt)); 
% for testing 
% inhomBC(1) = 0; 
% inhomBC(M+1) = 0; 
% Initial conditions 
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if (0<= u) && (u<Up) && (0<=d) && (d<Down) 
    v1 = max(u*deltaup*(vetS-K), d*deltadn*(K-vetS)) - rho1; 
    v2 = max((u+1)*deltaup*(vetS-K), d*deltadn*(K-vetS)) - rho1; 
    v3 = max(u*deltaup*(vetS-K),(d+1)*deltadn*(K-vetS)) - rho1; 
    m1 = max(v1,v2); 
    m2 = max(v3,0); 
    matval(:,1) = max(m1, m2); 
    disp(['max 1 = ',num2str(max(matval(:,1)))]) 
elseif (u == Up) && (0<=d) && (d<Down) 
    matval(:,1)= max(max(Up*deltaup*(vetS-K), d*deltadn*(K-vetS)) - rho1, 
max(Up*deltaup*(vetS-K),(d+1)*deltadn*(K-vetS)) - rho1,0); 
elseif (0<=u) && (u<Up) && (d == Down) 
    matval(:,1)= max(max(u*deltaup*(vetS-K),Down*deltadn*(K-vetS)) - 
rho1,max((u+1)*deltaup*(vetS-K), Down*deltadn*(K-vetS))-rho1,0); 
elseif (u == Up) && (d == Down) 
    matval(:,1)= max(max(Up*deltaup*(vetS-K),d*deltadn*(K-vetS)) - rho1, 0); 
end 
% Scaling = diag(1./vetj); 
% M1=Scaling*M1;M2=Scaling*M2;inhomBC=Scaling*inhomBC; 
% solve system 
% LU decomposition 
[L,U] = lu(M1); 
 
% solution 
for j=1:N 
    %old=matval(1:M+1,j); 
% time-dependent BCs 
    inhomBC(1) = Down*K*exp(-r*dt*j); 
% inhomBC(M+1) = Up*(exp(x(M+1)-dt*j) - K*exp(-r*dt*j)); 
    inhomBC(M+1) = Up*(Smax*exp(-div*dt*j) - K*exp(-r*dt*j)); 
% linear extrapolation 
% inhomBC(1) = 2* matval(2,j)-matval(3,j); 
% inhomBC(M+1) = 2* matval(M,j)-matval(M-1,j) ; 
    %new=U(L*((M2*old) + inhomBC)); 
    %matval(1:M+1,j+1)=U*(L*((M2*old) + inhomBC)); 
     
    matval(1:M+1,j+1)=U\(L\(M2*matval(1:M+1,j)+inhomBC)); 
    % new=U (L (M2*old + inhomBC)); 
    % new=M1 (M2*old + inhomBC); 
    % matval(1:M+1,j+1) 
end     
for i=2:1001 
price2(i) = interp1(vetS, matval(:,i), S0); 
end 
figure(1);clf;hold on; 
scatter(veti(:,30:1001), price2(:,30:1001)) 
plot(veti(:,30:1001), price2(:,30:1001)) 
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xlabel('Price of underlying asset'); 
ylabel('Continuation value');   
save('price2') 
 
