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The use of simple stimuli has been tremendously beneficial to understand the basic properties 2 
of primary sensory systems. However, interacting with the natural environment leads to complex 3 
stimulations of our senses. Here we focus on the estimation of visual speed, a critical 4 
information for the survival of many animal species as they monitor moving prey or approaching 5 
dangers. In mammals, and in particular in primates, speed information is conceived to be 6 
represented by a set of channels sensitive to different spatial and temporal characteristics of the 7 
optic flow [1-5]. However, it is still largely unknown how the brain could accurately infer the 8 
speed of complex natural scenes from this set of spatiotemporal channels [6-14]. As complex 9 
stimuli, we chose a set of well-controlled moving naturalistic textures called Compound Motion 10 
 (CMC) [15, 16] that simultaneously activate multiple spatiotemporal channels. We found 11 
that CMC stimuli that have the same physical speed are perceived moving at different speeds 12 
depending on which channels are activated. Thanks to a computational model, we show that the 13 
activity in a given channel is both boosted and weakened following a systematic pattern over 14 
neighboring channels. This pattern of interactions can be understood as a combination of two 15 
components oriented in speed (consistent with a slow-speed prior) and scale (sharpening of 16 
similar features). Interestingly, the interaction along scale implements a lateral inhibition 17 
principle that is usually found to operate in early sensory processing. These results further 18 
promote the idea that lateral inhibition along a variety of dimensions is a canonical principle of 19 
perceptual processing. Overall, the speed-scale normalization mechanism may reflect the 20 
natural tendency of the visual system to integrate complex inputs into one coherent percept. 21 
 22 
  23 
 3 
Results 24 
We created Compound Motion Cloud (CMC) stimuli to stimulate a limited number of speed 25 
channels. These naturalistic CMC stimuli have three components that are centered on three 26 
slightly different speeds. Each of the three components is a Motion Cloud (MC) stimulus that 27 
looks like a texture of a certain scale moving at a certain speed [10, 15, 16]. In the space 28 
commonly used to represent speed where the logarithm of temporal frequency is plotted against 29 
the logarithm of spatial frequency (so-called -log frequency Figure 1A), an MC 30 
stimulus is an ellipse oriented along a speed diagonal. In that log-log space, the simple gratings 31 
that are often used as stimuli in motion experiments are single points. MC stimuli are thus more 32 
naturalistic generalizations of gratings for which the bandwidths of spatial frequency (Bsf) and 33 
speed (Bv) can be parametrically manipulated (Supplemental Experimental Procedures). Our 34 
CMC stimuli are generated such that its three MC components move at three specific speeds 35 
and span at least two different scales (Figure 1B). All CMC stimuli moved at the same physical 36 
average speed but each activated distinct channels (two examples of CMC stimuli are shown at 37 
full contrast in Figure 1C). In a psychophysical forced-choice task (Figure 1D), human 38 
participants had to match the perceived speed of CMC stimuli to that of Random Dot 39 
Kinematograms (RDK; a stimulus composed of multiple dots, all moving at the same speed) 40 
(Figure 1E). We reasoned that if there are some interactions between speed channels, different 41 
CMC stimuli should be matched to different speeds (Figures 1F & 1G). 42 
 43 
Psychophysical Results 44 
When the components are far enough apart in the spatiotemporal log space, the CMC stimulus 45 
can appear as being composed of multiple interleaved stimuli moving at distinct speeds. Motion 46 
segregation is in itself an important topic [17], but we focus here on the perceived speed of 47 
coherent motion. Therefore, in a preliminary experiment, we measured the distance at which 48 
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participants are equally likely to perceive that two superimposed MC stimuli appear to move as 49 
a coherent stimulus or as two transparent layers (Figure S1). Using these boundary distance 50 
values (Figure 2A), we generated CMC stimuli for 3 distinct mean spatial frequencies. Adding a 51 
third (middle) component to the compound should increase the perception of coherency of the 52 
stimulus but still allow for a large enough distance for the interactions between components to 53 
be meaningful. We considered 6 conditions (Figure 2B): C1 and C2 in which all components 54 
had the same mean spatial or temporal frequency; C3 and C4 in which only two of the 55 
components had the same mean spatial or temporal frequency, and C5 and C6 in which all 56 
components had different mean spatial and temporal frequencies. Out of 12 possible 57 
combinations of components (Figure S2), the 6 selected conditions capture all 14 possible 58 
relative interactions between components (Table S1), thus making the use of additional 59 
conditions redundant. 60 
 Figure 2C illustrates the matching speed for each of the 6 conditions and the 3 mean 61 
spatial frequencies. There was a significant effect of condition on perceived matching speed for 62 
 = 0.75 (F(5,35) = 54.03, p < 0.001),  = 0.55 (F(5,35) = 19.24, p < 0.001), and for  = 0.25 63 
(F(5,35) = 3.18, p = 0.018). While participants were less sensitive to stimuli with lower mean 64 
spatial frequencies on average, we did not observe any significant differences between the 6 65 
conditions (Figure 2D). To ensure that these biases were not due to differences in the motion 66 
energy of our stimuli, we analyzed the experimental CMCs with a standard computational model 67 
of neurons in the middle temporal (MT) visual area [18]. The simulations show that any 68 
differences between conditions are minimal (Figure S3). 69 
 Matching speed differences between conditions increase as  increases. Many variables 70 
can have strong effects on the perceived speed of a stimulus such as contrast [19], spatial 71 
frequency [8, 20], luminance and chrominance [21] or even attention [22]. Particularly for spatial 72 
frequency up to 2 c/deg [23, 24], it has been shown that stimuli with higher spatial frequency are 73 
perceived to move faster than stimuli with lower frequency. As our stimuli were in the range of 74 
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0.15 to 1.19 c/deg, we also observed that components with the same actual speed were 75 
perceived as moving faster for higher frequencies than for lower frequencies. To test whether 76 
these differences are sufficient to explain all the perceptual biases in our results, we built a set 77 
of simple models that include or exclude interactions between speed channels. 78 
 79 
Computational Models 80 
In order to quantify the potential interactions between speed channels, we designed different 81 
variants of a model that computes the speed likelihood of a neural population [25] (Figure 3A). 82 
In the basic model, each CMC stimulus consists of 3 components whose input activities are 83 
assumed to be equal. The activities are first normalized through a gain control procedure 84 
         ,                   (Equation 1) 85 
where  is the input activity and  is the semi-saturation parameter [26]. The normalized activity 86 
 is then passed through an interaction matrix, so that each component can be boosted or 87 
weakened by the activity of the neighboring components 88 
            ,       (Equation 2) 89 
where  is the interaction weight. Finally, the output activity  is multiplied with the log 90 
likelihood of each of the components and the log likelihood of the speed for that stimulus is 91 
obtained by adding the products 92 
           ,       (Equation 3) 93 
where  is the speed likelihood of one component. Using the same speed discrimination 94 
procedure as for the CMC stimuli, we measured the psychometric functions for each of the 95 
seven individual components across all mean spatial frequencies for the same human 96 
participants. From these psychometric functions, we built the speed likelihood for each 97 
component by taking the derivative of the fitted cumulative distribution function. Then, the 98 
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combined likelihood was used to match the psychometric functions of each participant. The 99 
interaction matrix includes different weights for temporal and spatial frequency and for different 100 
distances between components in log space. It is assumed that the weights are symmetric with 101 
respect to the origin (Table S1). More details on how the models fit the experimental data can 102 
be found in Supplemental Information. 103 
 An example of three component likelihoods and the combined likelihood predicted by the 104 
Interaction model is shown in Figure 3B (left). We also considered two simpler models: a 105 
Maximum-likelihood estimation (MLE) model in which the combined likelihood is the product of 106 
the component likelihoods (Figure 3B center), and an Averaging model in which the combined 107 
likelihood is the average of the component likelihoods (Figure 3B right). These models have no 108 
free parameters and ignore any potential interactions between components. 109 
 The Interaction model outperforms the other two models in both predicted matching speed 110 
(Figure 3C) and sensitivity (Figure 3D). It captures the biases across conditions and better 111 
matches the overall sensitivity of the combined stimulus at the highest  value. It has 5 more 112 
free parameters than the other two models so better fitting of the data is anticipated. We 113 
evaluated the goodness-of-fit of all models by measuring the Akaike information criterion (AIC) 114 
values of each model for each participant and mean spatial frequency. The preferred model is 115 
the one that minimizes the AIC values. The Interaction model has the minimum value in 20 out 116 
of 24 comparisons, while the Averaging model in 4 out of 24 comparisons (Figure S4). Overall, 117 
the Interaction model thus provides a better fit than the other models and is the best option 118 
among the three presented. We also considered variations of the Interaction model; for 119 
example, implementing weights only for the temporal or spatial frequency dimensions, or 120 
weights that are not symmetric with respect to the origin. The version of the model presented 121 
here provides an overall minimum AIC value compared with these later variations (Figure S4). 122 
 123 
 7 
Normalization Mechanism 124 
 Next, we estimated the shape of this interaction pattern. To increase the power of our 125 
analysis, we collapsed the interaction weights across all three mean spatial frequencies. We 126 
then applied cubic surface interpolation [27] on the resulting 42 interaction weights to create a 127 
continuous 2D surface that passes through all of them. Contour plots of the weights for the 128 
average participant are illustrated in Figure 4B (individual plots are presented in Figure S5). The 129 
values indicate the effect that neighboring channels have on the central channel depending on 130 
their distance in spatial and temporal frequency. Positive values (light grey) indicate excitation 131 
(a boost in activity) and negative values (dark grey) inhibition (a weakening). Excitation/inhibition 132 
interaction effects appear stronger at around half an octave away from the origin and dissipate 133 
as distance increases.  134 
 The pattern of interactions may appear as overly complex when considered along the 135 
spatial and temporal frequency axes, but it is in fact considerably simpler when expressed along 136 
the scale and speed axes. The scale axis is the diagonal of the log-log space that correspond to 137 
all the combinations of spatial and temporal frequencies matching the same speed [28]. The 138 
speed axis is orthogonal to the scale axis. The interaction between channels can be seen as a 139 
combination of two components along these two axes (Figure 4C). Along the speed axis (Figure 140 
4C up left), there is a sine-like component where channels that encode higher speeds boost the 141 
activity of the central channel, while channels that encode lower speeds weaken it. This 142 
component decreases the average speed of a CMC stimulus and may represent a form of a 143 
slow speed prior [29]. Along the scale axis (Figure 4C up right), there is a cosine-like component 144 
where outer channels inhibit the central channel, while channels in the middle of the axis excite 145 
the central channel. This component may help in the fine-tuning of the spectral properties of the 146 
stimulus and, subsequently, in the perception of one single coherent percept rather than a 147 
broadband noisy stimulus. When the two components are multiplied together (Figure 4C 148 
bottom), the pattern of channel interaction approximates the pattern of the average weights of 149 
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our computational model. At the implementation level, the product of these two components can 150 
be expressed differently, for instance as a simple difference [30] (Figure S6). 151 
 152 
Discussion 153 
 How speed information is encoded in mammalian brains including the human perceptual 154 
system remains a mystery. In their seminal paper, Adelson and Bergen [31] suggested that 155 
velocity may be derived by comparing the outputs of several spatiotemporal channels within the 156 
same spatial frequency band. A specific class of models known as Weighted Intersection 157 
Mechanism (WIM) [12, 14, 32-34] assume separate magno- (band-pass temporal) and parvo-158 
cellular (low-pass temporal) components that offer a mechanism to explain the origin of 159 
spatiotemporal channels. These models nicely account for neural results such as cortical 160 
sensitivity changes with contrast, but they are not applicable in our case because the large 161 
bandwidth of the filters assumed in these models would blur our MCs inputs and conceal the 162 
interaction patterns we sought to measure. A more recent model by Perrone [9] includes 163 
inhibitory localized interactions between direction-selective units prior to the estimation of 164 
velocity. This local inhibition is assumed to take place within monkey middle temporal (MT) 165 
cortical area, and it is consistent with measured properties in actual MT neurons [35, 36]. 166 
However, this process is more likely to apply only for very simple stimuli like gratings, which 167 
contain only one spatial and temporal frequency pair. Our stimuli contain multiple spectral 168 
components and so our results may correspond to the next stage in Perrone's model where the 169 
outputs of velocity channels are integrated to derive the actual velocity of the stimulus. This 170 
stage is assumed to take place somewhere between MT and the medial superior temporal 171 
(MST) area, where multiple MT channels feed their activity to MST neurons that pool inputs 172 
from several of such channels across a large area of the visual field. Up to now, this pooling 173 
mechanism was usually assumed to only be a weighted average of the output of the MT activity 174 
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[9, 13, 37]. We have shown here that this integration process might in fact be more complex 175 
than currently assumed.  176 
 In a study investigating integration along the same speed line [13], the equivalent 177 
averaging and MLE models predicted different matching speeds for composite grating stimuli 178 
but equal sensitivities. Here, the two models give different predictions for both matching speeds 179 
and sensitivities, thus providing more evidence towards a MLE decoding scheme. However, as 180 
the components diverge further in the speed dimension (e.g., for = 0.75), the MLE model fails 181 
to predict the decrease in sensitivity. Integration along the same speed line may be consistent 182 
with the model presented in [13] but our proposed normalization mechanism is required to 183 
explain the integration of different speed channels into a global speed percept. Moreover, the 184 
speed component of our proposed mechanism suggests a neurally plausible way of encoding 185 
perceptual priors in the same early cortical areas that provide sensory evidence [29, 37]. 186 
 The interaction pattern that we found over the scale dimension belongs to the generic 187 
class of lateral inhibition. This principle is commonly found to explain early sensory interactions, 188 
such as the light interactions for nearby receptors in the retina [38], orientation interactions in 189 
the visual cortical neurons [39], tone interactions in auditory cortical neurons [40], and other 190 
interactions in the olfactory bulb [41] and in the primary somatosensory cortex [42]. However, it 191 
has so far been possible to identify these lateral interaction patterns in human perception only 192 
for low level detection tasks [43].  Here, we show that lateral inhibition is playing a critical role 193 
for a more complex perceptual task, speed processing. This result further corroborates the 194 
postulate from von Békésy that lateral inhibition is a general characteristic of the nervous 195 
system [44], possibly even more widespread than other mechanisms such as gain control [26]. 196 
Our study also opens the door for modeling the response properties of MT neurons to complex 197 
motion (e.g. [3]) as well as to unveil the excitation/inhibition interactions between these cells. 198 
 Our findings contribute to a novel understanding of the neural mechanisms serving speed 199 
perception. To the best of our knowledge, the interaction over scale to estimate speed has 200 
 10 
never been reported. We speculate that it contributes to our biased impression of cohesiveness 201 
when we look at complex optic flows. Very similar mechanisms are seen throughout the 202 
perceptual and motor systems implemented via lateral inhibition, and may be a recurring 203 
canonical principle in the efforts of the central nervous system to achieve more and more 204 
complex computations. 205 
 206 
Experimental Procedures 207 
Observers 208 
Eight participants took part in the main experiment. They all had normal or corrected-to-normal 209 
vision and all gave informed consent before the experiment. All but one participants were naive 210 
with regard to the purpose of the study. 211 
 212 
Procedure 213 
The experimental task was a 2 Alternative Forced Choice task (Figure 1D) where participants 214 
had to compare the speed of a CMC stimulus with that of a random-dot kinematogram (RDK: 215 
contrast: 20%, density: 4 dots/deg2, and dot diameter: 0.1 deg) moving at 1 of 6 possible 216 
speeds (1.64, 2.08, 2.66, 3.39, 4.32, and 5.5 deg/s). All stimuli were shown at fixation and inside 217 
a circular aperture (radius: 5.3 deg) for 300 ms. A raised cosine filter was used at the fringes of 218 
the aperture. The CMC stimulus was always shown first, followed by the RDK after an inter-219 
stimulus interval of 450ms. We did not randomize the order of presentation of the 2 types of 220 
stimuli in order to reduce variability related to the order of presentation (e.g., [45]). Since we 221 
were interested in a comparison across different CMC stimuli and not between CMC stimuli and 222 
the RDKs, any pre-existing response bias would apply equally to all CMC stimuli. Participants 223 
did 40 trials for each condition and RDK speed in three one-hour sessions (1440 trials) for each 224 
of the three mean spatial frequencies on separate days. The order of the sessions was 225 
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randomized between participants. We pre-generated multiple instances of MC stimuli for all 226 
components, creating a database of CMC stimuli with the same frequency properties but 227 
different phase, and we presented them in a randomized order. All stimuli were generated using 228 
the Matlab programming language with the psychophysics toolbox [46] and displayed on a CRT 229 
monitor with a resolution of 1280 X 960 pixels at 100 Hz. Participants viewed the display in a 230 
darkened room at a viewing distance of 60 cm, and a chin rest was used to maintain a constant 231 
head location and viewing distance. 232 
 233 
Supplemental Information 234 
Supplemental Information includes six figures and one table. 235 
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Figure captions 
Figure 1. Experimental paradigm. (A) In the log-log space representing spatial against temporal 
frequency, oblique lines indicate combinations of spatial and temporal frequency that correspond to the 
same speed. A moving grating corresponds to a single point in that space (red circle), whereas a motion 
cloud stimulus corresponds to an ellipse of which the spatial frequency (Bsf) and speed (Bv) bandwidths 
can be manipulated. (B) Test stimuli were made of 3 component MCs, one moving at the central speed, 
one moving faster (by octaves) and one slower (likewise). (C) Two examples of CMC stimuli and their 
components are shown at full contrast. (D) Experimental procedure. In each trial, a CMC stimulus was 
always followed by a random dot stimulus moving at one out of 6 possible speeds. Participants were 
asked to indicate which stimulus was faster. (E) Psychometric functions provide the matching speed and 
sensitivity for each CMC stimulus against the same RDKs. (F, G) The disparities in matching speeds and 
sensitivities between CMC stimuli may show the nature of interaction between the components. 
Figure 2. Psychophysical results. (A) From a preliminary psychophysical experiment, we measured the 
minimal distance  in spatial and temporal frequency at which two superimposed motion cloud stimuli 
appear to move transparently over each other. This distance decreases as mean spatial frequency 
increases. The red ellipses indicate the components that make up the CMC of condition 1 (C1) for each of 
the mean spatial frequencies and  values. (B) Test stimuli were generated from 6 combinations of 3 
components moving at distinct speeds. Depending on the combination, components shared the same 
mean spatial and/or temporal frequency with other components or none at all. (C) Matching speeds and 
(D) sensitivities (i.e., the inverse of the standard deviation of the psychometric function) of the test stimuli 
(closed circles) are plotted for each condition and mean spatial frequency. Data are represented as mean 
± 95% CI. 
Figure 3. Computational models. (A) Interaction model. Each CMC stimulus consists of 3 components 
that make up the input, which is normalized with a gain control procedure. Then, the model assumes an 
interaction phase where each component's activity boosts or weakens the activity of the other 2 
components. The output is multiplied with the log likelihoods of each component and the sum of the 
products is the log likelihood of the CMC stimulus. (B) Examples of CMC likelihood functions for each of 
the models. Grey curves indicate 3 example component likelihoods and colored curves the CMC 
likelihoods for each model. (left) Interaction model, (center) MLE model, (right) Averaging model. (C) 
Fitted matching speeds and (D) sensitivities are plotted for each condition and mean spatial frequency for 
each model (colored circles) along with the experimental data (white circles). Data are represented as 
mean ± 95% CI.  
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Figure 4. Model weights and normalization mechanism. (A) Interaction weights. Black dots indicate all 
14 possible interactions of a channel and its neighbors from the 6 experimental conditions. (B) Weight 
contour plot of the average participant. Values indicate how neighboring channels affect the central 
channel based on their distance in spatial and temporal frequency. Positive values (in light grey) indicate 
excitation and negative values (in dark grey) inhibition. Colored dots indicate the coordinates in distance 
space that the model fitted the experimental data. The underlying surface was calculated using cubic 
surface interpolation from the weights by combining the fits from all 3 mean spatial frequencies. (C) 
Normalization mechanism. We reframe the interaction of channels in log-log frequency space along two 
orthogonal axes; speed and scale. Light grey areas indicate excitation and dark grey areas inhibition. 
Along the speed axis (top left), there is a sine-like component where channels of higher speeds excite the 
central channel, while channels of lower speeds inhibit the central channel. Along the scale axis (top 
right), there is a cosine-like component where outer channels inhibit the central channel, while channels 
in the middle of the axis excite the central channel. When the two components are multiplied together 
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Figure S1. Preliminary experiment for identifying coherency thresholds. In an ABX task, 4 
participants were presented with three stimuli in succession and were asked to match the third 
stimulus (X) with either the first (A) or the second (B). Stimuli A were always composed from two 
components with the same mean spatial and temporal frequency, whereas the components of stimuli 
B had diverging mean spatial (A left) or temporal frequencies (B left) at steps of 0.5 (or 0.2 for sf0 = 1 
c/deg) octaves. We plot the percentage of correct responses as a function of the distance between 
the mean spatial (A right) or temporal frequencies (B right) of the two component stimuli at 3 different 
mean spatial frequencies: 0.25 c/deg (blue), 0.5 c/deg (red), and 1 c/deg (black). The minimum value 
across conditions in which participants had 75% accuracy (vertical dotted lines) was chosen as the 
threshold to generate the CMC stimuli of the main experiment. At 20% stimulus contrast, we found 
thresholds of 1.5, 1.1, and 0.5 octaves for spatial frequency for mean spatial frequency of 0.25 c/deg, 
0.5 c/deg, and 1 c/deg respectively and slightly higher thresholds for temporal frequency. Data are 




Figure S2. All possible combinations of 3-component CMCs constructed from seven 
component MCs along three speed lines. (A) Seven component MCs arranged along three speed 
lines. (B) All 12 possible combinations of the seven components so that the average speed of the 
CMC is the central speed. There are 14 possible interactions between components (see Table S1). 
All possible interactions between two components can be captured by our selection of combinations 
(C1-C6). The unused combinations do not offer any additional information. In particular, combinations 
a and b are identical to C3 and C4 only transposed to higher temporal and spatial frequencies, while 
combinations I to IV include interactions that are captured by conditions C1, C2, C5, and C6. 
Furthermore, combinations I to IV are unbalanced and thus possibly present additional complexities in 
the interactions between components. 
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Table S1. Relative distances in spatial and temporal frequency space between channels across all 6 
experimental conditions along with the model interaction weights and the applicable conditions. 
Spatial frequency 
distance (  units) 
Temporal frequency 
distance (  units) Weight Applicable conditions 
1 0 asf 2, 3, 4 
-1 0 1/asf 2, 3, 4 
0 1 atf 1, 3, 4 
0 -1 1/atf 1, 3, 4 
2 0 bsf 2 
-2 0 1/bsf 2 
0 2 btf 1 
0 -2 1/btf 1 
1 -1 asf/atf 3, 4, 5, 6 
-1 1 atf/asf 3, 4, 5, 6 
1 2 asf btf 5, 6 
-1 -2 1/(asf btf) 5, 6 
2 1 atf bsf 5, 6 







Figure S3. Velocities of the experimental CMC stimuli measured with a computational model of 
area MT. We used a computational model of areas V1/MT [S1] to measure the response of a 
population of MT neurons to our CMC experimental stimuli and checked that the reported pattern of 
speed sensitivities was not explained by differences in the raw motion energy patterns. There were 20 
stimuli for each condition and mean spatial frequency (10 moving leftwards and 10 moving 
rightwards). We calculated the responses of 81 MT neurons (tuned to velocities from -2 to 2 
pixels/frame in steps of 0.5 pixels/frame both horizontally and vertically) to each stimulus movie (30 
frames). The perceptual estimate for each movie was extracted from the population average: vestimate = 
iviri / iri, where vi is the preferred velocity of neuron i and ri is its response to the stimulus. An 
example of model MT neuronal responses to a CMC stimulus is shown in (A) and to a RDK stimulus 
pixels/frame. The pattern of activation is different between the two types of stimuli because the CMC 
stimulus has an orientation component that, due to the aperture problem, results in local motion 
ambiguity and therefore activation along the Vy axis. Estimated horizontal and vertical velocities for 
each condition and mean spatial frequency are shown in (C) and (D) respectively. Leftward and 
rightward stimuli are grouped together. Results are represented as mean ± SD. The horizontal 
dashed line indicates the mean estimate for 20 generated instances of the RDK stimulus moving at 3 
deg/s and the gray area indicates ± SD. The model horizontal velocities for each condition do not 




Figure S4. Model comparison. (A) Akaike information criterion values for the Averaging and MLE
models subtracted by the values of the Interaction model are shown for all participants at all mean 
spatial frequencies. Positive values indicate that the Interaction model provides better goodness-of-
fit than the other model, and vice versa for negative values. (B) Akaike information criterion values 
for 5 variations of the Interaction model subtracted by the values of the model presented in the main 










Figure S5. Weight contour plots for all participants. The values indicate how neighboring 
channels affect the central channel based on their distance in spatial and temporal frequency. 
Positive values (in light grey) indicate excitation and negative values (in dark grey) inhibition. Colored 
dots indicate the coordinates in distance space that the model fitted the experimental data. The 
underlying surfaces were calculated using cubic surface interpolation from the log weights by 
combining the fits from all 3 mean spatial frequencies. The use of cubic interpolation instead of 
polynomial interpolation limits potential distortions near the edges of the surface, and this is important 
because we do not want to make further assumptions about the weights outside the distance values 
used in the psychophysical experiments. 
large distances, these values might be a result of model overfitting, and additional data points further 







Figure S6. Equivalent implementations of the normalization mechanism. (A) When the two 
proposed components (speed and scale) are multiplied together, the product approximates the 
pattern of the average weights of our computational model. (B) A potentially more biologically 
plausible, and completely equivalent, result can be obtained as a difference of two squared entities. 
These two entities are the sum of the speed and scale components and their difference. 
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Supplemental Experimental Procedures 
 
Motion Clouds stimulus construction  
It has been shown that natural images can be decomposed into, and therefore be well represented 
by, a superimposed set of Gabor-like units with a range of positions within an image, orientations, 
contrasts and scales (or frequencies). This encoding and decoding framework closely resembles the 
organization of units of sensitivity identified in mammalian primary visual cortex, V1 [S2, S3]. 
Spatiotemporal scales within such images approximately follow a 1/f distribution, where the amplitude 
reduces with increasing frequency [S4, S5] and the specific local phase relationships between Gabor 
units differentiate one image from another [S6]. In the current work, we wanted to tackle the question 
of how speed might be computed for dynamic scenes rich with superimposed naturalistic objects.      
 
Motion clouds (MCs) were proposed to study dynamic integrative processes within the visual system 
under natural stimulation. They serve as a generative model of naturalistic images in which the V1 
inspired basis set of localized drifting Gabor elements  of critical characteristics  (defining its 
orientation , spatial frequency , and temporal frequency ) are linearly combined with 
randomized phases  to remove specific object information. An envelope distribution  is then 
applied to the elements in Fourier space to constrain the overall stimulus and define the 
spatiotemporal ellipses illustrated in Figures 1A. The result of this dense mixing is dynamic band-pass 
filtered luminance noise stimuli in which distribution parameters can be well controlled [S7-S9]. The 
MCs are fully characterized by a small set of parametric vectors  and  over orientation, spatial 
frequency, and speed 
 
  (Equation S1) 
   
  (Equation S2) 
 
where M determines the central characteristics of these dimensions, and U their spread. The 
envelope distribution  is then defined as 
 
  (Equation S3) 
 
that is as a probability distribution function centered on M and with spread U. Orientation is defined as 
a von Mises distribution, while both spatial frequency and speed are defined as Log Normal 
distributions. Sampling this envelope distribution gives us a set of Gabor characteristics 
 
  (Equation S4) 
 
where the temporal frequency is simply computed from the sampled spatial frequency and speed as 
 
 . (Equation S5) 
 
A large, finite number N of vector elements  are defined with the characteristics  centered on the 
location pi [px,py] which is uniformly distributed over the size of the image. The phase of each element, 
i is also uniformly distributed over [0,2 ]. Each element is then scaled by an amplitude  to control 
contrast, and then summed to define the MC as the luminance  at each spatial location (x, y) and 
time t 
 
 . (Equation S6) 
 
More detailed descriptions of these stimuli, as well as example implementations, can be found in 
previous work [S8, S9]. 
Notably, MCs differ from gratings because they have a distributed frequency in Fourier space rather 
than a point (see Figure 1A). In addition, and importantly, unlike a very sparse array of Gabors, MC 
elements cannot be perceptually segregated. During experiments, MCs used have their contrast 
energy controlled by fixing their RMS contrast which closely matches perception. CMCs are created 
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as a linear superposition of MCs intended to simulate complex composite scenes with each MC 
serving as a complex object within it. 
 
 
Computational model fitting procedure 
Using the same speed discrimination procedure as for the CMCs (see Experimental Procedures in the 
main text), we measured the psychometric functions for each of the seven individual components 
across all mean spatial frequencies. Naturally, the six speeds of the RDK were transposed to higher 
or lower values for the faster or slower components. From the psychometric functions, we build the 
speed likelihood for each component by taking the derivative of the cumulative distribution function, 
and we construct a combined likelihood for each of the 6 CMC. We use the combined likelihood to 
create a receiver operating characteristic (ROC) curve for each of the 6 RDK speeds. This ROC is 
obtained by taking an arbitrary criterion, computing the probabilities that the CMC and the RDK 
exceed this criterion (which is one point on the ROC curve), and repeating the procedure for other 
criteria. The probability p(RDK > CMC) that the RDK is perceived faster than the CMC is given by the 
area under the curve (AUC). We calculated the AUC of each ROC curve, and we reconstructed the 
psychometric function for each CMC. This procedure is used across all models. 
 
The Averaging model uses a simple average of the component likelihoods and has no free 
parameters. The Maximum-likelihood estimation (MLE) model uses a simple product of the 
component likelihoods and has no free parameters either. 
 
The Interaction model presented in the main text has 5 free parameters, 1 for gain control and 4 for 
the interaction matrix (asf, bsf, atf, and btf). The values of the weights indicate the effect that channels 
have on each other, and they can be positive (excitation) or negative (inhibition). A potential 
alternative way to model the interaction between components would be to assume a uniform level of 
facilitation between all components and only selective inhibition between some of them [S10]. 
 
For each participant and mean spatial frequency, 5 free parameters are fitted to 36 data points (6 
RDK speeds times 6 conditions). Different variations of the Interaction model have varying number of 
free parameters based on the number of interaction weights (Only gain control: 1, Only spatial 
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