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Prva in zadnja £rka tega magistrskega dela ne bi bili napisani brez mentorstva
izr. prof. dr. Ale²a Vavpeti£a, kateremu se na tem mestu iskreno zahvaljujem za
vso strokovno pomo£, predvsem pa za dostopnost in kolegialnost.
Zahvala gre tudi vsem ostalim profesorjem, ki so mi znali skozi izku²njo pokazati,
da je v matematiki lepota povsod  £e ne v problemu samem, pa v ob£utku ob njegovi
re²itvi.
Za ve£jo prijaznost, kot sem jo imel pravico ali razlog pri£akovati, se zahvaljujem
tudi vsem so²olcem, ki so bili kadarkoli pripravljeni nesebi£no deliti svoje zapiske.
Prav tako bi se vsem svojim u£encem z in²trukcij, prakse, nadome²£anj itd.
zahvalil za vse, kar so me nau£ili.
Pretenciozen pa bi bil prav vsak poskus, da bi se z besedami dovolj zahvalil
svoji najoºji druºini. Le vi, ki ste takrat zmogli videti ºe neskon£nost moje ºelje po
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Gauss je za vsako Fermatovo pra²tevilo p le s pomo£jo ²estila in ravnila konstruiral
pravilni p-kotnik. Wantzel pa je dokazal, da £e lahko za pra²tevilo p le s pomo£jo
²estila in ravnila konstruiramo pravilni p-kotnik, je p Fermatovo pra²tevilo. Magi-
strsko delo naj predstavi Gaussovo konstrukcijo pravilnih mnogokotnikov in dokaz
Wantzelovega izreka.
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V magistrskem delu predstavimo Gauss-Wantzelov izrek, ki nam pove, za katera
naravna ²tevila n je pravilne n-kotnike mogo£e konstruirati zgolj z rabo ravnila in
²estila. Izrek to lastnost ²tevil najprej analizira na njihovih pra²tevilskih (oznaka p)
gradnikih, za katere ugotavlja, da so pravilni p-kotniki konstruktibilni natanko tedaj,
ko so pra²tevila p Fermatova (oznaka pF ). Pri tem je vsak izmed avtorjev izreka
prispeval dokaz ene smeri te ekvivalence: Gauss je najprej na²el algoritem, s katerim
lahko za poljubno Fermatovo pra²tevilo pF naposled vedno skonstruiramo ustrezni
pF -kotnik, Wantzel pa je dokazal, da niti teoreti£no ne bi bilo mogo£e skonstruirati
druga£nih p-kotnikov kot prav tistih, za katere je to storil ºe Gauss.
Sredi²£ne kote med seboj razli£nih pFi-kotnikov lahko z ustreznimi celo²tevil-
skimi kombinacijami se²tejemo v sredi²£ni kot
∏
i pFi-kotnika, ob tem pa ga lahko
z zaporednimi bisekcijami ²e poljubnokrat razpolovimo, v £emer imamo tako tudi
algoritem, kako konstruirati pravilne ve£kotnike za sestavljena ²tevila s v obliki
s = 2kpF1pF2 . . . pFt . Kot pri konstruiranju posameznih p-kotnikov se tudi pri njiho-
vem sestavljanju v s-kotnike izkaºe, da se zadostni pogoj za uporabo tega algoritma





The subject of this paper is the Gauss-Wantzel Theorem that states which regular
n-gons can be constructed using only straightedge and compass. Said property of
natural numbers n is ﬁrst analyzed among their basic building blocks in the form
of primes (denoted by p), for which the theorem determines that regular p-gon is
constructible if and only if p is a Fermat prime (denoted by pF ). In that regard, each
of the authors provided the proof of one of the directions of the proposed equivalence:
Gauss ﬁrst developed an algorithm that allows us to eventually construct a regular
pF -gon for any Fermat prime pF , whereas Wantzel proved that no regular n-gons
others than the ones already suggested by Gauss could ever be constructed.
Using appropriate integer combinations, central angles of diﬀerent pFi-gons can
be added into central angle of a
∏
i pFi-gon, which can further be repeatedly divided
into two by consecutive angle bisections. Hence we have an algorithm on how to
construct a regular c-gon for composite numbers c in the form c = 2kpF1pF2 . . . pFt .
As with the construction of single p-gons, it turns out that the suﬃcient condition
for the application of this particular algorithm for their composition already aligns
with the necessary one, therefore making the aforementioned c-gons precisely the
ones being constructible.
Math. Subj. Class. (2010): 12D05, 12D10, 26C10, 51M15
Klju£ne besede: konstrukcije z ravnilom in ²estilom, pravilni ve£kotniki, koreni
enote, ciklotomi£ni polinomi, Gaussove periode, Wantzelov sistem, Fermatova pra-
²tevila
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1 Uvod
Izmed problemov, ki so zaposlovali ²tevilne generacije matematikov, je bil eden naj-
bolj povr²inskih iskanje odgovora na vpra²anje, katere pravilne ve£kotnike je mogo£e
konstruirati zgolj z uporabo (neozna£enega) ravnila in ²estila. e se problema lotimo
neposredno in konstruktibilnost zaporednih ve£kotnikov dokazujemo s tem, da za-
nje i²£emo konkretne postopke konstrukcij, hitro dobimo osnovni ob£utek, za kak²na
naravna ²tevila n bo n-kotnike mo£ konstruirati povsem trivialno in za kak²na bo
to v najbolj²em primeru kompleksneje, morda pa sploh nemogo£e. Medtem ko sta
konstrukciji pravilnega (tj. enakostrani£nega) trikotnika in ²tirikotnika (tj. kvadrata)
trivialni, nam problem konstruiranja pravilnega petkotnika ºe daje slutiti, za kak²ne
oblike ²tevil n bo konstruiranje problemati£no  le-ta bodo o£itno tesno povezana
s pra²tevili  ter da bo morebitno izvedljivost konstrukcije potrebno ugotavljati ob
povezovanju geometrije s trigonometrijo oz. algebro.
Z dana²njim znanjem vemo, da za uspe²no konstrukcijo pravilnega petkotnika
(in analogno vsakega pravilnega n-kotnika) zado²£a konstrukcija sredi²£nega kota
360◦
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v kroºnici, v kateri bo petkotnik na koncu v£rtan. Ker je kroºnica brez izgube
splo²nosti lahko enotska, bomo omenjeni kot zagotovo znali skonstruirati, £e bomo
znali skonstruirati vrednost katere izmed njegovih kotnih funkcij. V primeru na²ega
sredi²£nega kota za komplementarni kot ρ = 18◦ prikladno velja, da je
5ρ = 3ρ+ 2ρ = 90◦.
Sedaj izrazimo
2ρ = 90◦ − 3ρ
ter na obeh straneh ena£be uporabimo funkcijo sinus, da dobimo
sin 2ρ = sin(90◦ − 3ρ) = cos 3ρ.
Po znanih formulah za kotne funkcije dvojnih oz. trojnih kotov dalje dobimo
2 sin ρ cos ρ = 4 cos3 ρ− 3 cos ρ
oz.
2 sin ρ cos ρ− 4 cos3 ρ+ 3 cos ρ = 0.
Ena£bo sedaj delimo s cos ρ (ki je zagotovo razli£en od 0). Rezultat lahko nato
preoblikujemo v
2 sin ρ− 4(1− sin2 ρ) + 3 = 0,
kar je kvadratna ena£ba v spremenljivki sin ρ z edino smiselno re²itvijo sin ρ =








vsebuje samo operacije, ki jih znamo
izvesti z ravnilom in ²estilom, lahko vrednost cos 72◦ odmerimo na abscisi ter gra-
ﬁ£no dolo£imo kot, kateremu pripada  enega takega pa nato s pri£rtavanjem njemu
skladnih enostavno dopolnimo do kompletnega petkotnika, kot prikazuje slika 1.
Konstrukcija naslednjega, tj. ²estkotnika, je zopet splo²no znana, nadaljnji ve£-
kotniki s preprostimi idejami konstrukcij pa so ²e osemkotnik (razpolovitev kota ²ti-
rikotnika), desetkotnik (razpolovitev kota petkotnika), 12-kotnik (razpolovitev kota
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Slika 1: Konstruiranje sredi²£nega kota 72◦
²estkotnika) ter 15-kotnik (sredi²£ni kot 24◦ dobimo iz razlike med konstruktibil-
nima kotoma 72◦ in 60◦). Do tega mesta smo ºe opazili, da lahko takrat, ko enkrat
znamo skonstruirati nek pravilni ve£kotnik, z zaporednimi bisekcijami kotov brez
teºav skonstruiramo tudi pravilni ve£kotnik z 2k-krat tolikimi stranicami. Po drugi
strani pa se nam izmed za£etnih naravnih ²tevil n teºave s konstrukcijami stalno
pojavljajo pri pra²tevilih ter posebej pri sestavljenem ²tevilu 9. Pri slednjem se
nam analogno z gornjo bisekcijo intuitivno porodi ideja trisekcije sredi²£nega kota,
v tem primeru tistega, ki bi pripadal enakostrani£nemu trikotniku. S tem pa se ºe
dotikamo klasi£nih problemov iz matemati£ne zgodovine, zato na tem mestu zavr-
timo £as nazaj in si oglejmo, kateri so bili tisti mejniki, ki so naposled pripeljali
do univerzalnega kriterija za konstrukcije  in ob katerem se je lahko pokazalo tudi,
katere niso mogo£e. Za odgovor na na²e osrednje vpra²anje je slednje pravzaprav bi-
stvenej²e, saj dejstvo, da za nek pravilni n-kotnik v zgodovini zgolj ni bilo najdenega
konkretnega postopka konstrukcije, ²e ne pomeni, da le-ta tudi dejansko ne obstaja
 poleg tega pa na ta na£in tako ali tako ne moremo obravnavati vseh neskon£nih
moºnih vrednosti ²tevila n.
Vrnimo se torej k na£etemu vpra²anju trisekcije kota in si izmed razli£nih znanih
idej, kako bi jo bilo mogo£e izvesti, oglejmo konstrukcijo na sliki 2.
Naslednje odstavke ºe povzemamo po [10], ki tudi sicer predstavlja rde£o nit
na²ega besedila.
Konstrukcijo izvedemo tako, da najprej nari²emo dovolj oster kot β in na nje-
govem gornjem kraku izberemo poljubno to£ko D, nato pa konstruiramo kroºnico
s sredi²£em na vodoravnici in polmerom r = |BD|, ki ga v njej seka. S slike lahko
sedaj vidimo, da sta trikotnika BDA in DAC enakokraka in zato velja
γ = 180◦ − (180◦ − 2β)
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Slika 2: Skiciranje kotov β in α, ki sta v razmerju 1 : 3
ter posledi£no
γ = 2β.
Ker vsi trije koti z vrhom v to£ki A tvorijo iztegnjeni kot, velja
α + β + (180◦ − 2γ) = 180◦
ter, po uporabi zveze γ = 2β,
α + β − 4β = 0◦,
iz £esar kon£no dobimo α = 3β, kar pomeni, da bo takrat, ko bodo vzpostavljena
razmerja, kakr²na so na sliki 2, kot β res ravno tretjina kota α. Trisekcijo bomo
torej znali izvesti, £e bomo sliko 2 znali konstruirati v obratni smeri od sedanje,
torej tako, da izhajamo iz kota α in skozi to£ko C potegnemo premico na tak na£in,
da bo veljalo r = |BD|. Ena moºnost, kako to izvesti v praksi, je, da v ²estilo
najprej vzamemo ﬁksno razdaljo r, nato pa ravnilo vrtimo okrog to£ke C in ob
tem prijemali²£e ²estila selimo v vsakokratno prese£i²£e ravnila s kroºnico, dokler s
²estilom odmerjena to£ka na ravnilu ne leºi hkrati tudi na vodoravnici.
Pri tem na£inu gre za  po gr²kem poimenovanju  neusis konstrukcijo, pri kateri
se dano razdaljo vstavlja med premico in kroºnico ali med dve kroºnici. Kljub temu,
da je konstrukcija v celoti izpeljana z neozna£enim ravnilom, je v resnici ne moremo
²teti kot £iste, saj uporablja ve£ privzetkov, kot jih dovoljujejo prvi trije aksiomi
Evklidske geometrije. Le-ti nam namre£ povedo zgolj,
• da med poljubnima to£kama poteka natanko ena daljica,
• da je vsako daljico mogo£e podalj²ati v neskon£no premico in
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• da je ob danih to£ki in dolºini mogo£e konstruirati krog s sredi²£em v prvi in
s polmerom, enakim drugi.
Aksiomi nam torej zagotavljajo le in samo obstoj daljice med danima dvema
to£kama, kar nikakor ni dovolj za domnevo, da naj bi obstajala tudi daljica CB, ki
jo dolo£ata to£ka in razdalja, kot sta v na²em primeru C in |BD|. Drugi ugovor
pa se nana²a na dejstvo, da lahko po osnovnih aksiomih s kroºnicami odmerjamo
razdalje le iz znanega, ﬁksnega sredi²£a, kar pomeni, da razdalje |BD| = r ne
moremo odmeriti, dokler ne dolo£imo kon£nega poloºaja to£ke D.
Od tega mesta dalje je poglavje povzeto po [1].
Prav vpra²anje dovoljenega v postopku trisekcije nas opozarja, da nismo prav-
zaprav nikjer nedvoumno deﬁnirali, kak²na ravnilo in ²estilo sta pod tema izrazoma
sploh mi²ljena. Idealno ravnilo mora biti brez oznak ter mora imeti le en rob, na
drugo stran pa je neomejeno. Bolj omejujo£a pa se zdi predpostavka glede klasi£-
nega ²estila, saj naj bi se to vsaki£, ko ga dvignemo iz podlage, zaprlo. To pomeni,
da lahko razdaljo v ²estilu za£nemo regulirati ²ele, ko je njegova ﬁksna konica ºe
zabodena v izhodi²£e, zato z njim ne moremo neposredno prena²ati razdalj. eprav
se sprva zdi, da ta predpostavka sedaj zamaje vse znanje, ki smo ga o postopkih
konstruiranja pridobili ob rabi modernih ²estil, bomo videli, da obstaja postopek,
kako lahko razdaljo uspe²no prenesemo tudi s ²estilom, ki se zapira.
Denimo, da imamo v ravnini dane to£ke A, B in C in bi ºeleli razdaljo |BC|
prenesti v to£ko A, tj. narisati kroºnico s polmerom |BC| in sredi²£em v to£ki A.
Nari²imo torej kroºnico, ki ima sredi²£e v to£ki A in poteka skozi to£ko B in nato
²e obratno ter njuni prese£i²£i ozna£imo s to£kama D1 in D2, kakor prikazuje slika 3.
Kot naslednji nari²imo kroºnici s sredi²£ema v to£kah D1 oz. D2, ki naj potekata
skozi to£ko C. Poleg v njej se bosta med seboj sekali ²e v eni to£ki, ki jo ozna£imo s
£rko E. Nazadnje konstruirajmo ²e kroºnico, ki bo potekala skozi slednjo, sredi²£e
pa bo imela v to£ki A.
Premica, ki poteka skozi to£ki D1 in D2, je simetrala daljice AB, zato sta si to£ki
A in B glede na njo zrcalni. Enako po konstrukciji velja tudi za to£ki E in C, kar
pa  ker zrcaljenje £ez premico ohranja razdalje  ºe pomeni, da je razdalja |BC|
enaka razdalji |AE|.
Kljub temu, da bi si zaradi tega lahko namesto klasi£nega ²estila v ve£ini situacij
brez nevarnosti mislili kar modernega, nam prav primer neusis konstrukcij kaºe, kako
nam uporaba klasi£nih orodij zagotavlja, da niti ﬁzi£no ne moremo narediti nobenega
koraka, ki ne bi bil v skladu s prvimi tremi aksiomi Evklidske geometrije.
Ker je zgolj s klasi£nimi orodji torej nismo uspeli izvesti, je tako  ob nerazre²enih
n-kotnikih  tudi trisekcija kota sama po sebi postala ²e en geometrijski problem ve£,
ki je klical po abstraktnej²i teoriji, ki bi znala v splo²nem odgovoriti na vpra²anje,
katere konstrukcije so mogo£e in katere ne. V nadaljevanju si bomo zato ogledali,
kako so dela posameznih matematikov skozi zgodovino postopno prispevala k ra-
zvoju celostne teorije, ki jo je z ugotovitvijo potrebnih pogojev za konstruktibilnost
naposled ﬁnaliziral Wantzel.
Struktura naloge bo v celoti sledila zgodovinskemu razvoju problema konstrukcij
pravilnih n-kotnikov oz. geometrijskih konstrukcij na splo²no, pri £emer bo vsako
izmed poglavij posve£eno avtorju, katerega ideje so odlo£ilno vplivale na to, da je
bil problem na koncu re²en na na£in, na katerega je bil.
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Slika 3: Prena²anje razdalj s ²estilom, ki se zapira
V prvem poglavju bomo pojasnili revolucionarnost in daljnoseºnost Descartesove
ideje, da dolºine daljic identiﬁcira z realnimi ²tevili. S tem so dolºine daljic lahko
pri£ele nastopati v algebrai£nih ena£bah, iz katerih jih je bilo mogo£e izraziti ra£un-
sko, dobljene izraze zanje pa nato v okviru za to najdenih na£inov prevesti nazaj v
geometrijske konstrukcije. S tem, ko je pokazal, katere vse oblike ²tevil je mogo£e
skonstruirati z ravnilom in ²estilom, je Descartes postavil okvir, znotraj katerega so
lahko njegovi nasledniki iskali konstrukcije novih ve£kotnikov  njihova naloga pa
je bila najti na£in, kako s katerim od takih ²tevil sedaj izraziti dolºino daljice, ki je
klju£na za uspe²no konstrukcijo pravilnega ve£kotnika.
Naslednja sta na razvoj teorije posredno vplivala Vandermonde in Lagrange,
ki sta pri obravnavi sicer druga£nega problema uporabila ra£unsko idejo, ki jo je
pri delu na konstrukcijah ve£kotnikov kasneje izkoristil Gauss. Njemu namenjamo
osrednje poglavje dela, pri £emer se bomo zaradi enovitej²e strukture naloge v njem
omejili zgolj na njegove konstrukcije ve£kotnikov s pra²tevilskim ²tevilom stranic
(ki ga bomo ozna£evali s £rko p, pripadajo£e ve£kotnike pa s p-kotniki). Med njimi
lahko za prelomno ²tejemo njegovo konstrukcijo 17-kotnika, s katero je bil prvi, ki je
po anti£nih gr²kih matematikih skonstruiral kak nov ve£kotnik  s posplo²itvijo idej,
ki jih je pri tem uporabil, pa je nato dokazal ²e, da je izmed p-kotnikov zagotovo
mogo£e skonstruirati tiste, pri katerih je pra²tevilo p Fermatovo.
Pri opisanem zgodovinskem razvoju se je vsaki£, ko se je v bazo poznanih kon-
strukcij dodalo novo realno ²tevilo ali nov p-kotnik, na novo odprlo vpra²anje, £e
so bile s tem odkrite tudi vse konstrukcije, ki so teoreti£no mogo£e. Na vsa ta
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vpra²anja za nazaj je hkrati odgovoril Wantzel, ko je ugotovil potrebne pogoje za
konstruktibilnost tako realnih ²tevil, kakor tudi pravilnih p-kotnikov, £emur bomo
posvetili zadnje po avtorju poimenovano poglavje.
V sklepnem poglavju bomo zaklju£ke, do katerih sta Gauss in Wantzel pri²la v
zvezi s konstrukcijami pravilnih p-kotnikov, raz²irili ²e na ve£kotnike, katerih ²tevila
stranic so sestavljena (v nadaljevanju s-kotnike).
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2 Descartes
Pri£ujo£e poglavje je povzeto po [10].
Temelje za smer, v katero je obravnava problema konstruktibilnosti ²la v priho-
dnosti, je postavil Descartes s tem, ko je dolºine daljic identiﬁciral z realnimi ²tevili.
Primer tega, kaj nam je omogo£ila ta takrat prelomna ideja, je lahko kar na² uvodni
zgled konstrukcije pravilnega 5-kotnika, ko smo dolºino iskane daljice, tj. cos 72◦, kot
spremenljivko zapisali v algebrai£no ena£bo in z njo ra£unali kakor z vsako drugo,
dobljeni izraz pa nato prevedli v postopek geometrijske konstrukcije.
Za zadnji korak, tj. pretvarjanje algebrai£nih izrazov v geometri£ne konstrukcije,
je bilo najprej potrebno razviti graﬁ£no ra£unanje z daljicami. e sta AB in CD
dve daljici (pri £emer predpostavimo, da je daljica AB dalj²a od daljice CD), jima
lahko z v Elementih opisanimi tehnikami z ravnilom in ²estilom na samoumeven
na£in priredimo daljice, ki ustrezajo vsoti AB+CD, razliki AB−CD in produktu s
pozitivnim racionalnim faktorjem q ·AB; teºave pa nastopijo pri tolma£enju pomena
produkta daljic AB · CD. Evklid in njegovi sodobniki so omenjeni produkt oz.
rezultat takega mnoºenja deﬁnirali kot pravokotnik s stranicama dolºin |AB| in
|CD|. Ker rezultat mnoºenja v tem primeru ni ve£ daljica, to pomeni, da mnoºenje
daljic ni notranja operacija in graﬁ£no ra£unanje z daljicami ni zaprto za mnoºenje;
posebej iz tega sledi, da ob takem pojmovanju mnoºenja ne bi obstajala niti obratna
operacija deljenja, ki bi za deljenec lahko jemala daljico.
Prav Descartes pa je bil tisti, ki je na²el tudi na£in, kako dvema daljicama
prirediti produkt, ki bi bil ravno tako daljica; £e deﬁniramo daljico z dolºino 1,
lahko daljici AC in AB s skupnim izhodi²£em zmnoºimo tako, da na slednji najprej
odmerimo enotsko daljico AE ter njeno kraji²£e E poveºemo s kraji²£em C, nato
pa vzporedno k narisani zveznici CE potegnemo ²e premico skozi kraji²£e B, kakor
kaºe slika 4.
Slika 4: Graﬁ£no mnoºenje oz. deljenje z uporabo Talesovih podobnostnih izrekov
Ob taki konstrukciji bo veljalo, da sta trikotnika AEC in ABD podobna, zato
iz Talesovih izrekov izhaja, da je |AD||AB| =
|AC|
|AE| oz. |AD| · |AE| = |AB| · |AC| in, ker je
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|AE| enota, |AD| = |AB| · |AC|. Zadnja enakost pa pomeni, da lahko produkt daljic
AB · AC sedaj identiﬁciramo z daljico AD, s £imer smo operacijo mnoºenja daljic
naredili notranjo. To posledi£no pomeni, da je na daljicah sedaj mogo£e deﬁnirati
tudi operacijo deljenja, ki graﬁ£no poteka popolnoma enako, le da v obratni smeri
(v isti sliki bi pri deljenju daljice AD z daljico AB kot rezultat dobili daljico AC,
kar ra£unsko izhaja tudi iz osnovnega zapisa Talesovega izreka).
Poleg osnovnih aritmeti£nih operacij nam Talesovi podobnostni izreki omogo£ajo
tudi graﬁ£no korenjenje; vi²inski izrek v pravokotnem trikotniku namre£ pravi, da
je kvadrat njegove vi²ine enak produktu dolºin projekcij obeh katet na hipotenuzo,
torej v2c = acbc (glej sliko 5).
Slika 5: Graﬁ£no korenjenje prek rabe vi²inskega izreka v pravokotnem trikotniku
Iz tak²ne kvadratne zveze bomo koren poljubne daljice AB najenostavneje izrazili
tako, da jo vzamemo kar za eno izmed projekcij, druga pa naj bo enotska daljica.
Produkt njunih dolºin potemtakem zna²a |AB|·1 = |AB|, kar mora biti po vi²inskem
izreku enako kvadratu vi²ine pravokotnega trikotnika, katerega hipotenuza je vsota
omenjenih projekcij. Ker bo vrh trikotnikovega pravega kota leºal na kroºnici, ki
ima za premer prav to hipotenuzo, lahko sedaj skonstruiramo celoten trikotnik in iz
njega dobimo vi²ino, za katero bo veljalo vc =
√|AB|.
Descartesove tehnike mnoºenja, deljenja in korenjenja daljic nam bodo zaenkrat
predstavljale okvir izvedljivih geometri£nih konstrukcij. Tako bo v primeru, da
imamo dano daljico AB (ki jo lahko brez izgube splo²nosti ²tejemo za enotsko)
in lahko z opisanimi tehnikami skonstruiramo daljico dolºine k|AB|, veljalo, da je
²tevilo k t.i. konstruktibilno ²tevilo in daljica k · AB konstruktibilna daljica. Trdimo
lahko, da je ²tevilo k zagotovo konstruktibilno, £e je bodisi racionalno bodisi je koren




iz njih izrazi s samimi zgoraj predstavljenimi operacijami. Za kompleksnej²i ge-
ometrijski objekt re£emo, da je konstruktibilen, £e so konstruktibilne vse daljice,
potrebne za njegovo konstrukcijo. Dodatno je konstruktibilna tudi vsaka daljica, ki
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jo lahko pridobimo iz tak²nega konstruktibilnega objekta (npr. iz kvadrata od£itljiva
diagonala, ki je med njegovo konstrukcijo sicer ni bilo treba posebej narisati).
Konstrukcijo vsakega geometrijskega objekta lahko tako reduciramo na konstru-
iranje trenutno iskane daljice  slednjo pa lahko predstavimo kot koren algebrai£ne
ena£be in njeno konstruktibilnost v nadaljevanju ugotavljamo kar prek slednje. e
bo vrednost tega korena konstruktibilno ²tevilo, bo daljico s tako dolºino mogo£e
konstruirati zgolj z rabo ravnila in ²estila. V kontekstu na²ega osrednjega vpra²anja
konstrukcije pravilnih (v enotsko kroºnico v£rtanih) n-kotnikov se ena£ba, iz katere
dobimo klju£no daljico za konstrukcijo, glasi xn − 1 = 0, saj ima njen koren obliko
r = cos 2π
n
+ i sin 2π
n
in £e sta konstruktibilni njegova realna oz. imaginarna kompo-
nenta, je tak tudi njegov argument (slika 6). Mimogrede omenimo, da se je zaradi
korespondence med ogli²£i pravilnega n-kotnika v enotski kroºnici in koreni ena£be
xn − 1 = 0 za iskanje slednjih uveljavilo poimenovanje ciklotomi£ni problem.
Slika 6: Korespondenca med koreni ena£be xn−1 = 0 in ogli²£i pravilnega n-kotnika
za primer n = 9
Podobno je problem trisekcije kota mogo£e algebrai£no formulirati s pomo£jo
znane formule za kotne funkcije trojnih kotov, sin 3ρ = 3 sin ρ − 4 sin3 ρ. Ker je z
vidika s tretjinjenjem dobljenega kota za£etni kot trojen, je v zgornji ena£bi sin 3ρ
znana (ozna£ena npr. s konstanto k), sin ρ pa neznana, iskana koli£ina, zato jo
lahko v simbolni obliki zapi²emo kot k = 3x− 4x3 in jo naprej obravnavamo v lu£i
konstruktibilnosti njenih korenov kot realnih ²tevil.
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3 Vandermonde in Lagrange
Poglavje je povzeto po [10].
Naslednja, ki sta  £eprav nevede  pomembno vplivala na oblikovanje relevantne
teorije, sta bila Vandermonde in Lagrange, ki sta neodvisno drug od drugega pri²la
do razlage, zakaj obstajajo splo²ne formule za re²itve ena£b tretje in £etrte stopnje.
Pokazala sta, da je obstoj takih formul povezan z dejstvom, da lahko dolo£enim
izrazom iz ena£binih korenov natan£no izra£unamo vrednosti, brez da bi poznali
vrednosti samih korenov. Zaradi druga£ne tematike bo za nas bolj kot kon£ni rezul-
tat tega njunega dela pomembna to£no dolo£ena ideja, ki sta jo pri njem uporabila
in ki si jo je kasneje pri razvoju svoje teorije o konstruktibilnosti n-kotnikov sposodil
Gauss. Ker ºelimo na tem mestu predvsem ponazoriti, za kak²no idejo je pri ome-
njenem ²lo, bomo to zaradi enostavnosti storili kar na primeru kvadratne ena£be, saj
bomo ob njej rezultat njune metode laºje primerjali z ºe od prej znanimi formulami
za njene re²itve. Poleg tega z najdenjem splo²nih formul za ena£be tretje in £etrte
stopnje dolgoro£no ne bi ni£esar pridobili, saj bodo vsakokratne algebrai£ne ena£be,
s katerimi se bomo sre£evali v nadaljevanju, tudi vi²jih stopenj in bodo terjale alter-
nativne tehnike dolo£anja korenov. Za Gaussa je bila glavna morala njunega dela
predvsem ta, da se s slede£o idejo spla£a poskusiti, saj vsaj v nekaterih primerih
o£itno lahko uspe.
V splo²ni kvadratni ena£bi x2−px+q = 0 s ²e neznanima korenoma x = a in x = b
zaradi enakosti eksplicitne in ni£elne oblike (x− a)(x− b) = 0 velja zveza p = a+ b
in q = ab. Sedaj pa si oglejmo razli£ne primere funkcij, ki korena zgornje kvadratne
ena£be jemljejo za svoja argumenta. Nekatere funkcije, npr. f(x1, x2) := x1 + x2,
imajo enako vrednost neglede na to, kateri koren proglasimo za prvega in katerega
za drugega, zato jih imenujemo simetri£ne. V primeru kvadratne ena£be z na²imi
podatki bi za tako deﬁnirano funkcijo f torej veljalo f(a, b) = f(b, a) = p.
Po drugi strani pa bi funkcija g(x1, x2) := x1 − x2 ob razli£nih vrstnih redih
korenov lahko zavzemala nasprotni vrednosti, tj. a − b ali b − a. To dejstvo lahko
bolj zakomplicirano povemo tako, da sta moºni vrednosti funkcije g ni£li kvadratne
ena£be (y − (a− b))(y − (b− a)) = 0  za katero v nadaljevanju opazimo, da lahko
po preoblikovanju v
(y − (a− b))(y + (a− b)) = y2 − (a− b)2 = y2 − ((a+ b)2 − 4ab) = 0
neznane koli£ine v njej nadomestimo z znanimi ter jo v tej obliki tudi razstavimo
kot
y2 − (p2 − 4q) = (y −
√
p2 − 4q)(y +
√
p2 − 4q) = 0.
Pri tem morata izra£unani vrednosti ni£el ±√p2 − 4q ustrezati izrazoma a − b in
b − a, ki smo ju tej ena£bi za ni£li ºe vnaprej predpisali. Ker je vseeno, s katero
£rko smo katero ni£lo ozna£ili, lahko privzamemo, da je a− b =√p2 − 4q, kar nam
skupaj z ena£bo p = a+ b tvori sistem ena£b z re²itvama, ki sta po tej metodi torej,











Slede£i uvod v poglavje je povzet po [10].
Kot smo ºe omenili, so bile nove ugotovitve, ki jih je v zvezi s ciklotomi£nim
problemom predstavil Gauss, neposredno logi£no nadaljevanje idej Vandermonda in
Lagrangea. Njegov glavni prispevek je bil v tem, da je na²el na£in, kako korene enote
razporediti v disjunktne, enako mo£ne mnoºice na tak na£in, da bo vsota elementov
mnoºice predstavljala koren neke ena£be z ºe dolo£enimi (ali pa s ²e dolo£ljivimi)
koeﬁcienti.
V zvezi z n-timi koreni enote, torej re²itvami ena£be xn−1 = 0, je Gauss napravil
ta miselni preskok, da je na gornjo ena£bo namesto kot na teºaven problem, ki ga
je potrebno re²iti, gledal kot na ve£plastno informacijo, da je
rn = 1, (4.1)
ki jo je treba le znati v polni meri izkoristiti.
Tako je Gauss ena£bo (4.1) najprej ²e dodatno obravnaval, in sicer v smislu,
da je medtem, ko bo za vsak n-ti koren enote enoti zagotovo ponovno enaka njegova
n-ta potenca, za nekatere izmed teh korenov ta potenca lahko ºe tudi niºja. Glede
na to razmejujo£o lastnost korenov je podal naslednjo deﬁnicijo:
Deﬁnicija 4.1. Koren ena£be xn − 1 = 0 je primitiven (t.i. primitivni n-ti koren
enote), £e je n najmanj²e naravno ²tevilo, za katerega velja xn = 1.
Med npr. koreni ena£be x4−1 = (x2−1)(x2−1) = (x−1)(x+1)(x−i)(x+i) = 0
sta tako korena i in −i primitivna, korena 1 in −1 pa ne. Dogovorimo se, da nam
bo £rka r do nadaljnjega ozna£evala (splo²ne) primitivne korene enote.
eprav se Gauss pri svojem delu ni omejil le nanje, bomo zaradi logi£nej²e struk-
ture celotne naloge znotraj tega poglavja predstavili le njegove konstrukcije pravilnih
p-kotnikov, katerih ogli²£a bodo torej ustrezala korenom ena£be xp − 1 = 0. Za sle-
dnjo je ºe Lagrange ugotovil, da bo imela p − 1 primitivnih korenov. Kot dokaz
nam lahko sluºi kar njegov lastni izrek iz teorije grup, namre£, da red elementa iz
kon£ne grupe deli njeno mo£. Ker je mnoºica p-tih korenov enote multiplikativna
grupa mo£i p z enoto 1, je za vseh p − 1 korenov, ki niso enaki 1, ta red lahko le
²tevilo p samo. Posledi£no to pomeni tudi, da vsak izmed teh primitivnih korenov s
svojimi prvimi p-timi potencami zgenerira celotno grupo oz. mnoºico p-tih korenov
enote.
4.1 Konstrukcija pravilnega pet- in 17-kotnika
Pri£ujo£e podpoglavje je povzeto po [10].
Kot smo ºe zapisali, je ugotavljanje konstruktibilnosti pravilnega p-kotnika ek-
vivalentno ugotavljanju konstruktibilnosti korenov ena£be xp − 1 = 0. Gaussovo
metodo re²evanja ciklotomi£nega problema bomo ilustrirali na primeru konstrukcije
petkotnika oz. re²evanja pripadajo£e ena£be x5−1 = 0. Le-ta ima en o£iten (neprimi-
tiven) koren x = 1, preostale pa lahko ob razcepu x5−1 = (x−1)(x4+x3+x2+x+1)
i²£emo med ni£lami drugega faktorja, ki ga bomo skladno s tradicijo obravnave tega
problema imenovali, kakor formalneje govori tudi naslednja deﬁnicija:
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Deﬁnicija 4.2. Z razcepom polinoma p(x) = xp−1 = (x−1)(xp−1+xp−2+. . .+x+1)
dobljeni faktor φp(x) := xp−1 + xp−2 + . . .+ x+ 1 imenujemo ciklotomi£ni polinom,
pripadajo£o ena£bo φp(x) = 0 pa ciklotomi£na ena£ba.
Ker je mnoºica primitivnih p-tih korenov enote zaprta za potenciranje s ²tevilom,
tujim pra²tevilu p, je Gaussa zanimalo, v kolik²ni meri mu lahko jo uspe na ta na£in
zgenerirati. V ta namen je deﬁniral naslednje zaporedje:
Deﬁnicija 4.3. Gaussovo zaporedje je zaporedje p-tih primitivnih korenov enote,
deﬁnirano z rekurzivno zvezo an+1 = aqn in za£etnim pogojem a1 = r, pri £emer
je prvi £len r poljuben p-ti primitivni koren enote, eksponent q pa izbrano ﬁksno
(naravno) ²tevilo, tuje pra²tevilu p.
e bi v na²em primeru primitivnih petih korenov za eksponent q npr. (brez
globljega razloga) izbrali ²tevilo 3, bi dobili Gaussovo zaporedje
r, r3, r9, r27, r81, . . .
oz., £e upo²tevamo enakost x5 = 1, zaporedje
r, r3, r4, r2, r, . . . ,
katerega £leni, kot vidimo ºe zgolj iz zapisanega dela, tvorijo celotno mnoºico pri-
mitivnih petih korenov {r, r2, r3, r4}. e bi se zaporedne £lene namesto s ²tevilom
3 odlo£ili potencirati s ²tevilom 4, pa bi npr. dobili Gaussovo zaporedje
r, r4, r16, r64, . . . .
Ko ga poenostavimo, lahko vidimo, da se je mnoºica korenov, ki nastopajo v
njem, v tem primeru skr£ila le na {r, r4}. Z uporabo eksponenta q = 4 Gaussu torej
ni uspelo zgenerirati celotne mnoºice primitivnih petih korenov enote  opazil pa
je, da jo (vsaj v tem primeru) vseeno lahko sestavi, £e dobljeno podmnoºico {r, r4}
po komponentah naknadno potencira ²e z nekim drugim ²tevilom. V konkretnem
primeru je to storil z eksponentom 2 in tako torej dobil komplementarno podmnoºico
{r2, r3}.
Menil je, da je z vidika re²evanja ciklotomi£nega problema ta situacija pravzaprav
²e precej ugodnej²a; domneval je namre£, da bi posameznim korenom vrednosti
lahko  po vzoru Vandermonda in Lagrangea  dolo£il prek predhodnega izra£una
iz njih sestavljenih izrazov  zgornja najdena povezava med podmnoºicama pa mu
je sugerirala ravno, katere korene naj vzame skupaj. Z f(r, r4) in g(r2, r3) zato
ozna£imo izraza iz ustreznih korenov (trenutno ²e neznane oblike), ki jima ºelimo
dolo£iti vrednost. Po zgledu Vandermonda in Lagrangea to storimo tako, da v
ni£elni obliki umetno konstruiramo polinom oz. polinomsko ena£bo, ki bo imela
njuni vrednosti za ni£li. V na²em primeru bo to kvadratna ena£ba (y−f(r, r4))(y−
g(r2, r3)) = 0. Povsem odprte narave pa ostaja vpra²anje, kak²ni funkciji po dveh
korenov naj f in g bosta. Ker vemo, da bodo trenutno ni£elno in kasnej²o eksplicitno
obliko kvadratne ena£be vezale Vietove formule, lahko vsaj za linearni koeﬁcient
vnaprej opazimo, da se bo v primeru, da za funkcijo v obeh primerih vzamemo
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vsoto, neposredno se²tel v r4+r3+r2+r, kar je po ciklotomi£ni ena£bi enako ravno
ﬁksni vrednosti −1. e levo stran ena£be pora£unamo, dobimo
(y − f(r, r4))(y − g(r2, r3)) = (y − (r + r4))(y − (r2 + r3)) =
= y2 − (r4 + r3 + r2 + r)y + (r + r4)(r2 + r3) =
= y2 − (r4 + r3 + r2 + r)y + (r3 + r4 + r6 + r7) =
= y2 − (r4 + r3 + r2 + r)y + (r3 + r4 + r + r2) = 0,
iz £esar vidimo, da je linearnemu koeﬁcientu povsem enak tudi prosti £len in da
se kvadratna ena£ba zato reducira v y2 + y − 1 = 0. e smo za funkciji korenov
iz posameznih podmnoºic vzeli njuni vsoti, smo ju s tem torej naredili za ni£li





Izmed re²itev y1 in y2 bo ena ustrezala korenski vsoti r + r4, druga pa vsoti
r2 + r3. Na£eloma je vseeno, katero ni£lo pripi²emo kateri vsoti, vendar bodo za-
deve najbolj transparentne, £e bomo dosegli, da bodo potence korenov usklajene z
obi£ajnim ²tevil£enjem ogli²£ v pravilnem petkotniku, torej da bo na koncu veljalo
r1 = e
2πi
5 = cos 2π
5
+ i sin 2π
5
, r2 = e
4πi
5 = cos 4π
5
+ i sin 4π
5
itd. Ni£lo, katere vrednost
bo konsistentna s tak²nimi oznakami, lahko npr. ugotovimo z zgolj graﬁ£no oceno,
da mora vsota r + r4 imeti pozitivno realno komponento, kar pomeni, da mora biti





Na tem mestu se dogovorimo tudi za posebno poimenovanje odlikovanega ko-
rena r1, in sicer:
Deﬁnicija 4.4. Glavni primitivni p-ti koren enote je tisti njen primitivni p-ti koren,
katerega polarni zapis ima obliko e
2πi
p = cos 2π
p
+ i sin 2π
p
. Od tu dalje bomo pod
oznako r razumeli prav tega.
Da bi iz sedaj znane korenske vsote lahko dolo£ili tudi kon£ni glavni koren r,
zopet konstruiramo kvadratno ena£bo, ki ima r in r4 za svoji ni£li  in ki se nam jo
z uporabo doslej opredeljenih zvez znova posre£i reducirati v ena£bo z dolo£ljivimi
koeﬁcienti:




)z + 1 = 0.
Ker so vsi koeﬁcienti v zadnji obliki ena£be konstruktibilna ²tevila, bosta zato taki













Iz para konjugiranih vrednosti z1,2 bo ena ustrezala korenu r, druga pa njegovi
£etrti potenci r4. Da bi omenjenima simbolnima korenoma pripisali vrednosti, ki
bi bili usklajeni z obi£ajnim ²tevil£enjem, je znova dovolj oceniti, da bo imaginarna
komponenta pri korenu r pozitivna, pri korenu r4 pa negativna. Ker v tako ugoto-




































































konstruktibilni ²tevili, je tak 
po splo²nej²em uvodu sedaj ponovno dokazano ²e z Gaussovo metodo  tudi pravilni
petkotnik.
Na tem mestu se ²e ne bomo obremenjevali s tem, kaj je bilo v ozadju samo-
dejnega formiranja korenov v ravno prave podmnoºice oz., kar je bistveno, ali
bi metoda delovala tudi v splo²nem primeru, saj bomo ta most pre£kali takrat, ko
bomo do njega pri²li. Namesto tega si raje oglejmo ²e dva primera, ki nam bosta
pomagala zares diferencirati in utrditi, v £em to£no je  oz. v £em ni  ta metoda,
da bomo lahko formulirali, kaj naj bi splo²en primer zgoraj videnega sploh bil.
Oglejmo si najprej, kako bi konstrukcija s pomo£jo te metode potekala za pravilni
sedemkotnik. e Gaussovo zaporedje tvorimo z eksponentom q = 2, dobimo naj-
prej mnoºico {r, r2, r4}, z njenim kubiranjem po komponentah pa tudi tokrat ravno
komplementarno mnoºico {r3, r5, r6}. Kot prej bomo vsoti korenov iz posamezne
podmnoºice postavili za ni£li ena£be
(y − (r + r2 + r4))(y − (r3 + r5 + r6)) = 0,
ki nam jo znova uspe reducirati do oblike z dolo£ljivimi koeﬁcienti, y2 + y + 2 = 0.
Reducirana kvadratna ena£ba ima ni£li y1,2 = −1±
√−7
2
. Za pripis ustrezne konjugi-
rane vrednosti na²ima korenskima vsotama je ponovno dovolj zgolj graﬁ£na ocena
predznaka imaginarne komponente: £e je r glavni koren, bodo v vsoti r+r2+r4 pre-




, vsota r3+ r5+ r6 pa vrednosti −1−
√−7
2
. Po zgledu primera
za p = 5 bi dolo£itvi vrednosti obema korenskima vsotama sledilo izra£unavanje
vrednosti vsem trem sestavljajo£im korenom, kar bi po analogiji z dosedanjim kon-
struiranjem umetnih kvadratnih ena£b storili tako, da jih sedaj postavimo za ni£le
v kubi£nih. Za prvo korensko vsoto to storimo z ena£bo
(z − r)(z − r2)(z − r4) = z3 − (r + r2 + r4)z2 + (r3 + r5 + r6)z − r7 = 0,
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katere koeﬁcienti imajo znova dolo£ljive vrednosti, saj sta oba, ki sta zapisana v okle-
pajih, enaka ravno v prej²njem koraku izra£unanima korenskima vsotama. Sedme
korene enote bomo torej ra£unali kot re²itve kubi£ne ena£be






)z − 1 = 0.
Ta ena£ba je algebrai£no sicer re²ljiva, vendar njena re²itev vklju£uje tudi kubi£no
korenjenje, ki ga v poglavju o Descartesu nismo navedli med operacijami, ki jih
znamo izvesti z ravnilom in ²estilom. To pomeni, da pravilnega sedemkotnika s
trenutnim znanjem ne moremo skonstruirati. e bi pri tvorjenju za£etnega Gausso-
vega zaporedja uporabili drug eksponent, npr. q = 6, bi po enakem postopku dobili
podmnoºice {r, r6}, {r2, r5} ter, tokrat tudi tretjo, {r3, r4}; pripadajo£e korenske
vsote bi bile v tem primeru sicer dvo£lene, vendar pa bi bile tri po svojem ²tevilu,
kar pomeni, da bi se z re²evanjem kubi£ne ena£be sre£ali ºe v prvem koraku.
Podmnoºice primitivnih korenov, ki jih tvorimo s potenciranjem komponent prve,
imajo od le-te manj²o ali kve£jemu enako mo£. Ker smo na primeru sedemkotnika
videli, da morajo biti podmnoºice za moºnost konstrukcije ravno pravih mo£i ter
jih mora obenem biti ravno pravo ²tevilo, pa si vendarle teºko predstavljamo,
da bi vsem tem pogojem lahko zado²£ale, £e si njihove mo£i ne bi bile res natanko
enake, kakor je to veljalo v preceden£nem primeru. Zato si bomo na²o metodo 
ob vseh naravnih omejitvah geometrijskih konstrukcij  ²e sami umetno omejili s
tem, da bomo rekli, da znamo po njej postopati le v primeru, ko so zgenerirane
podmnoºice enako mo£ne (njihovo mo£ in s tem tudi dolºino pripadajo£ih korenskih
vsot bomo ozna£evali s £rko f) ter  kakor je v dosedanjih zgledih tudi ²e vselej
veljalo  disjunktne.
Sedaj, ko smo pogojili, za kak²na zgenerirana Gaussova zaporedja oz. podmno-
ºice bi na² postopek edino nadaljevali, nam primer sedemkotnika glede njih nadalje
implicira naslednji sklep: denimo, da ºelimo konstruirati pravilni p-kotnik. e v
pra²tevilski faktorizaciji mo£i mnoºice primitivnih p-tih korenov (tj. pra²tevilski
faktorizaciji ²tevila p − 1) nastopajo faktorji, razli£ni od 2, bomo na neki to£ki v
postopku gotovo imeli opravka z re²evanjem ena£be stopnje, vi²je od 2, saj bo ta
faktor vsebovan bodisi v mo£i podmnoºic f bodisi v njihovem ²tevilu e := p−1
f
. Iz
tega sledi, da mora biti za moºnost konstruiranja pravilnih p-kotnikov po tej metodi
²tevilo p nujno oblike 2k + 1. Pri tem ne smemo pozabiti, da mora ²tevilo p ob tem
²e vedno ostajati pra²tevilo, kar pa je mogo£e le, £e je tudi ²tevilo k neka potenca
²tevila 2. V nasprotnem primeru bi lahko ²tevilo k namre£ zapisali kot produkt
lihega faktorja l s poljubnim drugim faktorjem q, izraz 2lq + 1 pa bi nato lahko
razstavili na
(2q + 1)((2q)l−1 − (2q)l−2 + . . .+ 1),
kar bi pomenilo, da je ²tevilo 2k + 1 sestavljeno.
Iz vseh teh omejitev lahko kon£no povzamemo, da bo za pravilni p-kotnik mo-
ºnost konstrukcije z Gaussovo metodo obstajala takrat, ko bo pra²tevilo p oblike
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m
+1. Ta (tudi sicer pomembna) vrsta pra²tevil je znana kot Fermatova pra²tevila
(v nadaljevanju pF ), do danes znani primeri le-teh pa so 3, 5, 17, 257 in 65.537. Na-
²teta ²tevila do nadaljnjega torej predstavljajo edine moºne vrednosti pra²tevila p,
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za katere obstaja vsaj teoreti£na moºnost, da bi z zgornjo metodo lahko konstruirali
pravilni p-kotnik.
Med njimi ima v Gaussovem delu poseben pomen 17-kotnik. To je bil po tem,
ko so konstruktibilne n-kotnike za ²tevila n oblike 2k ·3 in 2k ·5 popisali ºe Evklid in
njegovi sodobniki, namre£ prvi pravilni n-kotnik, za katerega se je na novo ugotovila
moºnost konstrukcije. Da se je konstrukcija dejansko izkazala za izvedljivo, je moral
Gauss svojo metodo uporabiti na to£no dolo£en na£in, in sicer tako, da je 16 korenov
pripadajo£e ciklotomi£ne ena£be najprej razbil v dve podmnoºici s po osmimi koreni
in iz prirejene kvadratne ena£be, katere koeﬁcientom je bilo mo£ dolo£iti vrednosti,
izra£unal vrednosti pripadajo£ih vsot. Nadalje je vsako od mnoºic osmih korenov
razbil na dve novi podmnoºici s po ²tirimi koreni in z novo serijo kvadratnih ena£b
(z znova dolo£ljivimi koeﬁcienti) izra£unal vrednosti njihovim vsotam. Vsako od
nastalih £etveric je za vnos v ni£elne oblike kvadratnih ena£b ponovno razbil v dve
podmnoºici s tokrat po dvema elementoma in iz ena£b (ki so imele spet dolo£ljive
koeﬁciente) izra£unal vrednosti za osmero njihovih vsot. Nazadnje je vsakega od
parov razbil ²e na posami£ne primitivne korene in z novo serijo kvadratnih ena£b
(z znova dolo£ljivimi koeﬁcienti) kon£no dolo£il glavni 17-ti koren enote. Ker se je
veriga dolo£ljivosti koeﬁcientov v kvadratnih ena£bah iz²la in ker so se ti koeﬁcienti
ob tem vselej izkazali tudi za konstruktibilne, sta bila zato konstruktibilna tudi
17-ti koren enote oz. pravilni 17-kotnik. Konkretnih ena£b, ki bi veljale kot dokaz
konstruktibilnosti 17-kotnika, na tem mestu nismo pisali, saj bi tudi v nasprotnem
primeru ²e vedno ostalo neodgovorjeno vpra²anje splo²nosti metode, torej ali je vse
p-kotnike, za katere metoda na£eloma dopu²£a moºnost konstrukcije, tudi dejansko
res mogo£e skonstruirati. V nadaljevanju nas bo zato zanimalo predvsem, v kolik²ni
meri je to, da se bo veriga dolo£ljivosti koeﬁcientov v (kvadratnih) ena£bah iz²la,
mogo£e zagotoviti vnaprej.
V zvezi s tem se ponovno spomnimo primera za p = 5 in sku²ajmo biti pozorni na
to, kaj tehni£nega je ²e moralo veljati zanj, da smo ga po Gaussovi metodi na koncu










y2 + y − 1 = 0, (4.2)
vrednosti posami£nih korenov r in r4 pa nato ²e iz ena£be




)z + 1 = 0. (4.3)
Linearni koeﬁcient ena£be (4.3) je o£itna (identi£na) funkcija korenske vsote r+r4 =
−1+√5
2
, zato lahko re£emo, da sta korena r in r4 ni£li kvadratne ena£be, katerih
koeﬁcienti so funkcije korenske vsote, v kateri sta vsebovana. Korenska vsota r+ r4
pa je ni£la kvadratne ena£be (4.2), katere celo²tevilske koeﬁciente lahko v tej lu£i
vidimo kot funkcije ve£je vsote r+ r2+ r3+ r4 = −1, v kateri je vsebovana ona. Za
to, da bi bile re²itve tudi konstruktibilne, pa ni bilo dovolj le, da smo jih dobili iz
kvadratne ena£be, ki bi imela za koeﬁciente kar kakr²nekoli funkcije korenskih vsot,
pa£ pa so te morale biti dovolj lepe, da so bili koeﬁcienti konstruktibilni. V na²ih
zgledih so to bile celo identi£ne oz. splo²neje, linearne funkcije, ²ir²e pa lahko o njih
razmi²ljamo kot o racionalnih.
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4.2 Konstrukcije pravilnih pF -kotnikov
Slede£e podpoglavje povzemamo po [3, 5, 6, 7, 8].
eprav zaenkrat imamo nek sistem, s katerim se nam je doslej ²e vedno po-
sre£ilo zgenerirati potrebne podmnoºice korenov, je za posplo²itev teorije slednje
potrebno deﬁnirati na na£in, po katerem bi bilo njihovo tvorjenje manj prepu²£eno
naklju£ju. Pri dosedanjem na£inu tvorjenja naklju£ju ni bila prepu²£ena le njihova
najmanj obvladljiva lastnost, tj. ali se bo veriga dolo£ljivosti koeﬁcientov iz²la, pa£
pa se je bilo najprej potrebno prepri£ati, da so res enako mo£ne in disjunktne. Na
naslednji stopnji bi podmnoºicam ºeleli vnaprej dolo£ati dolºino (saj nam denimo
podmnoºica z mo£jo 4 pri re²evanju primera za p = 5 ne bi ni£ koristila), najteºje
zagotovljiva pa je kot re£eno lastnost, da bi bile vse njim prirejene korenske vsote
res koreni ena£b z dolo£ljivimi (in konstruktibilnimi) koeﬁcienti.
V tem podpoglavju nas bo zanimalo, v kolik²ni meri so z Gaussovo metodo v
splo²nem moºne konstrukcije pravilnih pF -kotnikov, ki jih doslej ²e edinih nismo
izlo£ili. Kot ºe pojasnjeno, pridejo zgolj taka ²tevila v po²tev zato, ker metoda
konstruiranja zahteva, da primitivne korene enote dobimo s serijo kvadratnih ena£b,
oz. druga£e, serijo razpolavljanj dolºin korenskih vsot.
Za to, da bi lahko tvorili vsakr²no vnaprej zami²ljeno dolºino korenske vsote, je
klju£nega pomena to, da eksponente korenov v njej dolo£imo na nek bolj predvidljiv
na£in, kot je bilo to z Gaussovimi zaporedji v podpoglavju 4.1. V ta namen bomo
uvedli naslednji pojem, obdelan v [4]:
Deﬁnicija 4.5. Generator multiplikativne grupe Z×p je tak njen element g, za kate-
rega velja {g, g2, . . . , gp−2, gp−1 = g0 = 1} = {1, 2, 3, . . . , p− 1} = Z×p . Ekvivalentno
je to tak element grupe Z×p , katerega multiplikativni red je enak p− 1.
Na kratko lahko torej re£emo, da nam generator g s svojimi potencami zgenerira
celotno grupo Z×p .
e sedaj v nastavku rg
i
gornji eksponent i prete£e vse vrednosti od 1 do p− 1,
bodo iste vrednosti pretekle tudi izra£unane potence generatorja gi (mod p), s tem









i (mod p)) = r(g
i (mod p))
dobili ravno vse moºne p-te primitivne korene, ki jih lahko sedaj namesto po njihovih
lastnih eksponentih uredimo po eksponentih i na generatorju.
Za tak element g torej vidimo, da nam bo na druga£e urejen na£in zgeneriral vse
primitivne korene  vendar moramo pred nadaljnjim osnovanjem teorije na njegovi
uporabi najprej dokazati, da ga na²a multiplikativna grupa Z×p res tudi zagotovo
vsebuje.
Lema 4.6. Multiplikativna grupa Z×p vsebuje svoj generator g.
Za izpeljavo dokaza pa moramo predhodno deﬁnirati ²e naslednji pomoºni pojem:
Deﬁnicija 4.7. Najmanj²i univerzalni eksponent u multiplikativne grupe Z×p je
najmanj²e naravno ²tevilo, za katero velja, da je zu ≡ 1 (mod p) za vse elemente
z ∈ Z×p .
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Dokaz leme 4.6. Najprej bomo pokazali, da v na²i grupi Z×p obstaja element, kate-
rega individualni red je enak najmanj²emu univerzalnemu eksponentu u. Na tem
mestu opazimo, da lahko slednjega pi²emo kot u = nsv(z|z ∈ Z×p ), saj se bomo ob
njegovem takem pomenu zanj laºje prepri£ali, da bo imel eden izmed elementov red
s to£no njegovo vrednostjo. Naj bosta torej a in b elementa grupe Z×p , za katera
velja red(a) = h in red(b) = k. e dokaºemo, da v grupi tedaj obstaja tudi element
c z lastnostjo red(c) = nsv(h, k), bo to zakonitost po induktivnem na£elu iz dvojice
elementov mogo£e raz²iriti tudi na celotno grupo.
Na poti do dokaza obstoja elementa c lahko najprej pokaºemo, da obstaja ele-
ment, katerega red je enak potenci nekega pra²tevila qi, ki deli ²tevilo h (oz. analo-
gno ²tevilo k). Element z redom qi lahko namre£ skonstruiramo iz h
qi
kopij danega





= ah = 1.
e sedaj abstraktni nsv(h, k) zapi²emo v faktorizirani obliki kot
nsv(h, k) = q1
i1q2
i2 . . . qt
it , (4.4)
je bila vsaka od v njem nastopajo£ih potenc pra²tevila qj ij vsebovana v pra²tevilski
faktorizaciji bodisi ²tevila h bodisi k in slednjega torej deli. Po zgornjem vzoru lahko
zato vedno konstruiramo element cj z redom natanko qj ij in, ker je za elementa s
tujima si redoma red njunega produkta enak produktu njunih redov, tudi element
c = c1 . . . ct z redom
red(c) = q1
i1q2
i2 . . . qt
it ,
ki je po ena£bi (4.4) torej ravno enak nsv(h, k).
Element x z redom u = nsv(z|z ∈ Z×p ), na katerega obstoj torej sklepamo po
indukciji, lahko sedaj podtaknemo v dokaz obstoja elementa z redom p−1, ki bo po
deﬁniciji generator grupe. Kot za vsak drug element grupe Z×p nam mali Fermatov
izrek tudi zanj zagotavlja, da bo xp−1 ≡ 1 (mod p), torej mora za u = red(x) kot
najmanj²i eksponent, pri katerem velja taka kongruenca, zagotovo veljati u ≤ p− 1.
Po drugi strani za polinom f(z) = zu − 1 po Lagrangeovem izreku velja, da ima
v polju Zp najve£ u ni£el. Ker je u najmanj²i univerzalni eksponent, je
f(z) = zu − 1 ≡ 0 (mod p)
za vse elemente z iz Z×p , ki jih mora (kot njegovih ni£el) torej biti manj ali kve£jemu
enako u. Najmanj²i univerzalni eksponent je torej hkrati manj²i ali enak in ve£ji ali
enak mo£i grupe p− 1, kar pomeni, da ji je natanko enak in je element x z njegovim
redom torej generator.
Sedaj pa se spomnimo, kako smo v podpoglavju 4.1 s £rko f ozna£ili mo£, za
katero bi ºeleli, da jo imajo vse zgenerirane (disjunktne) podmnoºice primitivnih
p-tih korenov. Na podlagi eksponenta i lahko vse razli£ne primitivne p-te korene v
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podmnoºice omenjene mo£i sedaj enakomerno razporedimo po naslednjem sistemu:
P1 = {rg1 , rge+1 , rg2e+1 , . . . , rge(f−1)+1},
P2 = {rg2 , rge+2 , rg2e+2 , . . . , rge(f−1)+2},
. . .
Pe = {rge , rg2e , rg3e , . . . , rgef=p−1}.




= r1 iz zadnje podmnoºice pridobili v
prvo, generatorje g namesto s ²tevili od 1 do p − 1 potenciramo (in mnoºice temu
ustrezno indeksiramo) s ²tevili od 0 do p− 2, s £imer dobimo podmnoºice
P0 = {rg0 , rge , rg2e , . . . , rge(f−1)},
P1 = {rg1 , rge+1 , rg2e+1 , . . . , rge(f−1)+1},
P2 = {rg2 , rge+2 , rg2e+2 , . . . , rge(f−1)+2},
. . .
Pe−1 = {rge−1 , rg2e−1 , rg3e−1 , . . . , rge(f−1)+(e−1)},
iz katerih sedaj ²e o£itneje vidimo,
• da so elementi podmnoºice P0 tvorjeni po rekurzivni formuli a1 = rg0 = r
in an+1 = aqn za q = g





, znova enak elementu r in
• da so elementi poljubne podmnoºice dobljeni iz istoleºnih elementov predhodne
podmnoºice s potenciranjem s konstantnim eksponentom g.
To pa pomeni, da smo pravkar zgenerirali ravno take oblike podmnoºic, kot smo jih
za nadaljevanje metode zahtevali  obenem pa jim pri tem ºe vnaprej odredili mo£.
e jim sedaj priredimo ²e vsote, ki bi jih postavljali za ni£le ustreznih ena£b, bomo
le-te zaradi periodi£nosti, ki jo prepoznavamo v na ta na£in zapisanih eksponentih,
poimenovali takole:
































+ . . .+ rg
e(f−1)+(e−1)
imenujemo f -£lene periode.
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Ker je v £lenih oblike rg
i
edina spremenljivka eksponent i na generatorju, lahko
njihovo pisanje skraj²amo s tem, da jih ozna£ujemo s simboli ξi. V zapisu
η0 = ξ0 + ξe + ξ2e + . . .+ ξe(f−1),
η1 = ξ1 + ξe+1 + ξ2e+1 + . . .+ ξe(f−1)+1,
η2 = ξ2 + ξe+2 + ξ2e+2 + . . .+ ξe(f−1)+2,
. . .
ηe−1 = ξe−1 + ξ2e−1 + ξ3e−1 + . . .+ ξe(f−1)+(e−1),
(4.5)
v katerem ohranimo le podatek o uporabljeni potenci na generatorju, se ²e jasneje
vidi, kako urejeno so po njej v periode razvr²£eni posamezni koreni. Prav ta ureje-
nost po potencah generatorja oz., po novem, indeksih simbolov ξi nam v zgornjem
zapisu period omogo£a prepoznati ²e eno njihovo lastnost, ki bi nam ob neposre-
dnem izra£unu vrednosti (gi) ostala prikrita: £e indekse vseh £lenov v posamezni
periodi povi²amo za e, bomo prvi £len periode preslikali v drugega, drugega v tre-
tjega itd. Dvig indeksa posameznega £lena za ²tevilo e lahko v obliki funkcijskega
predpisa zapi²emo kot σe(ξi) = ξi+e. Tega lahko interpretiramo kot kompozitum
e-tih osnovnej²ih funkcij σ(ξi) = ξi+1, ki £lenom indeks dvigujejo za po vrednost 1,
zato moramo pred njegovo nadaljnjo rabo najprej korektno deﬁnirati slednje.
Periode ºivijo v polju C, vendar lahko ra£unske operacije med njimi zagotovo
omejimo ºe na polje ulomkov Q(r) = {f(r)
g(r)
|f, g ∈ Q[x], g(r) ̸= 0}, torej racionalne
izraze primitivnega korena enote r. Na tem polju sedaj tudi formalno deﬁnirajmo
preslikavo σ, z uporabo katere bomo razli£ne vrste period lahko primerjali med sabo.
Deﬁnicija 4.9. Naj bo σ : {ξ0, ξ1, . . . , ξp−2} → {ξ0, ξ1, . . . , ξp−2} funkcija, deﬁnirana
s predpisom σ(ξi) = ξ
g
i  torej operator, ki nam primitivni p-ti koren enote ξi preslika
v ξgi .
Preverimo lahko, da bo funkcija, ki smo jo na tak na£in deﬁnirali na (splo²nih)


















kar je natanko tisto, kar smo ºeleli v njih dose£i. Da pa bi funkcija vsem korenom
v periodi res le dvignila indekse in ne spremenila ni£esar drugega, moramo njeno
deﬁnicijo na ustrezen na£in raz²iriti tudi na vsote korenov.
Deﬁnicija 4.10. Naj bodo ²tevila a0, a1, . . . , ap−2 ∈ Q. Funkcijo
σ : {ξ0, ξ1, . . . , ξp−2} → {ξ0, ξ1, . . . , ξp−2}
dodeﬁniramo v funkcijo σ : Q(r)→ Q(r) kot
σ(a0ξ0 + a1ξ1 + . . .+ ap−2ξp−2) = a0σ(ξ0) + a1σ(ξ1) + . . .+ ap−2σ(ξp−2).
Za preslikavo σ bomo v nadaljevanju najprej preverili dobro deﬁniranost in kar
v splo²nem ²e nekatere njene tehni£ne lastnosti, nato pa bomo ugotavljali, kaj nam
vrednosti, ki jih zavzema za razli£ne periode, o slednjih povedo.
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Lema 4.11. Funkcija σ je dobro deﬁnirana na celotni mnoºici Q(r).
Z deﬁnicijo 4.10 je preslikava σ o£itno dobro deﬁnirana na elementih a oblike
a = a0ξ0 + a1ξ1 + . . .+ ap−2ξp−2 ∈ Q(r), (4.6)
pokazali pa bomo, da smo jo s tem, ko smo jo deﬁnirali njih, hkrati enoli£no deﬁnirali
tudi na celotni mnoºici Q(r).
Da bi nam to uspelo, bomo poskusili vsak element iz nje zapisati v obliki (4.6),
s £imer bi dobro deﬁniranost raz²irili tudi nanj. Pri tem se bomo oprli na lemo, ki
govori o tem, v kak²ni obliki je mogo£e na splo²no zapisovati elemente, ki so tvorjeni
kot racionalne funkcije ni£el (nad obravnavanim obsegom) nerazcepnega polinoma.
e bomo dokazali, da je koren r, iz katerega smo tvorili mnoºico Q(r), ni£la neraz-
cepnega polinoma, bomo torej poljuben element mnoºice Q(r) lahko najprej zapisali
v obliki, v kateri nam bo to omogo£ila storiti lema, nato pa jo bomo po potrebi ²e
ustrezno preoblikovali.
Trditev 4.12. Za vsako pra²tevilo p je ciklotomi£ni polinom φp(x) = xp−1+ xp−2+
. . .+ x+ 1 nerazcepen nad obsegom Q.
Dokaz. Kot se to za nerazcepnost nad obsegom Q po£ne obi£ajno, jo bomo tudi za
ciklotomi£ni polinom φp(x) dokazali z uporabo Eisensteinovega kriterija. Ker ga na
originalni obliki polinoma ne moremo uporabiti, bomo polinom
xp−1 + xp−2 + . . .+ x+ 1
najprej zapisali kot koli£nik
xp − 1
x− 1 .
e v ta izraz sedaj uvedemo novo spremenljivko y = x− 1, dobimo































Ker ºelimo zaradi uporabe Eisensteinovega kriterija vodilni in prosti £len gledati










































m!(p−m)! za m ∈ {1, 2, . . . , p − 2} cela ²te-
vila, to zanje med drugim pomeni, da faktor p v njihovih ²tevcih zagotovo ostane
nepokraj²an. Ker je p!
m!(p−m)! celo ²tevilo, so se morali vsi faktorji iz fakultet m! in
(p −m)! namre£ pokraj²ati s faktorji iz fakultete p!  vendar zagotovo ne s samim
²tevilom p, saj se le-to pra²tevilo in bi se zato lahko okraj²alo le z identi£nim pra-
²tevilom, ki pa ga za take vrednosti ²tevila m v imenovalcu nimamo. To pomeni,
da je celo ²tevilo, ki ga dobimo po okraj²anju ulomka p!
m!(p−m)! , mogo£e ²e natanko








yp−m−1 + p je torej v obliki, v kateri lahko na njem
uporabimo Eisensteinov kriterij: ²tevilo p deli vse koeﬁciente razen vodilnega, ²tevilo
p2 pa ne deli prostega £lena, kar pomeni, da ciklotomi£ni polinom φp(x) ni razcepen
nad obsegom Q.
Lema 4.13. Naj bosta F ⊂ K polji in naj bo P ∈ F [x] ⊂ K[x] polinom stopnje d,
ki je nerazcepen nad poljem F in ima ni£lo u ∈ K. Tedaj je mogo£e vsak element iz
polja F (u) = {f(u)
g(u)
∈ K|f, g ∈ F [x], g(u) ̸= 0} z rabo koeﬁcientov ai ∈ F na enoli£en
na£in zapisati v obliki a0 + a1u+ a2u2 + . . .+ ad−1ud−1.
Dokaz. Naj bo f(u)
g(u)
poljuben element iz polja F (u). Ker je polinom P nad poljem F
nerazcepen, je edini faktor, ki bi polinomoma P in g lahko bil skupen, kar polinom
P v celoti. Vendar polinom g s slednjim ni deljiv, saj bi v tem primeru z njim moral
imeti skupno ni£lo u, kar je v nasprotju s predpostavko g(u) ̸= 0. To pomeni, da sta
si polinoma g in P ∈ F [x] tuja, zato zanju obstajata taka polinoma h in U ∈ F [x],
da velja
g(x)h(x) + P (x)U(x) = 1. (4.7)
e v ena£bo (4.7) vstavimo x = u, dobimo
g(u)h(u) + P (u)U(u) = g(u)h(u) + 0 · U(u) = g(u)h(u) = 1.
Ker je g(u) ̸= 0, bo za polinom h v tej to£ki veljalo h(u) = 1
g(u)
, kar pomeni, da
lahko na² za£etni element f(u)
g(u)
∈ F (u) namesto kot kvocient zapi²emo kot produkt
polinomov f in h v to£ki x = u. Ker s prehodom na mnoºenje polinomov za rezultat
znova dobimo polinom, nam sedaj osnovni izrek o njihovem deljenju zanj zagotavlja,
da obstajata polinoma Q,R ∈ F [x] (pri £emer je st(R) < d), za katera bo
f(x)h(x) = P (x)Q(x) +R(x).
e v zapis vstavimo to£ko x = u, dobimo
f(u)h(u) = P (u)Q(u) +R(u) = R(u).
Ker je R polinom stopnje najve£ d − 1, smo s tem poljuben element f(u)
g(u)
∈ F (u)
res uspeli zapisati v obliki polinomskega izraza a0 + a1u + a2u2 + . . . + ad−1ud−1 s
koeﬁcienti ai ∈ F .
Da dokaºemo enoli£nost, privzemimo, da je
a0 + a1u+ a2u
2 + . . .+ ad−1ud−1 = b0 + b1u+ b2u2 + . . .+ bd−1ud−1
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oz.
(a0 − b0) + (a1 − b1)u+ . . .+ (ad−1 − bd−1)ud−1 = 0. (4.8)
Sedaj deﬁnirajmo polinom V , ki ima pri potencah spremenljivke x iste koeﬁciente,
kot jih ima ena£ba (4.8) pri potencah elementa u:
V (x) = (a0 − b0) + (a1 − b1)x+ . . .+ (ad−1 − bd−1)xd−1.
Ker smo polinom V osnovali na ena£bi na (4.8), je jasno, da je V (u) = 0. Iz dejstva,
da je u skupna ni£la polinomov P in V , pa je posredno mogo£e izpeljati tudi sklep,
da prvi drugega deli:
Ker je polinom P nerazcepen (nad poljem F ), polinoma V in P ne moreta imeti
druga£nega skupnega faktorja kot polinoma P samega  £e pa skupnega ne bi imela
niti tega, bi to pomenilo, da sta si tuja in bi zato obstajala polinoma A,B ∈ F [x],
za katera bi veljalo
P (x)A(x) + V (x)B(x) = 1. (4.9)
e v ena£bo (4.9) vstavimo njuno skupno ni£lo x = u, dobimo
P (u)A(u) + V (u)B(u) = 0 · A(u) + 0 ·B(u) = 1,
kar je protislovje.
Ker pa je st(V ) ≤ d − 1 < st(P ) = d, lahko polinom P deli polinom V le v
primeru, da je slednji ni£elni, za kar pa morajo biti vsi njegovi koeﬁcienti, torej vse
razlike a0 − b0, a1 − b1, . . . , ad−1 − bd−1, enake 0.
Izrek 4.14. Vsak element mnoºice Q(r) je mogo£e na enoli£en na£in zapisati kot
linearno kombinacijo primitivnih p-tih korenov a1r + a2r2 + . . . + ap−1rp−1 z racio-
nalno²tevilskimi koeﬁcienti a1, a2, . . . , ap−1 ∈ Q.
Dokaz. Ker je p pra²tevilo, je ciklotomi£ni polinom φp(x) = 1+r+r2+ . . .+rp−1 po
trditvi 4.12 nerazcepen nad obsegom Q. Ker je koren r njegova ni£la, je po lemi 4.13
mogo£e vsak element a ∈ Q(r) z rabo koeﬁcientov ai ∈ Q na enoli£en na£in zapisati
v obliki
a = a0 + a1r + a2r
2 + . . .+ a(p−1)−1r(p−1)−1. (4.10)
Ciklotomi£na ena£ba nam podaja enakost r+r2+ . . .+rp−1 = −1, kar nam omogo£a
koeﬁcient a0 zapisati v obliki
a0 = −a0(r + r2 + . . .+ rp−1).
e to izraºavo koeﬁcienta a0 vstavimo v zapis elementa a (4.10), dobimo
a = −a0(r + r2 + . . .+ rp−1) + a1r + a2r2 + . . .+ ap−2rp−2 =
= r(a1 − a0) + r2(a2 − a0) + . . .+ rp−2(ap−2 − a0) + (−a0)rp−1,
kar je ravno oblika, za katero smo dokazovali obstoj.
Da bi dokazali ²e enoli£nost, predpostavimo, da sta dva zapisa take oblike med
seboj enaka, torej da velja
a1r+a2r
2+ . . .+ap−2rp−2+ap−1rp−1 = b1r+b2r2+ . . .+bp−2rp−2+bp−1rp−1. (4.11)
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Iz ciklotomi£ne ena£be 1 + r + r2 + . . .+ rp−1 = 0 sedaj izrazimo koren
rp−1 = −1− r − r2 − . . .− rp−2
in ga vstavimo v enakovredna zapisa iz ena£be (4.11), s £imer dobimo ena£bo
a1r + a2r
2 + . . .+ ap−2rp−2 + ap−1(−1− r − r2 − . . .− rp−2) =
= b1r + b2r
2 + . . .+ bp−2rp−2 + bp−1(−1− r − r2 − . . .− rp−2).
e jo uredimo po potencah korena r, dobi obliko
− ap−1 + (a1 − ap−1)r + (a2 − ap−1)r2 + . . .+ (ap−2 − ap−1)rp−2 =
= −bp−1 + (b1 − bp−1)r + (b2 − bp−1)r2 + . . .+ (bp−2 − bp−1)rp−2,
iz katere lahko na podlagi leme 4.13 zaklju£imo, da morajo biti za enakost obeh strani
med seboj enaki tudi istoleºni koeﬁcienti, torej najprej ap−1 = bp−1 in posledi£no
tudi a1 = b1, a2 = b2, . . . , ap−2 = bp−2.
Dokaz leme 4.11. e se sedaj vrnemo h krovnemu dokazu, da je preslikava σ dobro
deﬁnirana na celotni mnoºici Q(r), lahko njen poljuben element po izreku 4.14
najprej zapi²emo v obliki
a = q1r + q2r
2 + . . .+ qp−1rp−1.
Ker vsaki od prvih (p − 1)-tih potenc primitivnega korena r ustreza natanko eden
izmed prvih ravno tolikih simbolov ξj, lahko zapis najprej preoblikujemo v
a = π(q1)ξ1 + π(q2)ξ2 + . . .+ π(qp−1)ξp−1
(pri £emer preslikava π : {q1, q2, . . . , qp−1} → {q1, q2, . . . , qp−1} predstavlja odgovarja-
jo£o permutacijo koeﬁcientov); ob upo²tevanju enakosti ξp−1 = ξ0 ter preimenovanju
koeﬁcientov pa ga lahko kon£no pre²tevil£imo ²e v obliko
a = a0ξ0 + a1ξ1 + . . . ap−2ξp−2,
v kateri je preslikava σ zanj ºe enoli£no deﬁnirana.
Naslednja v vrsti tehni£nih lastnosti, ki jih dokazujemo za preslikavo σ, se nana²a
na vrsto morﬁzma in na njene negibne to£ke:
Lema 4.15. Funkcija σ je avtomorﬁzem polja in Q-modula Q(r), ki ﬁksira mnoºico
Q.
Dokaz. Dokazati moramo torej:
• Surjektivnost: Vsak element kodomene, a′ ∈ Q(r), lahko zapi²emo v obliki
a′ = a0ξ0 + a1ξ1 + . . .+ ap−2ξp−2,
preko katere lahko v njegovi prasliki izsledimo najmanj element
a = a0ξp−2 + a1ξ0 + . . .+ ap−2ξp−3 ∈ Q(r).
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• Injektivnost: Naj bosta
a = a0ξ0 + a1ξ1 + . . .+ ap−2ξp−2
in
b = b0ξ0 + b1ξ1 + . . .+ bp−2ξp−2
elementa domene Q(r), za katera velja σ(a) = σ(b), torej
a0ξ1 + a1ξ2 + . . .+ ap−2ξ0 = b0ξ1 + b1ξ2 + . . .+ bp−2ξ0. (4.12)
Zaradi enoli£nosti zapisov obeh slik v ena£bi (4.12) morajo biti istoleºni koe-
ﬁcienti enaki  zato sta med seboj enaka tudi originala, v katerih so ti enaki
koeﬁcienti istoleºni.
• Bijektivnost: Sledi iz surjektivnosti in injektivnosti.
• Ohranitev operacije se²tevanja: Iz deﬁnicije 4.10 in leme 4.11 sledi, da za
poljubna elementa a, b ∈ Q(r) velja zveza
σ(a+ b) = σ(a) + σ(b).
• Ohranitev operacije mnoºenja: Razvoja elementov a, b ∈ Q(r) zapi²imo s





















































































kar je enako, kot smo po izra£unu (4.13) dobili za sliko njunega produkta.
Tako smo pokazali, da je preslikava σ res avtomorﬁzem polja Q(r).
• Fiksiranje mnoºice Q: Da bi dokazali ²e, da preslikava σ ﬁksira poljubno racio-
nalno ²tevilo q, moramo tega najprej zapisati v obliki, za kakr²no je funkcijski
predpis sploh deﬁniran. Pi²imo torej
q = (−1)(−q) = (r + r2 + . . .+ rp−2 + rp−1)(−q) =
= (ξ0 + ξ1 + . . .+ ξp−3 + ξp−2)(−q) =
= (−q)ξ0 + (−q)ξ1 + . . .+ (−q)ξp−3 + (−q)ξp−2.
Po deﬁniciji preslikave σ na take oblike elementih dobimo
σ(q) = σ((−q)ξ0 + (−q)ξ1 + . . .+ (−q)ξp−3 + (−q)ξp−2) =
= (−q)σ(ξ0) + (−q)σ(ξ1) + . . .+ (−q)σ(ξp−2) =
= (−q)ξ1 + (−q)ξ2 + . . .+ (−q)ξp−2 + (−q)ξ0 =
= (−q)(ξ0 + ξ1 + . . .+ ξp−3 + ξp−2) = (−q)(−1) = q,
kar pomeni, da je vsako racionalno ²tevilo q res invariantno glede na preslikavo
σ.
• Homogenost: Iz zadnjih dveh dokazanih lastnosti sledi, da za mnoºenje ele-
menta a ∈ Q(r) s ²tevilom q ∈ Q velja
σ(qa) = σ(q)σ(a) = qσ(a),
s £imer smo pokazali, da je preslikava σ tudi avtomorﬁzem Q-modula.
Razlog, da nas je preslikava σe sploh za£ela zanimati, je bil ta, da naj bi nam
prvi £len periode slikala v drugega, drugega v tretjega itd. e funkcijski predpis, ki























kar je ravno njen izpraznjeni prvi £len. S preslikavo σe se torej ob o£itnem slikanju
£lenov period v njihove naslednike tudi zadnji £len slika v prvega, kar pomeni, da je
vsaka posamezna f -£lena perioda kot celota invariantna glede na σe.
Periode sicer niso edine koli£ine v mnoºici Q(r), ki so invariantne glede na pre-
slikavo σe  taka so glede na deﬁnicijo zagotovo vsaj ²e racionalna ²tevila , vendar
nas je invariantnost za£ela zanimati prav zaradi njih, zato bomo podmnoºico invari-
antnih koli£in v mnoºici Q(r) ozna£ili kar po dolºini period, ki smo si jih zagotovili
vanjo. Ker je na²a preslikava σe ﬁksirala periode z vsakim e-tim korenom (torej
take, ki jih je bilo skupno e), so njihove dolºine enake p−1
e
= f , zato deﬁnirajmo:
Deﬁnicija 4.16. Mnoºica K p−1
e
= Kf je podmnoºica vseh elementov mnoºice Q(r),
ki so invariantni glede na preslikavo σe.
Glede na to, da mnoºica Kf z racionalnimi ²tevili vsebuje tudi ni£lo in enico ter
da lastnosti operacij podeduje ºe iz ambientne mnoºice C, ji moramo dokazati le ²e
zaprtost operacij, pa jo bomo morda lahko obravnavali kot vektorski prostor nad
obsegom Q.
Trditev 4.17. Mnoºica Kf je vektorski prostor nad obsegom Q.
Dokaz. Kot re£eno, je dovolj dokazati le:
• Zaprtost za se²tevanje: Naj bosta f1 in f2 elementa Kf , kar pomeni, da zanju
velja σe(f1) = f1 in σe(f2) = f2. Ker je preslikava σe avtomorﬁzem, nam vsoto
f1 + f2 slika v σe(f1 + f2) = σe(f1) + σe(f2) = f1 + f2, iz £esar vidimo, da
je vsota dveh invariantnih elementov ravno tako invariantna in zato spada v
mnoºico Kf .
• Zaprtost za mnoºenje s skalarjem: Za poljuben element f ∈ Kf velja σe(f) =
f . e preslikavo σe uporabimo na produktu elementa f s skalarjem q ∈ Q,
dobimo σe(qf) = qσe(f) = qf , kar pomeni, da je bil tudi tokratni argument
preslikave σe glede na njo invarianten in je torej qf ∈ Kf .
Mnoºica Kf , ki vsebuje periode, ima torej strukturo vektorskega prostora in prav
ta njena lastnost nam da idejo, s £im bi Gaussovo teorijo lahko poskusili dokazati.
Spomnimo se, da je na² cilj iskane periode predstaviti kot re²itve kvadratnih ena£b,
katerih koeﬁcienti so dovolj lepe (tipi£no racionalne) funkcije ºe ugotovljenih dva-
krat dalj²ih period. Druga£e povedano bi koeﬁciente kvadratnih (oz. splo²neje po-
linomskih) ena£b radi s temi periodami izrazili  izraºanje pa nam v vektorskih
prostorih omogo£a baza. Na² na£rt je torej ugotoviti, ali so periode dolºine f lahko
baza svojemu vektorskemu prostoru Kf , kajti £e bo veljalo to, potem bodo tudi
dvakrat dalj²e periode baza vektorskemu prostoru K2f . Oba prostora bomo nato
sku²ali povezati na tak na£in, da bi nad njima razpeli kvadratno ena£bo, ki bo imela
ni£le v prvem, koeﬁciente pa v drugem prostoru  to pa bi zanje pomenilo, da so
izrazljivi s periodami dolºine 2f .
Da bi poiskali razvoj elementa a ∈ Kf ⊆ Q(r) po trenutno ²e nepoznani bazi
prostora Kf , ga najprej razvijmo po tak²nih komponentah, za katere to znamo
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storiti, in pi²imo
a = a0ξ0 + a1ξ1 + . . .+ ae−1ξe−1+
+ aeξe + ae+1ξe+1 + . . .+ a2e−1ξ2e−1+
+ . . .+
+ ae(f−1)ξe(f−1) + ae(f−1)+1ξe(f−1)+1 + . . .+ ap−2ξp−2.
e na obeh straneh ena£be uporabimo preslikavo σe, na desni neposredno po njeni
deﬁniciji dobimo
σe(a) = a0ξe + a1ξe+1 + . . .+ ae−1ξ2e−1+
+ aeξ2e + ae+1ξ2e+1 + . . .+ a2e−1ξ3e−1+
+ . . .+
+ ae(f−1)ξef + ae(f−1)+1ξef+1 + . . .+ ap−2ξef−1+e.
Ob dogovorjenem ²tevil£enju simbolov ξi z indeksi od 0 do p− 2 in upo²tevanju, da
je
ξef = ξp−1 = rg
p−1
= r1 = rg
0
= ξ0,
zadnja vrstica postane enaka
ae(f−1)ξ0 + ae(f−1)+1ξ1 + . . .+ ap−2ξe−1.
Ker smo element a izbrali iz mnoºice elementov, ki so glede na uporabljeno
preslikavo invariantni, bo njegova slika σe(a) enaka originalu a, zato morata biti
med seboj enaki tudi njuni izraºavi. Dejstvo, da so se v sliki σe(a) simbolom ξi
indeksi za e povi²ali, lahko druga£e beremo, kot da so se koeﬁcientom ob njih za
e zniºali, zato mora po primerjavi istoleºnih koeﬁcientov veljati ai = ai−e. Na ta
na£in dobimo e verig enakosti
a0 = ae = a2e = . . . = ae(f−1),
a1 = ae+1 = a2e+1 = . . . = ae(f−1)+1,
. . .
ae−1 = a2e−1 = a3e−1 = . . . = ap−2.
e v zapisu elementa a sedaj namesto vseh koeﬁcientov, za katere velja posamezna
enakost, pi²emo le po prvega iz zgornjih vrstic, dobimo
a = a0(ξ0 + ξe + . . .+ ξe(f−1))+
+ a1(ξ1 + ξe+1 + . . .+ ξe(f−1)+1)+
+ . . .+
+ ae−1(ξe−1 + ξ2e−1 + . . .+ ξp−2).
Ker so izrazi v oklepajih ravno periode iz formul (4.5), smo s tem dokazali, da je
element a racionalno²tevilska linearna kombinacija e-tih f -£lenih period. Dodatno
je zapis enoli£en, saj je le neposredno preoblikovanje ºe dokazano enoli£nega zapisa
elementa a v mnoºici Q(r). S tem smo dokazali naslednji izrek:
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Izrek 4.18. V vektorskem prostoru Kf lahko vsak njegov element na enoli£en na-
£in zapi²emo kot racionalno²tevilsko linearno kombinacijo e-tih f -£lenih period. To
pomeni, da mnoºica
{η0, η1, η2, . . . , ηe−1}
tvori bazo vektorskega prostora Kf , posledi£no pa to velja tudi za kanoni£no mno-
ºico
{−(η0 + η1 + . . .+ ηe−1), η1, η2, . . . , ηe−1} = {1, η1, η2, . . . , ηe−1}.
To bazo bi si sedaj ºeleli optimizirati ²e v toliko, da bi jo namesto z vsemi
periodami podali na osnovi ene same. Intuitivno se zdi, da nam bo to morda uspelo,
£e eno izmed period potenciramo, zato preverimo, £e na ta na£in dobljena mnoºica
izpolnjuje pogoje za bazo.
Trditev 4.19. Mnoºica {1, η, η2, . . . , ηe−1} tvori bazo vektorskega prostora Kf .
Dokaz. Najprej moramo ugotoviti, £e je mnoºica {1, η, η2, . . . , ηe−1} linearno neod-
visna, torej £e je vrednost racionalno²tevilske linearne kombinacije
a0 + a1η + a2η
2 + . . .+ ae−1ηe−1 = 0 (4.14)
res le v primeru, ko so vsi koeﬁcienti enaki 0. Pogoj (4.14) nam ºe v dani obliki
pove, da bi morala biti za njegovo izpolnjenost perioda η ena izmed ni£el polinoma s
predpisom p(x) = a0+ a1x+ a2x2+ η+ ae−1xe−1; nove informacije pa bomo iz njega
lahko pridobivali, £e na njem zaporedoma uporabljamo preslikavo σ vse dokler glede
nanjo ne postane invarianten. Na ta na£in pridelamo dodatne ena£be
σ(a0 + a1η + a2η
2 + . . .+ ae−1ηe−1) =
= a0 + a1σ(η) + a2(σ(η))
2 + . . .+ ae−1(σ(η))e−1 = σ(0) = 0,
σ2(a0 + a1η + a2η
2 + . . .+ ae−1ηe−1) =
= a0 + a1σ
2(η) + a2(σ
2(η))2 + . . .+ ae−1(σ2(η))e−1 = σ2(0) = 0,
σ3(a0 + a1η + a2η
2 + . . .+ ae−1ηe−1) =
= a0 + a1σ
3(η) + a2(σ
3(η))2 + . . .+ ae−1(σ3(η))e−1 = σ3(0) = 0,
. . .
σe−1(a0 + a1η + a2η2 + . . .+ ae−1ηe−1) =
= a0 + a1σ
e−1(η) + a2(σe−1(η))2 + . . .+ ae−1(σe−1(η))e−1 = σe−1(0) = 0.
Zaradi ra£unskih lastnosti avtomorﬁzma lahko preslikavo σi za i ∈ {1, 2, . . . , e−
1} torej pripeljemo neposredno na spremenljivke η, s £imer nam predpisi σi(p(η)) v
bistvu izra£unavajo vrednosti polinoma p v to£ki σi(η)  in za vse te nam pokaºejo,
da so enake 0. Ob ºe znani ni£li η bi bile v primeru, da bi bil pogoj (4.14) izpolnjen,
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ni£le polinoma p torej tudi σ(η), σ2(η), . . . , σe−1(η). Ker vsaka uporaba preslikave σ
na periodi η vsem £lenom v njej dvigne indekse za 1 in jo s tem preslika v naslednjo,
dobimo s predpisi σ(η), σ2(η), . . . , σe−1(η) ravno vseh e razli£nih f -£lenih period.
Nekonstanten polinom p bi po osnovnem izreku algebre lahko imel najve£ e− 1
ni£el, torej je edina moºnost, da ima za ni£le vseh teh e > e − 1 period, ta, da je
 ni£eln. To pomeni, da morajo biti vsi koeﬁcienti a0 = a1 = . . . = ae−1 = 0, kar
obenem dokazuje, da so vektorji 1, η, η2, . . . , ηe−1 linearno neodvisni. Ker iz prve
najdene baze {1, η1, η2, . . . , ηe−1} vemo, da je dimenzija prostora dim(Kf ) = e =
m({1, η, η2, . . . , ηe−1}), pa ti vektorji zares predstavljajo tudi njegovo bazo.
S Kf smo periode torej uspeli zajeti v dovolj majhen vektorski prostor, da mu
je ena izmed njih s svojimi potencami ºe lahko baza, zato lahko vse ostale periode
izrazimo z njihovo racionalno²tevilsko linearno kombinacijo. e sta torej η in η′ dve
f -£leni periodi, lahko slednjo zapi²emo kot
η′ = a0 + a1η + a2η2 + . . .+ ae−1ηe−1,
pri £emer so koeﬁcienti a0, . . . , ae−1 ∈ Q.
Sedaj pa denimo, da p− 1 ni£el ciklotomi£ne ena£be ne bi raz£lenili v e period s
po f £leni, pa£ pa v periode, ki bi bile k-krat dalj²e, torej z dolºino kf = g. Teh bi
potem jasno moralo biti k-krat manj, torej e
k
= h ∈ N, ob tem pa mora jasno veljati
²e, da ²tevili h in k delita ²tevilo p− 1.
e je bila formula za izra£un e-tih f -£lenih period enaka
η0 = ξ0 + ξe + ξ2e + . . .+ ξe(f−1),
η1 = ξ1 + ξe+1 + ξ2e+1 + . . .+ ξe(f−1)+1,
η2 = ξ2 + ξe+2 + ξ2e+2 + . . .+ ξe(f−1)+2,
. . .
ηe−1 = ξe−1 + ξ2e−1 + ξ3e−1 + . . .+ ξe(f−1)+(e−1),
se bo povsem enako seveda glasila tudi za njihove druga£ne oznake h in g:
λ0 = ξ0 + ξh + ξ2h + . . .+ ξh(g−1),
λ1 = ξ1 + ξh+1 + ξ2h+1 + . . .+ ξh(g−1)+1,
λ2 = ξ2 + ξh+2 + ξ2h+2 + . . .+ ξh(g−1)+2,
. . .
λh−1 = ξh−1 + ξ2h−1 + ξ3h−1 + . . .+ ξh(g−1)+(h−1).
e le-te sedaj poveºemo s prvotnimi koli£inami, dobimo
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iz £esar lahko vidimo, da so nove, k-krat dalj²e periode nastale tako, da so se vanje
se²tevale vsaka e
k
= h-ta, oz. ekvivalentno, da so si indeksi simbolov ξi v periodah
sedaj narazen za e
k
= h.
Ker je e naravni ve£kratnik h, bo vsak element, ki je invarianten glede na σh,
tak tudi glede na σe. e namre£ za element a velja σh(a) = a, lahko σe(a) zapi²emo
kot komponiranje k-tih preslikav σh, torej σh1(σh2(. . . (σhk(a)) . . .)), ki bodo svoje
argumente rekurzivno slikale nazaj vase, zato bomo na koncu dobili σe(a) = a.
Analogno z deﬁnicijo prostoraKf lahko elemente, ki so invariantni pod σh, ozna£imo
s Kg. Ker ima Kg znova strukturo vektorskega prostora in je vsak njegov element
vsebovan tudi v Kf , je Kg vektorski podprostor prostora Kf .
Sedaj pa si oglejmo, £e lahko z uporabo relacije h|e kak²ne sklepe naredimo
tudi v obratni smeri, torej £e lahko poljuben element a ∈ Kf kakorkoli asocii-
ramo z njegovim podprostorom Kg. V ta namen bomo v ni£elni obliki skonstruirali
polinom, katerega prva ni£la naj bo poljubni element a ∈ Kf , kasnej²e ni£le pa
izberimo tako, da bo preslikava σh vsako ni£lo preslikala v njeno naslednico, to-
rej σh(a), σ2h(a), . . . , σh(k−1)(a). Opazimo lahko, da v primeru, ko je element a v
prostor Kf uvr²£en kot f -£lena perioda, ostale ni£le predstavljajo ravno vsako h-to
naslednjo periodo, s katerimi se bo le-ta zdruºevala v g-£leno.
e na na²em polinomu
P (x) = (x− a)(x− σh(a))(x− σ2h(a)) . . . (x− σh(k−1)(a))
sedaj uporabimo preslikavo σh, da bomo iz koli£in, ki nam jih bo ﬁksirala, lahko
videli, katere leºijo v prostoru Kg, dobimo
σh(P (x)) = σh((x− a)(x− σh(a))(x− σ2h(a)) . . . (x− σh(k−1)(a))) =
= σh(x− a)σh(x− σh(a))σh(x− σ2h(a)) . . . σh(x− σh(k−1)(a)) =
= (x− σh(a))(x− σh(σh(a)))(x− σh(σ2h(a))) . . . (x− σh(σh(k−1)(a))) =
= (x− σh(a))(x− σ2h(a)) . . . (x− σhk(a)) =
= (x− σh(a))(x− σ2h(a)) . . . (x− σe(a))
 ker pa je element a ∈ Kf glede na σe invarianten, to pomeni, da smo v resnici
dobili enakost
σh(P (x)) = (x− σh(a))(x− σ2h(a)) . . . (x− a).
Vidimo torej lahko, da sta si ni£elni obliki polinomov (σh ◦ P ) in P med seboj
enaki, zato sta si med seboj enaki tudi njuni eksplicitni obliki in s tem istoleºni
koeﬁcienti. Preslikava σh nam je torej ﬁksirala koeﬁciente polinoma P , zato lahko
sklepamo, da ima polinom, katerega ni£le so vsaka h-ta f -£lena perioda (torej tiste,
ki se bodo skupaj zdruºevale v g-£lene), koeﬁciente iz prostora Kg; splo²en (torej ne
nujno tak v obliki periode) element a ∈ Kf pa lahko s prostorom Kg poveºemo v
toliko, da zanj vemo, da je ni£la nekega (tj. na prikazan na£in konstruiranega) poli-
noma stopnje k s koeﬁcienti iz omenjenega prostora. V za nas zanimivem primeru,
ko bomo po dve periodi dolºine f kombinirali v periodo dolºine g = 2f , nam izrek





kvadratne ena£be, ki bo imela koeﬁciente iz prostora K2f .
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e sedaj periodo dolºine f ozna£imo z η in periodo dolºine g s ψ, bo za η ∈ Kf
torej veljalo, da je ni£la nekega polinoma stopnje k s koeﬁcienti iz vektorskega pod-
prostora Kg  slednje pa lahko naprej zapi²emo kot racionalno²tevilske linearne
kombinacije njegove baze {1, ψ, ψ2, . . . , ψh−1} oz., povedano druga£e, racionalno-
²tevilske polinomske kombinacije g-£lene periode ψ. Glede na to, da ima element
η ∈ Kf strukturo periode, lahko povemo ²e ve£: da skupaj z ostalimi f -£lenimi pe-
riodami, ki bi se z njo zdruºile v g-£leno, tvori mnoºico vseh ni£el nekega polinoma
stopnje k, ki ima opisano obliko koeﬁcientov.
Rezultate, ki so relevantni za konstrukcijo pravilnih pF -kotnikov, kjer se bodo pe-
riode dolºine f na vsakem koraku zdruºevale v periode dolºine 2f , lahko povzamemo
v obliki naslednjega izreka:
Izrek 4.20. Naj ²tevilo 2f deli ²tevilo p − 1. Periode dolºine f so ni£le kvadra-
tne ena£be, katere koeﬁcienti so racionalno²tevilske polinomske kombinacije period
dolºine 2f . Posebej sta tudi obe f -£leni periodi, ki bi se pri zdruºevanju v 2f -£lene
se²teli med seboj, ni£li tak²ne kvadratne ena£be.
Za povzetek celotne zgodbe si ponovno oglejmo znamenit primer Gaussovega
konstruiranja pravilnega 17-kotnika in opazujmo, kje vse je bil na delu izrek 4.20,
da mu je omogo£il uspe²no kon£no konstrukcijo. e po formulah (4.5) tvorimo dve
periodi dolºine 8, nam izrek za kvadratno ena£bo, katere ni£li bosta, zagotavlja, da
so njeni koeﬁcienti racionalno²tevilske polinomske kombinacije 16-£lene periode.
Ker ima slednja vrednost−1, to pomeni, da bo imela prva kvadratna ena£ba torej
kar koeﬁciente iz mnoºice Q in bosta tudi 8-£leni periodi kot njeni re²itvi zato jasno
konstruktibilni. Na tem mestu se lahko hkrati tudi prepri£amo, da je kvadratna
ena£ba, za katero nam izrek 4.20 zagotavlja obstoj, natanko tak²na, kakr²ne smo
bili vajeni tvoriti iz zgledov iz podpoglavja 4.1, saj smo izreku veljavnost dokazali
prav na take vrste polinomu.
Nadalje nam za periode polovi£ne dolºine 4 izrek zagotavlja, da bodo ni£le kva-
dratne ena£be, katere koeﬁcienti bodo racionalno²tevilske polinomske kombinacije ºe
izra£unanih period dolºine 8. To pomeni, da bodo tudi 4-£lene periode izra£unljive,
a ne le to  ker so ti koeﬁcienti kot funkcije konstruktibilnih 8-£lenih period dovolj
lepi, bodo re²itve prav tako konstruktibilne. Vzorec lahko potem ponavljamo do
kon£nih korenov in nato iz zveze r = cos 2π
17




Predstavljeno logiko lahko seveda posplo²imo na poljuben pF -kotnik.
V kontekstu konstruiranja le-tega je Gauss za dvo£lene periode dodatno naredil
²e ta splo²en razmislek, da je njihova vrednost vedno enaka 2 cos 2kπ
pF
za nek k ∈
{1, 2, . . . , pF−1
2
}. e namre£ posamezno od tak²nih dvo£lenih period ozna£imo z ηj,
jo lahko po formulah (4.5) najprej razpi²emo kot
ηj = ξj + ξj+e(f−1) = ξj + ξj+ pF−1
2
(2−1) = ξj + ξj+ pF−1
2
,




















V kvadratu njegovega eksponenta prepoznamo ravno koli£ino, o kakr²ni nam mali
Fermatov izrek pove, da zanjo velja gpF−1 ≡ 1 (mod pF ), kar pomeni, da je moralo za
izvirni eksponent veljati bodisi g
pF−1
2 ≡ 1 (mod pF ) bodisi g
pF−1
2 ≡ −1 (mod pF ).
Vendar pa bi v prvem primeru pri²li do protislovja, da je vrednost ulomka pF−1
2
ºe
multiplikativni red generatorja g grupe Z×pF , zaradi £esar zaklju£imo, da je g
pF−1
2 ≡
−1 (mod pF ). To pomeni, da obstaja tako celo ²tevilo m, za katerega velja g
pF−1
2 =









S tem se poljubna dvo£lena perioda





ηj = ξj + (ξj)
−1,
kar pomeni, da v njih v resnici med seboj vedno se²tevamo ravno inverzna si korena.









se njuni imaginarni komponenti med seboj izni£ita, realni pa se²tejeta v omenjeno
vrednost 2 cos 2kπ
pF
. Zaradi tega lahko pravilni pF -kotnik skonstruiramo ºe brez da bi
izra£unali vrednosti kon£nih primitivnih korenov, saj lahko sredi²£ni kot pF -kotnika
dobimo iz enakosti 2 cos 2π
pF
= ξj + (ξj)
−1 za nek j ∈ {0, 1, 2, . . . , pF − 2}. Ker je
zaporedje 2 cos 2kπ
pF
za vrednosti k ∈ {1, 2, . . . , pF−1
2
} padajo£e, bo vrednosti 2 cos 2π
pF
konkretno enaka kar najve£ja med izra£unanimi dvo£lenimi periodami.
S tem je Gauss torej tudi v splo²nem dokazal domnevo, h kateri so ga napeljevali
primeri uspe²nih konstrukcij za 5-kotnik in, njegov lastni, 17-kotnik:
Izrek 4.21 (Gauss). Vsak pravilni pF -kotnik je konstruktibilen.
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5 Wantzel
Uvodni del poglavja je povzet po [11].
eprav je Gaussova teorija glede tega, katere pravilne p-kotnike zagotovo znamo
skonstruirati, konkluzivna, je njena pomanjkljivost ²e vedno v tem, da ne odgovori
na vpra²anje, £e so to hkrati tudi edini, za katere so konstrukcije moºne. Zato npr.
dejstvo, da po Gaussovi metodi nismo mogli skonstruirati pravilnega 7-kotnika, ²e
ne pomeni, da tega ne bi bilo mogo£e storiti po kaki drugi  sploh ob zavedanju, da
smo uporabnost metode ºe v ²tartu umetno omejili s pogojem, da z njo nadaljujemo
le v primeru, ko bodo zgenerirane podmnoºice primitivnih korenov enako mo£ne.
Za prve prave dokaze neizvedljivosti dolo£enih geometrijskih konstrukcij je tako
poskrbel ²ele francoski matematik Pierre Wantzel. Potrebni pogoj za konstrukti-
bilnost ²tevil je najprej formuliral v jeziku, v kakr²nem je Descartes to storil za
zadostnega. O absolutnem krogu moºnih konstrukcij se je Wantzel prepri£al z ume-
stitvijo koli£in v koordinatni sistem. V tem kontekstu lahko konstruktibilnost naj-
splo²neje dokazujemo za poljubno ravninsko to£ko (u, v) ∈ R2 in £e jo bomo uspeli
dokazati zanjo, bo o£itno veljala tudi za ²tevili u in v kot njeni projekciji. Pri dokazu
bomo izhajali iz tega, da so nove to£ke v postopku konstrukcije neglede na to, kako
ta poteka idejno, tehni£no vedno dobljene bodisi v prese£i²£u dveh premic, dveh
kroºnic ali premice in kroºnice.
e nam novo to£ko v postopku konstrukcije dolo£a prese£i²£e dveh premic, to
pomeni, da je bila graﬁ£no dobljena iz predhodno konstruiranih to£k, saj je morala
biti vsaka izmed premic potegnjena skozi par le-teh. Da bi po drugi strani videli,
kako je nova to£ka iz predhodnih dobljena analiti£no, lahko premici, ki smo ju po-
tegnili skozi to£ki A(xA, yA) in B(xB, yB) oz. C(xC , yC) in D(xD, yD), predstavimo
z ena£bama
p1 ≡ y = k1x+ n1 = ( yB − yA
xB − xA )x+ (yA −
yB − yA
xB − xAxA) (5.1)
in
p2 ≡ y = k2x+ n2 = ( yD − yC
xD − xC )x+ (yC −
yD − yC
xD − xC xC). (5.2)
Da bi izra£unali koordinate njunega prese£i²£a, ena£bi (5.1) in (5.2) izena£imo in
dobimo
yB − yA
xB − xAx+ yA −
yB − yA
xB − xAxA =
yD − yC
xD − xC x+ yC −
yD − yC




xB − xA −
yD − yC
xD − xC ) = yC −
yD − yC
xD − xC xC − yA +
yB − yA
xB − xAxA,
kar pomeni, da lahko x koordinato nove to£ke dobimo iz predhodno dolo£enih to£k
po izra£unu
x =








torej z rabo samih racionalnih operacij. Z vstavljanjem tako izra£unane x koordinate
v ena£bo (5.1) nato dobimo ²e drugo koordinato
y =
yB − yA




 tudi njo torej z rabo zgolj racionalnih operacij.
Drugi primer, ko novo to£ko dobimo v prese£i²£u dveh kroºnic, predpostavlja,
sta nam bili pred tem poznani najprej to£ki, v katerih imata le-ti sredi²£i, in nato ²e
para to£k, s katerih medsebojnima razdaljama sta bila dolo£ena njuna polmera. e
sredi²£i kroºnic ozna£imo s S1(xS1, yS1) in S2(xS2, yS2), njuna polmera pa sta do-
lo£ena z razdaljama r1 = d(A(xA, yA), B(xB, yB)) in r2 = d(C(xC , yC), D(xD, yD)),
lahko njuni ena£bi zapi²emo v obliki
K1 ≡ (x− xS1)2 + (y − yS1)2 = (xB − xA)2 + (yB − yA)2 = r12 (5.3)
in
K2 ≡ (x− xS2)2 + (y − yS2)2 = (xD − xC)2 + (yD − yC)2 = r22.
e odpravimo oklepaje in ena£bi med seboj od²tejemo, po ureditvi dobimo
−2x(xS1 − xS2)− 2y(yS1 − yS2) = (r12 − r22)− (xS12 − xS22)− (yS12 − yS22).
Ena£bo lahko sedaj razre²imo na eno od spremenljivk; £e to storimo denimo za
spremenljivko y, dobimo
y = −xS1 − xS2
yS1 − yS2 x−
(r1
2 − r22)− (xS12 − xS22)− (yS12 − yS22)
2(yS1 − yS2) . (5.4)
e izraºavo (5.4) nato vrnemo v ena£bo (5.3), dobimo
(x− xS1)2 + (−xS1 − xS2
yS1 − yS2 x−
(r1
2 − r22)− (xS12 − xS22)− (yS12 − yS22)




Dobljeno je kvadratna ena£ba v spremenljivki x in kot taki lahko tudi njej re²itev
dolo£imo zgolj z rabo racionalnih operacij in kvadratnega korenjenja.
V zadnjem primeru, ko novo to£ko dobimo v prese£i²£u premice in kroºnice, sta
nam morala biti pred tem poznani dvojica to£k, skozi katero smo potegnili premico,
in trojica, ki nam je dolo£ala sredi²£e in polmer kroºnice. Ena£bo premice, ki poteka
skozi to£ki A(xA, yA) in B(xB, yB), kot v prvem primeru zapi²emo v obliki
p ≡ y = kx+ n = ( yB − yA
xB − xA )x+ (yA −
yB − yA
xB − xAxA). (5.5)
Na drugi strani se za kroºnico s sredi²£em S(xS, yS) in polmerom
r = d(C(xC , yC), D(xD, yD))
ena£ba glasi
K ≡ (x− xS)2 + (y − yS)2 = (xD − xC)2 + (yD − yC)2 = r2. (5.6)
e spremenljivko y v ena£bi kroºnice (5.6) nadomestimo z ena£bo premice (5.5),
dobimo
(x− xS)2 + ( yB − yA
xB − xAx+ yA −
yB − yA
xB − xAxA − yS)
2
= (xD − xC)2 + (yD − yC)2.
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Tako torej tudi v tem primeru velja, da bo koordinata x dobljena kot re²itev kva-
dratne ena£be, torej znova z uporabo zgolj racionalnih operacij in korenjenja.
Za vse tri na£ine, kako je bila vsakokratna nova to£ka konstruirana, torej velja,
da jo lahko dobimo iz predhodno danih to£k zgolj z rabo racionalnih operacij in
korenjenja. Ta lastnost se prena²a nazaj vse do prve skonstruirane to£ke, ki je torej
o£itno morala biti skonstruirana zgolj z racionalnimi operacijami in korenjenjem
na do takrat edino podani enoti koordinatnega sistema. S tem je Wantzel dokazal
tudi obrat Descartesove opredelitve konstruktibilnih ²tevil, ki jo lahko sedaj v polni
razli£ici formuliramo v naslednji izrek:
Izrek 5.1. Realno ²tevilo je konstruktibilno natanko tedaj, ko ga je mogo£e dobiti z
zaporedjem racionalnih operacij in korenjenja.
V lu£i dopolnjevanja Gaussovega izreka nas bo seveda zanimala predvsem desna
smer izreka, zato si ²e enkrat posebej izpi²imo potreben pogoj za konstruktibilnost,
saj bomo skozi vse pri£ujo£e poglavje opazovali predvsem, kako so Wantzelove na-
daljnje ugotovitve sproti preoblikovale njegov zapis.
Izrek 5.2. Vsako konstruktibilno ²tevilo je mogo£e dobiti z zaporedjem racionalnih
operacij in korenjenja.
Preostanek poglavja je znova povzet po [10].
V izpeljavi gornjega izreka se je Wantzel idejno ºe sre£al z naslednje vrste siste-
mom kvadratnih ena£b:
Deﬁnicija 5.3. Wantzelov sistem je sistem kvadratnih ena£b oblike
x1
2 + Ax1 +B = 0,
x2
2 + A1x2 +B1 = 0,
x3
2 + A2x3 +B2 = 0,
. . .
xn
2 + An−1xn +Bn−1 = 0,
(5.7)
v katerem sta koeﬁcienta A in B racionalni funkciji za£etno dane enote (oz., po-
vedano poenostavljeno, racionalni ²tevili); koeﬁcienta A1 in B1 racionalni funkciji
enote in  ker je dobljena kot koren kvadratne ena£be s konstruktibilnimi koeﬁcienti
 konstruktibilne koli£ine x1; koeﬁcienta A2 in B2 racionalni funkciji enote in pri-
druºenih konstruktibilnih neznank x1 in x2 ter, v splo²nem, koeﬁcienta Am in Bm
racionalni funkciji enote in pridruºenih konstruktibilnih neznank x1, x2, . . . , xm.
Na tem mestu se dogovorimo ²e, da bomo, £eprav je re²itev sistema n ena£b
v resnici n-terica ²tevil, v kontekstu geometrijskih konstrukcij pod pojmom re²itev
Wantzelovega sistema razumeli le re²itev njegove zadnje ena£be.
Ker racionalne funkcije na konstruktibilnih koli£inah delujejo s samimi osnovnimi
aritmeti£nimi operacijami, so tudi tako dobljeni koeﬁcienti ena£b v sistemu (5.7) o£i-
tno konstruktibilni. Opazimo lahko, da je bil Gaussov sistem kvadratnih ena£b, s
katerim je modeliral pravilni petkotnik (ter tudi 17-kotnik, ki ga sicer nismo eks-
plicitno pisali), pravzaprav le poseben primer splo²neje zastavljenega Wantzelovega
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sistema. Spomnimo se, da se je za pravilni petkotnik njegov sistem glasil
y2 + y + 1 = 0,
z2 − yz + 1 = 0
in je kot tak s svojimi koeﬁcienti torej o£itno ustrezal Wantzelovi obliki.
Naslednja stvar, v kateri lahko sedaj, ko smo ga na ta na£in deﬁnirali, prepo-
znamo Wantzelov sistem, je potrebni pogoj za konstruktibilnost ²tevil iz izreka 5.2,
ki ga lahko sedaj preformuliramo v naslednjo obliko:
Izrek 5.4. Vsako konstruktibilno ²tevilo je re²itev nekega Wantzelovega sistema.
Videli bomo, da lahko v katerikoli ena£bi koeﬁcient Am (in analogno tudi Bm)
namesto kot racionalno funkcijo enote in vseh dotedanjih neznank predstavimo kot
linearno funkcijo zgolj zadnje pridruºene neznanke, predhodnih m − 1 neznank pa
skrijemo v njena koeﬁcienta, ki imata obliko racionalnih funkcij in bi zato v Wan-
tzelovem sistemu dobila oznaki Akm−1 in A
n
m−1 (pri £emer dodana indeksa k in n







Da je to vedno mogo£e, izhaja neposredno iz opisa korakov, ki vodijo do tak²ne
redukcije:
1. Najprej iz koeﬁcientov Am in Bm eliminiramo vse vi²je potence spremenljivke
xm, in sicer tako, da iz predhodne ena£be z linearno funkcijo najprej izrazimo
kvadratno potenco x2m, nato pa induktivno ²e vse vi²je in tako koeﬁcienta Am
in Bm naposled prevedemo v obliko Cmxm+DmEmxm+Fm .
2. Zatem pa ²tevec in imenovalec pomnoºimo s tak²nim primerno izbranim kon-
stantnim faktorjem, da se bo nova vrednost imenovalca okraj²ala s faktorji v
²tevcu in bo s tem v koeﬁcientu odpravljen ulomek.
e in kako postopek deluje, si lahko brez ²kode za splo²nost ogledamo na sistemu
x2 − 5x+ 2 = 0,
y2 + (
x3 + 3x+ 1
2x− 1 )y + (
1
x2 + 7x+ 5
) = 0.
Najprej moramo vse vi²je potence neznanke x, ki nastopajo v koeﬁcientih druge
ena£be, izraziti z linearnimi funkcijami. Za drugo potenco neposredno iz prve ena£be
dobimo
x2 = 5x− 2,
to izraºavo pa nato do tretje potence dvignemo ²e z mnoºenjem
x3 = x2 · x = (5x− 2)x = 5x2 − 2x = 5(5x− 2)− 2x = 23x− 10.
Na ta na£in drugi ena£bi lineariziramo polinome v ²tevcu in imenovalcu koeﬁcientov
in jo prepi²emo v obliko
y2 + (
26x− 9





Sedaj nam preostaja le ²e, da se v njenih koeﬁcientih znebimo ulomkov. Da bi se
²tevec in imenovalec v npr. koeﬁcientu 26x−9
2x−1 po pomnoºitvi z nekim konstantnim
faktorjem C mogla med seboj okraj²ati, mora novi ²tevec imeti skupni faktor s
starim imenovalcem, torej ga je mogo£e zapisati kot produkt izraza (2x − 1) in ²e
nekega neznanega faktorja. Ker smo videli, da lahko vi²je potence vedno reduciramo
v linearne, lahko neznani faktor za£asno zapi²emo v obliki polinoma vi²je stopnje,
kot mu dejansko pripada, da s tem v ena£bo pridobimo ve£ prostih parametrov.
Dovolj je, da je polinom linearen, torej z dvema nedolo£enima koeﬁcientoma α in β.
Za neki njuni vrednosti naj torej velja enakost
C(26x− 9) = (2x− 1)(αx+ β)
oz.
26Cx− 9C = 2αx2 + (2β − α)x− β.
Dodano potenco na desni lahko z ºe znano substitucijo x2 = 5x−2 sedaj eliminiramo,
z njo prine²eni dodatni parametri pa ostanejo, zato iz reducirane ena£be
26Cx− 9C = (2β + 9α)x− (β + 4α)
s primerjavo edinih preostalih istoleºnih koeﬁcientov dobimo poddolo£en sistem dveh
linearnih ena£b s tremi neznankami, ki bo vselej imel vsaj enoparametri£no druºino
re²itev. e na² sistem
26C = 2β + 9α,
9C = β + 4α
npr. razre²imo na neznanko C, dobimo zvezi α = 8C in β = −23C. Ob ﬁksiranju







1(2x− 1) = 8x− 23.
Na ta na£in lahko zadnjo ena£bo Wantzelovega sistema x2n + An−1xn + Bn−1 = 0
torej prevedemo v obliko, v kateri sta koeﬁcienta An−1 in Bn−1 linearni funkciji
enako indeksirane neznanke xn−1. e se nato lotimo raz£lenjevanja tako zapisljivega
Wantzelovega sistema od spodaj navzgor, lahko opazimo, da se od tam, ko so bili
njeni koeﬁcienti enkrat ºe dolo£eni s koreni predhodnih ena£b, predzadnja ena£ba
razveji v dve razli£ni zadnji  odvisno pa£ od tega, katerega od obeh korenov xn−1
uporabimo v izra£unu naslednjih koeﬁcientov An−1 in Bn−1. Ko sta koeﬁcienta





. Da bi zapisali polinom, ki bo vseboval vse moºne korene xn,
do katerih od tam dalje privedeta obe razli£ni izbiri korena xn−1, moramo med
seboj zmnoºiti levi strani zadnje ena£be Wantzelovega sistema pri obojih moºnih
vrednostih njenih koeﬁcientov. Zaradi pogostega sklicevanja nanj bomo temu koraku
v bodo£e pravili podvajanje (v pomenu dvakrat opravljati delo) ni£el (zadnje
ena£be).
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S tem dobimo ena£bo £etrte stopnje v spremenljivki xn, katere koeﬁcienti so (ker
smo spremenljivko xn−1 za zapis vsake razli£ice zadnje ena£be ﬁksirali) racionalne
funkcije enote in spremenljivk od x1 do le ²e xn−2. V vidu zastavljene konstrukcije
lahko na tem mestu deﬁniramo naslednji pojem:
Deﬁnicija 5.5. Wantzelov polinom W , prirejen Wantzelovemu sistemu (5.7), je mo-
ni£ni polinom spremenljivke xn, ki vsebuje natanko vse moºne ni£le njegove zadnje
ena£be.
Na² Wantzelov polinom v izgradnji ima na tej stopnji torej obliko
(x2n + An−2|xn−11xn +Bn−2|xn−11 )(xn2 + An−2|xn−12xn +Bn−2|xn−12 ), (5.8)
pri £emer oznaka |xn−11 za koeﬁcientom pomeni, da smo pri podvajanju upo²tevali
prvo moºno vrednost korena xn−1, oznaka |xn−12 pa, da drugo.





lo£imo po uporabljenem predznaku, njuni vrednosti v resnici ²e
nista enoli£no dolo£eni, pa£ pa sta pogojeni s koeﬁcientoma An−2 in Bn−2 kvadratne
ena£be, ki sta jo s tako svojo obliko re²ila. Kakor prej lahko racionalne funkcije v ko-
eﬁcientih na²ega nastajajo£ega polinoma (5.8) reduciramo v linearne funkcije zadnje






n−3)|xn−11xn + (Bkn−3xn−2 +Bnn−3)|xn−11 )·
· (x2n + (Akn−3xn−2 + Ann−3)|xn−12xn + (Bkn−3xn−2 +Bnn−3)|xn−12 ).
(5.9)
Da bi na² Wantzelov polinom vseboval vse moºne razvejitve korenov od (n−2)-ge
ena£be naprej, moramo linearne potence xn−2 v trenutnem polinomu (5.9) zapisati
z obema vrednostma, ki ju le-te lahko zavzamejo ob danih predhodnih korenih,
ter tako dobljena polinoma med seboj ponovno pomnoºiti. S tem dobimo polinom
osme stopnje v spremenljivki xn, katerega koeﬁciente bo sedaj mogo£e reducirati do
linearnih funkcij spremenljivke xn−3. e postopek nadaljujemo, na koncu dobimo
polinom W stopnje 2n v spremenljivki xn oz. pripadajo£o ena£bo W (xn) = 0, katere
koeﬁcienti so se reducirali v racionalne funkcije enote. S tem smo dokazali izrek, ki
pravi:
Izrek 5.6. Vsak Wantzelov sistem n-tih ena£b ustreza neki ena£bi stopnje 2n, katere
koeﬁcienti so racionalne funkcije enote.
Ker pa vsako konstruktibilno ²tevilo po izreku 5.4 ustreza nekemu Wantzelovemu
sistemu, ta pa po izreku 5.6 nadalje neki ena£bi stopnje 2n, je slednja posledi£no tudi
potrebni pogoj za prvo, s £imer smo zapis potrebnega pogoja za konstruktibilnost
²tevil iz za£etnega izreka 5.2 privedli v naslednjo obliko:
Izrek 5.7. Vsako konstruktibilno ²tevilo predstavlja koren neke ena£be stopnje 2n,
katere koeﬁcienti so racionalne funkcije enote (tj. racionalna ²tevila).
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Kot zgled si lahko ogledamo Wantzelov sistem, ki ga je Gauss s svojo metodo
nevede priredil pravilnemu petkotniku, torej
y2 + y − 1 = 0,
z2 − yz + 1 = 0. (5.10)
Ozna£imo vrednosti korenov prve ena£be z y = a in y = b. Pri demonstraciji
Gaussove metode smo postopali na na£in, da smo vsakega od kon£nih primitivnih
petih korenov enote izra£unali kot re²itev druge ena£be za eno izmed moºnih re²itev
prve.
Pogled na isto situacijo z druge smeri pa nam daje zgoraj opisana metoda, po
kateri iz Wantzelovega sistema sestavimo enoten izraz, tj. Wantzelov polinom, ki
naj vsebuje vse moºne korene njegove zadnje ena£be. V na²em primeru ga tvorimo
tako, da med seboj zmnoºimo obe moºnosti, kako bi se druga ena£ba sistema (5.10)
glasila ob razli£nih re²itvah prve, torej
W (z) = (z2 − az + 1)(z2 − bz + 1) =
= z4 − (a+ b)z3 + (2 + ab)z2 − (a+ b)z + 1.
Ker sta a in b ni£li ena£be y2+y−1 = 0, zanju po Vietovih formulah velja a+b = −1
in ab = −1, s £imer za Wantzelov polinom na koncu dobimo ravno ciklotomi£nega
φ5(z) = z
4 + z3 + z2 + z + 1 = 0,
ki bi ga po sledenju Gaussovi metodi v obratni smeri tudi morali.
V nadaljevanju privzemimo, da je xn = r koren Wantzelovega polinoma, ki smo
ga priredili Wantzelovemu sistemu n kvadratnih ena£b; prav tako privzemimo, da ne
obstaja nobenWantzelov sistem z manj kot n ena£bami, ki bi to vrednost imel za svoj
koren. Wantzel je dokazal, da v tem primeru nobene vrednosti spremenljivke xk za
k ∈ {1, 2, . . . , n} ni mogo£e izraziti kot racionalne funkcije predhodnih spremenljivk
x1, x2, . . . , xk−1. Ker bi bil edini moºni na£in za razcep kvadratne ena£be zapis njene
ni£elne oblike, v katere linearnih faktorjih bi kot prosta koeﬁcienta nastopali prav ti
funkciji, to z drugimi besedami pomeni, da ena£b v Wantzelovem sistemu v okviru
predpisane oblike koeﬁcientov ni mogo£e zapisati v faktorizirani obliki. Pokazali
bomo namre£, da lahko ob faktorizaciji katere izmed ena£b iz sistema eliminiramo
njeno predhodnico in na ta na£in dobimo dva lo£ena Wantzelova sistema n−1 ena£b,
ki skupaj vsebujeta vse korene za£etnega sistema, s £imer pridemo v protislovje z
za£etno predpostavko, da r ni koren Wantzelovega sistema z manj kot n ena£bami.
Opisani princip si lahko ogledamo na primeru Wantzelovega sistema
x2 − 3x− 7 = 0,
y2 − (4x− 1)y + 8x = 0,
z2 − (4y)z + (4y2 − 1) = 0,
(5.11)
v katerem ozna£imo enega izmed njegovih korenov z z = r. Zadnjo ena£bo sistema
je mogo£e  vse v okviru koeﬁcientov, s kakr²nimi bo posamezen razcepni faktor
lahko nastopal v lo£enem Wantzelovem sistemu  po Vietovem pravilu razstaviti
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v (z − (2y + 1))(z − (2y − 1)) = 0, zato lahko originalni Wantzelov sistem (5.11)
enakovredno nadomestimo z lo£enima sistemoma
x2 − 3x− 7 = 0,
y2 − (4x− 1)y + 8x = 0,
z − (2y + 1) = 0
(5.12)
in
x2 − 3x− 7 = 0,
y2 − (4x− 1)y + 8x = 0,
z − (2y − 1) = 0,
(5.13)
v katerih se spremenljivka z iz zadnjih ena£b neposredno izrazi kot racionalna funk-
cija predhodnih spremenljivk.
V zvezi z nadaljnjo obravnavo tak²nih sistemov se na tem mestu dogovorimo za
naslednja poimenovanja:
Deﬁnicija 5.8. Ena£ba Wantzelovega sistema je nerazcepna, £e je ni mogo£e fak-
torizirati v okviru linearnih polinomov s koeﬁcienti, ki bi bili racionalne funkcije
predhodnih spremenljivk, v nasprotnem primeru pa je le-ta razcepna. Wantzelov
sistem je nerazcepen, £e so vse njegove ena£be nerazcepne, v nasprotnem primeru
pa je razcepen.
Oglejmo si najprej posledice, ki v takem primeru izhajajo iz nerazcepnega sis-
tema (5.12). e z y = a in y = b ozna£imo korena predzadnje ena£be, lahko vse
moºne nadaljnje korene pokrijemo s podvajanjem
(z − (2a+ 1))(z − (2b+ 1)) = z2− (2a+ 2b+ 2)z + (4ab+ 2a+ 2b+ 1) = 0. (5.14)
Ker imata y = a in y = b v drugi ena£bi vlogo korenov, lahko njuno vsoto in pro-
dukt po Vietovih formulah izrazimo z ena£binimi koeﬁcienti, torej (naj²ir²e gledano)
racionalnimi funkcijami spremenljivk do vklju£no x. Ker lahko v podvajani ena£bi
z2− (2a+2b+2)z+(4ab+2a+2b+1) = 0 njena koeﬁcienta zapi²emo kot racionalni
(oz. celo polinomski) kombinaciji korenskih vsote in produkta, lahko z omenjeno
substitucijo tako zaobidemo predhodno spremenljivko y in jo zapi²emo zgolj s spre-
menljivkami do vklju£no x. V na²em primeru nam Vietovi formuli podajata enakosti
a+ b = 4x− 1 in ab = 8x, s pomo£jo katerih se ena£ba (5.14) poenostavi v
z2 − (2a+ 2b+ 2)z + (4ab+ 2a+ 2b+ 1) =
= z2 − (2(a+ b) + 2)z + (4ab+ 2(a+ b) + 1) =
= z2 − (2(4x− 1) + 2)z + (4 · 8x+ 2(4x− 1) + 1) =
= z2 − (8x+ 1)z + (40x− 1) = 0.
Informacije iz druge in tretje ena£be smo torej skombinirali v ena£bo
z2 − (8x+ 1)z + (40x− 1) = 0,
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zato lahko prvi nerazcepen sistem treh ena£b (5.12) enakovredno nadomestimo s
sistemom, ki ima ena£bo manj, torej
x2 − 3x− 7 = 0,
z2 − (8x+ 1)z + (40x− 1) = 0.
Podobno se v takega s samo dvema ena£bama reducira tudi drugi nerazcepen sis-
tem (5.13), ki se tako glasi
x2 − 3x− 7 = 0,
z2 − (8x− 4)z + (24x− 4) = 0.
Namesto originalnega Wantzelovega sistema s tremi (oz. v splo²nem n-timi) ena£-
bami (5.11) smo torej dobili dva sistema z dvema (oz. n − 1) ena£bama, ki skupaj
vsebujeta vse korene z originalnega sistema; posebej pa to pomeni, da eden izmed
njiju vsebuje tudi odlikovani koren r, kar je v protislovju z izhodi²£no predpostavko,
da kraj²i sistemi s tem korenom ne obstajajo. Prepri£ajmo se, £e ta situacija velja
tudi v splo²nem.
Trditev 5.9. V Wantzelovem sistemu z razcepno n-to ena£bo lahko eliminiramo
njeno predhodnico in s tem dobimo dva sistema (n − 1) ena£b, ki sta prvotnemu
ekvivalentna.
Dokaz. Zgornji preprost zgled nam je med drugim pokazal, da bo v zapisu podvajane
n-te ena£be nerazcepnega sistema predhodno spremenljivko xn−1 zagotovo mogo£e
zaobiti takrat, ko bosta vrednosti korenov xn−1 = a in xn−1 = b v njem nastopali
le v obliki medsebojnih vsot a + b in/ali produktov ab. e nam torej podvajano
n-to ena£bo nerazcepnega sistema uspe prepisati v tako obliko, bomo lahko njene
koeﬁciente prek rabe Vietovih formul v celoti izrazili ºe samo s spremenljivkami do
vklju£no xn−2. Predpostavimo, da bi bilo n-to ena£bo za£etnega sistema mogo£e
razcepiti in z n1 in n2 ozna£imo racionalni funkciji spremenljivk x0, . . . , xn−1, ki bi
predstavljali prosta £lena razcepnih faktorjev; razcep bi se torej glasil
(xn − n1(x0, . . . , xn−2, xn−1))(xn − n2(x0, . . . , xn−2, xn−1)) = 0.
Namesto originalnega Wantzelovega sistema z razcepno zadnjo ena£bo sedaj tvo-
rimo dva nerazcepna sistema, ki sta do predzadnje ena£be identi£na prvotnemu,
namesto zadnje ena£be pa vsakemu sistemu dodelimo enega od njenih linearnih
faktorjev. Nastala nerazcepna sistema bosta torej
x21 + Ax1 +B = 0,
x22 + A1x2 +B1 = 0,
x23 + A2x3 +B2 = 0,
. . .
x2n−1 + An−2xn−1 +Bn−2 = 0,




x21 + Ax1 +B = 0,
x22 + A1x2 +B1 = 0,
x23 + A2x3 +B2 = 0,
. . .
x2n−1 + An−2xn−1 +Bn−2 = 0,
(xn − n2(x0, . . . , xn−1)) = 0.
(5.16)
e korena predzadnje ena£be znova ozna£imo z xn−1 = a in xn−1 = b, lahko
za prvi nerazcepni sistem (5.15) (analogno seveda velja tudi za sistem (5.16)) s
podvajanjem
(xn − n1(x0, . . . , xn−2, a))(xn − n1(x0, . . . , xn−2, b)) = 0 (5.17)
iz predzadnje ena£be najprej povzamemo informacijo o tem, kako bodo od njunih
vrednosti nadalje odvisni koreni n-te ena£be; £e pa nam koeﬁciente podvajane zadnje
ena£be uspe ²e preoblikovati tako, da bosta korena a in b v njih namesto posami£no
nastopala v obliki medsebojnih vsot ali produktov, pa bomo v sistemu z uporabo
Vietovih formul to odvisnost lahko izrazili ºe s spremenljivkami do vklju£no xn−2. S
tem iz predzadnje ena£be iz£rpamo vse potrebne informacije za zapis enakovrednega
Wantzelovega sistema in jo zato lahko eliminiramo.
Da bi odkrili notranjo strukturo produkta (5.17), racionalno funkcijo
n1(x0, . . . , xn−1)
najprej zapi²imo kot kvocient polinomov
p1(x0, . . . , xn−2, xn−1)
in
q1(x0, . . . , xn−2, xn−1).
Opazovani produkt se v tem izrazu glasi
(xn − p1(x0, . . . , xn−2, a)
q1(x0, . . . , xn−2, a)
)(xn − p1(x0, . . . , xn−2, b)
q1(x0, . . . , xn−2, b)
) =
= x2n−
− (p1(x0, . . . , xn−2, a)q1(x0, . . . , xn−2, b) + p1(x0, . . . , xn−2, b)q1(x0, . . . , xn−2, a)
q1(x0, . . . , xn−2, a)q1(x0, . . . , xn−2, b)
)xn+
+
p1(x0, . . . , xn−2, a)p1(x0, . . . , xn−2, b)
q1(x0, . . . , xn−2, a)q1(x0, . . . , xn−2, b)
. (5.18)
Ker imamo povsod razen v ²tevcu linearnega £lena opravka z mnoºenjem istega
polinoma ob zavzetih razli£nih vrednostih njegove zadnje spremenljivke, si najprej
oglejmo zakonitosti te vrste produktov. Za opaºenje bistvene lastnosti je dovolj, da
si ogledamo zgolj mnoºenje med poljubnima £lenoma polinomov p1(x0, . . . , xn−2, a)
in p1(x0, . . . , xn−2, b), ki ju po vrsti ozna£imo z
Axα00 x
α1












ter ob tem privzemimo, da je αn−1 ≤ βn−1. Splo²en £len v produktu
p1(x0, . . . , xn−2, a)p1(x0, . . . , xn−2, b) =
= (. . .+ Axα00 x
α1
1 . . . x
αn−2
n−2 a
αn−1 + . . .)(. . .+Bxβ00 x
β1
1 . . . x
βn−2
n−2 b
βn−1 + . . .)
se bo tako glasil
Axα00 x
α1
























kar pomeni, da je tak £len ºe pripravljen za substitucijo z Vietovimi formulami.
Pri £lenu (5.19), v katerem bi bila eksponenta αn−1 in βn−1 razli£na, pa si lahko
pomagamo z naslednjim razmislekom:
Ker polinom p1(x0, . . . , xn−2, b) iz polinoma p1(x0, . . . , xn−2, a) dobimo tako, da
v njem spremenljivko a preprosto nadomestimo s spremenljivko b (in obratno), bo
vsak polinom poleg lastnega odlikovanega £lena gotovo vseboval ²e najmanj odli-
kovani £len nasprotnega z zamenjano zadnjo spremenljivko. Tako bo torej polinom




1 . . . x
βn−2
n−2 a
βn−1 , polinom p2(x0, . . . , b) pa £len
Axα00 x
α1
1 . . . x
αn−2
n−2 b








zato lahko £lena (5.19) in (5.20) sedaj med seboj se²tejemo v
ABxα0+β00 x
α1+β1










ter nato iz njiju izpostavimo skupni faktor
ABxα0+β00 x
α1+β1
1 . . . x
αn−2+βn−2
n−2 a
αn−1bαn−1(bβn−1−αn−1 + aβn−1−αn−1) =
= ABxα0+β00 x
α1+β1





Preden se lotimo ugotavljati, £e je zgolj z vsotami in produkti korenov mogo£e
zapisati tudi izraz (bβn−1−αn−1 + aβn−1−αn−1), ki nam ostane po izpostavljanju, pre-
verimo, £e je mogo£e do trenutne oblike privesti tudi edini druga£en del ulomka, ki
²e nastopa v izrazu (5.18), torej vsoto
p1(x0, . . . , xn−2, a)q1(x0, . . . , xn−2, b) + p1(x0, . . . , xn−2, b)q1(x0, . . . , xn−2, a).
44
Da pokrijemo vzorec, je zopet dovolj, da se omejimo na po en odlikovan £len v
vsakem polinomu. e ﬁksiramo izbiro £lenov v polinomih p1(x0, . . . , xn−2, xn−1) in
q1(x0, . . . , xn−2, xn−1), v relevantnem delu izraza dobimo
p1(x0, . . . , xn−2, a)q1(x0, . . . , xn−2, b)+
+ p1(x0, . . . , xn−2, b)q1(x0, . . . , xn−2, a) =
= (. . .+ Pxρ00 x
ρ1
1 . . . x
ρn−2
n−2 a
ρn−1 + . . .)(. . .+Qxσ00 x
σ1
1 . . . x
σn−2
n−2 b
σn−1 + . . .)+
+ (. . .+ Pxρ00 x
ρ1
1 . . . x
ρn−2
n−2 b
ρn−1 + . . .)(. . .+Qxσ00 x
σ1
1 . . . x
σn−2
n−2 a
σn−1 + . . .) =
= PQxρ0+σ00 x
ρ1+σ1














1 . . . x
ρn−2+σn−2
n−2 a
ρn−1bρn−1(aσn−1−ρn−1 + bσn−1−ρn−1) =
= PQxρ0+σ00 x
ρ1+σ1




kar je ista oblika, kot smo jo dobili ºe pri produktu polinomov (5.21). Vpra²anje,
ali nam bo spremenljivko xn−1 uspelo eliminirati iz izraza (5.18), se torej reducira
na vpra²anje, ali je vsoto naravnih potenc korenov an + bn mogo£e izraziti zgolj z
njunimi medsebojnimi vsotami oz. produkti.
e sedaj produkt korenov ab ozna£imo s p in vsoto a+ b z v, lahko korena a in








v −√v2 − 4p
2
.
S tema izraºavama lahko vsoto potenc korenov ºe zapi²emo kot splo²no funkcijo
korenskih produktov in vsot
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pa nam pokaºe, da je le-ta celo polinomska, saj se koreni
√
v2 − 4p pod sodimi
potencami kvadrirajo, tisti pod lihimi pa se med obema razvitima binomoma izni£ijo.
e je torej n-ta ena£ba Wantzelovega sistema razcepna, bo njene koeﬁciente
vedno mogo£e preoblikovati tako, da bosta predhodna korena xn−1 = a in xn−1 =
b v njih nastopala le v obliki medsebojnih vsot oz. produktov  v taki obliki pa
ju je mogo£e z uporabo Vietovih formul nadomestiti s funkcijami spremenljivk do
vklju£no xn−2 in predzadnjo ena£bo eliminirati iz sistema.
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Na tem mestu ponovimo, da vsaka re²itev xn Wantzelovega polinoma W pred-
stavlja re²itev zadnje ena£be Wantzelovega sistema za neko povezano zaporedje
korenov {x1, x2, . . . , xn−1}, s katerim so se skozi sistem dolo£ali njeni koeﬁcienti.
e se vrnemo k na²emu poznanemu zgledu Wantzelovega sistema za pravilni pet-
kotnik (5.10), bodo torej ni£le njegovega Wantzelovega polinoma W (z) = z4 +
z3 + z2 + z + 1, npr. glavni peti koren enote e
2πi
5 , ustrezale re²itvam druge ena£be
z2 − yz + 1 = 0, v kateri bi linearni koeﬁcient y ustrezal re²itvam prve ena£be
y2+ y− 1 = 0; konkretno bi za to, da bi drugo ena£bo re²il glavni peti koren, izmed








} morali upo²tevati prvo.
Prav analiziranje teh navzkriºnih povezav med koreni in koeﬁcienti je Wantzelu
razkrilo ²e eno zakonitost sistema, in sicer, da ima vsak polinom F(xn) z racionalnimi
koeﬁcienti, ki ima z Wantzelovim skupno eno ni£lo, z njim avtomatsko skupne tudi
vse ostale. Denimo, da je xn = a koren zadnje ena£be Wantzelovega sistema, ki
ustreza zaporedju predhodnih korenov {x1, x2, . . . , xn−1}, in da je F (xn) nek polinom
z racionalnimi koeﬁcienti, za katerega velja F (a) = 0. e je
x2n + An−1xn +Bn−1 = 0 (5.22)
zadnja ena£ba Wantzelovega sistema, lahko polinom F (xn) po osnovnem izreku o
deljenju polinomov zapi²emo v obliki
F (xn) = (x
2





kjer sta F kn−1 in F
n
n−1 racionalni funkciji enote in spremenljivk x1, x2, . . . , xn−1. Za-
radi dejstva, da je xn = a koren ena£be (5.22) ter obenem ni£la celotnega polinoma
F (xn), bo zanj v tako raz£lenjenem zapisu torej veljalo
F (a) = F kn−1a+ F
n
n−1 = 0
oz., s simbolnimi oznakami korenov,




n−1 = 0. (5.24)
Iz za£etne predpostavke, da vselej delamo na najkraj²em Wantzelovem sistemu
s predpostavljeno re²itvijo xn, in posledi£ne zahteve, da so vse njegove ena£be ne-
razcepne, sledi, da mora za gornja koeﬁcienta veljati
F kn−1 = 0 (5.25)
in
F nn−1 = 0,
saj bi v nasprotnem primeru spremenljivko xn iz ena£be (5.24) lahko izrazili kot
racionalno funkcijo predhodnih.
Ker je vsakega izmed koeﬁcientov F kn−1 in F
n
n−1 spet mogo£e reducirati v linearno
funkcijo njune zadnje spremenljivke, nam denimo pogoj (5.25) porodi novo ena£bo
F k,kn−2xn−1 + F
k,n
n−2 = 0, (5.26)
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v kateri sta F k,kn−2 in F
k,n
n−2 racionalni funkciji enote in spremenljivk do vklju£no xn−2.
Ker tudi tokratno linearno spremenljivko xn−1 veºe pogoj, da se je iz ena£be (5.26)
ne da izraziti kot racionalne funkcije predhodnih, mora za koeﬁcienta znova veljati
F k,kn−2 = 0 (5.27)
in
F k,nn−2 = 0.
Pogoj (5.27) lahko zopet razvijemo v linearno ena£bo
F k,k,kn−3 xn−2 + F
k,k,n
n−3 = 0
 ki zaradi neizrazljivosti spremenljivke xn−2 z racionalno funkcijo ni£elnost spet
vsiljuje naslednjemu koeﬁcientu F k,k,kn−3 . e postopek v tem smislu nadaljujemo,
naposled pridemo do ena£be
F
n  
k, k, k, . . . , kx1 + F
n  
k, k, k, . . . , k, n = 0,
v kateri sta koeﬁcienta F
n  
k, k, k, . . . , k in F
n  
k, k, k, . . . , k, n le ²e racionalni funkciji
enote in ne ve£ spremenljivk, zato morata biti vrednosti 0 sedaj enaka tudi identi£no.
S tem smo predpostavko o minimalnosti na²ega Wantzelovega sistema formali-
zirali v obliki latentnega sistema linearnih ena£b
F
n  
k, k, k, . . . , k, kx1 + F
n  
k, k, k, . . . , k, n = 0,
F
n−1  
k, k, . . . , k, k
1 x2 + F
n−1  





k, k, . . . , k, k
i−1 xi + F
n−(i−1)  
k, k, . . . , k, n
i−1 = 0,
. . .
F k,kn−2xn−1 + F
k,n
n−2 = 0,
F kn−1xn + F
n
n−1 = 0,
ki mu morajo spremenljivke {x1, x2, . . . , xn} avtomatsko zado²£ati s tem, ko re²ijo
Wantzelovega. Linearni sistem smo sestavljali od zadnje ena£be proti prvi, sedaj pa
si ob pomo£i spodnje mreºe povezav oglejmo, kako se prepleta z Wantzelovim, ko
slednjega za£nemo re²evati od prve proti zadnji:
Wantzelov sistem Linearni sistem Koeﬁcienti
F
n  
k, k, k, . . . , k, k
= 0 ∧ F
n  




1 + Ax1 + B = 0 F
n  
k, k, k, . . . , k, k
x1 + F
n  
k, k, k, . . . , k, n
= 0 F
n−1  
k, k, . . . , k, k
1 = 0 ∧ F
n−1  




2 + A1x2 + B1 = 0 F
n−1  
k, k, . . . , k, k
1 x2 + F
n−1  
k, k, . . . , k, n
1 = 0 . . .
. . . . . . F
k,k









n−2 = 0 F
k
n−1 = 0 ∧ Fnn−1 = 0
x
2






Ker sta prva koeﬁcienta F
n  
k, k, k, . . . , k, k in F
n  
k, k, k, . . . , k, n identi£no enaka 0, oba
moºna korena prve ena£be Wantzelovega sistema
x21 + Ax1 +B = 0
res (trivialno) zado²£ata prvi linearni ena£bi
F
n  
k, k, k, . . . , k, kx1 + F
n  
k, k, k, . . . , k, n = 0.
Ob tem, da re²ita prvo ena£bo Wantzelovega sistema, morata njena korena x1 av-
tomati£no zagotoviti tudi ni£elnost koeﬁcientov F
n−1  
k, k, . . . , k, k
1 in F
n−1  
k, k, . . . , k, n
1 .
tirje koreni druge ena£be, ki izhajajo iz tak²nih dveh korenov prve, bodo zato spet
trivialno zado²£ali linearni ena£bi
F
n−1  
k, k, . . . , k, k
1 x2 + F
n−1  
k, k, . . . , k, n
1 = 0.
Na enak na£in bo osmero moºnih ni£el tretje ena£be Wantzelovega sistema avtoma-
ti£no zado²£alo tretji ena£bi linearnega sistema in nazadnje 2n moºnih ni£el kon£nega
Wantzelovega polinoma ena£bi
F kn−1xn + F
n
n−1 = 0
 kar pa glede na na² zapis alternativnega polinoma v obliki (5.23) pomeni, da bodo
potemtakem ni£le tudi zanj.
Prepri£ali smo so torej, da si takrat, ko si kak polinom z racionalnimi koeﬁcienti
z Wantzelovim deli en koren, z njim vedno deli tudi vse ostale.
Za ponazoritev tega na£ela si znova oglejmo na² obi£ajni sistem
y2 + y − 1 = 0,
z2 − yz + 1 = 0,
ki ustreza Wantzelovemu polinomu (oz. pripadajo£i ciklotomi£ni ena£bi) W (z) =
z4+z3+z2+z+1. Ozna£imo z z = z1 koren druge ena£be, ki ustreza predhodnemu
korenu y = y1, ter predpostavimo, da obstaja ²e nek drug polinom F (z) z racio-
nalnimi koeﬁcienti, ki bi imel z = z1 za svoj koren. Po osnovnem izreku o deljenju
polinomov lahko neznani polinom F (z) zapi²emo v obliki
F (z) = (z2 − yz + 1)f(y, z) + F ky z + F ny , (5.28)
kjer sta F ky in F
n
y racionalni funkciji spremenljivke y in f(y, z) polinom spremenljivk
y in z. Ker koren z = z1 po predpostavki zado²£a ena£bi z2 − yz + 1 = 0 ter je
obenem koren celotnega polinoma F (z), z njegovim vstavljanjem v nastavek (5.28)
dobimo








Ker delamo na minimalnem Wantzelovem sistemu, spremenljivke z1 ni mogo£e izra-
ziti kot racionalne funkcije predhodne spremenljivke y1, zato morata biti koeﬁcienta




e sedaj na enak na£in obravnavamo ²e njiju, lahko npr. splo²ni prvi koeﬁcient
F ky zopet zapi²emo v obliki
F ky = (y
2 + y − 1)k(y) + F k,ky + F k,n, (5.29)
pri £emer sta F k,k in F k,n le ²e racionalni funkciji enote. e v nastavek (5.29) sedaj
vstavimo ni£lo prve ena£be ter obenem koeﬁcienta Fy, koren y1, dobimo
F ky1 = 0 + F
k,ky1 + F
k,n = 0.
Ker y1 predstavlja enega izmed korenov, ki so nastopili tekom re²evanja Wantze-
lovega sistema, njegove vrednosti zopet ne moremo izraziti kot racionalne funkcije
enote, kar pomeni, da morata biti koeﬁcienta F k,k in F k,n identi£no enaka 0 ter je
posledi£no izraz (5.29) neglede na vrednosti spremenljivke y enak le
F ky (y) = (y
2 + y − 1)k(y).
To pomeni, da bo za katerikoli koren ena£be y2 + y − 1 = 0 izraz F ky (ter analogno
tudi F ny ) enak 0.
Ker smo polinom F (z) v nastavku (5.28) torej zapisali v obliki
F (z) = (z2 − yz + 1)f(y, z) + F ky z + F ny
in nam koreni prve ena£be Wantzelovega sistema najprej izni£ijo koeﬁcienta F ky in
F ny , koreni druge ena£be pa nato ²e £len (z
2 − yz + 1)f(y, z), to pomeni, da ima
polinom F (z) poleg prve z Wantzelovim skupne tudi vse ostale njegove ni£le. Iz
tega pa sledi, da je Wantzelov polinom nerazcepen nad obsegom Q. e naj bi
ga namre£ katerikoli polinom z racionalnimi koeﬁcienti F (x) delil, bi moral z njim
imeti najmanj en skupen linearni faktor oz. ni£lo v obsegu C  ker pa smo pravkar
pokazali, da bi imel v tem primeru z njim skupne tudi vse ostale, vsebuje polinom
F (x) kot svoj faktor celoten Wantzelov polinom in tako ne more biti njegov pravi
delitelj, pa£ pa je lahko kve£jemu obratno.
S tem, ko smo za Wantzelov polinom ugotovili, da je nad obsegom Q nerazcepen,
lahko to dejstvo dodamo k potrebnim pogojem za konstruktibilnost, s £imer ti dobijo
podobo kon£nega Wantzelovega izreka:
Izrek 5.10 (Wantzel). e je ²tevilo r konstruktibilno, potem mora biti koren nekega
nad obsegom Q nerazcepnega polinoma stopnje 2n z racionalnimi koeﬁcienti.
Ker se v na²em primeru po konstruktibilnosti ²ele spra²ujemo, ne pa jo jemljemo
kot predpostavljeno, si lahko gornji izrek preobrnemo v naslednjo uporabnej²o raz-
li£ico:
Izrek 5.11 (Wantzel (razli£ica)). Naj bo ²tevilo r koren nad obsegom Q nerazcepnega
polinoma f z racionalnimi koeﬁcienti. e je stopnja polinoma f razli£na od 2n,
²tevilo r ni konstruktibilno.
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Preden podamo odgovor na osrednje vpra²anje konstruktibilnosti pravilnih p-
kotnikov, se oboroºeni s tem izrekom najprej vrnimo ²e k vpra²anju, na katerega
nismo znali odgovoriti v uvodu. Tam smo se ukvarjali s problemom trisekcije kota
in ga v algebrai£ni obliki formulirali kot re²evanje ena£be k = 3x− 4x3. Denimo, da
je trojni kot, ki bi ga ºeleli razdeliti na enojne, enak 30◦. V tem primeru se na²a
ena£ba glasi
sin 30◦ = 3x− 4x3
oz.
3x− 4x3 − 1
2
= 0.
Ker je ena£ba s tak²nim prostim £lenom nerazcepna nad obsegom Q in njena stopnja
ni potenca ²tevila 2, nam razli£ica Wantzelovega izreka 5.11 pove, da njen koren
sin 10◦ ni konstruktibilno ²tevilo, zato trisekcija kota 30◦  s tem pa tudi trisekcija
kota v splo²nem  ni moºna.
Sedaj pa kon£no odgovorimo na vpra²anje, za katere vrednosti pra²tevil p so
moºne konstrukcije pravilnih p-kotnikov. Trditev 4.12 nam je povedala, da so ciklo-
tomi£ni polinomi φp(x) = xp−1 + xp−2 + . . .+ x+ 1 nad obsegom Q nerazcepni. Za
njihove korene zato razli£ica Wantzelovega izreka 5.11 sedaj implicira, da v primeru,
ko stopnja ciklotomi£nega polinoma p−1 ne bo enaka potenci ²tevila 2, le-ti ne bodo
konstruktibilni. e torej za pra²tevilo p ne bo veljalo p = 2n + 1, oz. ekvivalentno,
£e pra²tevilo p ne bo Fermatovo, potem pravilnega p-kotnika z ravnilom in ²estilom
zagotovo ni mogo£e skonstruirati. Wantzelov izrek nam tako dokon£no dokazuje, da
konstrukcija pravilnega 7-kotnika (in podobno tudi 11-kotnika, 13-kotnika . . . ) ne
bi bila mogo£a na noben na£in. Ker je torej popolnoma enak pogoj, kot ga je Gauss
pri konstruiranju pravilnih p-kotnikov potrdil za zadostnega, Wantzel sedaj spoznal
²e za potrebnega, lahko njune ugotovitve zdruºimo v naslednji skupni izrek:
Izrek 5.12 (Gauss-Wantzel). Pravilni p-kotnik je konstruktibilen natanko tedaj, ko
je pra²tevilo p Fermatovo.
Posebej to pomeni tudi, da je bil umetni pogoj, ki smo si ga v podpoglavju 4.1
postavili za nadaljevanje dela po Gaussovi metodi, v resnici irelevanten, saj smo
tudi ob njem moºnost konstrukcije naposled dokazali za vse p-kotnike, za katere bi
bila ta kadarkoli mogo£a.
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6 Sestavljena ²tevila
Do nadaljnjega je pri£ujo£e poglavje povzeto po [2].
Sedaj, ko smo spoznali moºnosti konstruiranja za njihove pra²tevilske gradnike,
se lahko nadalje vpra²amo ²e po konstruktibilnosti pravilnih s-kotnikov. Kot smo ºe
povedali, lahko za vsak pravilni pF -kotnik, ki ga znamo konstruirati, z zaporednim
razpolavljanjem sredi²£nih kotov enostavno skonstruiramo tudi pravilni 2kpF -kotnik.
Naslednja oblika sestavljenih ²tevil, za katere se intuitivno zdi, da bi morali biti ve£-
kotniki s toliko stranicami konstruktibilni, so produkti samih Fermatovih pra²tevil,
za£en²i z dvo£lenim pF1pF2 . Iz poteka Evklidovega algoritma izhaja, da lahko z njim
dolo£eni najve£ji skupni delitelj dveh ²tevil izrazimo kot njuno celo²tevilsko kombi-
nacijo. Ker sta si ²tevili pF1 in pF2 tuji, to v na²em primeru pomeni, da obstajata
celi ²tevili a in b, za kateri velja apF1 + bpF2 = 1. e ena£bo pomnoºimo z 2π in











V njeni desni strani lahko prepoznamo ravno velikost sredi²£nega kota pravilnega
pF1pF2-kotnika, leva stran pa nam to velikost razbija na celo²tevilsko kombinacijo
dveh kotov, za katera smo ºe dokazali konstruktibilnost, iz £esar sledi, da je tudi
sam (in posledi£no tudi celoten pF1pF2-kotnik) konstruktibilen (slika 7).
Slika 7: Konstrukcija pravilnega 15-kotnika z upo²tevanjem linearne kombinacije
2π
15




e ob tako konstruiranem pF1pF2-kotniku nadalje skonstruiramo ²e pravilni pF3-
kotnik za tretje razli£no Fermatovo pra²tevilo pF3 , bo zaradi tujosti ²tevil pF1pF2 in
pF3 na enak na£in kot zgoraj spet mogo£e skonstruirati pravilni (pF1pF2)pF3-kotnik.
e induktivno nadaljujemo z dodajanjem vedno novih Fermatovih pra²tevil ter upo-
²tevamo ²e vselej²njo moºnost bisekcije kota, s tem dokaºemo ravno naslednji izrek:
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Izrek 6.1 (Gauss). Naj bodo pF1 , pF2 , . . . , pFt razli£na Fermatova pra²tevila. e je
²tevilo s oblike s = 2kpF1pF2 . . . pFt, je pravilni s-kotnik konstruktibilen.
Nadaljevanje poglavja je povzeto po [9, poglavje 6].
Znova lahko upravi£eno podvomimo, da so konstruktibilni s-kotniki, ki jih je
bilo trivialno najti, hkrati ºe tudi vsi. Pri tem, kak²ne vse pravilne s-kotnike je
teoreti£no mogo£e skonstruirati, nas omejuje Wantzelov izrek 5.10, ki nam pove, da
morajo biti njihova (konstruktibilna) ogli²£a nujno koreni nekega nad obsegom Q
nerazcepnega polinoma q ∈ Q[x] stopnje 2n. Videli smo ºe, da je bila pri konstru-
iranju pravilnega p-kotnika za tiste korene, ki so primitivni, stopnja tega polinoma
enaka p − 1. Preidimo od njih na sestavljena ²tevila tako, da si najprej ogledamo
le potence istega pra²tevila, pri katerih se lahko glede zadevne stopnje skli£emo na
naslednjo lemo:
Lema 6.2. Naj bo ²tevilo n potenca nekega pra²tevila p, torej n = pk. Tedaj velja,
da je nad obsegom Q nerazcepni polinom, ki uni£i n-ti primitivni koren enote ξn,
stopnje φ(n).





in preverimo, £e je res nerazcepen nad obsegom Q in uni£i primitivni koren enote




xpk−1 − 1 =
(xp
k−1 − 1)((xpk−1)p−1 + (xpk−1)p−2 + . . .+ (xpk−1)1 + 1)
xpk−1 − 1 =
= xp
k−1(p−1) + xp
k−1(p−2) + . . .+ xp
k−1
+ 1.
Da bi nerazcepnost polinoma nad obsegom Q lahko dokazali z uporabo Eisen-
steinovega kriterija, bomo zopet opravili substitucijo x = y + 1, po kateri se na²
polinom glasi
qpk(y + 1) = (y + 1)
pk−1(p−1) + (y + 1)p
k−1(p−2) + . . .+ (y + 1)p
k−1
+ 1.
Za prosti £len razvitega polinoma lahko ugotovimo, da bo natanko enak ²tevilu
p, saj vsak izmed gornjih p-tih sumandov k njemu prispeva prosti £len 1. Zanj torej
res velja, da ga pra²tevilo p deli, njegov kvadrat pa ne. Sedaj moramo pokazati ²e,
da ²tevilo p deli vse koeﬁciente razen vodilnega. Ker bo vodilni koeﬁcient razvitega
polinoma enak yp
k−1(p−1), je ekvivalentno pokazati, da je
qpk(y + 1) ≡ ypk−1(p−1) (mod p). (6.1)
Vrnimo se k za£etni obliki polinoma qpk , v kateri njegovo vrednost v to£ki y + 1
izra£unamo kot
qpk(y + 1) =
(y + 1)p
k − 1
(y + 1)pk−1 − 1 .
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Ker  kakor smo razmislili ºe med dokazovanjem trditve 4.12  velja
(a+ b)p ≡ ap + bp (mod p),
je ²tevec tega ulomka po modulu p kongruenten vrednosti yp
k
, imenovalec pa vredno-
sti yp
k−1
. Da bi tolik²no njuno poenostavitev lahko izkoristili, se moramo prepri£ati,
da je ulomek, ki mu na tak na£in posebej reduciramo ²tevec in imenovalec, kongru-
enten za£etnemu ulomku. Pri tem je dejansko zanimiv le primer, ko pra²tevilo p ne
deli imenovalca, oz. ekvivalentno, ko p ne deli vrednosti y, saj je v slednjem primeru
enakost (6.1) izpolnjena trivialno.
Zapi²imo torej opazovani ulomek kar nekoliko splo²neje, kot n = a
b
, in predpo-
stavimo, da p - b. e deﬁniramo m := a+pc
b+pd
, lahko z medsebojnimi zvezami zapi²emo
m(b+ pd) = a+ pc = nb+ pc
oz.
b(m− n) = p(c−md) ≡ 0 (mod p),
kar pomeni, da je v tem primeru m ≡ n (mod p) in lahko zato vrednost polinoma
qpk(y + 1) res reduciramo v
qpk(y + 1) =
(y + 1)p
k − 1








≡ ypk−pk−1 ≡ ypk−1(p−1) (mod p),
s £imer smo glede na na² zapis (6.1) dokazali ravno, da je polinom qpk(x) nerazcepen
nad obsegom Q. Preostane nam ²e dokaz, da je ξn = ξpk njegova ni£la. e to





k−1 − 1 =
1− 1
(ξpk)p
k−1 − 1 = 0,
torej je qpk(x) res nad obsegom Q nerazcepni polinom iz Q[x], katerega ni£la je ξpk .
Njegova stopnja je pk−1(p−1), kar je ravno enako znani vrednosti Eulerjeve funkcije
za potenco pra²tevila p, torej pk−1(p− 1) = φ(pk).
To vedenje o potencah pra²tevil bomo sedaj uporabili v razmisleku, kolik²ne so
te lahko v faktorizaciji sestavljenega ²tevila s, £e naj bi s-kotnik bil konstruktibilen.
Predpostavimo torej, da je s-kotnik konstruktibilen. e ²tevilo s zapi²emo v
faktorizirani obliki s = pα11 p
α2
2 . . . p
αt
t , potem velja tudi, da so vsi p
αi
i -kotniki kon-






Za ²tevila oblike pαii iz leme 6.2 vemo, da morajo biti toliki primitivni koreni
enote, ξpαii , ni£le nad obsegom Q nerazcepnega polinoma q ∈ Q[x] stopnje φ(p
αi
i ).
Ker so pαii -ti koreni enote (med katerimi je po prvem izreku Sylova gotovo tudi
primitiven) po zgornjem razmisleku konstruktibilni, mora za stopnjo polinoma q po
drugi strani veljati, da je enaka 2n. e oba pogoja glede stopnje polinoma q zdaj
zdruºimo, dobimo 2n = pαi−1i (pi − 1).
Od tu dalje lo£imo dva primera, in sicer
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Slika 8: Konstrukcija pravilnega 5-kotnika iz predhodno ºe skonstruiranega pravil-
nega 15-kotnika
1. za αi = 1 velja 2n = p1−1i (pi − 1) oz. 2n = pi − 1, iz £esar dobimo pi = 2n + 1.
Kot smo ºe ve£krat razmislili, pra²tevila take oblike ne morejo biti druga kot
Fermatova, zato v faktorizaciji ²tevila s s potenco αi = 1 lahko nastopajo le
ta.
2. za αi > 1 iz enakosti 2n = pαi−1i (pi − 1) najprej ugotovimo, da mora faktor
pαi−1i deliti ²tevilo 2
n, kar je moºno le, £e je ²tevilo pi enako 2. Za pra²tevilo
pi, ki v faktorizaciji ²tevila s nastopa s potenco αi > 1, torej velja, da je to
lahko le 2.
S tem smo dokazali tudi Wantzelovo smer izreka na nivoju sestavljenih ²tevil.
Izrek 6.3 (Wantzel). e je pravilni s-kotnik konstruktibilen, je ²tevilo s nujno oblike
s = 2kpF1pF2 . . . pFt, kjer so pF1 , pF2 , . . . , pFt razli£na Fermatova pra²tevila.
S tem je Wantzel za pogoj, ki je zado²£al za konstrukcijo pravilnega s-kotnika po
Gaussovi metodi, dokazal, da bi bil nujen tudi za konstrukcijo na kakr²enkoli na£in,
zato lahko njuna enosmerna izreka zdruºimo v dvosmernega:
Izrek 6.4 (Gauss-Wantzel). Pravilni s-kotnik je konstruktibilen natanko tedaj, ko
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