This paper presents two path relinking algorithms to solve the unconstrained binary quadratic programming (UBQP) problem. One is based on a greedy strategy to generate the relinking path from the initial solution to the guiding solution and the other operates in a random way. We show extensive computational results on five sets of benchmarks, including 31 large random UBQP instances and 103 structured instances derived from the MaxCut problem. Comparisons with several state-of-theart algorithms demonstrate the efficacy of our proposed algorithms in terms of both solution quality and computational efficiency. It is noteworthy that both algorithms are able to improve the previous best known results for almost 40 percent of the 103 MaxCut instances.
Introduction
The objective of the unconstrained binary quadratic programming (UBQP) problem is to maximize the function:
where Q = (q ij ) is an n by n matrix of constants and x is an n-vector of binary (zero-one) variables, i.e., x i ∈ {0, 1}, i = 1, . . . , n.
The formulation of UBQP can represent a wide range of important problems, including those from financial analysis [28] , social psychology [20] , computer aided design [25] and cellular radio channel allocation [9] . Moreover, a quite number of combinatorial optimization problems can be transformed into UBQP, such as graph coloring problem, maxcut problem, set packing problem, set partitioning problem, maximum clique problem, etc. Interested readers can refer to [23] for the general transformation procedures.
Given the interest of UBQP, many solution procedures have been reported in the literature during the past few decades. Exact methods based on branch and bound or branch and cut [6, 21, 35] are quite useful to obtain optimal solutions to instances of limited sizes. To handle larger instances, a number of heurisric and metaheuristic methods have been developed, including local search [7] , Simulated Annealing [4, 22] , Tabu Search [14, 19, 32, 34, 37, 38] , and Evolutionary and Memetic Algorithms [5, 26, 27, 30, 31] .
Among the existing heuristics, tabu search (TS) based algorithms are the most successful ones. For example, the first adaptive memory tabu search algorithm for the UBQP [14] has been used to solve applications coming from a wide variety of settings. Also, several multi-start tabu search strategies have been explored in [32] and a sequel using an iterated tabu search algorithm has been investigated in [34] , leading to very good results on large and challenging UBQP random instances. More recently, the diversification-driven tabu search method [19] , a memetic algorithm [27] using embedded tabu search and a variable fixing tabu search method [37, 38] have proved to be especially effective for solving the most challenging UBQP instances.
Although numerous algorithms and approaches have been proposed for this well-known problem, we are not aware of any study on applying path relinking to the UBQP in the literature. Path relinking is a general search strategy closely associated with tabu search and its underlying ideas share a significant intersection with the tabu search perspective [15] [16] [17] , with applications in a variety of contexts where it has proved to be very effective in solving difficult problems. In this paper, we follow the general scheme described in [17] and propose two path relinking algorithms for the UBQP. These two algorithms differ from each other mainly on the way of generating the path, one employing a greedy strategy and the other employing a random construction. In order to assess the performance of our path relinking algorithms, we provide computational results on five sets of random and structured benchmarks with a total of 134 test instances. These results indicate that our proposed algorithms yield highly competitive outcomes on the tested instances.
The remaining part of the paper is organized as follows. Section 2 briefly reviews some representative approaches for the UBQP. Section 3 describes the ingredients of our path relinking algorithms. Section 4 presents computational results and detailed comparisons with other state-of-the-art algorithms in the literature. Section 5 discusses the results obtained on two other well-known combinatorial problems. Concluding remarks are given in Section 6.
Previous Work
This section reviews some representative heuristic approaches for the UBQP, including in particular those that are used as the reference methods for our experimental evaluation.
Glover et al. [14] introduced the first tabu search algorithm for the UBQP (AMTS). AMTS is based on the one-flip move and two types of memory structures to record recency and frequency information. Strategic oscillation is employed to alternate between constructive phases (progressively setting variables to 1) and destructive phases (progressively setting variables to 0), which are triggered by critical events, i.e., when the next move causes the objective function to decrease. The amplitude of the oscillation is adaptively controlled by a span parameter. Computational results for instances with up to 500 variables show AMTS outperforms the best exact and heuristic methods previously reported in the literature.
Katayama et Narihisa [22] designed a simulated annealing algorithm (SA) that is also based on the one-flip move and an incremental neighborhood evaluation technique. To enhance its search ability, the SA algorithm adopts multiple annealing processes starting from different temperatures. Tested on instances with variables ranging from 500 to 2500, the proposed SA heuristic shows very competitive performances, particularly for the largest instances.
Merz et Katayama [31] conducted a landscape analysis and observed that local optima of the UBQP instances are contained in a small fraction of the search space. Based on this, they designed a memetic algorithm (MA) in which a dedicated crossover operator is utilized to generate good starting solutions for a k-opt local search. The proposed approach is remarkably effective in solving a set of problems with up to 2500 variables.
Palubeckis [32] presented several multistart tabu search strategies (MST) dedicated to the construction of the initial solution. An additional set of challenging random instances with up to 7000 variables were generated to evaluate the proposed MST algorithms. Subsequently, Palubeckis [34] developed an iterated tabu search algorithm (ITS) in which the perturbation mechanism operates on a specific set of variables. The experimental results indicated that the ITS consumes less computational effort to find the best solutions than several MSTS algorithms.
Glover et al. [19] presented a diversification-driven tabu search (D 2 TS) algorithm that alternates between a basic tabu search procedure and a memorybased perturbation strategy guided by a long-term memory. Despite its simplicity, computational results showed that D 2 TS is capable of matching or improving the previously reported results for the challenging instances introduced in [32] .
Lü et al. [27] proposed a hybrid metaheuristic approach (HMA) which combines a basic tabu search procedure and the genetic search framework. HMA is characterized by its diversification-guided recombination operator and qualityand-distance-based population updating strategy. The dedicated recombination operator aims to generate diversified offspring solutions in order to explore new promising search regions while the tabu search procedure is responsible for intensified examination around the offspring solutions. Computational results showed HMA is among the current best performing procedures on the UBQP benchmark instances. P airSet is initially composed of all the index pairs (i, j) such that at least one corresponding T ag has the value TRUE (line 7). As soon as P airSet is constructed, all the T ag are marked FALSE (line 8).
Algorithm 1 Outline of the path relinking procedure 1: Input: matrix Q 2: Output: the best binary n-vector x * found so far and its objective value f * 3: repeat 4:
Identify the best solution x * and the worst solution x w in Ref Set and record the objective value f * of solution x * 6:
T ag(i) = TRUE, (i = {1, . . . , b}) 7:
T ag(i) = FALSE, (i = {1, . . . , b}) 9:
while (P airSet = ∅) do 10:
Apply the Relinking Method to produce the sequence x i = x(1), . . . , x(r) = x j 12: Select x(m) from the sequence and apply the improvement method to x(m) 13:
if f (x(m)) > f * then 14:
T ag(w) = TRUE 19:
Record the new worst solution x w in Ref Set
20:
end if 21:
Apply the Relinking Method to produce the sequence x j = y(1), . . . , y(r) = x i 22:
Select y(n) from the sequence and apply the improvement method to y(n) 23:
T ag(w) = TRUE 29:
30:
end if 31:
end while 33: until the stopping criterion is satisfied
The inner while loop (lines 9-32) generates new solutions by building paths for each pair of solutions of P airSet and updates Ref Set with specific new solutions. First, one index pair (i, j) is selected from P airSet according to lexicographical order (line 10) to designate two solutions i to x j and the other from x j to x i . Secondly, each new high-quality solution derived by path relinking is a candidate to take part in a subsequent relinking process as an initiating or guiding solution, using a probabilistic selection process that assures the solution will eventually get selected. Thirdly, upon the completion of the path relinking phase that ultimately examines all pairs of solutions in Ref Set, we rebuild Ref Set to restart the path-relinking procedure, and repeat this restarting process until the stopping criterion is satisfied.
The RefSet Initialization Method
The initial RefSet contains b different locally optimal solutions and is constructed as follows. Starting from scratch, we randomly assign a value of 0 or 1 to each variable to produce an initial solution, and then subject this solution to our improvement method to obtain a local optimum (see Sect. 
The Improvement Method
The improvement method employs a basic tabu search procedure that is implemented in the same way as the tabu search component of the hybrid metaheuristic approach (HMA) [27] . Specifically, it employs a simple one-flip move neighborhood, which consists of changing (flipping) the value of a single variable x i to its complementary value 1 − x i . Each time a move is carried out, the reverse move is forbidden for the next T abuT enure iterations [13] . In practice, we elected to set the tabu tenure by T abuT enure(i) = ttc + rand (10) , where ttc is a selected constant and rand(10) takes a random value from 1 to 10. Once a move is performed, we update a subset of move values affected by the move using a fast incremental evaluation technique introduced in [18] .
Accompanying this rule, a simple aspiration criterion is applied that permits a move to be selected in spite of being tabu if it leads to a solution better than the current best solution. By convention we speak of "better" and "best" in relation to the objective function value f (x). (Similarity, we refer to the objective function value when speaking of solution quality.) The TS procedure stops when the best solution cannot be improved within a given number µ of moves that called improvement cutoff.
The RefSet Update Method
The 
The Relinking Method
The relinking method is used to generate new solutions by exploring trajectories (strictly confined to the neighborhood space) that connect high-quality solutions. The solution that begins the path is called the initiating solution while the solution that the path leads to is called the guiding solution [15] [16] [17] . We propose two ways to generate such a path: One is based on a dedicated greedy function (whose evaluations are given by the objective function of UBQP problem) while the other operates in a random manner. Algorithms 2 and 3 describe these two methods in details.
In order to describe our relinking procedure, we first give some primary definitions, denoting the initiating solution by x i and the guiding solution by x j :
• NC: the set of variable indices for which x i and x j have different values.
• ∆ t : a vector that stores the objective value deviation of the current solution from the resulting solution after flipping the tth variable.
• P V : the path vector that stores the selected flip variable at each step throughout the transiting from x i to x j (Consequently, by knowing either the initiating solution or the current terminal solution, each solution generated on the path can be recovered by referring to P V ).
• F I: a vector that records the difference f (x) − f (x i ) for each solution x generated when transiting from x i to x j .
Algorithm 2 Pseudo-code of Relinking Method 1 1: Input: A pair of solutions x i and x j 2: Output: Path solution x(1), . . . , x(r) from x i to x j 3: Identify the set N C between x i and x j 4: Initialize the ∆ t assignments for t ∈ N C 5: P V = ∅, F I 0 = 0, r = |N C| − 1 6: for k = 1 to r do 7: Find a t ∈ N C with the best ∆ t value 8:
P V ← P V ∪ {t} 9:
x(k) = {x u :
Update all ∆ t values (t ∈ N C) affected by the move 13:
N C ← N C\{t} 14: end for Algorithm 2 shows the first relinking method. Initially, we identify the set NC of variables whose values differ between the initiating solution and the guiding solution. The ∆ value of each element in NC is also precalculated. At each step toward the guiding solution, we select the variable with the best ∆ value and then add it into the path vector P V . Moreover, we record the current increment F I value and the objective value f (x) of the current generated solution x. Finally, the vector ∆ is updated using the fast incremental evaluation technique of [18] . Since two adjacent solutions on the path differ from each other in the assignment of only one variable, this relinking procedure accomplishes the path construction from the initiating solution to the guiding solution after exactly |NC| − 1 steps.
Algorithm 3 Pseudo-code of Relinking Method 2 1: Input: A pair of solutions x i and x j 2: Output: Path solution x(1), . . . , x(r) from x i to x j 3: Identify the set N C between x i and x j 4: Initialize the ∆ t assignments for t ∈ N C 5:
Select a t ∈ N C at random 8:
N C ← N C\{t} 14: end for
The second relinking method, shown in Algorithm 3, is based on the rule of selecting an element in NC randomly at each step (line 7). The remained components of the method are the same as in Algorithm 2.
Path Solution Selection
Since two consecutive solutions on a relinking path differ only by flipping a single variable, it is not productive to apply an improvement method to each solution on the path since many of these solutions would lead to the same local optimum. In addition, the improvement method is a time-consuming process, so we restrict its use to being applied to only a single solution on the path, which we select by reference both to its solution quality and to the hamming distance of this solution to the initiating and guiding solutions. Specifically, we set up a candidate solution list (CSL), consisting of the path solutions having a distance of at least γ · |NC| from both the initiating and guiding solutions (where γ ∈ (0, 1] is a parameter). The solution with the highest quality in CSL is picked for further amelioration by the improvement method.
Computational Results
In this section, we report extensive computational results of our two path relinking algorithms on a large collection of various benchmark instances and compare our results with those of several state-of-the-art methods in the literatures.
Test Instances
Five sets of test problems are considered in the experiments, amounting to 134 instances. The first set of benchmarks is composed of 10 largest instances of size n = 2500 from the ORLIB [3] . They all have a density of 0.1 and are named by b2500.1,. . .,b2500.10. These instances are frequently used in the literature by many authors, see for instance [4, 22, [30] [31] [32] 34, 19, 27] .
The second set of benchmarks consists of 21 randomly generated large problem instances named p3000.1,. . .,p7000.3 with sizes ranging from n=3000 to 7000 and with densities from 0.5 to 1.0.
1 Experiments reported in [32, 34, 19, 27, 37, 38] show that these large instances are particularly challenging UBQP problems, especially in the case of instances with more than 5000 variables.
The third set of benchmarks includes 69 instances derived from the MaxCut problem, named G1,. . .,G72, with variable sizes ranging from n=800 to 
10000.
2 These instances are created by using a machine-independent graph generator, composed of toroidal, planar and random weighted graphs with weight values 1, 0 or -1. The first 54 instances have been employed by numerous authors to test their algorithms [8, 12, 29, 33, 36] and the results for the remaining 15 larger instances are reported in [10] .
The fourth set of benchmarks contains 30 instances with size n=128 (named G54100,. . .,G541000), n=1000 (named G10100,. . .,G101000) and n=2744 (named G14100,. . . ,G141000), respectively.
3 These instances are created from cubic lattices modeling Ising spin glasses with weight values 1, 0 or -1. Computational results on these instances were reported in [8, 12, 29, 33, 36] .
The last set is composed of 4 DIMACS instances containing from 512 to 3375 vertices and 1536 to 10125 edges. 
Experimental Protocol
Our path relinking (PR) algorithms are programmed in C and compiled using GNU GCC on a PC running Windows XP with Pentium 2.83GHz CPU and 8GB RAM. The computational results reported in this section were obtained with the parameter values shown in Table 1 , where the last two columns respectively denote the settings for the 31 random UBQP instances and the 103 MaxCut instances. Given the stochastic nature of our PR algorithms, each instance is independently solved 20 times by each algorithm.
Computational Results on the Random UBQP Instances
Our first experiment undertakes to evaluate the PR algorithms on the 31 random instances with 2500 to 7000 variables (the first two sets of benchmarks). The results are summarized in Tables 2 and 3 . Our algorithms use CPU clock time to give the stopping condition subject to having completed at least one 4 round of the PR procedure. The time limit for 10 ORLIB instances for a single run is set to be 1 minute and for the 21 larger random instances with 3000, 4000, 5000, 6000 and 7000 variables is set at 5, 10, 20, 30 and 50 minutes. This time cutoff is the same as in [27, 32, 34] . Tables 2 and 3 respectively show the computational statistics of applying our PR1 and PR2 algorithms to the 10 ORLIB instances and the 21 large random instances. In both tables, columns 1 and 2 respectively give the instance names and the previous best objective values f prev . These best values were first reported in [32, 34] and recently improved in [19] . The columns under heading PR1 and PR2 list: the best objective value f best , the average objective gap to the previous best objective values g avr (i.e., f prev − f avr ) (where f avr represents the average objective value over 20 runs) and the average CPU time in seconds denoted by time for reaching the best objective values f best over 20 runs. Furthermore, the last row "Average" indicates the summary of our algorithm's average performance. Table 2 discloses that both PR1 and PR2 can stably reach all the previous best objective values for the 10 largest Beasley instances. Moreover, PR1 performs slightly better than PR2 when it comes to the criteria of g avr and time to the previous best result f prev . Table 3 indicates that on the 21 large and difficult random instances, PR1 produced the same results as PR2 given that both can reach the previous best known objective values for all of the tested instances. However, PR1 is superior to PR2 in terms of the average gap (457.1 versus 690.4) although the CPU time to obtain the best solution is slightly longer, (749.2 versus 665.3 seconds).
In order to further evaluate our PR1 and PR2 algorithms, we compare our results with those obtained from some of best performing algorithms in the literature. For this purpose, we restrict our attention to comparisons with 5 methods that have reported the best results for the most challenging problems. These methods are respectively named ITS [34] , MST2 [32] , SA [22] , D 2 TS [19] and HMA [27] . The results for the first 3 of these reference algorithms are directly extracted from [34] and those for D 2 TS and HMA come from [19, 27] . Tables 4 and 5 show the best solution gap and average solution gap to the best known objective value of the 7 algorithms used for comparison, including PR1 and PR2. In these two tables, the last row presents the averaged results over the listed instances. Note that the results of all these algorithms are obtained almost under the same time limit. Since best known values can be easily reached for the small size instances by all these state-of-the art algorithms, we only list larger instances, consisting of 11 instances in Table 4 and 21 instances in Table 5 . Table 4 indicates that both PR1 and PR2 outperform ITS, MST2 and SA in terms of the best solution values. PR1 and PR2 achieve the best known results for the 11 most challenging instances while ITS, MST2, SA fail for 5, 5, 10 out of 11 instances. In addition, D 2 TS performs slightly worse since it fails to reach the best known result for one instance p7000.2. However, it is difficult to conclude which algorithm among PR1, PR2 and HMA performs the best based on the evaluation criterion of the best solution found.
In order to further discriminate among the compared algorithms, Table 5 presents the average solution gap to the best known value of each algorithm. Firstly, we notice that over the first 10 instances with 3000 and 4000 variables, D 2 TS outperforms all the other 6 compared algorithms with an average gap of 0 to the best known values, meaning that D 2 TS is quite robust over 20 runs for these 10 instances. PR1 and PR fail to reach the gap of 0 for 4 and 6 instances, respectively. Secondly, considering the overall set of 21 instances, we find that PR1 performs the best with a gap of 457.1. HMA performs slightly worse than PR1 with a gap of 489.4. PR2 takes the third place with a gap of 690.4. In conclusion, this experiment demonstrates that both PR1 and PR2 also perform quite well with regard to the average solution quality. 
Computational Results on the MaxCut Instances
In this section, we test our PR algorithms on 3 sets of benchmarks with a total of 103 instances derived from MaxCut problem. In Tables 6-9 , columns 1 and 2 respectively give the instance name and the previous best solution value f prev from references [8, 29, 33, 36] which are dedicated MaxCut algorithms. The columns under the headings PR1 and PR2 list the best objective value f best , the average objective value f avr and the CPU time in seconds denoted by time for reaching the best results f best . The columns under the headings SS and CirCut report the best objective value f best and the required CPU time to reach f best . We focus on comparing our algorithms with the SS and CirCut algorithms, which yield best results in the literature on many test instances. The results of SS and CirCut algorithms are directly extracted from [29] . The last three rows summarize the comparison between these algorithms and ours. The rows better, equal and worse respectively denote the number of instances for which each algorithm gets results that are better, equal and worse than the previous best known results. We mark in bold those results that are the updated best known values obtained by PR1 and PR2. Table 7 reports the results of 15 largest instances from the same set of benchmark as above with variables ranging from 5000 to 10000. For instances with 5000, 7000, 8000, 9000 and 10000 variables, we report the results for a time limit of 1, 2, 4, 4 and 4 hours, respectively. The previous best objective values f prev are cited from [10] , which is the only paper, to the best of our knowledge, that reports the results on these instances. As can be seen from Table  7 , both PR1 and PR2 obtain new best known results on 13 out of these 15 large instances and obtains results inferior to the best known results only on 2 instances. Moreover, PR2 outperforms PR1 by obtaining better solutions for 14 instances. The results of the 30 instances from the fourth set of benchmarks are shown in Table 8 . For the instances with variables numbering 128, 1000 and 2744, the results are reported with a time limit of 1 second, 10 minutes and 30 minutes. Table 8 shows that our PR1 and PR2 algorithms once again outperform the two reference algorithms. Both PR1 and PR2 can match the best known results on 21 and 20 out of 30 instances, respectively. By contrast, SS and CirCut can match the previous best results on 10 instances. PR1 and PR2 fail to match the best known results on 9 and 10 out of 30 instances, respectively. By contrast, both SS and CirCut fail to match the previous best results on 20 instances.
Comparing PR1 and PR2 to each other, the PR2 algorithm achieves better results for 4 instances (G14100, G14400, G14800 and G141000) while PR1 obtain better results for 2 instances (G14300 and G14500). In addition, PR2 obtains its best solutions faster than PR1, 377.5 vs 473.2 seconds on average. We note that CirCut consumes less CPU time than ours, though the quality of its solutions does not measure up.
The results of the fifth set of benchmarks using a time limit of 30 minutes are shown in Table 9 . For the instance pm3-15-50, both PR1 and PR2 are able to improve the previous best known result from a value of 3000 to the value of 3010 and 3014, respectively. For the instance pm3-8-50, PR1 and PR2 match the previously best known result but the other refered algorithms fail to do so.
(We note that an algorithm fail to obtain a number of best known results and still qualify as a top performing algorithm in the literature, given that other algorithms may generally obtain still fewer best known results.) Moreover, both of our algorithms and CirCut can reach the best known result on instance Table 8 Computational Results on MaxCut Instances of Set2 Table 10 Computational Results on MaxCut with longer CPU time g3-8 with CPU time 292, 258 and 54 seconds, respectively. However, both PR algorithms perform slightly worse than SS on instance g3-15.
To verify whether the proposed PR algorithms are able to further improve the results by allowing longer computational time, we re-ran PR1 and PR2 on the MaxCut instances using 10 times longer time than before, as shown in Table 10 . Surprisingly, both PR1 and PR2 can further improve its best results on a total of 33 instances. Although we only show the better results without differentiating whether they come from PR1 or PR2, we find that PR1 and PR2 obtain the same results on 7 instances of set 2, while better results come from PR2 for the 25 instances of set 1 (except the instance G31).
Additional Comparisons
In order to further compare the proposed path relinking algorithms and the HMA algorithm in [27] , we apply the time-to-target (TTT) analysis to show the empirical probability distribution of the needed time to attain a given target value [1] . For this experiment, we also include a multistart tabu search algorithm (MSTS) which is the tabu search procedure used in the path relinking algorithms reinforced with a random restart procedure.
We carry out the TTT experiment on a random UBQP instance (p5000.5) and a structured MaxCut instance (G25) with the PR1, PR2, HMA and MSTS algorithms. We perform 200 independent runs for each algorithm and each graph and record the time needed to attain an objective value at least as good as a given target value for each run. Then we sort the recorded times in an increasing order so that t i represents the i th lowest time and a probability p i = (i − 1/2)/200 is associated to each time t i . Finally, the points (t i , p i ) are plotted. Figure 1 shows the results of the TTT experiment for PR1, PR2, HMA and MSTS on the two tested instance p5000.5 (Left) and G25 (Right). From the left part of Figure 1 , we first observe that for the first 400 seconds, PR1, PR2, HMA and MSTS almost perform the same with a low probability of 17% to reach the target value. Afterwards, PR1 and PR2 are obviously superior to HMA and MSTS. Specifically, at the moment of 2000 seconds, both PR1 and PR2 reach the target value with a probability of 100% against a probability of 60% for HMA and a probability of 38% for MSTS.
From the right part of Figure 1 , we notice that MSTS performs much worse than the other algorithms with a probability less than 5% to reach the target value during the overall time span of 500 seconds while PR1, PR2 and HMA only need 50 seconds to yield an equal or a better performance. In addition, after 50 seconds PR2 always has a higher probability to achieve the target value than HMA and PR1. However, HMA is superior to PR1 from the moment of 100 seconds, which reverses the observation on instance p5000.5 where HMA is generally inferior to PR1. Therefore, this experiment shows that the path relinking procedure, as one of the important components of the proposed PR1 and PR2 algorithms, does play a key role for the good performance of our algorithms, especially in comparison with the MSTS algorithm.
Discussion
In the previous section, we showed that the proposed path relinking algorithms are able to achieve very competitive results on the UBQP and MaxCut benchmark instances. In this section, we discuss the results obtained on two other well-known combinatorial problems: set packing and graph k-coloring.
For the set packing problem, we first recast the problem into the UBQP model as shown in [2] . This experiment is based on a set of 16 large random benchmark instances with up to 2000 variables used in [2, 11] . The experimental results (within a time limit of 30 minutes) show that our path relinking algorithms can match the best known results on 10 of the 16 instances. Remarkably, PR2 is able to improve the best known results ever reported in the literature for 2 instances. This performance can be considered to be very competitive in comparison with the state of the art methods like the GRASP algorithm of [11] which is specially designed for the set packing problem.
For the graph k-coloring problem, we recast the problem to the UBQP model according to the transformation shown in [24] . For each graph, we set k to be equal to the smallest known number ever reported in the literature and ran PR2 to check whether PR2 can find a feasible coloring. On the one hand, for the 21 small graph instances considered in [24] with up to 450 vertices and 1000 edges, PR2 can find a feasible coloring for each tested instance. On the other hand, tests on 20 challenging DIMACS graphs indicate that it is very difficult for PR2 to find feasible colorings with k set to be the smallest color number reported in the literature. Indeed, PR2 only found the feasible coloring on 2 out of 20 instances. This experiment indicates that though our path relinking algorithms are able to find good approximate solutions for the k-coloring problem, they can not compete with the current best coloring algorithms.
Conclusion
In this paper, we proposed two effective path relinking algorithms for the unconstrained binary quadratic programming problem. The proposed algorithms are composed of a reference set initialization method, an improvement method by tabu search, a reference set update method, a relinking method and a path solution selection method. The proposed algorithms differ from each other mainly on the way they generate the path, one employing a greedy strategy (PR1) and the other employing a random strategy (PR2). The experiments suggest that PR1 is more appropriate for random instances while PR2 is preferable for structured instances.
Computational experiments on five sets of 134 well-known random and structured benchmark instances have demonstrated that both algorithms are capable of attaining highly competitive results in comparison with the previous best-known results from the literature. In particular, for three sets of bench-marks with a total of 103 instances derived from the MaxCut problem, our algorithms can improve the previous best known results for almost 40 percent of these instances whose optimum solutions are still unknown. We also indicated that the path relinking algorithms perform quite well on 16 large set packing benchmark instances, but their performance on k-coloring is more moderate. It would be interesting to verify the performance of the proposed algorithms in solving other combinational problems that can be reformulated into the UBQP model.
There are several issues for future consideration. First, more elaborate methods can be used to better manage the reference set by considering both the the quality of solution and its distance to the previously found solutions, given the fact that a good diversity of the reference set is important for the path generation. Second, it would be interesting to verify if selecting more than one solution from a path for improvement is a good strategy. Third, by replacing the basic tabu search based improvement method with a more advanced tabu search method, still better outcomes could be expected.
