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Summary
Psychopathology is in a moment of crisis. The cat-
egorical classification systems have received several criti-
cisms from researchers and clinicians. New proposals try 
to present a superior, dimensional and hierarchical model. 
Among them are those that propose a single dimension of 
general psychopathology. In this study, we sought to an-
alyze the underlying structure of pathological personality 
traits, looking to provide evidence for such proposals. In 
doing so, the internal structure of the Spanish version of the 
Personality Inventory for the DSM-5 [PID-5] was examined 
by a confirmatory factor analysis. Four alternative models 
were compared: the five-factor model, a second-ordered 
factor model, bifactor, and one-factor. The bifactor model 
presented a better fit to the data. This suggests that the ob-
served variables reflect five specific pathological traits but 
also a general propensity for psychopathology. 
Keywords: personality maladaptive traits, general factor 
of psychopathology, dimensional models, PID-5, confirma-
tory factor analysis, bifactor model
Resumen 
La psicopatología se encuentra en un momento de 
crisis. Los sistemas clasificatorios categoriales han recibido 
diversas críticas por parte de investigadores y de clínicos. 
Nuevas propuestas intentan presentar un modelo superador, 
dimensional y jerárquico. Entre ellas se destacan las que 
postulan la existencia de un factor general de psicopatolo-
gía. En este trabajo se buscó analizar la estructura subya-
cente a los rasgos de personalidad patológicos del modelo 
dimensional alternativo del DSM-5, buscando aportar evi-
dencia a tales propuestas. Para esto, se examinó la estruc-
tura interna de una versión en castellano del Inventario de 
Personalidad para el DSM-5 [PID-5], mediante análisis fac-
torial confirmatorio. Se compararon cuatro modelos alterna-
tivos: el modelo original de cinco factores, de un factor de 
orden superior, modelo bifactor y unidimensional. El mode-
lo bifactor presentó un mejor ajuste a los datos. Esto sugiere 
que las variables observadas reflejan cinco rasgos patológi-
cos específicos pero también una propensión general a la 
psicopatología. 
Palabras clave: rasgos patológicos de personalidad, 
factor general de psicopatología, modelos dimensionales, 
PID-5, análisis factorial confirmatorio, modelo bifactor
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Introducción
La psicopatología tradicional, basada en 
categorías diagnósticas, está en una etapa de cri-
sis. El modelo categorial estuvo presente ya des-
de la primera versión del Manual Diagnóstico y 
Estadístico de los Trastornos Mentales (DSM-1; 
American Psychiatric Association [APA], 1952), 
si bien alcanzó su mayor esplendor con la publi-
cación de su tercera edición, el DSM-III (APA, 
1980). Este fue considerado una verdadera revolu-
ción, un cambio de paradigma en el entendimiento 
de los trastornos mentales (Blashfield, Flanagan, 
& Raley, 2010; Coolidge & Segal, 1998; Mayes 
& Horwitz, 2005; Millon, 1983). El acercamiento 
categorial a la psicopatología implica la existen-
cia de múltiples trastornos individuales, separa-
dos, episódicos, distintos y en cantidad creciente. 
Así, se pasó de 128 trastornos en el DSM-I (APA, 
1952) a 347 en el DSM-IV (APA, 1994). Pese a 
las modificaciones aportadas por las siguientes 
revisiones del Manual, el modelo no ha resistido 
el paso del tiempo, y las críticas a su estructura 
ya son un lugar común (Batstra & Thoutenhoofd, 
2012; Frances, 2010, 2014; Livesley, 2012; Paris, 
2012; Verheul, 2012; Widiger, 2013). En un me-
tanálisis realizado con base en 177 artículos, que 
incluían a más de 530.000 participantes, Haslam, 
Holland y Kuppens (2012) encontraron que, una 
vez controlados estadísticamente, solo el 14% de 
los hallazgos podían relacionarse con categorías, 
quedando excluidos los dominios de la persona-
lidad normal, los trastornos del estado de ánimo, 
los trastornos de ansiedad, los trastornos de la ali-
mentación, los trastornos de externalización y los 
trastornos de la personalidad (salvo el esquizotí-
pico). La evidencia de categorías psicopatológi-
cas se limitó a la esquizotipia, los trastornos por 
uso de sustancias y el autismo. Los autores con-
cluyen en que la mayoría de las variables latentes 
de interés para los psiquiatras, los psicólogos de 
la personalidad y los clínicos, son dimensionales, 
y que es probable que muchos hallazgos taxonó-
micos de influencia en la investigación temprana 
sean falsos. En los albores de la construcción del 
DSM-5 (Kupfer, First, & Regier, 2002) ya se re-
conocía que el actual sistema quizá nunca pudiera 
dar cuenta de la etiología subyacente a los trastor-
nos mentales, por lo que resultaría necesario un 
cambio de paradigma. La alta comorbilidad, los 
límites arbitrarios entre normalidad y patología, o 
la pobre cobertura, son ejemplos de las falencias 
que la comunidad científica viene señalando ya 
desde hace años (Forbes, Baillie, & Schniering, 
2016; Kessler, Chiu, Demler, & Walters, 2005; 
Kupfer et al., 2002; Waszczuk, Kotov, Ruggero, 
Gamez, & Watson, 2017), al punto de encontrarse 
el Manual de la APA (2013) totalmente desacre-
ditado y prácticamente sin uso dentro de la dis-
ciplina. La evidencia sugiere que la probabilidad 
de identificar empíricamente grupos discretos de 
psicopatología mediante taxonometría no es al-
ta (Krueger et al., 2018), y según Conway et al. 
(2019) ya existe abundante evidencia de que los 
enfoques categóricos de los trastornos mentales 
están obstaculizando el progreso científico. Ha 
llegado el tiempo de contar con una nueva clasifi-
cación de la psicopatología.
La clasificación histórica de los trastornos 
mentales ha seguido una línea de trabajo que po-
dría considerarse como basada en la autoridad 
(Krueger et al., 2018). Esto es así ya que en las 
distintas versiones del DSM han sido grupos de 
trabajo o paneles de expertos los que han deter-
minado la existencia de las diferentes categorías 
diagnósticas. Y, si bien luego se buscaba validar 
empíricamente dichas categorías, esa validación 
aparecía con posterioridad. Esta metodología 
puede considerarse como de los conceptos (las 
categorías) hacia los datos, o de arriba hacia aba-
jo. Por el contrario, las nuevas propuestas inten-
tan ir de los datos hacia los conceptos, o de abajo 
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hacia arriba: a partir de resultados empíricos se 
construye luego el andamiaje teórico que da sen-
tido a esos datos. Sin embargo, no hay que dejar 
de considerar las advertencias de Muthukrishna 
y Henrich (2019) cuando sostienen que muchos 
campos de la Psicología carecen de un marco teó-
rico general que canalice los hallazgos empíricos 
y que permita derivar predicciones específicas de 
premisas más generales. La ausencia de tal mar-
co lleva a no saber cuándo esperar que los resul-
tados de una investigación puedan ser replicados 
y cuándo no. En similar sentido, Caspi y Moffitt 
(2018) sostienen que, si bien los modelos estadís-
ticos permiten extraer supuestas variables laten-
tes de la relación entre síntomas y trastornos, esto 
nada nos dice respecto a la estructura teórica sub-
yacente de la psicopatología. Vale decir que sus 
resultados bien podrían ser un artificio estadístico 
y no necesariamente representar a una estructu-
ra que dé cuenta de la psicopatología. Por tanto, 
cualquier nueva propuesta, si bien debe partir de 
datos empíricos concretos, debe poder sostenerse 
con aportes de otras áreas del conocimiento, en 
particular genética, neurociencia y psicopatología 
del desarrollo, que den un marco más amplio a los 
hallazgos empíricos.
En los últimos años han ido surgiendo nue-
vas propuestas teóricas, de corte jerárquico y di-
mensional, y la evidencia parece indicar que tal 
acercamiento resultaría más apropiado para enten-
der la psicopatología (Lahey et al., 2012; Lahey, 
Krueger, Rathouz, Waldman, & Zald, 2017; Caspi 
et al., 2014; Caspi & Moffitt, 2018). Dos enfoques 
alternativos cuentan con evidencia favorable: los 
modelos de varios niveles (como la Taxonomía 
Jerárquica de la Patología [HiTOP]; Conway et 
al., 2019; Krueger et al., 2018; Kotov et al., 2017; 
Sánchez & Montes, 2019) y los modelos de un 
factor general de gravedad y factores específicos 
que reflejan el estilo (o modelos bifactor; Caspi et 
al., 2014; Lahey et al., 2012, 2017; Sharp et al., 
2015). Ambas propuestas buscan la mejor manera 
de conceptualizar la patología. Estadísticamente, 
ambas resultan adecuadas; las correlaciones entre 
los factores y las medidas de funcionamiento re-
velaron asociaciones fácilmente interpretables, lo 
que respalda la validez de constructo para los dos 
modelos (Ringwald, Beeney, Pilkonis, & Wright, 
2019). Estas propuestas buscan brindar una es-
tructura más parsimoniosa de la psicopatología 
que la de los numerosos trastornos categoriales, 
los cuales no reflejan la estructura natural de los 
fenómenos psicopatológicos.
Ambos modelos incluyen una dimensión 
general de psicopatología, denominada “Factor 
General de Psicopatología” o, sencillamente, 
“Factor p” (Caspi et al., 2014). Tal denominación 
alude claramente al factor g de inteligencia gene-
ral, y así como g refleja distintos grados de inte-
ligencia, de baja a alta, el factor p da cuenta de la 
severidad de la psicopatología, de baja a alta. Así 
una única dimensión, p, podría medir el riesgo de 
una mayor propensión a los trastornos mentales, 
en lo que respecta a la recurrencia de la patología, 
a la cronicidad, a la comorbilidad y a la gravedad 
(Caspi et al., 2014). Los modelos, además, están 
compuestos por una serie de factores de segundo 
orden (internalización, externalización, trastornos 
del pensamiento, etc.) que agrupan trastornos con 
aspectos similares, y que suelen presentar comor-
bilidad al diagnosticarlos desde la perspectiva tra-
dicional categorial.
En lo que respecta a los trastornos de per-
sonalidad (TP), Tyrer (2005) fue el primero en 
advertir la importancia crucial para la práctica 
clínica de la gravedad de estos trastornos, aspec-
to ausente en las distintas versiones del DSM. 
Cualquier propuesta que pretenda superar al mo-
delo categorial debería incluir una dimensión de 
gravedad. El autor proponía distinguir la seve-
ridad del rasgo del cluster donde el trastorno se 
expresara. 
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Existen diferentes caminos potenciales para 
alcanzar un modelo psicopatológico basado en la 
evidencia científica y que sea clínicamente útil. 
En lo que respecta a los TP, dicha evidencia no 
permite sostener la idea de que se trate de enti-
dades categóricas ni que se reduzcan a un núme-
ro discreto de elementos. Sin embargo, como se 
dijo, la articulación de un modelo superador es 
un trabajo teórico, además de empírico. Así, los 
ingentes esfuerzos estadísticos deben ser acom-
pañados por hipótesis teóricas con lazos con otras 
disciplinas, que refuercen tales hipótesis. Esto es, 
el logro de una nueva estructura psicopatológica 
superadora es una tarea que debe ser realizada 
desde diferentes campos, y no solo desde el acer-
camiento empírico.
Caspi y Moffitt (2018) revisan la evidencia 
existente en tal sentido. Por un lado, se cuenta con 
información que muestra que factores genéticos 
generales influyen en todas las formas de psico-
patología, no solo en lo que respecta a la etiología 
de trastornos particulares, sino que también po-
drían explicar la coexistencia de dichos trastor-
nos en la población. Además, diversos estudios 
han encontrado una tendencia a la activación en 
ciertas partes del cerebro (por ejemplo amígdala 
o hipocampo) en personas que cumplían con los 
criterios para diferentes trastornos psiquiátricos, 
en comparación con participantes de control sin 
trastornos (sin embargo, se han registrado pocas 
diferencias entre los diferentes trastornos). De si-
milar modo, diversos estudios de diferencias vo-
lumétricas en personas con diferentes patologías 
(esquizofrenia, trastorno bipolar, trastorno obse-
sivo compulsivo, depresión, ansiedad y adicción) 
encontraron un volumen reducido de materia gris 
en los diagnósticos en tres regiones cerebrales 
(corteza cingulada anterior dorsal y corteza insu-
lar anterior izquierda y derecha). Para los autores, 
estos resultados deben estimular futuros esfuerzos 
para investigar las bases neuronales de la psicopa-
tología. Finalmente, la evidencia parece favorecer 
la hipótesis de la progresión del desarrollo de la 
psicopatología, donde la comorbilidad secuencial 
en los mismos individuos sería la norma, al igual 
que el agravamiento de la patología, respondien-
do, en ambos casos, a la hipótesis de un p ele-
vado. Por lo anterior puede sostenerse que, más 
allá de los aportes de los modelos estadísticos, 
la evidencia genética, como la neuropsicológica, 
como la historia psicopatológica individual, son 
compatibles con la idea de un factor general de 
psicopatología.
Los trastornos de personalidad son un claro 
ejemplo de la utilidad de un acercamiento dimen-
sional a la psicopatología, en particular dentro del 
modelo de los “cinco grandes”, donde la idea de 
un enfoque dimensional de los trastornos de la 
personalidad viene manejándose desde comien-
zos de los años 90 (Costa & Widiger, 1994). En la 
misma línea, la APA también ha ido avanzando en 
un modelo dimensional alternativo para los tras-
tornos de la personalidad, tal como aparece en la 
Sección III (Modelos y medidas emergentes) de 
la última versión del Manual (APA, 2013). Si bien 
la propuesta ha recibido duras críticas de diver-
sos sectores de la comunidad científica (Livesley, 
2012; Paris, 2012; Verheul, 2012; Sanchez, en 
prensa; Shedler et al., 2010; Widiger, 2011, 2013), 
lo cierto es que ha dejado planteada una estructu-
ra de cinco dominios para entender la patología 
de la personalidad: afectividad negativa, desape-
go, antagonismo, desinhibición y psicoticismo. 
Fácil es advertir en esas dimensiones los equiva-
lentes patológicos de los “cinco grandes factores 
de personalidad” (Costa & Widiger, 1994; John 
& Srivastava, 1999; Sanchez & Ledesma, 2007): 
neuroticismo, extraversión, amabilidad, respon-
sabilidad y apertura a la experiencia (si bien en 
este caso la relación con psicoticismo es menos 
clara). En un trabajo anterior (Sanchez, Montes, 
& Somerstein, en prensa) se encontró evidencia 
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sobre la estructura dimensional del modelo, al ser 
analizado con un instrumento desarrollado para 
su evaluación, en una adaptación para población 
local. Mediante un análisis factorial exploratorio 
(AFE) se encontró evidencia de los cinco factores 
del modelo dimensional de la APA (2013).
La estructura subyacente a la psicopatología
La alta covariación de los trastornos psico-
lógicos, tanto en un momento dado como a lo lar-
go de la vida, e incluso a través de generaciones, 
dio lugar a la idea de la existencia de una estruc-
tura subyacente a los trastornos mentales. La evi-
dencia inicial para este modelo fue proporcionada 
por Lahey et al. (2012), y posteriormente Caspi et 
al. (2014) pudieron replicarla y llamaron “factor 
p” al supuesto factor de riesgo común para desa-
rrollar todas y cada una de las formas de psico-
patología a lo largo del curso de la vida (Caspi & 
Moffitt, 2018). Lahey et al. (2012) realizaron aná-
lisis factorial confirmatorio (AFC) sobre 11 tras-
tornos prevalentes del DSM-IV en una muestra 
representativa nacional, y el modelo que mejor se 
ajustaba a los datos incluía un factor general, que 
captura lo que esos trastornos tienen en común.
En su trabajo de replicación, Caspi et al. 
(2014), por su parte, ponen a prueba tres modelos 
estructurales distintos mediante AFC (los mode-
los se grafican en la Figura 1). El modelo A, de 3 
factores correlacionados, pone a prueba la hipóte-
sis de que existen 3 factores latentes que explican 
la covariación entre las variables observadas (o 
los síntomas de los trastornos): internalización, 
externalización y trastorno del pensamiento. El 
modelo B retiene un solo factor de orden superior 
(p), que subsume a los tres factores. Por último, 
el modelo C, bifactor, agrega un factor que refle-
ja psicopatología general (p). Los resultados del 
AFC del trabajo de Caspi et al. (2014) sugirieron 
que el modelo C fue el que mejor se ajustaba a los 
datos. Esto significa que internalización, externa-
lización y trastornos del pensamiento agregan in-
formación más allá de p, de manera que el factor 
general de psicopatología, por sí solo, no resulta 
suficiente para describir los datos. De esta forma, 
el modelo bifactor debe entenderse como la exis-
tencia de un factor común como responsable de 
las distintas formas de psicopatología que, a su 
vez, coexiste con tres factores independientes que 
explican un subconjunto más pequeño de sínto-
mas y trastornos.
Ese factor común, entonces, representaría 
la gravedad de la patología. La gravedad resulta 
predictora de disfunción social persistente, de la 
evolución y la cronicidad, de la respuesta al trata-
miento y de la calidad de vida en general (Tyrer, 
2005). En estudios de criterios o diagnósticos de 
trastornos de la personalidad, el factor general se 
ha interpretado como representativo de las carac-
terísticas del funcionamiento central de la per-
sonalidad, mientras que los factores específicos 
denotan el estilo de personalidad (vale decir, su 
contenido); cada elemento proporciona informa-
ción de diagnóstico única (Hopwood et al., 2011; 
Ringwald et al., 2019). Esta diferenciación, au-
sente en las distintas versiones del DSM, expli-
caría en parte la alta comorbilidad entre TP, ya 
que los casos más severos cumplirían los criterios 
para más de un trastorno. El estilo representaría 
el cómo de la patología, la manera de expresar-
se la disfunción, mientras que el factor general 
informaría respecto al cuánto de la patología, 
al pronóstico del funcionamiento disfuncional. 
Ambos serían independientes, y los modelos bi-
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        A. Modelo de factores 
             correlacionados
       B. Modelo de un factor 
            de orden superior
          C. Modelo bifactor   
Figura 1
Ilustraciones esquemáticas de las posibles relaciones entre trastornos psicopatológicos (basada en Caspi & Moffitt, 2018).
Los modelos bifactor
 Los modelos bifactor, de reciente aplica-
ción en psicopatología, hunden sus raíces históri-
cas en la investigación pionera de la inteligencia 
(Holzinger & Swineford, 1937). En líneas gene-
rales, se los considera los más adecuados para 
evaluar simultáneamente la influencia de factores 
generales y específicos tras un conjunto de ítems 
(Dominguez-Lara & Rodriguez, 2017). Reciben 
cada vez más atención en su aplicación a medi-
das de personalidad y de psicopatología, buscan-
do demostrar la existencia de un factor general 
de psicopatología (ver por ej., Caspi et al., 2014; 
Lahey et al., 2012). En este modelo, cada variable 
posee cargas en dos factores: un factor general en 
donde cargan todas las variables (en este caso p), 
y un factor específico, que influye solo en un con-
junto de variables observadas (por ejemplo, an-
siedad cargaría en su factor, afectividad negativa, 
pero también en el factor general). 
A diferencia del modelo de segundo orden 
(por ej., Modelo B en la Figura 1), el factor gene-
ral tiene un efecto directo sobre los indicadores o 
variables observados (ítems; Hoyle, 2012) e in-
fluye en todos los ítems de forma simultánea a los 
factores específicos. Además, en un modelo bifac-
tor, los factores específicos suelen ser modelados 
ortogonalmente ya que se parte de la hipótesis de 
que la varianza compartida entre ellos se debe a la 
presencia de un factor general (Reise, 2012; Ro-
driguez, Reise, & Haviland, 2016). Estos modelos 
son especialmente útiles para evaluar la validez 
de un instrumento destinado a medir tanto el con-
cepto global como sus dimensiones específicas 
(Rodriguez et al., 2016). No obstante, no están 
exentos de problemas o controversias, especial-
mente si se aplican al campo de la psicopatolo-
gía (Bonifay, Lane, & Reise, 2017). Al respecto, 
muchos instrumentos que se consideran bifactor 
son esencialmente unidimensionales y la inter-
pretación de los factores específicos termina sien-
do forzada (ver por ej., Arias, Ponce, & Nuñez, 
2018; Reise, Kim, Mansolf, & Widaman, 2016). 
Tal como señala Reise et al. (2016), se debe ser 
cauteloso al concluir en que el modelo bifactor es 
el mejor solo sobre la base de que es superior el 
ajuste. Por esta razón, varios autores recomiendan 
utilizar diferentes criterios a la hora de evaluar el 
ajuste de modelos bifactor. Dichos criterios de-
ben incluir: a) consideraciones teóricas y b) in-
dicadores específicos del modelo bifactor (Arias 
et al., 2018; Domiguez-Lara & Rodriguez, 2017; 
Flores-Kanter, Dominguez-Lara, Trólogo, & Me-
drano, 2018; Rodriguez et al., 2016). No obstante, 
a pesar de estar recomendados, su uso se encuen-
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tra aún poco extendido entre los investigadores en 
Psicología. De hecho, los estudios que sugieren la 
presencia de un factor general de psicopatología 
(Caspi et al., 2014; Lahey et al., 2012; Snyder, 
Young, & Hankin, 2017) no han reportado tales 
indicadores –p. ej., el ECV (explained common 
variance; Sijtsma, 2009; Ten-Berge & Socăn, 
2004) o el ωh (coeficiente omega jerárquico; Zin-
barg, Yovel, Revelle, & McDonald, 2006). 
Justificación y objetivo
Tradicionalmente, los modelos más utiliza-
dos para analizar de manera dimensional datos so-
bre personalidad o sobre trastornos de la persona-
lidad han sido el de cinco factores correlacionados 
y modelos jerárquicos que postulan una dimensión 
de orden superior por sobre los factores (Gutiérrez 
et al., 2017; Watters & Bagby, 2018). En la lite-
ratura, no abundan trabajos realizados a partir de 
propuestas diferentes.  Por otro lado, en los últi-
mos años, han proliferado las aplicaciones de los 
modelos bifactor en el ámbito de evaluación clí-
nica y la psicopatología (Caspi et al., 2014, Lahey 
et al., 2012; Patrick, Hicks, Nichol, & Krueger, 
2007; Urbán, Arrindell, Demetrovics, Unoka, & 
Timman, 2016). Al mismo tiempo, la estructu-
ra pentafactorial del PID-5 (Krueger, Derringer, 
Markon, Watson, & Skodol, 2012) ha sido replica-
da en muchos estudios psicométricos (ver por ej., 
Al-Dajani, Gralnick, & Bagby, 2016; Watters & 
Bagby, 2018); no obstante, según el conocimien-
to de los autores, aún no se han aplicado modelos 
bifactor a los rasgos patológicos de personalidad 
propuestos por el modelo alternativo del DSM-5 
o para explicar la dimensionalidad de los puntajes 
del PID-5. Es posible pensar, en línea con Caspi et 
al. (2014) y Caspi y Moffitt (2018), la existencia 
de un factor general de psicopatología (p), además 
de los cinco factores del modelo original.
En consecuencia, el objetivo de este trabajo 
es analizar la estructura subyacente a los rasgos de 
personalidad patológicos del modelo dimensional 
alternativo del DSM-5 (APA, 2013). Para ello, se 
examinó la estructura interna de una versión en 
castellano del Inventario de Personalidad para el 
DSM-5 [PID-5] (Sanchez et al., en prensa). Los 
diferentes modelos estructurales de la psicopato-
logía fueron sometidos a prueba a través de AFC. 
Específicamente, se compararon cuatro modelos 
alternativos: el modelo original de cinco factores 
correlacionados, un modelo de un factor de orden 
superior, un modelo bifactor y el modelo unidi-
mensional. Estos se describen con mayor detalle 
a continuación. 
Modelos testeados 
Se probaron varias hipótesis sobre la estruc-
tura interna de la versión al castellano del PID-5 
(Sanchez et al., en prensa): Modelo 1 (M1) con 
cinco factores oblicuos (modelo dimensional al-
ternativo del DSM-5); Modelo 2 (M2) con cinco 
factores de primer orden y un factor de segundo 
orden (p); Modelo 3 (M3), bifactor, con un factor 
general (p) y cinco factores específicos; y Modelo 
4 (M4), unidimensional (con un único factor ge-
neral p).
El M1 es el que corresponde a la estructura 
factorial original y es el más utilizado en investi-
gaciones previas (Al-Dajani et al., 2016; Krueger 
et al., 2012; Sanchez et al., en prensa). Con es-
te modelo, se testea la hipótesis de que hay cin-
co factores latentes que reúnen rasgos comunes: 
desapego, afectividad negativa, desinhibición, 
psicoticismo y antagonismo. El modelo asume 
que estos factores están correlacionados. Dadas 
las correlaciones entre estos rasgos latentes, cabe 
pensar en un factor de orden superior (segundo 
orden) en el cual convergen los cinco factores de 
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primer orden. Es decir, el factor general de psi-
copatología (Caspi et al., 2014; Caspi & Moffitt, 
2018). Esto se testea en el modelo M2. El tercer 
modelo, bifactor (M3), es otra forma de represen-
tar a p. Este modelo se caracteriza tanto por una 
dimensión única (un factor general, en adelante 
FG), así como también por un conjunto de facto-
res específicos que influyen en las variables ob-
servadas (en adelante, FEs). Por último, en el M4 
se testea un modelo unidimensional, con un úni-
co factor general p que surge como factor laten-
te desde las variables observadas (i.e., todos los 
ítems son influidos por una sola variable latente). 
Método
Participantes
Se reanalizaron datos del estudio original de 
validación del PID-5 en Argentina (Sanchez et al., 
en prensa). La muestra (no probabilística) consis-
tió en 393 participantes de población general. Sus 
edades estaban comprendidas entre los 18 y 85 
años (Media =  39.3; DE = 15.5); el 68.4% eran 
mujeres (269) y el 31.6% hombres (124). La ma-
yoría de los participantes, el 54.2%, tenía nivel 
universitario de educación (213), el 18.1% nivel 
terciario (71), el 13.7% secundario (54), el 13.5% 
posgrado (53) y el 0.5% educación primaria, en 
todos los casos, completa o incompleta. 
Instrumentos
Inventario de Personalidad para el DSM-5 
(PID-5; Krueger et al., 2012). El PID-5 evalúa 
los cinco dominios de personalidad patológica 
del modelo dimensional alternativo del DSM-5. 
Se solicita a la persona que responda de la forma 
más honesta posible y que seleccione la opción de 
respuesta que mejor lo describe como es general-
mente. En el trabajo anterior (Sanchez et al., en 
prensa) se detallan las consideraciones seguidas 
en la construcción de la versión local. Cabe se-
ñalar que el instrumento original cuenta con dos 
versiones, la extensa (220 ítems) y la breve (25 
ítems). En esta primera versión local se utilizaron 
los 25 ítems de la versión breve, algunos de ellos 
con cambios menores para adecuarlos a nues-
tro contexto. Para tratar de contemplar la mayor 
cantidad de facetas del instrumento y la posible 
eliminación de ítems por un funcionamiento psi-
cométrico defectuoso, se agregaron 13 ítems, lo 
que dio lugar a una versión preliminar de 38 (10 
tomados de la versión extensa del instrumento y 3 
creados con la intención de reflejar las facetas fal-
tantes). De este modo, en esta versión preliminar 
quedaron incluidas 24 de las 25 facetas del mode-
lo (restando perfeccionismo rígido, que puntúa en 
desinhibición cuando está ausente). Finalmente, 7 
de los ítems mostraron una carga menor a .30, por 
lo que fueron descartados, y se optó por excluir-
los de los análisis posteriores. De esta forma, la 
versión final en castellano constaba de 31 ítems.
Procedimiento 
Se contactó a los participantes por correo 
electrónico, mediante un procedimiento no pro-
babilístico (muestreo de bola de nieve). Fueron 
reclutados en un período de 60 días (noviembre 
y diciembre de 2016). Los datos fueron recolec-
tados a través de una página web diseñada para 
este trabajo. La toma de datos se realiza de ma-
nera autoadministrada y la plataforma va guiando 
al participante al responder los reactivos. Antes 
del protocolo de respuesta se agregó un consenti-
miento informado, donde se señalaban las carac-
terísticas y el propósito de la investigación, y se 
garantizaba el anonimato en la administración de 
los instrumentos y en el tratamiento de los datos. 
28
Montes & Sanchez, Evaluar, 2019, 19(3), 20-41
La aceptación de este consentimiento resultaba 
obligatoria para pasar a la página de toma de da-
tos. Por el propio diseño de la plataforma, no se 
registraron datos faltantes. 
Análisis de datos
En primer término, para conocer cómo se 
distribuyen los datos y evaluar el método de esti-
mación más adecuado, se calculó para cada ítem 
la media, la desviación estándar, la asimetría y 
la curtosis (ver Tabla 1). Además, se realizó una 
prueba de normalidad univariada a través del co-
eficiente de Kolmogorov-Smirnov con la correc-
ción Lilliefors, y la prueba de normalidad multi-
variada de Mardia (1970). 
Posteriormente, se aplicó un AFC para tes-
tear los diferentes modelos. El ajuste de los mo-
delos fue interpretado a partir de los siguientes 
índices: a) Absolutos: χ2 (debe ser lo más bajo po-
sible y no significativo —adecuado p > .05—); 
Satorra-Bentler χ2 (S-B; Satorra & Bentler, 1990), 
un indicador más robusto que el χ2 , ya que tiene 
en cuenta la desviación de la multinormalidad en 
las variables; GFI (goodness-of-fit index; adecua-
do p > .90); AGFI (adjusted goodness-of-fit index; 
adecuado p > .90); RMSEA (root-mean-square 
error of approximation; adecuado p < .08); SRMR 
(standardized root mean square residual; adecua-
do p < .08); b) Comparativos: CFI (comparative 
fit index; adecuado p > .90); IFI (incremental fit 
index; adecuado p > -90), NFI (normed fit index; 
adecuado p > .90); NNFI (non normed fit index; 
adecuado p > .90); y c) De parsimonia (también 
llamados information criteria): AIC Modelo 
(Akaike information criterion); CAIC Modelo 
(consistent Akaike information criterion). Estas 
medidas se utilizan sobre todo para la compara-
ción de modelos alternativos. En ambos casos, 
valores altos indican peor ajuste (Van de Schoot, 
Lugtig, & Hox, 2012). Se calculó la diferencia 
entre el CAIC Independiente y el CAIC Modelo 
(CI-CM), donde mayores diferencias indican 
mejor ajuste. Todos los ítems fueron modelados 
en el factor teóricamente esperado y de acuerdo 
con los resultados del AFE de Sanchez et al. (en 
prensa). Se utilizaron el software LISREL 8.80 
for Windows (Jöreskog & Sörbom, 2006) para el 
AFC y el programa SPSS y Factor (Lorenzo-Seva 
& Ferrando, 2013) para el resto de los análisis. 
En el modelo bifactor, además, se calcula-
ron indicadores específicos siguiendo las reco-
mendaciones de la literatura previa (Arias et al., 
2018; Flores-Kanter et al., 2018; Rodriguez et al., 
2016), con el módulo propuesto por Dominguez-
Lara y Rodriguez (2017). Estos fueron el ECV 
(explained common variance; Sijtsma, 2009; 
Ten-Berge & Socăn, 2004), el ECV-I (Stucky, 
Thissen, & Edelen, 2013), el PUC (percentage of 
uncontaminated correlations), el omega jerárqui-
co (ωh; Zinbarg et al., 2006), el omega jerárqui-
co subescala (ωhs; Reise, 2012) y el coeficiente 
H (Hancock, 2001; Gagne & Hancock, 2006). El 
ECV es el porcentaje de varianza común expli-
cada por el factor general y es un indicador de 
unidimensionalidad (Rodriguez et al., 2016). El 
ECV-I es la aplicación del ECV a nivel del ítem 
(Stucky et al., 2013) e indica qué porcentaje de 
la varianza verdadera de cada ítem es explica-
da por el FG (se esperan valores ≥ .80 para con-
cluir una influencia significativa del FG sobre los 
ítems; Stucky & Edelen, 2014; como se citó en 
Rodriguez et al., 2016).
 El PUC (porcentaje de correlaciones no 
contaminadas por la multidimensionalidad) se 
utiliza conjuntamente con el ECV para decidir 
si los datos son esencialmente unidimensionales. 
Un ECV por encima de .90 sugiere que los da-
tos son completamente unidimensionales, mien-
tras que un ECV por debajo de .70 indica que los 
datos son multidimensionales (Quinn, 2014). En 
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este caso, por razones teóricas (modelo de cinco 
factores previamente mencionado) se espera un 
ECV bajo o moderado. 
El omega jerárquico (ωh) permite evaluar la 
fortaleza del FG y también puede calcularse para 
cada FE (ωhs). El ωh es la proporción de la va-
rianza explicada por el factor general y las ωhs 
la proporción de la varianza explicada por cada 
factor específico, cuando se controla la varian-
za debida al factor general (Smits, Timmerman, 
Barelds, & Meijer, 2014). En cuanto al ωh se es-
peran magnitudes ≥ .70 para concluir, al menos 
parcialmente, a favor de la unidimensionalidad y 
para el caso del ωhs valores ≥ .30 podrían consi-
derarse como significativos (Dominguez-Lara & 
Rodriguez, 2017; Smits et al., 2014). En cuanto al 
coeficiente H, se puede tomar como una medida 
de confiabilidad del constructo más robusta que 
los coeficientes α y ω. Se trata de una estimación 
de estabilidad y replicabilidad de constructo pa-
ra cada factor. Un H ≥ .70  indica menor proba-
bilidad de fluctuaciones de las cargas factoriales 
entre varias muestras (Hancock, 2001). Altos va-
lores de H sugieren mayor estabilidad tanto del 
factor como de las relaciones con otras variables. 
Si uno de los factores específicos obtiene un coe-
ficiente H ≥ .70, puede considerarse como un fac-
tor de grupo robusto, además del factor general 
(Dominguez-Lara, 2016). 
Resultados
Análisis preliminar de los ítems
Como se muestra en la Tabla 1, se observa-
ron distribuciones asimétricas tanto positivas co-
mo negativas con valores diversos de curtosis, lo 
que sugiere la presencia de no-normalidad multi-
variada. La prueba de Kolmogorov-Smirnov con 
un nivel de significación de p < .001 para todos 
los ítems sugiere rechazar la hipótesis nula de que 
las variables se distribuyen conforme a la distri-
bución normal. El coeficiente de Mardia (1970) 
presentó índices de asimetría y curtosis significa-
tivas (p < .001), lo que permite rechazar la hipóte-
sis nula de distribución normal multivariante. En 
consecuencia, se utilizó el método de estimación 
DWLS (robust diagonally weighted least squa-
res), un método robusto frente a la violación del 
supuesto de normalidad (requiere muestras am-
plias n > 200; Li, 2016; Mîndrilă, 2010). 
Tabla 1
Media, desviación estándar, asimetría, curtosis y prueba de 
Kolmorogov-Smirnof para los ítems del PID-5.




1 1.60 0.93 1.55  1.80 .37 < .001
2 3.53 1.23 -0.48 -0.80 .22 < .001
3 2.10 1.21 0.78 -0.54 .26 < .001
4 2.44 1.28 0.44 -0.93 .19 < .001
5 2.01 1.19 0.87 -0.37 .29 < .001
6 2.14 1.24 0.76 -0.58 .26 < .001
7 1.93 1.13 1.05 0.17 .29 < .001
8 2.18 1.14 0.59 -0.64 .22 < .001
9 1.62 1.01 1.61 1.64 .39 < .001
10 2.08 1.18 0.88 -0.17 .25 < .001
11 1.81 1.17 1.35 0.73 .34 < .001
12 3.51 1.31 -0.49 -0.90 .19 < .001
13 2.09 1.34 0.96 -0.34 .29 < .001
14 3.26 1.36 -0.26 -1.10 .16 < .001
15 1.91 0.99 1.20 1.36 .24 < .001
16 1.48 0.98 2.20 4.06 .43 < .001
17 2.12 1.33 0.90 -0.46 .28 < .001
18 2.12 1.24 0.85 -0.35 .25 < .001
19 1.77 1.09 1.38 1.02 .33 < .001
21 2.39 1.43 0.55 -1.09 .24 < .001
22 2.31 1.25 0.66 -0.51 .20 < .001
23 2.07 1.21 0.82 -0.45 .28 < .001
24 1.46 0.92 2.15 4.00 .44 < .001
25 2.51 1.33 0.32 -1.13 .20 < .001
26 2.14 1.20 0.78 -0.35 .24 < .001
27 1.84 1.11 1.34 1.04 .29 < .001
28 3.74 1.25 -0.80 -0.28 .22 < .001
29 2.08 1.20 0.87 -0.31 .25 < .001
30 1.69 1.12 1.61 1.62 .37 < .001
31 2.24 1.28 0.69 -0.64 .23 < .001
Nota. 1 Corrección de la significación de Lilliefors.
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Análisis factorial confirmatorio
En primer lugar, se eliminó el ítem 20 dada 
su baja carga factorial en todos los modelos tes-
teados. Se trata de un ítem inverso (Habitualmente 
muestro mis emociones a los demás) y que en el 
AFE original (Sanchez et al., en prensa) presen-
taba cargas en dos factores: en su original, desa-
pego (.50), y en afectividad negativa (-.31) y un 
bajo índice de discriminación (correlación ítem-
test .29). Luego de eliminarlo, todos los modelos 
mostraron mejores índices de ajuste. En la Tabla 
2 se muestran valores detallados de cada uno de 
los índices. Tal como se observa en la tabla, a ex-
cepción del Modelo 4 (unidimensional), todos 
los modelos obtuvieron un buen ajuste ya que 
alcanzaron valores apropiados de CFI ( > .90) y 
RMSEA ( < .08). No obstante, el modelo bifactor 
fue el que globalmente tuvo mejor ajuste: CFI ( > 
.95); RMSEA ( < .06), y fue el único con valores 
de SRMR adecuados ( < .08; Browne & Cudeck, 
1992; Hu & Bentler, 1999).
Tabla 2
Índices de ajuste para los modelos testeados.
Modelo χ2 df Satorra- Bentler χ2 CFI
RMSEA









2211.24 395 1079.36 .940
.065 
[.060; .070] .087 .936 .925 .940 .908 .934 1200.87 1549.04 10138.44
M2. Cinco 
factores 
y uno de 
segundo 
orden (p)
2239.04 400 1060.87 .938 .065 [.061; .070] .089 .931 .920 .939 .906 .933 1209.36 1532.66 10154.82
M3. 
Bifactor 1913.05 375 905.95 .950
.060
[.055; .065] .082 .940 .930 .950 .920 .940 1085.95 1533.59 10.153.89
M4. Unidi-
mensional 4039.20 405 2061.79 .850
.102 
[.098 ; .107] .114 .876 .857 .850 .820 .839 2181.79 2480.21 9207.27
Nota. La probabilidad asociada a todos los χ2 de la tabla es p < 0.001. CAIC Independence - CAIC Model. Valor de CAIC Independence (11687.48).
El primer modelo, de cinco factores co-
rrelacionados, se ajustó bien a los datos:  χ2 = 
El Modelo 2, con un factor de segundo or-
den, también tuvo un buen ajuste, aunque leve-
mente inferior al Modelo 1: χ2 = 2239.04 (400), p 
< .001; S-B χ2 = 1060.87; CFI = .938; RMSEA = 
.065, 90% IC = [.061; .070]; GFI = .931; AGFI 
= .920; IFI = .939; NFI = .906; NNFI = .933. No 
obstante, este modelo es el que presenta mejores 
valores de CAIC (1532.66) y CI-CM (10154.82), 
2211.24395), p < .001; S-B χ
2 = 1079.36; CFI = 
.940; RMSEA = .065, 90% IC = [.060; .070]; GFI 
= .936; AGFI = .925; IFI = .94; NFI = .908; NNFI 
= .934. Los parámetros estimados fueron todos 
positivos y oscilaron entre .30 y .91. Las corre-
laciones entre los factores fueron todas positivas 
y oscilaron entre .18 (p. ej., entre antagonismo y 
desapego) y .68 (p. ej., entre afectividad negati-
va y desinhibición, y entre afectividad negativa 
y psicoticismo; ver Tabla 3). Estas correlaciones 
son coherentes con las reportadas en el artículo 
de Sanchez et al. (en prensa) aunque en general 
tienden a ser más elevadas (p. ej., en el trabajo 
citado las correlaciones entre afectividad negati-
va y desinhibición eran de .46 y entre afectividad 
negativa y psicoticismo .52).
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Tabla 3











1 La gente me describiría como imprudente. .61
2 Me preocupo por casi todo. .39
3 Siento que nada de lo que hago es importante. .79
4 A veces, mis pensamientos o ideas no tienen sentido para los demás. .78
5 No estoy muy interesado en hacer amigos. .68
6 Me gusta llamar la atención. .59
7 Casi nunca me entusiasmo mucho con algo. .64
8 Suelo hacer lo que los demás quieren que haga. .50
9 Tengo facilidad para aprovecharme de los demás. .91
10 Siento que actúo totalmente por impulso. .66
11 Con frecuencia, me quedo “en blanco” y de repente me doy cuenta de 
que ha pasado mucho tiempo.
.67
12 Me emociono fácilmente, incluso por pequeñas cosas. .30
13 Evito las relaciones románticas. .47
14 Soy una persona muy ansiosa. .54
15 Los demás me ven como una persona muy responsable. .29
16 A veces he visto cosas que en realidad no estaban ahí. .67
17 Temo estar solo en la vida más que a cualquier otra cosa. .51
18 Me empecino en hacer las cosas de una manera, aun cuando es claro 
que no va a funcionar.
.68
19 Puedo utilizar a la gente para conseguir lo que quiero. .87
21 Tengo pensamientos que tienen sentido para mí, pero resultan extraños 
para otros.
.75
22 Me enojo fácilmente por todo tipo de cosas. .60
23 No me gusta estar demasiado cerca de la gente. .70
24 Las cosas que están a mi alrededor a veces me parecen irreales. .69
25 Creo que otros se aprovecharían de mí si pudieran. .68
26 Aun sabiendo lo que es mejor, no puedo dejar de tomar decisiones 
precipitadas.
.74
27 Disfruto estar enamorado. .34
28 Puedo ser encantador cuando quiero lograr algo. .41
29 A veces hago promesas que sé que no voy a poder cumplir. .61
30 En ocasiones no llego a diferenciar si algo lo viví, lo soñé o lo imaginé. .60






Antagonismo .18 .39 .36
Desinhibición .38 .68 .63 .52
Nota. *Se eliminó ítem 20 de la versión de Sanchez et al. (en prensa).
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Tabla 4
Cargas factoriales y correlaciones entre los factores en el 














































nismo .30 .39 .36
Desinhi-
bición .49 .68 .63 .52
P .63 .85 .83 .48 .78
El tercer modelo bifactor (ver Figura 2) 
es el que presenta mejor ajuste a los datos: χ2 = 
1913.05(375), p < .001; S-B χ
2 = 905.95; CFI = .95; 
RMSEA= .060, 90% IC = [.055; .065]; GFI = 
.940; AGFI = .930; IFI = .950; NFI = .920; NNFI 
= .940. S-B χ2, resultó el más bajo de todos los 
modelos. Nótese que es el único que alcanza un 
CFI de .95. Si bien algunos investigadores sugie-
ren que el punto de corte del CFI es > .90, otros 
más exigentes sugieren que debe ser > .95 (Hu 
& Bentler, 1999; Van de Schoot et al., 2012). 
Además, sólo este modelo se acerca al punto de 
corte adecuado de SRMR (< .08) y presenta va-
lores óptimos de RMSEA (p < .06; Hu & Bentler, 
1999). En cuanto a AGFI, IFI, NFI y NNFI, es-
tos poseen los valores más elevados. No obstan-
te, se debe notar que el CAIC (1533.59) y el CI-
CM (10153.89) fueron levemente mejores en el 
Modelo 2, aunque las diferencias son mínimas.
pero se aleja de valores adecuados de SRMR (p < 
.089). Como se ha mencionado, cuando se com-
paran modelos, valores menores AIC y CAIC in-
dican mejor ajuste. Las cargas factoriales oscila-
ron entre .33 y .87, y resultan muy similares al 
Modelo 1, aunque en algunos ítems mejoran le-
vemente. Las correlaciones entre el factor de se-
gundo orden (p) y los factores de primer orden 
fluctuaron entre .48 y .85. También se observaron 
correlaciones entre los factores de primer orden 
(entre .30 y .68; ver Tabla 4). Estas también son 
bastante similares a las del Modelo 1. 
Como se puede ver en la Tabla 5, las mag-
nitudes de las cargas factoriales de los FEs difie-
ren de las cargas factoriales de los FG en el fac-
tor correspondiente. La contribución de los FEs 
en algunos casos está por encima del FG, y en 
otros casos es al revés. Si bien la mayoría de los 
ítems tienen cargas por encima de .30, hay algu-
nas excepciones de ítems que poseen cargas muy 
bajas en el FE, pero más elevadas en el FG y vi-
ceversa (como es el caso del ítem 25, que en el 
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Figura 2
Modelo bifactor para la versión al castellano del PID-5. 
FE tiene una carga de .10 pero en el FG posee 
una de .64; o del ítem 27 que en el FE tiene una 
carga de  .55 y en el FG una de .11). En general, 
las cargas factoriales en los FEs son más bajas 
que en los Modelos 1 y 2, pero esto es esperable 
ya que una vez que se divide la varianza para el 
factor general, queda menos varianza común. Los 
FEs representan covarianzas entre los elementos 
después de controlar el FG. 
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Tabla 5
















1 .47 .46 .49
2 .67 .25 .12
3 .30 .59 .80
4 .16 .71 .95
5 .54 .44 .39
6 .42 .30 .33
7 .45 .44 .49
8 .12 .46 .94
9 .68 .47 .32
10 .55 .49 .44
11 .24 .59 .86
12 .35 .23 .30
13 .61 .23 .12
14 .44 .44 .50
15 .29 .22 .36
16 .57 .51 .44
17 .30 .43 .67
18 .14 .62 .95
19 .92 .39 .15
21 .40 .63 .71
22 .38 .50 .63
23 .60 .42 .32
24
           
.63
.51 .39
25 .10 .64 .98
26 .42 .59 .66
27 .55 .11 .03
28 .44 .16 .11
29 .19 .51 .94
30 .46 .47 .51
31 .27 .35 .62
Respecto a los índices estadísticos del mo-
delo bifactor, el valor de coeficiente H del FG fue 
satisfactorio: .90. En cuanto al H de cada FE, des-
apego y antagonismo alcanzan valores satisfac-
torios, y el resto más bajos (desapego = .70; an-
tagonismo = .87; psicoticismo = .63; afectividad 
negativa = .60; desinhibición = .53). El ωh del 
FG fue aceptable: .78, pero, tal como se espera-
ba, no llega al punto de corte de .80 que permiti-
ría considerar al PID-5 como unidimensional. En 
cuanto a las ωhs, alcanzan valores satisfactorios, a 
excepción de afectividad negativa y psicoticismo 
(desapego = .53; antagonismo = .63; psicoticis-
mo = .29; afectividad negativa = .26; desinhibi-
ción = .31). Si bien para autores como Smits et al. 
(2014) serían aceptables (entre .30 y .20 refleja 
proporción moderada de varianza), para Arias et 
al. (2018) valores por debajo de .50 impiden la in-
terpretación del factor. Por último, si bien el PUC 
es alto (.82), la magnitud del ECV fue inferior a 
.70 (.50), lo cual sugiere nuevamente que los da-
tos no son lo suficientemente unidimensionales 
(Rodriguez et al., 2016). En cuanto al ECV-I, siete 
ítems (ver Tabla 5), tendrían una influencia signi-
ficativa del FG: 8, 18 y 25 (afectividad negativa), 
4 y 11 (psicoticismo), 29 (desinhibición) y 3 (des-
apego). Se trata de ítems que son explicados esen-
cialmente por el FG y son mejores indicadores del 
FG que de su factor específico. Por otro lado, hay 
algunos ítems que parecen ser buenos indicadores 
tanto del FG como del FE, con valores correspon-
dientes de ECV-I alrededor de .50 (ítems 1, 7, 14, 
16, y 30; ver Rodriguez et al., 2016).
Finalmente el Modelo 4, unidimensional, no 
presentó buen ajuste a los datos: χ2 = 4039.20 (405), 
p < .001; S-B χ2 = 2061.79; CFI = .85; RMSEA = 
.102, 90% IC = [.098; .107]; GFI = .876; AGFI = 
.857; IFI = .850; NFI = .820; NNFI = .839. Esto 
indica que un único valor no sería suficiente para 
explicar los resultados. Las cargas factoriales os-
cilaron entre .20 y .69 (Tabla 6).
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Tabla 6


































La psicopatología tradicional, que iba de 
los conceptos clasificatorios a los datos, se en-
cuentra en una crisis sin retorno. Distintos mo-
delos dimensionales, que van de los datos a los 
conceptos, se están evaluando como sus posibles 
reemplazantes. En esa línea, aparece también el 
modelo dimensional para los trastornos de perso-
nalidad de la APA, variante psicopatológica del 
modelo de los “cinco grandes”. Sin embargo, aún 
no ha surgido un modelo hegemónico que subsu-
ma a los distintos esfuerzos, tal como lo hicieron 
los cinco grandes factores en los años 80 respec-
to a la personalidad (Sanchez & Ledesma, 2007). 
Este trabajo se inserta dentro de esa metodología, 
y busca aportar evidencia sobre la dimensionali-
dad de rasgos patológicos en nuestra cultura, en 
población general. Para ello, se analiza la estruc-
tura subyacente a esos rasgos y se comparan dife-
rentes modelos alternativos mediante AFC. A par-
tir de los datos obtenidos con una versión local 
del PID-5, instrumento diseñado para evaluar las 
dimensiones de personalidad patológica, el mo-
delo bifactor fue el que mejor representó la na-
turaleza de los rasgos subyacentes. Este modelo 
tuvo mejor ajuste tanto respecto al modelo origi-
nal de cinco factores correlacionados como al de 
segundo orden (con un factor de orden superior). 
Por su parte, el modelo unidimensional fue el de 
peor ajuste a los datos, por lo que en sí mismo no 
resulta suficiente para describir la estructura sub-
yacente. Los índices complementarios al modelo 
bifactor (p. ej., ECV, ωh) van también en esa mis-
ma dirección, lo que indica que la estructura del 
PID no se acerca a una medida unidimensional. 
Los resultados en conjunto sugieren que tan-
to las cinco dimensiones como un factor general 
p aportan información de relevancia para la com-
prensión de los datos. Además de los cinco rasgos 
de personalidad patológicos (que corresponden al 
modelo teórico alternativo del DSM-5) habría un 
factor general, que reflejaría una propensión ge-
neral a la psicopatología. El hecho de que en casi 
todos los factores (a excepción de antagonismo) 
haya uno o dos ítems que son explicados esen-
cialmente por el FG (ECV-I alto), podría ser con-
sistente con la idea de Caspi y Moffitt (2018) de 
que el FG representa un factor de riesgo común 
para desarrollar todas y cada una de las formas de 
psicopatología.
Los hallazgos de este estudio además se co-
rresponden con las propuestas jerárquicas y di-
mensionales de la psicopatología (Conway et al., 
2019; Kotov et al., 2017; Krueger et al., 2018). 
De esta manera, pueden contribuir a una mejor 
comprensión de la estructura subyacente a los 
trastornos del modelo dimensional de la APA, 
evaluados con el PID-5, sea en su versión original 
(Krueger et al., 2012) como en la versión castella-
na (Sanchez et al., en prensa). 
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Limitaciones y líneas de investigación futuras
Los resultados, si bien son satisfactorios, se 
deben interpretar con cautela debido a ciertas li-
mitaciones intrínsecas del estudio. En primer lu-
gar, estos hallazgos se basan en una versión pre-
liminar del instrumento que requiere mayores 
evidencias de validez. El hecho de tratarse de una 
versión breve del instrumento original puede res-
tarle alcance a las conclusiones que puedan de-
rivarse del presente trabajo. En este sentido, los 
resultados habilitan a continuar con el estudio, 
pero no permiten arribar a conclusiones sólidas 
respecto a la validez del modelo. Por el contra-
rio, resulta necesario volver a administrar el ins-
trumento, incluyendo además nuevos ítems para 
cubrir las diferentes facetas del modelo de la APA 
(2013). Del mismo modo, también habría que 
volver a probar ciertos ítems que no han tenido 
buenas propiedades psicométricas y que no se han 
considerado en esta muestra. 
El propio modelo bifactor también presen-
ta algunos inconvenientes que deben tenerse en 
cuenta. Como se expresó anteriormente, un buen 
resultado estadístico no garantiza la existencia de 
un factor general (Bonifay et al., 2017). Por otro 
lado, si bien el bifactor es el que posee el mejor 
ajuste, el modelo de segundo orden (M2) es leve-
mente más parsimonioso, lo que se corresponde 
con la evidencia que sostiene que estadísticamen-
te ambos modelos son satisfactorios (Ringwald et 
al., 2019). 
La elección y el tamaño de la muestra tam-
bién suponen un límite a los alcances de este tra-
bajo. Dado que se trata de un instrumento que 
evalúa psicopatología, resulta necesaria su admi-
nistración en otras muestras, en particular clíni-
cas. Aquí se trabajó con una muestra de pobla-
ción general, en función del objetivo de contar 
con una primera aproximación al funcionamiento 
del instrumento. Sin embargo, en tal población 
posiblemente no han de encontrarse rasgos psi-
copatológicos al mismo nivel que en una pobla-
ción clínica; por tanto, no debe considerarse, en 
principio, que la estructura psicopatológica se ex-
prese de la misma forma en ambas poblaciones. 
Además, al no haberse seguido criterios estrictos 
en la elección de los participantes, la muestra re-
sultante muestra una gran heterogeneidad. Tales 
cuestiones se deberían dirimir en futuros trabajos 
con muestras diversas e incluso con un mayor nú-
mero de participantes.
El propio factor p requiere una interpreta-
ción más profunda. Manteniendo el símil con el 
factor g de inteligencia, todos tendríamos un valor 
de p de bajo a alto que indicaría nuestra propen-
sión a padecer trastornos psicológicos de mayor 
o menor gravedad, y de mayor o menor duración. 
Por tanto, todos presentaríamos un valor de p que, 
cuanto más elevado, más propensos nos haría a 
sufrir trastornos graves, crónicos o recurrentes. 
Por último, si bien los hallazgos son conso-
nantes con la propuesta de Caspi et al. (2014) y 
Caspi y Moffitt (2018) y con el HiTOP (Kotov et 
al., 2017), se trata de modelos recientes que tam-
bién necesitan mayor validación. La psicopatolo-
gía es un campo complejo y se encuentra en me-
dio de una crisis kuhniana. En este panorama, las 
herramientas psicométricas intentan echar un po-
co de luz sobre el campo, lo que ayuda a formular 
posibles modelos psicopatológicos más válidos 
que el tradicional de categorías. El objetivo final 
sigue siendo contar con un modelo psicopatológi-
co que dé cuenta de forma más acabada del ma-
lestar psicológico y que preste utilidad clínica. Si 
bien el andamiaje estadístico colabora en ese co-
metido, no debe perderse de vista la necesidad de 
sustentar teóricamente cualquier hallazgo. Solo 
estudios posteriores podrán determinar qué pro-
puesta resulta más comprehensiva, teórica y psi-
cométricamente, para reemplazar las agotadas ca-
tegorías de la nomenclatura oficial (APA, 2013). 
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En síntesis, a pesar de las limitaciones se-
ñaladas, los resultados muestran que las propues-
tas jerárquicas y dimensionales, que postulan un 
factor general junto a factores específicos, abren 
un campo prometedor para el estudio de la psi-
copatología, por lo que puede sostenerse que, si 
bien la crisis continúa, el reemplazo del modelo 
categorial está en camino. 
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