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Abstract
Symmetrical multilevel diversity coding (SMDC) is a classical model for coding over
distributed storage. In this setting, a simple separate encoding strategy known as super-
position coding was shown to be optimal in terms of achieving the minimum sum rate
(Roche, Yeung, and Hau, 1997) and the entire admissible rate region (Yeung and Zhang,
1999) of the problem. The proofs utilized carefully constructed induction arguments, for
which the classical subset entropy inequality of Han (1978) played a key role. This paper
includes two parts. In the first part the existing optimality proofs for classical SMDC
are revisited, with a focus on their connections to subset entropy inequalities. First, a
new sliding-window subset entropy inequality is introduced and then used to establish the
optimality of superposition coding for achieving the minimum sum rate under a weaker
source-reconstruction requirement. Second, a subset entropy inequality recently proved
by Madiman and Tetali (2010) is used to develop a new structural understanding to the
proof of Yeung and Zhang on the optimality of superposition coding for achieving the en-
tire admissible rate region. Building on the connections between classical SMDC and the
subset entropy inequalities developed in the first part, in the second part the optimality
of superposition coding is further extended to the cases where there is either an additional
all-access encoder (SMDC-A) or an additional secrecy constraint (S-SMDC).
1 Introduction
Symmetrical multilevel diversity coding (SMDC) is a classical model for coding over distributed
storage, which was first introduced by Roche [1] and Yeung [2]. In this setting, there are a total
of L independent discrete memoryless sources S1, . . . , SL, where the importance of the source
Sl is assumed to decrease with the subscript l. The sources are to be encoded by a total of L
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randomly accessible encoders. The goal of encoding is to ensure that the number of sources that
can be nearly perfectly reconstructed grows with the number of available encoder outputs at
the decoder. More specifically, denote by U ⊆ ΩL := {1, . . . , L} the set of accessible encoders.
The realization of U is unknown a priori at the encoders. However, the sources S1, . . . , Sα need
to be nearly perfectly reconstructed whenever |U | ≥ α at the decoder. The word “symmetrical”
here refers to the fact that the sources that need to be nearly perfectly reconstructed depend on
the set of accessible encoders only via its cardinality. The rate allocations at different encoders,
however, can be different and are not necessarily symmetrical.
A natural strategy for SMDC is to encode the sources separately at each of the encoders (no
coding across different sources) known as superposition coding [2]. To show that the natural
superposition coding strategy is also optimal, however, turned out to be rather nontrivial. The
optimality of superposition coding in terms of achieving the minimum sum rate was established
by Roche, Yeung, and Hau [3]. The proof used a carefully constructed induction argument, for
which the classical subset entropy inequality of Han [7] played a key role. Later, the optimality
of superposition coding in terms of achieving the entire admission rate region was established
by Yeung and Zhang [4]. Their proof was based on a new subset entropy inequality, which
was established by carefully combining Han’s subset inequality with several highly technical
results on the analysis of a sequence of linear programs (which are used to characterize the
performance of superposition coding).
This paper includes two parts. In the first part (Section 2), the optimality proofs of [3]
and [4] are revisited in light of two new subset entropy inequalities:
• First, a new sliding-window subset entropy inequality is introduced, which not only implies
the classical subset entropy inequality of Han [7] in a trivial way, but also leads to a new
proof of the optimality of superposition encoding for achieving the minimum sum rate
under a weaker source-reconstruction requirement.
• Second, a subset entropy inequality recently proved by Madiman and Tetali [6] is leveraged
to provide a new structural understanding to the subset entropy inequality of Yeung
and Zhang [4]. Based on this new understanding, a conditional version of the subset
entropy inequality of Yeung and Zhang [4] is further established, which plays a key role in
extending the optimality of superposition coding to the case where there is an additional
secrecy constraint.
In the second part of the paper (Section 3), two extensions of classical SMDC are considered:
• The first extension, which we shall refer to as SMDC-A, features an all-access encoder, in
addition to the L randomly accessible encoders in the classical setting, whose output is
available at the decoder at all time. This model is mainly motivated by the proliferation of
mobile computing devices (laptop computers, tablets, smart phones etc.), which can access
both remote storage nodes via unreliable wireless links and local hard disks which are
always available but are of limited capacity. It is shown that in this setting, superposition
coding remains optimal in terms of achieving the entire admissible rate region. Key to
our proof is to identify the supporting hyperplanes that define the superposition coding
rate region and then apply the subset entropy inequality of Yeung and Zhang [4].
2
Encoder 1
Encoder L
Encoder 2(Sn1 , . . . , S
n
L
)
.
.
.
Decoder
X1
X2
XL
(Sˆn
1
, . . . , Sˆn|U |)
Sources
XU
R1
R2
RL
Figure 1: The classical SMDC problem where a total of L independent discrete memoryless
sources S1, . . . , SL are to be encoded by a total of L encoders. The decoder, which has access to
a subset U of the encoder outputs, needs to nearly perfectly reconstruct the sources S1, . . . , S|U |
no matter what the realization of U is.
• The second extension, which we shall refer to as S-SMDC, extends the problem of SMDC
to the secure communication setting. The problem was first introduced in [8], where the
optimality of superposition coding for achieving the minimum sum rate was established
via the classical subset entropy inequality of Han [7]. Through the conditional version of
the subset entropy inequality of Yeung and Zhang [4] established in the first part, here
we show that superposition coding can, in fact, achieve the entire admissible rate region
of the problem, resolving the conjecture of [8] by positive.
2 SMDC Revisited
2.1 Problem Statement and Optimality of Superposition Coding
2.1.1 Problem Statement
As illustrated in Figure 1, the problem of SMDC consists of:
• a total of L independent discrete memoryless sources {Sα[t]}
∞
t=1, where α = 1, . . . , L and
t is the time index;
• a set of L encoders (encoder 1 to L);
• a decoder which can access a nonempty subset U ⊆ ΩL of the encoder outputs.
The realization of U is unknown a priori at the encoders. However, no matter which U actually
materializes, the decoder needs to nearly perfectly reconstruct the sources S1, . . . , Sα whenever
|U | ≥ α.
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Formally, an (n, (M1, . . . ,ML)) code is defined by a collection of L encoding functions:
el :
L∏
α=1
Snα → {1, . . . ,Ml}, ∀l = 1, . . . , L (1)
and 2L − 1 decoding functions:
dU :
∏
l∈U
{1, . . . ,Ml} →
|U |∏
α=1
Snα , ∀U ⊆ ΩL s.t. U 6= ∅. (2)
A nonnegative rate tuple (R1, . . . , RL) is said to be admissible if for every ǫ > 0, there exits,
for sufficiently large block-length n, an (n, (M1, . . . ,ML)) code such that:
• (Rate constraints at the encoders)
1
n
logMl ≤ Rl + ǫ, ∀l = 1, . . . , L; (3)
• (Asymptotically perfect reconstructions at the decoder)
Pr
{
dU(XU) 6= (S
n
1 , . . . , S
n
|U |)
}
≤ ǫ, ∀U ⊆ ΩL s.t. U 6= ∅ (4)
where Snα := {Sα[t]}
n
t=1, Xl := el(S
n
1 , . . . , S
n
L) is the output of encoder l, and XU := {Xl :
l ∈ U}.
The admissible rate region R is the collection of all admissible rate tuples (R1, . . . , RL). The
minimum sum rate Rms is defined as
Rms := min
(R1,...,RL)∈R
L∑
l=1
Rl. (5)
2.1.2 Superposition Coding Rate Region
As mentioned previously, a natural strategy for SMDC is superposition coding, i.e., to encode
the sources separately at the encoders and there is no coding across different sources. Formally,
the problem of encoding a single source Sα can be viewed as a special case of the general SMDC
problem, where the sources Sm are deterministic for all m 6= α. In this case, the source Sα
needs to be nearly perfectly reconstructed whenever the decoder can access at least α encoder
outputs. Thus, the problem is essentially to transmit Sα over an erasure channel, and the
following simple source-channel separation scheme is known to be optimal [1, 2]:
• First compress the source sequence Snα into a source message Wα using a lossless source
code. It is well known [9, Ch. 5] that the rate of the source message Wα can be made
arbitrarily close to the entropy rate H(Sα) for sufficiently large block-length n.
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• Next, the source message Wα is encoded at encoders 1 to L using a maximum distance
separable code [5]. It is well known [1, 2] that the source message Wα can be perfectly
recovered at the decoder whenever∑
l∈U
Rl ≥
1
n
H(Wα), ∀U ∈ Ω
(α)
L (6)
for sufficiently large block length n, where Ω
(α)
L denotes the collection of all subsets of ΩL
of size α.
Combining the above two steps, we conclude that the admissible rate region for encoding a
single source Sα is given by the collection of all nonnegative rate tuples (R1, . . . , RL) satisfying∑
l∈U
Rl ≥ H(Sα), ∀U ∈ Ω
(α)
L . (7)
By definition, the superposition coding rate region Rsup for encoding the sources S1, . . . , SL is
given by the collection of all nonnegative rate tuples (R1, . . . , RL) such that
Rl :=
L∑
α=1
r
(α)
l (8)
for some nonnegative r
(α)
l , α = 1, . . . , L and l = 1, . . . , L, satisfying∑
l∈U
r
(α)
l ≥ H(Sα), ∀U ∈ Ω
(α)
L . (9)
In principle, an explicit characterization of the superposition coding rate region Rsup can be
obtained by eliminating r
(α)
l , α = 1, . . . , L and l = 1, . . . , L, via a Fourier-Motzkin elimination
from (8) and (9). However, the elimination process is unmanageable even for moderate L, as
there are simply too many equations involved. On the other hand, note that the superposi-
tion coding rate region Rsup is a convex polyhedron with polyhedral cone being (R
+)L, so an
equivalent characterization is to characterize the supporting hyperplanes:
L∑
l=1
λlRl ≥ f(λ), ∀λ := (λ1, . . . , λL) ∈ (R
+)L (10)
where
f(λ) = min
(R1,...,RL)∈Rsup
L∑
l=1
λlRl (11)
=
min
∑L
l=1
(∑L
α=1 λlr
(α)
l
)
subject to
∑
l∈U r
(α)
l ≥ H(Sα), ∀U ∈ Ω
(α)
L and α = 1, . . . , L
r
(α)
l ≥ 0, ∀α = 1, . . . , L and l = 1, . . . , L.
(12)
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Clearly, the above optimization problem can be separated into the following L sub-optimization
problems:
f(λ) =
L∑
α=1
f ′α(λ) (13)
where
f ′α(λ) =
min
∑L
l=1 λlr
(α)
l
subject to
∑
l∈U r
(α)
l ≥ H(Sα), ∀U ∈ Ω
(α)
L
r
(α)
l ≥ 0, ∀l = 1, . . . , L
(14)
=
max
(∑
U∈Ω
(α)
L
cλ(U)
)
H(Sα)
subject to
∑
{U∈Ω
(α)
L
:U∋l}
cλ(U) ≤ λl, ∀l = 1, . . . , L
cλ(U) ≥ 0, ∀U ∈ Ω
(α)
L .
(15)
and (15) follows from the strong duality for linear programs. For any λ ∈ (R+)L and any
α = 1, . . . , L, let
fα(λ) :=
max
∑
U∈Ω
(α)
L
cλ(U)
subject to
∑
{U∈Ω
(α)
L
:U∋l}
cλ(U) ≤ λl, ∀l = 1, . . . , L
cλ(U) ≥ 0, ∀U ∈ Ω
(α)
L .
(16)
Then, we have f ′α(λ) = fα(λ)H(Sα) and hence
f(λ) =
L∑
α=1
fα(λ)H(Sα) (17)
for any λ ∈ (R+)L. Substituting (17) into (10), we conclude that the superposition coding rate
region Rsup is given by the collection of nonnegative rate tuples (R1, . . . , RL) satisfying
L∑
l=1
λlRl ≥
L∑
α=1
fα(λ)H(Sα), ∀λ ∈ (R
+)L. (18)
For a general λ, the linear program (16) does not admit a closed-form solution. However,
for λ = 1 := (1, . . . , 1) it can be easily verified that c
(α)
1
= {c1(U) : U ∈ Ω
(α)
L } where
c1(U) :=
1(
L− 1
α− 1
) (19)
is an optimal solution to the linear program (16), and we thus have
fα(1) =
∑
U∈Ω
(α)
L
c1(U) =
(
L
α
)
(
L− 1
α− 1
) = L
α
(20)
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for any α = 1, . . . , L. Hence, the minimum sum rate that can be achieved by superposition
coding is given by
min
(R1,...,RL)∈Rsup
L∑
l=1
Rl = f(1) =
L∑
α=1
fα(1)H(Sα) =
L∑
α=1
(L/α)H(Sα). (21)
2.1.3 Optimality of Superposition Coding: Known Proofs
To show that superposition coding is optimal in terms of achieving the entire admissible rate
region, we need to show that for any λ ∈ (R+)L we have
L∑
l=1
λlRl ≥
L∑
α=1
fα(λ)H(Sα), ∀(R1, . . . , RL) ∈ R. (22)
In particular, to show that superposition coding is optimal in terms of achieving the minimum
sum rate, we need to show that
L∑
l=1
Rl ≥
L∑
α=1
fα(1)H(Sα) =
L∑
α=1
(L/α)H(Sα), ∀(R1, . . . , RL) ∈ R. (23)
Note that for any admissible rate tuple (R1, . . . , RL) ∈ R and ǫ > 0, by the rate constraints
(3) we have
n(Rl + ǫ) ≥ H(Xl), ∀l = 1, . . . , L (24)
for sufficiently large block-length n. Furthermore, by the asymptotically perfect reconstruction
requirement (4) and the well-known Fano’s inequality we have
H(Sn1 , . . . , S
n
α|XU) ≤ nδ
(n)
α (25)
for any U ∈ Ω
(α)
L and α = 1, . . . , L, where δ
(n)
α → 0 in the limit as n→∞ and ǫ→ 0. Thus, for
any V ∈ Ω
(α−1)
L we have
H(XV |S
n
1 , . . . , S
n
α−2) = H(XV |S
n
1 , . . . , S
n
α−1) + I(XV ;S
n
α−1|S
n
1 , . . . , S
n
α−2) (26)
= H(XV |S
n
1 , . . . , S
n
α−1) +H(S
n
α−1|S
n
1 , . . . , S
n
α−2)−
H(Snα−1|S
n
1 , . . . , S
n
α−2, XV ) (27)
≥ H(XV |S
n
1 , . . . , S
n
α−1) +H(S
n
α−1)−H(S
n
1 , . . . , S
n
α−1|XV ) (28)
≥ H(XV |S
n
1 , . . . , S
n
α−1) + nH(Sα−1)− nδ
(n)
α−1 (29)
where (28) follows from the facts that all sources are independent so H(Snα−1|S
n
1 , . . . , S
n
α−2) =
H(Snα−1) and that
H(Snα−1|S
n
1 , . . . , S
n
α−2, XV ) = H(S
n
1 , . . . , S
n
α−1|XV )−H(S
n
1 , . . . , S
n
α−2|XV ) (30)
≤ H(Sn1 , . . . , S
n
α−1|XV ). (31)
Therefore, starting with (24) and applying (29) iteratively may lead us towards a proof of (22)
and (23). Note, however, that to apply (29) iteratively we shall need to bound from below
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H(XV |S
n
1 , . . . , S
n
α−1) in terms of H(XU |S
n
1 , . . . , S
n
α−1) for some U ∈ Ω
(α)
L . The key observation
of [3] and [4] is that such bounds exist, not for an arbitrary individual pair of U and V , but
rather at the level of an appropriate averaging among V ∈ Ω
(α−1)
L and U ∈ Ω
(α)
L .
More specifically, [3] considered the classical subset entropy inequality of Han [7], which can
be written as follows.
Theorem 1 (A subset entropy inequality of Han [7]). For any collection of L jointly distributed
random variables (X1, . . . , XL), we have
1(
L
α− 1
) ∑
V ∈Ω
(α−1)
L
H(XV )
α− 1
≥
1(
L
α
) ∑
U∈Ω
(α)
L
H(XU)
α
(32)
for any α = 2, . . . , L.
Iteratively applying (29) and (32), we may obtain
1
L
L∑
l=1
H(Xl) =
1(
L
1
) ∑
V ∈Ω
(1)
L
H(XV ) (33)
≥
1(
L
m
) ∑
U∈Ω
(m)
L
H(XU |S
n
1 , . . . , S
n
m)
m
+ n
m∑
α=1
H(Sα)
α
− n
m∑
α=1
δ
(n)
α
α
(34)
for any m = 1, . . . , L. In particular, let m = L, and we have
1
L
L∑
l=1
H(Xl) ≥
1(
L
L
) ∑
U∈Ω
(L)
L
H(XU |S
n
1 , . . . , S
n
L)
L
+ n
L∑
α=1
H(Sα)
α
− n
L∑
α=1
δ
(n)
α
α
(35)
≥ n
L∑
α=1
H(Sα)
α
− n
L∑
α=1
δ
(n)
α
α
. (36)
Substituting (24) into (36) and dividing both sides of the inequality by n, we have
1
L
L∑
l=1
(Rl + ǫ) ≥
L∑
α=1
H(Sα)
α
−
L∑
α=1
δ
(n)
α
α
. (37)
Finally, letting n → ∞ and ǫ → 0 completes the proof of (23), i.e., superposition coding can
achieve the minimum sum rate for the general SMDC problem.
To prove that superposition coding can in fact achieve the entire admissible rate region,
Yeung and Zhang [4] proved the following key subset entropy inequality.
Theorem 2 (A subset entropy inequality of Yeung and Zhang [4]). For any λ ∈ (R+)L, there
exists a function cλ : 2
ΩL \ ∅ → R+ such that:
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1) for each α = 1, . . . , L, c
(α)
λ
:= {cλ(U) : U ∈ Ω
(α)
L } is an optimal solution to the linear
program (16); and
2) for each α = 2, . . . , L, ∑
V ∈Ω
(α−1)
L
cλ(V )H(XV ) ≥
∑
U∈Ω
(α)
L
cλ(U)H(XU) (38)
for any collection of L jointly distributed random variables (X1, . . . , XL).
Iteratively applying (29) and (38), we may obtain
∑
V ∈Ω
(1)
L
cλ(V )H(V ) ≥
∑
U∈Ω
(m)
L
cλ(U)H(XU |S
n
1 , . . . , S
n
m) + n
m∑
α=1
fα(λ)H(Sα)− n
m∑
α=1
fα(λ)δ
(n)
α
(39)
for any m = 1, . . . , L. In particular, let m = L, and note that for α = 1 the optimal solution
to the linear program (16) is unique and is given by
cλ({l}) = λl, ∀l ∈ ΩL. (40)
We have
L∑
l=1
λlH(Xl) ≥
∑
U∈Ω
(L)
L
cλ(U)H(XU |S
n
1 , . . . , S
n
L) + n
L∑
α=1
fα(λ)H(Sα)− n
L∑
α=1
fα(λ)δ
(n)
α (41)
≥ n
L∑
α=1
fα(λ)H(Sα)− n
L∑
α=1
fα(λ)δ
(n)
α . (42)
Substituting (24) into (42) and dividing both sides of the inequality by n, we have
L∑
l=1
λl(Rl + ǫ) ≥
L∑
α=1
fα(λ)H(Sα)−
L∑
α=1
fα(λ)δ
(n)
α . (43)
Finally, letting n → ∞ and ǫ → 0 completes the proof of (22), i.e., superposition coding can
achieve the entire admissible rate region for the general SMDC problem.
2.2 Minimum Sum Rate via a Sliding-Window Subset Entropy In-
equality
In this section, we prove a new sliding-window subset entropy inequality and then use it to
provide an alternative proof of the optimality of superposition coding for achieving the minimum
sum rate.
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1l
L
〈l + α− 1〉
W
(α)
l
2
α
W
(α)
1
Figure 2: An illustration of the sliding windows of length α when the integers 1, . . . , L are
circularly placed (clockwise) based on their natural order.
2.2.1 A sliding-window subset entropy inequality
For any integer l let
〈l〉 :=
{
l mod L, if l mod L 6= 0
L, if l mod L = 0
(44)
and for any l = 1, . . . , L and α = 1, . . . , L let
W
(α)
l := {l, 〈l + 1〉, . . . , 〈l + α− 1〉}. (45)
As illustrated in Figure 2,W
(α)
l represents a sliding window of length α starting with l when the
integers 1, . . . , L are circularly placed (clockwise or counter clockwise) based on their natural
order. We have the following sliding-window subset entropy inequality.
Theorem 3 (A sliding-window subset entropy inequality). For any collection of L jointly
distributed random variables (X1, . . . , XL), we have
L∑
l=1
H(X
W
(α−1)
l
)
α− 1
≥
L∑
l=1
H(X
W
(α)
l
)
α
(46)
for any α = 2, . . . , L. The equalities hold when X1, . . . , XL are mutually independent of each
other.
10
Proof. Consider a proof via an induction on α. First, for α = 2 we have
L∑
l=1
H(X
W
(1)
l
) =
L∑
l=1
H(Xl) (47)
=
L∑
l=1
H(Xl) +H(X〈l+1〉)
2
(48)
≥
L∑
l=1
H(Xl, X〈l+1〉)
2
(49)
=
L∑
l=1
H(X
W
(2)
l
)
2
(50)
where (49) follows from the independence bound on entropy.
Next, assume that the inequality (46) holds for α = r for some r ∈ {2, . . . , L− 1}, i.e.,
L∑
l=1
H(X
W
(r−1)
l
)
r − 1
≥
L∑
l=1
H(X
W
(r)
l
)
r
. (51)
We have
L∑
l=1
H(X
W
(r)
l
) =
1
2
L∑
l=1
[
H(X
W
(r)
l
) +H(X
W
(r)
〈l+1〉
)
]
(52)
≥
1
2
L∑
l=1
[
H(X
W
(r+1)
l
) +H(X
W
(r−1)
〈l+1〉
)
]
(53)
=
1
2
L∑
l=1
H(X
W
(r+1)
l
) +
1
2
L∑
l=1
H(X
W
(r−1)
〈l+1〉
) (54)
=
1
2
L∑
l=1
H(X
W
(r+1)
l
) +
1
2
L∑
l=1
H(X
W
(r−1)
l
) (55)
≥
1
2
L∑
l=1
H(X
W
(r+1)
l
) +
1
2
·
r − 1
r
L∑
l=1
H(X
W
(r)
l
) (56)
where (53) follows from the submodularity of entropy [10, Ch. 14.A]
H(XU) +H(XV ) ≥ H(XU∪V ) +H(XU∩V ) (57)
for U = W
(r)
l and V = W
(r)
〈l+1〉 so U ∪ V = W
(r+1)
l and U ∩ V = W
(r−1)
〈l+1〉 , and (56) follows from
the induction assumption (51). Moving the second term on the right-hand side of (56) to the
left and multiplying both sides by 2
r+1
, we have
1
r
L∑
l=1
H(X
W
(r)
l
) ≥
1
r + 1
L∑
l=1
H(X
W
(r+1)
l
). (58)
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We have thus proved that the inequality (46) also holds for α = r + 1.
Finally, note that when X1, . . . , XL are mutually independent, we have
L∑
l=1
H(X
W
(α)
l
)
α
=
L∑
l=1
H(Xl), ∀α = 1, . . . , L. (59)
This completes the proof of Theorem 3.
Note that for α = L, the classical subset entropy inequality of Han (32) and the sliding-
window subset entropy inequality (46) are equivalent, and both can be equivalently written
as
1
L− 1
L∑
l=1
H(XΩL\{l}) ≥ H(XΩL). (60)
For a general α, the classical subset entropy inequality of Han (32) can be derived from the
sliding-window subset entropy inequality (46) via a simple permutation argument as follows.
Let π be a permutation on ΩL. For any l = 1, . . . , L and α = 1, . . . , L, let
W
(α)
pi,l := {π
−1(l), π−1(〈l + 1〉), . . . , π−1(〈l + α− 1〉)}. (61)
By Theorem 3, we have
1
α− 1
L∑
l=1
H(X
W
(α−1)
pi,l
) ≥
1
α
L∑
l=1
H(X
W
(α)
pi,l
) (62)
for any α = 2, . . . , L. Averaging (62) over all possible permutations π, we have
1
L!
∑
pi
[
1
α− 1
L∑
l=1
H(X
W
(α−1)
pi,l
)
]
≥
1
L!
∑
pi
[
1
α
L∑
l=1
H(X
W
(α)
pi,l
)
]
. (63)
Note that for any α = 1, . . . , L,
∑
pi
L∑
l=1
H(X
W
(α)
pi,l
) = L · α!(L− α)!
∑
U∈Ω
(α)
L
H(XU). (64)
Substituting (64) into (63) and dividing both sides of the inequality by L establish the classical
subset entropy inequality of Han (32).
2.2.2 The minimum sum rate
The sliding-window subset entropy inequality (46) can be used to provide an alternative proof
of the optimality of superposition coding for achieving the minimum sum rate as follows. Let
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us first show that
1
L
L∑
l=1
H(Xl) =
1
L
L∑
l=1
H(X
W
(1)
l
) (65)
≥
1
L
L∑
l=1
H(X
W
(m)
l
|Sn1 , . . . , S
n
m)
m
+ n
m∑
α=1
H(Sα)
α
− n
m∑
α=1
δ
(n)
α
α
(66)
for any m = 1, . . . , L.
Consider a proof via an induction on m. When m = 1, (66) can be written as
1
L
L∑
l=1
H(Xl) ≥
1
L
L∑
l=1
H(Xl|S
n
1 ) + nH(S1)− nδ
(n)
1 (67)
which can be obtained via a uniform averaging of (29) for α = 2 and V = {l} for l = 1, . . . , L.
Now assume that the inequality (66) holds for m = r − 1 for some r ∈ {2, . . . , L}. We have
1
L
L∑
l=1
H(Xl) ≥
1
L
L∑
l=1
H(X
W
(r−1)
l
|Sn1 , . . . , S
n
r−1)
r − 1
+ n
r−1∑
α=1
H(Sα)
α
− n
r−1∑
α=1
δ
(n)
α
α
(68)
≥
1
L
L∑
l=1
H(X
W
(r)
l
|Sn1 , . . . , S
n
r−1)
r
+ n
r−1∑
α=1
H(Sα)
α
− n
r−1∑
α=1
δ
(n)
α
α
(69)
where (69) follows from the sliding-window subset entropy inequality (46) with α = r. Letting
α = r + 1 and V =W
(r)
l in (29), we have
H(X
W
(r)
l
|Sn1 , . . . , S
n
r−1) ≥ H(XW (r)
l
|Sn1 , . . . , S
n
r ) + nH(Sr)− nδ
(n)
r . (70)
Substituting (70) into (69) gives
1
L
L∑
l=1
H(Xl) ≥
1
L
L∑
l=1
H(X
W
(r)
l
|Sn1 , . . . , S
n
r )
r
+ n
r∑
α=1
H(Sα)
α
− n
r∑
α=1
δ
(n)
α
α
. (71)
This completes the proof of the induction step and hence (66).
Now let m = L, and we have
1
L
L∑
l=1
H(Xl) ≥
1
L
L∑
l=1
H(X
W
(L)
l
|Sn1 , . . . , S
n
L)
L
+ n
L∑
α=1
H(Sα)
α
− n
L∑
α=1
δ
(n)
α
α
(72)
≥ n
L∑
α=1
H(Sα)
α
− n
L∑
α=1
δ
(n)
α
α
. (73)
Substituting (24) into (73) and dividing both sides of the inequality by n, we have
1
L
L∑
l=1
(Rl + ǫ) ≥
L∑
α=1
H(Sα)
α
−
L∑
α=1
δ
(n)
α
α
. (74)
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Finally, letting n → ∞ and ǫ → 0 completes the proof of (23), i.e., superposition coding can
achieve the minimum sum rate for the general SMDC problem.
Note that unlike the original proof of [3], which uses the classical subset entropy inequality
of Han [7] and hence involves all nonempty subsets U of ΩL, our proof relies on the sliding-
window subset entropy inequality (46) and hence only involves the subsets U of a sliding-
window type, i.e., U = W
(α)
l for some l = 1, . . . , L and α = 1, . . . , L. Therefore, based on our
proof, the converse result (23) remains to be true even if we weaken the asymptotically perfect
reconstruction requirement (4) to
Pr
{
dU(XU) 6= (S
n
1 , . . . , S
n
|U |)
}
≤ ǫ, ∀U ∈
{
W
(α)
l : l = 1, . . . , L and α = 1, . . . , L
}
. (75)
This is the definitive advantage of our proof over that based on the classical subset entropy
inequality of Han [7].
2.3 The Subset Entropy Inequality of Yeung and Zhang Revisited
In this section, we revisit the subset entropy inequality of Yeung and Zhang (38), which played a
key in their proof [4] of the optimality of superposition coding for achieving the entire admissible
rate region of the problem. As mentioned previously, in [4] the subset entropy inequality (38)
was proved by combining the classical subset entropy inequality of Han [7] and a number of
analysis results on the sequence of linear programs (16). However, the inequality, as stated
in Theorem 2, does not even directly imply the classical subset entropy inequality of Han [7].
The reason is that Theorem 2 merely asserts the existence of a set of optimal solutions c
(α)
λ
,
α = 1, . . . , L, that satisfies the subset entropy inequality (38), rather than providing a sufficient
condition for the inequality to hold. Below, we shall use a subset entropy inequality recently
proved by Madiman and Tetali [6] to summarize the analysis results of [4] on the sequence of
linear programs (16) into a succinct sufficient condition for the subset entropy inequality (38)
to hold.
2.3.1 A Subset Entropy Inequality of Madiman and Tetali
Consider a hypergraph (U,V) where U is a finite ground set and V is a collection of subsets of
U . A function g : V → R+ is called a fractional cover of (U,V) if it satisfies∑
{V ∈V :V ∋i}
g(V ) ≥ 1, ∀i ∈ U. (76)
Theorem 4 (A subset entropy inequality of Madiman and Tetali [6]). Let (U,V) be a hyper-
graph, and let g be a fractional cover of (U,V). Then∑
V ∈V
g(V )H(XV ) ≥ H(XU) (77)
for any collection of jointly distributed random variables XU .
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The following corollary provides a “chain” form of the subset entropy inequality (77). Let
M be a positive integer, and let Σ be a finite ground set. Let Σ(α) be a collection of subsets
of Σ for each α = 1, . . . ,M,. Assuming that Σ(α), α = 1, . . . ,M , are mutually exclusive, then
{Σ(α) : α = 1, . . . ,M} induces a collection of hypergraphs {(U,VU) : U ∈ ∪
M
α=2Σ
(α)} where
VU := {V ∈ Σ
(α−1) : V ⊆ U}, ∀U ∈ Σ(α). (78)
We shall term each subset V ∈ VU a “child” of U . For convenience, we shall also define
UV := {U ∈ Σ
(α) : U ⊇ V }, ∀V ∈ Σ(α−1) (79)
and term each subset U ∈ UV a “parent” of V .
Corollary 1. Let c : ∪Mα=1Σ
(α) → R+. For any α = 2, . . . ,M , if there exists a collection of
functions {gU : U ∈ Σ
(α)} for which each gU is a fractional cover of (U,VU) and such that
c(V ) =
∑
U∈UV
gU(V )c(U), ∀V ∈ Σ
(α−1) (80)
we have ∑
V ∈Σ(α−1)
c(V )H(XV ) ≥
∑
U∈Σ(α)
c(U)H(XU) (81)
for any collection of jointly distributed random variables XΣ.
Proof. Fix α ∈ {2, . . . ,M}. For any U ∈ Σ(α), gU is a fractional cover of (U,VU). By the subset
entropy inequality of Madiman and Tetali (77), we have∑
V ∈VU
gU(V )H(XV ) ≥ H(XU), ∀U ∈ Σ
(α). (82)
Multiplying both sides of (82) by c(U) and summing over U ∈ Σ(α), we have∑
U∈Σ(α)
∑
V ∈VU
c(U)gU(V )H(XV ) ≥
∑
U∈Σ(α)
c(U)H(XU). (83)
Note that
∑
U∈Σ(α)
∑
V ∈VU
c(U)gU(V )H(XV ) =
∑
V ∈Σ(α−1)
(∑
U∈UV
gU(V )c(U)
)
H(XV ) (84)
=
∑
V ∈Σ(α−1)
c(V )H(XV ) (85)
where (85) follows (80). Substituting (85) into (83) completes the proof of the corollary.
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2.3.2 Connections to the Subset Entropy Inequalities of Han and Yeung–Zhang
Specifying Σ = ΩL, M = L, and Σ
(α) = Ω
(α)
L for α = 1, . . . , L, the subset entropy inequality
of Madiman and Tetali can be used to provide a unifying proof for both the subset entropy
inequality of Han and the subset entropy inequality of Yeung and Zhang. Note that the choice
{Σ(α) = Ω
(α)
L : α = 1, . . . , L} is regular in that each subset U ∈ Ω
(α)
L has exactly α children in
Ω
(α−1)
L , and each subset V ∈ Ω
(α−1)
L has exactly L− (α− 1) parents in Ω
(α)
L .
To see how the subset entropy inequality of Madiman and Tetali (77) implies the subset
entropy inequality of Han (32), let
c(U) :=
1
α
(
L
α
) , ∀U ∈ Ω(α)L and α = 1, . . . , L (86)
and
gU(V ) :=
1
α− 1
, ∀U ∈ Ω
(α)
L , V ∈ VU , and α = 2, . . . , L. (87)
For any α = 2, . . . , L and U ∈ Ω
(α)
L ,
∑
{V ∈VU :V ∋i}
gU(V ) =
|{V ∈ VU : V ∋ i}|
α− 1
=
α− 1
α− 1
= 1, ∀i ∈ U (88)
so gU is a uniform fractional cover of (U,VU). Furthermore, for any α = 2, . . . , L and V ∈ Ω
(α−1)
L
we have
∑
U∈UV
gU(V )c(U) =
|UV |
(α− 1)α
(
L
α
) = L− (α− 1)
(α− 1)α
(
L
α
) = 1
(α− 1)
(
L
α− 1
) = c(V ). (89)
Substituting (86) into (81) immediately gives the subset entropy inequality of Han (32).
To see how the subset entropy inequality of Madiman and Tetali (77) implies the subset
entropy inequality of Yeung and Zhang (38), we shall need the following result, which is a
synthesis of the analytical results on the sequence of linear programs (16) established in [4].
(For completeness, a sketched proof based on the results of [4] is included in Appendix A.)
Theorem 5 (A linear programing result of Yeung and Zhang [4]). For any λ ∈ (R+)L, any
α = 2, . . . , L, and any c
(α)
λ
which is an optimal solution to the linear program (16) with the
optimal value fα(λ) > 0, there exists a collection of functions {gU : U ∈ Ω
(α)
L } for which each
gU is a fractional cover of (U,VU) and such that c
(α−1)
λ
= {cλ(V ) : V ∈ Ω
(α−1)
L } where
cλ(V ) :=
∑
U∈UV
gU(V )cλ(U) (90)
is an optimal solution to the linear program (16) with α replaced by α− 1.
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Now fix λ ∈ (R+)L, and consider the following construction of cλ = ∪
L
α=1c
(α)
λ
. For α = L,
choose c
(L)
λ
to be an arbitrary optimal solution to the linear program (16). For α = 1, . . . , L−1,
construct c
(α)
λ
iteratively as follows. Suppose that c
(α)
λ
is already in place for some α = 2, . . . , L
such that c
(α)
λ
is an optimal solution to the linear program (16). If the optimal value fα(λ) > 0,
construct c
(α−1)
λ
according to (80) so c
(α−1)
λ
is an optimal solution to the linear program (16)
with α replaced by α − 1. Moreover, by Corollary 1 c
(α−1)
λ
and c
(α)
λ
satisfy the subset entropy
inequality of Yeung and Zhang (38). If, on the other hand, fα(λ) = 0, we have cλ(U) = 0
for all U ∈ Ω
(α)
L . In this case, choose c
(α−1)
λ
to be an arbitrary optimal solution to the linear
program (16) with α replaced by α − 1, and c
(α−1)
λ
and c
(α)
λ
will trivially satisfy the subset
entropy inequality of Yeung and Zhang (38). We have thus constructed for any λ ∈ (R+)L, a
sequence of c
(α)
λ
, α = 1, . . . , L, such that each c
(α)
λ
is an optimal solution to the linear program
(16), and the subset entropy inequality of Yeung and Zhang (38) holds for each α = 2, . . . , L.
We mention here that even though both the subset entropy inequality of Han and the subset
entropy inequality of Yeung and Zhang can be directly established from the subset entropy
inequality of Madiman and Tetali, this is not the case for the sliding-window subset entropy
inequality (46) except for α = 2 and L. This can be seen as follows.
Let Σ = ΩL, M = L, and Σ
(α) = {W
(α)
l : l = 1, . . . , L} for α = 1, . . . , L. Note that for any
α = 1, . . . , L − 1, each sliding window W
(α)
l represents a different subset for different l. (For
α = L, all sliding windows W
(L)
l , l = 1, . . . , L, represent the same subset ΩL.) Furthermore, for
any α = 2, . . . , L− 1 each sliding window W (α)l has only two children: W
(α−1)
l and W
(α−1)
〈l+1〉 , and
each sliding window W
(α−1)
l has only two parents: W
(α)
l and W
(α)
〈l−1〉. Now consider the elements
l and 〈l + α − 1〉 from W
(α)
l . Note that among the two children W
(α−1)
l and W
(α−1)
〈l+1〉 of W
(α)
l ,
l belongs only to W
(α−1)
l , and 〈l + α − 1〉 belong only to W
(α−1)
〈l+1〉 . Thus, any fractional cover
g
W
(α)
l
of the hypergraph (W
(α)
l , {W
(α−1)
l ,W
(α−1)
〈l+1〉 }) must satisfy
g
W
(α)
l
(W
(α−1)
l ) ≥ 1 and gW (α)
l
(W
(α−1)
〈l+1〉 ) ≥ 1. (91)
Now let c(W
(α)
l ) := 1/α for all l = 1, . . . , L and α = 1, . . . , L− 1. We have
g
W
(α)
l
(W
(α−1)
l )c(W
(α)
l ) + gW (α)
〈l−1〉
(W
(α−1)
l )c(W
(α)
〈l−1〉) ≥
2
α
>
1
α− 1
= c(W
(α−1)
l ) (92)
for any α > 2. We thus conclude that for any 2 < α < L, the sliding-window subset entropy
inequality (46) cannot be directly inferred from the subset entropy inequality of Madiman and
Tetali.
2.3.3 A Conditional Subset Entropy Inequality of Yeung and Zhang
We conclude this section by providing a conditional extension of the subset entropy inequality
of Yeung and Zhang, which will play a key role in proving the optimality of superposition coding
for achieving the entire admissible rate region of the general S-SMDC problem. We shall start
with the following generalization of Corollary 1.
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Let Σ be a finite ground set, and let Σ(α), α = 1, . . . ,M , be a collection of subsets of Σ.
As before, we shall assume that the collections Σ(α), α = 1, . . . ,M , are mutually exclusive, so
{Σ(α) : α = 1, . . . ,M} induces a hypergraph (U,VU) for every U ∈ ∪
M
α=2Σ
(α). For each U ∈ Σ(M)
let AU be a collection of subsets of Σ, and let A
(M) := {AU : U ∈ Σ
(M)}. For α = 1, . . . ,M −1,
define A(α) := {AU : U ∈ Σ
(α)} iteratively as follows. Suppose that A(α) is already in place for
some α = 2, . . . ,M . Let A(α−1) = {AV : V ∈ Σ
(α−1)} where
AV := ∪U∈UVAU . (93)
Proposition 1. For each U ∈ ∪Mα=1Σ
(α), let s(U, ·) : AU → R
+. For any α = 2, . . . ,M , if
there exists a collection of functions {gU : U ∈ Σ
(α)} for which each gU is a fractional cover of
(U,VU) and such that
s(V,A) =
∑
{U∈UV :AU∋A}
gU(V )s(U,A), ∀V ∈ Σ
(α−1) and A ∈ AV (94)
we have ∑
V ∈Σ(α−1)
∑
A∈AV
s(V,A)H(XV |XA) ≥
∑
U∈Σ(α)
∑
A∈AU
s(U,A)H(XU |XA) (95)
for any collection of jointly distributed random variables XΣ.
Proof. Fix α ∈ {2, . . . ,M}. For any U ∈ Σ(α), gU is a fractional cover of (U,VU). By the subset
entropy inequality of Madiman and Tetali (77), we have∑
V ∈VU
gU(V )H(XV |XA) ≥ H(XU |XA), ∀U ∈ Σ
(α) and A ∈ AU . (96)
Multiplying both sides of (96) by s(U,A) and summing over A ∈ AU and U ∈ Σ
(α), we have∑
U∈Σ(α)
∑
A∈AU
∑
V ∈VU
s(U,A)gU(V )H(XV |XA) ≥
∑
U∈Σ(α)
∑
A∈AU
s(U,A)H(XU |XA). (97)
Note that ∑
U∈Σ(α)
∑
A∈AU
∑
V ∈VU
s(U,A)gU(V )H(XV |XA)
=
∑
U∈Σ(α)
∑
V ∈VU
∑
A∈AU
s(U,A)gU(V )H(XV |XA) (98)
=
∑
V ∈Σ(α−1)
∑
U∈UV
∑
A∈AU
s(U,A)gU(V )H(XV |XA) (99)
=
∑
V ∈Σ(α−1)
∑
A∈AV

 ∑
{U∈UV :AU∋A}
s(U,A)gU(V )

H(XV |XA) (100)
=
∑
V ∈Σ(α−1)
∑
A∈AV
s(V,A)H(XV |XA) (101)
where (101) follows from (94). Substituting (101) into (97) completes the proof of the propo-
sition.
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Theorem 6 (A conditional subset entropy inequality of Yeung and Zhang). For any λ ∈ (R+)L
and N = 0, . . . , L−1, there exists for each U ∈ ∪L−Nα=1 Ω
(α)
L a collection of subsets AU of ΩL such
that:
|A| = N and A ∩ U = ∅, ∀A ∈ AU (102)
and a function sλ(U, ·) : AU → R
+ such that:
1) for each α = 1, . . . , L−N , c
(α)
λ
= {cλ(U) : U ∈ Ω
(α)
L } where
cλ(U) :=
∑
A∈AU
sλ(U,A) (103)
is an optimal solution to the linear program (16); and
2) for each α = 2, . . . , L−N ,∑
V ∈Ω
(α−1)
L
∑
A∈AV
s(V,A)H(XV |XA) ≥
∑
U∈Ω
(α)
L
∑
A∈AU
s(U,A)H(XU |XA) (104)
for any collection of L jointly distributed random variables (X1, . . . , XL).
Proof. Fix λ ∈ (R+)L and N ∈ {0, . . . , L−1}, and let Σ = ΩL,M = L−N , and Σ
(α) = Ω
(α)
L for
α = 1, . . . , L−N . Consider the following construction of A(α) and s
(α)
λ
:= {s(U, ·) : U ∈ Ω
(α)
L },
α = 1, . . . , L−N .
For α = L − N , let A(L−N) = {AU : U ∈ Ω
(L−N)
L } where AU := {ΩL \ U}, i.e., each AU
contains a single subset A = ΩL \ U of size |A| = L− (L−N) = N and such that A ∩ U = ∅.
Furthermore, let c
(L−N)
λ
= {cλ(U) : U ∈ Ω
(L−N)
L } be an optimal solution to the linear program
(16) for α = L−N , and let
sλ(U,ΩL \ U) := cλ(U), ∀U ∈ Ω
(L−N)
L . (105)
Since by construction each AU , U ∈ Ω
(L−N)
L , contains a single subset A = ΩL \ U , we trivially
have ∑
A∈AU
sλ(U,A) = cλ(U), ∀U ∈ Ω
(L−N)
L . (106)
For α = 1, . . . , L − N − 1, let us construct A(α) and s
(α)
λ
iteratively as follows. Suppose
that A(α) and s
(α)
λ
are already in place for some α = 2, . . . , L − N such that |A| = N and
A ∩ U = ∅ for any U ∈ Ω
(α)
L and A ∈ AU , and c
(α)
λ
= {cλ(U) : U ∈ Ω
(α)
L } where cλ(U) is given
by (103) is an optimal solution to the linear program (16). First, construct A(α−1) according
to (93). Based on this construction, for any V ∈ Ω
(α−1)
L and A ∈ AV we have A ∈ AU for some
U ∈ UV ⊆ Ω
(α)
L . Therefore, by the induction assumption we must have |A| = N and
A ∩ V ⊆ A ∩ U = ∅ (107)
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for any V ∈ Ω
(α−1)
L and A ∈ AV . Next, construct s
(α−1)
λ
as follows. If the optimal value
fα(λ) > 0, by Theorem 5 there exists a collection of functions {gU : U ∈ Ω
(α)
L } for which each
gU is a fractional cover of (U,VU) and such that c
(α−1)
λ
= {cλ(V ) : V ∈ Ω
(α−1)
L } where cλ(V ) is
given by (90) is an optimal solution to the linear program (16) with α replaced by α − 1. In
this case, let s
(α−1)
λ
= {sλ(V, ·) : V ∈ Ω
(α−1)
L } where
sλ(V,A) :=
∑
{U∈UV :AU∋A}
gU(V )sλ(U,A). (108)
Thus, for each V ∈ Ω
(α−1)
L we have
∑
A∈AV
sλ(V,A) =
∑
A∈AV

 ∑
{U∈UV :AU∋A}
gU(V )sλ(U,A)

 (109)
=
∑
U∈UV
gU(V )
[ ∑
A∈AU
sλ(U,A)
]
(110)
=
∑
U∈UV
gU(V )cλ(U) (111)
= cλ(V ) (112)
Furthermore, by Proposition 1 s
(α−1)
λ
and s
(α−1)
λ
satisfy the subset entropy inequality (104). If,
on the other hand, fα(λ) = 0, we have sλ(U,A) = 0 for all U ∈ Ω
(α)
L and A ∈ AU . In this case,
choose an arbitrary s
(α−1)
λ
such that c
(α−1)
λ
= {cλ(V ) : V ∈ Ω
(α−1)
L } where
cλ(V ) :=
∑
A∈AV
sλ(V,A) (113)
is an optimal solution to the linear program (16) with α being replaced by α − 1, and s
(α−1)
λ
and s
(α)
λ
will trivially satisfy the subset entropy inequality (104).
We have thus constructed for any λ ∈ (R+)L and N = 0, . . . , L− 1, a sequence of A(α) and
c
(α)
λ
, α = 1, . . . , L − N , such that all conditions of Theorem 6 are met simultaneously. This
completes the proof of the theorem.
3 Two Extensions: SMDC-A and S-SMDC
3.1 Extension 1: SMDC-A
3.1.1 Problem Statement
As illustrated in Figure 3, the problem of SMDC-A consists of:
• a total of L independent discrete memoryless sources {Sα[t]}
∞
t=1, where α = 1, . . . , L and
t is the time index;
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Figure 3: SMDC with an all-access encoder 0 and L randomly accessible encoders 1 to L. A total
of L independent discrete memoryless sources (S1, . . . , SL) are to be encoded at the encoders.
The decoder, which has access to encoder 0 and a subset U of the randomly accessible encoders,
needs to nearly perfectly reconstruct the sources (S1, . . . , S|U |) no matter what the realization
of U is.
• a set of L+ 1 encoders (encoder 0 to L);
• a decoder who has access to a subset {0} ∪ U of the encoder outputs for some nonempty
U ⊆ ΩL.
The realization of U is unknown a priori at the encoders. However, no matter which U actually
materializes, the decoder needs to nearly perfectly reconstruct the sources (S1, . . . , Sα) whenever
|U | ≥ α.
Formally, an (n, (M0,M1, . . . ,ML)) code is defined by a collection of L+1 encoding functions
el :
L∏
α=1
Snα → {1, . . . ,Ml}, ∀l = 0, 1, . . . , L (114)
and 2L − 1 decoding functions
dU : {1, . . . ,M0} ×
∏
l∈U
{1, . . . ,Ml} →
|U |∏
α=1
Snα , ∀U ⊆ ΩL s.t. U 6= ∅. (115)
A nonnegative rate tuple (R0, R1, . . . , RL) is said to be admissible if for every ǫ > 0, there exits,
for sufficiently large block length n, an (n, (M0,M1, . . . ,ML)) code such that:
• (Rate constraints at the encoders)
1
n
logMl ≤ Rl + ǫ, ∀l = 0, 1, . . . , L; (116)
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• (Asymptotically perfect reconstructions at the decoder)
Pr
{
dU(X{0}∪U) 6= (S
n
1 , . . . , S
n
|U |)
}
≤ ǫ, ∀U ⊆ ΩL s.t. U 6= ∅ (117)
where Snα := {Sα[t]}
n
t=1, Xl := el(S
n
1 , . . . , S
n
L) is the output of encoder l, and X{0}∪U :=
{Xl : l ∈ {0} ∪ U}.
The admissible rate region R is the collection of all admissible rate tuples (R0, R1, . . . , RL).
3.1.2 Superposition Coding Rate Region
Similar to classical SMDC, a natural strategy for SMDC-A is superposition coding, i.e., to
encode the sources separately at the encoders and there is no coding across different sources.
Formally, the problem of encoding a single source Sα can be viewed as a special case of the
general problem where the sources Sm are deterministic for all m 6= α. In this case, the
source Sα needs to be nearly perfectly reconstructed whenever the decoder can access at least
α randomly accessible encoders in addition to the all-access encoder 0. The following scheme
is a natural extension of the simple source-channel separation scheme considered previously for
classical SMDC:
• First compress the source sequence Snα into a source message Wα using a lossless source
code. It is well known [9, Ch. 5] that the rate of the source message Wα can be made
arbitrarily close to the entropy rate H(Sα) for sufficiently large block length n.
• Next, divide the source message Wα into two independent sub-messages W
(0)
α and W
(1)
α
so we have
H(Wα) = H(W
(0)
α ) +H(W
(1)
α ). (118)
The sub-message W
(0)
α is stored at the all-access encoder 0 without any coding, which
requires
R0 ≥
1
n
H(W (0)α ). (119)
The sub-message W
(1)
α is encoded by the randomly accessible encoders 1 to L using a
maximum distance separable code [5]. Clearly, the sub-message W
(1)
α can be perfectly
recovered at the decoder whenever∑
l∈U
Rl ≥
1
n
H(W (1)α ), ∀U ∈ Ω
(α)
L (120)
for sufficiently large block length n. Eliminating H(W
(0)
α ) and H(W
(1)
α ) from (118)–
(120), we conclude that the source message Wα can be perfectly recovered at the decoder
whenever
R0 +
∑
l∈U
Rl ≥
1
n
H(Wα), ∀U ∈ Ω
(α)
L (121)
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Combining the above two steps, we conclude that the rate region that can be achieved by
the above source-channel separation scheme is given by the collection of all nonnegative rate
tuples (R0, R1, . . . , RL) satisfying
R0 +
∑
l∈U
Rl ≥ H(Sα), ∀U ∈ Ω
(α)
L . (122)
Following the same footsteps as those for classical SMDC [1, 2], it is straightforward to show
that the above rate region is in fact the admissible rate region for encoding the single source Sα.
By definition, the superposition coding rate region Rsup for SMDC-A is given by the collection
of all nonnegative rate tuples (R0, R1, . . . , RL) such that
Rl :=
L∑
α=1
r
(α)
l (123)
for some nonnegative r
(α)
l , α = 1, . . . , L and l = 0, 1, . . . , L, satisfying
r
(α)
0 +
∑
l∈U
r
(α)
l ≥ H(Sα), ∀U ∈ Ω
(α)
L . (124)
Similar to classical SMDC, the superposition coding rate region Rsup for SMDC-A is a
polyhedron with polyhedral cone being the nonnegative orthant in RL+1 and hence can be
completely characterized by the supporting hyperplanes
L∑
l=0
λlRl ≥ f(λ0,λ), ∀λ0 ≥ 0 and λ := (λ1, . . . , λL) ∈ (R
+)L (125)
where
f(λ0,λ) = min
(R0,R1,...,RL)∈Rsup
L∑
l=0
λlRl (126)
=
min
∑L
l=0
(∑L
α=1 λlr
(α)
l
)
subject to r
(α)
0 +
∑
l∈U r
(α)
l ≥ H(Sα), ∀U ∈ Ω
(α)
L and α = 1, . . . , L
r
(α)
l ≥ 0, ∀α = 1, . . . , L and l = 0, . . . , L.
(127)
Clearly, the above optimization problem can be separated into the following L sub-optimization
problems:
f(λ0,λ) =
L∑
α=1
f ′α(λ0,λ) (128)
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where
f ′α(λ0,λ) =
min
∑L
l=0 λlr
(α)
l
subject to r
(α)
0 +
∑
l∈U r
(α)
l ≥ H(Sα), ∀U ∈ Ω
(α)
L
r
(α)
l ≥ 0, ∀l = 0, . . . , L
(129)
=
max
(∑
U∈Ω
(α)
L
cλ0,λ(U)
)
H(Sα)
subject to
∑
U∈Ω
(α)
L
cλ0,λ(U) ≤ λ0∑
{U∈Ω
(α)
L
:U∋l}
cλ0,λ(U) ≤ λl, ∀l = 1, . . . , L
cλ0,λ(U) ≥ 0, ∀U ∈ Ω
(α)
L .
(130)
Here, (130) follows from the strong duality for linear programs. For any λ0 ≥ 0, λ ∈ (R
+)L,
and α = 1, . . . , L, let
fα(λ0,λ) :=
max
∑
U∈Ω
(α)
L
cλ0,λ(U)
subject to
∑
U∈Ω
(α)
L
cλ0,λ(U) ≤ λ0∑
{U∈Ω
(α)
L
:U∋l}
cλ0,λ(U) ≤ λl, ∀l = 1, . . . , L
cλ0,λ(U) ≥ 0, ∀U ∈ Ω
(α)
L .
(131)
We have f ′α(λ0,λ) = fα(λ0,λ)H(Sα) and hence
f(λ0,λ) =
L∑
α=1
fα(λ0,λ)H(Sα) (132)
for any λ0 ≥ 0 and λ ∈ (R
+)L.
Note that in the optimization problem (131), if the constraint
∑
U∈Ω
(α)
L
cλ0,λ(U) ≤ λ0 is
inactive, it can be removed from the program. In this case the optimal value fα(λ0,λ) = fα(λ),
where fα(λ) is the optimal value of the linear program (16). On the other hand, if the constraint∑
U∈Ω
(α)
L
cλ0,λ(U) ≤ λ0 is active, the optimal value fα(λ0,λ) = λ0. Combing these two cases,
we have
fα(λ0,λ) = min(fα(λ), λ0), ∀α = 1, . . . , L. (133)
Substituting (132) and (133) into (125), we conclude that the superposition coding rate region
Rsup for SMDC with an all-access encoder is given by the collection of all nonnegative rate
tuples (R0, R1, . . . , RL) satisfying
L∑
l=0
λlRl ≥
L∑
α=1
min(fα(λ), λ0)H(Sα), ∀λ0 ≥ 0 and λ ∈ (R
+)L. (134)
As mentioned previously, the superposition coding rate region Rsup is a polyhedron, so
among all λ0 ≥ 0 and λ ∈ (R
+)L, most of the inequalities in (134) are redundant. Identifying
those which define the faces of the superposition coding rate region Rsup appears to be very
difficult. Note, however, that for any given (R0, R1, . . . , RL) ∈ (R
+)L+1 and λ ∈ (R+)L, the
left-hand side of (134) is a linear, nondecreasing function of λ0, and the right-hand side of
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The left-hand side
The right-hand side
0
λ0fL(λ)fL−1(λ) f2(λ) f1(λ)
Figure 4: The left-hand and right-hand sides of (134) as a function of λ0 for a fixed
(R0, R1, . . . , RL) ∈ (R
+)L+1 and λ ∈ (R+)L.
(134) is a piecewise linear, nondecreasing, and concave function of λ0. Thus, the left-hand side
of (134) will dominate the right-hand side for every λ0 ≥ 0 if and only if it dominates the
right-hand side at its boundary points λ0 = fm(λ), m = 1, . . . , L, between the adjacent line
segments. See Figure 4 for an illustration.
Formally, we have the following proposition, which plays a key role next in proving the
optimality of superposition coding for achieving the entire admissible rate region of SMDC-A.
Proposition 2. The superposition coding rate region Rsup for SMDC-A is given by the collec-
tion of all nonnegative rate tuples (R0, R1, . . . , RL) satisfying
fm(λ)R0 +
L∑
l=1
λlRl ≥
L∑
α=1
min(fα(λ), fm(λ))H(Sα) (135)
= fm(λ)
m∑
α=1
H(Sα) +
L∑
α=m+1
fα(λ)H(Sα), ∀m = 1, . . . , L and λ ∈ (R
+)L
(136)
where fα(λ) is the optimal value of the linear program (16).
Proof. Let us first recall the following results from [4]: for any λ ∈ (R+)L we have
f1(λ) ≥ f2(λ) ≥ · · · ≥ fL(λ) ≥ 0. (137)
It follows that
L∑
α=1
min(fα(λ), fm(λ))H(Sα) =
m∑
α=1
fm(λ)H(Sα) +
L∑
α=m+1
fα(λ)H(Sα) (138)
= fm(λ)
m∑
α=1
H(Sα) +
L∑
α=m+1
fα(λ)H(Sα). (139)
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It remains to show that for any given λ ∈ (R+)L, the set of inequalities (134) over all λ0 ≥ 0
is dominated by that over λ0 = fm(λ) for m = 1, . . . , L.
Fix λ ∈ (R+)L, and consider the following three cases separately.
Case 1: λ0 ≥ f1(λ). By (137), we have λ0 ≥ fα(λ) and hence min(fα(λ), λ0) = fα(λ) for
any α = 1, . . . , L. For m = 1, the inequality (136) can be written as
f1(λ)R0 +
L∑
l=1
λlRl ≥
L∑
α=1
fα(λ)H(Sα) (140)
which implies that
λ0R0 +
L∑
l=1
λlRl ≥ f1(λ)R0 +
L∑
l=1
λlRl (141)
≥
L∑
α=1
fα(λ)H(Sα) (142)
=
L∑
α=1
min(fα(λ), λ0)H(Sα) (143)
for any λ0 ≥ f1(λ).
Case 2: 0 ≤ λ0 < fL(λ). By (137), we have λ0 < fα(λ) and hence min(fα(λ), λ0) = λ0 for
any α = 1, . . . , L. For m = L, the inequality (136) can be written as
fL(λ)R0 +
L∑
l=1
λlRl ≥ fL(λ)
L∑
α=1
H(Sα) (144)
which implies that
λ0R0 +
L∑
l=1
λlRl ≥
λ0
fL(λ)
(
fL(λ)R0 +
L∑
l=1
λlRl
)
(145)
≥
λ0
fL(λ)
(
fL(λ)
L∑
α=0
H(Sα)
)
(146)
= λ0
L∑
α=0
H(Sα) (147)
=
L∑
α=1
min(fα(λ), λ0)H(Sα) (148)
for any 0 ≤ λ0 < fL(λ).
Case 3: fr+1(λ) ≤ λ0 < fr(λ) for some r = 1, . . . , L− 1. By (137), we have λ0 < fα(λ) and
hence min(fα(λ), λ0) = λ0 for α = 1, . . . , r, and λ0 ≥ fα(λ) and hence min(fα(λ), λ0) = fα(λ)
26
for α = r + 1, . . . , L. For m = r and r + 1, the inequality (136) can be written as
fr(λ)R0 +
L∑
l=1
λlRl ≥ fr(λ)
r∑
α=1
H(Sα) +
L∑
α=r+1
fα(λ)H(Sα) (149)
and fr+1(λ)R0 +
L∑
l=1
λlRl ≥ fr+1(λ)
r+1∑
α=1
H(Sα) +
L∑
α=r+2
fα(λ)H(Sα) (150)
respectively, which together imply that
λ0R0 +
L∑
l=1
λlRl =
λ0 − fr+1(λ)
fr(λ)− fr+1(λ)
(
fr(λ)R0 +
L∑
l=1
λlRl
)
+
fr(λ)− λ0
fr(λ)− fr+1(λ)
(
fr+1(λ)R0 +
L∑
l=1
λlRl
)
(151)
≥
λ0 − fr+1(λ)
fr(λ)− fr+1(λ)
(
fr(λ)
r∑
α=1
H(Sα) +
L∑
α=r+1
fα(λ)H(Sα)
)
+
fr(λ)− λ0
fr(λ)− fr+1(λ)
(
fr+1(λ)
r+1∑
α=1
H(Sα) +
L∑
α=r+2
fα(λ)H(Sα)
)
(152)
= λ0
r∑
α=1
H(Sα) +
L∑
α=r+1
fα(λ)H(Sα) (153)
=
L∑
α=1
min(fα(λ), λ0)H(Sα) (154)
for any fr+1(λ) ≤ λ0 < fr(λ).
Combining these three cases completes the proof of the proposition.
3.1.3 Optimality of Superposition Coding
The main result of this section is that superposition coding remains optimal in terms of achieving
the entire admissible rate region for SMDC-A, as summarized in the following theorem.
Theorem 7. For the general SMDC-A problem, the admissible rate region
R = Rsup. (155)
Proof. Based on the discussions from Section 3.1.2, we naturally have Rsup ⊆ R. Thus, to
show Rsup = R we only need to show that R ⊆ Rsup. In light of Proposition 2, it is sufficient
to show that any admissible rate tuple (R0, R1, . . . , RL) must satisfy
fm(λ)R0 +
L∑
l=1
λlRl ≥ fm(λ)
m∑
α=1
H(Sα) +
L∑
α=m+1
fα(λ)H(Sα) (156)
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for all m = 1, . . . , L and λ ∈ (R+)L.
Let (R0, R1, . . . , RL) be an admissible rate tuple. By definition, for any sufficiently large
block-length n there exists an (n, (M0,M1, . . . ,ML)) code satisfying the rate constraints (116)
for the admissible rate tuple (R0, R1, . . . , RL) and the asymptotically perfect reconstruction
requirement (117). Fix λ ∈ (R+)L, and let {c
(α)
λ
: α = 1, . . . , L} be a set of optimal solutions
that satisfies the subset entropy inequality of Yeung and Zhang (38).
Note that for α = 1, the optimal solution for the linear program (16) is unique and is given
by
cλ({l}) = λl, ∀l = 1, . . . , L. (157)
We thus have for any m = 1, . . . , L
n
(
fm(λ)R0 +
L∑
l=1
λlRl
)
= fm(λ)nR0 +
L∑
l=1
cλ({l})nRl (158)
≥ fm(λ)(H(X0)− nǫ) +
L∑
l=1
cλ({l})(H(Xl)− nǫ) (159)
= fm(λ)H(X0) +
L∑
l=1
cλ({l})H(Xl)− n(f1(λ) + fm(λ))ǫ (160)
≥ fm(λ)H(X0) +
∑
U∈Ω
(m)
L
cλ(U)H(XU)− n(f1(λ) + fm(λ))ǫ (161)
=
∑
U∈Ω
(m)
L
cλ(U)(H(X0) +H(XU))− n(f1(λ) + fm(λ))ǫ (162)
≥
∑
U∈Ω
(m)
L
cλ(U)H(X0, XU)− n(f1(λ) + fm(λ))ǫ (163)
where (159) follows from the rate constraint (116), (160) and (162) are due to the fact that c
(1)
λ
and c
(m)
λ
are optimal so we have
L∑
l=1
cλ({l}) = f1(λ) and
∑
U∈Ω
(m)
L
cλ(U) = fm(λ) (164)
(161) follows from the subset entropy inequality of Yeurng and Zhang (38) so we have
L∑
l=1
cλ({l})H(Xl) ≥
∑
U∈Ω
(m)
L
cλ(U)H(XU) (165)
and (163) follows from the independence bound on entropy.
For any U ∈ Ω
(m)
L and m = 1, . . . , L, by the asymptotically perfect reconstruction require-
ment (117) and the well-known Fano’s inequality we have
H(Sn1 , . . . , S
n
m|X0, XU) ≤ nδ
(n)
m (166)
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where δ
(n)
m → 0 in the limit as n→∞ and ǫ→ 0. By the chain rule for entropy,
H(X0, XU) = H(X0, XU , S
n
1 , . . . , S
n
m)−H(S
n
1 , . . . , S
n
m|X0, XU) (167)
= H(Sn1 , . . . , S
n
m) +H(X0, XU |S
n
1 , . . . , S
n
m)−H(S
n
1 , . . . , S
n
m|X0, XU) (168)
= n
m∑
α=1
H(Sα) +H(X0, XU |S
n
1 , . . . , S
n
m)−H(S
n
1 , . . . , S
n
m|X0, XU) (169)
≥ n
m∑
α=1
H(Sα) +H(X0, XU |S
n
1 , . . . , S
n
m)− nδ
(n)
m (170)
where (169) is due to the fact that S1, . . . , SL are independent memoryless sources, and (170)
follows from (166). Substituting (170) into (163), we have
n
(
fm(λ)R0 +
L∑
l=1
λlRl
)
≥
∑
U∈Ω
(m)
L
cλ(U)
(
n
m∑
α=1
H(Sα) +H(X0, XU |S
n
1 , . . . , S
n
m)− nδ
(n)
m
)
− n(f1(λ) + fm(λ))ǫ (171)
= nfm(λ)
m∑
α=1
H(Sα) +
∑
U∈Ω
(m)
L
cλ(U)H(X0, XU |S
n
1 , . . . , S
n
m)−
n(fm(λ)δ
(n)
m + (f1(λ) + fm(λ))ǫ). (172)
Next, we show, via an induction on m, that for any m = 1, . . . , L we have
∑
U∈Ω
(m)
L
cλ(U)H(X0, XU |S
n
1 , . . . , S
n
m) ≥ n
(
L∑
α=m+1
fα(λ)H(Sα)−
L∑
α=m+1
fα(λ)δ
(n)
α
)
. (173)
First consider the base case with m = L. In this case, the inequality (173) is trivial as the
right-hand side of the inequality is zero. Next, assume that the inequality (173) holds for m = l
for some l = 2, . . . , L, i.e,
∑
U∈Ω
(l)
L
cλ(U)H(X0, XU |S
n
1 , . . . , S
n
l ) ≥ n
(
L∑
α=l+1
fα(λ)H(Sα)−
L∑
α=l+1
fα(λ)δ
(n)
α
)
. (174)
For any U ∈ Ω
(l)
L , we have
H(X0, XU |S
n
1 , . . . , S
n
l )
= H(X0, XU |S
n
1 , . . . , S
n
l−1)− I(S
n
l ;X0, XU |S
n
1 , . . . , S
n
l−1) (175)
= H(X0, XU |S
n
1 , . . . , S
n
l−1)−H(S
n
l |S
n
1 , . . . , S
n
l−1) +H(S
n
l |X0, XU , S
n
1 , . . . , S
n
l−1) (176)
≤ H(X0, XU |S
n
1 , . . . , S
n
l−1)−H(S
n
l |S
n
1 , . . . , S
n
l−1) +H(S
n
l |X0, XU) (177)
≤ H(X0, XU |S
n
1 , . . . , S
n
l−1)−H(S
n
l |S
n
1 , . . . , S
n
l−1) + δ
(n)
l (178)
= H(X0, XU |S
n
1 , . . . , S
n
l−1)− nH(Sl) + δ
(n)
l (179)
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where (177) follows from the fact that conditioning reduces entropy, (178) follows the fact that
H(Snl |X0, XU) ≤ H(S
n
1 , . . . , S
n
l |X0, XU) ≤ nδ
(n)
l (180)
and (179) follows from the fact that S1, . . . , SL are independent memoryless sources. Multiplying
both sides of the inequality (179) by cλ(U) and summing over all U ∈ Ω
(l)
L , we have∑
U∈Ω
(l)
L
cλ(U)H(X0, XU |S
n
1 , . . . , S
n
l−1)
≥
∑
U∈Ω
(l)
L
cλ(U)
(
H(X0, XU |S
n
1 , . . . , S
n
l ) + nH(Sl)− nδ
(n)
l
)
(181)
=
∑
U∈Ω
(l)
L
cλ(U)H(X0, XU |S
n
1 , . . . , S
n
l ) + n
(
fl(λ)H(Sl)− fl(λ)nδ
(n)
l
)
(182)
≥ n
(
L∑
α=l+1
fα(λ)H(Sα)−
L∑
α=l+1
fα(λ)δ
(n)
α
)
+ n
(
fl(λ)H(Sl)− fl(λ)δ
(n)
l
)
(183)
= n
(
L∑
α=l
fα(λ)H(Sα)−
L∑
α=l
fα(λ)δ
(n)
α
)
(184)
where (183) follows from the induction assumption (174). Finally, by the subset entropy in-
equality of Yeung and Zhang (38) we have∑
U∈Ω
(l−1)
L
cλ(U)H(X0, XU |S
n
1 , . . . , S
n
l−1) ≥
∑
U∈Ω
(l)
L
cλ(U)H(X0, XU |S
n
1 , . . . , S
n
l−1) (185)
≥ n
(
L∑
α=l
fα(λ)H(Sα)−
L∑
α=l
fα(λ)δ
(n)
α
)
. (186)
This proves that the inequality (173) also holds for m = l − 1 and hence completes the proof
of (173).
Substituting (173) into (172) and dividing both sides of the inequality by n, we have
fm(λ)R0 +
L∑
l=1
λlRl ≥ fm(λ)
m∑
α=1
H(Sα) +
L∑
α=m+1
fα(λ)H(Sα)−
(
L∑
α=m
fα(λ)δ
(n)
α + (f1(λ) + fm(λ))ǫ
)
. (187)
Letting n→∞ and ǫ→ 0, we have from (187) that
fm(λ)R0 +
L∑
l=1
λlRl ≥ fm(λ)
m∑
α=1
H(Sα) +
L∑
α=m+1
fα(λ)H(Sα) (188)
for any admissible rate tuple (R0, R1, . . . , RL). This proves that R ⊆ Rsup and hence completes
the proof of the theorem.
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3.1.4 Rate Allocation at the All-Access Encoder
In this section, we conclude our discussion on SMDC-A by focusing on a greedy rate alloca-
tion policy at the all-access encoder. Based on our previous discussion in Section 3.1.2, the
output of the all-access encoder 0 consists of only uncoded information bits for the source mes-
sages W1, . . . ,WL. Hence, its storage efficiency is the same for each of the information sources
S1, . . . , SL. On the other hand, for the randomly accessible encoders 1 to L, S1 has the highest
reconstruction requirement and hence is the least efficient source to encode, and SL has the
lowest reconstruction requirement and hence is the most efficient source to encode. Therefore,
intuitively, the greedy policy that assigns the remaining rate budget of the all-access encoder 0
to the least efficient source should be optimal.
More specifically, suppose that the rate budget R0 of the all-access encoder 0 satisfies
q−1∑
α=1
H(Sα) ≤ R0 <
q∑
α=1
H(Sα) (189)
for some q = 1, . . . , L. The greedy policy stores the source messages W1, . . . ,Wq−1 in their
entireties (without any coding) at the all-access encoder 0, and the residual rate budget R0 −∑q−1
α=1H(Sα) is then committed in full to the source message Wq. The residual source messages
are Wq, with a residual rate
H(Sq)−
(
R0 −
q−1∑
α=1
H(Sα)
)
=
q∑
α=1
H(Sα)− R0 (190)
and Wq+1, . . . ,WL with respective rates H(Sq+1), . . . , H(SL). The residual source messages are
encoded at the randomly accessible encoders using superposition coding, and the corresponding
rate region R′sup(R0) is given by
R′sup(R0) =
{
(R1, . . . , RL) ∈ (R
+)L :
L∑
l=1
λlRl ≥ fq(λ)
(
q∑
α=1
H(Sα)−R0
)
+
L∑
α=q+1
fα(λ)H(Sα), ∀λ ∈ (R
+)L
}
. (191)
Of course, when
R0 ≥
L∑
α=1
H(Sα) (192)
all source messages W1, . . . ,WL can be stored at the all-access encoder 0 (without any coding),
and there is no need to use the randomly access encoders 1 to L. In this case, we have
R′sup(R0) = (R
+)L.
To show that the aforementioned greedy rate allocation policy at the all-access encoder 0 is
optimal, we need to show that R′sup(R0) matches the R0-slice of the superposition coding rate
region
Rsup(R0) :=
{
(R1, . . . , RL) ∈ (R
+)L : (R0, R1, . . . , RL) ∈ Rsup
}
(193)
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for all R0 ≥ 0. By Proposition 2, for any R0 ≥ 0 the R0-slice of the superposition coding rate
region can be written as
Rsup(R0) =
{
(R1, . . . , RL) ∈ (R
+)L :
L∑
l=1
λlRl ≥ max
m=1,...,L
{gm(λ)} , ∀λ ∈ (R
+)L
}
(194)
where
gm(λ) := fm(λ)
(
m∑
α=1
H(Sα)− R0
)
+
L∑
α=m+1
fα(λ)H(Sα) (195)
For any m = 1, . . . , L− 1, it is straightforward to calculate that
gm+1(λ)− gm(λ) = (fm+1(λ)− fm(λ))
(
m∑
α=1
H(Sα)− R0
)
. (196)
By (137), fm+1(λ) − fm(λ) ≤ 0 for any m = 1, . . . , L − 1 and λ ∈ (R
+)L. Thus, when∑q−1
α=1H(Sα) ≤ R0 <
∑q
α=1H(Sα) for some q = 1, . . . , L, we have
∑m
α=1H(Sα) − R0 ≥ 0 and
hence gm+1(λ) − gm(λ) ≤ 0 for all m = q, . . . , L − 1, and
∑m
α=1H(Sα) − R0 ≤ 0 and hence
gm+1(λ)− gm(λ) ≥ 0 for all m = 1, . . . , q − 1. We conclude that in this case,
max
m=1,...,L
{gm(λ)} = gq(λ) = fq(λ)
(
q∑
α=1
H(Sα)− R0
)
+
L∑
α=q+1
fα(λ)H(Sα) (197)
for any λ ∈ (R+)L and hence Rsup(R0) = R
′
sup(R0). WhenR0 ≥
∑L
α=1H(Sα), we have∑m
α=1H(Sα) − R0 ≤ 0 and hence gm+1(λ) − gm(λ) ≥ 0 for all m = 1, . . . , L − 1. In this
case,
max
m=1,...,L
{gm(λ)} = gL(λ) = fL(λ)
(
L∑
α=1
H(Sα)− R0
)
≤ 0 (198)
for any λ ∈ (R+)L, and we once again have Rsup(R0) = R
′
sup(R0). We summarize the above
results in the following theorem.
Theorem 8. Greedy rate allocation at the all-access encoder combined with superposition coding
at the randomly accessible encoders can achieve the entire admissible rate region for the general
SMDC-A problem.
3.2 Extension 2: S-SMDC
3.2.1 Problem Statement
Let L be a positive integer, and let N ∈ {0, . . . , L − 1}. Let {S1[t], . . . , SL−N [t]}
∞
t=1 be a
collection of L − N independent discrete memoryless sources with time index t, and let Snα :=
(Sα[1], . . . , Sα[n]) for α = 1, . . . , L−N . As illustrated in Figure 5, an (L,N) S-SMDC problem
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Encoder 1
Encoder L
Encoder 2(Sn1 , . . . , S
n
L−N
)
.
.
.
Legitimate
Receiver
X1
X2
XL
(Sˆn
1
, . . . , Sˆn|U |−N )
Sources
XU
R1
R2
RL
EavesdropperXA
Figure 5: S-SMDC with L randomly accessible encoders 1 to L. A total of L−N independent
discrete memoryless sources (S1, . . . , SL−N) are to be encoded at the encoders. The legitimate
receiver, which has access to a subset U of the encoder outputs, needs to nearly perfectly
reconstruct the sources (S1, . . . , S|U |−N) whenever |U | ≥ N +1. The eavesdropper has access to
a subset A of the encoder ouputs. All sources (S1, . . . , SL−N) need to be kept perfectly secret
from the eavesdropper whenever |A| ≤ N .
consists of a set of L encoders, a legitimate receiver who has access to a subset U of the encoder
outputs, and an eavesdropper who has access to a subset A of the encoder outputs. Which
subsets of the encoder outputs are available at the legitimate receiver and the eavesdropper
are unknown a priori at the encoders. However, no matter which subsets U and A actually
occur, the legitimate receiver must be able to asymptotically perfectly reconstruct the sources
(S1, . . . , Sα) whenever |U | ≥ N+α, and all sources (S1, . . . , SL−N) must be kept perfectly secure
from the eavesdropper as long as |A| ≤ N .
Formally, an (n, (M1, . . . ,ML)) code is defined by a collection of L encoding functions
el :
L−N∏
α=1
Snα ×K → {1, . . . ,Ml}, ∀l = 1, . . . , L (199)
and
∑L
α=N+1
(
L
α
)
decoding functions
dU :
∏
l∈U
{1, . . . ,Ml} →
|U |−N∏
α=1
Snα , ∀U ⊆ ΩL s.t. |U | ≥ N + 1 (200)
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where K is the key space accessible to all L encoders. A nonnegative rate tuple (R1, . . . , RL)
is said to be admissible if for every ǫ > 0, there exits, for sufficiently large block length n, an
(n, (M1, . . . ,ML)) code such that:
• (Rate constraints)
1
n
logMl ≤ Rl + ǫ, ∀l = 1, . . . , L; (201)
• (Asymptotically perfect reconstruction at the legitimate receiver)
Pr{dU(XU) 6= (S
n
1 , . . . , S
n
|U |−N)} ≤ ǫ, ∀U ⊆ ΩL s.t. |U | ≥ N + 1 (202)
where Xl := el((S
n
1 , . . . , S
n
L−N), K) is the output of the lth encoder, and K is the secret
key shared by all L encoders; and
• (Perfect secrecy at the eavesdropper)
H(Sn1 , . . . , S
n
L−N |XA) = H(S
n
1 , . . . , S
n
L−N), ∀A ⊆ ΩL s.t. |A| ≤ N (203)
i.e., observing the encoder outputs XA does not provide any information regarding to the
sources (Sn1 , . . . , S
n
L−N).
The admissible rate region R is the collection of all admissible rate tuples (R1, . . . , RL).
3.2.2 Superposition Coding Rate Region
A simple strategy for S-SMDC is to encode each of the L−N sources separately without coding
across different sources. Formally, the problem of encoding a single source Sα can be viewed
as a special case of the general S-SMDC problem with H(Sm) = 0 for all m 6= α. When
α = 1, the problem of encoding the single source S1 is the well-known (L,N + 1) threshold
secret sharing problem, for which the admissible rate region was characterized in the classical
works [11, 12]. For the general case with α ≥ 1, the admissible rate region for encoding the
single source Sα was characterized in [8] via a connection to the problem of threshold ramp-
type secret sharing [13,14] and utilizing some basic polyhedral structure of the admissible rate
region. The result is summarized in the following proposition.
Proposition 3. Let R(α) be the collection of all admissible rate tuples for encoding the single
source Sα. Then, R
(α) is given by the collection of all nonnegative tuples (r
(α)
1 , . . . , r
(α)
L ) such
that ∑
l∈U
r
(α)
l ≥ H(Sα), ∀U ∈ Ω
(α)
L . (204)
By definition, the superposition coding rate regionRsup for encoding the sources S1, . . . , SL−N
is given by the collection of nonnegative rate tuples (R1, . . . , RL) such that
Rl :=
L−N∑
α=1
r
(α)
l , ∀(r
(1)
l , . . . , r
(L−N)
l ) ∈
L−N∏
α=1
R(α). (205)
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Note that R(α) is identical to the admissible rate region for encoding the single source Sα in
classical SMDC (even though the reconstruction and secrecy requirements are different between
these two settings). We thus conclude that the superposition coding rate region Rsup for S-
SMDC is given by the collection of nonnegative rate tuples (R1, . . . , RL) satisfying
L∑
l=1
λlRl ≥
L−N∑
α=1
fα(λ)H(Sα), ∀λ ∈ (R
+)L (206)
where fα(λ) is the optimal value of the linear program (16).
3.2.3 Optimality of Superposition Coding
In [8], it was shown that superposition coding can achieve the minimum sum rate for the general
S-SMDC problem. The proof was based on the trivial conditional version of the subset entropy
inequality of Han. The main result of this section is to show that superposition coding can, in
fact, achieve the entire admissible region for the general S-SMDC problem. Our main technical
tool is the conditional extension of the subset entropy inequality of Yeung and Zhang proved
in Theorem 6.
Theorem 9. For the general S-SMDC problem, the admissible rate region
R = Rsup. (207)
Proof. Based on the discussions from Section 3.2.2, we naturally have Rsup ⊆ R. Thus, to show
Rsup = R we only need to show that R ⊆ Rsup, i.e., any admissible rate tuple (R1, . . . , RL)
must satisfy (206).
Let (R1, . . . , RL) be an admissible rate tuple. By definition, for any sufficiently large block-
length n there exists an (n, (M1, . . . ,ML)) code satisfying the rate constraints (201) for the
admissible rate tuple (R1, . . . , RL), the asymptotically perfect reconstruction requirement (202),
and the perfect secrecy requirement (203). Fix λ ∈ (R+)L, and choose A(α) and s
(α)
λ
, α =
1, . . . , L−N , to satisfy all the requirement of Theorem 6.
First, let us show that
H(XU |S
n
1 , . . . , S
n
α−1, XA) ≥ nH(Sα)− nδ
(α)
n +H(XU |S
n
1 , . . . , S
n
α, XA) (208)
for any U ∈ Ω
(α)
L , A ∈ AU , and α = 1, . . . , L − N , where δ
(α)
n → 0 in the limit as n → ∞ and
ǫ→ 0.
Fix U ∈ Ω
(α)
L , A ∈ AU , and α = 1, . . . , L − N . By construction |U | = α, |A| = N , and
A∩U = ∅, so we have |U∪A| = |U |+|A| = N+α. By the asymptotically perfect reconstruction
requirement (202) and the well-known Fano’s inequality, we have
H(Sn1 , . . . , S
n
α|XU , XA) ≤ nδ
(α)
n (209)
where δ
(α)
n → 0 in the limit as n → ∞ and ǫ → 0. Furthermore, by the perfect secrecy
requirement (203) we have
H(Sn1 , . . . , S
n
α|XA) = H(S
n
1 , . . . , S
n
α). (210)
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We thus have
H(XU |S
n
1 , . . . , S
n
α−1, XA) + nδ
(α)
n
≥ H(XU |S
n
1 , . . . , S
n
α−1, XA) +H(S
n
1 , . . . , S
n
α|XU , XA) (211)
≥ H(XU |S
n
1 , . . . , S
n
α−1, XA) +H(S
n
α|S
n
1 , . . . , S
n
α−1, XU , XA) (212)
= H(XU , S
n
k |S
n
1 , . . . , S
n
α−1, XA) (213)
= H(Snα|S
n
1 , . . . , S
n
k−1, XA) +H(XV |S
n
1 , . . . , S
n
α, XA) (214)
= H(Sn1 , . . . , S
n
α|XA)−H(S
n
1 , . . . , S
n
α−1|XA) +H(XU |S
n
1 , . . . , S
n
α, XA) (215)
= H(Sn1 , . . . , S
n
α)−H(S
n
1 , . . . , S
n
α−1|XA) +H(XU |S
n
1 , . . . , S
n
α, XA) (216)
≥ H(Sn1 , . . . , S
n
α)−H(S
n
1 , . . . , S
n
α−1) +H(XU |S
n
1 , . . . , S
n
α, XA) (217)
= H(Snα|S
n
1 , . . . , S
n
α−1) +H(XU |S
n
1 , . . . , S
n
α, XA) (218)
= H(Snα) +H(XU |S
n
1 , . . . , S
n
α, XA) (219)
= nH(Sα) +H(XU |S
n
1 , . . . , S
n
α, XA) (220)
where (211) follows from (209), (216) follows from (210), (217) follows from the fact that con-
ditioning reduces entropy, (219) follows from the fact that the sources S1, . . . , Sα are mutually
independent, and (220) follows from the fact that the source Sα is memoryless. Moving nδ
(α)
n
to the right-hand side of the inequality completes the proof of (208).
Next, let us we show that∑
U∈Ω
(1)
L
∑
A∈AU
sλ(U,A)H(XU |XA)
≥ n
m∑
α=1
fα(λ)H(Sα)− n
m∑
α=1
fα(λ)δ
(α)
n +
∑
U∈Ω
(m)
L
∑
A∈AU
sλ(U,A)H(XU |S
n
1 , . . . , S
n
m, XA) (221)
for any m = 1, . . . , L−N .
Consider a proof via an induction on m. First consider the base case with m = 1. We have∑
U∈Ω
(1)
L
∑
A∈A(U)
sλ(U,A)H(XU |XA)
≥
∑
U∈Ω
(1)
L
∑
A∈A(U)
sλ(U,A)
[
nH(S1)− nδ
(1)
n +H(XU |S
n
1 , XA)
]
(222)
= nf1(λ)H(S1)− nf1(λ)δ
(1)
n +
∑
U∈Ω
(1)
L
∑
A∈AU
sλ(U,A)H(XU |S
n
1 , XA) (223)
where (222) follows from (208) with α = 1.
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Next, assume that the inequality (221) holds for m = k − 1 for some k = 2, . . . , L−N , i.e.,∑
U∈Ω
(1)
L
∑
A∈AU
sλ(U,A)H(XU |XA)
≥ n
k−1∑
α=1
fα(λ)H(Sα)− n
k−1∑
α=1
fα(λ)δ
(α)
n +
∑
V ∈Ω
(k−1)
L
∑
A∈AU
sλ(U,A)H(XU |S
n
1 , . . . , S
n
k−1, XA).
(224)
We have ∑
U∈Ω
(k−1)
L
∑
A∈AU
sλ(U,A)H(XU |S
n
1 , . . . , S
n
k−1, XA)
≥
∑
U∈Ω
(k)
L
∑
A∈AU
sk(U,A)H(XU |S
n
1 , . . . , S
n
k−1, XA) (225)
≥
∑
U∈Ω
(k)
L
∑
A∈AU
sk(U,A)
[
nH(Sk)− nδ
(k)
n +H(XU |S
n
1 , . . . , S
n
k , XA)
]
(226)
≥ nfk(λ)H(Sk)− nfk(λ)δ
(k)
n +
∑
U∈Ω
(k)
L
∑
A∈AU
sk(U,A)H(XU |S
n
1 , . . . , S
n
k , XA) (227)
where (225) follows from (104), and (226) follows from (208) with α = k. Substituting (227)
into (224) gives∑
U∈Ω
(1)
L
∑
A∈AU
sλ(U,A)H(XU |XA)
≥ n
k∑
α=1
fα(λ)H(Sα)− n
k∑
α=1
fα(λ)δ
(α)
n +
∑
U∈Ω
(k)
L
∑
A∈AU
sλ(U,A)H(XU |S
n
1 , . . . , S
n
k , XA) (228)
i.e., the inequality (221) also holds for m = k. This completes the induction step and hence
the proof of (221).
Finally, note that for α = 1 the optimal solution for the linear program (16) is unique and
is given by
cλ({l}) = λl, ∀l = 1, . . . , L. (229)
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We thus have
n
(
L∑
l=1
λlRl
)
=
L∑
l=1
cλ({l})nRl (230)
≥
L∑
l=1
cλ({l})(H(Xl)− nǫ) (231)
=
L∑
l=1
cλ({l})H(Xl)− nf1(λ)ǫ (232)
=
∑
U∈Ω
(1)
L
cλ(U)H(XU)− nf1(λ)ǫ (233)
=
∑
U∈Ω
(1)
L
[ ∑
A∈AU
sλ(U,A)
]
H(XU)− nf1(λ)ǫ (234)
=
∑
U∈Ω
(1)
L
∑
A∈AU
sλ(U,A)H(XU)− nf1(λ)ǫ (235)
≥
∑
U∈Ω
(1)
L
∑
A∈AU
sλ(U,A)H(XU |XA)− nf1(λ)ǫ (236)
≥
[
n
L−N∑
α=1
fα(λ)H(Sα)− n
L−N∑
α=1
fα(λ)δ
(α)
n +
∑
U∈Ω
(L−N)
L
∑
A∈AU
sλ(U,A)H(XU |S
n
1 , . . . , S
n
L−N , XA)

− nf1(λ)ǫ (237)
≥ n
L−N∑
α=1
fα(λ)H(Sα)− n
L−N∑
α=1
fα(λ)δ
(α)
n − nf1(λ)ǫ (238)
where (231) follows from the rate constraint (201), (232) follows from the fact that c
(1)
λ
is
optimal so f1(λ) =
∑L
l=1 cλ({l}), (236) follows from the fact that conditioning reduce entropy,
and (237) follows from (221) with m = L−N . Divide both sides of (238) by n and let n→∞
and ǫ→ 0. Note that δ
(α)
n → 0 in the limit as n→∞ and ǫ→ 0 for all α = 1, . . . , L−N . We
have thus proved that (206) holds for any admissible rate tuple (R1, . . . , RL). This completes
the proof of the theorem.
4 Concluding Remarks
SMDC is a classical model for coding over distributed storage. In this setting, a simple separate
encoding strategy known as superposition coding was shown to be optimal in terms of achieving
the minimum sum rate [3] and the entire admissible rate region [4] of the problem. The
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proofs utilized carefully constructed induction arguments, for which the classical subset entropy
inequality of Han [7] played a key role.
This paper includes two parts. In the first part the existing optimality proofs for classical
SMDC were revisited, with a focus on their connections to subset entropy inequalities. First,
a new sliding-window subset entropy inequality was introduced and then used to establish the
optimality of superposition coding for achieving the minimum sum rate under a weaker source-
reconstruction requirement. Second, a subset entropy inequality recently proved by Madiman
and Tetali [6] was used to develop a new structural understanding to the proof of Yeung and
Zhang [4] on the optimality of superposition coding for achieving the entire admissible rate
region. Building on the connections between classical SMDC and the subset entropy inequalities
developed in the first part, in the second part the optimality of superposition coding was further
extended to the cases where there is either an additional all-access encoder (SMDC-A) or an
additional secrecy constraint (S-SMDC).
Finally, we mention here that an “asymmetric” setting of the multilevel diversity coding
problem was considered in the recent work [15], where the sources that need to be asymptotically
perfectly reconstructed depend on, not only the cardinality, but the actual subset of the encoder
outputs available at the decoder. Unlike the symmetrical setting considered in [1–4] and in this
paper, as demonstrated in [15] for the case with three encoders, coding across different sources
is generally needed to achieve the entire admissible rate region of the problem.
A Proof of Theorem 5
Consider a proof via an induction on the total number of encoders L. Fix λ ∈ (R+)L. Without
loss of generality, let us assume that
λ1 ≥ λ2 ≥ · · · ≥ λL ≥ 0. (239)
First consider the base case with L = 2. In this case, the optimal solution to the linear
program (16) is unique and is given by
cλ({l}) = λl, l = 1, 2 and cλ({1, 2}) = λ2. (240)
When f2(λ) = λ2 > 0, it is straightforward to verify that
g{1,2}({l}) = λl/λ2, l = 1, 2 (241)
is a fractional cover of ({1, 2}, {{1}, {2}}) and such that
cλ({l}) = g{1,2}({l})cλ({1, 2}), l = 1, 2. (242)
Now, assume that the theorem holds for L = N − 1 for some integer N ≥ 3. Fix α ∈
{2, . . . , N}, and let c
(α)
λ
be an optimal solution to the linear program to (16) with the optimal
value fα(λ) > 0. Next, we show that we can always find a collection of functions {gU : U ∈ Ω
(α)
L }
for which each gU is a fractional cover of (U,VU) and such that c
(α−1)
λ
= {cλ(V ) : V ∈ Ω
(α−1)
L }
where cλ(V ) is given by (90) is an optimal solution to the linear program (16) with α replaced
by α− 1.
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We shall consider the following three cases separately.
Case 1: λ1 ≤
λ2+···+λN
α−1
. In this case, it is sufficient to consider for any U ∈ Ω
(α)
N , the uniform
fractional cover
gU(V ) =
1
α− 1
, ∀V ∈ VU (243)
for the hypergraph (U,VU) so we have
cλ(V ) =
∑
U∈UV
cλ(U)
α− 1
, ∀V ∈ Ω
(α−1)
N . (244)
By [4, Eq. (39)], c
(α−1)
λ
constructed as such is an optimal solution to the linear program (16)
with α replaced by α− 1.
Case 2: λ1 >
λ2+···+λN
α−2
. In this case, by [4, Lemma 6] cα(U) > 0 implies that U ∋ 1.
Furthermore, by [4, Lemma 8] c˜
(α−1)
λ
= {c˜λ(U˜) : U˜ ⊆ Ω˜N−1 := {2, . . . , N}} where
c˜λ(U˜) = cλ({1} ∪ U˜) (245)
is an optimal solution to the linear program
max
∑
U˜∈Ω˜
(α−1)
N−1
c˜λ(U˜)
subject to
∑
U˜∈Ω˜
(α−1)
N−1 ,U˜∋l
c˜λ(U˜) ≤ λl, ∀l = 2, . . . , N
c˜λ(U˜) ≥ 0, ∀U˜ ∈ Ω˜
(α−1)
N−1
(246)
with the optimal solution f˜α−1(λ) = fα(λ) > 0. Thus, by the induction assumption there exists
a collection of functions {g˜U˜ : U˜ ∈ Ω˜
(α−1)
N−1 } such that each g˜U˜ is a fractional cover of (U˜ , V˜U˜)
and c˜
(α−2)
λ
= {c˜λ(V˜ ) : V˜ ∈ Ω˜
(α−2)
N−1 } where
c˜λ(V˜ ) :=
∑
U˜∈U˜
V˜
c˜λ(U˜)g˜U˜(V˜ ) (247)
is an optimal solution to the linear program
max
∑
V˜ ∈Ω˜
(α−2)
N−1
c˜λ(V˜ )
subject to
∑
V˜ ∈Ω˜
(α−2)
N−1 ,V˜ ∋l
c˜λ(V˜ ) ≤ λl, ∀l = 2, . . . , N
c˜λ(V˜ ) ≥ 0, ∀V˜ ∈ Ω˜
(α−2)
N−1 .
(248)
For any U ∈ Ω
(α)
N such that U ∋ 1, let U˜ = U \ {1}, and let
gU(V ) :=
{
g˜U˜(V˜ ), if V = {1} ∪ V˜ for some V˜ ∈ V˜U˜
0, otherwise.
(249)
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For any U ∈ Ω
(α)
N such that 1 /∈ U , let us choose gU to be an arbitrary fractional cover of
(U,VU). Then, for any V ∈ Ω
(α−1)
N such that V ∋ 1 we have
cλ(V ) =
∑
U∈UV
cλ(U)gU(V ) (250)
=
∑
U˜∈U˜
V˜
cλ({1} ∪ U˜)g˜U˜(V˜ ) (251)
=
∑
U˜∈U˜
V˜
c˜λ(U˜)g˜U˜(V˜ ) (252)
= c˜λ(V˜ ) (253)
where V˜ = V \ {1}, and for any V ∈ Ω
(α−1)
N such that 1 /∈ V
cλ(V ) =
∑
U∈UV
cλ(U)gU(V ) = 0. (254)
By [4, Eq. (46)], c
(α−1)
λ
constructed as such is an optimal solution to the linear program (16)
with α replaced by α − 1. It remains to show that gU is a fractional cover of (U,VU) for any
U ∈ Ω
(α)
N such that U ∋ 1.
Fix U ∈ Ω
(α)
N such that U ∋ 1. For any i ∈ U \ {1}, we have∑
{V ∈VU :V ∋i}
gU(V ) =
∑
{V ∈VU :V⊇{1,i}}
gU(V ) =
∑
{V˜ ∈V˜
U˜
:V˜ ∋i}
g˜U˜(V˜ ) ≥ 1 (255)
and ∑
{V ∈VU :V ∋1}
gU(V ) ≥
∑
{V ∈VU :V⊇{1,i}}
gU(V ) ≥ 1. (256)
This completes the proof of Case 2.
Case 3: λ2+···+λN
α−1
< λ1 ≤
λ2+···+λN
α−2
. In this case, we shall need the following notations. For
any U ∈ Ω
(α)
N and τ ∈ {1, . . . , α}, denote by aU(τ) the smallest positive integer l such that
|{1, . . . , l} ∩ U | = τ. (257)
Let
Wτ (U) := U \ {aU(τ)} (258)
so Wτ (U) ∈ Ω
(α−1)
N . For each U ∈ Ω
(α)
N , m ∈ {2, . . . , α}, and τ ∈ {m, . . . , α}, let ξU,m,τ :
Ω
(α−1)
N → R
+ where
ξU,m,τ(V ) :=
{
b
(α)
m−1−b
(α)
m
fα(λ)
, if V =Wτ (U)
0, otherwise
(259)
b
(α)
l := λl − λ˜l (260)
and λ˜l :=
∑
{U∈Ω
(α)
N
,U∋l}
cλ(U), ∀l = 1, . . . , L. (261)
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Let
β :=
α−1∑
m=2
(b
(α)
1 − b
(α)
m ). (262)
Consider the collection of functions {gU : U ∈ Ω
(α)
N } where
gU(V ) :=
(
1−
β
fα(λ)
)
1
α− 1
+
α∑
m=2
α∑
τ=m
ξU,m,τ(V ), ∀V ∈ VU . (263)
This gives
cλ(V ) =
(
1−
β
fα(λ)
) ∑
U∈UV
cλ(U)
α − 1
+
∑
U∈UV
α∑
m=2
α∑
τ=m
ξU,m,τ(V )cλ(U), ∀V ∈ Ω
(α−1)
N . (264)
By [4, Eq. (55)], c
(α−1)
λ
constructed as such is an optimal solution to the linear program (16)
with α replaced by α − 1. It remains to show that gU is a fractional cover of (U,VU) for any
U ∈ Ω
(α)
N
Note that for any i ∈ U ,
∑
{V ∈VU ,V ∋i}
(
1−
β
fα(λ)
)
1
α− 1
= 1−
β
fα(λ)
(265)
and
∑
{V ∈VU ,V ∋i}
α∑
m=2
α∑
τ=m
ξU,m,τ(V ) =
α∑
m=2
α∑
τ=m

 ∑
{V ∈VU ,V ∋i}
ξU,m,τ(V )

 (266)
=
α∑
m=2
α∑
τ=m
b
(α)
m−1 − b
(α)
m
fα(λ)
1{aU (τ)6=i} (267)
=
α∑
m=2
b
(α)
m−1 − b
(α)
m
fα(λ)
(
α∑
τ=m
1{aU (τ)6=i}
)
(268)
≥
α∑
m=2
b
(α)
m−1 − b
(α)
m
fα(λ)
(α−m) (269)
=
β
fα(λ)
(270)
where (270) follows from [4, Eq. (66)]. Combing (265) and (270) gives
∑
{V ∈VU ,V ∋i}
gU(V ) ≥ 1−
β
fα(λ)
+
β
fα(λ)
= 1. (271)
We thus conclude that gU as defined in (263) is indeed a fractional cover of (U,VU) for any
U ∈ Ω
(α)
N . This completes the proof of Case 3.
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