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Let G be a self-complementary graph (w.) and ir its degree sbquence. Th ;n G has a 2-factor if 
and only if R - 2 is graphic. This is achieved by ohtaming a structure theorem regarding S.C. 
graphs without a Z-factor. Another irrreresting corollary of the structure theorem is that if G is a 
s c. graph of order p 3 N with minimum degree at least p/4, then G has a ?-factor and the result is 
the best poss~blc. 
0. Introduction 
Clapham [I] proved that every self-complementary graph (abbreviated S.C. 
graph) has a hamiltonian chain. It has been shown by Rao [IO] that every S.C. graph 
of order p 3 8 has an l-cycle for every integer I, 3 s 1 ST p - 2. 
A k-facfor of a graph G is a spanning subgraph of G which is regular of degree 
k. Clapham’s result [ 1 ] implies that every S.C. graph of even order hss a l-factor. 
‘The aim of this paper is to characterize S.C. graphs having a 2-factor. 
Let G be a S.C. graph of order p and u be a permutation of the vertices which 
maps G onto its complement 6. Such a permutation is referred to as a complement- 
ing permufution of G. (For properties of S.C. graphs and complementing permuta- 
tions, see [1,2,3, 10, 11, 13, 141.) Let a = 171 cq l l l uk be the decomposition of the 
permutation o into disjoint cycles. It is known that the length of a, is a multiple of 4 
for every i except possibly one in (say) and the exceptional one has length 1 (the 
latter can occur only in the case p = 4N + 1). Let a, have length p, = 4n,, 1 s i s k, 
if iO (possibly). Let 
a, = Ia,,l, th2, l 8 l , ai.p,). i # io. 
We may assume that (Q, u,.~) E E( G ) (for if not, (Q, G~.~) E E(G) and we can 
relabel the vertices appropriately), and this implies that (a+ a,,,+~) E E(G) for all 
add j. We call the vertices ukl, a,,.~, . l ., a,.p I the bdca vertices of cr, and denote the se{. 
by A, ; ;he vertices Q, a,+ . . . . a,.,, are the even uetfices of 0; and we denote the se! 
by & 1 < j 6 &, i 711 jo. The vertices of A, LJB, are the vertices of a;, 1 s i s k i # 6,. 
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VC;e label the vertices such that in each cycle consecutive odd verttces are joined 
by an edge. Define a directed graph D(o) whose ertex set is the set of all cycles of 
0 and the cycles ui and uj (i # j j are joined by an arc (u-,, u, j. if there is an edge in G 
from some even vertex of o, to some odd vertex of cr, if i, j# i,,; if i = it,, then (a,, CT, j 
is an arc of D(a) if the unique vertex of Us is joined to some odd vertex of aj; if 
j = iO, then (u,, ai) is an arc of D(a) if some even vertex of a; is joined to the vertex 
of a,. It is shown in [l] that D(a) is a complete directed graph. Further, if (o,, crj) 
with i, j# i,-, is an arc of D(a) then eoery even vertex of Us is joined to some odd 
vertex of aj ; and every odd vertex of aj is joined to some even vertex of a, ; if i = iOr 
then ai is joined to every odd vertex of Oj and to no even vertex of O, ; if j = iO, then 
ai is joined to every even vertex of ai and to no odd vertex of cr,. 
We make use of the following lemma repeatedly in our discussion. 
Lemma 0.1. (Clapharil [ 11; compare Rao [ 10)). Let o,,, . . . . a,, be Q path in D (o j 
where ull ijf iO, 1 s j s 6, then G has a chain containing the vertices of all u,,, 
1 rs j s 0, and n3 vertex outside, in which two consecutive odd vertices of a,, appear 
consecutively and whose end vertices are consecutive even vedces of CT,,. 
The condensation D* of a directed graph D has for its vertices the strong 
components of D, and two vertices (Y, p of D * are joined by an arc QL + /3 if for 
some a E V(a) and b E V(p)% (a, b) is an arc of D. 
As always, K := K,, denotes the complete graph of order n, K’ = Ki denotes the 
empty graph; i.e. th;2 graph with no edges. Similarl!!, K = K,,,” denotes the 
complete bipartkte graph with two independent sets having )pt and n vertices, 
respectively. Kc = K:,,,, denotes the empty graph on n + m vertices. 
If X and Y are sets of vertices of G, G[X, Y] denotes the subgraph of G, 
generated by X, Y, i.e. the graph with X U Y as its vertices, which includes exactly 
those edges of G, having one end vertex in X and the other in Y. We write G[X] 
for G[X, X). 
1. The structure of S.C. 
Lemmia 1.1. I,et G be 
: 
graphs without L ktors: the case p = 4N. 
a SC. graph of order p = 4N ( =+ 4) and u, a complementing 
permutation of G. Suppose the digraph D(u) is strongly cosnected. Then G has a 
Z-factor. 
Proof,, First suppose n, > 1, for every i, 1 g i s k. Then G[A,, Bj ] is B regulw 
graph of regularity r’2,, I. 6 i 6 k. Hence G [A,, RI ] has r-factor, for every r, 
1 d r s n,, (see Harary [4, p. 85)) in particular, siace rs, 3.1, it has a Z-factor, 
1 s i s k. Therefore, G has a Z-factor. Thus we may sake that some cycle of a is of 
length 4. Since D(ui is a strongly connected complete digraph, by Camion’s 
theorem [4, p* 2071, it has a hamiltonian circuit, c.ul,. . ., ak) (say), where nl= 1. 
Now let pl be a hamiltonian chain of G given by Lemma 0.1 in which the vertices 
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&.I, aI,, appear consecutively anld whose end verticts are &,, uL,) kz with j even, 
where as always the suffixes are to be taken module the length of the cycle of u in 
which they appear. Since (r&* u,) is an arc of D(U), there exists an odd i such that 
er = la &.,, u1 ,) E E(G). Then e2 == (a 
nl = 1. Now 
k.l-2q a ,.,+JE E(G). Note that i = 1 or 3 and 
is a 2-factor of G. This comp!etes the proof. 
Theorem 1.2. Let G be a SC. graph of order 13 = 4N ( > 4.1. Then G dms not have u 
2-facto? if and only if V(G) can be partitioned into two sei: V,, V, of order 4N,, 4Nz 
(say) respectively where N, + .$ = N such that the following conditiorts hold. 
(0) H, = G[ V, 1 is a S.C. gmph, i = 1,2. 
(1) Let L be the set of all vertices of H, whose degree in Hz is at lemt 2N,; and 
R = Vz- L. Then G[L] = Ii and G[R] = Kc. 
(2) G[V,,L]=Kand G(V,,R]=K’. 
(3) If Nr > I, then HI dDes not have a Sfactor. 
Proof. First we prove the sufficiency. Since Hz is a S.C. graph of order GN2, we have 
lLl=jRi=2N,. Now if N?= 1, then by (2). G has a vertex of degree I and 
therefore G does not ha-ze a 2-factor. Thus we may take that Nz > 1. If now G has a 
2-factor, then by (1) and (2), note that, because of 1 L I= 1 R 1, a 2-factor of G cannot 
contain any edge connecting H, with Hz, it follows that HI also has a 2-factor, 
contradicting (3). 
To prove the necessity, let G be a S.C. graph of order p = 4N (> 4) without a 
2-factor, and o, a complemen ring permutation of G. By Lemma 1 .l , D(a) is not 
strongly connected. Since D((T) is a complete digraph, the condensation of D(U) is 
a nontrivial transitive tournament (Harary et al. [S, p. 2981). Let C,, . . ., C, be the 
strong components of -D(a) arranged in such an order that etlery even vertex of all 
v”U E V(C,) is adjacent in C to all odd vertices of euery cr, in V(C,), 1 s i c j s s, 
where s 2 2. Define V, to be the spt of all vertices of the cycles of c in 
&: V(C) = WI (say); and Vz to be the set of all vertices of the cycles of a in 
V(C,) = W, (say). We show that V,, Vt satisfy the conditions (0) through (3) of the 
statement A the theorem. Clearly G[ V,) = H, is a S.C. graph of order 4N, (say). 
i = 1,2;with N,+ Nq= N. We first prove three assertions (a), (b) and (c*) below and 
then complete the proof. 
(a) (a,,, a,.,) P E(G), whenever a,, E W,, u, E W1 and i, j em. 
Suppose el = (u,,.,, Oc,j) E E(G), with u, v, i, i as above. Then e2 = 
(a ~i+L,a,,&E E(G). Let or, E V(C,) where 1 s 16 s - 1. Note that there is a 
Bbu - a,, path in II(a), containing all the vertices of uF= I V(CJ) and none of 
U fPloCI V(Ct), where a, E s/!C,). Now obtain, by Lemma 0.1, a chain pI in G by . 
combining the cycles in this G_ - o, path, for *which a,,, a,,i+z are end vertices. 
Similarly, obtain a chain p2 in G by combining the cycles of a in uy_r,,A, V(C,) in i 
which two consecutive odd vertices of a cycle of u in V(C,,+,) appear consecutively ;; 
and whose end +Jertices are the consecutive even vertices Q,..,, a,,.,.,,. Now a : 






and this is a contr;ldiction. 
(b) (a”,,, a&Z E(G), whenever urn, a;, E W?, v# w and i, j even. 
Suppose el =: (a.. a,.@ E(G), where v, w, i,] are as above. Then e2 = 
(a v,,+lr~v.i+:)E E(G). Let pr,. . ., pr be a hamiltonian circuit (the case t = 2 is also 
included) in CJ1 with pl = rr, and pI = CT~, 2 s I s r. Let Jo I be a hamiltonian chain in 
pl in which two consecutive odd vertices of pl say av.*, a,,+z (cu odd) appear 
consecutively and whose end vertices are a,,.,, au,i+2. Obtain a chain F~, by 
combining the cycles p2, . . .,pl, in which two consecutive odd vertices of 
p2. b2.@, b2.p+:. (say) appear consecutively and whose end vertices are a,,,, a w.,+z. Let 
p t be a hamiltonian chain in HI whose end vertices are consecutive even vertices of 
some cycle or,, (say) of a in V( ck- ,). arcqe, a u,(9c2 (say). We now consider two cases. 
Case (i) ,I = I: Then 
p*= CL3 + (a,,e,b2,a)+ (a",@+,, bz,a+2)+ p2- @LO. b+2)+ el 'e3+ fit9 
is a hamiltonian cycle in G. Thus we may take 
Case (ii) r 3 I + 1. Since (p,, pl) is an arc of D (CT) and CT is odd, (a,,, b,.,) E E(G) 
for some even t. Now let p4 be a chain obtained by combining the cycles p(+l, l . ., p 
of CT in which two consecutive odd vertices of p l4 l appear consecutively and whose 
end vertices are the consecutive even vertices b,,,, b,., +? of ph Thtn cc4 and p * of case 
(i) may be combined by defining 
Now p is a hamiltonian cycle of G, a contradiction. 
(c) (a,.,, a&Z E(G), where crtt E W2 and i, j even. 
This is clearly true if n, = 1. So we may take that n, > 1. Now it is enough to show 
that (a,,,, a,, ) $Z E(G), whenever j is even, 4 6 j s 4n,,?!$irst let j # 2n,- + 2. Then 
G [ B, ] has a Z-factor pl, (say). Let pi be the cycle (Q, Q,~.~, . . ., u rb.Jn,- ,). Let 
(P Iq.. ., p,) be a hamiltonian circuit in C, with pl = CF,,. Obtain a hamiltonian chain 
~2 in Hi whlose nd vertices are consecutive ven vertices of a cycfe cr, E V(C, J. 
Nowifr= 1, then p2, pl, @o can be combined to yield a Z-factor of G. Thus we may 
take that r 3% 1. Since (p,, q) is an arc of Do (uHlr b,,,)E E(G) for some even f. 
Now let JUX be a chain obtained by combining the cycles pa.. . ., p in which two 
consecutive odd vertices of p? appear consecutively and whose end vertices are 
b,,,, b ,.,+ 2.I’h:n ~3, p2. p1 and p. can be combined suitably to get a 2-factor of G. 
Thus we may take j = 2n, + 2. Then 
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is a ?I-factor of G[A, U B,). This F and the chains pz,p7 described above may be 
combined to yield a 2-factor of G itself, a contradiction. 
Now we are ready to prove the necessity of conditions (I) through (3). IAet 
A *, B* be the sets of the oldd vertices or even vertices of the cycles of D in V(G,), 
respectively. Since N,, H, are S.C. graphs and cr(A *) = B *, a( B *) = A *, and CS 
being the bottom most stro 1g component of the complete digraph D(a), it folkws, 
by assertion (a). that G[ V , A ‘1 = K and Gf V,. B *) = K’. By assertions (b) and 
(cl. G [ B *] = K’. hence G IiS *] = K. Now it is clear that L equals A ” and R equals 
B *. Thus by what has been proved above it follows that conditions (0). (I) and (2) 
are satisfied. If m”l? > 1 and HI has a Z-factor. then since C, is a strong component. it 
follows, by Lemma I. 1, that the S.C. graph M, has a 2-factor. This in turn implies 
that G also has a Z-factor, contradicting the hypothesis. This completes the proof of 
the theorem. 
The fJowing remark and Lemma will be used in Section 2. 
Remark 1.3. The 2-factors obtained in the proots of assertions (th) and (c) have 
two consecutive odd vertices of a cycle of c in V(CJ appearing consecutively in 
them. 
Lemma l.4. Let G be a xc. graph of order 3N, and CT, a complementing 
pamutation of G. Suppose D(u) is strongly connected. Then G ha:! a Z-factor in 
which JWO consecutive odd vertices of a cycle of u appear consecutively, if and only if 
G [ A ] # K, where A is the set of all odd vertices of m 
Proof. The proof is similar to the proof of assertions (b) and (cl of Theorem 1.2. 
2. The structure of S.C. graphs without t-factors: the case p = 4N + 1 
Lemma 2.1. Let G be a S.C. graph of order W + 1, and (7 a complementing 
permutation of G. Suppose the unique fixed point (70 of CT belongs to ths bottom strong 
compment C, (say ) of D(o) (the case D(v) is strong is not excluded). Then G has a 
hamiltonian cycle. 
Proof. Lot pi, . . ., p, with p, = c,, be a hamiltonian circuit in C, (r = 1 is possible). 
Note that c - Us, is a complemrnting permutation of the S.C. graph G - a0 which is 
of even order. By Lemma 0.1, there exists a hamiltonian chain ~1~ (say) in G - co 
whose end vertices are consecutive even vertices of pr. I if r 3 2, or consecutive even 
vertices of a cycle of CT in V( C, J if r = 1. Since aci is joined to all even vertices of 
p, 1 if r > 2, and also to all even vertices tif every cycle of CT in V(C- ,), the vertex cr,, 
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can be isrcorporated at the ends of the hamiltonian chain cl1 to get a hamiltonian 
cycle in CL This completes the proof. 
Theorem 2.2. Let G be a S.C. graph of order 4N + 1. 7%er G does rrot have Q 
2-factor if and only if (3 can be partitioned into two sets V,, Vz of order 4N1 + 1, 4Nr 
respectiileti’y where N, -t- Nz = N and N1 3 0, N2 a 1, such that the conditi(;;;ls (0) 
through (3) of the statement of Theorem 1.2 hold. 
Proof. The Fbroof of the suf!iciency is exactly similar to the proof of the sufficiency 
of Theorem 1.2, 
To prove the necessil:y, Yet G be a S.C. graph of order 4N + 1 kqithout a2-factor 
and a, ;i complementing permut z&on of G and an the unique fixed point of a. By 
Lemma 2.1, oi,$Z V(C,), the bottom strong component of D(o). Now define H,, Ha 
as in the proof of Theorem 1 .2. Since the vertex a0 E V(H,) = VI, it follows that 
HI, is a S.C. graph of odd order, 4Nt + 1 say. Let Hz be of order 4Nz, then 
N, + .& = N. If N, = 0, then we assert hat G [A] = K where A is the set of all odd 
vertices of CT - uO which is a complementing permutation of G - olj. Suppose 
G[A I# K. Note that D(a - ob) is strongly connected. Hence by Lemma 1.4, 
G - au has a 2-factor F in which ~240 consecutive odd vertices of some cycle o, 
( # act) or’ CT appear consecutively. Then oi, mav be incorporated in between these 
two ,xid vertices of F to get a 2-factor of G,*contradicting the hypothesis. Thus 
C;[Pl ] = K. Since cr(A) = B, we have G[B] == K’. Further, since G[o;,, A ] = K, we 
have G[o~, B] = Kc. Thus G satisfies the properties (0) through (3) with V, = ((fo), 
L = A, K = B and Vz = A LJ B. Therefore, herlceforth we may take that N, a 1. 
‘We now prove the three assertions (a), (b) and (c) of Theorem 1.2. Suppose (a) 
does not hold with au E V(Cn) and o, E V(C,). Let CF& V(C,), 1 6 I, m s s - 1. 
We consider three subcases according as I < m, I = m, or I > m. 
Case (i) I < m. Then in D(cr - au), Cm+1 ‘sthe immediate successor of Cm and CI. 
is the bo:tom st rang compouent. Then, as in the proof of assertion (a) of Theorem 
1.2, we o’otain a 2-factor F0 of G - au in which two consecutive odd vertices of some 
cycle of a in V(C,,,+J appear consecutively. Now on may be incorporated in 
bet;veen these odd vertices of Fu to get a 2-factor of G, a contradiction. 
Case (ii) I = m. Let pl,. . ., p, be a hamiltonian circuit in Cnr with p1 = a, and 
1’1 = u,,, 2 6 t s 1. 2, then as in case (i) we get a 2-factor of G. Thus we may 
take that 2 < t Q G - Ubwz pe is a s.c, graph with CT - u:sz~4 as a 
complementing permutation. As in the proof of (a) of Theorem 1.2 it can be !ihowrr 
that G. has a 2-factor F, (say). Now pz, , . ., p, can be combined to get a cycle F$ 
(note p# = c,J. Then F1 + F’2 is a 2-factor of G, a contradiction. 
’ Case (iii)lrm.Now C,,~.,,C,,,+~ +l,. . .) Cc may be combined to get a FI in G 
(note crfj E E, j- Aiso C,,,, CL,, . . ., C may be combine 8s in the proof of (tr) of 
Theorcm 1.2, to get a 2-factor Fz of the corresponding aph. But then F, + & is a 
2-factor of G, a contradiction. 
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In case assertions (b) or (c) of Theorem 1.2 are not valid, we get, by ltemark 1.3, a 
2-factor F’,, of G - no in which two consecutive odd vertices of a cycle of 0 in the 
bottom most strong component of D(0 - cr,,) (which is Cs) appear consecutively, 
Then a,, may be incorporated in between these odd vertices of fi, to get a 2-factor of 
6, contradicting the hypothesis that G does not have a 2-factor. Thus the assertions 
of (a), (b) and (c) in Theorem 1.2 are valid in the case p = 4N + 1 also. Now as in the 
proof of Theorem 1.2, it can be show3 that HI, Hz satisfy the condit:ons (0) through 
(3) of Theorem 1 2. This completes the proof of Theorem 2.2. 
3. Characterization of S.C. graphs with t-factors 
In this section we prove the fallowing: 
Theorem 3.1. Let G be a S.C. graph of order p, and z - jd,, . . ., dP) be its degree 
segutnca. 7%~ G has ct 2-factor if and only if tr - 2 = (d, - 2,. . ., dP - 2) is graphic. 
We use the fo!!awina three theorems 
Theorem 3.2. (Kundq 1+ lo1 f(!eitman, Wang [6]). Let v and 7r - k be both graphic. 
Then there is a rea!iza&on offhe f’rmar which has one of the Iatter as a subgraph. 
Theorem 3.3. (Koren [7), Compare Rao, Rao 19, p. W-188]). Let v = (d,, . . ., dP j 
be a graphic nonincreasing sequence. Let 8(j,n)=iO’-l)+ 
xP=,+,min(d,, j)- xi_, d,. Suppose S(j%m)=O for yorne j, 1 ~j<p. .fj d!+,>j. let 
I = r(j) be an index such that d, 2 j 2 d,, ,. lf ci, , , < i, kt .r := j. For any realizahn 
H = H(u,, . . ., up) of ?r with degree of u, = dt, 1 d i s p, de$na 
S=={u I,..., u!}, T={u,+,,...,u~~, ?J=={u,c I...., u,). 
Then 
(1) H(S) = K, 
(2) H(T) = K’. If U# 0, 
rhen 
(3) N[S, U) = K, 
and 
(4) HIT, U] = KC. 
Theorem 3.4. (Koren [ 7)). Suppose H( u,, . . ., u, ) realizes v, S = {u ,, e . ., u, }, p > 
j 3 I, T = {ultlr.. ., u,), (r 2 j), W = (u,.,, . . ., u,i md conditions (l), (2) hold fur S 
and T, and if U# 0, then condition; (3), (4) kold as we/i. Then Su, V) = 0. 
Proof of Theorem 3.1, The proof is by indu4on on p. For p = 4, the resu;; is 
vacuously true. Assume the result for all values iess than p and loi x5 be a 5-c. graph 
with degree sequence rr = (dl,. . .I q,) such that 77 - 2 is also graphic. Suppose G 
does not have a 2-factor. Then by Theorems 1.2 and 2.2, V(G j can be partitioned 
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into two sets V,, V2 of order 4N + S,4PJ, (where & = 0 or 1 accordng as p is 4N or 
4N + 1 respectively) such that the conditions (0) through (3) of Theorem 1.2 hold. 
Put 
s = (u,, . . ., UZNJ, 
where 8=2Nz+4N,+1+8. 
NOW it is not difficult to check that for u E S, u E 0 and w E T, we have degree 
u > degree v > degree w where the degree is to be taken in the graph G. Further, 
G satisfies conditions (1) through (4) of Theorem 3.3. Pfence, by Theorem 3.4, 
6@Nz, TV) = 0. Now by Theorem 3.2, w has a realization G * (sayj such that G * has 
a ‘t-factor. Since 8(2N,, W) = 0, it follows by Theorem 3.3, that G * satisfies the 
conditions (1) through (4) of Theorem 3.3 (with H replaced by G*). Since G * has 
2-factor, it is evident that the graphs G *[ V], G *[S U T] have 2-factors. By the 
structure of G and G * it is also evident that degree sequence of G ‘[ Li) = degree 
sequence of G[ U] = degree sequence of HI = vl (say); and also degree sequence of 
G*[S U T] = degree sequence of G[S LJ T] = degree sequence of Hz = ~2 (say). 
Since G *[ U], G *( S U T] have 2-factors it follows that W, - 2 is graphic, i = 1,2. 
Thus H, is a S.C. graph with degree sequence Wi such that or, - 2 is graphic, 
i = 1,2. Hence by induction hypothesis, Hi has a 2-factor F, (say), i = 1,2. But then 
F, + F;, is a 2-.factor of G, a contradiction. This completes the proof of the theorem. 
Theorem 3.5. Let (‘3 be a S.C. graph of order p 2 8 such that minimum degree of 
G 2 p/4, then G has a 2-factor. 
Prmf. Suppose G does not have a 2-factor. Then let VI, L, R be as in Theorems 
1.2 and 2.2. Lt is clear that q(&[L, R]) = 2N3 (where Q = number of edges). It 
fo:‘.lows that for some vertex w of R, 4 (I&[ L, (w }]) e ZV2. Since G [ R ] is the empty 
graph, we have q(G[L,{w)])< N2. Thus minimum degree in G < ZV*. Since 
p := 4N, + 4N2 + 6, it can be easily seen that IV2 < p/4, a contradiction to the 
hypothesis. 
To show ,thait he result is the best possible, we consider two cases: 
case (i) p = 4N. A required graph G whose tiertex set is V = (u,. . . ., u,,) may be 
constructed as follows: Define V, = (u,, u2, ul, uJ, Vr = V - V,, 
G [ ‘VI] is the S.C. gr*aph of order 4, 
L = {u,, . * .) ut,w}r R = V;! - L ; 
G[L] = K, G[R]= Kc, G[V,,L]= K, 
G[V,,R]=K’and 
G[L R] is the disconnected graph 5aving exactly two components eolch of which 
is-regular of degree N - 1. Clearly, G is a s-c. graph of order W in which minimum 
degree is N - 1. Further, G does not have a 2-factor. 
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Case iii) p = 4V + 1. A required graph G Mthose vertex set is V = {uo, . . ., uJN} 
may be constructed as foltows: 
v, = { l&J, vr = v - V,; 
L = {a,,. . ., uzrv), R = vy- L. 
GIL] = K, G[R] = K’, G[ V,. L] = K, G[ V,, R] = K’, and 
G[t. R) is the disconnected graph having exactly two components each of which 
r of degree N. G is a S.C. graph in which minimum degree is IV and G does 
not have a 2-factor. 
The problem of characterizing S.C. graphs with k-factors seems to be much 
deeper. In this connection we take the risk of conjecturing the following: 
Conjecture. Let G be Q S.C. graph of order p, ‘IZ its degree sequence. Then G has Q 
k-factor if cmd only if T - G is graphic. 
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