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Abstract 
In Bierens (1987) a Granger causal relation was found between 
unemployment and the interest rate for the Netherlands. In 
Bierens and Broersma (1990) this relation was confinned for a 
number of important industrial countries, with an ARMAX 
modeling strategy, using monthly data. In this paper we 
investigate whether there exists a similar Granger causal 
relation between unemployment and the interest rate when we 
apply an ARX modeling approach, based on the VAR methodology 
of Sims (1980), with quarterly data. The idea is that a VAR 
model can be considered as a system of ARX models. We also 
stress the importance of misspecification analysis, in order 
to design a model which adequately represents the DGP giving 
rise to the observed data. It appears that with this modeling 
approach, the relation also holds for the USA, Canada, Japan, 
Germany, the UK, France and the Netherlands. For all coun-
tries the interest rate is the main explanatory variable, 
together with the growth rate of industrial production. We 
also conducted an impulse response analysis to the VAR's of 
the variables of the consecutive countries. A unit shock in 
the interest rate had a positive impact on unemployment, with 
a lag of about one to two years. Finally, we also present a 
number of economie theories which can explain these findings 
of which the managerial theory of Baumol (1959), with a 




In Bierens and Broersma (1990) an ARMAX modeling approach is developed 
with which a Granger causal relation between unemployment and the 
interest rate was found for some important industrial countries. An 
ARMAX model can be considered as an equation of a VARMA model. The 
dependence of macroeconomic time series is represented by the AR and MA 
parts of the model, whereas economie theory determines what explanatory 
X variables appear in the model. A VARMA model is especially useful for 
application to monthly series, because the long memory of such series 
can be represented by the MA part: an invertible MA part implies and 
infinite number of lags of the vector time series process. 
In case of lower frequency data a VAR model, with a sufficiently 
large number of lags will suffice. A VAR methodology was introduced by 
Sims (1980). His methodology can be comprised into f OUT steps. First, 
transform the data so that a VAR can be fitted to them. Second, choose 
the order of the VAR, such that the time dependence of the series is 
adequately represented. Third, try to simplify the VAR by reducing its 
order. Finally, use the orthogonalized innovation representation to 
address the question of interest. 
A VAR model can be considered a system of ARX models and can be 
specified and estimated as such models. The purpose of this paper is to 
construct an ARX modeling approach and investigate whether a similar 
Granger causal relation between unemployment and the interest rate can 
be found as in Bierens and Broersma (1990). Misspecification analysis 
will be an important aspect of our approach, based on the methodology 
of Hendry and Richard (1982). Apart from estimating and testing ARX 
models to find a Granger causal relation, we also conduct an impulse 
response analysis based on VAR models of the variables under review. 
In section 2 we describe our ARX modeling approach. The data and 
the necessary transformation for stationarity are the subject of 
section 3. The estimation and test results are presented in section 4 
and the impulse response analysis is in section 5. Theoretical implica-
tions of the empirical results are given in section 6 and finally 
section 7 concludes this paper. 
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2. METHODOLOGY 
2.1. The Statistical Generating Mechanism 
Suppose ZteR is a vector time series process. Then the statistical 
generating mechanism Zt = fit + Et specifies a cmde approximation to the 
data generating process (DGP), where 
fit = E(Zt\a(Zt.x)) = E(Zt\Zt_uZ„,...) (2.1) 
and the nonsystematic part or error process is 
Et = Zt - E(Zt\o(Zt_x)) = Zt - E{Zt\Zt_x,Zu2,...). (2.2) 
This error process satisfies the following properties: 
E(Et\Zt.uZt.2,...) = 0, (2.3) 
E(EtElk\Zt_x,Zt_2,...) = / « ( ^ - i ^ t - 2 , . - ) k = 0 ( 2 4 ) 
L 0 kjtO 
where fl{Zt_x,Zt_%,...) is a positive function. Note the difference 
between (2.4) and the usual assumption of time invariance of il. This 
implies that we do not assume a priori homoskedasticity, but instead 
assume the covariance estimator of White (1980), which is represented 
by fi(Zt_i,Zt_2T--) and is consistent in case of heteroskedasticity. 
The error process (2.3) defines a martingale difference process 
relative to the increasing sequence of a-fields (T(Z1)C(T(Z2)C.. ca(Zt)<z.. 
It is easy to derive that <r(£<_1)co
,(21_1) and from (3.6) we can than 
deduce 
£ ( £ t | *(£,_!)) = EiE^E^E^...) = 0, (2.5) 
i.e., Et is not predictable from its own past. 
If we assume Zt = (yt,X't)' and if we want to condition yt on the 
entire past of Zt, then the systematic part of the statistical genera-
2 
ting mechanism with respect to yt becomes 
Ut= EivMyt-^xur Ayt.2,xuy,...). (2.6) 
The corresponding error process is 
*t = yt - EiytKy^XUYAyt-^XUY,-) (2-7) 
and the properties (2.3)-(2.5) remain valid for et as well. It is also 
possible to condition on X't, {yt-uX't-i)' i {yt-2i^'t-2)'i 
The statistical parameterization xp depends crucially on the 
choice of Zt and its underlying probabilistic structure. Changes in Zt 
change rp as well as the statistical model. Thus, including additional 
explanatory variables in Xt, causes a change in the statistical model 
of yt. It is however possible to test whether elements of the condi-
tioning variables are restricted to certain values. It is recommended 
by, e.g., Mizon and Hendry (1980) and Kiviet and Phillips (1986), to 
start from the most general, 'adequate' model and test whether restric-
ted versions are still consistent with the data. Adequacy requires 
correct specification, i.e., equation (2.1) or (2.6), should be 
fulfilled. We then have first-order model correctness in the sense of 
Domowitz and White (1982) 
The adequacy of a model can be tested by misspecification tests 
of property (2.1). Cf. Bierens (1982,1984,1987). From the definition of 
the error process (2.2), it can be deduced that the residuals of the 
estimated model, Et play a very important role in the misspecification 
analysis, because any test relative to {Zt\o(Zt_1)} ^ n only be tested 
via Et. If (2.1) is satisfied then the systematic part, or response 
function, of the model represents the conditional expectation of Zt 
relative to the entire past of the time series process under review, 
which is the best predictive scheme for Zt, in the sense that it has 
smallest mean squared error. In case property (2.1) is not fulfilled 
there still exists a systematic structure, not captured by p.t, in the 
error process due to invalid conditioning. Changing the functional 
specification of the model or inclusion of possibly omitted variables, 
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based on economie theory or some whimsical hunch (cf. Hendry and 
Mizon (1990)), might result in an adequate model. 
If the specification of this initial model is adequate, it can be 
simplified by testing whether the parameters of the model can be 
restricted to certain values, e.g., to zero. These specification tests 
may also be used to test causality in the sense of Granger (1969) 
between the variables in a vector time series process Zt = (yt,X't)'. In 
terms of the probability model D of Zt, we can state that Xt does not 
Granger cause yt if 
D{yt\Zt^Zt.2,...) = £>(y t |y t-i,y*-2v). (2.8) 
Granger causality implies that yt is better predicted using all past 
information of yt and Xt, instead of only information on past y t. 
OUT aim is to find an econometrie model that can adequately 
represent (2.1). Based on Wold's decomposition theorem, we can take 
/xt = ÏTjs.1fjZt_j, where P should be large enough to be able to represent 
the time dependence in Zt. This implies that a VAR specification might 
provide such an adequate representation. 
Regarding yt as the dependent variable and Xt as a vector of 
explanatory variables, an ARX model can be specified as an equation 
from a VAR system. The general form of an ARX model is 
4>{L)yt = ^ + oc(L)Xt + et, (2.9) 
where fi is a constant, <f>(L) = l-E1}s=1<j>jL
:', ct(L) = E^a'jL1, L zt = zt_k and e t 
is defined to be a martingale difference sequence, as in (2.7). This 
specification is also suitable for testing Granger causality. In case 
components of 
p = (<*>!,..., 0 p ,a ; , . . . , < ) ' (2.10) 
are significantly different from zero, the corresponding variables are 
Granger causing yt. 
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2.2. Specification of ARX Models 
Most economie time series can be considered as a nonindependent, 
nonidentically distributed sample Zt from an unknown distribution D. To 
be able to make valid inference from models based on these series, we 
have to tackle the problems of time heterogeneity, connected to the 
assumption of a nonidentical distribution, and of time dependence, 
connected to the nonindependency assumption. 
To tackle the problem of time heterogeneity, we have to impose 
possible transformations in order to attain stationary time series, 
i.e., E(Zt) = m and Cov(ZtZt_T) = E( \t-r\), where i , r = l ,2 , . . . ,T . Hence the 
ZJs have identical means and variances and the covariance depend on 
the absolute value of the distance between them. There have been 
developed a number unit root and stationarity tests to determine 
whether a time series contains a unit root. Cf. Phillips (1987), 
Phillips and Perron (1988), Bierens (1989) and Hylleberg et al. (1990). 
Presence of a unit root implies nonstationarity, which can be cured by 
differencing the series. 
However, automatic use of such tests has been advised against by, 
e.g. Schwert (1989), Bierens (1989), Blough (1990) and Cochrane (1991). 
Especially in case of a near unit root the size of the commonly applied 
unit root tests is far out of tune with the theoretical size. Moreover, 
Schiller and Perron (1985) emphasize that the power of unit root test 
is low, especially when applied to data with a high frequency, like 
monthly data. In order to improve the power, Perron (1989) suggests to 
correct the time series for structural breaks, by means of dummy 
variables. However, it is not always clear haw many 'known' structural 
breaks should be modeled. The specification of a model depends on the 
way breaks are represented by dummies, as was shown by Broersma and 
Franses (1990). Moreover, breaks in one series may correspond to breaks 
in other series and correcting them by dummies would just pour out the 
baby with the bath water. Thus, care should be taken when these tests 
are applied. Apart from these tests, we can also consider the value of 
the sum of the AR coefficients of (2.9). If its value get close to 
unity it might imply the presence of a near unit root, which can be 
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approximated by a unit root. Apart from these fonnal methods to 
determine stationarity inducing transformations, the logica! consisten-
cy of variables is also very important to establish stationarity. 
As far as the time dependence of the time series is concerned, it 
has to be represented by the number of lags of (p(L) and <x(L) in (2.9). 
In this case, we do not impose any stnicture on the enor process, as 
was done in the ARMAX case. If the lags are taken sufficiently large, 
the enors should represent the nonsystematic part of the generating 
mechanism and the model is an adequate representation of the DGP giving 
rise to the observed data. 
If the initial specification does not pass the misspecification 
stage, this implies invalid conditioning and the model is not adequate. 
To repair this misspecification, we should include more lags in (f>(L) 
and a(L) or impose an MA stnicture on the enors, in order to model the 
time dependence more conectly. If the initial specification cannpt be 
rejected and hence is adequate, we may test whether the parameters of 
the model can be restricted to to certain values. Thus, we move from a 
genera! to a simple specification. Cf. Mizon and Hendry (1980). 
In order to be as general as possible, we set p = 9 in the lag 
polynomial 0(L) and take r = 5 in <*(£) of equation (2.9). We have to be 
aware of the danger of near collinearity, which is most certainly 
present. However, we do not transform the variables to become (near) 
orthogona! by taking first and higher order differences, because this 
might jeopardize the economie interpretability of the variables. So, 
the initial ARX model specification is 
Vt = P + E9j=1<t>jyH + ifj^oc'jXt.j + e„ (2.11) 
which hopefully represents the dependence between the time series 
involved. 
If the sum of AR coefficients in (2.11), is close to unity, i.e., 
X^j^jSöl, the model may exhibit nonstationary behavior, leading to 
invalid inference. We will approximate this near unit root by a unit 
root, even if for reasons of logical consistency there cannot be a unit 
root in yt. The initial specification will then become 
6 
AVt= A« + tf-iïjAVt-j + tf-ia'jXt-j + e t- (2-12) 
This model should than again be subjected to misspecification analysis. 
This ARX specification is estimated by applying OLS. 
2.3. Misspecification Testing 
Next we test whether our model specifications (2.11) or (2.12) are 
adequate representations of the DGP giving rise to yt. This implies 
testing whether property (2.7) is satisfied. Instead of the misspecifi-
cation tests of Bierens and Broersma (1990), we apply the tests 
suggested in Hendry and Ericsson (1991). The test statistics are listed 
in table 2.1. These tests have been developed to be applied to models 
with nonsystematic errors, like (2.9). We test for departures of 
normally distributed errors, residual autocorrelation, heteroskedasti-
city, functional form misspecification, parameter nonconstancy and 
predictive failure. 
First, we conduct an F test on serially correlated disturbances, 
based on the LM principle of Godfrey (1979). This test was set up by 
Harvey (1981) and recommended by Kiviet (1986) to be used in relatively 
small samples. It tests for s-th order residual autocorrelation and the 
test statistic F^ has an F(s,T-k-s) distribution under the null 
hypothesis, where T is the number of observations and k is the number 
of regressors in the model. Rejection of this test implies the presence 
of time dependence, hence the number of lags in <f>(L) and ot(L) should be 
enlarged. In case this does not lead to an acceptable model, we might 
also move to the ARMAX specification, by imposing an MA structure on 
the error process. Consequently, we will also apply the misspecifica-
tion tests of the ARMAX approach of Bierens and Broersma (1990). 
Absence of residual autocorrelation is connected to property 
(2.5), which can also be applied to et of model (2.9). This test is 
essential for model correctness. If it is not satisfied then the model 
cannot satisfy property (2.6) and is hence not an adequate representa-
tion of the DGP of yt. 
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Second, we test whether the residuals of OUT estimated model are 
normally distributed. Therefore, the normality test of Jarque and 
Bera (1980) is used. This is a joint test of the hypothesis that 
skewness equals zero and kurtosis equals three. Under the null hypothe-
2 2 
sis of normality, the test statistic Xnorm(2) follows a x (2) distribu-
tion. 
Note that normality is not implied by (2.7). It is usually 
assumed that the probability function D of Zt is normally distributed 
to accommodate application of the maximum likelihood method. However, 
we apply OLS and in that case nonnormality yields consistent but not 
efficiënt estimators. However, we are less concerned with a loss in 
efficiency and more relying on the robustness of the estimators and 
tests. We do however apply the Jarque-Bera test because a number of 
other tests we apply depend on normality. 
Third, we apply tests on various forms of heteroskedasticity. We 
start with the familiar ARCH test of Engle (1982). We use the F version 
of this test, which appears to have better small sample properties. Cf. 
Hendry and Ericsson (1991). Besides the ARCH test, we also conduct two 
versions of White's (1980) heteroskedasticity test. The first is based 
on an auxiliary regression of êt on a constant and the original and 
squared regressors of the model. The second, on the auxiliary regres-
sion of et on a constant and the squares and cross-products of the 
regressors. The test statistic of both tests equals 7T?2, where K is 
the squared correlation coëfficiënt, which has a x (n) distribution 
under the null hypothesis, where n is the number of original and 
squared regressors or the number of the squares and cross-products of 
the regressors, respectively. We also conduct the F version of these 
tests. 
Note that homoskedasticity is also not implied by property (2.7) 
of correct specification. However, heteroskedasticity yields inconsis-
tent covariance estimators and hence might lead to in valid inference. 
Nevertheless, heteroskedasticity does not pose a problem as we apply 
the consistent covariance estimator of White (1980), so asymptotically 
our tests remain valid. See also property (2.4). 
Fourth, we test the functional form of the model by applying the 
regression specification error test (RESET) procedure of Ramsey (1969). 
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It tests on functional form and omitted variables. In fact it can be 
considered a version of the test of White (1980) of the previous 
paragraph. The model is augmented with the squared of the systematic 
part and next it is tested whether this additional explanatory variable 
has a significant influence on yt with an F test. The test statistic 
FRESET
 n a s an F(l,T-k-l) distribution under the null hypothesis of no 
influence. When the specification is not accepted by the RESET test, we 
should change the functional from of the model, e.g., by taking the 
natural logarithm, or we should include additional explanatory vari-
ables in the model 
Finally, we apply a number of parameter constancy and predictive 
failure tests. For parameter constancy we use the CUSUM and CÜSUMQ 
tests of Brown et al. (1975). These tests are based on the recursive 
residuals. The CUSUM test is based on the fact that the cumulative sum 
of the recursive residuals of an adequate model must move around zero. 
The CÜSUMQ test is based on the similar fact that the cumulative sum of 
squared residuals should be uniformly increasing. Another way to check 
parameter constancy is to look at the recursive parameter estimates of 
the model. In case of parameter constancy, they should not change too 
much over time. 
We will also apply two predictive failure tests. This implies 
comparing subsample and forecast residual variances. The model is 
estimated over a subsample 7\ and the forecasts over T-Tt are compared 
with the realizations. First, we use the familiar test of Chow (1960), 
which has an FiT^T-Ti-k) distribution under the null of no predictive 
failure, with T-Tx constant. We also apply the predictive failure test 
suggested by Hendry (1979) and Hendry and Ericsson (1991), which is 
robust in case of poorly specified models. The tests statistic is 
Tforec = (SSRT_T /crT )/(T-T1)^ where SSRT_T is the sum of squared 
forecast residuals and aT is the residual variance of the model based 
on 7\ observations. Tf„.ec is an index of parameter constancy for the 
T-Ty ex-ante forecasts and is approximately F{T-TuTx) distributed. 
Hence, values larger than 2 imply poor ex-ante forecasts. 
Parameter nonconstancy or predictive failure may be caused by 
possible structural breaks, nonstationary behavior or invalid condi-
9 
tioning. Thus, it can be tackled by removing possible breaks by dummies 
or removing possible nonstationarity or by including the correct 
conditioning variables. 
2.4. Specification Testing 
If the initial ARX model has passed the misspecification tests, we may 
test whether it can be simplified by restricting its parameters to 
certain values. We use the familiar F-test to compare the general and 
simplified models and to test whether the differ significantly. 
The hypotheses we test are 
H0: Rp = r against Hx'. Rp # r , 
where /3 is defined by (2.10). This F test can also determine the 
Granger causing variables of yt in (2.11) or (2.12). The test statistic 
is 
F - RRSS ~ URSS (T - k] 
m 
(2.13) 
where RRSS is the restricted and URSS is the unrestricted residual sum 
of squares, m = rank(R) and Finn has an F(m,T-k) distribution. In case 
this F test is not rejected, this means that the m parameter restric-
tions we imposed are valid and if this simplified model specification 
is not rejected, the errors represent an innovation process in the 
sense of Hendry and Richard (1982). 
Finally, we summarize the misspecification tests and the 
specification test in table 2.1, where we mention the alternative in 
case of rejection of the test, the statistic and the source. 
2.5. Impulse Response Analysis 
So f ar we discussed how to specify ARX models derived from VAR systems. 
However, there is an additional representation for the vector time 
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Table 2.1. Some criteria for evaluating and designing ARX models 
Alternative Statistic Source 





- r»! original and 
squared regressors 
- r»2 squares and cross-
products of regressors 
- p th order ARCH errors 
f irst order RESET 
parameter nonconstancy 
predictive failure 
over T-Tl observations 

























series Zt. A stationary VAR model can be written as a vector MA 
process. This can easily be derived from (2.9). If det#(L) = 0 has its 
roots outside the unit circle, then #(£) 
series process Zt can be represented by 
Zt = [I-E^fjL
3] Et = if^^oA^t.^ 
- i exists and the vector time 
(2.14) 
In this MA representation, each variable can be written as a function 
of the innovations, i.e., the errors, so the response of the :th 
element of Zl+). to the innovation in the j t h variable at date t, is 
just the i , j th element of the matrix il. A tabulation of those res-
ponses for A = 0, l ,2 , . . . is called an impulse response function. This 
impulse response analysis determines which innovations contribute to 
the forecast error of each variable. The ordering of the variables in 
the VAR model is important. Cf. Sims (1980). We will also conduct such 
an impulse response analysis for the VAR's of the time series invloved. 
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3 DATA ANALYSIS 
3.1 Choice of variables and sources 
In this section we analyze the time series we use in our modeling 
exercise. First, we have to determine the number of explanatory .X 
variables. The choice of these variables is based on economie theory as 
well as on availability. Moreover, we have transform these variables to 
become stationary. 
Economie theories of unemployment, may provide several explanatory 
variables that can be used as X variables in (2.2). From the neo-
classical theory of the firm, we can derive that unemployment is caused 
by a real wage rate higher than the market clearing rate. This implies 
inclusion of the wage rate and the prices into our models. From the 
economie theories in the Keynesian tradition, we can state the unem-
ployment is caused by too low an effective demand for goods, which 
causes too low a production and hence employment being too low as well. 
This implies that we should take some measure of effective demand into 
our models. This is done by including the industrial production. 
Finally, there are some theories in both the neoclassical and the 
Keynesian tradition that stress the importance of the interest rate as 
important explanatory variable. 
Thus, the matrix of explanatory variables Xt contains four 
variables: the interest rate r, industrial production o, wage rate w 
and price level p. Our central point of interest is the existence of a 
possible Granger causal structure between unemployment and the explana-
tory variables. Cf. Granger (1969). 
The data were taken from the Main Economie Indicators of the OECD. 
It concerns quarterly data, from January 1960 to December 1987, save 
possible missing observations on some variables. 
The level of unemployment, u, and the level of the interest rate, 
r, are assumed to have zero steady state growth rates, and thus 
positive steady state levels. Unemployment is bounded from below by 
zero and from above by the total labor force. The same argument applies 
to the interest rate. For the same reason these variables cannot have a 
unit root. Cf. Bierens (1987) and Bierens and Broersma (1990). However, 
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in the sample period considered, unemployment seems to exhibit near 
unit root behavior, as indicated by unit root and stationarity tests 
and plots. This near unit root might be approximated be a unit root, in 
case the sum of AR parameters of model (2.11) is close to unity. 
The other three variables clearly exhibit exponential trends, 
hence they are typically unbounded and moving to infinity as time moves 
on. In order to remove these time trends and also take account of 
possible seasonal patterns, we transfonn these variables to their 
annual growth rates, zt = 10Q(zt-zt_4)/z(_4, where z = {o,w,p}. Something 
similar was done in the studies of Franz and König (1986), 
Bierens (1987) and Bierens and Broersma (1990). An additional advantage 
of this transformation is that we can distinguish between the effects 
on unemployment of real versus nominal interest rate and real versus 
nominal wages. 
To these five variables, u, r, o, w and p, we apply the unit root 
test of Phillips and Perron (1988) and stationarity test number UI of 
Bierens (1989). The results of these tests are reported in tables 3.1 
and 3.2. In table 3. IA, we present the results of the Phillips-Perron 
test. In table 3.1B, we filter the time series data with (1-0.5L) 
before the test is applied. In case there is a unit root in the series, 
prefiltering it with (1-0.5L) should not matter for the outcome of the 
test. However if there is a near-unit root, this filter may improve the 
power of unit root tests. Cf. Bierens (1989). 
We also apply stationarity test number TH of Bierens (1989). This 
test tests the null hypothesis of stationarity against the unit root 
hypothesis. It has a Cauchy distribution under the null. Recent studies 
of, e.g., Schwert (1989) and Bierens (1989) have indicated that in case 
of a near unit root the commonly applied unit root tests have a nominal 
size, which is far out of tune with the theoretical size. Thus these 
tests do not do a very good job in distinguishing a near unit root from 
a genuine one. The size and power properties of the test developed by 
Bierens (1989) are superior, compared to the Phillips (1987) and 
Phillips and Perron (1988) tests, especially in case of a near unit 
root. Cf. Bierens (1989). The results are presented in tables 3.2A and 
those of the time series filtered with (1-0.5L) are in table 3.2B. 
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The values marked in the tables with test results are larger 
than the 5 % critical values and consequently the hypothesis of a unit 
root cannot be rejected 
Table 3.1A. Results of the Phülips-Perron unit root test 












































unit root hypothesis not rejecttd at 5% significance. 
Table 3.1B. Results of the Phillips-Perron unit root test to data 
filtered with (1-0.5L) 
USA CAN JPN DEU GBR FRA NLD 
u -12.41* -9.168 j -13.58f -4.514 f -1.091 f .2902 -.3607 f 
r -8.447 f -12.16f -28.31 -22.66 -23.29 -13.76 -22.98 
o -31.59 -29.02 -23.09 -26.24 -28.26 -27.73 -23.47 
w -17.59 -16.97 -24.06 -22.62 -17.76 -13.58 -21.05 
P -9.257
 f -8.965 f -15.36 -19.06 -12.38 f -8.692 f -15.38 
unit root hypothesis not rejected at 5% significance. 
Note that the test results are more in agreement with our intuitive 
ideas when the data are filtered with (1-0.51) bef ore the test is 
applied. The distribution of the Phülips-Perron test is reported in 
Fuller (1976) and in appendix 1. The 5% critical value is about -13.7. 
Table 3.2A. Results of Bierens' III stationarity test 
USA CAN JPN DEU GBR FRA NLD 
u 2.356 4.237 2.805 6.515 43.53f 37.04+ 37.86t 
r 3.305 1.493 4.012 .9376 .9604 2.108 .2448 
0 -.1673 -.4988 .3414 -.1937 -.6599 -.2031 -.3237 
w -.7041 -.9042 -3.802 -1.049 3.138 -.1027 .8845 
P -.8997 .5918 1.922 .0035 -1.418 -1.922 4.783 
t stationarity rejected at 5% significance. 
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Table 3.2B. Results of Bierens' III stationarity test to data filtered 
with (1-0.5L) 
USA CAN JPN DEU GBR FRA NLD 
u .6522 1.269 .8805 1.574 13.16* 8.839* 8.6341 
r 1.087 .5144 5.586 .9219 .4609 2.108 .1210 
o .0037 -.3079 .0699 -.3193 -.3033 -.2497 -.2710 
w -.7675 .8427 -4.495 -.9653 3.851 .0743 .2367 
P -.5035 .2435 1.652 -.0074 -.8794 -1.023 2.310 
atationarity rejected at 5% significanct. 
The indications from these test results are more in agreement with what 
we expected. The null hypothesis of a unit root cannot be rejected for 
unemployment in the UK, France and the Netherlands. However, if we 
apply the filter (1-0.6L) to France and the Netherlands and (1-0.7Z,) to 
the UK, the hypothesis of a unit root is rejected. 
In our modeling exercise we therefore start with untransformed 
unemployment and interest rate, as for reasons of logical consistency 
there cannot be a unit root in these series, and the annual growth 
rates of industrial production, wages and prices. 
4. ESTIMATION AND TEST RESULTS 
4.1. Introduction 
In this section we will present and discuss the estimation and test 
results of ARX models of unemployment for the seven countries under 
review, in tables 4.1 to 4.7. Unemployment is caused in the sense of 
Granger (1969) by the interest rate when the coëfficiënt of the interest 
rate in the models has a value significantly different from zero. This 
property can be tested with the tests on parameter restrictions for ARX 
models discussed in section 2. 
For reasons of convenience, we only present the simplified ARX 
models, where the specification test statistic Firm(m,T-k) of (2.13) 
indicates whether the simplifying restrictions from the initial model 
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(2.11) or (2.12) have been correct. We also present the results of the 
various misspecification tests that we conducted. These tests were 
summarized in table 2.1. 
Notice that the misspecification tests of the ARX models depend 
on the assumption of normally distributed errors. However, in many 
cases this assumption is not satisfied. We therefore also estimated and 
tested the same ARX models with dummies included to get rid of excess 
kurtosis. In fact this is cheating, because the influence of the 
corresponding time period is reduced to zero. This conduct is only 
allowed if a known structural break occurred, which has to be included 
in the model. Nevertheless, it appeared that the parameter estimates 
and test results of the models with dummies were virtually the same as 
the ones of the models without the dummies. This implies that the 
estimation and test results of the ARX models are fairly robust against 
nonnormality. 
The predictive failure test Tj^c, which is applied is only valid 
when the forecast period T-Tx is constant. We set T-Tx = l^. Tf^^ checks 
parameter constancy for these T-Tx observations. 
The f-values based on the heteroskedasticity consistent covariance 
estimator of White (1980) are mentioned between the parentheses by the 
estimated parameter values of the models. Besides the misspecification 
tests, we also present the estimated residual Standard error, S.E., the 
coëfficiënt of determination FT and the number of observations T used 
for estimation and testing. We also included seasonal dummies in all our 
models, to capture the seasonal effects in unemployment. Although a 
possible stochastic seasonal pattern in quarterly unemployment may be 
removed by using a .^-filter, i.e., (1-Z, ), this would actually imply 
the we assume four seasonal unit roots in unemployment. In the previous 
section we argued that unemployment cannot contain a unit root for 
reasons of logical consistency, let alone several seasonal unit roots. 
For reasons of convenience, we do not report the parameters of these 
seasonal dummies in the tables with estimation and test results. 
It appears that the results of the ARX approach, with quarterly 
data are very similar to those of the ARMAX approach of Bierens and 
Broersma (1990), where monthly data were used. 
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4.2 The United States of America 
The assumption of normally distributed residuals is not accepted for 
the ARX model of the USA, because an outlier in the first quarter of 
1975 causes excess kurtosis. In the case of monthly data an outlier was 
found for the same period. This outlier does not just cause high excess 
kurtosis, but also represents a structural break. This can be observed 
if the ARX model for the USA is estimated recursively and the sequence 
of break-point Chow statistics is calculated for each step and drawn in 
a figure. Cf. appendix 2. 
The model we ultimately end up with after specification (2.11) is 
validly simplified, is given in table 4.1. None of the misspecification 
tests indicate that the simplified model is misspecified. Only the 
normality test is extremely significant, as Xnorm(2) = 121.4. If a dummy 
for the first quarter of 1975 is included in the model, the excess 
kurtosis is removed and Xnorm(2) = l-16. None of the misspecification 
tests rejects that specification either. Moreover, the values of the 
parameters and test statistics between the model with and without the 
dummy are very similar. Thus, the results appear to be robust against 
nonnormality. 
Table 4.1. Estimation and test results for US unemployment. 
u = 262.9 + .971 u_! - .239 u_2 + .394 u_6 - .336 u_7 + .287 u_8 -
(1.50) (8.75) (-1.91) (2.75) (-2.11) (2.04) 
.188 u_9 + 87.0 r_2 - 48.68 6.x + e 
(-2.68) (5.28) (-4.62) 
S.E. =297.1 ^ = .9866 r = 103 (1962.2-1987.4) 
Fjim(21,70) = 1.63 
Fac(4,87) = 1.27 Fac(8,83) = 1.04 Fac(12,79) = 1.14 
xLm(2) = 121.4t 
^ c / / ( l , 8 9 ) = .93 Fh j(19,71) = .79 
F / 7(35,55) = .63 FREsm{l,90) = .27 
FcHC*v( 16>75) = -38 Tf arte = - 5 1 
significant at 5% 
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As we found in case of ARMAX models with monthly data, also in 
this case unemployment is significantly Granger caused by the interest 
rate and growth of industrial production. This simplified model does 
not suffer from predictive failure as indicated by the Chow test and 
Tforec- Apart from the structural break in 1975, the parameters are 
reasonably constant as can also be observed from thé recursively 
estimated coefficients of the model and the CUSUM and CUSUMQ tests. 
Thus, this model is an adequate representation of the DGP giving rise 
to the quarterly data on US unemployment. 
4.3. Canada 
The general model specification (2.11) was rejected for Canada by the 
RESET test, as FJ?£5£;:r(l,49) = 14.38. This implies misspecification due to 
incorrect functional form or omitted variables. By taking the logarithm 
of unemployment this misspecification could be repaired. However, in 
this case there are a number of excess kurtosis causing outliers in the 
residuals of the model. Because the estimation and test results are 
fairly robust against nonnormality, we simplify the initial model to the 
one of table 4.2. 
Table 4.2. Estimation and test results for Canadian unemployment. 
lnu = 37.8 + .802 lnu.i + .144 lnu_4 + .510 lnu_8 - .521 lnu_9 + 
(4.68) (14.7) (2.06) (6.34) (-3.78) 
.766 r_! - .681 ó.x + e 
(3.73) (-2.10) 
S.E. =5.681 Z?2 = .9909 T = 99 (1963.2-1987.4) 
Ftrm(23,66) = 1.22 
F«c(4,85) = 1.23 Fac(8,81) = 1.52 Fac(12,77) = 1.87 
xLTO(2) = 8.71
t 
FAXCH(l,87) = .W F^(15,73) = 1.43 
F / /(34,54) = 1.25 F ^ s ^ l ^ S ) = .14 
^C//otf(16,73) = .66 Tforec=1.7Q 
significant at 5% 
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This is a valid simplification of the initial model, since 
^„„(23,66) = 1.22, which is not significant at 5%. The interest rate and 
the growth rate of industrial production are the only two variables 
significantly Granger causing the logarithm of unemployment. Apart from 
the normality test, Xnora(2) = 8.71, all other misspecification tests are 
insignificantly different from zero at 5% and hence the simplified 
specification is not rejected. The coefficients of the model also appear 
to be fairly constant over time as can be concluded from recursive 
estimation. The model of table 4.2 thus represents an adequate approxi-
mation to the DGP of quarterly unemployment in Canada. 
For the sake of reasoning, we also included three dummies, for 
1966 UI, 1967 W and 19751, in the model to remove the excess kurto-
sis. The ultimate model that was found in that case hardly differed from 
the one of table 4.2. All misspecification tests accepted the model, 
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Xnorm(2) = 1.88 and in this case also the interest rate and growth of 
industrial production were the only Granger causing variables for 
unemployment. 
4.4. Japan 
Also the model for Japan, is remarkably similar to the ARMAX model with 
monthly data. The sum of AR coefficients of specification (2.11) is 
close to unity, which might lead to invalid inference. Therefore, we 
move to specification (2.12), where this near unit root is approximated 
by a unit root. 
In table 4.3 a valid simplification of specification (2.12) is 
reported, since Finn(23,69) = 1.13. However, in this case the sum of the 
AR coefficients is close to - 1 , implying a unit root of - 1 , which means 
that unemployment exhibits possible oscillatory behavior. We also tried 
other simplifications of model (2.12), but all these models suffered 
from noninnovation errors and invalid parameter restrictions, heteroske-
dasticity or predictive failure. Only the simplified model of table 4.3 
could not be rejected by any of the misspecification tests. Inspection 
of the plot of the first difference of Japanese unemployment reveals 
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that this series might indeed be oscillatory, confirming the near unit 
root of - 1 in the simplified model. Cf. appendix 2 
Like the ARMAX model of monthly data for Japan, also in this case 
the interest rate and percentage change in industrial production are 
the only two variables significantly Granger causing unemployment. 
Moreover, this model appears to be an adequate representation of the 
DGP giving rise to quarterly unemployment in Japan, as none of the 
misspecification tests rejects the simplified model. 
Table 4.3. Estimation and test results for Japanese unemployment. 
Axu = -56.6 - .334 AjU^ - .340 Axu_2 - .333 Axu.z - .281 Axu_$ + 
(-1.45) (-3.41) (-3.77) (-3.03) (-2.71) 
12.35 r_3 - 3.791 ó_3 + e 
(2.85) (-5.40) 
S. E. = 53.23 R2 = . 8643 T = 103 (1962.2 -19874) 
Finn(23,69) = 1.13 
Foc(4,89) = 1.16 ^ ( 8 , 8 5 ) = 1.53 ^ (12 ,81) = 1.15 
xLm(2) = 1.82 
FARCHU, 91) = • 00 Fh3(15,77) = 1.87 
Fff(34,58) = 1.20 FRBSET(1,92) = . 34 
/rCK«f(16,77) = 1.64 r / o r e c = 1.79 
4.5. Germany 
The general ARX model specification (2.11) for quarterly unemployment in 
Germany suffered from a near unit root, as the sum of AR coefficients is 
close to unity. We therefore moved to specification (2.12), where this 
near unit root is approximated by a unit root. This model specification 
suffered from nonnormally distributed residuals, caused by a large 
outlier in the first quarter of 1967. Since the estimation and test 
results are fairly robust in case of nonnormality, we simplify this 
model into the one of table 4.4A. In this case unemployment is Granger 
caused by the interest rate and growth of industrial production, but the 
residuals are still not normally distributed, as Xnorm(2) = 13.8. Moreover 
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the model also suffers from first order RESET, as FRESEt(l,81) = 8.72. 
This seems to indicate misspecification. Inclusion of a dummy for 
19671, yields Xfwrm(2) = -46 and a very similar model as the one of table 
4.4A, but the RESET test still rejects the specification. Taking the 
logarithm of unemployment, instead of the first difference yielded a sum 
of AR coefficients of approximately unity. Inclusion of squares of the 
regressors did not improve this specification either. 
Table 4.4A. Estimation and test results for German unemployment. 
Axu = -7.50 + .255 A^ - .227 Axu_2 + .448 Axu.4 - .405 AjU_5 + 
(-.278) (1.88) (-2.50) (4.30) (-3.66) 
.234 A^e - .271 A^j + .221 Atu.% + 21.1 r_x - 3.37 o_x + e 
(2.83) (-3.84) (2.89) (5.19) (-1.78) 
S. E. =53.31 /?2 = .9220 T = 95 (1964.2 1987.4) 
Firoj(19,63) = .58 
Fac(4,78) = .21 Fac(8,74) = .18 F^ 12,70) = .28 
xLm(2) = 13.8f 
^ c / / ( l , 8 0 ) = 2.76 ^ ( 2 1 , 6 0 ) = .77 
%(35,46) = .79 ^ 5 ^ ( 1 , 8 1 ) = 8.72f 
FCHCW( 16,66 ) = .39 Tforec = .53 
significant at 5% 
However, the possible misspecification of this model may be 
repaired if we turn to an ARMAX model specification. An ARMAX model is 
more capable of representing the strong dependence of macroeconomic 
time series, than an ARX model, and may hence be a more adequate 
representation of the DGP giving rise to German unemployment than the 
ARX model of table 4.4A. 
The ARMAX specification for quarterly unemployment in Germany is 
presented in table 4.4B. This model is specified and tested along the 
same lines as the monthly ARMAX models of Bierens and Broersma (1990). 
For the initial ARMAX model of quarterly data, 
yt = n + Z^jyt.j + I?j.lct'jXl_j + (l + I^==ie/-')(l + I^=16)JL
8:')£t, (4.1) 
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we set p = r = l, q = 2 and Q = 3. In order to remove residual autocorrelation 
from this model, we included additional lagged dependent variables in 
the model. However the sum of these AR coefficients was disturbingly 
close to unity, which might yield invalid inference. Thus, like in 
(2.12), we approximated this near unit root by a unit root, which yields 
a model like (4.1), where yt is replaced by A^. Again we had to 
include an additional lagged dependent variable to remove serial 
correlation in the residuals. This general model is given in table 4.4B. 
The misspecification tests we apply in case of ARMAX models are 
different from the ones of table 2.1. In this case we rely on the tests 
of Bierens and Broersma (1990), which are more suitable for models with 
MA disturbances. Crucial for model correctness are the autocorrelation 
test Tgvis), where s the is order of autocorrelation, developed by 
Bierens (1988) and the consistent model misspecification test, 7W(oi) 
of Bierens (1987). The first tests property (2.5) and the latter is a 
direct test of (2.7). These tests do not depend on normality or 
homoskedasticity. However, in case of ARMAX models we do test these 
properties as they provide additional information about the DGP giving 
rise to y t. Apart from T^. we also apply the familiar autocorrelation 
tests of Box and Pierce (1970), TB_P(s-p-q-Q), and Ljung and 
Box (1978), Ti_B(s-p-q-Q). Finally, parameter constancy is tested by 
the same predictive failure test T^^ as in table 2.1. 
The general specification (4.1) is simplified by means of a Wald 
test on parameter restrictions, T^^m) , where m is the number of 
parameter tested. All tests, except TBN(01) and Tf^^, are x distribu-
ted with the degrees for freedom denoted in the brackets of the 
statistics. TBN(01) is a randomized test, which is run 20 times and 
which is asymptotically ^(0,1) distributed under the null hypothesis of 
correct specification. 
From the results of table 4.4B we observe that the general model 
cannot be rejected by any of the important model misspecification tests. 
It can be validly simplified to a model quite similar to the final model 
for Germany with monthly data in Bierens and Broersma (1990). The 
hypothesis of normally distributed errors is just rejected at 5%, as 
7\iorm(2) = 6.198 and the 5% critical value is 5.99. None of the other 
misspecification tests rejects the simplified model. Thus, this ARMAX 
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specification indeed provides a more adequate representation of the DGP 
giving rise to quarterly German unemployment than the ARX model. It 
appears that the interest rate and growth rate of industrial production 
are significantly Granger causing unemployment. 
Table 4.4B. German ARMAX model, quarterly data, unemployment. 




general model simplified model 
V -4.493 ( -.1707) -3.201 (• -.1540) 
0i -.2342 ( -2.482) -.2098 (• -2.431) 
« 1 20.97 (4.431) 21.26 (5.868) 
« 2 -3.633 ( -2.956) -4.271 (• -3.840) 
<*3 .2050 (.0672) 
<*4 -3.049 ( -.4394) 
*1 .1639 (1.350) 
02 -.0193 ( -.1783) 
01 .5767 (4.787) .5142 (4.639) 
02 .3441 (2.701) .2617 (2.458) 
03 .1872 (1.613) 
S.E. 56.20 57.51 
f? .8995 .8949 
T 95 95 
•* norm(^l 5.260 6.198
f 
TARCH(1) 2.726 .6298 
TARCH(4) 5.806 3.595 
s 4 8 12 4 8 12 
Tac(s) 4.42 13.21 16.36 5.95 13.08 15.09 
TB-p(s) 8.13
f 9.73 2.81 10.05 13.71 
TL-B(S) 8.89f 10.73 2.95 10.88 15.13 
TBN(oi): (general model) 
-.9790 -1.161 -1.218 -1.295 -.9782 -1.516 -1.352 -1.125 -1.451 -1.186 
-1.369 -.7772 -.8791 .0157 -.9811 -.6771 -.9326 -1.145 -1.128 -1.309 
7 ^ ( 5 ) 5.185 (a3 = a 4 = 6̂  = 02 = 0 3 = O) 
TBN(OI): (simplified model) 
-1.315 -.9458 -1.195 -1.177 -1.041 -1.241 -1.245 -1.209 -1.281 -1.368 
-.5974 -1.234 -1.190 -.9646 -1.169 -1.202 -.9947 -1.831 -.9608 -1.058 
Tforec 1-468 
significant at 5% 
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4.6. The United Kingdom 
The sum of the estimated AR coefficients of specification (2.11) was 
close to unity in this case, which is why we tumed to specification 
(2.12). This model could be validly simplified into the model presented 
in table 4.5A. It is very similar to the one found by Bierens and 
Broersma (1990) for monthly ARMAX models. The interest rate is the only 
Granger causing variable for unemployment. Like in the monthly ARMAX 
model, also this simplified quarterly ARX model suffers from predictive 
failure, as indicated by the Chow test and Tforec- None of the other 
misspecification tests rejects the specification. 
Table 4.5A. Estimation and test results for UK unemployment. (r) 
Atu = 52.6 + .925 AjU^ - .367 AjU.3 + .440 ^ « . 4 - .418 ^ . 5 + 
(2.61) (9.35) (-2.99) (3.77) (-3.75) 
.296 A^.6 - .229 Axu_7 + 3.74 r_3 + e 
(2.59) (-2.26) (2.26) 
S.E. =39.14 /?2 = .8503 T = 91 (1965.2-1987.4) 
Fin(22,58) = 1.60 
Fac(4,76) = .76 Fac(8,72) = 1.37 F ^ 12,68) = 1.65 
xLm(2) = 3.40 
^ c / / ( l , 7 8 ) = 1.21 Fha(17,62) = .86 
F / /(35,44) = .99 FRESET(l,79) = .05 
Fc//«f(16,64) = 1.94t Tforec = 3.39* 
significant at 5% 
This predictive failure might be caused by invalid conditioning. 
It may be cured when we take account of the introduction of retail 
sight deposits in the UK in 1984. Retail sight deposits are high 
interest rate bearing accounts where money can be placed for a short 
period. Correcting the interest rate on debts, that we use, for a 
leaming adjusted version of this sight deposit interest rate might 
repair this misspecification. The learning adjustment boils down to 
multiplying the interest rate with an ogive shaped weighting function 
* _i * * » 
wt = (l + ex]>[a-j3(t-t +1)]) , for t>t and zero for t<t , where t is the 
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date of introduction of the account, which is 1984 Hl. Following 
Hendry and Ericsson (1991), we set a = 5 and £ = 1.2. 
The estimation and test results of the model with this corrected 
interest rate are in table 4.5B. The initial model can be validly 
simplified into a model where this corrected interest rate is the only 
significant explanatory variable for unemployment. Notice that this 
specification cannot be rejected by any of the misspecification tests 
and that it no longer suffers from predictive failure. Thus, the ARX 
model of table 4.5B adequately represents the DGP giving rise to the 
quarterly data on unemployment in the UK. 
Table 4.5B. Estimation and test results for UK unemployment. (r-rra) 
A& = 28.9 + .775 AyU^ - .346 ^ « . 3 + .400 A^u^ - .343 AiU.5 + 
(1.41) (8.98) (-3.07) (4.01) (-3.43) 
.249 Atu_6 - .275 Aiu_7 + 7.78 (r-rra)_3 + e 
(2.41) (-2.98) (5.36) 
S.E. =35.11 /?2 = .8795 T = 91 (1965.2-1987.4) 
Fin(22,58) = 1.18 
^ ( 4 , 7 6 ) = 2.43 Foc(8,72) = 1.86 Foc(12,68) = 1.81 
xLm(2) = 4.80 
FARCHV, 78) = 1.30 Fta<17.62) = . 89 
F / /(35,44) = 1.03 FRESET(1,79) = .12 
fc//Ow(16,64) = .78 r / o r e c = .97 
4.7. France 
Like we found in the case of monthly data, also in this case we had to 
take account of a change in the seasonal pattem of France in the early 
seventies. The ARX specification was estimated and tested with data from 
the first quarter of 1971 onwards. The sum of AR coefficients of the 
initial model (2.11) was disturbingly close to unity. We therefore moved 
to specification (2.12). 
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Table 4.6. Estimation and test results for French unemployment. 
Aju = 49.2 + .371 AiU.! - .370 Axu_2 - .548 Axu.^ - .525 Atu_7 + 
(2.30) (3.17) (-2.96) (-5.65) (-2.12) 
.260 Au_8 + 5.58 r_2 - 2.89 o_3 + e 
(1.94) (3.72) (-3.08) 
S.E. =33.90 /?2 = .9102 T = 68 (1971.1-1987.4) 
Finn(24,65) = 1.51 
FflC(4,55) = .87 Fac(8,51) = .87 F«( 12,47) = 1.18 
xLm(2) = 3.98 
*U*CT(1 ,57) = . 2 9 Ffa,(13,45) = .45 
^S£T(1 ,58) = 1.64 
FCHOH,(16,43) = 1.51 T / o r c c = 2.09 
The hypothesis of restricting a number of parameters to zero, 
which resulted in the model of table 4.6, could not be rejected as 
F tnn(24,65) = 1.51. It appears that none of the misspecification tests 
rejects the model specification at a 5% significance level. Note only 
the relatively high value of the predictive failure test Tf„.c, which 
just exceeds its critical level of 2. As was the case for all other 
countries, there is also a striking similarity between this ARX model 
and the ARMAX model we found using monthly data. The interest rate and 
growth rate of industrial production are significantly Granger causing 
variables for unemployment. 
4.8. The Netherlands 
A change in the way of registering the unemployed in January 1976, 
caused a break in the unemployment series at the first quarter of 1976. 
This break was included as a dummy in the model. Due to a near unit 
root in the unemployment series, we moved to specification (2.12). 
The model of table 4.7 is a valid simplification of the general 
specification (2.12), since Fjnn(23,65) = l. 18, which cannot be rejected. 
However, the heteroskedasticity test based of the squares and cross-
products of the regressors, Fff, indicates significant heteroskedasti-
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city and possibly functional form misspecification. But, due to the 
covariance estimators of White (1980), the results remain valid asympto-
tically. Moreover, FRESET and F^ do not reject the model specification. 
Table 4.7. Estimation and test results for Dutch unemployment. 
Axu = -12.3 + .206 Axu_x + .473 Atu_4 - .243 AiU_9 + 3.32 r_x -
(-2.82) (1.99) (4.58) (-3.23) (4.59) 
.765 o_! + .472 w_t + 53.3 ^0 (76 .1 -87 .4 ) + e 
(-2.53) (1.94) (12.6) 
S. £ .=10.60 /?2 = .8627 T = 99 (1963.2-1987.4) 
Finn(23,65) = 1.18 
^ ( 4 , 8 4 ) = 1.26 Fac(8,80) = 2.12 £^(12,76) = !. 50 
xLm(2) = 1.80 
^ c / / ( l , 8 6 ) = .23 Fha(16,71) = 1.76 
Fff(21,66) = 2.42
f FRESET(l, 97) = 1.93 
FCHcm(^J2) = .95 Tforec = 1.41 
significant at 5% 
Note the striking similarity between this model and the simplified 
monthly ARMAX model of Bierens and Broersma (1990). Also in the case we 
find a final model with the interest rate, growth of industrial produc-
tion and wage inflation significantly Granger cause unemployment. Apart 
from Fff, the model is not rejected by any of the other misspecification 
tests. Thus, this model may serve as an adequate representation of the 
DGP giving rise to quarterly data of unemployment in the Netherlands. 
5. IMPULSE RESPONSE ANALYSIS 
In this final section we will present the results of the impulse 
response analysis, which is conducted to the VAR models of the five 
variables for each country. Impulse response analysis implies writing 
the VAR models as a vector MA process, as was done in (2.14). The 
variables are ordered as: u, r, o, w, p. We only consider the plots of 
the impulse response functions of unemployment to a unit shock in the 
27 
interest rate innovation. 
The impulse response of the VAR models is conducted with the 
Micro TSP computer package, which has Standard subroutines for estima-
ting VAR's and calculating impulse response functions. The ordering of 
the variables in this case remains as above. Figures 5.1. to 5.7. show 
the plots of the impulse response functions to a unit interest rate 
shock, where A; = 32. 
From the impulse response function of the USA, we can observe the 
near unit root behavior of unemployment since the response tails off 
only very slowly. The same thing applies to the impulse response 
function of Canada. US unemployment increases due to a positive unit 
shock in the interest rate reaches. It reaches its peak after two to 
three years. For Canada we find that the logarithm of unemployment 
slowly increases and after about five years starts it to decrease 
again. 
The impulse response of the first difference of Japanese unem-
ployment to a unit shock in the interest rate innovation, leads to a 
rapid increase in unemployment, with a peak after about five quarters. 
After this peak it declines and starts fluctuating around zero. 
The response functions of the first difference of unemployment in 
Germany and the UK to a unit interest rate innovation are very alike. 
For Germany a peak is reached after three quarters and the response 
function remains at that high level for about six quarters after which 
it decreases to its zero equilibrium level. Thus, due to the interest 
rate shock, German unemployment increases to reach a peak after three 
quarters and returns to equilibrium about two years after the shock. In 
the UK the situation is very similar. Unemployment increases to reach a 
more or less steady high level after three quarters an it starts to 
move back to its zero equilibrium about eight to nine quarters after 
the initial interest rate shock. 
French unemployment has a less pronounced response function to an 
interest rate shock. There is an initial increase in unemployment 
reaching a peak after three quarters. A decrease occurs in the sbcth 
quarter after the shock and the response function ends up as a slowly 
dampened oscillation around its equilibrium level of zero. 
Finally, the unemployment response to a unit interest rate 
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innovation in the Netherlands resembles the situation in Germany and 
the UK. The response function increases to reach a more or less steady 
high level after three quaxters. In the ninth quarter after the shock 
the response function decreases and ends up oscillating around zero. 
Concluding, we can state that a positive unit shock in the 
interest rate has an initial positive response on unemployment. In the 
case of the USA and Canada, where we did not use the first difference 
of unemployment, the response function slowly increased and slowly 
decreased. The peak was after two years for the USA and about five 
years for Canada, based on the response functions of the VAR's. This 
slow behavior indicates the near unit root behavior of unemployment. 
For the other countries, we used the first difference of the 
unemployment to accommodate this near unit root behavior. It that case 
a unit shock in the interest rate had a more immediate response on 
unemployment. A peak was reached after about one year and the response 
function remained at this fairly high level for about another year, for 
the response function based on the VAR's. Thus, two years after the 
shock the response function decreased and started to oscillate around 
the equilibrium level of zero. 
This impulse response analysis corroborates the positive Granger 
causal relation between unemployment and the interest rate that was 
found for all seven countries under consideration. 
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Figupe 5,1. Response of US une*ploynent to a unit shock in the interest 
rate. 
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Figupe 5.2. Response of the log of Canadian unewloynent to a unit 
shock in the interest pate. 
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Figupe 5.3. Response of the fipst diffepence of the Japanese 
uneMployMent to a unit shock in the intepest pate. 
M I M I I I I I I I I I I I I I I I I I I 
Figupe 5.4. Response of the first diffepence of the Gepxan 
uneMployMent to a unit shock in the intepest pate. 
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Figupe 5.5. Response of the fipst difference of the UK unenpIoynent 
to a unit shock in the interest pate. 
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Figupe 5.6. Response of the fipst difference of Fpench uennp!oynent 
to a unit shock in the interest pate. 
i i i i i i i i i i i i i i i i i i i 
Figupe 5.7. Response of the fipst difference of Dutch unenploynent 
to a unit shock in the interest pate. 
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6. THEORETiCAL IMPUCATIONS 
All empirical results imply that monetary variables, like the interest 
rate, do have real effects, as the interest rate influences unemploy-
ment. This study provides evidence against new classical assertions 
that anticipated monetary shocks do not have a real influence, unless 
all interest rate changes were unanticipated. Even in the short run, 
monetary policy can have real effects. Interest rate policies aimed at 
controlling money supply might have dire consequences for employment. 
In addition, this study challenges the neoclassical theory of the 
firm. Instead of the marginal costs, i.e., the wage costs, the fixed 
costs, via the interest costs, determine the employment decisions of 
firms. According to the neoclassical theory of the firm the fixed costs 
do not have any influence on employment; only marginal costs have. Our 
empirical ARX models indicate that wages have no significant impact on 
unemployment, except for the Netherlands, but interest rates have. 
There are a number of economie theories which can provide an 
explanation of this phenomenon. First, Ashenfelter and Card (1982), in 
an inductive investigation for the USA, also find a Granger causal 
relation between unemployment and the interest rate. They explain this 
phenomenon by extending the labor supply model of Lucas and 
Rapping (1970). They ultimately derive that unemployment is determined 
by the difference of the actual and the long run expected real wage 
rate, where the latter is a combination of lagged expected real wage 
rates and lagged interest rates. In that way the interest rate appears 
as Granger causing variable for unemployment. 
Second, Farmer (1985) developed a model based on the implicit 
contract theory augmented with the concept of asymmetrie information 
and limited liability. In this theory the real interest rate plays an 
important role in causing layoffs. Farmer (1989) provided statistical 
evidence in favor of this theory, where he confirmed the relation 
between unemployment and both the real and the nominal interest rate. 
His theory of asymmetrie information and limited collateral boils down 
to the fact that a firm makes employment contracts with workers and 
debt contracts with creditors. Payments to the production factors can 
be no greater than the total amount produced and the firm's collateral. 
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A neoclassical firm will in first instance hire more workers in 
response to an interest rate increase. Hence there are more workers 
associated with one machine, so the marginal unit of employment is less 
productive in any state of nature. This leads to less favorable 
employment contracts. In addition, the equilibrium wage rate will fall, 
but the total factor costs will rise, as the fall in the wage rate is 
offset by the increase in the number of workers and an increase in the 
interest costs. The firm is forced to pay a higher expected return to 
the factors of production, but has limited collateral. If the limited 
liability constraint is violated, the factors of production will want a 
bonus in good stats of nature to accommodate the possibility of a loss 
in bad states. However, this bonus interferes with the firms employment 
decision by raising the marginal costs of an additional unit of labor 
above the disutility of employment. The profit maximizing firm makes 
its employment decision by equating the marginal costs of employment to 
the marginal revenue. Since the marginal costs schedule is steeper in 
case of an inefficiënt contract, the firm will hire less labor than 
would have been the case in an optima! situation. 
Finally, Bierens (1987) explains the Granger causal relation 
between unemployment and the interest rate by the managerial theory of 
Baumol (1959) augmented with a flexible labor effort rate. Baumol 
asserts that firms, especially large and medium sized firms, are led by 
managers and are therefore revenue maximizers rather than profit 
maximizers. Profits only play a role as a constraint: a minimum profit 
level is requires to safeguard the firms' viability and continuity. The 
concept of a flexible labor effort rate is in fact very simple: if 
workers work harder they can produce more. This labor effort rate 
varies between zero an some upper bound. 
A higher interest rate implies more interest payments and hence 
more fixed costs. If this increase is such that profit falls below its 
minimum required level, the firm has to reorganize. Since by nature 
fixed costs are difficult to cut down, the firm will seek cost reduc-
tion in laying off workers, in particular those workers that can easily 
be replaced, and increase the labor effort rate of the remaining 
workers towards its upper bound. In case the labor effort rate is 
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already at its maximum level not only employment, but also production 
decreases up to a point where where the minimum profit constraint is 
retained. If this is not possible the firm has to shut down. 
On the other hand, an increase of the interest rate will likely 
reduce the demand for expensive durables that have to be financed by 
loans and via the fixed costs of households, like mortgage payments, 
also demand for nondurables. Thus the drop in profits due to an 
interest rate increase is aggravated by a drop in demand. An increase 
in the wage rate has a similar effect on the firm as an interest rate 
increase, but it has an opposite effect on demand, especially if the 
wage increase is the result of collective wage bargaining. The increase 
of demand caused by a wage increase may therefore offset the negative 
effect on the profits of the firm. 
The latter theory seems realistic when the economie history of 
the last two decades is considered. It is also in agreement with our 
empirical results. Apart from the Netherlands the wage rate does not 
have a significant influence on unemployment. However, the interest 
rate, in combination with the growth of industrial production, signifi-
cantly Granger causes unemployment in all countries under review. 
7. CONCLUDING REMARKS 
In his paper we discussed an ARX modeling approach, which was applied 
to quarterly data of a number of important industrial countries. The 
Granger causal relation between unemployment and the interest rate, 
which was also found by Bierens (1987) and Bierens and Broersma (1990), 
is confirmed with these ARX models. Corroborating evidence of a 
positive relation between unemployment and the interest rate was 
provided by an impulse response analysis based on the vector MA 
representation of the VAR models of the five variables under review. 
We also presented some economie theories, in both neoclassical 
and Keynesian tradition, which can explain our empirical findings. 
Especially the revenue maximization theory of Baumol (1959) augmented 
by a flexible labor effort rate appears very realistic. This implies 
that fixed costs play an important part in determining the employment 
decisions of firms. Cf. Bierens (1987) and Bierens and Broersma (1990). 
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APPENDIX 1. UNIT ROOT TEST AND DATA SOURCES 
The empirical distribution of the unit root test statistic of Phillips 
and Perron (1988) 
Empirical distribution of Za under H0 (cf. Fuller (1976), pp. 371). 
Probability of a smaller value 
T 0.01 0.025 i 0.05 0.10 0.90 0.95 0.975 0.99 
25 -17.2 -14.6 -12.5 -10.2 -0.76 0.01 0.65 1.40 
50 -18.9 -15.7 -13.3 -10.7 -0.81 -0.07 0.53 1.22 
100 -19.8 -16.3 -13.7 -11.0 -0.83 -0.10 0.47 1.14 
250 -20.3 -16.6 -14.0 -11.2 -0.84 -0.12 0.43 1.09 
500 -20.5 -16.8 -14.0 -11.2 -0.84 -0.13 0.42 1.06 
00 -20.7 -16.9 -14.1 -11.3 -0.85 -0.13 0.41 1.04 
The quarterly data 
The variables we use are taken from the OECD, Main Economie Indicators, 
Historica! Data. They are presented below in untransformed form, with 
the corresponding name by which they appear on the OECD diskette. 
1. Unemployment («) 
U.S.A.: Total unemployment: 
Canada: Total unemployment: 
Japan: Unemployment: 
Germany: Registered unemployment: 
U.K.: Registered unemployment: 
France: Unemployment: 
Netherlands: Registered unemployment: 
2. Interest rate (r) 
U.S.A.: Official discount rate: 
Canada: Official discount rate: 
Japan: Official discount rate: 
USA.UNEM.TOT TH PERSONS 
CAN.UNEM.TOT TH PERSONS 
JPN.UNEM TH PERSONS 
DEU.UNEM.REG TH PERSONS 
GBR.UNEM.REG TH PERSONS 
FRA.UNEM TH PERSONS 
NLD.UNEM.REG TH PERSONS 
USA.OFF.DISC.RATE PERCNT PA 
CAN.OFF.DISC.RATE PERCNT PA 






Official discount rate: 
Call money rate: 
Call money rate: 
Official discount rate: 
DEU.OFF.DISC.RATE PERCNT PA 
GBR.CALL.MON.RAT PERCNT PA 
FRA.CALL.MON.RAT PERCNT PA 
NLD.OFF.DISC.RATE PERCNT PA 
Comment: The units are in percentages per annum for all countries. For 
the U.K. the official discount rate is not reported by the OECD. France 
kept its official discount rate constant at 9.5% since August 1977. 







Index of industrial production, total: 
Index of industrial production, manuf. 
Index of industrial production, total: 
Index of industrial production, total: 
Index of industrial production, total: 
Index of industrial production, total: 















Hourly earnings in manufacturing: 
Hourly earnings in manufacturing: 
Unit labour costs: 
Unit labour costs: 
Unit labour costs in manufac: 
Labor costs in engineering: 
















Producers price index, fin.goods: 
Producers price index, manuf. gds: 
Consumers price index, total goods: 
Producers price index, total goods: 
Producers price index, total outp: 
Consumers price index, total goods: 
Consumers price index, total goods: 








APPENDIX 2. PREDICTIVE FAILURE 
In this appendix we show detailed plots of the actual and forecast 
values over the 16 observations 1984.1-1987.4, adding bands of plus-or-
minus twice the forecast Standard error to each forecast for individual 
approximate 95 % confidence intervals. We also present plots of the 
sequence of break-point Chow statistics, for the consecutive countries, 
calculated by means of recursive estimation, for the last part of the 
sample. These Chow statistics are determined recursively and indicate 
at which time a structural break has occurred. 
We also plotted the recursive estimates of the coefficients of the 
models, as well as the one-step recursive residuals and the CÜSUM and 
CUSUMQ tests, but for reasons of convenience they are not represented 
here, because this would imply about ten figures for each country. None 
of these plots give any evidence of parameter nonconstancy. We consider 
the plots of the recursive break-point Chow statistics as enough 
information about parameter constancy and predictive failure, in 
combination with the two predictive failure tests. 
The USA 










1984 1985 1986 1987 1988 
Figure A2.1. One step ahead forecasts of u for the USA, 







1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 
Figure A2.2. Sequence of break point Chow statistics for the USA. 
Dotted line is 5% critica! value. 
Note that the first quarter of 1975 not only caused excess kurtosis, 
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Figure A2.3. One step ahead forecasts of lnu for Canada, 









1972 1974 1976 1978 1980 1982 1984 1986 1988 
Figure A2.4. Sequence of break point Chow statistics for Canada. 
Dotted line is 5% critica! value. 
There is no structural break in the model of the log of unemployment in 
Canada, as can clearly be seen from figure A2.4. Moreover, the fore-
casts remain well within their 2 a bounds. Thus, the model for Canada 
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One step ahead forecasts of ZijU for Japan, 









1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 
Figure A2.6. Sequence of break point Chow statistics for Japan. 
Dotted line is 5% critica! value. 
Also the model of Japan does not seem to suffer from parameter noncon-
stancy, as can be observed from figures A2.5 and A2.6. All forecasts 
are well within their bounds and there is no significant structural 
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1984 1985 1986 1987 1988 
Figure A2.7. One step ahead forecasts of Atv for Germany, 
with ±2 forecast Standard errors. 
I 1 I 1 , 1 , 1 , 1 , 1 , 1 , 1 
1972 1974 1976 1978 1980 1982 1984 1986 1988 
Figure A2.8. Sequence of break point Chow statistics for Germany. 
Dotted line is 5% critical value. 
These two figures for Germany are based on the simplified ARX model. 
However, it appeared that this model might be misspecified. Cf. section 
4.5. Recursive estimation of the quarterly ARMAX model of German 
unemployment is computational burdensome and therefore not conducted. 
Apart for first order RESET, the ARX model for Germany does not suffer 
from parameter nonconstancy, as indicated by the above two figures. 
The UK 
The ARX model of UK unemployment suffered from predictive failure, 
which could be repaired by correcting the interest rate we applied for 
the learning adjusted interest rate on retail sight deposits. To 
highlight this predictive failure, we also show the plot of the 
residuals of the forecast model. In case of predictive failure these 
residuals should move away from zero, just like in the plot with 
forecasts and realizations, the forecasts should move away from the 
realizations. These phenomena can be observed from the consecutive 
plots for the UK model. If the plots of the model with the corrected 








1984 1985 1986 1987 1988 
Figure A2.9. One step ahead forecasts of Axu for the UK, 
with ±2 forecast Standard errors; 
untransformed interest rate. 
SCflLED RESIDUALS 
1966 1968 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 
Figure A2.10. Residuals of the UK forecast model, including 
the forecast errors; untransformed interest rate. 
From these two figures is is clear to see that the model suffered from 
predictive failure from the third quarter of 1986. The model overesti-
mates the first difference in UK unemployment. 
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FORECAST: 
1984 1985 1986 1987 1988 
Figure A2.ll. One step ahead forecasts of A^ for the UK, 
with ±2 forecast Standard errors; corrected 
interest rate used. 
SCALED RESIDUALS 
1966 1968 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 
Figure A2.12. Residuals of the UK forecast model, induding 
the forecast errors; corrected interest rate used. 
From these figures we can observe that the predictive failure has been 
cured by correcting the interest rate we initially used with the 
learning adjusted interest rate on retail sight deposits. The forecasts 
remain within their 2<r bounds and the forecast errors move about zero. 
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Figure A2.13. Sequence of break point Chow statistics for the UK. 
Corrected interest rate used. 
Also this final pictures indicates that this ARX model for the UK 
constant parameters over time, as no serious structural break can 
observed in the plot off the recursively determined Chow statistics. 
France 
1984 1985 1986 1987 1988 
Figure A2.14. One step ahead forecasts of Axu for France, 








1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 
Figure A2.15. Sequence of break point Chow statistics for France. 
Dotted line is 5% critical value. 
None of these plots supports evidence of misspecification of the ARX 
model of French unemployment, due to parameter nonconstancy or predic-
tive failure. 
The Netherlands 
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1984 1985 1986 1987 1988 
rigure A2.16. One step ahead forecasts of Axu for the 









1972 1974 1976 1978 1980 1982 1984 1986 1988 
Figure A2.17. Sequence of break point Chow statistics for the 
Netherlands. Dotted line is 5% critical value. 
The structural break in 1976 caused by a change in registration of the 
number of unemployed in the Netherlands is clearly observable from the 
recursively determined break point Chow statistics. Inclusion of a 
dummy variable in the model to represent this break yields a model 
without predictive failure or parameter nonconstancy. Cf. figure A2.16. 
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