Let gcd(k, j) be the greatest common divisor of the integers k and j. For any arithmetical function f , we establish several asymptotic formulas for weighted averages of gcd-sum functions with weight concerning logarithms, that is k≤x
Introduction and main results
Let gcd(k, l) be the greatest common divisor of the integers k and l, and let µ be the Möbius function. It is known that the Ramanujan sum is defined by
We recall that the Dirichlet convolution f * g of the arithmetical functions f and g is defined by (f * g)(n) = d|n f (d)g (n/d) for any positive integer n. Let Λ be the von Mangoldt function defined by Λ = µ * log . The weighted average of the Ramanujan sum with weight concerning logarithms was first established by Tóth [11] . For any positive integer k, he derived the following interesting identity
There is in the literature a large number of generalizations of c k (j). The following sum is one of the most common generalization of the Ramanujan sum, and due to Anderson-Apostol, see [1] ,
for any positive integers k and j and any arithmetical functions f and g.
We define the arithmetic functions 1(n) and id(n) by 1(n) = 1 and id(n) = n respectively, for any positive integer n. The arithmetical function id a is given by id a (n) = n a for any real number a. In case of a = 1, we write id 1 = id. The weighted average of s k (j) with weight concerning logarithms was first studied by the first author, Minamide and Ueda [7] . They showed that
where
That is a generalization of (1). Define
for any positive real number x > 1. The first purpose of this paper is to study K(x; f, g) and prove that: Theorem 1. Let f and g be any arithmetical functions. There is a certain positive constant Θ such that
for any positive real number x > 1.
The arithmetical functions τ (n) and σ(n) denote the number and sum of the positive divisors of n, respectively. Let σ a be the generalized divisor function, for any real number a, defined by 1 * id a . As a special case of Theorem 1, we take g = f where f is a completely multiplicative. Then, we deduce immediately that: Corollary 1. Let f be a completely multiplicative function, and let l be a modified divisor function defined by l := 1 * log. Under the hypotheses of Theorem 1, we have
Now, we let f = 1 in the above. Then, we have:
For any positive real number x > 1, we have
where ζ be the Riemann zeta-function and γ is the Euler constant.
Let φ be the Euler totient function defined by φ = id * µ, and let φ a be the Jordan totient function defined by φ a = µ * id a , for any real number a. In 1885, Cesáro [2] proved the well-known identity
for any positive integer k and any arithmetical function f . From this latter, one can easily obtain the formula
for any positive number x > 1. Define
The second purpose of this paper is to give an identity of L(x; f ). We prove that:
Theorem 2. Let f be an arithmetical function. There is a certain positive constant Θ such that
Remark 1.
Suppose that the first term on the right-hand side of (7) is the main term. Using (6) and the partial summation, we have the relation
Then the order of magnitude for the function L(x; f ) may be regarded as
Replacing f into (7) by f * 1 and then by f * τ , we obtain the following asymptotic formulas, namely Corollary 3. We have
and
where l = 1 * log.
The proof of the theorems above are not difficult, but the feature of them is that they provide many interesting and useful formulas, which are given in Section 2. In Section 3, we establish some formulas of Dirichlet series having coefficients with partial sums for weighted averages of s k (j).
Applications of Theorems 1 and 2
Taking f = id and g = µ in (3), one can obtain
In this section, we show that Theorem 3. Under the hypotheses of Theorem 1, we have
We recall that
with the error term ∆(x) = O x θ+ε for any small number ε > 0, and 1/4 ≤ θ ≤ 131/416. The upper bound has been given by Huxley [3] . It is known that the inequality
holds for any positive number X. We shall provide applications of Theorem 2, for various multiplicative functions such as f = id, φ, id 1+a and φ 1+a . Other functions as ψ, ψ 1+a , φ 2 and ψ 2 , where ψ and ψ 1+a denote the Dedekind function and its generalization respectively, can be considered too. We prove that: Theorem 4. Let the notation be as above. For any sufficiently large positive number x > 1, we have
For −1 < a < 0, we recall that
Here the error term ∆ a (x) is given by
for 1 ≪ N ≪ x, see [8, Eq. (64) ]. From this latter, we can see that
for any positive number X.
Theorem 5. Let the notation be as above. For any sufficiently large positive number x > 1 and −1 < a < 0, we have
Remark 2. From Theorems 4 and 5, we deduce that
and lim
and that
Dirichlet series
Given two functions F (s) and G(s) represented by Dirichlet series as follows:
which converge absolutely in the half-plane ℜ(s) > σ 1 and ℜ(s) > σ 2 respectively. The Dirichlet series of the first derivative of F (s) and G(s), with respect to s, are given by
We shall consider the relationship between Dirichlet series having the coefficients with partial sums for weighted averages of s k (j) and two Dirichlet series F (s) and G(s). Define
for any positive integer k. Then, the Dirichlet series having the coefficients
which converges absolutely in the region ℜ(s) > α. From (2), we easily deduce that:
Theorem 6. Let the notation be as above. Then we have
and converges absolutely in the half-plane ℜ(s) > σ 2 + 1.
Here is an application of (18).
Corollary 4. Let the notation be as above. There is a certain positive constant Θ such that
where ℜ(s) > max{σ 1 , σ 2 + 1}, and that
in the region ℜ(s) > max{σ 1 , 2}.
As a consequence of the above,we immediately get the following formulas:
where ℜ(s) > 2.
Auxiliary results
In order to prove Theorems 4 and 5, we prepare the next lemmas.
Lemma 1. Let γ denote the Euler constant. For any sufficiently large positive number x > 1, we have
where the functions M (x) and P (x) are given by
Proof. Notice that
We use the partial summation and (27) to get
Using (11) and integrating by part, we derive the estimation
From (29) and (30), we complete the proof of (23).
We use the identity φ * φ id = µ * φ id * 1, and (2.11) in [5] to deduce
Using the partial summation and (31), we find that
Again, we use (11) to get
From (33) and (34), we complete the proof of (24).
Lemma 2. For any sufficiently large positive number x > 1 and −1 < a < 0, we have
where the functions M a (x) and P a (x) are given by
Proof. Using the fact that
and the partial summation, we get
Using (15), we obtain that
From (41) and (42), we complete the proof of (35).
By the fact that φ1+a * φ id = φ1+a * µ id * 1 and the following identity, see [8, Eq. (60) 
We use (15) to deduce the estimate
From (45) and (46), we complete the proof of (36).
5 Proof of Theorems 4 and 5
Proof of Theorem 4
We take f = id into (7) to get
say. It follows that
Since the identities
for any positive integer n and the estimate
Then, we have
Substituting (48), (49), (51), (23) and (25) into (47), we obtain
which completes the proof of (12).
Next, we take f = φ into (7) to get
say. Using the formula (2.2) in [5] ;
we have
For I 2,2 , we notice that
As for I 2,4 , one can write
It follows that
Substituting (53)- (55), (24) and (26) into (52), we conclude that
Therefore, the desired result is proved.
Proof of Theorem 5
We take f = id 1+a into (7) to get
say. From the formula (53) in [8] n≤x
with −1 < a < 0, we have
Since the identity
id * id a and the estimates
On substituting (58)-(60), (35) and (37) into (56), we obtain
which completes the proof of (16).
say. From (57), we have
Using (62) and the formula
we can check
Putting everything together and (36), we conclude that
Therefore, the formula (17) is proved.
Since d|n µ(d) log n = 0 for any positive integer n. Then, we have
By [10, Chapter I and VI (Sections 8 and 9)], we write Putting everything together we obtain the formula (10). 
Proof of Corollary 4
We recall that 
