Abstract. The spectrum of the Laplacian, signless Laplacian and adjacency matrices of the family of the weighted graphs R {H}, obtained from a connected weighted graph R on r vertices and r copies of a modified Bethe tree H by identifying the root of the i-th copy of H with the i-th vertex of R, is determined.
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Copies of a Rooted Weighted Graph Attached to an Arbitrary Weighted Graph 707 if the second smallest eigenvalue of L (G) is positive. This eigenvalue is called the algebraic connectivity of G. The signless Laplacian matrix has recently attracted the attention of several researchers and some papers on this matrix are [2, 4, 5, 6, 7] . In this paper, M (G) is one of the matrices L (G), Q (G) or A (G). If w (e) = 1 for all e ∈ E(G) then G is an unweighted graph.
Let R be a connected weighted graph on r vertices. Let v 1 , v 2 , . . . , v r be the vertices of R. As usual, v i ∼ v j means that v i and v j are adjacent. Let ε i,j = ε j,i be the weight of the edge v i v j if v i ∼ v j , and let ε i,j = ε j,i = 0 otherwise. Moreover, for i = 1, 2, . . . , r, let ε i = vj ∼vi ε i,j . Let R {H} be the graph obtained from R and r copies of a rooted weighted graph H by identifying the root of i−copy of H with v i . We recall that for a rooted graph the level of a vertex is one more than its distance from the root vertex. Let B be a weighted generalized Bethe tree of k > 1 levels, that is, B is a rooted tree in which vertices at the same level have the same degree and edges connecting vertices at consecutive levels have the same weight. Consider a nonempty subset ∆ ⊆ {1, 2, . . . , k − 1} and a family of graphs F = {G j : j ∈ ∆}. For j ∈ ∆, we assume that the edges of G j have weight u j . Let B (F) be the graph obtained from B and the graphs in F identifying each set of children of B at level k − j + 1 with the vertices of G j . In this paper, we derive a general result on the spectrum of M (R {H}). Using this result, we characterize the eigenvalues of the Laplacian matrix, including their multiplicities, of the graph R {B (F)}; and also of the signless Laplacian and adjacency matrices whenever the subgraphs in F are regular. They are the eigenvalues of symmetric tridiagonal matrices of order j, 1 ≤ j ≤ k. In particular, the Randić eigenvalues are characterized.
Denote by σ (C) the multiset of eigenvalues of a square matrix C.
2.
A result on the spectrum of M (R {H}). Let E be the matrix of order n × n with 1 in the (n, n) −entry and zeros elsewhere. For i = 1, 2, . . . , r, let d (v i ) be the degree of v i as a vertex of R and let n be the order of H. Then R {H} has rn vertices. We label the vertices of R {H} as follows: for i = 1, 2, . . . , r, using the labels (i − 1) n + 1, (i − 1) n + 2, . . . , in, we label the vertices of the i − th copy of H from the bottom to the vertex v i and, at each level, from the left to the right. With this labeling, M (R {H}) is equal to In this paper, the identity matrix of appropriate order is denoted by I and I m denotes the identity matrix of order m. Furthermore, |A| denotes the determinant of the matrix A and A T is the transpose of A.
We recall that the Kronecker product [12] of two matrices A = (a i,j ) and B = (b i,j ) of sizes m × m and n × n, respectively, is defined as the (mn) × (mn) matrix A ⊗ B = (a i,j B) . Then, in particular, I n ⊗ I m = I nm . Some basic properties of the Kronecker product are (A ⊗ B) T = A T ⊗ B T and (A ⊗ B) (C ⊗ D) = AC ⊗ BD for matrices of appropriate sizes. Moreover, if A and B are invertible matrices then (A ⊗ B)
be an orthogonal matrix whose columns v 1 , v 2 , . . . , v r are eigenvectors corresponding to the eigenvalues ρ 1 (R) , ρ 2 (R) , . . . , ρ r (R) , respectively. Then
We have 
n are similar matrices, we conclude (2.4).
3. Application to a modified generalized Bethe tree with subgraphs at some levels. Let B be a weighted generalized Bethe tree of k levels (k > 1). For 1 ≤ j ≤ k, n j and d j are the number and the degree of the vertices of B at the level k − j + 1, respectively. Thus, d k is the degree of the root vertex (assumed greater than 1), n k = 1, d 1 = 1 and n 1 is the number of pendant vertices. For 1 ≤ j ≤ k − 1, let w j be the weight of the edges connecting the vertices of B at the level k − j + 1 with the vertices at the level k − j. We consider
We observe that δ j is the sum of the weights of the edges of B incident with a vertex at the level k − j + 1 and if
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We observe that (3.1) holds when
Assuming (3.1), in [11] , we characterize the eigenvalues of the matrix
in which, for j = 1, 2, . . . , k − 1,
with s and a as in (2.2) 
and (2.3) .
The results in [11] generalize several previous contributions (see [3, 8, 10] ). Definition 3.1. For j = 1, . . . , k, let X j be the j × j leading principal submatrix of the k × k symmetric tridiagonal matrix
Finally, let
We are ready to state the main result published in [11] . where σ (X j ) nj −nj+1 and σ (X j,i ) nj+1 mean that each eigenvalue in σ (X j ) and in σ (X j,i ) must be considered with multiplicity n j − n j+1 and n j+1 , respectively. Furthermore, the multiplicities of equal eigenvalues obtained in different matrices (if any), must be added.
An equivalent version of Theorem 3.3 is:
where, for j = 1, 2, . . . , k and i = 1, 2, . . . , m j − 1, D j (λ) and D j,i (λ) are the characteristic polynomials of the matrices X j and X j,i , respectively.
Let A be the submatrix obtained from a square matrix A by deleting its last row and its last column.
Moreover, from the proofs of Lemma 2.2, Theorem 2.5 and Lemma 2.7 in [11] , we obtain:
We are ready to apply Theorem 2.1 to H = B (F).
where σ (X j ) r(nj −nj+1) and σ (X j,i ) rnj+1 mean that each eigenvalue in σ (X j ) and in σ (X j,i ) must be considered with multiplicity r (n j − n j+1 ) and rn j+1 , respectively. Furthermore, the multiplicities of equal eigenvalues obtained in different matrices (if any), must be added. 
By linearity on the last column, we have
Using Theorem 3.4 and Lemma 3.
Now, by linearity on the last column, we have
4. On the Laplacian, signless Laplacian and adjacency eigenvalues of R {B (F)}. For each j, let
and let
be the Laplacian eigenvalues of G j and R, respectively. Applying Theorem 3.7 to the determination of the Laplacian spectrum of G, we obtain: where, for j = 1, . . . , k − 1, U j is the j × j leading principal submatrix of the k × k matrix U k = X k except for the diagonal entries which in U k are
and, for i = 1, 2, . . . , m j − 1, U j,i = X j,i except for the diagonal entries which in U j,i are
and, for s = 1, 2, . . . , r, W (s) = Y (s) except for the diagonal entries which in W (s) are
The multiplicities of the eigenvalues of L (G) are considered as in Theorem 3.7.
Proof. It must be noted that, since M (G) = L (G), we have a = 1,
Therefore, L (G j ) e mj = 0 = 0e mj and the Laplacian spectrum of G is given by Theorem 3.7, replacing the matrices X j , X j,i , and Y (s) by the matrices U j , U j,i and W (s), respectively.
As above, let G = R {B (F)} . We apply now Theorem 3.7 to find the eigenvalues of Q (G) and A (G) whenever each G j is a regular graph of degree r j . For convenience, the signless Laplacian eigenvalues and adjacency eigenvalues are denoted in increasing order. Let
be the eigenvalues of the signless Laplacian matrix and adjacency matrix of any graph G, respectively. If G is a regular graph of degree t and order m in which the edges have a weight equal to u then Q (G) e m = 2tue m and A (G) e m = tue m . In this case, we may write λ m (G) = tu and q m (G) = 2tu. Theorem 4.2. If for each j ∈ ∆ the graph G j is a regular graph of degree r j and r j = 0 whenever j / ∈ ∆, then the signless Laplacian spectrum of G = R {B (F)} is where, for j = 1, 2, 3, . . . , k − 1, V j is the j × j leading principal submatrix of V k = X k except for the diagonal entries which in V k are
and, for i = 1, 2, . . . , m j − 1, V j,i = X j,i except for the diagonal entries which in V j,i are
and, for s = 1, 2, . . . , r, U (s) = Y (s) except for the diagonal entries which in U (s) are
The multiplicities of the eigenvalues of Q (G) must be considered as in Theorem 3.7.
Proof. For M (G) = Q (G), we have a = 1,
Q (G j ) e mj = 2r j u j e mj if j ∈ ∆ and r j = 0 for j / ∈ ∆. From Theorem 3.7, we obtain that the set of eigenvalues of Q (G) is given replacing the matrices X j , X j,i , and Y s by the matrices V j , V j,i and U (s), respectively. Theorem 4.3. If for each j ∈ ∆ the graph G j is a regular graph of degree r j and r j = 0 whenever j / ∈ ∆, then the adjacency spectrum of G = R {B (F)} is
where, for j = 1, 2, 3, . . . , k − 1, T j is the j × j leading principal submatrix of T k = X k except for the diagonal entries which in T k are
and, for i = 1, 2, . . . , m j − 1, T j,i = X j,i except for the diagonal entries which in T j,i are
and, for s = 1, 2, . . . , r, R (s) = Y (s) except for the diagonal entries which in R (s) are
The multiplicities of the eigenvalues of Q (G) must be considered as in Theorem 3.7. Proof. For M (G) = A (G), we have a = 0,
and A (G j ) e mj = r j e mj if j ∈ ∆ and r j = 0 for j / ∈ ∆. Then, from Theorem 3.7, we conclude that the set of eigenvalues of A (G) is obtained replacing the matrices X j , X j,i , and Y (s) by the matrices T j , T j,i and R(s), respectively. 
