This paper deals with solving MI-FAP problem. Because of the NP-hardness of the problem, it is difficult to cope with real FAP instances with exact or even with heuristic methods. This paper aims at solving MI-FAP using a decomposition approach and mainly proposes a generic Top-Down approach. The key idea behind the generic aspect of our approach is to link the decomposition and the resolution steps. More precisely, two generic algorithms called Top-Down and Iterative Top-Down algorithms are proposed. To validate this approach two decomposition techniques and one efficient Adaptive Genetic Algorithm (AGA-MI-FAP) are proposed. The first results demonstrate good trade-off between the quality of solutions and the execution time.
INTRODUCTION AND RELATED WORKS
The increasing development of new wireless services has led to foster studies on Frequency Assignment Problem (FAP). FAP was proved to be NPhard (Hale, 1980) and more details on FAP can be found in (Aardal et al., 2003) . The present work deals with the Minimum Interference Frequency Assignment Problem (MI-FAP) that aims to allocate a reduced number of frequencies to transmitters/receivers while minimizing the overall set of interferences in the network. Because of the NP-hardness of the problem it is very difficult to cope with real instances with both exact or heuristic algorithms. Although several exact approaches have been proposed (enumerative search, B&B, ...), they are not efficient when dealing with realistic instances. In order to address large instances of FAP, numerous heuristics and metaheuristics have been proposed. One can cite (Maniezzo and Carbonaro, 2000) who applied an Ant Colony Optimization metaheuristic to MI-FAP. (Kolen, 2007) proposed a Genetic Algorithm but it is very time consuming. (Voudouris and Tsang, 1995) examined the application of the Guided Local Search to FAP. However, all those metaheuristics have not confirmed their performances on large instances.
In the last decade, some works have investigated decomposition techniques in order to address large instances of FAP proposing to exploit structural properties of the problem. (Koster et al., 1998) and (Allouche et al., 2010) used Tree Decomposition to decompose the problem and used exact algorithms for its resolution. This approach improved several lower bounds for hard instances of CALMA (CALMAwebsite, 1995) . (Colombo and Allen, 2007) proposed a generic algorithm for decomposing the problem into a collection of sub-problems connected by a cut and solving them in a recursive way by metaheuristics. More recently, (Fontaine et al., 2013 ) developed a local search algorithm guided by a tree decomposition. This paper presents the first investigations towards a generic method based on decomposition combined with metaheuristics for solving large optimization problems. The MI-FAP problem is used as a particularly representative and interesting target application. The objective here is twofold, to solve the problem near optimally and in the shortest possible time. The generic method leads to an original Top-Down approach solving first the sub-problem associated with the cut and the sub-problems associated with the clusters afterwards. Two versions of the method are proposed. The first one called Top-Down is a backtrackfree algorithm and the second one is an improved version called Iterative-Top-Down. To validate our propositions two decomposition algorithms are defined, based both on the well known Min-Cut decomposition algorithm of (Stoer and Wagner, 1997) . One is called Balanced Min-Cut Weigthed Decomposition and the other Balanced Min-Cut Cardinality Decomposition. A robust and fast Genetic Algorithm for MI-FAP has also been developed in order to solve the sub-problems. For the refinement of the global solution, the 1-opt local search was used. One can notice that this generic method can be used with any other decomposition, any other resolution algorithm. The quality of solutions and the runtime of the different approaches, with and without decomposition, are compared on benchmarks given in CALMA project. The results indicate that our best strategy can significantly improve the computation time without any significant loss of quality of the solution.
The rest of this paper is organized as follows. Section 2 gives a formal presentation of FAP. Section 3 presents a generic Top-Down approach for the resolution of FAP involving a decomposition step. Two variants of Balanced Min-Cut Decompositions are presented in Section 4. Section 5 presents AGA MI-FAP and 1-opt local search method. Section 6 presents the first results of this approach while Section 7 concludes the paper.
FORMULATIONS OF FAP

Partial Constraint Satisfaction
Problems (PCSP) Definition 1. Constraint Satisfaction Problem. A Constraint Satisfaction Problem (CSP) is defined as a triple P =< X, D,C > where 
SOLVING MI-FAP WITH DECOMPOSITION
Motivation
In this paper, an original "Top-Down" approach is investigated for FAP, where, the decomposition and solving steps are closely related. Two generic algorithms are presented. The first one called Top-Down is a backtrack-free and fast algorithm. The second algorithm is an iterative version of the first one.
Top-Down Algorithm
Given a MI-FAP problem represented as a weighted graph, the Top-Down algorithm (Algorithm 1) decomposes first (in Line 1) the problem into a collection of k sub-problems (clusters). Each edge (i,j) between a pair of clusters C k and C l is a constraint between two antennas i and j of the MI-FAP problem. The variables associated with i and j are called boundary variables. The set of all the boundary variables constitutes the resulting cut. Then (in Line 2), it solves the cut sub-problem and gives rise to one partial solution "Sol cut" and its cost "Cost cut". In Lines [3] [4] [5] , the k sub-problems are solved in sequential or in parallel.
Notice that this step considers that all boundary variables are already instantiated, and this significantly reduces the size of the resulting clusters. The global solution "Sol" and its cost "Cost" are computed in Lines 6-8 respectively. The final, optional step improves the quality of the solution (Line 9).
Iterative Top-Down Algorithm
Once Algorithm 1 has computed a solution for the cut problem, all the boundary variables are instantiated. This reduces the search space associated with the clusters. To avoid this drawback, an improved Algorithm 2 proceeds as follows: given a FAP instance modelled as a weighted graph G =< V, E >, the procedure "Decompose"( Line 1) gives a partition of G into k clusters C1, ...Ck. The procedure "Init sol" finds an initial solution Sol of the problem by using either a random strategy or a heuristic method. Sol cut is the solution of the cut problem obtained by projecting Sol on the cut, according to line 3. To increase the search space of the sub-problems, the procedure "Release" is called in Line 5. This procedure removes the instantiation of some boundary variables. The choice of these boundary variables to be restored further depends on a given heuristic H. This procedure returns a partial solution Sol cut ′ of the cut. All the sub-problems are then solved, as in the previous algorithm. The current solution Current Sol and its cost Current Cost are given in lines 9 and 10. This current solution is improved (Line 12). For more diversification and to escape from local minima the above process is repeated a certain number of times (Max Iter). To validate the iterative Top-Down algorithm, the choice of the boundary variables to be removed from the cut is done by MIC heuristic: given a cluster Ck, the boundary variable to be removed from the cut is the variable i with the Maximum Internal Cost (MIC). The Internal Cost of i in Ck is: ∑ (i, j)∈E; j∈Ck w i j .
DECOMPOSITIONS METHODS
In this section two algorithms are proposed for decomposing MI-FAP. They are both based on a well known algorithm due to Stoër (Stoer and Wagner, 1997) for the Min-Cut problem of a weighted graph with a Minimum Cut in terms of weight. To generalize this idea to the k-partitioning problem, a divisive algorithm is used in a recursive way. Moreover, while the original algorithm does not exploit the size of the clusters, a "balanced decomposition" which is of particular interest for parallel solving is targeted in this work. Finally, as the resolution algorithms are closely linked to the decomposition, several form of decomposition are investigated. In particular, two algorithms are presented: BMCWD and BMCCD.
Preliminary: Min-Cut Algorithm
Before detailing the approach, the key notion behind the Min-Cut algorithm due to Stoër that is the Minimum s-t cut (see Theorem 1) are described.
Theorem 1. (Min-Cut of a graph (Stoer and Wagner, 1997)): Let s and t be two vertices of a graph G. Let G(s/t) be the graph obtained by forcing the vertices s,t to be in two different clusters and let G/{s,t} be the graph obtained by merging s and t. Then a Minimum Cut of G can be obtained by taking the minimum of the Minimum cut of G(s/t) and a Minimum cut of G/{s,t}.
Intuitively, this theorem means that either there exists a Min-cut of G that separates s and t and then the Minimum s-t cut of G is a Min-Cut of G, or there is none and so the Min-Cut of G/{s,t} fits. The algorithm saves the Minimum s-t cut for arbitrary s,t ∈ V , and merges them to find a Min-Cut in the graph. The Min-Cut is the minimum of the |V | − 1 cuts found. The main loop in Algorithm 3 calls the Min-cut-step procedure Algorithm 4 to split the current graph G into two clusters C cur1 and C cur2 connected by a MinCut with a weight called w Cur .
The Min-cut-step procedure (Algorithm 4) adds to a given set A initialized to s, the Most Tightly Connected Vertex with A (MTCV(A)) until A equals
/* v end−1 , v end : the two vertices returned by Min-cut-step */ 9: if wcur < w then 10:
w ← wcur 11:
12: end if 13: end while V . The added vertices v end , v end−1 ∈ A will compose the current clusters in Algorithm 3. The cut of these clusters is proven to be Minimum v end -v end−1 -cut of the initial graph G (in (Stoer and Wagner, 1997) ). As a consequence, v end , v end−1 are merged (Shrink) in the rest of the algorithm This operation is repeated until |V | = 2. The Min-cut of the initial graph G is then the minimum of the |V −1| cuts found. The starting node s can be the same for the whole algorithm or it can be selected arbitrarily in each computation phase as well. The proof is given in (Stoer and Wagner, 1997) 
Decomposition Algorithms for FAP
A great number of different approaches have been proposed in the literature for a graph decomposition. None of them is much better or worse than the other in all cases. In fact, the quality of a decomposition is closely related to the nature of the problem to be solved. In this work, the goal assigned to this decomposition step is to allow solving large-scale size problems in a reasonable time, while obtaining near optimal solutions. To approximate an optimal solution, one possibility is to minimize the cost of the cut with respect to the global cost of the graph. This is the first expected property for the proposed decomposition. Therefore, a second property for our decomposition is to produce "balanced clusters" which can 
BMCWD Algorithm
BMCWD algorithm (Balanced Min-Cut Weighted Decomposition) described by algorithm 5 aims at searching for a well balanced and an efficient decomposition with a small cut even if it is not Minimum. 
9:
C cur 1 ← V − {v end } ; C cur 2 ← {v end } ; wcur ← Cut(C cur 1 ,C cur 2 )
10:
/* property 1 of "efficient decomposition" */ 
BMCCD Algorithm
The BMCCD (Balanced Min-Cut Cardinality Decomposition) algorithm is a variant of BMCWD which minimizes the number of edges in the cut. A simple way to link the two algorithms is to consider that all the edges have a weight equal to 1 (in original graph). In that case, the BMCCD and th BMCWD algorithms are equivalent.
SOLVING METHOD
Genetic Algorithm: Informal Presentation and Useful Notations
This section presents a Genetic Algorithm (GA) dedicated to MI-FAP resolution corresponding to the function solve in Algorithms 1, 2 of section 3. In standard GA crossover and mutation probabilities are predetermined and fixed. Consequently, the population becomes premature and falls in local convergence early. To avoid this drawback an Adapative Genetic Algorithm (AGA) is proposed. The following notations are introduced to facilitate the presentation of AGA algorithm:
• s = ( f 1 , f 2 , . . . , f n ) denotes a solution of P where
is the cost associated with v i for solution s.
is the cost associated with solution s.
Presentation of AGA-MI-FAP
In this study, the MI-FAP problem is represented as a weighted graph G =< V, E >. A chromosome is a set of |V | genomes, where each genome corresponds to the frequency f i assigned to the vertex v i ∈ V . In other words a chromosome represents a possible solution to the MI-FAP problem. An initial population is defined and three operations (selection, mutation, crossover) are performed to generate the next generation. This procedure is repeated until a convergence criterion is reached. The sketch of AGA-MI-FAP is given by Algorithm 6. 
11: end for
The performance of AGA-MI-FAP is tightly dependent on crossover and mutation operators. The mutation operator is used to replace the values of a certain number of genomes, randomly chosen in the parent population, in order to improve the fitness of the resulting chromosome. The mutation occurs with a probability p m , named mutation probability. The crossover operator is used to improve the fitness of a part of the chromosome (Algorithm 7). Crossover appears with a probability p c called the crossover probability. p m and p c are two complementary parameters which have to be fine tuned. A good value for p c avoids the local optima (diversification) while p m enables the GA to improve the quality of solutions (intensification). In the proposed AGA both parameters are dynamically modified to reach a good balance between the intensification and the diversification.
Since all chromosomes of a given population are independent, crossover and mutation operations can be processed concurrently. A classical GA has been first implemented and tested. The AGA algorithm has been then tested. The results demonstrate that the AGA-MI-FAP significantly improves the quality of the solution as compared with the classical GA.
EXPERIMENTAL RESULTS
Environment Considerations and Description of Benchmarks
All implementations have been developped using C++. The tests have been performed on the supercomputer Romeo 1 . Only one single 8-core processor at 2.4 Ghz was used in this experimentation.
We tested our approach on real-life instances of CALMA-project (CALMA-website, 1995). The set of instances consists in two parts. The CELAR instances are real-life problems from a military application. The GRAPH instances are randomly generated problems. We only use the so-called MI-FAP instances (Table 1 ). In this paper we are only concerned by instances 6, 7 and 8 of CELLAR and instances 5, 6, 11 and 13 of GRAPH. Other instances were not considered because they are easy. CELAR06  200  1322  100  350  3389  CELAR07  400  2865  200  816  343592  CELAR08  916  5744  458  1655  262  GRAPH05  200  1134  100  416  221  GRAPH06  400  2170  200  843  4123  GRAPH11  680  3757  340  1425  3080  GRAPH13  916  5273  458  1877  10110 
BMCWD vs. BMCCD
This section presents comparative results obtained for BMCWD and BMCCD algorithms by using 2 and 3 clusters. Notice that the instance CELAR08 is excluded from this test and all tests concerning approaches based on decomposition because it is already decomposed in several and unbalanced clusters.
To compare these algorithms we based on the measure parameters % cut previously defined, and % Bn corresponding to the ratio of boundary nodes resulting from the decomposition. This last parameter plays an important role in our tests because our approach is mainly focused on the number of boundary nodes. The balance threshold parameter is fixed to 0.8. Table 2 shows that for 2 clusters the parameter % cut is low, while for 3 clusters this parameter increases. This is due to the hierarchical nature of our decomposition algorithm. The number of boundary nodes varies from instance to another for both algorithms but BMCCD produces less boundary nodes in general.
AGA-MI-FAP Alone
In this section, we report the best costs (cost) and average costs (avg cost) obtained by using AGA-MI-FAP alone (50 executions). Initial Mutation and Crossover probabilities are fixed experimentally to 1 and 0.2 respectively, ∆p m = ∆p c = 0.1, and the population size is fixed to 100. Table 3 shows clearly the efficiency of AGA-MI-FAP algorithm. Indeed, optimal solutions have been obtained for the majority of instances and nearoptimal solutions are obtained on the rest. 
Approaches using Decomposition
In this section we present the results for Top-Down and Iterative Top-Down on 2 clusters and 3 clusters. algorithm on 2 and 3 clusters. The quality of solutions of Top-Down algorithm decreases when the number of clusters increases. This is due to the increasing ratio of boundary nodes leading to a search space reduction . We also observe that generally the results obtained using Top-Down algorithm based on BMCCD algorithm are better than those obtained by using BM-CWD. This is due to the same observation made about the parameter % cut . ecution times of direct approach and that via decomposition respectively . The row σ cost shows clearly that the results are comparable with the quality of the solutions on all instances. However, the row σ cpu outlines clearly the benefit of approaches via decomposition in term of cpu time. this corresponds to our first objective aiming to solve large problems in short time near to optimality. Table 7 compare the best results we obtained by our algorithms based on decomposition and the best results of (Allouche et al., 2010) and (Fontaine et al., 2013) ) which both exploit Tree Decomposition of problems to be solved. Our results are comparable to those presented in (Fontaine et al., 2013) in terms of quality of the solution but are better in terms of CPU-time.
Top-Down Algorithm
Iterative Top-Down Algorithm
Direct vs. Decomposition
Comparison with Related Works
CONCLUSIONS
In this paper, a Top-Down approach is developed for solving hard instances of MI-FAP problem near to optimality in short time.
To validate experimentally this approach:
• Two decomposition methods based on a Min-Cut algorithm were implemented. The first one called BMCWD aims to minimize the global weight of the cut. The second one called BMCCD aims to minimize the number of edges of the cut.
• An adaptive genetic algorithm (AGA-MI-FAP) was proposed to solve the initial problem without decomposition or for solving the sub-problems.
• The 1-opt local search heuristic was used to improve the global solution.
The quality of the solutions and the runtime of the different approaches, with and without decomposition, were compared on instances of CALMA project. Almost instances were solved using AGA-MI-FAP. When solving decomposed MI-FAP, optimal or nearoptimal solutions were obtained in a short time with the proposed method. The Iterative Top-Down algorithm have good performances even when the number of clusters increases. This promising result leads to investigate further this decomposition approach. The first results obtained in this work indicate that the best strategy proposed can significantly improve the computation time without any significant loss of quality of the solution. Several perspectives to this work will be investigated: different decomposition methods and criteria, other exact or heuristic algorithms to solve the clusters.
