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Abstract
Blowup estimates for solutions of a parabolic system, which arises in a cooperating three-species
food chain model, with homogeneous Dirichlet boundary conditions are investigated. The upper
bound of blowup rate for any N and the lower bound of blowup rate for N = 1 are obtained.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we study the blowup estimates for the solutions of the following semilinear
parabolic system

u1t − d1∆u1 = u1(a1 − c1u1 + e1u2) in Ω × (0, T ),
u2t − d2∆u2 = u2(a2 + b2u1 − c2u2 + e2u3) in Ω × (0, T ),
u3t − d3∆u3 = u3(a3 + b3u2 − c3u3) in Ω × (0, T ),
ui(x, t) = 0 for i = 1,2,3 on ∂Ω × (0, T ),
ui(x,0) = ui,0(x) for i = 1,2,3 in Ω ,
(1.1)
✩ This work is supported by POSTECH research fund 2002, Com2MaC-KOSEF and also by PRC grant NSFC
10171088.
* Corresponding author.
E-mail address: zglin68@hotmail.com (Z. Lin).0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.01.026
664 K.I. Kim, Z. Lin / J. Math. Anal. Appl. 293 (2004) 663–676where Ω is a bounded domain in RN with smooth boundary ∂Ω . The maximal existence
time of the solution is denoted by T and ui,0 is a smooth function satisfying the compati-
bility condition ui,0(x) = 0 for x ∈ ∂Ω .
The above problem arises in a simple food chain model describing three interacting
species in a spatial habitat Ω . The spatial density of the ith species at time t is represented
by ui and its respective diffusion rate is denoted by di . The real number ai is the net birth
rate of the ith species and ci is its respective intra-specific competition. The parameters
bi and ei are inter-specific cooperations. Here we have assumed that the presence of one
species encourages the growth of the preceding one and vice versa. The boundary condi-
tions in (1.1) imply that the habitat is surrounded by a totally hostile environment.
It was shown in [12] that if the problem

+c1x − e1y > 0,
−b2x + c2y − e2z > 0,
−b3y + c3z > 0
(1.2)
has a positive solution, then the solution of (1.1) with any nonnegative data is global,
whereas, if the problem (1.2) has a negative solution, then the solution of (1.1) with any
nontrivial nonnegative data will blow up provided that ai  diλ or the initial data is large
enough. Here λ is the first eigenvalue of −∆ in Ω with homogeneous Dirichlet boundary
condition and the solution (u1, u2, u3) is said to blow up in a finite time T > 0 if
lim
t→T maxΩ
(∣∣u1(· , t)∣∣+ ∣∣u2(· , t)∣∣+ ∣∣u3(· , t)∣∣)= +∞.
If u3 ≡ 0, (1.1) becomes the cooperating two-species Lotka–Volterra model given by{
u1t − d1∆u1 = u1(a1 − c1u1 + e1u2) in Ω × (0, T ),
u2t − d2∆u2 = u2(a2 + b2u1 − c2u2) in Ω × (0, T ). (1.3)
Pao [20] proved that the blowup solutions of (1.3) are possible when the two species are
strongly mutualistic (b2e1 > c1c2), which means that the geometric mean of the interaction
coefficients exceeds that of population regulation coefficients. For other related works on
the blowup solutions, refer to [5,8,9,15–17,22] and the related works therein.
The blowup rate has been extensively studied in the literature, since it plays an important
role in studying the blowup properties of the solution. Considering the problem given by

ut − ∆u = up (p > 1) in Ω × (0, T ),
u(x, t) = 0 on ∂Ω × (0, T ),
u(· ,0) = u0  0 with u0 ∈ L∞(Ω),
(1.4)
the blowup estimate
sup
x∈Ω
∣∣u(x, t)∣∣C(T − t)−1/(p−1) (1.5)
was established by Weissler [23] for one-dimensional space with rather special initial data.
Friedman and Mcleod [6] derived the estimate (1.5) under the assumptions that Ω is a
bounded convex domain and ∆u0 + up0  0. It has been also studied by Giga and Kohn [7]
that (1.5) holds if Ω is a bounded convex domain or else Ω =RN , and either (N − 2)p <
N +2 or (3N −4)p < 3N +8. Recently, Fila and Souplet [4] have shown that the estimate
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2/(N + 1). The asymptotic exact blowup behaviors have been given in [18,19] by Merle
and Zaag.
For the system

ut − ∆u = vp, vt − ∆v = uq in Ω × (0, T ),
u(x, t) = 0, v(x, t) = 0 on ∂Ω × (0, T ),
u(· ,0) = u0  0, v(· ,0) = v0  0 with u0, v0 ∈ L∞(Ω),
(1.6)
the blowup estimates such that for all p,q  1 and pq > 1,
sup
x∈Ω
∣∣u(x, t)∣∣C(T − t)− p+1pq−1 and sup
x∈Ω
∣∣v(x, t)∣∣ C(T − t)− q+1pq−1 (1.7)
was due to Deng [2] for time-increasing solutions on a bounded domain. It was also shown
by Chlebik and Fila [1] that (1.7) holds if
pq > 1 and
max(p, q) + 1
pq − 1 
N
2
for Ω = RN . Then, this result was extended by Fila and Souplet [4] for any domain
(bounded or unbounded) with a stronger restrictions such that
pq > 1 and
max(p, q) + 1
pq − 1 
N + 1
2
.
In this paper, we will derive the upper and lower bound for blowup rates in the case that
N = 1, i.e., there are positive constants c and C such that for t ∈ (0, T ),
c(T − t)−1  max
Ω×[0,t ]
[u1 + u3](x, τ ) C(T − t)−1,
c(T − t)−1  max
Ω×[0,t ]
u2(x, τ ) C(T − t)−1.
In the next section, the comparison principle for a bounded and an unbounded domain
are given and the corresponding scalar problem is studied. In Section 3, we establish the
relationship among the components of the solution and derive the lower bound of blow-up
rates and Section 4 deals with its upper bound.
2. Preliminary lemmas
In this section, we first give the comparison principle for a bounded and also for an
unbounded domain, and then discuss scalar problems, which will be used in later sections.
Throughout this paper, the upper and the lower solution for (u1(x, t), u2(x, t), u3(x, t)) of
(1.1) are defined with ui ∈ C(Ω × [0, T )) ∩ C2,1(Ω × (0, T )) as the solutions satisfying
(1.1) where the equality signs in (1.1) are replaced, respectively, by the inequality signs ‘’
and ‘’.
The following lemmas give the comparison principle; the conclusion of Lemma 2.1
follows from the strong maximum principle and the conclusion of Lemma 2.2 follows
from the Phragman–Lindelöf principle [21], respectively.
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( u1, u2, u3) and ( u 1, u 2, u 3) be an upper and a lower solution of (1.1), respectively. If
u i(x,0) 0, then ui(x, t) u i(x, t) in Ω ×[0, T ) for i = 1,2,3. Moreover, if u i(x,0) ≡
ui(x,0) u i(x,0), then ui(x, t) > u i(x, t) in Ω × (0, T ) for i = 1,2,3.
Lemma 2.2. Suppose that Ωu is a unbounded domain with boundary ∂Ω ∈ C2+α . Let
( u1, u2, u3) and ( u 1, u 2, u 3) be an upper and a lower solution of (1.1) in Ωu × (0, T ),
respectively. If u i(x,0) 0 and there exist positive constants A and γ such that∣∣ui(x, t)∣∣A exp(γ |x|2)
as |x| → ∞ (0 < t < T ). (2.1)∣∣u i(x, t)∣∣A exp(γ |x|2)
Then ui(x, t) u i(x, t) in Ω × [0, T ) for i = 1,2,3.
Remark 2.1. Since (0,0,0) is unique solution of (1.1) with ui(x,0) ≡ 0, Lemma 2.2 im-
plies that if (u1, u2, u3) is a nonnegative solution of (1.1), then either ui ≡ 0 or ui > 0 in
Ω × (0, T ) for i = 1,2,3.
Lemma 2.3. Let w(x, t) be a nontrivial nonnegative solution of the equation{
dwt − ∆w = bw2 for x ∈RN and t > 0,
w(x,0) 0 for x ∈RN , (2.2)
where w(x,0) ∈ L∞(RN). If ∆w(x,0)+ bw2(x,0) 0, then wt(x, t) 0 in Rn × (0, T ).
Proof. Using the comparison principle in Lemma 2.2 and from the assumptions on
w(x,0), we get w(x, t)w(x,0) in RN × (0, T ). Then, using again the comparison prin-
ciple yields w(x, t + ε)w(x, t) in RN × (0, T − ε) for an arbitrarily small ε > 0. Hence
wt(x, t) 0 in RN × (0, T ). 
Lemma 2.4. All nontrivial nonnegative solutions of the equation{
dwt − ∆w = bw2 for x ∈RN and t > 0,
w(x,0) 0 for x ∈RN (2.3)
are non-global if N  2. Further, all nontrivial nonnegative solutions of the equation

dwt − ∆w = bw2 for x ∈ Hc and t > 0,
w(0, t) = 0 for t > 0,
w(x,0) 0 for x ∈ Hc
(2.4)
are non-global if N = 1, where Hc := {x > −c}.
The blowup result from (2.3) in Lemma 2.4 follows from the well-known general case
that wt − ∆w = wp for 1 < p < 1 + 2/N in [5] and for p = 1 + 2/N in [9], respectively.
The latter blowup result from (2.4) in Lemma 2.4 follows from the general case wt −
∆w = wp for 1 < p  1 + 2/(N + 1) in [14].
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To establish a lower bound estimate for blowup, we first give the relationship among the
maximum of each ui for the solution of (1.1) near the blowup time T . Then a lower bound
estimate for the blowup rate is given by using integral representation formula.
Lemma 3.1. Let (u1, u2, u3) be a nonnegative solution of (1.1), which blows up at t = T
and let Mi(t) = maxΩ×[0,t ] ui(x, τ ) for i = 1,2,3. Then there exists δ such that
δ[M1 + M3](t)M2(t) 1
δ
[M1 + M3](t) for t ∈ (T /2, T ). (3.1)
Proof. Similar to the arguments in [3,4], the proof of this lemma is given by contradiction.
We only show the left inequality part of (3.1), since the right inequality part of (3.1) can
be done similarly. Without loss of generality, we may assume that there exists a sequence
{tn} with tn → T as n → ∞ such that M1(tn) = maxj Mj (tn) and M−11 (tn)M2(tn) → 0.
Further, for each tn, there exists (xˆn, tˆn) ∈ Ω × (0, tn] such that
u1
(
xˆn, tˆn
)= M1(tn). (3.2)
Then, since (u1, u2, u3) blows up, we have that M1(tn) → ∞ as tn → T and tˆn → T as
n → ∞. Now, let dn denote the distance from xˆn to ∂Ω and λn be a scaling factor defined
as λn := λ(tn) := M−1/21 (tn). Then, we divide the proof into the following two cases as
in [4]:
(i) lim sup
n→∞
dn
λn
= ∞ and (ii) lim sup
n→∞
dn
λn
< ∞.
Case (i). Choose a subsequence, denoted again by {tn}, such that limn→∞ dn/λn = ∞.
Now, to introduce a similar scaling argument as in [10,11], we define the rescaled function
φ
λn
i as
φ
λn
i (y, s) := λ2nui
(
λny + xˆn, λ2ns + tˆn
)
for (y, s) ∈ Ωn × In(T ), (3.3)
where In(t) := (−λ−2n tˆn, λ−2n (t − tˆn)) and Ωn := {y: λny + xˆn ∈ Ω}. Then, since λn → 0
as n → ∞, (φλn1 , φλn2 , φλn3 ) becomes a solution of the equation

φ1s − d1∆φ1 = φ1
(
a1λ
2
n − c1φ1 + e1φ2
)
for (y, s) ∈ Ωn × In(T ),
φ2s − d2∆φ2 = φ2
(
a2λ2n + b2φ1 − c2φ2 + e2φ3
)
for (y, s) ∈ Ωn × In(T ),
φ3s − d3∆φ3 = φ3
(
a3λ2n + b3φ2 − c3φ3
)
for (y, s) ∈ Ωn × In(T ).
Now, if we restrict s to s ∈ (−λ−2n tˆn,0] here, then clearly, (φλn1 , φλn2 , φλn3 ) satisfies the
following relation:

φ
λn
1 (0,0) = 1,
0 φλni  1 (i = 1,2,3) for (y, s) ∈ Ωn ×
(−λ−2n tˆn,0],
0 φλn M (t )M−1(t ) for (y, s) ∈ Ω × (−λ−2 tˆ ,0].
(3.4)2 2 n 1 n n n n
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K > 0, ‖φλni ‖C2+µ,1+µ/2(Ωn∩{|y|K}×[−K,0])  CK (i = 1,2,3), where the constant CK is
independent of n. Hence, using compactness and diagonal argument, we obtain a sequence
converging to a solution (φ1, φ2, φ3) of the equation

φ1s − d1∆φ1 = φ1(−c1φ1 + e1φ2) in (−∞,∞) × (−∞,0],
φ2s − d2∆φ2 = φ2(b2φ1 − c2φ2 + e2φ3) in (−∞,∞) × (−∞,0],
φ3s − d3∆φ3 = φ3(b3φ2 − c3φ3) in (−∞,∞) × (−∞,0]
(3.5)
such that φ1(0,0) = 1, φi  1 (i = 1,2,3) and φ2 ≡ 0 since M−11 (tn)M2(tn) → 0
in the third inequality of (3.4). Then, since φ1 attains its maximum at (0,0), [φ1s −
d1∆φ1](0,0) 0 and [φ1(−c1φ1 + e1φ2)](0,0) = −c1 < 0, thereby contradicting the first
equality in (3.5). This completes the proof for the left inequality part of (3.1) in Case (i).
Case (ii). Choose a subsequence, denoted again by {tn} such that limn→∞ dn/λn = c 0.
Let x˜n ∈ ∂Ω such that dn = |xˆn − x˜n| and let Rn be an orthonormal transformation in RN
that maps −e1 := (−1,0, . . . ,0) onto the outer normal vector to ∂Ω at x˜n. Now, we define
a new rescaling function φλni (y, s) as
φ
λn
i (y, s) := λ2nui
(
λnRny + xˆn, λ2ns + tˆn
)
for (y, s) ∈ Ωn × In(T ), (3.6)
where In(t) := (−λ−2n tˆn, λ−2n (t − tˆn)) and Ωn := {y: λnRny + xˆn ∈ Ω}. Then λn → 0 as
n → ∞, Ωn approaches to the half space Hc = {y1 > −c} as n → ∞ and (φλn1 , φλn2 , φλn3 )
becomes a solution of the equation

φ1s − d1∆φ1 = φ1
(
a1λ2n − c1φ1 + e1φ2
)
for (y, s) ∈ Ωn × In(T ),
φ2s − d2∆φ2 = φ2
(
a2λ
2
n + b2φ1 − c2φ2 + e3φ3
)
in Ωn × In(T ),
φ3s − d3∆φ3 = φ3
(
a3λ2n + b3φ2 − c3φ3
)
in Ωn × In(T ),
φ1 = φ2 = φ3 = 0 in ∂Ωn × In(T ).
Now, if we restrict s to s ∈ (−λ−2n tˆn,0] here, then (φλn1 , φλn2 , φλn3 ) satisfies the following
relation:

φ
λn
1 (0,0) = 1,
0 φλni  1 (i = 1,2,3) for (y, s) ∈ Ωn ×
(−λ−2n tˆn,0],
0 φλn2 M2(tn)M
−1
1 (tn) for (y, s) ∈ Ωn ×
(−λ−2n tˆn,0].
(3.7)
Noticing that ∂Ω is of C2+α and then applying uniform Schauder’s estimates to φλni , we
obtain a subsequence covering to a solution (φ1, φ2, φ3) of the equation

φ1s − d1∆φ1 = φ1(−c1φ1 + e1φ2) in Hc × (−∞,0],
φ2s − d2∆φ2 = φ2(b2φ1 − c2φ2 + e2φ3) in Hc × (−∞,0],
φ3s − d3∆φ3 = φ3(b3φ2 − c3φ3) in Hc × (−∞,0]
(3.8)
such that φ1(0,0) = 1, φi  1 (i = 1,2,3) and φ2 ≡ 0 since M−11 (tn)M2(tn) → 0 in the
third inequality of (3.7), which in turn lead to a contradiction as in the Case (i). This
completes proof of the left inequality part of (3.1) in Case (ii). 
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This means that the first and the third species would not increase rapidly without rapid
increase of the second species, which is the prey of the first species and the predator of the
third species. When u3 ≡ 0, we see from (3.1) that u1 and u2 blow up at the same finite time
T if (u1, u2) is a solution of (1.3), i.e., limt→T supu1(x, t) = limt→T supu2(x, t) = ∞.
The following theorem gives a lower bound estimate for the blowup rate using the inte-
gral representation formula and the inequality (3.1) in Lemma 3.1.
Theorem 3.2. Let (u1, u2, u3) be the nonnegative solution of (1.1), which blows up at
t = T . Then there exists a constant c such that{
maxΩ×[0,t ][u1 + u3](x, τ ) c(T − t)−1 for 0 < t < T ,
maxΩ×[0,t ] u2(x, τ ) c(T − t)−1 for 0 < t < T .
Proof. Since we have
max
Ω×[0,t ]
[u1 + u3](x, τ ) 12 [M1 + M3](t)
δ
2
M2(t)
from Lemma 3.1, it suffices to show that M2  c(T − t)−1 for 0 < t < T . Let G2(x, t;y, τ )
be the Green’s function of the parabolic operator (∂/∂t − d2∆) in a bounded domain
Ω × (0, T ] under the homogeneous Dirichlet boundary condition on ∂Ω × (0, T ]. Then it
follows from the representation formula for (1.1) that
u2(x, t) =
∫
Ω
G2(x, t;y, z)u2(y, z) dy
+
t∫
z
∫
Ω
u2(a2 + b2u1 − c2u2 + e2u3)G2(x, t;y, τ ) dy dτ
for 0 < z < t < T and x ∈ Ω . Now, noticing ∫
Ω
G2(x, t;y, τ ) dy  1 and then using the
inequality (3.1) in Lemma 3.1, we obtain
M2(t)M2(z) +
t∫
z
M2(a2 + b2M1 + e2M3)(τ ) dτ
M2(z) + (t − z)M2(a2 + b2M1 + e2M3)(t)
M2(z) + (T − z)M2(a2 + b2M1 + e2M3)(t)
M2(z) + (T − z)M2
(
a2 + b2 + e2
δ
M2
)
(t).
Next, we use a similar argument in [10,11]. Since T is the blowup time by assumption,
M2(t) → +∞ as t → T −. Then, choosing t ∈ (z, T ) such that M2(t) = 2M2(z), we get
from the above inequality for M2 that
2M2(z)M2(z) + (T − z)2M2
(
a2 + 2b2 + e2 M2
)
(z),δ
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(T − z) (4a2)−1 or M2(z)
(
2
b2 + e2
δ
)−1
(T − z)−1
for 0 < z < T . Now, taking c such that
c
(
2
b2 + e2
δ
)−1
and c 1
4a2
max
Ω
u2,0,
we get M2(t)  c(T − t)−1 for 0 < t < T , which leads to the conclusion of this theo-
rem. 
Using the scaling argument, we can also derive the lower bound for a blowup solution
without any restriction on N , instead of using the integral representation formula in the
proof of Theorem 3.2.
Another proof of Theorem 3.2. We only need to prove that M2(t) c(T − t)−1 since it
is shown [M1 + M3](t) δM2(t) in Lemma 3.1. Noticing that M2(t) → ∞ as t → T , we
see that for a given t0 ∈ (T /2, T ), there exists (xˆ0, tˆ0) ∈ Ω × (0, t0] such that u2(xˆ0, tˆ0) =
M2(t0). Now, for any such a given t0 ∈ (T /2, T ), define t+0 as t+0 := t+(t0) := max{t ∈
(t0, T ): M2(t) = 2M2(t0)}. Further, choose a scaling factor λ0 = λ(t0) = M−1/22 (t0) and
define a rescaled function as
φ
λ0
i (y, s) := λ20ui
(
λ0y + xˆ0, λ20s + tˆ0
)
for (y, s) ∈ Ω0 × I0(T ), (3.9)
where I0(t) := (−λ−20 tˆ0, λ−20 (t − tˆ0)) and Ω0 := {y: λ0y + xˆ0 ∈ Ω}. Then (φλ01 , φλ02 , φλ03 )
is a solution of the equation

φ1s − d1∆φ1 = φ1
(
a1λ
2
0 − c1φ1 + e1φ2
)
for (y, s) ∈ Ω0 × I0(T ),
φ2s − d2∆φ2 = φ2
(
a2λ20 + b2φ1 − c2φ2 + e2φ3
)
for (y, s) ∈ Ω0 × I0(T ),
φ3s − d3∆φ3 = φ3
(
a3λ2n + b3φ2 − c3φ3
)
for (y, s) ∈ Ω0 × I0(T ).
Now, if we restrict s ∈ [−λ−20 tˆ0, λ−20 (t+0 − tˆ0)], then (φλ01 , φλ02 , φλ03 ) satisfies the following
inequality:{
0 φλ02  2 in Ω0 ×
[−λ−20 tˆ0, λ−20 (t+0 − tˆ0)],
0 φλ0i M2(t0)M
−1
i (t) 2δ−1 (i = 1,3) in Ω0 ×
[−λ−20 tˆ0, λ−20 (t+0 − tˆ0)].
Further, since λ0 = M−1/22 (t0)  M−1/22 (T /2), it follows from parabolic estimates [13]
that there is a µ ∈ (0,1) such that∥∥φλ0i ∥∥Cµ,µ/2(Ω0×[−λ−20 tˆ0, λ−20 (t+0 −tˆ0)])  C (i = 1,2,3),
where the constant C is independent of t0, which in turn implies that
λ−2(t0)
(
t+0 − t0
)
 c for t0 ∈
(
T
,T
)
, (3.10)2
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have
M2(t0) c∗(T − t0)−1 for t0 ∈
(
T
2
, T
)
,
where c∗ = (c∑∞j=0 2−j ), which in turn gives the conclusion of this theorem. 
4. Upper blowup estimate
To establish the upper bound for the blowup rate, we assume that (1.2) has a negative
solution, e1b2 > c1c2, e2b3 > c2c3 and N = 1. The first assumption is the sufficient condi-
tion for the solution of (1.1) to have a finite time blowup (see [12, Theorems 3.1 and 3.2]).
The assumptions e1b2 > c1c2 and e2b3 > c2c3 are the sufficient condition for the solution
of the corresponding problem for two species to have a blowup in finite time (see [20, The-
orem 12.6.1]). The assumption N = 1 is the restriction for a solution of the related scalar
problem to blowup in finite time (see Lemma 2.4).
Theorem 4.1. Let (u1, u2, u3) be a nonnegative solution of (1.1), which blows up at t = T .
If (1.2) has a negative solution, e1b2 > c1c2, e2b3 > c2c3 and N = 1, then there exists a
constant C such that{
maxΩ×[0,t ][u1 + u3](x, τ ) C(T − t)−1 for 0 < t < T ,
maxΩ×[0,t ] u2(x, τ ) C(T − t)−1 for 0 < t < T
provided that d1 = d2 = d3 or provided that ui(x, t) is monotonically nondecreasing in t
for i = 1,2,3.
Proof. Since we have δ[M1 + M3](t) M2(t) from the left inequality part of (3.1) in
Lemma 3.1, we only need to show that M2(t)  C(T − t)−1. We now use a scaling ar-
gument as in [10,11]. Noticing that M2(t) → ∞ as t → T , we can define t+0 for any
given t0 ∈ (T /2, T ) as t+0 := t+(t0) := max{t ∈ (t0, T ): M2(t) = 2M2(t0)}. Then, choos-
ing λ0 = λ(t0) = M−1/22 (t0) as before, we claim that
λ−2(t0)
(
t+0 − t0
)
D for t0 ∈
(
T
2
, T
)
, (4.1)
where the constant D depends only on N , i.e., it is independent of t0.
Suppose that (4.1) is not true, then there exists tn → T such that λ−2(tn)(t+n − tn) → ∞.
For each tn, choose (xˆn, tˆn) such that
u2
(
xˆn, tˆn
)= M2(tn) for (xˆn, tˆn) ∈ Ω × (0, tn]. (4.2)
Now, let dn denote the distance from xˆn to ∂Ω and λn be a scaling factor defined as
λn := λ(tn) := M−1/22 (tn). Then, following a similar argument in [4], we divide the proof
into the following two cases:
(i) lim sup
n→∞
dn
λn
= ∞ and (ii) lim sup
n→∞
dn
λn
< ∞.
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use the rescaling function as before, let
φ
λn
i (y, s) := λ2nu1
(
λny + xˆn, λ2ns + tˆn
)
for (y, s) ∈ Ωn × In(T ), (4.3)
where In(t) := (−λ−2n tˆn, λ−2n (t − tˆn)) and Ωn := {y: λny + xˆn ∈ Ω}. Then, similar to the
argument used in the proof of Lemma 3.1, let (φλn1 , φ
λn
2 , φ
λn
3 ) be a sequence converging to
a solution (φ1, φ2, φ3) of the equation given by

φ1s − d1∆φ1 = φ1(−c1φ1 + e1φ2) in RN × (−∞,∞),
φ2s − d2∆φ2 = φ2(b2φ1 − c2φ2 + e3φ3) in RN × (−∞,∞),
φ3s − d3∆φ3 = φ3(b3φ2 − c3φ3) in RN × (−∞,∞)
(4.4)
such that φ2(0,0) = 1, φ2  1 and φi  1/δ (i = 1,3). Moreover, since φ2 gets its maxi-
mum at (0,0), it follows from Lemma 3.1 that φ1 or φ3 must be nontrivial. Note first that
if ui(x, t) is monotonically nondecreasing in t for i = 1,2,3, then from (4.3), we see that
φi(y, s) is monotonically nondecreasing in s for i = 1,2,3. Now, if φi is a nontrivial, non-
negative and bounded function for i = 1,2,3, this leads to a contradiction to the following
Theorem 4.2 provided that (1.2) has a negative solution and N  2. If φ3 ≡ 0, then φ1 and
φ2 are nontrivial, nonnegative and bounded functions, which in turn lead to a contradiction
to the following Corollary 4.4 provided that e1b2 > c1c2 and N  2. If φ1 ≡ 0, then φ2
and φ3 are nontrivial, nonnegative and bounded functions. Hence, an argument similar to
Corollary 4.4, where the role of φ1 is replaced by φ3, yields again a contradiction provided
that e2b3 > c2c3 and N  2. This concludes the proof of the claim (4.1) in Case (i).
Case (ii). It is easy to show as in Case (i) that there is nonnegative solution (φ1, φ2, φ3) of
the equation

φ1s − d1∆φ1 = φ1(−c1φ1 + e1φ2) in Hc × (−∞,∞),
φ2s − d2∆φ2 = φ2(b2φ1 − c2φ2 + e3φ3) in ∈ Hc × (−∞,∞),
φ3s − d3∆φ3 = φ3(b3φ2 − c3φ3) in ∈ Hc × (−∞,∞),
φ1 = φ2 = φ3 = 0 for y1 = −c, s ∈ (−∞,∞)
(4.5)
such that φ2(0,0) = 1, φ2  1 and φi  1/δ (i = 1,3), which in turn lead to a contradiction
to Theorem 4.5 and Corollary 4.6 if N = 1, e1b2 > c1c2, e2b3 > c2c3 and (1.2) has a
negative solution as in Case (i). This concludes the proof of the claim (4.1) in Case (ii) and
thus (4.1) is established as claimed. The remainder of the proof for this theorem follows
from Step 3 in the proof of [10, Theorem 2.1], i.e., (4.1) implies that M2(t) C(T − t)−1
for 0 t < T . 
Remark 4.1. The assumption that ui(x, t) is monotonically nondecreasing in t for i =
1,2,3 hold if
d1∆u1,0 + u1,0(a1 − c1u1,0 + e1u2,0) 0,
d2∆u2,0 + u2,0(a2 + b2u1,0 − c2u2,0 + e2u3,0) 0 and
d3∆u3,0 + u3,0(a3 + b3u2,0 − c3u3,0) 0
in Ω . The proof is similar to that of Lemma 2.3.
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solution of the equation

u1t − d1∆u1 = u1(−c1u1 + e1u2) for x ∈RN and t > 0,
u2t − d2∆u2 = u2(b2u1 − c2u2 + e2u3) for x ∈RN and t > 0,
u3t − d3∆u3 = u3(b3u2 − c3u3) for x ∈RN and t > 0,
ui(x,0) 0 (i = 1,2,3) for x ∈RN ,
ui(x,0) ∈ L∞(RN) (i = 1,2,3)
(4.6)
is non-global provided that d1 = d2 = d3 or provided that ui(x, t) is monotonically nonde-
creasing in t for i = 1,2,3.
The following lemma, which will be used to prove Theorem 4.2, gives a similar result
to the statement in Remark 2.1 except that the domain is unbounded
Lemma 4.3. If the initial data for (4.6) is nontrivial and nonnegative, then (4.6) has a
positive solution for t > 0.
Proof. Suppose that u1(x0, t0) = 0 for x0 ∈ RN and t0 > 0, then there exist R > 0 and
T1 ∈ (t0, T ) such that (x0, t0) ∈ BR × (0, T1) and u1(x, t) ≡ 0 in BR × [0, T1]. Now
let B = c1 maxBR×[0,T1] u1(x, t) and define the function w(x, t) = u1(x, t)eBt . Then a
straightforward computation using the first equation in (4.6) yields that{
wt − d1∆w = w[−c1u1 + e1u2 + B] 0 for (x, t) ∈ BR × (0, T1],
w(x,0) 0 for x ∈ BR .
Hence, it follows from strong maximum principle that either w ≡ 0 in BR × [0, T1] or
w > 0 in BR × (0, T ]. Now, if w ≡ 0 in BR × [0, T1], then u1(x, t) ≡ 0 in BR × [0, T1],
which is a contradiction to our supposition and thus u1(x, t) > 0 for t > 0. The conclusions
that u2(x, t) > 0 and u3(x, t) > 0 for t > 0 follow similarly. 
Proof of Theorem 4.2. It is sufficient to show that a lower solution ( u 1, u 2, u 3) of (4.6)
blows up in a finite time. Let ( u 1, u 2, u 3) = (δ1w,δ2w,δ3w), where δi is a positive con-
stant. Let w be a nonnegative function in Ω × (0, T0) which is unbounded in Ω at some
T0 < +∞. Then, it follows from Lemma 2.2 that ( u 1, u 2, u 3) is a lower solution of (4.6)
in RN × [0, T0) if δiw(x,0) ui(x,0) for x ∈RN and w satisfies

wt − d1∆w w(−c1δ1w + e1δ2w) in RN × (0, T0),
wt − d2∆w w(b2δ1w − c2δ2w + e2δ3w) in RN × (0, T0),
wt − d3∆w w(+b2δ2w − c3δ3w) in RN × (0, T0).
(4.7)
Since (1.2) has a negative solution by assumption, let (−δ1,−δ2,−δ3) be a solution of
(1.2) with δi > 0. Then

−c1δ1 + e1δ2 > 0,
+b2δ1 − c2δ2 + e2δ3 > 0,
+b3δ2 − c3δ3 > 0.
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d = max{d−11 , d−12 , d−13 }. Then b, d > 0 and thus (4.7) holds if

d−11 wt − ∆w bw2,
d−12 wt − ∆w bw2,
d−13 wt − ∆w bw2.
Hence, by choosing w as the solution of the scalar problem given by
dwt − ∆w = bw2 (4.8)
(4.7) holds provided that d1 = d2 = d3. Now for an arbitrary nontrivial nonnegative solu-
tion (u1, u2, u3) of (4.6), it follows from Lemma 4.3 that the solution is positive for t > 0.
Further, we may assume that ui(x,0) > 0 for x ∈ Ω , otherwise replace the initial func-
tion (u1(x,0), u2(x,0), u3(x,0)) by (u1(x, t1), u2(x, t1), u3(x, t1)) for some t1 > 0. Then,
since the initial data is positive, there exists a nontrivial nonnegative function ψ(x) such
that
δiψ(x) ui(x,0) (i = 1,2,3) for x ∈RN .
Let w∗ be a solution of (4.8) in RN × [0, T ) with the initial data w(x,0) = ψ(x). It
follows from comparison principle provided in Lemma 2.2 that ui(x, t)  δiw∗(x, t) in
R
N × [0, T0) for i = 1,2,3. Hence ( u 1, u 2, u 3) = (δ1w∗, δ2w∗, δ3w∗) is a lower solution
of (4.6). Further, Lemma 2.4 ensures the existence of a finite T0 such that the solution w∗
exists in RN ×[0, T0) and is unbounded in RN as t → T0. Thus the solution of (4.6) cannot
exist beyond T0 and is non-global.
If ui(x, t) is monotonically nondecreasing in t for i = 1,2,3, then the solution
(u1, u2, u3) of (4.6) satisfies the inequalities given by

du1t − ∆u1  u1
(−c1
d1
u1 + e1
d1
u2
)
for x ∈RN and t > 0,
du2t − ∆u2  u2
(
b2
d2
u1 − c2
d2
u2 + e2
d2
u3
)
for x ∈RN and t > 0,
du3t − ∆u3  u3
(
b3
d3
u2 − c3
d3
u3
)
for x ∈RN and t > 0,
where d is defined above. Therefore ( u 1, u 2, u 3) = (δ1w∗, δ2w∗, δ3w∗) is also a lower
solution of (4.6) and it blows up in a finite time. The solution of (4.6) is non-global. 
Remark 4.2. In Theorem 4.2, the assumption that ui(x, t) is monotonically nondecreasing
in t for i = 1,2,3 or d1 = d2 = d3 can be replaced by the assumption that the initial data
is large enough (see [12,20] for detail). But since in Theorem 4.1, we can not assure that
φi(y,0) is large enough and further since the role of φi(y, s) in Theorem 4.1 is replaced
by ui in Theorem 4.2, we do not use the assumption that the initial data is large enough
either in Theorem 4.1 or in Theorem 4.2.
If we let u3 ≡ 0 in Theorem 4.2, then we have the following corollary which gives the
sufficient condition to blow up for a solution of a two-species model.
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equation

u1t − d1∆u1 = u1(−c1u1 + e1u2) for x ∈RN and t > 0,
u2t − d2∆u2 = u2(b2u1 − c2u2) for x ∈RN and t > 0,
ui(x,0) 0 (i = 1,2) for x ∈RN ,
ui(x,0) ∈ L∞(RN) (i = 1,2)
(4.9)
is non-global provided that d1 = d2 or provided that ui(x, t) is monotonically nondecreas-
ing in t for i = 1,2.
Theorem 4.5. If (1.2) has a negative solution and N = 1, then any nontrivial nonnegative
solution of the equation

u1t − d1∆u1 = u1(−c1u1 + e1u2) for x ∈ Hc and t > 0,
u2t − d2∆u2 = u2(b2u1 − c2u2 + e2u3) for x ∈ Hc and t > 0,
u3t − d3∆u3 = u3(b3u2 − c3u3) for x ∈ Hc and t > 0,
ui(x, t) = 0 (i = 1,2,3) for x1 = −c and t > 0,
ui(x,0) 0 (i = 1,2,3) for x ∈ Hc,
ui(x,0) ∈ L∞(Hc) (i = 1,2,3)
(4.10)
is non-global provided that d1 = d2 = d3 or provided that ui(x, t) is monotonically nonde-
creasing in t for i = 1,2,3.
Proof. The proof of this theorem is similar to the proof of Theorem 4.2. The only dif-
ference is that in the proof of Theorem 4.2, solution of the related scalar problem (2.3) is
non-global if N  2 but in the proof of this theorem, solution of the related scalar prob-
lem (2.4) is non-global if N = 1 (see Lemma 2.4). 
Similarly, if we let u3 ≡ 0 in Theorem 4.5, we have the following corollary which
gives the sufficient condition for a solution of a two-species model to blow up in the half
space Hc.
Corollary 4.6. If e1b2 > c1c2 and N = 1, then any nontrivial nonnegative solution of the
equation

u1t − d1∆u1 = u1(−c1u1 + e1u2) for x ∈ Hc and t > 0,
u2t − d2∆u2 = u2(b2u1 − c2u2) for x ∈ Hc and t > 0,
ui(x, t) = 0 (i = 1,2) for x1 = −c and t > 0,
ui(x,0) 0 (i = 1,2) for x ∈ Hc,
ui(x,0) ∈ L∞(Hc) (i = 1,2)
(4.11)
is non-global provided that d1 = d2 or provided that ui(x, t) is monotonically nondecreas-
ing in t for i = 1,2.
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