Abstract: A general procedure of solving the time-dependent Schrödinger equation, called the multistep projection, is proposed tentatively. Unlike its predecessor, the approach involves no divergence difficulty and exhibits surprising effectiveness in terms of calculating and analyzing quantum systems. Finally, the valid range of the Dirac perturbation theory is defined with help of the proposed approach.
The standard treatment of quantum dynamics [1] , initially due to Dirac, assumes that a wave function can always be expanded in a series of eigenfunctions Ψ(t) = C n (t)e −iωnt W n (r),
where W n (r) represents one of eigenfunctions, which is, according to the customary understanding, associated with the initial Hamiltonian H 0 ≡ H(t 0 ). By inserting (1) into the time-dependent Schrödinger equation, a set of coupled differential equations is obtained as
where V ln is the matrix element of the Hamiltonian variation V (t) ≡ H(t) − H 0 . A common notion is that the equation set (2) describes the quantum system as exactly as the original Schrödinger equation does.
In some of our recent works [2] [3], it has been shown that the formalism outlined above, though seems quite rigorous, involves various difficulties. They include:
1. The normalization condition for the coefficients, i.e., |C n (t)| 2 = 1, can easily be broken down if V (t) is relatively large.
2. Both theoretical and numerical analyses based on (1) and (2) assert that if a quantum system is initially in a definite state, say the ground state, it will partly transfer to a higher state at the next moment, and then to a higher higher state at the next next moment. The process will never terminate if V (t) is nonzero as t → ∞. Elementary quantum mechanics, however, tells us that whenever the Hamiltonian H(t) becomes steady, equal to H 0 or not, the system will instantly be settled in a stationary state.
3. According to the state-transition picture provided by the Dirac theory, a ground-state system will never lose its energy under any circumstances. This conclusion does not seem to be in harmony with other theoretical and experimental observations. 4. The fact that an electromagnetic field can be represented by different gauge fields implies that there are an infinite number of equation sets taking the form (2) for one disturbance. Numerical work shows that these equation sets are not equivalent to each other.
Many questions then arise. The following two are relevant to the subject of this paper. Is there any alternative method in aid of that the timedependent Schrödinger equation can be solved adequately? (We will avoid discussing the path-integral approach in this paper.) If such a method indeed exists, can it help to clarify the puzzling situation associated with the Dirac theory? (By that we mean, the theory gives some verifiable predictions while its foundation appears problematic.)
Interestingly enough, an alternative procedure, called the multistep projection, can simply be found if the Dirac's ideas and Pauli's ideas [4] are absorbed and developed in a proper way. The alternative approach suffers from no divergence difficulty and exhibits surprising effectiveness. It appears that with help of the approach any quantum system, subject to weak or strong fields, becomes calculable and analyzable.
Provided that the time-dependent Hamiltonian of a quantum system is known as H(t) and the initial wave function as Ψ(t 0 ), we now try to determine the wave function Ψ(t). According to the basic formalism of quantum mechanics, the solution of the Schrödinger equation can be written as
The solution above is formal except that the Hamiltonian in it is independent of time. To make it generally evaluable, we slice the time interval from t 0 to t into m segments, equal to each other or not, as
The formal solution (3) can then be rewritten as
that the vector potential A is nonzero, the situation is slightly complicated.
As well-known [5] , the vector potential A can be separated into two parts: the longitudinal field and the transverse field. By realising that only the transverse field can successfully be treated by our replacement technique, we will in our formulation below deal with only scalar fields and transverse vector fields. This should be allowable since an appropriate gauge transformation can always eliminate longitudinal vector fields. Adopting all these understandings, we define the Hamiltonian H(t) as
or, even in a simpler way,
Then, during each of the time segments defined by (4) the new Hamiltonian H j is independent of time and the typical intermediate state in (6) becomes
The problem is reduced to a familiar one related to solving stationary systems. For each Hilbert space associated with the Hamiltonian H j , we have eigenfunctions and eigenfrequencies defined by
After the wave function Ψ(t j−1 ) is known, the wave function Ψ(t j ) can be expressed by
where C j n is determined by a projection in the intermediate Hilbert space
Or, in the Dirac notation,
where |n stands for W j n and ω n for ω j n . By repeating the step as presented above, the final wave function Ψ(t) becomes a known one.
In deriving the above formalism, it has been assumed that the initial wave function Ψ(t 0 ) does not involve a phase factor of the form e if (t,r) .
(Mathematically speaking, e if (t,r) is, in general, a nonuniformly continuous function and cannot be treated by the usual expansion procedure.) Since we have assumed that H j involves no longitudinal vector field, all the intermediate wave functions are also free from such phase factors. Another relevant point is that in this formalism the energy of a system can naturally and uniquely be defined by its intermediate Hamiltonian.
The spirit of the proposed approach is largely the same as the usual finitedifference scheme, in which continuous variables are replaced by stepwisevarying variables. For this reason, it may be reasonable to regard the proposed formalism as a special finite-difference scheme in which only one variable, namely the Hamiltonian, is made to be stepwise-varying. It is believed that if the step-size is sufficiently small any desired accuracy can be achieved.
To see the effectiveness of the approach, we investigate the following illustrative examples.
First of all, consider a case in that the potential of a harmonic oscillator is subject to a "sudden" change and the Hamiltonian reads
with
in which η is a positive constant other than 1. Though the situation is terribly simple, it still defines a dynamical quantum system that needs to be solved in one way or another. If the standard approach is applied difficult things listed at the beginning of the paper are definitely there; whereas, if the proposed approach is applied no difficulty of any type will emerge. Assume that the system is initially in the ground state, namely
, then the wave function at a time t > 0 is
where
and making use of (11), we have
Numerically, we obtain
and the average energy of the system becomes
It is now obvious that in this example (i) the normalization condition for the wave function, namely |C n | 2 = 1, is strictly observed; (ii) after t > 0 the system is in a stationary state; (iii) if η < 1 the energy of the system decreases, otherwise it increases; (iv) since A = 0, the gauge issue is taken care of at the beginning. Namely, all the difficulties troubling the standard dynamical theory disappear remarkably.
Another similar situation is worth discussing. If the function S(t) in (13) becomes
the formulation presented above can still be employed except that we need to project the wave function at t = T in the original Hilbert space. It is expected that the final wave function will generally involve state transition and phase-factor shift. As a special case, if T = 2πm/ω ′ where m is a positive integer, the wave function comes back to its original value and its original phase (up to e i2πm ) as if the system has been "frozen". However, if the original system gets no disturbed, it will during the same time acquire the phase factor exp(−iωT ) = exp(−i2πm √ η).
An inspection of this example imforms us that if a perturbation affects a system's eigenfrequencies significantly, it will likely make the wavefunction have a large phase-factor shift. As has been stressed by the enormous discussions about the Berry phase [6] and as will be seen in this paper, such phase-factor shift can have physical effects and needs to be treated with care. Our final task is to investigate the validity of the Dirac perturbation theory with help of the proposed approach. To obtain a formalism comparable to the Dirac one, we presume that (i) the involved perturbation consists of a series of pulses; and (ii) the wave function involves no significant phasefactor shift before and after each of the pulses. With these two assumptions adopted, the derivation here becomes a simple application of the "sudden approximation" due to Pauli [4] .
Suppose that a quantum system is in the nth eigenstate initially and subjected to a pulse-like perturbation during the time interval (0, T ), as shown in Fig. 2 . For a specific pulse that rises at t ′ and vanishes completely at t ′ + ∆t ′ , the leading term of the wave function can initially be expressed by e −iωnt ′ |n ; it will then evolve as, by repeated use of (12),
where |n and |m are eigenfunctions defined by the Hamiltonian H 0 and |k by the intermediate Hamiltonian of the pulse. In view of the fact that the pulse is a short one, which implies
the mth coefficient of the wave function at t = T is
where V ≡ H(t ′ ) − H 0 . Taking contributions from all pulses into account, we arrive at
Except the phase factor exp(−iω m T ), the formula above is the same as that given by the Dirac perturbation theory.
The derivation above confirms the Dirac theory and, at the same time, unveils the limitations of the perturbation theory. Firstly, the final Hamiltonian has to be the same as the initial Hamiltonian, otherwise the formalism yields misleading results. Secondly, the magnitude of the perturbation, represented by the Hamiltonian variation V (t), should be relatively small. Finally, if the perturbation contains a component that can significantly affect the system's eigenfrequencies, which is quite possible in practical cases, the wave function involves significant phase shift within a relatively short time and the whole formalism is no longer valid.
In summary, we have in this paper proposed a new approach to quantum dynamics. It is believed that the approach enjoys advantages, of which some are the following.
1. Any dynamical system, subject to weak or strong time-dependent fields, becomes calculable and analyzable.
2. The formalism is intrinsicly convergent. It is observed that the computational work of this approach is usually efficient since the involved series converges rapidly. (The box normalization is sometimes of necessity.)
3. The approach correlates a dynamical system with its corresponding stationary systems intimately. Thus, concepts and techniques acquired in studying stationary states can be applied naturally, which is indeed desirable in view of that knowledge about stationary states has been accumulated for long.
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