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This paper deals with the *d*-dimensional density estimate problem ([1](#Equ1){ref-type=""}), when $\documentclass[12pt]{minimal}
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                \begin{document}$Y_{1}, Y_{2}, \ldots, Y_{n}$\end{document}$ are strong mixing. We give upper bounds for the mean integrated squared error (MISE) of wavelet estimators. It turns out that our linear result reduces to Shirazi and Doosti's \[[@CR16]\] theorem, when the random sample is independent.

Wavelets and Besov spaces {#Sec2}
-------------------------

As a central notion in wavelet analysis, Multiresolution Analysis (MRA, Meyer \[[@CR11]\]) plays an important role in constructing a wavelet basis, which means a sequence of closed subspaces $\documentclass[12pt]{minimal}
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A wavelet basis can be used to characterize Besov spaces. The next lemma provides equivalent definitions for those spaces, for which we need one more notation: a scaling function *φ* is called *m*-regular if $\documentclass[12pt]{minimal}
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### Lemma 1.1 {#FPar1}

(Meyer \[[@CR11]\])
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Estimators and result {#Sec3}
---------------------
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### Definition 1.1 {#FPar2}
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Obviously, the independent and identically distributed (*i.i.d.*) data are strong mixing since $\documentclass[12pt]{minimal}
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Assumption A1 is standard for the nonparametric density model with size-biased data, see Ramírez and Vidakovic \[[@CR13]\], Chesneau \[[@CR1]\], Liu and Xu \[[@CR9]\]. Condition A3 can be viewed as a 'Castellana--Leadbetter' type condition in Masry \[[@CR10]\].
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### Remark 1 {#FPar6}
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### Remark 2 {#FPar7}
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### Remark 3 {#FPar8}
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Some lemmas {#Sec4}
===========

In this section, we provide some lemmas for the proof of the theorem. The following simple (but important) lemma holds.

Lemma 2.1 {#FPar9}
---------
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Proof {#FPar10}
-----

One includes a simple proof for completeness. By ([3](#Equ3){ref-type=""}), $$\documentclass[12pt]{minimal}
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Davydov's inequality {#FPar11}
--------------------
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Lemma 2.2 {#FPar12}
---------
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Proof {#FPar13}
-----

One proves the second inequality only, the first one is similar. By the definition of $\documentclass[12pt]{minimal}
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To prove the last lemma in this section, we need the following Bernstein-type inequality (Liebscher \[[@CR7], [@CR8]\], Rio \[[@CR14]\]).

Bernstein-type inequality {#FPar14}
-------------------------

Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$(Y_{i})_{i\in\mathbb{Z}}$\end{document}$ be a strong mixing process with mixing coefficient $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\alpha(k)$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$EY_{i}=0$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$|Y_{i}|\leq M<\infty$\end{document}$, and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$D_{m}=\max_{1\leq j\leq 2m}\operatorname{var} (\sum_{i=1}^{j}Y_{i} )$\end{document}$. Then, for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\varepsilon >0$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$n,m\in\mathbb{N}$\end{document}$ with $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$0< m\leq\frac{n}{2}$\end{document}$, $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathbb{P} \Biggl( \Biggl\vert \sum_{i=1}^{n}Y_{i} \Biggr\vert \geq\varepsilon \Biggr) \leq4\cdot\exp \biggl\{ -\frac{\varepsilon^{2}}{16} \biggl(nm^{-1}D_{m}+\frac{1}{3}\varepsilon Mm \biggr)^{-1} \biggr\} +32\frac {M}{\varepsilon}n\alpha(m). $$\end{document}$$

Lemma 2.3 {#FPar15}
---------

*Let* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f\in B^{s}_{p,q}(H)$\end{document}$ ($\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$p,q\in[1,\infty)$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$s>\frac{d}{p}$\end{document}$), $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\widehat{\beta}^{\ell}_{j,k}$\end{document}$ *be defined in* ([5](#Equ5){ref-type=""}) *and* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$t_{n}=\sqrt{\frac{\ln n}{n}}$\end{document}$. *If* A1*--*A3 *hold and* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$2^{jd}\leq\frac {n}{(\ln n)^{3}}$\end{document}$, *then there exists a constant* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\kappa>1$\end{document}$ *such that* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathbb{P} \bigl( \bigl\vert \widehat{\beta}_{j,k}^{\ell}- \beta_{j,k}^{\ell } \bigr\vert \geq\kappa t_{n} \bigr) \lesssim n^{-4}. $$\end{document}$$

Proof {#FPar16}
-----
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Proof of the theorem {#Sec5}
====================

This section proves the theorem. The main idea of the proof comes from Donoho et al. \[[@CR4]\].

Proof of ([8a](#Equ8){ref-type=""}) {#FPar17}
-----------------------------------
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