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Abstract
We provide a condition in terms of a supermartingale property for a functional of the Markov process,
which implies (a) f -ergodicity of strong Markov processes at a subgeometric rate, and (b) a moderate
deviation principle for an integral (bounded) functional. An equivalent condition in terms of a drift
inequality on the extended generator is also given. Results related to ( f, r)-regularity of the process, of
some skeleton chains and of the resolvent chain are also derived. Applications to specific processes are
considered, including elliptic stochastic differential equations, Langevin diffusions, hypoelliptic stochastic
damping Hamiltonian systems and storage models.
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1. Introduction
In the present paper, we study the recurrence of continuous-time Markov processes. More
precisely, we provide a criterion that yields a precise control of a subgeometric moment
of the return-time to a test-set. The obtained result permits further quantitative analysis of
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characteristics such as the rate of convergence to the stationary state, a moderate deviation
principle and the regularity of the process.
The stability and ergodic theory of continuous-time Markov processes have a large literature
which is mainly devoted to the geometric case (also referred to as the exponential case).
Meyn and Tweedie developed stability concepts for continuous-time Markov processes as
well as simple criteria for non-explosivity, non-evanescence, Harris-recurrence, positive Harris-
recurrence, ergodicity and geometric ergodicity [20,22,23]. Of particular importance in actually
applying these concepts is the existence of verifiable conditions. In the discrete-time context,
development of Foster–Lyapunov-type conditions on the transition kernel has provided such
criteria (e.g. [21]). In the continuous-time context, Foster–Lyapunov inequalities applied to the
generator of the process play the same role. These criteria were successfully applied to the
study of the solution to stochastic differential equations (see [16] and more recently, [14] and
references therein). Results relative to rates of convergence slower than geometric are not so
well established. In [31,19] (resp. [33]), polynomial and subexponential ergodicity of stochastic
differential equations (resp. subexponential ergodicity of queuing models) are addressed, but
these results are quite model specific. Fort and Roberts [11] are, to our best knowledge, the first
to study the subgeometric ergodicity of general strong Markov processes. Their conditions are
in terms of subgeometric moment of the return-time to a test-set. Fort and Roberts derive nested
drift inequalities on the generator of the process that makes the result one of practical interest in
the polynomial case.
One of the applications of the condition we derive in the present paper makes the
Fort–Roberts theory applicable for more general subgeometric rates such as the logarithmic or the
subexponential ones. It also provides criteria for the ( f, r)-regularity of a process, a characteristic
which is an extension of the regularity concept [22]. We obtain theoretical results that are
analogous to those in the discrete-time case [30]. We then relate our condition to a criterion based
on the generator of the process. This criterion is the natural analogue of the Foster–Lyapunov
condition for the geometric case; it also provides a single drift condition that generates the set of
nested drift conditions by Fort–Roberts [11] for the polynomial case. Furthermore, it is analogous
to the discrete-time version recently proposed by Douc–Fort–Moulines–Soulier [5].
In the literature, one approach for the theory of continuous-time Markov process is through the
use of associated discrete-time chains: the resolvent chains and/or a skeleton chain. We discuss
how our condition is related to a subgeometric drift inequality for these discrete-time Markov
chains. As a consequence, we state new limit theorems such as moderate deviations for integrals
of bounded functionals, thus weakening the conditions derived in Guillin–Wu [15,32].
Our conditions are then successfully applied to various non-trivial models: (a) we first
consider elliptic stochastic differential equations for which conditions on the drift function enable
us to generalize results by Veretennikov [31], Ganidis–Roynette–Simonot [12] or Malyshkin [19]
(see also Pardoux–Veretennikov [26] for a study of the regularity of the solution of the Poisson
equation under this drift condition); (b) we then study a “cold” Langevin tempered diffusion
when the invariant target distribution is subexponential in the tails. This model is particularly
useful in the Markov Chain Monte Carlo method. Different regimes of ergodicity (polynomial,
subexponential or exponential) depending on the coldness of the diffusion term are exhibited, the
different regimes are then characterized by the invariant target distribution. This study generalizes
the Fort–Roberts results, which consider the case when the target density is polynomial in the
tails [11]; (c) we also give a toy hypoelliptic example, namely a stochastic damping Hamiltonian
system, in the case when it cannot be geometrically ergodic. This model is shown to be
polynomially ergodic (see Wu [32] for the exponential case); (d) we finally consider a simple
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compound Poisson-process driven Ornstein–Uhlenbeck process (relevant for recent studies in
financial econometrics) with a heavy tailed jump. It is shown to be subgeometrically ergodic.
Our approach may be considered as a probabilistic one. There are another ways to get
subexponential rates of convergence (in total variation norm, in L2 or in entropy) such as
those based on spectral techniques (as in [12]), or on functional inequalities (weak Poincare´
inequalities [28] or weak logarithmic Sobolev inequalities [2]). These results are however not
easy to compare to ours and we postpone a comparative utilization of these approaches to further
research.
Let us finally present the organization of the paper. Section 2 recalls basic definitions on
Markov processes. The main results are given in Section 3: we provide a condition in terms of a
supermartingale property for a functional of the Markov process, which is shown to imply ( f, r)-
ergodicity and moderate deviation principle for integral (bounded) functional. An equivalent
formulation in terms of a drift inequality on the extended generator is also given. In Section 4, we
consider basic properties characterizing ( f, r)-ergodic Markov processes, such as the existence
of suitably regular sets for the process or for some associated discrete-time Markov chains like
the skeleton chains or the resolvent. All the proofs are given in the Appendix. Section 5 is devoted
to the examples.
2. Definitions
Let (Ω ,F , (Ft )t≥0, (X t )t≥0, (Px )x∈X) be a Markov family on a locally compact and separable
metric space X endowed with its Borel σ -field B(X) : (Ω ,F) is a measurable space, (X t )t≥0 be
a Markov process with respect to the filtration (Ft )t≥0 and Px (resp. Ex ) denote the canonical
probability (resp. expectation) associated to the Markov process with initial distribution the point
mass at x . Throughout this paper, the process is assumed to be a time-homogeneous strong
Markov process with cad-lag paths, and we denote by (Pt )t≥0 the associated semi-group on
(X,B(X)).
Let Λ0 denote the class of the measurable and non-decreasing functions r : [0,+∞) →
[2,+∞) such that log r(t)/t ↓ 0 as t → +∞. Let Λ denote the class of positive measurable
functions r¯ , such that for some r ∈ Λ0,
0 < lim inf
t
r¯(t)
r(t)
≤ lim sup
t
r¯(t)
r(t)
<∞.
Λ is the class of the subgeometric rate functions and examples of functions r¯ ∈ Λ are
r¯(t) = tα(log t)β exp(γ tδ)
for 0 < δ < 1 and either γ > 0, or γ = 0 and α > 0, or γ = α = 0 and β ≥ 0. We are
ultimately interested in conditions implying that for all x ∈ X
lim
t→+∞ r(t)‖P
t (x, ·)− pi(·)‖ f = 0, (2.1)
where r ∈ Λ, pi is the (unique) invariant distribution of the process i.e. pi P t = pi for all t ≥ 0,
and for a signed measure µ, ‖µ‖ f = sup|g|≤ f |µ(g)| where f : X → [1,∞) is a measurable
function. When f is the constant function 1, the f -norm is nothing more than the total variation
norm.
To attain that goal, we will need different notions of regularity and stability of continuous-
time Markov processes and we briefly recall some basic definitions. The process is φ-irreducible
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for some σ -finite measure φ on B(X) if φ(A) > 0 implies Ex
[∫∞
0 1A(Xs) ds
]
> 0 for all x ∈ X.
A φ-irreducible process possesses a maximal irreducibility measure ψ such that φ is absolutely
continuous with respect to ψ for any other irreducibility measure φ [24]. Maximal irreducibility
measures are not unique and are equivalent. A set A ∈ B(X) such that ψ(A) > 0 for some
maximal irreducibility measure is said to be accessible; and full if ψ(Ac) = 0. A non-empty
measurable set C is νa-petite (or simply petite) if there exist a probability measure a on the Borel
σ -field of [0,+∞) and a non-trivial σ -finite measure νa on B(X) such that
∀x ∈ C,
∫ +∞
0
P t (x, ·) a(dt) ≥ νa(·).
For a ψ-irreducible process, an accessible closed petite set always exists [20]. A process
is Harris-recurrent if, for some σ -finite measure µ, µ(A) > 0 implies that the event
{∫∞0 1A(Xs)ds = ∞} holds Px -a.s. for all x ∈ X. Harris-recurrence trivially implies φ-
irreducibility. A Harris-recurrent right process possesses an invariant measure pi [13]; if pi
is an invariant probability distribution, the process is called positive Harris-recurrent. A φ-
irreducible process is aperiodic if there exist an accessible νδm -petite set C and t0 such that
for all x ∈ C, t ≥ t0, P t (x,C) > 0. A sufficient condition for a positive Harris-recurrent process
to be aperiodic is the existence of some φ-irreducible skeleton chain [22]; recall that a skeleton
Pm (m > 0) is said to be φ-irreducible if there exists a σ -finite measure µ such that µ(A) > 0
implies ∀x ∈ X, ∃k ∈ N, Pkm(x, A) > 0 [21].
A ψ-irreducible and aperiodic Markov process that verifies (2.1) is said to be f -ergodic at a
subgeometric rate (or simply f -ergodic when r = 1). When r is of the form r(t) = κ t for some
κ > 1, the process is said to be f -ergodic at a geometric rate. In the literature, criteria for the
stability of Markov processes, when stability is couched in terms of Harris-recurrence, positive
Harris-recurrence, f -ergodicity, within this latter case, a mention of the rate of convergence, are
expressed in terms of hitting times of some closed petite set. For any δ > 0 and any closed set
C ∈ B(X), let
τC (δ) = inf{t ≥ δ, X t ∈ C},
be the hitting time on C delayed by δ and define its ( f, r)-modulated moment
GC (x, f, r; δ) = Ex
[∫ τC (δ)
0
r(s) f (Xs) ds
]
,
where f : X→ [1,∞) is a measurable function and r : [0,+∞)→ (0,+∞) is a rate function.
When f = 1 (resp. r = 1), this moment is simply called the r -modulated (resp. f -modulated)
moment. Following discrete-time usage [21,30,17], we call a measurable set C( f, r)-regular if
sup
x∈C
G B(x, f, r; δ) <∞,
for all δ > 0 and all accessible sets B. Criteria for Harris-recurrence and positive Harris-
recurrence can be found in [20, Theorems 1.1 and 1.2]; ergodicity and f -ergodicity are addressed
in [22, Theorems 6.1 and 7.2]; criteria for geometric f -ergodicity at a geometric rate (resp. at a
subgeometric rate) are provided by [7, Theorem 7.4] (resp. [11, Theorem 1]). A short review of
these notions and results can be found in [11].
In many applications, these moments cannot be explicitly calculated; a second set of criteria
based on the extended generator were thus derived for some of the stability properties above. We
postpone to Section 3.3 a review of the existing conditions.
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3. Main results
Let us consider the following drift condition towards a closed petite set C .
D(C,V, φ,b): There exist a closed petite set C , a continuous function V : X → [1,∞),
an increasing differentiable concave positive function φ : [1,∞) → (0,∞) and a constant
b <∞ such that for any s ≥ 0, x ∈ X,
Ex [V (Xs)]+ Ex
[∫ s
0
φ ◦ V (Xu)du
]
≤ V (x)+ b Ex
[∫ s
0
1C (Xu)du
]
. (3.1)
Note that (3.1) is equivalent to the condition that the functional
s 7→ V (Xs)− V (X0)+
∫ s
0
φ ◦ V (Xu)du − b
∫ s
0
1C (Xu)du (3.2)
is, for all x ∈ X, a Px -supermartingale with respect to the filtration (Ft )t≥0.
We prove that this condition is related to (i) the f -ergodicity at a subgeometric rate of the
Markov process, (ii) a Moderate Deviation Principle for additive integral of bounded functional
of the Markov process, (iii) a drift inequality on the extended generator.
3.1. f -ergodicity at a subgeometric rate
The first result concerns the existence of an invariant probability distribution pi and shows
that the drift condition D(C,V, φ,b) provides a simple tool when identifying the set of the pi -
integrable functions.
Proposition 3.1. Assume D(C,V, φ,b) and supC V < ∞. Then the process is positive Harris-
recurrent with an invariant probability measure pi such that pi(φ ◦ V ) <∞.
Proposition 3.1 results from [20, Theorems 1.1 and 1.2] and Theorem 4.1(i). It is known that
positive Harris-recurrence does not necessarily imply ergodicity and aperiodicity is required [22,
Proposition 6.1]; similar conditions are required in the discrete-time case [21]. In the present
case, more information than positive Harris-recurrence is available and thus, f -ergodicity at a
subgeometric rate can be established.
Set
Hφ(u) =
∫ u
1
ds
φ(s)
, u ≥ 1.
Theorem 3.2 states that the Markov process converges in f -norm to the invariant probability
measure pi , for a wide family of functions 1 ≤ f ≤ f∗ and a wide family of rate functions
r ≤ r∗ where
f∗ = φ ◦ V, r∗(s) = φ ◦ H−1φ (s).
To attain that goal, we introduce the pairs of Young’s functions (H1, H2) that – among other
properties – satisfy the property
x y ≤ H1(x)+ H2(y), ∀x, y ≥ 0, (3.3)
and are invertible (see e.g [18, Chapter 1]). Examples of pairs (H1, H2) are given in [5,11] while
a general construction can be found in [18, Chapter 1]. Let I be the pairs of inverse Young’s
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functions augmented with the pairs (Id, 1) and (1, Id): (Ψ1,Ψ2) ∈ I iff (Ψ−11 ,Ψ−12 ) is a pair of
Young’s functions. For a rate function r ∈ Λ, define r0(t) = ∫ t0 r(s) ds, and, if r is differentiable,
set ∂r(t) = dr(t)dt .
Theorem 3.2. Assume that:
(i) some skeleton chain is irreducible.
(ii) the condition D(C,V, φ,b) holds with C, V, φ such that supC V <∞ and lim+∞ φ′ = 0.
For any pair Ψ = (Ψ1,Ψ2) ∈ I and any probability distribution λ satisfying λ(V ) <∞,
lim
t→+∞ {Ψ1(r∗(t)) ∨ 1}
∫
X
λ(dx) ‖P t (x, ·)− pi(·)‖Ψ2( f∗)∨1 = 0. (3.4)
Furthermore, there exist finite constants CΨ ,i such that for all t ≥ 0 and all x ∈ X,
{Ψ1(r∗(t)) ∨ 1} ‖P t (x, ·)− pi(·)‖Ψ2( f∗)∨1 ≤ CΨ ,1 V (x), (3.5)∫ ∞
0
{Ψ1(r∗(t)) ∨ 1} ‖P t (x, ·)− P t (y, ·)‖Ψ2( f∗)∨1 dt ≤ CΨ ,2 {V (x)+ V (y)}; (3.6)
and if ∂[Ψ1(r∗)] ∈ Λ, there exists a finite constant CΨ ,3 such that for all t ≥ 0,∫ ∞
0
{∂[Ψ1(r∗)](t) ∨ 1} ‖P t (x, ·)− pi(·)‖Ψ2( f∗)∨1 dt ≤ CΨ ,3 V (x). (3.7)
Limit (3.4) is a direct application of [11, Theorem 1] while (3.5)–(3.7) are, to our best
knowledge, new results for the continuous-time Markov process theory. The proof is detailed
in Appendix. Observe that under the stated assumptions, Ψ1 ◦ r∗ ∈ Λ (see Lemma 4.3).
As said in [11], Eq. (3.4) shows that the rate of convergence and the norm in which
convergence occurs have to be balanced: for two pairs (Ψ1,Ψ2) and (Ψ ′1,Ψ ′2) in I, if Ψ1(x) ≤
Ψ ′1(x) for all large x , thenΨ2(y) ≥ Ψ ′2(y) for all large y [18, Theorem 1.2.1]. Hence, the stronger
the norm, the weaker the rate and conversely. The maximal rate of convergence is achieved with
the total variation norm (Ψ2 ◦ f∗ = 1) and the minimal one (Ψ1 ◦ r∗ = 1) is achieved with the
f∗-norm. Hence, the drift condition D(C,V, φ,b) directly provides information on the rate of
convergence and the norm of convergence: the largest rate of convergence r∗ = φ ◦ H−1φ is given
by the concave function φ and the largest norm of convergence ‖ ·‖ f∗ is given by the pair (φ, V ).
Eqs. (3.5)–(3.7) are, to our best knowledge, the first results that address the dependence upon
the initial point in the ergodic behavior. When applied to discrete-time Markov chains, (3.5) to
(3.7) coincide with resp. [30, Theorems 2.1, 4.1, 4.2] (the dependence upon x can be read from
the proof of these theorems; the details are also provided in [9, Chapter 3]). These results for
the discrete-time case and the definition of the set Sψ in [11, Theorem 1] suggest that in (3.5),
the minimal dependence on the starting value x is of the form GC (x,Ψ2( f∗),Ψ1(r∗); δ). Similar
expressions can be predicted for (3.6) and (3.7). The proof of this assertion and the explicit
construction of the constants CΨ ,i in terms of the quantities appearing in the assumptions are
beyond the scope of this paper. The work on explicit control of subgeometric ergodicity for
strong Markov processes is currently in progress.
In the examples given in Section 5, we will see that the pair (φ, V ) that solves D(C,V, φ,b)
is not unique, that is, the drift condition only provides an upper bound of the true rate of
convergence (see e.g. Section 5.1). Nevertheless, in many applications, we are able to prove
that the true rate belongs to the exhibited class of rate functions (see e.g. Section 5.2).
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3.2. Skeleton chain and moderate deviations
We consider here an important field of application for this subgeometric rate, namely
moderate deviations for bounded additive functionals of Markov process. Moderate deviations
are concerned with the asymptotic for centered g with respect to pi and for 0 ≤ t ≤ T of
St =
1√
h()
∫ t
0
g(Xs/)ds
where as  tends to 0, h()→∞ but√h()→ 0, namely a regime between the large deviations
and the central limit theorem. Let C0([0, 1],Rn) be the space of continuous functions from [0, 1]
to Rn starting from 0 equipped with the supremum norm topology. We may then state:
Theorem 3.3. Assume that D(C,V, φ,b) holds with supC V < ∞, and some skeleton chain is
ψ-irreducible.
(i) For all m > 0, there exist a function W : X→ [φ(1),∞), an accessible petite set C˜ for the
skeleton Pm and a positive constant b′ such that supC˜ W is finite, and on X,
Pm W ≤ W − φ ◦W + b′1C˜ , and φ ◦ V ≤ W ≤ κV .
(ii) Suppose that there exists a function h such that h() → ∞ but √h() → 0 and for all
a > 0,
lim
→0
1
h2()
log
(
H−1φ
(
a h()√

))
= +∞. (3.8)
Suppose that pi(V ) <∞ and set
σ 2(〈g, ζ 〉) = lim
n→∞
1
n
Epi
(∫ n
0
〈g, ζ 〉(Xs)ds
)2
= 2
∫
X
〈g, ζ 〉
∫ ∞
0
P t 〈g, ζ 〉dtdpi.
Then, for any initial distribution µ such that µ(V ) < +∞, Pµ
(
S· ∈ ·
)
satisfies a moderate
deviation principle in C0([0, 1],Rn) with speed 1h2() and rate function I hg given by
I hg (γ, σ ) =
1
2
∫ 1
0
sup
ζ∈Rn
{
〈γ˙ (t), ζ 〉 − 1
2
σ 2(〈g, ζ 〉)
}
dt (3.9)
if dγ (t) = γ˙ (t)dt and γ (0) = 0; and I hg (γ, σ ) = +∞ otherwise.
The proof is in Appendix. Note that σ 2(〈g, ζ 〉) is the usual variance of the Central Limit
Theorem. To the authors’ knowledge, this moderate deviation result (even for bounded function)
is the first one for Markov processes which are not exponentially ergodic. It extends then
results of Guillin [15, Th 1.] or Wu [32, Th. 2.7] in the subexponential setting. As expected,
all ranges of speed are not allowed for such a theorem but are limited by the ergodicity of the
process as stated by condition (3.8) which is however easy to check (we refer the reader to
Douc–Guillin–Moulines [6, Sect. 4] for a complete discussion on this interplay). For example,
suppose that you are in the subexponential regime, say φ(v) = v log(v)2p/(1−p) for some
0 < p < 1 (see Section 5.1 for assumptions ensuring that a diffusion process satisfies such a
condition), then (3.8) implies that the speed should satisfy 1 h() (p−1)/2(1+3p). Note that
as a direct application a functional LIL may be easily obtained under a quite optimal ergodicity
condition.
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3.3. Generator and drift inequality (3.1)
The drift condition D(C,V, φ,b) may be not easy to derive since it is couched in terms of
the process itself. The main goal of this section is to provide a sufficient condition similar to
the usual form of conditions adopted in an earlier paper to address different classes of stability:
namely a condition based on the extended generator [4, Def. 1.15.15].
Let D(A) denote the set of measurable functions f : X → R such that: there exists a
measurable function h : X→ R such that the function t 7→ h(X t ) is integrable Px -a.s. for each
x ∈ X and the process
t 7→ f (X t )− f (X0)−
∫ t
0
h(Xs)ds (3.10)
is a Px -local martingale for all x . Then we write h = A f , and f is said to be in the domain
of the extended generator (A,D(A)) of the process X . The condition (3.1) looks like a Dynkin
formula. This is the reason why we want it to hold as widely as possible, thus justifying the
interest in the extended generator concept.
Theorem 3.4. Let V : X→ [1,∞) with V ∈ D(A) be a continuous function and φ : [1,∞)→
(0,∞) be an increasing differentiable concave positive function.
(i) If there exist a closed petite set C and a constant b <∞ such that for all x ∈ X,
AV (x) ≤ −φ ◦ V (x)+ b1C (x), (3.11)
then D(C,V, φ,b) holds.
(ii) If D(C,V, φ,b) holds for some compact set C and AV is continuous then (3.11) holds.
The proof is in Appendix. The extended generator is less restrictive than the infinitesimal
generator A˜: if f is in the domain of A˜, then the process (3.10) is a martingale and f is in
the domain of A (see e.g. [4, Proposition 1.14.13]). In particular, it is often quite difficult to
characterize the domain of A˜ but there may be (and are, in the applications of Section 5) easily
checked sufficient conditions for membership of D(A).
This drift condition is naturally a part of the existing literature, that addresses criteria for non-
explosivity, recurrence, f -ergodicity, polynomial ergodicity, geometric and uniform ergodicity
(see [23, Conditions (CD0) to (CD3)]; see also [7]). For example, (3.11) is an extension of
f -ergodicity: AV (x) ≤ −c f (x)+ b1C (x), (3.12)
geometric ergodicity: AV (x) ≤ −cV (x)+ b1C (x) (3.13)
where V ≥ 1 and f ≥ 0 are measurable functions, C is a closed petite set such that
supC V <∞, b and c are positive constants; these two conditions resp. address the f -ergodicity
and the geometric ergodicity. These criteria are similar to some conditions provided by [16] for
the stability of stochastic differential equations. The drift inequality (3.13) is the limit of our
approach, since it corresponds to (3.11) with φ(v) ∝ v.
In a recent work, Fort and Roberts [11] considered a family of drift conditions that imply f -
ergodicity at a polynomial rate: namely, there exist 0 < α < 1, b > 0 such that for all α ≤ η ≤ 1,
there exists cη > 0 such that
AV η(x) ≤ −cηV η−α(x)+ b1C (x). (3.14)
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The comparison of the Fort–Roberts nested drift conditions (3.14) and our single drift condition
can be more explicit when V ∈ D(A) and the process (3.10) is a Px -martingale for all x . In that
case, it is easily seen that the single drift condition implies the nested drift conditions.
4. Modulated moments for the process, and associated discrete-time Markov chains
We present here byproduct results, that are related to the notion of ( f, r)-regularity. The main
result of Section 4.1 is Theorem 4.1 that states that this drift condition allows the calculation
of an upper bound for some r -modulated moment where r ∈ Λ, and for some f -modulated
moment, f ≥ 1. Using interpolating inequalities, we obtain ( f, r)-modulated moments for a
wide family of pairs ( f, r). Section 4.2 is devoted to ( f, r)-regularity: the main result of this
section is Proposition 4.7 that identifies ( f, r)-regular sets from the condition D(C,V, φ,b). We
present in Section 4.4 the interplay between a drift condition on the resolvent kernel and the drift
condition D(C,V, φ,b).
All the proofs are given in Appendix.
4.1. Modulated moments for the process
Theorem 4.1. Assume D(C,V, φ,b).
(i) For all x ∈ X and δ > 0, Ex
[∫ τC (δ)
0 φ ◦ V (Xs) ds
]
≤ V (x)− 1+ bδ.
(ii) For all x ∈ X and δ > 0, Ex
[∫ τC (δ)
0 φ ◦ H−1φ (s) ds
]
≤ V (x)− 1+ b
φ(1)
∫ δ
0 φ ◦ H−1φ (s)ds.
The proof of Theorem 4.1 does not require C to be petite. Nevertheless, this petiteness
property will be crucial in all the following results: we will see that this assumption allows
the extension of the above controls to those of modulated moments τB(δ) for any accessible
set B. Theorem 4.1 gives the largest f -modulated and r -modulated moments of τC (δ) that can
be deduced from D(C,V, φ,b). Interpolated ( f, r)-modulated moments of τC (δ) can easily be
obtained for a wide family of functions 1 ≤ f ≤ f∗ (and, equivalently, a wide family of rate
functions r(s) ≤ r∗(s)). To attain that goal, we follow the same lines as in [5,11]. Corollary 4.2
trivially results from Theorem 4.1 and Eq. (3.3).
Corollary 4.2. Assume D(C,V, φ,b). For any pairs (Ψ1,Ψ2) ∈ I and all δ > 0,
Ex
[∫ τC (δ)
0
Ψ1 (r∗(s))Ψ2 ( f∗(Xs)) ds
]
≤ 2(V (x)− 1)+ b
∫ δ
0
(
1+ r∗(s)
r∗(0)
)
ds.
If Ψ1 strongly increases at infinity then Ψ2 slowly increases: the rate r and the function f have
to be balanced (see [18] and the comments in Section 4.1).
Theorem 4.1 and Corollary 4.2 thus provide a control of ( f, r)-modulated moments; which is
of great interest whenΨ1◦r∗ is a subgeometric rate function. A sufficient condition is Lemma 4.3
(see [5, Lemmas 2.3 and 2.7])
Lemma 4.3. If lim∞ φ′ = 0, then r∗ ∈ Λ and for all inverse Young functions Ψ1, Ψ1 ◦ r∗ ∈ Λ.
Proposition 4.4. Assume D(C,V, φ,b). Then the process is ψ-irreducible. If supC V <∞,
(i) the level sets {V ≤ n} are petite.
(ii) there exists a closed accessible petite set B such that D(B,V, φ,b) holds and supB V <∞.
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Therefore, when D(C,V, φ,b) holds and supC V < ∞, we can assume without loss of
generality (w.l.g.) that C is accessible.
4.2. ( f, r)-regularity of the process
The objective of this section is to identify regular sets from the drift condition D(C,V, φ,b).
Proposition 4.5 shows that the “self-regularity” of a closed petite set C actually implies ( f, r)-
regularity. This results extends [20, Proposition 4.1] (resp. [11, Proposition 22]) that addresses
the case r = 1 (resp. f = 1). It also generalizes [11, Proposition 23] which concerns the case
r = Ψ1(r∗) and f = Ψ2( f∗) for some pair (Ψ1,Ψ2) ∈ I. This proposition is the counterpart in
the subexponential setting of the result by Down et al. for the exponential case [7, Theorem 7.2].
Proposition 4.5. Let f : X → [1,∞) be a measurable function and r ∈ Λ be a subgeometric
rate function. Assume that the process is ψ-irreducible and supC GC (·, f, r; δ) < ∞ for some
(and thus any) δ > 0 and some closed petite set C. Then,
(i) the set {x ∈ X,GC (x, f, r; δ) <∞} is full,
(ii) for all accessible sets B ∈ B(X) and all t ≥ 0, there exists a constant cB,t < ∞ such that
G B(·, f, r; t) ≤ cB,t GC (·, f, r; δ) so that C is ( f, r)-regular.
Combining Proposition 4.5(ii), Corollary 4.2 and Lemma 4.3 yields the following result
Proposition 4.6. Assume that D(C,V, φ,b) holds with C, V, φ such that supC V < ∞ and
lim+∞ φ′ = 0. Then for any pair (Ψ1,Ψ2) ∈ I, any accessible set B and all δ > 0, there exists
a finite constant c such that
Ex
[∫ τB (δ)
0
Ψ1 (r∗(s))Ψ2 ( f∗(Xs)) ds
]
≤ c V (x),
and any V -level set {x ∈ X, V (x) ≤ v} is (Ψ2 ◦ f∗,Ψ1 ◦ r∗)-regular.
We now establish a general result that extends to continuous-time Markov processes, part
of [30, Theorem 2.1] relative to the discrete-time Markov chain. In the case r = 1, some of these
equivalences are proved in [20] for continuous-time strong Markov processes.
Proposition 4.7. Let f : X → [1,∞) be a measurable function and r ∈ Λ be a subgeometric
rate function. Assume that the process is ψ-irreducible. The following conditions are equivalent.
(i) There exist a closed petite set C and δ > 0 such that supC GC (x, f, r; δ) <∞.
(ii) There exists a ( f, r)-regular closed set which is accessible.
(iii) There exists a full set SΨ which is the union of a countable number of ( f, r)-regular sets.
By Theorem 4.1, these equivalent conditions are verified provided D(C,V, φ,b) holds,
supC V <∞ and lim∞ φ′ = 0.
4.3. Modulated moments for an irreducible skeleton
Under mild additional conditions, the drift condition D also yields controls of modulated
moments for irreducible skeleton chains. For all m > 0, let Tm,C be the return-time to C of the
skeleton chain Pm ,
Tm,C = inf{k ≥ 1, Xmk ∈ C}.
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Proposition 4.8. Assume that D(C,V, φ,b) holds with supC V < ∞, and some skeleton chain
is irreducible. For all m > 0 and any accessible set B, there exist constants ci , 1 ≤ i ≤ 4, such
that for all x ∈ X,
Ex
[
Tm,B−1∑
k=0
φ ◦ V (Xmk)
]
≤ c1 Ex
[∫ Tm,B
0
φ ◦ V (Xsm) ds
]
≤ c2 V (x),
Ex
[
Tm,B−1∑
k=0
r∗(km)
]
≤ c3Ex
[∫ mTm,B
0
r∗(s) ds
]
≤ c4 V (x).
4.4. Resolvent and drift inequality (3.1)
One of the approaches for studying the stability and ergodic theory of continuous-time Markov
processes consists in making use of the associated discrete-time resolvent chains. This allows
taking profit of the analysis of discrete-time Markov chains which is quite well understood
[24,21] and then transferring properties established in terms of the resolvent or “generalized
resolvent” kernel (see for e.g. [20]) to the Markov process itself. More precisely, define, for
β > 0, the resolvent kernel Rβ by Rβ(x, A) =
∫∞
0 βe
−βt P t (x, A)dt and consider the following
drift condition associated to the resolvent kernel.
Dˇ(C,V, φ,b, β): There exist a petite set C , a function V : X → [1,∞), an increasing
differentiable concave positive function φ : [1,∞) → (0,∞) and a constant b < ∞ such
that for any x ∈ X,
RβV (x) ≤ V (x)− φ ◦ V (x)+ b1C (x). (4.1)
Theorem 4.9 ensures that drift conditions expressed in terms of the resolvent kernel or of the
Markov process are essentially equivalent. This theorem parallels [7, Theorem 5.1] which has
been established for exponentially ergodic Markov processes. The proof is given in Appendix.
Theorem 4.9. (i) Assume Dˇ(C,V, φ,b, β) where C is a closed set and RβV is a continuous
function. Then D(C,RβV, βφ, βb) holds.
(ii) Assume D(C,V, φ,b) with supC V <∞. Then, for all β > 0, there exist (Cˇ,W, φˇ, bˇ) such
that Dˇ(Cˇ,W, φˇ, bˇ, β) holds. Cˇ, W and φˇ are such that
sup
X
(
W − V (1+ φ′(1))) <∞, sup
Cˇ
W <∞, φˇ(t (1+ φ′(1)))∼+∞ φ(t).
Modulated moments for the resolvent can be deduced from (4.1) by applying the results by [5].
The details are omitted.
5. Examples
In this section, X = Rn . For a set A, Ac is its complement in Rn . Vectors are intended as
column vectors, |x | and 〈·, ·〉 denote respectively the Euclidean norm and the scalar product.
For a matrix a, |a| =
(∑
i, j a
2
i, j
)1/2
, Tr(a) stands for the trace of the matrix and a′ the matrix
transpose. Idn is the n × n identity matrix. If V is a twice continuously differentiable function
w.r.t. x ∈ Rn , ∂V (or ∂x V when confusion is possible) denotes its gradient, and ∂2V its Hessian.
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Four applications are considered: we analyze three different diffusions (a general elliptic
diffusion on Rn , a Langevin diffusion on Rn and an hypoelliptic diffusion) and a compound
Poisson-process driven Ornstein–Uhlenbeck process. Queuing theory is another important field
of application for our theory. We do not discuss here this field of applications. This will be
done in a forthcoming paper, which will also include a comparison of our results to those
by [3,33]. Techniques in Dai–Meyn [3] differ from ours since they are based on fluid limits.
Concerning [33], our conditions are more general; indeed the authors assume that there exists a
state x0 such that whenever the Markov process hits x0, it will sojourn there for a random time
that is positive with probability 1, [33, Assumption 1.1]. This assumption makes their results
unavailable for the applications we now consider.
5.1. Elliptic diffusions on Rn
Consider the stochastic integral equation of the form
X t = X0 +
∫ t
0
b(Xs)ds +
∫ t
0
σ(Xs)dBs, (5.1)
where X t ∈ Rn , b : Rn → Rn and σ : Rn → Rn×n are measurable functions, and {Bt }t is an
n-dimensional Brownian motion. Assume that b : Rn → Rn and σ : Rn → Rn×n are functions
satisfying,
A1 σ is bounded and b and σ are locally Lipschitz: for any l > 0, there exists a finite constant
cl such that for all |x | ≤ l, |y| ≤ l, |b(x)− b(y)| + |σ(x)− σ(y)| ≤ cl |x − y|.
Let a(x) = σ(x)σ (x)′ be the diffusion matrix. We assume that,
A2 (i) a(x) is non-singular: the smallest eigenvalue of the diffusion matrix a(x) is bounded
away from zero in every bounded domain.
(ii) there exist 0 < p < 1, r > 0 and M such that for all |x | ≥ M , 〈b(x), x〉 ≤ −r |x |1−p.
This implies that Λ = n−1 supx∈Rn Tr(a(x)) and λ+ = supx 6=0〈a(x) x|x | , x|x | 〉 are finite.
Moreover, A2(i) is equivalent to the condition det(σ (x)) 6= 0 for all x . Finally the process is
regular, sufficient conditions for regularity can be found in [16, Theorem 3.4.1.] and there exists
a solution to (5.1), which is an almost surely continuous stochastic process and is unique up to
equivalence. This solution is an homogeneous Markov process whose semi-group is Feller [16,
Theorem 3.4.1]. Hence, it is strongly Markovian, as a right-continuous Markov process with
Feller semi-group.
Proposition 5.1. Under A1–A2, X possesses an unique invariant probability measure pi . pi is a
maximal irreducibility measure and any skeleton Pm is irreducible. Furthermore, the compact
sets are closed petite sets.
The proof results from classical results (see for example [16] and [21, Proposition 6.2.8] for the
petiteness of the compact sets) and is omitted. Define the operator L that acts on function V : Rn ,
x 7→ V (x) that are twice continuously differentiable, by
LV (x) = 〈b(x), ∂V (x)〉 + 1
2
Tr
(
a(x) ∂2V (x)
)
. (5.2)
By standard properties of the stochastic integral, any twice continuously differentiable function
V : Rn → R is in the domain of A and LV (x) = AV (x) for all x ∈ Rn .
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Proposition 5.2. Assume A1–A2. Let V : Rn → [1,+∞) be a twice continuously differentiable
function such that V (x) = exp(ι |x |m) outside a compact set, for some 0 < m < 1 and ι > 0.
Then sup|x |≤M AV (x) <∞ and for all |x | ≥ M,
(i) If 0 < m < 1− p, AV (x) ≤ −ι 1+pm mr [ln V (x)]1−( 1+pm ) V (x) (1+ o(1)).
(ii) If m = 1− p and {r − (1/2)λ+ι(1− p)} > 0,
AV (x) ≤ −ι 1+p1−p (1− p) {r − (1/2)λ+ι(1− p)} [ln V (x)]−2
p
1−p V (x) (1+ o(1)) .
Proof. sup{x,|x |≤M}AV <∞ and by the definition of A, for all |x | ≥ M ,
AV (x) ≤ −ιm
(
r − (1/2)λ+ιm|x |p+m−1
)
|x |m−1−pV (x)+ (1/2)ιmnΛ|x |m−2V (x). 
Theorem 5.3. Assume A1–A2.
(i) For all ι > 0 such that r − (1/2)λ+ι(1 − p) > 0,
∫
pi(dx) exp(ι|x |1−p) < ∞ where pi is
defined in Proposition 5.1.
(ii) There exists a closed petite set C such that for any 0 < m < 1− p, 0 < ι1 < ι2 and δ > 0,
there exists a finite constant c such that
Ex
[
exp(ι1 {τC (δ)}
m
1+p )
]
≤ c exp(ι2|x |m). (5.3)
If m = 1− p, (5.3) still holds for any 0 < ι1 < ι2 such that r − (1/2)ι2λ+(1− p) > 0.
This is a direct application of Proposition 3.1 and Theorem 4.1(ii) and the proof is omitted.
The results of Theorem 5.3 can be compared to those by [19], where subexponential ergodicity
in total variation norm of a diffusion satisfying the conditions A1–A2 is addressed, using a
technique based on the coupling method. Theorem 5.3(i) states the same result as in [19,
Lemma 3]. Nevertheless, Theorem 5.3(ii) yields a stronger control of delayed return-time to
a closed petite set than those obtained in [19, Theorem 5]. They show that for all 0 < α <
(1/2)(1 − p) there exists a constant cα such that Ex
[
exp(τC (δ)α)
] ≤ cα exp(|x |2α) and this
remains valid for α = (1 − p)/2 if r − (1/2)λ+(1 − p) > 0. Theorem 5.3(ii) claims that for
all 0 < α < (1 − p)(1 + p)−1 and ι > 1, Ex
[
exp(τC (δ)α)
] ≤ cα exp(ι |x |(1+p)α) and for
α = (1− p)(1+ p)−1, Ex
[
exp(ι1τC (δ)α)
] ≤ cα exp(ι2 |x |(1+p)α) for all 0 < ι1 < ι2 such that
r − (1/2) ι2λ+(1− p) > 0.
As a direct application of Theorem 3.2, we obtain the following results for f -ergodicity at a
subgeometric rate.
Theorem 5.4. Assume A1–A2 and let pi be the invariant probability distribution of the Markov
process that solves (5.1). Then the process is subgeometrically f -ergodic: for any x ∈ Rn , the
limits (3.4) to (3.7) hold with V (x) ∼ exp(ι|x |1−p) for some positive ι such that r − 0.5λ+ι(1−
p) > 0, f∗(x) ∼ |x |−2p exp(ι|x |1−p) and r∗(t) ∼ t−2p/(1+p) exp({ι′t}(1−p)/(1+p)) where
ι′ = ι 1+p1−p (1+ p) {r − (1/2)λ+ι(1− p)} .
In [19], only the convergence in total variation norm of the semi-group {P t }t≥0 to the
invariant probability pi is addressed: it is established that the process is ergodic at the rate
rM∗ (t) ∝ exp(δt (1−p)/2) for some δ > 0, and in that case, the dependence upon the initial point
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in (3.4) is V M(x) ∼ exp(δ|x |1−p). Theorem 5.4 improves these results and also provides rates
of convergence in f -norm for unbounded functions f .
We reported in Theorem 5.4 the values (V, f∗, r∗) that yield the best rate of convergence in
total variation norm. Proposition 5.2 shows that one could establish the drift inequality (3.11)
with V (x) ∼ exp(ι|x |m) for some 0 < m < 1− p; this would imply the limits (3.4) to (3.7) with
V (x) ∼ exp(ι|x |m), f∗(x) ∼ |x |m−1−p exp(ι|x |m) and r∗(t) ∼ t (m−1−p)/(1+p) exp(ι′|t |m/(1+p))
for all 0 < ι′ < ι. We thus obtain a weaker maximal rate function r∗, and a weaker maximal
norm ‖ · ‖ f∗ , but this has to be balanced with the fact that the dependence upon the initial value
(i.e. the quantity V (x)) is weaker too. Similarly, polynomially increasing controls V (x) could
be considered, thus limiting the rate r∗ (resp. the function f∗) to the class of the polynomially
increasing rate functions (resp. to the class of the polynomially increasing functions). These
discussions illustrate the fact that the pair (φ, V ) that solves (3.11) is not unique, and this results
in balancing the pair (r∗, f∗) and the dependence upon the initial value x .
5.2. Langevin tempered diffusions on Rn
Let pi : Rn → (0,∞) satisfying
B1 pi is, up to a normalizing constant, a positive and thrice continuously differentiable density
on Rn , with respect to the Lebesgue measure.
B2 there exists 0 < β < 1 such that for all large |x |: |x |1−β 〈∂ lnpi(x), x|x | 〉 < 0 and
0 < lim inf
x→∞ |∂ lnpi(x)|| lnpi(x)|
1/β−1 ≤ lim sup
x→∞
|∂ lnpi(x)|| lnpi(x)|1/β−1 <∞,
lim sup
x→∞
Tr
(
∂2 lnpi(x)
)
|∂ lnpi(x)|−2 = 0.
Since pi is defined up to a normalizing constant, we can assume that pi(x) < 1 for all x ; set
σ(x) = | lnpi(x)|d for some d > 0, define the diffusion matrix by a(x) = σ 2(x)Idn , and the
drift vector by b(x) = (b1(x), · · · , bn(x))′ where
bi (x) = (1/2)
n∑
j=1
ai j (x) ∂x j lnpi(x)+ (1/2)
n∑
j=1
∂x j ai j (x), 1 ≤ i ≤ n.
Our objective is to study the ergodicity of the solution to the stochastic integral equation
X t = X0 +
∫ t
0
b(Xs)ds +
∫ t
0
σ(Xs)dBs (5.4)
where {Bt }t is an n-dimensional Brownian motion. This diffusion is the so-called Langevin
diffusion and the drift vector b is defined in such a way that pi is, up to a multiplicative
constant, the density of the unique invariant probability distribution. This model is not a particular
case of the elliptic diffusion of Section 5.1 since here, σ may be an unbounded function
(σ = | lnpi(x)|d ). Fort and Roberts investigate the behavior of these diffusions when pi is
polynomially decreasing in the tails and σ(x) = pi−d(x) (d > 0) [11]. We consider the case
when pi is subexponentially decreasing in the tails: the class of density pi described by B1–B2
contains densities that are subexponential in the tails. The Weibull distribution on (0,∞) with
density pi(x) ∝ xβ−1 exp(−αxβ) satisfies B2. For multi-dimensional examples, see e.g. [27,10].
The process is regular – whenever d > 0 – and there exists a solution to (5.4) which is
an almost surely continuous stochastic process and is unique up to equivalence. This solution
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is an homogeneous strong Markov process whose transition functions are Feller functions.
Furthermore, pi is (up to a scaling factor) the density of an invariant distribution of the
diffusion process, any skeleton chain is ψ-irreducible and compact sets are closed petite sets
[11, Proposition 15]. Finally, for a twice continuously differentiable function V : Rn → [1,∞),
AV (x) = LV (x) where L is the diffusion operator (5.2).
Set V (x) = 1+ pi−κ(x) outside a compact set; standard computations yield, for large |x |,
AV (x) ≤ −cκ [ln V (x)]−α V (x), where α = 2(1/β − 1− d), and
cκ > 0⇐⇒ 0 < κ < 1.
If α ≤ 0, the process is V -geometrically ergodic [20, Theorem 6.1] (see also Section 3.3);
if α > 0, it is subgeometrically ergodic as a consequence of Theorems 3.2 and 3.4. Geometric
ergodicity was already observed [20, Theorem 6.1] while the subgeometric ergodicity is a new
result.
Set V (x) = 2 + sign(κ)(− lnpi(x))κ outside a compact set (we can assume w.l.g. that for
large x , lnpi(x) < 0). Then there exists a constant c > 0 such that for large x ,
AV (x) ≤ −cV 1−α(x), where α = 2κ−1(1/β − d − (1/2)). (5.5)
First consider the case when κ > 0. If 1/β − 1/2 − κ/2 < d < 1/β − (1/2), the drift
condition (5.5) and Theorems 3.2 and 3.4 yield polynomial ergodicity. For example, this implies
convergence in total variation norm at the rate r(t) ∼ t1/α−1. If d = 1/β − (1/2), then α = 0
and the process is geometrically ergodic. In the case when κ can be set negative and 1 − α > 0
i.e. when d > 1/β − (1/2), the process is uniformly ergodic: there exist λ < 1 and a constant
c < ∞ such that for all x , λ−t ‖P t (x, ·) − pi(·)‖TV ≤ c, and the convergence does not depend
on the starting point.
The above discussions are summarized in the following theorem. The first part (resp. third
part) results from [29, Theorem 3.1] (resp. [20, Theorem 6.1]). The second assertion is a
consequence of Theorem 3.2. The last assertion was already proved by [29, Theorem 3.1] for
one-dimensional diffusions (n = 1).
Theorem 5.5. Consider the Langevin diffusion on Rn solution to the Eq. (5.4) where the target
distribution pi satisfies B1–B2.
(i) If 0 ≤ d < 1/β − 1, the process fails to be geometrically ergodic.
(ii) If 0 ≤ d < 1/β − 1, the process is subgeometrically ergodic: the limits (3.4) to (3.7) hold
with V (x) ∼ pi−κ(x), f∗(x) ∼ pi−κ(x) |lnpi(x)|−2(1/β−1−d) and ln r∗(t) ∼ cκ tβ/(2−β−2dβ)
for all 0 < κ < 1.
(iii) If d ≥ 1/β − 1, then for all 0 < κ < 1, the diffusion is V -geometrically ergodic with
V (x) = 1+ pi−κ(x).
(iv) If d > 1/β − (1/2), the diffusion is uniformly ergodic.
This theorem extends earlier results for the multi-dimensional case and provides subgeometrical
rates of convergence of the ‘cold’ Langevin diffusion, for a wide family of norms. We established
that for a given pi−κ -norm, the minimal rate of convergence is achieved with d = 0 and
in that case, the rate coincides with the rate of convergence of the symmetric random-walk
Hastings–Metropolis algorithm ([5, Theorem 3.1]). This rate can be improved by choosing a
diffusion matrix which is heavy where pi is light and conversely. When d is larger than the
critical value d∗ = 1/β − 1, the process is geometrically ergodic; when d is lower than d∗, the
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process cannot be geometrically ergodic and we prove that it is subgeometrically ergodic. The
conclusions of Theorem 5.5 are similar to those of [11, Theorem 16] who address the case when
pi is polynomial in the tails.
We assumed that σ = | lnpi |d , d > 0. A first extension is to consider a sufficiently smooth
function σ such that σ(x) ∼ | lnpi(x)|d for large |x |; this yields similar conclusions and the
details are omitted. A second extension consists of the case when σ(x) ∼ pi−d(x). In this
latter case, following the same lines, it is easily verified that for small enough values of d, the
process is regular (the set of the admissible values is in the range (0, 1/2]), and the process is
V -geometrically ergodic with a test function V (x) ∼ pi−κ(x), κ > 0. The details are omitted
and left to the interested reader.
5.3. Stochastic damping Hamiltonian system
Both examples in the previous sections assumed that the diffusion process is elliptic. However
the drift condition (3.11) enables us to consider also hypoelliptic diffusion that we will illustrate
on the example of a simple stochastic damping Hamiltonian system, i.e. let xt (resp. yt ) be the
position (resp. the velocity) at time t of a physical system moving in Rn
dX t = Yt dt
dYt = Σ (X t , Yt )dBt − (c(X t , Yt )Yt + ∂xU (X t ))dt (5.6)
where −∂xU is some friction force, −c(x, y)y is the damping force and Σ (x, y)dB is a random
force where (Bt ) is a standard Brownian motion in Rn . This system has been studied from the
large and moderate deviation points of view by Wu [32] where he also establishes the exponential
ergodicity under various sets of assumptions.
As our goal is not to consider the model in its full generality but to illustrate the subexponential
behavior of hypoelliptic diffusion, via the simple use of drift condition (3.11), hereafter we will
consider the particular one-dimensional case
dX t = Yt dt dYt = σdBt − (cYt +U ′(X t ))dt, (5.7)
and assume that U is C2, and there exist 0 < p < 1 and positive constants a, b such that for |x |
large enough
a|x |p−1 ≤ U ′(x) ≤ b|x |p−1. (5.8)
By Wu [32, Lemma 1.1, Proposition 1.2], the solution is a strong Markov process, all the
skeletons are irreducible and compact sets are petite sets and admits an unique invariant
probability measure
pi(dx, dy) = e− 2cσ H(x,y)dxdy
where H is the Hamiltonian given by H(x, y) = 12 |y|2 +U (x).
The fact that p is less than 1 implies that ((X t , Yt ))t≥0 cannot be exponentially ergodic [32,
Theorem 5.1]. We now exhibit a drift function satisfying (3.11). Consider positive constants α, β
and a smooth positive function G such that for m, 1 − p < m ≤ 1, G ′(x) = |x |m for large |x |;
define a twice continuously differentiable function Vm ≥ 1 such that for large x, y,
Vm(x, y) = α(y2/2+U (x))+ β(G ′(x)y + cG(x)).
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By the definition of A, it holds
AVm(x, y) = 12σ
2 ∂2y Vm(x, y)+ y ∂x Vm(x, y)− (cy +U ′(x))∂y Vm(x, y)
so that
AVm(x, y) = 12ασ
2 + y(αU ′(x)+ βG ′′(x)y + βcG ′(x))− (cy +U ′(x))(αy + βG ′(x))
= 1
2
ασ 2 + (βG ′′(x)− cα)y2 − βG ′(x)U ′(x).
Fix δ < 0; since m ≤ 1, we choose β small enough so that βG ′′(x) − cα < δ < 0 for all large
x . Furthermore, for all large |x |, G ′(x)U ′(x) ≥ a|x |p−1+m . Hence, there exist positive constants
K , L such that
AVm(x, y) ≤ K − L Vm(x, y)
p−1+m
m+1 .
Condition (3.11) holds with φm(v) ∝ v
p−1+m
m+1 and p−1+mm+1 < 1. The application of the results of
Section 3.1 now implies that the process (Z t )t≥0 is polynomially ergodic.
Let k ≥ 1 and define a twice continuously differentiable function Vm,k ≥ 1 such that for
|x |2 + |y|2 sufficiently large
Vm,k(x, y) = V km(x, y).
Then for |x |2 + |y|2 sufficiently large, the above calculations yield
AVm,k(x, y) = k(AVm(x, y))V k−1m (x, y)+
k(k − 1)
2
σ 2(∂y Vm(x, y))
2V k−2m (x, y)
=
(
k(AVm(x, y))+ k(k − 1)2 σ
2 (∂y Vm(x, y))
2
Vm(x, y)
)
V k−1m (x, y)
≤ (K ′ − LVm(x, y)
p−1+m
m+1 )V k−1m (x, y)
≤ K ′′ − L ′V
p−1+m
m+1 +k−1
m
for some positive constant K ′, K ′′, L ′. This inequality is once again the condition (3.11) with
φm,k(v) = v(
p−2
m+1+k)k−1 . These discussions are summarized in the following theorem.
Theorem 5.6. Let U be a twice continuously differentiable function, lower bounded on R
satisfying (5.8) for some 0 < p < 1. Then (Z t )t≥0 is not exponentially ergodic but is
polynomially ergodic: for any m such that 1− p < m ≤ 1 and any k ≥ 1, the limits (3.4)–(3.7)
hold with Vmk defined above, φm,k(v) ∝ v(
p−2
m+1+k)k−1 , f∗ = φm,k ◦ Vm,k and r∗(t) ∝ t
k(m+1)
2−p −1.
Observe that the process ((X t , Yt ))t≥0 is polynomially ergodic at any order and we strongly
believe it is subexponentially ergodic. This example shows that our conditions are sufficiently
flexible to consider the hypoelliptic diffusions as well as the elliptic ones.
5.4. Compound Poisson-process driven Ornstein–Uhlenbeck process
In this section we consider an example of Fort–Roberts [11] where subgeometric ergodicity
can be achieved where they only obtain polynomial ergodicity. Let us first recall the model. Let
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X be an Ornstein–Uhlenbeck process driven by a finite rate subordinator:
dX t = −µX t + dZ t
and Z t = ∑Nti=1 Ui , where (Ui )i≥1 is a sequence of non-negative i.i.d. r.v. with probability
measure F , and (Nt ) is an independent Poisson process of rate λ. We suppose the recall
coefficient µ to be positive. Remarking that only when F is sufficiently (even extremely) heavy
tailed, X fails to be exponentially ergodic, Fort–Roberts [11] give conditions for which X is
polynomially ergodic. Namely, denote by G the law of the log jump sizes (G(A) = F(eA)), and
assume that for all κ > 0,
∫
eκx dG(x) = +∞. Lemma 17 of Fort–Roberts then prove that X
is not exponentially ergodic and give examples where X is positive recurrent and polynomially
ergodic, namely when for some r > 1,
∫∞
0 [ln(1+ u)]r F(du) is finite. Such an assertion may be
useful considering for large x (C the normalizing constant)
F(dx) = C
−1
k
x(ln(x))k
dx k > 1 F(dx) = C
−1
β,ce
−c(ln(x))β
x
dx 0 < β ≤ 1.
We shall strengthen their result by:
Proposition 5.7. Suppose that (X t ) is aperiodic and that for some δ < 1, α > 0∫ ∞
0
eα(ln(1+x))δ F(dx) <∞.
Then, the conclusions of Theorem 3.2 hold with V (x) = eα′(ln x)δ′ for δ′ < δ and positive α′ (and
α′ < α if δ′ = δ), and φ(v) = cv/ log(v)(1−δ′)/δ′ with c = α′2−δ′µδ′, r∗(t) = t−(1+δ′)e(ct/δ′)δ
′
,
f∗ = φ ◦ V .
Proof. We shall use the drift conditions introduced previously for the generator defined for all
functions V in the extended domain of the generator
AV (x) = λ
∫ ∞
0
(V (x + u)− V (x))F(du)− µxV ′(x).
Choosing V (x) = (ln(x))r , as in Fort–Roberts [11, Lemma 18], for sufficiently large x ensures
the polynomial ergodicity. Consider now V (x) = eα′(ln x)δ′ for large x , so that
AV (x) = λ
∫ ∞
0
(eα
′(ln(x+u))δ′ − eα′(ln x)δ′ )F(du)− α′δ′µ e
α′(ln x)δ′
(ln x)1−δ′
≤ −α′2−δ′µδ′ V
(ln V )(1−δ′)/δ′
+ b
using for the integral term, dominated convergence term, and that for large x , eα
′(ln(x+u))δ′ −
eα
′(ln x)δ′ ∼ δ′ eα′(ln x)δ
′
(ln x)1−δ′ ln(1+ u/x). 
Acknowledgments
The authors sincerely thank the referees and the editor for many comments enabling them
to set a better presentation. This work was partly supported by the National Research Agency
(ANR) under the program “ANR-05-BLAN-0299”.
R. Douc et al. / Stochastic Processes and their Applications 119 (2009) 897–923 915
Appendix. Proofs
Proof of Theorem 4.1. (i) is a direct application of the optional sampling theorem for the right-
continuous supermartingale (3.2) (see e.g. [8, Theorem 2.13 p. 61]) with the boundedF-stopping
time τ = τC (δ) ∧ M and by letting M →∞.
(ii) Let G(t, u) = H−1φ (Hφ(u)+ t)− H−1φ (t). Note that
∂G(t, u)
∂u
= φ ◦ H
−1
φ (Hφ(u)+ t)
φ(u)
,
∂G(t, u)
∂t
= φ ◦ H−1φ (Hφ(u)+ t)− φ ◦ H−1φ (t).
(A.1)
By log-concavity of φ ◦ H−1φ , for any fixed t , u 7→ ∂G(t,u)∂u is non-increasing and thus, for any
fixed t , the function u 7→ G(t, u) is concave.
Set τ = τC (δ) ∧ τm with τm = inf{s ≥ 0, |Xs | ≥ m}. Let  > 0. Write tk = k and set
N = sup{k ≥ 1; tk−1 < τ }. Note that by (i), Px (τC (δ) < ∞) = 1. Furthermore, τC (δ) ≤ N
and N is an F-stopping time. This implies that for any M > δ,
Ex
[∫ τ∧M
0
φ ◦ H−1φ (s)ds
]
≤ lim sup
→0
Ex
[∫ (N)∧M
0
φ ◦ H−1φ (s)ds
]
= lim sup
→0
Ex
[∫ (N∧M)
0
φ ◦ H−1φ (s)ds
]
≤ lim sup
→0
A()+ G(0, V (x)) (A.2)
where we set M = bM/c (b·c denotes the lower integer part) and
A() = Ex
[
G((N ∧ M), V (X(N∧M)))− G(0, V (x))
]
+Ex
[∫ (N∧M)
0
φ ◦ H−1φ (s)ds
]
.
The proof is completed provided it is established that lim sup→0 A() ≤ bφ(1)
∫ δ
0 φ ◦ H−1φ (s)ds
which we now prove.
A()− Ex
[∫ (N∧M)
0
φ ◦ H−1φ (s)ds
]
= Ex
[
M∑
k=1
{
G(tk, V (X tk ))− G(tk−1, V (X tk−1))
}
1τ>tk−1
]
≤ Ex
[
M∑
k=1
E
[
G(tk, V (X tk ))− G(tk−1, V (X tk−1))
∣∣Ftk−1] 1τ>tk−1
]
(A.3)
where we have used that {τ > tk−1} ∈ Ftk−1 . Moreover, by concavity of u → G(t, u),
E
[
G(tk, V (X tk ))− G(tk−1, V (X tk−1))
∣∣Ftk−1]
≤ ∂G
∂u
(tk, V (X tk−1))E
[
V (X tk )− V (X tk−1)
∣∣Ftk−1]+ ∫ tk
tk−1
∂G
∂t
(s, V (X tk−1))ds.
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(A.1) and (A.3), D(C,V, φ,b) and the log-concavity of φ ◦ H−1φ yield
A() ≤ Ex
[
M∑
k=1
φ ◦ H−1φ (Hφ(V (X tk−1))+ tk)
(
−
∫ tk
tk−1 φ ◦ V (Xs)ds
φ(V (X tk−1))
+ 
)
1τ>tk−1
]
+ b
φ(1)
Ex
[∫ (N∧M)
0
φ ◦ H−1φ (s + )1C (Xs)ds
]
.
Consider the first term of the rhs. Define
g = φ ◦ H−1φ (Hφ( sup
t∈[0,M]
V (X t ))+ M)
∣∣∣∣∣
∫ M
0 φ ◦ V (Xs)ds
φ(1)
+ M
∣∣∣∣∣ . (A.4)
Applying a Fatou-lemma-type inequality of the form lim supn E[ fn] ≤ E[lim supn fn] for
functions { fn}n satisfying | fn| ≤ g and E[g] <∞ where g is defined in (A.4)
lim sup
→0
Ex
[
M∑
k=1
φ ◦ H−1φ (Hφ(V (X tk−1))+ tk)
∣∣∣∣∣−
∫ tk
tk−1 φ ◦ V (Xs)ds
φ(V (X tk−1))
+ 
∣∣∣∣∣
]
≤ Ex
[
φ ◦ H−1φ (Hφ( sup
t∈[0,M]
V (X t ))+ M)
× lim sup
→0
M∑
k=1
∣∣∣∣∣
∫ tk
tk−1{φ ◦ V (Xs)− φ ◦ V (X tk−1)}ds
φ(1)
∣∣∣∣∣
]
.
This term is zero since for any cad-lag function g, lim sup→0
∑M
k=1
∫ tk
tk−1 |g(s) − g(tk−1)|ds =
0 [1, Chapter 3]. Thus, using again the Fatou-lemma-type inequality,
φ(1)
b
lim sup
→0
A() ≤ lim sup
→0
Ex
[∫ (N∧M)
0
φ ◦ H−1φ (s + )1C (Xs)ds
]
≤ Ex
[∫ M
0
φ ◦ H−1φ (s)1C (Xs)
(
lim sup
→0
1s≤N<τ+
)
ds
]
≤ Ex
[∫ M
0
φ ◦ H−1φ (s)1C (Xs)1s≤τds
]
≤
∫ δ
0
φ ◦ H−1φ (s)ds.
The proof follows by letting m,M →∞. 
Proof of Proposition 4.4. The ψ-irreducibility results from [20, Theorem 1.1].
Let A be a closed accessible petite set, the existence of which is proved in [20, Proposition
3.2(i)]. B is petite provided supx∈B Ex [τA] < +∞ (see [20, Proposition 4.2]). As shown in
the proof of [20, Proposition 4.1], there exist δ > 0 and c1 < ∞ such that for all x ∈ X,
Ex [τA] ≤ Ex [τC (δ)]+ c1. The proof is completed by applying Theorem 4.1.
We can assume w.l.g. that C is νa-petite and νa is a maximal irreducibility measure [20,
Proposition 3.2(ii)]. Since ∪n Bn is full, there exists n∗ such that C ⊆ Bn∗ and Bn∗ is accessible.
Since Bn∗ is accessible and νa is regular, there exists a compact set B ⊆ Bn∗ such that νa(B) > 0.
Then B is closed, accessible, petite and supB V < n∗. 
Proof of Proposition 4.5. (i) The proof is along the same lines as the proof of [20, Proposition
4.2] upon noting that (a) by [11, Lemma 20], there exists M < ∞ such that for all t ≥ 0,
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GC (·, f, r; δ + t) ≤ GC (·, f, r; δ) + M t ; and (b) we can assume that C is νa-petite for
some maximal irreducibility measure νa and a distribution a such that
∫
M t a(dt) < ∞ [20,
Proposition 3.2(ii)].
(ii) We can assume without loss of generality that r ∈ Λ0 and we will do so. Assume that
for any t ≥ t0, there exists a constant ct < +∞ such that G B(·, f, r; t) ≤ ct GC (·, f, r; t).
We then apply [11, Lemma 20] and the proof is concluded. We now consider the construction
of such a constant ct . The proof is along the same lines as [25, Lemma 3.1] and we only give
the sketch of the proof: there exist γ > 0 and t0 > 0 such that infx∈C Px (τB ≤ t0) ≥ γ since
C is petite and B is accessible. Let t ≥ t0. Set τ = τC (t) and denote by τ k the kth-iterate of τ :
τ k+1 = τ k + τ ◦ θ τ k for any k ≥ 1, where θ is the usual shift operator. Define for n ≥ 2, the
{0, 1}-valued random variables (un)n by un = 1 iff τB ◦ θ τ n−1 ≤ t . Then by definition, un ∈ Fτ n
and Px
(
un = 1|Fτ n−1
) ≥ γ . Finally, set η = inf{n ≥ 2, un = 1}. Then it holds
G B(x, f, r; t) ≤ Ex
[∫ τη−1+t
0
r(s) f (Xs) ds
]
≤
∑
n≥2
(ax (n)+ Mt bx (n))
where we set Mt = supC GC (·, f, r; t), ax (n) = Ex
[∫ τ n−1
0 r(s) f (Xs) ds 1η≥n
]
and bx (n) =
Ex
[
r(τ n−1)1η≥n
]
. Following the same lines as in the proof of [25, Lemma 3.1], it may be proved
that for all n ≥ 2, bx (n) ≤ ρ bx (n − 1) + c (1 − γ )n−1 and ax (n) ≤ (1 − γ ) ax (n − 1) +
Mt bx (n − 1) for some constants 0 < c < ∞ and 0 < ρ < 1. This proves that there exists a
constant ct <∞ such that G B(·, f, r; t) ≤ ct GC (·, f, r; t). 
Proof of Proposition 4.7. (ii)⇒ (i) is trivial. (i)⇒ (ii): Proposition 4.5(ii) implies that for all
n ≥ 1, the set {x ∈ X,GC (x, f, r; δ) ≤ n} is ( f, r)-regular and thus petite ([20, Proposition
4.2(i)]); furthermore, their union is full (Proposition 4.5(i)). Since ψ is regular, we then conclude
as in the proof of Proposition 4.4 that there exists a ( f, r)-regular set, which is petite, closed and
accessible.
(i)⇒ (iii): set SΨ = {x ∈ X,GC (x, f, r; δ) < +∞}.
(iii)⇒ (ii): the proof is similar to the proof of Proposition 4.4 since the measure ψ is regular.

Proof of Proposition 4.8. (i) We first establish that there exists a finite constant c such that
Ex [Tm,B] ≤ cEx [τC (δ)]. To attain that goal, observe that the process is positive Harris-
recurrent [20, Theorem 1.2] and some skeleton is irreducible so that, by [22, Proposition 6.1]
and [20, Proposition 3.2(ii)], there exists t0 > 0 s.t. infx∈C inft∈[t0,t0+m] P t (x, B) > 0. The
constant c can now be defined along the same lines as in the proof of [11, Proposition 22(ii)].
For any positive integer M > 0,
Ex
[
Tm,B∧M∑
k=1
φ ◦ V (Xmk)
]
− Ex
[∫ Tm,B∧M
0
φ ◦ V (Xms)ds
]
= Ex
[ ∞∑
k=1
[∫ k
k−1
{φ ◦ V (Xmk)− φ ◦ V (Xms)}ds
]
1k≤Tm,B∧M
]
≤ Ex
[ ∞∑
k=1
[∫ k
k−1
{φ′ ◦ V (Xms) (V (Xmk)− V (Xms))}ds
]
1k≤Tm,B∧M
]
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≤ Ex
[ ∞∑
k=1
∫ k
k−1
Ex [ V (Xmk)− V (Xms)|Fms) φ′ ◦ V (Xms] 1k≤Tm,B∧M
]
ds
≤ bφ′(1)Ex
[ ∞∑
k=1
∫ k
k−1
∫ km
sm
1C (Xu)du ds 1k≤Tm,B∧M
]
≤ bφ′(1)Ex
[
m(Tm,B ∧ M)
]
.
This yields
Ex
[∫ Tm,B
0
φ ◦ V (Xms)ds
]
≤
(
1+ bφ
′(1)
φ(1)
)
Ex
[∫ Tm,B
0
φ ◦ V (Xms)ds
]
.
The drift condition D(C,V, φ,b) and the optional sampling theorem imply
mEx
[∫ Tm,B∧M
0
φ ◦ V (Xms)ds
]
= Ex
[∫ m(Tm,B∧M)
0
φ ◦ V (Xs)ds
]
≤ V (x)+ bm Ex
[
Tm,B
]
. (A.5)
The inequality Ex [Tm,B] ≤ cEx [τC (δ)] and Theorem 4.1 yield the desired result.
(ii) Since r∗ = φ ◦ H−1φ is increasing,
Ex
[
Tm,B−1∑
k=0
r∗(km)
]
≤ φ(1)+ Ex
[∫ mTm,B
0
r∗(s)ds
]
.
The result now follows from Theorem 4.1 and [11, Proposition 22(ii)], with a minor modification:
the authors claim that Tm,B ≤ τ η while we have mTm,B ≤ τ ηC . 
Proof of Theorem 4.9. (i). A petite set C for the resolvent kernel, is also petite for the Markov
process with semi-group Pt . By the definition of the resolvent kernel,
Ex [RβV (Xu)] =
∫ ∞
0
βe−βvPv+u V (x) dv = eβu RβV (x)− eβu
∫ u
0
βe−βvPvV (x) dv .
This implies that
β Ex
[∫ s
0
{RβV (Xu)− V (Xu)} du
]
=
∫ s
0
βeβu RβV (x)du −
∫ s
0
(
eβu
∫ u
0
β2e−βvPvV (x) dv
)
du − β
∫ s
0
Pu V (x) du
= (eβs − 1)RβV (x)− β
∫ s
0
(∫ s
v
βeβudu
)
e−βvPvV (x) dv − β
∫ s
0
Pu V (x) du
= (eβs − 1)RβV (x)− eβsβ
∫ s
0
e−βvPvV (x) dv = Ex [RβV (Xs)] − RβV (x).
The proof follows observing that under Dˇ(C,V, φ,b, β)
Ex
[∫ s
0
{RβV (Xu)− V (Xu)} du
]
≤ −Ex
[∫ s
0
φ ◦ V (Xu)du
]
+ bEx
[∫ s
0
1C (Xu)du
]
.
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(ii) By [20, Theorem 2.3(i) and Proposition 4.4(ii)] and Theorem 4.1, there exist positive
constants δ, c1 and c2 such that for any x ∈ X,
Eˇx
[
τˇC∑
k=1
φ ◦ V (Xˇk)
]
≤ GC (x, φ ◦ V, 1; δ)+ c1 sup
x∈C
GC (x, φ ◦ V, 1; δ) ≤ V (x)+ c2
(A.6)
where (Xˇk)k is a Markov chain with transition kernel Rβ , τˇC = inf{k ≥ 1 : Xˇk ∈ C} and Eˇx
is the expectation associated to Pˇx the probability induced by the Markov chain (Xˇk)k . Observe
that c2 ≥ supC φ ◦ V .
Define W (x) = Eˇx
(∑σˇC
k=0 φ ◦ V (Xˇk)
)
where σˇC = inf{k ≥ 0 : Xˇk ∈ C}; by (A.6) and the
concavity of φ
W ≤ φ ◦ V + V + c2 ≤
(
φ(1)+ c2 − φ′(1)
)+ V (x) (1+ φ′(1)) . (A.7)
Finally set Cˇ = {x ∈ X : W (x) ≤ c2 + 1 + φ(1)} and let φˇ be a non-decreasing differentiable
concave function such that φˇ(u) = φ
(
u−[φ(1)+c2−φ′(1)]
1+φ′(1)
)
for u ≥ c2 + 1 + φ(1). From the
equality RβW = W − φ ◦ V and the upper bound (A.7), we have
RβW −W ≤ −φˇ(W )+ 1Cˇ
(
φˇ(W )− φ ◦ V
)
≤ −φˇ(W )+ sup
C
(
φˇ(W )+ φ ◦ V
)
1Cˇ .
Finally Cˇ ⊂ {x ∈ X : φ ◦ V ≤ c2 + 1+ φ(1)} which is a level set of V since φ is increasing and
differentiable. By Proposition 4.4, Cˇ is petite for the process, and thus also, for the kernel Rβ .

Lemma A.1. Let r ∈ Λ0 and for any integer m > 0, define the sequence on the positive integers
1(m)r by 1(m)r(0) = 0 and 1(m)r(k) = r(mk)− r(m(k − 1)), k ≥ 1. Then there exists c such
that for any t ≥ 0,
∂r(t) ≤ c [1(m)r ](bt/mc),
and the sequence {[1(m)r ](k)}k is a subgeometric sequence.
Proof. Since ∂r is non-decreasing, for any integer q ,
∂r(qm − m) ≤
∫ qm
qm−m
∂r(s)
m
ds = 1
(m)r(q)
m
≤ ∂r(qm). (A.8)
Since ∂r ∈ Λ0, there exists c such that for all t , ∂r(t) ≤ c ∂r(bt/mcm − m) thus yielding the
first assertion. The second one is a consequence of the inequalities (A.8). 
Proof of Theorem 3.2. Let Pm be the irreducible skeleton. We can assume without loss of
generality that Ψ1 ◦ r∗ ∈ Λ0, Ψ1 ◦ r∗ ≥ 1 and Ψ2 ◦ f∗ ≥ 1, and we do so.
We first prove that there exists c such that for any t ≥ 0, x ∈ X, there exists k and
Ψ1 ◦ r∗(t) ‖P t (x, ·)− pi(·)‖Ψ2◦ f∗ ≤ c Ψ1 ◦ r∗(km) ‖Pkm(x, ·)− pi(·)‖Ψ2◦ f∗ . (A.9)
Write t = km + u for some 0 ≤ u < m and a non-negative integer k. Since Ψ1 ◦ r∗ ∈ Λ0 and
is a non-decreasing rate function, Ψ1 ◦ r∗(km + u) ≤ Ψ1 ◦ r∗(km) Ψ1 ◦ r∗(m). Furthermore, if
|g| ≤ Ψ2 ◦ f∗, upon noting that Ψ2 and φ are non-decreasing concave functions
Pu |g| ≤ Pu(Ψ2 ◦ φ ◦ V ) ≤ Ψ2 ◦ φ
(
Pu V
) ≤ Ψ2 ◦ φ (V + bm) ≤ c Ψ2( f∗),
920 R. Douc et al. / Stochastic Processes and their Applications 119 (2009) 897–923
where we used that by (3.1), Pu V ≤ V + bu. This yields (A.9).
We now prove that the skeleton Pm is aperiodic and possesses an accessible and petite set A
such that
sup
A
Ex
[
Tm,A−1∑
j=0
Ψ1 ◦ r∗( jm) Ψ2 ◦ f∗(X jm)
]
<∞. (A.10)
Set A = {V ≤ n} for some n large enough: by Proposition 4.4 A is accessible and petite for the
process and inft≥t0 infx∈A P t (x, ·) ≥ ν(·) for some t0 and a maximal irreducibility measure ν
([22, Proposition 6.1] and [20, Proposition 3.2(ii)]). This implies that A and Pm have the desired
properties. (A.10) is now a consequence of Proposition 4.8 and the inequality (3.3).
By using (A.9), the proofs of (3.4) to (3.7) are based on results on discrete-time Markov
chains: Eq. (3.4) results from [30, Theorem 4.1, Eq(36)] while (3.5) is established in the proof
of [30, Theorem 4.1]. (3.6) is a consequence of [30, Theorem 4.2].
By Lemma A.1 and the inequality (3.1), there exists c <∞ such that
∂[Ψ1 ◦ r∗(t)] ‖P t (x, ·)− pi(·)‖Ψ2◦ f∗
≤ c 1(m)[Ψ1 ◦ r∗](bt/mc) ‖Pbt/mcm(x, ·)− pi(·)‖Ψ2◦ f∗ .
Since the sequence {1(m)[Ψ1 ◦ r∗](k)}k is equivalent to a sequence in the class Λ0 defined e.g. in
[30], (3.7) now follows from [30, Theorem 4.3]. 
Proof of Theorem 3.3. (i) We first prove that Pm W ≤ W − φ ◦W + b′1C . This a consequence
of Proposition 4.8 and Theorem 14.2.3(ii) in Meyn–Tweedie [21]. Indeed, since supC V < ∞,
indeed the condition on Pm shows that supx∈C Ex
[∑Tm,C−1
k=0 φ ◦ V (Xkm)
]
< ∞. Define
σm,C = inf{k ≥ 0, Xmk ∈ C} and set W (x) = Ex
[∑σm,C
k=0 φ ◦ V (Xkm)
]
. Then the function
W satisfies the conditions (see [21, Chapter 14]). As discussed in the proof of Theorem 3.2, for
all n ≥ n∗ the level sets {V ≤ n} are accessible and petite for the skeleton chain Pm . Choose
then C˜ = {V ≤ n∗ ∨ supC V }. (ii) The Moderate deviation principle (or MDP) comes from a
decomposition into blocks and a return to the discrete-time case. Assume that m = 1 which can
be done w.l.g. In fact, by (i), the Markov chain (Ξk := X[k,k+1[)k∈N with probability transition
Q is subgeometrically ergodic with the invariant probability measure p˜i = Ppi |F1 and satisfies
A1–A2 in the terminology of Douc–Guillin–Moulines [6]. Then, we may write
St =
1√
h()
∫ t
0
g(Xs/)ds =
√

h()
bt/c−1∑
k=0
∫ k+1
k
g(Xs)ds +
√

h()
∫ t/
bt/c
g(Xs)ds
=
√

h()
bt/c−1∑
k=0
G(Ξk)+
√

h()
∫ t/
bt/c
g(Xs)ds
where G is obviously a bounded mapping with values in Rn . By the boundedness of g, it is easy
to see that the second term is exponentially negligible in the sense of moderate deviations, and
thus St and
√

h()
∑bt/c−1
k=0 G(Ξk) are exponentially equivalent, and share the same MDP.
Note now that by Theorem 7 of Douc–Guillin–Moulines [6], under the subgeometric
ergodicity of (Ξk) and the condition on the speed,
√

h()
∑bt/c−1
k=0 G(Ξk) satisfies a MDP with
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speed 1
h2()
and rate function
I˜ hg (γ ) =

1
2
∫ 1
0
sup
ζ∈Rd
{
〈γ˙ (t), ζ 〉 − 1
2
σ˜ 2(〈G, ζ 〉)
}
dt if dγ (t) = γ˙ (t)dt, γ (0) = 0,
+∞ else,
where σ˜ 2(〈G, ζ 〉) = limn→∞ 1nEpi
(∑n−1
k=0 G(Ξk)
)2
.
On the other hand, by the subexponential ergodicity, the boundedness of g and Epi 〈g, ζ 〉 = 0,
we have that
∫∞
0 (P
t 〈g, ζ 〉 − pi(〈g, ζ 〉))dt is absolutely convergent in L1(pi). Thus I˜ hg = I hg as
σ˜ 2(〈G, ζ 〉) = lim
n→∞
1
n
Epi
(∫ n
0
g(Xs)ds
)2
= lim
n→∞
2
n
Epi
(∫ n
0
ds
∫ s
0
〈g, ζ 〉Pu〈g, ζ 〉du
)
= 2
∫
X
〈g, ζ 〉
∫ ∞
0
Pu〈g, ζ 〉du dpi = σ 2(〈g, ζ 〉). 
Proof of Theorem 3.4. (i) Since V ∈ D(A), there exists an increasing sequence Tn ↑ ∞ of
Ft -stopping times such that for any n, t 7→ V (X t∧Tn ) − V (X0) −
∫ t∧Tn
0 AV (Xs)ds is a Px -
martingale. Set Tm,n = inf{s ≥ 0, |Xs | ≥ m} ∧ Tn . There exists a constant c < ∞ such that on
the set {s ≤ Tm,n}, V (Xs)+ φ ◦ V (Xs)+ |AV (Xs)| ≤ c. This allows us to write
Ex [V (X t∧Tm,n )] + Ex
[∫ t∧Tm,n
0
φ ◦ V (Xs)ds
]
= V (x)+ Ex
[∫ t∧Tm,n
0
[AV (Xs)+ φ ◦ V (Xs)]ds
]
≤ V (x)+ bEx
(∫ t
0
1C (Xs)ds
)
.
The previous inequality is ensured by the monotone convergence theorem, that Ex
[∫ t
0 φ ◦
V (Xs)ds
]
is finite. The proof is now completed by noting that
Ex [V (X t )] = Ex (lim inf
n,m
V (X t∧Tm,n )) ≤ lim infn,m Ex (V (X t∧Tm,n ))
≤ lim inf
n,m
{
V (x)− Ex
[∫ t∧Tm,n
0
φ ◦ V (Xs)ds
]
+ b Ex
[∫ t∧Tm,n
0
1C (Xs)ds
]}
= V (x)− Ex
[∫ t
0
φ ◦ V (Xs)ds
]
+ b Ex
[∫ t
0
1C (Xs)ds
]
where the last equality follows from monotone convergence.
(ii) (3.11) is trivial on C . Let g(x) = AV (x)+ φ ◦ V (x). By D(C,V, φ,b) and the definition
of AV , there exists an increasing sequence of stopping times {Tn, n ≥ 1} such that for any
stopping time τ , Ex [
∫ τ∧Tn
0 {g(Xs) − b1C (Xs)}ds] ≤ 0. We prove that g ≤ 0 on Cc. Let
x 6∈ C such that g(x) ≥ c > 0 and set τx = inf{s ≥ 0, g(Xs) − b1C (Xs) ≤ 0.5c}. Since
C is closed, g is continuous and s 7→ Xs is right continuous, Px (τx > 0) = 1. Hence,
Ex [
∫ τx∧Tn
0 {g(Xs) − b1C (Xs)}ds] ≥ 0.5c Ex [τx ∧ Tn] which, by the monotone convergence
theorem, is positive for n large enough. This is in contradiction with the assumptions and thus
g ≤ 0 on Cc. 
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