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Enhanced single-node boundary condition for the Lattice Boltzmann Method
Francesco Marson, Yann Thorimbert, Jonas Latt, Bastien Chopard
We propose a new way to implement Dirichlet boundary conditions for complex shapes using data
from a single node only, in the context of the lattice Boltzmann method. The resulting novel method
exhibits second-order convergence for the velocity field and shows similar or better accuracy than the
well established Bouzidi et al. [1] boundary condition for curved walls, despite its local nature. The
method also proves to be suitable to simulate moving rigid objects or immersed surfaces either with
or without prescribed motion. The core idea of the new approach is to generalize the description
of boundary conditions that combine bounce-back rule with interpolations and to enhance them by
limiting the information involved in the interpolation to a close proximity to the boundary.
I. INTRODUCTION
In recent years, the rising interest in complex flows
in numerous applications such as particulate suspen-
sions [2], porous media [3], blood flow [4] and multiphase
flow [5] gave a new impulse to research on local bound-
ary conditions for the Lattice Boltzmann Method (LBM).
Local boundary methods for curved geometries are able
to deliver a precise flow description, needing to access
the flow variables only on a single node located next to
the surface. Thanks to these characteristics, it is possi-
ble to improve the geometry description, yet maintain an
efficient memory access pattern and limit the communi-
cations between threads in parallel simulations.
Since the standard lattice Boltzmann method is in-
herently bounded to its regular and structured lattice,
boundary conditions that aim to recover realistic shapes
are often of off-lattice nature. This implies that some
amount of information located outside the current mesh
node needs to be integrated in the mathematical model,
generally using interpolations. If this is not done, the
boundary condition degrades its accuracy to first order
in space, due to its inability to follow the curved shape
of the wall. A first-order representation deteriorates the
overall accuracy of the simulation and may require an in-
crease of mesh resolution. For example, the common half
way bounce-back rule [6], is an up to third order accurate
scheme [7–9], but it degenerates the solution to a first or-
der8 “stair-cased” representation when applied to curved
boundaries. In most cases, the use of interpolations or
extrapolations causes the loss of locality of the method.
Roughly speaking, if we call boundary nodes the nodes
located next to the surface, the boundary condition will
need to access a second layer of nodes, that here we call
secondary nodes. Nevertheless, in the last three decades
some local curved boundary conditions have been pro-
posed [7, 10–15].
To cope with the large number of different approaches,
it is useful to split boundary techniques into two groups.
The first one is based on the computation of unknown
populations through a unique operation applied to the
current node. The other sequentially resolves the un-
knowns through independent operations in each lattice
direction. These methods are often referred to as link-
wise because they operate on “links” that connect the
boundary nodes with the wall along the discrete lattice
directions. For this reason, they do not require any in-
formation from the other populations to reconstruct the
pre-collision value of the population on a given link. On
the contrary, the others are named node-based.
A subset of the link-wise group consists of techniques
inspired by the half-way bounce-back (HWBB) rule [6]
and commonly referred to as interpolated bounceback in
recent litterature [11, 16–18]. The most common HWBB
extension to treat curved boundary conditions is the
Bouzidi, Firdaouss and Lallemand method (BFL) [1]. In
the (linear) BFL, the populations in an adjacent layer of
nodes (secondary nodes) are additionaly used to carry out
interpolations dependent on the wall position. The wall
position impacts not only the interpolation coefficients,
but also the choice of nodes and populations involved in
the interpolation scheme. In the present article, we call
methods with this propriety “fragmented”. On the con-
trary, we use the term “unified” to refer to algorithms in
which the wall position only determines the coefficients
of the interpolation, but does not modify the expression
interpolation scheme. Two years after the proposition of
the BFL, Yu [19] proposed a scheme that can be consid-
ered as a unified version of the linear BFL, given that
it uses the same populations as the BFL to perform the
interpolation. The BFL and Yu methods share the draw-
back of not being local, needing a second layer of nodes
to operate.
In the last two decades few attempts to create local in-
terpolated bounce-back schemes have been proposed [11–
14]. Among those, the Zhao and Yong (ZY) [12] inge-
niously chose the LBM populations used to interpolate
the unknown mixing pre-collision and post-collision val-
ues to build a single-node boundary condition, without
the need to introduce further elements to the model.
This boundary condition, further developed in refer-
ences [20, 21], is second order accurate in space under
diffusive scaling hypothesis and first order accurate in
time [20]. The ZY method has been tested by Peng et
al. in [16, 22]. Just like the original paper, they re-
port second order convergence and accuracy similar to
the BFL. The remaining local interpolated bounce-backs
methods [11, 13, 14] follow a different approach intro-
duced by Chun and Ladd [11]: first they reconstruct the
boundary populations using the wall velocity and a con-
ar
X
iv
:2
00
9.
04
60
4v
1 
 [p
hy
sic
s.c
om
p-
ph
]  
9 S
ep
 20
20
2stant approximation for the density, and then they use
an approximated version of the non-equilibrium bounce-
back of Zou and He (see [23]). However, the method of
Chun and Ladd (CL) is not strictly speaking local, as it
can require information from other nodes in some situa-
tions. In the wake of Chun et Ladd, in recent years two
new local boundary conditions have been proposed: the
Tao et al. [13] and the Liu et al. [14].
Among the first local link-wise techniques, the Filip-
pova and Hanel (FH) [24, 25] can be singled out. The FH
belongs to the family of ghost methods [9], also known as
extrapolation methods [26] or fictitious equilibrium meth-
ods [27] that uses additional fictitious nodes on the solid
side of the boundary together with extrapolations to re-
construct the unknown populations. In FH the ghost
node used for the interpolation is built guessing a veloc-
ity beyond the wall with an extrapolation of the bound-
ary velocity. Unfortunately, the FH method has known
stability issues, solved by the Mei, Li and Shyy, but sac-
rificing the locality of the method [9, 28].
Junk and Yang (JY) [10] proposed a single node
boundary condition based on a correction of the half-way
bounce-back scheme. To perform the correction, it is nec-
essary to solve a linear system on each node in order to
ensure the compliance of the numerical result with the ex-
pected solution at Navier-Stokes level. For this reason it
cannot be considered link-wise. In addition, the solution
of the linear system for each node is a nodal operation
that adds a layer of complexity to the implementation.
This approach leads to an almost local mass conservative
boundary condition that shows second order convergence
for the velocity. However, the original paper [10] reports
that the JY method is slightly less accurate than BFL for
the velocity and pressure fields in the case of a flow in-
side a cylinder. The method has been extensively tested
by Yang [29] that concluded that the method is almost
as stable as the BFL method, and it has comparable or
better accuracy of the BFL and FH methods. Neverthe-
less, the JY method has been tested by Nash et al. who
reported in [30] poor stability properties.
It is worth mentioning two other local non-link-wise
methodologies. The partially saturated bounce-back
(PSBB) [31] is a local method based on full-way bounce
back. The full-way bounce-back rule, is based on a mod-
ified LBM collision step, while the half-way bounce-back
sheme modifies the streaming step. In the PSBB, the
underlying idea is to use the knowledge of the fraction of
fluid in the boundaries cells to operate a mixed fluid-solid
collision [9, 31]. The PSBB is exactly mass-conservative
and allows for a smooth transition between solid and fluid
nodes in the case of moving objects. Moreover, it does
not require the exact knowledge of the shape of the sur-
face: this is particularly suitable for porous media ap-
plication. However, this can turn into a disadvantage
when it is necessary to guarantee an exact no-slip con-
dition at the surface, because the fluid fraction is not a
sufficient piece of information for the method to “know”
the boundary position and orientation. It also requires
an additional computation step if the fluid fraction of
boundary nodes needs to be recovered from the geomet-
rical shape of the wall. Besides, Chen et al. compar-
ing different boundary conditions in [32] reported a low
accuracy in the computation of the cylinder drag when
using the PSBB. From the algorithmic point of view, the
PSBB cannot be used to represent thin shells because
this method constrains the user to allocate solid nodes in
the simulation.
We finally mention the Local Second-Order Bound-
ary (LSOB) method of Ginzburg [7]. The technique is
based on a precise computation of the boundary nodes
according to the Chapmann-Enskog expansion to relate
macroscopic fields such as density and velocity with the
mesoscopic populations of the LBM. The LSOB is a high-
fidelity third-order accurate local method, but it is lim-
ited to laminar flows [15] and its implementation is lattice
and problem-dependent.
Despite the existence of the single-node boundary con-
ditions that we have reviewed, further research is needed
to make local boundary conditions appealing. To this
day, local boundary conditions fail to achieve similar ac-
curacy as mainstream curved boundary conditions with-
out sacrificing the simplicity of the implementation. Fur-
thermore, the relation between the existing local bound-
ary method should be clarified. To this end, in the
present article, we develop a framework to generalize in-
terpolated bounce-back schemes, including the CL, Tao,
Liu, ZY local methods and the well-established BFL and
Yu methods. Within this framework, we also develop a
family of novel boundary conditions to improve the com-
pactness of the interpolation range and the accuracy of
the non-equilibrium approximation adopted in the CL,
Tao and Liu methods.
This article is structured in the following way. Af-
ter briefly presenting the LBM in section IIA and the
interpolated bounce-back methods in section II B, a gen-
eral description of the local ELIBB is presented in sec-
tion IIC. In section IID some specific variants of the
genral ELIBB scheme are proposed. Finally, the imple-
mentation in the open source software PALABOS [33]
of the ELIBB is tested for three configurations whose
analytical solution is known. Namely, the impulsively-
started unsteady Couette flow in section IIIA, the steady
cylindrical Couette flow in section III B and the Jeffery’s
orbit in section III C.
II. NUMERICAL METHODOLOGY
A. The lattice Boltzmann Method
The Lattice Boltzmann Method (LBM) is a very spe-
cific numerical scheme to solve the Boltzmann Equation
∂tf(x, ξ, t) + (ξ ·∇)f(x, ξ, t) = QBE(f, f) (1)
3that describes the time evolution of the velocity den-
sity probability distribution f(x, ξ, t) of finding a particle
with velocity ξ at position x and time t. The Boltzmann
Equation describes the time evolution of f in terms of
advection in the velocity space ξ and the Boltzmann’s
collision integral QBE(f, f) [34–37]. The complexity of
the Boltzmann collision integral is the major obstacle
to the solution and analysis of the equation. This is
why QBE(f, f) is commonly approximated, with relax-
ation towards equilibrium models. One of the oldest and
most succesful is the BGK model that was formulated
independently by Bhatnagar, Gross, Krook [38] and by
Welander [39]. In the LBM, equation (1) is, at first,
decomposed in a set of equations resulting from the dis-
cretization of the velocity-space [9, 40, 41]. Those equa-
tions are known as the Discrete Velocities Boltzmann
Equation (DVBE). The DVBE express the time evolu-
tion of discrete velocity probability distribution functions
fi(x, ci, t), where the index i = 0, . . . , Q−1 identifies the
elements of the discretized velocity space {ci}Q−1i=0 [42].
These fi variables are usually referred to as “populations”
and the corresponding discrete velocities ci are related to
the continuum velocity ξ via ci = csξi, where ξi ∈ {ξ}
and cs is the numerical speed of sound (that depends on
the velocity discetization process).
From the DVBE, applying the method of the charac-
teristics and the trapezoidal integration rule [9], it is pos-
sible to deliver the Lattice Boltzmann Equation (LBE),
that reads
fi(x+ ciδt, t+ δt) = fi (x, t)−Ωfneqi︸ ︷︷ ︸
QLBM(fi,feqi )
(2)
where QLBM is the lattice Boltzmann collision model,
that consist in an heuristic approximation of QBE, Ω is
the relaxation parameter, f eqi is the equilibrium popu-
lation and fneqi = fi − f eqi is the non-equilibrium pop-
ulation, and δt is the time-step. The equilibrium pop-
ulations are the discrete counterpart of the Maxwell-
Boltzmann distribution [37]
f eq =
ρ(x, t)
(2piθ(x, t))D/2
exp
(
− (u(x, t)− ξ)
2
2θ(x, t)
)
, (3)
where D is the dimensionality of the problem and θ is
the temperature. The f eqi are delivered projecting f
eq in
the discrete set of velocities {ξi}Q−1i=0 using the Hermite-
Gauss quadrature. In the LBM the LBE is solved after a
space-time discretization that allows to solve it with two
separate steps. The local collision step (RHS of equa-
tion (2)) and the non-local lagrangian streaming step
(LHS of equation (2)).
The first and most simple collision model is the
BGK approximation applied to the LBE. In this case
Ω reads [43]
ΩBGK =
1
τ + δt2
, fneqi =
(
fi − f eq,2i
)
(4)
where f eq,2i = wiρ(1 + ciα1u/c
2
s + uα1uα2(ciα1ciα2 −
c2sδα1α2)/(2c
4
s )) is the polynomial expansion of the equi-
librium distribution up to the second order and τ is the
the relaxation time (usually in the LBM context it is
common to refer to τ¯ = τ + δt/2 as relaxation time).
The BGK collision model is easy to understand and
to implement, but it has many drawbacks. Concerning
the the bounce-back method, the the coupling with the
BGK collision model give rise to a second-order error
that is commonly referred to as viscosity dependent error.
Among the other limitations, it can lead to numerical
instabilities in the case of under resolved meshes (typi-
cally at high Reynolds numbers) and non-vanishing Mach
numbers [42, 44]. The main issue with the BGK is that
it does not have enough degree of freedom to fully cap-
ture all type of flows. To overcome this issue the Multi-
Relaxation-Times (MRT) [45, 46], Two-Relaxation-Time
(TRT) [47, 48], and regularization techniques [41, 49–
54] has been introduced. These different collision models
have an impact on the the performance of the boundary
conditions.
a. MRT and TRT models The core idea of the MRT
is to carry out the relaxation collision process in the mo-
ment space. In other terms, from Q populations, Q in-
tegral moments are computed. Consequently, they are
relaxed towards their equilibrium values using relaxation
parameters with specific physical meanings. Referring to
equation (1), we can mathematically describe the MRT
in the following way
ΩMRT = M
−1SM , fneqi =
(
fi − f eq,2i
)
(5)
where S is the (diagonal) relaxation matrix, whileM and
M−1 are two orthogonal matrices allowing to move from
the Q-dimensional velocity space to the Q-dimensional
orthogonal moment space and vice versa. In this context,
the LBE equation (2) can be rewritten for the MRT case
using the bra-ket notation
|fi(x+ ξiδt, t+ δt)〉 =
|f eqi 〉 −
(
I −M−1SM) |fneqi 〉 (6)
where the symbol |〉 denotes a vector of the population
space. The S matrix is diagonal if each moment is relaxed
to its equilibrium value separately.
To reduce the number of free parameters, Ginzburg et
al. [47, 48] proposed a two relaxation frequency MRT
model that relies on the decomposition of the polyno-
mial basis into a symmetric and antisymmetric part to-
gether with two sets of even (symmetric) and odd (anti-
symmetric) moments, each of which are assigned an indi-
vidual collision frequency: ω+ and ω− respectively. An
interesting feature of the TRT is that its behaviour can
be described by the magic parameter Λ that relates the
two collision frequencies in the following way
Λ =
(
1
ω+δt
− 1
2
)(
1
ω−δt
− 1
2
)
. (7)
4Figure 1: 2D representation of the boundary nodes,
normalized distance q, discrete lattice velocities ~ci, ~ci¯,
links (dashed segments) and locations of boundaries at
the intersections with links (•).
The TRTmodel is particularly interesting for the bounce-
back boundary condition. In fact, it has been shown [8,
55, 56] that for Λ = 3/16 the bounce-back condition is vis-
cosity independent and third order accurate for bound-
aries located in the middle of the lattices nodes [9].
b. Regularized and recursive-regularized collision op-
erators The instabilities of the BGK model can be ad-
dressed in a way that is alternative to the MRT and
TRT approach (even if it can formally reconnected to
the MRT formalism [42]). The basic idea of the regu-
larized (RBGK) and the recursive regularized (RRBGK)
models is to filter out non-hydrodynamic modes in the
BGK solution arising from the numerical discretization
of the velocity space. The interested reader can find a
summary of the regularization procedure in appendix B.
B. Interpolated bounce-back methods
The purpose of boundary algorithms is to reconstruct
missing populations on nodes next to the wall (boundary
nodes), after the streaming step. On the boundary nodes
F, the unknown population are those associated with dis-
crete velocities ci that “leave” the wall (see figure 1). We
call such populations that are leaving the walls “incom-
ing to fluid ” and denote them with index i, while we call
“outgoing from fluid ” and denote with the index i¯ the oth-
ers [26]. The main idea of the Interpolated Bounce-Backs
(IBB) is to perform a one dimensional polynomial inter-
polation of the known population close to the boundaries
along the discrete directions of the lattice (links direc-
tions) to recover the unknown incoming populations at
the boundary nodes. We can formalize this general idea
in mathematical terms writing
fi(xF , t+1) =
∑
j
ajf
∗
i (xj , t)+
∑
k
akf
∗¯
i (xk, t)+K (8a)
where K is an hypothetical correction coefficient, the
symbol a denotes the interpolation coefficients, x is a
interpolation point and t is the current iteration. In
practice, for the linear case and referring to figure 1, the
previous formula generally reduces to
fi(xF , t+ 1) =a1f
∗¯
i (xFF , t) + a2f
∗¯
i (xF , t)
+ a3f
∗
i (xF , t) +K (8b)
Equations (8) represent a generic formulation of the
interpolated-bounceback approach. To derive a specific
method from them, it is necessary to specify the expres-
sions of the interpolation coefficients and points. To this
end, there are two viable solutions. The first one consist
in writing closure relations by exploiting the macroscopic
no-slip condition [8, 12, 55, 56]. In practice, the no-slip
condition is expanded using a formal mathematical ex-
pansion and subsequently equations (8) are injected onto
it. The second solution relies on a mesoscopical, geomet-
rical approach and was proposed by Bouzidi et al. other
among authors [1, 11, 13, 19]. The idea in this case is to
actually use the bounce-back rule, intended as a modified
streaming step, to compute the interpolation coefficients.
Roughly speaking, the bounce-back operator modifies the
streaming operator from a simple translation in space to
a translation-reflection-translation. The population sub-
jected to the bounce-back, during the translation, are re-
flected when encounter the wall. Owing this bounce-back
rule, the interpolation coefficients are those that allow to
geometrically compute the unknown either at time step
t+1 or at its virtual off-lattice post-collision state at time
t.
To illustrate this concept we consider the BFL algo-
rithm [1]. For the linear BFL algorithm, equation (8b)
becomes
f t+1i (xF ) =
a1︷︷
2q f ∗¯i (xF ) +
a2︷ ︷
(1− 2q) f ∗¯i (xFF ) q < 0.5
(9a)
f t+1i (xF ) =
1
2q︸ ︸
a1
f ∗¯i (xF ) +
2q − 1
2q︸ ︸
a3
f∗i (xF ) q ≥ 0.5
(9b)
where q denotes the distance of the boundary node F
from the wall, normalized by the norm of the discrete
velocity ‖ci‖ = ‖xFF − xF ‖. As showed by figure 2, in
the IBB methods populations can be thought as lumped
mass elements moving according to their discrete lattice
velocities ci. During the streaming step, each population
undergo either to free streaming along a straight line or,
5Figure 2: 1D link-wise representation of bouncing-back
procedure in the BFL method. The coefficients
a1, a2, a3 are defined in equations (9). The arrows
represent the populations appearing in equations (9).
The dashed curved arrows represent the bounce-back
rule. In (a) the streaming and the bounce-back rule are
applied after the interpolation of the off-lattice
population. In (b) the streaming and the bounce-back
rule are applied before the interpolation, that is carried
out at timestep t+ 1
in case of a wall encounter, to a bounce-back streaming.
In the latter case, the populations revert their stream-
ing direction before completing their trajectory of length
‖ci‖. When q < 1/2 (figure 2a), the interpolation is
carried out when all populations are at the time-step t in
their post-collision state. In this case, the target location
of interpolation is the former position of f t+1i (xF ) before
the bounce-back streaming step. On the contrary, when
q ≥ 1/2 (figure 2b), the interpolation factors must be
computed after the streaming procedure. Consequently,
either the streaming or the bounce-back rule is applied
to each population at time-step t (post-collision state).
After that, the interpolation is carried out at time-step
t+ 1.
C. Single-node interpolated bounce-back methods
and the new ELIBB scheme
In order to design local link-wise BCs, one must dis-
card the non-local contribution f∗(xFF ) that appears in
equations (8b) and (9). From the algorithmic point of
view, one could simply apply the boundary method after
streaming and saving the other population at the node
F before the streaming. Unfortunately, this algorithmic
locality is not satisfactory because it leads to some is-
sues. In fact, it does not allow to describe corners or
narrow gaps (where a second wall is located between the
nodes F and FF without introducing a special treatment
of these cases [11]). To get rid of the unwanted f∗(xFF )
population, yet maintaining the link-wise nature of the
method, two approaches have been proposed. The first
one, comes from Zhao et al. [12, 20] and consist on the
following first order in time approximation
f∗(xFF ) = f t+1(xF ) ≈ f t(xF ) . (10)
The second one, was introduced by Chun and Ladd [11],
further developed by Tao, Liu et al. [13] and also im-
proved by the present article. It consist building vir-
tual (approximated) population located at the wall posi-
tion xW . In the proposition of Tao et al. [13], only the
population f˜ t+1i (xW ) was introduced in equation (8b).
Hereafter, we propose a novel Enhanced Local Interpo-
lated Bounce-Back method (ELIBB) which additionally
account for the population f˜∗i (xW ) hence, extending (8b)
in the following way
E
L
IB
B
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
fi (xF , t+ 1) =
a1f ∗¯i (xFF ) + a2 f
∗¯
i (xF )︸ ︷︷ ︸
Ladd’s BB
+
a3f
∗
i (xF ) + a4 f˜i¯ (xW , t+ 1)︸ ︷︷ ︸
by Tao et al.
+
a5 f˜
∗¯
i (xW )︸ ︷︷ ︸
new ELIBB
. (11)
The previous equation represents the scheme underlying
the new ELIBB method, however it is still necessary to
specify the expression of the populations and the interpo-
lation coefficients. This will be done in the following sec-
tion IIC 2.
Changing the interpolation coefficients in equa-
tion (11), different variants will be developed (sec-
tion IID). From this perspective, the model proposed
by Tao et al. [13] directly flows from the ELIBB (equa-
tion (11)).
1. Approximation of the wall populations
In the approach introduced by Chun in [11], the funda-
mental ideas to realize a single-node IBB is to exploit the
knowledge of the boundary velocity to rebuild some vir-
tual populations at the boundary location. This approach
consist in using the boundary velocity together with an
estimation of the density at the boundary to rebuild the
equilibrium population. In fact in [11], it has been proved
that for a “slow” flow the approximation
f˜ eq,t+1i (xW ) ≈ f eq (ρ(xF , t),u(xW , t+ 1)) (12)
is second order accurate. Regarding the approximation of
the non-equilibrium component at the wall f˜ eq,t+1i (xW )
we can use an approximated non-equilibrium bounce-back
([11, 13, 14]). This is a first-order approximation of the
non-equilibrium bounce-back method of Zou and He [23].
We discuss it in appendix C (see in particular equa-
tion (C9)). This leads to the following second order
accurate approximation
f˜neq,t+1i (xW ) ≈ fneqi¯ (xF ) (13)
6As demonstrated in [11] the reason why the approxi-
mated non-equilibrium bounce-back leads to a second or-
der accurate boundary condition resides in the fact that
the non-equilibrium component is a second-order correc-
tion over the equilibrium. This allow for a second-order
approximation with an only first-order approximation of
the non-equilibrium component.
In the present article, we additionally propose a more
general approach to estimate the the non-equilibrium
component. The idea is to use Malaspinas’ [41, 52, 53]
recursive formulas in order to recompute the wall non-
equilibrium component using the Hermite basis expan-
sion truncated up to the fourth order (refer to appendix C
for the details of this procedure). This approach allows
for a higher flexibility in the modeling of the wall non-
equilibrium population.
2. Generalized computation of interpolated coefficients in
IBB methods
To obtain a more uniform picture, we propose to ex-
press the populations in all these IBB methods in their
pre-collision state at time t+ 1 in similar fashion of the
case q ≥ 1/2 of the BFL method (figure 2). In order to
be able to extend this description to all methods and for
any value of q, we introduce signed normalized distance
from the wall s at time t+ 1. At time t+ 1 some popu-
lation has been streamed following the free stream rule,
whilst, other near the wall have been streamed using the
bounce-back rule described in section II B and figure 2b.
In this condition the generalized coordinate s reads
s (fI(x, t+ 1))
def
=
(x− xW ) · cI
‖ci‖ ∀ I ∈ {i, i¯}. (14)
where x is the coordinate of the population fI after the
streaming/bounce-back step. The coordinate s turns out
to be a simple yet effective tool to describe and com-
pare link-wise boundary condition. Using equation (14)
we can define a set of simple rules to move from the x
coordinate metric to the s coordinate metric:
f t+1i (xF ) ≡ f(s = q)
f t,∗i (xF ) = f
t+1
i (xFF ) ≡ f(s = q + 1)
f t,∗
i¯
(xF ) ≡ f(s = −q + 1)
f t,∗
i¯
(xFF ) = f
t+1
i¯
(xF ) ≡ f(s = −q)
f t,∗
i¯
(xW ) ≡ f(s = 1 + uw · ci/ ‖ci‖)
f t+1
i¯
(xW ) ≡ f(s = 0)
(15a)
(15b)
(15c)
(15d)
(15e)
(15f)
where the index of x indicates either a node (F or FF)
or the virtual node W located at the intersection of the
link with the boundary surface (as a consequence f(xW)
are some virtual population which will be useful later)
and uw is the wall velocity (in lattice units).
With the help of the coordinate s it is now possible
to generalize the formulas used in the BFL and in the
other IBB methods with the Sylvester-Lagrange [57, 58]
polynomial interpolation formula:
f (sref , t+ 1) =
n∑
j=0
aj(sj)f
(sj , t+1) (16)
where n is the interpolation order, j is the index of the in-
terpolation point and aj are the interpolation coefficients
given by
ai =
∏
0≤j≤n
j 6=i
sref − sj
si − sj . (17)
In the linear case the interpolation coefficients aj ∈
{aα(sα), aβ(sβ)} can be easily recovered from the values
of sj ∈ {sα, sβ} in the following way
aα (sα(q)) = 1− sref − sα
sβ − sα (18a)
aβ (sβ(q)) =
sref − sα
sβ − sα (18b)
sα < sref < sβ (18c)
where in our case sref = q. Equations (18) will be
used to develop variants of the general ELIBB formula
(equation (11)).
D. Enhanced Single-Node boundary condition
variants
The novel generalized coordinate introduced in the pre-
vious section (equation (14)) is a useful tool to develop
variants of the general scheme proposed in equation (11).
The first method that we propose is a unified method,
and it can be written as:
ELIBB-U | f t+1i (xF ) = a4f˜
t+1
i (xW )+a5f˜
∗
i (xW ) (19a)
where f˜ is the approximation of population f consist-
ing of a separate evaluation of the equilibrium f˜ eq and
non-equilibrium f˜neq parts that was discussed in sec-
tion IIC 1. As anticipated in the introduction, the ad-
jective unified refers to the fact that the interpolation
scheme does not depends on the value of q. The in-
terpolation factors a4,5 in equation (19a) can recovered
converting the x coordinates in s coordinates with equa-
tions (15) and then using equations (18a) and (18b).
a4 = 1− q (19b)
a5 = q . (19c)
For the wall populations we adopted the following ap-
7proximations
f˜∗i (xW )
def
= f˜ eqi (xW ) + f˜
neq∗
i (xW )
f˜ t+1i (xW )
def
= f˜ eq,t+1i (xW ) + f˜
neq,t+1
i (xW )
f˜ eq,t+1i (xW ) ≈ f eq (ρF (t),u(xW , t+ 1))
f˜ eqi (xW ) ≈ f eq (ρF (t),u(xW , t))
f˜neqi (xW ) ≈ use (13) or (C7).
(20a)
(20b)
(20c)
(20d)
(20e)
where in (20c) and (20d) we used (12). In this re-
gard, one may note that in general xW (t) 6= xW (t + 1)
and u(xW (t)) 6= u(xW (t + 1)), but their actual expres-
sions depend on the time advance scheme of the wall
(e.g. explicit euler, implicit euler, etc.). Nonetheless, if
∆uw  uw one can set u(xW (t)) ≈ u(xW (t+ 1)). This
first variant of the ELIBB method is different from the
other because it does not use any nodal population in
the interpolation. In particular, if the non-equilibrium
component at the wall is computed from a regularization
procedure (e.g. equation (C7)) instead of using equa-
tion (13), a good name for this method could be local
regularized link-wise method. This name emphasizes the
fact that this specific variant only relies on the recon-
struction of the wall populations just like the regularized
boundary condition presented in the articles [51, 59].
The physical locality of (19a) can be improved adopt-
ing a fragmented interpolation scheme, taking advantage
of the knowledge of the population f ∗¯
i
(xF ),
E
LI
B
B
-F
∣∣∣∣∣∣∣∣∣∣
f t+1i (xF ) = a4f˜
t+1
i (xW )
+ a2f
∗¯
i (xF ) q < 0.5
f t+1i (xF ) = a2f
∗¯
i (xF )
+ a5f˜
∗
i (xW ) q ≥ 0.5
(21a)
(21b)
where:
a2 = (1− 2q)/(1− q) q < 0.5 (21c)
a5 = q/(1− q) q < 0.5 (21d)
a2 = (2− 2q)/q q ≥ 0.5 (21e)
a5 = (2q − 1)/q q ≥ 0.5 (21f)
Finally, the combination all the information of the two
previous methods, it is possible to perform a quadratic
interpolation. This leads to a quadratic interpolation
unified method
E
LI
B
B
-U
Q ∣∣∣∣∣∣∣∣
f t+1i (xF ) =a4f˜
t+1
i (xW )
+a2f
∗¯
i (xF )
+a5f˜
∗
i (xW ) (22)
where the interpolation coefficients ai are computed us-
ing equations (17) (after using (15) to compute the s
coordinates).
Adding the knowledge of f˜∗i (xW ) we can also formalize
a quadratic fragmented method
E
LI
B
B
-F
Q
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
f t+1i (xF ) =a1f˜
t+1
i (xW ) q < 0.5
+a3f
∗¯
i (xF )
+a2f˜
∗
i (xW )
f t+1i (xF ) =a1f
∗¯
i (xF ) q > 0.5
+a2f˜
∗
i (xW )
+a3f
t+1
i (xFF )
(23a)
(23b)
where the interpolation coefficients are given again by
equation (17). The above quadratic interpolation for-
mulas defined by equations (23) and (22) improve the
accuracy of the ELIBB-F, nevertheless it is necessary to
specify a cutoff minimal value qmincutoff below which the
ELIBB-F is used in place of the ELIBB-FQ. This must
be done to avoid instabilities due to the overlapping of
interpolation points when q approaches zero. For the re-
sults presented in this article we use qmincutoff = 0.01.
We remark that the equations seen in this section are
valid for resting boundary with respect to the lattice. In
the case of a moving boundary, it is necessary to add
a momentum correction. We discuss this in the next
section.
E. Moving Boundaries
In the case of moving boundary, it is necessary to in-
troduce a moving boundary correction at wall nodes, as
proposed for the HWBB in in [6, 60]. This correction
term is used to generalize to moving boundaries the in-
terpolated bounce-backs seen in the previous paragraphs
modifying each population in the rhs of the equations
with the following simple rule, written in terms of gener-
alized coordinate s
if s ≤ −q then f(s)→ f(s) + 2wiρξi · uw
c2s
, (24)
where uw is the velocity of the wall at the link intersec-
tion xW .
F. Force computation
There exist two main ways to compute the force and
torque acting on the surfaces: the stress tensor integra-
tion [61] and the Momentum Exchange Algorithm [6].
As recommended by Mei et al. [62], the momentum ex-
change algorithm is used for the force computation in the
following section.
There are different numerical approaches to compute
the momentum exchange from the fluid to the surface [6,
62–67] that have been summarized by Tao et al. in [68].
For the experiments in this paper we have decided to
adopt the method described in [67]. In [67] Wen et al.
8propose the following receipt to compute the force on the
boundary of on lattice node
F =
{∑
i
− ((ci − uw) fi (xf )− (ci¯ − uw) f∗i (xf ))
}
out
(25)
where F is the force acting on the boundary surface due
to one fluid lattice and the index “out” means that when
the boundary is described as a closed surface, the force
computation has to be carried out only for the “external”
fluid.
III. RESULT AND DISCUSSION
The variants of the novel boundary condition method
have been implemented for the D2Q9 and D3Q27 lat-
tices, in the open-source library PALABOS [33]. In
the results, we mainly used the non-equilibrium bounce-
back approach to estimate the non-equilibrium compo-
nent (equation (13)) because the regularized approach
(appendix C) leads to similar results. Nevertheless, in the
second test-case we included a brief comparison between
the results obtained with the two different methods. All
the physical quantities appearing in next sections are ei-
ther in lattice units, or in non-dimensional units specific
to each problem.
A. Impulsively-started unsteady Couette flow
The impulsively started Couette flow is the fluid config-
uration obtained abruptly moving one of the two parallel
walls containing a quiet fluid, from the rest position to
a constant velocity U . In this specific case, we consider
the upper wall moving along the x direction and located
at y = h and the bottom one resting at y = 0.
In the context of low Reynolds number flows, con-
vective phenomena are negligible for this configuration,
whose evolution is then governed by [69]
∂u
∂t
= v
∂2u
∂y2
(26)
with the following boundary and initial conditions
u(0, t) = 0 for all t
u(h, t) = U for t > 0
u(y, 0) = 0 for 0 6 y < h .
(27)
The problem defined by equations (26) and (27) has a
solution in the form of slow converging series [69]
u∗th =
u∗th
U
=
y
h
+
2
pi
∑
n=1
(−1)n
n
e−n
2pi2νt/h2 sin
npiy
h
. (28)
In [69] Erdogˇan mentioned that at time t∗ = νt/h2 equa-
tion (28) truncated at the 45th term is sufficient to obtain
a numerical solution compatible with a double floating
point precision numerics simulation (given that the eval-
uation is computationally very light, we used 100 terms
in the present test case).
We used the ELIBB variants, the HWBB, the BFL and
the Tao’s methods to simulate the impulsively-started
Couette flow. The numerical domain is squared, bounded
in the y direction by the walls and by the periodicity
condition in the x direction. The LBM simulation is car-
ried out with the D2Q9 lattice and the BGK collision
model. The simulations are perfectly symmetric in the
two dimensions and the top and bottom layer of nodes
are located at y = q and y = h− q (lattice units).
The relative Root Squared Error rRSE (also known as
L2-error function), defined as
rRSE (u∗) =
√√√√∑Ni (u∗(xi)− u∗th(xi))2∑N
i u
∗2
th(xi)
, (29)
is used to evaluate the convergence of computational er-
ror in the cylindrical couette flow region, where xi is the
coordinate of a lattice node, u∗ is the computed non-
dimensional macroscopic velocity norm and u∗th is the
theoretical velocity norm given by equation (28).
The results for the rRSE for increasing height h, ex-
pressed in lattice units are shown in figure 3. For small
relaxation numbers (Re = 330, τ = 5.05) all methods
show a second-order accuracy but the HWBB because
q 6== 1/2(this behaviour is confirmed also by other tests
for τ < 0.6 and not included for matter of conciseness).
For τ in the range [0.8, 1.5] the following observations can
be made:
1. quadratic variants of ELIBB (ELIBB-UQ, ELIBB-
FQ) are generally more accurate than other meth-
ods;
2. ELIBB-UF and ELIBB-FQ performes identically
for q < 1/2 because they have the same interpo-
lation scheme in this range;
3. when q ≥ 1/2 ELIBB-FQ appear to be more accu-
rate than ELIBB-UQ for τ . 1, but vice-versa for
τ & 1;
4. ELIBB variants are generally more accurate than
the Tao’s method in this range.
B. Steady state cylindrical Couette flow
The cylindrical Couette flow is a common benchmark
to test the accuracy of curved boundary conditions. We
implemented this test case using a D3Q19 lattice. In this
test case, two coaxial cylinders are placed in the center
of the simulation domain. The cylinders axis is parallel
to the z direction, along which the periodicity condition
has been imposed. The inner cylinder of radius r1 rotates
9Figure 3: Convergence of rRSE for impulsively started Couette flow at dimensionless time t∗ = νt/h2. Results for
different Reynolds number Re, relaxation time τ and normalized distance of the walls from the first layer of nodes q.
The LBM topology is D2Q9, the collision model is BGK.
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Figure 4: Representation of computational domain. In
green the inter cylinders couette flow. In the external
yellow region the fluid is at rest because the external
cylinder of radius r2 is at rest, in the inner yellow region
the flow is rotation, moved by the inner cylinder of
radius r1 that is moving with angular velocity ω. Boxed
dots represent the nodes where the error along the
x-axis is computed.
with angular velocity
ω1 = uθ/r and uθ = ν Re/(r2 − r1) (30)
tangential velocity, while the outer of radius r2 is at rest.
The inter-cylinder distance r2−r1 can be expressed using
the cylinder ratio β = r1/r2 parameter as r1(1/β − 1).
The velocity flow inside the inner cylinder is linear if
the flow is laminar, with a maximum tangential velocity
uθ = 1 close to the inner cylinder and uθ = 0 in the
center. Between the two cylinder, the solution for the
fluid velocity at steady state is given by the cylindrical-
Couette flow tangential velocity
uθ =
(
r21 − β2r2
)
ω1
(1− β2) r (31)
where r is the radial distance from the axis of the cylin-
ders.
The relative Root Squared Error rRSE, defined by
equation (29) is used to evaluate the convergence of com-
putational error in the cylindical couette flow region (see
figure 4), where in this case u∗th = uθ is the theoretical
velocity norm. The rRSE is also used to evaluate the
error of the tangential velocity along the x-axis, in this
case the expression reads
rRSE (uθ(yc)) =
√√√√∑Ni (uθ(xi, yc)− uth(xi, yc))2∑N
i u
2
th(xi, yc)
, (32)
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Figure 5: Plot of the linear error
LE =
∣∣∣∣uy(xc)−utheoryy (xc)urefy
∣∣∣∣ along the x-axis for the
cylindrical Couette flow characterized by β = 1/2. (a)
r2 − r1 = 10rmlu, (b) r2 − r1 = 40rmlu The vertical
lines serve as markers of the x coordinate of
intersections with the cylinders: x < 0.5 and x > 2.5
rest flow region, 0.5 < x < 1.0 and 2.0 < x < 2.5
cylindrical couette flow region, 1.0 < x < 2.0 inner
region (linear flow).
where yc is the y coordinate of the cylinders axis and the
index i refers to the nodes index along the x direction.
To visualize the numerical error along the x-axis, we also
use the linear error (LE), that we define as:
LE (xi) =
∣∣∣∣∣uy(xi, yc)− uthy (xi, yc)uthy
∣∣∣∣∣ , (33)
where xi is the x coordinate of a node located at yc, that
is the y coordinate of the centre of the cylinders.
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Figure 6: Cylindrical Couette flow, convergence of the
relative root squared error rRSE (i.e. L2 error funciton)
for the fragmented variants of the present schemes
(ELIBB-FL, ELIBB-FQ) and for the Bouzidi et al.
(BFL) method. Parameters: TRT collision model with
Λ = 3/16, β = 0.5.
1. Space distribution of the linear error
Figure 5 show the trend of LE for two resolutions
r2− r1 (10 lu and 40 lu) and for seven different boundary
conditions: the BFL method [1] (linear version), the uni-
fied scheme of Yu et al. [19], the single node method of
Tao et al. [13] and the three variants of the ELIBB, plus
the HWBB in the 10lu case. The simulated experiments
were carried out for Re = 10 in the case of the TRT col-
lision model using a D3Q27 lattice layout and for q = 0
(see figure 4). From these figures is possible to see that,
1. fragmented methods BFL, ELIBB-FL and ELIBB-
FQ generally outperform the unified methods
ELIBB-U and Tao;
2. the space error distribution is similar for all the
methods;
3. the only local methods that performs similarly to
the BFL are the ELIBB-F and ELIBB-FQ;
4. for low resolutions the present fragmented schemes
(ELIBB-F and ELIBB-FQ) show smaller error than
the BFL.
Figure 7: Cylindrical Couette flow, convergence of the
relative root squared error rRSE (i.e. L2 error function)
for the unified variant of the present schemes
(ELIBB-UL) and for the Yu et al. method. Parameters:
TRT collision model with Λ = 3/16, β = 0.5.
2. rRSE convergence
All the previously mentioned methods show approxi-
mately second order convergence as displayed in figures 6
and 7. The results appearing in the figures concern a low
reynolds fluid flow Re = 10 between cylinders with di-
ameters ratio β = rarb
1/2. The choosen collision model is
the TRT with magic parameter Λ = 3/16, viscous relax-
ation numbers τ = 0.8 and τ = 2. Those figures also
confirm the observations discussed above: the three frag-
mented methods tested (BFL, ELIBB-FL, ELIBB-FQ)
are generally slightly more accurate than the three uni-
fied techniques (Yu, Tao, ELIBB-UL).
We finally compare the results of the ELIBB-FQ
method with some result from the literature, namely the
Liu et al. [14] method and the ZY method [12]. The
Liu et al. can be seen as an extension of the Tao et al.,
while in the ZY method the single-node characteristic is
achieved setting f(f ∗¯
i
(xFF ), t+1) ≈ f(f ∗¯i (xFF ), t). Even
if figure 8 cannot be considered a direct comparison, it
suggests that the ELIBB methods result in a more accu-
rate solution for the considered set of parameters (Note
that in the steady-state test described by figure 8 the ZY
and BFL method should deliver the same results given
that the ZY method is a first order in time approxima-
12
Figure 8: Comparison of the rRSE (L-2 error) between
the BFL and ELIBB-Q methods simulated for this
paper and other results from the literature. The error is
relative to the cylindrical Couette region (blue region in
figure 4). For the results of the Liu et al. method data
from [14] is used. For the ZY methods data from [12] is
used. Other parameters: TRT Λ = 3/16, lattice topology
for the cases simulated = D3Q27, τ = 2.
tion of the BFL. Therefore, the different results between
the green and the red points in figure 8 are most proba-
bly caused by the different lattice topology used or some
details on the error computation).
3. rRSE as a function of q
Some authors [32] suggested that unified methods can
help to improve stability of moving boundaries, because
they do not need to change interpolation points crossing
the midpoint between two nodes. We tried to assess this
behavior modifying the parameter q for different resolu-
tions keeping the other parameters constant. The results
are shown in figures 9. From the results of this specific
experiment, it is not possible to confirm this insight, since
the distance q has a small impact on error levels for all
methods but the HWBB.. This kind of test has also been
carried out recently carried out for BLZ and Yu methods
in [17], for a Poiseuille flow with moving walls.
4. Non-equilibrium computation at the wall
Section IIC 1 provided two ways of computing the non-
equilibrium component at the wall position with a first
order approximation. In our experience, the two meth-
ods leads to similar results for low Re numbers. In fig-
ure 11, we present an example of comparison of the two
methods. The figure shows that the technique used for
non-equilibrium computation does not seem to have any
impact on the error, at least for this range of parameters.
However, it is well known that regularized approach are
more stable for higher values of the Reynolds number.
Hence, as a future work, it would be interesting to futher
compare both approach in the low viscosity regime.
It is somehow important to mention that the non-
equilibrium bounce-back (equation (13)) is generally eas-
ier to implement of the the regularized approach, because
the latter can be used to impose both macroscopic val-
ues and their gradient similarly to Robin boundary con-
ditions. This can be useful for advanced boundary mod-
eling, like for turbulent wall modeling [70].
5. Evaluation of the viscosity dependence of the error
The sensitivity of the results to the viscosity relaxation
time τ , under diffusive scaling, has been investigated for
BGK, TRT and RRBGK collision models. In the ase of
BGK (figure 10a) the ALL models, and especially the
HWBB, in accordance with the work by Ginzburg et
al. [8, 9] For the lower values of τ , the beneficial displace-
ment of the boundary caused by the viscosity dependence
is higher than the accuracy deterioration owed to the in-
creased time-step (consequent to increased τ). For higher
values of τ , the error rise for all methods. This confirms a
non-negligible viscosity dependence effect in these meth-
ods, if coupled with the simple BGK. It is anyhow inter-
esting to notice how, in this experiment and for higher
values of τ , the simple half-way bounce-back method per-
forms better than any interpolated version in the BGK
case. In the case of the TRT collision model the τ depen-
dence of the the HWBB is almost wiped out and its rRSE
become almost a horizontal line in figure 10. As a final
comment on figure 10, one may notice that the present
ELIBB schemes show a resilient behaviour for high values
of τ : this fact combined with the good accuracy at low
resolutions make the ELIBB particularly robust methods
for coarse space-time resolution simulations.
6. Mass conservation violation
A common issue with interpolated bounce-back is
the violation of mass conservation. We investigated
this concern computing the average density fluctuation∣∣∣∑Ni (ρi − ρ0)/N ∣∣∣ in the Taylor-Couette region at non-
dimensional time t∗ = t/tref = 3.0 where tref = (r2 −
r1)/u andN is the number of nodes in the Taylor-Couette
region; the results are presented in figures 12 and 13. The
conclusion is that, even though the ELIBB are pretty ac-
curate at low time and space resolutions, in this regime
they show a higher mass violation. Nonetheless, for finer
meshes they exhibit similar values of the average density
fluctuation.
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(a) (b)
Figure 9: Comparison of rRSE (32) for two different resolutions (a) r2 − r1 = 20 + 2q , (b) r2 − r1 = 30 + 2q as a
function of q for a set of methods. Parameters used for the simulation: Re = 10, TRT collision model, Λ = 3/16,
τν = 1.
(a) (b) (c)
Figure 10: Sensitivity to τ of the relative root squared error rRSE (32), i.e. L2 error function, in the case of
cylindrical Couette flow. Parameters of the simulation: Re = 10, inter-cylinder distance L = 20 lu, β = 0.5. For the
TRT collision model, the magic parameter Λ is fixed 3/16 to in order to minimize the viscosity-dependent error
related to the location of the wall in the context of HWBB.
C. Jeffery’s orbit: Ellipsoidal Cylinder and
Ellipsoid Rotation
Jeffery’s orbit is a common benchmark test for curved
boundary conditions. It describes the rotation of el-
lipsoidal objects induced by a shear flow in Stoke’s
regime [71]. Therefore, it is well suited to verify the
capability of numerical method to describe a fluid-solid
interaction problem. In our experiment, the ellipsoid is
located at the center of a channel. The channel is de-
limited in the y direction by two horizontal walls, that
are impulsively moved along the x direction at the be-
ginning of the simulation with the fluid at rest. In the
initial condition, the prolated ellipsoid lies at the center
of the channel, in vertical position, with its longer di-
ameter aligned with the y direction. The computational
domain is periodic in the x and z directions. At time
t = 0 the upper wall is abruptly accelerated to its ter-
minal velocity ulid, such that it generates the following
strain rate in the channel
γ˙ =
ulid
H
(34)
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Figure 11: Comparison of the convergence of the rRSE
for the proposed ELIBB methods variants in the case of
the two different non-equilibrium component
computation. The neqbb acronym stands for method
described by equations (13) and the acronym reg stands
for the method described by equation (C7)).
Figure 12: Average density fluctuation |ρLB − 1| in the
cylindrical Couette flow region at t∗ = t/tref = 3.0
where tref = (r2 − r1)/u. Parameters: TRT collision
model Λ = 3/16, τ = 1.
where H is the channel height. The ellipsoid start ac-
celerating until it reaches its steady state Jeffery’s orbit,
that reads [71]
θ˙ =
γ˙
r2e + 1
(
r2e cos
2 θ + sin2 θ
)
(35)
where θ is the inclination of the ellipsoid axis correspond-
ing to the major radius ra with respect to the y axis (the
vertical one), θ˙ is the corresponding angular velocity and
Figure 13: Average density fluctuation |ρLB − 1| in the
cylindrical Couette flow region at at t∗ = t/tref = 3.0
where tref = (r2 − r1)/u. Parameters: TRT collision
model Λ = 3/16, τ = 2.
Figure 14: Jeffery’s orbit described by a 3D prolate
ellipsoid characterized by a ratio of radii β = ra/rb = 2.
Plots of the angular velocity obtained with different
methods compared with the analytical solution.
Parameters of the simulations τ = 2, BGK collision
model, Re = 4, H = 10re (channel height),
re =
√
r2a + 2 · r2b = 30 (equivalent radius).
re =
√
r2a + 2 · r2b is the equivalent radius. The Reynolds
number in this scenario is redefined with the shear stress
Re =
γ˙r2
ν
=
ulidr
2
e/H
ν
. (36)
In this experiment, we describe the ellipsoid with a
thin-shell surface whose dynamics is computed following
the rigid body motion equations. The thin-shell repre-
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Figure 15: Jeffery’s orbit described by a 3D prolate
ellipsoid characterized by a ratio of radii β = ra/rb = 2.
Plots of the squared fluctuation of the torque obtained
with equation (D3).
senting the ellipsoid is filled with fluid. Nevertheless, the
internal fluid is virtual and has no impact on the dy-
namics. This because the forces from the fluid to the
rigid body are computed only taking account the exter-
nal fluid, using equation (25). All the investigated meth-
ods lead to similar values of the ellipsoid angular velocity
evolution in time in the case of a prolate ellipsoid with a
diameter ratios β = ra/rb = 2. In particular in figure 14,
we compared the results of the a 3D ellipsoid angular
velocity evolution for the HWBB, BFL and the present
ELIBB-FQ, but the results are similar for all the ELIBB
variants and the other methods investigated in the pre-
vious section.
1. Numerical noise
When dealing with moving boundaries, LBM bound-
ary methods give rise to spurious pressure oscillations.
One of the main sources of these oscillations is the results
of some nodes, named fresh nodes, changing side of the
boundary surface. In the upwind part of the surface fresh
nodes appear as uninitialized nodes with wrong popula-
tions’ values: this cause the triggering of pressure waves.
The process of recomputing the values for the distribu-
tion functions in the fresh nodes is called refilling and
can reduce the magnitude of pressure oscillations. The
refill methods have recently been compared in [68]. The
authors indicate the local iteration refill (LIR) [32] as the
most effective in reducing oscillations. For this reason,
we choose the LIR to correct the spurious pressure os-
cillations, implementing it in a slightly modified version
to make it consistent for the case of thin-shell boundaries
(see appendix D2). In our experiments, using a thin-shell
Figure 16: Jeffery’s orbit described by a 3D prolate
ellipsoid characterized by a ratio of radii λ = ra/rb = 2.
Plots of the squared fluctuation of the torque obtained
with equation (D3).
approach, the simulations are stable even if no refilling
algorithm is used. Therefore, we tested different bound-
ary conditions before and after the implementation of the
LIR.
The pressure oscillations due to the boundary motion
are transferred to the rigid body through the momen-
tum coupling, leading to a noisy torque time evolution.
The measure of the oscillations in the torque (or resulting
force) acting on the rigid body, is a common way to esti-
mate the magnitude of pressure oscillations [68, 72, 73].
It is anyhow important to notice that perturbations in the
torque acting on the body are only an indirect measure
of the effect of pressure waves and can be also influenced
by the techniques used for the force computation.
We decided to use a qualitative approach to compute
the TSF that allow to produce smooth graphs that are
easy to compare. The detail of the computations are
shown in appendix D1. Here, we just point out that
the presented values of the TSF are interpolated values
using best fitting polynomials. Therefore, they should
be interpreted as qualitative measures that do not aim to
accurate measurements.
Using the momentum exchange algorithm and without
refilling techniques, local methods show higher fluctua-
tions (figure 15). Nevertheless, after the implementation
of the LIR, both local and non-local interpolated meth-
ods show similar performance in terms of torque squared
fluctuation (figure 16).
In figure 17 we also computed the average torque
squared fluctuation TSF on 0 < θ . pi/2 for a ellipsoidal
cylinder and plotted it for an increasing resolution of the
ellipsoids. The results show a convergence with approxi-
mate slope x−4 (this is expected for second order schemes
since we are working on the squared fluctuations).
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Figure 17: Average root squared fluctuation of the
torque for an ellipsoidal cylinder (with ratio between
axes da/db = 2) computed from the initial condition of
resting fluid, ω = 0 and ellipsoid in verical position
(θ = 0), to θ ≈ pi/2. Local label stands for ELIBB and
Tao methods, LIR means local iteration refilling .
To summarize the results of this section, the ELIBB
shows good stability propriety in the simulation of a fluid-
rigid body problem interaction. The ELIBB leads to re-
sults comparable with the BFL for the ellipsoid dynam-
ics, both in terms of angular velocity evolution and in
terms of torque fluctuation. Nevertheless, for the local
methods tested the refill algorithm is important to reduce
the effects on the torque due to the pressure oscillation.
IV. CONCLUSIONS
In this paper, we presented a novel class of enhanced
single-node boundary conditions (ELIBB). The enhance-
ment theoretically derives from the the introduction of
wall populations relative to different iterations and from
the optimization of coefficients correlated with the qual-
ity of the interpolation in equation (11). The result-
ing boundary methods are single-node, which means that
they are suitable to simulate complex shapes with nar-
row gaps containing only one lattice node, without in-
troducing special conditions. This physical locality fea-
ture of the ELIBB, facilitates the management of com-
plex geometries. Thus, the ELIBB can be implemented
in algorithmic local way without any need of introduc-
ing special cases near corners or narrow gaps. Roughly
speaking, in parallel simulations no data will need to
be recovered from neighboring cells, improving in this
way parallel computing performances. Therefore, ELIBB
boundary conditions are attractive for GPU based imple-
mentations.
The novel boundary conditions show, in the investi-
gated experiments, a robust behavior in terms of accu-
racy of the velocity field at low resolutions and large
relaxation parameters τ , and, in this range, they ap-
pear to be more accurate of the well-established Bouzidi-
Firdaouss-Lallemand [1] boundary condition. The
ELIBB method variants share with other interpolated
bounce-backs some limitations: mass violation and vis-
cosity dependence. In the performed experiment, mass
violation of the novel methods is higher compared to the
BFL at low resolutions. At higher resolutions this gap
is bridged and the mass violation becomes similar to the
one of BFL. Further investigations are needed to quantify
these preliminary findings.
We showed that the method recently proposed by Tao
et al. [13], can be interpreted as a variant of the ELIBB
family. Nonetheless, the variants proposed in the present
paper show a non negligible improvement with respect to
the Tao et al. [13] method, at least for the low Reynolds
number regime.
The novel class of boundary condition is suitable to
describe moving boundaries immersed in the fluid. In
particular, it proved to be stable and well-behaving when
describing the dynamics of a rigid body in a shear flow.
In addition, local iteration refill algorithm has proved
to be a good companion for the ELIBB. In fact, after
its adoption to reduce pressure oscillations, single-node
techniques and the BFL method showed the same level
of noise on the torque acting on the rigid body.
We additionally provided an alternative non-
equilibrium estimation scheme that can be valuable, in
perspective when a more advanced boundary modeling is
needed in place of a simple dirichlet boundary condition
(e.g. wall models for turbulent flows). This aspect need
further investigation in the future.
From our first initial results, the ELIBB display en-
couraging improvements over some earlier single-nodes
boundary conditions, yet maintaining an easy implemen-
tation characteristic. Therefore it is a good general-
pourpose candidate to replace the BFL in many appli-
cations where a single-node method is required. Never-
theless, more systematic studies are necessary to properly
compare it with other techniques, especially in the range
of higher Reynolds numbers.
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Appendix A: Hermite Polynomials
The Hermite functions are the solution solutions to the
Hermite ordinary differential equation [74]:
H′′n(x)− 2xH′n(x) + 2nHn(x) = 0 . (A1)
The functions Hn are of integer degree n solution of (A1)
are the physicist Hermite polynomials [75]. Their gen-
eral expression can be evaluated using the Rodriguez for-
mula [74]
Hn(x) = (−1)nex2 d
n
dxn
e−x
2
. (A2)
or, equivalently, using the generating function [74, 76]
g(x, t) = e−t
2+2tx =
∞∑
n=0
Hn(x)
tn
n!
(A3)
In the Lattice Boltzmann context is more common to
refer to the probabilistic Hermite polynomials, which are
a rescaled version of the Hn(x). In one dimension their
expression is [75]
H(n)(x) = 2−
n
2 Hn
(
x√
2
)
= (−1)ne x
2
2
dn
dxn
e−
x2
2 . (A4)
For the polynomial expansion of the probability density
function in the velocity space it is necessary to perform
a multivariate extension of the classic Hermite polyno-
mial [77]. In this case the Rodrigues’ formulas reads
H(n)(x) = H(n)α1...αn(x) = (−1)ne
x2
2
∂n
∂α1...αn
e−
x2
2 . (A5)
where x = (x1, . . . , xd), d is the dimensionality and αi ∈
{x1, . . . , xn}. In the velocity space the expression of the
first polynomials reads:
H(0) = 1
H(1)α1 = ξα1
H(2)α1α2 = ξα1ξα2 − δα1α2
H(3)α1α2α3 = ξα1ξα2ξα3
− (δα1α2ξα3 + δα1α3ξα2 + δα2α3ξα1)
H(4)α1α2α3α4 = ξα1ξα2ξα3ξα4
− (δα1α2ξα3ξα4 + δα1α3ξα2ξα4 + δα1α4ξα2ξα3
+ δα2α3ξα1ξα4 + δα2α4ξα1ξα3 + δα3α4ξα1ξα2)
+ (δα1α2δα3α4 + δα1α3δα2α4 + δα1α4δα2α3)
(A6)
In the discrete case the Hermite polynomial needs to be
rescaled as a consequence of the rescaling of the discrete
velocities ci = ξics
H(0)i = 1 (A7)
H(1)i,α1 = ci,α1 (A8)
H(2)i,α1α2 = ci,α1ci,α2 − c2sδα1α2 (A9)
H(3)i,α1α2α3 = ci,α1ci,α2ci,α3 (A10)
− c2s (δα1α2ci,α3 + δα1α3ci,α2 + δα2α3ci,α1)
(A11)
H(4)i,α1α2α3α4 = ci,α1ci,α2ci,α3ci,α4 (A12)
− c2s (δα1α2ci,α3ci,α4 + δα1α3ci,α2ci,α4 (A13)
+ δα1α4ci,α2ci,α3 + δα2α3ci,α1ci,α4 (A14)
+ δα2α4ci,α1ci,α3 + δα3α4ci,α1ci,α2) (A15)
+ c4s (δα1α2δα3α4 + δα1α3δα2α4 + δα1α4δα2α3)
(A16)
where Hi = H (ξ = ξi).
Appendix B: Regularization procedure
It is possible to exemplify the regularized lattice boltz-
mann considering the following steps:
1. Consider the initial condition in which the non-
equilibrium populations consists solely of hydro-
dynamic components fneqi = f
neq(Kn1)
i ∼ O(Kn1).
After collision the populations reads
f∗i = f
eq
i +
(
1− 1
τ
)
f
neq(Kn1)
i (B1)
where the index N indicates a polynomial expan-
sion truncated at the order N and f∗i denotes a
post-collision population.
2. After streaming, at time t, numerical non-
hydrodynamic error components fneq(Kn
>1)
i appear
f˜i = f
eq
i +
f˜neq︷ ︸︸ ︷
f
neq(Kn1)
i 

+f
neq(Kn>1)
i︸ ︷︷ ︸
to be filtered
(B2)
where f˜i and f˜
neq
i are respectively the non filtered
population and non-filtered non-equilibrium com-
ponent.
3. Regularization step: it is a filtering process con-
sisting in computing fneq(Kn
1)
i from the Hermite
moments of f˜neqi
fneq,Ni = wi
N∑
n=0
1
n!c2ns
a˜(n)neq : H(n)i (B3)
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where a˜(n)neq(f˜neqi ) is computed projecting f˜
neq
i on
the Hermite polynomials basis. f˜neqi is computed
subtracting form f˜i the estimation of the discrete
equilibrium component. Which in turn was com-
puted as the polynomial expansion of the Maxwell-
Boltzmann equilibrium truncated at order M
a˜(n)neq ≈
Q−1∑
i=0
(
f˜i − f eq,Mi
)
H(n)i (B4)
where H(n)i = H(n)(ci=csξi) is a Hermite polyno-
mial of order n (see appendix A), a(n) is its corre-
sponding tensor of coefficients, “:” is the Frobenius
inner product [78], wi are the quadrature weights
and cs is the lattice constant.
4. finally, filtered population fi is reconstructed as
fi ≈ f eq,M + fneq,Ni . (B5)
Even if the RBGK was successful, it does not filters out
all the non-hydrodynamic components. For this rea-
son, it has been extended by the recursive regularized
model (RRBGK). In this case, the Hermite coefficients
appearing in equation (B4) are recomputed using the re-
cursive formulas derived in references [41, 52, 53] (see
equations (C4) and (C5) in appendix C). The recur-
sive formulation improve the filtering of numerical non-
hydrodynamics errors for the Hermite components of or-
der higher than two.
Appendix C: Recursive extimation of the
non-equilibrium populations
In this section, we present the formal techniques used
to enhance the boundary condition with an estimation
of the wall populations. To achieve this, it is necessary
to formally unfold the relation that elapses between the
mesoscopic representation of the Navier-Stokes equations
and the mesoscopic perspective of the Boltzmann Equa-
tion. Although diverse mathematical approaches exist,
the most common in the Lattice Boltzmann community is
the Chapman-Enskog perturbative expansion [79]. This
method has been extended with the Grad-Hermite expan-
sion [77] leading to an elegant and systematic approach
recovering the hydrodynamic limit of the Boltzmann and
Lattice Boltzmann equations [40, 41, 50, 52, 53].
In the Chapman-Enskog-Hermite expansion [41, 52,
53] the populations and the LBE are expanded in a
perturbative formulation and decomposed in a set of
Hermite-basis moments equations. The perturbative ex-
pansion of the velocity distribution function reads
f = f eq + fneq (C1)
where fneq has to be thought the first order deviation
from the equilibrium f eq. The equilibrium and non-
equilibrium components of the previous equation can be
projected in the Hermite polynomial basis
f eq,Mi = wi
M∑
n=0
1
n!c2ns
a(n)eq : H(n)i (C2)
fneq,Ni = wi
N∑
n=0
1
n!c2ns
a(n)neq : H(n)i (C3)
where a(n)neq are the Hermite tensor coefficients. Perform-
ing the Chapman-Enskog expansion of the LBE (2) give
rise an hierarchy of equations. Taking the moments of
the first two equations and comparing them with the
Navier-Stokes equations, one can derive the Malaspinas’
recursive formulas, that read respectively
ρa(n),eqα1..αn = a
(1),eq
αn a
(n−1),eq
α1..αn−1 , (C4)
and
ρa(n),neqα1..αn = a
(1),eq
αn a
(n−1),neq
α1..αn−1 +
n−1∑
l=1
a
(n−2),eq
0,α1..αl−1αl+1..αna
(2),neq
αlαn
.
(C5)
The comparison between the Hermite moments of the
Chapmann-Enskog expanded LBE and the Navier-Stokes
equation allows also to bind the relaxation time and the
fluid viscosity through the following relation
a(2),neqα1α2 = τρΛα1α2 (C6)
where Λα1α2 = ∂α1uα2 + ∂α2uα1 . is the macroscopic
isothermal-incompressible stress tensor and D is the
problem dimensionality (one, two or three). In the
RRBGK the recursive formulas are used in equations
(C2) and (C3) to rebuild the populations, filtering non-
hydrodynamic components. It has been shown that even
in the isothermal case, the optimal order of truncation
in equations (C2) and (C3) is the fourth. However, here
we show the procedure for the order three truncation for
sake of conciseness. Using the Malaspinas’ formula (C5)
in (C3) truncated at the third order and recalling that
equation (C6) one gets
fneqi ≈ −wi
τρ
c2s
[
1
2c2s
H(2)iα1α2Λα1α2 +
1
6c4s
H(3)iα1α2α3
(Λα1α2uα3 + Λα1α3uα2 + Λα2α3uα1)
]
, (C7)
where we used the Einstein notation, therefore summa-
tion is implicit for repeated indexes, αi ∈ {ξ1, . . . , ξd}, d
is the dimensionality of the velocity space and ξ1, . . . , ξd
are the names of the velocity axes.
Thanks to the symmetry proprieties of the Hermite
polynomials and of Λα1α2 , from the previous equation
follows the symmetry of non equilibrium populations
fneqi (xα, tα) = f
neq
i¯
(xα, tα). (C8)
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this fact is the starting point of the wet-node Zou-
He [23, 80] boundary condition, also know as non-
equilibrium bounce-back. Some authors [13, 14] use
this idea to compute off-lattice unknown non-equilibrium
components in an approximate way
fneqi (xα, tα) ≈ fneqi¯ (xβ ≈ xα + δxxα, tβ ≈ tα + δttα)
(C9)
where xα is the coordinate of the off-lattice position of in-
terest, xβ is the coordinate of a lattice node, δx is a small
space distance, δt denotes a small time interval and tβ is
a timestep that can differ from tα. The approximated
non-equilibrium bounce-back is a first order approxima-
tion for the non equilibrium component, nevertheless as
shown by Chun et al. [11] the non equilibrium component
is a second order correction over the equilibrium compo-
nent. Thanks to this fact, equation (C9) can still be used
to develop a second order accurate boundary condition.
To be more general, in this paper we propose an addi-
tional approach to explicitly estimate the off-lattice val-
ues of fneqi . Namely, using the expression (C7) to ap-
proximate the non-equilibrium component at the wall
location. In equation (C7) all the variables appearing
should be interpreted in our case as computed at wall
location. For the stresses we use a first order approx-
imation Λα1α2(xW ) ≈ Λα1α2(xF ). Adopting (C7) can
require a sightly higher computational cost, but it allows
for more flexibility on the boundary modeling if needed.
Appendix D: Technical details of Jeffery’s orbit
test-case
1. Qualitative approach to evaluate torque
oscillations
The theoretical value of the torque acting on the el-
lipsoid (or ellipsoidal cylinder) changes over time. If the
ellipsoid inertia is small, the magnitude of the torque
oscillation exceeds the value of the theoretical torque.
Unfortunately, the analytical value of the torque is not
available and this makes impossible to compute the oscil-
lation, because the baseline solution is unknown. To give
a qualitative representation of the evolution of the torque
squared fluctuation, we decided to compute a smooth nu-
merical baseline solution using interpolating polynomi-
als. This baseline regular numerical solution is then used
to compute the squared fluctuation of the torque (TSF)
over time. The TSF of the torque computed in this way
is noisy and not enough precise to obtain quantitative
results. Nevertheless, we can use it to perform a second
interpolation with a polynomial of the same order to get
a qualitative estimation of the TSF evolution over time
and use it to compare visually different methods.
In detail, the first polynomial least squares interpola-
tion is of order n = 30 and reads
Tip,n (tj) = argmin
 k∑
j=0
|pn (tj)− Tj (tj)|2
 . (D1)
After the computation of the torque squared fluctuation
(TSF)
TSF = (T − Tip,n)2 , (D2)
a second interpolating polynomial of the same order is
computed for the fluctuations
TSFip,n (tj) = argmin
 k∑
j=0
|pn (tj)− Tip,n,j (tj)|2

(D3)
where tj is the j − th iteration. This procedure allows
to produce regular and qualitative graphs of the torque
squared fluctuations in time.
2. Local Iteration Refilling
The Local Iteration refilling (LIR) proposed in [32] is
modified to make it consistent with an thin shell two
dimensional representation of the boudnary. To do so,
the LIR is applied before the global collide and stream,
and not after. This detail guarantees that the stream
step does not move wrong populations outside the fresh
nodes before the application of the LIR. The modified
algorithm is represented in figure 18.
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