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We introduce deep involutive generative models, a new
architecture for deep generative modeling, and use them
to define Involutive Neural MCMC, a new approach to
fast neural MCMC. An involutive generative model rep-
resents a probability kernel G(φ 7→ φ′) as an involutive
(i.e., self-inverting) deterministic function f(φ, pi) on an
enlarged state space containing auxiliary variables pi.
We show how to use deep involutive generative models
to make valid Metropolis–Hastings updates based on
an auxiliary variable scheme with an easy-to-calculate
acceptance ratio. We prove that deep involutive genera-
tive models are universal approximators for probability
kernels, marginalizing out auxiliary variables pi. This
result implies that with enough network capacity and
training time, they can be used to learn arbitrarily
complex MCMC updates. We define a loss function
and optimization algorithm for training parameters
given simulated data. We also provide initial exper-
iments showing that Involutive Neural MCMC can
efficiently explore multi-modal distributions that are
intractable for Hybrid Monte Carlo, and can converge
faster than A-NICE-MC, a recently introduced neural
MCMC technique.
1 Introduction
Markov Chain Monte Carlo (MCMC) methods are a
class of very general techniques for statistical infer-
ence [4]. MCMC has seen widespread use in many
domains, including phylogenetics [20], cosmology [10],
localization [18], and computer vision [14]. For the
Metropolis–Hastings class of MCMC algorithms, one
must specify a proposal distribution q(φ 7→ φ′). Conver-
gence will be slow if the proposal distribution is poorly
tuned to the posterior distribution p(φ′|D). Conversely,
if one could use a perfectly-tuned proposal distribution
— ideally, the exact posterior q(φ 7→ φ′) = p(φ′|D) —
then MCMC would converge after a single step.
Neural MCMC refers to an emerging class of deep
learning approaches [21, 22, 16] that attempt to learn
good MCMC proposals from data. Neural MCMC ap-
proaches can be guaranteed to converge to the right dis-
tribution in the limit of an infinite number of MCMC it-
erations, unlike neural variational inference [17, 13, 19],
which can suffer from biased approximations. Recently,
Song et al. [21] suggested that involutive neural pro-
posals were desirable but difficult to achieve:
“If our proposal is deterministic, then
fθ(fθ(x, v)) = (x, v) should hold for all (x, v),
a condition which is difficult to achieve.” [21]
Contributions. This paper presents a solution to the
problem of learning involutive proposals posed by [21].
Specifically, it presents the following contributions:
1. This paper introduces involutive neural networks,
a new class of neural networks that is guaranteed
to be involutive by construction.
2. This paper uses involutive networks to define invo-
lutive generative models, a new class of auxiliary
variable models, and shows that they can be used
as Metropolis–Hastings proposals.
3. This paper proves that involutive generative mod-
els are universal approximators for Markov chain
transition kernels, justifying their use for black-box
learning of good MCMC proposals.
4. This paper describes a new, lower-variance esti-
mator for the Markov-GAN training objective [21]
that we use to train involutive generative models.
5. This paper shows that this approach, Involutive
Neural MCMC, can improve over the convergence
rate of A-NICE-MC, another state-of-the-art neu-
ral MCMC technique.
6. This paper illustrates neural MCMC with deep
involutive generative models on a simple problem.
We motivate our approach by showing that several com-
mon Metropolis–Hastings proposals are special cases
of involutive proposals (Section 2). We then show that
by using a class of exactly involutive neural network
architectures (Section 3) satisfying an appropriate uni-
versality condition (Section 4) and using adversarial
training (Section 5), we can find involutive proposals
that empirically converge extremely rapidly (Section 6).
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Figure 1: Consider the problem of using MCMC to sample from a mixture of two Gaussians. Here, each trace shows
the distribution (rescaled for clarity) of proposed state transitions φ′ from a given initial state φ. High-variance
Gaussian proposals are a poor approximation of the posterior, and hence converge slowly. Low-variance Gaussian
proposals fail to mix between the two modes because proposals between the modes will be rejected with high
probability. Hybrid Monte Carlo converges quickly within a mode, but also fails to mix between modes. Proposals
from Involutive Neural MCMC nearly match the posterior from every state, mixing and nearly converging in a
single step.
2 Background
Recall that the speed of convergence of a Metropolis–
Hastings algorithm is highly dependent on how well
the proposal distributions match the posterior.
In order to use a given proposal distribution, one typi-
cally constructs a transition which satisfies the detailed
balance condition, which (in an ergodic setting) en-
sures convergence to the posterior. Satisfying this
condition for a general proposal is hard, which has led
researchers to use smaller classes of proposals for which
this problem is tractable. Our method, Involutive Neu-
ral MCMC, satisfies detailed balance for a universal
class of proposal distributions, drawn from a genera-
tive model specified by an involutive function. Our
method builds on previous work on invertible neural
networks [1], for example the architecture we use in our
constructive proof of universality makes use of additive
coupling layers [7] which have been cascaded [8] [12].
We now describe several existing classes of proposals,
and observe that each can be viewed as an involutive
proposal.
The canonical example of a class of proposal distribu-
tions is the collection of shifts by a multivariate Gaus-
sian. These immediately satisfy detailed balance due to
their symmetry, that is, the probability P (φ 7→ φ′) of a
forward transition is equal to the probability P (φ′ 7→ φ)
of a backward transition. However, multivariate Gaus-
sians are usually poor approximations of the posterior,
leading to slow convergence. We observe that these
proposals can be viewed as involutive proposals: choose
the auxiliary variable pi to be a sample from the multi-
variate Gaussian, and define the state transition to be
(φ, pi) 7→ (φ+ pi,−pi).
Another example class of proposal distributions is those
generated by Hamiltonian dynamics in the Hybrid
Monte-Carlo algorithm [9]. These proposals can be
shown to satisfy detailed balance because they are invo-
lutive: proposals for Hybrid Monte Carlo are obtained
by simulating a particle for a certain amount of time
and then negating its momentum; if one performs this
operation twice, the particle will end in its initial state.
Recently, researchers have begun using neural networks
to parameterize classes of proposal distributions, lead-
Span Spanbauer, Cameron Freer, Vikash Mansinghka
x1..n x1..n
xn+1..2n xn+1..2n
gθ
g−1θ
gθ
g−1θ
Figure 2: System diagram showing that two composed
involutive function blocks forms the identity operation.
ing to neural MCMC algorithms. The A-NICE-MC
method involves choosing a symmetric class of propos-
als parameterized by an invertible neural network: the
Metropolis–Hastings proposal assigns 1/2 probability
to the output of the network, and 1/2 to the output
of the inverse of the network. This proposal is sym-
metric, and hence satisfies detailed balance. However,
one can also view it as involutive. Specifically, let f
be an invertible neural network, and pi ∼ N(0, 1) the
auxiliary variable. Define the state transition to be
(φ, pi) 7→
{
(f(φ),−pi) if pi > 0,
(f−1(φ),−pi) otherwise.
We have seen that all of these examples are special
cases of involutive proposals. We now show how to
approximate any involutive proposal arbitrarily well by
using a class of exactly involutive neural network archi-
tectures (Section 3) satisfying a universality condition
(Section 4).
3 Involutive Neural Networks
In this section, we describe how to build deep neural
networks which are exactly involutive by construction.
To do this, we first describe three kinds of smaller
involutive building blocks, and then we describe how to
compose these blocks to form a deep involutive network:
• Involutive function blocks, which are fairly
general nonlinear maps, but do not fully mix in-
formation, in that every element of the output is
independent of half of the elements of the input.
• Involutive permutation blocks, which are lin-
ear maps and cannot be optimized, but can mix
information.
• Involutive matrix blocks, which are linear
maps, but can be optimized and can mix informa-
tion.
By composing these blocks in a particular way, we can
create deep networks which have high capacity and are
exactly involutive. In Section 4, we prove that these
deep involutive networks are universal in a particular
sense.
Let a_b denote the concatenation of vectors a and b,
and write aj..k to denote the restriction of the vector a
to its terms indexed by j, j + 1, . . . , k. Let Idn denote
the n× n identity matrix.
3.1 Involutive function blocks
Involutive function blocks enable the application of
fairly general nonlinear functions to the input data. In
the typical case, they are parameterized by an invertible
neural network [1], which is itself parameterized by two
neural networks of arbitrary architecture.
Definition 3.1 (Involutive function block). Let n ∈ N
and let g : Rn → Rn be a bijection.
Define the involutive function block I2n,gF : R2n →
R2n by I2n,gF (x) := g−1(xn+1..2n)
_g(x1..n).
Observe that (I2n,gF ◦ I2n,gF )(x) = (g−1 ◦ g)(x1..n)_
(g ◦ g−1)(xn+1..2n) = x, where ◦ denotes function com-
position, and so the function I2n,gF is indeed an involu-
tion. See Fig. 2 for a system diagram depicting this fact.
Further note that n and g are uniquely determined by
the function I2n,gF , and so when this function is induced
by some neural net (i.e., when g is itself induced by
a neural net), we may think of I2n,gF as a neural net
with the same parameters as the neural net inducing
g. In this case we will sometimes elide the distinction
between the function and this neural net, or refer to
the function induced by the neural net by the same
symbol.
3.2 Involutive permutation blocks
One can see from Fig. 2, as previously noted, that each
output of an involutive function block is independent
of half of the inputs. In order to create more gen-
eral involutive networks without this property, we mix
information by applying an involutive permutation.
Definition 3.2 (Involutive permutation block). Let
n ∈ N and let σ be an involution on the set {1, . . . , n}.
Let σ denote the matrix defined by σijej = eσ(i) for
i, j ∈ {1, . . . , n}, where the ei are basis vectors.
Define the involutive permutation block
In,σP : Rn → Rn by In,σP (x) := σx.
Note that n and σ are uniquely determined by the
function In,σP . We may also think of this function as a
linear layer with no parameters in a neural net.
One may use any involutive permutation σ: we use a
specific choice of σ in the proof of universality, and we
use uniformly random involutive permutations in the
experiments. An algorithm for sampling uniformly from
the space of n-dimensional involutive permutations is
described in [3].
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Figure 3: System diagram of a typical deep involutive network. The functions F , G, H, and I are arbitrary
functions, usually induced by neural networks.
3.3 Involutive matrix blocks
As an alternative to involutive permutations, we may
use a different class of involutive matrices to mix infor-
mation. Compared to involutive permutations, involu-
tive matrix blocks have the advantage that they can
be optimized. This is because they are parameterized
by two arbitrary nonzero vectors of real numbers.
Definition 3.3 (Involutive matrix block). Let n ∈ N
and let v, w ∈ Rn \ {0n}.
Define the involutive matrix block In,v,wM : Rn →
Rn by In,v,wM := Idn − 2v⊗wv·w .
Involutive matrix blocks are in fact involutive; for com-
pleteness, we include the following proof, adapted from
[15].
Lemma 3.4. Every involutive matrix block is involu-
tive.
Proof. Let n ∈ N and v, w ∈ Rn \ {0n}. The product
of In,v,wM with itself is the identity:(
Idn − 2v ⊗ w
v · w
)(
Idn − 2v ⊗ w
v · w
)
= Idn − 4v ⊗ w
v · w + 4
(v ⊗ w)(v ⊗ w)
(v · w)2 = Idn.
Hence In,v,wM is involutive.
Not all involutive matrices are involutive matrix blocks;
for example, the identity matrix is involutive but not
an involutive matrix block.
Compared to involutive permutation blocks, involutive
matrix blocks potentially allow for freer mixing between
dimensions, and can also be optimized.
Note that n, v, and w are uniquely determined by the
function In,v,wM if we constrain |w| = 1, and so without
loss of generality we may think of it as a neural net
with parameters v and w.
3.4 Deep involutive networks
In order to create deep networks which have high ca-
pacity and which are exactly involutive, we want to
compose several involutive blocks. For the resulting
network to be involutive, we must compose them in
particular ways.
Definition 3.5 (Involutive network). Let n ∈ N. We
say that a neural network is an invertible network
of dimension n if it induces a bijection from Rn to Rn
and its inverse is also expressible as a neural network.
Write Vn to denote the set of invertible neural networks
of dimension n.
A neural network is an involutive network of di-
mension n if the function it induces is contained in
the closure of the following operations. Write In for
the set of all such functions.
• In,gF ∈ In for g ∈ Vn/2 when n is even;
• In,σP ∈ In for every involution σ on {1, . . . , n};
• In,v,wM ∈ In for every v, w ∈ Rn \ {0n};
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• I ◦ J ◦ I ∈ In for every I,J ∈ In;
• g−1 ◦ J ◦ g ∈ In for every J ∈ In and g ∈ Vn.
It is immediate by induction that every involutive net-
work is involutive.
Our proof of universality considers the special case
of the involutive network g−1 ◦ h−1 ◦ In,σP ◦ h ◦ g for
particular n, g, h, and σ. However, the field of deep
learning has found that despite the fact that traditional
neural networks with a single hidden layer are universal
[11], most functions of interest are learned more effec-
tively by networks with more than one hidden layer.
Therefore we recommend constructing deep involutive
networks similarly, as a composition of many functions.
For a system diagram of the architecture for a typical
involutive neural network, see Fig. 3.
4 Universality of Involutive
Generative Models
When using a machine learning model, it is useful to
know which class of functions the model can repre-
sent. In this section, we consider generative models
built from deep involutive networks, and show that
they are universal approximators in a certain sense.
Specifically, we prove that these networks, which map
a state and an auxiliary variable (φ, pi) ∈ (Rn,Rm) to
an output interpreted as another state and auxiliary
variable (φ′, pi′), can serve as arbitrarily good genera-
tive models of any continuous function of a Gaussian
on any compact subset of Rn.
The theorem statement and proof are given in Sec-
tion 4.1.
Our proof is constructive: for any desired transition T ,
we explicitly construct an involutive generative model
such that transitions drawn from it are likely to be
drawn, with arbitrarily high probability, from a dis-
tribution as close as desired to that of T . Moreover,
both of these approximation parameters are explicit
in the description of the generative model. We first
describe a family of involutive functions that approxi-
mate the desired cumulative distribution function, and
then make use of the universal approximation theorem
[11], which has a constructive proof, to approximate
these involutive functions by involutive neural nets.
As a consequence, involutive generative models simply
match the expressive power of traditional neural gener-
ative models. There is, however, one key advantage: a
standard generative model maps a state and auxiliary
variable to a state: (φ, pi) 7→ φ′, whereas an involutive
generative model produces an additional piece of infor-
mation, an output auxiliary variable pi′ such that the
model maps (φ′, pi′) 7→ (φ, pi).
In other words, it produces a value for the auxiliary
variable such that the model makes a backwards transi-
tion φ′ 7→ φ. This immediately gives a lower bound on
the backward transition probability (via the sampling
distribution for pi), and is the key property required to
easily generate Metropolis–Hastings transitions satisfy-
ing detailed balance.
4.1 Proof of Universality
Theorem 4.1 (Involutive generative models are uni-
versal). Let n ∈ N, and let random variables pi ∼
N(0n+6, Idn+6) and pi
′ ∼ N(0, 1).
For all compact sets Ω ⊆ Rn, and all continuous func-
tions T : Rn×R→ Ω there exists a sequence {Îm}m∈N
of involutive neural networks that induce continuous
functions R2n+6 → R2n+6 such that for all φ ∈ Ω the
random variables Îm[φ] := Îm(φ_pi)1..n converge in
distribution to T [φ] := T (φ_pi′), as m→∞.
We begin with an outline of the proof technique. For
each m ∈ N, we aim to define a involutive neural net-
work Îm. We begin by exhibiting an involutive function
parametrized by a positive real m < 1 depending on
m, such that when the auxiliary variable is treated as
a random variable, the involutive function matches the
cumulative distribution function of the desired state
transition arbitrarily well as m → 0. Then we show
that this involutive function can be uniformly approxi-
mated arbitrarily well by an involutive neural network
parameterized by some other positive real δm < 1 de-
pending on both m and m, as δm → 0. (In the main
proof of Theorem 4.1 below, we will impose tighter
constraints on m and δm.)
We will use Hornik’s Universal Approximation Theorem
to obtain such a uniform approximation.
Theorem 4.2 (Hornik [11, Thm. 3]). Let a, b be pos-
itive integers, F : Ra → Rb be a continuous function,
and ψ : R → R be a continuous bounded nonconstant
activation function. For any compact set Ω ⊆ Ra and
δ > 0 there is a neural network consisting of a single
hidden layer with activation ψ that induces a continu-
ous function F̂δ : Ra → Rb satisfying
max
x∈Ω
∣∣F (x)− F̂δ(x)∣∣1 ≤ δ.
We now define and prove several facts about some
objects that will be useful in the proof.
Define Rm : Rn+3 → Rn+3 by
Rm(x) :=

0n+3 if q ≤ − 12
(q + 12 )(T (φ, pi)− φ)_03 if − 12 < q < 12
(T (φ, pi)− φ)_03 if 12 ≤ q,
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where φ := x1..n, pi :=
xn+1
m
, and q := xn+3 − xn+2.
Define S := Rn+3 → Rn+3 by
S(x) :=

0n+3 if q ≤ − 12
(q + 12 )φ
′_03 if − 12 < q < 12
φ′_03 if 12 ≤ q,
where φ′ := x1..n and q := xn+3 − xn+2.
Define gm : R2n+6 → R2n+6 by
gm(x) := x (1n_m1n+6) + (0n+2_1_0n+2_1),
where  denotes pointwise multiplication. Note that
its inverse satisfies
g−1m (x) = (x− (0n+2_1_0n+2_1)) (1n_ 1m 1n+6).
Define hm : R2n+6 → R2n+6 by
hm :=
(
x1..n+3 + S(v)
)
_v
where v := xn+4..2n+6 +Rm(x1..n+3).
Note that its inverse satisfies
h−1m (x) = w
_
(
xn+4..2n+6 −Rm(w)
)
where w := x1..n+3 − S(xn+4..2n+6).
Let σ be the permutation of {1, . . . , 2n+ 6} that trans-
poses n+2 with n+3 and transposes 2n+5 with 2n+6
(and leaves all other elements fixed).
Now consider the involutive function Im : R2n+6 →
R2n+6 defined by Im := g−1m ◦h−1m ◦ I2n+6,σP ◦hm ◦gm .
Let Am denote the event that pi3 − pi2 > − 12m and
pin+6 − pin+5 > − 12m and |pi| < 1m all hold.
Note that
lim
m→0
P (Am) = 1. (†)
Lemma 4.3. Conditioned on the event Am , we have
Im(φ_pi)1..n = T (φ, pi1) + mpi4..n+3.
Proof. The event Am fully determines the branches
of Rm and S that are taken in the evaluation of
Im(φ_pi), which enables us to simplify the expression
Im(φ_pi)1..n to the stated form.
For φ ∈ Ω, define the random variable Im [φ] :=
Im(φ_pi)1..n. The following lemma is immediate.
Lemma 4.4. Conditioned on the event Am , the ran-
dom variable Im [φ] converges in distribution to T [φ]
as m → 0.
We will show that conditioned on the event Am , and
for appropriately small m and δm, we can approximate
Im arbitrarily well with an involutive neural network
Îm,δm .
Since Ω is a compact subset of Rn, it is bounded, and
hence contained in a ball of finite radius r ∈ R. Let
Ω+ ⊆ Rn+3 be the closure of the ball of radius 7r+ 10,
and let Ω++ ⊆ Rn+3 be the closure of the ball of radius
14r+21. The sets Ω+ and Ω++ are closed and bounded,
hence compact subsets of Rn+3.
Since Rm and S are continuous, by Theorem 4.2, for
any δm > 0 there are neural networks each with a
single hidden layer and sigmoid activation that in-
duce continuous functions R̂m,δm : Rn+3 → Rn+3 and
Ŝδm : Rn+3 → Rn+3, satisfying
max
x∈Ω++
∣∣Rm(x)− R̂m,δm(x)∣∣1 ≤ δm
and
max
x∈Ω++
∣∣S(x)− Ŝδm(x)∣∣1 ≤ δm.
That is, R̂m,δm and Ŝδm converge uniformly to Rm
and S, respectively, on Ω++ as δm → 0.
Define ĥm,δm : R2n+6 → R2n+6 by
ĥm,δm :=
(
x1..n+3 + Ŝδm(v
′)
)
_v′
where v′ := xn+4..2n+6 + R̂m,δm(x1..n+3).
Note that its inverse satisfies
ĥ−1m,δm(x) = w
′_(xn+4..2n+6 − R̂m,δm(w′))
where w′ := x1..n+3 − Ŝδm(xn+4..2n+6).
Now form the involutive neural network that induces a
function Îm,δm : R2n+6 → R2n+6 defined as follows,
Îm,δm := g−1m ◦ ĥ−1m,δm ◦ I
2n+6,σ
P ◦ ĥm,δm ◦ gm ,
by composing the layers or neural nets corresponding
to each term in the function definition.
Lemma 4.5. As δm → 0, the function ĥm,δm con-
verges uniformly to hm on Ω×B3(0n+6) and its inverse
ĥ−1m,δm converges to h
−1
m on Ω
+ × Ω+.
Proof. First observe that |S(x)| ≤ |x| and |Rm(x)| ≤
2r, so that |hm(x)| ≤ 3|x|+ 4r.
For x ∈ Ω × B3(0n+6), we have |xn+4..2n+6 +
R̂m,δm(x1..n+3)| < |R̂m,δm(x1..n+3)| + 3 <
|Rm(x1..n+3)| + 4 < 2r + 4, and hence we have
xn+4..2n+6 + R̂m,δm(x1..n+3) ∈ Ω++. Thus for
x ∈ Ω×B3(0n+6), all applications of R̂m,δm and Ŝδm
in ĥm,δm(x) are on points in Ω
++ (where R̂m,δm
Span Spanbauer, Cameron Freer, Vikash Mansinghka
and Ŝδm converge uniformly to Rm and S), and so
ĥm,δm converges to hm on Ω× B3(0n+6) as δm → 0.
Furthermore, the convergence is uniform, since it is
formed from sums and compositions of uniformly
converging functions.
For x ∈ Ω+×Ω+ we have |x1..n+3− Ŝδm(xn+4..2+6)| <
|Ŝδm(xn+4..2+6)|+ 7r+ 10 < |S(xn+4..2+6)|+ 7r+ 11 <
14r+21, and hence we have xn+4..2n+6−Ŝδm(x1..n+3) ∈
Ω++. Thus for x ∈ Ω+×Ω+, all applications of R̂m,δm
and Ŝδm in ĥ
−1
m,δm
(x) are on points in Ω++ (where
R̂m,δm and Ŝδm converge to Rm and S) and so ĥ
−1
m,δm
converges to h−1m on Ω
+ × Ω+ as δm → 0.
Note that by Lemma 4.5, we have
max
x∈Ω×B1/m (0n+6)
∣∣∣ĥm,δm(g(x))− hm(g(x))∣∣∣ < 1 (‡)
for sufficiently small δm.
Lemma 4.6. Consider the random variable x := φ_pi.
Conditioned on the event Am , the function Îm,δm(x)
converges pointwise to Im(x), as δm → 0.
Proof. Condition on Am and assume δm is suffi-
ciently small that (‡) holds. Then notice that x ∈
Ω × B1/m(0n+6), so that g(x) ∈ Ω × B3(0n+6),
and hence
∣∣I2n+6,σP (ĥm,δm(g(x)))∣∣ = ∣∣ĥm,δm(g(x))∣∣ <
|hm(g(x))| + 1 < 3|g(x)| + 4r + 1 < 7r + 10. Thus
I2n+6,σP
(
ĥm,δm(g(x))
) ∈ Ω+ × Ω+. Hence when evalu-
ating Îm,δm(x), the inputs to both ĥm,δm and ĥ−1m,δm
are in the domains where their respective convergence
properties stated in Lemma 4.5 hold. Therefore each
function occurring in the definition of Îm,δm conver-
gence pointwise to the corresponding function in the
definition of Im . Further, all such functions are con-
tinuous, and so the result holds.
For φ ∈ Ω, define the random variable Îm,δm [φ] :=
Îm,δm(φ_pi)1..n. Let ξm ∼ N(0n, mIdn) be an inde-
pendently chosen Gaussian.
The following result is immediate from Lemma 4.6.
Lemma 4.7. Conditioned on the event Am , the ran-
dom variable Îm,δm [φ] converges in distribution to
Im [φ] as δm → 0.
We now prove Theorem 4.1.
Proof of Theorem 4.1. Fix m ∈ N; we will define Îm
such that the sequence
{Îm}m∈N has the desired con-
vergence property using Lemmas 4.4 and 4.7.
We may decompose the CDF of Îm,δm [φ] in terms of
Am and A¯m :
FÎm,δm [φ](φ
′) =P (Am) · FÎm,δm [φ]|Am (φ
′)
+ (1− P (Am)) · FÎm,δm [φ]|A¯m (φ
′).
Now we form a sequence
{Îm[φ]}m∈N and demonstrate
that limm→∞ FÎm[φ](φ
′) = FT [φ](φ′) at all points of
continuity φ′ of T [φ].
By Lemma 4.4 choose m such that
|FT [φ](φ′)− (FIm [φ]|Am )(φ′)| < 13m
holds for all points of continuity φ′ of T [φ] and
P (Am) <
1
3m holds, which is possible by (†).
By Lemma 4.7 choose δm so that∣∣(FIm [φ]|Am )(φ′)− FÎm,δm [φ]|Am (φ′)∣∣ < 13m
holds for all points of continuity φ′ of T [φ] and (‡)
holds. This is possible because conditioned on Am ,
the random variable Îm,δm [φ] converges in distribution
to Im [φ] and every point of continuity of T [φ] is also
a point of continuity of Im [φ].
Now define Îm := Îm,δm . Observe that for any point
of continuity φ′ of T [φ], we have∣∣FÎm[φ](φ′)− FT [φ](φ′)∣∣
=
∣∣FÎm,δm [φ](φ′)− FT [φ](φ′)∣∣
<
∣∣FÎm,δm [φ]|Am (φ′)− FT [φ](φ′)∣∣+ 13m
<
∣∣FIm [φ]|Am (φ′)− FT [φ](φ′)∣∣+ 23m
< 1m .
Finally, considering this fact for all m ∈ N, we see that
Îm[φ] converges in distribution to T [φ].
Having established the universality of involutive gen-
erative models, we now review the following known
result showing that these models can be used as valid
proposals within an MCMC algorithm.
4.2 Involutive functions lead to
Metropolis–Hastings proposals satisfying
detailed balance
The proof of detailed balance for Hybrid Monte Carlo
relies primarily on the fact that Hamiltonian dynamics
composed with negating momentum is involutive. It is
also known that involutive functions lead to Metropolis–
Hastings proposals satisfying detailed balance (see, e.g.
[5]), but we were unable to find a published argument.
Hence for completeness we describe here a procedure
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for using any involutive function as a proposal, and
prove its correctness.
Our goal is to use an involutive function to construct a
Markov process with PS(φ) as a stationary distribution.
To do this, we will find a transition such that the
transition probabilities PM (φ 7→ φ′) satisfy the detailed
balance condition:
PS(φ)PM (φ 7→ φ′) = PS(φ′)PM (φ′ 7→ φ)
We follow the original derivation of Hybrid Monte Carlo
[9], since the structure of the proof is similar.
In order to make a transition, we do the following.
1. Introduce an auxiliary random variable pi with
probability density PG.
2. Propose a transition drawn from PH((φ, pi) 7→
(φ′, pi′)) according to the involutive function fθ:
PH((φ, pi) 7→ (φ′, pi′)) = δ[(φ′, pi′)− fθ((φ, pi))].
3. Accept or reject that transition according to the
Metropolis–Hastings acceptance criterion
PA((φ, pi) 7→ (φ′, pi′))
= min
(
1,
PS(φ
′)PG(pi′)PH((φ′, pi′) 7→ (φ, pi))
PS(φ)PG(pi)PH((φ, pi) 7→ (φ′, pi′))
)
.
4. Marginalize over the auxiliary variable pi.
Formally, we define our transition probability by
PM (φ 7→ φ′)
=
∫ (
PG(pi)PH((φ, pi) 7→ (φ′, pi′))
PA((φ, pi) 7→ (φ′, pi′))
)
dpidpi′.
We now show that this transition satisfies the detailed
balance condition.
Lemma 4.8. For involutive f , we have det ∂f(x)∂x = 1.
Proof. By the fact that f is an involution and the
inverse function theorem,[
∂f(x)
∂x
]
=
[
∂f−1(x)
∂x
]
=
[
∂f(x)
∂x
]−1
.
Therefore
det
[
∂f(x)
∂x
]
= det
([
∂f(x)
∂x
]−1)
= 1/
(
det
[
∂f(x)
∂x
])
,
where the last equality follows by a general property
of the determinant operator.
Hence the magnitude of the determinant is 1.
Lemma 4.9. Applying an involutive function within
a Dirac δ distribution leaves the δ unchanged:
δ[x− x′] = δ[f(x)− f(x′)]
Proof. For arbitrary F we have
F (x′) =
∫
Ω
δ[x− x′]F (x) dx
and∫
Ω
δ[f(x)−f(x′)]F (x) dx
=
∫
f(Ω)
δ[u− f(x′)]F (f−1(u)) du|det f ′(x)|
=
∫
f(Ω)
δ[u− f(x′)]F (f−1(u)) du
(by Lemma 4.8)
=F (f−1(f(x′)))
=F (x′),
and so∫
Ω
δ[x− x′]F (x) dx =
∫
Ω
δ[f(x)− f(x′)]F (x) dx.
Hence δ[x− x′] = δ[f(x)− f(x′)].
Lemma 4.10. PH is symmetric:
PH((φ, pi) 7→ (φ′, pi′)) = PH((φ′, pi′) 7→ (φ, pi)).
Proof. We have
PH((φ, pi) 7→ (φ′, pi′))
= δ[(φ′, pi′)− fθ((φ, pi))]
= δ[fθ((φ
′, pi′))− fθ ◦ fθ((φ, pi))]
(by Lemma 4.9)
= δ[fθ((φ
′, pi′))− (φ, pi)]
(since f is involutive)
= δ[(φ, pi)− fθ((φ′, pi′))]
(since δ[x] = δ[−x])
= PH((φ
′, pi′) 7→ (φ, pi)),
establishing the lemma.
Lemma 4.11. PA satisfies the following simpler form:
PA((φ, pi) 7→ (φ′, pi′)) = min
(
1,
PS(φ
′)PG(pi′)
PS(φ)PG(pi)
)
.
Proof. Apply Lemma 4.10 to the definition of PA.
Lemma 4.12. PSPGPA is symmetric:
PS(φ)PG(pi)PA((φ, pi) 7→ (φ′, pi′))
= PS(φ
′)PG(pi′)PA((φ′, pi′) 7→ (φ, pi)).
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Proof. We have
PS(φ)PG(pi)PA((φ, pi) 7→ (φ′, pi′))
= PS(φ)PG(pi) min
(
1,
PS(φ
′)PG(pi′)
PS(φ)PG(pi)
)
= min
(
PS(φ)PG(pi), PS(φ
′)PG(pi′)
)
= PS(φ
′)PG(pi′) min
( PS(φ)PG(pi)
PS(φ′)PG(pi′)
, 1
)
= PS(φ
′)PG(pi′)PA((φ′, pi′) 7→ (φ, pi)),
as desired.
Theorem 4.13. The Markov chain defined by transi-
tions PM has PS as a stationary distribution.
Proof. It suffices to show that PM satisfies the detailed
balance condition
PS(φ)PM (φ 7→ φ′) = PS(φ′)PM (φ′ 7→ φ). (?)
We have
PS(φ)PM (φ 7→ φ′)
=
∫ (
PS(φ)PG(pi)PH((φ, pi) 7→ (φ′, pi′))
PA((φ, pi) 7→ (φ′, pi′))
)
dpidpi′
=
∫ (
PS(φ
′)PG(pi′)PH((φ, pi) 7→ (φ′, pi′))
PA((φ
′, pi′) 7→ (φ, pi))
)
dpidpi′
(by Lemma 4.12)
=
∫ (
PS(φ
′)PG(pi′)PH((φ′, pi′) 7→ (φ, pi))
PA((φ
′, pi′) 7→ (φ, pi))
)
dpidpi′
(by Lemma 4.10)
= PS(φ
′)PM (φ′ 7→ φ),
and so (?) holds.
We have established that for Markov processes gen-
erated by our transition, the desired distribution is
stationary, by showing that it satisfies detailed bal-
ance. This implies, when the chain is ergodic, that the
MCMC procedure eventually generates samples which
are arbitrarily close in total variation distance to the
posterior distribution.
5 Training and sampling algorithm
Having established the generality of our involutive
MCMC procedure, we now describe a method for train-
ing optimized involutive transition kernels.
As discussed in [21], a useful transition kernel satis-
fies three criteria: 1) low bias in the limit; 2) fast
convergence; and 3) low autocorrelation.
Involutive functions lead to transition kernels with zero
bias in the limit (as we saw in Section 4.2, assuming
ergodicity), so criterion 1 is satisfied.
Previous work has shown that using a “Markov-GAN”
or MGAN objective [21] can satisfy criterion 2, by
finding a good tradeoff between proposals being near
the posterior and a high proposal acceptance rate. This
objective is
min
θ
max
D
{
Ex∼pd [D(x)]− λEx¯∼χbθ [D(x¯)]
− (1− λ)Exd∼pd, x¯∼Tmθ (x¯|xd)[D(x¯)]
}
,
where θ and D are the parameters of the generator
and discriminator, pd is the true posterior, χ
b
θ is the
distribution of samples from the Markov chain after
b transitions from X (the given sampling distribu-
tion), Tmθ (x¯|xd) is the distribution of samples from
the Markov chain after m transitions starting from a
sample from the true posterior, and λ is a free parame-
ter.
We train using a new, computationally efficient lower-
variance estimator of Ex¯∼χbθ [D(x¯)] which enables ac-
curate training through multiple MCMC transitions,
even when far from the posterior. This enables us
to train using λ = 1, which is desirable since λ < 1
requires sampling from the posterior, which is not al-
ways tractable. In contrast, the training method of
A-NICE-MC ignores inverse transitions, an approxima-
tion which is justified only if chains converge quickly
to the posterior. We could optimize the true objective
by estimating this expectation with individual sam-
ples from χbθ, but we instead form a lower variance
approximation. We do this by fixing a sampled set of
auxiliary variables each training step, and then com-
puting the exact expectation conditioned on the use
of those auxiliary variables. This approximation may
bias the true MGAN objective; it has been helpful in
practice, but more analysis is required to determine
when this approximation is justified. Specifically, we
optimize
min
θ
max
D
{
Ex∼pd [D(x)]− Ex¯∼χbθ [D(x¯)]
}
where χbθ is the distribution of states after b transitions
of a random Markov chain with states φi and transition
Deep Involutive Generative Models for Neural MCMC
Algorithm 1 Involutive Neural MCMC Training
1: Let X and Y be sampling distributions for states
and auxiliary variables respectively.
2: Let b be the number of steps of MCMC we consider
during training.
3: Let training steps be the desired number of train-
ing steps.
4: Let w be the permitted magnitude of weights for
WGAN training.
5: Initialize a neural net D (the discriminator) and
an involutive neural net G (the generator).
6: for step in training steps do
7: Sample a true state φ̂ from the posterior Φ.
8: Sample an initial state φ0 ∼ X.
9: for i in {0, . . . , b− 1} do
10: Sample an auxiliary variable pi ∼ Y .
11: (φi+1, pi
′)← G(φi, pi)
12: Ai 7→i+1 ← min
(
1, fΦ(φi+1)fY (pi
′)
fΦ(φi)fY (pi)
)
13: end for
14: for t in {0, . . . , b} do
15: χ0,t ← (1−A0 7→1)t
16: end for
17: for j in {1, . . . , b− 1} do
18: χj,j−1 ← 0
19: for t in j, . . . , b do
20: χj,t ← χj−1,t−1Aj−17→j
+χj,t−1(1−Aj 7→j+1)
21: end for
22: end for
23: P (i) := χi,b
24: if step% 2 == 0 then
25: Dloss ← D(φ̂)− Ei∼P [D(φi)]
26: Update D by objective Dloss via RMSProp.
27: Clamp weights of D in range [−w,w].
28: else
29: Gloss ← Ei∼P [D(φi)]
30: Update G by objective Gloss via RMSProp.
31: end if
32: end for
33: return G
probabilities Ai7→j defined inductively over i by
pii ∼ Y
φ0 ∼ X
φi+1
_pi′i = Gθ(Si, pii)
Ai 7→j = δj,i+1 min
(
1,
fX(φj)fY (pi
′
i)
fX(φi)fY (pii)
)
,
where X is a sampling distribution of initial states, Y
is a sampling distribution for auxiliary variables, Gθ
is an involutive neural network parameterized by θ, Φ
is the true posterior, δ is the Kronecker delta, and fX
and fY are the densities of X and Y respectively.
Algorithm 2 Involutive Neural MCMC Sampling
1: Let G be the generator network obtained during
training.
2: Let X and Y be the sampling distributions for
states and auxiliary variables respectively used dur-
ing training.
3: Let b be the number of steps of MCMC to use,
which may be different than that used in training.
4: Sample initial state φ ∼ X.
5: for i in {1, . . . , b} do
6: Sample auxiliary variable pi ∼ Y .
7: (φ′, pi′)← G(φ, pi)
8: p← fΦ(φ)fY (pi′)fΦ(φ)fY (pi)
9: With probability p, update φ← φ′.
10: end for
11: return φ
Previous work [21] has also shown that training using
a pairwise discriminator can reduce autocorrelation.
One trains the discriminator to distinguish pairs of
samples from the same chain from pairs of samples
from the posterior. When it is possible to generate true
independent pairs of samples from the posterior, this
technique can be used to reduce autocorrelation and
satisfy criterion 3.
Algorithms 1 and 2 provide pseudocode describing our
Wasserstein-GAN-style training procedure [2] and our
sampling procedure. In practice, both of these algo-
rithms should be batched over chains, and all probabil-
ity calculations should be done in log space.
If one does not have access to a generative model for
true posterior samples, one can instead bootstrap [21].
6 Experimental Results
We train a deep involutive neural network to serve as
a neural proposal for sampling from a mixture of six
Gaussians (mog6 from [21]) and compare its conver-
gence rate to that of A-NICE-MC.
Architecture: In this experiment, we use states
φ ∈ R2 and auxiliary variables pi ∼ N(030, Id30). The
higher dimension of pi helps increase the width, and
thus capacity, of our deep involutive network.
Our discriminator is a neural network consisting of a
single hidden layer of width 64 and ReLU activation.
Our generator is an involutive neural network consisting
of a symmetric composition In,gF ◦In,σP ◦In,hF ◦In,σP ◦In,gF
where σ is a uniform random involutive permutation
(chosen once at network initialization), and g and h are
invertible neural networks. Each of g and h consists of
three composed invertible blocks [1]. The first and third
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True density
Involutive Neural MCMC:
A-NICE-MC:
0 steps 1 step 2 steps 3 steps
Figure 4: Density plots of samples from A-NICE-MC and Involutive Neural MCMC. Note the outliers remaining
in A-NICE-MC, which are samples for which a forward transition has never been proposed. Almost every sample
from Involutive Neural MCMC is near the posterior after only one step.
True Samples:
Involutive Neural MCMC:
Hybrid Monte Carlo:
Samples: 100 1000 10000
Involutive Neural MCMC
steps
x
au
to
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rr
Hybrid Monte Carlo
steps
x
au
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Figure 5: Density plots of samples from a single long chain of Involutive Neural MCMC and HMC. Note that
Involutive Neural MCMC mixes completely within 10 steps, whereas HMC does not mix even after 10000 steps.
invertible blocks each use as their nonlinear functions
two densely connected neural networks with a single
hidden layer of width 8 times its input dimension and
ReLU activation. The second invertible block is a
uniformly random permutation.
Results: Accepted transitions from both A-NICE-MC
and Involutive Neural MCMC converge very quickly.
However, initial proposals from A-NICE-MC have ac-
ceptance probabilities of about 50%, whereas we ob-
serve nearly 100% acceptance for proposals from Invo-
lutive Neural MCMC. See Figs. 4, 5, and 6 for density
plots and a comparison of convergence rates.
7 Discussion
This paper has introduced new deep learning building
blocks for constructing involutive neural networks and
deep involutive generative models; proved that they are
universal approximators for probability kernels; and
shown how to train and use deep involutive generative
models for fast neural MCMC. This paper has also
shown that Involutive Neural MCMC can converge
more rapidly than A-NICE-MC, a recently introduced
neural MCMC technique, and that it is possible for
Involutive Neural MCMC to switch modes more effec-
tively than Hybrid Monte Carlo.
Much more work is needed to empirically study the
performance of Involutive Neural MCMC on a broader
Deep Involutive Generative Models for Neural MCMC
Figure 6: Expected negative log likelihood of samples
from A-NICE-MC and Involutive Neural MCMC rela-
tive to samples from the true posterior.
class of problems and involutive architectures. The
relationship between training time, network capacity,
and convergence rate are not yet clear, even on simple
examples. We note that because deep involutive gen-
erative models are self-inverting, it may be feasible to
use recently introduced auxiliary variable techniques to
assess the convergence rate of Involutive Neural MCMC
to the true posterior, in terms of KL divergence [6].
There is a widespread need for techniques that con-
struct fast, accurate MCMC proposals for broad classes
of Bayesian inference problems. Involutive Neural
MCMC offers a way to learn MCMC proposals using
neural networks without requiring the ability to ana-
lytically calculate output probability densities of those
networks. A broad class of GAN-based techniques thus
become available to MCMC algorithm designers. Also,
because involutive generative models are universal ap-
proximators, they can in principle learn arbitrarily good
proposals given enough network capacity and training
compute time. We hope the flexibility afforded by deep
involutive generative models leads to the development
of many fast neural MCMC schemes for challenging
inference problems.
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