This article develops a method to construct the optimal sequential test for monitoring the changes in the distribution of finite observation sequences with a general dependence structure. This method allows us to prove that different optimal sequential tests can be constructed for different performance measures of detection delay times. We also provide a formula to calculate the value of the generalized out-of-control average run length for every optimal sequential test. Moreover, we show that there is an equivalent optimal control limit which does not depend on the test statistic directly when the post-change conditional densities (probabilities) of the observation sequences do not depend on the change time.
Introduction
One of the basic problems in statistical process control (SPC) is designing an effective sequential test (or a control chart), as proposed by Shewhart (1931) , to detect possible changes at some instant (change-point) in the behavior of a series of sequential observations. The objective is to raise an alarm as soon as a change occurs, while keeping the rate of false alarms to an acceptable level. Detecting abrupt changes in a stochastic system quickly without exceeding a specified false alarm rate is an important issue not only in industrial quality and process control applications, but also in non-industrial processes (Bersimis et al. 2018) , biology (Siegmund 2013) , clinical trials and public-health (Woodall 2006 Rigdon and Fricker 2015) , econometrics and financial surveillance (Frisén 2009 A great variety of sequential tests have been proposed, developed and applied to detect changes in the distribution of sequential observations quickly in various fields; see, for example, Siegmund (1985) , Basseville and Nikiforov (1993) , Lai (1995 Lai ( , 2001 Qiu (2014) and Tartakovsky et al. (2015) . This raises two questions: What is the optimal sequential test? How do we design or construct an optimal sequential test?
First, we recall the main results of the known optimal sequential tests. A sequential test T * is called to be optimal for detecting changes in the distribution if the average value of some detection delay time (T − k + 1)
+ of T * for all possible change time k ≥ 1 is the smallest of all of the sequential tests T with a given probability of false alarm that is no greater than a preset level ( or with a given false alarm rate that is no less than a given value), where x + = max{0, x}. In the literature, there are four main kinds of optimal sequential tests: the Shiryaev (1963 Shiryaev ( , 1978 test T S (c 1 ), two SLR (sum of the log likelihood ratio) tests T SLR 1 (c 2 ) (Chow, Robbins and Siegmund 1971, P.108) and T SLR 2 (c 3 ) (Frisén 2003) , the CUSUM test T C (c 4 ) (Page 1954 , Moustakides 1986 ) and the Shiryaev-Roberts test T r SR (c 5 ) (Polunchenko and Tartakovsky 2010) , where the five positive numbers c i > 0, 1 ≤ i ≤ 5, denote the five constant control limits or the threshold limits. It can be seen that to prove the optimality of the tests above we need the assumption that there is an infinite independent observation sequences {X n , n ≥ 1} or the corresponding test statistics are Markov sequences.
In fact, it is not realistic for us to have an infinite observation sequences, that is, people can only obtain finite observation sequences in reality. For example, consider a production line that produces one product per minute. If the production line works eight hours a day, then the number of products or observations per day is N = 480. Our task is to design or construct an effect test for detecting whether the 480 observations (usually not independent) are abnormal in real-time. However, when we only have N finite independent observation sequences {X n , 1 ≤ n ≤ N } (N ≥ 2), all the five optimal sequential tests mentioned above will become no longer optimal, that is, the five tests: T S,N (c 1 ) = min{T S (c 1 ), N + 1}, T 
, N + 1}, will be no longer optimal for finite independent observation sequences (see Corollary 3, Remark 5 in Section 3). Hence, how to construct an optimal sequential test for finite observation sequences will become very important. However, since Shewhart (1931) proposed a control chart method for sequential testing, there has been little progress in constructing and proving the optimal sequential test for finite observation sequences with a general dependence structure. The main purpose of this study is to try to solve this problem.
In this paper, based on Chow-Robbins-Siegmund's work (1971, Chaper 3) we develop a method to construct various optimal sequential tests under different performance measures of detection delay times for detecting the change in probability distribution of finite observation sequences. Moreover, we find a formula to calculate the value of the generalized out-ofcontrol average run length for each optimal test and obtain an equivalent optimal control limit which may not depend on the test statistic directly. As a corollary of the above conclusion, the five tests T S,N (c 1 ), T SLR 1 ,N (c 2 ), T SLR 2 ,N (c 3 ), T C,N (c 4 ) and T r SR,N (c 5 ) can be still optimal for detecting the change in finite observation sequences, if their constant control limits c i , 1 ≤ i ≤ 5, are replaced by the corresponding so-called optimal dynamic control limits respectively (see Corollary 1 in Section 2.2).
The rest of this paper is organized as follows. Section 2.1 presents a generalized Shiryaev's measure to evaluate how well a sequential test performs to detect changes in the distribution of finite observation sequences. Section 2.2 constructs the optimal sequential test and gives the formula for calculating the generalized out-of-control average run length. The equivalent optimal control limit is presented and proved in Section 3. The detection performance of two optimal tests is illustrated by comparison and analysis of the numerical simulations for 60 observations in Section 4. Section 5 provides some concluding remarks. Proofs of the theorems are given in the Appendix.
Optimal sequential tests for finite observations
In this section, we first present the performance measure and optimization criterion, then construct the optimal sequential tests.
Consider finite observations, X 1 , X 2 , ..., X N . Without loss of generality, we assume N ≥ 2. Let τ = k (1 ≤ k ≤ N ) be the change-point. Let p 0 (x 0 , x 1 , ..., x N ) and p k (x 0 , x 1 , ..., x N ) be the pre-change and post-change joint probability densities respectively. Denote the post-change joint probability distribution and the expectation by P k and E k respectively for 1 ≤ k ≤ N . When τ > N , i.e., a change never occurs in N observations X 1 , X 2 , ..., X N , the probability distribution and the expectation are denoted by P 0 and E 0 respectively for all observations X 0 , X 1 , X 2 , ..., X N with the pre-change joint probability density p 0 (x 0 , x 1 , ..., x N ). Moreover, when the observation sequence {X n , 0 ≤ n ≤ N } takes discrete values, the above joint probability densities and the conditional probability densities will be considered as joint probability distributions and the conditional probability distributions taking the discrete values.
In order to construct the optimal sequential tests in Section 2.2, we assume that the following likelihood ratio of the post-change conditional probability density to the pre-change conditional probability density, Λ
and has no atoms with respect to P 0 for 1 ≤ k ≤ N and k ≤ j ≤ N , where p 0j (x j |x j−1 , ..., x 0 ) for 1 ≤ j ≤ N and p
denote the pre-change and post-change conditional probability densities, respectively, and the notation (k) in p
denotes that the post-change conditional probability densities p (k) 1j rely on the change-point
means that the post-change conditional densities (probabilities) of the observation sequences do not depend on the change-point.
Performance measures of sequential tests
Let T ∈ T N be a sequential test, where T N is a set of all the sequential tests satisfying 1 ≤ T ≤ N + 1 and {T ≤ n} ∈ F n = σ{X j , 0 ≤ j ≤ n} for 1 ≤ n ≤ N . Let W = {w j , 1 ≤ j ≤ N + 1} and V = {v j , 1 ≤ j ≤ N + 1} be two series of nonnegative random variables satisfying w k , v k ∈ F k−1 for 1 ≤ k ≤ N + 1. Denote the indicator function by I(.). We may regard the two non-negative random variables w k and v k as two random weights of the detection delay (T − k)
+ and the event I(T ≥ k) such that the time of false alarm is greater than or equal to the change-point k, respectively. Here, w k , v k ∈ F k−1 means that both weights w k and v k can be determined by the observation information before the time k for 1 ≤ k ≤ N . Using the concept of the randomization probability of the change-point and the definition describing the average detection delay proposed by Moustakides (2008) , we can define a performance measure J M,N (.) for every given weighted pair M = (W, V ) to evaluate the detection performance of each sequential test T ∈ T N in the following
Here, the second quality comes from T ≤ N + 1 and
. As we only consider the detection delay after the change-point τ = k ≥ 1, the commonlyused detection delay (T − k + 1)
+ is replaced by (T − k) + hereafter. Note that W and V may not be the randomization probability of the change-point.
According to the definition of J M,N (T ), the smaller J M,N (T ), the better the detection performance of the test T satisfying
Remark 1. The numerator and denominator of J M,N (T ) can be regarded as a generalized out-of-control average run length ( ARL 1 ) and a generalized in-control ARL 0 , respectively. Moreover, the measure J M,N (.) can be considered as a generalization of the following Shiryaev's measure
It is clear that taking various weighted pairs M = (W, V ), we can get various measures J M,N (.). Next we list six known measures and two new measures in the following by taking the appropriate weighted pairs,
where Moustakides 1986 ). For example, taking Note that when we have an infinite independent observation sequences, the five measures above J M i ,∞ for 1 ≤ i ≤ 5 and N = ∞, have been used by Shiryaev (1978, P. 193-200 ), Chow, Robbins and Siegmund (1971, P.108), Frisén (2003) , Moustakides (1986) and Polunchenko and Tartakovsky (2010) to prove the optimality of the sequential tests,
Optimal sequential tests
For a given weighted pair M = (W, V ), we first provide a definition of the optimization criterion of the sequential tests for N observations.
where
To construct the optimal sequential test under the measure J M,N (T ) in (3) with a given weighted pair M = (W, V ), we need to present a series of nonnegative test statistics {Y n , 0 ≤ n ≤ N + 1}, as follows
. It can be seen that the statistics Y n , 1 ≤ n ≤ N, depend not only on the likelihood ratio {Λ (k) j } but also on the weight of the detection delay {w k }. Especially, if Λ
is, the post-change conditional densities (probabilities) of the observation sequences do not depend on the change-point, then
Remark 2. Even if (5) holds, the test statistic sequence {Y n , 0 ≤ n ≤ N } is not necessarily a Markov chain. For example, let both the pre-change observation sequence X 1 , ..., X k−1 and the post-change observation sequence X k , ...X N , be i.i.d., therefore, (5) holds, it is clear that the statistic {Y n , 0 ≤ n ≤ N } is not a Markov chain when we take
Motivated by Chow-Robbins-Siegmund's method of backward induction (1971, P.49), we present a nonnegative random dynamic control limit {l n (c), 0 ≤ n ≤ N + 1} that is defined by the following recursive equations
for 0 ≤ n ≤ N − 1, where c > 0 is a constant and V = {v j , 1 ≤ j ≤ N + 1}. It is clear that l n (c) ≥ cv n+1 and l n (c) ∈ F n for 0 ≤ n ≤ N . The positive number c can be regarded as an adjustment coefficient for the random dynamic control limit, as l n (c) is increasing on c ≥ 0 with l n (0) = 0 and lim c→∞ l n (c) = ∞ for v n+1 > 0. Now, for a given weighted pair M = (W, V ), we define a sequential test T * M (c, N ) by using the test statistics, Y n , 1 ≤ n ≤ N + 1, and the control limits, l n (c), 1 ≤ n ≤ N + 1, as follows
It is easy to check that T * M (c, N ) ∈ T N . The following theorem shows that for any given performance measure J M,N in (2), the sequential test T * M (c, N ) constructed above is optimal. Theorem 1. Assume that the ratio Λ N ) is optimal in the sense of (2) with
(iii) Moreover
Here, the random dynamic control limit {l n (c), 0 ≤ n ≤ N + 1} of the optimal test T * M (c, N ) can be called an optimal dynamic control limit.
It follows from (8) and (10) that the minimum value of the generalized out-of-control ARL 1 ( the numerator of the measure J M,N (T ) ) for all T ∈ T N can be calculated using the following formula
Remark 3. Unless the test statistic {Y k , 0 ≤ n ≤ N } is a Markov chain, it is hard to prove the optimality of T * M (c, N ) under the measure J M,N (T ) by the optimal stopping method of Markov sequences proposed by Shiryaev (1978) .
As an application of Theorem 1, we have the following corollary. (7), which correspond to the eight weighted pairs M i , 1 ≤ i ≤ 8, are optimal under the measures
Note that the optimality of the two tests
(c, N ) with the optimal dynamic control limits {l (4) n (c), 0 ≤ n ≤ N +1} and {l (6) n (c), 0 ≤ n ≤ N +1}, respectively, is not under Lorden's measure (see Lorden 1971 , Moustakides 1986 ) but under the corresponding measures J M 4 ,N and J M 6 ,N , respectively.
Optimal control limits
It is clear that the optimal control limit {l n (c), 0 ≤ n ≤ N + 1} of the optimal sequential test T * M (c, N ) plays a key role in detecting changes in distribution.
and v n+1 are measurable with respect to F n , it follows that there are 2N + 1 non-negative
for 0 ≤ n ≤ N − 1. Therefore, the optimal control limit l n (c) in (6) can be written as
for 0 ≤ n ≤ N , where X 0 = x 0 is a constant. It can be seen that the optimal control limit {l n (c), 0 ≤ n ≤ N + 1} of the optimal sequential test T * M (c, N ) is not easy to calculate for a general dependence observation sequence {X n , 0 ≤ n ≤ N }.
To reduce the number of observation variables on which the control limit {l n (c), 0 ≤ n ≤ N } depends, we let the observation sequence {X n , 0 ≤ n ≤ N } be at most a porder Markov chain, where p = max{i, j}, 0 ≤ p ≤ N , that is, both the pre-change observations X 1 , ..., X k−1 and the post-change observations X k , ..., X N are i-order and jorder Markov chains with transition probability density functions p 0n (x n |x n−1 , ..., x n−i ) and p
1m (x m |x m−1 , ..., x m−j ), respectively, which satisfy the following Markov property
The last equation above means that the post-change conditional densities of the observation sequences do not depend on the change-point. Here, a 0-order Markov chain means that both the pre-change observations X 1 , ..., X k−1 and the post-change observations X k , ..., X N are mutually independent. When p = N , we consider that at least one of the pre-change observations X 1 , ..., X k−1 and the post-change observations X k , ..., X N is not a Markov chain of any order since we have only N observations. In this case, the test statistics, Y 0 , Y 1 , ..., Y N , can be considered not to be a Markov chain of any order even if the post-change conditional densities of the observation sequences do not depend on the change-point.
The following theorem 2 shows that the optimal control limit l n (c)(0 ≤ n ≤ N ) depends on Y n and p observation variables, if the observation sequence {X n , 0 ≤ n ≤ N } is at most a p-order Markov chain.
Theorem 2. Let the observation sequences be at most a p-order Markov chain for 0 ≤ p ≤ N . Let A n,p := {X n , ..., X n−p+1 } and A n,0 := {X n , ..., X 0 }. Assume that the postchange conditional densities of the observation sequences do not depend on the change-point and the weighted pair M = (W, V ) satisfy w n+1 = w n+1 (Y n , A n,p 1 ) and
Then (i) For 1 ≤ p ≤ N , the optimal control limit {l n (c), 0 ≤ n ≤ N } can be written as
for p ≤ n ≤ N , where we will replace X n−p 1 +1 or X n−p 2 +1 with X 0 as long as n − p 1 + 1 < 0 or n − p 2 + 1 < 0 respectively.
(ii) For p = 0, we have
Note that the optimal control limit l n (c) depends not only on A n,p but also on the test statistic Y n for 1 ≤ n ≤ N . Can we find a control limit l n (c) that has the same property as l n (c) but does not directly depend on the test statistic Y n for 1 ≤ n ≤ N ? To answer this question, we first give a definition of an equivalent control limit.
Definition 2. Let the observation sequence { l n (c), 1 ≤ n ≤ N } be a control limit of a sequential test T ∈ T N , where T = min{1 ≤ n ≤ N + 1 : Y n ≥ l n (c)}. If T is equal to the optimal sequential test T * M (c, N ) ( a.s. P 0 ), then we call the control limit { l n (c)} an equivalent control limit of the optimal sequential test T * M (c, N ). The following theorem answers the above question. Theorem 3. Let the observation sequences and the weighted pair M = (W, V ) satisfy the conditions of Theorem 2. Let a n,p := {x n , ..., x n−p+1 } and a n,0 := {x n , ..., x 0 }. Assuming that p 1 = p 2 = p, y + w n+1 (y, a n,p ) and v n+1 (y, a n,p ) are continuous nondecreasing and nonincreasing on y ≥ 0 respectively for given a n,p , 0 ≤ n ≤ N . Then (i) For 1 ≤ p ≤ N , there is an equivalent control limit l n (c) of the optimal sequential test T * M (c, N ) which does not depend directly on the statistic Y n for 1 ≤ n ≤ N such that l n (c) = y n (c, A n,0 ) for 0 ≤ n ≤ p − 1 and l n (c) = y n (c, A n,p ) for p ≤ n ≤ N , where the nonnegative functions y n = y n (c, a n,0 ) for 0 ≤ n ≤ p − 1 and y n = y n (c, a n,p ) for p ≤ n ≤ N satisfy the following equations y n = cv n+1 (y n , a n,0 )
+ |Y n = y n , A n,0 = a n,0
for 0 ≤ n ≤ p − 1 and y n = cv n+1 (y n , a n,p )
There is a series of nonnegative non-random numbers, y n , 1 ≤ n ≤ N, such that the equivalent control limit l n (c) = y n and y n satisfies 
It is clear that the weighted pairs M i for 1 ≤ i ≤ 6, satisfy the conditions of Theorem 3. As an application of Theorem 3, we have the following corollary.
Corollary 2. Let the observation sequences be at most a p-order Markov chain for 0 ≤ p ≤ N and the post-change conditional densities of the observation sequences do not depend on the change-point. Then, the six optimal sequential tests T * M i (c, N ) for 1 ≤ i ≤ 6, have equivalent control limits. Especially, when p = 0, the equivalent control limits consist of a series of dynamic non-random numbers.
Since none of the equivalent control limits of optimal sequential tests T * M i (c, N ) for 1 ≤ i ≤ 6 are constants when p = 0. This means that Pollak 1985) respectively for finite independent observations. Thus, the reason why the optimal sequential tests mentioned in the Introduction, T S (c 1 ), T SLR 1 (c 2 ), T SLR 2 (c 3 ), T C (c 4 ) and T r SR (c 5 ) for a sequence of infinite independent observations are no longer optimal for finite independent observation sequences, is that all of their control limits, c k , 1 ≤ k ≤ 5, are constants.
Next, we illustrate how to find an equivalent control limit by analyzing the optimal control limit of the optimal sequential test T * M 2 (c, N ). Let the observation sequence {X k , 0 ≤ k ≤ N } be independent, that is, p = 0. Take W 2 = {w 1 = 1, w k = 0, 2 ≤ k ≤ N + 1} and
Markov chain and Λ n+1 = p 1(n+1) (X n+1 )/p 0(n+1) (X n+1 ) and Y n are mutually independent for 1 ≤ n ≤ N − 1. It follows from (6) and (ii) of Theorem 2 that the optimal control limit of T * M 2 (c, N ) can be written as
It is clear that the function l N −1 (c, y) is strictly monotonically decreasing on y ≥ 0. Hence, l n (c, y) is also strictly monotonically decreasing on y ≥ 0 for 1 ≤ n ≤ N −2.
This means that for each k (1 ≤ n ≤ N − 1), there is a unique positive number y n such that y n = l n (c, y n ) for c > 0. Thus, Y n ≥ y n if and only if Y n ≥ l n (c, Y n ) for 1 ≤ n ≤ N − 1. In other words, the equivalent control limits { l n (c), 1 ≤ n ≤ N } of the optimal sequential test T * M 2 (c, N ) are a series of positive numbers {y n , 1 ≤ n ≤ N }, where y N = c > 0 and y n satisfies y n = l n (c, y n ) for 1 ≤ n ≤ N − 1.
Comparison and analysis of simulation results
Consider an observation sequence with N = 60. Let the change time τ be unknown. By comparing the simulation results respectively in Sections 4.1 and 4.2, we illustrate that the CUSUM test T C and the Shiryaev-Roberts test T r SR with a specially designed deterministic initial point r for an exponential model, are no longer optimal under Lorden's and Pollak's measures for 60 finite independent observations, respectively. The detection performance (the generalized out-of-control ARL 1 ) of six sequential tests, T * 
Comparison of simulation values of J L (min{T, N + 1})
Let {X k , 1 ≤ k ≤ 60} be an i.i.d observation sequence with a pre-change normal distribution of N (0, 1) and a post-change normal distribution of N (0.2, 1). That is, the likelihood ratio Λ k of the pre-change and post-change probability densities p 0 (x) and p 1 (x) can be written as Λ k = e 0.2(X k −0.1) for 1 ≤ k ≤ 60. We will compare the performance of the two CUSUM tests T C (c, 60) and T DC in detecting the mean shift from µ 0 = 0 to µ 1 = 0.2 under Lorden's measure J L (min{T, N + 1}) with ARL 0 =40, where T C (c 4 , 60) = min{T C (c 4 ), 61} and 
are decreasing for k = 1, 2, ..., 60, that is, both can arrive the maximum values at change-point k = 1. Since both E 1 (T DC −1) = 22.951 and E 1 (T C (c, 60)− 1) = 23.425 are the maximum values, it follows that
This means that the CUSUM chart T C is not optimal under Lorden's measure J L (min{T, N + 1}) restricted in 60 i.i.d. observation sequence. 
Comparison of simulation values of
However, if we define a sequential test as T r SR ({l k }, 60) with dynamic control limit l k
we can obtain
This means that the control chart T N (1, 1) . The likelihood ratio is Λ k =
(c, 60) and let the smoothing parameter in the statistics of the EWMA test T E be 0.1. By Corollary 2, we know that the equivalent control limits of the optimal sequential tests T * 5 and T * 6 consist of a series of non-random positive numbers. Fig. 1 shows the constant control limit of T C (black dots) and the equivalent dynamic control limit of T * 6 (white dots). We use two generalized out-of-control ARL 1 s, GARL 5 and GARL 6 , to evaluate the detection performance of the sequential tests, where
where r = 0 in J M 5 ,N (T ). Obviously, for any two sequential tests T , T ∈ T N with E 0 (T ) = E 0 (T ), we have
The simulation results of GARL 5 and GARL 6 for the six tests T * 
4.4
Comparison of the generalized out-of-control ARL 1 for a Markov observation sequence
That is, the correlation coefficient changes from 0.5 to 0.1. Obviously, {X k , 1 ≤ k ≤ 60} is a Markov chain. The pre-change transition probability density p 0 (x, y), post-change transition probability density p 1 (x, y), and the likelihood ratio Λ k can be written respectively as
It can be seen that the changes in the variance and covariance of X k and X k−1 occur after the change-point τ = k. Here, the change-point is unknown.
As {X k , 1 ≤ k ≤ 60} is a 1-order Markov chain, it follows from (i) of Theorem 3 that we need to calculate the equivalent control limits l k = y k (c, X k ) for 1 ≤ k ≤ 59 to get the corresponding optimal tests T * 5 and T * 6 respectively. We also use the two generalized out-of-control ARL 1 s, GARL 5 and GARL 6 , to evaluate the detection performance of the six sequential tests T * (ii) A formula is presented to calculate the value of the generalized out-of-control ARL 1 for every optimal test T * M (c, N ) which is the minimum value of the generalized out-of-control ARL 1 of all test T ∈ T N . (iii) When the post-change conditional densities (probabilities) of the observation sequences do not depend on the change-point, there is an equivalent control limit that does not depend directly on the statistic of the optimal test T * M (c, N ) for p-order Markov chain. Specifically, the equivalent control limit can consist of a series of nonnegative non-random numbers when the observations are mutually independent.
In this paper, both the pre-change and post-change joint probability densities are assumed to be known. In fact, we usually do not know the post-change joint probability density before it is detected. But the potential change domain (including the size and form of the boundary) and its probability may be determined by engineering knowledge and practical experience. In other words, though the actual post-change joint probability density p(θ, k) := p θ,k (x 0 , x 1 , ..., x k , ..., x N ) is unknown, that is, the parameter θ is unknown at the change time k, we may assume that there is a known probability distribution Q k (.) for the known parameter set Θ k such that the probability of the post-change joint probability density at change-point k being p θ,k is dQ k (θ) for 1 ≤ k ≤ N , where p θ,k = p θ ,k if and only if θ = θ . If we have no prior knowledge of the possible parameter θ (corresponding to a possible post-change probability density p θ,k ) at the change-point k, it is natural to assume that the probability distribution Q k may be an equal probability distribution or uniform distribution on Θ k , that is,
where dQ/dθ denotes the probability density and M (Θ) is the measure (length, area, volume, etc.) of the bounded set Θ. Note that the parameter θ may not be the characteristic numbers (the mean, variance, etc.) of the probability distribution. Hence, we can define a new joint probability density
in the following
The density function p k can be considered as a known post-change joint probability density at the change-point k, 1 ≤ k ≤ N .
APPENDIX : PROOFS OF THEOREMS
Proof of Theorem 1.
and the post-change joint probability density p k (x 0 , x 1 , ..., x n ) for the change-point k (1 ≤ k ≤ N ) can be written as
1j (x j |x j−1 , ..., x 0 ) for 1 ≤ n ≤ N , where q(x 0 ) be the probability density (or probability) of X 0 at initial time k = 0, (k − 1) ∧ n denotes min{k − 1, n}, (k−1)∧n j=1 = 1 for k = 1 and n j=k = 1 for n < k, it follows that
for all T ∈ T N . This equality means that the generalized out-of-control ARL 1 (the numerator of the measure J M,N (T )) is equal to the generalized in-control ARL 0 , in which the weight {v m } is replaced by the statistic
where c > 0. We will divide three steps to complete the proof of Theorem 1.
Step I. Show that
for all T ∈ T N and the strict inequality of (A.3) holds for all T ∈ T N with T = T * .
To prove (A.3), by Lemma 3.2 in Chow, Robbins and Siegmund (1971), we only need to prove the following two inequalities:
and
As in the proof of Theorem 1 in Han, Tsung and Xian (2017), we can verify that
for 0 ≤ n ≤ N and T ∈ T N . Note that here, {v k , 1 ≤ k ≤ N + 1} can be a series of non-negative random variables, but it is a series of positive numbers {ρ k , 1 ≤ k ≤ N + 1} in the proof of Theorem 1 in Han, Tsung, and Xian (2017).
In fact, by the definition of l N (c) and l N −1 (c) we know that (A.6) holds for n = N − 1 and n = N , where N m=n+1 = 0 for n = N . Assume that (A.6) holds for n ≤ N − 1. Then, by the definition of l n−1 (c) and the assumption (A.6) for l n (c), we have
By mathematical induction, (A.6) holds for 0 ≤ n ≤ N . Furthermore, by (A.6) and the definition of l n (c) we have
Obviously, (A.7) holds for n = N . For n = N − 1, we have That is, (A.5) holds for 1 ≤ n ≤ N . By (A.4) and (A.5), we know that the inequality in (A.3) holds for all T ∈ T N . Furthermore, from (A.9) and (A.10), it follows that the strict inequality in (A.3) holds for all T ∈ T N with T = T * .
for 1 ≤ k ≤ N , it follows that (Y k , X k ), 0 ≤ k ≤ N, is a two-dimensional p-order Markov chain, where p = max{i, j}. Note that the two functions (y + w N (y)) and v N (y) are non-decreasing and non-increasing on y ≥ 0, respectively. Therefore, the function f 0 (y) is non-increasing on y ≥ 0, and it follows that there is a positive number y N −1 such that y N −1 = f 0 (y N −1 ); that is, 
