We introduce the Musielak-Orlicz spaces of multifunctions Xm,<p and Xc,m,ifi-We prove that these spaces are complete. Also, we get some convergence and approximation theorems in these spaces.
the sequence {Fn} such that for /z-a.e. t E Cl and for every e > 0 there is K > 0 such that d(Fnk,Fni)(t) < e for all k,l > K. Hence 
\ip(t,ad(Fm,Fn)(t))dn<e a for all m,n> K, then there exists F 6 Xm^ (F € such that J <p(t, ad(Fn, F)(t))d/j, -> 0 as n -» oo for every a > 0. n
Proof. The proof is very similar to that of Theorem 7.7 from [16] so we give only a skech of it. By the assumptions and by Lemma 1 there is F G Xm such that
\ <p(t, ad(Fn, F)(t))dfi <eiorn>K. n
We have \F\(t) < |Fn|(t) + d(Fn,F)(t) for /x-a.e. t G il, so F e Xm,v-The space C(Y) with metric H is complete, so if Fn G for every n G N, then F G Xc^.
•
COROLLARY 1. Let the function <p be an N-function. Then the function for all F,G G Xm<íp is a metric in Xm,ip> and <C Xm^i D<p > is a complete metric space.
Theorem 1 is a generalization of Proposition 5.2 Chapter 5 from [6] and Theorem 0 from [12] . 
|H(F)|(í)<L||r(F)(í)||y + 5(í)
for every F G and every t G Í2. By Lemma 2 we easy obtain that |H(F)| is E-measurable, so |H(F)| G L^fi, S,/i) for every F G Xe,m,v.
Third, let B G C(Y) and let {ii, X2,..., xn} be a <5-net for B. Let
GB(t) = {Q(t,x) : x € B}
for every t G fi. We have G G Xc,m and by c) for every e > 0 there is ó > 0 such that ff(G(t),Gs(t)) < e for every t G í), so Gb G XC;7n. Let
It is easy to see that H(F') = H(Ffc) and H(Ffc) is c-measurable for k = 1,..., n so H(F') is c-measurable.
Fourth, let t G ÍÍ and let F(i) and Fn(i) be compact. Then F(t)UFn(t) is compact, so from every e > 0 there is S > 0 such that if x G F(t), xn G Fn(t) and ||x -a;n||y < <5, then ||Q(í,:r) -Q(i,x")||y < e.
Let K > 0 be such that H(F(t),Fn(t)) < S for every n > K. Let y G H(F)(t), so there is x G F(t) such that y = Q(t,x). Also there are xn € Fn(t) such that ||x -xn\\y < S for n > K. Let yn = Q(t,xn), hence IIy -Vn\\Y < e for all n> K.
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So it is easy to see that if H(F(t), F n (t)) -• 0 as n -> oo, then
Hence we obtain the assertion by Remark 3.
• Analogously, by Proposition 7. 
Density and approximation
THEOREM 4. Let fi be atomless, the (p-function ip be locally integrable and fulfils the A2 condition. Then X¿ )S>rn C X mtlfi and for every F G X mtV there exist a sequence {.Fn} such that F n G X¿ )Sjm for every n G N and p(ad(F n , F))->0 as n -> 00 for every a > 0.
Proof. First, it is easy to see that by the assumptions XitS¡m c Second, let F G X m^. By Remark 1 there is the sequence {G n } such that G n G Xi^m for every n G N and d(F, G n )(t) -> 0 as n -> 00 /i-a.e. and So H{F{t), G n (t))(t) < 2H(F{t), {©}) ^-a.e. for every n G N. Also as n -> 00 /i-a.e. for every a > 0. So we obtain the assertion by the Lebesgue dominated convergence theorem.
• Theorem 4 is a generalization of Theorem 7.6 from [16] and Proposition 2 from [4] and Theorem 2 from [11] . If we omit the A2 condition in the assumptions of Theorem 4, then we only obtain that p(ad(F n , F)) -» 0 as n -> 00 for some a > 0.
Let now (fi, E, /z) be a Lebesgue measure space. Let K n , K : iî x £î -> R + for every n G N. We introduce the family of operators (U n ) ne N and the operator U by the formulas: 
ip(t,aH(F(t),G n (t)))
-• 0 U n (F)(s) = { J K n (t, s)f{t)dt : /(f) G F(t)
we obtain Un(F + G)(s) = Un{F)(s) + Un(G)(s) and Un(F)(s) E B(Y)
for all F, G E Xmt¡p.
Let B E C(Y), C £ E, fx(C) < oo. Let F(i) = xc(t)B for every t E ÍX
It is easy to see that F E Xm^ and, by Remark 4, Un(F) is measurable.
Let now F € Xmbe arbitrary. By Theorem 4 there is the sequence of step multifunctions {Fm} such that Fm E Xm^ and ||d(Fm, F)||£ -> 0 as n -> oo. It is easy to see that Un(Fm) is mesurable and we have
To end the proof we must prove that \Un(F)\ E L v (fi, S, y). We have for a > 0
( j Kn(t, s)F(t)dt, {©}))ds ft ft
< S S Kn(t, s)H(F(t), {G})dt))ds ft ft
< S^(S,a||Kn(-,S)||J||d(F,0)||J)dS<oo ft so \un(F)\ELf(n,i:,fi).
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Analogously we obtain the following: Proof. Let a > 0, n G N, F G X m We have
COROLLARY 2. // i/ie assumptions of Theorems 2 and 5 hold, then D ip {U n (H(F)), U(H(F)))
as n-^oo for every F € X mtV .
On the convolution operators
In this section we will apply by the notation used in [12] and [16] . Let V be an abstract set of indices and let V be a filter of subsets of V. -» X will be defined by the equality T v (F)(t) = F(t + v), where F is ¿»-periodically extended to the whole R. Also, the function </ ? will be periodically extended with respect to the first variable. Let now V = R and let V be a filter of all neighbourhoods of zero in R. (F), Tv(G))) = J tp(t, ad(F, G)(t + v)) dt o
< klP(ak2d(F,G)) + h{v).
So the family r = (rv)veR is (d, V)-bounded. Third, it is easy to see that Tv (F) ^X F for every F € XStTn. Hence we obtain the assertion from Remark 7.
• fs~& Kw{t)dt 0 for every 0 < 8 < 6/2, a = supmewff(w) < oo, and let us extend Kw 6-periodically to the whole R. We introduce the family of operators A = (Aw)wew by the formula: 
<\K w (t)H(F n (s + t),F(t + s))dt o
To end the proof we must prove that G E,/i). We have (see also [16] , the proof of 
< S </>(s, a( j K w (t -s)H(F(t), {©})dt))ds
Proof. Let F, G € Xm}lfi, a > 0 and w € W. We have
where g(w) 0 (see also [15] , the proof of Proposition 2).
• Theorems 2 and 6 -10 are the generalization of Theorems 1, 2, 3 and 4 from [12] and Theorem 3 from [11] and [13] . If we omit the A2 condition in the assumptions of Theorems 7 and 8 then we must replace the convergence by the covergence and moreover in Lemma 5 we must also assume that JQ ip(t, d)dt < 00 for every d > 0 and for for every UQ > 0 there exists c > 0 such that > c for u > UQ and all t £ [0, b) instead of the A2 condition for tp. From the assumptions by Theorem 13.15 from [16] we obtain the assertion of Lemma 5.
