2* Consider a continuous, real-valued function, /, of a real variable, x e R. Then / is called "superadditive" on [β, b] c R if f(x) + f(y) H f{x + y)
for every x, y, x + y in [β, b] . We normalize to the cases β = 0, b > 0. In this event, superadditivity implies /(0) <^ 0. The following sufficient condition for superadditivity is due to Boas A proof of the theorem can be made by considering separately the cases:
It was conjectured that this test could be applied to finding superadditivity intervals of such ogive-shaped functions as exp(-If ax) (0 < a <£ 1); In (1 + x λ ) and arctan x λ (X > 1). But it is easy to show that for some of these functions, Boas' test does not apply: consider In (1 + x 2 ). A simple calculation shows that 1 ^ c ^ 2i/~2~ whereas 2a < 2 and hence a < c. It is our primary goal to modify Boas' test so that it can be used to determine intervals of superadditivity for a larger class of functions. Along the way we shall be able to determine conditions giving maximal intervals of superadditivity, and finally a tabulation of intervals of superadditivity is given for some of the functions previously mentioned. The main difficulties in applying Bruckner's test are first in obtaining the quantity "6", and second in taking the maximum on the lefthand side. By requiring / e C ι [0, b] we can ameliorate the second objection and turning to Boas' test we obtain a candidate for b: namely, let b be the smallest positive root of f(x) = 2f(x/2).
. Then /(0) ^ 0 implies #(0) ^ 0. By (i) and (ii), #(6/2) ^ 0 and g'(0) < 0, respectively. Suppose g is positive on (0, 6/2). Then it has a positive '(b -x) has at least two zeros on (0, 6/2), contrary to (iii-a). Finally, then, g(x) ^0 on [0, 6/2] and-by symmetry of g about x -6/2,
which, by Bruckner's theorem, shows / superadditive on [0, 6] .
2 ) it is easy to check that (i), (ii) are satisfied for 6 = 2τ/~2~. Condition (iii-a) is also straight forward: it is true by Descartes' rule of signs.
Notice that for /(0) < 0, / is superadditive at least as long as it is merely nondecreasing and nonpositive. This relatively arbitrary state of affairs will be avoided by assuming /(0) = 0 in what follows. For a further appreciation of (iii) we give a corollary to Bruckner's theorem. 
Thus we see how the maximizing duties in Bruckner's theorem have been replaced by a zero-counting operation in the other two theorems. The fourth condition in Boas' test is less restrictive than (iii-a) above since 6 is not less than 2a. But it is not hard to see that (iii-a) can be replaced by (iii-b) f'{x) = /'(6 -x) no more than once on the smaller of the two intervals (0, c), (c, 6), which is a less restrictive condition than even Boas' fourth condition. (Here "c" is the inflection point of /.) Perhaps a computational note is in order here. If we refer generically to conditions (iii), (iii-a), (iii-b) as "root conditions", then in applications the root condition can often be tested by Sturm's theorem [7] . For example, the functions In (1 + x n ) (n = 2, 3, 4, •) have as derivatives rational functions with denominators not vanishing for positive arguments. Verifying a root condition is then a matter of counting the number of zeros of polynomials in a finite interval. Sturm sequences can also be readily computed for rational functions [10] , and Sturm's idea can be extended to counting real zeros of even more general functions [5] . Finally, upon observing that /' is Entries above or to the left of the stepped line were unattainable by Boas' original test.
For exp (-X/x) (λ 2> 1) it is easy to verify (in this case, Boas' test is sufficient) that the intervals of superadditivity [0, b(X) ] are determined by b(X) = λ/ln 2.
In [2] it is suggested that maximum intervals of superadditivity be computed not only for / -f x but also for the "average function of /", F=F λ , and for the "inverse average function," ώ = φ λ , where where Boas' test was inapplicable to the ^-case.
