Abstract-We consider the problem of selecting important nodes in a random network, where the nodes connect to each other randomly with certain transition probabilities. The node importance is characterized by the stationary probabilities of the corresponding nodes in a Markov chain defined over the network, as in Google's PageRank. Unlike deterministic network, the transition probabilities in random network are unknown but can be estimated by sampling. Under a Bayesian learning framework, we apply the first-order Taylor expansion and normal approximation to provide a computationally efficient posterior approximation of the stationary probabilities. In order to maximize the probability of correct selection, we propose a dynamic sampling procedure which uses not only posterior means and variances of certain interaction parameters between different nodes, but also the sensitivities of the stationary probabilities with respect to each interaction parameter. Numerical experiment results demonstrate the superiority of the proposed sampling procedure.
I. INTRODUCTION
We consider the problem of selecting the top m important nodes from n (n > m) nodes in a network, a central problem for many social and economical networks. In the World Wide Web, web pages and hyperlinks constitute a network, and Google's PageRank lists the most important web pages for each keyword [1] , [2] ; in sports events such as basketball and football, teams compete with each other and their win-loss relationship network helps determine which teams should be invited [3] , [4] ; in social network like Twitter, the linking topology is used to rank members for popularity recommendation [5] . Other examples include venture capitalists selection [6] and academic paper searching [7] , [8] .
A Markov chain is often used to describe the network. Specifically, each node (page/user/team) in the network is considered as a state of the Markov chain, and the nodes are linked randomly with certain transition probabilities. The node importance is ranked by the stationary probability of a Markov chain, which is the long-run proportion of visits to each state. A larger stationary probability indicates that the corresponding node is more important. Existing works consider a Markov chain with given transition probabilities, and focus on how to efficiently calculate stationary probabilities (see, e.g., [1] , [2] , [9] ). In practice, the transition probabilities are usually not apriori knowledge but estimated from the data. For instance, the hyperlinks between web pages on the Internet change dynamically; the relationship network among twitters is topic-specific; the competition results in sports are uncertain. Therefore, we focus on a random network with unknown transition probabilities.
In the random network, we sample the interactions between the nodes to estimate the transition probabilities as functions of certain interaction parameters, which is in turn to estimate the stationary probabilities. Since sampling could be expensive, the total number of samples is usually limited. Moreover, the number of transition probabilities grows with the square of the number of nodes, so it would be practically infeasible to estimate all transition probabilities accurately for large-scale networks. We consider a problem of maximizing the probability of correct selection (PCS) for selecting the top m nodes subject to a fixed sampling budget. The estimation insecurities in different interaction parameters have heterogeneous effects on the PCS. The final ranking may be more sensitive to the perturbation in some interaction parameters. We aim to develop a dynamic sampling procedure to select the top m nodes with a high statistical efficiency.
Our problem is closely related to the ranking and selection (R&S) problem well known in the field of simulation optimization [10] , which considers selecting the best or an optimal subset from a finite alternatives. There are the frequentist and Bayesian branches in R&S [11] . Sampling procedures in the frequentist branch allocate samples to guarantee a pre-specified PCS level (see, e.g., [12] , [13] , [14] ). The sampling procedures in the Bayesian branch aim to either maximize the PCS or minimize the expected opportunity cost subject to a given sampling budget (see, e.g., [15] , [16] , [17] ). Chen et al. [18] , Zhang et al. [19] , and Gao and Chen [20] study sampling procedures to maximize the PCS for selecting an optimal subset; Xiao and Lee [21] derive the convergence rate of the false subset-selection probability, and offer an allocation rule achieving an asymptotically optimal convergence rate; and Gao and Chen [22] develop a sampling procedure based on the expected opportunity cost. In R&S, the alternatives are ranked by the expectations of their sample performance, which can be directly estimated by the sample average of each alternative, whereas in our problem, the nodes are ranked by the stationary probabilities of the Markov chain, which are estimated indirectly from the interaction samples between different nodes.
In this research, a Bayesian estimation scheme is introduced to update the posterior belief on the unknown interaction parameters, and an efficient posterior approximation of the stationary probability is derived by Taylor expansion and normal approximation. The asymptotic analysis of the normal approximation is provided. We propose a dynamic allocation scheme for Markov chain (DAM) to efficiently select the top m nodes, which myopically maximizes an approximation of the PCS and is proved to be consistent. The DAM uses not only posterior means and variances of certain interaction parameters between different nodes, but also the sensitivities of the stationary probabilities with respect to each interaction parameter.
The rest of this paper is organized as follows. In Section II, we formulate the problem. Section III derives a posterior distribution approximation of the stationary probability. The DAM is proposed in Section IV, and numerical results are given in Section V. The last section concludes the paper and outlines future directions. 
II. PROBLEM FORMULATION
The objective of this study is to identify a subset of important nodes of a random network. The importance of the nodes is ranked by their stationary probabilities in a Markov chain. Specifically, πi denotes the stationary probability of node i, and our goal is to select the top m nodes from n nodes:
where notations i , i = 1, . . . , n, are the ranking indices such that π 1 ≥ · · · ≥ π n . The Markov chain of the network is constructed by the interaction strength between each pair of nodes. Given interaction parameter xij describing the interaction strength between nodes i and j, 1 ≤ i < j ≤ n, the transition probabilities Pij = Pij(X ), i, j = 1, . . . , n, are functions of a vector X (xij) 1≤i<j≤n with all interaction parameters as its elements. The functions appear in various forms for different applications [23] . The transition matrix P = [Pij]n×n is a stochastic matrix satisfying irreducibility and aperiodicity, which guarantees the existence and uniqueness of the stationary distribution. The vector of stationary probabilities π (π1, . . . , πn) is the solution of the following equilibrium equation: πP = π, and
Notice that each stationary probability πi is also a function of X . Figure 1 summaries the process of constructing a transition probability matrix by the interaction parameters and ranking all nodes according to their stationary probabilities. In a random network, the interactions between nodes are random. Specifically, let Xij,t, t ∈ Z + be the t-th sample for the interactions between nodes i and j, which is assumed to follow an independent and identically distributed (i.i.d.) Bernoulli distribution with unknown parameter xij, 1 ≤ i < j ≤ n. The Bernoulli assumption is natural in many practices that involve pairwise interaction. For instance, in the web page ranking, a binary variable takes 1 for the visits from web page j to i and takes 0 for the reverse direction; in the sport matches, the competition results of team i and team j take binary values 1 (winning) and 0 (losing). All interaction parameters xij, 1 ≤ i < j ≤ n, are assumed to be unknown but can be estimated by sampling. With the estimates of the interaction parameters, the transition probabilities and stationary probabilities can be in turn estimated.
Suppose the number of samples is fixed. The research problem of this work is to sequentially allocate each sample based on available information collected throughout previous sampling at each step to estimate the interaction strengthes between different pairs of nodes for efficiently selecting the top m nodes. Given the information of s allocated samples, the selection is to pick the nodes with the top m posterior estimates of the stationary probabilities, i.e.,
where i s, i = 1, . . . , n, are the ranking indices such that
and X (s) is a posterior estimate of X based on s samples. We measure the statistical efficiency of a sampling procedure by the PCS defined as follows:
III. POSTERIOR OF STATIONARY PROBABILITIES
We introduce a Bayesian framework to obtain posterior estimates of the stationary probabilities. From the Bayes rule, the posterior distribution of π k is
where ζ0 is parameter in prior distribution, Et is the information collected throughout the t-th sample, and L(·; π k ) is the likelihood function of observed samples. In our problem, the likelihood function L(·; π k ) does not have a closed form, so it is computationally challenging to calculate the posterior distribution of the stationary distribution. To address the problem, we propose an efficient approximation for the posterior distributions of stationary probabilities by using the first-order Taylor expansion:
Section III-A will provide details in calculating x (t) ij , π k (X (t) ), and
, and in Section III-B, we will provide a normal approximation for the posterior of π k .
A. Posterior of Interaction Parameters
Suppose the prior distribution of xij follows a non-informative prior U [0, 1]. By conjugacy [24] , the posterior distribution of xij is a Beta distribution Beta(α (t) ij , β (t) ij ) with the density given by
and tij is the number of samples allocated to estimate xij after allocating t samples in total, the posterior mean is
and the posterior variance is
ij ) 1≤i<j≤n be a posterior estimate of X . Posterior estimates of the transition probability matrix P and its derivative matrix are
respectively. Solving equilibrium equation (1) by plugging in P(X (t) ) yields a posterior estimate of the vector of the stationary probabilities:
By taking derivatives on both sides of the equilibrium equation
The derivative of the stationary distribution vector denoted by
is a solution of the following set of equations:
By plugging in X (t) , we have a posterior estimate of the derivative vector of the stationary probabilities:
. Remark 1. In order to calculate π(X (t) ) and
, we need to solve the linear equations involving the transition matrix of a Markov chain. Numerous efficient methods of industrial strength can be applied [25] , [26] . Google, for instance, has applied the power method to solve linear equations with a transition matrix of order 8.1 billions [27] .
B. Normal Approximation
The posterior approximation of π k on the right hand side of (2) is a linear combination of xij ∼ Beta(α
Since Beta distributions are not closed in a linear combination, we use normal distribution N x
to approximate the posterior distribution of xij, which leads to a closed-form approximate posterior distribution of π k .
Notice that Beta(α
share the same mean and variance. We further show that Beta(αt, βt) converges in distribution to a normal distribution as t → +∞, where αt = α0t and βt = β0t with α0, β0 > 0.
where Wt ∼ Beta(αt, βt) and
Proof. A Beta(αt, βt) random variable can be represented as Yt/(Yt + Zt), where Yt ∼ Gamma(αt, 1), Zt ∼ Gamma(βt, 1) and Yt is independent of Zt [28] . Note that Gamma(n, λ) can be represented as the sum of n i.i.d. exponential random variables with parameter λ. By a Central Limit Theorem,
Therefore,
With the multivariate delta method [29] , if there is a sequence of multivariate random variables θn satisfying
as n → +∞, where θ and Σ are constant matrices, then for any continuously differentiable function g(·),
Note that Wt is a function of Yt/t √ α0 and Zt/t √ β0, i.e.,
which proves the conclusion.
By the law of large number, α
The asymptotic result in Theorem 1 justifies the asymptotic normality of Beta(α
goes to zero as tij → +∞. The KL divergence is a statistical (asymmetric) distance between two distributions [30] . Specifically, if U and V are probability measures over set Ω, the KL divergence between V and U is defined by
Theorem 2. When xij = 1/2,
and when xij = 1/2,
where
where Γ(x) = +∞ 0 z x−1 e −z dz is the Gamma function, and
Then, DKL(Beta N ormal)
From [31] , the entropy for the Beta distribution can be calculated by
where the digamma function ψ(·) is the first derivative of the loggamma function, and B(α, β) = Γ(α)Γ(β)/Γ(α + β). By Stirling's formula, we have that as α
With the results in [32] , as α
ij → +∞, the digamma function has the following expansion:
In addition,
By the law of large numbers, we have
ij → +∞ a.s. when tij → +∞ and
where the last equation holds due to the fact that ln(
if and only if xij = 1/2. The conclusion follows immediately.
Remark 2. Notice that DKL(Beta N ormal) converges at the fastest rate when xij = 1/2. This could be explained by the fact that the normal distribution is a symmetrical distribution, and the Beta distribution is also a symmetrical distribution when xij = 1/2. Numerical results show that DKL(Beta N ormal) is close to zero even when tij is not sufficiently large. For instance, when tij = 3, α (t) ij = 2 and β (t) ij = 3, the KL divergence between Beta(2, 3) and N (2/5, 1/25) is 0.0444; when tij = 18, α (t) ij = 8 and β (t) ij = 12, the KL divergence between Beta(8, 12) and N (2/5, 2/175) is 0.0049.
The discussions above suggest that the statistical characteristics of Beta(α
are close when the allocated sample size is fairly large. Thus, we replace xij ∼ Beta(α
in (2). Then, the posterior approximation of π k in (2) is a linear combination of normal distributions, which follows the following normal distribution:
where π
2 ) 2 .
Note that variance (τ
k ) 2 in the normal approximation for the posterior distribution of the stationary probability is affected by
for the derivative of π k with respect to xij.
Obviously, increasing in the posterior variance of xij will result in the increasing in the variance of π k in the posterior approximation. On the other hand, if stationary probability π k is insensitive to parameter insecurity in xij, i.e., ∂π k /∂xij is small, large variance in xij may not lead to large variance in π k . Thus, posterior variance (σ
of xij is scaled by posterior estimate ∂π k (X ) ∂xij X =X (t) for the derivative of π k with respect to xij in (τ
IV. DYNAMIC SAMPLING FOR MARKOV CHAIN
Given the posterior approximations of stationary probabilities, we try to derive an efficient dynamic sampling procedure based on an approximate PCS. The PCS for selecting the top m nodes can be expressed as PCS =Pr Θ (s) m = Θm =Pr π i s > π j s , i ∈ {1, . . . , m}, j ∈ {m + 1, . . . , n} .
Insecurity in estimating xij, 1 ≤ i < j ≤ n, could result in insecurity in estimating π k , k = 1, . . . , n, which in turn leads to a low PCS. A noticeable feature in estimating the stationary probabilities is that the marginal influence of xij's estimation insecurity on the stationary probabilities and thus the PCS is heterogeneous. To be more specific, large perturbations in some interaction parameters may have little influence on the stationary probabilities, whereas small perturbations in other interaction parameters could cause significant changes in the rank of the stationary probabilities and thus greatly affect the PCS. Such heterogeneity can be demonstrated by the following simple example: consider a 3-node network which has three interaction parameters (x1,2, x1,3, x2,3) to be estimated. The second column of Table I lists the true interaction parameters, the stationary probabilities, and the final ranking. Table I shows that the perturbation in x1,3 could cause a significant change in stationary probabilities (Estimation 1), which even leads to incorrect selection of the best node. On the other hand, the same perturbation in x2,3 has little influence on correctly selecting the optimal node subset (Estimation 2). To enhance the PCS under a limited sample size, this heterogeneity needs to be taken into consideration in the design of the sampling scheme.
We aim to obtain a dynamic sampling policy Ds to maximize the PCS: max Ds Pr π i s > π j s , i ∈ {1, . . . , m}, j ∈ {m + 1, . . . , n} .
(4)
The dynamic sampling policy Ds is a sequence of maps Ds(·) = (D1(·), . . . , Ds(·)). Based on information set Et−1, 1 ≤ t ≤ s, Dt(Et−1) ∈ {(i, j) : 1 ≤ i < j ≤ n} allocates the t-th sample to estimate an interaction parameter xij, 1 ≤ i < j ≤ n. Similar to that in [33] and [34] , the policy optimization problem such as (4) can be formulated as a stochastic control (dynamic programming) problem. The expected payoff for a sampling scheme Ds can be defined recursively by Vs(Es; Ds) E 1 Θ (s) m = Θm Es =Pr π i s > π j s , i ∈ {1, .., m}, j ∈ {m + 1, .., n} Es , (5) and for 0 ≤ t < s, Vt(Et; Ds) E Vt+1(Et ∪ {Xij,t+1}; Ds) Et
, where equation (5) is a posterior integrated PCS. Then, the optimal sampling policy is well defined by
where ζ0 is prior information. It is important to note that the definition of decision variable in our study is different from the one in R&S. For the R&S problem, the decision is to choose an alternative i in sampling, whereas our decision is to choose a pair of nodes (i, j) in sampling.
In principle, the backward induction can be used to solve the stochastic control problem, but it suffers from curse-of-dimensionality (see [34] ). To address this issue, we adopt approximate dynamic programming (ADP) schemes which make dynamic decision based on a value function approximation (VFA) and keep learning the VFA with decisions moving forward [35] . From Section III, an approximation for the posterior distribution of π k conditioned on Et is a normal distribution with mean π (t) . Therefore, the joint distribution of vector
., π 1 t −π n t , .., π m t −π m+1 t , .., π m t −π n t follows a joint normal distribution with mean vector
and covariance matrix Γ ΛΓ, where
and
where matrix Λ is a diagonal matrix whose dimensionality is the same as the number of interaction parameters, Γ is [n(n − 1)/2] × [m(n − m)] matrix, and for i ∈ {1, . . . , m}, j ∈ {m + 1, . . . , n}, 1 ≤ r < q ≤ n,
.
Elements in matrix Γ reflect the posterior information on sensitivities of the differences in stationary probabilities with respect to xij.
To derive a dynamic sampling procedure with an analytical form, we use the same VFA technique developed in [34] . At any step t, we treat the (t + 1)-th step as the last step and try to maximize the expected value function by allocating the (t + 1)-th sample to a pair (i, j):
Vt+1(Et+1)
Pr π i t+1 > π j t+1 , i ∈ {1, . . . , m}, j ∈ {m + 1, . . . , n} Et+1 .
The posterior probability above is an integral of the multivariate standard normal density over a region encompassed by some hyperplanes. We approximate the posterior probability by an integral over a maximum tangent inner ball in the integral region. See more details about this approximation in [34] . By symmetry of the normal density, maximizing the integral over a maximum tangent inner ball is equivalent to maximizing the volume of the ball, which has the following analytical formula:
Here, we introduce a small positive real number , so that the volume of the ball v(Et+1) must be positive. In [34] where the samples follow normal distributions, the volume of the ball is positive a.s. However, in our study, since all samples follow Bernoulli distributions, (π
) is a discrete random variable so that the event
happens with a positive probability. In other words, the hyperplanes encompassing the integral region could pass through the origin of space. In order to have a positive volume of the ball, we shift each hyperplane away from the origin by distance , which is visualized in Figure 2 . In implementation, is set as a small positive number, e.g, 0.0001. Fig. 2 . Illustration of the effect of .
By certainty equivalent approximation [36] ,
we have the following VFA:
, when (r, q) = (i, j);
, when (r, q) = (i, j).
A dynamic allocation scheme for Markov chain (DAM) that optimizes the VFA is given by
The DAM uses the information on the posterior means of the stationary probabilities, which are calculated by the posterior means of the interaction parameters via equilibrium equation (1), the posterior variances of the interaction parameters, and the sensitivities of the stationary probabilities with respect to each interaction parameter. Ignoring the small positive constant , we note that η (t) k and ζ
(t)
k are the squared mean and variance of the approximate posterior distribution of the difference in the stationary probabilities, respectively. Therefore, equation (6) can be rewritten as min k∈{1,...,m} ∈{m+1,...,n}
where cv(k, ) is the coefficient of variation (CV, or sometimes called noise-signal ratio) of the posterior approximation for π k t − π t . The DAM minimizes the maximum of cv(k, )'s, which is intuitively reasonable since large cv(k, ) implies high difficulty in comparing π k t and π t from the posterior information. The DAM sequentially allocates each sample to estimate the interaction parameter to reduce the CV of the difference in each pair of the stationary probabilities. In particular, the DAM focuses on the pair most difficult in comparison among all possible pairs in differentiating the top m stationary probabilities from the rests based on the posterior information at each step. The DAM is proved to be consistent in the following theorem. Proof. We only need to prove that each xij will be sampled infinitely often a.s. following DAM, and the consistency will follow by the law of large numbers. Suppose parameter xij is only sampled finitely often and parameter xrq is sampled infinitely often. Therefore, there exists a finite number N0 such that parameter xij will stop receiving replications after the sampling number t exceeds N0. Thus we have
If there exists a pair (k, ), k ∈ {1, . . . , m}, ∈ {m + 1, . . . , n} such that lim
Consider the pair
holds for each parameter xij which is only sampled finitely often, then lim
which contradicts with
holds for a certain parameter xij which is only sampled finitely often, by noticing that
and lim which contradicts with the sampling rule in equation (7) that the parameter with the largest Vt(Et; (i, j)) is sampled. Therefore, lim
holds for each pair (k, ), k ∈ {1, . . . , m}, ∈ {m + 1, . . . , n}, that is,
Therefore, DAM must be consistent.
Remark 3. The assumptions in Theorem 3 can be checked for the Markov chain in Google's PageRank [9] , where the transition probabilities are given by
Pji xij/(n − 1), 1 ≤ i < j ≤ n;
This Markov chain is a random walk, which is irreducible and aperiodic. At each step, the current state (page) j chooses another page with equal probability to interact, and if page i is chosen, the next state will be i with probability xij or still stay in j otherwise. The importance of each web page is described by the long-run proportion of time spent on each state, i.e., its stationary probability. For the transition matrix in PageRank,
, for element (i, i) and (j, i); −1/(n − 1) , for element (i, j) and (j, j); 0 , otherwise.
By ergodicity of Markov chain,
V. NUMERICAL RESULTS
In the numerical experiments, we test the performance of different sampling procedures for ranking node importance in the Markov chain of PageRank. The proposed DAM is compared with the equal allocation (EA) and an approximately optimal allocation (AOA) adapted from a sampling procedure for classic R&S problem in [34] . Specifically, EA equally allocates sampling budget to estimate each xij, 1 ≤ i < j ≤ n (roughly s/(n(n − 1)/2) samples for each xij); AOA allocates samples according to the following rules:
where Vt(Et; (i, j)) min k∈{1,...,m} ∈{m+1,...,n}
Notice that the AOA only utilizes the information in the posterior means of the stationary probabilities and the posterior variances of the interaction parameters, but it does not consider the information in the sensitivities of the stationary probabilities with respect to each interaction parameter. In all numerical examples, the statistical efficiency of the sampling procedures is measured by the PCS estimated by 10,000 independent experiments. The PCS is reported as a function of the sampling budget in each experiment.
Example 1: selecting top-3 nodes in a 10-node network
In this example, we aim to identify the top-3 nodes from a network of 10 nodes. Suppose the true value of each interaction parameter is
As the assumption in Section II, the samples of the interaction parameter xij are generated i.i.d. from a Bernoulli distribution with parameter xij. According to the definition of xij, node i is visited more often in the interactions between nodes i and j when xij > 0.5. It is straightforward to know that nodes 1, 2, 3 are the top-3 nodes.
In Figure 3 , we can see that AOA has a slight edge over EA, which could be attributed to the reason that EA utilizes no sample information while AOA utilizes the information in the posterior means and variances, and DAM performs significantly better than the other two sampling procedures. In order to attain PCS = 80%, DAM needs less than 1500 samples, whereas EA and AOA require more than 2000 samples. That is to say DAM reduces the sampling budget by more than 25%. The performance enhancement of DAM could be attributed to the utilization of not only the information in posterior means and variances but also the sensitivity information (∂π k /∂xij). The numerical result shows that in this example, the sensitivity information plays a dominant role in enhancing the sampling efficiency. Example 2: selecting top-5 nodes in a 20-node network
In this example, we test the performance of the proposed DAM in a larger scale network with 20 nodes. The true value of each interaction parameter xij, 1 ≤ i < j ≤ 20, is drawn from a uniform prior distribution U [0, 1]. Our objective is to identify the optimal subset of nodes with the top-5 largest stationary probabilities. Figure 4 illustrates the performance of the three sampling procedures. Similar to Example 1, DAM remains as the most efficient sampling procedure among the three, and AOA is slightly better than EA. However, it can be noticed that the advantage of DAM is more significant when the network size becomes larger. In order to attain PCS = 60%, the number of samples consumed by DAM is less than 9000, while both EA and AOA require more than 15000 samples. That is to say DAM reduces the sampling budget by more than 40%.
Example 3: selecting top-15 nodes in a 105-node website network
In this example, we test the robustness for the performance of DAM in a real data set from the Sogou Labs, a major web searching engine company in China (http://www.sogou.com/labs/resource/t-link.php). The data set includes a mapping table from URL to document ID and a list of hyperlink relationship of the documents. Our objective is to select the top-15 websites from a 105-node website network. The true value of each interaction parameter xij is estimated from the data set. Figure 5 illustrates the interactions among the websites. For instance, the visits from website j to i occur 12 times, while the visits from website i to j only occur 7 times, so the true value of xij is set as 12/(12 + 7). In Figure 6 , we can see the PCS of the DAM grows at a much faster rate than those of the EA and AOA. In order to attain PCS = 60%, DAM consumes less than 3.7 × 10 5 samples, while both EA and AOA require more than 5.5 × 10 5 samples. In addition, we see that the gap between the PCS of the DAM and those of the EA and AOA widens as the sampling budget increases.
VI. CONCLUSIONS
This paper deals with a sample allocation problem for selecting important nodes in random network. Node importance is ranked by the stationary probabilities of a Markov chain. We use the firstorder Taylor expansion and normal approximation to estimate the posterior distribution of the stationary probabilities. An efficient sampling procedure named DAM is derived by maximizing a VFA one-step ahead. The sensitivity of the stationary probability with respect to each interaction parameter is taken into account in the design of DAM. Numerical experiments demonstrate that DAM is much more efficient than the other tested sampling procedures, and the performance of the proposed method is robust in different scales of the networks and the real data situation.
Unlike existing literature considering deterministic network, we focus on random network with unknown interaction parameters. Random network is a more realistic scenario of the node importance ranking problem. The proposed DAM improves the sample allocation pattern for the Markov ranking in random network, which reflects a trade-off among posterior means, variances, and sensitivities. As suggested by the numerical testing results, DAM can significantly save the sampling budget in practical applications such as Google's PageRank.
In general, a Markov chain can have several ergodic classes and transient states, and it may not satisfy the aperiodicity condition. Decomposition for the Markov chain may be needed in order to rank the nodes in each ergodic class. Future research includes developing an efficient sampling scheme for both decomposition and ranking. Moreover, the asymptotic analysis for the sampling ratio of the sequential sampling procedure for ranking the node importance in a Markov chain also deserves future work (see [37] ).
