Abstract-Computation offloading from a user equipment (UE) to a mobile edge cloud (MEC) is an effective way to ease the 6 computational burden of mobile devices, to improve the performance of mobile applications, to reduce the energy consumption, and to 7 extend the battery lifetime of mobile user equipments. In this paper, we consider computation offloading strategy optimization with 8 multiple heterogeneous servers in mobile edge computing. Queueing models are established for a UE and multiple heterogeneous 9 servers from different MECs, and the average task response time of the UE and each MEC server and the average response time of all 10 offloadable and non-offloadable tasks generated on the UE are rigorously analyzed. Three multi-variable optimization problems are 11 formulated, i.e., minimization of average response time with average power consumption constraint, minimization of average power 12 consumption with average response time constraint, and minimization of cost-performance ratio, so that computation offloading 13 strategy optimization, power-performance tradeoff, as well as power-time product can all be studied in the context of load balancing. An held computer, wearable device, and personal digital 26 assistant) has been developed into a formidable equipment 27 to provide much of the functionality of a laptop or a desktop 28 computer. Mobile users expect to run pervasive and power-29 ful applications, such as speech recognition, natural lan-30 guage processing, image processing, face detection and 31 recognition, interactive gaming, reality augmentation, intel-32 ligent video acceleration, connected vehicles, and Internet of 33 Things gateway [11]. However, due to limited computing 34 capability, memory capacity, database storage, and due to 35 finite battery lifetime, it is very challenging for a mobile 36 device to support these novel but computation-intensive and 37 energy-hungry applications. 
mization with multiple heterogeneous servers in mobile edge 114 computing. 115 Compared with existing research, our investigation in 116 this paper has the following new and unique features. 117 First, we consider multiple MECs and multiple heteroge-118 neous MEC servers. Most existing studies assume that there 119 is one MEC which has only one server. In [20] , an MEC 120 server is equipped with a multicore high-speed CPU, so 121 that it can execute several applications in parallel; however, 122 the processing latency at the MEC server is assumed to be 123 negligible. In [6], a cloudlet is modeled as a set of homoge-124 neous servers. In our study, there are multiple MECs or an 125 MEC is equipped with multiple heterogeneous servers, and 126 the performance of both the UE and the heterogeneous 127 MEC servers are critical and carefully evaluated. 128 Second, each MEC server has its own preloaded tasks and 129 performance commitment. All existing researches assume 130 that an MEC server only processes offloaded tasks but noth-131 ing else. In this paper, in addition to offloaded tasks from the 132 UE, each MEC server also has its own preloaded tasks, possi-133 bly from other UEs and application areas. Furthermore, each 134 MEC server has its own commitment on performance guar- 135 antee, which means that the amount of offloaded tasks from 136 a UE to an MEC server is limited. 137 Third, queueing models are established for both UE and 138 MEC servers. In [22] , an M/G/1 queueing model is estab- ple MECs are considered in [25] , there is no issue of load 157 balancing, since each mobile user has only one task. 158 Fifth, we consider power constrained performance opti-159 mization and performance constrained power optimization. 160 Most existing studies try to minimize a weighted sum of exe- Furthermore, we also minimize the cost-performance ratio 170 (i.e., the power-time product). 171 
RELATED RESEARCH

172
Computation offloading in mobile edge computing has been 173 a hot research topic in recent years, and extensive investiga-174 tion has been conducted. The reader is referred to [3] , [17] and offloading ratio with two system design objectives, i.e., 183 energy consumption minimization and application execu-184 tion latency minimization [26] .
I E E E P r o o f 185
Single User with Multiple Tasks. There is one user with mul- and file transmission are taken into consideration [30] . [20] . 258 Multiple MECs. All the above studies are for a single MEC.
259
There has been investigation concerning multiple MECs. 260 Tran and Pompili studied the problem of joint task offloading 261 and resource allocation in a multi-cell and multi-server MEC 262 system in order to maximize users task offloading gains, i.e., the product of the above two metrics, which has rarely 281 been considered before. 282 
PRELIMINARIES
283
In this section, we present the preliminaries, including a queue- 
295
Assume that there is a mobile UE and n MECs, i.e., MEC 1 , 296 MEC 2 , . . . , MEC n (see Fig. 1 we have 
n is the total arrival rate of offloadable computa-334 tion tasks that are processed locally in the UE. Let ¼ 1 þ 335 2 þ Á Á Á þ n be the total arrival rate of computation tasks that 336 are offloaded to the n MECs.
340
Each MEC is also treated as an M/G/1 queueing system. queueing discipline is adopted. UE and MEC i is c i , where 1 i n.
377
We would like to mention that the above queueing models Hence, we know that the dynamic power consumption of 408 the UE is
and ¼ ab 2 C=c a ¼ 9:4192, the value of P d calculated by the I E E E P r o o f Hence, the power consumption for computation is 
For ease of discussion, we assume that P i is adjusted in such a 447 way that P i =log 2 ð1 þ b i P i Þ is a constant g for all 1 i n.
448
Therefore, the average energy consumption to complete data 449 transmission for one task is also a constant J ¼ gðd=W Þ (measured by Joule). Since there are tasks offloaded per second, the average energy consumption per second (i.e., the average power consumption) for data communication isJ, which should be taken into account. random variables x 0 with mean
472 472 473 and second moment The average response time of the tasks on the UE is 
514 514
515
The average waiting time of the tasks on MEC i is
517 517 518 where
520 520
521
The average response time of offloaded tasks on MEC i is
523 523 524 for all 1 i n.
525
The average response time of all offloadable and non-526 offloadable tasks generated on the UE is
528 528
529
The theorem is proved by substituting all the T i 's into the 530 last equation, where 0 i n. t u
531
In addition to the cost metric P and the performance met-532 ric T in mobile edge computing, we can also define the cost-
533
performance ratio (i.e., the power-time product) R ¼ PT .
534
Now, we are ready to formally describe our optimiza-535 tion problems to be solved in this paper, which are multi-536 variable optimization problems. 
1 i n, and r i < 1, for all 0 i n. 
586 586
587
I E E E P r o o f 588
For the idle-speed model, we represent the UE power 589 consumption P as a function of 1 ; 2 ; . . . ; n P ð 1 ; 2 ; . . .
591 591
592
For a fixed Hence, for a given, s 0 becomes available.
611
Furthermore, we have
where 
for all 1 i n, where f is a Lagrange multiplier. Notice Proof. There are several conditions which must satisfy. 750 First, recall that for the constant-speed model. Since s 0 > 0, we get
758 758
759
The above condition essentially states that cannot be 760 too large; otherwise, the UE will not be able to finish data 761 transmissions for offloaded tasks.
762
Second, the condition r 0 < 1 requires that
765 that is
767 767
768
For the idle-speed model, we havê Input: 0 ; _ ; r 0 ; r; P Ã ; P s ; J; ; a.
803
Output: Ã such that fð Ã Þ ¼ 1. log ðI=Þ is just a small constant. 855 We also emphasize that Algorithm 5 will be employed to In In this section, we show the power-performance tradeoff and 928 the impact of various parameters for the idle-speed model.
929
In Fig. 2 , we examine the impact of the speed of data 
