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Einleitung
In der Wahrscheinlichkeitstheorie interessiert man sich besonders fu¨r Grenzwert-
sa¨tze, deren Grenzverteilungen sich in gewisse Kategorien einordnen lassen. Im
ℝ푑 betrachtet man dabei zum Beispiel die mo¨glichen Limiten von zeilenweise
aus inﬁnitesimalen Dreieckssystemen gebildeten Summen, die unendlich-teilbaren
Verteilungen. Besteht das Dreieckssystem aus normierten, unabha¨ngigen Zufalls-
variablen, dann erha¨lt man selbstzerlegbare Verteilungen. Im identisch verteilten
Fall spricht man dann von stabilen Verteilungen. Betrachtet man die Konvergenz
solcher normierten Summen entlang von speziellen Teilfolgen, so spricht man von
Semi-Selbstzerlegbarkeit bzw. Semi-Stabilita¨t. Wichtige Resultate zu diesen Kon-
zepten auf dem Vektorraum liefert beispielsweise die Arbeit von M. Maejima und
Y. Naito (s.[19]). R. Shah hat fu¨r den Fall homogener Gruppen bereits wichtige
Resultate fu¨r selbstzerlegbare Verteilungen erzielt, s. [31].
Eine Verallgemeinerung dieser Konzepte liefert eine Normierung durch aﬃne
Transformationen an Stelle der Normierung durch eine Folge reeller Zahlen. Man
spricht dann von Operator-(Semi-)Stabilita¨t bzw. Operator-(Semi-)Selbstzerleg-
barkeit. Dabei bildet die Arbeit von M. Maejima, K. Sato und T. Watanabe, die
diese Zerlegbarkeit auf ℝ푑 untersucht (s. auch [20]), eine wichtige Grundlage dieser
Arbeit. Daru¨ber hinaus ist die Arbeit von M. Maejima und R. Shah zu erwa¨hnen,
s. auch [21], die sich mit Operator-Semi-Selbstzerlegbarkeit auf p-adischen Vek-
torra¨umen befasst. C.R.E. Raja hat Operator-Semi-Selbstzerlegbarkeit auf allge-
meinen Vektorra¨umen untersucht, s. auch [27].
Ein wesentliches Ziel dieser Arbeit ist es, Eigenschaften Operator-(semi-)selbst-
zerlegbarer Verteilungen auf lokalkompakte Gruppen zu u¨bertragen. Dazu wird
der Begriﬀ der 휏 -Zerlegbarkeit fu¨r einen Automorphismus 휏 auf einer lokalkom-
pakten Gruppe 픾 beno¨tigt. Stark 휏 -zerlegbare Verteilungen auf einfach zusam-
menha¨ngenden nilpotenten Lie-Gruppen wurden von W. Hazod und H.-P. Scheﬀ-
ler bereits 1999 in [11] untersucht. Dies ist ebenfalls eine wichtige Grundlage fu¨r
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diese Arbeit, in der es gelingt, Resultate (vergleiche unter anderem Proposition
3.4 in [11]) vom Fall homogener Gruppen auf den Fall kontrahierbarer, lokalkom-
pakter Gruppen zu verallgemeinern und auf mehrfachzerlegbare Verteilungen zu
u¨bertragen.
Im Hinblick auf das Ziel, den angesprochenen Fragestellungen im Kontext von lo-
kalkompakten Gruppen nachzugehen, ist der Inhalt dieser Arbeit wie folgt geglie-
dert: Kapitel 1 dient der Einfu¨hrung in die Theorie der lokalkompakten Gruppen,
Lie-Gruppen, Lie-Algebren und Hypergruppen. Es werden Deﬁnitionen, Zusam-
menha¨nge und Resultate bereitgestellt, die in der vorliegenden Arbeit Anwendung
ﬁnden. Ein Abschnitt widmet sich dabei den Homomorphismen auf Gruppen, ein
anderer insbesondere den Gruppen- und Automorphismennormen. Daru¨ber hin-
aus wird ein kurzer U¨berblick u¨ber unendlich-teilbare Maße, Faltungshalbgruppen
und Einbettbarkeit gegeben.
Auch das zweite Kapitel dient der Vorbereitung. Hier wird zuna¨chst ein U¨ber-
blick u¨ber bisherige Arbeiten zu Semi-Selbstzerlegbarkeit und Operator-Semi-
Selbstzerlegbarkeit auf ℝ푑 gegeben. Diese Begriﬀe sind Verallgemeinerungen des
klassischen Selbstzerlegbarkeitsbegriﬀs. Dabei wird vor allem die Arbeit von Mae-
jima und Naito, [19], vorgestellt. Im Anschluss werden Resultate von Maejima,
Sato und Watanabe, [20], behandelt. Diese Arbeiten stellen nochmals eine Er-
weiterung der beiden Verallgemeinerungen von Bunge, siehe auch [4], und Loe`ve,
siehe auch [18], dar. Ein interessantes Resultat ist dabei das Theorem 2.4.16.
Dieses beschreibt den Zusammenhang zwischen 푚-facher Zerlegbarkeit und der
Existenz logarithmischer Momente.
Dieses Ergebnis la¨sst sich unter gewissen Zusatzvoraussetzungen auf den Grup-
penfall u¨bertragen und liefert in Kapitel 3 die Hauptresultate dieser Arbeit.
Wenn Zufallsvariablen eine Rolle spielen, setzen wir dort teilweise voraus, dass die
Gruppe das zweite Abza¨hlbarkeitsaxiom erfu¨llt. Im ersten Abschnitt wird dann
zuna¨chst wie bereits erwa¨hnt der Begriﬀ der 휏 -Zerlegbarkeit (und der Semi-휏 -
Zerlegbarkeit) fu¨r einen Automorphismus 휏 auf einer lokalkompakten Gruppe 픾
eingefu¨hrt. Da wir im Allgemeinen nicht die Kommutativita¨t der Faltung vor-
aussetzen, mu¨ssen wir in diesem Kapitel insbesondere auf die Reihenfolge der
Faltungsfaktoren Ru¨cksicht nehmen. Dies erfordert also andere Methoden als
bei der Untersuchung Operator-selbstzerlegbarer Verteilungen im Vektorraum.
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Daru¨ber hinaus beno¨tigen wir im spa¨teren Verlauf dieses Kapitels zum einen die
Existenz einer subadditiven Norm auf 픾. Zum anderen soll zu jeder Kontraktion
휏 ∈ Aut(픾) eine Automorphismennorm ∥.∥ existieren, so dass bereits ∥휏∥ < 1.
Dieser Fragestellung widmet sich Abschnitt 3.3. Dabei wird die Existenz solcher
Gruppen- und Automorphismennormen einerseits fu¨r homogene und andererseits
fu¨r total unzusammenha¨ngende Gruppen nachgewiesen. Den allgemeinen Fall ei-
ner kontrahierbaren, lokalkompakten Gruppe kann man auf diese beiden Fa¨lle
zuru¨ckfu¨hren. Im Abschnitt 3.4 widmen wir uns der A¨quivalenz gewisser Kon-
vergenzarten von Produkten unabha¨ngiger Zufallsvariabler 푋1, . . . , 푋푛 auf einer
lokalkompakten Gruppe 픾. Anders als im Vektorraum, in dem man fu¨r die zu-
geho¨rigen Partialsummen 푆푛 die A¨quivalenz stochastischer Konvergenz, fast si-
cherer Konvergenz und Konvergenz in Verteilung zur Verfu¨gung hat, gilt dies im
allgemeinen Fall einer lokalkompakten, kontrahierbaren Gruppe fu¨r das Produkt∏푛
푖=1푋푖 nicht. Fu¨r den Fall einer aperiodischen, lokalkompakten Gruppe exi-
stiert jedoch eine solche A¨quivalenz, worauf im weiteren Verlauf von Abschnitt
3.4 na¨her eingegangen wird. Stellt man sta¨rkere Voraussetzungen an die Gruppe,
erha¨lt man auch fu¨r nicht aperiodische Gruppen eine A¨quivalenz, dies wird in
Satz 3.4.6 gezeigt. Nach diesen Vorbereitungen ko¨nnen wir dann einen Zusam-
menhang zwischen der Konvergenz gewisser Faltungsprodukte und der Existenz
logarithmischer Momente herstellen, der, wie bereits erwa¨hnt, fu¨r den Vektor-
raumfall bekannt ist, s. Theorem 2.4.16. Unter anderem erreichen wir an dieser
Stelle die Verbesserung der Resultate von W. Hazod und H.-P. Scheﬄer in [11].
Dort wurde nur der Fall homogener Gruppen und 푛 = 0 behandelt. Wir erhal-
ten hier zum einen eine U¨bertragung auf mehrfache Zerlegbarkeit, zum anderen
aber fu¨r den Fall 푛 = 0 auch die Verallgemeinerung von homogenen Gruppen zu
kontrahierbaren, lokalkompakten Gruppen.
Kapitel 4 bescha¨ftigt sich mit der Selbstzerlegbarkeit von Verteilungen, die ste-
tig einbettbar sind in eine Hemigruppe (휈(푠, 푡))0≤푠≤푡≤1. Betrachten wir den Fall,
dass die Faltung kommutativ ist, erhalten wir Einbettbarkeit in eine stetige
Faltungshalbgruppe (휇푡)푡≥0. Im weiteren Verlauf dieses Kapitels soll die Zer-
legbarkeit in Termen der Erzeugenden Funktionale beschrieben werden. Dazu
wird im Abschnitt 4.2 zuna¨chst die Le´vy-Khinchin-Darstellung von unendlich-
teilbaren Verteilungen beschrieben und anschließend eine kurze Einfu¨hrung in die
Theorie der Erzeugenden Funktionale auf Vektorra¨umen gegeben. Im Abschnitt
4.3 werden Erzeugende Funktionale auf einfach zusammenha¨ngenden nilpoten-
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ten Lie-Gruppen eingefu¨hrt. Dabei wird die sogenannte U¨bersetzungs-Methode
vorgestellt, die eine Eins-zu-Eins-Beziehung zwischen Erzeugenden Funktionalen
auf einer Lie-Gruppe 픾 und auf der zugeho¨rigen Lie-Algebra 핍 beschreibt. Dies
ermo¨glicht die einfachere Untersuchung Erzeugender Funktionale auf einer nilpo-
tenten Lie-Gruppe. A¨hnlich kann man auch den Zusammenhang zwischen kontra-
hierbaren, total unzusammenha¨ngenden Gruppen und p-adischen Gruppen un-
tersuchen, dies wird im Abschnitt 4.4 beschrieben. Im Abschnitt 4.5 untersuchen
wir dann Erzeugende Funktionale 휏 -zerlegbarer Verteilungen. Dabei betrachten
wir insbesondere den Zusammenhang zwischen der 푛-fachen 휏 -Zerlegbarkeit einer
Faltungshalbgruppe und der 푛-fachen 휏 -Zerlegbarkeit des zugeho¨rigen Erzeugen-
den Funktionals.
Nach der U¨bertragung einiger Resultate auf lokalkompakte Gruppen stellt sich
die Frage, welche Ergebnisse auch auf Hypergruppen richtig bleiben. Das letzte
Kapitel 5 widmet sich dieser Fragestellung und gibt einen kurzen Ausblick, welche
Resultate sich auf spezielle Hypergruppen u¨bertragen lassen. Dabei schra¨nken wir
uns auf die von M. Ro¨sler und M. Voit untersuchten Klassen von Hypergruppen
ein (vergleiche [28] und [39]). In den Arbeiten von Ro¨sler und Voit wurde Π푑,
der Kegel positiv semideﬁniter Operatoren auf 핂푑, behandelt, dabei ist 핂 = ℝ
oder ℂ. Zusammen mit einer Faltungsstruktur ∗ hat die Hypergruppe (Π푑, ∗) vie-
le Eigenschaften eines Vektorraums, die fu¨r die U¨bertragung der Resultate aus
Kapitel 3 und 4 hilfreich sind.
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Einfu¨hrung
In diesem einfu¨hrenden Kapitel werden wichtige Notationen, Deﬁnitionen und
Grundlagen zusammengestellt, die in dieser Arbeit Anwendung ﬁnden.
1.1 Grundlagen u¨ber lokalkompakte Gruppen
Wenn nicht anders erwa¨hnt, bezeichnet 픾 eine lokalkompakte Gruppe. Wenn
wir im Folgenden mit abstrakten Gruppen operieren, schreiben wir die Grup-
penoperation als Multiplikation. Nur in Fa¨llen, in denen die Gruppenoperation
oﬀensichtlich eine Addition ist (z.B. ℝ oder ℝ푑), schreiben wir auch eine Additi-
on. Das Symbol 푒 wird im Falle einer multiplikativen Gruppe immer das neutrale
Element bezeichnen.
Deﬁnition 1.1.1. Seien 퐼 eine endliche Indexmenge und {퐺푖}푖∈퐼 eine nicht-
leere Familie von Gruppen. Sei weiterhin
⊗
푖∈퐼 퐺푖 das kartesische Produkt der
Mengen 퐺푖. Fu¨r (푥푖)푖∈퐼 und (푦푖)푖∈퐼 in
⊗
푖∈퐼 퐺푖 deﬁniere (푥푖)푖∈퐼(푦푖)푖∈퐼 :=(푥푖푦푖)푖∈퐼
in
⊗
푖∈퐼 퐺푖. Dies ist das direkte Produkt der Gruppen 퐺푖. Die einzelnen Grup-
pen heißen Faktoren. Das neutrale Element in
⊗
푖∈퐼 퐺푖 ist (푒푖)푖∈퐼 , wobei 푒푖 das
neutrale Element in 퐺푖 bezeichnet.
Fu¨r weitere Details u¨ber direkte Produkte von Gruppen sei der Leser auf [13],
Kapitel 1, Abschnitt 2 verwiesen.
Deﬁnition 1.1.2. Ein topologischer Raum 푋 heißt
(a) kompakt, wenn fu¨r jede U¨berdeckung von 푋 durch oﬀene Mengen eine end-
liche U¨berdeckung existiert,
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(b) lokalkompakt, wenn jeder Punkt in 푋 eine Umgebung 푈 besitzt, so dass die
Hu¨lle 푈 kompakt ist.
Deﬁnition 1.1.3. Sei 푋 ein topologischer Raum.
(a) 푋 heißt zusammenha¨ngend, falls 푋 nicht die disjunkte Vereinigung zweier
nicht-leerer Mengen ist, die beide oﬀen und abgeschlossen sind.
(b) Eine zusammenha¨ngende Teilmenge von 푋 heißt Komponente, falls sie in
keiner weiteren zusammenha¨ngenden Teilmenge enthalten ist.
(c) 푋 heißt total unzusammenha¨ngend, falls alle Komponenten Punkte sind.
Diese Deﬁnitionen und Eigenschaften von kompakten bzw. zusammenha¨ngenden
Ra¨umen sind in [13], Kapitel 1, Abschnitt 3 zu ﬁnden. Im Folgenden wird der
Begriﬀ einer topologischen Gruppe eingefu¨hrt, siehe dazu auch [13], Kapitel 1,
Deﬁnition 4.1.
Deﬁnition 1.1.4. Sei 픾 eine Gruppe und gleichzeitig ein topologischer Raum.
Es gelte:
(i) Die Abbildung (푥, 푦) 7→ 푥푦 von 픾×픾 nach 픾 ist stetig.
(ii) Die Abbildung 푥 7→ 푥−1 von 픾 nach 픾 ist stetig.
Dann heißt 픾 topologische Gruppe.
Im weiteren Verlauf dieser Arbeit werden wir ausschließlich topologische Gruppen
betrachten.
1.2 Homomorphismen
In diesem Abschnitt werden kurz verschiedene Arten von Abbildungen deﬁniert.
Fu¨r weitere Informationen sei der Leser z. B. auf [7] verwiesen.
Deﬁnition 1.2.1. Eine Abbildung 휏 : 픾 → ℍ heißt Homomorphismus zwischen
den Gruppen (픾, ∘, 푒픾) und (ℍ, ★, 푒ℍ) , wenn fu¨r alle 푥, 푦 ∈ 픾 gilt
푓(푥 ∘ 푦) = 푓(푥) ★ 푓(푦).
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Bemerkung 1.2.2. Man bezeichnet eine solche Abbildung auch als strukturer-
haltend. Aus der Deﬁnition folgt sofort, dass 푓(푒픾) = 푒ℍ und 푓(푥
−1) = 푓(푥)−1.
♢
Wir werden uns in dieser Arbeit mit verschiedenen Arten von Homomorphismen
bescha¨ftigen, diese werden im Folgenden eingefu¨hrt.
Deﬁnition 1.2.3. Ein Homomorphismus 휏 : 픾→ ℍ heißt
(a) Isomorphismus, falls 휏 bijektiv ist. Dann ist auch 휏−1 ein Homomorphis-
mus. Wir schreiben Iso(픾,ℍ) fu¨r die Menge aller Isomorphismen von 픾
nach ℍ.
(b) Endomorphismus, falls 픾 = ℍ. D. h. 휏 bildet 픾 in sich selbst ab. Wir
schreiben End(픾) fu¨r die Menge aller Endomorphismen auf 픾.
(c) Automorphismus, falls 휏 Isomorphismus und Endomorphismus ist. Wir
schreiben Aut(픾) fu¨r die Menge aller Automorphismen auf 픾.
Bemerkung 1.2.4. Wir wollen noch einige Anmerkungen zur Notation im wei-
teren Verlauf dieser Arbeit machen.
(a) Mit End+(핍) bezeichnen wir die Menge der nichtnegativ deﬁniten symme-
trischen Operatoren auf einem Vektorraum 핍.
(b) Im Fall topologischer Gruppen wird stets vorausgesetzt, dass Endomorphis-
men, Automorphismen, usw. stetig sind. Daher bezeichnen wir im Folgen-
den mit Aut(픾) die Menge der stetigen Automorphismen auf einer lokal-
kompakten Gruppe 픾. ♢
Man sagt, ein Automorphismus 휏 auf 픾 ist kontrahierend, falls fu¨r alle 푥 ∈ 픾
휏 푘(푥)→ 푒 fu¨r 푘 →∞.
Deﬁnition 1.2.5. Eine lokalkompakte Gruppe 픾 heißt kontrahierbar, falls auf 픾
ein kontrahierender Automorphismus 휏 existiert.
1.3 Lie-Gruppen und Lie-Algebren
Deﬁnition 1.3.1. Eine (reelle) Lie-Gruppe (픾,푀) der Dimension 푑 ≥ 1 ist eine
Gruppe zusammen mit einer (reellen) analytischen Mannigfaltigkeit 푀 , so dass
die Abbildung (푥, 푦) → 푥푦−1 von (der Produkt-Mannigfaltigkeit) 픾 × 픾 nach 픾
analytisch ist.
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Es werden nun unter anderem einige wichtige Deﬁnitionen und Resultate zu Lie-
Gruppen bereitgestellt, die im weiteren Verlauf dieser Arbeit beno¨tigt werden.
Dabei sei auch auf [36], Kapitel III, verwiesen, wir u¨bernehmen hier die folgenden
Notationen. 푀 bezeichne eine analytische Mannigfaltigkeit und ℱ die Menge der
lokalen Funktionen auf der Gruppe 픾 (vergleiche Kapitel I, Abschnitt 2 in [36]).
Fu¨r 푝 ∈ 푀 bezeichne ℱ푝 die Menge der lokalen Funktionen 푓 ∈ ℱ , fu¨r die
푝 ∈ Def(푓).
Deﬁnition 1.3.2. Sei 푝 ∈푀 . Eine Abbildung 푋 : ℱ → 핂 heißt Tangentenvektor
an 푀 in 푝, wenn gilt:
(i) Sind 푔, 푓 ∈ ℱ푝, Def(푓) ⊂ Def(푔) und ist 푔∣Def(푓) = 푓 , dann gilt 푋(푓) =
푋(푔).
(ii) Ist 훼 ∈ 핂 und sind 푔, 푓 ∈ ℱ푝, so ist 푋(훼푓 + 푔) = 훼푋(푓) +푋(푔).
(iii) Sind 푔, 푓 ∈ ℱ푝, so ist 푋(푓푔) = 푋(푓)푔(푝) + 푓(푝)푋(푔).
Der Punkt 푝 heißt Fußpunkt von 푋. Man nennt den 핂-Vektorraum (siehe [36],
Kapitel III, Abschnitt 1.1)
푀푝 := {푋 : 푋 Tangentenvektor an 푀 in 푝}
den Tangentialraum an 푀 in 푝.
Man bezeichnet den Tangentialraum an eine Gruppe 픾 in deren neutralem Ele-
ment 푒 mit
∘
픾. Die Elemente von
∘
픾 nennt man Diﬀerentialelemente der Gruppe
픾. Wir werden spa¨ter verwenden, dass der Tangentialraum an eine Lie-Gruppe
픾 eine Lie-Algebra ist. Daru¨ber hinaus werden wir uns mit dem Zusammenhang
zwischen den Elementen der Lie-Gruppe und der Lie-Algebra bescha¨ftigen.
Deﬁnition 1.3.3. Sei 핂 ein kommutativer Ko¨rper. Eine Lie-Algebra u¨ber 핂
ist ein 핂-Vektorraum 퐴 zusammen mit einer Abbildung [⋅, ⋅] : 퐴 × 퐴 → 퐴, die
folgende Eigenschaften besitzt:
(i) [⋅, ⋅] ist bilinear,
(ii) fu¨r alle 푥 ∈ 퐴 ist [푥, 푥] = 0,
(iii) fu¨r alle 푥, 푦, 푧 ∈ 퐴 gilt die Jacobi-Identita¨t, d.h. es ist
[[푥, 푦], 푧] + [[푦, 푧], 푥] + [[푧, 푥], 푦] = 0.
12
1.3 Lie-Gruppen und Lie-Algebren
Die Abbildung [⋅, ⋅] heißt der Kommutator in 퐴.
Deﬁnition 1.3.4. Seien 픾 eine Lie-Gruppe und 푘 : 픾×픾→ 픾 die Abbildung,
die durch 푘(푥, 푦) := 푥푦푥−1푦−1 deﬁniert wird. Dann schreiben wir den Term 2-
ter Ordnung der Taylorentwicklung von 푘 in (푒, 푒) als [푥, 푦] und bezeichnen die
Abbildung [ , ] :
∘
픾 ×
∘
픾 →
∘
픾 mit (푥, 푦) → [푥, 푦] als den Kommutator der Lie-
Gruppe 픾.
Bemerkung 1.3.5. Wir ko¨nnen also die zu einer Lie-Gruppe geho¨rige Lie-
Algebra beschreiben und auf dieser Automorphismen untersuchen.
(a) Ist 픾 eine Lie-Gruppe, dann ist der Vektorraum
∘
픾 zusammen mit dem
Kommutator [푥, 푦] eine Lie-Algebra u¨ber 핂 = ℝ. Man sagt,
∘
픾 ist die zu 픾
geho¨rige Lie-Algebra oder die Lie-Algebra von 픾. Fu¨r weitere Details sei
der Leser auf [36], Kapitel III, Abschnitt 3.1 verwiesen.
(b) Zu einer Lie-Algebra (핍, [⋅, ⋅]) bezeichne nun Aut(핍) die Gruppe der Lie-
Algebra-Automorphismen, d. h. alle 휏 ∈ GL(핍), fu¨r die gilt 휏([푥, 푦]) =
[휏(푥), 휏(푦)] fu¨r alle 푥, 푦 ∈ 핍. ♢
Wir nennen eine Lie-Gruppe 픾mit Lie-Algebra ℍ exponentiell, falls die Exponen-
tial-Abbildung ein 풞∞-Isomorphismus ist. Es sei angemerkt, dass in der Literatur
eine exponentielle Lie-Gruppe nicht immer auf die gleiche Weise deﬁniert wird.
Beispielsweise wird eine Lie-Gruppe auch exponentiell genannt, wenn die Ex-
ponentialabbildung von der Lie-Algebra auf die Lie-Gruppe bijektiv (siehe [5],
Abschnitt 1), ein Homeomorphismus (siehe [24], Deﬁnition 1), ein Diﬀeomorphis-
mus (siehe [17], Kapitel 7, Abschnitt 3.1) oder surjektiv ist (siehe [6], Deﬁnition
0.1).
Deﬁnition 1.3.6. Sei 픾 eine exponentielle Lie-Gruppe mit Lie-Algebra 핍 und
sei log := ln := exp−1 (deﬁniert auf im(exp) ⊂ 픾). Fu¨r 푎 ∈ Aut(픾) deﬁniert
man 푎∘ : 핍→ 핍 durch
푎∘(푥) = log(푎(exp(푥))), fu¨r 푥 ∈ 핍.
Das nachfolgende Theorem beschreibt den Zusammenhang zwischen Automor-
phismen auf der Lie-Gruppe 픾 und auf der zugeho¨rigen Lie-Algebra 핍, fu¨r den
Beweis siehe [15], Abschnitt XII, Theorem 2.1.
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Theorem 1.3.7. Sei 픾 eine einfach zusammenha¨ngende Lie-Gruppe mit Lie-
Algebra 핍, dann wird durch 푎 7→ 푎∘ ein Isomorphismus von Aut(픾) nach Aut(핍)
deﬁniert. Insbesondere ist Aut(픾) isomorph zu Aut(핍), einer abgeschlossenen
Untergruppe von GL(핍), und somit eine Lie-Gruppe.
Fu¨r die folgenden Aussagen u¨ber kontrahierende Ein-Parameter-Gruppen sei auf
[12], Kapitel I, Abschnitt III verwiesen.
Deﬁnition und Proposition 1.3.8. Sei 퐸 ∈ End(핍). Fu¨r 푡 ∈ ℝ×+ deﬁniert
man 푡퐸 := exp(ln(푡)퐸). Dann ist 푇퐸 := (푡퐸)푡>0 eine stetige Ein-Parameter-
Untergruppe von GL(핍) mit multiplikativer Parametrisierung 푡퐸푠퐸 = (푡푠)퐸 fu¨r
푡, 푠 > 0 und
퐸 = lim
푡→1
1
푡− 1(푡
퐸 − 퐼) = 푑
푑푡
푡퐸∣푡=1.
Fu¨r die Eigenwerte erha¨lt man Spec(푡퐸) = {푡푧 : 푧 ∈ Spec(퐸)} fu¨r 푡 ∈ ℝ×+∖{1}.
Die Gruppe 푇퐸 ist kontrahierend, falls Re(푧) > 0 fu¨r alle 푧 ∈ Spec(퐸). Man
nennt eine stetige Ein-Parameter-Gruppe (푎푡)푡>0 ⊂ Aut(픾) kontrahierend, falls
푎푡(푥)→ 푒 fu¨r 푡→ 0. Insbesondere ist dann 푎푡 kontrahierend fu¨r alle 0 < 푡 < 1.
Deﬁnition 1.3.9. Sei 픾 eine Lie-Gruppe. Eine kontrahierende Ein-Parameter-
Gruppe (훿푡)푡>0 ⊂ Aut(픾) heißt Gruppe von Dilatationen, wenn der Exponent 퐸
von {훿0푡 = 푡퐸, 푡 > 0} diagonal ist bzgl. einer geeigneten Vektorraum-Basis von 핍.
Eine wichtige Klasse von Gruppen sind nilpotente Gruppen. Fu¨r die Deﬁnition
beno¨tigen wir zuna¨chst den Begriﬀ der Zentralreihe von Gruppen, es sei dabei
auch auf Kapitel IV, Abschnitt 2 in [36] verwiesen.
Deﬁnition 1.3.10. Sei 픾 eine topologische Gruppe. Man deﬁniert rekursiv
퐶
0픾 := 픾 und 퐶푖픾 := (픾, 퐶푖−1픾),
dabei bezeichnet (퐴,퐵) die von den Elementen 푎푏푎−1푏−1, mit 푎 ∈ 퐴 und 푏 ∈ 퐵,
erzeugte Untergruppe und (퐴,퐵) den Abschluss dieser Untergruppe.
Somit erha¨lt man die Reihe
픾 = 퐶0픾⊳ 퐶1픾⊳ . . .
von abgeschlossenen topologisch charakteristischen Untergruppen (d. h. invariant
unter allen Automorphismen) von 픾. Diese Reihe nennt man die topologisch
absteigende Zentralreihe von 픾.
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Nun ko¨nnen wir nilpotente Gruppen deﬁnieren, vergleiche auch [36], Kapitel IV,
Abschnitt 2, Satz 1 und Deﬁnition 3.
Satz 1.3.11. Eine topologische Gruppe 픾 heißt nilpotent, wenn eine der beiden
folgenden a¨quivalenten Aussagen gilt:
(i) Es existiert eine endliche Reihe
픾 = 픾0 ⊳픾1 ⊳ . . .⊳픾푠 = {푒}
von abgeschlossenen Normalteilern von 픾 mit (픾,픾푖) ⊂ 픾푖+1.
(ii) Es existiert ein 푛 ∈ ℕ mit 픾⊳ 퐶1픾⊳ . . .⊳ 퐶푛픾 = {푒}.
Es sei bemerkt, dass die Exponentialabbildung exp :
∘
픾→ 픾 im Falle einfach zu-
sammenha¨ngender nilpotenter Lie-Gruppen ein 풞∞-Isomorphismus ist (vergleiche
auch [12], Abschnitt 2.1 I).
Deﬁnition 1.3.12. Sei 픾 eine einfach zusammenha¨ngende, nilpotente Lie-Gruppe
mit Lie-Algebra 핍 ∼= ℝ푑. 픾 heißt homogene Gruppe, falls auf 픾 eine Gruppe von
Dilatationen (훿푡)푡>0 existiert. Als Vektorraumbasis wird dabei eine an die Zen-
tralreihe adaptierte Basis gewa¨hlt.
Kontrahierbare, zusammenha¨ngende, lokalkompakte Gruppen sind homogene Grup-
pen, und umgekehrt, siehe dazu auch Abschnitt 2.1 in [12].
Deﬁnition 1.3.13. Eine lokalkompakte Gruppe 픾 heißt aperiodisch, falls 픾 keine
(nicht-triviale) kompakte Untergruppe entha¨lt. Aperiodische Gruppen sind Lie-
Gruppen (siehe dazu auch [12], Deﬁnition 2.0.17).
1.4 Unendlich-teilbare Maße und Faltungshalb-
gruppen
In diesem Abschnitt wird ein kurzer U¨berblick u¨ber Unendlich-Teilbarkeit und
Faltungshalbgruppen gegeben, vergleiche dazu [1], Abschnitt 29. Dabei bezeich-
net 풫(픾) die Menge aller Wahrscheinlichkeitsmaße auf 픾.
Deﬁnition 1.4.1. Ein Maß 휇 ∈ 풫(픾) heißt unendlich-teilbar, wenn zu jedem
푛 ∈ ℕ ein Maß 휇푛 ∈ 풫(픾) existiert, so dass:
휇 = 휇푛 ∗ . . . ∗ 휇푛 =: 휇∗푛푛 .
Mit ID(픾) bezeichnen wir die Menge der unendlich-teilbaren Maße auf 픾.
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Satz 1.4.2. Sei 픾 = ℝ푑. Ist 휇 unendlich-teilbares Maß in 풫(ℝ푑), so gilt:
휇ˆ(푥) ∕= 0 fu¨r alle 푥 ∈ ℝ푑.
Es gibt genau eine stetige Abbildung 퐿 : ℝ푑 → ℝ mit 퐿(0) = 0 und
휇ˆ = ∣휇ˆ∣푒푖퐿.
Lemma 1.4.3. Seien 휇 und 휈 unendlich-teilbare Verteilungen auf 픾, dann gilt:
(a) 휇푛 ∗ 휈푛 = 휈푛 ∗ 휇푛 fu¨r alle 푛 ∈ ℕ⇒ 휇 ∗ 휈 ∈ ID(픾).
(b) Sei 푇 ein Endomorphismus auf 픾, dann ist 푇 (휇) unendlich-teilbar.
Deﬁnition 1.4.4. Sei (휇푡)푡∈ℝ+ eine Familie von Wahrscheinlichkeitsmaßen auf
픾. Gilt dann
휇푡+푠 = 휇푡 ∗ 휇푠 fu¨r alle 푠, 푡 ∈ ℝ+,
so heißt (휇푡)푡∈ℝ+ eine Faltungshalbgruppe von Wahrscheinlichkeitsmaßen auf 픾.
Die Faltungshalbgruppe heißt stetig, wenn die Abbildung 푡 7→ 휇푡 von ℝ+ in 풫(픾)
vag (und damit auch schwach) stetig ist.
Weiter heißt 휇 einbettbar, falls eine stetige Faltungshalbgruppe (휇푡)푡≥0 existiert
mit 휇1 = 휇. 픈(픾) bezeichne die Menge der stetig einbettbaren Maße auf 픾.
Satz 1.4.5. Sei 픾 eine homogene Gruppe, dann ist ID(픾) = 픈(픾) und 픈(픾) ist
abgeschlossen unter schwacher Konvergenz.
Beweis. Homogene Gruppen sind gleichgradig wurzelkompakt (siehe [12], Propo-
sition 1.6.10) und somit folgt aus Theorem 2.0.20 in [12], dass ID(픾) = 픈(픾). Da
die Menge der unendlich-teilbaren Verteilungen wegen der Wurzelkompaktheit
abgeschlossen ist, folgt somit auch die zweite Behauptung.
Deﬁnition 1.4.6. Sei (휇푠,푡)푠≤푡, 푠, 푡 ∈ 퐼 ⊂ [−∞,∞], 퐼 ein Intervall, eine Familie
von Wahrscheinlichkeitsmaßen auf 픾. Man nennt (휇푠,푡)푠≤푡 eine stetige Hemigrup-
pe auf dem Intervall 퐼, falls (푠, 푡) → 휇푠,푡 stetig ist und 휇푠,푡 ∗ 휇푡,푟 = 휇푠,푟 fu¨r alle
푠 ≤ 푡 ≤ 푟. Wir setzen voraus, dass 휇푠,푠 = 휀푒 fu¨r alle 푠 ∈ 퐼. Ist (휇푡)푡≥0 eine stetige
Faltungshalbgruppe, dann wird durch (휇푠,푡 := 휇푡−푠)푠≤푡 eine stetige Hemigruppe
auf ℝ deﬁniert.
Proposition 1.4.7. Fu¨r jede Faltungshalbgruppe (휇푡)푡∈ℝ+ von Wahrscheinlich-
keitsmaßen auf einer aperiodischen Gruppe 픾 gilt 휇0 = 휀푒.
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Die Beziehung zu unendlich-teilbaren Verteilungen wird durch folgenden Satz
hergestellt:
Satz 1.4.8. (i) Jedes der Maße einer Faltungshalbgruppe (휇푡)푡∈ℝ+ von Wahr-
scheinlichkeitsmaßen auf 픾 ist unendlich-teilbar.
(ii) Fu¨r 픾 = ℝ푑 gilt: Ist 휇 ein unendlich-teilbares Maß auf ℝ푑 und 푡0 eine po-
sitive reelle Zahl, so gibt es genau eine stetige Faltungshalbgruppe (휇푡)푡∈ℝ+ von
Wahrscheinlichkeitsmaßen auf ℝ푑 mit 휇푡0 = 휇.
Auf lokalkompakten Gruppen ist eine stetige Faltungshalbgruppe im Allgemeinen
nicht eindeutig durch ein einziges Maß 휇 := 휇1 bestimmt. Daher verwendet man
die Notation 휇∙ := (휇푡)푡≥0 im Gegensatz zur u¨blichen Schreibweise (휇푡)푡≥0 im
Vektorraum. Im Kapitel 4 werden spa¨ter Erzeugende Funktionale eingefu¨hrt, mit
deren Hilfe man stetige Faltungshalbgruppen eindeutig charakterisieren kann,
siehe dazu auch Abschnitt 2.0 in [12] und Abschnitt IV, 4.5 in [14].
1.5 Hypergruppen
In diesem Abschnitt wird zuna¨chst die Axiomatik einer Hypergruppe bereitge-
stellt, dazu sei auch auf [2], Abschnitt 1.1 verwiesen. Fu¨r einen lokalkompakten
(Hausdorﬀ-) Raum 푅 bezeichne nun ℳ(푅) die Menge der Radon-Maße auf 푅,
ℳ푏(푅) die Menge der beschra¨nkten Radon-Maße und 풫(푅) analog zum Grup-
penfall die Menge der Wahrscheinlichkeitsmaße auf 푅.
Deﬁnition 1.5.1. Es sei 푅 ein lokalkompakter (Hausdorﬀ-) Raum. (푅, ∗) heißt
Hypergruppe, falls die folgenden Bedingungen erfu¨llt sind:
(i) Auf dem Vektorraum (ℳ푏(푅),+) ist eine weitere bina¨re Operation gegeben,
bezu¨glich derer (ℳ푏(푅),+, ∗) eine Algebra ist.
(ii) Fu¨r 푥, 푦 ∈ 푅 ist 휀푥 ∗ 휀푦 ∈ 풫(푅) und 푠푢푝푝(휀푥 ∗ 휀푦) kompakt.
(iii) Die Abbildung (휇, 휈) 7→ 휇∗휈 von 풫(푅)×풫(푅) nach 풫(푅) ist stetig bezu¨glich
der schwachen Topologie.
(iv) Die Abbildung (푥, 푦) 7→ 푠푢푝푝(휀푥 ∗ 휀푦) von 푅 × 푅 nach 풞(푅) := {퐶 ⊆ 푅 :
퐶 ∕= ∅, 퐶 kompakt} ist stetig. Dabei ist 풞(푅) mit der Michael-Topologie
versehen.
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(v) Es existiert ein (eindeutig bestimmtes) neutrales Element 푒 ∈ 푅, so dass
휀푥 ∗ 휀푒 = 휀푒 ∗ 휀푥 = 휀푥 fu¨r alle 푥 ∈ 푅 gilt.
(vi) Es existiert eine (eindeutig bestimmte) Involution (d.h. ein Homo¨omorphis-
mus 푥 7→ 푥− von 푅 nach 푅 mit der Eigenschaft (푥−)− = 푥 fu¨r alle 푥 ∈ 푅),
so dass (휀푥 ∗ 휀푦)− = 휀푦− ∗ 휀푥− fu¨r alle 푥, 푦 ∈ 푅 erfu¨llt ist, wobei 휇− das
Bildmaß von 휇 unter der Involution bezeichnet.
(vii) Fu¨r 푥, 푦 ∈ 푅 gilt genau dann 푒 ∈ 푠푢푝푝(휀푥 ∗ 휀푦), wenn 푥 = 푦−.
Die Operation ∗ wird als Faltung bezeichnet. Zum Beispiel ist jede lokalkompak-
te Gruppe 픾, bei der ℳ푏(픾) die von der Gruppenoperation erzeugte Faltung
besitzt, eine Hypergruppe. Man nennt eine Hypergruppe (푅, ∗) kommutativ, falls
(푀 푏(푅),+, ∗) eine kommutative Algebra ist. Fu¨r weitere Beispiele von Hyper-
gruppen siehe auch [2], Kapitel 1.
Deﬁnition 1.5.2. Ein nichttriviales Maß 휔푅 ∈ ℳ+(푅) heißt linkes (bzw. rech-
tes) Haarmaß der Hypergruppe 푅, falls 휀푥 ∗ 휔푅 = 휔푅 (bzw. 휔푅 ∗ 휀푥 = 휔푅) fu¨r
alle 푥 ∈ 푅 gilt. 휔푅 heißt Haarmaß, falls 휔푅 linkes und rechtes Haarmaß der
Hypergruppe ist.
Dass auf bestimmten Hypergruppen stets Haarmaße existieren, liefert der folgen-
de Satz, dazu sei auf die Theoreme 1.3.15 und 1.3.28 in [2] verwiesen.
Satz 1.5.3. Sei 푅 eine Hypergruppe.
(a) Ist 푅 kommutativ, so existiert ein Haarmaß 휔푅.
(b) Ist 푅 kompakt, dann existiert ein Haarmaß 휔푅.
1.6 Normen auf lokalkompakten Gruppen
In diesem Abschnitt wird ein kurzer U¨berblick u¨ber Normen auf lokalkompakten
Gruppen gegeben. Zuna¨chst werden dazu Gruppen- und Automorphismennormen
deﬁniert.
Deﬁnition 1.6.1. Seien 픾 eine lokalkompakte Gruppe mit neutralem Element 푒
und 퐻 ⊆ Aut(픾) eine Untergruppe.
(a) ∣ ⋅ ∣ : 픾→ ℝ+ heißt Gruppennorm auf 픾, falls
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(i) ∣ ⋅ ∣ stetig auf 픾,
(ii) ∣푥∣ = ∣푥−1∣,
(iii) ∣푥∣ = 0⇔ 푥 = 푒.
Gilt daru¨ber hinaus
(iv) ∣푥푦∣ ≤ ∣푥∣+ ∣푦∣ fu¨r alle 푥, 푦 ∈ 픾
dann spricht man von einer subadditiven Gruppennorm. In diesem Fall
wird durch 훿 : (푥, 푦) 7→ ∣푥푦−1∣ eine mit der Topologie vertra¨gliche links-
invariante Metrik deﬁniert.
(b) ∥.∥ : 퐻 7→ ℝ×+ heißt Automorphismennorm, falls
(i) ∥.∥ stetig auf 퐻,
(ii) ∥.∥ submultiplikativ,
(iii) ∥휎∥ ∕= 0 fu¨r alle 휎 ∈ 퐻,
(iv) ∣휎푥∣ ≤ ∥휎∥∣푥∣.
Wir beno¨tigen im Rahmen dieser Arbeit ha¨uﬁg homogene Normen und deren
Eigenschaften, welche im Folgenden dargestellt werden, siehe dazu auch in [12],
Abschnitt 2.7 IV, Proposition 2.7.26.
Deﬁnition und Proposition 1.6.2. (a) Sei 픾 eine einfach zusammenha¨ngen-
de nilpotente Lie-Gruppe mit Dilatationen (훿푡)푡>0. Eine Funktion ∣ ⋅ ∣ : 픾→
ℝ+ heißt homogene Norm bzgl. (훿푡), falls
(i) ∣훿푡푥∣ = 푡∣푥∣ fu¨r 푥 ∈ 픾×, 푡 > 0,
(ii) ∣푥∣ = ∣푥−1∣ fu¨r 푥 ∈ 픾,
(iii) ∣푥∣ = 0⇔ 푥 = 푒.
Dabei ist wie u¨blich 픾× := 픾∖{푒}.
(b) Fu¨r eine Konstante 푐 > 0 gilt dann ∣푥푦∣ ≤ 푐(∣푥∣+ ∣푦∣).
(c) Auf einer homogenen Gruppe sind alle homogenen Normen bzgl. einer Gruppe
von Dilatationen (훿푡) a¨quivalent.
(d) Eine homogene Norm heißt subadditiv, falls 푐 = 1, d. h. ∣푥푦∣ ≤ ∣푥∣+ ∣푦∣.
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(e) Fu¨r eine subadditive homogene Norm wird durch 푑(푥, 푦) := ∣푥−1푦∣ eine
rechts-invariante Metrik auf 픾 deﬁniert.
(f) Auf einer kontrahierbaren Gruppe mit Dilatationen (훿푡)푡>0 existiert stets
eine homogene subadditive Norm ∣ ⋅ ∣.
Mithilfe homogener Normen kann man nun auch Automorphismennormen kon-
struieren und deren Eigenschaften untersuchen, siehe auch Abschnitt 2.10 II,
Proposition 2.10.15 in [12].
Deﬁnition 1.6.3. Sei ℬ := Cent((훿푡)푡>0,Aut(픾)). Fu¨r 휏 ∈ Aut(픾) deﬁniert
man eine Automorphismennorm durch:
∥휏∥ := sup
푥 ∕=푒
∣휏(푥)∣
∣푥∣ .
Diese Norm ∥ ⋅ ∥ wird kanonische Automorphismennorm zu ∣ ⋅ ∣ genannt. Falls
nichts anderes festgelegt ist, sind Automorphismennormen stets auf ganz Aut(픾)
deﬁniert.
Bemerkung 1.6.4. Die so deﬁnierte Automorphismennorm hat unter anderem
die folgenden Eigenschaften:
(a) ∥.∥ ist ein stetiges submultiplikatives Funktional, das eine linksinvariante
Metrik auf ℬ deﬁniert durch 푑(휏, 휎) := log ∥휏−1휎∥.
(b) ∣푥∣ ⋅ ∥휏−1∥−1 ≤ ∣휏(푥)∣ ≤ ∥휏∥ ⋅ ∣푥∣ fu¨r 휏 ∈ ℬ und 푥 ∈ 픾.
(c) Fu¨r homogene Gruppen 픾 und eine Kontraktion 휏 ∈ Aut(픾) existieren
Dilatationen (훿푡)푡>0 mit zugeho¨riger subadditiver Norm ∣ ⋅ ∣ mit ∣훿푡푥∣ = 푡∣푥∣,
푥 ∈ 픾, so dass 휏훿푡 = 훿푡휏 fu¨r alle 푡 > 0, vergleiche 2.1.13 in [12]. ♢
(d) Fu¨r homogene Gruppen 픾 und eine Kontraktion 휏 ∈ Aut(픾)∩Cent((훿푡)푡>0)
gilt
∥휏∥ = sup
푥 ∕=푒
∣휏(푥)∣
∣푥∣ = sup∣푥∣=1 ∣휏(푥)∣.
In der folgenden Proposition werden Ungleichungen fu¨r Automorphismennormen
dargestellt (siehe auch [12], Abschnitt 2.14 VII, 2.14.23), die wir fu¨r die Hauptre-
sultate dieser Arbeit beno¨tigen werden.
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Proposition 1.6.5. Sei 픾 eine kontrahierbare Lie-Gruppe mit Dilatationen (훿푡)
und einer subadditiven homogenen Norm ∣ ⋅ ∣. Fu¨r 휏, 휎 ∈ Cent((훿푡),Aut(픾)) gilt
dann
(a) ∥휏−1∥−푛 ⋅ ∣푥∣ ≤ ∣휏푛(푥)∣ ≤ ∥휏푛∥ ⋅ ∣푥∣,
(b) ∥휎휏∥ ≤ ∥휎∥ ⋅ ∥휏∥.
(c) Ist ∥휏∥ ≤ 1 und ist ∥휏푚0∥ < 1 fu¨r ein 푚0 ∈ ℕ, dann folgt mit 푟 := ∥휏푚0∥
1
2푚0
∣휏 푘(푥)∣ ≤ 푟푘∣푥∣ fu¨r 푘 ≥ 푚0 und ∣휏 푘(푥)∣ ≤ ∣푥∣ fu¨r 0 ≤ 푘 < 푚0
Mit 휌 := ∥휏∥ und 푅 := ∥휏−1∥ folgt
푅−푛∣푥∣ ≤ ∣휏푛(푥)∣ ≤ 휌푛∣푥∣ fu¨r alle 푛 ∈ ℕ.
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Kapitel 2
Stabile und selbstzerlegbare
Verteilungen auf ℝ푑
In diesem Kapitel wird zuna¨chst eine U¨bersicht u¨ber bisherige Arbeiten zu Semi-
Selbstzerlegbarkeit und Selbstzerlegbarkeit auf ℝ bzw. ℝ푑 gegeben. Eine Vertei-
lung 휇 ∈ 풫(ℝ푑) heißt selbstzerlegbar, wenn fu¨r alle 푐 ∈ [0, 1] eine Verteilung 휇푐
existiert, so dass gilt:
휇 = 푐휇 ∗ 휇푐.
Dabei bezeichnet 푐휇 das Bildmaß unter 푥 7→ 푐푥. Nun gibt es zwei verschiede-
ne Verallgemeinerungen dieser Selbstzerlegbarkeit, und zwar auf der einen Seite
die Verallgemeinerung von Bunge und Loe`ve (vergl. dazu [4] und [18]) und auf
der anderen Seite die von Maejima und Naito (siehe [19]). In den Arbeiten von
Maejima und Naito wurde die Semi-Selbstzerlegbarkeit und spa¨ter die Operator-
Semi-Selbstzerlegbarkeit als eine Erweiterung der Selbstzerlegbarkeit eingefu¨hrt.
Bunge hingegen hat die so genannte C-Zerlegbarkeit betrachtet, was bereits eine
Erweiterung der c-Zerlegbarkeit von Loe`ve war. Hier wird zuna¨chst eine Arbeit
von Maejima und Naito, [19], vorgestellt. Im Anschluss werden einige Resulta-
te der Arbeiten von Maejima, Sato und Watanabe, siehe [20], behandelt, die
nochmals eine Erweiterung der beiden bereits erwa¨hnten Richtungen sind. Die
Bunge-Klassen sind dabei ein Spezialfall.
2.1 (Semi-)Stabilita¨t
Wir bescha¨ftigen uns in diesem Abschnitt mit stabilen Verteilungen, den mo¨gli-
chen Limiten von zeilenweise aus inﬁnitesimalen Dreieckssystemen gebildeten
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Summen normierter, unabha¨ngiger, identisch verteilter Zufallsvariabler. Betrach-
tet man die Konvergenz solcher normierten Summen entlang von speziellen Teil-
folgen, so bezeichnet man den Grenzwert als semi-stabile Zufallsvariable. Im Fol-
genden werden unter anderem (semi-)stabile und Operator-(semi-)stabile Vertei-
lungen deﬁniert, es sei dazu auch auf die Abschnitte 3 und 7 in [22] verwiesen.
Deﬁnition 2.1.1. Ein Maß 휇 ∈ 풫(ℝ푑) heißt voll, falls der Tra¨ger von 휇 in
keinem echten aﬃnen Unterraum von ℝ푑 liegt.
Deﬁnition 2.1.2. Seien 푋,푋1, 푋2, . . . unabha¨ngige, identisch verteilte Zufalls-
variablen auf ℝ푑 mit gemeinsamer Verteilung 휇. Sei weiterhin 푌 eine Zufalls-
variable mit Verteilung 휈 und sei 휈 voll. Dann heißt 휈 Operator-semistabil, falls
lineare Operatoren (퐴푛)푛≥0 auf ℝ푑, (푘푛)푛≥0 ⊂ ℕ mit 푘푛 →∞ und
푘푛+1/푘푛 → 푟 ≥ 1
und (푏푛)푛≥0 ⊂ ℝ푑 existieren, so dass
퐴푛(푋1 + . . .+푋푘푛) + 푏푛
푑→ 푌.
Fu¨r die Verteilungen bedeutet dies a¨quivalent
퐴푛(휇
∗푘푛) ∗ 휀푏푛 푤→ 휈.
Nach [22], Theorem 7.1.1 gilt, dass 휇 genau dann Operator-semistabil ist, wenn
휇 ∈ ID(ℝ푑) und 푐 ∈ ℕ, 푎 ∈ ℝ푑 und ein Operator 퐴 ∈ GL(ℝ푑) existieren, so dass
휇∗푐 = 퐴(휇) ∗ 휀푎.
Fu¨r 푘푛 = 푛 erhalten wir Operator-stabile Verteilungen, ein Spezialfall von Opera-
tor-semistabilen Verteilungen.
Deﬁnition 2.1.3. Seien 푋,푋1, 푋2, . . . unabha¨ngige, identisch verteilte Zufalls-
variablen auf ℝ푑 mit gemeinsamer Verteilung 휇. Sei weiterhin 푌 eine Zufallsva-
riable mit Verteilung 휈 und sei 휈 voll. Dann heißt 휈 Operator-stabil, falls lineare
Operatoren (퐴푛)푛≥0 auf ℝ푑 und (푏푛)푛≥0 ⊂ ℝ푑 existieren, so dass
퐴푛(푋1 + . . .+푋푛) + 푏푛
푑→ 푌.
Fu¨r die Verteilungen bedeutet dies a¨quivalent:
퐴푛(휇
∗푛) ∗ 휀푏푛 푤→ 휈.
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Nach [22], Theorem 7.2.1 gilt, dass 휇 genau dann Operator-stabil ist, wenn 휇
einbettbar ist in eine Faltungshalbgruppe 휇푡, so dass fu¨r alle 푡 ≥ 0
휇푡 = 푡퐸(휇) ∗ 휀푎푡
fu¨r geeignete Shifts 푎푡 ∈ ℝ푑 und 퐸 ∈ End(핍). Man nennt 휇 dann (푡퐸)-stabil. Wir
ko¨nnen nun stabile Verteilungen deﬁnieren.
Deﬁnition 2.1.4. Sei 푌 eine Zufallsvariable mit Verteilung 휈 und sei 휈 voll.
Dann heißt 휈 (bzw. 푌 ) stabil, falls 휈 (푡퐸)-Operator-stabil ist mit 퐸 = 푎퐼 fu¨r
푎 ∈ ℝ×. Man nennt 훼 = 1/푎 den Index von 휈.
Analog kann man auch semistabile Verteilungen bzw. Zufallsvariablen deﬁnieren.
Deﬁnition 2.1.5. Sei 푌 eine Zufallsvariable mit Verteilung 휈 und sei 휈 voll.
Dann heißt 휈 (bzw. 푌 ) (b,c)-semistabil, falls 휈 (퐵, 푐) Operator-semistabil ist mit
푐 > 1 und 퐵 = 푏퐼 fu¨r 푏 ∈ ℝ×+. Man nennt 훼 = log 푐/ log 푏 den Index von 휈.
Operator-(semi-)stabile Verteilungen sind immer auch unendlich-teilbar, siehe da-
zu Abschnitt 7 in [22]. Dies gilt auch fu¨r (Operator-)selbstzerlegbare Verteilungen,
die im na¨chsten Abschnitt betrachtet werden.
2.2 (Operator-)Selbstzerlegbarkeit
Selbstzerlegbare Verteilungen sind eine Verallgemeinerung von stabilen Vertei-
lungen. Sie treten als Grenzverteilungen normierter Summen unabha¨ngiger Zu-
fallsvariablen auf, die nicht notwendigerweise identisch verteilt sein mu¨ssen, aber
ein inﬁnitesimales Dreieckssystem bilden. Genauso wie Semi-Stabilita¨t als Er-
weiterung von stabilen Verteilungen betrachtet wurde, kann man auch Semi-
Selbstzerlegbarkeit untersuchen. Dabei sind semi-selbstzerlegbare Verteilungen
Grenzverteilungen von Teilfolgen normierter Summen unabha¨ngiger Zufallsvaria-
blen. In diesem Abschnitt werden selbstzerlegbare und Operator-selbstzerlegbare
Verteilungen eingefu¨hrt.
Deﬁnition 2.2.1. Seien 푋1, 푋2, . . . unabha¨ngige Zufallsvariable auf ℝ푑 und ha-
be 푋푛 die Verteilung 휇푛. Sei weiterhin 푌 eine Zufallsvariable mit Verteilung 휈
und sei 휈 voll. Dann heißt 휈 Operator-selbstzerlegbar, falls (푏푛)푛≥1 ⊂ ℝ푑 und
beschra¨nkte lineare Operatoren (퐴푛)푛≥0 auf ℝ푑 existieren, so dass das Dreiecks-
system
{퐴푛(푋푘) : 1 ≤ 푘 ≤ 푛, 1 ≤ 푛}
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inﬁnitesimal ist und
퐴푛(푋1 + . . .+푋푛) + 푏푛
푑→ 푌.
Fu¨r die Verteilungen bedeutet dies a¨quivalent:
퐴푛(휇1 ∗ ⋅ ⋅ ⋅ ∗ 휇푛) ∗ 휀푏푛 푤→ 휈.
Um Operator-selbstzerlegbare Verteilungen zu charakterisieren, beno¨tigt man
zuna¨chst folgende Deﬁnitionen (siehe auch 2.3 und 3.3 in [16]):
Deﬁnition 2.2.2. Seien 휇 ∈ 풫(ℝ푑) und 퐴 ∈ End(ℝ푑).
(a) Man nennt 휇 퐴-zerlegbar, falls eine Verteilung 휇퐴 ∈ 풫(ℝ푑) existiert, so
dass
휇 = 퐴휇 ∗ 휇퐴.
(b) D(휇) := {퐴 ∈ End(ℝ푑) : 휇 ist 퐴-zerlegbar}. D(휇) heißt Urbanik-Zerlegbar-
keits-Halbgruppe von 휇.
(c) 풜(휇) := {퐴 ∈ End(ℝ푑) : 휇 = 퐴휇 ∗ 휀푎 fu¨r einen Vektor 푎} heißt Halbgruppe
der Symmetrien von 휇. Oﬀensichtlich gilt 풜(휇) ⊂ D(휇).
Bemerkung 2.2.3. Oﬀensichtlich gilt:
(a) Jede Verteilung 휇 ist 퐼- und 0-zerlegbar, wobei mit 퐼 und 0 die Identita¨t
und der Null-Operator bezeichnet werden.
(b) D(휇) ist eine abgeschlossene Halbgruppe, denn fu¨r 퐴,퐵 ∈ D(휇) folgt di-
rekt 휇 = (퐴퐵)휇 ∗ (퐴휇퐵 ∗ 휇퐴). Die Abgeschlossenheit folgt aus dem Shift-
Kompaktheits-Theorem, siehe Theorem 3.1.9 (es sei auch auf [16], Theorem
1.7.1 bzw. [26], Theorem 2.1 verwiesen). ♢
Dies fu¨hrt nun zur Charakterisierung Operator-selbstzerlegbarer Verteilungen
durch deren Zerlegbarkeits-Halbgruppen (siehe Abschnitt 3.3.5 in [16]).
Theorem 2.2.4. Ein Maß 휇 ∈ 풫(ℝ푑) ist Operator-selbstzerlegbar genau dann,
wenn die zugeho¨rige Urbanik Zerlegbarkeits-Halbgruppe D(휇) eine Ein-Parameter
Halbgruppe {exp(−푡푄) : 푡 ≥ 0} entha¨lt, wobei 푄 invertierbar ist und fu¨r 푡 → ∞
gilt exp(−푡푄)→ 0. Gilt also 휇 = exp(−푡푄)휇 ∗ 휇(푡) fu¨r alle 푡 ≥ 0, dann ist jeder
Kofaktor 휇(푡) unendlich-teilbar.
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2.3 Semi-Selbstzerlegbarkeit
In diesem Abschnitt wird im Wesentlichen die Arbeit von Maejima und Naito [19]
zitiert, wobei die Notationen gea¨ndert wurden. Mit L̷(ℝ푑) wird im Folgenden die
Menge aller selbstzerlegbaren Verteilungen bezeichnet, man nennt diese Menge
auch Le´vy-Klasse (siehe [16], Abschnitt 3.9).
Deﬁnition 2.3.1. Seien 퐻 ⊂ 풫(ℝ푑) und 0 < 푏 < 1. Wir sagen, eine Verteilung
휇 ∈ 풫(ℝ푑) geho¨rt zu der Klasse 퐾(퐻, 푏), falls eine Folge unabha¨ngiger Zufalls-
variabler (푋푗)푗≥1, (푎푛)푛≥1 ⊂ ℝ×+ mit 푎푛 ↗ ∞, (푐푛)푛≥1 ⊂ ℝ푑 und (푘푛)푛≥1 ⊂ ℕ
mit 푘푛 ↗∞ existieren, so dass die folgenden Bedingungen erfu¨llt sind:
(i) lim푛→∞ 푎푛푎푛+1 = 푏,
(ii) 푃푋푗 ∈ 퐻 fu¨r alle 푗 ∈ ℕ,
(iii) 1
푎푛
∑푘푛
푗=1푋푗 + 푐푛
푑→ 휇 fu¨r 푛→∞,
(iv) lim푛→∞max1≤푗≤푘푛 푃
(
∥ 1
푎푛
푋푗∥ > 휀
)
= 0 (Inﬁnitesimalita¨ts-Bedingung).
A¨quivalent kann man die Bedingungen (ii), (iii) und (iv) auch in Termen von
Verteilungen beschreiben:
(ii’) 휇푗 := 푃푋푗 ∈ 퐻 fu¨r alle 푗 ∈ ℕ,
(iii’) 푎−1푛 (
푘푛∗
푗=1
휇푗) ∗ 휀푐푛 푤→ 휇 fu¨r 푛→∞,
(iv’) {푎−1푛 휇푗} ist gleichma¨ßig inﬁnitesimal.
Der Leser sei auch auf [19], Deﬁnition 1.1 verwiesen.
Bemerkung 2.3.2. Die Normierung in (iii) ist skalar, eine Normierung mit li-
nearen Operatoren wird spa¨ter ab Deﬁnition 2.4.1 betrachtet (siehe auch [20]).♢
Im Folgenden werden einige Resultate u¨ber die Zerlegbarkeitsklassen von Mae-
jima und Naito vorgestellt. Die na¨chsten Propositionen untersuchen unter ande-
rem, welche Verteilungen aus diesen Zerlegbarkeitsklassen unendlich-teilbar bzw.
semistabil sind, siehe dazu die Propositionen 2.1-2.3 in [19].
Proposition 2.3.3. Seien 퐻 ⊂ 풫(ℝ푑) und 0 < 푏 < 1. Dann gilt
퐾(퐻, 푏) ⊂ ID(ℝ푑).
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Proposition 2.3.4. Seien 휈 ∈ 풫(ℝ푑) und 0 < 푏 < 1. Dann gilt
퐾({휈}, 푏) ⊂ SS(ℝ푑),
wobei SS(ℝ푑) die Menge aller semistabilen Verteilungen bezeichnet.
Proposition 2.3.5. Seien 퐻 ⊂ 풫(ℝ푑) und 0 < 푏 < 1. Dann gilt fu¨r 푚 = 1, 2, . . .:
퐾(퐻, 푏) ⊂ 퐾(퐻, 푏푚).
Ziele dieses Abschnitts sind die Deﬁnition einer Folge von Klassen mehrfach semi-
selbstzerlegbarer Verteilungen und die Darstellung einiger wichtiger Resultate
u¨ber diese Klassen. Dafu¨r beno¨tigen wir zuna¨chst den Begriﬀ der vollsta¨ndigen
Abgeschlossenheit einer Menge 퐻 ⊂ 풫(ℝ푑) (vergleiche auch [19], Deﬁnition 2.1
und Deﬁnition 2.2) und Aussagen u¨ber die zugeho¨rige Klasse 퐾(퐻, 푏), siehe [19],
Theorem 2.1 und Proposition 2.4.
Deﬁnition 2.3.6. 퐻 ⊂ 풫(ℝ푑) heißt vollsta¨ndig abgeschlossen, falls 퐻 abge-
schlossen ist unter
(i) schwacher Konvergenz: (휇푛)푛≥1 ⊂ 퐻, 휇푛 푤→ 휇⇒ 휇 ∈ 퐻,
(ii) Faltung: 휇, 휈 ∈ 퐻 ⇒ 휇 ∗ 휈 ∈ 퐻,
(iii) Typ-A¨quivalenz: 휇 ∈ 퐻 ⇒ 푏휇 ∗ 휀푎 ∈ 퐻 fu¨r alle 푏 > 0 und alle 푎 ∈ ℝ푑.
Gilt 퐻 ⊂ ID(ℝ푑) und gilt fu¨r jedes 휇 ∈ 퐻 mit Faltungshalbgruppe (휇푡)푡>0, dass
휇푡 ∈ 퐻 fu¨r alle 푡 > 0 (man sagt, H ist abgeschlossen unter t-facher Faltung fu¨r
alle 푡 > 0), dann heißt 퐻 vollsta¨ndig abgeschlossen im starken Sinn.
Proposition 2.3.7. Seien 퐻 ⊂ 풫(ℝ푑) vollsta¨ndig abgeschlossen und 0 < 푏 < 1.
Dann gilt 퐾(퐻, 푏) ⊂ 퐻. Ist 퐻 vollsta¨ndig abgeschlossen im starken Sinn, dann
ist auch 퐾(퐻, 푏) vollsta¨ndig abgeschlossen.
Das folgende Theorem liefert nun den Zusammenhang zwischen der Klasse퐾(퐻, 푏)
und der 푏-Zerlegbarkeit von Loe`ve, siehe [19], Theorem 2.1.
Theorem 2.3.8. Sei 0 < 푏 < 1.
(a) Sei 퐻 ⊂ 풫(ℝ푑) vollsta¨ndig abgeschlossen und 휇 ∈ 퐾(퐻, 푏). Dann existiert
휈 ∈ 퐻 ∩ ID(ℝ푑), so dass
휇 = 푏휇 ∗ 휈. (2.1)
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(b) Sei H vollsta¨ndig abgeschlossen im starken Sinn und es existiere ein 휈 ∈
퐻 = 퐻 ∩ ID(ℝ푑) mit 휇 = 푏휇 ∗ 휈, dann gilt 휇 ∈ 퐾(퐻, 푏).
Mithilfe dieser Vorbereitungen wird nun (siehe [19], Abschnitt 3) die bereits
erwa¨hnte Folge von Klassen mehrfach semi-selbstzerlegbarer Verteilungen deﬁ-
niert, und zwar in Analogie zu den Urbanik-Klassen fu¨r den Fall selbstzerlegbarer
Verteilungen, vergleiche dazu [38].
Deﬁnition 2.3.9. Sei 0 < 푏 < 1, dann deﬁniert man
(a) 퐿0(푏) := 퐾(풫(ℝ푑), 푏),
(b) 퐿푚(푏) := 퐾(퐿푚−1(푏), 푏),
(c) 퐿∞(푏) :=
∩∞
푚=0 퐿푚(푏).
Man nennt 휇 ∈ 퐿0(푏) (b-)semi-selbstzerlegbar auf ℝ푑.
Im Folgenden sollen nun einige wichtige Resultate u¨ber die Klassen 퐿푚(푏) vorge-
stellt werden (vergleiche dazu ebenfalls [19]). Zuna¨chst folgt eine Charakterisie-
rung der Verteilungen in 퐿0(푏), siehe [19], Theorem 3.1.
Theorem 2.3.10. Sei 0 < 푏 < 1.
(a) 휇 ∈ 퐿0(푏)⇔ es existiert 휈 ∈ ID(ℝ푑), so dass (2.1) gilt.
(b) 퐿0(푏) ist vollsta¨ndig abgeschlossen im starken Sinn.
Auf sehr a¨hnliche Art und Weise kann man die Verteilungen in 퐿푚(푏) charakte-
risieren (vergleiche [19], Theorem 3.3).
Theorem 2.3.11. Seien 0 < 푏 < 1 und 푚 = 1, 2 . . . .
(a) 휇 ∈ 퐿푚(푏)⇔ es existiert ein 휈푚 ∈ 퐿푚−1(푏), so dass gilt:
휇 = 푏휇 ∗ 휈푚.
(b) 퐿푚(푏) ist vollsta¨ndig abgeschlossen im starken Sinn.
Dies fu¨hrt nun direkt zu dem Zusammenhang zwischen selbstzerlegbaren und
semi-selbstzerlegbaren Verteilungen, dazu sei auf [19], Theorem 3.2 verwiesen:
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Theorem 2.3.12.
L̷(ℝ푑) =
∩
0<푏<1
퐿0(푏).
Das na¨chste Theorem (siehe [19], Theorem 3.4) liefert nu¨tzliche Eigenschaften
der Klasse 퐿∞(푏).
Theorem 2.3.13. Sei 0 < 푏 < 1. Dann gilt:
(a) 퐿∞(푏) ist vollsta¨ndig abgeschlossen im starken Sinn,
(b) 퐿∞(푏) = 퐾(퐿∞(푏), 푏),
(c) 퐿∞(푏) ist die gro¨ßte Klasse, die invariant ist unter der Operation 퐾(⋅, 푏).
Dass die hier betrachtete Folge von Klassen ineinander geschachtelt ist, besagt
das nun folgende Korollar:
Korollar 2.3.14. Sei 0 < 푏 < 1. Dann gilt
ID(ℝ푑) ⊃ 퐿0(푏) ⊃ ⋅ ⋅ ⋅ ⊃ 퐿푚(푏) ⊃ ⋅ ⋅ ⋅ ⊃ 퐿∞(푏).
2.4 Operator-Semi-Selbstzerlegbarkeit
In diesem Abschnitt wird die bereits erwa¨hnte Erweiterung der Semi-Selbstzer-
legbarkeit aus dem vorherigen Abschnitt vorgestellt. Dabei werden wieder Vertei-
lungen betrachtet, die als Grenzverteilungen von Teilfolgen normierter Summen
unabha¨ngiger Zufallsvariabler auftreten. Jedoch betrachtet man hier keine skalare
Normierung, sondern eine durch lineare Operatoren. Dies geht im Wesentlichen
auf die Arbeit von Maejima, Sato und Watanabe zuru¨ck, vergleiche [20]. Am Ende
dieses Abschnitts wird schließlich der Zusammenhang zu den bereits erwa¨hnten
Bunge-Klassen beschrieben. Einige Resultate u¨ber diese speziellen Klassen wer-
den im na¨chsten Kapitel teilweise auf kontrahierbare, lokalkompakte Gruppen
u¨bertragen.
Im Folgenden seien immer 0 < 푏 < 1 und 푄 ∈ M+(ℝ푑), wobei M+(ℝ푑) die Menge
aller 푑 × 푑-Matrizen sei, deren Eigenwerte alle positive Realteile besitzen. Fu¨r
푎 > 0 ist 푎푄 deﬁniert (siehe Deﬁnition 1.3.8), fu¨r 푎 = 0 setzt man 0푄 := 0. Es ist
푎푄 kontrahierend, falls 푎 ∈ (0, 1) und 푄 ∈ M+(ℝ푑); (푡푄)푡>0 ist eine kontrahierende
Gruppe.
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Deﬁnition 2.4.1. Sei 퐻 ⊂ 풫(ℝ푑). Wir sagen, eine Verteilung 휇 ∈ 풫(ℝ푑) geho¨rt
zu der Klasse 퐾˜(퐻, 푏,푄), falls eine Folge unabha¨ngiger Zufallsvariabler (푋푗)푗≥1,
(푎푛)푛≥1 ⊂ ℝ×+ mit 푎푛 ↗ ∞, (푐푛)푛≥1 ⊂ ℝ푑 und (푘푛)푛≥1 ⊂ ℕ mit 푘푛 ↗ ∞
existieren, so dass die folgenden Bedingungen erfu¨llt sind:
(i) lim푛→∞ 푎푛푎푛+1 = 푏,
(ii) 푃푋푗 ∈ 퐻 fu¨r alle 푗 ∈ ℕ,
(iii) 푎−푄푛
∑푘푛
푗=1푋푗 + 푐푛
푑→ 휇 fu¨r 푛→∞.
Gilt daru¨ber hinaus
(iv) lim푛→∞max1≤푗≤푘푛 푃
(∥푎−푄푛 푋푗∥ > 휀) = 0 (Inﬁnitesimalita¨ts-Bedingung),
dann sagen wir 휇 ∈ ℝ푑 geho¨rt zu der Klasse 퐾(퐻, 푏,푄). Auch hier ko¨nnen analog
zur Deﬁnition 2.3.1 die Bedingungen (ii), (iii) und (iv) in Termen von Vertei-
lungen a¨quivalent beschrieben werden:
(ii’) 휇푗 := 푃푋푗 ∈ 퐻 fu¨r alle 푗 ∈ ℕ,
(iii’) 푎−푄푛 (
푘푛∗
푗=1
휇푗) ∗ 휀푐푛 푑→ 휇 fu¨r 푛→∞,
(iv’) {푎−푄푛 휇푗} ist gleichma¨ßig inﬁnitesimal.
Bemerkung 2.4.2. Direkt aus der Deﬁnition erha¨lt man die folgenden Zusam-
menha¨nge zwischen den Klassen in 2.4.1 und den Zusammenhang zu den Klassen
aus Deﬁnition 2.3.1:
(a) 퐾(퐻, 푏,푄) ⊂ 퐾˜(퐻, 푏,푄),
(b) 퐾(퐻, 푏,푄) ⊂ ID(ℝ푑),
(c) 퐾(퐻, 푏,푄) ⊂ 퐾(퐺, 푏,푄), falls 퐻 ⊂ 퐺,
(d) 퐾˜(퐻, 푏,푄) ⊂ 퐾˜(퐺, 푏,푄), falls 퐻 ⊂ 퐺,
(e) 퐾(퐻, 푏, 퐼) = 퐾(퐻, 푏).
Im Allgemeinen ist aber 퐾˜(퐻, 푏,푄) ∕⊂ ID(ℝ푑). Beispiele dafu¨r gibt es genu¨gend,
z.B. ist 푈(0, 1), die Gleichverteilung auf dem Intervall [0, 1], 1
2
-zerlegbar, aber
nicht unendlich-teilbar, siehe auch [35]. ♢
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Wir beno¨tigen nun einen etwas vera¨nderten Begriﬀ der vollsta¨ndigen Abgeschlos-
senheit aus Deﬁnition 2.3.6.
Deﬁnition 2.4.3. Sei 푄 ∈ M+(ℝ푑). Dann heißt 퐻 ⊂ 풫(ℝ푑) 푄-vollsta¨ndig ab-
geschlossen, falls die Bedingungen (i) und (ii) in Deﬁnition 2.3.6 gelten und 퐻
abgeschlossen ist unter Q-Typ-A¨quivalenz, d.h. 휇 ∈ 퐻 ⇒ 푏−푄휇 ∗ 휀푎 ∈ 퐻 fu¨r alle
푏 > 0 und alle 푎 ∈ ℝ푑. Gilt weiterhin 퐻 ⊂ ID(ℝ푑) und ist 퐻 abgeschlossen un-
ter t-facher Faltung fu¨r alle 푡 > 0, dann heißt 퐻 푄-vollsta¨ndig abgeschlossen im
starken Sinn.
Mithilfe dieser Begriﬀe erha¨lt man die beiden folgenden Resultate, die den Zusam-
menhang zwischen der 푏푄-Zerlegbarkeit (nach Urbanik, vergleiche auch Deﬁnition
2.2.2) und der Klasse 퐾(퐻, 푏,푄) bzw. 퐾˜(퐻, 푏,푄) beschreiben.
Theorem 2.4.4. Sei 퐻 ⊂ 풫(ℝ푑).
(a) Seien 퐻 푄-vollsta¨ndig abgeschlossen und 휇 ∈ 퐾(퐻, 푏,푄). Dann existiert
ein 휈 ∈ 퐻 ∩ ID(ℝ푑), so dass
휇 = 푏푄휇 ∗ 휈. (2.2)
(b) Sei 퐻 푄-vollsta¨ndig abgeschlossen im starken Sinn, dann gilt in (푎) auch
die Umkehrung.
(c) Sei 퐻 푄-vollsta¨ndig abgeschlossen im starken Sinn, dann gilt dies auch fu¨r
퐾(퐻, 푏,푄).
Theorem 2.4.5. Sei 퐻 ⊂ 풫(ℝ푑).
(a) Sei 퐻 푄-vollsta¨ndig abgeschlossen. Dann gilt
휇 ∈ 퐾˜(퐻, 푏,푄)⇔ es existiert 휈 ∈ 퐻 mit 휇 = 푏푄휇 ∗ 휈.
(b) Sei 퐻 푄-vollsta¨ndig abgeschlossen im starken Sinn, dann gilt dies auch fu¨r
퐾˜(퐻, 푏,푄).
Auch hier wollen wir analog zum Fall semi-selbstzerlegbarer Verteilungen eine
Folge geschachtelter Klassen deﬁnieren. Die Konstruktion dieser Klassen wird in
den folgenden Deﬁnitionen beschrieben.
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Deﬁnition 2.4.6. Man bezeichnet mit ℭ die Menge aller abgeschlossenen multi-
plikativen Unterhalbgruppen 퐶 von [0, 1], so dass 퐶 ⫌ {0, 1}. Weiterhin deﬁniert
man fu¨r 퐶 ∈ ℭ
(a) 퐾(퐻,퐶,푄) :=
∩
푏∈퐶∖{0,1}퐾(퐻, 푏,푄),
(b) 퐾˜(퐻,퐶,푄) :=
∩
푏∈퐶∖{0,1} 퐾˜(퐻, 푏,푄).
Deﬁnition 2.4.7. Seien 0 < 푏 < 1 und 푄 ∈ M+(ℝ푑). Man deﬁniert
(a) 퐿0(푏,푄) := 퐾(풫(ℝ푑), 푏, 푄),
(b) 퐿푚(푏,푄) := 퐾(퐿푚−1(푏,푄), 푏, 푄),
(c) 퐿∞(푏,푄) :=
∩∞
푚=0 퐿푚(푏,푄).
Weiterhin deﬁniert man fu¨r 푚 = 0, 1, . . . ,∞
(d) 퐿푚(퐶,푄) :=
∩
푏∈퐶∖{0,1} 퐿푚(푏,푄).
Analog deﬁniert man 퐿˜푚(푏,푄) und 퐿˜푚(퐶,푄) mit 퐾˜ anstelle von 퐾. Man nennt
휇 ∈ 풫(ℝ푑) Operator-semi-selbstzerlegbar, falls 0 < 푏 < 1 und 푄 ∈ M+(ℝ푑)
existieren, so dass 휇 ∈ 퐿0(푏,푄), insbesondere falls 휇 = 푏푄(휇)∗휈푏 fu¨r ein 푏 ∈ (0, 1).
Analog heißt 휇 ∈ 풫(ℝ푑) Operator-selbstzerlegbar, falls 푄 ∈ M+(ℝ푑) existiert, so
dass 휇 ∈ 퐿0(푏,푄) fu¨r alle 푏 ∈ (0, 1).
Nun ko¨nnen wir untersuchen, wie die oben deﬁnierten Klassen Operator-selbst-
zerlegbarer und Operator-semi-selbstzerlegbarer Verteilungen zusammenha¨ngen.
Die beiden folgenden Propositionen liefern dazu wichtige Aussagen.
Proposition 2.4.8. Seien 0 < 푏 < 1 und 퐶 ∈ ℭ. Dann erha¨lt man folgende
geschachtelte Klassen:
(a) ID(ℝ푑) ⊃ 퐿0(푏,푄) ⊃ 퐿1(푏,푄) ⊃ ⋅ ⋅ ⋅ ⊃ 퐿∞(푏,푄),
(b) ID(ℝ푑) ⊃ 퐿0(퐶,푄) ⊃ 퐿1(퐶,푄) ⊃ ⋅ ⋅ ⋅ ⊃ 퐿∞(퐶,푄),
(c) 퐿˜0(푏,푄) ⊃ 퐿˜1(푏,푄) ⊃ ⋅ ⋅ ⋅ ⊃ 퐿˜∞(푏,푄),
(d) 퐿˜0(퐶,푄) ⊃ 퐿˜1(퐶,푄) ⊃ ⋅ ⋅ ⋅ ⊃ 퐿˜∞(퐶,푄).
Proposition 2.4.9. Seien 퐶1, 퐶2 ∈ ℭ und sei 퐶1 ⊂ 퐶2. Fu¨r alle 0 ≤ 푚 ≤ ∞ gilt
dann
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(a) 퐿푚(퐶1, 푄) ⊃ 퐿푚(퐶2, 푄),
(b) 퐿˜푚(퐶1, 푄) ⊃ 퐿˜푚(퐶2, 푄).
Die folgende Proposition liefert eine Aussage analog zum Fall der Klasse 퐾(퐻, 푏)
in Proposition 2.3.7.
Proposition 2.4.10. Sei 퐻 ⊂ 풫(ℝ푑) 푄-vollsta¨ndig abgeschlossen, dann gilt
퐾(퐻, 푏,푄) ⊂ 퐻 und 퐾˜(퐻, 푏,푄) ⊂ 퐻.
Einige interessante Resultate u¨ber die in diesem Abschnitt behandelten Klassen
퐾(퐻, 푏,푄) und 퐾˜(퐻, 푏,푄) werden nun in den folgenden beiden Propositionen
der Vollsta¨ndigkeit halber zitiert, auch wenn sie im weiteren Verlauf dieser Arbeit
nicht mehr beno¨tigt werden.
Proposition 2.4.11. Es gilt:
(a) 퐾(퐻, 푏,푄) ⊂ 퐾(퐻, 푏푛, 푄) fu¨r alle 푛 ∈ ℕ,
(b) 퐾˜(퐻, 푏,푄) ⊂ 퐾˜(퐻, 푏푛, 푄) fu¨r alle 푛 ∈ ℕ.
Proposition 2.4.12. Sei 퐶 := {푏푛, 푛 ∈ ℕ0} ∪ {0} ∈ ℭ fu¨r ein 0 < 푏 < 1. Dann
gilt
(a) 퐾(퐻,퐶,푄) = 퐾(퐻, 푏,푄),
(b) 퐾˜(퐻,퐶,푄) = 퐾˜(퐻, 푏,푄).
Nun ko¨nnen wir den Zusammenhang zu den bereits erwa¨hnten Bunge-Klassen
herstellen. Dafu¨r betrachten wir eine neue Klasse von Verteilungen, die fu¨r den
Fall 푑 = 1 in [4] eingefu¨hrt wurde. Sei dafu¨r ab jetzt immer 퐶 ∈ ℭ.
Deﬁnition 2.4.13. Sei 퐻 ⊂ 풫(ℝ푑) 퐼-vollsta¨ndig abgeschlossen. Eine Verteilung
휇 ∈ 풫(ℝ푑) geho¨rt zu der Klasse ℒ퐶(퐻), falls fu¨r alle 푏 ∈ 퐶∖{0, 1} eine Folge
unabha¨ngiger Zufallsvariabler (푋푏푗 )푗≥1, (푎
푏
푛)푛≥1 ⊂ ℝ×+ mit 푎푏푛 ↗∞, (푐푏푛)푛≥1 ⊂ ℝ푑
existieren, so dass die folgenden Bedingungen erfu¨llt sind:
(i) lim푛→∞
푎푏푛
푎푏푛+1
= 푏,
(ii) 푃푋푏푗 ∈ 퐻 fu¨r alle 푗 ∈ ℕ,
(iii) (푎푏푛)
−1∑푛
푗=1 푋
푏
푗 + 푐
푏
푛
푑→ 휇 fu¨r 푛→∞.
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A¨quivalent zu den Bedingungen (ii) und (iii) sind die folgenden Beschreibungen
in Termen von Verteilungen:
(ii’) 휇푏푗 := 푃푋푏푗 ∈ 퐻 fu¨r alle 푗 ∈ ℕ,
(iii’) (푎푏푛)
−1(
푛∗
푗=1
휇푏푗) ∗ 휀푐푏푛
푑→ 휇 fu¨r 푛→∞.
Oﬀensichtlich besteht der folgende Zusammenhang zu den in diesem Abschnitt
bereits behandelten Klassen:
Proposition 2.4.14. ℒ퐶(퐻) = 퐾˜(퐻,퐶, 퐼).
Am Ende dieses Abschnitts sollen schließlich die Klassen 퐿∞(퐶,푄) noch weiter
untersucht werden. Auch dies ist eine Erweiterung der Ergebnisse von Bunge
(vergleiche [4]) fu¨r den Fall 푑 = 1.
Deﬁnition 2.4.15.
풫ln푛 =
{
휈 ∈ 풫(ℝ푑) :
∫
ℝ푑
(ln(1 + ∥푥∥))푛휈(푑푥) <∞
}
=
{
휈 ∈ 풫(ℝ푑) :
∫
ℝ푑
(ln+(∥푥∥))푛휈(푑푥) <∞
}
.
Man sagt, 휈 ∈ 풫ln푛 besitzt ein logarithmisches Moment der Ordnung n.
Nun ko¨nnen wir Verteilungen in 퐿˜푚(퐶,푄) durch ein spezielles Faltungsprodukt
beschreiben, dessen Faktoren aus Verteilungen mit logarithmischen Momenten
bestehen.
Theorem 2.4.16. Sei 0 ≤ 푚 <∞.
(a) Sei 휇 ∈ 퐿˜푚(퐶,푄). Dann existiert fu¨r alle 푏 ∈ 퐶∖{0, 1} ein 휈푏 ∈ 풫ln푚+1, so
dass
휇 =
∞∗
푗=0
푏−푗푄휈
∗(푚+푗푗 )
푏 . (2.3)
(b) Seien 0 < 푏 < 1 und 휇 ∈ 풫(ℝ푑). Weiter existiere ein 휈푏 ∈ 풫ln푚+1, so dass
(2.3) erfu¨llt ist, dann ist 휇 ∈ 퐿˜푚(퐶,푄) mit 퐶 = {푏푛, 푛 ∈ ℕ0} ∪ {0}.
Die Klassen 퐿∞(퐶,푄) und 퐿˜∞(퐶,푄) sind identisch und die Verteilungen beider
Klassen sind stets auch unendlich-teilbar, dies liefern abschließend die folgenden
Theoreme:
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Theorem 2.4.17. 퐿˜∞(퐶,푄) ⊂ ID(ℝ푑).
Theorem 2.4.18. 퐿∞(퐶,푄) = 퐿˜∞(퐶,푄).
Im na¨chsten Kapitel wird nun ein Teil der Resultate aus diesem Kapitel auf
kontrahierbare, lokalkompakte Gruppen u¨bertragen. Dabei muss die Gruppe 픾
jedoch ha¨uﬁg weitere grundlegende Voraussetzungen erfu¨llen. Daru¨ber hinaus be-
trachten wir im Folgenden ausschließlich eine Normierung durch Automorphismen
휏 .
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Kapitel 3
휏-zerlegbare Verteilungen auf
lokalkompakten Gruppen
Zuna¨chst werden in diesem Kapitel 휏 -zerlegbare Verteilungen auf lokalkompak-
ten Gruppen eingefu¨hrt und deren Eigenschaften untersucht. Fu¨r den Fall, dass
die Faktoren bezu¨glich ∗ kommutieren, erha¨lt man eine interessante Struktur ge-
schachtelter Klassen analog zum Fall ℝ푑, der bereits im vorherigen Kapitel vorge-
stellt wurde. Im weiteren Verlauf des Kapitels wird der Zusammenhang zwischen
der 휏 -Zerlegbarkeit und der Existenz logarithmischer Momente von Verteilungen
dargelegt, analog zu 2.4.16, vergleiche auch [4]. Nun bezeichne im Folgenden 픾
eine lokalkompakte Gruppe und 풫(픾) die Menge aller Wahrscheinlichkeitsmaße
auf 픾, weiterhin sei 휏 ∈ Aut(픾) (= die Menge aller stetigen Automorphismen
auf 픾). Außerdem beno¨tigen wir spa¨ter aus technischen Gru¨nden, dass 픾 eine
Gruppe mit 2. Abza¨hlbarkeitsaxiom ist; dies bedeutet, dass die Topologie von
픾 eine abza¨hlbare Basis besitzt. Betrachten wir kontrahierbare, lokalkompakte
Gruppen, so ist das zweite Abzhlbarkeitsaxiom direkt erfu¨llt, vergleiche dazu
auch Lemma 4.4.3 oder [12], Abschnitt 3.1.5.
Bemerkung 3.0.1. Im Folgenden werden wir uns gelegentlich auf den Fall be-
schra¨nken mu¨ssen, dass die betrachteten Verteilungen bzgl. der Faltung kommu-
tieren. Dafu¨r sei 풮 ⊂ 풫(픾) mit (풮, ∗) kommutativ, d. h. in 풮 liegen ausschließlich
Verteilungen auf 픾, die bezu¨glich der Faltung kommutativ sind. Wir wa¨hlen dann
gegebenenfalls nur Verteilungen aus 풮. ♢
Dass diese Einschra¨nkung nicht nur zu trivialen Beispielen fu¨hrt, zeigen wir im
Folgenden, siehe dazu auch [2].
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Beispiel 3.0.2. (a) Sei (픾, 퐾) ein Gelfand-Paar (vergleiche Abschnitt 4.3.21
in [2]), dann ist 푆 = 푆(픾, 퐾) = {휇 ∈ 풫(픾) : 휔퐾 ∗ 휇 = 휇 ∗ 휔퐾} eine
kommutative Halbgruppe mit Einheit 휔퐾, wobei 휔퐾 ein Haarmaß auf 퐾
bezeichnet. Fu¨r jede Faltungshalbgruppe (휇푡)푡≥0 gilt dann 휇0 = 휔퐿 fu¨r eine
Untergruppe 퐿 ⊇ 퐾.
(b) (i) Seien 픾 eine lokalkompakte Gruppe und 퐾 ⊆ Aut(픾) eine kompak-
te Untergruppe. Deﬁnieren wir 푆1(픾, 퐾) := {휇 ∈ 풫(픾) : 휅(휇) =
휇 fu¨r alle 휅 ∈ 퐾}, dann ist 푆1 eine Faltungshalbgruppe mit Einheit
휀푒. Es gibt genu¨gend Beispiele mit kommutativem 푆1(픾, 퐾), siehe auch
[2].
(ii) Seien (픾, 퐾) wie in (i) und Γ := 픾⋉퐾 das semidirekte Produkt, d.h.
(푥, 휅)(푥′, 휅′) := (푥휅(푥′), 휅휅′).
Somit ist 퐾 ⊆ {푒} ⋉ Γ. Ist (Γ, 퐾) ein Gelfand-Paar, so ist 푆1(픾, 퐾)
eine kommutative Unterhalbgruppe von 풫(픾).
(c) Spezialfall von (b): Sei 퐻푑 die Heisenberggruppe, auf der die orthogonale
Gruppe 푂(2푑) ⊂ Aut(퐻푑) operiert (vergleiche auch [23], Beispiel 2.53).
Dann ist die Orbital-Hypergruppe 푆1(퐻푑, 푂2푑) kommutativ.
Bemerkung 3.0.3. Sei 휏 ∈ Aut(픾) eine Kontraktion. Wir betrachten eine Teil-
menge ℬ ⊂ Aut(픾) der Automorphismen auf 픾, so dass fu¨r alle 퐵 ∈ ℬ gilt
휏퐵 = 퐵휏 . Weiter wird ha¨uﬁg vorausgesetzt, dass 휏(풮) ⊆ 풮 und 퐵(풮) ⊆ 풮
fu¨r alle 퐵 ∈ ℬ. Wir werden uns spa¨ter ha¨uﬁg auf Automorphismen aus ℬ be-
schra¨nken. ♢
3.1 휏-Zerlegbarkeit
Wir beginnen zuna¨chst mit einem Grenzwertkriterium und arbeiten spa¨ter auf
ein Zerlegbarkeitskriterium hin. Die folgenden Deﬁnitionen, Notationen und Be-
merkungen orientieren sich dabei, wenn nicht anders erwa¨hnt, an [4] und [11]. Da
wir hier im Allgemeinen nicht die Kommutativita¨t der Faltungsprodukte voraus-
setzen, bereiten die Shift-Terme 푐푛, vergleiche Deﬁnition 2.4.1, Probleme. Viele
Aussagen werden auch im Fall mit Shifts korrekt bleiben, der Einfachheit halber
werden wir aber im weiteren Verlauf nur noch den Fall 푐푛 = 푒 fu¨r alle 푛 ∈ ℕ
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betrachten. Außerdem seien ab jetzt ℬ und 풮 wie in den Bemerkungen 3.0.1 und
3.0.3 fest gewa¨hlt.
Deﬁnition 3.1.1. Seien 휏 ∈ Aut(픾) und 퐻 ⊂ 풫(픾), 퐻 ∕= ∅. Man deﬁniert:
ℒ∗(퐻, 휏) := {휇 ∈ 풫(픾) : es existieren (휇푛)푛≥1 ⊂ 퐻 und (퐵푛)푛≥1 ⊂ ℬ,
so dass: 퐵푛퐵
−1
푛+1 → 휏 und 퐵−1푛 (휇1 ∗ . . . ∗ 휇푛) 푤→ 휇 fu¨r 푛→∞},
ℒ(퐻, 휏) := {휇 ∈ ℒ∗(퐻, 휏) : (퐵−1푛 (휇푗))푗=1,...,푛 ⊂ 풮}.
In ℒ(퐻, 휏) liegen also die Verteilungen aus ℒ∗(퐻, 휏), fu¨r die alle zugeho¨rigen
Faktoren bezu¨glich der Faltung kommutieren.
Wir beno¨tigen hier erneut einen etwas vera¨nderten Begriﬀ der vollsta¨ndigen Ab-
geschlossenheit.
Deﬁnition 3.1.2. 퐻 ⊂ 풫(픾) heißt vollsta¨ndig abgeschlossen, falls H abgeschlos-
sen ist unter:
(i) schwacher Konvergenz: 휇푛 ∈ 퐻, 휇푛 푤→ 휇⇒ 휇 ∈ 퐻,
(ii) Faltung: 휇, 휈 ∈ 풮 ∩퐻 ⇒ 휇 ∗ 휈 ∈ 퐻,
(iii) ℬ-Typ-A¨quivalenz: 휇 ∈ 퐻 ⇒ 퐵(휇) ∈ 퐻 fu¨r alle 퐵 ∈ ℬ.
Der Begriﬀ der 휏 -Zerlegbarkeit einer Verteilung 휇 auf einer lokalkompakten Grup-
pe spielt wie bereits erwa¨hnt eine zentrale Rolle in dieser Arbeit und wird nun
deﬁniert, vergleiche auch [11], Deﬁnition 3.1.
Deﬁnition 3.1.3. Seien 픾 eine lokalkompakte Gruppe und 휏 ∈ Aut(픾).
(a) Ein Maß 휇 ∈ 풫(픾) heißt 휏 -zerlegbar (mit Kofaktor 휈), falls 휇 = 휈 ∗ 휏(휇).
(b) 휇 ∈ 풫(픾) heißt stark 휏 -zerlegbar, falls u¨berdies 휏 푘(휇) 푤→ 휀푒 fu¨r 푘 →∞.
Die Bedingung in (b) ist stets erfu¨llt, wenn 휏 kontrahierend ist.
Bemerkung 3.1.4. Per Induktion folgt nun oﬀensichtlich (siehe auch [11], Be-
merkung 3.2) fu¨r alle 푘 ∈ ℕ, dass
휇 = 휈(푘) ∗ 휏 푘(휇) mit 휈(푘) = 휈 ∗ 휏(휈) ∗ . . . ∗ 휏 푘−1(휈) =
푘−1∗
푗=0
휏 푗(휈).
39
Kapitel 3 휏 -zerlegbare Verteilungen auf lokalkompakten Gruppen
Da wir im Folgenden nicht immer die Kommutativita¨t der Faltung voraussetzen,
mu¨ssen wir auf die richtige Reihenfolge der Faktoren achten. Daher benutzen wir
sowohl fu¨r die Verteilungen als auch fu¨r die Gruppenelemente die Konvention:
푛∗
푗=0
휈푗 := 휈0 ∗ ⋅ ⋅ ⋅ ∗ 휈푛 bzw.
푛∏
푗=0
푥푗 := 푥0푥1 ⋅ ⋅ ⋅푥푛.
♢
Dies liefert direkt den Zusammenhang zwischen der 휏 -Zerlegbarkeit einer Vertei-
lung 휇 und der schwachen Konvergenz der Folge
푛∗
푗=0
휏 푗(휈).
Proposition 3.1.5. Sei 픾 eine kontrahierbare Gruppe mit 휏 ∈ Aut(픾).
(a) Sei 휇 (stark) 휏 -zerlegbar. Dann gilt
휇 = lim
푘→∞
휈 ∗ 휏(휈) ∗ . . . ∗ 휏 푘(휈) =:
∞∗
푗=0
휏 푗(휈).
(b) Umgekehrt sei nun 휏 ∈ Aut(픾) kontrahierend und es existiere
휇 = lim
푘→∞
휈 ∗ 휏(휈) ∗ ⋅ ⋅ ⋅ ∗ 휏 푘(휈).
Dann ist 휇 stark 휏 -zerlegbar.
Fu¨r den Beweis sei der Leser auf [11], Proposition 3.3 verwiesen. Betrachtet man
einen kontrahierenden Automorphismus auf 픾, erha¨lt man in obiger Propositi-
on also A¨quivalenz. Dies ist fu¨r unsere Untersuchungen interessant, da wir uns
hauptsa¨chlich mit Kontraktionen bescha¨ftigen.
Folgerung 3.1.6. Seien 픾 eine kontrahierbare Gruppe und 휏 ∈ Aut(픾) kontra-
hierend. Dann gilt
휇 = 휈 ∗ 휏(휇)⇔ 휇 =
∞∗
푗=0
휏 푗(휈).
Dies fu¨hrt nun dazu, dass wir den Zusammenhang zwischen dem Grenzwertkri-
terium aus Deﬁnition 3.1.1 und der 휏 -Zerlegbarkeit herstellen ko¨nnen. Dafu¨r sei
in Proposition 3.1.7 und der darauf folgenden Bemerkung ℬ := {휏 푘 : 푘 ∈ ℤ} .
Proposition 3.1.7. Seien 휇 ∈ 풫(픾), 퐻 ⊂ 풫(픾) vollsta¨ndig abgeschlossen, 휏 ∈
Aut(픾) kontrahierend und 휏(풮) ⊂ 풮. Dann gilt:
es existiert 휈 ∈ 퐻 ∩ 풮 mit 휇 = 휈 ∗ 휏(휇) ⇒ 휇 ∈ ℒ∗(퐻, 휏).
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3.1 휏 -Zerlegbarkeit
Beweis. Mit Folgerung 3.1.6 und wegen der vollsta¨ndigen Abgeschlossenheit von
퐻 gilt
휇 = 휈 ∗ 휏(휇)⇒ 휇 = ∗
푗≥0
휏 푗(휈)
= lim
푛→∞
푛∗
푗=0
휏 푗(휈)
= lim
푛→∞
휏푛(
푛∗
푗=0
휏 푗−푛(휈)).
Es gilt 휏 푗−푛(휈) ∈ 퐻 fu¨r 푗 = 0, . . . , 푛 und mit 퐵−1푛 := 휏푛 folgt 휇 ∈ ℒ∗(퐻, 휏).
Bemerkung 3.1.8. (a) In Proposition 3.1.7 erha¨lt man sogar A¨quivalenz fu¨r
ℒ(퐻, 휏), wenn man voraussetzt, dass 휏 푗(휈) ∈ 풮 fu¨r alle 푗 ∈ ℤ:
휇 ∈ ℒ(퐻, 휏)⇔ es existiert 휈 ∈ 퐻 mit 휇 = 휈 ∗ 휏(휇) und 휏 푗(휈) ∈ 풮 fu¨r alle 푗.
(b) Unser Ziel im weiteren Verlauf dieses Abschnitts ist die Deﬁnition einer
Folge geschachtelter Klassen von 휏 -zerlegbaren Verteilungen. Hierfu¨r setzen
wir voraus, dass sowohl 휇, 휏 푗(휈) ∈ 풮 fu¨r alle 푗 ∈ ℤ als auch 휏(풮) ⊂ 풮. ♢
Wir beno¨tigen fu¨r das na¨chste Resultat und auch in weiteren Abschnitten dieser
Arbeit das Shift-Kompaktheits-Theorem, siehe dazu auch [26], Theorem 2.1.
Theorem 3.1.9. Sei 픾 eine vollsta¨ndig separable, metrische Gruppe und seien
(휆푛)푛≥1, (휇푛)푛≥1 und (휈푛)푛≥1 Folgen von Verteilungen auf 픾, so dass fu¨r alle
푛 ∈ ℕ gilt 휆푛 = 휇푛 ∗ 휈푛. Sind zwei der drei Folgen (휆푛)푛≥1, (휇푛)푛≥1 und (휈푛)푛≥1
relativkompakt, dann gilt dies auch fu¨r die dritte.
Folgerung 3.1.10. Gilt 휆푛 = 휇푛 ∗ 휈푛 fu¨r alle 푛 ∈ ℕ und konvergiert fu¨r 푛→∞
sowohl 휆푛 → 휆 als auch 휇푛 → 휇, dann ist (휈푛) relativkompakt und fu¨r alle
Ha¨ufungspunkte 휈 von 휈푛 gilt 휆 = 휇 ∗ 휈.
Mithilfe dieses Theorems und der Folgerung ko¨nnen wir nun die folgende Propo-
sition beweisen, die eine wichtige Vorbereitung fu¨r die Konstruktion der bereits
erwa¨hnten geschachtelten Klassen darstellt.
Proposition 3.1.11. Seien 휏 ∈ Aut(픾), 퐻 ⊂ 풫(픾) vollsta¨ndig abgeschlossen,
휏(풮) ⊆ 풮 und 퐵(풮) ⊆ 풮 fu¨r alle 퐵 ∈ ℬ, dann gilt
(a) ℒ(퐻, 휏) ⊂ 퐻,
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(b) ℒ(퐻, 휏) ist vollsta¨ndig abgeschlossen.
Beweis. (푎) Sei 휇 ∈ ℒ(퐻, 휏), d.h. es existieren {휇푛}푛≥1 ⊂ 풮 ∩퐻 und {퐵푛}푛≥1 ⊂
ℬ, so dass:
퐵−1푛 (휇1 ∗ ⋅ ⋅ ⋅ ∗ 휇푛) 푤→ 휇.
Dabei gilt 휇(푛) := 휇1 ∗ ⋅ ⋅ ⋅ ∗ 휇푛 ∈ 퐻 wegen Abgeschlossenheit unter Faltung
und 퐵−1푛 (휇
(푛)) ∈ 퐻 wegen Abgeschlossenheit unter ℬ-Typ-A¨quivalenz. Also folgt
aufgrund der Abgeschlossenheit unter schwacher Konvergenz 휇 ∈ 퐻.
(푏) Zu zeigen sind die Eigenschaften (푖)-(푖푖푖) aus Deﬁnition 3.1.2:
(i) Abgeschlossenheit unter ℬ-Typ-A¨quivalenz:
Sei 휇 ∈ ℒ(퐻, 휏), d.h. es existiert 휈 ∈ 퐻 mit 휇 = 휈 ∗ 휏(휇) und 휏 푗(휈) ∈ 풮 fu¨r alle
푗 ∈ ℤ. Also gilt fu¨r alle 퐵 ∈ ℬ wegen 퐵휏 = 휏퐵
퐵(휇) = 퐵(휈 ∗ 휏(휇))
= 퐵(휈) ∗퐵(휏(휇))
= 퐵(휈) ∗ 휏(퐵(휇)).
Dabei gilt 퐵(휈) ∈ 퐻 wegen vollsta¨ndiger Abgeschlossenheit von 퐻. Mit Propo-
sition 3.1.7 bzw. Bemerkung 3.1.8 (휏 푗퐵(휈) = 퐵휏 푗(휈) ∈ 풮, da 퐵(풮) ⊆ 풮 fu¨r alle
퐵 ∈ ℬ) folgt die Abgeschlossenheit unter ℬ-Typ-A¨quivalenz.
(ii) Abgeschlossenheit unter Faltung:
Seien 휇, 휇′ ∈ ℒ(퐻, 휏), dann gilt 휇 = 휈 ∗ 휏(휇) und 휇′ = 휈 ′ ∗ 휏(휇′). Da alle Fal-
tungsfaktoren nach Voraussetzung in 풮 liegen und 휏(풮) ⊂ 풮, folgt
휇 ∗ 휇′ = 휈 ∗ 휏(휇) ∗ 휈 ′ ∗ 휏(휇′) = (휈 ∗ 휈 ′) ∗ 휏(휇 ∗ 휇′).
(iii) Abgeschlossenheit unter schwacher Konvergenz:
Sei (휇푛) ∈ ℒ(퐻, 휏) mit 휇푛 푤→ 휇 ∈ 풫(픾). Dann existiert fu¨r alle 푛 ≥ 1 ein 휈푛 ∈ 퐻,
so dass
휇푛 = 휈푛 ∗ 휏(휇푛).
Es gilt 휇푛
푤→ 휇, 휏(휇푛) 푤→ 휏(휇) und nach dem Shift-Kompaktheits-Theorem exi-
stiert somit eine Teilfolge 푛′, so dass 휈푛′
푤→ 휈 ∈ 퐻. Also 휇 ∈ ℒ(퐻, 휏).
Analog zu Proposition 3.1.11 kann man ebenfalls zeigen, dass ℒ∗(퐻, 휏) ⊂ 퐻.
Daru¨ber hinaus ist ℒ∗(퐻, 휏) abgeschlossen unter ℬ-Typ-A¨quivalenz und schwa-
cher Konvergenz. Fu¨r die Abgeschlossenheit unter Faltung beno¨tigt man jedoch
die Kommutativita¨t.
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3.2 Semi-휏 -Zerlegbarkeit
Bemerkung 3.1.12. Man erha¨lt nun oﬀensichtlich die folgenden Eigenschaften.
(a) Sei H vollsta¨ndig abgeschlossen, dann gilt:
퐻 ⊃ ℒ(퐻, 휏) ⊃ ℒ(ℒ(퐻, 휏), 휏) ⊃ . . . .
(b) Deﬁniert man nun fu¨r 퐻 := 풮 die folgenden Klassen
퐿휏0 := 풮,
퐿휏푛 := ℒ(퐿휏푛−1, 휏) fu¨r 푛 ≥ 0,
퐿휏∞ :=
∩
푛≥0
퐿휏푛,
dann gilt aufgrund der vollsta¨ndigen Abgeschlossenheit von 퐻 = 풮
풮 = 퐿휏0 ⊃ 퐿휏1 ⊃ 퐿휏2 ⊃ . . . ⊃ 퐿휏∞.
♢
Dies fu¨hrt zu einem Korollar, welches den Zusammenhang zwischen den Klassen
퐿휏푛 und der 휏 -Zerlegbarkeit einer Verteilung 휈 darstellt. Der Beweis ist oﬀensicht-
lich.
Korollar 3.1.13. Seien 휏 ∈ Aut(픾), 푛 ∈ ℕ, 휇 ∈ 풫(픾), 풮 vollsta¨ndig abgeschlos-
sen. Dann gilt:
(a) 휇 ∈ 퐿휏푛 ⇔ es existiert 휈 ∈ 퐿휏푛−1, so dass 휇 = 휈 ∗ 휏(휇) und 휏(휇), 휈 ∈ 풮,
(b) 휇 ∈ 퐿휏∞ ⇔ fu¨r alle 푛 ∈ ℕ existiert 휈푛−1 ∈ 퐿휏푛−1, so dass 휇 = 휈푛−1 ∗ 휏(휇)
und 휏(휇), 휈푛−1 ∈ 풮.
3.2 Semi-휏-Zerlegbarkeit
Wir wollen uns nun in diesem Abschnitt der Semi-휏 -Zerlegbarkeit widmen, einer
Verallgemeinerung der 휏 -Zerlegbarkeit. Dabei betrachten wir wieder Grenzver-
teilungen von Produkten von Zufallsvariablen auf 픾 entlang Teilfolgen, ℬ und 풮
seien dabei wieder fest gewa¨hlt.
Deﬁnition 3.2.1. Seien 휏 ∈ ℬ und 퐻 ⊂ 풫(픾), 퐻 ∕= ∅. Wir sagen, 휇 geho¨rt zur
Klasse ℒ∗푠(퐻, 휏), falls (퐵푛)푛≥1 ⊂ Aut(픾), (휈푛)푛≥1 ⊂ 퐻 und 푘푛 ↗ ∞ existieren
mit
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(i) 퐵−1푛+1퐵푛 → 휏 fu¨r 푛→∞,
(ii) 퐵−1푛 (
푘푛∗
푗=1
휈푗)
푤→ 휇 fu¨r 푛→∞.
Gilt daru¨ber hinaus
(iii) 푘−1푛+1푘푛 → 훼 ∈ (0, 1) fu¨r 푛→∞,
dann sagen wir, 휇 geho¨rt zur Klasse ℒ∗푠(퐻, 휏, 훼).
Proposition 3.2.2. Seien 휏 ∈ Aut(픾) und 휇 ∈ ℒ∗푠(풫(픾), 휏). Dann existiert ein
휈 ∈ 풫(픾), so dass 휇 = 휏(휇) ∗ 휈.
Beweis. Fu¨r 휇 ∈ ℒ∗푠(풫(픾), 휏) gilt nach Deﬁnition, dass (퐵푛)푛≥1 ⊂ Aut(픾),
(휈푛)푛≥1 ⊂ 퐻 und 푘푛 ↗ ∞ existieren mit 퐵−1푛+1퐵푛 → 휏 und 퐵−1푛+1(
푘푛+1∗
푗=1
휈푗)
푤→ 휇.
Nun gilt
퐵−1푛+1(
푘푛+1∗
푗=1
휈푗) = (퐵
−1
푛+1퐵푛)(퐵
−1
푛
푘푛∗
푗=1
휈푗) ∗ (퐵−1푛+1
푘푛+1∗
푗=푘푛+1
휈푗).
Setze 휏푛 := 퐵
−1
푛+1퐵푛, 휆푛 := 퐵
−1
푛
푘푛∗
푗=1
휈푗 und 휎푛 := 퐵
−1
푛+1
푘푛+1∗
푗=푘푛+1
휈푗. Es gilt nach Vor-
aussetzung, dass 휏푛 → 휏 und 휆푛 푤→ 휇. Damit folgt aus dem Shift-Kompaktheits-
Theorem, dass (휎푛)푛≥1 relativ kompakt ist. Fu¨r jeden Ha¨ufungspunkt 휈 von
(휎푛)푛≥1 gilt dann 휇 = 휏(휇) ∗ 휈.
Wenn man in Proposition 3.2.2 erreichen will, dass 휇 die klassische 휏 -Zerlegbarkeits-
Darstellung 휇 = 휈 ∗ 휏(휇) besitzt, muss man z. B. zusa¨tzlich voraussetzen, dass
휏 푗(휈) ∈ 풮 fu¨r alle 푗 ∈ ℤ.
Proposition 3.2.3. Seien 휏 ∈ Aut(픾) und 휇 = 휏(휇) ∗ 휈 mit 휏푛(휇) 푤→ 휀푒, dann
folgt 휇 ∈ ℒ∗(퐻, 휏), also insbesondere 휇 ∈ ℒ∗푠(퐻, 휏).
Beweis. Wie in Bemerkung 3.1.4 erha¨lt man in umgekehrter Reihenfolge
휇 = 휏푛(휇) ∗ 휏푛−1(휈) ∗ ⋅ ⋅ ⋅ ∗ 휏 1(휈) ∗ 휏 0(휈)
= 휏푛(휇) ∗ 휏푛(휏−1(휈) ∗ ⋅ ⋅ ⋅ ∗ 휏−(푛−1)(휈) ∗ 휏−푛(휈)).
Mit 퐵푛 := 휏
−푛 und 휈푗 := 휏−푗(휈) folgt die Behauptung.
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3.3 Gruppen- und Automorphismennormen
Ebenso wie in Proposition 3.2.2 muss man hier fordern, dass 휏 푗(휈) ∈ 풮 fu¨r alle
푗 ∈ ℤ, wenn man in der Voraussetzung die Form 휇 = 휈 ∗ 휏(휇) benutzen will.
Daru¨ber hinaus gelten die Aussagen der Propositionen 3.2.2 und 3.2.3 auch fu¨r
ℒ(퐻, 휏), falls man dort zusa¨tzlich fordert, dass 휏, 퐵푛 ∈ ℬ, 휏(풮) ⊆ 풮, 퐵(풮) ⊆ 풮
fu¨r alle 퐵 ∈ ℬ und 휏 푗(휈) ∈ 풮 fu¨r alle 푗 ∈ ℤ.
3.3 Gruppen- und Automorphismennormen
Wir beno¨tigen im spa¨teren Verlauf dieses Kapitels unter anderem die Existenz ei-
ner subadditiven Norm auf 픾. Weiterhin soll zu einer Kontraktion 휏 ∈ Aut(픾) ei-
ne Automorphismennorm ∥.∥ existieren, so dass bereits ∥휏∥ < 1 gilt. Die Existenz
solcher Normen wird nun einerseits fu¨r homogene und andererseits fu¨r total unzu-
sammenha¨ngende Gruppen nachgewiesen. Spa¨ter wird dies auf den allgemeinen
Fall einer kontrahierbaren, lokalkompakten Gruppe u¨bertragen. Zur Vorbereitung
beno¨tigen wir zuna¨chst einige Lemmata u¨ber Gruppen- und Automorphismen-
normen.
Lemma 3.3.1. Seien 픾 eine lokalkompakte Gruppe mit neutralem Element 푒 und
∣ ⋅ ∣ eine Gruppennorm auf 픾. Dann ist
∥휎∥ := sup
푥 ∕=푒
∣휎(푥)∣
∣푥∣
eine Automorphismennorm auf Aut(픾).
Lemma 3.3.2. Seien 픾 eine lokalkompakte Gruppe und ∣ ⋅ ∣푖, 1 ≤ 푖 ≤ 푛, Grup-
pennormen auf 픾. Dann ist max1≤푖≤푛 ∣ ⋅ ∣푖 eine Gruppennorm auf 픾.
Lemma 3.3.3. Sei 픾 eine lokalkompakte Gruppe. Seien weiter 퐻 ⊂ Aut(픾) eine
kommutative Untergruppe, 푚0 ∈ ℕ und ∥ ⋅ ∥ eine Automorphismennorm auf 퐻.
Dann ist
∥휎∥0 := ∥휎푚0∥, 휎 ∈ 퐻
eine Automorphismennorm auf 퐻.
Lemma 3.3.4. Seien 픾 eine lokalkompakte Gruppe und 퐻 ⊂ Aut(픾) eine Un-
tergruppe. Seien weiter 훼 > 0 und ∥ ⋅ ∥ eine Automorphismennorm auf 퐻. Dann
ist
∥휎∥1 := ∥휎∥훼, 휎 ∈ 퐻
eine Automorphismennorm auf 퐻.
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Da die Beweise oﬀensichtlich sind, werden wir sie nicht nochmals explizit ange-
ben. Wir zeigen nun die Existenz einer subadditiven, homogenen Norm auf einer
homogenen Gruppe 픾 mit den bereits erwa¨hnten Eigenschaften.
Proposition 3.3.5. Sei 픾 eine homogene Gruppe mit Dilatationen (훿푡)푡>0 und
zugeho¨riger homogener Norm ∣ ⋅ ∣ (d. h. ∣훿푡푥∣ = 푡∣푥∣). Weiter sei 휏 ∈ Aut(픾) eine
Kontraktion mit 휏훿푡 = 훿푡휏 fu¨r alle 푡. Dann existieren eine subadditive, homogene
Norm ∣ ⋅ ∣∗ (bezu¨glich (훿푡)푡>0) auf 픾 mit kanonischer Automorphismennorm ∥ ⋅ ∥∗
und ein 푚0 ∈ ℕ, so dass ∥휏∥∗ < 1 und ∥휏푚0∥∗ < 1.
Beweis. Sei durch 휎 := sup푥∕=푒
∣휏(푥)∣
∣푥∣ die kanonische Automorphismennorm deﬁ-
niert (auf Aut(픾)). Da 휏 eine Kontraktion ist, existiert ein 푚0 ∈ ℕmit ∥휏푚0∥ < 1.
Wir wa¨hlen 푚0 minimal.
Man deﬁniert nach Lemma 3.3.2 zuna¨chst eine Norm durch
∣푥∣∗ := max
0≤푘≤푚0−1
∣휏 푘푥∣, 푥 ∈ 픾.
Diese ist subadditiv, denn:
∣푥푦∣∗ = max
0≤푘≤푚0−1
{∣휏 푘(푥푦)∣} ≤ max
0≤푘≤푚0−1
{∣휏 푘(푥)∣+ ∣휏 푘(푦)∣} ≤ ∣푥∣∗ + ∣푦∣∗.
Fu¨r 푁 ∈ ℕ gilt 푁 = 푛푚0 + 푘 mit 0 ≤ 푘 < 푚0 fu¨r ein 푛 ∈ ℕ0. Dann gilt:
∣휏푁푥∣∗ = max
0≤푗<푚0
∣휏푁+푗푥∣
≤ max
0≤푗<푚0
∥휏푛푚0∥ ⋅ ∣휏 푘+푗푥∣
≤ ∥휏푚0∥푛 max{∣휏 푘푥∣, . . . , ∣휏푚0−1푥∣, ∣휏푚0푥∣, . . . , ∣휏 푘+푚0−1푥∣} .
Wegen ∣휏 푗푥∣∗ ≤ ∥휏 푗∥ ⋅ ∣푥∣∗ < ∣푥∣∗ fu¨r 푗 ≥ 푚0 folgt weiter
∣휏푁푥∣∗ ≤ ∥휏푚0∥푛 max
0≤푗<푚0
{∣휏 푗푥∣}
≤ ∥휏푚0∥푛∣푥∣∗. (3.1)
Außerdem gilt
∣휏−1푥∣∗ = max
0≤푘<푚0
∣휏 푘−1푥∣ ≤ max
0≤푘<푚0
∥휏−1∥∣휏 푘푥∣ ≤ ∥휏−1∥∣푥∣∗.
Sei 퐻 eine kommutative Untergruppe von Aut(픾) mit 휏, (훿푡)푡>0 ∈ 퐻. Dann gilt
mit Lemma 3.3.3 und 3.3.4, dass durch
∥휎∥0 := ∥휎푚0∥ und ∥휎∣1 := ∥휎∥
1
2푚0
0
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3.3 Gruppen- und Automorphismennormen
Automorphismennormen auf 퐻 deﬁniert werden. Es gilt ∥휏∥0 < 1 und ∥휏∥1 < 1.
Aus (3.1) folgt
∣휏푁푥∣∗ ≤ ∥휏∥푁1 ∣푥∣∗ fu¨r 푁 ≥ 푚0 und ∣휏 푘푥∣∗ ≤ ∣푥∣∗ fu¨r 푘 ≥ 0.
Nun sei ∥⋅∥∗ die kanonische Automorphismennorm zu ∣ ⋅ ∣∗ (deﬁniert auf Aut(픾)).
Nach Bemerkung 1.6.4 (푑) ist ∥휎∥∗ = sup∣푥∣∗=1 ∣휎(푥)∣∗, denn ∣훿푡(푥)∣∗ = 푡∣푥∣∗.
Dann folgt
∥휏푁∥∗ ≤ ∥휏∥푁1 fu¨r 푁 ≥ 푚0 und ∥휏푁∥∗ ≤ 1 fu¨r 푁 < 푚0
und
∥휏−1∥∗ ≤ ∥휏−1∥.
Die so konstruierte Norm ∣⋅∣∗ auf픾 und die zugeho¨rige Automorphismennorm ∥⋅∥∗
auf 퐻 erfu¨llen somit die Eigenschaften von 1.6.2-1.6.5. Auf einer kontrahierbaren,
total unzusammenha¨ngenden Gruppe existieren ebenfalls eine subadditive Norm
und eine Automorphismennorm mit den gewu¨nschten Eigenschaften, dies liefert
die folgende Proposition.
Proposition 3.3.6. 픾 sei eine kontrahierbare, total unzusammenha¨ngende Grup-
pe, 휏 ∈ Aut(픾) kontrahierend. Dann existiert eine subadditive Norm ∣ ⋅ ∣ auf 픾
und eine Automorphismennorm ∥⋅∥ auf Aut(픾) mit ∥휏∥ := sup푥 ∕=푒 ∣휏(푥)∣/∣푥∣ < 1.
Insbesondere gilt mit der Notation aus Proposition 1.6.5 푅−푛∣푥∣ ≤ ∣휏푛(푥)∣ ≤ 휌푛∣푥∣
fu¨r alle 푛 ∈ ℤ.
Beweis. Sei 픾 eine total unzusammenha¨ngende Gruppe, dann existieren kompak-
te, oﬀene Untergruppen (푈푛)푛∈ℤ von 픾, die die folgenden Bedingungen erfu¨llen
(siehe Lemma 4.4.2 bzw. [12], Abschnitt 3.1 II):
(i)
∪
푛∈ℤ 푈푛 = 픾,
(ii)
∩
푛∈ℤ 푈푛 = {푒}, wobei 푒 das Einheitselement in 픾 ist,
(iii) 푈푛 ⊃ 푈푛+1 fu¨r alle 푛 ∈ ℤ,
(iv) 휏푛푈0 = 푈푛 fu¨r alle 푛 ∈ ℤ.
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Sei nun 0 < 휌 < 1. Deﬁniert man ∣푥∣ := inf푘{휌푘 : 푥 ∈ 푈푘}, dann gilt:
∣푥∣ = 휌푘 ⇔ 푥 ∈ 푈푘 ∖ 푈푘+1, ∣푥∣ = ∣푥−1∣.
Diese Norm ist subadditiv. Dazu seien nun ∣푥∣ = 휌푘, ∣푦∣ = 휌푙 und o.B.d.A. 푙 < 푘.
D. h. 푥 ∈ 푈푘 ∖ 푈푘+1 und 푦 ∈ 푈푙 ∖ 푈푙+1, und wegen 푙 < 푘 folgt 푦 ∈ 푈푘. Also gilt
auch 푥푦 ∈ 푈푘, damit folgt:
∣푥푦∣ ≤ max{∣푥∣, ∣푦∣} ≤ ∣푥∣+ ∣푦∣.
U¨berdies gilt nach Konstruktion:
∣휏푥∣ = 휌∣푥∣ und damit ∣휏푛푥∣ = 휌푛∣푥∣.
Fu¨r die Automorphismennorm wa¨hlt man
∥휎∥ := sup
푥 ∕=푒
∣휎(푥)∣
∣푥∣ .
Ist 푥 ∈ 푈푘, dann folgt 휏(푥) ∈ 푈푘+1 und somit ∣휏(푥)∣/∣푥∣ = 휌 fu¨r alle 푘. Somit gilt
∥휏∥ = sup
푥 ∕=푒
{∣휏(푥)∣∣푥∣ } = 휌 < 1.
Nun kommen wir zum allgemeinen Fall einer kontrahierbaren, lokalkompakten
Gruppe. Dieser Fall kann jetzt auf die obigen Fa¨lle zuru¨ckgefu¨hrt werden.
Proposition 3.3.7. Seien 픾 eine kontrahierbare, lokalkompakte Gruppe und 휏 ∈
Aut(픾) eine Kontraktion. Dann existieren eine subadditive Norm ∣ ⋅ ∣ und eine
Automorphismennorm ∥⋅∥ ({훿푡, 휏} kommutativ fu¨r geeignete Dilatationen (훿푡)푡>0)
mit ∥휏∥ < 1, 푅−푛∣푥∣ ≤ ∣휏푛(푥)∣ fu¨r alle 푛 ≥ 0 und ∣휏푛(푥)∣ ≤ 휌푛∣푥∣ fu¨r 푛 ≥ 푚0.
Beweis. Fu¨r eine kontrahierbare, lokalkompakte Gruppe gilt nach 3.1.13 in [12]
픾 = 푁
⊗
퐷,
wobei 푁 eine kontrahierbare, nilpotente Gruppe mit Dilatationen (훿푡)푡>0 und 퐷
eine kontrahierbare, total unzusammenha¨ngende Gruppe ist. Weiterhin gilt, dass
휏 = 휅⊗ 휎, wobei 휅 auf 푁 und 휎 auf 퐷 kontrahierend sind.
Seien weiter ∣ ⋅ ∣푁 bzw. ∣ ⋅ ∣퐷 die zugeho¨rigen subadditiven Normen und ∥ ⋅ ∥푁
und ∥ ⋅ ∥퐷 die zugeho¨rigen Automorphismennormen auf 푁 bzw. 퐷. Es gilt also
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∥휅∥푁 ≤ 1, ∥휅푛∥푁 ≤ 푐푛, fu¨r 푛 ≥ 푚0 und 0 < 푐 < 1, ∥휎∥퐷 = 퐶 < 1, ∣휅푥∣푁 = 푐∣푥∣푁
fu¨r 푥 ∈ 푁 und ∣휎푥∣퐷 = 퐶∣푥∣퐷 fu¨r 푥 ∈ 퐷.
Dann deﬁnieren wir fu¨r (푥, 푦) ∈ 픾
∣(푥, 푦)∣픾 := ∣푥∣푁 + ∣푦∣퐷.
Diese Norm ist subadditiv, denn
∣(푥, 푦)(푥′, 푦′)∣픾 = ∣(푥푥′, 푦푦′)∣픾 = ∣푥푥′∣푁 + ∣푦푦′∣퐷
≤ (∣푥∣푁 + ∣푥′∣푁) + (∣푦∣퐷 + ∣푦′∣퐷)
= (∣푥∣푁 + ∣푦∣퐷) + (∣푥′∣푁 + ∣푦′∣퐷)
= ∣(푥, 푦)∣픾 + ∣(푥′, 푦′)∣픾.
Oﬀensichtlich gilt
∣(푥, 푦)∣픾 = ∣(푥, 푦)−1∣픾 und ∣(푥, 푦)∣픾 = 0⇔ (푥, 푦) = (푒푁 , 푒퐷).
Weiter gilt mit 휌 := max{푐, 퐶} < 1
∣휏(푥, 푦)∣픾 = ∣(휅푥, 휎푦)∣픾 = ∣휅푥∣푁 + ∣휎푦∣퐷 ≤ 휌∣푥∣푁 + 휌∣푦∣퐷 = 휌∣(푥, 푦)∣픾
und daher folgt ∥휏∥ ≤ 1 und ∥휏푚0∥ < 1. Die u¨brigen Ungleichungen folgen
unmittelbar.
Wir ko¨nnen also im Folgenden auf kontrahierbaren, lokalkompakten Gruppen
o.B.d.A. annehmen, dass eine subadditive Norm ∣ ⋅ ∣ auf 픾 und eine Automor-
phismennorm ∥ ⋅ ∥ auf einer Untergruppe 퐻 ⊇ {휏 푘} existieren, so dass fu¨r die
Kontraktion 휏 bereits ∥휏∥ < 1 gilt.
3.4 Logarithmische Momente und Konvergenz
von Faltungsprodukten
Das Ziel dieses Abschnittes ist es, einen Zusammenhang zwischen der Existenz
logarithmischer Momente der Ordnung 푛 und der schwachen Konvergenz gewisser
Faltungsprodukte herzustellen. Im Folgenden sei dabei 픾 stets eine kontrahier-
bare Gruppe. Daru¨ber hinaus sei (Ω,풜, 푃 ) immer der zugrunde liegende Wahr-
scheinlichkeitsraum.
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Deﬁnition 3.4.1. Man deﬁniert analog zu Deﬁnition 2.4.15
풫ln푛 =
{
휈 ∈ 풫(픾) :
∫
ln(1 + ∥푥∥)푛휈(푑푥) <∞
}
=
{
휈 ∈ 풫(픾) :
∫
ln+(∥푥∥)푛휈(푑푥) <∞
}
,
wobei ∥ ⋅ ∥ eine subadditive Norm und 푛 ≥ 0 seien. Man sagt, 휈 ∈ 풫ln푛 besitzt ein
logarithmisches Moment der Ordnung n. Diese Klasse ist nach 1.6.2 fu¨r homogene
Gruppen unabha¨ngig von der speziellen Norm.
Lemma 3.4.2. Seien 푓 : Ω→ ℝ+ messbar, 휓 : ℝ+ → ℝ+, 휓 ∈ 풞1 strikt monoton
wachsend und 휓′ ∈ 퐿1. Dann gilt:∫
Ω
휓 ∘ 푓푑푃 =
∫
ℝ+
푃 (푓 > 푦)휓′(푦)푑푦.
Beweis. Es gilt ∫
Ω
휓 ∘ 푓푑푃 =
∫
ℝ+
푃 (휓 ∘ 푓 > 푧)푑푧
=
∫
ℝ+
푃 (푓 > 휓−1(푧))푑푧
=
∫
ℝ+
푃 (푓 > 푦)휓′(푦)푑푦.
Folgerung 3.4.3. Insbesondere beno¨tigen wir im Folgenden
피
[
(log(1 + ∥푋∥))푛+1] = (푛+ 1) ∫ ∞
0
푃 (∥푋∥ > 푒푦 − 1)푦푛푑푦
bzw. a¨quivalent dazu
피
[
(log+(∥푋∥))푛+1] = (푛+ 1) ∫ ∞
0
푃 (∥푋∥ > 푒푦)푦푛푑푦.
Beweis. Mit 푓(푥) = log(1 + ∥푥∥) und 휓(푦) = 푦푛+1 folgt sofort, dass
피
[
(log(1 + ∥푋∥))푛+1] = (푛+ 1) ∫ ∞
0
푃 (log(1 + ∥푋∥) > 푦)푦푛푑푦.
Umformen liefert die Behauptung.
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Analog zu Summen unabha¨ngiger Zufallsvariabler im Vektorraum beno¨tigen wir
hier fu¨r Folgen von Produkten unabha¨ngiger Zufallsvariabler die A¨quivalenz von
fast sicherer und stochastischer Konvergenz. Fu¨r den Beweis des folgenden Theo-
rems sei dabei auf [14], Theorem 2.2.19 verwiesen. Da wir hier auch die zugeho¨ri-
gen Zufallsvariablen betrachten, sei daran erinnert, dass die Gruppe das zweite
Abza¨hlbarkeitsaxiom erfu¨llt (dies folgt wie bereits erwa¨hnt aus der Kontrahier-
barkeit).
Theorem 3.4.4. Seien 픾 eine aperiodische, lokalkompakte Gruppe und (푋푛)푛≥1
eine Folge unabha¨ngiger Zufallsvariabler auf 픾 mit Verteilungen (휇푛)푛≥1, d. h.
푋푛 hat die Verteilung 휇푛. Sei 푌푛 := 푋1 . . . 푋푛, dann sind a¨quivalent
(i) 푌푛 konvergiert fast sicher,
(ii)
푛∗
푖=1
휇푖 konvergiert schwach,
(iii) 푌푛 konvergiert stochastisch.
Damit erha¨lt man fu¨r den Fall aperiodischer lokalkompakter Gruppen auch direkt
das folgende Korollar.
Korollar 3.4.5. Seien 픾 eine aperiodische, lokalkompakte Gruppe und (푋푛)푛≥1
eine Folge unabha¨ngiger Zufallsvariabler auf 픾 mit Verteilungen (휇푛)푛≥1, dann
gilt
∗
푖≥푘
휇푖 konvergiert schwach ∀푘 ∈ ℕ⇔
∏
푖≥푘
푋푖 konvergiert f. s. ∀푘 ∈ ℕ.
Da homogene Gruppen aperiodische, lokalkompakte Gruppen sind, erhalten wir
also die obigen A¨quivalenzen fu¨r homogene Gruppen. Im Falle allgemeiner lo-
kalkompakter Gruppen kommt man jedoch nicht ohne eine Zusatzvoraussetzung
aus, wenn man die A¨quivalenz von fast sicherer Konvergenz und Konvergenz in
Verteilung eines Produkts von unabha¨ngigen Zufallsvariablen erhalten mo¨chte.
Zur vereinfachten Schreibweise im folgenden Satz benutzen wir die Notation
퐻푟(휈) := {푥 ∈ 픾 : 휈 ∗ 휀푥 = 휈}
fu¨r die so genannte rechts-Invarianzgruppe einer Verteilung 휈 ∈ 풫(픾). Außerdem
setzen wir
휈(푘,푛) :=
푛∗
푖=푘+1
휇푖 und 휈(푘) :=
∞∗
푖=푘+1
휇푖
mit den Verteilungen aus dem vorherigen Theorem und Korollar.
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Satz 3.4.6. Seien 픾 eine lokalkompakte Gruppe und (푋푛)푛≥1 eine Folge un-
abha¨ngiger Zufallsvariabler auf 픾 mit Verteilungen (휇푛)푛≥1. Gilt daru¨ber hinaus∩
푘≥1
퐻푟(휈(푘)) = {푒},
dann folgt
∏
푖≥푘
푋푖 konvergiert f. s. ∀푘 ∈ ℕ⇔ ∗
푖≥푘
휇푖 konvergiert schwach ∀푘 ∈ ℕ.
Beweis. Es ist nur die Ru¨ckrichtung zu zeigen. Wir u¨bernehmen hier die Nota-
tionen aus [14]. Nach Voraussetzung gilt 휈(푘,푛)
푤→ 휈(푘) fu¨r alle 푘 ∈ ℕ. Aus Korollar
2.2.7 in [14] folgt, dass
퐾0 :=
∪
휆∈픏
supp(휆)
kompakt ist (zur Deﬁnition von 픏 siehe 2.2.1 in [14]). Mit 2.2.9 in [14] folgt
퐾0 ⊂ 퐻푟(휈(푘)) fu¨r alle 푘 ∈ ℕ und somit 퐾0 ⊂
∩
푘≥1퐻푟(휈(푘)) = {푒}. Theorem
2.2.16 in [14] liefert die fast sichere Konvergenz von
∏푛
푖=푘+1푋푖, wenn wir dort
퐻 = {푒} wa¨hlen.
Fu¨r unseren Fall der 휏 -Zerlegbarkeit ko¨nnen wir nun das folgende Korollar be-
weisen.
Korollar 3.4.7. Seien 픾 eine kontrahierbare, lokalkompakte Gruppe, 휏 ∈ Aut(픾)
kontrahierend, 휈 ∈ 풫(픾) und (푋푖)푖≥1 unabha¨ngige identisch verteilte Zufallsva-
riable mit Verteilung 휈. Daru¨ber hinaus sei 푋 eine Zufallsvariable mit Verteilung
휇. Dann gilt
푛∗
푗=1
휏 푗(휈)
푤→ 휇 fu¨r 푛→∞⇔
푛∏
푗=1
휏 푗(푋푗)→ 푋 fast sicher fu¨r 푛→∞.
Beweis. Nach Satz 3.4.6 genu¨gt es zu zeigen, dass
∩
푘∈ℕ
퐻푟(
∞∗
푘+1
휏 푗(휈)) = {푒}.
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Nun gilt aber
퐻푟(
∞∗
푗=푘+1
휏 푗(휈)) = {푥 :
∞∗
푘+1
휏 푗(휈) ∗ 휀푥 =
∞∗
푘+1
휏 푗(휈)}
= {푥 : 휏 푘+1(
∞∗
푗=0
휏 푗(휈)) ∗ 휀푥 = 휏 푘+1(
∞∗
푗=0
휏 푗(휈))}
= {푥 : 휏 푘+1(
∞∗
푗=0
휏 푗(휈) ∗ 휀휏−(푘+1)(푥)) = 휏 푘+1(
∞∗
푗=0
휏 푗(휈))}
= {푥 : 휏 푘+1(휇 ∗ 휀휏−(푘+1)(푥)) = 휏 푘+1(휇)}
= {푥 : 휇 ∗ 휀휏−(푘+1)(푥) = 휇}
= {푥 : 휏−(푘+1)(푥) ∈ 퐻푟(휇)}
und somit folgt 퐻푟(
∞∗
푗=푘+1
휏 푗(휈)) = 휏 푘+1(퐻푟(휇)). Da 휏 kontrahierend ist, konver-
giert 휏 푘+1(푥) gegen 푒. Also folgt
∩
푘∈ℕ
퐻푟(
∞∗
푘+1
휏 푗(휈)) = {푒}.
Wir beno¨tigen zuna¨chst noch ein Hilfslemma.
Lemma 3.4.8. Seien 푋 eine 픾-wertige Zufallsvariable auf (Ω,풜, 푃 ) und ∣⋅∣ eine
subadditive Norm auf 픾. Dann gilt∫ ∞
1
푃 (ln+ ∣푋∣ > 푦)푦푛푑푦 <∞ ⇒
∞∑
푗=1
푃 (ln+ ∣푋∣ > 푗훽)푗푛 <∞ fu¨r alle 훽 > 0,
∫ ∞
1
푃 (ln+ ∣푋∣ > 푦)푦푛푑푦 <∞ ⇐
∞∑
푗=1
푃 (ln+ ∣푋∣ > 푗훽)푗푛 <∞ fu¨r ein 훽 > 0.
Beweis. Wir deﬁnieren 푓1(푦) := 푃 (ln
+ ∣푋∣ > 푦) und 푓2(푦) := 푦푛 fu¨r 푦 > 1.
Beide Funktionen sind nichtnegativ und oﬀensichtlich ist 푓1 monoton fallend
und 푓2 monoton wachsend. Wir zeigen zuna¨chst die zweite Aussage. Sei also∑∞
푗=1 푃 (ln
+ ∣푋∣ > 푗훽)푗푛 <∞ fu¨r ein 훽 > 0. Nun setzen wir
푧(푗) := max
푗훽≤푦≤(푗+1)훽
푓1(푦)푓2(푦) fu¨r alle 푗 ∈ ℕ.
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Dann folgt
푧(푗) ≤ max
푗훽≤푦≤(푗+1)훽
푓1(푦) max
푗훽≤푦≤(푗+1)훽
푓2(푦)
= 푓1(푗훽)푓2((푗 + 1)훽)
= 푃 (ln+ ∣푋∣ > 푗훽)((푗 + 1)훽)푛.
Somit ergibt sich mithilfe der Abscha¨tzung durch Riemann-Obersummen∫ ∞
1
푃 (ln+ ∣푋∣ > 푦)푦푛푑푦 ≤
∞∑
푗=1
푧(푗)
≤
∞∑
푗=1
푃 (ln+ ∣푋∣ > 푗훽)((푗 + 1)훽)푛
≤
∞∑
푗=1
푃 (ln+ ∣푋∣ > 푗훽)푗푛훽푛(푗 + 1
푗
)푛
≤ 2푛훽푛
∞∑
푗=1
푃 (ln+ ∣푋∣ > 푗훽)푗푛
< ∞.
Der Beweis der ersten Aussage verla¨uft analog. Wir setzen hier
푧(푗) := min
푗훽≤푦≤(푗+1)훽
푓1(푦)푓2(푦) fu¨r alle 푦 > 1.
Dann folgt wie oben
푧(푗) ≥ min
푗훽≤푦≤(푗+1)훽
푓1(푦) min
푗훽≤푦≤(푗+1)훽
푓2(푦)
= 푓1((푗 + 1)훽)푓2(푗훽)
= 푃 (ln+ ∣푋∣ > (푗 + 1)훽)(푗훽)푛.
Analog zum Beweis der zweiten Aussage liefert eine Abscha¨tzung die Behauptung.
Fu¨r einige der Hauptresultate dieses Abschnitts ist eine Verallgemeinerung des
Lemmas von Borel-Cantelli erforderlich. Wir beno¨tigen Aussagen u¨ber Doppel-
folgen von Mengen (퐴푘,푙)푘,푙∈ℕ ⊂ 풜 und deﬁnieren fu¨r diese a¨hnlich zum limes
superior fu¨r gewo¨hnliche Folgen von Mengen
퐴∗ :=
∩
푛≥1
(
∪
max(푘,푙)≥푛
퐴푘,푙).
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Lemma 3.4.9 (Borel-Cantelli fu¨r Doppelfolgen). Sei (퐴푘,푙)푘,푙∈ℕ eine Doppelfolge
von Ereignissen auf dem Wahrscheinlichkeitsraum (Ω,풜, 푃 ). Dann gilt
(a) Sei
∑∞
푘=1
∑∞
푙=1 푃 (퐴푘,푙) <∞, dann folgt 푃 (퐴∗) = 0.
(b) Seien die Ereignisse (퐴푘,푙)푘,푙∈ℕ unabha¨ngig und
∑∞
푘=1
∑∞
푙=1 푃 (퐴푘,푙) = ∞,
dann folgt 푃 (퐴∗) = 1.
Beweis. (푎) Aus der Stetigkeit von oben und der 휎-Subadditivita¨t von 푃 folgt
푃 (퐴∗) = lim
푛→∞
푃 (
∪
max(푘,푙)≥푛
퐴푘,푙)
≤ lim
푛→∞
∑
max(푘,푙)≥푛
푃 (퐴푘,푙)
≤ lim
푛→∞
∞∑
푘=푛
푛−1∑
푙=1
푃 (퐴푘,푙) + lim
푛→∞
푛−1∑
푘=1
∞∑
푙=푛
푃 (퐴푘,푙)
≤ lim
푛→∞
∞∑
푘=푛
∞∑
푙=1
푃 (퐴푘,푙) + lim
푛→∞
∞∑
푙=푛
∞∑
푘=1
푃 (퐴푘,푙)
= 0.
(푏) Aus der Stetigkeit von unten folgt
푃 ((퐴∗)푐) = 푃 (
∞∪
푛=1
∩
max(푘,푙)≥푛
퐴푐푘,푙)
= lim
푛→∞
푃 (
∩
max(푘,푙)≥푛
퐴푐푘,푙).
Da log(1− 푥) ≤ −푥 fu¨r alle 푥 ∈ [0, 1], folgt fu¨r alle 푛 ∈ ℕ
푃 (
∩
max(푘,푙)≥푛
퐴푐푘,푙) =
∏
max(푘,푙)≥푛
(1− 푃 (퐴푘,푙))
= exp(
∑
max(푘,푙)≥푛
log(1− 푃 (퐴푘,푙))
≤ exp(−
∑
max(푘,푙)≥푛
푃 (퐴푘,푙))
= 0.
Somit gilt 푃 (퐴∗) = 1.
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Nach diesen Vorbereitungen ko¨nnen wir nun den Zusammenhang zwischen der
Konvergenz gewisser Faltungsprodukte und der Existenz logarithmischer Momen-
te herstellen, vergleiche auch Theorem 2.4.16. Da wir aber im allgemeinen Fall
einer kontrahierbaren Gruppe keine A¨quivalenz schwacher und fast sicherer Kon-
vergenz wie in Satz 3.4.6 zur Verfu¨gung haben, ko¨nnen wir zuna¨chst nur eine
Richtung beweisen.
Satz 3.4.10. Seien 픾 eine kontrahierbare, lokalkompakte Gruppe und 휏 ∈ Aut(픾)
eine Kontraktion. Dann gilt:
휈 ∈ 풫ln푛+1 ⇒ ∗
푗≥0
휏 푗
(
휈∗(
푛+푗
푗 )
)
konvergiert schwach.
Beweis. Es sei zuna¨chst vorausgesetzt, dass in Proposition 3.3.7 gilt 푚0 = 1.
Seien 푋, 푋푖, 푋푖,푗 unabha¨ngige identisch verteilte Zufallsvariablen mit Verteilung
휈. Seien 푛 ∈ ℕ fest und 휈 ∈ 풫ln푛+1 , d. h.
∫
픾(ln
+ ∣푥∣)푛+1푑휈(푥) <∞. Nun gilt wegen
Lemma 3.4.2:∫
픾
(ln+ ∣푥∣)푛+1푑휈(푥) =
∫
Ω
(ln+ ∣푋∣)푛+1푑푃 =
∫ ∞
0
푃 (ln+ ∣푋∣ > 푦)(푛+ 1)푦푛푑푦 <∞.
Hieraus ergibt sich mit Lemma 3.4.8 folgende a¨quivalente Umformung:∫ ∞
0
푃 (ln+ ∣푋∣ > 푦)(푛+ 1)푦푛푑푦 <∞
⇔
∫ ∞
0
푃 (ln+ ∣푋∣ > 푦)푦푛푑푦 <∞
⇔
∑
푗≥0
푗푛푃 (ln+ ∣푋∣ > 푗훼) <∞ ∀훼 > 0
⇔
∑
푗≥0
푗푛푃 (∣푋∣ > exp(푗훼)) <∞ ∀훼 > 0
⇔ 퐼 :=
∑
푗≥0
푗푛∑
푖=1
푃 (∣푋푖,푗∣ > exp(푗훼)) <∞ ∀훼 > 0.
Nun gilt aber nach Proposition 1.6.5 und Proposition 3.3.7 fu¨r 푅 := ∥휏−1∥ > 1
und 0 < 휌 := ∥휏∥ < 1
∣휏푛푥∣ ≥ 푅−푛∣푥∣, (3.2)
∣휏푛푥∣ ≤ 휌푛∣푥∣, (3.3)
und daher fu¨r alle 훿 > 0
{∣휏푛푥∣ ≥ 휌푛훿} ⊆ {∣푥∣ ≥ 훿} = {푅−푛∣푥∣ ≥ 푅−푛훿} ⊆ {∣휏푛(푥)∣ ≥ 푅−푛훿}. (3.4)
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Daraus ergibt sich fu¨r 훿 = exp(푗훼) und fu¨r alle 푗 ∈ ℕ
푃 (∣푋푖,푗∣ ≥ exp(푗훼)) ≤ 푃 (∣휏 푗푋푖,푗∣ ≥ 푅−푗 exp(푗훼)), (3.5)
푃 (∣푋푖,푗∣ ≥ exp(푗훼)) ≥ 푃 (∣휏 푗푋푖,푗∣ ≥ 휌푗 exp(푗훼)), (3.6)
und somit
퐼 ≤
∑
푗≥0
푗푛∑
푖=1
푃 (∣휏 푗푋푖,푗∣ ≥ 푅−푗 exp(푗훼)),
퐼 ≥
∑
푗≥0
푗푛∑
푖=1
푃 (∣휏 푗푋푖,푗∣ ≥ 휌푗 exp(푗훼)).
Also folgt mit 훿훼 := 휌 exp(훼):
∑
푗≥0
푗푛∑
푖=1
푃 (∣휏 푗푋푖,푗∣ ≥ 훿푗훼) <∞.
Wir deﬁnieren fu¨r 1 ≤ 푖 ≤ 푗푛
퐴푖,푗 := {∣휏 푗푋푖,푗∣ ≥ 훿푗훼}
und 퐴푖,푗 = ∅ sonst. Dann gilt 푃 (퐴푖,푗) = 푃 (퐴0,푗) fu¨r 0 ≤ 푖 ≤ 푗푛. Aus dem
Borel-Cantelli-Lemma fu¨r Doppelfolgen erha¨lt man nun mit zugeho¨rigem 퐴∗:
푃 (퐴∗) = 0 fu¨r jedes feste 훼 > 0.
Dies bedeutet, dass fu¨r 푃 -fast alle 휔 ein 푗(휔) existiert, so dass fu¨r alle 푖 ≤ 푗푛 und
푗 ≥ 푗(휔) gilt 휔 ∈ 퐴푐푖,푗, also ∣휏 푗푋푖,푗(휔)∣ < 훿푗훼.
Wa¨hle nun 훼 > 0 so, dass 훿훼 < 1, dann gilt:
∑
푗≥0
푗푛∑
푖=1
∣∣휏 푗푋푖,푗(휔)∣∣ = 푗(휔)∑
푗=0
푗푛∑
푖=1
∣∣휏 푗푋푖,푗(휔)∣∣+ ∑
푗>푗(휔)
푗푛∑
푖=1
∣∣휏 푗푋푖,푗(휔)∣∣
≤ 푐1(휔) +
∑
푗≥0
푗푛∑
푖=1
훿푗훼
= 푐1(휔) +
∑
푗≥0
푗푛훿푗훼
< ∞ f.s., (3.7)
wobei 푐1(휔) :=
∑푗(휔)
푗=0
∑푗푛
푖=1 ∣휏 푗푋푖,푗(휔)∣ <∞ ist.
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Analog gilt
∑
푗≥0
푗푛
∣∣휏 푗푋푖,푗(휔)∣∣ = 푗(휔)∑
푗=0
푗푛
∣∣휏 푗푋푖,푗(휔)∣∣+ ∑
푗>푗(휔)
푗푛
∣∣휏 푗푋푖,푗(휔)∣∣
≤ 푐2(휔) +
∑
푗≥0
푗푛훿푗훼
< ∞ f.s., (3.8)
wobei hier 푐2(휔) :=
∑푗(휔)
푗=0 푗
푛 ∣휏 푗푋푖,푗(휔)∣ <∞ ist.
Wegen
(
푛+푗
푗
)
= 푗푛 + 표(푗푛) folgt nun auch
∞∑
푗=0
(푛+푗푗 )∑
푖=1
∣∣휏 푗푋푖푗(휔)∣∣ ≤ 푐3(휔) +∑
푗≥0
푗푛훿푗훼 <∞ f.s., (3.9)
wobei hier 푐3(휔) :=
∑푗(휔)
푗=0
∑(푛+푗푗 )
푖=1 ∣휏 푗푋푖,푗(휔)∣ <∞ ist.
Also ist ∏
푗≥0
(푛+푗푗 )∏
푖=1
휏 푗푋푖,푗
eine Cauchyfolge fast sicher, damit konvergiert ∗
푗≥0
휏 푗
(
휈∗(
푛+푗
푗 )
)
schwach.
Im Fall 푚0 > 1 verla¨uft der Beweis prinzipiell analog. Die Abscha¨tzungen in
(3.3), (3.4) und (3.6) gelten dann nur fu¨r 푗 ≥ 푚0. Dies fu¨hrt in (3.7), (3.8) und
(3.9) lediglich zu einer weiteren additiven Konstanten, la¨sst den restlichen Beweis
aber unvera¨ndert.
Fu¨r homogene Gruppen erhalten wir aber mithilfe der obigen Vorbereitungen
auch die Umkehrung.
Satz 3.4.11. Seien 픾 eine homogene Gruppe und 휏 ∈ Aut(픾) eine Kontraktion.
Dann gilt:
∗
푗≥0
휏 푗
(
휈∗(
푛+푗
푗 )
)
konvergiert schwach⇒ 휈 ∈ 풫ln푛+1 .
Beweis. ∗
푗≥0
휏 푗
(
휈∗(
푛+푗
푗 )
)
konvergiere schwach. Nach Korollar 3.4.5 ist dies fu¨r un-
abha¨ngig identisch-verteilte Zufallsvariablen (푋푖,푗)푖,푗 mit Verteilung 휈 a¨quivalent
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zur fast sicheren Konvergenz von
∏
푗≥0
휏 푗(
(푛+푗푗 )∏
푖=1
푋푖,푗).
Nun folgt:
fu¨r alle 훿 > 0 : 푃 (
∩
푛≥0
(
∪
max(푖,푗)≥푛
{∣휏 푗푋푖,푗∣ > 훿}) = 0.
Mit dem Lemma von Borel-Cantelli fu¨r Doppelfolgen erha¨lt man daraus fu¨r alle
훿 > 0 ∑
푗≥0
푗푛∑
푖=1
푃 (∣휏 푗푋푖,푗∣ > 훿) <∞
⇔ 퐼 :=
∑
푗≥0
푗푛푃 (∣휏 푗푋푖,푗∣ > 훿) <∞,
da die 푋푖,푗 identisch verteilt sind fu¨r alle 푖, 푗. Aus (3.4) ergibt sich
{∣휏 푗푋푖,푗∣ > 훿} = {∣휏 푗푋푖,푗∣ > 푅−푗(푅푗훿)} ⊇ {∣푋푖,푗∣ > 푅푗훿}
und mit 훿푗 = 훿
1/푗푅
퐼 ≥
∑
푗≥0
푗푛푃 (∣푋푖,푗∣ > 훿푅푗) =
∑
푗≥0
푗푛푃 (∣푋푖,푗∣ > 훿푗푗 ).
Es ist 푅 > 1. Wir wa¨hlen 훿 > 1 und deﬁnieren 훿¯ := 훿푅. Damit erhalten wir
훿¯푗 = 훿푗푅푗 > 훿푅푗 = 훿푗푗 und es ergibt sich mit {∣푥∣ > 훿푗푗} ⊇ {∣푥∣ > 훿¯푗} direkt
푃 (∣푋푖,푗∣ > 훿푗푗 ) ≥ 푃 (∣푋푖,푗∣ > 훿¯푗)
und somit
퐼 ≥
∑
푗≥0
푗푛푃 (∣푋푖,푗∣ > 훿¯푗).
Wie im Beweis von Satz 3.4.10 und mithilfe von Lemma 3.4.8 gilt mit 훽 := ln(훿¯):∑
푗≥1
푗푛푃 (∣푋푖,푗∣ > 훿¯푗) <∞
⇔
∑
푗≥1
푗푛푃 (ln+ ∣푋푖,푗∣ > 푗훽) <∞
⇔
∫
(ln+ ∣푋∣)푛+1푑푃 = (푛+ 1)
∫ ∞
1
푃 (ln+ ∣푋∣ > 푦)푦푛푑푦 <∞.
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Diese Resultate liefern nun im folgenden Korollar die bereits erwa¨hnte Verbes-
serung der Resultate von W. Hazod und H.-P. Scheﬄer in [11]. Dort wurde nur
der Fall homogener Gruppen und 푛 = 0 behandelt. Wir erhalten hier zum einen
eine U¨bertragung auf mehrfache Zerlegbarkeit, zum anderen aber fu¨r den Fall
푛 = 0 auch die Verallgemeinerung von homogenen Gruppen zu kontrahierbaren,
lokalkompakten Gruppen. Dies zeigt das folgende Korollar.
Korollar 3.4.12. Seien 픾 eine kontrahierbare, lokalkompakte Gruppe und 휏 ∈
Aut(픾) eine Kontraktion. Im Fall 푛 = 0 sind die Aussagen im Satz 3.4.10 a¨qui-
valent.
Beweis. Die Hin-Richtung ist gerade der Spezialfall fu¨r 푛 = 0. Die Ru¨ckrichtung
folgt mit Korollar 3.4.7, denn fu¨r den Fall 푛 = 0 sind schwache und fast siche-
re Konvergenz der auftretenden Verteilungen bzw. Zufallsvariablen nach 3.4.7
a¨quivalent.
Bemerkung 3.4.13. Wir ko¨nnen nun die Bezeichnungen aus Satz 3.4.10 und
die Aussagen (3.7), (3.8) und (3.9) nutzen und erhalten fu¨r homogene Gruppen
weitere a¨quivalente Aussagen. Es gilt
휈 ∈ 풫ln푛+1 ⇔ ∗
푗≥0
휏 푗
(
휈∗(
푛+푗
푗 )
)
konvergiert schwach⇔ (3.7)⇔ (3.8)⇔ (3.9).
Dies folgt direkt aus den Beweisen von Satz 3.4.10 und 3.4.11, denn im ersten
Beweis wurde eigentlich gezeigt
(a) 휈 ∈ 풫ln푛+1 ⇒ (3.7), (3.8),
(b) (3.8)⇒ (3.9),
(c) Aus jeder der drei Aussagen (3.7), (3.8), (3.9) folgt, dass ∗
푗≥0
휏 푗
(
휈∗(
푛+푗
푗 )
)
schwach konvergiert. ♢
Bemerkung 3.4.14. Die Bedingung (3.9)
∞∑
푗=0
(푛+푗푗 )∑
푖=1
∣∣휏 푗푋푖푗∣∣ <∞ f.s.
bedeutet absolute Konvergenz und dies beinhaltet, dass die Reihe umgeordnet
werden darf. Somit ist auch jedes Teilprodukt von ∗
푗≥0
휏 푗(휈(
푛+푗
푗 )) konvergent. Setzt
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man voraus, dass 휏 푗(휈푙) ∈ 풮 fu¨r alle 푗, 푙 ∈ ℤ, dann unter anderem auch
∗
푗≥0
휏 푗(휈(
푛+푗
푗 )) = ∗
푗≥0
휏 푗(∗
푖≥0
휏 푖(휈(
푛−1+푖
푛−1 ))).
♢
Satz 3.4.15. Seien 픾 eine kontrahierbare, lokalkompakte Gruppe und 휏 ∈ Aut(픾)
eine Kontraktion. Daru¨ber hinaus konvergiere
휈(푘)휏 := ∗
푗≥0
휏 푗(휈(
푘+푗
푗 ))
schwach fu¨r alle 푘 ≤ 푛−1. Seien (푍(푘)푙 )푙≥1 die zugeho¨rigen unabha¨ngigen Zufalls-
variablen, d. h. Zufallsvariable mit Verteilung 휈
(푘)
휏 . Dann gilt∏
푗≥0
휏 푗(푍
(푘)
푗 ) konvergiert fast sicher fu¨r alle 푘 ≤ 푛− 1.
Beweis. Aus Bemerkung 3.4.14 folgt direkt, dass 휈
(푘+1)
휏 = ∗
푗≥0
휏 푗휈
(푘)
휏 . Also ist Satz
3.4.10 anwendbar. Daraus folgt die Behauptung.
Bemerkung 3.4.16. Seien (푍
(푘)
푗 )푗≥1, (푍
(푘)
푗,푖 )푗,푖≥1,. . . jeweils unabha¨ngige, iden-
tisch verteilte Zufallsvariable mit den entsprechenden Verteilungen aus dem vor-
herigen Satz. Dann gilt
푍(푛) =
∏
푗≥0
휏 푗(푍
(푛−1)
푗 ) =
∏
푗≥0
휏 푗
∏
푖≥0
휏 푖(푍
(푛−2)
푗,푖 )
= . . . =
∏
푗푛≥0
휏 푗푛(
∏
푗푛−1≥0
휏 푗푛−1(. . . (
∏
푗0≥0
휏 푗0 (푍
(0)
푗푛,푗푛−1,...,푗0) . . .)),
wobei die einzelnen Produkte fast sicher konvergieren. ♢
Fu¨r das folgende Theorem seien nun wieder ℬ und 풮 fest gewa¨hlt, mit den bereits
zuvor vereinbarten Eigenschaften.
Theorem 3.4.17. Seien 픾 eine kontrahierbare, lokalkompakte Gruppe und 휏 ∈
Aut(픾) eine Kontraktion. Dann sind a¨quivalent:
(a) 휇 ∈ 퐿휏푛,
(b) es existiert 휈휏 ∈ 풫ln푛+1, so dass gilt:
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(i) 휇 = ∗
푗≥0
휏 푗휈
∗(푛+푗푗 )
휏 ,
(ii) fu¨r alle 푘 ≤ 푛− 1 konvergiert ∗
푗≥0
휏 푗(휈
(푘+푗푗 )
휏 ) schwach,
(c) es existiert 휈휏 ∈ 풫ln푛+1, so dass gilt:
(i) 휇 = ∗
푗≥0
휏 푗휈
∗(푛+푗푗 )
휏 ,
(ii)
∑
푗≥0
∑(푛+푗푗 )
푖=1 ∣휏 푗푋푖,푗∣ < ∞ fast sicher, wobei die (푋푖,푗)푖,푗 unabha¨ngig
sind mit Verteilung 휈휏 .
Dabei sei wieder vorausgesetzt, dass 휏 푗(휈푙휏 ) ∈ 풮 fu¨r alle 푗, 푙 ∈ ℕ.
Beweis. (푎) ⇒ (푏) Induktion nach 푛. Fu¨r den Fall 푛 = 0 folgt die Behauptung
aus Folgerung 3.1.6 und Proposition 3.1.7 (mit Kommutativita¨tsvoraussetzung):
휇 ∈ ℒ휏0 ⇒ ∃휈휏 ∈ 풫(픾) mit 휇 = 휏휇 ∗ 휈휏
⇒ 휇 = ∗
푗≥0
휏 푗휈휏 .
Sei die Behauptung nun fu¨r 푛 gezeigt und sei 휇 ∈ ℒ휏푛+1. Dann folgt aus Korollar
3.1.13 und Folgerung 3.1.6, dass ein 휈 ′휏 ∈ ℒ휏푛 existiert mit:
휇 = ∗
푗≥0
휏 푗휈 ′휏 .
Nach Induktionsvoraussetzung gilt aber:
휈 ′휏 = ∗
푖≥0
휏 푖휈
∗(푛+푖푛 )
휏 ,
wobei 휈휏 ∈ 풫ln푛+1 . Daraus ergibt sich
휇 = ∗
푗≥0
휏 푗∗
푖≥0
휏 푖휈
∗(푛+푖푛 )
휏
= ∗
푗≥0
∗
푖≥0
휏 푗+푖휈
∗(푛+푖푛 )
휏
= ∗
푗≥0
푗∗
푖=0
휏 푗휈
∗(푛+푖푛 )
휏
= ∗
푗≥0
휏 푗휈
∗∑푗푖=0 (푛+푖푛 )
휏
= ∗
푗≥0
휏 푗휈
∗(푛+푗+1푛+1 )
휏 .
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Damit folgt die Behauptung aus Proposition 3.1.7.
(푏) ⇒ (푎) Auch hier benutzen wir eine Induktion nach 푛. Man kann die Kofak-
toren von 휈휏푘 wie folgt wa¨hlen:
휈휏푘 = ∗
0≤푗≤푘−1
휏 푗휈휏 .
Dies ergibt sich aus Bemerkung 3.1.4. Damit und mit Folgerung 3.1.6 und Satz
3.4.10 ergibt sich der Fall 푛 = 0. Denn angenommen (b) gilt, dann gilt fu¨r alle
푘 ∈ ℕ:
휇 = ∗
푗≥0
휏 푗휈휏
= ∗
0≤푗≤푘−1
휏 푗휈휏 ∗ ∗
푗≥푘
휏 푗휈휏
= ∗
푗≥푘
휏 푗휈휏 ∗ ∗
0≤푗≤푘−1
휏 푗휈휏
= 휏 푘∗
푗≥0
휏 푗휈휏 ∗ ∗
0≤푗≤푘−1
휏 푗휈휏
= 휏 푘휇 ∗ 휈휏푘 .
Also folgt 휇 ∈ ℒ휏푛.
Sei nun 푛 ≥ 1 fest und die Behauptung gelte fu¨r 푛. Sei 휇 ∈ 풫(픾) und existiere
휈휏 ∈ 풫푙푛푛+2 mit:
휇 = ∗
푗≥0
휏 푗휈
∗(푛+1+푗푛+1 )
휏 .
Dann gilt analog zu
”
(푎)⇒ (푏)“:
휇 = ∗
푗≥0
휏 푗휈
∗(푛+1+푗푛+1 )
휏 = ∗
푗≥0
휏 푗
(
∗
푖≥0
휏 푖휈
∗(푛+푖푛 )
휏
)
.
Nun gilt aber nach Induktionsvoraussetzung, dass 휌푛 := ∗
푖≥0
휏 푖휈
∗(푛+푖푛 )
휏 ∈ ℒ휏푛, und
damit folgt 휇 ∈ ℒ휏푛+1.
(푏)⇔ (푐) Dies folgt aus Bemerkung 3.4.14.
Wir betrachten nun weiterhin kontrahierbare, lokalkompakte Gruppen. Im Fall
푛 = 1 ko¨nnen wir auch dann a¨hnliche a¨quivalente Aussagen wie im vorherigen
Theorem treﬀen, wenn wir nicht voraussetzen, dass die betrachteten Verteilungen
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bzgl. der Faltung kommutativ sind. Wir haben zwar die Klassen ℒ휏푛 nur fu¨r den
kommutativen Fall deﬁniert, um die gewu¨nschte geschachtelte Struktur zur er-
halten. Jedoch ko¨nnen wir stattdessen die zweifache Zerlegbarkeit der Verteilung
휇 fordern. Dies bedeutet, dass fu¨r einen Automorphismus 휏 ∈ Aut(픾) die Vertei-
lung 휇 휏 -zerlegbar ist mit Kofaktor 휈, welcher wiederum 휏 -zerlegbar ist. Im Fall
푛 > 1 gelten die im Folgenden bewiesenen A¨quivalenzen vermutlich auch. Jedoch
wird die Formulierung sehr unu¨bersichtlich, da man die auftretenden Faktoren
ohne Kommutativita¨tsvoraussetzung nicht mehr geeignet zusammenfassen kann.
Satz 3.4.18. Seien 픾 eine kontrahierbare, lokalkompakte Gruppe und 휏 ∈ Aut(픾).
Seien (푋푖,푗)푗≥1,푖≤푗+1 unabha¨ngige Zufallsvariable mit Verteilung 휆. Weiter seien
푍푖 :=
∏
푘≥0 휏
푘(푋푖,푘+푖) mit Verteilung 휈 und 푌 :=
∏
푖≥0 휏
푖(푍푖) mit Verteilung 휇.
Sei ∑
푗≥0
푗+1∑
푖=1
∣휏 푗(푋푖,푗)∣ <∞ f.s. ,
dann gilt
(a) fu¨r alle Teilreihen
∑
푗≥푖 ∣휏 푗(푋푖,푗)∣ <∞ f.s.,
(b) 휈 = 휆 ∗ 휏(휈),
(c) 휇 = 휈 ∗ 휏(휇).
Beweis. Da die Reihe
∑
푗≥0
∑푗+1
푖=1 ∣휏 푗(푋푖,푗)∣ absolut konvergiert, kann man sie
umordnen (siehe auch Bemerkung 3.4.14) und man erha¨lt∑
푖≥1
∑
푗≥푖−1
∣휏 푗(푋푖,푗)∣ <∞ f.s..
Daher gilt fu¨r alle Teilreihen
∑
푗≥푖−1 ∣휏 푗(푋푖,푗)∣ <∞ fast sicher und somit konver-
giert fu¨r alle 푖 ∈ ℕ ∏
푗≥푖−1
휏 푗(푋푖,푗) = 휏
푖(
∏
푗≥푖−1
휏 푗−푖(푋푖,푗)) = 휏 푖(푍푖)
fast sicher. Dabei gilt 푍푖 =
∏
푘≥0 휏
푘(푋푖,푘+푖). Weiterhin gilt∑
푖≥0
∣휏 푖푍푖∣ ≤
∑
푖≥0
∑
푗≥푖−1
∣휏 푗(푋푖,푗)∣ <∞ f.s..
Also folgt
휈 = 휆 ∗ 휏(휈) und 휇 = 휈 ∗ 휏(휇).
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3.4 Logarithmische Momente und Konvergenz von Faltungsprodukten
Nun kommen wir zur partiellen Umkehrung des vorherigen Satzes:
Satz 3.4.19. Seien 픾 eine kontrahierbare, lokalkompakte Gruppe und 휏 ∈ Aut(픾).
Sei 휇 zweifach 휏 -zerlegbar, d. h. es gelte 휇 = 휈 ∗ 휏(휇) und 휈 = 휆 ∗ 휏(휈). Es seien
(푋푖,푗) unabha¨ngige Zufallsvariable mit Verteilung 휆 und 푌 eine Zufallsvariable
mit Verteilung 휈. Dann gilt
(a)
∏푛
푖=0 휏
푖(
∏∞
푗=0 휏
푗(푋푖,푗))→ 푌 in Verteilung,
(b)
∑
푖≥0 ∣휏 푖(푋푖,푗)∣ <∞ fast sicher fu¨r alle 푗,
(c)
∑
푗≥0 ∣휏 푗
∏
푖≥0 휏
푖(푋푖,푗)∣ <∞ fast sicher.
Beweis. Aus der zweifachen 휏 -Zerlegbarkeit von 휇 ergibt sich fu¨r alle 푘, 푙 ∈ ℕ
induktiv
휇 =
푘∗
푗=0
휏 푗(휈) ∗ 휏 푘+1(휇) und 휈 =
푙∗
푖=0
휏 푖(휆) ∗ 휏 푙+1(휈).
Wir setzen 휎푙 :=
푙∗
푖=0
휏 푖(휆) und erhalten durch Einsetzen des zweiten Ausdrucks in
den ersten
휇 =
푘∗
푗=0
휏 푗
(
푙∗
푖=0
휏 푖(휆) ∗ 휏 푙+1(휈)
)
∗ 휏 푘+1(휇)
= 휎푙 ∗ 휏 푙+1(휈) ∗ 휏(휎푙) ∗ 휏 푙+2(휈) ∗ . . . ∗ 휏 푘−1(휎푙) ∗ 휏 푘+푙(휈) ∗ 휏 푘(휎푙) ∗ 휏 푘+푙+1(휈)
∗휏 푘+1(휇). (3.10)
Da 휏 kontrahierend ist, gilt bekanntermaßen (siehe Deﬁnition 3.1.3) 휏 푘+1(휇)
푤→ 휀푒
und 휏 푘+푖(휈)
푤→ 휀푒 fu¨r 푘 →∞. In (3.10) mu¨ssen also nur die Terme 휏 푖(휎푙) genauer
betrachtet werden. Nun sei 푑 eine Metrik auf 풫(픾), die die schwache Topologie
erzeugt. Dann folgt aus der 휏 -Zerlegbarkeit von 휇, dass fu¨r alle 휀 > 0 ein 퐾휀 ∈ ℕ
existiert, so dass fu¨r alle 푘 ≥ 퐾휀 gilt:
푑(휇,
푘∗
푗=0
휏 푗(휈)) < 휀.
Aus der 휏 -Zerlegbarkeit von 휈 folgt ebenso, dass fu¨r alle 훿 > 0 und alle 푘 ∈ ℕ ein
퐿훿,푘 existiert, so dass fu¨r alle 푙 ≥ 퐿훿,푘 ∈ ℕ gilt:
푑(휏 푗(휈), 휏 푗(휎푙)) < 훿 fu¨r 0 ≤ 푗 ≤ 푘.
65
Kapitel 3 휏 -zerlegbare Verteilungen auf lokalkompakten Gruppen
Daraus ergibt sich also mit (3.10)
푑(휇,
푘∗
푗=0
휏 푗(휎푙)) ≤ 푑(휇,
푘∗
푗=0
휏 푗(휈)) + 푑(휏 푗(휈), 휏 푗(휎푙)) < 휀+ 푘훿.
Wir wa¨hlen nun 휀푛 und 훿푛 so, dass 휀푛 + 푛훿푛 → 0 fu¨r 푛→∞. Dann existiert eine
Folge (푚푛)푛≥1 ⊂ ℕ, so dass fu¨r alle 푙푛 ≥ 푚푛 gilt
푑
(
휇,
푛∗
푗=0
휏 푗
(
푙푛∗
푖=0
휏 푖(휆)
))
→ 0 fu¨r 푛→∞.
In Termen von Zufallsvariablen ausgedru¨ckt bedeutet dies gerade
푛∏
푗=0
휏 푗
(
푙푛∏
푖=0
휏 푖(푋푖,푗)
)
→ 푌 fu¨r 푛→∞ in Verteilung.
Betrachtet man 푍푗 := lim푛→∞
∏푙푛
푖=0 휏
푖(푋푖,푗), dann folgt
푛∏
푗=0
휏 푗(푍푗)→ 푌 in Verteilung.
Das Korollar 3.4.12 fu¨r den Spezialfall 푛 = 0 liefert dann∑
푖≥0
∣휏 푖(푋푖,푗)∣ <∞ f.s. fu¨r alle 푗 und
∑
푗≥0
∣휏 푗(푍푗)∣ <∞ fast sicher.
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Stetig einbettbare Verteilungen
Wir wollen uns in diesem Kapitel mit der Zerlegbarkeit von Verteilungen bescha¨f-
tigen, die stetig einbettbar in eine Hemigruppe sind. Stetige Faltungshemigruppen
erzeugen gleichma¨ßig inﬁnitesimale Dreieckssysteme, kommutative Faltungshemi-
gruppen und insbesondere Faltungshalbgruppen erzeugen kommutative, inﬁnite-
simale Dreieckssysteme. Die Umkehrung gilt nur unter Zusatzvoraussetzungen.
Der erste Abschnitt behandelt die Einbettbarkeit in Hemi- bzw. Faltungshalb-
gruppen. Danach werden Erzeugende Funktionale auf Vektorra¨umen, einfach zu-
sammenha¨ngenden nilpotenten Lie-Gruppen und total unzusammenha¨ngenden
Gruppen deﬁniert und jeweils wichtige Resultate zitiert. Dies dient der Vorberei-
tung auf die Abschnitte u¨ber Erzeugende Funktionale 휏 -zerlegbarer Verteilungen
auf lokalkompakten Gruppen.
4.1 Einbettbarkeit
Im ersten Abschnitt wird untersucht, wann eine 휏 -zerlegbare Verteilung einbett-
bar ist in eine Hemigruppe bzw. eine stetige Faltungshalbgruppe. Zuna¨chst wird
jedoch die Kommutativita¨t der Faltung nicht vorausgesetzt. Dafu¨r u¨bertragen wir
ein Resultat von C.R.E. Raja auf unseren Gruppenfall, siehe dazu [27], Section
3, Proposition 2. Zuna¨chst beno¨tigen wir dazu ein Lemma, der Beweis verla¨uft
analog zu [27], Section 2, Lemma 1, siehe auch [34].
Lemma 4.1.1. Seien 휏 ∈ Aut(픾) kontrahierend und Γ ⊂ 풫(픾) relativ kompakt.
Dann folgt 휏푛(훾)
푤→ 휀푒 gleichma¨ßig fu¨r alle 훾 ∈ Γ.
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Proposition 4.1.2. Seien 휏 ∈ Aut(픾) kontrahierend und 휇 ∈ 풫(픾) 휏 -zerlegbar
(휇 = 휈∗휏(휇)). Sei weiterhin 휈 einbettbar in eine stetige Hemigruppe (휈(푠, 푡))0≤푠≤푡≤1
mit 휈 = 휈(0, 1). Dann existieren (훾
(푛)
푖 )푖≥1,푛≥1 ∈ 풫(픾) und eine Folge natu¨rlicher
Zahlen 푘푛 ↗ ∞, so dass das Dreieckssystem (휏푛(훾(푛)푖 ))푘푛푖=1, 푛 ≥ 1 gleichma¨ßig
inﬁnitesimal ist und
푘푛∗
푖=1
휏푛(훾
(푛)
푖 ) = 휏
푛(
푘푛∗
푖=1
훾
(푛)
푖 )
푤→ 휇 fu¨r 푛→∞.
Beweis. Wir wa¨hlen eine beliebige Folge 푘푛 ∈ ℕ so, dass 푘푛+1 − 푘푛 ↗ ∞, z.B.
푘푛 = 푛
2. Weiterhin deﬁnieren wir fu¨r jedes 1 ≤ 푖 ≤ 푘푛
훾
(푛)
푖 := 휏
푗−푛−1
(
휈
(
푖− 1− 푘푗−1
푘푗 − 푘푗−1 ,
푖− 푘푗−1
푘푗 − 푘푗−1
))
,
falls 푘푗−1 < 푖 ≤ 푘푗. Aus der 휏 -Zerlegbarkeit von 휇 erha¨lt man fu¨r alle 푛 ≥ 1
휇 = 휈 ∗ 휏(휈) ∗ . . . ∗ 휏푛−1(휈) ∗ 휏푛(휇)
und mit 휏푛(휇)
푤→ 휀푒 fu¨r 푛→∞ gilt nach Proposition 3.1.5
휈 ∗ 휏(휈) ∗ . . . ∗ 휏푛−1(휈) 푤→ 휇. (4.1)
Betrachten wir nun
휏푛
(
푘푛∗
푗=1
훾푗
)
= 휏푛
(
푛∗
푗=1
(
푘푗∗
푖=푘푗−1+1
훾
(푛)
푖
))
= 휏푛
(
푛∗
푗=1
(
푘푗∗
푖=푘푗−1+1
휏 푗−푛−1
(
휈
(
푖− 1− 푘푗−1
푘푗 − 푘푗−1 ,
푖− 푘푗−1
푘푗 − 푘푗−1
))))
= 휏푛
(
푛∗
푗=1
휏 푗−푛−1
(
푘푗∗
푖=푘푗−1+1
휈
(
푖− 1− 푘푗−1
푘푗 − 푘푗−1 ,
푖− 푘푗−1
푘푗 − 푘푗−1
)))
.
Es gilt aufgrund der Hemigruppeneigenschaft
푘푗∗
푖=푘푗−1+1
휈
(
푖− 1− 푘푗−1
푘푗 − 푘푗−1 ,
푖− 푘푗−1
푘푗 − 푘푗−1
)
= 휈(0, 1) = 휈
und wegen (4.1)
휏푛
(
푘푛∗
푗=1
훾푗
)
= 휏푛
(
푛∗
푗=1
휏 푗−푛−1(휈)
)
= 휈 ∗ 휏(휈) ∗ . . . ∗ 휏푛−2(휈) ∗ 휏푛−1(휈)
푤→ 휇 fu¨r 푛→∞.
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4.1 Einbettbarkeit
Nun bleibt noch zu zeigen, dass das Dreieckssystem (휏푛(훾
(푛)
푖 ))
푘푛
푖=1, 푛 ≥ 1 gleichma¨ßig
inﬁnitesimal ist, d. h. 휏푛(훾
(푛)
푖 )
푤→ 휀푒, 푛 → ∞, gleichma¨ßig fu¨r alle 푖. Sei Γ :=
{휈(푠, 푡) : 0 ≤ 푠 ≤ 푡 ≤ 1}. Dann ist Γ relativ kompakt. Da 휏 kontrahierend ist,
folgt aus Lemma 4.1.1, dass 휏푛(훾)
푤→ 휀푒 gleichma¨ßig fu¨r alle 훾 ∈ Γ.
Seien nun 휀 > 0 und eine Nullumgebung 푈0 in 픾 gegeben. Dann existiert ein
푁 ∈ ℕ, so dass 휏푛(훾)(픾∖푈0) < 휀 fu¨r alle 푛 ≥ 푁 und alle 훾 ∈ Γ. Fu¨r alle 푗 ≤ [푛2 ]
und 푛 ≥ 2푁 gilt 푛− 푗 ≥ 푁 und wegen 휏 푗(훾(푛)푖 ) ∈ Γ folgt fu¨r 푘푗−1 < 푖 ≤ 푘푗
휏푛(훾
(푛)
푖 )(픾∖푈0) = 휏푛−푗
(
휈
(
푖− 1− 푘푗−1
푘푗 − 푘푗−1 ,
푖− 푘푗−1
푘푗 − 푘푗−1
))
(픾∖푈0) < 휀.
Nun ist 휏 kontrahierend, daher existiert eine Nullumgebung 푉0, so dass 푉0 ⊂
휏−푛(푈0) fu¨r alle 푛 ≥ 1. Weiterhin ist die Abbildung (푠, 푡) 7→ 휈(푠, 푡) gleichma¨ßig
stetig auf {0 ≤ 푠 ≤ 푡 ≤ 1}. Fu¨r 휀 > 0 existiert also ein 훿 > 0, so dass fu¨r alle
푡− 푠 < 훿 folgt
휈(푠, 푡)(픾∖푈0) < 휀.
Nach Konstruktion gilt 푘푛−푘푛−1 →∞, d. h. es existiert ein 퐿, so dass 푘푛−푘푛−1 >
푀 fu¨r alle 푛 ≥ 퐿 und 1
푀
< 훿. Fu¨r 푛 ≥ 2퐿 und 푗 ≥ [푛
2
] gilt dann 푘푗 − 푘푗−1 > 푀
und fu¨r diese 푛 und 푗 folgt
휈
(
푖− 1− 푘푗−1
푘푗 − 푘푗−1 ,
푖− 푘푗−1
푘푗 − 푘푗−1
)
(픾∖푉0) < 휀.
Somit gilt fu¨r alle 푗 ≥ [푛
2
] und 푛 ≥ 2퐿
휏푛(훾
(푛)
푖 )(픾∖푈0) = 휏푛−푗
(
휈
(
푖− 1− 푘푗−1
푘푗 − 푘푗−1 ,
푖− 푘푗−1
푘푗 − 푘푗−1
))
(픾∖푈0)
≤ 휈
(
푖− 1− 푘푗−1
푘푗 − 푘푗−1 ,
푖− 푘푗−1
푘푗 − 푘푗−1
)
(픾∖푉0)
< 휀.
Daraus folgt die Behauptung.
Faltungshalbgruppen erzeugen in kanonischer Weise Hemigruppen durch 휈(푠, 푡) :=
휈(푡 − 푠), siehe dazu auch [12], Abschnitt 2.14 IV. Im Folgenden werden wir nur
kommutative Dreieckssysteme betrachten und uns daher auf den Fall der Ein-
bettbarkeit in Faltungshalbgruppen beschra¨nken.
Deﬁnition 4.1.3. Wir sagen, 휇 ist semi-휏 -zerlegbar, falls 휈 ∈ ℒ푠(퐻, 휏) und
(gema¨ß der Deﬁnition in 3.2.1) zusa¨tzlich das Dreieckssystem (퐵푛휈푗), 1 ≤ 푗 ≤ 푘푛,
kommutativ und inﬁnitesimal ist.
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Wir wollen nun semi-휏 -zerlegbare Verteilungen charakterisieren. Da wir im allge-
meinen Fall von Gruppen den Limes 휇 eines kommutativen, inﬁnitesimalen Drei-
eckssystems nicht in eine Faltungshalbgruppe einbetten ko¨nnen, beschra¨nken wir
uns hier zuna¨chst auf den Fall symmetrischer Verteilungen. In diesem Fall ko¨nnen
wir ein Resultat von R. Shah nutzen, siehe dazu [29], Theorem 1.1.
Proposition 4.1.4. Sei 픾 eine homogene Gruppe und sei (휇푛,푗)푛∈ℕ,푗=1,...,푘푛 ein
kommutatives, inﬁnitesimales, symmetrisches Dreieckssystem, so dass
푘푛∗
푗=1
휇푛,푗
푤→ 휇.
Dann ist 휇 einbettbar in eine stetige Faltungshalbgruppe (휇푡).
Wir ko¨nnen nun symmetrische, semi-휏 -zerlegbare Verteilungen charakterisieren.
Theorem 4.1.5. Seien 픾 eine homogene Gruppe und 휏 ∈ Aut(픾) eine Kon-
traktion. Sei weiterhin 휇 ∈ 풫(픾) symmetrisch. Dann sind die folgenden beiden
Aussagen a¨quivalent:
(i) 휇 ist semi-휏 -zerlegbar und das zugeho¨rige inﬁnitesimale Dreieckssystem ist
symmetrisch und liegt in 풮.
(ii) 휇 ist (stark) 휏 -zerlegbar, der Kofaktor 휈 ist symmetrisch und einbettbar in
eine stetige Faltungshalbgruppe (휈푡)푡≥0 und fu¨r die Kofaktoren gilt 휏 푘(휈푗) ∈
풮 fu¨r alle 푘 ∈ ℕ0, 1 ≤ 푗 ≤ 푁(푘).
Beweis. (i) ⇒ (ii): Setze fu¨r alle 푛 ≥ 1:
휆푛 := 휏
푛(휈1 ∗ ⋅ ⋅ ⋅ ∗ 휈푁(푛)),
휌푛 := 휏
푛(휈1 ∗ ⋅ ⋅ ⋅ ∗ 휈푁(푛−1)),
휎푛 := 휏
푛(휈푁(푛−1)+1 ∗ ⋅ ⋅ ⋅ ∗ 휈푁(푛)).
Es gilt 휆푛
푤→ 휇 und 휌푛 = 휏(휆푛−1) 푤→ 휏(휇) und mit 휆푛 = 휌푛∗휎푛 folgt, dass {휎푛}푛≥1
relativ kompakt ist. Fu¨r jeden Ha¨ufungspunkt 휈 von 휎푛 gilt also 휇 = 휈 ∗ 휏(휇). 휈
ist Limes eines kommutativen inﬁnitesimalen symmetrischen Dreieckssystems (in
풮) und damit einbettbar in eine stetige Faltungshalbgruppe. Da 휏 kontrahierend
ist, ist jede 휏 -zerlegbare Verteilung auch stark 휏 -zerlegbar.
(ii)⇒ (i): Seien umgekehrt 휇 휏 -zerlegbar mit Kofaktor 휈 und 휈 einbettbar in eine
stetige Faltungshalbgruppe (휈푡)푡≥0. Die Behauptung folgt nun aus Proposition
4.1.2 fu¨r die Hemigruppe 휈(푠, 푡) := 휈푡−푠.
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4.2 Erzeugende Funktionale auf Vektorra¨umen
Wir ko¨nnen uns von dem Fall symmetrischer Dreieckssysteme lo¨sen, beno¨tigen
aber andere Voraussetzungen an das Dreieckssystem, damit der Limes einbettbar
ist in eine stetige Faltungshalbgruppe. Beispiele dafu¨r ﬁnden sich unter anderem
bei Guivarc’h und Shah, [8], bei Maejima und Shah, [21], Theorem 5.2, bei Shah,
[30], Theorem 1.6 bzw. [32], Theorem 4.1 und bei Neuenschwander, [25].
4.2 Erzeugende Funktionale auf Vektorra¨umen
In diesem Abschnitt sollen zuna¨chst einige bekannte Deﬁnitionen und Resulta-
te u¨ber die Le´vy-Khinchin-Darstellung und Erzeugende Funktionale unendlich-
teilbarer Verteilungen auf Vektorra¨umen vorgestellt werden. Dazu bezeichne 핍
im Folgenden stets einen Vektorraum. Fu¨r Beweise sei im Fall 핍 = ℝ auf [16] und
[37] verwiesen. Allgemeinere Beweise ﬁnden sich bei [14] und [26]. Wir benutzen
die Notation 핍× := 핍∖{0}.
Deﬁnition 4.2.1. (a) Sei 휑(푥) := ∥푥∥2/(1 + ∥푥∥2) fu¨r alle 푥 ∈ 핍. Man nennt
휑 Hunt-Funktion.
(b) Ein nichtnegatives Radon-Maß 휂 ∈ℳ+(핍×) heißt Le´vy-Maß auf 핍×, falls∫
핍×
휑푑휂 <∞.
Oﬀensichtlich ist dies a¨quivalent zu∫
푉 (휀)∖{0}
∥푥∥2휂(푑푥) <∞ und 휂(∁푉 (휀)) <∞
fu¨r ein 휀 ∈ ℝ×+. Dabei bezeichne 푉 (휀) := {푥 ∈ 핍 : ∥푥∥ < 휀}.
Satz 4.2.2 (Le´vy-Khinchin-Darstellung). Sei 휇 ∈ ID(핍), dann existieren 푐 ∈ 핍,
푄 ∈ 퐸푛푑+(핍) und ein Le´vy-Maß 휂 auf 핍×, so dass
휇ˆ(푦) =: exp (퐿(푦)) (4.2)
= exp
(
푖⟨푐, 푦⟩ − 1
2
⟨푄푦, 푦⟩+
∫
ℝ푑∖{0}
[
exp(푖⟨푥, 푦⟩)− 1− 푖 ⟨푥, 푦⟩
1 + ∥푥∥2
]
휂(푑푥)
)
fu¨r alle 푦 ∈ 핍′. Weiterhin ist das L-K-Tripel (푐,푄, 휂) von 휇 eindeutig bestimmt.
Man nennt 퐿 auch zweite charakteristische Funktion von 휇 oder log-charakteristische
Funktion.
Umgekehrt gilt, dass fu¨r alle 푐 ∈ 핍, 푄 ∈ 퐸푛푑+(핍) und ein Le´vy-Maß 휂 auf 핍×
genau ein 휇 ∈ ID(핍) existiert, so dass (4.2) gilt.
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Bemerkung 4.2.3. Sei 휇 ∈ ID(핍) mit L-K-Tripel (푐,푄, 휂), dann gelten die
folgenden Eigenschaften:
(a) Fu¨r alle 푡 ∈ ℝ×+ ist 휇푡 ∈ ID(핍) mit L-K-Tripel (푡푐, 푡푄, 푡휂), 휇0 = 휀0. Dann
ist (휇푡)푡≥0 eine stetige Faltungshalbgruppe. Diese wird durch 휇 = 휇1 bzw.
durch das L-K-Tripel (푐,푄, 휂) eindeutig bestimmt. Fu¨r alle 푓 ∈ 풞푏(핍) mit
0 ∕∈ supp(푓) gilt ∫
핍×
푓 푑휂 = lim
푡↘0
1
푡
∫
핍×
푓 푑휇푡.
(b) Seien 퐴 ∈ End(핍) und 푎 ∈ 핍, dann gilt 퐴(휇) ∗ 휀푎 ∈ ID(핍) mit L-K-Tripel
(퐶,퐴푄퐴∗, 퐴(휂)∣핍×) fu¨r ein 퐶 ∈ 핍.
(c) Es gilt 퐶 = 푎+ 퐴(푐) + 퐴(푢(퐴)), wobei
푢(퐴) :=
∫
핍×
(
1
1 + ∥퐴푥∥2 −
1
1 + ∥푥∥2
)
푥 휂(푑푥).
Oﬀensichtlich ist 푢(퐴) = 0 fu¨r 퐴 ∈ Iso(핍).
(d) Fu¨r alle 푡 ∈ ℝ+ gilt (퐴(휇))푡 = 퐴(휇푡) und (퐴(휇) ∗ 휀푎)푡 = 퐴(휇푡) ∗ 휀푎푡.
(e) Seien 휇, 휈 ∈ ID(핍) mit zugeho¨rigem L-K-Tripel (푐1, 푄1, 휂1) bzw. (푐2, 푄2, 휂2),
dann ist 휇∗휈 ∈ ID(핍) mit zugeho¨rigem L-K-Tripel (푐1+푐2, 푄1+푄2, 휂1+휂2).
♢
Wir ko¨nnen nun das Erzeugende Funktional einer Verteilung 휇 deﬁnieren und
einige Bemerkungen anfu¨hren, siehe dazu auch [12], Abschnitt 1.1 II, 1.3.16 und
1.3.17.
Deﬁnition und Bemerkung 4.2.4. (a) Sei 휇 ∈ ID(핍) mit L-K-Darstellung
(푐,푄, 휂) und seien 푐 = (푐푖), 푄 = (푞푖푗) (bzgl. einer Basis von 핍), dann
deﬁnieren wir ein lineares Funktional auf 풞2(핍) durch:
⟨퐴, 푓⟩ :=
∑
푖
푐푖
∂
∂푥푖
푓(0) +
1
2
∑
푖,푗
푞푖푗
∂2
∂푥푖∂푥푗
푓(0)
+
∫
핍×
[
푓(푥)− 푓(0)−
∑
푖
∂
∂푥푖
푓(0) ⋅ 푥푖
1 + ∥푥∥2
]
푑휂.
퐴 heißt Erzeugendes Funktional von 휇 (bzw. 휇∙).
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(b) Mit den Abku¨rzungen
⟨푐, 푓⟩ := ∑푖 푐푖 ∂∂푥푖푓(0),
⟨푄, 푓⟩ := 1
2
∑
푖,푗 푞푖푗
∂2
∂푥푖∂푥푗
푓(0),
휉푖 : 푥 7→ 푥푖1+∥푥∥2 ,
휓푓 : 푥 7→∑푖 ∂∂푥푖푓(0) ⋅ 휉푖(푥)
erha¨lt man die vereinfachte Darstellung
⟨퐴, 푓⟩ = ⟨퐶, 푓⟩+ ⟨푄, 푓⟩+
∫
핍×
(푓(푥)− 푓(0)− 휓푓(푥))푑휂(푥).
(c) Fu¨r 푦 ∈ 핍 sei 훾푦 ∈ 풞2(핍) die Abbildung: 푥 7→ exp(푖⟨푥, 푦⟩). Dann gilt fu¨r 퐿
aus Satz 4.2.2 퐿(푦) = ⟨퐴, 훾푦⟩.
(d) Man bezeichnet mit 풢ℱ(핍) die Menge aller Erzeugenden Funktionale auf
핍.
(e) Sei (휇푡)푡∈ℝ+ eine stetige Faltungshalbgruppe mit 휇0 = 휀0. Dann kann das
Erzeugende Funktional dargestellt werden durch:
⟨퐴, 푓⟩ = lim
푡↓0
1
푡
⟨휇푡 − 휀0, 푓⟩ = 푑
+
푑푡
⟨휇푡, 푓⟩∣푡=0 fu¨r alle 푓 ∈ ℰ(핍).
4.3 Erzeugende Funktionale auf einfach zusam-
menha¨ngenden nilpotenten Lie-Gruppen
Wie schon in Abschnitt 1.4 bemerkt, ist eine stetige Faltungshalbgruppe im All-
gemeinen nicht eindeutig durch ein Maß 휇 = 휇1 bestimmt. Stattdessen wollen wir
im Folgenden Erzeugende Funktionale betrachten, welche eine Faltungshalbgrup-
pe in 풫(픾) eindeutig charakterisieren. Zuna¨chst werden Erzeugende Funktionale
auf lokalkompakten Gruppen deﬁniert und einige bekannte Resultate aufgefu¨hrt.
Im Anschluss wird die Beziehung zwischen Erzeugenden Funktionalen auf einfach
zusammenha¨ngenden Lie-Gruppen und den zugeho¨rigen Lie-Algebren dargestellt.
Diesen Zusammenhang beno¨tigen wir im Abschnitt 4.5, um Erzeugende Funktio-
nale 휏 -zerlegbarer Verteilungen auf lokalkompakten Gruppen zu untersuchen.
Deﬁnition 4.3.1. (a) Sei 풟(픾) bzw. ℰ(픾) der Raum der Testfunktionen bzw.
der beschra¨nkten, regula¨ren Funktionen auf 픾 im Sinne von Bruhat [3].
Fu¨r Lie-Gruppen gilt dann 풟(픾) = 풞∞푐 (픾) und ℰ(픾) = {푓 ∈ 풞푏(픾) : 푓푔 ∈
풟(픾) fu¨r alle 푔 ∈ 풟(픾)} = 풞∞푏 (픾), siehe auch [12].
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(b) Sei (휇푡)푡∈ℝ+ eine stetige Faltungshalbgruppe mit 휇0 = 휀푒. Dann wird das
Erzeugende Funktional deﬁniert durch:
⟨퐴, 푓⟩ = lim
푡↓0
1
푡
⟨휇푡 − 휀푒, 푓⟩ = 푑
+
푑푡
⟨휇푡, 푓⟩∣푡=0 fu¨r alle 푓 ∈ ℰ(픾).
(c) Analog zum Vektorraumfall bezeichnen wir mit 풢ℱ(픾) die Menge aller Er-
zeugenden Funktionale stetiger Faltungshalbgruppen auf 픾.
(d) Man deﬁniert durch
푇휇푓(푥) := ⟨휇, 푥푓(⋅)⟩ :=
∫
픾
푓(푥푦)푑휇(푦) fu¨r 푓 ∈ 풞0(픾)
den zu einem Maß 휇 geho¨rigen Faltungsoperator. Dabei sei 푥푓(⋅) := 푓(푥⋅).
Die na¨chsten Theoreme liefern den eindeutigen Zusammenhang zwischen der Fal-
tungshalbgruppe (휇푡)푡≥0 und dem zugeho¨rigen Erzeugenden Funktional 퐴, siehe
dazu [14], Theorem 4.5.9 und [12], Theorem 2.0.3. Wir beno¨tigen zuna¨chst die
Deﬁnition eines inﬁnitesimalen Generators, siehe [14], Abschnitt 4.1.
Deﬁnition 4.3.2. Fu¨r eine Kontraktionshalbgruppe (푇푡)푡≥0 auf einem Banach-
raum 퐵 ist der inﬁnitesimale Generator 푁 deﬁniert durch
푁푓 := lim
푡↘0
1
푡
(푇푡 − 퐼)푓
fu¨r 푓 ∈ Def(푁) = {푓 ∈ 퐵 : lim푡↘0 1푡 (푇푡− 퐼)푓 existiert in 퐵}. In unserem Fall ist
퐵 = 풞0(픾).
Außerdem beno¨tigen wir die Begriﬀe primitive und quadratische Form, siehe [14],
Deﬁnition 1.5.15.
Deﬁnition 4.3.3. Sei 휓 ein reelles lineares Funktional auf 풟(픾).
(a) 휓 heißt primitive Form, falls fu¨r alle 푓, 푔 ∈ 풟(픾) gilt:
휓(푓푔∗) = 휓(푓)푔(푒)− 푓(푒)휓(푔),
wobei 푔∗(푥) := 푔(푥−1).
(b) 휓 heißt quadratische Form, falls fu¨r alle 푓, 푔 ∈ 풟(픾) gilt
휓(푓푔) + 휓(푓푔∗) = 2(휓(푓)푔(푒) + 푓(푒)휓(푔)).
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Nun kommen wir zum Le´vy-Khinchin-Theorem fu¨r beliebige lokalkompakte Grup-
pen, vergleiche dazu [14], Theorem 4.5.9. Fu¨r die Deﬁnition einer Le´vy-Abbildung
und eines Le´vy-Maßes sei der Leser auf [14], Deﬁnition 4.4.10 und 4.3.8 verwie-
sen, fu¨r die Deﬁnition der Begriﬀe fast positiver bzw. normierter Funktionale
siehe auch [14], Deﬁnition 4.4.6.
Theorem 4.3.4 (Le´vy-Khinchin). Sei 픾 eine lokalkompakte Gruppe.
(a) Sei (휇푡)푡≥0 eine stetige Faltungshalbgruppe in 풫(픾) mit Erzeugendem Funk-
tional 퐴, dann gilt:
(i) 풟(픾) ⊂ 퐷푒푓(퐴).
(ii) 퐴 ist fast positiv und normiert auf 풟(픾).
(iii) Sei Γ eine Le´vy-Abbildung auf 픾, dann existieren eine primitive Form
휓1, eine quadratische Form 휓2 auf 풟(픾) und ein Le´vy-Maß 휂 auf 픾,
so dass 퐴 die Darstellung (휓1, 휓2, 휂) besitzt, deﬁniert durch
퐴(푓) = 휓1(푓) + 휓2(푓) +
∫
픾×
(푓 − 푓(푒)− Γ(푓))푑휂 (4.3)
fu¨r alle 푓 ∈ 풟(픾).
(iv) 휂 und 휓2 sind durch (휇푡)푡≥0 eindeutig bestimmt.
(v)
∫
픾× 푓푑휂 = lim푡↘0
1
푡
∫
픾 푑휇푡 fu¨r alle 푓 ∈ 풞푐(픾×).
(b) Seien umgekehrt Γ eine Le´vy-Abbildung auf 픾, 휓1 eine primitive Form, 휓2
eine quadratische Form auf 풟(픾) und 휂 ein Le´vy-Maß auf 픾. Wird durch
(4.3) ein lineares Funktional 퐿 auf 풟(픾) deﬁniert, dann gilt:
(i) 퐿 ist fast positiv und normiert auf 풟(픾).
(ii) Es existiert eine eindeutig bestimmte stetige Faltungshalbgruppe (휇푡)푡≥0
in 풫(픾) mit Erzeugendem Funktional 퐴 und inﬁnitesimalem Genera-
tor 푁 , so dass 퐴∣풟(픾) = 퐿.
(iii) 풟(픾) ⊂ 퐷퐴.
Theorem 4.3.5. Seien (휇푡)푡≥0 eine stetige Faltungshalbgruppe und 퐴 das zu-
geho¨rige Erzeugende Funktional. Dann gilt
(a) (휇푡)푡≥0 ist eindeutig durch 퐴 charakterisiert.
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(b) Die Faltungshalbgruppe (휇푡)푡≥0 deﬁniert eine 퐶0-Kontraktionshalbgruppe von
Faltungsoperatoren (푇푡 = 푇휇푡)푡≥0 auf 풞0(픾) mit inﬁnitesimalem Generator
(푁,퐷푁) und 풟(픾) ⊂ 퐷푁 . Daru¨ber hinaus gilt 푁푓 = 푇퐴푓 fu¨r 푓 ∈ 풟(픾),
also
⟨퐴, 푓⟩ = 푁푓(푒).
Dabei ist der Faltungsoperator 푇퐴 deﬁniert als 푥 7→ 푇퐴푓(푥) := ⟨퐴, 푥푓⟩.
(c) 풟(픾) ist ein Kern fu¨r (푁,퐷푁) (d. h. (푁 ∣풟(픾)) = (푁,퐷푁)) und daher ein
gemeinsamer Kern fu¨r alle Generatoren stetiger Faltungshalbgruppen.
Deﬁnition 4.3.6. Es sei Exp : 풢ℱ(픾)→ 풫(픾) die Abbildung
푡퐴 7→ Exp(푡퐴) = Exp픾(푡퐴) =: 휇푡, 푡 ≥ 0,
wobei (휇푡)푡≥0 die Faltungshalbgruppe mit Erzeugendem Funktional 퐴 ist.
Im folgenden Theorem wird der Zusammenhang zwischen Erzeugenden Funktio-
nalen auf einer exponentiellen Lie-Gruppe und auf der zugeho¨rigen Lie-Algebra
dargestellt, vergleiche auch [12], Korollar 2.0.8 und Theorem 2.1.1.
Theorem 4.3.7. Im Falle einer exponentiellen Lie-Gruppe 픾 mit Lie-Algebra
핍 wird durch 푓 7→ 푓 ∘ := 푓 ∘ exp ein Isomorphismus zwischen 풟(픾) und 풟(핍),
ℰ(픾) und ℰ(핍) sowie 풞푏(픾) und 풞푏(핍) deﬁniert. Weiter deﬁnieren wir 퐴 7→ 퐴∘
durch
⟨퐴∘, 푓 ∘⟩ := ⟨퐴, 푓⟩
und erhalten so jeweils einen Isomorphismus zwischen 풟′(픾) und 풟′(핍) sowie
ℰ ′(픾) und ℰ ′(핍), so dass 퐴 ∈ 풢ℱ(픾), falls 퐴∘ ∈ 풢ℱ(핍).
Im Folgenden wird die Beziehung zwischen Verteilungen auf einer Lie-Gruppe 픾
und der zugeho¨rigen Lie-Algebra 핍 beschrieben. Diese Beziehung bezeichnen wir
hier als U¨bersetzungs-Methode (vergleiche auch [12], Abschnitt 2.1). Die U¨ber-
setzung vom Gruppenfall auf den Vektorraumfall wird uns spa¨ter helfen, die
Struktur Erzeugender Funktionale von 휏 -zerlegbaren Verteilungen auf Gruppen
zu untersuchen. Fu¨r die nachfolgenden Theoreme sei auf die Theoreme 2.1.3 und
2.1.4 in [12] verwiesen.
Theorem 4.3.8. Seien (휇
(푛)
푡 )푡≥0, 푛 ∈ ℕ und (휇푡)푡≥0 stetige Faltungshalbgruppen
mit Erzeugenden Funktionalen 퐴푛 bzw. 퐴. Dann sind a¨quivalent:
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(i) 휇
(푛)
푡
푤→ 휇푡 fu¨r 푡 ≥ 0,
(ii) ⟨퐴푛, 푓⟩ → ⟨퐴, 푓⟩ fu¨r alle 푓 ∈ ℰ(픾),
(iii) ⟨퐴∘푛, 푓 ∘⟩ → ⟨퐴∘, 푓 ∘⟩ fu¨r alle 푓 ∘ ∈ ℰ(핍),
(iv) 훾
∘(푛)
푡 := Exp핍(푡퐴
∘
푛)
푤→ 훾∘푡 := Exp핍(푡퐴∘),
(v) 훾
∘(푛)
1
푤→ 훾∘1 ,
(vi) 휌(푛) :=
∫∞
0
푒−푡휇(푛)푡 푑푡→
∫∞
0
푒−푡휇푡푑푡.
Theorem 4.3.9. Seien (휈푛)푛∈ℕ ∈ 풫(픾) und (휇푡)푡≥0 eine stetige Faltungshalb-
gruppe mit Erzeugendem Funktional 퐴 und 푘푛 ∈ ℕ mit 푘푛 ↗ ∞. Dann sind
a¨quivalent:
(i) 휈
[푘푛푡]
푛
푤→ 휇푡 = Exp픾(푡퐴) fu¨r 푡 ≥ 0,
(ii) exp(푡푘푛(휈푛 − 휀푒)) 푤→ 휇푡 fu¨r 푡 ≥ 0,
(iii) ⟨푘푛(휈푛 − 휀푒), 푓⟩ = 푘푛
∫
픾 푓 − 푓(푒)푑휈푛 → ⟨퐴, 푓⟩ fu¨r alle 푓 ∈ ℰ(픾),
(iv) ⟨푘푛(휈∘푛 − 휀푒), 푓 ∘⟩ = 푘푛
∫
핍 푓
∘ − 푓 ∘(0)푑휈∘푛 → ⟨퐴∘, 푓 ∘⟩ fu¨r alle 푓 ∘ ∈ ℰ(핍),
(v) exp(푡푘푛(휈
∘
푛 − 휀푒)) 푤→ 훾∘푡 fu¨r 푡 ≥ 0 mit 훾∘푡 := Exp핍(푡퐴∘),
(vi) 휈
∘[푘푛푡]
푛
푤→ 훾푡 = Exp픾(푡퐴) fu¨r 푡 ≥ 0.
Wir haben bereits in Theorem 1.3.7 gesehen, dass fu¨r eine einfach zusammen-
ha¨ngende Lie-Gruppe 픾 und die zugeho¨rige Lie-Algebra 핍 gilt, dass Aut(픾) und
Aut(핍) isomorph sind. Fu¨r die vollsta¨ndige U¨bersetzungs-Methode beno¨tigen wir
noch zwei weitere Propositionen, vergleiche auch die Propositionen 2.1.6 und 2.1.7
in [12].
Proposition 4.3.10. Sei 픾 eine lokalkompakte Gruppe. Ein Automorphismus
푎 ∈ Aut(픾) (bzw. 푎∘ ∈ GL(핍)) operiert auf Funktionenra¨umen, indem man
deﬁniert 푎(푓) := 푓 ∘ 푎. Analog kann man Operationen auf 풫(픾) und 풢ℱ(픾)
deﬁnieren durch
⟨푎(휇), 푓⟩ := ⟨휇, 푎(푓)⟩ = ⟨휇, 푓 ∘ 푎⟩ und ⟨푎(퐴), 푓⟩ = ⟨퐴, 푓 ∘ 푎⟩.
Weiter gilt
푎(Exp(푡 ⋅ 퐴)) = Exp(푡 ⋅ 푎(퐴)) fu¨r 푡 > 0.
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Proposition 4.3.11. Sei 픾 eine einfach zusammenha¨ngende nilpotente Lie-
Gruppe, allgemeiner eine exponentielle Lie-Gruppe.
(a) Seien 휇 ∈ 풫(픾) und 푎 ∈ Aut(픾). Dann gilt (푎(휇))∘ = 푎∘(휇∘).
(b) Seien (휇푡 = Exp픾(푡퐴))푡≥0 eine stetige Faltungshalbgruppe auf 풫(픾) und
푎 ∈ Aut(픾). Sei 훾∘푡 = Exp핍(푡퐴∘). Dann gilt (푎(퐴))∘ = 푎∘(퐴∘). Also ist
푎(퐴) das Erzeugende Funktional der Faltungshalbgruppe
(푎(휇푡) = 푎(Exp픾(푡퐴)) = Exp픾(푡푎(퐴)))푡≥0 ⊂ 풫(픾)
und 푎∘(퐴∘) ist das Erzeugende Funktional von
(푎∘(훾∘푡 ) = 푎
∘(Exp핍(푡퐴
∘)) = Exp핍(푡푎
∘(퐴∘)))푡≥0 ⊂ 풫(핍).
Fu¨r die folgende Proposition siehe auch [12], Proposition 2.1.9
Proposition 4.3.12. Sei 픾 eine exponentielle Lie-Gruppe.
(a) 푎 ∈ Aut(픾) ist kontrahierend, falls 푎∘ ∈ Aut(핍) kontrahierend ist.
(b) (푎푡)푡>0 ist eine stetige Ein-Parameter-Gruppe in Aut(픾), falls (푎∘푡 )푡>0 eine
stetige Ein-Parameter-Gruppe in Aut(핍) ist, falls also (푎∘푡 = 푡퐸)푡>0 fu¨r
ein 퐸 ∈ Der(핍) ⊆ End(핍). Dabei bezeichnet Der(핍) die Lie-Algebra der
Lie-Gruppe Aut(핍), die Algebra der Derivationen.
4.4 Erzeugende Funktionale auf total unzusam-
menha¨ngenden Gruppen
Auch fu¨r den Fall total unzusammenha¨ngender Gruppen 픾 gibt es eine U¨bersetz-
ungs-Methode, die es uns ermo¨glicht, den Zusammenhang zwischen Erzeugenden
Funktionalen auf 픾 und einer Gruppe mit wesentlich scho¨neren Strukturen zu
untersuchen. Im Fall nilpotenter Lie-Gruppen reduziert man die Untersuchung
auf die Lie-Algebra 핍, also einen Vektorraum. In diesem Abschnitt beschreiben
wir die U¨bersetzung in zwei Schritten. Dabei reduzieren wir zuerst von beliebigen
total unzusammenha¨ngenden Gruppen auf eine abelsche, kontrahierbare Gruppe,
im zweiten Schritt von dieser Gruppe auf eine spezielle total unzusammenha¨ngen-
de Gruppe, eine 푝-adische Gruppe.
Zuna¨chst werden einige allgemeine Eigenschaften kontrahierender Automorphis-
men auf kontrahierbaren, lokalkompakten Gruppen aufgefu¨hrt.
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Deﬁnition 4.4.1. Es seien 픾 eine lokalkompakte Gruppe und 휏 ∈ Aut(픾).
Man bezeichnet mit Δ(휏) die eindeutig bestimmte positive reelle Zahl, fu¨r die
gilt 휏(휔픾) = Δ(휏) ⋅ 휔픾. Δ ist ein stetiger Homomorphismus von Aut(픾) nach
ℝ×+.
Es bezeichne 픘(푒) die Menge aller Umgebungen des neutralen Elements 푒, auch
Umgebungsﬁlter von 푒 genannt. Fu¨r den Beweis des folgenden Lemmas sei der
Leser auf [12], Lemma 3.1.3 verwiesen.
Lemma 4.4.2. Seien 픾 eine kontrahierbare, lokalkompakte Gruppe, 휏 ∈ Aut(픾)
und 푈 ∈ 픘(푒) abgeschlossen. Fu¨r 푛 ∈ ℤ setzt man 푈푛 :=
∩
푘≤푛,푘∈ℤ 휏
푘(푈). Dann
gilt
(a) 푈푛 ⊃ 푈푛+1 und 휏(푈푛) = 푈푛+1; insbesondere 푈푛 = 휏푛(푈0) fu¨r alle 푛 ∈ ℤ,
(b)
∪
푛∈ℤ 푈푛 = 픾,
(c) jedes 푈푛 hat innere Punkte,
(d) fu¨r jede kompakte Menge 퐶 ⊂ 픾 existiert ein 푛0 ∈ ℕ, so dass 휏푛(퐶) ⊂ 푈
fu¨r alle 푛 ≥ 푛0,
(e) ist 푈 kompakt, so ist (푈푛)푛∈ℤ eine Basis fu¨r 픘(푒), insbesondere gilt∩
푛∈ℤ
푈푛 = {푒}.
Kontrahierbare, lokalkompakte Gruppen besitzen die folgenden Eigenschaften,
fu¨r den Beweis sei auf [12], Abschnitt 3.1.5 verwiesen.
Lemma 4.4.3. Seien 픾 eine kontrahierbare, lokalkompakte Gruppe und 휏 ∈
Aut(픾) eine Kontraktion. Dann gilt
(a) Die Topologie von 픾 hat eine abza¨hlbare Basis.
(b) Ist 픾 ∕= {푒}, dann ist 픾 weder kompakt noch diskret.
(c) Ist 푁 eine abgeschlossene, 휏 -invariante Untergruppe von 픾, dann sind 푁
und 픾/푁 ebenfalls kontrahierbar.
(d) Ist ℍ eine weitere kontrahierbare Gruppe mit Kontraktion 휌 ∈ Aut(ℍ),
dann ist das direkte Produkt 픾×ℍ auch kontrahierbar, denn der Automor-
phismus 휏 ⊗ 휌 auf 픾×ℍ ist kontrahierend.
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Betrachten wir nun den Fall einer kontrahierbaren, total unzusammenha¨ngenden
lokalkompakten Gruppe 픾 ∕= {푒}, dabei sei wieder 휏 ∈ Aut(픾) kontrahierend.
픾 ist dann weder kompakt noch diskret (siehe [12], Kapitel 3, Abschnitt II). Es
existiert nach [13], Theorem 7.7 eine kompakte oﬀene Untergruppe 푈 von 픾, so
dass {푒} ∕= 푈 ∕= 픾. Wir setzen wie in Lemma 4.4.2
푈푛 :=
∩
푘≤푛,푘∈ℤ
휏 푘(푈) fu¨r alle 푛 ∈ ℤ.
푈푛 ist dann fu¨r alle 푛 ∈ ℤ eine kompakte Untergruppe von 픾. Es gilt dann:
(i) 푈푛 ⊃ 푈푛+1 fu¨r alle 푛 ∈ ℤ,
(ii) 휏(푈푛) = 푈푛+1 fu¨r alle 푛 ∈ ℤ,
(iii)
∪
푛∈ℤ 푈푛 = 픾,
(iv)
∩
푛∈ℤ 푈푛 = {푒}.
Man kann 푈 so wa¨hlen, dass 푈푛+1 eine normale Untergruppe von 푈푛 ist fu¨r alle
푛 ∈ ℤ und 표푟푑(푈푛/푈푛+1) = Δ(휏). Fu¨r den Beweis siehe [12], Lemma 3.1.6. Dies
fu¨hrt zu folgender Deﬁnition, siehe [12], Deﬁnition 3.1.7.
Deﬁnition 4.4.4. (a) Eine Folge (퐺푛)푛∈ℤ kompakter, oﬀener Untergruppen
von 픾 heißt zu 휏 zugeho¨rige Filtration, falls gilt:
(i)
∪
푛∈ℤ퐺푛 = 픾,
(ii)
∩
푛∈ℤ퐺푛 = {푒},
(iii) 퐺푛+1 ist eine normale Untergruppe von 퐺푛 fu¨r alle 푛 ∈ ℤ,
(iv) 휏(퐺푛) = 퐺푛+1 fu¨r alle 푛 ∈ ℤ .
(b) Eine Filtration heißt normal, falls 퐺0, also jedes 퐺푛, 푛 ∈ ℤ, eine normale
Untergruppe von 픾 ist.
(c) Sei 푟 := Δ(휏). Setzt man ∣푥∣ := inf{푟−푛 : 푥 ∈ 퐺푛} fu¨r alle 푥 ∈ 픾, dann gilt
fu¨r alle 푥, 푦 ∈ 픾:
(i) ∣푥∣ = 0, falls 푥 = 푒,
(ii) ∣푥∣ = ∣푥−1∣,
(iii) ∣푥푦∣ ≤ max(∣푥∣, ∣푦∣),
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(iv) ∣휏(푥)∣ = 푟−1∣푥∣.
Daru¨ber hinaus gilt dann
퐺푛 = {푥 ∈ 픾 : ∣푥∣ ≤ 푟−푛} = 휏{푥 ∈ 픾 : ∣푥∣ < 푟−(푛−1)}, 푛 ∈ ℤ.
Daher deﬁniert 휗(푥, 푦) := ∣푥−1푦∣ eine links-invariante Ultrametrik 휗 auf 픾, die
die Topologie auf 픾 erzeugt. Eine Ultrametrik 휗 bezeichnet dabei eine Metrik, fu¨r
die 휗(푥, 푦) ≤ max{휗(푥, 푧), 휗(푧, 푦)} fu¨r alle 푥, 푦, 푧 ∈ 픾 gilt.
Die in der obigen Deﬁnition in (푐) konstruierte Norm ist fu¨r den Fall 휌 = 푟−1 die
Gruppennorm auf einer total unzusammenha¨ngenden Gruppe, die in Proposition
3.3.6 konstruiert wurde.
Das bereits zuvor erwa¨hnte Ziel ist, fu¨r eine beliebige kontrahierbare, total un-
zusammenha¨ngende Gruppe 픾 eine kontrahierbare, abelsche, total unzusam-
menha¨ngende Gruppe zu ﬁnden, die zu 픾 isomorph ist. Dazu betrachten wir
zuna¨chst zwei Beispiele, vergleiche dazu [12], Bemerkung 3.1.8, Beispiel 3a) und
Beispiel 4a)-b).
Beispiel 4.4.5. (a) Fu¨r eine natu¨rliche Zahl 푝 bezeichne ℚ푝 die 푝-adischen
Zahlen. Diese bilden zusammen mit der Operation
”
+“ eine abelsche Grup-
pe (siehe [13], Theorem 10.3), jedoch nur fu¨r Primzahlen 푝 ist (ℚ푝,+, ⋅)
ein Ko¨rper (siehe [13], Deﬁnition 10.9, Theorem 10.10). Wir betrachten ab
jetzt die 푝-adischen Zahlen nur fu¨r Primzahlen 푝. Fu¨r 푡 ∈ ℚ푝 deﬁnieren
wir die Abbildung 퐻푡 : 푥 7→ 푡 ⋅ 푥. Es gilt Aut(ℚ푝) ∼= ℚ×푝 , siehe [13], Ab-
schnitt 26.18(d). Es sei ∣ ⋅ ∣푝 der 푝-adische Betrag. Da ∣퐻푡(푥)∣푝 = ∣푡∣푝 ⋅ ∣푥∣푝,
ist 퐻푡 kontrahierend, falls ∣푡∣푝 < 1. Daru¨ber hinaus ist ℚ푝 total unzusam-
menha¨ngend.
(b) Sei 퐹 eine endliche Gruppe der Ordnung 푟 > 1. Λ bezeichne die Menge
aller Folgen 푥 = (푥푘)푘∈ℤ in 퐹 , so dass 푥푘 = 푒 fu¨r alle 푘 < 푘0 := 푘0(푥) und
ein 푘0 ∈ ℤ ∪ {+∞}. Das Produkt zweier Folgen betrachten wir komponen-
tenweise, damit wird Λ zu einer Gruppe. Wir betrachten die Teilmengen
Λ푛 := {푥 = (푥푘)푘∈ℤ : 푥푘 = 푒 fu¨r alle 푘 < 푛}, 푛 ∈ ℤ. Jedes Λ푛 ist eine
normale Untergruppe von Λ und es gilt:
Λ푛 ⊃ Λ푛+1,
∩
푛∈ℤ
Λ푛 = {푒},
∪
푛∈ℤ
Λ푛 = Λ.
Versehen mit einer geeigneten Topologie (siehe [12], Bemerkung 3.1.8, Bei-
spiel 4a)) ist Λ eine total unzusammenha¨ngende topologische Gruppe. Λ ist
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lokalkompakt. Man deﬁniert durch 휌((푥푘)푘∈ℤ) = (푥푘−1)푘∈ℤ einen Automor-
phismus 휌 auf Λ, dieser erfu¨llt oﬀensichtlich 휌(Λ푛) = Λ푛+1 fu¨r alle 푛 ∈ ℤ,
ist bistetig und kontrahierend. Wir schreiben fu¨r festes 푟 = Δ(휌) auch ha¨uﬁg
Λ(푟) statt Λ.
Ist insbesondere 푟 = 푝 eine Primzahl und 퐹 die zyklische Gruppe der Ord-
nung 푝, dann ist die gerade konstruierte Gruppe Λ eine abelsche Torsions-
gruppe, so dass Δ(휌) = 푝.
Dass diese beiden Beispiele in Verbindung zueinander stehen, zeigt die folgende
Proposition, vergleiche auch [12], Proposition 3.1.9.
Proposition 4.4.6. Sei 픾 eine total unzusammenha¨ngende, lokalkompakte Grup-
pe mit kontrahierendem Automorphismus 휏 . Sei (퐺푛)푛∈ℤ eine zu 휏 zugeho¨rige
Filtration auf 픾 und sei 휗 die links-invariante Ultrametrik auf 픾, die von der Fil-
tration erzeugt wird. Deﬁniere 퐻 := 퐺푛/퐺푛+1 und 푟 := 표푟푑(퐻). Sei andererseits
Λ = Λ(푟) die abelsche, kontrahierbare, total unzusammenha¨ngende, lokalkompakte
Gruppe aus dem zweiten Beispiel in 4.4.5 zusammen mit dem betrachteten Auto-
morphismus 휌, der Filtration (Λ푛)푛∈ℤ und der induzierten Ultrametrik 훿. Dann
existiert ein Homeomorphismus 휙 : Λ→ 픾 (sogar eine Isometrie von (Λ, 훿) nach
(픾, 휗)), so dass
휙(Λ푛) = 퐺푛 fu¨r alle 푛 ∈ ℤ
und 휏 ∘ 휙 = 휙 ∘ 휌.
Die abelsche, total unzusammenha¨ngende Gruppe Λ kann also aufgefasst werden
als das Analogon zum Tangentenraum einer kontrahierbaren Lie-Gruppe, der im
Abschnitt 4.3 betrachtet wurde. Denn wir haben gezeigt, dass jede kontrahier-
bare, total unzusammenha¨ngende, lokalkompakte Gruppe 픾 mit Kontraktion 휏
und Δ(휏) = 푟 isomorph (als topologischer Raum) ist zu Λ(푟), unabha¨ngig von
der genauen Struktur der Gruppe. Insbesondere ist aber auch die Gruppe ℚ푝
der 푝-adischen Zahlen eine kontrahierbare, total unzusammenha¨ngende Gruppe
(vergleiche Beispiel (푎) in 4.4.5) und somit isomorph zu Λ(푝).
Folgerung 4.4.7. Fu¨r den Fall, dass fu¨r die total unzusammenha¨ngende, lokal-
kompakte Gruppe 픾 mit Kontraktion 휏 gilt Δ(휏) = 푝, 푝 prim, ist 픾 isomorph zu
ℚ푝. D. h. es existieren Isomorphismen 휙1 : Λ(푝) → 픾 und 휙2 : Λ(푝) → ℚ푝 und
somit ist
Φ := 휙2 ∘ 휙−11 : 픾→ ℚ푝
ein Isomorphismus.
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Dies liefert uns im na¨chsten Abschnitt eine Vereinfachung bei der Untersuchung
der Zerlegbarkeitseigenschaften der Erzeugenden Funktionale auf kontrahierba-
ren, total unzusammenha¨ngenden, lokalkompakten Gruppen, denn im speziellen
Fall 푝-adischer Gruppen fu¨r eine Primzahl 푝 wurden die Erzeugenden Funktio-
nale mehrfachzerlegbarer Verteilungen bereits von M. Maejima und R. Shah un-
tersucht, vergleiche [21]. Wir gehen im na¨chsten Abschnitt noch darauf ein und
mo¨chten im letzten Teil dieses Abschnitts noch Erzeugende Funktionale auf to-
tal unzusammenha¨ngenden Gruppen betrachten. Fu¨r die folgenden Bemerkungen
siehe auch [12], Abschnitt 3.6.16.
Bemerkung 4.4.8. Fu¨r eine total unzusammenha¨ngende Gruppe 픾 erha¨lt man
eine einfache Le´vy-Khinchin-Darstellung fu¨r eine Faltungshalbgruppe (휇푡)푡≥0 bzw.
deren Erzeugendes Funktional 퐴, vergleiche auch [12], Abschnitt 3.6.16. Es gilt
풟(픾) = {푓 ∈ 풞푐(픾) : im(푓) ist endlich}.
Fu¨r das Erzeugende Funktional 퐴 erha¨lt man die Darstellung:
퐴(푓) =
∫
픾×
(푓 − 푓(푒))푑휂 fu¨r 푓 ∈ ℰ(픾).
♢
Bemerkung 4.4.9. Seien 픾1 und 픾2 lokalkompakte Gruppen mit neutralen
Elementen 푒1 und 푒2. Sei 휙 : 픾1 → 픾2 ein topologischer Isomorphismus, so dass
wir durch 푓 7→ 푓 ∘ 휙 eine Bijektion zwischen 풟(픾2) und 풟(픾1) erhalten. Sei
daru¨ber hinaus 휙(푒1) = 푒2. Wir deﬁnieren das Funktional 휙(퐴) durch
⟨휙(퐴), 푓⟩ := ⟨퐴, 푓 ∘ 휙⟩, 푓 ∈ 풟(픾2).
♢
Es liegt also eine a¨hnliche Situation wie in Abschnitt 4.3 vor. Dabei u¨bernimmt
hier die abelsche, total unzusammenha¨ngende, lokalkompakte Gruppe Λ die Auf-
gabe der Lie-Algebra 핍 im Fall von Lie-Gruppen. Wir erhalten das folgende
Theorem, siehe auch [12], Theorem 3.6.18.
Theorem 4.4.10. Seien 휈푛 ∈ 풫(픾), 푘푛 ↗ ∞ und (휇푡 = Exp픾(푡퐴))푡≥0 eine
stetige Faltungshalbgruppe auf 픾 mit 휇0 = 휀푒 und sei (훾∘푡 = ExpΛ(푡퐴∘))푡≥0 eine
stetige Faltungshalbgruppe auf Λ, so dass die Erzeugenden Funktionale gerade 퐴
und 퐴∘ sind. Dann gilt
휈 [푘푛푡]푛
푤→ 휇푡, 푡 ≥ 0⇔ 휈∘[푘푛푡]푛 푤→ 훾∘푡 , 푡 ≥ 0.
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Die Resultate 4.3.8 und 4.3.9 lassen sich dann analog auf den Fall einer total
unzusammenha¨ngenden Gruppe u¨bertragen. Da wir im na¨chsten Abschnitt den
Zusammenhang zwischen Erzeugenden Funktionalen auf einer kontrahierbaren,
total unzusammenha¨ngenden, lokalkompakten Gruppe und auf der Gruppe ℚ푝
der 푝-adischen Zahlen untersuchen mo¨chten, beno¨tigen wir noch die folgende
Deﬁnition. Sei 휏 ∈ Aut(픾), dann deﬁnieren wir 휏 ∘ ∈ Aut(Λ(푝)) durch
휏 ∘ := 휙−11 ∘ 휏 ∘ 휙1,
dabei ist 휙1 wie in Folgerung 4.4.7 gewa¨hlt. Seien also 휏 ∈ Aut(픾) und 휏˜ ∈
Aut(ℚ푝), so dass
휏 ∘ = 휙−11 ∘ 휏 ∘ 휙1 = 휙−12 ∘ 휏˜ ∘ 휙−12 ,
dann gilt
휏˜ = 휙2 ∘ 휙−11 ∘ 휏 ∘ 휙1 ∘ 휙−12 = Φ ∘ 휏 ∘ Φ−1.
Wir benutzen im Folgenden die Notation 휏 ∘ bzw. 퐴∘ fu¨r Automorphismen bzw.
Erzeugende Funktionale auf Λ(푝) und 휏˜ bzw. 퐴˜ fu¨r die entsprechenden Objekte
auf ℚ푝.
4.5 Erzeugende Funktionale 휏-zerlegbarer Ver-
teilungen
Wir wollen in diesem Abschnitt die Struktur der Erzeugenden Funktionale 휏 -
zerlegbarer Verteilungen auf ℝ푑 untersuchen, dabei sei 휏 ∈ Aut(ℝ푑). Wir betrach-
ten 휏 -zerlegbare Faltungshalbgruppen (휇푡)푡≥0 ⊂ 풫(ℝ푑), wobei eine Faltungshalb-
gruppe 휏 -zerlegbar heißt, falls 휇푡 fu¨r alle 푡 ≥ 0 휏 -zerlegbar ist mit einem Kofaktor
휈(푡). Fu¨r alle 푡 ≥ 0 gilt also
휇푡 = 휏(휇푡) ∗ 휈(푡). (4.4)
Ist nun 휈(푡) selbst unendlich-teilbar fu¨r alle 푡 ≥ 0, dann kann auch 휈(푡) einge-
bettet werden in die Faltungshalbgruppe (휈(푡)푠)푠≥0. Ist diese Faltungshalbgruppe
wiederum 휏 -zerlegbar, dann erha¨lt man analog fu¨r alle 푠, 푡 ≥ 0
휈(푡)푠 = 휏(휈(푡)푠) ∗ 휆(푡, 푠). (4.5)
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Deﬁnition 4.5.1. Wir nennen eine Faltungshalbgruppe (휇푡)푡≥0 einfach-휏 -zer-
legbar, wenn (휇푡)푡≥0 휏 -zerlegbar ist, wie oben deﬁniert. (휇푡)푡≥0 heißt 푛-fach 휏 -
zerlegbar, falls fu¨r alle 푡 ≥ 0
휇푡 = 휏(휇푡) ∗ 휈(푡)
und 휈(푡) einbettbar ist in eine (푛− 1)-fach 휏 -zerlegbare Faltungshalbgruppe.
Nach Satz 1.4.8 ist die Einbettung in eine Faltungshalbgruppe eindeutig. Daru¨ber
hinaus ist die Faltung hier kommutativ, was uns zu folgendem Lemma fu¨hrt:
Lemma 4.5.2. Seien (휇푡)푡≥0, (휈(푡)푠)푠≥0, 휆(푡, 푠) ⊂ 풫(ℝ푑) wie oben. Dann gilt
(a) 휈(푠) = 휈(1)푠,
(b) 휈(푡)푠 = 휈(1)푡⋅푠,
(c) 휆(푡, 푠) = 휆(1, 푡 ⋅ 푠).
Beweis. (푎) Es gilt einerseits
휇푠 = 휈(푠) ∗ 휏(휇푠)
und andererseits
휇푠 = (휇1)푠 = (휈(1) ∗ 휏(휇1))푠 = (휈(1))푠 ∗ (휏(휇1))푠 = 휈(1)푠 ∗ 휏(휇푠).
Die Kofaktoren sind eindeutig, denn fu¨r die Fouriertransformierte von 휇푠 gilt
휇ˆ푠(푦) ∕= 0 fu¨r alle 푦 ∈ ℝ푑 und daher 휏ˆ(휇푠)(푦) ∕= 0 fu¨r alle 푦 ∈ ℝ푑. Also folgt
휈ˆ(푠)(푦) = 휈ˆ(1)푠(푦) = 휈ˆ(푠)(푦)/휏ˆ(휇푠)(푦) fu¨r alle 푦 ∈ ℝ푑 und damit die Behauptung.
Der Beweis von (푏) bzw. (푐) verla¨uft analog.
Wir ko¨nnen nun die zugeho¨rigen Erzeugenden Funktionale untersuchen.
Lemma 4.5.3. Seien wie oben (4.4) und (4.5) vorausgesetzt. Seien 퐴 und 퐵 die
Erzeugenden Funktionale von (휇푡)푡≥0 und (휈(1)푠)푠≥0. Dann gilt
(a) 퐴 = 휏(퐴) +퐵,
(b) 퐵 = 휏(퐵) + 퐶,
wobei C wiederum ein Erzeugendes Funktional ist.
Gilt umgekehrt (푎) und (푏) fu¨r Erzeugende Funktionale 퐴,퐵 und 퐶, dann ist die
von 퐴 erzeugte Faltungshalbgruppe 2-fach 휏 -zerlegbar.
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Beweis. (푎) Da 휇1 und 휈(1)1 unendlich-teilbar sind, besitzen sie nach Satz 4.2.2
Le´vy-Khinchin-Darstellungen (푐1, 푄1, 휂1) und (푐2, 푄2, 휂2). Nach Bemerkung 4.2.3
(푏) und (푐) besitzt daher 휏(휇1) die Le´vy-Khinchin-Darstellung
(휏(푐1), 휏푄휏
∗, 휏(휂)∣ℝ푑×).
Nun gilt 휇1 = 휈(1) ∗ 휏(휇1) und mit Bemerkung 4.2.3 (e) folgt
푐1 = 휏(푐1) + 푐2,
푄1 = 휏푄휏
∗ +푄2,
휂1 = 휏(휂)∣ℝ푑× + 휂2.
Damit folgt die Behauptung direkt aus der Deﬁnition 4.2.4 der Erzeugenden
Funktionale.
(b) Es ist nur noch zu zeigen, dass 퐶 = 퐵 − 휏(퐵) ein Erzeugendes Funktional
ist. Dann gilt fu¨r 푓 ∈ 풟(ℝ푑) und 푡 > 0
푡⟨퐵, 푓⟩ = 푑
+
푑푠
⟨휈(푡)푠, 푓⟩∣푠=0
=
푑+
푑푠
⟨휏(휈(푡)푠) ∗ 휆(푡, 푠), 푓⟩∣푠=0
=
푑+
푑푠
⟨휏(휈(푡)푠), 푓⟩∣푠=0 + 푑
+
푑푠
⟨휆(푡, 푠), 푓⟩∣푠=0.
Da ⟨퐵, 푓⟩ und 푑+
푑푠
⟨휏(휈(푡)푠), 푓⟩∣푠=0 existieren, existiert auch 푑+푑푠 ⟨휆(푡, 푠), 푓⟩∣푠=0. So-
mit ergibt sich
푡⟨퐵, 푓⟩ = 푡⟨휏(퐵), 푓⟩+ 푡⟨퐶, 푓⟩,
mit
⟨퐶, 푓⟩ = 푑
+
푑푠
⟨휆(1, 푠), 푓⟩∣푠=0.
Nach der Charakterisierung von erzeugenden Funktionalen in [33] als fast positiv
und normiert (siehe auch Theorem 4.3.4) gilt damit 퐶 ∈ 풢ℱ(ℝ푑).
Die Umkehrung ist oﬀensichtlich.
Bemerkung 4.5.4. Das Lemma bleibt auch im Gruppenfall richtig, jedoch nicht
ohne weitere Voraussetzungen an die Gruppe. Man beno¨tigt die eindeutige Ein-
bettbarkeit in eine Faltungshalbgruppe, die Kommutativita¨t der Faltung und die
Eindeutigkeit der Kofaktoren. Diese Bedingungen sind im Vektorraum erfu¨llt,
auf einer Gruppe im Allgemeinen aber nicht, sie mu¨ssen also unter Umsta¨nden
zusa¨tzlich gefordert werden. ♢
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Induktiv erha¨lt man aus Lemma 4.5.3 schließlich den folgenden Satz:
Satz 4.5.5. Seien 핍 ein Vektorraum, 휏 ∈ Aut(핍) kontrahierend und 퐴 ein Er-
zeugendes Funktional. Dann sind a¨quivalent:
(i) eine stetige Faltungshalbgruppe (휇푡)푡≥0 mit Erzeugendem Funktional 퐴 ist
푛-fach 휏 -zerlegbar,
(ii) es existieren (퐴푖)1≤푖≤푛 ∈ 풢ℱ(핍), so dass
퐴 = 휏(퐴)+
푛−1∑
푖=1
휏(퐴푖)+퐴푛 und 퐴푖 = 휏(퐴푖)+퐴푖+1 fu¨r 퐴0 := 퐴, 0 ≤ 푖 ≤ 푛−1.
Analog zur 휏 -Zerlegbarkeit von Faltungshalbgruppen deﬁnieren wir also die 휏 -
Zerlegbarkeit von Erzeugenden Funktionalen auf Gruppen.
Deﬁnition 4.5.6. Wir sagen, ein Erzeugendes Funktional 퐴 heißt 푛-fach 휏 -
zerlegbar auf 픾, falls (퐴푖)1≤푖≤푛 ∈ 풢ℱ(픾) existieren, so dass
퐴 = 휏(퐴) +
푛−1∑
푖=1
휏(퐴푖) + 퐴푛 und 퐴푖 = 휏(퐴푖) + 퐴푖+1 fu¨r 퐴0 := 퐴, 0 ≤ 푖 ≤ 푛− 1.
Analog wird die 푛-fache 휏 ∘-Zerlegbarkeit von 퐴∘ auf 핍 deﬁniert.
Man kann die 푛-fache 휏 -Zerlegbarkeit eines Erzeugenden Funktionals 퐴 auch
folgendermaßen beschreiben:
퐴 = 휏(퐴) + 퐴1, 퐴1 = 휏(퐴1) + 퐴2, . . . , 퐴푛−1 = 휏(퐴푛−1) + 퐴푛. (4.6)
Das Le´vy-Maß hat dann eine entsprechene Gestalt.
Mit diesen Vorbereitungen kommen wir nun zu den beiden Hauptresultaten die-
ses Kapitels, zuna¨chst fu¨r den Fall einer homogenen Gruppe 픾. Fu¨r den Vektor-
raumfall wurde die Struktur Erzeugender Funktionale mehrfachzerlegbarer Fal-
tungshalbgruppen bereits von M. Maejima, K. Sato und T. Watanabe genauer
untersucht, vergleiche [20]. Wir beziehen uns daher im Folgenden auf die in [20]
untersuchte Le´vy-Khinchin-Darstellung, vergleiche [20], Theorem 3.1 und Propo-
sition 3.2.
Satz 4.5.7. Seien 픾 eine homogene Gruppe mit Lie-Algebra 핍 = ℝ푑, 퐴 ∈ 풢ℱ(픾)
bzw. 퐴∘ ∈ 풢ℱ(핍). Weiter seien 휏 ∈ Aut(픾) bzw. 휏 ∘ ∈ Aut(핍). Dann sind
a¨quivalent:
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(i) 퐴 ist 푛-fach 휏 -zerlegbar auf 픾,
(ii) 퐴∘ ist 푛-fach 휏 ∘-zerlegbar auf 핍,
(iii) 훾푡 = Exp(푡퐴∘) ist 푛-fach 휏 ∘-zerlegbar auf 핍 fu¨r alle 푡 ≥ 0,
(iv) 퐴∘ hat die von Maejima, Sato und Watanabe angegebene Le´vy-Khinchin-
Darstellung.
Beweis. Es bleibt nur zu zeigen (i) ⇔ (ii), denn nach Satz 4.5.5 gilt (ii) ⇔ (iii)
und nach [20] gilt (iii) ⇔ (iv). Sei also 퐴 푛-fach 휏 -zerlegbar auf 픾, wir setzen
퐴0 := 퐴. Dann existieren (퐴푖)1≤푖≤푛 ∈ 풢ℱ(픾), so dass
퐴 =
푛−1∑
푖=0
휏(퐴푖) + 퐴푛 und 퐴푖 = 휏(퐴푖) + 퐴푖+1 fu¨r 0 ≤ 푖 ≤ 푛− 1.
Wir setzen fu¨r 푓 ∈ ℰ(픾)
⟨퐴∘푖 , 푓 ∘⟩ := ⟨퐴푖, 푓⟩ fu¨r 0 ≤ 푖 ≤ 푛
und erhalten somit fu¨r das Erzeugende Funktional 퐴∘ auf 핍:
⟨퐴∘, 푓 ∘⟩ = ⟨퐴, 푓⟩
= ⟨
푛−1∑
푖=0
휏(퐴푖) + 퐴푛, 푓⟩
=
푛−1∑
푖=0
⟨휏(퐴푖), 푓⟩+ ⟨퐴푛, 푓⟩
=
푛−1∑
푖=0
⟨퐴푖, 휏(푓)⟩+ ⟨퐴푛, 푓⟩
=
푛−1∑
푖=0
⟨퐴∘푖 , (휏(푓))∘⟩+ ⟨퐴∘푛, 푓 ∘⟩
=
푛−1∑
푖=0
⟨휏 ∘(퐴∘푖 ), 푓 ∘⟩+ ⟨퐴∘푛, 푓 ∘⟩
= ⟨
푛−1∑
푖=0
휏 ∘(퐴∘푖 ) + 퐴
∘
푛, 푓
∘⟩.
Oﬀensichtlich gilt auch
퐴∘푖 = 휏
∘(퐴∘푖 ) + 퐴
∘
푖+1 fu¨r 0 ≤ 푖 ≤ 푛.
Damit folgt (ii). Die Umkehrung folgt analog.
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Fu¨r den Fall total unzusammenha¨ngender Gruppen erha¨lt man analoge Aussagen.
Wir ko¨nnen den Zusammenhang zwischen einer kontrahierbaren, total unzusam-
menha¨ngenden, lokalkompakten Gruppe 픾 und der Gruppe ℚ푝 der 푝-adischen
Zahlen herstellen. Erzeugende Funktionale auf dieser Gruppe wurden na¨mlich be-
reits von M. Maejima und R. Shah untersucht, vergleiche [21]. Insofern beziehen
wir uns also im Folgenden auf die dort untersuchte Le´vy-Khinchin-Darstellung,
vergleiche [21], Theorem 4.3 und Theorem 5.2.
Satz 4.5.8. Seien 픾 eine kontrahierbare, total unzusammenha¨ngende Gruppe
mit Filtrierung (푈푛), 푈푛+1 = 휏(푈푛) und 푝 = 표푟푑(푈푛/푈푛+1) prim. 퐴 ∈ 풢ℱ(픾),
퐴∘ ∈ 풢ℱ(Λ(푝)) bzw. 퐴˜ ∈ 풢ℱ(ℚ푝). Weiter seien 휏 ∈ Aut(픾), 휏 ∘ ∈ Aut(Λ(푝))
bzw. 휏˜ ∈ Aut(ℚ푝). Dann sind a¨quivalent:
(i) 퐴 ist 푛-fach 휏 -zerlegbar auf 픾,
(ii) 퐴∘ ist 푛-fach 휏 ∘-zerlegbar auf Λ(푝),
(iii) 퐴˜ ist 푛-fach 휏˜ -zerlegbar auf ℚ푝 ,
(iv) 훾푡 = Expℚ푝(푡퐴˜) ist 푛-fach 휏˜ -zerlegbar auf ℚ푝 fu¨r alle 푡 ≥ 0,
(v) 퐴˜ hat die von Maejima und Shah angegebene Le´vy-Khinchin-Darstellung.
Beweis. Es bleibt zu zeigen (i) ⇔ (ii) und (ii) ⇔ (iii). Nach [21], Theorem 4.3
gilt na¨mlich (iii) ⇔ (iv), man beachte die Darstellung (4.6) insbesondere fu¨r das
Le´vy-Maß. Nach [21], Theorem 5.2 gilt (iv) ⇔ (v). (i) ⇔ (ii) und (ii) ⇔ (iii)
werden auf die gleiche Art bewiesen wie die entsprechende Aussage fu¨r den Fall
homogener Gruppen. Es wird hier nur der Zusammenhang zwischen kontrahierba-
ren, total unzusammenha¨ngenden, lokalkompakten Gruppen und Λ(푝) beno¨tigt.
Sowohl 픾 als auch ℚ푝 sind aber kontrahierbar, total unzusammenha¨ngend und
lokalkompakt.
Λ(푝) und ℚ푝 sind abelsche Gruppen (auch wenn p nicht prim ist). Aus (ii) bzw.
(iii) folgt also, dass die entsprechenden Faltungshalbgruppen 휎푡 = ExpΛ(푝)(푡퐴
∘)
und 훾푡 = Expℚ푝(푡퐴˜) 푛-fach zerlegbar sind. Die Umkehrung ist auch beweisbar,
falls die Eindeutigkeit der Einbettung gewa¨hrleistet ist, nur dann kann Lemma
4.5.3 angewendet werden, siehe auch Bemerkung 4.5.4. Zum Beispiel kann man die
zusa¨tzliche Voraussetzung im Fall der Gruppe Λ(푝) stellen, dass alle betrachteten
Maße symmetrisch sind. In [21] wurde vorausgesetzt, dass 푝 prim ist, daher wurde
diese Voraussetzung auch in Satz 4.5.8 u¨bernommen.
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Bereits in den vorherigen Kapiteln wurden kommutative Hypergruppen als Bei-
spiele betrachtet. Die Gelfand-Paare (픾, 퐾) in Beispiel 3.0.2 deﬁnieren auf kano-
nische Weise Hypergruppen. Ebenso kann die Menge 푆1(픾, 퐾) := {휇 ∈ 풫(픾) :
휅(휇) = 휇 fu¨r alle 휅 ∈ 퐾} in Beispiel 3.0.2 (푏)(푖푖) (wobei 퐾 ⊆ Aut(픾) eine
kompakte Untergruppe bezeichnet) als Hypergruppe aufgefasst werden (die so
genannte Bahnenhypergruppe).
Somit stellt sich die Frage, in welcher Weise die Ergebnisse aus den vorherigen
Kapiteln auch auf Hypergruppen richtig bleiben. Im letzten Kapitel dieser Arbeit
widmen wir uns dieser Fragestellung und geben einen kurzen Ausblick, welche
Resultate sich auf eine spezielle Klasse von Hypergruppen u¨bertragen lassen.
Dabei konzentrieren wir uns auf eine Klasse von Hypergruppen, die bereits von
M. Ro¨sler [28] und M. Voit [39] studiert wurden. Diese Hypergruppen besitzen
einige Eigenschaften analog zum Gruppen- oder Vektorraumfall, daher werden im
ersten Abschnitt zuna¨chst ein kurzer U¨berblick gegeben und diese Eigenschaften
dargestellt.
Es sei 핂 = ℝ oder 핂 = ℂ und wir bezeichnen mit Π푑 den Kegel positiv semi-
deﬁniter, linearer Operatoren auf dem 핂푑. Weiterhin sei 푀 푏(Π푑) die Menge der
beschra¨nkten Borel-Maße auf Π푑, versehen mit einer Faltungsstruktur
∗휇 : 푀 푏(Π푑)×푀 푏(Π푑)→푀 푏(Π푑),
so dass (Π푑, ∗휇) eine Hypergruppe ist. Dabei gilt 휇 > 휌−1 fu¨r zwei reelle Parame-
ter 휇, 휌. Dies sind die von M. Ro¨sler und M. Voit untersuchten Hypergruppen, fu¨r
genauere Details zu 휇 und 휌 sei der Leser daher auf [28] und [39] verwiesen. Fu¨r
den Fall 푑 = 1 sind dies gerade die so genannten Bessel-Kingman-Hypergruppen.
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Wir werden im weiteren Verlauf die Notation ∗ fu¨r die Faltung benutzen, da wir
nicht genauer auf die Details der Parameter eingehen werden.
Es ergibt sich auf einer Hypergruppe ℛ zuna¨chst einmal das Problem, dass keine
deterministische punktweise Operation in der Hypergruppe gegeben ist, die es
erlaubt, eine Summe 푋 + 푌 von zwei unabha¨ngigen ℛ-wertigen Zufallsvariablen
푋 und 푌 direkt zu deﬁnieren. Daher soll im Folgenden der Begriﬀ der Konkre-
tisierung einer Hypergruppe eingefu¨hrt werden, der es erlaubt, eine Summe von
ℛ-wertigen Zufallsvariablen 푋 und 푌 so festzulegen, dass die Verteilung dieser
Summe im Falle unabha¨ngiger Zufallsvariabler gerade durch 푃푋 ∗푃푌 beschrieben
wird. Fu¨r Details sei der Leser auf [2], Abschnitt 7.1., verwiesen.
Deﬁnition 5.0.9. Seien ℛ eine Hypergruppe, 휇 ein Wahrscheinlichkeitsmaß auf
einem kompakten Raum 푀 und Φ : ℛ×ℛ×푀 → ℛ Borel-messbar. Das Tripel
(푀,휇,Φ) heißt Konkretisierung von ℛ, falls
휇({Φ(푥, 푦, ⋅) ∈ 퐴}) = (휀푥 ∗ 휀푦)(퐴) fu¨r alle 푥, 푦 ∈ ℛ und 퐴 ∈ ℬ(ℛ),
dabei bezeichnet ℬ(ℛ) die Borelsche 휎-Algebra in ℛ.
Der folgende Satz sichert die Existenz von Konkretisierungen fu¨r Hypergruppen,
falls diese das zweite Abza¨hlbarkeitsaxiom erfu¨llen, siehe auch [2], Theorem 7.1.3.
Satz 5.0.10. Sei ℛ eine Hypergruppe. Dann existiert eine messbare Abbildung
Φ : ℛ×ℛ× [0, 1]→ ℛ, so dass ([0, 1], 휆∣[0,1],Φ) eine Konkretisierung von ℛ ist.
Fu¨r die folgende Deﬁnition und Proposition sei auf [2], Abschnitte 7.1.5 und 7.1.6
verwiesen.
Deﬁnition und Proposition 5.0.11. Seien ℛ eine Hypergruppe, (Ω,풜, 푃 ) ein
Wahrscheinlichkeitsraum und (푀,휇,Φ) eine Konkretisierung von ℛ. 푋 und 푌
seienℛ-wertige Zufallsvariable und Λ eine 푀-wertige Zufallsvariable auf (Ω,풜, 푃 ).
Λ sei unabha¨ngig von (푋, 푌 ) und es gelte 푃Λ = 휇. Die randomisierte Summe von
푋 und 푌 wird dann deﬁniert durch
푋
Λ
+ 푌 := Φ(푋, 푌,Λ).
푋
Λ
+ 푌 ist dann eine ℛ-wertige Zufallsvariable auf (Ω,풜, 푃 ), und im Falle der
Unabha¨ngigkeit gilt
푃
푋
Λ
+푌
= 푃푋 ∗ 푃푌 .
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Wir betrachten in diesem Kapitel nur eine spezielle Klasse von Hypergruppen
und wollen nun einige Eigenschaften dieser Hypergruppen zitieren, die in [39]
untersucht wurden und die beno¨tigt werden, um die Resultate aus den Kapiteln
3 und 4 zu u¨bertragen.
Proposition 5.0.12. (Π푑, ∗) ist hermitesch und abelsch. Die Fouriertransfor-
mierte 휇ˆ ist reell.
Die Begriﬀe Unendlich-Teilbarkeit, Einbettbarkeit und Faltungshalbgruppe wer-
den a¨hnlich wie in Abschnitt 1.4 deﬁniert. Im Fall einer beliebigen kommutativen
Hypergruppe gilt im Allgemeinen nicht, dass jede unendlich-teilbare Verteilung
einbettbar ist in eine Faltungshalbgruppe. In unserem Fall jedoch kann man sogar
zeigen, dass jede unendlich-teilbare Verteilung 휇 ∈ 풫(Π푑) eindeutig einbettbar
ist in eine Faltungshalbgruppe (휇푡)푡≥0. Daru¨ber hinaus gilt auf der Hypergruppe
(Π푑, ∗) das Shift-Kompaktheits-Theorem, fu¨r die folgenden Aussagen siehe auch
[2] bzw. die Propositionen 0.12 und 0.13 in [10].
Proposition 5.0.13. Seien (휇푛)푛≥1, (휈푛)푛≥1 ⊂ 풫(푅) und 휆푛 := 휇푛∗휈푛 fu¨r 푛 ∈ ℕ.
Dann gilt:
(a) Sei (휆푛)푛≥1 gleichma¨ßig straﬀ, dann existieren Folgen (푥푛)푛≥1, (푦푛)푛≥1 ⊆ 푅,
so dass (휇푛 ∗ 휀푥푛)푛≥1 und (휀푦푛 ∗ 휈푛)푛≥1 gleichma¨ßig straﬀ sind.
(b) Sind zwei der drei Folgen gleichma¨ßig straﬀ, dann gilt dies auch fu¨r die
dritte.
(c) Ist (휆푛)푛≥1 gleichma¨ßig straﬀ, dann sind auch (휇2푛)푛≥1 und (휈
2
푛)푛≥1 gleich-
ma¨ßig straﬀ.
(d) Ist (휆푛)푛≥1 gleichma¨ßig straﬀ, dann sind auch (휀푥푛)푛≥1 und (휀푦푛)푛≥1 (aus
1.) gleichma¨ßig straﬀ.
Lemma 5.0.14. Seien 휇, (휇푛)푛≥1, (휈푛)푛≥1, (휆푛)푛≥1 ⊂ 풫(푅).
(a) Es gelte 휇푛
푤→ 휇 und 휎푛 := 휇푛 ∗ 휀푥푛 푤→ 휎 fu¨r eine Folge (푥푛)푛≥1 ⊆ 푅.
Dann ist (휇푛)푛≥1 relativkompakt und fu¨r alle Ha¨ufungspunkte 푥 von 푥푛 gilt
휎 = 휇 ∗ 휀푥.
(b) Es gelte 휈푛
푤→ 휀0 und 휈푛 ∗ 휆푛 푤→ 휆. Dann folgt 휆푛 푤→ 휆.
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Fu¨r Matrix-Kegel-Hypergruppen existiert außerdem ein Typenkonvergenzsatz,
vergleiche [10], Theorem 1.10. Diesen wollen wir hier aber nicht noch einmal
explizit darstellen, wir beno¨tigen nur dessen Existenz. Ebenso wollen wir die
in Kapitel 3 eingefu¨hrten Begriﬀe und Notationen nicht noch einmal auﬂisten.
Die Deﬁnitionen der (Semi-)휏 -Zerlegbarkeit, 휏 -Zerlegbarkeit, vollsta¨ndigen Ab-
geschlossenheit, logarithmischen Momente, Automorphismennormen usw. wollen
wir Eins-zu-Eins aus den vorherigen Kapiteln u¨bernehmen. Es wird jedoch noch
ein A¨quivalenzsatz fu¨r Konvergenzen beno¨tigt, vergleiche z.B. 3.4.4 oder 3.4.6.
Der Leser sei fu¨r die Deﬁnition der Fourier-Transformierten auf [2], Abschnitt
2.2, fu¨r den Beweis des folgenden A¨quivalenzsatzes auf Π푑 auf [10], Korollar 2.21
verwiesen.
Korollar 5.0.15. Sei (Π푑, ∗) eine Hypergruppe und sei 휏 ein kontrahierender
Automorphismus. Seien 휈 ∈ 풫(Π푑) und (푋푘)푘≥0 unabha¨ngige Zufallsvariablen
mit Verteilung 휈, wobei 휈ˆ keine Nullstellen besitzt. Wir bezeichnen mit
푆푛 := Λ−
푛∑
푘=0
휏 푘(푋푘)
die randomisierte Summe. Dann gilt
푃푆푛 =
푛∗
푘=0
휏 푘(휈)
푤→ 휆 ∈ 풫(Π푑)⇒ 푆푛 → 푆 f.s und 푃푆 = 휆 ist 휏 -zerlegbar.
Die Aussage bleibt richtig, wenn man die Bedingung, dass 휈ˆ keine Nullstellen be-
sitzt, durch die schwa¨chere Aussage ersetzt, dass die Menge der Nullstellen von
휈 von erster Kategorie ist. Den Zusammenhang zu der Existenz von logarithmi-
schen Momenten liefern die beiden folgenden Propositionen, es sei dazu auf die
Propositionen 2.22 und 2.23 in [10] verwiesen.
Proposition 5.0.16. Seien (Π푑, ∗) eine Hypergruppe und 휏 ein kontrahierender
Automorphismus auf (Π푑, ∗). Seien 휈 ∈ 풫(Π푑) und (푋푘)푘≥0 unabha¨ngige Zufalls-
variable mit Verteilung 휈. Gilt daru¨ber hinaus
(i) 휈ˆ besitzt keine Nullstellen,
(ii) 휏 푘(푋푘)→ 0 f.s. fu¨r 푘 →∞,
(iii) 휆푛 :=
푛∗
푘=0
휏 푘(휈)
푤→ 휆 ∈ 풫(Π푑) fu¨r 푛→∞,
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dann besitzt 휈 ein logarithmisches Moment erster Ordnung (vergleiche Deﬁnition
3.4.1).
Proposition 5.0.17. Seien (Π푑, ∗) eine Hypergruppe und 휏 ein kontrahierender
Automorphismus auf (Π푑, ∗). Seien 휈 ∈ 풫(Π푑) und (푋푘)푘≥0 unabha¨ngige Zufalls-
variable mit Verteilung 휈. Gilt daru¨ber hinaus
(i) 휈ˆ besitzt keine Nullstellen,
(ii) 휈 besitzt ein logarithmisches Moment erster Ordnung.
Dann folgt 휆푛 :=
푛∗
푘=0
휏 푘(휈)
푤→ 휆 ∈ 풫(Π푑) fu¨r 푛→∞ und 휆 ist 휏 -zerlegbar.
Zusa¨tzlich zu den Forderungen im klassischen Fall von lokalkompakten Gruppen
und Vektorra¨umen mu¨ssen wir hier unter anderem fordern, dass 휈ˆ keine Null-
stellen besitzt. Diese Einschra¨nkung mu¨ssen wir auch u¨bernehmen, wenn wir
Resultate aus den Kapiteln 3 und 4 u¨bertragen wollen. Nun stehen somit alle
Hilfsmittel zur Verfu¨gung, um die Ergebnisse von Kapitel 3 und 4 auf die spe-
ziellen Hypergruppen (Π푑, ∗) zu u¨bertragen. Wir wollen hier jedoch auf genaue
Details verzichten.
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Symbolverzeichnis
⊗
푖∈퐼 퐺푖 direktes Produkt der Gruppen 퐺푖
휇 ∗ 휈 Faltung der Maße 휇 und 휈
휇∗푛, 휇푛 n-fache Faltung von 휇
휇푛
푤→ 휇 schwache Konvergenz von Maßen
푋
푑
= 푌 Gleichheit in Verteilung
푋푛
푑→ 푋 Konvergenz in Verteilung von Zufallsvariablen
∥휏∥ Automorphismennorm
∣푥∣ homogene Norm auf 픾
[⋅, ⋅] Kommutator
(퐴,퐵) die von den Elementen 푎푏푎−1푏−1 erzeugte Untergruppe von 픾
푎∘ Automorphismus auf
∘
퐺
푎푄 =
∑∞
푛=0(푛!)
−1(log 푎)푛푄푛
풜(휇) Halbgruppe der Symmetrien von 휇
Aut(픾) Menge der Automorphismen auf 픾
ℂ komplexe Zahlen
ℭ Menge aller abgeschlossenen, multiplikativen Unterhalbgruppen
퐶 von [0, 1] mit 퐶 ⫌ {0, 1}
풞0(핍) Menge aller stetigen Funktionen auf 핍 mit lim푥→∞ 푓(푥) = 0
풞2(핍) Menge aller beschra¨nkten, zweifach stetig diﬀerenzierbaren
Funktionen auf 핍 mit beschra¨nkten Ableitungen
풞푏(핍) Menge aller stetigen, beschra¨nkten Funktionen auf 핍
풞푐(핍) Menge aller stetigen Funktionen auf 핍 mit kompaktem Tra¨ger
풞∞(핍) Menge aller stetigen, unendlich-oft diﬀerenzierbaren Funktionen auf 핍
풞∞푏 (핍) := 풞푏(핍) ∩ 풞∞(핍)
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풞∞푐 (핍) := 풞푐(핍) ∩ 풞∞(핍)
Cent(퐴,픾) Zentralisator von 퐴 in 픾
Cent(픾) Zentrum von 픾
훿푡 Dilatationen
풟(픾) Raum der Testfunktionen auf 픾
D(픾) Kommutatoruntergruppe von 픾
D(휇) Urbanik-Zerlegbarkeitsklasse
Def(푓) Deﬁnitionsbereich von 푓
Der(핍) Algebra der Derivationen auf 핍
푒 neutrales Element der Gruppe G
휀푥 Punktmaß mit Masse in x
ℰ(픾) beschra¨nkte, regula¨re Funktionen auf 픾
픈(픾) Menge der stetig einbettbaren Maße auf 픾
End(픾) Menge der Endomorphismen auf 픾
End+(핍) nicht negativdeﬁnite, symmetrische Operatoren auf 핍
ℱ ,ℱ푝 Menge der lokalen Funktionen
픾 lokalkompakte Gruppe
픾× := 픾∖{푒}
∘
퐺 Tangentialraum an eine Gruppe 픾 in 푒
풢ℱ(핍) Menge aller erzeugenden Funktionale auf 핍
GL(핍) Menge invertierbarer Operatoren (Automorphismen) auf 핍
ID(픾) Menge der unendlich-teilbaren Verteilungen auf 픾
im(푓) Bild einer Funktion 푓
Iso(픾) Menge der Isomorphismen auf 픾
핂 = ℝ oder ℂ
L(ℝ푑) Menge der selbstzerlegbaren Verteilungen auf ℝ푑
log, ln := exp−1
휇ˆ Fouriertransformierte eines Maßes 휇
(휇푡)푡≥0 Familie von Wahrscheinlichkeitsmaßen, meist Faltungshalbgruppe
(휇푠,푡)푠≤푡 Familie von Wahrscheinlichkeitsmaßen, meist Hemigruppe
푀푝 Tangentialraum an 푀 in 푝
ℳ(픾) Menge der Radon-Maße auf 픾
ℳ+(픾) Menge der positiven Radon-Maße auf 픾
ℳ푏(픾) Menge der beschra¨nkten Maße auf 픾
M+(ℝ푑) Menge aller 푑× 푑-Matrizen u¨ber ℝ, deren Eigenwerte alle einen
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nichtnegativen Realteil besitzen
(휈(푠, 푡))푠≤푡 Familie von Wahrscheinlichkeitsmaßen, meist Hemigruppe
Π푑 Kegel der positiv semideﬁniten, linearen Operatoren auf 핂푑
푃푋 Verteilung einer Zufallsvariablen X
풫(픾) Menge der Wahrscheinlichkeitsmaße auf 픾
ℝ reelle Zahlen
ℝ+ nichtnegative reelle Zahlen
ℝ푑× =ℝ푑∖{0}
Re(푧) Realteil einer komplexen Zahl 푧
풮 Menge von bzgl. der Faltung kommutativen Verteilungen
Spec(퐴) Menge der Eigenwerte von 퐴
SS(픾) Menge der semistabilen Verteilungen auf 픾
supp(푓) Tra¨ger einer Funktion 푓
휏 Automorphismus, meist Kontraktion
푇퐸 = (푡퐸)푡≥0 Ein-Parameter-Untergruppe von 퐺퐿(핍)
픘(푒) Umgebungsﬁlter von 푒
핍 Vektorraum
핍× = 핍∖{0}
푉 (휀) := {푥 ∈ 핍 : ∥푥∥ < 휀}
ℤ ganze Zahlen
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