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Abstract-In the study of Low-Density-Parity-Check (LDPC) codes, most Much research effort has been put into investigating turbo V8 codes [1] [2] [3] and low-density-parity-check (LDPC) codes [4] V9 C5=V4+V5+V7+V8+Vl0 in recent years. While the maximum-likelihood method will v provide the best decoding results, it is much too complicated 10 to be implemented. Instead, iterative algorithms are commonly used in decoding turbo codes and LDPC codes. In iterative Fig. 1 . A graph representation of (10, 5) LDPC code.
decoding, a code is most naturally described by means of a Tanner graph [5] , and researchers have discovered that the existence of loops in the graph degrades the system This is particularly valid to scenarios when data requiring performance substantially. For LDPC codes, a series of loop an extremely high integrity are being transmitted. A typical detection methods [6] and graph-based belief propagation example is the transfer of a data file. Stolpman [9] proposed (BP) algorithms [7] have thus been proposed to improve the novel construction methods to construct LDPC codes with code performance. However, the computational effort of loop good BLER performance, but he did not investigate the detection is high for long codes and the implementation of the decoder design. In this paper, we apply a simple feedback graph-based BP algorithm is very complex. technique to the decoding of LDPC codes. Our aim is to In contrast, some researchers are interested in studying the improve the BLER performance of the codes in the "waterfall" behavior of the iterative decoding algorithms. Richardson, region. In Section II, the iterative decoding algorithm based Agrawal and Vardy studied in detail the turbo decoding on log-likelihood ratio (LLR) will be described. In Section III, algorithm by modeling it as a discrete dynamical system [1] , we present the proposed feedback mechanism and perform a [2] . They found that bifurcations leading to period doubling stability analysis at the fixed points. Simulation results are then and oscillations may be produced by the decoding algorithm shown in Sect. IV. in the so-called "waterfall" region. Kocarev et al. later [3] discovered chaos in turbo decoding algorithm and a simple control method was proposed to increase the convergence rate.
Low-density-parity-check codes are linear block codes and As for the LDPC decoding, the authors discovered bifurcations all linear block codes can be represented by bipartite graphs such as fold bifurcation, flip bifurcation and Neimark-Sacker consisting of two sets of nodes, namely variable nodes and bifurcation in the "waterfall" region [8] . Phenomena including check nodes. Fig. 1 shows an example of (10, 5) LDPC code. period-two, quasi-period, and chaos were also reported.
The (10,5) code indicates that there are 10 variable nodes and
In a typical digital communication, BLock Error Rate 5 check nodes in the bipartite graph. Corresponding to each (BLER) is sometimes of a higher concern compared to Bit check node is a check equation that has to be satisfied by all Error Rate (BER). The main reason is that when a block is codewords. in error, usually, the whole block of data will be discarded Consider a transmitted codeword with a block length n and the received LLR information Lci, and (ii) the message lrjXi realization. passed from the neighboring check-node set Ci excluding the check node j. Also, we define Irji as the conditional LLR computed based on the message lqi,j passed from the It is known that the all-zero codewords are adequate for neighboring variable-node set Vj excluding the variable node assessing the performance of a linear code with a symmetrii. The message-passing algorithm then proceeds as follows.
cal channel and a symmetrical decoding algorithm. Suppose of the measure E(k) to investigate the dynamical behavior of the period of the orbit. For a fixed point, the time-delay factor the decoder, and E(k) is defined as the mean square value equals unity. However, this kind of feedback may also stabilize of the posterior probabilities of the code bits being equal the indecisive fixed point and leads to a wrong decoded to 0 at the kth iteration, i.e., E(k) = l[n Qk(0)] 2 codeword. where Q$ (0) =(1 + exp(lQ$)-1> 1 denoting the posterior Suppose the iterative algorithm converges to an unequivocal probability that the code bit i equals zero. fixed point. All the posterior probability values of the messages passing between variable nodes and check nodes tend to be probability values that the code bit equals 0 is 1. For this special Jacobian matrix, it is easy to show that the and N iS the total number of nodes connected to node i..d largest eigenvalue equals -di = /3. Therefore to maintain For a highly nonlinear system, it is recommended that a d. di T nX (t) k EN Xi/ (t)), where the stability of the unequivocal fixed point after introducing gonln0, shud be fuse [ S N thD=1 d control, /3 should be selected with the condition that /3 < 1.
g(0) = 0, should be used [11] . Since the LDPC decoder iS a highly nonlinear coupled system, we choose the nonlinear IV. RESULTS spatial-delay feedback as our control method. With the control We consider the high rate (273, 82) code. Here, the two term, the system equations of the decoder in (4) can be written numbers in brackets denote the block length of the code and that -_ lrk is the control signal vector, which is a'be chosen carefully. If /3 is too small, it exerts no affect on function of the difference between the messages produced by the iteration algorithm. When /3 is too large, however, the the current node and the average messages produced by other magnitude of the control term will be so large that it destroys nodes connected to the current node. Fig. 3 and Fig. 4 show the BLER and BER of the decoders, otnerwlse~~~0 -, lteul o n 1 ))Xth element of otherwise, it equals 0. So control.
