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Abstract—In practical environments, recent massive MIMO
measurements demonstrate that user channels can be correlated.
In this paper, we study the user channel correlation induced by
shared angles-of-departure. We first derive the user correlation
distribution in the large array regime, and then examine the
user correlation using actual measurements from a large array.
As a data-driven observation, we discover that the correlation
of all close-by users is higher than 0.4 and barely reduces as
the number of base-station antennas M increases beyond 36
antennas. Furthermore, nearly one-third of users, even when they
are tens of wavelengths apart, have a correlation that is more
than twice the correlation of an i.i.d. Rayleigh fading model.
Lastly, we characterize the impact of user correlation on system
performance. As M increases, conjugate beamforming systems
suffer a linearly growing inter-user interference due to correlated
channels. However, for zero-forcing beamforming systems, the
inter-user interference is a constant that does not increase with
M . In particular, zero-forcing beamforming systems can serve
a linearly increasing number of correlated users and achieve
a linear growth in the system achievable rate as M increases.
Hence, spatial multiplexing correlated users can be an attractive
massive MIMO design.
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) is one
of the key 5G components due to its potential benefits,
including increased spectral efficiency [1], [2], wider coverage
region [3], [4], [5], reduced channel variation [3], [4], and
simplified physical layer precoding [1]. A commonly used
model in the performance analysis of massive MIMO is the
i.i.d. model, where the user channels become orthogonal as
the number of base-station antennas increases. This mutual
orthogonality is sometimes referred to as “favorable propaga-
tion” [6], [7], [5], [1], [2], [8].
As we move away from the assumption of favorable prop-
agation, relatively less is known about the performance of
massive MIMO. For i.i.d. Rayleigh fading channel, it is well-
known that user channels are orthogonalized with a large num-
ber of base-station antennas. For spatial channels with various
array configurations, past work [9], [10], [11] demonstrates
that user channels are near orthogonal if the spatial paths
are of independent angles-of-departure (AoDs) or the AoDs
differences of spatial paths are larger than O (1/M), where M
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is the base-station array size. Therefore, if the user channels
consist of paths with distinct or independent AoDs, favorable
propagation is likely to happen.
Base-Station
User 1
User 2
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AoD 3
Scatterer
AoD 2
Fig. 1. An illustration of a two-user massive MIMO downlink channel with
shared AoD. AoD 2 is shared by the two users and AoD 1, 3 are not shared
by the two users. On the shared AoD 2, the two users’ AoDs with respect to
the base-station are the same due to scatterer sharing. Note that the angles-
of-arrival at the users are different. Later in Section III, we prove that User 1
and User 2 channels can be highly correlated even when the base-station has
a large number of antennas.
However, in practical propagation environments, different
users can share one or more paths with the same AoDs at the
base-station. Fig. 1 depicts an example of two users sharing
one common AoD due to scatter sharing. Note that the angles-
of-arrival at the users can be different in the AoD sharing
paths. The sharing of common scatterers is known to happen
more often when users are close-by. For example, the COST
2100 models [12], [13] introduced the “visible region” concept
to capture the scatterer sharing of close-by users. The high cor-
relation of close-by users is also confirmed by recent massive
MIMO measurements [14], [15], [16], [17], [18]. Additionally,
practical propagation environments might contain keyholes[3,
Chapter 7.3], which lead to shared AoDs for even far-away
users. Finally, in a practical deployment setting, the array
configuration [19] can limit the user channel orthogonality.
For example, for an array with a limited horizontal aperture,
the spatial resolution of azimuth is limited. Therefore, two
paths with a similar elevation AoD but a small azimuth AoD
difference cannot be distinguished by adding more antennas
on the vertical domain.
If we accept the existence of shared AoDs, the user channels
cannot be viewed as independently distributed and can be of
high correlation. It might seem natural for a massive MIMO
base-station to avoid spatial multiplexing correlated users [3],
[11], [20], as user correlation can reduce the effective SINR
in beamforming. However, not spatial multiplexing correlated
users can be sub-optimal. For example, spatial multiplexing
many slightly correlated users often leads to higher system
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2achievable rate than spatial multiplexing a few non-correlated
users. Another example is that if all users are correlated due
to the keyhole effect, spatial multiplexing correlated users can
result in a higher system achievable rate than just beamforming
to one user. Thus, to design massive MIMO systems for their
intended use, a key question is how does the achievable rate
and the optimal degree of spatial multiplexing change with
user correlation?
We answer this question by accepting the fact that different
users may have one or more paths of the same AoDs. We char-
acterize the impact of such shared AoDs via a combination of
theoretical analysis and experiments. Our main contributions
are as follows:
1) We first adopt a spatial geometric channel model to
compute the user correlation when shared AoDs exist.
In the large array regime, the user correlation of two
users is shown to converge to a random variable that is
independent of the number of base-station antennas M .
As M increases, the mean of the square of user corre-
lation converges to a positive value that is proportional
to the sum of the gains of the AoD sharing paths.
2) To examine user correlation over-the-air, we collect a
diverse massive MIMO channel data set with a 64-
antenna planar array. Our evaluation includes both line-
of-sight (LOS) and non-line-of-sight (NLOS) propaga-
tion environments with more than 11000 unique user
channel vectors from 225 different locations. The mea-
sured channels are now open-accessed at [21]. With a
64-antenna base-station array, the channel correlation
between all close-by users is higher than 0.4. In our
data set, the user correlation of close-by users reduces
very slowly when the number of base-station antennas
M is larger than 36. For users that are far-away, we
find that the correlation of more than 28.6% users is
at least twice the correlation of i.i.d. Rayleigh fading.
The observed user correlation is near-constant across the
20 MHz measured band. Finally, we use spatial signal
processing to confirm that shared AoDs are the root
cause of high correlation for both close-by and far-away
users.
3) To understand the system performance impact of user
correlation, we characterize the effective SINR of mas-
sive MIMO with both user and base-station array corre-
lation. The base-station adopts conjugate beamforming
or zero-forcing beamforming to serve correlated users.
For conjugate beamforming systems, spatial multiplex-
ing correlated users introduces inter-user interference
that increases linearly with M due to user correlation.
For zero-forcing beamforming systems, however, spatial
multiplexing correlated users only results in a SINR
loss factor that does not increase with M . As a result,
zero-forcing beamforming systems can serve a linearly
growing number of users while maintaining the same
SINR as M increases. We further utilize measured
channels to demonstrate that zero-forcing based systems
can support a linearly growing number of correlated
users. Therefore, user correlation itself does not limit
the multiplexing gain of massive MIMO. And a proper
beamforming design can help mitigate the user corre-
lation and make spatial multiplexing correlated users
attractive.
Related Work: One of the early measurement work [22]
first demonstrated that the average far-away user correlation
reduces as the number of base-station antennas increases.
By measuring tens of close-by user channels with uniform
linear array [14], [15], uniform cylindrical array [14], [18],
uniform rectangular planar array[16], [17], recent channel
measurements find that channels of close-by users can have
high correlation. Our measurements follows the same stream
of past experimental work. We measured and open-accessed
user channels at 225 unique locations in both LOS and NLOS
environments with a 64-antenna calibrated array. During our
measurements, we observed high user correlation not only for
close-by users, but also for 28.6% of the far-away users. Using
spatial signal processing, we confirm that the shared AoDs are
the root cause of high user correlation for both close-by and
far-away users.
The performance of massive MIMO is usually evaluated in
either i.i.d. Rayleigh fading channel [6], [7], [5], [1], [2], [8],
[23], [24] or massive MIMO channel with base-station array
correlation [25], [26], [27], [4], [28], [29], [30], [31]. The ref-
erence in a recent review paper [32] provides more details. In
the evaluation of massive MIMO with base-station array cor-
relation, the channel vector of each user is usually considered
independently distributed complex Gaussian variables with a
similar or different covariance matrix. As a result, any two user
channels are near orthogonal under the past evaluations, and
correlation among users is not captured. A special case of two
users downlink with limited user correlation and zero-forcing
beamforming has been studied in [33]. A recent work [20]
characterizes the massive MIMO performance in line-of-sight
propagation environments. With the proposed simple user
dropping algorithm, [20] demonstrates that massive MIMO
can have comparable performance to i.i.d. Rayleigh fading if
the line-of-sight path AoDs is independently distributed across
users. This paper generalizes the past work to characterize a
K-user massive MIMO system under arbitrary user correla-
tion, i.e., cases when users can share AoDs. We note that
some past research, including [31], refers to the limited (or
fixed) user channel covariance matrix rank due to scattering
sparsity as “spatial correlation”. However, [31] still considers
the user channel realizations to be independent. Hence, the
“spatial correlation” in [31] is fundamentally different to the
characterized user correlation in this paper.
The paper is organized as follows. We first describe the sys-
tem model in Section II. Section III derives the user correlation
of users with shared AoDs. We present a channel measurement
campaign and characterize the user correlation over-the-air in
Section IV. We quantify the system performance impact of
user correlation in Section V. Numerical simulation is used to
verify the analytical results in Section VI. Finally, Section VII
concludes the main findings of this paper.
Notations: Boldface represents vectors and matrices. We
use | · | to denote the magnitude of a complex number.
And the l2-norm of a complex vector is ‖ · ‖. The space
3of the real number is R and C is the complex space. The
complex Gaussian and complex matrix Gaussian distributions
are denoted by CN an MN , respectively. The Kronecker
product and matrix vectorization operations are denoted by
⊗ and vec(·), respectively. The conjugate transpose and trace
of a matrix H are denoted as HH and trH, respectively. An
M×M identity matrix is IM . And diagonal matrix is diag (·).
Finally, an M -element all-ones (all-zeros) vector is 1M (0M )
and a K ×M all-ones (all-zeros) matrix is 1K×M (0K×M ).
II. SYSTEM MODEL
We consider a single-cell massive MIMO downlink system
with an M -antenna base-station and K single-antenna mobile
users. We assume that the base-station is time synchronized
with the K users. The downlink channel is GH, where G =
diag
(√
γ1,
√
γ2, . . . ,
√
γK
)
is the large-scale channel gains
and H ∈ CK×M denotes the small-scale fading. The base-
station adopts downlink beamforming to serve all K users
at the same time. Let the downlink beamforming matrix be
V ∈ CM×K . The received signals by users then equal
y = GHVs+w, (1)
where w ∈ CK is the additive noise, whose elements fol-
low standard complex Gaussian distribution. Following the
convention [3], we assume that the signal sequence s follow
standard complex Gaussian distribution, i.e., E [s] = 0 and
E
[‖s‖2] = 1. The total transmission power is P , which equals
E
[
trVVH
]
. Prior to the data transmission, the base-station
estimates the downlink channel Hˆ ∈ CK×M for beamforming.
In Section III and Section IV, we will utilize theoretical
analysis and measurements to characterize the user correlation
of downlink channel H. In Section V, we will derive the
effective SINR for massive MIMO with both user and base-
station correlation.
III. MODELING USER CORRELATION: A SPATIAL
PERSPECTIVE
In this section, we characterize the impact of shared AoDs
by considering a generalized spatial geometric model, where
users can share AoDs due to scattering sharing. The spa-
tial geometric models have been widely adopted to model
propagation environments in both standardizations [34] and
research [13], [9], [3], [4], [35].
A. User Correlation Definition
The orthogonality of user channels is often measured by
the cosine similarity, i.e., correlation of the downlink channel
vectors. The correlation of User k1 and User k2 equals
c (hk1 ,hk2) =
|hHk1hk2 |
‖hk1‖ ‖hk2‖
. (2)
In past massive MIMO literature [6], [7], [5], [1], [2], [8], the
desired pairwise channel orthogonality is usually referred to
as favorable propagation, which is defined as
c (hk1 ,hk2) = 0, for all k1 6= k2 k1, k2 = 1, 2, . . . ,K. (3)
Therefore, a propagation environment is considered “favor-
able” if all user pair channels are mutually orthogonal. In prac-
tical systems with a finite number of antennas, Condition (3)
is always not satisfied. However, Condition (3) might be
approximately satisfied in the large array asymptotic regime.
We define such case as asymptotically favorable propagation,
which is
lim
M→∞
c (hk1 ,hk2) = 0, for all k1 6= k2, k1, k2 = 1, 2, . . . ,K.
(4)
In this section, we want to find if and under what condition
would (4) be satisfied. Furthermore, we are interested in
characterizing how far a practical massive MIMO system can
be away from condition (4). Without loss of generality, we
focus on computing the correlation between two users whose
channels are denoted by h1 and h2.
B. Spatial Channel Model
A spatial geometric channel model describes the channel
vector by modeling spatial paths. The considered channel
model is illustrated in Fig. 1. The base-station is equipped
with a two-dimensional uniform planar antenna array on the
xy-plane. In total, there are L AoDs from the base-station to
the two users.
The base-station is equipped with an M -antenna uniformly
spaced planar array. There are Mx antennas on the x-axie, and
My antennas on the y-axis. Let
(
θlx, θ
l
y
)
be the l-th elevation
and azimuth AoD. For a typical cellular network, the base-
station is elevated high above the ground and free from local
scatterers. Therefore, the base-station is in the far-field and the
channel of User k equals
hk =
L∑
l=1
√
glke
jφlka
(
θlx, θ
l
y
)
, (5)
where path gain and phase of Path l of User k are 0 ≤ glk < 1
and φlk, respectively. Here, a
(
θlx, θ
l
y
)
is the array response
vector for a plane wave at direction (θx, θy), which equals [4,
Chapter 7]
a (θx, θy) = [1, e
j∆2pi sin θy cos θx , . . . ,
ej∆2pi sin θy [(Mx−1) cos θx+(My−1) sin θx]], (6)
where ∆ is the ratio between the antenna spacing and the
wavelength of the carrier frequency. It is noted that the spatial
angles
(
θlx, θ
l
y
)
are with respect to the base-station array plane.
For User k, if there is no path gain from base-station in AoD
l, then glk equals 0.
By channel model in (5), the distribution of each user
channel is determined by the gain, phase, and AoD of the
L paths. Thus, the joint distribution of the path parameters
for the two users further determines the distribution of user
correlation. To facilitate the user correlation analysis, we make
the following assumptions on the distribution of the channel
parameters:
• Random path phases: φlk ∼ U [0, 2pi].
• Random angles: θlx ∼ U [0, 2pi], and θly ∼ U [0, pi], for
all l.
4• Non-trivial 2D planar array: As M increases, the Mx and
My both increase at a fixed ratio.
Firstly, the phase of each path follows an independent
uniform random distribution between 0 and 2pi. The random
phase assumption is justified by considering that the distances
traveled by the paths are much larger than the wavelength at
the carrier frequency. Additionally, the AoDs follow indepen-
dent uniform distributions in both elevation and azimuth. And
the path gains can be any non-negative scalars.
The spatial model (5) can capture user paths of independent
AoDs and shared AoDs. For example, if gl1g
l
2 = 0 for all l,
there is no shared AoDs and the AoDs is independent for the
two users. If gl1g
l
2 > 0, User 1 and User 2 channels both con-
tain contributions from AoD l, i.e., AoD l is shared. During our
analysis, we compute the user correlation by treating gl1 and g
l
2
as constants. In Section III-D, we will discuss the implications
of the analysis by considering different combinations of gl1 and
gl2.
C. User Correlation Analysis
With the spatial channel model in (5), we now characterize
the user correlation in the large array regime. We first demon-
strate that the user correlation does not necessarily diminish to
zero if shared AoDs happen. Instead, as the number of base-
station antennas M → ∞, the user correlation converges in
distribution to a non-trivial random variable that is independent
of M .
Theorem 1 (Convergence of User correlation). The user
correlation converges in distribution to a random variable that
is independent of the number of base-station antennas as
lim
M→∞
c (h1,h2)
d→
∣∣∣∣∣
L∑
l=1
√
gl1∑L
l=1 g
l
1
gl2∑L
l=1 g
l
2
ejφ˜
l
∣∣∣∣∣ . (7)
Here, φ˜l is an random variable that is uniform between 0 and
2pi.
To prove the theorem, the key step is to demonstrate that
a normalized product between two paths with independently
random AoDs converges to zero. We provide detailed proof
in Appendix VIII-A. Theorem 1 shows that the asymptotic
correlation converges to the amplitude of the resulting field of
a “random-walk problem” [36] on the complex plane. Each
“random-walk” step is of uniform random phase with a step
size of g
l
1∑L
l=1 g
l
1
gl2∑L
l=1 g
l
2
. Recall that if AoD l is shared, then
gl1g
l
2 > 0. Therefore, when the number of AoDs is finite, the
asymptotic user correlation would not diminish with shared
AoDs. To provide insights into the structure of user correlation,
we now characterize its asymptotic mean and variance.
Corollary 1 (Equivalence of User Correlation and Shared Path
Gain). In the large array regime, the mean and variance of
the square of the user correlation both converge to fixed points.
The mean is given by
lim
M→∞
E
[
c2 (h1,h2)
]
=
L∑
l=1
gl1∑L
l=1 g
l
1
gl2∑L
l=1 g
l
2
, (8)
and the variance satisfies
lim
M→∞
Var
[
c2 (h1,h2)
]
=
∑L
l1=1
∑L
l2=1,l2 6=l1 g
l1
1 g
l1
2 g
l2
1 g
l2
2(∑L
l=1 g
l
1
∑L
l=1 g
l
2
)2 .
(9)
The proof is immediate by characterizing the random
variable that user correlation converges to; Appendix VIII-B
provides the proof details. Since
∑L
l=1 g
l
k is the total downlink
path gain, g
l
k∑L
l=1 g
l
k
denotes the path gain proportion of AoD l.
Therefore, Corollary 1 shows that the expectation converges
to sum of the path gain products of AoD sharing paths.
As a result of shared AoDs, two users that receive the
dominant energy from the same set of scatterers are correlated
even when the array size is large. With a finite L, the user
correlation converges to 0 if and only if no path share AoD,
i.e., gl1g
l
2 = 0, for all l. Recall that no path share AoD in (5)
is equivalent to users with independent AoDs. Therefore, past
user correlation analysis on users with independent AoDs [9],
[10], [11] can be viewed as a special case of our analysis.
We note that Corollary 1 can also be proved alternatively by
computing the channel covariance matrix under channel model
in Section III-B, and substituting the covariance matrix into [4,
(2.19)].
D. User Correlation with Small AoDs difference
Section III-C characterizes the user correlation when users
share the same AoDs from common scatterers. In reality, it is
possible that for a shared scatterer, the AoDs can have small
differences among users. To understand the impact of such
AoDs difference, we now conduct numerical experiments.
During the numerical experiments, we follow the channel
model in Section III-B, but make the AoDs (to the same
scatter) of different users have an AoD difference. The AoD
difference is modeled by a 2-D complex Gaussian variable
with zero mean and variance of δ2, where δ is the standard
deviation of the AoD difference in both elevation and azimuth.
Fig. 2 (left) presents the mean of the square of the user
correlation obtained by numerical simulations (δ = 1◦) and
Corollary 1. Even with a small AoD difference, the user
channels can still be of high correlation when the number
of base-station antenna is larger than 160. The numerical
simulation also confirms Corollary 1 on that user correlation
reduces with the shared path gains.
Fig. 2 (right) presents the theoretical predictions and numer-
ical simulations for two users with equal power gain across
varying number of paths, and different level of user AoD
differences. As expected, the user correlation reduces with
the number of paths and the AoD difference. In practical
propagation environments, the number of paths is limited [34].
And we expect users with shared AoDs to be of potentially
high correlation.
IV. MEASURED USER CORRELATIONS
In this section, we examine user channel correlation based
on over-the-air measured channels. The collected channel data
set is also open-accessed for download at [21].
5Fig. 2. User correlations with shared AoDs in channel model (5). The elevation and azimuth AoD difference of each shared scatterer between the two users
are modeled by i.i.d. Gaussian random variables with a standard deviation of δ. Figure left demonstrates that user channel correlation increases with the gain
of AoD sharing paths. Figure right demonstrates that user channel correlation reduces with multipath and AoD difference. Both figures demonstrate that user
correlation can be high even when the number of base-station antennas is > 160. Here, we call the square of user correlation as squared user correlation for
shorthand. In the simulation, square planar arrays with half-wavelength spacing are used, i.e., Mx = My and ∆ = 0.5. In the left figure, there are 2 AoDs
with different path gains. Each red dashed line corresponds to a different path gain combination. From the low gain in the shared AoDs to the high gain in the
shared AoDs, the path gain combinations used are [(0, 1) , (1, 0)], [(0.0625, 1) , (1, 0.0625)], [(0.25, 1) , (1, 0.25)], [(1, 1) , (1, 1)], [(1, 0.25) , (1, 0.25)]. In
the right figure, two users share all L paths with a same path gain.
A. Measurement Setup
1) Measurement Platform: We measure the OTA channels
on the campus of Rice University near the Anne and Charles
Duncan Hall (N 29.720138o, W 95.39876o). The channels
were measured by using a massive MIMO base-station (devel-
oped as part of the Argos project [37]) and mobile clients. The
users are in a near stationary environment. The measurements
are on the 2.4 GHz Wi-Fi ISM band with 20 MHz bandwidth.
Both the base-station and users are equipped with patch
antennas with 3-dB beam-width of around 120-degree. The
8×8 64-antenna array and a mobile user are shown in Figure 3.
2) Measured Locations: The channel between the base-
station antennas and users from 4 line-of-sight (LOS) clusters
and 5 non-line-of-sight (NLOS) clusters are measured. Each
cluster is of circle-shape with a diameter of around 4 meters.
Figure 3 presents the locations of the massive MIMO station
and user clusters. In each cluster, we measure the user channels
of 25 different uniformly selected locations. Therefore, the
minimum distance between two users from the same cluster
is about 0.7 meters. In total, we measure the mobile user
channels in 225 locations. For each location, we measure the
uplink channel between a mobile user and the base-station
of the 52 non-empty subcarriers over the 20 MHz band in
more than 140 frames. In our evaluations, we will utilize all
subcarriers from the first frame of each location. In total, we
characterize the user correlation over-the-air based on more
than 11000 unique channel vectors.
3) Array Calibration for Antenna Phase Mismatch: For
the Argos [37] massive MIMO base-station, each antenna
is connected to an individual radio-frequency chain. During
channel measurements, each base-station antenna estimates its
channel coefficient by correlates the received signal with an
uplink pilot sequence. As the phase-locked loop component
of each radio-frequency chain introduces an independent ran-
dom phase to each antenna, the collected channel contains
mismatched phases across different base-station antennas and
different measured locations. Such phase mismatch raises two
critical issues in the examination of user correlation. Firstly,
the phase mismatch across base-station antennas makes the
(uplink) angle-of-arrival estimation infeasible. The reason is
that the angle-of-arrival estimation requires a phase synchro-
nized array [39]. Secondly, phase mismatches across differ-
ent measurements obstruct the user correlation computation
of channels measured at different locations. The challenges
comes from that the correlation computation (2) requires that
each base-station antenna have a fixed (relative) phase offset
during measurements of different users. Thus, array calibration
of the phase mismatch is essential for both the angle estimation
and the user correlation computation.
To calibrate the phase mismatch, we introduce a calibration
node in all measurements. The calibration node is placed
perpendicular to the array plane at the direction of elevation
angle 0◦ and azimuth 0◦. The distance between the calibration
node and the base-station array is about 20 meters. The main
path is at (0◦, 0◦). Fig. 3 shows that there might exist an
addition ground reflection path, which is about 4.6◦ elevation
away from the main path. Since the ground reflection path
should be of much lower gain and the angle difference is small,
the channel between the calibration node and the array can be
modeled as a (0◦, 0◦) = 1M . Therefore, by measuring the
uplink channel from the calibration node to the base-station,
we obtain the relative phase mismatch of each base-station
antenna. To determine the calibrated channel of each location,
we measure the channels of both the mobile and the calibration
node in all channel measurements. The calibrated channel of
each location is then obtained by element-wise division of the
mobile node channel over the calibrate node channel.
6Mobile Node
Base-Station
Calibration Node
(a) (b)
(c) (d)
Fig. 3. Argos [37] Massive MIMO base-station and the over-the-air measurements setup. The background map of the top right figure is from Google Maps [38].
B. Experimental User Correlation Examination
We want to characterize the distribution of the user correla-
tion as a function of the user geolocational separation and the
number of paths. Primarily, we are interested in finding how
often does the high user correlation happen. In evaluations,
when computing channel correlation for M < 64, we sub-
sample square sub-arrays of dimension
√
M × √M . For
example, when M = 36, all antennas from the first 6 rows
and first 6 columns are selected. In all channel measurements,
the measured channel SNR of each antenna is over 15 dB.
We hence compute the channel correlations by treating the
measured channels as perfect.
Finding 1 – Close-by User Channels Correlation Decays Very
Slowly When M > 36: We first evaluate the user channel
correlation between close-by users from the same cluster,
i.e., intra-cluster correlation. Fig. 4 presents the computed
intra-cluster correlation of the 9 clusters whose locations are
described in Fig. 3. Each data point on each curve is obtained
by averaging over 15600 unique channel pairs among the 25
locations in the 52 subcarriers. And the error bar represents
the variation of intra-cluster across the 52 different subcarriers.
The average user channel correlation under i.i.d. Rayleigh
fading is also presented as a benchmark. For user channels
measured in LOS clusters, intra-cluster correlation reduces
very slowly as M increases. Over the measurements, we
observed intra-cluster user channels correlation over 0.8 for all
LOS clusters even when the base-station is equipped with 64
antennas. For NLOS clusters, intra-cluster correlation reduces
quickly when M is smaller than 25. When M > 36, the intra-
cluster correlation of NLOS clusters reduces very slowly or
does not decrease. And NLOS environments, in general, lead
to lower intra-cluster channel correlation than that of LOS
environments. The lower intra-cluster correlation in NLOS
environments can be explained by the multipath effect and
matches with Observation 2 in Section III-D.
In summary, for all clusters, an intra-cluster channel corre-
lation of more than 0.4 is observed with the 64-antenna array.
It is noted that the measured high intra-cluster correlations
agrees with past measurements of close-by users [14], [15],
[16], [17], [18].
Finding 2: Far-away Users Decorrelate Statistically Not Glob-
ally: We next shift our attention to the channel correlation
between users from different clusters, or inter-cluster correla-
tion. We first review the statistical average of the correlation
between the 25 users from each cluster to all other 200
users from the other clusters across the 52 subcarriers. Fig. 4
provides the calculation results, and each point of every curve
is acquired by averaging over 260000 unique channel pairs.
The error bars show the standard deviation across the 52
subcarriers. Unlike intra-cluster correlation, the inter-cluster
correlation does reduce as the number of base-station antennas
M increases, which agrees with past measurement of far-away
users [22]. We remark that the statistical average of the inter-
cluster channel correlation can be higher than that over i.i.d.
Rayleigh fading.
To understand the slow correlation decay of the statistical
average, we now examine the mean and standard deviation
of the channel correlation between users from any pair of
clusters in Figure 5. Each grid of the matrix denotes the
average channel correlation of a different cluster pair. The
diagonal elements denote the intra-cluster channel correlation
(each averaged over 15600 channel vector pairs). And the off-
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Fig. 4. Measured user channel correlation. Figure on the left (right) represents the computed user correlation of measured channels from the same (different)
clusters. Each computed intra-cluster and inter-cluster user channel correlation comes with the standard error bar. The error bars denote the correlation variation
across the 52 subcarriers. The two sub-figures share the same legend. The solid black line is for i.i.d. Rayleigh fading. The solid and dashed colored lines
are for NLOS and LOS clusters, respectively.
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Fig. 5. User correlation mean and standard deviation of measured channels. Here, M = 64 and each grid is the mean and standard deviation of user
correlations between all pairs of clusters. Each grid is the user channel correlation average or standard deviation between a cluster labeled by the x-axis and
a cluster labeled by y-axis.
diagonal elements denote the channel correlation of users from
different clusters (each averaged over 32500 channel vector
pairs). Interestingly, we find that the inter-cluster correlation
of some cluster pairs is still significant even with an array
size of 64. For example, between Cluster LOS 4 and Cluster
NLOS 2, the inter-cluster correlation is 0.522. And 28.6% of
the 28 cluster pairs have inter-cluster correlation at least twice
of that in i.i.d. Rayleigh fading. In summary, the statistical
average of far-away user correlation reduces as the array size
increases. However, some far-away user pairs can still be of
high correlation even with a 64 antenna array.
Finding 3 – High User Correlation Caused by Shared AoDs:
The theoretical analysis in Section III proves that shared AoDs
lead to a significant correlation. To verify that the shared AoDs
are the root causes for over-the-air user correlation, we present
spatial angle estimation examples of the measured channels.
We first consider the intra-cluster correlation. Fig. 6 and 6
present the estimated angle energy heat map of two different
locations of NLOS 2. We find that the two locations share
common angles near (28◦, 0◦) and (15◦, 15◦). The shared up-
link angles-of-arrival (downlink angles-of-departure) explain
the observed 0.434 intra-cluster correlation when M = 64 in
NLOS 2.
Furthermore, we confirm that shared AoDs are also the root
causes of far-away but correlated users. For example, users
from NLOS 2 is of correlation 0.525 with users from LOS 4,
which can be directly verified by the common angle estimated
in Fig. 6. To provide an example of user channels quickly
orthogonalize as array size increases, we consider the inter-
clusters correlation between NLOS 3 and NLOS 2, which is
0.125 with 64 antennas. Fig. 6 shows the estimated angles
for a location in NLOS 3. Thus, the distinct spatial angles of
NLOS 3 and NLOS 2 explain the low user correlation.
Finding 4 – User Correlation Near Constant Across the
Frequency Band: Finally, we want to profile user correlation
variance over different frequency subcarriers. The error bars
in Fig. 4 denote the variation of the intra-cluster and inter-
cluster correlations across the 52 subcarriers. Each grid of
Fig. 5 presents the standard deviation of the average user
correlation among the 52 subcarriers. The small error bars
in Fig. 4 and small standard deviation values in Fig. 5 hence
demonstrate that the intra-cluster and inter-cluster correlation
8NLOS	2,	Location	1 LOS	3,	Location	1NLOS	2,	Location	2 LOS	4,	Location	1
Fig. 6. The estimated power angle map of measured user channels via MUSIC [39]. Each point of each figure approximates the logarithmic energy of each
direction.
is near constant across the 20 MHz band.
In this section, we confirm that the shared AoDs are the root
causes behind high user correlation in practical propagation
environments. In our data set, the high user correlation of
close-by users barely reduces when M > 36. For 28.6% of
far-away user pairs, the shared AoDs result in a correlation
that is more than twice the correlation in i.i.d. Rayleigh fading
model.
V. PERFORMANCE ANALYSIS WITH USER CORRELATION
In Sections III and IV, we find that shared AoDs can result
in high user correlation that does not vanish with large number
of base-station antennas. We now characterize the impact
of user channel correlation on the massive MIMO system
performance.
The performance analysis requires special treatment of the
channel model: For a spatial channel model, like (5), the
distribution of the K-user channel H is determined by the joint
distribution of the gains and phases of all K users. However,
the joint distribution of these spatial parameters is extremely
hard to measure over-the-air. Additionally, it is well-known
that the distribution of the parameters is highly dependent on
the propagation environment [34].
In this section, we first review the Kronecker’s channel
model, which captures both the base-station array and user
correlation. Based on the statistical channel model, we charac-
terize the effective SINR of massive MIMO with zero-forcing
or conjugate beamforming. We then comment on the impact of
user correlation by considering a special case that is motivated
by channel measurements. The analysis in this section will be
later examined based on measured channels in Section VI.
A. Multiuser Channel With User Correlation
To capture the joint distribution of the K user downlink
channel H ∈ CK×M , we adopt the Kronecker’s channel
model. The downlink channel H reads [40]
H = (Ru)
1/2
Z
[(
Rb
)1/2]T
, (10)
where (Ru)1/2 and
(
Rb
)1/2
are the Cholesky decomposition
of the user covariance matrix Ru ∈ RK×K and the base-
station array correlation matrix Rb ∈ RM×M , respectively.
The channel correlation between User k1 and User k2 is then
the element on the k1-th row and k2-th column in Ru. Thus,
both Ru and Rb are symmetric matrices. And each entry
of Z ∈ CK×M follows an i.i.d. standard complex Gaussian
distribution. Note that (10) allows us to assign any user and
base-station array correlation.
The model (10) generalizes many past used massive MIMO
models. For example, massive MIMO with base-station array
correlation and no user correlation [25], [26], [4], [28], [29] is
the special case when Ru = IK . And i.i.d. Rayleigh fading[6],
[7], [5], [1], [2], [8], [23] is the case when Ru = IK and
Rb = IM . In the context of COST 2100 models [12], [13],
model (10) is expected to capture the base-station and user
correlation among users from the same “visible region”, i.e.,
users with small spatial separation.
It is noted that some past work assumes that each base-
station user pair can have a different base-station array cor-
relation. Such case can be captured by letting Rb = IM
and changing each row of Z to follow complex Gaussian of
CN (0M ,Rbk), where Rbk ∈ RM×M can differs across users.
Notice that vec (Z) ∼ CN
(
0KM×KM , R˜b
)
, where the R˜b is
a diagonal block matrix with diagonal blocks being Rbk. Thus,
the analysis based on model (10) can be extended, if the joint
distribution of Rbk is known. We consider the modeling of
the joint distribution of Rbk to be an important future research
direction that is beyond the focus of this paper. In Section VI,
we will use numerical experiments to evaluate the analytical
results in real propagation environments.
1) Channel Estimation Model: In this work, we adopt the
following channel estimation model [41], [3]
H = Hˆ+ H˜, (11)
where H˜ is the estimation error matrix whose elements follow
independent complex normal distribution1 with zero mean and
variance of σ2τ . The modeled estimation error is independent
1 If the channel covariance matrix is available, it is possible to leverage
such second-order channel statistics to improve the channel estimation quality.
For example, [4, Chapter 3] considers that the Ru = IK and Rb is
perfectly available at the base-station. Such an assumption works well in
environments where the covariance matrix Rb is stable for a long time.
Recent massive MIMO measurements demonstrate that the second-order
channel statistics can also vary quickly in mobile environments [15], [16],
[17], [18]. Thus, our analysis serves as a worst-case analysis for mobile
massive MIMO systems. We consider the problem of incorporating a partially
available channel correlation matrix for channel estimation improvement as
an important future research direction.
9of the estimated channel, Hˆ. The channel estimation quality
is captured by the scalar2 στ . Note that (11) is not limited to a
specific channel estimation method and includes many channel
estimation methods [32], [3], [4]. For example, for a TDD
system using per-antenna MMSE estimator based on orthog-
onal uplink pilot sequences [1], [2], [3], στ equals
√
1
1+pu
,
where pu is the effective SNR of the uplink pilot sequence.
Denote hˆk, h˜k, and vk as the estimated channel, estimation
error, and beamforming weights of User k, respectively. The
received signal at User k then equals [3], [4]
yk =
√
γkhˆ
H
k vksk +
∑
j 6=k
√
γkhˆ
H
k vjsj + wk −
√
γkh˜
H
k Vs,
(12)
where wk is the additive noise, and sk is the transmitted
symbol. The first term denotes the desired signal. And the
other three terms in (12) represents the interference from the
beamforming algorithm, noise, and interference from imper-
fect channel knowledge, respectively.
B. Beamforming Methods
Based on the estimated channel matrix, the base-station
computes the downlink precoding weights for data precoding.
In this paper, we consider Zero-Forcing (ZF) and ConJugate
(CJ) beamforming algorithms. For ZF and CJ, The beamform-
ing matrix V reads as [3]
V =

√
dZFHˆH
(
HˆHˆH
)−1
, ZF√
dCJHˆH , CJ
. (13)
where dZF and dCJ are the normalization scalars for transmis-
sion power control.
Following the large body of past work [3], [4], [32],
we capture the massive MIMO performance by computing
the effective SINR of each user. Similar to past work, we
assume that each user only knows the ratio between actual
channel gain and the total interference power. This assumption
is widely-adopted due to the channel hardening [8] effect
in massive MIMO. By treating interference as a worst-case
Gaussian noise, an ergodic achievable information rate of
User k is given by rk = log (1 + SINRk), where SINRk is
the effective SINR of User k. We now derive the effective
SINR for massive MIMO with user and base-station array
correlation.
C. Effective SINR Computation
The effective SINR for both CJ and ZF are presented in
this subsection.
Theorem 2 (CJ SINR). If CJ beamforming algorithm in (13)
is used, the effective SINR of User k satisfies
SINRk =
dCJ
(
RukktrR
b −Mσ2τ
)2
dCJ (ek1 + ek2 + ek3) +
1
γk
+ σ2τP
, (17)
2 Note that the large-scale channel fading differences among users can be
directly captured by assigning a different στ to each user. The rate analysis
in this section should also be updated accordingly. As the large-scale channel
fading is not the focus of this paper, we adopt a single στ for notational
simplicity.
where dCJ = KP
(trRbtrRu−MKσ2τ ) , R
u
kj is the element on k-
th row and j-th column in Ru, and ek1, ek2, ek3 is given
by (14), (15), (16).
The proof is relegated to Appendix VIII-C. Similarly, we
present the SINR for ZF.
Theorem 3 (ZF SINR). Assume that the rank of the estimated
channel Hˆ is no smaller than K. If ZF beamforming algorithm
in (13) is used, the effective SINR of User k satisfies
SINRk = d
ZF γk
1 + γkσ2τP
=
P
E
[∑K
k=1
1
λk
] γk
1 + γkσ2τP
,
(18)
where λk is the eigenvalues of matrix HˆHˆH and the distribu-
tion of Hˆ ∈ CK×M is given by
vec
(
Hˆ
)
∼ CN (0KM ,Ru ⊗Rb − σ2τ IK ⊗ IM) . (19)
The proof is detailed in Appendix VIII-D. Theorem 2
and Theorem 3 presents the effective SINR of CJ and ZF
based massive MIMO systems with correlation at both the
users and the base-station. Note that the effective SINR of
massive MIMO with ZF contains fewer terms than the SINR
of massive MIMO with CJ. The main reason is that ZF projects
the signal of other users onto the null space of the estimated
channel vector. However, the power normalization scalar of
ZF, dZF, is more involved than that of CJ. The complexity
mainly comes from the matrix inversion over the estimated
channel, which contains both user correlation and base-station
array correlation.
If there exists no user or base-station array correlation, el-
ements of Hˆ follow simple independent Gaussian distribution
and dZF can be immediately computed. Directly compute dZF
is challenging with correlation. If there exists only base-station
correlation and no user correlation, the estimated user channels
hˆk are independent. Past work [29], [30], [32] exploits such
independence across users to approximate the dZF in the
large array regime where M → ∞. In our analysis, the
estimated user channels are no longer independent. Therefore,
such approximation techniques cannot be directly applied to
systems with both user and base-station correlation. We later
will derive dZF without approximation for a special case in
Section V-D.
D. Impact of User Correlation
In this subsection, we use the SINR characterized in
Theorem 2 and Theorem 3 for insights into the interplay of
imperfect channel estimation and user correlation on the ef-
fective SINR. Inspired by over-the-air channel measurements
in Section IV, we consider a special case of the downlink
channel (10) as follows.
• Condition C1: The base-station array correlation is Rb =
IM .
• Condition C2: The K users are distributed in N clusters.
The intra-cluster user correlation is modeled by αn ∈
[0, 1), where n is the cluster index. The inter-cluster user
correlation is captured by a constant β ∈ [0, 1). The
number of users in Cluster n is denoted by sn such that
10
ek1 = tr
[(
Rb
)T
Rb
]
(Rukk)
2 − 2trRbσ2τRukk +Mσ4τ , (14)
ek2 =
K∑
j=1, j 6=k
{
tr
[(
Rb
)T
Rb
] [
RukkR
u
jj +
(
Rukj
)2]
+
[(
trRb
)2 −∑
m
(
Rbmm
)2] (
Rukj
)2}
, (15)
ek3 =
K∑
j=1, j 6=k
{−σ2τ trRb (Rukk +Rujj)+Mσ4τ} , (16)
K =
∑N
n=1 sn. Thus, the diagonals of R
u are 1. And
the off-diagonal elements Rukj equals αn if both User k
and User j are in Cluster n, or equals β when User k
and User j are from different clusters.
We note that C1 might not hold in practical massive MIMO
systems due to the small spacing of base-station antennas.
Thus, Section V-D should be treated as a special case study
for understanding the impact of user correlation. For general
massive MIMO systems with base-station correlation, Theo-
rem 2, 3 should be adopted.
Corollary 2. Under condition C1, if CJ beamforming algo-
rithm in (13) is used, the effective SINR of User k satisfies
that
SINRk =
M PK
(
1− σ2τ
)
1 + γkP +M
γkP
K(1−σ2τ )
∑
j 6=k
(
Rukj
)2 , (20)
where Rukj is the element on k-th row and j-th column in R
u.
The proof is immediate by substituting C1 into Theorem 2
and algebraic manipulations. Corollary 2 captures the effect
of channel estimation error and user correlation on effec-
tive SINR. The three terms on the denominator capture the
receiver noise, interference from limited number of base-
station antennas, and interference from user correlation. The
imperfect channel estimation reduces the SINR by lowering
the signal power and increasing the inter-user correlation. The
interference power from limited number of base-station anten-
nas does not increase with M , which is similar to previous
results [3], [4] for systems without user correlation. More
importantly, the user correlation leads to a new interference
whose power scales linearly with the number of base-station
antennas. Therefore, the new interference from user correlation
limits the performance of massive MIMO systems with CJ. We
now derive the effective SINR for ZF.
Corollary 3. Under condition C1 and C2, if ZF beamforming
algorithm in (13) is used, the effective SINR satisfies that
SINRk =
dZFγk
1 + γkσ2τP
, (21)
where the power normalization scalar dZF, which is given
by (22).
The proof can be found in Appendix VIII-E. The first
step is to show that, under C1, HˆHˆH is a complex Wishart
matrix with scale matrix of Ru − σ2τ IK . The rest of proof
is matrix manipulations on the matrix inversion trace via
the Sherman—Morrison—Woodbury matrix identity under C2.
Interestingly, under the described correlation structure C1 and
C2, the effective SINR can be derived in closed-form. The
SINR loss from user correlation is captured by a complex
constant in (22). And the SINR loss constant is independent
of the number of base-station antennas M . Therefore, ZF with
user correlation achieve the same SINR as ZF without user
correlation but with a reduced large scale channel gain. And
the SINR loss factor dZF (22) is monotonically decreasing on
αn, which matches the intuition that user correlation reduces
effective SINR.
A crucial performance metric of any spatial multiplexing
system is the number of users that can be multiplexed. For
massive MIMO systems with i.i.d. Rayleigh fading channel,
the user channels become more orthogonal as M increases.
As a result, when M increases, a growing number of users
(proportional to M ) can be supported while maintaining the
same effective SINR [3].
When shared AoDs happen, the mean of the square of
the user correlation converges to a positive constant as M
grows. For a group of correlated users, it might be natural to
expect that such user correlation limits the multiplexing gain.
However, the analysis shows differently. Consider a special
case when there are K users with user correlations being α.
The power normalization scalar dZF in (22) then becomes
dZF =
M −K
K
(
1− σ2τ − α
) [
1 +
α
1− σ2τ + α (K − 2)
]
P.
(23)
The SINR loss from spatial multiplexing more correlated users
converges to a fixed point of
(
1− σ2τ − α
)
as K increases.
Therefore, with ZF, the number of users K can still scale
linearly with M while the per-user SINR stays the same.
The main reason that the user correlation does not reduce
the level of multiplexing is that the dimensions of the null
space of the beamformer (M − K) also grows linearly with
M . In Section VI, we use numerical experiments to examine
the effective SINR analysis.
Finally, we remark that our analysis focuses on single-
cell systems and does not capture the pilot contamination
effect [4], [3] from pilot reuse of neighboring cells. Similar to
the case of no user correlation, decontamination techniques
should be applied to overcome the coherence interference
from the pilot reuse in systems with user correlation. For
example, [30] recently demonstrates that multicell joint ZF or
MMSE transmission can reject the coherent interference from
pilot contamination if the pilot-sharing users’ base-station
array covariance matrix is asymptotically linearly independent,
which is most likely to hold over-the-air.
11
dZF =
{
N∑
n=1
sn [fn − (αn − β)]
fn (1− σ2τ − αn)
− β
∑N
n=1 sn/f
2
n
1 + β
∑N
n=1 sn/fn
}−1
, where fn = 1− σ2τ − snβ + αn(sn − 1). (22)
VI. NUMERICAL EVALUATIONS
Section V presents the effective SINR of massive MIMO
with user and base-station array correlation. We first evaluate
the accuracy of the theoretical analysis over channel model
generated with the statistical channel model (10). The mea-
sured channels [21] are then used to validate the theoretical
analysis. During the evaluation, we consider base-station with
different number of antennas and evaluate the downlink user
rate. Finally, the power channel estimation error in (11) is
σ2τ = 0.01.
We first consider the performance of CJ and ZF over channel
in (10). The base-station beamforms to 6 users from two
clusters, each with 3 users. Users are assumed to be of similar
large-scale fading. And the transmission power P is scaled so
that the interference-free SNR of each user, i.e., PMγk/K, is
20 dB. Hence, the product of the transmission power P , and
the large scale channel gain equals 100K/M . The base-station
array correlation matrix is IM . The inter-cluster correlation
level β is assumed to be 0.1. For Cluster 2, the intra-cluster
correlation is 0.5. We experiment different level of intra-cluster
correlation for Cluster 1.
Fig. 7 presents the achievable rates of Cluster 1 users under
both CJ and ZF. The numerical experiments match the theo-
retical analysis in Section V. As expected, the achievable rate
reduces as the user correlation level reduces. The simulations
also confirm that CJ leads to a much lower rate compared to
ZF when user correlation exists.
We now comment on the impact of user correlation on
spatial multiplexing gain. Consider an M -antenna base-station
adopts ZF to beamform to K users with similar large scale
channel gain. And the total transmission power times large
scale channel gain equals 100. We assume that the number
of base-station antenna M and user number K both increase
at different fixed ratios. We first consider simulated channel
model (10) with user correlations of 0.5 and no base-station
correlation. Fig. 8 presents the total downlink achievable rate
as a function of M . As the number of base-station antennas
increases, the sum achievable rate can increase linearly with
the number of base-station antenna. Hence, we confirm the
analysis on that even with user correlation, the degree of
multiplexing can still scale linearly with M .
Finally, we use measured channels to demonstrate that the
degree of multiplexing of correlated users can also grow
linearly with M in real-world propagation. We adopt all users
from each measured NLOS cluster. The user channels hence
are mutually correlated. We examine all five NLOS clusters
individually by using the measurements on the 52-th subcar-
rier. For each NLOS cluster, the number of users K increases
with M and different fixed ratios. Fig. 8 present the sum rate
based on the measured channel and the analytical derivation.
The statistical channel model (10) based analysis matches well
with simulations based on measured channel. By serving a
growing number of correlated users, a linearly achievable rate
growth can be achieved with ZF. Hence, we conclude that user
correlation itself does not limit the spatial multiplexing gain of
massive MIMO. With proper beamforming, like ZF, a massive
MIMO base-station can overcome user correlation and spatial
multiplex users of size proportional to its number of antennas.
VII. CONCLUSION
In this work, we accept the fact that user correlation can
happen in massive MIMO due to shared AoDs. Our analysis
proves that, with shared AoDs, the mean of the square of the
user correlation converges to a positive fixed point in the large
array regime. We measure and open-accessed a new massive
MIMO channel data set. We use measured channels to examine
the user correlation in a real-world propagation environment.
The measurements show that adding more antennas barely
reduces the user correlation between close-by users when
the number of base-station antennas M > 36. And more
than 28.6% of far-away user pairs have correlation higher
than twice of that in i.i.d. Rayleigh fading model. Via spatial
signal processing, we confirm that shared AoDs are the root
cause of the measured high user correlation. To understand
the impact of user correlation, we analyze the effective SINR
of systems with user and base-station array correlation. Due
to the user correlation, conjugate beamforming systems suffer
an inter-user interference that scales linearly with the number
of base-station antennas. However, with more base-station
antennas, zero-forcing beamforming systems can still support
a linearly growing number of users while maintaining the same
level of SINR. We further validate the analysis by numerical
experiments based on simulated and measured channels. The
presented results collective demonstrate that a proper massive
MIMO design could effectively mitigate the user correlation
and make spatial multiplexing correlated users attractive.
VIII. APPENDICES
A. Proof of Theorem 1
We prove by computing the denominator and the numerator
of (2). Denote
(
θlx, θ
l
y
)
as θl. By the array response vector
definition in (6), 1M a (θ)
H
a (θ) = 1. We first compute |h1|
as
1
M
|h1|2 =
L∑
l=1
gl1
+
1
M
L∑
l1=1
∑
l2 6=l1
√
gl11 g
l2
1 e
j
(
φ
l1
1 −φ
l2
1
)
aH
(
θl1
)
a
(
θl2
)
,
(24)
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correlation, the sum rate increases linearly with M . The total transmission power constraint P is fixed and does not change with M . The number of users
K is selected as max {1, bM (K/M)c}, where b·c is the floor operator.
which is immediate via algebraic manipulations. Similarly, we
compute the numerator of (2) as
1
M
hH1 h2 =
L∑
l=1
√
gl1g
l
2e
j(φl2−φl1)
+
1
M
L∑
l1=1
∑
l2 6=l1
√
gl11 g
l2
2 e
j
(
φ
l1
1 −φ
l2
2
)
aH
(
θl1
)
a
(
θl2
)
(25)
By Lemma 1 in Appendix VIII-F, for two independent uni-
form random angles θl1 and θl2 , 1M a
H
(
θl1
)
a
(
θl2
) p→ 0 as
M → ∞. Note that φl2 − φl1 follows uniform distribution on
[0, 4pi]. The continuous mapping theorem completes the proof
by substituting (24), (25) into (2).
B. Proof of Corollary 1
Based on Theorem 1, we now characterize c (h1,h2). Let c˜
denote
∣∣∣∣∑Ll=1√ gl1∑L
l=1 g
l
1
gl2∑L
l=1 g
l
2
ejφ˜
l
∣∣∣∣. We start with the mean
computation. After some manipulations, E
[
c˜2
]
equals (26).
Using that φ˜l1 follows independent uniform distribution on
[0, 2pi] completes the proof of (8). Since Var
[
c˜2
]
= E
[
c˜4
]−
E2
[
c˜2
]
, we now finish the proof by using (26) and computing
E
[
c˜4
]
as
E
[
c˜4
]
=
( ∑L
l=1 g
l
1g
l
2∑
l g
l
1
∑
l g
l
2
)2
+
∑L
l1=1
∑L
l2=1,l2 6=l1 g
l1
1 g
l1
2 g
l2
1 g
l2
2(∑
l g
l
1
∑
l g
l
2
)2 .
(27)
C. Effective SINR of Conjugate Beamforming
Based on the conjugate beamforming weights (13), we
rewrite the signal model in (12) as
yk =
√
dCJγkE
[
hˆHk hˆk
]
sk
+
√
dCJγk
(
hˆHk hˆk − E
[
hˆHk hˆk
])
sk
+
√
dCJγk
∑
j 6=k
hˆHk hˆjsj + wk −
√
γkh˜
H
k Vs.
The first term is the signal, and the other four terms are
interference and noise. The noise power Var[wk] equals 1.
We now derive the power of the signal and interference terms.
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Equation (41) in Lemma 2 gives the covariance matrix of
hˆHk hˆk. The signal power equals
Var
[√
dkγkE
[
hˆHk hˆk
]
sk
]2
= dkγk
(
RukktrRb −Mσ2τ
)2
.
(28)
By (42) in Lemma 2, hˆk ∼ CN
(
0, RukkR
b − σ2τ IM
)
. Apply-
ing Lemma 3, the beamforming uncertainty interference power
can be derived as (29). By (41) in Lemma 2, we have that the
interference from channel non-orthogonality power is
Var
√dCJγk∑
j 6=k
hˆHk hˆjsj

=dCJγk
∑
j 6=k
E
(∣∣∣hˆHk hˆj∣∣∣2)
=dCJγk
∑
j 6=k
∑
m
∑
m′
hˆHkmhˆkm′ hˆ
H
jmhˆjm′
=dCJγk (ek2 + ek3) . (30)
The last step is based on Lemma 2 and Isserlis’ theorem [42].
The algebraic manipulations are omitted due to the space
constraint. The interference power from the imperfect channel
equals
Var
[√
γkh˜
H
k Vs
]
= γkσ
2
τ trE
[
VssHVH
]
=γkσ
2
τ trE
[
ssH
]
trE
[
VVH
]
= γkσ
2
τP. (31)
Combining (28), (29), (30), (31) leads to the SINR expression
in Theorem 2. Finally, by using (42) in Lemma 2, we complete
the proof by computing the normalization scalar as
dCJ =
P
trE
[
HˆHˆH
] = P
(trRbtrRu −MKσ2τ )
.
D. Effective SINR of Zero-forcing Beamforming
By plugging the ZF beamforming matrix in (13) into
the signal model (12), the interference from the transmitted
signal on the estimated channel is zero. Therefore, it suffices
to compute the power of the signal and imperfect channel
interference. The signal power satisfies that
Var
[√
γkhˆ
H
k vksk
]
= Var
[√
γk
√
dZFsk
]
= dZFγk.
By orthogonality principle, Hˆ is independent of the estimated
channel and thus the computed beamforming matrix. The
interference power from imperfect channel estimation is then
Var
[√
γkh˜
H
k Vs
]
= γkσ
2
τ trE
[
VssHVH
]
=γkσ
2
τ trE
[
ssH
]
trE
[
VVH
]
= γkσ
2
τP. (32)
Finally, we compute the power normalization scalar dZF as
dZF =
P
Etr
[
VˆVˆH
] = P {E [tr(HˆHˆH)−1]}−1 .
Notice that HˆHˆH is a Hermitian matrix. The eigendecompo-
sition gives that QΛQH , where Λ is the diagonal eigenvalue
matrix. We thus have that
tr
(
HˆHˆH
)−1
=tr
(
QΛQH
)−1
= tr
(
QΛ−1QH
)
=tr
(
ΛQQH
)−1
= tr
(
Λ−1
)
.
The proof is then complete by the captured distribution of Hˆ
as in (43).
E. Proof of Corollary 3
Based on Theorem 3, it is sufficient to compute the dZF.
The distribution of Hˆ is given in (19). Under C1, Rb = IM .
The estimated channel follows matrix Gaussian distribution as
Hˆ ∼ MN (0,Ru − σ2τ IK , IM) . Therefore, each column of
Hˆ follows CN (0M ,Ru − σ2τ IK). Hence, HˆHˆH is a complex
Wishart matrix with M degree of freedom and scale matrix
of Ru − σ2τ IK . We now derive the matrix inversion trace as
E
[
tr
(
HˆHˆH
)−1]
=trE
[(
HˆHˆH
)−1]
=
tr
(
Ru − σ2τ IK
)−1
M −K . (33)
Here, the last step is by the Wishart matrix inverse theorem,
which is detailed in Lemma 6. The power normalization factor
dZF (13) then reads
dZF =
P (M −K)
tr (Ru − σ2τ IK)−1
. (34)
It then suffices to compute tr
(
Ru − σ2τ IK
)−1
. Define R˜u =
Ru − σ2τ IK − β1K1TK . We now compute the trace of(
Ru − σ2τ IK
)−1
=
(
R˜u + β1K1
T
K
)−1
as follows. We first
decompose the matrix inverse via Lemma 5, the Sher-
man—Morrison—Woodbury matrix identity.
Notice that R˜u can be re-written as a block matrix with
all zeros off-diagonal blocks and diagonals blocks being R˜un.
Each diagonal block R˜un have diagonal values of δ = 1−σ2τ−β
and off-diagonal values of cn = αn−β. To derive
(
R˜u
)−1
, it
then suffices to compute
(
R˜un
)−1
, which is given by Lemma 4
as (
R˜un
)−1
=
δ + (s− 1) cn
[δ + (s− 1) cn] (δ − cn)IK−
cn
[δ + (s− 1) cn] (δ − cn)1sn×sn . (36)
E
[
c˜2
]
=
1∑
l g
l
1
∑
l g
l
2

L∑
l=1
gl1g
l
2 +
L∑
l1=1
L∑
l2=1,l2 6=l1
√
gl11 g
l1
2 g
l2
1 g
l2
2 E
[
e−j(φ˜
l1−φ˜l2)
] . (26)
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Var
[√
γkd
(
hˆHk hˆk − E
[
hˆHk hˆk
])
sk
]
= γkd
CJ
{
tr
[(
Rb
)T
Rb
]
(Rukk)
2 − 2trRbσ2τRukk +Mσ4τ
}
. (29)
(
R˜u + β1K1
T
K
)−1
=
(
R˜u
)−1
− β
(
R˜u
)−1
1K×K
(
R˜u
)−1(
1 + β1TK
(
R˜u
)−1
1K
)−1
. (35)
We now compute the second term on the right of (35). We
first compute the constant scalar as
1 + β1TK
(
R˜u
)−1
1K
=1 +
N∑
n=1
sn
[1− σ2τ − β + (sn − 1) (αn − β)]
. (37)
After some linear algebraic manipulations, the trace of the
matrix products equals
tr
((
R˜u
)−1
1K×K
(
R˜u
)−1)
=
N∑
n=1
sn
[δ + (sn − 1) cn]2
, (38)
where the last step is immediate by matrix manipulations with
the block matrix
(
R˜u
)−1
derived in (36). We now expand
the trace of (35) as in (39). By plugging (36), (37), (38) into
above, we can compute the tr
(
Ru − σ2τ IK
)−1
with algebraic
manipulations. The proof is then complete with (34).
F. Useful Lemmas
Lemma 1. In the large array regime, the normalized dot
product of two array response vectors (6) with uniform random
angles converges in probability to 0, i.e.,
1
M
aH (θ1)a (θ2)
p→ 0, as M →∞. (40)
Proof. Note that Proposition 2 in [10] provides the mean and
variance of 1M a
H (θ1)a (θ2). The proof is then immediate
by substituting the mean and variance into the Chebyshevs
Inequality.
Lemma 2. Under model (10) and (11), the estimated channel
Hˆ satisfies that
E
[
hˆkhˆ
H
j
]{RukkRb − σ2τ IM , if k = j
RukjR
b, if k 6= j . (41)
where Rukj is the element of R
u on the k-th row and j-th
column. And Hˆ also satisfies that
E
[
HˆHˆH
]
=
(
trRb
)
Ru −Mσ2τ IK . (42)
Proof. By (10) and (11), both the perfect channel and esti-
mation error both follow matrix normal distribution as H ∼
MN (0,Ru,Rb) and H˜ ∼
(
0, σ2τ IK , IM
)
. By orthogonality
principle, the estimated channel is independent of the channel
and we have
vec
(
Hˆ
)
∼ CN (0,Ru ⊗Rb − σ2τ IK ⊗ IM) . (43)
Here, this step is immediate by the fact that a linear trans-
formed Gaussian vector is still Gaussian. Matrix manipulations
on the Kronecker product completes the proof of (41). Finally,
using (41) and the fact that E
[
hˆHk hˆj
]
= trE
[
hˆkhˆ
H
j
]
, (42)
is immediate with matrix manipulations.
Lemma 3. For M -element complex Gaussian vector x that
follows CN (0,R), it follows that
Var
[
xHx
]
= tr
(
RTR
)
. (44)
Proof. The variance is directly available via expanding
Var
[
xHx
]
as E
[(∑M
m=1 x
2
m
)2]
−
[∑M
m=1E
(
x2m
)]2
. The
proof is then immediate by leveraging the fact that E
[
x4m
]
=
2R2kk and E
[
x2mx
2
m′
]
= RmmRm′m′ +R
2
mm′ , for m 6= m
′
.
The algebraic manipulations are omitted due to space con-
straint, and details are available in [42].
Lemma 4. For a s×s real matrix with diagonals being δ and
off-diagonals being c, the inverse is a matrix with the diagonal
elements being δ+(s−2)c[δ+(s−1)c](δ−c) and the off-diagonal elements
being − c[δ+(s−1)c](δ−c) .
Proof. We compute R−1n by splitting Rn as Rn =
(δ − α) Isn + α1sn×sn , To compute the inverse of Rn, we
utilize the Sherman—Morrison—Woodbury matrix identity,
which is detailed by Lemma 5. The proof is complete by some
algebraic manipulations.
Lemma 5. [43, Section 2.1.3] Let matrix A ∈ Cn×n
and U,V ∈ Cn×k. If A and (I+VHA−1U) are in-
vertible, then it holds that (A+UV)−1 = A−1 −
A−1U
(
I+VA−1U
)−1
VA−1.
Lemma 6 (Wishart Matrix Inversion). [44, Theorem 4] Let
A ∈ CK×K follow complex Wishart matrix distribution with
scale matrix of R ∈ RK×K and M degrees of freedom. If
M > K, then
E
(
A−1
)
=
R−1
M −K . (45)
AVAILABILITY OF DATA AND MATERIALS
The measured massive channels are open-accessed, and
available for free download at [21].
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tr
(
Ru − σ2τ IK
)−1
= tr
(
R˜u
)−1
− βtr
[(
R˜u
)−1
1K×K
(
R˜u
)−1](
1 + β1TK
(
R˜u
)−1
1K
)−1
. (39)
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