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Abstract.
The bounded resolutions of the identity in a von Neumann algebra can be ordered by {Es(u) }^ {Et(u) j if Es(u) eZEr(u), u(ER. The selfadjoint operators in the algebra are partially ordered by this relation and are shown to form a conditionally complete lattice. The lattice operations are (essentially) defined by Eysa(u) =AEsa (u) for all u contained in R. This order is called spectral order and agrees with the usual order on commutative subalgebras. For positive operators, 5 is greater than or equal to T in spectral order if and only if Sn is greater than or equal to T" in the usual order for all n^l.
Kadison's well-known counterexample is shown to fail. The operator lattice defined by spectral order differs from a vector lattice in the fact that S/^T does not imply that S+C>zT+C.
Introduction.
Let a be a von Neumann algebra of operators on a Hubert space H, and let S be the real vector space of selfadjoint elements of &. S^T means (1.1) (Sx, x) g (Tx, x) for all xEH. With this partial order, S is a partially ordered vector space. Kadison [l] showed, long ago, that even when Ct is the set of all bounded operators on H, S is not a complete vector lattice. In fact, Sherman [3] showed that if the selfadjoint operators in a C*-algebra are lattice-ordered by the nonnegative elements, then the algebra is commutative.
The purpose of this paper is to report on an investigation of another order relation on S with respect to which S is conditionally complete. This order, called spectral order and denoted by ">:", is not a vector order on S. The missing property is that ( 2. Résolutions of the identity. Let (P be the selfadjoint projections in G. It is known that each element of S finds its spectral resolution in (P and that 9 is a complete sublattice of the complete lattice of all projections in H. The latter statement means that the supremum of a family in <? in the lattice of all projections is an element of (P. A resolution of the identity in Û is a right-continuous isotone map F of the line R into (P such that there exists m > 0 such that (2.1) F(w) =0, u< -m and (2.2) t{u)=I, u>m.
By the uniqueness assertion of the spectral theorem, it is known that C, the set of resolutions of the identity in Ä, is in one-to-one correspondence with S. Definition 1. Let Si and S2 be selfadjoint elements of the von Neumann algebra 6t. Let Fi and T2 be the resolutions of the identity of Si and S2, respectively. Sü<S2 if (2.3) Ti{u) à T2iu), uER.
The order "r<" will be called spectral order. (It is clear that spectral order is partial order in S.) Lemma 1. Let {Ta} ae.A E C and suppose there exists TE G such that
Then WE e. If YE e is such that
Proof. Let m be the bound on F required in (2.1) and (2.2). Let ma be the bound for F" for some aEA. Then, Wiu) =0, u < -ma, and W(u) = I for u>m. Thus, W has a bound max{m, ma}. W is clearly an isotone map of R into (P.
W is right-continuous. For,
A ra(«) = w(u).
a&A Thus, WEG-The last assertion is clear from the definition of
If T is any isotone map of R into (P, then F is called bounded if it satisfies (2.1) and (2.2) for some finite number m>0. Proof. In Lemmas 1, 2, and 3, it has been shown that C is a conditionally complete lattice under the reverse of the product order determined by the order structure in (P. Q is in one-to-one correspondence with S; and the order ">^" in S is by definition the aforementioned order in 6. Q.E.D. 3 . Properties of spectral order. The purpose of this section is to compare and contrast spectral order with the usual order on selfadjoint operators. An element FGS is nonnegative in spectral order if F>i0. By definition, the spectrum of F is nonnegative;
and, hence, FïïO in the usual order. Conversely, F^O implies F has nonnegative spectrum and so F^O. The two orders, therefore, have the same positive cones.
It is known that (S, ^) is an ordered vector space, and that the order is completely determined by the positive cone. If (S, >z) were an ordered vector space, then, since it shares the same positive cone with (S, 2:), it would be the same order. We shall show below that (S, >z) is not an ordered vector space and that ">^" is distinct from " ^ ". Finally, spectral order can be characterized in terms of the usual order. Q.E.D. Finally, let us show that spectral order and the usual order are distinct. The following example is essentially due to Kadison [l ] . Let H be a three-dimensional complex Hubert space with orthogonal basis {ex, e2, e3}. Let M be the closed subspace spanned by ex and e2. Pi is projection on e< for i = 1, 2, 3. Q is projection on M. Let A be the operator on M whose matrix is given by
The selfadjoint operator AQ is neither positive nor negative in the usual order of selfadjoint operators. Thus, it is neither bounded above nor below by the zero operator. Px and P2 are commuting orthogonal projections. By the remark above, they have infimum 0 in spectral order. Suppose that 0 was the infimum in the usual order. A contradiction is reached if it can be shown that AQ is less than Px and P2 in the usual order; for, in that case, 0 is not the greatest of the lower bounds since A Q and 0 are not even comparable.
In matrix form on H, where a is any complex number. Call this projection Qx. Pi is clearly projection on the subspace corresponding to the eigenvalue X = 0. Qs,
