Abstruct-Variable-rate data transmission schemes in which constellation points are selected according to a nonuniform probability distribution are studied. When the criterion is one of minimizing the average transmitted energy for a given average bit rate, the best possible distribution with which to select constellation points is a Maxwell-Bdtzmann distribution. In principle, when constellation points are selected according to a Maxwell-Boltzmann distribution, the ultimate shaping gain (7re/6 or 1.53 dB) can be achieved in any dimension. Nonuniform signaling schemes can be designed by mapping simple variable-length prefix codes onto the constellation. Using the Huffman procedure, prefix codes can be designed that approach the optimal performance. These schemes provide a fixed-rate primary channel and a variable-rate secondary channel, and are easily incorporated into standard lattice-type coded modulation schemes.
I. INTRODUCTION
N THE CONVENTIONAL apprQach to data transmission, I each point in a given constellation is equally likely to be transmitted. While this approach yields the maximum bit rate for a given constellation size, it does not take into account the energy cost of the various constellation points. In this paper, the idea of choosing constellation points with a nonuniform probability distribution is explored. Such nonuniform signaling will reduce the entropy of the transmitter output, and hence the average bit rate. However, if points with small energy are chosen more often than points with large energy, energy savings may (more than) compensate for this loss in bit rate.
It follows immediately from the maximum entropy principle (see, e.g., [l, ch. ll]), or by variational calculus as in [2, Section IV-B], that the probability distribution that maximizes entropy for a fixed average energy is one in which a constellation point r , with energy llr112, is chosen with probability p ( r ) a exp (-Xllr1 [2) , where the nonnegative parameter X governs the trade-off between bit rate and average energy. Nonuniform signaling with this family of distributions, well known in statistical mechanics and thermodynamics as Manuscript received December 28, 1990 ; revised August 20, 1992 . This work was supported in part by the Natural Sciences and Engineering Research Council of Canada, and by the Government of Ontario through an Ontario Graduate Scholarship. This paper was presented in part at the 1991 Tirrenia International Workshop on Digital Communications, Tirrenia, Italy, September [8] [9] [10] [11] [12] 1991 , and at the 16th Biennial Symposium on Communications, Kingston, ON, Canada, May 27-29, 1992 .
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Maxwell-Boltzmann distributions [3] , [4] or as Gibbs ensembles [5] , is the focus of this paper.
Nonuniform signaling is closely related to the notion of constellation shaping in coded modulation (as described in, e.g., [2] , [6] - [9] ). Constellation shaping can provide an energy savings called shaping gain in addition to the usual coding gain provided by lattice-or trellis-coding. Indeed, the gain G provided by a coded modulation system (relative to a simple pulse amplitude modulation baseline) operating at a bit rate , B (bits per two-dimensional channel-use) is well-approximated by writing G ~c y~( 1 -
2-'),
where yc and y8 denote, respectively, the coding gain [lo] and shaping gain [2] of the scheme in question. As will be shown, the discretization factor 1 -2-p properly adjusts the gain for finite bit rates. The connection between shaping and nonuniform signaling arises from the fact that, in schemes that employ shaping, a nonuniform distribution is induced on the points of the low-dimensional constituent constellation. By applying nonuniform signaling directly (rather than indirectly via constellation shaping), nonuniform signaling can, in any dimension, achieve the ultimate shaping gain-~e/6 or 1.53 dB-attainable with uniform signaling only in the limit of infinite dimension [2] . Indeed, one of the principal results of this paper is a method of designing simple nonuniform signaling schemes that approach this ultimate level.
It is important to note at the outset, however, that practical implementation of direct nonuniform signaling will be hampered by the variable transmission rate of such schemes. Transmitting data obtained from a fixed-rate source requires data buffering at the transmitter and the receiver, which leads to the problem of coping with buffer over-or underflow. Furthermore, since the transmitted signals represent variable numbers of bits, channel errors may cause the insertion and deletion of bits in the decoded data, causing potential losses of synchronization. Although these system problems will tend to limit the broad applicability of nonuniform signaling, we do not attempt to provide solutions to these problems in this paper.
Instead, our aim in this paper is 1) to provide insight into nonuniform signaling schemes and how they relate to conventional signaling schemes, 2) to assess the potential gains that nonuniform signaling may provide, and 3) to provide a method (via the Huffman algorithm) by which simple, near-optimal, nonuniform signaling schemes may be designed. Such nonuniform signaling schemes provide a standard, fixed-0018-9448/93$03.00 @ 1993 IEEE rate, primary channel unaffected by the system problems mentioned in the previous paragraph, together with a variablerate secondary channel, in which these system problems may be acceptable. At various places in this paper, the close analogy between these nonuniform signaling schemes and mathematically equivalent statistical mechanical systems will be pointed out.
To motivate our interpretation of nonuniform signaling as a shaping method, we summarize the complementary notions of coding and shaping in Section 11. In Section 111, we briefly define the coded modulation parameters that will be needed throughout the paper. In Section IV, we discuss various properties of the Maxwell-Boltzmann distribution that are important in this setting. The results of applying this distribution to signal point selection from spherical constellations based on various dense lattices are given in Section V. In Section VI, we define and apply "continuous approximations" to show that the ultimate shaping gain of 7re/6, or 1.53 dB, is attainable in any dimension when constellation points are selected with a Maxwell-Boltzmann distribution. In Section VII, we show how the Huffman procedure may be used to obtain dyadic approximations to the Maxwell-Boltzmann distribution that provide near-ultimate shaping gains. In Section VIII, we discuss the integration of nonuniform signaling with coset coding. Finally, we make some general comments and concluding remarks in Section IX.
CODING AND SHAPING
Coding and shaping are two separate and complementary operations that contribute to the gain of lattice-type coded modulation schemes such as lattice codes and lattice-type trellis codes. In implementation as well as in analysis, the two operations are dual and separable and provide two additive gain components: coding gain and shaping gain. We say that coding gain is a distance property of the coded modulation scheme because it depends, in general, on the set of distances between the various transmitted signal sequences. Coding is generally performed to achieve a large minimum distance between signal-sequences, i.e., coding attempts to be distancemaximizing. Shaping gain, on the other hand, is an energy property of the coded modulation scheme because it depends, in general, on the energy of the various transmitted signal sequences. Shaping is generally performed to achieve a small average transmitted energy while maintaining the desired bit rate, i.e., shaping attempts to be energy-minimizing.
In more general terms, coding and shaping attempt to solve two related, but different, problems. The coding problem is to find a large set of symbol sequences that can be distinguished with high reliability in the presence of noise. The shaping problem is to use these symbol sequences to deliver maximum information to the receiver at minimum cost where, in this paper, cost is measured by the average energy per transmitted symbol.
Most lattice-type coded modulation schemes based on a lattice partition AIAI have the encoder structure shown in Fig. 1 (see [lo] - [12] ). The encoder consists of a coset code a3 and a signal point selector S . The coset code 43 produces a sequence of sets of signals, drawn from the cosets of a sublattice A' in a lattice A. In general, each coset contains an infinite number of points. The role of the signal point selector S is to choose an actual constellation point to be transmitted from each infinite coset. The coset code 43 is usually chosen to maximize the minimum distance between different possible signal sequences. The signal point selector S usually attempts to minimize the average transmitted energy while supporting the desired bit rate. In light of our previous discussion, it should be clear that 43 performs the coding (or distance-maximizing) operation, while S performs the shaping (or energy-minimizing) operation. Both the coset code a3 and the signal point selector S contribute to the transmission of data in these coded modulation schemes. In this paper, the signal point selection or shaping component of these coded modulation schemes is studied.
Shaping schemes (or signal point selectors) may be classified as being either fixed-rate or variable-rate. Fixed-rate schemes achieve the transmission of a fixed number of bits over some well-defined signaling interval. Generalized cross constellations [2], Voronoi constellations [6] , block shaping codes [7] , trellis shaping codes [8] , and truncated polydisc constellations [9] are all examples of fixed-rate shaping schemes. From the point of view of maximizing shaping gain, the best possible N-dimensional constellation shape is the N-sphere, since it achieves a specified volume with least average energy.
With variable-rate schemes, the number of bits transmitted during a signaling interval is a random variable. A simple example of such a scheme is given in [13] , where a binary data stream is parsed into the codewords of a variable-length prefix code, which are then mapped onto the points of a constellation. (A more detailed account of this type of scheme is given in [14] .) Other examples of variable-rate schemes that may be interpreted as mapping the words of a prefix code onto a constellation include the shaping schemes described by Livingston [ 151, the block-encoded modulation schemes of Chouly and Sari [16] , and the signaling schemes with "opportunistic secondary channels" described by Fomey and Wei [2] (see also [17] - [21] ). It should be noted, however, that these latter schemes were not constructed with shaping gain in mind.
DEFINITIONS
In this section, definitions for various parameters used throughout this paper are provided. Most of these parameters are carefully defined in [2] for the case of uniform signaling; here these definitions are extended to the case of nonuniform signaling.
Throughout this paper, we deal with constellations R embedded in an N-dimensional (ND) vector space with a welldefined (Euclidean) distance and norm. The size of R, 1 0 1 , is usually finite, but not necessarily so (as in the case of an infinite lattice). Often, R will be obtained as the intersection of a lattice A (or a translate a + A) with a finite region R, in which case we denote the constellation by R(A, W). The energy (squared norm) of a point r E R is denoted by llr1I2. We shall usually assume that the transmitter produces a sequence of symbols drawn independently from the constellation and that the symbols are selected at some regular symbol rate. The probability with which the transmitter selects a point r E 0 is denoted by p ( r ) . As usual in the study of data transmission schemes, we are concerned with trade-offs among three parameters: reliability, bit rate, and transmitter power.
A. Reliability, Bit Rate, Transmitter Power
Although the most natural reliability measure for symbol transmission in a noisy channel is, perhaps, P, (the average symbol error rate), this measure is often difficult to compute and to work with, especially in the case of complicated multidimensional constellations. A simple (and well-established) reliability measure for a signaling scheme on the Gaussian channel is the parameter dLin, the minimum squared Euclidean distance between different constellation points. Formally, A d i i n = min{d2(r, r ' ) :~, r' E R , r # r ' } where d2(r, r') denotes the squared Euclidean distance between constellation points t and r'. Schemes with greater dkin will tend to have smaller symbol error rate, at least for large SNR (signal-to-noise ratio), and hence greater reliability; thus, we will take d i i n as the principal reliability measure in this paper.
In fact, d i i n can be used to estimate the symbol error rate at moderate to high SNR's. Let Nmin ( r ) denote the number of constellation points at distance dLin from the point r . The error coefficient w is the average of Nmin over the constellation; that is, -N 2 Cp(r)Nmin ( r ) .
(1)
rE0
Assuming a white Gaussian noise channel with a one-sided noise power spectral density of NO W/Hz, the dominant term in a simple union bound on P,, assuming maximum-likelihood decoding, gives us the estimate
It is important to note that m, unlike dLin, is affected by the probability with which constellation points are selected.
In information-theoretic terms, the transmitter is a discrete memoryless source whose output alphabet is the set of points in the constellation. The (average) bit rate is equal to the entropy of the transmitter in bits per transmitted symbol. In formal terms, a scheme with a constellation R, in which the symbol r is selected independently with probability p(r), has bit rate
where, as in [2] , we have normalized to 2-D. For the special case of a uniform probability distribution over a finite N -D constellation R, the bit rate is ( 2 / N ) log, )RI bits/2-D channel-use, and this is the maximum bit rate for the given constellation. A signaling scheme with a normalized bit rate of /? can send roughly , f 3 bits/s/Hz when implemented with a QAM (quadrature amplitude modulation) modem (which sends sequences of 2-D signals). ' Transmitter power is proportional to the average energy per transmitted symbol. The normalized average energy per symbol per two dimensions is given by (4) 
B. Constellation Figure of Merit and Gain
In any data transmission scheme, we would like to transmit at a large bit rate, with as high a reliability and as low a transmitter power as possible. A commonly used figure of merit for a signaling scheme, sometimes termed the "constellation figure of merit" or CFM [2] , is the dimensionless, scale-invariant To compare the relative energy efficiency of two schemes,
we use the estimate (2).
-

Pe, I(E/No) N I Q ( J C F M I E /~N O ) and
Pe, 2(E/No) F~Q ( J C F M Z E /~N O )
denote symbol error rate estimates for two schemes operating at the same bit rate and having, respectively, constellation figures of merit CFMl and CFMz and error coefficients 7 1 and F2. Then, P,T:(p) and Pe;k(p) denote, respectively, the approximate E/No value needed by each of the two schemes to achieve the symbol error rate p. At a fixed symbol error rate p , the gain, G(p), of the first scheme relative to the second is given by the ratio of E/No values, i.e., Gb) = PeTB(P)/P,T:(P) = (CFMl/CFM2) x YdP, TI, F2) (5) where
(This latter factor is easily evaluated via a convenient approximation for &-I (.) due to Hastings [22] given in Abramowitz 
and hence the asymptotic gain It is important to note that when the inner points of a constellation are selected more often than the outer points, the error coefficient will increase, because the inner points tend to have greater Nmin than the outer points. For example, consider a constellation drawn from the Z2 lattice, for which N 5 4. In light of the previous paragraph, we can estimate the maximum loss in gain by -0.22 log, 4/Ne dB = -0.22 log, (1 -2-'/') dB for error rates on the order of 10V6. For , L? M 2, when the baseline has 7 = 2, this maximum possible degradation is quite large (0.22 dB) relative to the maximum achievable shaping gain (1.53 dB); however, for M 6, the maximum degradation is only about 0.04 dB. At smaller error rates, the degradation is even less. As mentioned, we prefer to focus on the asymptotic gain, which is unaffected by variations in the error coefficient, but we caution the reader to note that the error coefficient must be accounted for in estimating the gain at nonzero error probabilities.
Suppose now that the constellation R is obtained from an infinite N D lattice A, and that a point r E R is selected with probability p ( r ) . If R # A, it is convenient to extend the distribution p ( r ) to all the points of A, simply by assigning zero probability to any points not in R. Let V(A) be the volume of a fundamental region [24] of A, i.e., the volume of N-space associated with each lattice point, and let 2 N P ( p ) / 2 V ( A ) be the "entropy volume" of A with distribution p ( r ) . We can then write G(dLin, p, E ) (8) as is the coding gain [lo] of the lattice A, and
is the shaping gain of A with distribution p ( r ) . For large bit rates p, when the discretization factor y,-
is small, the total gain is approximately separable into the product of a coding gain and a shaping gain. The coding gain y,(A), a geometric property of the lattice A studied in the coded modulation literature and elsewhere [lo] , [ll] , [24] , is independent of the probability distribution p ( r ) used to select constellation points and therefore not of central interest in this paper. The shaping gain ys(p) is largely independent of the underlying lattice A, except insofar as the lattice restricts the distribution p ( r ) ; this is why we have suppressed an explicit ,dependence on A in our notation. In general [2] , y,(p) 5 r e / 6 . As we shall see, by choosing the distribution p ( r ) to be the Maxwell-Boltzmann distribution, ys ( p ) can be made to approach the ultimate shaping gain of re16 in any dimension.
C. Other Constellation Parameters
Often, higher-dimensional constellations R are obtained as subsets drawn from Cartesian products of lower-dimensional "constituent" constellations. When the dimension N of 0 is even, we may define the constituent 2-D constellation of R as the smallest 2-D constellation 0 2 such that 0 C where Rt', is the N/2-fold Cartesian product of 0 2 with itself.
The constituent 2-D constellation 0 2 plays an important role when the signaling scheme is to be implemented with a QAM modem, since all transmitted signals are obtained as sequences of QAM signals drawn from a, .
If R is odd-dimensional, then R2 is even-dimensional and can be implemented with a QAM modem. This suggests that we may define the constituent 2-D constellation of R as the constituent 2-D constellation of R2. In particular, if N = 1, this implies 0 2 = R2. For later use, we note that the constituent 2-D constellation of BN(R), an N-ball of radius R centered at the origin, is a 2-D disk Bz(R) when N is even, and is a square B:(R) of side 2R when N is odd.
As discussed in [2] and [25] , an important parameter in the design of a signaling scheme is the 2-D "constellation expansion ratio"
where IQ21 is the number of points in the constituent 2-D constellation of 0, and 2O represents the number of points in a comparable baseline constellation supporting the same bit rate with uniform signaling. Since lR2l 2 lQ)2/N 2 2p, we have CER2(Q) 2 1. Large 2-D constellations are sensitive to nonlinearities and other signal-dependent perturbations, so it is desirable that CER2(R) be as close to its lower bound of unity as possible.
Another important parameter discussed in [2] is the 2-D "peak-to-average energy ratio" PAR2(Q) 2 .;,(Rz)/E, (11) where rLax is the energy maximum of the points in Q2, the constituent 2-D constellation of Q, and E is the normalized average energy. PAR2 is a measure of the dynamic range of the signals transmitted by a QAM modem. To minimize the effects of signal-dependent distortion, it is desirable that PAR5 like CER2, be as small as possible. (Note that the "peak" energy in this definition is found by averaging a signal over a 2-D interval, thus making PAR2 independent of the pulse shape used in implementation. The actual "instantaneous" peak energy depends on the actual pulses used, and on how these pulses superpose in time when transmitted in sequence.)
Since constellations are often obtained by taking the in- 
IV. THE MAXWELL-BOLTZMANN DISTRIBUTION
As pointed out in the Introduction, it follows immediately from the maximum entropy principle that the Maxwell-Boltzmann distribution maximizes bit rate for a fixed average energy. (For a good introduction to the maximum entropy principle, see [l, ch. 111.) Equivalently, the Maxwell-Boltzmann distribution minimizes average energy for a fixed bit rate.' Signal point selection with a Maxwell-Boltzmann distribution causes a constellation point r , with energy llr1I2, to be selected with probability p (~) a exp ( -X~~r~~2 ) , where the parameter X 2 0 governs the tradeoff between bit rate and average energy. More precisely, the optimal distribution is one in which
In both optimization problems, the given constellation must be able to support the given bit rate or the given average energy, so these values are themselves constrained; this is pointed out at the end of Section IV.
where the partition distribution, i.e., A Z(X) = function Z(X) is chosen to normalize the (For infinite constellations, X must be strictly positive.) The Maxwell-Boltzmann distribution arises in many contexts; e.g., in the optimization of permutation modulation for quantization [26] and for transmission [27] , in neural networks [28] , and in simulated annealing [29] , among others.
For finite constellations, setting X = 0 yields a signaling scheme in which constellation points are selected with uniform probability; thus, "classical" fixed-rate signaling schemes appear here as a special case. Note too that, with a Maxwell-Boltzmann distribution, outer points (points with large energy) are never selected more often than inner points (points with small energy). An equivalence class of the points of Q all having the same energy is called a shell of the constellation. With a Maxwell-Boltzmann distribution, the points of a shell are selected equally often. Indeed, if all constellation points lie in the same shell, "classical" uniform signaling is obtained for all values of A.
In statistical mechanics, much attention is paid to the computation of the partition function Z(X) (12) in various physical systems. This is due to the fact that the average energy and entropy are easily obtained in terms of Z(X). Indeed, the normalized average energy (4) is obtained as and the normalized bit rate (3) is obtained as
The partition function is easily obtained in terms of the theta series [30] or Euclidean weight distribution [lo] of a constellation. The theta series for a constellation Q is simply a generating function for the set of energy values (squared norms) taken on by the points of 0, and is defined as @(z) = CrEn z11r112, where we interpret @(x) as a real function of z, and note that
The Maxwell-Boltzmann parameter X governs the trade-off between bit rate and average energy. In analogy with statistical mechanics, we might call X the "inverse temperature" of the Maxwell-Boltzmann distribution, i.e., X = l/(LT), where, in statistical mechanics, IC is the Boltzmann constant and T is the temperature. When X = 0 (infinite "temperature"), the uniform distribution is obtained, corresponding to the maximum possible entropy for the given constellation. (In statistical mechanics, all states of a system are equally occupied at infinite temperature.) As X --+ 00 (or the "temperature" cools toward absolute zero), the bit rate as well as the average energy are reduced as the points with large energy are selected less frequently. The "limiting constellation" (obtained at absolute zero "temperature") consists of only the innermost points A of the original constellation (the ground states in statistical mechanics), and these points are selected equally often.
An important property of the Maxwell-Boltzmann distribution is its "separability" property. Suppose the N D constellation R is the Cartesian product of two or more "factor constellations," i.e., R = 01 x 0, x . + . x 6 2 J , J 2 2, where R, is N,-dimensional and E t l N, = N . Then it follows that
where &(A) is the partition function over the zth factor constellation, i.e., &(A) = exp (-Xllr211'). When (15) holds, the Maxwell-Boltzmann distribution with parameter X is separable into the product of Maxwell-Boltzmann distributions over the factor constellations, each with parameter A. In practice, this means that optimal nonuniform signaling can be implemented on separable constellations by independently implementing nonuniform signaling on each of the factor constellations. From (13) and (14) it follows that E and @ can be obtained by a weighted average of the corresponding factor constellation quantities, i.e., E = E,"=, E2N,/N and If the constellation R has 1RI points in total, and NI, "innermost" points of minimum energy, then as X ranges from 0 to +cq every value of P in the range the separability property of the Maxwell-Boltzmann distribution, the results we obtain for these spherical constellations are also applicable to those nonspherical constellations that can be expressed as Cartesian products of spherical constellations. For example, N-cube shaped constellations based on the integer lattice ZN are Cartesian products of simple 1-D "spherical"
constellations based on Z. Plotted in Fig. 2 is the "normalized" gain that selected constellations provide for various bit rates when constellation points are selected with a Maxwell-Boltzmann distribution. The normalized gain is obtained from the gain G, defined in (8) , by dividing by the coding gain X,(R) (lo), of the lattice from which the constellation is drawn. Each curve in Fig. 2 is obtained by varying the parameter X from zero-corresponding to the maximum bit rate (rightmost) point in each curve-through positive values. (Recall that X = 0 corresponds to the "classical" case of a uniform distribution.) Curves corresponding to constellations drawn from the same lattice but extending further to the right, i.e., to larger bit rates, correspond to larger constellations. Also plotted in Fig. 2 is the function V. SPHERICAL CONSTELLATIONS In this section, we apply the Maxwell-Boltzmann distribution to spherical constellations based on the densest known lattices in various numbers N of dimensions. In one dimension, the constellations are based on the integer lattice Z, while in two dimensions, the constellations are based on A,, the hexagonal lattice. In higher dimensions, the constellations are based on the lattices denoted Dq, Es, Es, and Klz; the subscript in this notation displays the number of dimensions N. Basis vectors and extensive theta series tables for these lattices are given in [24, ch. 41 . Each constellation is obtained by taking some number M of the points of smallest energy in the lattice, where M is chosen so as to include some integral number of lattice shells. Equivalently, we may think of the constellations as being obtained by forming the intersection of the infinite lattice with an N-sphere centered at the origin; hence the term spherical constellation^.^ We note that, due to As we shall explain in Section VI, for bit rates P greater than about 2.5, U @ ) forms the "upper envelope" of the gain curves, to good approximation. Fig. 2 has several noteworthy features. First, notice that the gain obtained by nonuniform signaling with a constellation can significantly exceed that provided under uniform signaling, at the expense of a reduction in bit rate. The additional gain provided under nonuniform signaling is called the "biasing gain" [7] .
The curves corresponding to large constellations tend to merge with curves corresponding to smaller constellations as X is increased. This happens because the smaller constellations are subconstellations of the large constellations. As X is increased, the outer points of the large constellations are selected very infrequently, so that, in effect, these outer points can be ''shrinks" into a 3Caution: some authors reserve this term to refer to constellations in which all Points are on the surface of a sphere: in this paper, spherical constellations and the large . . . smaller constellation.
Note also that each curve tends to merge with the U ( p ) curve. Comparing (16) to (9), we see that this merging implies that the shaping gain under nonuniform signaling approaches the ultimate limit of ne/6 as A becomes large, and that this limit is obtained independently of dimension. Fig. 2 also illustrates the "law of diminishing returns" governing the biasing gain. Recall that the rightmost point of each curve (A = 0) in the graph corresponds to uniform signaling. We see that, for constellations having dimension greater than unity, some "initial" gain is available under uniform signaling. Furthermore, the initial gain increases with increasing dimension. This initial gain is, of course, the shaping gain of the N-sphere under uniform signaling, which increases with N and ultimately approaches the value ~e / 6 . This forces the ultimate biasing gain (the difference between the ultimate shaping gain and the shaping gain of the Nsphere) to decrease with dimension.
Qualitatively, this law of diminishing returns arises due to a phenomenon known as the "sphere hardening effect" (see, e.g., [31] ). In a many-dimensional sphere, almost all of the volume is located near the surface of the sphere; consequently, almost all constellation points lie near or on the surface as well. Since these points all have the same energy, i.e., the same cost, signaling with a Maxwell-Boltzmann distribution will cause, these points to be selected equally often. Thus, uniform signaling with spherical constellations becomes increasingly effective as the dimension increases, ultimately approaching the performance of nonuniform signaling.
VI. CONTINUOUS APPROXIMATIONS
Let n(A, R) be a constellation obtained from the intersection of an N-D lattice A (or a translate a + A of A) with a finite N-D region R. In [2], Forney and Wei were able to obtain much insight into the performance of such constellations via the so-called "continuous approximation," obtained by replacing discrete sums over the points of IR with properly normalized integrals over the region R. In this section we use the same approach to obtain similar insight in the case of nonuniform signaling, essentially by replacing discrete Maxwell-Boltzmann distributions with continuous Gaussian distributions, truncated to the region R. The continuous approximation allows us to obtain a continuous approximation for the partition function Z(A), from which estimates of all other relevant system parameters are obtained. The result of Forney and Wei for uniform signaling [2] appear as a special case, obtained when the Maxwell-Boltzmann parameter A is set to zero.
A. Energy and Entropy Approximations
Let f: RN + R, a function of N variables, be Riemann- where V(R) denotes the volume of the region R. This is "Proposition 1" of Forney and Wei [2] .
For nonuniform signaling with a Maxwell-Boltzmann distribution, the average energy and bit rate are determined by the partition function Z ( A) (12) . The continuous approximation Combining approximation (20) with (13) we approximate E , the normalized average energy (4), by (21) where Note that f ( r , A) represents a continuous Gaussian probability density function, truncated to the region R. The continuous approximation (21) estimates the normalized average constellation energy by the normalized average energy of this continuous random variable.
In the same way, combining approximation (20) with (14),
we approximate p, the normalized bit rate (3), by
where 
B. Shaping Gain Approximation
We know use (21) and ( The discretization factor was omitted in the analysis of Forney and Wei [2] , who were interested in asymptotic (p -+ CO) limits for the shaping gain. However, for most practical values of P, this factor is not insignificant and should not be omitted.
Indeed, as will become evident, including this factor provides accurate estimates for gain, even for relatively small values of , f 3 (see Fig. 3 and Section VI-D).
We now estimate the biasing gain [7] , i.e., the additional gain that nonuniform signaling can provide over uniform signaling with the same constellation. Setting A = 0 reduces (25) to the special case of uniform signaling discussed in [2] .
The shaping gain y,(R, A) can be written in terms of y,(R, 0) as (26) where
is the normalized redundancy (or loss in bit rate) caused by selecting constellation points with a nonuniform distribution. Clearly, yb(b!, A), the total biasing gain, is given by the product of the second and third factors in (26), i.e.,
In (28), we have identified two separate factors that characterize the biasing gain. The "energy savings factor"
R, and V(A2) is the fundamental volume (actually area) of Az, the constituent 2-D lattice of A. Combining this with our approximation (23) for the bit rate, we obtain Here, as in [2] , we identify two independent factors: the coding constellation expansion ratio of A, CER2,(A) A V(A)'/lN/V(A2), and the shaping constellation expansion ratio, CER2,(W. A) = V(W2)/2(2/N)H(R>x). Again, as in the case of gain, one component, the coding constellation expansion factor, is a geometric property of the lattice A and is unaffected by the probability distribution with which the constellation points are selected. The other component, the shaping constellation expansion ratio, depends both on the region R and the parameter A.
When A = 0, we obtain the special case of uniform signaling, where
We may write CER2,(R, A) in terms of CER2,(W, 0) as
where p(R, A) (27) is the normalized redundancy under nonuniform signaling. We see that in addition to the constellation expansion due to uniform signaling, we have incurred an additional constellation expansion factor due to the loss in rate caused by nonuniform signaling. Thus, for a fixed constellation, CER2,(R, 0), the shaping constellation expansion ratio induced by uniform signaling, is a lower bound to CER2, (R, A), the shaping constellation expansion ratio under nonuniform signaling.
To estimate PAR2(R) (ll), we note that the peak energy of the constituent 2-D constellation is a geometric property unaffected by the probability with which constellation points are selected. The average energy, on the other hand, is reduced from its value under uniform signaling by the energy savings factor g E ( R , A); thus PAR2 is increased by the same factor, i.e.,
where PAR2(R, 0) denotes the PAR2 under uniform signaling.
D. Applying the Continuous Approximations
accounts for the energy savings that result when constellation points of low energy are selected more often that points of large energy. Of course, selecting points with a nonuniform distribution results in a loss of entropy and hence a drop in the baseline average energy. The "energy loss factor" 2-p(', ' 1 accounts for this drop. a 1D "sphere" of radius R; however, it is not clear which choice for radius R is best. Indeed, the "best" choice for R depends both on the constellation parameter-be it average We now provide continuous approximations for CER2 and PAR2, two constellation parameters defined in Section 111. From (19), we estimate lR2l E V(R2)/V(A,) for the size of the constituent 2-D constellation, where V(R2) is the volume (actually area) of R2, the constituent 2-D region of energy, entropy, or whatever-that one is trying to estimate, and on the value of the Maxwell-Boltzmann parameter A. The same flexibility in choice of sphere radius R occurs when one attempts to approximate the behavior of an N-D spherical constellation with an N-sphere B N ( R ) .
Since the size, 101, of the constellation is assumed known, one approach is to choose the radius R so as to match the bit rate estimate (23) at X = 0 with the actual bit rate ( 2 / N ) log, 1 0 1 at X = 0. In effect, this forces the volume of the region W to satisfy V(R) = IRIV(A), so that (19) is satisfied with equality. From extensive numerical calculations, we have found that this approach gives very satisfactory estimates for bit rate and average energy, over a fairly wide range for A.
Applying this approach to the M-PAM example, we find that R = M / 2 and E E M2/6. However, the actual energy E = (Ad2 -1)/6; thus, using the continuous approximation,
we have incurred an error that is a factor of (1 -hip2) = 1 -2-p. The discretization factor, yd(p) = 1 -2-0, can thus be interpreted as a correction factor used to adjust the average energy when applying the continuous approximation to the baseline constellations under uniform signaling.
E. Spherical and Cubic Constellations
Continuous approximations for the various constellation parameters are derived in Appendix B for the important case in which the region R = BN(R), an N-ball of radius R centered at the origin. These include cubic constellations, which are Cartesian products of 1-D "spheres," as a special case.
In order to compare the shaping gain predicted by these continuous approximations to actual shaping gain, we have plotted in Fig. 3 normalized gain curves for spherical constellations R in various dimensions. As in Fig. 2 We see that the curves corresponding to the approximate normalized gain closely match the actual normalized gain curves for all values of / 3 2 2, although some difference is seen for small p. For large p, however, the curves corresponding to the approximation correspond with the actual normalized gain curves, confirming the asymptotic accuracy of the continuous approximation.
As pointed out in Appendix B, for large bit rates, the shaping gain under nonuniform signaling approaches xe/6, independently of dimension. The ultimate biasing gain approaches .rre/[6r~(N)], where yg,(N) (39) denotes the shaping gain of the N-sphere under uniform signaling. Since yg,(N) + re16 monotonically from below as N + CO, yb approaches unity as the dimension increases, thus confirming the "law of diminishing" returns discussed at the end of Section V.
Curves showing the trade-offs between CER2, and shaping gain or between PAR2 and shaping gain for N D spherical constellations are easily obtained from the continuous approximations derived in Appendix B. However, as asserted by Forney and Wei [2] , the best possible trade-offs are achieved by 2-D spherical constellations, i.e., by regions shaped as discs in two dimensions. Recall that Cartesian products of basic regions achieve the same performance as the basic region itself. Thus, the best region R for use with nonuniform signaling in 2n dimensions is the n-fold Cartesian product of a 2-D disc-a so-called polydisc [32] -because this region will achieve a given value of shaping gain with least CER2, and PAR2. Thus, while nonuniform signaling will always cause a constellation expansion relative to uniform signaling with the same constellation, this constellation expansion is never greater and usually less than would be required under uniform signaling to achieve the same shaping gain.
VII. SHAPING WITH BINARY PREFIX CODES
In this section, we study methods of achieving nonuniform signaling schemes for the transmission of binary data. Assuming, as usual, that we wish to transmit the output of a memoryless binary equiprobable source, the most obvious means of generating events with nonuniform probabilities is to parse the output of the source into codewords of variable length. Since the probability of occurrence of a codeword of length 1; is 2-lt, shorter (more frequently occurring) codewords may be mapped to constellation points with low energy and longer (less frequently occurring) codewords may be mapped to points with high energy and, in this way, shaping gain may be achieved. This approach was suggested by a brief example in [13] and is discussed in greater detail in [14] .
To ensure unique and complete parsing, it can be shown (e.g., [33, p. 2971 ) that the variable length binary codewords must form a complete binary prefix code, in which the M codeword lengths la, i = 1, . . . , M satisfy
a=1 Although we will not always explicitly refer to them as such, all prefix codes considered in this paper are complete.
A. Matched Codes
The simplest example of the idea of mapping a prefix code to a constellation is probably the following. The output of a binary equiprobable memoryless source (the data source) is parsed into a sequence of blocks drawn from the set bits/T. This three-level scheme is quite similar to a partialresponse scheme, but since any level is available for use during any signaling interval (i.e., different transmitted symbols are independent), the data rate is greater. If we place two such 1-D schemes in quadrature, we obtain the 2-D scheme shown in The use of a binary prefix code will not, in general, produce an optimal nonuniform scheme unless the constellation is "matched" to the code. A constellation R is said to be matched to some binary prefix code if, for some X 2 0, a Maxwell-Boltzmann distribution with parameter X, induces probabilities on the constellation points that are all integral powers of two. This means that for some X 2 0, e -w~/~(~) = 2-'(C (31) for all r E R, where l(r) is a positive integer. The matching condition (31) is trivially satisfied when X = 0 by any constellation of size 2'. However, for positive A, the matching condition is strong, and we expect relatively few constellations to satisfy it.
Note that, in Fig. 5 , each constellation point conveys either two, three or four bits (with the outer points conveying more bits than the inner points). In particular, each point conveys at least two bits. This implies that we may consider this scheme to consist of a fixed-rate "primary" channel, conveying two bits per symbol, and a variable-rate "secondary" channel, conveying an average of one bit per symbol. In general, a binary prefix code with codeword lengths {ZI 5 12 5 . . . 5 ZM} assigned to an N D constellation of size M will produce a signaling scheme with an overall normalized average bit rate / 3 = (2/N) E& Z,2-'%. The fixed primary channel rate is pp = 211/N, while the variable secondary channel rate is ps = p-p,. It is quite possible to have ps > pP, so the names primary and secondary do not necessarily refer to relative bit rates. In most practical circumstances, we will select pS < pp. Note also that since the primary channel operates at a fixed rate, it can operate as a "standard" channel, and is not affected by the system problems associated with variable rate transmission. The "opportunistic secondary channels" of [2] and the "in-band coding method" of [21] (see also [17] - [20] ) are examples of nonuniform signaling schemes that use prefix codes to separate data into primary and secondary channels, although these schemes are not described in terms of prefix codes.
Other examples of 2-D constellations matched to prefix codes are shown in Figs. 6 and 7. The scheme of Fig. 6 was used by Forney and Wei [2, Fig. 7(b) ] to illustrate the notion of an opportunistic secondary channel, while the scheme of Fig. 7 is based on 7 points of lowest energy in the 2-D hexagonal lattice A2. A limited search tumed up several additional examples in higher dimensions. For example, the constellation containing the origin and the first shell of the lattice 0 4 in four dimensions has theta series 1 + 242 and is matched to a binary prefix code having one codeword with two bits and 24 codewords with five bits.
B. Huffman Codes
Although, in general, a complex binary prefix code will not match a constellation in the sense of (31) (30) . Unfortunately, short of searching all complete binary prefix codes with 1 0 1 codewords, we know of no general method for finding the optimal prefix code.
Rather than attempting to find the optimal code, we have taken the approach of finding approximations to the optimal Maxwell-Boltzmann distribution with distributions in which all probabilities are positive integer powers of 1/2. (Stubley and Blake consider a more general matching problem in [34] .) We refer to such approximations as "dyadic approximations" to the Maxwell-Boltzmann distribution. To find the "best" dyadic approximation, we need a measure of distance between the Maxwell-Boltzmann distribution and its dyadic approximation. A commonly used measure of distance between two probability distributions P (with probability masses {PI, , p~} ) , and Q (with probability masses (41,
is the relative entropy of P with respect to Q:
When Q is dyadic, so that q2 = 2-l%,
where H ( P ) = -E, pa log, pa is the entropy of P.
From the point of view of source coding, D(P, Q) represents the redundancy of a source code used to represent the output of a discrete memoryless source with alphabet of size M and distribution P. As is well known, the redundancy (32) is minimized by the Huffman procedure [35] . Furthermore, the Huffman procedure always results in a complete prefix code. The existence of an algorithm for minimizing D(P, Q) is our primary motivation for choosing this particular measure; indeed, other measures may be more naturally suited to the problem. Nevertheless, as will become evident, this approach of minimizing D( P, Q) leads to excellent gain values that can be made to approach the ultimate shaping gain.
To illustrate their performance, we have computed dyadic approximations to the Maxwell-Boltzmann distribution for two constellations based on 2,. The two constellations were chosen quite arbitrarily: one consists of the 21 points of least energy in 2,; the other consists of the 121 points of least energy. The results are illustrated in Fig. 8 , and were obtained by varying the Maxwell-Boltzmann parameter X from zero through positive values. As expected, the dyadic approximations (marked with a triangle for the 121-point constellation and a square for the 21-point constellation) have lower gain values than those obtained from the optimal Maxwell-Boltzmann distribution (the solid curves); however, the gain values do follow the general trends obtained for the Maxwell-Boltzmann distribution. Due to the flexibility afforded by having a larger number points, the larger constellation has a greater number of different dyadic approximations to the Maxwell-Boltzmann distribution.
The fact that these dyadic approximations follow the same general trends obtained for the Maxwell-Boltzmann distribution suggests the following algorithm for designing prefix codes to achieve shaping gain. Given an N-D constellation, we proceed as follows.
1) From the constellation theta series, we numerically determine the value of the Maxwell-Boltzmann parameter X that maximizes gain G (8) . Call this value Xopt. 2) Using Xopt, we generate a list of Maxwell-Boltzmann
for all ra E 0.
3) We apply the Huffman procedure to the list pi to obtain a complete binary prefix code. The performance of this code is then evaluated. Note that, in general, the Huffman procedure does not result in a unique code. We have chosen the version of the Huffman procedure, described in [36, p. 681, that results in least variation among the codeword lengths. Note also that we have chosen Xopt to maximize total gain. Since the coding gain is fixed for a given lattice, this is equivalent to maximizing the product ySyd. It is important to note that this is not equivalent to maximizing the shaping gain ys since this, in principle, can be accomplished by making X arbitrarily large.
We have applied this procedure to spherical constellations Each table lists the parameter ysyd, obtained by dividing the total gain of the signaling scheme by the coding gain of the lattice upon which it is based. The 2-D peak-to-average energy ratio PAR2 and the 2-D constellation expansion ratio CER2 are listed. In addition, the parameter ne^, the "effective dimension," is listed. We define the effective dimension of a shaping scheme to be the smallest dimension N for which the shaping gain of an N-sphere y @ ( N ) (39) (properly multiplied by yd) meets or exceeds the shaping gain provided by the scheme in question, i.e.,
As can be seen from the tables, very satisfactory shaping gain values, with effective dimensions numbering in the hundreds of dimensions, are obtained from these Huffman prefix codes. The shaping gains obtained from these Huffman codes seem to be the highest ever reported, exceeding those reported in [8, Table IV] . As previously noted, however, maximization probabilities Tables 1-111 are all quite reasonable, especially when compared to the PAR2 and CER2 of large-dimensional Voronoi constellations [6] . The PAR2 and CER2 can, in principle, be improved by sacrificing some shaping gain. Indeed, numerical calculations show that dyadic approximations to the Maxwell-Boltzmann distribution with parameter X < Xopt will, in general, result in improved PAR2 and CER2, with some corresponding sacrifice in overall gain. We have also applied this procedure to multidimensional constellations, with similar results. However, since many multidimensional constellations are best implemented as coset codes (see [lo] and [ll]), it may be preferable to use a nonuniform signal point selection scheme that is suited for a coset code (as described in the next section) rather than a direct mapping of the words of a prefix code onto the constellation points. It follows from standard arguments in information theory (e.g., [ l , Section 5.41) that the redundancy of the optimal code for a discrete memoryless source can be made to approach zero by considering Cartesian products of the source. This implies that the relative entropy between the Maxwell-Boltzmann distribution and its dyadic approximation can be made to approach zero by considering Cartesian products of the basic constellation. Convergence in relative entropy implies L1 convergence of the probabilities [l, Section 12.61; hence, the performance obtained from our dyadic approximations can be made to approach arbitrarily closely to the performance obtained by using the optimal Maxwell-Boltzmann distribution. Numerical calculations confirm the performance improvement obtained by working with Cartesian products of the basic constellations.
VIII. CODED NONUNIFORM SIGNALING
In this section we study how optimal nonuniform signaling fits into the general framework of coset codes, first introduced by Calderbank and Sloane [12] and extensively studied by Forney [lo] , [ll] .
A. Memoryless Signal Point Selectors
A signaling scheme based on a coset code has two components as shown in Fig. 1 . A coset code C, based on the partitioning of a lattice A (possibly translated by some constant vector) into the cosets of sublattice A', produces a sequence of sets of channel symbols, drawn from the alphabet of the cosets of A' in A. The actual transmitted constellation point is determined by the signal point selector S . As discussed in Section 11, both the coset code 43 and the signal point selector § contribute to the transmission of data. It is important to note that, as nonuniform signaling is a shaping technique, for the schemes we propose only the signal point selector S is affected. The coset code 43 is unchanged relative to well-known schemes such as those of Ungerboeck [37] . The simplest type of signal point selector is memoryless, or time invariant. When S is memoryless, each time a coset of A' is made available to S , the subset from which the constellation point is selected is the same, and the choice is made independently. For example, the signal point selector could always choose from the K points of least norm in each coset. For a block coset code a3 based on a 2-D lattice A, this would result in a polydisc-shaped constellation. Cubic constellations are achieved if S always selects from a squareshaped region in each coset. More complicated signal point selectors have memory, i.e., they are time-varying. To achieve generalized cross constellations [2] , Voronoi constellations [6] , or indeed constellations based on any region that is not a Cartesian product of lowerdimensional regions, the signal point selector must be timevarying. The block shaping codes of Calderbank and Ozarow [7] and the trellis shaping codes of Forney [8] are examples of time-varying signal point selectors. For coset codes based on 2-D lattices, and assuming uniform signaling, time-varying signal point selectors are necessary to achieve shaping gains that exceed the shaping gain of a 2-D disc. Indeed, the best possible shaping gain in N-space is achieved by an N-sphere, a region not decomposable as a Cartesian product of lowerdimensional regions.
As discussed in Section VI, under nonuniform signaling, the best regions with which to shape a constellation are polydiscs, as these achieve a given shaping gain with least shaping constellation expansion ratio CER2, and least peak-to-average energy ratio PAR2. Since polydiscs are by definition a product of 2-D discs, polydisc-shaped constellations can be achieved by a memoryless signal point selector combined with a coset code based on a 2-D lattice. We focus our attention, therefore, on memoryless nonuniform signal point selectors.
B. Coset Codes
The coset codes considered in this paper are based on any Lway partition of A/A' of an N D lattice A into the L cosets of a sublattice A'. We focus our attention on binary coset codes, where L = 2lCsr, although generalization to nonbinary coset codes is straightforward.
Let C be a binary rate-k/(k + r ) encoder that takes in k bits per N D and puts out k + r coded bits. These coded bits can be used to select one of the 2kSr cosets of A' in A. The resulting coset code is denoted C(A/A'; C). When the binary encoder C is a block code, the coset code C(A/A'; C) defines a finite-dimensional sphere packing; often this sphere packing is actually a lattice. When C is a convolutional code, the resulting coset code is a trellis code. ), we have separated the total gain into the product of the coding gain yc(C) of the coset code a3 [lo] , the overall shaping gain y,(S) provided by the signal point selector S, and a discretization factor yd(P). 
C. Continuous Approximations
Suppose now that each constellation 1;2i is obtained from the intersection of the ith coset of A' with the same finite region R. Further, suppose that the memoryless signal point selector S selects each point in 0; with a Maxwell-Boltzmann distribution, i.e., given that S is presented with the ith constellation, a point ri E Ri is selected with probability p ( r i ) = exp ( -A~~r~~~2 ) / Z~( A ) , where A is fixed for all constellations. Using the same continuous approximation principles as in Section VI, the average energy Ei and bit rate pi for each subconstellation can be estimated via (21) and (23) from a continuous Gaussian distribution, truncated to the region R. It follows that each subconstellation supports approximately the same bit rate, at the same cost in average energy. Thus, independently of the coset code C and the probability with which each coset is selected, n(S) E ,&(R, A) and E E Ei(R, A).
Using these estimates for bit rate and average energy, the shaping gain y,(S) is estimated by which is the same expression as (25) . Similarly, we find that CER2, the 2-D constellation expansion ratio, is approximately the produce of a coding constellation expansion ratio CER2,(C) and a shaping constellation expansion ratio CER2,(S). In terms of the normalized redundancy p(C) fi 2r/N of the binary encoder C, we have while exactly as in Section VI. Approximations for the 2-D peak-toaverage energy ratio PAR2 also lead to expressions identical to those given in Section VI.
In general, to the accuracy of the continuous approximation, the shaping gain y,(R, A) achieved by our memoryless nonuniform signal point selector S is completely independent of the choice of coset code C. Trade-offs involving shaping constellation expansion ratio CER2,(S) and PAR2 are also completely independent of the choice of coset code C. As noted, it is desirable to have constellations shaped as polydiscs, since these achieve a given shaping gain with minimum CER2, and minimum PAR2. Therefore, a nonuniform signaling scheme based on a multidimensional lattice A is perhaps best implemented as a coset code involving the constituent 2-D lattice ha, in which the ith constellation 52i is circular and the signal point selector S chooses from Ri according to a Maxwell-Boltzmann distribution. 
D. Memoryless Signal Point Selection with H u m a n Codes
As in the case of uncoded transmission, probably the simplest method of selecting points from the coset sequences generated by a coset code is through a complete binary prefix code. Because we would like our constellations to be polydiscs, and we have restricted our attention to binary coset codes, we focus on coset codes based on the 2-D lattice 2'.
A simple example of combining a nonuniform memoryless signal point selector with a trellis code is shown in Fig. 9 . The trellis code is a simple four-state Ungerboeck code [37] based on a translate of the four-way partition Z 2 / 2 Z 2 ; this code provides a coding gain yc = 2 = 3.01 dB. Each subconstellation (labeled A, B, C, or D) consists of a single inner point at squared Euclidean distance 112 from the origin and two outer points at squared Euclidean distance 512 from the origin. By using the prefix code (0, 10, ll}, the signal point selector chooses the inner point with probability 112 and each outer point with probability 114. The transmitted rate ,f3 for this scheme is 2.5 bits with a primary channel rate of 2 bits and a secondary channel rate of 0.5 bits. The shaping gain ys = 0.994 dB. The overall gain G = ycysyd = 3.16 dB.
The four-way partition Z2/2Z2, translated as in Fig. 9 , yields four cosets with identical weight distributions. The weight enumerator for these cosets begins on(z) = 2 1 / 2 + 2z5/2 + z9/2 + 2z13/2 + 2z17/2 + . . . .
As in Section VII, we have computed dyadic approximations to the optimal Maxwell-Boltzmann distribution by applying the Huffman procedure. The results are given in Table IV . We have assumed a coset code C(Z2/2Z2; C) with a normalized bit rate n(C) = 1. This bit rate is included in the primary rate pp of Table IV . The overall constellation, of size IQl, is the union of four subconstellations, each of size IR)/4. As in Tables 1-111 , the gain ysyd and the effective dimension N,tf are listed, along with PAR2 and CER2,. Note that CER2, (C) = 2. As before, very satisfactory shaping gains are achievable via these prefix codes, with Netf numbering in the hundreds of dimensions for the larger constellations.
Although the prefix codes for the smaller constellations have smaller N,tf, as discussed at the end of Section VII, applying the Huffman procedure to Cartesian products of these subconstellations can improve the gain. Note, however, that the From the point of view of coded modulation, we have seen that nonuniform signal point selection is an energy-minimizing or shaping operation. When constellation points are selected with Maxwell-Boltzmann probabilities, the ultimate in shaping gain performance can be achieved in any dimension. Dyadic approximations to the optimal Maxwell-Boltzmann distribution are easily obtained by applying the Huffman procedure. The performance of the resulting shaping schemes is often close to optimum, with effective dimensions numbering in the hundreds, and can be made to approach the optimum by considering Cartesian products of the basic constellations. By varying the Maxwell-Boltzmann parameter, trade-offs between shaping gain, 2-D constellation expansion ratio or 2-D peak-to-average energy ratio are easily accomplished. In a sense, the implementation complexity for these schemes is trivial, since data to constellation point mappings (and vice versa) are easily performed by table lookup. Furthermore, these schemes are easily incorporated into well-known latticetype coded modulation schemes. All of these properties make nonuniform signaling very attractive.
The principal drawback, as pointed out at the outset, is the variable bit rate. While only the secondary channel data are subject to the problems associated with buffer underand overflow and the insertion and deletion of bits in the decoded bit stream, these problems may be acceptable only in certain applications, e.g., for the transmission of internal control signals. Left unsolved, these problems will tend to limit the broad applicability of nonuniform signaling. Solving the system problems associated with nonuniform signaling will certainly increase the complexity of implementation. Yet, in order to achieve the large shaping gains achieved with nonuniform signaling, uniform signaling schemes will themselves tend to become quite complex (see [8, In this appendix, we compute the average nearest neighbor multiplicity (error coefficient) for a cubic constellation of side A4 drawn from the lattice ZN. This problem is easily solved using the notion of a nearest neighbor enumerator.
Given a finite constellation R, recall that Nmin ( r ) denotes the number of points of R at distance dmin from the point r . 
SPHERICAL CONSTELLATIONS
In this appendix, we specialize the continuous approximations derived in Section VI to the case where R = BN(R), an N-ball of radius R centered at the origin. Cubic constellations can be considered to be Cartesian products of 1D "spherical constellations" and so are (by the separability of Gaussian densities) a special case. By letting R -+ 00, we obtain continuous approximations for the case of an infinite constellation.
Many of the expressions derived in this Appendix may be written in terms of the (normalized) incomplete Gamma function P(a, x), defined in [23] as CONTINUOUS APPROXIMATIONS FOR where we note that lim++oo P(a, x) = 1.
For a finite N-D spherical constellation R, in our estimates we choose the spherical radius R so that V(BN(R)) = IRIV(R), i.e., so that approximation (19) holds with equality. Energy: From (21) we obtain 
+NXE(BN(R), X ) / ( 2 In 2 ) .
Setting X = 0 yields Combining these ,expressions gives an estimate for the normalized redundancy (27) , namely, -P (N/2 + 1, XR2) log, e. (35) 
P(N/2, XR2)
The bit rate can be estimated via (23) or via (27) . For a spherical constellation of size R, we use the approximation Shaping and Biasing Gains: Substituting (34) and (35) 
