Artificial neural networks have been widely used in many real world applications including classification of cursive handwritten segmented characters. However, the feature extraction ability of MLP based neural networks has not been investigated properly. In this paper, a new MLP based approach such as an auto-associator for feature extraction from segmented handwritten characters is proposed. The performance of Auto-Associator (AA), Multilayer Perceptron (MLP) and Multi-MLP as a feature extractor have been investigated and compared. The results and detailed analysis of our investigation are presented in the paper.
INTRODUCTION

Motivations and aims of the research
There are a number of classification techniques widely used by researchers in many real world applications. However, there are a very few researchers who have tried MLI' based neural networks as a feature extractor. The need for research to further improve and embellish current character recognition techniques has been widely recognized. It is also recognised that the types of feature extractors used contribute to some of the errors caused. Therefore a need can be seen to find a new feature extractor and investigate the NN-based feature extraction techniques, to show which are indeed the best and most efficient techniques to use.
Background
There are only a few empirical comparative studies of NN-based feature extraction paradigms have been made. The paradigms in Mao and Jain [l] are compared only for exploratory data projection and two-dimensional classification and in Lerner et al. [2] only for one database. In the research carried out by Boaz Lemer, Hugo Guterman, Mayer Aladjem [3] ; the complex architectures of more than two layers were not considered as candidates for the classifier and the number of output units was three, which is quite small. The comparative studies of different MLP-based feature extraction have not been considered yet. So it is necessary to do more over this issue, the primary aim of this research is to investigate the feature extraction ability of Auto-Associator, MLP and Multi-MLP to 0-7803-7278-6/02/$10.00 (92002 IEEE determine which one is more suitable and reliable to be used in real-world handwriting character recognition systems.
The origins of character recognition [4-61 can be found as early as 1870. It first appeared as an aid to the visually handicapped, and the first successful attempt was made by the Russian scientist Tyurin in 1900 [7] . From then on, many papers about neural networks [8-151 and applications have been presented and widely used in pattern recognition areas, the modem version of character recognition appeared in the middle of the 1940s with the development of digital computers. Thenceforth it was realized as a data processing approach with application to the business world. The principal of motivation for the development of character recognition is the need to cope with enormous quantities of paper such as bank checks, commercial forms, government records, credit card imprints and mail sorting generated by the expanding technological society. Presently, the methodologies in character recognition have advanced from the earlier use of primitive techniques for the recognition of machine printed numerals and a limited number of English letters to the application of sophisticated techniques for the recognition of a wide variety of complex handwriting characters, symbols and wordscript.
Organization of the paper
This paper consists of five sections. Section 1 presents the motivations and background. Section 2 details research methodology, proposing and describing the methods that were employed in this research. Section 3 details experimental results, listing the results obtained during the experiments. Section 4 provides a discussion, an analysis of the experimental results and compares the three different techniques that have been investigated. Section 5 provides conclusions that have been drawn from this research.
PROPOSED RESEARCH METHODOLOGY
The Figure 1 below outlines the proposed research methodology and it is described in the sections below. 
Character resizing
Resizing was the first technique used to process the images. The resizing process partially employed an existing program written by R. Crane [16] using the C programming language, which was modified by us, and all the images were resized to 30 rows by 40 columns.
Chain code feature extraction
For all the training and test characters, the character images were first boundaried, all the pixels of each image were changed to the background colour, except the outmost ones of the image. The images were then processed using chain code technique with 8 directions. After chain coding, each image was divided into some 0-7803-7278-6/02/$10.00 a2002 IEEE small sub-images whose size was 10 rows by 10 columns. The numbers of each direction in a single subwindow were added, and these numbers were recorded to be used later. After all the images were chain coded, all the numbers were divided by the biggest one among them to create the inputs whose maximum value was 1 and minimum value was 0, each character had 12 * 8 =96 inputs.
EXPERIMENTAL METHOD
There were a total of three character feature extractionhecognition techniques investigated in this research: AA, MLP and Multi-MLP. The BP algorithm was employed as a common training algorithm. The networks used were feed-forward neural networks. There was only one hidden layer for all kinds of networks in this research. The number of neurons in the input layer of all these extractor was governed by the size of the subwindows of the training characters. Training character matrices had 30 rows by 40 columns, and the subwindow had the size 10 rows by 10 columns. So each image had 12 sub-windows, since each sub-window contributed 8 elements, the number of units in the input layer was 96.
I Auto-associator (AA) feature extractor
An AA, as its name implies, is a network that learns an input-output mapping such that the output is the same as the input, in other words, the target data set is identical to the input data set. Hence, an AA has configuration of d: m: d with d units in both the input and output layers and m<d in the hidden layer.
The dimensionality of the input and output is obviously the same and the network is trained, using the error back propagation algorithm, to generate output vectors o as close as possible to the input vectors x by again minimizing the mean squared error over all patterns in the training set: The key aspect of the auto associative MLP is that the number of hidden units at the center of the network is usually chosen to be much smaller than the input/output dimensionality. As a result of this bottleneck, the hidden units extract a low-dimensional representation of the input data and such a network can therefore be used for feature extraction.
To be consistent with all the neural networks being compared in this research, the training file was set to the same format, they all consisted of two parts. The first part was obtained by chain coding as described previously. For the AA, the second part was exactly the same as the first part.
MLP
The values of the MLP's learning rate and momentum were both set to 0.1 as those of the AA. The number of inputs and outputs were set to 96 and 24, respectively. The number of hidden units of MLP was set to 26.
The input vector of the MLP was obtained by employing the chain code feature extractor as described previously, the second part was the output vector. This part indicates to the network which class the current character belongs to.
Multi-MLP
For the Multi-MLP feature extractor, the situation was different. The possible outputs governed the number of neural networks instead of the number of output units. Each neural network had only 2 units in the output layer, in other words, each neural network was dedicated to recognize one letter. The hidden units of these networks were all set to 26.
The input vector to the Multi-MLP was the same as for the AA and MLP, but the desired output of the Multi-MLP only had two classes.
Criteria for training termination
When using the back propagation algorithm, the usual criterion for termination is the reduction of the Root Mean Squared (RMS) error to an acceptable level. There is no general level for the RMS error, however, the smaller, the better. It was found in experiments, the convergence of the RMS error was very slow, therefore, another criterion for termination that was considered, was to set the network to stop training after a certain number of iterations.
EXPERIMENTAL RESULTS
The proposed approaches were all implemented and run on SP2 supercomputer and on the NIAS (UNIX) machine at Griffith University. SP2 is an IBM-based product that consists of eight RSl6000 390 machines and 14 RSl6000 590 machines connected by a high speed switch. The operation system is UNIX. The programming language used for implementation was C.
This section shows the results obtained by using the three neural network based character feature extraction techniques. In this research, the training data set consists of 16 lowercase letters: a, b, c, d, e, h, i, 1, m, n, 0, r, s, t, 0-7803-7278-6/02./$10.00 02002 IEEE 2839 U, x. After training, the three techniques were assessed by their classification rates for both training data and test data. There were many experiments conducted, all of them were very time consuming. Sometime it took more than several days. Only the most relevant results shall be shown in this and following sections.
Preliminary results
Before training these networks with 16 letters, some preliminary experiments were conducted. In these experiments, only the AA and the MLP were trained and, instead of 16 letters, only four letters were chosen: a, c, d, e. All training characters were hand printed characters. There were 96 training pairs. Both the MLP and the AA were trained with 2000 iterations. The number of test characters was 18 1. The results are displayed in Table 1 below. There were two AAs were trained, one AA had 26 hidden units and the other AA had 96 hidden units.
As can be seen from Table 1 , the classification rates of the training data were 100%. The classification rates for the test data were quite high as well. All of them were between 82% and 87%. Of course, the classification would be lower than these figures if the number of classes increased, but these figures were very promising for doing more research. Subsequent experiments used more classes and larger datasets, more and more images were segmented from the handwritten words, which were very hard to recognize, so that these ANNs could be trained with a more diverse and challenging training set. The results listed in Table 4 (last 3 rows) were obtained by adding the previous training and test data sets, which contained only hand printed characters, to some cursive characters from data set B as used in the case with the MLP. The number of iterations for all experiments was 5000. The number of hidden units of AA was 96. The classifier had 26 hidden units. The training pairs were increased from 352 to 506,656 and 95 1. The test set had 1,056 training pairs. As can be seen from the above table, the classification rates increased when the number of training pairs increased. Of course, since the number of training iterations for each AA was 5000, the classification rate for the training set decreased when the number of training pairs increased. As the RMS error increased, the classification rates of the training set decreased, in this case, from 95.1% to 94.3%.
Compared with its MLP counterpart, some letters obtained higher classification rates. For example, letter I obtained a 17.9% increase in classification rate, whereas letter a decreased by 11.9%. No changes to the classification rate of letter x. In total 8 letters of the AA obtained higher classification rates than the MLP, 7 letters obtained lower classification rates, they were letters a, b, d, e, h, i, m, respectively.
Classification rates for the Multi-MLP
Multi-MLP was the one that had 16 neural networks each of which had only two classes. The training files were different to each of these networks. Each network was 0-7803-7278-6/02/$10.00 02002 IEEEdesigned to respond to a particular letter. Each network had only two classes. The first one was trained to respond to a given letter. The other one was trained to respond to the rest of the letters. Since it was very time consuming, only one experiment was conducted so far: the number of training pairs for each network was 95 1, the same as for the MLP and the AA. Some of its testing results are listed in Table 5 . 
DISCUSSION
I Classijkation rate
As can be seen from the tables in previous section, among three feature extraction techniques, the AA provided the top results for character recognition: 6 1.9% for the test set and 94.3% for the training set, The second best one was the MLP, followed by Multi-MLP, whose classification rate for the training set was 94.1 %, and the test set was 57.1%. From the experiments we can observe that increasing the number of training pairs for the AA or the MLP is a good way to increase the classification rates, but the characters added were all cursive characters. Does that increase the classification rates of the hand printed character section which has 280 0~7803-7278-6/02/$10.00 02002 lEEE out of a total of 1056 characters in test dataset? The classification rates for only the 280 hand printed characters rather than the whole test set were calculated. From above, we can observe that when the number of cursive characters in the training dataset of the MLP increased from 0 to 599, the classification rates for printed characters only increased by 0.7%. Meanwhile, the classification rates for cursive characters dramatically increased from 30.4% to 53.2%. As can be seen, when the number of cursive characters in the training dataset of the AA increased from 0 to 599, the classification rates for printed characters only increased by 1.9%. Even so, it is better than the MLP 's 0.7% increase. Meanwhile, the classification rates for cursive characters dramatically increased from 26.2% to 55.9%, the percentage increase was 29.7%, while the MLP counterpart was 22.8%.
General problems with classijkation rates
It was found that when the number of training pairs was increased to 951 and the number of iterations was set to 5,000, the best classification rate for handwritten characters using the three feature extraction techniques was less than 62%. Increasing the number of iterations did little to improve the classification rates. It was deduced that three main factors influenced the classification rates obtained by these techniques: Small training dataset, Difficulty of training and testing data, Resizing problems, Similarity of characters.
Small training data set
As can be seen from the previous experiments, the classification rate increased when the number of training pairs increased. For example, when the number of training pairs increased by 150 from 506 to 656. The classification rate increased by 3.4 percent. When 295 more training pairs were added to obtain a total of 95 1, the classification rate increased by 5.2 percent accordingly. A 60 percent classification rate is quite high considering that a maximum of 951 training pairs was used. Due to time constraints, more training pairs were not employed.
Difficulty of training and testing data
The other factor that influenced the recognition rate was the nature of the handwritten data. As the characters sampled were real world characters, it was found that the actual writing styles of two different people could be extremely diverse. Misclassification could easily occur by both human and automated systems. The diversity of characters was not only shown between people, but also between samples of the same person. T h s increased the difficulty of training and test data dramatically. The following characters (Figure 2 ) are some samples for lowercase b: The other important reason was that some training and test samples were segmented from handwritten words, sometimes they became very hard to recognize ( Figure  3 ) even for a human. 
Resizing problems
Because the sizes of training and test images were different from each other, all the characters were resized to the same size before being chain coded in order to attain more comparable features. However, one of the major disadvantages of resizing is that it can cause some of the character's characteristics to be lost, and that may be critical for extracting features.
Similarity of characters
After analyzing the tables describing target and actual outputs of each class, we found that some classes had very high classification rates, whereas some others got as low as 40%. After further analysis, it was found that some letters were easily recognized as some other particular letters. For example, the letter 1 was easily recognized as letter e or letter i. It has been found that about 20 percent of some letters were recognized as the other letters, such as 19.6 percent of 1's were recognized as eS.
CONCLUSIONS
We have investigated neural network based 3 feature extraction techniques. The Auto-associator feature extractor proposed by us, achieved the highest recognition rates. The highest rate for difficult handwritten characters from CEDAR benchmark database were approximately 6 1.9%. The classification rate was quite high considering it only used 951 training pairs and 5,000 iterations. The classification rates of the MLP were lower than those of the AA. The best classification result for handwritten characters was 60.0% (1.9% less than the AA). The recognition rates and overall performance of the Multi-MLP were the lowest of all three techniques tested. The highest classification rate it provided was 57.1% (4.8% lower than the AA and 2.9% lower than the MLP), and this method took the longest training time.
