Introduction.
In this paper we continue the study of divisor functions in short intervals, see [C-S] . Precisely, as τ k (n) def = d1···d k =n 1 is the k−divisors function, we deal with its symmetry integral
(where now on x ∼ N means N < x ≤ 2N and sgn(r) def = |r| r , sgn(0) = 0), with the aim of getting non-trivial bounds with suitably small h. Note that the trivial bound is, indicating hereafter L def = log N ,
(exchanging sums after Cauchy inequality; for c(k) > 0, see the following.)
The symmetry integral controls the symmetry of our functions in "almost all" the "short intervals", i.e. in all the intervals [x − h, x + h] with N < x ≤ 2N , but o(N ) possible exceptions, where we'll assume an increasing, unbounded length h = o(x) (equivalently, h = h(N ) ↑ ∞ and h = o(N ), in what follows).
Our main result is Theorem 1. Fix θ 0 > 1 3 . Let h = h(N ) be increasing, N θ ≪ h ≪ N θ , with θ 0 < θ < 1 as N → ∞; also, let ε = ε(θ 0 , θ) > 0 be suitably small. Then ∀k ∈ N
Note that the symmetry integral is not far from the same problem of the distribution of k−divisors functions in almost all short intervals, which is studied by means of the integral (with a suitable polynomial P k−1 , of degree k − 1)
(which is the analogue of Selberg integral for primes; we'll call it the Selberg integral of τ k .) For k = 2 the method introduced in [C-S] is capable to deal with both the problems; in particular, in [C-S] the following result has been proved for τ (n) = d(n) (with γ the Euler-Mascheroni constant)
where "a.a."abbreviates "almost all"(see Corollary 2).
Unfortunately, the new ingredient used in the paper, namely an inductive procedure on k which reduces the case of τ k+1 (n) to that of τ k (n), does not seem to work for the "Selberg integral" of τ k (n), i.e.
2 (even if a bit different from the previous, it eases comparing with I k .). It seems that very little is known on such a problem. In fact, defining (as x ∼ N )
, the error in the "short" interval,
2 ) and the classical quantities (see [S] )
the bounds for ∆ k (x, h) mean-square come, trivially, bounding the mean-square for
2 ) [I] . In general, work of Soundararajan [S] gives β k ≥ (for k > 3). Instead, Thm.1 bounds I k (N, N θ ) non-trivially ∀θ > 1/3 uniformly ∀k ∈ N. However, we trust the possibility to bound J k (N, h) using I k (N, h) (for, say, short intervals of length N δ ≪ h ≪ N 1−δ , δ > 0 small). We plan to study this link in a future paper.
We write " * " for the Dirichlet convolution, 1(n) = 1 ∀n ∈ N and we define f : N → C to be "essentially bounded" when ∀ε > 0 |f (n)| ≪ ε n ε and "submultiplicative" if ∀m, n ∈ N |f (mn)| ≤ |f (m)| · |f (n)|. In general, I f (N, h) will be the symmetry integral of f : N → C.
We remark that the technique leading to Theorem 1 follows from the more general
sub-multiplicative and
Then ∀ε > 0
Remark In the second remainder the O−constant and c 1 , c 2 may depend on g. Also,
using Cauchy inequality; but we get better bounds for g = τ k , namely
We'll give the Lemmas in the next two sections; then, in section 4 we'll prove our Theorems and finally we'll give remarks and comments.
We collect, here, some terminology and properties. The symmetry sums of f :
with x ∼ N as we're interested in their mean-square
say, where the following q−periodic functions have FINITE FOURIER EXPANSION
(from the orthogonality of additive characters [V] and changing variables s = n − x), and 
and, using (see above) c da,db = 1 d c a,b (since qc j,q depends only on j/q),
after flipping the divisors; i.e. we get (the * indicating primitive residue classes)
(c q,q = 0 ⇒ the term with d = 1 is zero). The orthogonality of characters also gives (with the symbol = distance from Z)
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2. Dirichlet's Lemma.
Proof. Let's split at N h G the symmetry sum of f = g * 1 :
and this double sum is, using g bound, say,
where the remainder gives to the x-mean-square the (first two) contributions (above) :
using a dyadic dissection and Cauchy inequality, our new sum's mean-square is
; letting x = my + r with 0 ≤ r < m, the following estimate finally obtains the thesis
3. Large-Sieve Lemma.
We start with a classic inequality for the mean-square of exponential sums; here the notation
stands, as usual, for summation over reduced residue classes, i.e. over a ∈ Z * q :
Lemma 3.1. Let Q, N ∈ N, M ∈ Z and λ a,q be complex numbers (∀a, q ∈ N); then M+N n=M+1 q≤Q a≤q * λ a,q e q (an)
This is the Large Sieve Inequality [C-S2] (actually, the present version is equivalent to the classic version [B] through the Duality Principle [M] ).
We apply it, recalling that L = log N and x ∼ N means N < x ≤ 2N , in our Lemma 3.2. Let h = h(N ) ↑ ∞ and h = o(N ) as N → ∞. Assume that g : N → R is non-negative, sub-multiplicative and satisfies the condition:
Remark We point out that c 1 and c 2 may depend on g, as also the related ≪-constants.
Proof. Let's use a dyadic dissection and χ d (x) Fourier coefficients c j,d properties (see above)
applying Lemma 3.1 with j
through the hypothesis on g, the thesis:
Proof of the Theorems and further remarks.
First, we prove Theorem 2. Proof. Apply Lemma 2.0 and Lemma 3.2, with D = N h G.
Then, using the bounds in the Remark after Theorem 2 and setting g = τ k , G = N ε in our Thm.2 (ε depending on θ 0 , θ) we get (the inductive step for Theorem 1 proof)
Now we are ready to prove our Theorem 1. Proof. The same arguments of [C-S] give
which is valid ∀h unbounded and o(N ) (as N → ∞). Apply induction on k.
We come, now, to the case :
where e(1) = 1 and e(n) = 0 ∀n > 1 and, of course, for τ ′ k we have the SAME c 1 = k and c 2 = k 2 , we have the same Corollary 1 with τ ′ k+1 in place of τ k+1 and τ ′ k instead of τ k . From this, using the induction step (with τ ′ = τ − 1, say τ = τ 2 )
we then have the same Corollary 2 also for τ ′ k (Only a factor 2 k more in ≪ k,ε constant).
We recall Linnik's identity:
and remark that, in principle, this would lead to a non-trivial estimate for the symmetry of primes, i.e. for the symmetry integral of primes, I Λ (N, h). However, first of all this would follow only in width > 1/3 (i.e., h ≫ N 1/3+δ , δ > 0 small). Also, there are some technical problems related to the growing of the constant in the ≪ k,ε in Corollary 2 for τ ′ k , but, most of all, the problem with the logs L k
