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ABSTRAKT
Cílem této diplomové práce je vytvoření nových „atomůÿ pro přeparametrizovanou re-
prezentaci signálu pro toolbox Frames v prostředí MATLAB. Nejprve je popsán princip
přeparametrizovaných systémů a tzv. framů. V práci je uvedeno základní rozdělení framů
a podmínky pro jejich sestrojení. Je popsán i základní princip hledání řídkého řešení v pře-
parametrizovaných systémech. Hlavní část se pak zabývá sestrojením jednotlivých funkcí
pro generování „atomůÿ, jako jsou: Gaborova funkce, B-splajny, Bézierovy křivky, Dau-
bechies wavelety a další. Závěrem je uveden příklad využití těchto funkcí pro rekonstrukci
signálu v porovnání s Fourierovou a waveletovou transformací.
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ABSTRACT
The aim of this master thesis is generating new “atoms” for purposes of overcomplete
signal representation for toolbox Frames in MATLAB. At first is described the principle
of overcomplete systems and so-called frames. In the thesis is introduced the basic
distribution of frames and conditions of their constructions. There is described the basic
principle of finding the sparse solutions in overcomplete systems too. The main part is
dealt with construction single functions for generating “atoms”, such as: Gabor function,
B-splines, Bézier curves, Daubechies wavelets, etc. At last there is introduced an example
of usage these functions for reconstruction signal in comparison with Fourier and wavelet
transforms.
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ÚVOD
Zpracování signálů patří v dnešní době k nejvíce se rozvíjejícím oborům vůbec. Tato
diplomová práce se zabývá úvodem do tzv. přeparametrizovaných modelů, které
patří k nejnovějším metodám zpracování signálu. Pomocí této metody lze analy-
zovat signály, které se pomocí jiných metod (Fourierova transformace, waveletová
transformace) nedaří analyzovat s takovou přesností, jakou bychom potřebovali. Dů-
ležitou součástí této metody je hledání tzv. řídkého řešení v přeparametrizovaném
systému. Je popsána pseudoinverze a také algoritmus hledající řídké řešení BPA
(Basis pursuit algorithm). Dále práce popisuje toolbox FRAMES pro Matlab, který
právě tuto transformaci realizuje. Základním stavebním prvkem této transformace
jsou atomy. Atomy mohou být různé funkce nebo i posloupnosti diskrétních hodnot.
Čím větší databázi atomů budeme mít, tím lépe se nám podaří daný signál apro-
ximovat. Jelikož je v toolboxu zatím velice omezený počet funkcí, z nichž se atomy
generují, je důležité, aby se knihovna atomů co nejvíce rozšířila. Je tedy popsán způ-
sob generace atomů jako takový a popis generování jednotlivých atomů, jako jsou
B-splajny, Bézierovy křivky, wavelety Daubechies a další funkce.
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1 VEKTOROVÝ PROSTOR A JEHO REPRE-
ZENTACE
Vektorový prostor (VP) je prostor o konečně či nekonečně mnoha dimenzích, jehož
prvky jsou vektory. VP s nekonečně mnoha dimenzemi pak obsahuje nekonečný
počet lineárně nezávislých vektorů. Nad všemi vektory z VP se dají provádět různé
operace, které jsou studiem lineární algebry, např. sčítání vektorů, násobení vektoru
skalárem, skalární součin nebo vektorový součin. V rámci hledání řídkých řešení
budeme nejčatěji využívat skalární součin, který zapisujeme ve tvaru 〈x,y〉, který
je v prostoru posloupností vyjádřen jako
〈x,y〉 =
∑
i
xiyi (1.1)
pro posloupnosti (vektory) x,y a v prostoru funkcí jako
〈f,g〉 =
∫
f(x)g(x)dx (1.2)
pro funkce f(x),g(x).
1.1 Generátory vektorového prostoru
Systém generátorů VP je podmožina vektorů z onoho VP, která jej generuje.
Generovnáním se rozumí to, že každý vektor z VP je lineární kombinací vektorů
z této podmnožiny. Tím, že je jednotlivých generátorů VP více, pak jeden stejný
bod x ∈ VP může mít více souřadnic. Mějme dva vektory e = (e1, e2, . . . en) a f =
(f1, f2, . . . fn), pak je možné bod x definovat dvěma způsoby:
x ∈ VP : x = c1e1 + c2e2 + . . .+ cnen, (1.3)
x ∈ VP : x = d1f1 + d2f2 + . . .+ dnfn, (1.4)
kde ci,di jsou skalární koeficienty udávájící jeho souřadnice. Tím vzniká systém
generátorů VP, jehož jednotlivé generátory se dají kombinovat a převádět je tak
jako obrazy do jiných prostorů. K tomu se využívá skalární součin (1.1):
x =
∑
i
ciei =
∑
i
difi =
∑
i
〈x,fi〉ei =
∑
i
〈x,ei〉fi. (1.5)
1.2 Báze vektorového prostoru
Bází VP se rozumí minimální systém jeho generátorů. Je to množina lineárně ne-
závislých vektorů, jejichž lineární obal je roven celému uvažovanému VP. V konečně
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dimenzionálním prostoru o dimenzi n je bází každá množina obsahující n lineárně
nezávislých vektorů. Je-li B = {b1, b2, . . . bn} bází n-dimenzionálního VP, pak každý
jeho prvek v ∈ VP se dá vyjádřit pomocí souřadnic ai v oné bázi jako
v =
n∑
i=1
aibi. (1.6)
Pro modelování VP se nejčastěji požívají báze ortogonální a ortonormální. Má-li
jeden VP více bází, potom má každá jeho báze stejný počet generujících vektorů.
Dále pak definujeme také duální báze – to jsou takové báze, kde pro libovolný
j-tý bázový vektor bj platí pro výpočet hodnoty i-té formy duální báze
bi(bj) =
{
1 pro i = j,
0 pro i 6= j
pro všechna i, j ∈ {1, 2, . . . , n). Hovoříme pak o duálním VP, kde mají všechny prvky
pro obě báze stejné souřadnice. Bází B∗ pak nazýváme duální bází k bázi B daného
VP. Zapíšeme-li bázi maticí, pak duální bázi bude tvořit matice k ní inverzní.
1.2.1 Ortogonální báze
Ortogonální báze je taková báze, kdy pro libovolné dva různé vektory bi, bk z báze
B = {b1, b2, . . . bn} platí
〈bi,bk〉 = 0, 〈bi,bi〉 6= 0. (1.7)
1.2.2 Ortonormální báze
Ortonormální báze je taková báze, kdy pro libovolné dva různé vektory bi, bk z báze
B = {b1, b2, . . . bn} platí (1.7) a navíc pro libovolný vektor bi z báze B platí
〈bi,bi〉 = 1. (1.8)
1.3 Příklady vektorových prostorů
Existuje několik základních VP, se kterými se v lineární algebře operuje. Pro naše
účely jsou nejdůležitější VP se skalárním součinem, u kterých je vždy definován
standardní skalární součin a z něj pak určena norma prvku pomocí vztahu
‖x‖ =
√
〈x,x〉. (1.9)
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Vektorový prostor Rn, Cn:
obecný n-rozměrný prostor reálných (komplexních) čísel – množina jejich uspořá-
daných n-tic. Standardní skalární součin prvků x,y ∈ Rn, Cn se zde počítá jako
〈x,y〉 =
n∑
i=1
xiyi = x
Ty. (1.10)
Vektorový prostor Rm,n:
množina všech matic typu m×n. Standardní skalární součin matic A = (aij) a B =
(bij) v tomto VP je vyjádřen jako
〈A,B〉 =
m∑
i=1
n∑
j=1
aijbij. (1.11)
Vektorový prostor f : 〈a,b〉 → R:
množina všech spojitých funkcí na intervalu 〈a,b〉. Pro standardní skalární součin
dvou funkcí f(x),g(x) z tohoto VP platí:
〈f,g〉 =
∫ b
a
f(x)g(x)dx. (1.12)
1.3.1 Hilbertův prostor
Za Hilbertův prostor se považuje VP typu Rn, Cn, který je:
• úplný – každá konvergentní (Cauchyovská) posloupnost má v tomto prostoru
limitu, posloupnost „nevybíháÿ z prostoru ven
• separabilní – obsahuje alespoň jednu spočetnou hustou podmnožinu (pod-
prostor)
• unitární – je na něm definovaný skalární součin, který určuje metriku VP.
Jeho dimenze může být konečná i nekonečná. Výhodou je, že se dá pomocí vektorů
ortogonálně promítat na spočetné množiny (podprostory). Nejjednodušším příkla-
dem Hilbertova prostoru je `2(R), kde [10]:
x = (x1, x2, . . .); xi ∈ R, i ∈ N,
∞∑
i=1
x2i ≤ ∞ (1.13)
1.4 Framy
Báze v konečně rozměrném VP určuje počet lineárně nezávislých vektorů, který je
stejný jako dimenze VP. Když je počet vektorů v bázi větší než dimenze prostoru,
můžeme stále reprezentovat jakýkoliv bod ve VP. Jednotlivé vektory však již ne-
budou lineárně nezávislé. Taková množina vektorů se pak nazývá frame. Framy
jsou nástroj pro reprezentaci signálu, který je ve své podstatě nadbytečný, a mluví
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se pak o přeparametrizovných modelech signálu. Nadbytečnost však může být
pro reprezentaci signálu výhodou. Framy jsou méně omezené než báze, a proto se
používají pro jejich flexibilitu.
Obecná definice framu pak říká, že spočetná rodina elementů (např. vektorů)
{fk}k∈I v prostoru V je frame, pokud existují konstanty A,B > 0 takové, že platí:
A ‖x‖2 ≤
∑
k∈I
|〈x, fk〉|2 ≤ B ‖x‖2 , ∀x ∈ V. (1.14)
Konstanty A,B se pak nazývají mezemi framu a V je prostor s podmínkou V 6= {0}.
Optimální dolní mez je supremum ze všech dolních mezí a optimální horní mez je
infinimum ze všech horních mezí. Dále budeme uvažovat konečně rozměrný prostor
a konečnou rodinu prvků {fk}mk=1 ,m ∈ N . Při tomto omezení pak platí Cauchy-
Schwarzova nerovnost, která ukazuje:
m∑
k=1
|〈x, fk〉|2 ≤
m∑
k=1
‖fk‖2 ‖x‖2, ∀x ∈ V. (1.15)
Tato nerovnost tedy ukazuje, že podmínka horní meze je při výše uvedeném omezení
automaticky splněna. Potřebujeme ještě dokazát, že existuje i dolní mez. Důkaz
následující rovnice najdeme v [3]:
m∑
k=1
|〈x, fk〉|2 =
m∑
k=1
∣∣∣∣〈 x‖x‖ , fk
〉∣∣∣∣2 ‖x‖2 ≥ A ‖f‖2 , ∀x ∈ V. (1.16)
Touto nerovností je tedy splněna podmínka i pro dolní mez.
Obr. 1.1: Příklad jednoduchého framu a jeho duálního framu
Pro jednoduchost nyní budeme uvažovat Hilbertův prostor s velikostí 2. Mějme
frame Φ = [ϕ1,ϕ2,ϕ3] = (1, 0), (0, 1), (1,−1). Na první pohled je patrno, že první
dva vektory jsou ortonormální bází VP R2 a třetí je jejich lineární kombinací:
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ϕ3 = ϕ1 − ϕ2. Je také zřejmé, že těmito třemi vektory lze vyjádřit jakýkoliv vek-
tor z daného VP. Totéž lze ale i říct o vektorech ϕ1 a ϕ2, což znamená, že vektor
ϕ3 může být jakýkoliv vektor z VP. Můžeme tedy vyjádřit vektor x jako [8]:
x = 〈x,ϕ1〉ϕ1 + 〈x,ϕ2〉ϕ2. (1.17)
K tomuto vztahu (1.17) můžeme přičíst nulu, kterou budeme reprezentovat jako
rozdíl vektorů ϕ1 a ϕ2.
x = 〈x,ϕ1〉ϕ1 + 〈x,ϕ2〉ϕ2 + (〈x,ϕ1〉 − 〈x,ϕ1〉)(ϕ1 −ϕ2). (1.18)
Výraz (1.18) pak můžeme přepsat jako:
x = 〈x,2ϕ1〉ϕ1 + 〈x,(−ϕ1 +ϕ2)〉ϕ2 + (〈x,−ϕ1〉(ϕ1 −ϕ2). (1.19)
Ve výrazu (1.19) můžeme rozpoznat (ϕ1+ϕ2) jako −ϕ3 a vektory uvnitř skalárních
součinů pak označíme:
ϕ˜1 = 2ϕ1, ϕ˜2 = −ϕ1 +ϕ2, ϕ˜3 = −ϕ1. (1.20)
Pomocí tohoto značení můžeme přepsat výraz (1.19) jako:
x = 〈x,ϕ˜1〉ϕ1 + 〈x,ϕ˜2〉ϕ2 + 〈x,ϕ˜3〉ϕ3 =
3∑
i=1
〈x,ϕ˜i〉ϕi. (1.21)
Maticově lze pak zapsat framy jako:
Φ =
[
1 0 1
0 1 −1
]
, Φ˜ =
[
2 −1 −1
0 1 0
]
(1.22)
a lze tedy napsat:
x =
3∑
i=1
〈x,ϕ˜i〉ϕi = ΦΦ˜x. (1.23)
Tímto způsobem jsme vytvořili tzv. duální frame Φ˜ k framu Φ. Duální frame
jde samozřejmě vytvořit i obecně pomocí tzv. framového operátoru S. Pro náš
příklad se S = ΦΦ˜. Obecně se S = TT∗, kde T je tzv. rekonstrukční operátor
a T∗ je tzv. diskretizační operátor. Jejich odvození najdeme v kapitole 2.1. Framový
operátor má tyto vlastnosti:
• S je invertovatelný a samoadjungovaný operátor.
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• Každé x ∈ V může být reprezentováno jako:
x =
m∑
k=1
〈
x, S −1fk
〉
fk =
m∑
k=1
〈x, fk〉S −1fk. (1.24)
• Když x ∈ V se dá reprezentovat také jako x = ∑mk=1 ckfk pro skalární koefici-
enty {ck}mk=1, pak:
m∑
k=1
|ck|2 =
m∑
k=1
∣∣〈x, S −1fk〉∣∣2 + m∑
k=1
∣∣ck − 〈x, S −1fk〉∣∣2. (1.25)
1.4.1 Základní rozdělení framů
Obr. 1.2: Rozdělení framů. ENF: Equal norm frames, TF: Tight frames, ENTF:
Equal-norm tight frames, UNF: Unit-norm frames, PTF: Parseval tight frames,
UNTF: Unit-norm tight frames, ENPTF: Equal norm tight frames, ONB: Orto-
normální báze
Framy můžeme rozdělit do několik skupin, z nichž každá má různé vlastnosti, které
lze využít při konkrétních aplikacích. Základní rozdělení vychází z rovnice (1.14).
My si ji nyní upravíme pro Hilbertův prostor H, ve kterém framy rozdělíme:
A ‖x‖2 ≤
∑
i∈I
|〈x,ϕi〉|2 ≤ B ‖x‖2 ,∀x ∈ H. (1.26)
Pokud A = B, pak takový frame nazýváme těsný frame (tight frame – TF).
Další skupinou jsou framy se stejnou normou. Pro ně platí, že všechny prvky mají
stejnou normu (Equal-norm frames – ENF), ‖ϕi‖ = ‖ϕj‖ ,i, j ∈ I. Unitární framy
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(Unit-norm frames – UNF) jsou pak framy, v nichž mají všechny prvky normu 1,
‖ϕi‖ = 1,i ∈ I. Další speciální skupinou jsou tzv. A-těsné framy. Jsou to těsné
framy s mezí A. Zvláštním případem je pak 1-těsný frame, který se často nazývá
Parsevalův těsný frame (Parseval tight frame – PTF). Toto rozdělení je zobrazeno
na obrázku (1.2).
1.4.2 Mercedes-Benz Frame
Obr. 1.3: Mercedes-Benz frame
Mercedes-Benz (MB) frame je pravděpodobně nejznámější frame. Obsahuje 3 vek-
tory v prostoru R2. Jeho obecný zápis vypadá takto:
Φ =
(
0 −1/√2 1/√2√
2/3 −1/√6 1/√6
)
(1.27)
a jeho norma bude
‖X‖2 =
3∑
i=1
|〈x,ϕi〉| = ‖x‖2 . (1.28)
Z zápisu (1.27) vyplývá, že jednotlivé vektory ve framu nejsou normované. Vektory
tedy znormujeme:
ΦN =
√
3
2
Φ =
(
0 −√3/2 √3/2
1 −1/2 1/2
)
. (1.29)
Pak jeho norma tedy bude
‖X‖2 =
3∑
i=1
|〈x,ϕi〉| = 32 ‖x‖
2 . (1.30)
Takto normovaný frame pak vidíme na obrázku (1.3).
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1.4.3 Gaborovy framy
Gaborovy framy jsou zvláštní rodinou framů. Matematická teorie Gaborovy analýzy
v L2 (R) je postavena na dvou třídách operátorů v L2 (R), konkrétně
translace a ∈ R, Ta: L2 (R)→ L2 (R), (Taf) (x) = f (x− a) ,
modulace b ∈ R, Eb: L2 (R)→ L2 (R), (Ebf) (x) = exp(2piibx)f (x) .
Gaborova analýza se zaměřuje na reprezentaci funkce f ∈ L2 (R) jako superpo-
zici posunutých nebo modulovaných verzí fixní funkce g ∈ L2 (R). Takovou re-
prezentaci dosáhneme, když omezíme translační a modulční parametry do mřížky
{(na,mb)}m,n∈Z a potom si vyjádříme sériový rozvoj f ve výrazech funkcí
{exp(2piimbx)g(x− na)}m,n∈Z . (1.31)
Základní otázkou je, jak zvolit funkci g ∈ L2(R) a parametry a, b > 0 tak, aby
funkce (1.31) utvořila frame v prostoru L2(R). Tuto otázku řešil poprvé Dennis
Gabor, který uvažoval posloupnost funkcí ve tvaru {EmbTnag}m,n∈Z, kde ab = 1
a funkce g je Gaussova funkce ve tvaru g(x) = exp(−x2/2). Soubor funkcí ve tvaru
{EmbTnag}m,n∈Z se nazývá Gaborův systém [2]. Tyto funkce lze explicitně zapsat ve
tvaru:
EmbTnag(x) = exp(2piimbx)g(x− na). (1.32)
Funkce g se pak nazývá okénková funkce nebo generátor.[3] V Gaborově systému
{EmbTnag}m,n∈Z pak parametr na, n ∈ Z ovlivňuje pouze translaci a parametr
mb, m ∈ Z pouze modulaci.
Musíme určit takové podmínky, které nám zaručí, aby {EmbTnag}m,n∈Z byl frame
pro L2(R). Záleží na vzájemných vztazích mezi funkcí g a translačním parametrem
a, což si můžeme vyjádřit jako podmínky funkce:
G(x) :=
∑
n∈Z
|g (x− na)|2, x ∈ R. (1.33)
Ze základní teorie framů víme, že každý frame má meze A a B. Z předchozích
podmínek pak můžeme odvodit, že {EmbTnag}m,n∈Z je frame, pokud platí:
bA ≤
∑
n∈Z
|g (x− na)|2 ≤ bB, x ∈ R. (1.34)
Tato podmínka nám ukazuje, že funkce g generující frame musí být bezpodmínečně
omezená. Z (1.33) a (1.34) také vyplývá, že pokud je funkce G konstantní, pak frame
bude těsný.
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Nyní budeme předpokládat, že funkce f je omezená měřitelná funkce s kompakt-
ním nosičem a funkce G je omezená. Pak podle [3] lze dokazát, že:
∑
m,n∈Z
|〈f, EmbTnag〉|2
=
1
b
∫ ∞
−∞
|f(x)|2
∑
n∈Z
|g(x− na)|2dx
+
1
b
∑
k 6=0
∫ ∞
−∞
f(x)f
(
x− k
b
)∑
n∈Z
g(x− na)g
(
x− na− k
b
)
dx. (1.35)
Díky rovnici (1.35) pak můžeme určit meze framu, a tak utvořit další podmínky pro
to, aby byl {EmbTnag}m,n∈Z frame s mezemi A,B:
B :=
1
b
supx∈(0,a)
∑
k∈Z
∣∣∣∣∣∑
n∈Z
g(x− na)g
(
x− na− k
b
)∣∣∣∣∣ <∞. (1.36)
Pokud bude platit pouze tato podmínka, pak {EmbTnag}m,n∈Z bude Besselova po-
sloupnost s mezí B.
A :=
1
b
infx∈(0,a)
[∑
n∈Z
|g (x− na)|2 −
∑
k 6=0
∣∣∣∣∣∑
n∈Z
g(x− na)g
(
x− na− k
b
)∣∣∣∣∣
]
> 0.
(1.37)
Pokud budou platit podmínky (1.36) a (1.37) zároveň, pak {EmbTnag}m,n∈Z je frame
v L2(R) s mezemi A a B.
Když budeme předpokládat, že funkce g má nosič na intervalu
(
0, 1
b
)
a funkce
G splňuje podmínku (1.34) pro nějaké A,B > 0. Potom {EmbTnag}m,n∈Z je frame
v L2(R) s mezemi A,B a lze pak u něj definovat framový operátor S i jeho inverzní
podobu S−1:
Sf =
G
b
f, S−1f =
b
G
f, f ∈ L2(R).
Z výše uvedených podmínek nyní zkusíme najít takovou funkci g, která splňuje
podmínky pro generátor framu. Předpokládejme, že g je spojitá funkce s nosičem na
intervalu I a s délkou |I| a g(x) > 0 na tomto intervalu I. Potom {EmbTnag}m,n∈Z
bude frame pro všechny (a, b) ∈ (0, |I|)×
(
0, 1|I|
)
.[3]
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Tento předpoklad splňují B-splajny. Můžeme tedy napsat, že Gaborův frame
tvoří B-splajny Bl a Nl, kde l ∈ N je řád B-splajnu, pro všechna (a, b) ∈ (0, |l|) ×(
0, 1|l|
)
. Více o B-splajnech nalezneme v kapitole 4.2.5.
Obr. 1.4: Ukázka několika „atomůÿ Gaborova framu složeného z posunutých a mo-
dulovaných B-splajnů
Mohli bychom předpokládat, že Gaborův systém {EmbTnaBl}m,n∈Z tvoří frame
i pro (a, b) /∈ (0, |l|) ×
(
0, 1|l|
)
. To však není pravda. Chování Gaborova systému je
poněkud odlišné, než by se dalo předpokládat, a dosud není popsáno, kdy i v tomto
intervalu Gaborův systém tvoří frame a kdy ne.
Za určitých podmínek lze vytvořit frame i z Gaussovy funkce g(x) = exp(−x2).
{EmbTnag}m,n∈Z je frame pouze tehdy, když ab < 1. Toto tvrzení potvrdili nezávisle
na sobě Y. Lyubarski a dvojice K. Seip a R. Wallsten v roce 1991.
Dalším příkladem funkce, která může tvořit frame, je charakteristická funkce
g := χ(0,c>, c > 0. I když se zdá, že najít hodnoty pro parametry a, b, c, aby Gabo-
rův systém {EmbTnag}m,n∈Z tvořil frame, bude jednoduché, opak je pravdou. Kom-
pletní řešení není dosud známo. Pro ukázku si problém zjednodušíme tak, že budeme
uvažovat b = 1. Detailní analýzu provedl A. J. E. M. Janssen v [7]. Dokázal, že:
• {EmbTnag}m,n∈Z není frame, když c < a nebo a > 1.
• {EmbTnag}m,n∈Z je frame, když 1 ≥ c ≥ a.
• {EmbTnag}m,n∈Z není frame, když a = 1 a c > 1.
Dále budeme předpokládat, že a < 1 a c > 1:
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• {EmbTnag}m,n∈Z je frame, když a /∈ Q a c ∈ (1, 2).
• {EmbTnag}m,n∈Z není frame, když a = pq ∈ Q, gcd(p, q) = 1 a 2− 1q < c < 2.
• {EmbTnag}m,n∈Z není frame, když a > 34 a c = L− 1 +L(1− a), L ∈ N, L ≥ 3.
Grafické znázornění tohoto výsledku je známo jako Janssenova kravata. Tento pří-
klad ukazuje, jak složité je najít přesné hodnoty parametrů a,b, aby generovaly frame
z dané funkce g.
Dále je dokázáno, že pro jakoukoliv funkci g ∈ L2(R) a parametry a,b > 0 platí:
• Když ab > 1, pak {EmbTnag}m,n∈Z nemůže být frame v L2(R).
• Když {EmbTnag}m,n∈Z je frame a ab = 1, pak tento frame tvoří Rieszovu bázi.
Stejně jako u obecných framů, lze u Gaborových framů uvažovat i těsné Gaborovy
framy. Podmínky jsou ekvivalentní obecným framům:
• {EmbTnag}m,n∈Z je těsný frame v L2(R), když A = 1.
• Pro každé x ∈ R platí následující podmínky:
– G(x) :=
∑
n∈R |g (x− na)|2 = b ;
– Gk(x) :=
∑
n∈R g (x− na) g(x− na− k/b) = 0 pro všechna k 6= 0.
Abychom mohli najít generátor těsných framů, zavedeme si funkci ϕ ∈ L2(R), která
je nezáporná a reálná s nosičem na intervalu délky 1/b a podmínkou:
∑
n∈Z
ϕ(x+ na) = 1, x ∈ R. (1.38)
Potom funkce
g(x) :=
√
bϕ(x) (1.39)
generuje těsný Gaborův frame {EmbTnag}m,n∈Z s mezí A = 1.[2]
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2 HLEDÁNÍ ŘÍDKÉHO ŘEŠENÍ V PŘEPARA-
METRIZOVANÉM SYSTÉMU
Hledání řídkého řešení, nebo-li výběr nejdůležitějších parametrů (např. při pou-
žítí framů), je poměrně obecný pojem, který nabádá k pestré paletě matematických
postupů, jak ho dosáhnout. Omezme se na to, že VP je generován maticí reálných
prvků. Pro tento postup se obvykle používá pseudoinverze [15].
Při hledání řešení rozlišujme dva typy prostorů o konečném počtu dimenzí:
• vektorový – pracuje se s vektory, které představují n-tice čísel
• funkcionální – pracuje se se spojitými funkcemi
2.1 Pseudoinverze
Pseudoinverze je důležitým nástrojem používaným při hledání řídkých řešení. Cí-
lem pseudoinverze je získat řešení s minimální energií. Jedná se o metodu přibližného
řešení systému
Tξ = x, (2.1)
kde x je zkoumaný vektor ve VP X := Rn; ξ je vektor parametrů z prostoru Rm; T =
(tij) je matice generátorů prostoru X o rozměru n×m. Tato matice je operátorem
zobrazení Rm → Rn. Obecnou podmínkou pro řešení pseudoinverze je, že všechny
obrazy patří do konečné množiny, nebo-li úplného VP. Mohou nastat tři případy:
1. n = m : pak se jedná o klasickou inverzi matice, T je bijektivní operátor,
2. n > m : pak řešení existuje jen tehdy, jsou-li zkoumané vektory ve VP lineární
kombinací všech jeho generátorů,
3. n < m : existuje zpravidla nekonečně mnoho řešení (přeparametrizováno).
Nás zajímá případ 3, kdy se pro hledání řešení s nejnižší energií použije algoritmu
LMS (Least Mean Squares) pro minimalizaci Euklidovské normy ‖x−Tξ‖. Všechny
body xi ortogonálně promítneme do lineárního podprostoru H ⊆ X, tedy zjistíme
jejich kolmý průmět: xˆ = Px, kde P je označení matice ortogonální projekce. Tento
podprostor o dimenzi n je generován vektory Φ = {φj}j∈J , kde J = {1, 2, . . . ,m}
[15].
Je třeba řešit rovnici:
xˆ =
∑
j∈J
ξjφj, (2.2)
která pro přehlednost rozepsaná vypadá následovně:
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xˆ = [φ1, . . . , φm]
 ξ1...
ξm
 =

t11 t12 . . . t1m
t21 t22 . . . t2m
...
...
...
...
tn1 tn2 . . . tnm


ξ1
ξ2
...
ξm
 ,
kde φj = Tεj je j-tý sloupec generující matice T.
Postup řešení je následující:
Pseudoinverzí se snažíme získat matici T∗ : X → `n(J) z původní T, aby platilo:
T∗x = 〈x,φj〉j∈J, (2.3)
což ve své podstatě představuje vážený průměr analogický s funkcionálním modelem,
kde se vyjáří jako
∫
J
x(t)φi(t)dt. Pro reprezentaci x je potřeba získat hodnoty ξi.
To ovšem nelze realizovat dokonale, protože jich je nekonečně mnoho. Naším cílem
teď bude vybrat taková ξi, u kterých bude zjištěna minimální energie. Využijeme
k tomu ortogonální projekce, kdy platí:
P : X → H, P(Px) = Px, (2.4)
T∗(xˆ+ x⊥︸ ︷︷ ︸
x
) = T∗xˆ+ T∗x⊥︸ ︷︷ ︸
0
. (2.5)
Jak je vidět, kolmá složka x se anuluje a pak tedy T∗xˆ = T∗x. To usnadní další
výpočty. Obvykle se užívá Moore-Penroseova pseudoinverze vyšetřující ξ+ pomocí
minimální Euklidovské normy:∥∥ξ+∥∥ = argminxˆ=Tξ ‖ξ‖ . (2.6)
Je zavedena nová matice T+, pro kterou ve vztahu k ξ+ a x platí:
T+ := T−1x =: ξ+ (2.7)
ξ := ξ+ = T+x = R+T∗x = R+ξ′, (2.8)
kde R+ je korelační matice
R = T∗T = (Rkj), Rkj = φ
∗
kφj = 〈φj ,φk〉 (2.9)
a ξ′ je množina diskretiovaných hodnot x:
ξ′ := T∗x = [φ∗1x, . . . ,φ
∗
mx]
T = [〈x,φ1〉, . . . , 〈x,φm〉]T . (2.10)
Dále platí:
xˆ = Tξ+ = TR+T∗x = T′ξ′, (2.11)
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T′ := [φ′1, . . . ,φ
′
m] := TR
+, (2.12)
kde j-tý sloupec matice R+ obsahuje hledané parametry ξ′j pro generátor φ
′
j, aby
bylo možno odhadnout xˆ dle vztahu (2.2).
Pseudoinverze nemá tendenci sama o sobě dávat řídká řešení, protože počítá
s velkým množstvím čísel a jejich zaokrouhlováním vzniká chyba. Proto bývá ve
vlastních procedurách pro hledání řídkého řešení doplňována dalšími algoritmy [15].
2.2 Algoritmy hledání řídkého řešení – BPA
Bylo již navrženo mnoho algoritmů od různých tvůrců pro hledání řídkého řešení
z přeparametrizovaného. Základní je metoda brute-force, kde pro nalezení požado-
vaného řešení VP testujeme. Nejdříve se testuje každý vektor zvlášť, pak všechny
dvojice, trojice až nakonec všechny najednou. Jako nejoptimálnější řešení se jeví to
s nejmenším počtem vektorů a s co nejmenší odchylkou.
Nás bude nejvíce zajímat algoritmus implementovaný do toolboxu FRAMES.
Jedná se o vícestavovou iterativní proceduru kódovanou v programu MATLAB,
která se ukázala být odolná vůči šíření výpočetních chyb při řešení i špatně nasta-
vených úloh. Procedura je založena na algoritmu BPA (Basis Pursuit Algorithm)
a navržena pro řešení vektorů konečných dimenzí, následně byla rozšířena i na řešení
funkcionálních úloh [1, 15]. Tento algoritmus se pak označuje BPA 4.
Algoritmus má následující iterační kroky:
(krok 0) Je nastaven počáteční odhad ξ(0) = T+xˆ.
(krok 1) V tomto kroku je zavedeno kritérium optimality ρ(x, xˆ) pracující s nu-
merickou přesností ε/2. Vzniká tak ε-suboptimální řešení ξ(1), které zpravidla ještě
není řídké.
(krok 2) Dále se hledá řešení s nejnižší energií ξ(2) = argminξ∈`2(J) ‖ξ‖w,1, které
již je považováno za blízké řídkému řešení.
(krok 3) V předposledním kroku je již nalezeno řídké ε-suboptimální řešení ξ∗ :=
{ξ(2)j }j∈F ∗ zvolením prahové hodnoty δ > 0 pro jeho výpočet.
(krok 4) Spuštění celého procesu znovu od (kroku 1) s tím, že novým počáteč-
ním odhadem bude ξ(0) = ξ∗ získané v této iteraci. Do další iterace je množina
J nahrazena redukovanou množinou F ∗, což představuje zúžení úlohy do menšího
podprostoru.
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3 ÚLOHA SLOVNÍKU V TRANSFORMACÍCH
Slovník, pomocí kterého se provádí transformace, je vždy základním stavebním ka-
menem dané metody. Postupem času se samozřejmě slovníky rozšiřují, a tím vzni-
kají nové metody a pohledy v oblasti zpracování signálů. Slovníky obsahují bázové
funkce, z nichž se potom generují jednotlivé atomy. Samotná metoda pak uvažuje
slovník, kde je ke každému vygenerovanému atomu přiřazena váha, která definuje
míru zastoupení daného atomu v analyzovaném signálu.
3.1 Fourierova transformace
Fourierova transformace je nejstarší metodou pro zpracování signálu. Definoval ji na
přelomu 18. a 19. století Jean Baptiste Joseph Fourier. V roce 1807 Fourier ukázal,
že jakýkoliv periodický signál lze vyjádřit jako sumu harmonických funkcí o různých
kmitočtech a fázích.[6] Slovníkem jsou zde tedy pouze harmonické signály (sinus
nebo cosinus), u kterých se mění frekvence. Tato transformace má obrovskou výhodu
v tom, že dnes již existují postupy, jak ji rychle spočítat. Je dnes masově rozšířena
a lze ji najít téměř v jakékoliv zařízení pro zpracování signálu. Nevýhoda této metody
je právě v malém slovníku. Další nevýhodou je bezesporu její náchylnost k chybám.
Pokud špatně přeneseme nebo vypočteme jen jednu váhu u kterékoliv složky, pak
má tato chyba globální vliv na celou transformaci. Přesnost transformace pak závisí
na množství použitých harmonických složek v analýze.
3.2 Waveletová transformace
Waveletová transformace je mnohem mladší než Fourierova. Nestojí za ní pouze
jeden člověk, ale mnoho vědců z různých oborů, kteří se pokoušeli dosáhnout lep-
ších výsledků v analýze signálu. Vždy se totiž musíme rozhodnout jestli je pro nás
důležitější informace o čase nebo o frekvenci. Pro každou aplikaci musíme najít kom-
promis a správně zvolit velikost okna. Díky tomu, že slovník pro waveletovu neboli
vlnkovou transformaci obsahuje různé wavelety (vlnky), se lze zaměřit na mnohem
větší detaily v signálu bez ztráty dalších informací. Základní wavelety mohou mít
množství podob. Platí v zásadě jedno pravidlo. Wavelet musí konvergovat na obou
stranách svého definičního oboru, tzn. musí mít omezenou energii. Samotná trans-
formace pak probíhá ve více stupních, kdy je wavelet postupně zužován, a tím se
zaměřuje na větší detaily v analyzovaném signálu. Waveletová transformace je samo-
zřejmě mnohem výpočetně náročnější než Fourierova transformace, avšak k úspěšné
rekonstrukci signálu je potřeba mnohem méně koeficientů.
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3.3 Přeparametrizované modely
Zpracování signálu pomocí přeparametrizovaných modelů je nejnovější metoda. Sig-
nál je analyzován celou řadou různých základních funkcí (atomů), a to najednou.
Díky této vlastnosti lze analyzovat i složité signály, které se zdály být téměř nezpra-
covatelné. Atomů by v teoretickém případě mělo být nekonečně mnoho, odtud název
přeparametrizované modely. V praxi však vždy použijeme konečný počet atomů,
abychom mohli realizovat výpočty. Algoritmy pro vyhledávání optimálních atomů
a jejich váhování jsou nastaveny tak, aby výsledný počet koeficientů byl co nejmenší
s co nejlepším výsledkem v odhadu signálu. Při chybě nebo ztrátě některého z ko-
eficientů nebude poškozen celý signál, ale pouze jeho část. To je další výhoda této
metody. Díky množství atomů a jejich zpracování je tato metoda výpočetně nejná-
ročnější, ale dosahuje nejlepších výsledků.
Aproximovaný signál se dá charakterizovat rovnicí:
xˆ = Tξj =
∑
j∈J
ξjφj = ξ1φ1 + . . .+ ξmφm. (3.1)
kde jednotlivé proměnné jsou:
x . . . zkoumaný signál délky n
xˆ . . . aproximovaný signál x
φj . . . jednotlivé atomy délky n [φ1, . . . ,φm] generující VP
ξj . . . vektor vah (ξ1, . . . , ξm)
T . . . matice atomů rozměru n×m (tvoří bázi VP)
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4 TOOLBOX FRAMES
Kompletní úlohu pro realizaci přeparametrizovaných modelů a hledání řídkého ře-
šení realizuje toolbox zvaný FRAMES pro MATLAB, který na naši fakultu dodal
doc. RNDr. Vítězslav Veselý, CSc. z Ekonomicko-správní fakulty Masarykovy uni-
verzity. Tento toolbox se skládá z velkého množství zdrojových kódů – M-filů, popř.
zkompilovaných P-filů, přičemž každý má svůj dílčí úkol při hledání řešení.
4.1 Atomy
Základním prvkem knihovny jsou tzv. atomy. Atomy jsou generovány z mateřských
funkcí. Tyto mateřské funkce najdeme v knihovně FRAMES ve složce atoms. Kaž-
dou základní funkci reprezentuje jeden M-file. Funkce generující atomy mohou být
jakékoliv funkce převážně s konečnou energií.
4.2 Generování atomů
Jak je zmíněno výše, jednotlivé atomy jsou generovány z mateřských funkcí (M-filů).
Pro variabilitu je nutné, aby v mateřských funkcích byly nadefinovány parametry,
které ovlivňují tvar funkce a tedy její podobu, a vytváří tak samotné atomy. Mateřské
funkce jsou definovány ve tvaru funkce(t,p), kde t udává matici o velikosti m×n,
která definuje definiční obor, v kterém budou jednotlivé funkční hodnoty funkce
propočteny. Parametr p pak definuje parametry funkce, které jsou definovány přímo
ve funkci. Mohou to být např.: posunutí, šířka, modulace atd.
Volání funkce pak může probíhat několika způsoby:
• Nejjednušším způsobem je vygenerování jednoho atomu. To se realizuje zavo-
láním mateřské funkce. Ve volání funkce nemusí být uvedeny ani parametry p,
jelikož každá funkce má definované jejich výchozí hodnoty a při nezádání pa-
rametrů je automaticky použije. Atom lze generovat i tak, že zadáme např. jen
jeden požadovány parametr a ostatní parametry jsou automaticky nastaveny
na výchozí hodnoty.
• Druhým způsobem je vygenerování několika atomů najednou do výsledné ma-
tice. To lze realizovat tak, že jednotlivé parametry budeme vkládat do volání
funkce ve tvaru vektorů. Celkový počet atomů pak bude počet sloupců v ma-
tici. Při tomto generování se kombinují parametry tzv. každý s každým, tzn.
při zadání např. dvou vektorů parametrů, každý o délce dva, se nám vygenerují
4 atomy.
• Třetím, nejpoužívanějším způsobem, je vytváření atomů pomocí předdefino-
vaných funkcí toolboxu (např. frsample). Lze vygenerovat obrovské množství
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atomů z různých mateřských funkcí jedním příkazem. Vždy se zadá název
mateřské funkce, vektory parametrů a funkce již automaticky vygeneruje po-
žadované atomy. Musí se však dávat pozor na požadované datové typy. Pro
funkci frsample to např. musí být buňka o rozměrech m× 2, kde m je sloupec
mateřských funkcí a druhým sloupcem jsou vektory vstupních parametrů.
4.2.1 Lorentzova funkce
Funkcí, která je již nyní součástí toolboxu, je Lorentzova funkce uložena v souboru
loren.m. Na této funkci si uvedeme konstrukci mateřských funkcí v toolboxu.
Samotná Lorentzova funkce je definovaná takto:
L(t) =
1
1 + 4t2
. (4.1)
Obr. 4.1: Lorentzova funkce v základním tvaru
V této funkci je možno měnit 3 parametry:
a = posuv ve směru osy x
b = změna měřítka osy x (modulace šířky)
c = modulace harmonickým signálem
L(t) =
(
1
1 + 4
(
t−a
b
)2
)
cos 2pict =
(
1 + 4
(
t− a
b
)2)−1
cos 2pict (4.2)
Výchozí hodnoty parametrů jsou nastaveny na a = 0 (nulové posunutí osy x), b = 1
(šířka je rovna 1) a c = 0 (signál není modulován).
Důležitou vlastností mateřských funkcí je možnost vypsat jejich základní parame-
try, jako je definiční obor, popis parametrů, extrémy funkce atd. To vše musí být
25
definováno ve zdrojovém M-filu. Tyto informace se zobrazí při zavolání pouze názvu
funkce bez parametrů. Výhodou tohoto způsobu je, že tyto informace jsou ukládány
do struktury a lze tedy tyto vlastnosti kdykoliv dále použít. Lze tedy definovat např.
rozsah os při vykreslování do grafu, odkazy na další funkce spojené s touto funkcí
atd.
4.2.2 Pravoúhlý impuls
Funkce pravoúhlého impulsu je nově vytvořená funkce pro knihovnu FRAMES. Vý-
sledný M-file má název rectfun. Pravoúhlý impuls je definován jako:
rect(t) =

0 pro |t| > 12 ,
1
2 pro |t| = 12 ,
1 pro |t| < 12 .
Obr. 4.2: Pravoúhlý impulz v základním tvaru
V této funkci je možno měnit 2 parametry:
a = posuv ve směru osy x
b = změna měřítka osy x (modulace šířky)
Výchozí hodnoty parametrů jsou nastaveny na a = 0 (nulové posunutí osy x) a b = 1
(šířka je rovna 1).
Závěrečná část kódu pro Matlab s generováním výsledných atomů:
% SETTING DEFAULTS:
p = [p,kron(ones(Np,1),yINFO.p_defaults(k+1:K))];
% EVALUATION:
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tp = meshprod({1:N,1:Np});
ti = tp(:,1); pj = tp(:,2); clear tp;
% Basic 1-D shape shifted and scaled:
y = rectpuls((t(ti)-p(pj,1)),p(pj,2));
y = reshape(y,N,Np);
N udává délku vstupního signálu, Np pak počet parametrů. Do matice p se vygenerují
parametry pro jednotlivé atomy. Ve vyhodnocení se pak pro vstupní rozsah vzorků
ti vygenerují parametry do matice pj. Poté se pomocí funkce rectpuls, která ge-
neruje pravoúhlý impuls, vygeneruje výstupní matice atomů. Ta se nakonec upraví
do výsledné podoby, aby formát všech atomů generovaných i jinými funkcemi byl
stejný.
4.2.3 Gaborova funkce
Další funkcí realizovanou pro toolbox je Gaborova funkce. Gaborova funkce vychází
z Gaussovy funkce, na niž je namodulován harmonický signál. Výsledný M-file má
název gabor.
Gaussova funkce rozložení pravděpodobnosti je dána zápisem:
f(t) =
1√
2piσ2
exp
−(t− µ)2
2σ2
, (4.3)
kde σ je tzv. směrodatná odchylka a µ je posunutí funkce vzhledem k nule. Vzorec
(4.3) musíme upravit tak, abychom směrodatnou odchylku vyjádřili pomocí para-
metru FWHM (full width at half maximum), který budeme značit W . Tuto úpravu
musíme provést, abychom normovali energii jako u ostatních funkcí. Šířka v polovině
výšky musí být v základním tvaru funkce vždy 1. Gaussovu funkci můžeme přepsat
do tvaru:
f(t) = C exp
−(t− µ)2
2σ2
, (4.4)
kde C je maximální výška funkce. Jelikož funkce v základním je vždy bez posunutí,
budeme uvažovat µ za nulové. Nechť je pak t = h právě v polovině výšky. Pokud
chceme vypočítat šířku v polovině výšky, pak za levou stranu dosadíme:
0,5C = C exp
−h2
2σ2
. (4.5)
Nyní zkrátíme C a zlogaritmuje celou rovnici:
ln(0,5) =
−h2
2σ2
. (4.6)
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Obr. 4.3: Gaussova funkce v normovaném tvaru
Z rovnice (4.6) si vyjádříme h2:
h2 = −2 ln(0,5)σ2 = 2 ln(2)σ2. (4.7)
Jelikož je W = 2h, pak se FWHM rovná:
W = 2
√
2 ln(2)σ2 = 2
√
2 ln(2)σ. (4.8)
Z rovnice (4.8) si již jednoduše vyjádříme σ:
σ =
W
2
√
2 ln(2)
. (4.9)
Rovnici (4.9) pak jenom dosadíme do rovnice (4.4) a máme námi požadovaný tvar
Gaussovy funkce:
f(t) = C exp
−(t− µ)2
2
(
W
2
√
2 ln(2)
)2 = C exp −4 ln(2)(t− µ)2W 2 . (4.10)
Gaborova funkce pak tedy bude:
g(t) = C exp
−4 ln(2)(t− µ)2
W 2
cos [2pif(t− µ) + θ], (4.11)
kde f je frekvence harmonického signálu a θ jeho fázové posunutí.
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V této funkci je možno měnit tedy 4 parametry:
a = posuv ve směru osy x
b = změna měřítka osy x (modulace šířky)
c = frekvence harmonického signálu
d = fázové posunutí harmonického signálu
Pro toolbox frames bude tedy výsledná funkce mít tvar:
g(t) = exp
−4 ln(2)(t− a)2
b2
cos [2pic(t− a) + d]. (4.12)
Výchozí hodnoty parametrů jsou nastaveny na a = 0 (nulové posunutí osy x), b = 1
(šířka v polovině výšky je rovna 1), c = 1 (frekvence harmonického signálu 1 Hz)
a d = 0 (nulové fázové posunutí).
Obr. 4.4: Gaborova funkce v základním tvaru
Závěrečná část kódu pro Matlab s generováním výsledných atomů:
% SETTING DEFAULTS:
p = [p,kron(ones(Np,1),yINFO.p_defaults(k+1:K))];
% EVALUATION:
tp = meshprod({1:N,1:Np});
ti = tp(:,1); pj = tp(:,2); clear tp;
% Basic 1-D shape shifted and scaled:
y = exp(-4*log(2)*((t(ti)-p(pj,1)).^2./p(pj,2)));
y = cos(2*pi*p(pj,3).*(t(ti)-p(pj,1))+p(pj,4)).*y;
y = reshape(y,N,Np);
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N udává délku vstupního signálu, Np pak počet parametrů. Do matice p se vygenerují
parametry pro jednotlivé atomy. Ve vyhodnocení se pak pro vstupní rozsah vzorků
ti vygenerují parametry do matice pj. Poté se podle zápisu vypočtou pro vstupní
hodnoty funkční hodnoty normované Gaussovy funkce. Na ni se pak namoduluje
harmonický signál s určenou frekvencí a fází. Nakonec se výstupní data upraví do
výsledné podoby, aby formát všech atomů generovaných i jinými funkcemi byl stejný.
4.2.4 Bézierovy křivky
Bézierovy křivky jsou aproximační křivky používané převážně v počítačové grafice.
Jsou definované tzv. řídícími body. První a poslední řídící bod vždy leží na Bézierově
křivce. Bézierovy křivky jsou postaveny na tzv. Bernsteinových polynomech:
Bk,n (t) =
(
n
k
)
tk (1− t)n−k , t ∈ [0, 1] , k = 0, 1, . . . , n. (4.13)
Bernsteinovy polynomy tvoří bázi vektrového prostoru polynomu a dají se zapsat
i rekurentním vztahem:
Bk,n (t) = (1− t)Bk,n−1(t) + tBk−1,n−1(t). (4.14)
Obr. 4.5: Příklad Bézierovy křivky řádu 3
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Bézierovu křivku n-tého řádu pak definujeme jako:
Q (t) =
n∑
k=0
PkBk,n(t), (4.15)
kde Pk je n + 1 řídících bodů. Další možností, jak vyjádřit Bézierovu křivku, je za
použití matic [9]:
Q (t) = tnGnP n, (4.16)
kde tn udává stupeň polynomu n, Gn je čtvercová matice geometrických podmínek
a P n je vektor řídících bodů dané křivky. Jelikož t je parametr, k samotnému vy-
počtení funkčních hodnot Bézierovy křivky v daném bodě se používá algoritmus de
Casteljau.
Pj,i (t) = (1− t)Pj−1,i−1 + tPj,i−1, i = 1, 2, . . . , n, j = i, i+ 1, . . . , n , (4.17)
kde jako počáteční volíme Pi,0 = Pi. Hledaný bod na křivce je pak Pn,n.
Jelikož při tvorbě atomů máme zadaný diskrétní definiční obor, musíme k bodům
z definičního oboru najít odpovídající funkční hodnoty. První podmínkou, která
se musí splnit je, aby námi realizovaná Bézierova křivka byla zároveň funkcí. To
zajistíme tak, že jednotlivé body seřadíme vzestupně podle jejich x-ových souřadnic.
Do volání funkce je můžeme zapsat v jakémkoliv pořadí. Musí tedy před vypočetním
funkčních hodnot platit:
P x0 ≤ P x1 ≤ . . . ≤ P xn , (4.18)
kde musí být alespoň jedna nerovnost ostrá. Pokud budeme mít řídící body takto
seřazené, pak pro všechna x ležící mimo interval 〈P x0 , P xn 〉 budou jejich funkční hod-
noty nulové. Dále musíme pro dané x vypočítat parametr t. To je ovšem velice
obtížné. Vyžadovalo by to implementaci symbolického toolboxu, jinak by se výpo-
četní náročnost algoritmu mnohonásobně zvedla. Z toho důvodu použijeme rovnici
(4.16), kde se pro jednotlivé řády Bézierovy křivky vypočteme matice geometrických
podmínek, a pak budeme hledat řešení rovnice pro parametr t:
x (t) =
[
tn tn−1 . . . t 1
]
Gn [P
x
0 P
x
1 . . . P
x
n ]
T . (4.19)
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Následně tuto rovnici upravíme na tvar:
0 =
[
tn tn−1 . . . t − x(t)]Gn [P x0 P x1 . . . P xn ]T . (4.20)
Z této rovnice potom určíme t tak, že určíme kořeny rovnice a vybereme ty, které
leží v intervalu 〈0, 1〉. Pokud splníme všechny podmínky, vyjde nám vždy právě
jeden kořen. Potom pomocí rovnice (4.16) vypočteme funkční hodnotu v daném
bodě vyjádřeném parametrem t:
y (t) =
[
tn tn−1 . . . t 1
]
Gn [P
y
0 P
y
1 . . . P
y
n ]
T . (4.21)
Obr. 4.6: Příklad Bézierovy křivky řádu 4
Matici geometrických podmínek Gn pro jednotlivé řády Bézierových křivek nyní
musíme spočítat. Budeme uvažovat, že nám stačí řád n od 1 do 5. Vytvoříme tedy
5 různých matic. Začneme tvořit tyto matice od nejjednodušší pro n = 1. Těmto
Bézierovým křivkám se říká lineární Bézierovy křivky. Rozepíšeme si tedy podle
rovnice (4.15) rovnici pro řád n = 1:
Q (t) =
1∑
k=0
PkBk,1(t) =
1∑
k=0
Pkt
k(1− t)1−k = (1− t)P0 + tP1, t ∈ 〈0, 1〉 . (4.22)
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Nyní si tuto rovnici vyjádříme pouze pro x-ové hodnoty a roznásobíme:
x (t) = (1− t)P x0 + tP x1 = P x0 − tP x0 + tP x1 , t ∈ 〈0, 1〉 . (4.23)
Nyní zapíšeme jednotlivé koeficienty do matice G1. Řádky v matici odpovídají ko-
eficientům tn sestupně a sloupce pak řídícím bodům Pn vzestupně.
G1 =
[
−1 1
1 0
]
Výpočet ostatních matic geometrických podmínek je obdobný a nebudeme tedy již
dále postup výpočtu rozepisovat.
G2 =
 1 −2 1−2 2 0
1 0 0
 G3 =

−1 3 −3 1
3 −6 3 0
−3 3 0 0
1 0 0 0

G4 =

1 −4 6 −4 1
−4 12 −12 4 0
6 −12 6 0 0
−4 4 0 0 0
1 0 0 0 0
 G5 =

−1 5 −10 10 −5 1
5 −20 30 −20 5 0
−10 30 −30 10 0 0
10 −20 10 0 0 0
−5 5 0 0 0 0
−1 0 0 0 0 0

Výsledný m-file s funkcí pro generování Bézierovy křivky má název bezier. Tato
funkce bude mít 3 parametry:
a = posuv ve směru osy x
b = změna měřítka osy x (modulace šířky)
c = frekvence harmonického modulačního signálu
Výchozí hodnoty parametrů jsou nastaveny na a = 0 (nulové posunutí osy x), b =
1 (bez změny měřítka), c = 0 (bez modulace). Jelikož potřebujeme zadat ještě
zvláštní údaj, kontrolní body, musíme při volání funkce použít třetí proměnnou,
v které budou uloženy souřadnice kontrolních bodů. Výsledné volání funkce bude
mít nakonec tvar: y=bezier(x,p,P), kde p je matice parametrů a P je matice řídících
bodů dané Bézierovy křivky.
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4.2.5 B-splajny
Splajny jsou funkce, které jsou po částech polynomiální. V jednorozměrném prostoru
to znamená, že můžeme křivku rozdělit na určité intervaly, v kterých pak tato křivka
bude polynomiální. Body, v nichž přechází jedna polynomiální křivka do druhé, se
nazývají uzly. My ovšem nebudeme vytvářet obecné splajny, ale pouze jejich pod-
množimu – B-splajny. B-splajny se používají k vytváření Gaborových framů. Vý-
sledný m-file pro toolbox má název b spline. B-splajny jsou definovány induktivně.
B-splajn řádu n = 1 je definován jako:
N1(x) = χ[0,1](x). (4.24)
Následující splajn je definován pomocí předchozího za pomocí konvoluce [3]:
Nn+1(x) = Nn ∗N1(x) =
∫ ∞
−∞
Nn(x− t)N1(t)dt =
∫ 1
0
Nn(x− t)dt. (4.25)
Takto definovaná funkce podle (4.24) a (4.25) se pak tedy nazývá B-splajn a značíme
ji Nn, kde n ∈ N je řád B-splajnu.
B-splajn Nn řádu n ∈ N má tyto vlastnosti:
• Nn je definovaný na intervalu 〈0, n〉 a Nn > 0 na intervalu (0, n).
• ∫∞−∞Nn(x)dx = 1 .
• Pro n ≥ 2 platí, ∑k∈ZNn(x− k) = 1 pro všechna x ∈ R.
Jelikož je induktivní vyjádření značně výpočetně náročné, pro vyšší řády bylo nale-
zeno i rekurentní vyjádření:
Nn(x) =
1
(n− 1)!
n∑
j=0
(−1)j
(
n
j
)
(x− j)n−1+ , x ∈ R, (4.26)
kde (x− j)n−1+ značí pouze kladné hodnoty daného výrazu.
Jednotlivé B-splajny jsou symetrické vždy podle hodnoty n/2. My však chceme,
aby byly symetrické podle nuly. Je třeba si tedy zavést tzv. symetrické B-splajny.
Ty jsou definované jako posunuté B-splajny:
Bn(x) := Nn
(
x+
n
2
)
, (4.27)
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Obr. 4.7: Symetrické B-splajny řádů 2 až 4
kde Bn je symetrický B-splajn řádu n ∈ N. Symetrický B-splajn má stejnou vlastnost
jako klasický B-splajn:
n ≥ 2,
∑
k∈Z
Bn(x− k) = 1, x ∈ R. (4.28)
Ve výsledné realizované funkci je možno měnit 4 parametry:
a = posuv ve směru osy x
b = změna měřítka osy x (modulace šířky)
c = frekvence harmonického signálu
d = řád symetrického B-splajnu
Pro toolbox frames bude tedy mít výsledná funkce pro symetrický B-splajn tvar:
Bd(x) =
1
(d− 1)!
d∑
j=0
(−1)j
(
d
j
)(
x
b
+
d
2
− j − a
)d−1
+
cos
(
2pic
(
x
b
+
d
2
− a
))
, x ∈ R.
(4.29)
Výchozí hodnoty parametrů jsou nastaveny na a = 0 (nulové posunutí osy x), b = 1
(bez změny měřítka), c = 0 (bez modulace) a d = 2 (řád symetrického B-splajnu
roven 2). Řád B-splajnu menší než 2 není povolen.
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4.2.6 Wavelety Daubechies
Wavelety neboli vlnky jsou velmi často používany k analýze signálu. Jednotlivé
wavelety jsou pak základním stavebním prvkem waveletové transformace. My je
jako atomy implementujeme do toolboxu.
Obr. 4.8: Základní Daubechies wavelet N =2
Wavelety Daubechies (Daubechiesové vlnky) jsou rodinou ortogonálních vlnek
s kompaktním nosičem pojmenovaných podle belgické fyzičky a matematičky Ingrid
Daubechies. Jednotlivé vlnky nemají explicitní vyjadření, a proto je třeba k jejich
vytvoření použití tzv. konvolučních filtrů.
Mějme wavelet ψ s měřítkovou funkcí φ. Všechny základní vlastnosti a vzájemné
vztahy jsou popsány v [4]. My se jimi nebudeme podrobně zabývat. Budeme se
zabývat pouze samotnou konstrukcí. Nejdříve si musíme zavést operaci diskrétní
lineární konvoluce, která je dána jako:
yn =
∑
k∈Z
hn xn−k, (4.30)
kde x = {xn} , h = {hn} jsou dvě posloupnosti a y = {yn} pro všechna n ∈ Z
konverguje. Pak lze tuto operaci zapsat také jako y = x ∗ h.
Pak můžeme vyjádřit měřítkovou funkci pomocí (4.30) podle [11] jako:
φ (x) =
√
2
∑
n
hn φ (2x− n) =
√
2 (hn ∗ φ (2x)) , (4.31)
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Obr. 4.9: Měřítková funkce Daubechies waveletu N =2
kde hn je konvoluční filtr. Konvoluční filtr hn dané měřítkové funkce φ resp. wave-
letu ψ s kompaktním nosičem má pouze konečný počet nenulových členů. Důkaz je
uveden v [4].
Přímá konstrukce konvolučního filtru
Je tedy třeba zjistit koeficienty hn ze vztahu (4.31). Z podmínky ortogonality a zá-
kladních vlastností waveletů s kompaktním nosičem [4], pak definujeme tyto pod-
mínky:
δ0,n =
∫
φ(t)φ(t− n)dt =
∑
k
hk
∫ √
2φ(2t− k)
∑
j
hj
√
2φ(2t− 2n− j)dt =
=
∑
k
hk
∑
j
hj2
∫
φ(2t− k)φ(2t− n− j)dt =
∑
hkhk−2n, n ∈ Z, (4.32)
protože
∫
φ(2t− k)φ(2t− n− j)dt 6= 0 pouze pro j = k− 2n. Dále můžeme z vlast-
ností ortogonálních waveletů s kompaktním nosičem odvodit:
φˆ (0) = 1, φˆ (2pi) = 0, (4.33)
kde φˆ je dopředná integrální Fourierova transformace měřítkové funkce φ.
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Z podmínek (4.33) lze pak odvodit omezení pro hn:∑
k
hk√
2
= 1,
∑
k
hk√
2
(−1)k = 0. (4.34)
Jelikož potřebujeme, aby byl wavelet hladký, musíme zadefinovat i tuto vlastnost.
Waveletem stupně hladkosti n rozumíme takový wavelet ψ(x) s kompaktním nosi-
čem, který splňuje podmínku ortogonality ke všem polynomům až do stupně n [11].
Toto tvrzení vyjadříme jako:
0 =
∫
tkψ(t)dt, ∀k = 0, 1, . . . , n. (4.35)
Tuto podmínku přepíšeme i pro měřítkovou funkci:∫ ∞
−∞
tφ(t)dt = 0, (4.36)
což můžeme přepsat jako:
∑
k
hk(−1)kk = 0. (4.37)
Z podmínek (4.32), (4.34) a (4.37) pak můžeme vypočítat jednotlivé koeficienty
konvolučního filtru. Budou to tedy:
h0 = υ(υ − 1)/(υ2 + 1)
√
2,
h1 = (1− υ)/(υ2 + 1)
√
2,
h2 = (υ + 1)/(υ
2 + 1)
√
2,
h3 = υ(υ + 1)/(υ
2 + 1)
√
2,
kde υ = ±1/√3. Konvoluční filtr pak tedy bude mít koeficienty [h0 h1 h2 h3].
Konstrukce konvolučních filtrů pomocí polynomů m0
Jelikož podmínky pro přímé sestrojení konvolučního filtru nejsou dostatečně obecné,
musíme získat koeficienty filtru pro daný wavelet hladkosti N − 1 pomocí polynomů
m0. Tímto způsobem budeme schopnit sestrojit jakýkoliv stupeň rozkladu vlnky
Daubechies. Tento postup je převzat z [4], kde jsou uvedeny i všechny důkazy jed-
notlivých rovnic.
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Nejprve tedy musíme sestrojit funkci m0(ξ), která nám umožní vytvořit wavelet
a jeho měřítkovou funkci s kompaktním nosičem. Předpokládejme, že známe měřít-
kovou funkci φ, pak konvoluční filtr vyjádříme jako:
hn =
√
2
∫
φ(x)φ(2x− n)dx. (4.38)
Pro funkci φ s kompaktním nosičem lze pak vyjádřit funkci m0 s periodou 2pi jako:
m0(ξ) =
1√
2
∑
n
hn exp (−inξ), (4.39)
kde m0 je trigonometrický polynom definovaný:
T (ξ) =
N∑
n=−N
cn exp (inξ). (4.40)
Z podmínky ortogonality pro φ0,n pak můžeme zapsat:
|m0(ξ)|2 + |m0(ξ + pi)|2 = 1. (4.41)
m0 pak upravíme na tvar:
m0(ξ) =
(
1 + exp (−iξ)
2
)N
λ(ξ), (4.42)
kde λ je trigonometrický polynom a N ≥ 1. Z předchozích dvou rovnic pak budeme
hledat M0 jako:
M0(ξ) = |m0(ξ)|2 . (4.43)
M0 je pak polynom v proměnné cos(ξ) splňující podmínky:
M0(ξ) +M0(ξ + pi) = 1 (4.44)
M0(ξ) =
(
cos2
ξ
2
)N
L(ξ), (4.45)
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kde L(ξ) = |λ(ξ)|2 a je také polynom v proměnné cos(ξ). Pro další úpravy je vhodné
uvažovat polynom L(ξ) jako polynom v proměnné sin2 ξ2 =
1−cos(ξ)
2 . Pak M0 můžeme
vyjádřit jako:
M0(ξ) =
(
cos2
ξ
2
)N
P
(
sin2
ξ
2
)
. (4.46)
Z rovnic (4.44) a (4.46) pak plyne následující výraz:
(1− y)N P (y) + yNP (1− y) = 1. (4.47)
Pro řešení (4.47) použijeme Bezoutovu větu, která říká, že pro polynomy p1 a p2
stupně n1 a n2, bez společných nulových bodů, existuje právě jedna dvojice polynomů
q1 a q2 stupně n1 − 1 a n2 − 1, tak že
p1(x)q1(x) + p2(x)q2(x) = 1. (4.48)
Důkaz je uveden v [4]. Díky Bezoutově větě (4.48) pak můžeme (4.47) vyjádřit:
(1− y)N q1(y) + yNq2(y) = 1. (4.49)
Dále substituujeme 1− y za y:
(1− y)N q2(1− y) + yNq1(y − 1) = 1. (4.50)
Jednoznačnost polynomů q1 a q2 nám dává řešení q2 = q1(1−y). Potom tedy P (y) =
q1(y) je řešením rovnice (4.47). Poté můžeme najít explicitní vyjádření polynomu
q1:
q1(y) = (1− y)−N
[
1− yNq1 (1− y)
]
=
N−1∑
k=0
(
N + k − 1
k
)
yk +O(yN). (4.51)
Jelikož řád q1 ≤ N − 1 můžeme pak zapsat:
q1(y) =
N−1∑
k=0
(
N + k − 1
k
)
yk. (4.52)
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Toto řešení (4.52) rovnice (4.47) označíme jako PN . Existují i další řešení vyšších
řádů. Pro každé takové řešení platí:
(1− y)N [P (y)− PN(y)] = yN [P (1− y)− PN(1− y)] = 0. (4.53)
Z rovnice (4.53) plyne, že P − PN je dělitelné yN :
P (y)− PN(y) = yN P˜ (y) (4.54)
a ještě navíc
P˜ (y) + P˜ (1− y) = 0. (4.55)
Z výše uvedených rovnic vyplývá, že polynom P˜ je antisymetrický podle bodu 12 .
Nyní shrneme všechny poznatky k určení polynomu m0. Trigonometrický polynom
m0 tvaru (4.42) splňuje podmínku (4.41), právě když L(ξ) = [λ(ξ)]
2, a to můžeme
zapsat ve tvaru:
L(ξ) = P
(
sin2
ξ
2
)
, (4.56)
kde
P (y) = PN(y) + y
NR
(
1
2
− y
)
(4.57)
a kde
PN(y) =
N−1∑
k=0
(
N − 1 + k
k
)
yk, (4.58)
přičemž R je sudý polynom zvolený tak, aby platilo P (y) ≥ 0 pro y ∈ [0, 1].
Výše uvedené podmínky charakterizují polynom m0(ξ). My však pro výpočet
použijeme pouze m0 samotné. Potřebujeme tedy vyjádřit odmocninu z L. Vztah
pro [m0(ξ)]
2 si upravíme do tvaru:
[m0(ξ)]
2 = cos2N
ξ
2
PN
(
sin2
ξ
2
)
(4.59)
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a tento vztah dále potřebujeme odmocnit. Zavedeme si substituci z = exp (−iξ),
sin2 ξ2 =
2−z−z−1
4 a označíme polynom jako Q polynom řádu 2N − 2:
Q(z) := zN−1PN
2− z − z−1
4
. (4.60)
Polynom Q pak bude symetrický jako polynom PN a tedy platí, že polynom Q má
nulový bod z0, a pak i z
−1
0 je také nulový bod polynomu Q. Existuje tedy jeho
faktorizace:
Q(z) = C2
N−1∏
j=1
(z − zj)
(
z − z−1j
)
= C2Q1(z)Q2(z), (4.61)
kde nulové body z0, z1, · · · , zN−1 leží mimo jednotkovou kružnici a C2 je řídícím
koeficientem. Když se nyní vrátíme zpět k proměnné ξ dostaneme:
Q2 (exp (−iξ)) =
N−1∏
j=1
(
exp (iξ)− z−1j
)
=
N−1∏
j=1
(
exp (iξ)z−1j
)
(zj − exp (−iξ)),
(4.62)
a tedy
∣∣∣Q2 (exp (−iξ))∣∣∣ = N−1∏
j=1
∣∣∣z−1j ∣∣∣N−1∏
j=1
|zj − exp (−iξ)| = K2 |Q1 exp (−iξ)| , (4.63)
kde K2 =
∏N−1
N=1
∣∣z−1j ∣∣, protože nulové body se vyskytují v konjugovaných párech.
Nyní si vyjádříme PN pomocí nově definovaných koeficientů:
PN
(
sin2
ξ
2
)
= |exp (−i(1−N)ξ)Q exp (−iξ)| = C2K2 |Q1 exp (−iξ)|2 . (4.64)
Nyní již lze snadno vyjádřit m0 jako:
m0 =
(
1 + exp (−iξ)
2
)N
|C|KQ1 exp (−iξ). (4.65)
Příklad výpočtu m0 pro N = 3:
Nejprve si vyjádříme polynom PN podle (4.58) a dále upravíme:
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PN(y) = 1 + 3y + 6y
2
PN
(
sin2
ξ
2
)
= 1 + 3
1− cos ξ
2
+ 6
(
1− cos ξ
2
)2
=
= 4− 9
4
(exp (iξ) + exp (−iξ)) + 3
8
(exp (2iξ) + 2 + exp (2− iξ)) .
Z tohoto zápisu pak Q(z) se rovná:
Q(z) =
3
8
− 9
4
(z) +
19
4
(z)2 − 9
4
(z)3 +
3
8
(z)4.
Kořeny této rovnice pak najdeme numericky. Vybereme ty, které leží neleží uvnitř
ani na jednotkové kružnici: z1,2 = 2,71275± 1,44389i. Lze tedy jednoduše zapsat:
Q1(z) = z
2 − 5,424597z + 9,443814 = z2 + a1z + a2.
Q1 pak dosadíme do rovnice (4.65) a dostaneme hledané m0:
m0 =
(
1 + exp (−iξ)
2
)3(exp (−2iξ)− a1 exp (−iξ) + a2
1− a1 + a2
)
.
Nyní už pouze podle (4.39) zjistíme výsledné koeficienty konvolučního filtru hn.
m0 = [0,0249 − 0,0604 − 0,0955 0,3252 0,5706 0,2352]
hn = [0,3327 0,8069 0,4599 − 0,1350 − 0,0854 0,0352]
Tímto postupem jsme tedy vytvořili konvoluční filtr. Pokud budeme chtít sestro-
jit měřítkovou funkci φ daného řádu, stačí udělat prostou konvoluci 1 ∗ hn. Pokud
budeme chtít sestrojit wavelet, musíme koeficienty hn přepočíst na keoficienty dn
podle vztahu:
dn = (−1)n−1 h1−n, (4.66)
kde dn jsou koeficienty konvolučního filtru pro výpočet waveletu ψ. Pro sestrojení
ψ pak stačí provést konvoluci 1 ∗ dn.
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Implementace do prostředí Matlab vychází z [11]. Výsledná funkce má název
daub a je možno měnit 4 parametry:
a = posuv ve směru osy x
b = změna měřítka osy x (modulace šířky)
c = řád waveletu (měřítkové funkce)
d = výběr wavelet nebo měřítková funkce (0 – wavelet, 1 – měřítková funkce)
Výchozí hodnoty parametrů jsou nastaveny na a = 0 (nulové posunutí osy x), b = 1
(přirozená šířka 2N − 1), c = 2 (řád waveletu 2) a d = 0 (wavelet). Jelikož se při
generování Daubechies waveletů nepoužívá funkční předpis, nemůžeme přesně vy-
počíst funkční hodnotu v daném bodě x. Tento problém je v toolboxu řešen lineární
interpolací. Je to sice nejméně přesná, ale za to nejméně výpočetně náročná metoda.
Pro naše potřeby přesnosti tento přístup vyhovuje.
4.3 Základní funkce a možnosti toolboxu
S atomy je dále operováno v řadě funkcí, které se podílí na hledání řídkého řešení.
Například je zprvu potřeba určení podoby Hilbertova prostoru, tzn. zjistit, jak vy-
padá norma a skalární součin. Na tyto úkoly existují samostatné funkce jako součást
toolboxu, konkrétně ipstd a frnorm. Zajistí také automatické rozpoznání funkci-
onálního a vektorového (diskretizovaného) módu. U vektorového módu bude pro-
váděn klasický skalární součin – T∗x = 〈x, φi〉, popř. komplexně sdružený, půjde-li
o komlexní čísla. V případě funkcionálního módu se skal. součiny počítají jako inte-
grály s využitím Newtonovy aproximační metody integrování. Pro výpočet korelační
matice slouží funkce frcmx. Samotné řešení framů pak spouští funkce frsol. Pro
vykreslení framu se volá funkce frplot. Důležitým údajem, se kterým se parcuje, je
frix(j) = n.ss – zjištění údajů o atomu v j-tém sloupci matice parametrů, kde n
je pořadové číslo atomu v segmentu a ss je číslo segmentu, neboli mateřské funkce.
To nám pomůže identifikovat jeden konkrétní atom.
Hlavní funkcí, která zastřešuje hledání řídkého řešení, je frappr. Tato funkce
vyžaduje nastavení několika parametrů, z nichž nejdůležitější je parametr Sparsity.
Ten určuje, jak moc bude aproximace přesná, a to dvěma možnými způsoby:
1. Zadání počtu nejvhodnějších atomů, které vybere
2. Zadání tolerance, která pak rozhodne, které atomy projdou a které nikoliv.
Výstupem celého cyklu výpočtů je skupina atomů s uvedenými vahami, které
model vyhodnotil jako řídké řešení pro zadaný vstupní segment.
Mezi další možnosti toolboxu patří také nastavení vlastností chování, např. na-
stavení defaultních parametrů, nastavení práce s grafy či regulace chybových hlášení
– frset, frget.
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4.4 Praktické ukázky práce se slovníky
Obr. 4.10: Originální signál
V následující krátké ukázce si porovnáme jednotlivé metody rekonstrukce sig-
nálu. Nejprve si vygenerujeme signál o délce n na daném intervalu vytvořený z funkcí
pro generování atomů, který je zobrazen na obrázku 4.10. S tímto signálem pak pro-
vedeme Fourierovou a waveletovou transformaci. Dostaneme tedy n koeficientů po
Fourierově transformaci a n/2 koeficientů pro dolní propust waveletové transfor-
mace a n/2 koeficientů pro horní propust waveletové transformace. Pro waveletovou
transformaci jsme použili Daubechies wavelet řádu 2. Pro názornost si tyto koefi-
cienty seřadíme sestupně a zobrazíme si je v grafu 4.11. Do dalšího grafu si potom
zobrazíme sestupně seřazené koefecienty jednotlivých atomů, z kterých byl signál
vytvořen (4.12).
Z grafů vyplývá, že obě metody, jak Fourierova transformace, tak waveletová
transformace, vytváří řešení, které obsahuje velké množství nenulových a význam-
ných hodnot, zatímco u přeparametrizované reprezentace pak máme pouze několik
významných koeficientů a další jsou nulové nebo málo významné. Pro názornost nyní
budeme uvažovat pouze 20 největších koeficientů ze všech metod a zpětnými trans-
formacemi obnovíme signál (4.13). Na obrázku 4.14 pak vidíme chybové průběhy
jednotlivých metod.
Vidíme, že Fourierova transformace modeluje signál v celém intervalu a ani na
části intervalu nerekonstruuje původní signál. Waveletová transformace naopak při
malém počtu koeficientů rekonstruuje pouze omezené intervaly z definičního oboru,
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Obr. 4.11: Seřazené koeficienty Fourierovy a waveletové transformace
Obr. 4.12: Seřazené koeficienty přeparametrizovaného modelu
ale v těchto intervalech již modeluje původní signál. Nejlepších výsledků pak dosa-
huje přeparametrizovaná metoda, která rekonstruuje signál velice přesně.
Tato ukázka byla velice jednoduchá a názorná pro pochopení principu těchto
metod. U přepamarametrizovaných modelů je vždy největší problém zvolit vhodné
atomy pro úspěšnou rekonstrukci signálu.
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Obr. 4.13: Původní a rekonstruované signály
Obr. 4.14: Chybové průběhy jednotlivých metod
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5 ZÁVĚR
V diplomové práci jsem nastínil základní principy přeparametrizovaných metod re-
prezentace signálu. Jelikož je tato problematika relativně málo známá, zaměřil jsem
se v první kapitole především na úvod do přemarametrizovaných modelů. Defino-
val jsem různé vektorové prostory a báze v nich. Z definice bázi jsem pak odvodil
základní teorii framů a stanovil podmínky, kdy bude spočetná množina „atomůÿ fra-
mem. Uvedl jsem základní rozdělení framů s přehledným obrázkem, kde jsou názorně
vidět jednotlivé druhy framů a jejich průniky. Dále jsem uvedl možnou konstrukci
duálního framu a uvedl jednoduché příklady framů – Mercedes-Benz frame. Ve větší
míře jsem se věnoval Gaborovým framům, které se stále častěji využívají k identi-
fikaci a rozpoznávání určitých jevů v signálu. Gaborovy framy jsou typické tím, že
mají definované dva operátory: translační a modulační. Díky těmto operátorům lze
analyzovat velké množství signálů. Teorie Gaborových framů není do dnešní doby
zcela prozkoumána a stále se objevují nové funkce, které tvoří Gaborův systém. Jed-
nou rodinou funkcí, které tvoří tento systém, jsou B-splajny. Jsou uvedeny i další
příklady Gaborových framů.
V druhé kapitole jsem se věnoval samotnému hledání řídkého řešení z přeparame-
trizovaného. Popsal jsem princip pseudoinverze, která se k nalezení řešení používá.
Samotná pseudoinverze však toto řešení nedává, a musíme proto použít další al-
goritmy. Jedním z takovýchto algoritmů je např. BPA, jehož základní princip jsem
zmínil.
Třetí kapitola srovnává Fourierovu a waveletovou transformaci s přeparametri-
zovanými modely. Jsou zde uvedeny vlastnosti jednotlivých transformací a jejich
výhody a nevýhody.
Poslední a nejdůležítější část se zabývá samotným toolboxem FRAMES a pře-
devším způsobem generování atomů. Ke stávajícím funkcím jsem navrhl další, které
jsou velice užitečné pro analýzu signálu. Je to např. pravoúhlý impuls nebo Gabo-
rova funkce. Tyto funkce jsou relativně jednoduché. Dále jsem navrhnul funkci pro
vytvoření Bézierových křivek. Narozdíl od ostatních aplikací nepoužívám metodu
de Casteljau, ale vlastní algoritmus založený na maticovém vyjádření jednotlivých
bodů na křivce. Jelikož obecný algoritmus by byl výpočetně náročný, omezil jsem
řád Bézierových křivek od 1 do 5, tzn. že křivka může mít nanejvýš 6 řídících bodů.
Dalše funkcí, kterou jsem realizoval, byly B-splajny, které slouží ke generování Ga-
borových framů. Poslední a nejsložitější funkcí je generování Daubechies waveletů.
Tyto wavelety nemají funkční předpis a jejich generování je velice komplikované. Pro
tuto funkci jsem použil původní postup konstrukce jejich autorky Ingrid Daubechies
pomocí konvolučních filtrů.
Nakonec jsem porovnal s pomocí nově vytvořených funkcí efektivitu rekonstrukce
48
signálu pomocí Fourierovy a waveletové transformace s metodou přeparametrizova-
ných modelů. I když je tato metoda výpočetně nejnáročnější, dává nejlepší výsledky.
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A OBSAH CD
V kořenovém adresáři CD je umístěna elektronická verze diplomové práce. Dále
se zde nachází adresář frames se samotným toolboxem. Pro správnou funkčnost je
nutné, aby do prostředí Matlab byly přidány cesty k adresáři frames a podadre-
sáři Atoms. To provedeme příkazem path, např. takto: path (path,’x:\frames’).
V podadresáří Atoms jsou umístěny i námi vytvořené bázové funkce.
V adresáři frames se nachází podadresář scripts. Když si jej zvolíme jako pracovní
adresář pro Matlab, najdeme v něm dva skripty. První s názvem new signal a druhý
s názvem reconstruct. První skript nám vygeneruje signál určený k rekonstrukci
a druhý skript nám provede porovnání rekonstrukce pro dané metody. Ve skriptu
reconstruct je na prvním řádku proměnná N , kterou lze měnit počet použitých
koeficientů při rekonstrukci signálu.
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