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Abstract 
This paper proposes a vague decision method for analog circuit fault diagnosis based on description sphere. Firstly, the pro-
posed method uses the wavelet transform as the preprocessor to extract fault features from the output voltages of the circuit un-
der test (CUT). And then, each class sample is trained to produce a minimum description sphere. Finally, the test samples are 
detected by a defined vague decision rule, which is based on the vague weight distance between the test data and the center of 
description sphere. The defined decision rule fuses the truth and false membership degrees of the test sample and the weight of 
the description sphere, and it can effectively deal with the uncertain information. The reliability of the defined decision rule is 
proved theoretically. This new diagnostic method is first applied to testing two actual circuits, and then it is compared with other 
two diagnostic methods. The experimental results show that the proposed technique can achieve good performance and reduce 
the diagnostic time. 
Keywords: analog circuits; fault detection; description sphere; vague set; multi-class classification 
1. Introduction* 
The normal operations of aircraft devices are guar-
anteed by the reliable avionic device. With the integra-
tion and the increasing scale of electronic devices, the 
reliability research of avionics equipment is of great 
significance. In general, the composition circuit of 
avionics can be divided into digital circuit and analog 
circuit (including hybrid circuit). At present, the diag-
nosing and testing of digital system have perfect engi-
neering solutions, but the testing and diagnosing of 
analog circuits are still faced with many difficulties. 
The existence of circuit nonlinearities and component 
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tolerances, noise and the lack of training data makes 
the diagnosis of analog circuit very complex. There-
fore, further studies on analog circuit test technology 
are needed. 
Techniques for analog circuit fault diagnosis are 
normally classified into two approaches, which are the 
simulation before test (SBT) and the simulation after 
test (SAT) [1-3]. In the past decades, intelligent diagnos-
tic methods have been widely studied. So far, the arti-
ficial neural network (ANN) [1-3] is one of the most 
popular intelligent methods for analog circuit fault 
diagnosis with good generalization and parallel proc-
essing ability. However, it takes a long time for ANN 
diagnostic method to train the network structure, 
whose training result might be a local optimal solution.  
The minimum description sphere, which is named 
support vector data description (SVDD) in some lit-
erature, is a young intelligent method in the field of 
pattern recognition. It is presented by Tax, et al. [4-6] 
and inspired by the support vector machine (SVM) 
theory. SVDD gives a minimum description sphere of 
a set of data and has good generalization ability [7-8]. 
Open access under CC BY-NC-ND license.
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Compared with SVM, SVDD has a faster training 
speed, as it is only trained by one-class samples. 
Compared with ANN, SVDD has no over-fitting and 
extreme problems. In the recent years, it has been 
widely applied to many areas such as image process-
ing [9-10], face recognition [11], defect identification, 
etc [12-13].  
Analog circuit fault diagnosis is a process of pattern 
recognition, but it is not easy to get training data from 
the practical diagnosis process. The lack of training 
data restricts the development of intelligent fault di-
agnosis technology. At present, there are small amount 
of related literature on analog circuit fault diagnosis 
using description sphere. In Ref. [14], the authors ap-
plied nine one-class classifiers to analog circuit fault 
diagnosis. The diagnosis results indicate that SVDD 
shows better performance than other one-class classi-
fiers. However, this research does not make a com-
parison between SVDD method and ANN method. 
SVDD is a statistical method based on small sample 
learning theory. It is quite suitable when the train data 
is not so sufficient. Therefore, SVDD method has good 
application prospects in analog circuit fault diagnosis.  
SVDD is a one-class classifier. For multi-class clas-
sification, the ordinary decision rules of SVDD are 
distance decision method [15], probability decision 
method [16-17], and so on. However, these methods are 
not obviously effective to solve the problem of am-
biguous information. 
Due to component tolerance and circuit nonlineari-
ties, some different faulty models of analog circuit 
have similar output characteristics, which are difficult 
to be distinguished. When the description sphere is 
adopted to fault diagnosis, the ambiguous faults easily 
fall into the overlapping spheres. If the description 
boundary of sphere is slack and the decision rule of 
description sphere is not effective, the ambiguous 
faults are easy to misdiagnose, so further studies are 
needed as to the ambiguous fault detection using de-
scription sphere. The vague set theory is a useful tool 
for uncertain information. It was proposed in 1993 by 
Gau and Buehrer [18]. The vague set is a generalization 
version of fuzzy set. It describes an object in both 
positive and negative aspects with a truth-membership 
function and a false-membership function [19-23]. 
In this paper, a new fault diagnosis method is pro-
posed for analog circuit. The introduced method uses a 
vague decision rule based on description sphere to 
detect faults. This intelligent diagnostic method com-
bines the description sphere classification with the 
vague set theory. Two actual circuits are tested to vali-
date the performance of the proposed diagnosis sys-
tem. The first circuit under test (CUT) is a half-wave 
rectifier nonlinear circuit, and the second CUT is a 
four op-amp biquad high-pass filter linear circuit. In 
our study, the stimuli are produced by a waveform 
generator, and the train and test samples are collected 
by a data collection card. The proposed diagnostic 
method is compared with the ANN method and the 
SVDD method based on the ordinary distance decision 
rule. 
The structure of this paper is presented as follows: 
Section 2 gives the background theories of the mini-
mum description sphere and the vague set. In Section 
3, we introduce the vague decision rule and its theo-
retical analystic. Section 4 gives the process of the new 
diagnostic method. The details and results of the ex-
periment are discussed in Section 5. Finally, conclu-
sions are presented in Section 6. 
2. Previous Work 
2.1. Minimum description sphere  
SVDD defines a minimum description sphere 
around the data. It is one of the one-class classifica-
tions only trained by the object data. The purpose of 
data description is to give a compact description for a 
set of target data with a minimum enclosing descrip-
tion sphere. Given a set of training data G ={gi, i= 
1, 2, …, N}, the minimum description sphere is char-
acterized by its center a and radius R, which can be 
solved by the following constrained quadratic optimi-
zation problem [4-6]: 
2
1
min   
N
i
i
R c ξ
=
+ ∑  
T 2s.t.    ( ) ( ) , , 0i iR iξ ξ− − ≤ + ∀ ≥G a G a    (1) 
where ξi is the slack variable, c>0 the penalty pa-
rameter, and c controls the trade-off between the size 
of the sphere and the number of samples that possibly 
fall outside of the sphere. 
Using the Lagrange multiplier method, the above 
quadratic optimization problem can be formulated as 
the dual form. The kernel version of the dual form is 
1 , 1
max   ( , ) ( , )
N N
i i i i j i j
i i j
L K g g K g gα α α
= =
= −∑ ∑  
=1
s.t.   0 ,   1
N
i i
i
cα α≤ ≤ =∑         (2) 
The object gi with 0<αi<c is a variate of support 
vector. 
1
N
i i
i
a gα
=
= ∑ . The kernel function K(gi, gj) must 
satisfy the Mercer’s condition. Given a nonlinear map-
ping Φ (g), K(gi, gj) is defined as 
( , ) ( ), ( )i j i jK g g g gΦ Φ= 〈 〉            (3) 
Different kernel functions result in different descrip-
tion boundaries in the input space. Linear kernel, 
polynomial kernel and Gaussian kernel are often used 
in support vector theory. The Gaussian kernel, 
K(gi, gj)=exp(−||gi−gj||2/(2σ 2)), where σ is the kernel 
parameter, is independent of the position of the data set 
with respect to the origin. When the Gaussian kernel is 
used, the influence of the norms of the objects can be 
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avoided [4-5].  
The distance d between the object and the center of 
description sphere is used to test an object z. A test 
object z is accepted when this distance is smaller than 
or equal to its radius. The formula is as follows: 
2
1 , 1
( , ) 2 ( , ) ( , )
N N
i i i j i j
i i j
d K z z K z g K g g Rα α α
= =
= − + ≤∑ ∑  
(4) 
2.2. Vague set theory  
Let X be the universe of discourse, X = {x1, 
x2,…, xn}, with a generic element of X denoted by x. 
A vague set V in X is characterized by a truth-mem-
bership function tV(x) and a false-membership func-
tion fV (x). tV (x) is a lower bound of the grade of 
membership of x derived from the evidence for x, and 
fV (x) is a lower bound of the negation of x derived 
from the evidence against x. tV (x) + fV (x) ≤ 1, where 
both of tV (x) and fV (x) are real number between 0 and 
1 [19-21]. 
: [0,1]Vt X →                (5) 
: [0,1]Vf X →                (6) 
This approach bounds the grade of membership of x 
to a subinterval [tV (x), 1− fV (x)] of [0, 1]. If 1− fV (x) is 
equal to tV (x), the vague set theory reverts back to the 
fuzzy set. If 1− fV (x) and tV (x) are both equal to 1 or 0, 
the theory reverts back to the ordinary set [19-21]. 
When X is a continuous universe, a vague set V can 
be written as  
[ ( ),1 ( )] / ,V VXV t x f x x x X= − ∈∫       (7) 
When X is a discrete universe, a vague set V can be 
written as 
1
[ ( ),  1 ( )] / ,
n
V i V i i i
i
V t x f x x x X
=
= − ∈∑     (8) 
3. Vague Decision Rule Based on Description 
Sphere 
3.1. The proposed method of vague decision rule 
For n-class classification, n description spheres are 
trained independently with their target samples. Fig. 1,  
 
Fig. 1  Distribution of test samples in sphere space. 
which is drawn in two-dimensional sphere space, 
shows three classes of distributions for the test samples 
A, B and C, where a is the center of sphere and R the 
radius of sphere. In Fig. 1, each kind of symbol 
(×, o, *) represents one class of data set. 
Definition 1  Let Y be a target set, and S a descrip-
tion sphere set. The memberships of set Y and set S are 
equal. Y={Y1, Y2, …, Ym}, S={S1, S2, …, Sm}. A vague 
set, which describes the vague degrees of a test sample 
for the target Yi in all the description spheres, is ex-
pressed as  
1 1 1 2 2 2
{ ,[ ,1 ]}=
{( ,[ ,1 ]), ( ,[ ,1 ]), ,  
i i iY Y Y
i i i i
V S t f
S t f S t f
= −
− − L  
( ,[ ,1 ]), , ( ,[ ,1 ])}j ij ij m im imS t f S t f− −L      (9) 
where tij is the truth-membership degree of the test 
sample belonging to the target Yi in the description 
sphere Sj, fij  the false-membership degree of the test 
sample not belonging to the target Yi in the description 
sphere Sj, i, j = 1, 2, …, m. tij and fij  must satisfy the 
following conditions: 
[0,1], [0,1], 1ij ij ij ijt f t f∈ ∈ + ≤       (10) 
As shown in Fig. 1, the test samples falling into the 
sphere space have three kinds of distributions, so the 
truth-membership and false-membership functions are 
defined as  
1
 0               
=
j j
j
ij j j jm
s
s
d r
d
t p d r
d
=
>⎧⎪⎪= ≤⎨⎪⎪⎩ ∑
          (11) 
1,2, ,
    0                      
  
h h
ij
h h h
h m h j
d r
f
p d r
= ≠
>⎧⎪= ⎨ ≤⎪⎩ ∑L
      (12) 
where dj is the distance between test sample and the 
center of description sphere Sj, rj the radius of descrip-
tion sphere Sj, s denotes that there are m spheres, and h 
denotes all other description spheres except sphere j, 
h=1, 2, …, m, h≠j. When the test sample falls into the 
description sphere Sj, the truth-membership tij is not 
zero. Otherwise tij is equal to zero. If the test sample 
falls into the overlapping spheres, fij is equal to the 
sum of  ph(h≠j, dh≤rh), or fij is zero. 
Based on the truth-membership and false-member- 
ship functions and three classes of distributions as 
shown in Fig. 1, we can obtain three kinds of vague 
sets for the test sample. 
(1) For the test sample A falling outside of all 
spheres, its truth-membership degree tij and false-mem- 
bership degree fij are equal to zero. The vague set of 
the test sample A for the target Yi is 
1 2{( , [0,  1 0]), ( ,[0, 1 0]), , ( ,[0 , 1 0])}mS S S− − −L  
(2) For the test sample B falling into a single sphere 
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Si, its truth membership degree tii to the target Yi is not 
zero, and tij in other spheres Sj is equal to zero. All the 
false membership degrees fij are zero. The vague set of 
the test sample B for the target Yi is 
1{( , [0,  1 0]), ,( ,[ , 1 0]), , ( ,[0 , 1 0])}i ii mS S t S− − −L L  
(3) For the test sample C falling into the overlapping 
spheres, the supposed overlapping spheres are Si, …, 
Sn. The truth membership degree tii in the sphere Si is 
not zero, and the false membership degrees in other 
overlapping spheres are equal to hp∑ . The vague set 
of the test sample C for the target Yi is 
1{( , [0,  1 0]), ,( ,[ , 1 0]), , 
( ,[0, 1 ]), ,( ,[0 , 1 0])}
i ii
n in m
S S t
S f S
− −
− −
L L
L  
As n spheres are trained independently for n-class 
classification, the distance of the test sample to each 
sphere is not consistent. In this paper, based on the 
sphere radius, each description sphere is given a 
weight wi: 
1
1
, 1
m
i
i im
i
i
i
r
w w
r =
=
= =∑∑
          (13) 
To test an object z, let Y be the target set, and 
Y *={S, [t*, 1−f *]} be the supposed ideal target class, 
t*=1, f *=0, Y *={S, [1,1]}. Normally, the vague distance 
between Y * and Y is * ** *| | | |Y YY Yt t f f− + − . In this pa-
per, the weight vague distance is used and it is defined 
as 
* * *
1
1
1( , ) { [| | | |]}=
1 { [|1 | | 0 |]}
i i
i i
m
i i i Y Y
i
m
i Y Y
i
T Y Y w t t f f
m
w t f
m
=
=
= − + −
− + − =
∑
∑
 
1
1 { [1 ]}
i i
m
i Y Y
i
w t f
m =
− −∑          (14) 
The object z belongs to the target class Yi when the 
weight vague distance between Yi and Y * is minimal. 
The vague decision rule based on description sphere is 
defined as follows: 
*
1,2, ,
class of  arg min ,i ii mz T Y Y== L ( )      (15) 
If * * *1 1 2 2, , ,m mT Y Y T Y Y T Y Y= =L( )= ( ) ( ) , the test 
sample z belongs to a new target. 
3.2. Theoretical basis 
The following text gives the proof of the given 
truth-membership function and false-membership 
function which must satisfy the condition of tij∈[0,1], 
fij∈[0,1], and tij+fij ≤ 1. 
Proof 1  According to Eqs. (11)-(12), it is obvious 
to know that tij∈[0,1], fij∈[0,1]. 
(1) When all the spheres overlap each other, 
tij = pj, 
1,2, , ,
1ij h j
h m h j
f p p
= ≠
= = −∑
L
, so tij+fij=1. The 
vague set reverts back to the ordinary fuzzy set. 
(2) When n(n<m) spheres overlap, tij = pj, fij= 
1,2, , ,
1h j
h n h j
p p
= ≠
< −∑
L
, tij+fij<1. 
(3) When none of spheres overlap, tij = fij= 0, 
tij+fij=0. 
Therefore, it proves that tij∈[0,1], fij∈[0,1] and 
tij+fij≤1. 
The theoretical analysis for the rationality of the 
proposed decision rule is as follows: 
(1) When the test sample z falls into a single sphere 
Si, z∈Yi. 
Proof 2  The weight vague distance Tj(Yj, Y *) be-
tween the test sample z and other targets Yj (j≠i, j=1, 
2, …, m) is 
*
1
1
1( , ) [ (1 0 0) (1 0 0)]
1 1
j j m
m
i
i
T Y Y w w
m
w
m m=
= × − − + + × − − =
=∑
L
 
The weight vague distance Ti(Yi, Y *) between the 
test sample z and the target Yi is 
*
1
1
1( , ) [ (1 0 0)
(1 0) (1 0 0)]
1 1( )
i i
i ii m
m
i i ii
i
T Y Y w
m
w t w
w w t
m m=
= × − − + +
× − − + + × − − =
− × <∑
L
L  
Ti(Yi,Y *) < Tj(Yj,Y *). Therefore, z∈ Yi is true. 
(2) When the test sample z falls outside of all 
spheres, z belongs to a new target. 
Proof 3  The weight vague distances between the 
test sample z and all the spheres are 
*
1
1
1( , ) [ (1 0 0) (1 0 0)]
1 1
i i m
m
i
i
T Y Y w w
m
w
m m=
= × − − + + × − − =
=∑
L
 
* * *
1 1 2 2
1( , ) ( , ) ( , )m mT Y Y T Y Y T Y Y m
= = = =L  
All the distances are equal to 1/m, thus the object z 
is a new target. 
(3) When the test sample z falls into n overlapping 
spheres, let the overlapping spheres be , , i nS S⋯  and 
the test sample z belong to the target which should 
obtain the minimum weight vague distance. 
Proof 4  For the overlapping sphere Si, the weight 
vague distance between the test sample z and the target 
Yi is 
*
1
1( , ) [ (1 0 0) (1 0)i i i iiT Y Y w w tm
= × − − + + × − − + +L L
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1, , , [ , , ],
(1 0 ) (1 0 0)]
1 ( )
n in m
m
j i ii h ih
j j i n h i n h i
w f w
w w t w f
m = ≠ ∈ ≠
× − − + + × − − =
− −∑ ∑
L L
L
 
For the non-overlapping sphere Sj, the weight vague 
distances between the test sample z and other targets Yj 
( j≠i, …, n) are 
*
1
1
1( , ) [ (1 0 0) (1 0 0)]
1 1
j j m
m
i
i
T Y Y w w
m
w
m m=
= × − − + + × − − =
=∑
L
 
Ti(Yi,Y *) < Tj(Yj,Y *)，so z should belong to one-class 
of targets Yi. For the overlapping spheres Si , …, Sn, the 
minimum distance is calculated as follows: 
1, , , [ , , ],
1, , , [ , , ],
1min ( ), ,
1 ( )
m
j i ii h ih
j j i n h i n h i
m
j n nn h ih
j j i n h i n h n
w w t w f
m
w w t w f
m
= ≠ ∈ ≠
= ≠ ∈ ≠
⎧⎪ − +⎨⎪⎩
⎫⎪− + ⎬⎪⎭
∑ ∑
∑ ∑
L L
L L
L
 
In this study, the weight vague distance is described 
by a vague set. To multi-class classification of SVDD, 
the fuzzy test samples, which fall into the overlapping 
spheres, are difficult to correctly diagnose. Compared 
with the traditional classification method of SVDD, 
the new method uses the minimum weight vague dis-
tance to judge the new test samples. The fuzzy samples 
are characterized by the true and false membership 
degrees. The proposed vague decision method, which 
describes the fuzzy samples both in positive and nega-
tive aspects, is more useful for the uncertain informa-
tion. Furthermore, the new method fuses the informa-
tion of each sphere by multiplying the weight value. 
Thus, the proposed new method should be more reli-
able to judge the ambiguous object than the traditional 
SVDD method. 
4. The Proposed Fault Diagnosis Method 
Based on the description sphere classification, the 
introduced vague decision rule is applied to analog 
circuit fault diagnosis. The diagnostic flowchart is 
shown in Fig. 2 and the process of fault diagnosis is 
described as follows: 
1) Use a waveform generation to produce a stimulus 
which is connected to the input node to excite the 
CUT. 
2) Collect fault samples through a data acquisition 
system (including collecting fault free samples). 
3) Extract features from the output voltages of the 
CUT by a preprocessor. 
4) Divide the collected samples into training sam-
ples and testing samples. For each class of faults, the 
training samples are trained to produce a description 
sphere. 
5) Calculate the weight vague distances between the  
 
Fig. 2  Flowchart of the proposed fault diagnostic method. 
test object and the centers of all the description 
spheres. If the weight vague distance Ti is minimal, the 
test object belongs to the fault target Yi. When all the 
weight vague distances are equal, the test object be-
longs to the new fault target. 
5. Sample Circuits and Applications of Method 
5.1. Sample circuits  
(1) Example 1—half-wave rectifier nonlinear circuit 
The first diagnosed actual circuit is a half-wave rec-
tifier nonlinear circuit [2]. The normal parameters of 
components are given in Fig. 3. Resistors are assumed 
to have tolerance of 5%. We test soft faults and hard 
faults of the first CUT. The soft faults are parameter 
faults of resistors, and the hard faults are open and 
short faults of diodes. The fault classes include nf0, 
R1↓, R1↑, R2↓, R2↑, D1_open, D1_short, D2_open, 
D2_short, where ↑ and ↓ indicate that fault values are 
higher and lower than nominal values by 50%, respect- 
tively, and nf0 means the fault free CUT. In our ex-  
 
Fig. 3  Half-wave rectifier circuit. 
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periment, the HP 33120A arbitrary waveform genera-
tor produces a sine stimulus with amplitude of 1 V and 
frequency of 50 Hz. The excitation is loaded on the 
input node Vi. A PCI-1714 data acquisition card, 
which is connected to the output node Vo of the CUT, 
collects the fault samples from the CUT. Each class of 
faults collects 50 samples. Twenty five samples are 
trained to produce a description sphere, and the rest 
are tested. 
(2) Example 2—four op-amp biquad high-pass 
filter linear circuit 
The second actual CUT shown in Fig. 4 is a four 
op-amp biquad high-pass filter [11]. Twelve classes of 
faults and a normal class are tested in this experiment, 
which are marked as R1↓, R1↑, R2↓, R2↑, R3↓, R3↑, 
R4↓, R4↑, C1↓, C1↑, C2↓, C2↑, nf0. Resistors and ca-
pacitors are assumed to have tolerances of 5% and 
10%, respectively. The test stimulus connected to the 
input node Vi is a pulse of 5 V peak, 10 μs duration 
and 50 kHz frequency. We collect the voltages from 
the CUT as the fault samples. Each class of faults col-
lects 50 samples, and the train data and test data in-
clude 25 samples, respectively. The data acquisition 
system collects 650 samples in all. The models of the 
waveform generator and the data acquisition card are 
the same as those mentioned above. 
 
Fig. 4  Four op-amp biquad high-pass filter. 
5.2. Experiments and analysis 
After sample collection, faulty features are extracted 
using a preprocessor. Wavelet transform (WT) is a 
nonlinear signal processing method, and it has been 
widely applied to extracting features for analog circuit 
fault diagnosis [2]. Due to scale extension, WT can ex-
tract the local detailed characteristic of signals. We 
adopt WT to preprocess the original voltages of the 
CUT. The mother wavelet is the Haar function. In 
Ref. [2], the author denotes that the Haar function is an 
appropriate mother wavelet for node voltages, because 
it has short durations and swift variations due to its 
discontinuous nature. Moreover, we adopt the princi-
pal component analysis (PCA) method to extract fewer 
principal features to reduce the training time. If the 
extracted principal components are too few, the com-
pressed features would lose some useful information 
about the original data, thus the accumulative contri-
bution rate (ACR) is introduced as the measurement to 
select the number of the principal components. The 
formula of ACR is as follows: 
1 1
ACR
m n
i i
i i
e e
= =
= ∑ ∑             (16) 
where ei represents eigenvalue of covariance matrix in 
descending order, m the number of the selected prin-
cipal components. In this study, ACR is set to be 99%. 
The final step of preprocessor is normalization. We 
normalize the samples in the interval [0, 1]. 
In this paper, the proposed vague decision rule is 
labeled as VSVDD. We try to compare the VSVDD 
method to other two SVDD classifications, which are 
distance decision method (DSVDD) and probability 
decision method (BSVDD). 
The DSVDD method proposed in Ref. [15] is de-
fined as follows: 
2 2
1,2, ,
class of  arg min ( ( ) ( ) )i i ii mz f z d z r== = −L  
The probability method of description sphere pro-
posed in Ref. [16] is defined as follows: 
2 2
1,2, ,
class of  arg max ( ( ))i i ii m
N
z r d z
N=
= −
L
 
where Ni denotes the number of the ith-class training 
samples, and N the number of all the training samples. 
As the number of training samples for each fault 
class is the same in our experiment, and each descrip-
tion sphere has identical Ni/N, the DSVDD and the 
BSVDD are equivalent in this case. Therefore, the 
VSVDD method is only compared with the DSVDD 
method. In our test, the kernel function used for 
DSVDD and VSVDD is Gaussian kernel. 
ANN is one of the most popular intelligent diagnos-
tic methods for analog circuit fault diagnosis. The in-
troduced method is also compared with the ANN 
method. In our test, a two-layer backward propagation 
neural network (BPNN) method is applied to the two 
actual CUTs. Tan-sigmoid function is used as the 
transfer function both in input layer and hidden layer. 
The number of input nodes and output nodes of the 
BPNN is equal to the dimension number of fault fea-
ture vector and the number of fault classes. In order to 
prevent the neural network from falling into the local 
minimum, the momentum gene δ (δ ∈(0, 1)) is adopted 
in the training process. 
The evaluation indexes compared in this study are 
fault diagnosis rate (FDR), false alarm rate (FAR) and 
fault detection time (FDT). FDR is the rate of rightly 
detected samples (including fault free samples and 
fault samples). FAR is the rate of the misdiagnosed 
fault free samples. FDT includes training time and 
testing time in our test. 
All the programs are written in MATLAB codes, 
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which run on an industrial personal computer with 
dual 2.8 GHz CPUs and 512 MB RAM. 
(1) Results and analysis for the first CUT 
For the first CUT, the sampling frequency of data 
acquisition card is 100 kHz. The soft faults in this ex-
periment include R1↓, R1↑, R2↓ and R2↑. The output 
waveforms for R1↓ and R2↑, shown in Fig. 5, are simi- 
lar. These two fault classes are ambiguous, and hence,   
 
Fig. 5  Output waveforms for soft faults of R1↓, R1↑, R2↓, 
R2↑. 
they are hard to classify. This is also the same case for 
R1↑ and R2↓. 
The samples collected from actual circuits include 
some noises. We transform the original samples into 
wavelet approximation coefficients and wavelet detail 
coefficients using WT. As most of the noise compo-
nents remain on the wavelet detail coefficients, only 
the approximation coefficients are extracted as fea-
tures. 
In the training and testing process, we adopt cross- 
verification method to test the CUT. The diagnostic 
systems run 100 times. The average of 100 results is 
compared with three methods, VSVDD, BPNN and 
DSVDD. For the BPNN diagnostic method, the train-
ing error goal is 0.01, the max training epoch is 10000, 
and the momentum gene δ is 0.8. For the DSVDD and 
VSVDD diagnostic methods, the penalty parameter c 
changes from 0.05 to 0.50 with a step of 0.05, and the 
parameter of Gaussian kernel σ changes from 0.1 to 
1.0 with a step of 0.1. The 100 FDRs in ascending 
order are drawn in Fig. 6. We can see that the diagno-
sis results of BPNN change from 47% to 73%, the 
diagnosis results of DSVDD change from 62% to 
73%, and the diagnosis results of DSVDD change 
from 67% to 72.8%. The diagnostic performance curve 
of VSVDD is nearly above the curves of other two 
methods. A comparison with three diagnosis perform-
ance curves shows that the VSVDD method achieves 
improved diagnosis performance. 
 
Fig. 6  Diagnosis performance curves for the first CUT. 
Table 1 also validates the above conclusion. We can 
see that the proposed method achieves the highest 
FDR and the lowest FAR. Moreover, the fourth colu- 
mn in Table 1 shows that BPNN diagnostic method is 
a time-consuming process. The FDT of BPNN is 
23.11 s, but the VSVDD method only needs 0.65 s. 
The proposed diagnosis method greatly decreases the 
diagnosis time. 
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Table 1  Average results of 100 times diagnosis for the 
first CUT 
Method Average FDR/% 
Average 
FAR/% 
Average 
FDT/s 
BPNN 66.85  9.27 23.11 
DSVDD 
(c∈[0.05,0.50] 
σ∈[0.1,1.0]) 
68.89 11.53  0.64 
VSVDD 
(c∈[0.05,0.50] 
σ∈[0.1,1.0]) 
69.80  5.00  0.65 
 
(2) Results and analysis for the second CUT 
For the second CUT, we also implement 100 cross- 
verification tests. For the BPNN method, the training 
error goal is 0.01, and the max training epoch is 10 000. 
After repeated comparisons and experiments, the mo-
mentum gene δ is set to 0.88. For the DSVDD and 
VSVDD diagnostic methods, let the penalty parameter 
c change from 1 to 200 with a step of 20, and the pa-
rameter σ of Gaussian kernel change from 1 to 10 with 
a step of 1. 
Fig. 7 shows 13 class faults for the second CUT in 
feature space. It can be seen that the samples of 13 class 
faults distribute separately in feature space. The second 
test experiment achieves good diagnostic results. 
 
Fig. 7  Thirteen class faults for the second CUT. 
Table 2 lists the average diagnostic results for the 
second CUT and Fig. 8 shows the diagnosis perform-
ance curves for the second CUT. From Fig. 8, we can 
see that the highest FDRs of the method of BPNN, 
DSVDD and VSVDD are 99.7%, 98.7% and 99.2%, 
respectively. A comparison of the averages of FDT 
and FAR in Table 2 shows that the FDR of the pro-
posed technique approximately equals that of BPNN, 
and its FDR is better than that of DSVDD. Besides, the 
VSVDD method achieves the lowest FAR, whose av-
erage FAR is 0, while the average FAR of the BPNN 
is 14.53%. Moreover, the average FDT of the VSVDD 
is 0.64 s, which is much less than 5.59 s of BPNN. It 
validates again that the proposed method is a 
time-saving diagnostic technique and has good per-
formance.  
Table 2  Average results of 100 times diagnosis for the 
second CUT 
Method Average FDR/% 
Average 
FAR/% 
Average 
FDT/s 
BPNN 93.77   14.53 5.59 
DSVDD 
(c∈[1,200] 
σ∈[1,10]) 
88.62    0.85 0.47 
VSVDD 
(c∈[1,200] 
σ∈[1,10]) 
93.23 0 0.64 
 
 
Fig. 8  Diagnosis performance curves for the second CUT. 
6. Conclusions 
In this work, we investigate a new intelligent diag-
nostic method for analog circuit fault diagnosis. As the 
vague decision rule is useful to deal with the ambigu-
ous samples, it is applied to the proposed diagnostic 
method to test the faults based on description sphere. 
The description sphere is a one-class classifier only 
trained by the object data, so it can save a lot of train-
ing time. Two actual analog circuits are tested in the 
experiment. One is a nonlinear circuit, and the other is 
a linear circuit. A comparison between the proposed 
method and two other intelligent methods is carried 
out. The test results show that the proposed diagnostic 
method is suitable for analog circuit fault diagnosis, 
and the new method can achieve good diagnostic per-
formance and save the diagnostic time. 
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