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On some algebraic properties of automata* 
András Adám T 
Abstract 
Let A be a class of Moore automata. It is shown that R(H(S(A))) is 
closed for the three operators S, H, R where S, H, R denote that the set of 
subautomata, of factor automata, of the automata obtained by input reduc-
tion (respectively) are formed. 
Introduction 
In the general theory of algebraic structures, the theorem of Tarski is one of the 
well-known results.1 It concerns to how the narrowest class V{A) can be produced 
from a class A of structures (all being of the same type) such that is closed 
for the operators of forming direct products, subalgebras and factor algebras. 
The present paper contains a variation on the theme of Tarski. We deal with 
automata (having output function) in the sense of Moore.2 Our considerations 
concern to the operators of forming subautomata and factor automata, and to the 
operator of input reduction. (We study a weaker and a total version of the second 
and third of these operators.) 
Let an arbitrary class A of finite Moore automata be considered. Let us denote 
by K(A) the narrowest class which includes A and is closed for the three operators 
S,H,R mentioned above. Our main result expresses that R(S(H(A))) exhausts 
the class K(A). An auxiliary statement (Lemma 2) is now valid in a stronger form, 
than in the field of universal algebra (namely, equality can be asserted instead of 
set inclusion). 
•Research partially supported by the Hungarian National Foundation for Scientific Research 
(OTKA) grant, no. T 026069. 
t A. Renyi Mathematical Institute of the Hungarian Academy of Sciences, 1364 Budapest, P.O. 
Box 127, Hungary, email: tappancs@renyi.hu 
1See [4] and Section 9 of Chapter 2 in [3]. 
2These automata cannot be regarded, in strict sense, to be algebraic structures. Although the 
transition function of an automaton may be viewed as a family consisting of unary operations, 
the output function is not an algebraic operation. In the field of automaton theory, direct products 
and substructures (we deal with the second of them only) have the same properties as familiar 
in algebra; the congruences and factor automata behave, however, somewhat curiously for an 
algebraist (cf. Sections 6 - 7 and Appendix 3 in [1]). The dissimilarity is continued when input 
reduction is considered; this operator does not preserve the type, in contrast to the usual algebraic 
operators which are type-preserving. 
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1 Basic terminology 
By an automaton we mean a Moore-type automaton, written in form A = 
(A, X, Y, S, A). (Here A, X, Y are nonempty finite sets.) The letter A is used for de-
noting a nonempty set consisting of automata. Isomorphic automata are regarded 
to be equal. 
Some basic notions and facts of automaton theory are supposed to be known 
(see also Chapter 1 in [1]); including that there is a maximal congruence among the 
congruences of an automaton A , and a = b (mod 7rmax) precisely when the states 
a and b are indistinguishable (formally: when X(S(a,p)) = A(<5(6, P) ) for each input 
word p). We say that A is simple if 7rmax equals the trivial congruence of A . Let n 
run through the congruences of A , among the factor automata A/N solely A/-7rmax 
is simple. 
Let x\, X2 be input symbols, we say that Xi and x2 act equally (in A ) if ¿(a, £1) = 
S(a, X2) for each a(E A). There is obviously a partition am&x of the set X of input 
symbols such that the symbols being in a common partition class and only these act 
equally. A is called an input-reduced, automaton if AINIX is the most refined partition 
of X (i.e., the partition whose index equals |X|). We can omit the superscript and 
write <7max if there is no danger of confusion. 
Let a partition a(< crinal) of X be chosen. We can form the automaton A\a in 
a natural manner, namely, by identifying the input symbols which are in a common 
class mod a. 
2 The five operators 
Consider an arbitrary class A of automata. Five operators will be introduced; by 
applying any of them, we obtain another automaton class from A. 
Let D £ S(-4) hold when there is an A ( 6 A) such that D is a subautomaton of 
A . 
Let C G H(A) hold when there are an A(G -4) and a congruence IT of A such 
that C = A/tt. 
Let C i € HA(A) hold when Ci is simple and € H(A). 
Let B € hold when there are an A ( e A) and a partition A of the set X 
of input symbols or A such that (a < ffm'ax and) B = A\<r. 
Let B i E RA(A) hold when Bx is input-reduced and B x £ R(A). 
In the final part of this section some evident consequences of the definitions 
above are listed. 
Denote by Q any of S,H,HA,R,RA. The equality Q{Q{A)) = Q(A) holds 
(i.e., the operators are idempotent), and 
<3M) = U A e ^ Q ( A ) . 
In case m = 1 we write Q(A) instead of Q ( { A } ) . 
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It is clear that the equalities 
HA(H(A)) = H(HA{A)) = HA{A) (2.1) 
and 
RA(R(A)) = R(RA(A)) = RA(A), (2.2) 
furthermore, the inclusions 
S[A) D A, H(A) D A, R(A) D .4 




3 The main result 
Now we can expose the Tarski-type statements for automata. 
Theorem 1 Let a class A of automata be considered. Denote by JC the narrowest 
class such that ICD A and 1C is closed for the operators S, H, R. 
(I) K, equals R{H(S(A))). 
(II) The class of the simple automata belonging to K, equals R(HA(S(A))). 
(III) The class of the input-reduced automata belonging to K. equals RA(H(S(A))). 
(IV) The class of the input-reduced simple automata belonging to K. equals 
4 Proof of the main result 
The following facts can be seen easily: 
Lemma 1 The operator R does not alter the distinguishability of states of an au-
tomaton. Hence the subsequent three conditions are equivalent for an automaton 
RA(HA(S(A))). • 
A: 
(i) A is simple. 
(ii) R(A) contains at least one simple automaton. 
(iii) All the automata belonging to R(A) are simple. 
• 
4 András Adám 
L e m m a 2 S(H(A)) = H(S(A)). 
P r o o f . Assume A 6 A and D £ S(H(A)). Then there exist an automaton C Q D ) 
and a homomorphism x such that x maps A onto C . The states a of A for which 
x (a ) belongs to the state set of D constitute a subautomaton D ' of A . It is obvious 
that D is the image of D ' under the appropriate restriction of x-
Conversely, suppose A € A and C 6 H(S(A)). There exist a subautomaton D 
of A and a congruence 7Ti of D such that D/ir i and C are isomorphic. Introduce 
a partition 7r2 of the state set of A such that 
(a) the restriction of 1x2 to the state set of D coincides with 7Ti, and 
(/3) any state of A which is not contained in D forms a one-element class mod 7t2 • 
It is evident that 7r2 is a congruence of A and T)/-Ki is a subautomaton of A/-7r2. 
• 
L e m m a 3 S(R(A)) C R(S(A)). 
P r o o f . Suppose A € A and D 6 S(R(A)). Then there exist a B Q D ) and a 
partition A of X such that B = A\<r. We have clearly D = Di\<r where D i is a 
subautomaton of A such that the state sets of D i and D coincide. 
L e m m a 4 H(R(H(A))) = R(H{A)). 
P r o o f . The inclusion D holds by (2.3). It suffices to show the relation C when 
.4 = { A } . 
Assume C i € H(R(H(A))). This supposition means the existence of two au-
tomata C 2 , B , a partition a of X , two homomorphisms Xi>X2 such that 
B e R(H{A)), C 2 e H{A), B = C2\(7, 
moreover, x i maps B onto C i and X2 maps A onto C 2 . The state sets of C 2 and 
B are equal. 
Denote the kernels of x i and x i by 7r2 and , respectively. (7r2 is a congruence 
of A,7Ti is a congruence of B as well as of C 2 ( = A/7r2 ) . ) Introduce a partition ir[ 
of the state set A of A by 
a = 6 (mod 7ri) o X2(a) = X2(&) (mod 7Ti). 
7rj is a congruence of A (since 7ri,7r2 are congruences), and 
C ! = (A/7rl)\<7. 
This representation of C i assures C i e R(H(A)). • 
L e m m a 5 HA(R(A)) C R{HA(A)). 
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Proof. As in the preceding proof, we deal with the case A = {A} . Let С belong 
to HA(R(A)). There exists a CR(< such that, with the maximal congruence 
7Г of В = A\<t, we have С = В/я - . The first sentence of Lemma 1 guarantees that 
the state partition ТГ is the maximal congruence of A also, thus Ci = A//T is a 
simple automaton. There exists the automaton Ci\u (since а < а ^ х by (2.4)), 
and 
С = СДСТ E R(HA(A)) 
is evident. • 
L e m m a 6 HA(R(H(A))) = R(HA(A)). 
Proof. Assume C2 € R(HA(A)). The automaton C 2 is simple (by the second 
sentence of Lemma 1), consequently 
{ С 2 } = Я Л ( С 2 ) С 
С HA(R(HA{A))) С HA(R{H(A))). 
Thus D has been verified. The inclusion С follows from Lemma 5 and (2.1): 
HA(R(H(A))) С R(HA(H(A))) = R(HA(A)). 
• 
Proof of Theorem 1. For verifying (I), first we observe 
(А С ) R ( H ( S { A ) ) ) С /С. 
Conversely, suppose В € 1С. There exist a positive integer t and t automata 
A i , A 2 , . . . , A t such that A i € A, A t = B, and, for any i (where 2 < i < i ) , B j can 
be obtained from B j _ i either by R. or by H or by S. 
Our next aim is to show the implication 
A i _ i € R(H(S(Ai))) A i € R(H(S(A,))). ( 4 . 1 ) 
If A i e i ? (A i_ i ) or A j 6 ff (A i_ i ) , then (4.1) holds by the idempotency of R or 
by Lemma 4, respectively. When A4 € 5 ( A j _ i ) , then (4.1) follows from Lemmas 
2, 3 and the idempotency of S. 
Our inference can be summarized as follows: 
В e { A i , A 2 > . . . , A t } С R(H(S(Ai))) С R(H(S(A))). 
Now we turn to showing (II) and (III). Lemma 6 and (2.2) imply the equalities 
HA(R{H(S(A)))) = R(HA(S(A))) ( 4 . 2 ) 
and 
RA(R(H(S(A)))) = RA(H(S(A))), ( 4 . 3 ) 
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respectively. Since the statement (I) is true, (4.2) expresses (II) and (4.3) expresses 
(III). 
Finally, we prove (IV). Consider an arbitrary input-reduced simple automaton 
B'which is contained in K.. We have 
{ B ' } = RA{HA(B')) C Ra(Ha()C)). 
This means that RA(HA(K,)) exhausts the class of input-reduced simple automata 
which belong to K.. The deduction 
Ra{Ha(IC)) = Ra(Ha(R(H(S(A))))) = 
= Ra(R(Ha(S(A)))) = Ra(Ha(S(A))) 
is valid by (I), Lemma 6 and (2.2). • 
5 Final remarks 
Some statements, related to lemmas in the preceding section, can be proved by 
similar ideas; for example, the equalities 
Ha(S(H(A))) = S(Ha(A)) 
and 
Ha(Ra{Ha{A)))=Ra{Ha(A)). (5.1) 
I have become acquainted with facts belonging to the present topics when H. 
Andreka and Zs. Baranyai showed that (5.1) holds (in case |.4| = 1) but 
Ra{Ha(Ra(A)))=Ha(Ra(A)) 
is not valid in general [2]. 
We have stated equality in Lemma 2 for automata, in the general theory of 
algebraic structures only the inclusion S(H(A)) C H(S(A)) is valid. In addition, 
it follows from Lemma 2 that 
S(Ha(A)) = Ha(S(H{A))) = HA{H(S{A))) = Ha{S(A)) (5.2) 
in the field studied here. Consequently, the formulae in the statements (I ) - (IV) of 
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a ¿ (a ,x i ) 5(a,x 2) 
1 2 3 
2 3 3 
3 2 2 
Table 1 
e S(e,x i ) S(e,x2) A(e) 
1 2 4 2/1 
2 3 3 2/2 
3 1 1 2/3 
4 3 3 2/2 
(a) 
c <5(c,zi) S(c,X2) A(c) 
1 2 2 2/1 
2 3 3 2/2 
3 1 1 2/3 
(b) 
d <5(<i, x) m 
1 2 2/1 
2 3 2/2 
3 1 2/3 
(c) 
Table 2 
Is Lemma 3 true with equality (instead of C)? The next example shows that the 
answer is negative (in general). Consider the automaton A determined by Table 1 
(the output function is indifferent), see also Figure 1. Let B be the autonomous 
automaton having two states in which 5(bi,x) = b2 and S(b2,x) = b\. This B is 
contained in R(S(A)), it does not belong to S(R(A)). 
8 András Adám 
Analogously, Lemma 5 loses its validity if inclusion is replaced by equality. 
Indeed, let E , C , D be the Moore automata determined by Tables 2/a, 2 /b , 2 /c , 
respectively; see also Figure 2 for E. Then R{HA(E)) = { C , D } and H A ( i ? ( E ) ) = 
{ D } -
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P Systems with Communication Based on 
Concentration 
Jürgen Dassow * Gheorghe Päun * 
Abstract 
We consider a variant of P systems where the communication of objects 
is controlled by the "concentration" of these objects: after each evolution 
step, the objects are redistributed among the regions of the system in such 
a way that each region contains the same number of copies of each object 
(plus/minus one, when the number of objects is not divisible by the number 
of regions). We show that P systems of this form, with only one flip-flop 
catalyst but without using other control ingredients, can generate the Paxikh 
images of all matrix languages. When an unbounded number of catalysts 
is available, a characterization of recursively enumerable sets of vectors of 
natural numbers is obtained (by systems with only one membrane). 
1 Introduction 
The P systems are a class of distributed parallel computing devices of a biochemical 
type (so, they belong to the rather active area of Molecular Computing) which were 
recently introduced in [11]; an early survey can be found in [12]. 
In short, in the basic model one considers a membrane structure consisting of 
several cell-membranes which are hierarchically embedded in a main membrane, 
called the skin membrane. The membranes delimit regions, where we place ob-
jects, elements of a finite set (an alphabet). The objects evolve according to given 
evolution rules, which are associated with the regions. An object can evolve in-
dependently of the other objects in the same region of the membrane structure, 
or in cooperation with other objects. In particular, we can consider catalysts, 
objects which do not evolve alone, but only assist other objects to evolve. The 
evolution rules are given in the form of transition rules for multisets, can be the 
subject of a given priority relation, and in their right hand members contain sym-
bols (a, here), (a, out), (a, inj), where a is an object. The meaning is that one 
•Fakultat fur Informatik, Otto-von-Guericke-Universitat Magdeburg, PSF 4120, D-39016 
Magdeburg, Germany, E-mail: dassoufflius.cs.uni-magdeburg.de 
^Corresponding author. Research supported by Alexander von Humboldt Foundation. Insti-
tute of Mathematics of the Romanian Academy, PO Box 1 - 764, 70700 Bucure§ti, Romania, 
E-mail: gpaunfflimar.ro 
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occurrence of the symbol a is produced and remains in the same region, is sent out 
of the current region, or is sent to the region associated with membrane j (which 
should be reachable from the region where the rule is applied), respectively. The 
membranes can be dissolved. When such an action takes place, all the objects of 
the dissolved membrane remain free in the membrane placed immediately outside, 
but the evolution rules of the dissolved membrane are lost. The skin membrane is 
never dissolved. 
The application of evolution rules is done in a maximally parallel manner: at 
each step, all objects which can evolve should evolve. 
Starting from an initial configuration and using the evolution rules, we get a 
computation. We consider a computation completed when it halts, no further rule 
can be applied. The multiplicity of objects present in a designated membrane in 
a halting configuration is the result of the computation. Thus, in this way we 
compute vectors of natural numbers. 
Many variants are considered in [3], [4], [5], [10], [11], [13], [14], [16]. Most of 
them are computationally complete, equal in power to Turing machines. When 
an enhanced parallelism is provided, for instance, by allowing membrane division, 
then linear time solutions to NP-complete problems can be obtained, [7], [10], [14], 
[19]. 
One of the most non-realistic features of many of these variants is the use of 
the target indications out and irij] expecially the last one is rather far from bio-
chemistry. Attempts to get rid of indications of the form inj were already done in 
[13] (where electrical charges are used instead of labels: each object is marked with 
+ , —, or 0 and the same with the membranes; when an object is introduced with 
a mark + or —, it will be passed to a membrane of the opposite sign, nondeter-
ministically chosen among the neighboring membranes) and in [15] (indications of 
the form in, without any membrane specification, are used, associated with other 
ingredients which are used to control the communication). 
Here we make one more step "towards reality": the main way of communicating 
chemical objects in biochemistry is based on differences of concentration (gradient) 
among regions of a cell, see;[8], [9]. We consider here a variant of P systems where 
this idea alone governs all communications (that is, we remove all commands out 
and inj, and we use only communication driven by the concentration difference). 
We use no other control ingredients (priority among evolution rules, actions con-
trolling the thickness of membranes, such as the dissolving action, etc), but only 
catalysts (in the powerful form of bistable catalysts, able to change their state 
among two states, in a flip-flop manner). Using only one catalyst, we cover in this 
way. at least the Parikh images of matrix languages. When an arbitrary number 
of bistable catalysts is used, we can characterize the recursively enumerable sets of 
vectors of natural numbers. Systems consisting of one membrane only are enough 
(hence in such a case only the communication to the outer region of the system is 
possible). 
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2 A Remark on Matrix Grammars ™ 
Before we consider P systems we briefly recall the definition of matrix grammars 
and their associated languages because we shall use those grammars in the study 
of the generative power of P systems. Moreover, we add a new normal form for 
matrix grammars which is useful in this paper and is of some interest in the theory 
of matrix grammars. For further elements of formal language theory we refer to 
[17]. (We only mention that V* is the free monoid generated by V under the 
operation of concatenation; A is the empty string, |x| is the length of x G V* and 
is the Parikh vector associated with x € V*.) 
A matrix grammar with appearance checking is a construct G = (TV, T, S, M, F), 
where TV, T are disjoint alphabets, 5 £ TV, M is a finite set of sequences of the 
form (Ai —• x\, ...,An —> xn), n > 1, of context-free rules over J V U T (with 
AI € N,Xi £ (TV UT)* , in all cases), and F is a set of occurrences of rules in M 
(we say that TV is the nonterminal alphabet, T is the terminal alphabet, S is the 
axiom, while the elements of M are called matrices). 
For VJ, z 6 (TV U T)* we write w = > z if there is a matrix {A\ x\, ..., An 
xn) in M and the strings Wi e (TV U T ) * , l < i < n + 1, such that w — wi,z = 
w n + i , and, for all 1 < i < n, either Wi = w^Aiw'-, tuj+i = w'^iw'-, for some 
w^w'l € (TV U T)*, or Wi = Wi+1, Ai does not appear in Wi, and the rule Ai Xi 
appears in F. (The rules of a matrix are applied in order, possibly skipping the 
rules in F if they cannot be applied; we say that these rules are applied in the 
appearance checking mode.) If F = 0, then the grammar is said to be without 
appearance checking (and F is no longer mentioned). 
We denote by ==>* the reflexive and transitive closure of the relation = > . The 
language generated by G is defined by L(G) = {w e T* \ S = > * w}. The family of 
languages of this form is denoted by MATac. When we use only grammars without 
appearance checking, then the obtained family is denoted by MAT. By PsMAT 
we denote the Parikh sets associated with languages in M A T . 
It is known that MAT C MATac = RE and that each one-letter language in 
the family MAT is regular, [6]. Further details about matrix grammars can be 
found in [2] and in [17]. -
A matrix grammar G = (TV, T, S, M, F) is said to be in the binary normal form 
if TV = TVX U TV2 U {S, t } , with these three sets being mutually disjoint, and the 
matrices in M are of one of the following forms: 
1. (S XA), with X e Ni, A e TV2, 
2. (X Y,A x), with X,Y e Ni,A £ N2,x G TV2Ma;| < 2, or x € T U {A} , 
3. (X Y,A f ) , with X,Y e Ni, A £ TV2, 
4. (X A, A x), with X e TVi, A £ TV2, and x 6 T U {A}. 
Moreover, there is only one matrix of type 1 and F consists exactly of all rules 
A —> f appearing in matrices of type 3; f is a trap symbol, once introduced, it is 
never removed. A matrix of type 4 is used only once, at the last step of a derivation. 
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Furthermore, for any symbol X € Ni, there is a matrix whose left-hand side of the 
first rule is X . 
According to Lemma 1.3.7 in [2], for each matrix grammar there is an equivalent 
matrix grammar in binary normal form. 
We now introduce a stronger normal form. 
A matrix grammar G = (N, T, S, M, F) is said to be in strong binary normal 
form, if N = Ni U N2 U {S, f } , with these three sets being mutually disjoint, and 
the matrices in M are of one of the following forms: 
1. ( 5 XA) with X G Ni, A € N2, 
2. (X y, A a) with X, F <E Nlt A € N2, a e N% U N2 U T U {A} , 
3. ( X Y, A-+ f ) with X, Y € Nlt A e N2, 
4. (X A) with X £ Nr. 
Moreover, there is only one matrix of type 1 (the start matrix) and only one of 
type 4 (the final matrix) and F consists exactly of all rules A —> f appearing in 
matrices of type 3, where f is the trap symbol, again. The matrix of type 4 is 
used only once, in the last step of a derivation such that after the application of 
this final matrix only terminal symbols and possibly some trap symbols are left. 
Finally, we may assume that each control symbol from Ni appears at least once 
on the left-hand side of the first production of a matrix in M and that the final 
control symbol only appears on the left-hand side of the final production. 
Lemma 1. For any matrix grammar G with appearance checking there is a matrix 
grammar G' in strong binary normal form such that L(G') = L(G). 
Proof. Let G = (N, T, S, M, F) be a matrix grammar. Without loss of generality, 
we can assume that G is in binary normal form as given above. Thus N = Nx U 
N2\J { 5 , f } - Let n be the cardinality of N2 and N2 = {Ak \ 1 < k < n}. We 
immediately obtain the corresponding matrix grammar in strong binary normal 
form-G' = [n',T, S, M', F') in the following way: 
• N' = N U {Zk | 0 < k < n } , where the 0 < k < n, are new symbols not 
contained in N . 
. M' = (M\{(X A, A a) I (X A, A a) 6 Mj) U M" with 
M " = { ( X Z0, A a ) | {X A, A a ) <E M } U 
{ ( Z f c _ ! Zk, Ak t) | 1 < k < n} U {(Zn A)} , 
• (Zn —> A) is the final matrix. 
Obviously, instead of one of the final matrices (X ->• A, A a) of G we 
use (X —Zo, A —> a ) , check the presence of an element of N2 by the rules 
(Zk-i -t Zk, Ak f ) , 1 < k < n, and finally terminate by ( Z n A). • 
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3 P Systems: Some Variants ;> 
We first introduce the basic class of P systems, then we briefly define several vari-
ants. The definitions are not completely formal; for details, the reader is referred 
to the papers listed in the bibliography. 
A membrane structure is a construct consisting of several membranes placed 
in a unique "skin" membrane; we identify a membrane structure with a string of 
correctly matching parentheses, placed in a unique pair of matching parentheses; 
each pair of matching parentheses corresponds to a membrane. Graphically, a 
membrane structure is represented by a Venn diagram. 
Each membrane identifies a region, delimited by it and the membranes immedi-
ately inside it (if any). A membrane without any other membrane inside it is said 
to be elementary. 
Figure 1 represents a membrane structure, described by the string 





Figure 1. A membrane structure. 
If in the regions delimited by the membranes we place multisets of objects from 
a specified finite set V, as well as evolution rules for these objects, then we obtain 
a P system. 
More precisely, a P system (of degree m,m > 1) is a construct 
n = {V, T, C, /x, wi,..., wm, Ri,,..., Rm), 
where: 
(i) V is an alphabet; its elements are called objects', 
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(ii) T Ç V (the output alphabet); 
(iii) C Ç V,C (~)T = Qi (catalysts); 
(iv) fj. is a membrane structure consisting of TO membranes (labeled with 
1 , 2 , . . . , to); 
(v) Wi, 1 < i < m, are strings over V associated with the regions 1 , 2 , . . . , m of ii\ 
they represent multisets of objects present in the regions of /x (the multiplicity 
of a symbol in a region is given by the number of occurrences of this symbol 
in the string corresponding to that region) ; 
(vi) Ri, 1 < i < TO, are finite sets of evolution rules over V associated with the 
regions 1 , 2 , . . . , m of fi. 
The evolution rules are of the forms a v or ca —» cv, where a G V — C, 
c E C , and v is a string over 
(V x {here, out}) U (V x {inj | 1 < j < m } ) . 
When presenting the evolution rules, the indication "here" is often omitted. 
The membrane structure and the multisets w^, 1 < i < m, in II constitute the 
initial configuration of the system. We can pass from a configuration to another 
one by using the evolution rules. This is done in parallel: all objects, from all 
membranes, that can be the subject of local evolution rules, should evolve simulta-
neously. 
The use of a rule ca —> cv (similarly for rules a —> v) in a region with a multiset 
w means to subtract the multiset a from w, then to follow the prescriptions of v: 
if an object appears in v in the form (b,here), then it remains in the same region; 
if we have (b,out), then a copy of the object b will be introduced in the membrane 
immediately outside the region of the rule ca cv (if the rule is applied in the 
skin membrane, then the object leaves the system); if we have (b,ini), then a copy 
of b is introduced in the membrane with the label i, providing that this membrane 
is adjacent to the region of the rule ca —> cv, otherwise the rule cannot be applied 
A sequence of transitions between configurations of a given P system II is called 
a computation with respect to II. A computation is successful if and only if it halts, 
that is, there is no rule applicable to the objects present in the last configuration. 
The result of a successful computation consists of the vector of natural numbers 
which specify the number of copies of terminal objects which leave the skin mem-
brane (e.g., if T = {a,b,c} and no copy of a, four copies of b, and two copies of c 
leave the system, then the computed vector is (0,4,2).) 
Several further ingredients were considered in the literature: priority relations 
among evolution rules, the action of dissolving a membrane, an opposite action 
to dissolving, which makes thicker the membranes, inhibiting the communication, 
"electrical charges" associated with objects and membranes, used for controlling 
the communication [13], bistable catalysts [16]. We introduce here only the last of 
these ingredients, because it will be also used in our variant of P systems. 
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The bistable catalysts are catalysts able to change their state among two possi-
bilities, c and c. Specifically, we allow rules of the forms co —> cv and ca —> cv, but 
not also of the forms ca —> cv and ca —> cv; that is why we also call these catalysts 
flip-flop catalysts. 
For the power of P systems which use certain combinations of these ingredients 
we refer to the papers mentioned at the end of the present work. In particular, 
several characterizations of the recursively enumerable sets of vectors of natural 
numbers can be found in [11], [13], [15]. 
4 Définition of P Systems with Communication 
Based on Concentration 
The indication im looks rather unrealistic from a biochemical point of view, so 
it is of interest to try to avoid its use. Actually, we will remove all indications 
here, out, inby controlling the communication of objects only by means of their 
concentration in the regions of the system. 
At the first sight, this can be done in a very simple way: in the set V of objects 
we consider a subset, Vc Ç V, and whenever such objects are introduced, they 
are immediately redistributed among all regions of the system in such a way that 
all regions will have the same number of occurrences of each symbol from Vc; a 
difference of one occurrence is allowed when the total number of occurrences is not 
divisible by the number of regions. Note that a system with m membranes defines 
m + 1 regions, m regions inside the system, plus the outer region. -
Note also that always we take into consideration each object in Vc separately 
and we do not count these objects (and then redistribute them) as being indistin-
guishable. 
A problem appears when the number of copies of one object to be redistributed 
is not a multiple of m + 1, where m is the number of membranes in the system. In 
such a case, the "remainder objects" are redistributed according to the following 
"efficiency principle" : we move objects at the lowest distance (crossing the smallest 
number of membranes). For instance, if we have m -1-2 objects in a region, then all 
regions (including the outer region) will get one object, while the region where the 
objects were produced will remain with two copies. If we have started with m + 3 
objects, then each region will get one object, one further object will remain in the 
region where the objects were produced, and one further object will be sent to one 
of the neighboring regions, randomly choosen. 
Because in the proofs in the following sections we will always introduce objects 
to be communicated in only one region at a time, the above mentioned principle will 
be enough to govern the communication, so we ignore the more complex situations 
which can appear. 
In this framework, no indication here, in, out is necessary. The objects in Vc 
will go in or out, according to their concentration, the objects in V — Vc remain in 
the region where they are introduced. 
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Of course, no catalyst can appear in Vc and all terminal symbols are in this set 
(we have to read the result of a computation outside the system, hence we have to 
send out of the system the terminal symbols). 
How the redistribution of objects takes place in a practical circumstance is not 
considered here. We assume that the redistribution is done instantaneously, always 
correctly, and at the level of the whole system in a step, by a magical mechanism 
which is not explicit in our model. 
We denote by Ps(II) the set of vectors of natural numbers computed by a 
P system II and by PsLPm(con,2Catk) the family of sets Ps(II) of this form 
generated by P systems which communicate by concentration, use at most k bistable 
catalysts, and have at most m membranes; when m oik are not specified, we replace 
them with *. (The notation reminds the notion of a Parikh set, ^v(L), associated 
with a language L ÇV*.) We also denote by PsRE the Parikh images of recursively 
enumerable languages (the family of such languages is denoted by RE), which is 
nothing else than the family of recursively enumerable sets of vectors of natural 
numbers. 
5 The Power of P Systems with Concentration-
Based Communication 
First we show that systems with one pair of catalysts are sufficient to generate all 
matrix languages (without appearance checking). 
Theorem 1. PsMAT C PsLP*(con,2Cah). 
Proof. We first prove the inclusion. 
Let us consider a matrix grammar without appearance checking, G = 
(N, T, S, M), in the binary normal form (that is, N = NiUN2U{S}). Assume that it 
contains n two-rule matrices, labeled in a one-to-one manner with m i , m 2 , . . . , mn. 
We construct the P system (of degree n + 1) 
n = (V,Vc,T,C,n,wo,wi,... ,wn,Rv,Ri,... ,i?„), 
with 
V = NuTUVcUCu{D,E,E',E",É,t,#}U{X' ¡X eNi), 
Vc = {Xi,Ai | nu = {X a, A -> 0) e M,l < i < n) 
U { X | X € A^i} U T U {â | a 6 T} , 
C = {c,c}, 
» = loll ] 1 [2 ] 2 - - - [ „ ]Jo> 
wq = XADEc, for (S —> XA) being the initial matrix of G, 
Wi = Ec, for all i — 1 , 2 , . . . ,n, 
and with the following sets of evolution rules: 
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1. The set Ro contains the following rules: 
(a) X -> X 2 n + 2 , 
cA -> cA"+2, for all 1 < i < n such that mi : (X a , A -)• (3) 6 M , 
(b) cD cf, 
t t, 
(c) cX -> cX, for all X 6 Nu 
(d) cE" ->• cE, 
(e) E 
E' E", 
E" -> E, 
(f) a -> a n + 2 , 
a # , for all a G T, 
(g) X i -»• # , for all X G Nui = 1 , 2 , . . . . n , 
->• # , for all A G N2,i = 1,2, . . . , n . 
2. For each i = 1 , 2 , . . . , n such that nu : (X —> a, A —> /3), the set Ji, contains 
the following rules: 
(a) c X j - » ca2 
(of course, if a = A, then the rule is cX{ —> c), 
(b) cAi -»• cp2 , 
where j3 is a for ¡3 = a, a G T and /? = /3 if ^ G Ar2*, 
(c) cAi - t cf, 
cE ->• cf, 
(d) ^ ->• # , for all y G Nu 1 < j < n,j ± i, 
Bj -)• # , for all B G iV2,1 < j < n,j jt i, 
(e) Y -»• # , for all y G iVi, 
B # , for all B G JV2, 
a -»• # , 
a # , for all a G T. 
The system works as follows. 
The object f is a trap object, once introduced it can evolve forever, thus the 
computation will never finish. The object # is a dummy one, non-active. 
Each matrix from M is simulated in II in three steps, as follows. 
Assume that in the skin membrane we have one symbol from N\, some symbols 
from N2, the symbols D,E, and the catalyst c (plus occurrences of the dummy 
symbol, which we will ignore from now on); initially, we have here the multiset 
represented by XADEc, where (5 —> XA) is the initial matrix of M. Assume that 
at the same time in each membrane 1 , 2 , . . . ,n we have the objects E and c, as in 
the initial stage. 
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In the skin membrane, the symbol X £ N2 will introduce n + 2 copies of X,, 
for some 1 < i < n, and, at the same time, the catalyst plus a symbol A £ N2 
will introduce n + 2 symbols Aj, for some 1 < j <n, while the catalyst becomes c; 
moreover, E will be replaced by E'. The symbols X{, Aj should be redistributed. 
Because we have exactly n -1-2 copies of each of them, exactly one copy of each of 
them will be placed in each region of the system (one symbol leaves the system). 
Note that if the catalyst is not used by a rule cA cA"+2, then it must be used 
by the rule cD —>• cf and the computation never stops. 
We distinguish eight cases, according to the symbols present in a membrane 
i, 1 < i < n, after one evolution step (we denote by z\ the string representing the 
multiset of these symbols): 
1. Zi = XiAiEc . Using the rule cXi ->• ca2 we pass to (the multiset represented 
by) z' = a2AiEc. One copy of a is sent to the skin membrane, one remains 
here. Using the rules cAi ->c/32 and a —> # , we pass to z" = #fi2Ec. One 
copy of each symbol from ¡3 is sent to the skin membrane, one remains in 
membrane i and at the next step is replaced by # . 
Note that if we do not use the rule cXi —> ca2 at the first step, then we have 
to use the rule cAi —» cf; similarly, if we do not use the rule cAi —> eft2 at 
the second step, then we have to use the rule cE —> cf. In both cases, the 
computation will never halt. 
Simultaneously, in the skin membrane we proceed as follows. After the first 
step we here have a multiset z\ = XiAiDE'cu, where u consists of all symbols 
from N2 which remain here (plus dummy symbols). At the same time, we 
receive from membrane i a symbol Y, for some Y £ N\ (or nothing, if the 
matrix mi was a terminal one, rrii : (X —» A, A —» x)) , and E' is replaced 
by E". At the next step, the symbols Xi,Ai are replaced by # , while cY 
are replaced by cY and E" is replaced by E. The multiset still contains 
the symbols E and c. At the same time, we receive from membrane i either 
symbols from N2 or a symbol a, a £T. The multiset contains again D,E,c, 
a symbol from and some symbols from N2, hence we return to a contents 
as that from the beginning. At the next step, for the symbol a, a £ T, we 
produce n+2 copies of a; exactly one of these copies enters each of the regions. 
In all membranes of the system, a is immediately replaced by # . The copy 
which leaves the system contributes to the result of the current computation. 
Therefore, after three steps in membrane i and three steps in the skin mem-
brane, we have accomplished the simulation of the matrix rrii. The procedure 
can be iterated. 
2. Zi = X i A j E c , for some i ^ j. At the first step we can again use the rule 
cXi ca2, simultaneously with Aj # , but at the next step we have to 
introduce the trap-object f, because we have to use the rule cE — c f . The 
computation never stops. 
3. Zi = X iEc , exactly as in case 2, without using the rule A j —» # . 
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4. Zi = X j A i E c , for some j ^ i. At the first step we have to use the rule 
cAi —> cf (simultaneously with X j —> # ) , so the computation never stops. 
5. Zi = AiEc; exactly as in case 4 (without using the rule X j # ) . 
6. Zf = XjAkEc, for some j ^ i,k ^ i. We replace Xj,Ak by # and, from the 
point of view of membrane i, the computation can continue. 
7. Zi = XjEc, for some j ^ i\ exactly as in case 6. 
8. Zi = AjEc, for some j i; exactly as in case 6. 
Therefore, if a symbol Xi or a symbol Ai is introduced, then the computation 
can correctly continue and halt if and only if both symbols Xi and Ai were intro-
duced. At the first sight, cases 6, 7, 8 do not correctly control the computation, 
but this is still done: when a symbol X j or Ak is introduced, n-(-2 copies of it are 
introduced; one of these copies will reach membrane j, respectively k, and these 
membranes check whether or not both these symbols are present and whether or 
not j = k. 
The derivation in the grammar G stops by using a matrix of the form rrii = 
(X —> A, A —> a), for some a £ T U {A}. When this matrix is simulated in II, 
no symbol Y is sent from membrane i to the skin membrane. Instead of the rule 
cY cY, we can use the rule cE" cE. If no symbol from TV2 is present, then 
the computation stops. 
As long as any nonterminal is present in the skin membrane, the computa-
tion must continue. If we have only symbols from Ni or only symbols from N2, 
then the computation will never stop (see again cases 3, 5, 7, 8 discussed above). 
Consequently, a computation stops if and only if it correctly simulates a terminal 
derivation with respect to G. 
From the previous construction, it is now clear that ^ t ( L ( G ) ) = Ps(II), that 
is, PsMAT C PsLP,(con,2Cat1). 
In order to prove the strictness of the inclusion we consider the P system 
n = ({A, B, D, X, X',X", Y, c, a, f } , {a}, {a } , {<:},[,],, cAB, 
with 
Ri = {cA -» cAB, cA -> cA, A -» f, cA cXY, B Baa, 
a D, cB cD, cX' cX, X ->• X', 
X' f, cX' -> cX", cY -> cf, t t } -
We start by having one copy of the object B. The first phase of a computation 
consists in using n — 1, n > 1 times the couple of rules cyl —> cAB, cA-> cA, which 
introduces n copies of B. When using the rule cA cAB, in parallel, we also use 
the rule B -> Baa, while in parallel with using the rule cA —» cA, we use both 
rules B —> Baa and a —> D. This means that for each B, one of the two copies of a 
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introduced by the rule B —» Baa is sent out of the system and one remains inside; 
the copy which remains in the system is then replaced by the "dummy" object D. 
After these 2(n — 1) steps, we use the rule cA —> cAB,cA —> cXY - in parallel 
with B —• Baa and a —> D. In this way, we send out of the system 1, 2, 2, 3, 3 , . . . , 
n,n,n + 1 copies of a, which is, in total (n + l ) (n + 1) - 1, for some n > 1. 
Note that during this phase, we cannot use the catalyst together with another 
object, because of the rule A —> \\ as long as A is present, it has to evolve by one 
of the rules cA —>• cAB, cA —> cA, otherwise the computation will never terminate. 
After removing the object A (and introducing the objects X, Y), we have to use 
the rule cB —> cB; one copy of B is replaced by D, the others introduce two copies 
of a, while X becomes X'. The rule cB —> cD must me used, otherwise we have to 
use cY —> cf. For each B, one copy of a is sent out, the other one will remain inside 
the system and it will be replaced by D at the next step. The catalyst returns to 
the non-barred version by using the rule cX' cX. The process is iterated, and it 
is somewhat symmetric to the first phase: the number of copies of B is decreased 
step by step and, in parallel, copies of a are sent out of the system. Again, we 
have pairs of steps, hence we send out n + l , n , n , . . . , 2 , 2 , l , l , which means in total 
(n + l ) (n + l ) . 
When exactly one copy of B is present, we can use the rule cX' —> cX", which 
can be followed only by cB cD, and then no rule can be used. 
Therefore 
P s ( n ) = {2n2 + 4 n + l | n > l } . 
By the above mentioned fact that all languages L £ MAT where L C {a}* for 
some letter a are regular,, we obtain -Ps(II) $ PsMAT. • 
In the proof of the strictness of the inclusion we have used a P system with 
one region and one catalyst. If we keep the restriction concerning the number of 
regions but delete that concerning the number of catalysts, we are able to generate 
all recursively enumerable languages. 
Theorem 2. PsRE = PsLP^ccm, 2Cat*). 
Proof. Because PsMATac — PsRE and because the inclusion PsLP\ (con, 
2Cat*) C PsRE is straightforward, we only have to prove that PsMATac C 
PsLPi(con,2Cat,). 
Starting from a matrix grammar G = (TV, T, S, M, F) in strong binary normal 
form with N = Ni UN2 U {5 , f } and n matrices of the form : (X Y, A a), 
1 < i < n, and k matrices of the form mn+j : (X Y, A f ) , 1 < j < k, we 
construct the corresponding P system 
U = (V,T,C,[1)1,w1,R1) 
where 
V = N UTUC U {E,f}U {X',X" | X e N1}, 
C = {ci,ci | 1 < i < n} U {dj,d] | 1 < j < k) , 
wi — XAEciC2...Cnd\d2...dk, 
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where ( 5 X A ) is the start matrix in M , and the set Ri contains the following 
rules: 
1. For each matrix m* : (X —> Y, A —> a ) , 1 < i < n, we consider the rules: 
dX ->• ciY , Y' —» Y, CjE - 4 Cif, CiA a, 
where a = a 2 for a £ T , and a = a otherwise. 
2. For each matrix mn+j • (X Y, A -» f ) , 1 < j < k, we consider the rules: 
dj-Ji -> d j y ' , y ' -> Y", djA -> d,-t, d j Y " -> d , -y . 
3. For the final matrix (Z —» A) we take the rule Z -> A, and we also use the 
rule f —> f to ensure that the computation never stops if the trap symbol f 
has been introduced. 
At any moment, except after the last step of a computation, where the final rule 
Z —> A is applied, exactly one symbol from Nx U A'i U N" is present. If a matrix 
mi : (X -4- y, A —> a), 1 < i < n, is simulated, then first the first production 
X —> Y is evolved together with the catalyst c, yielding Y from X in two steps, 
and in the second step the corresponding second rule A —> a must be simulated 
together with the catalyst 57, otherwise the trap symbol f is introduced. For a € T 
we generate a second copy, which can leave the system. 
For simulating a matrix m n + ; - : ( X Y, A -> f ) , 1 < j < k, three computation 
steps in II are necessary: if the symbol A is present, in the second step catalyst dj 
must react together with A thus generating the trap symbol f ; otherwise, dj can 
wait for being evolved to dj again together with Y". 
A computation in II now stops if and only if the final matrix has been simulated 
and no trap symbol f is present, i.e., exactly if and only if a successful derivation 
in G has been simulated correctly in II. 
Consequently, we obtain $ t ( L ( G ) ) = ^ ( ¿ ( I I ) ) , which concludes the proof. • 
We close this paper with the observation that the concentration of symbols was 
already used in [1] as a control mechanism of L systems. We can combine the idea 
of [1] with that proposed in this paper and we can consider a sort of "bi-cameral 
DOL systems", as a pair of DOL systems (morphisms) which work separately on 
multisets of symbols and, after each rewriting step, redistribute the symbols in the 
same way as in a P system with a concentration-controlled communication. As 
the output of such a device we consider the union of the two multisets (or the 
Parikh image of this union). The power and the properties of these cooperative 
DOL systems remain to be investigated. Anyway, it is clear that they can induce 
growth functions and length sets which are not growth functions or length sets of 
usual DOL systems: take two different unary DOL systems; by redistribution we will 
get a length set which does not consist of the powers of a given natural number, as 
the length set of a unary DOL language is. 
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A Chomsky-Schiitzenberger-Stanley Type 
Characterization of the Class of Slender 
Context-Free Languages* 
Pál Dömösi * Satoshi Okawa * 
Abstract 
Slender context-free languages have a complete algebraic characterization 
by L. Ilie in [13]. In this paper we give another characterization of this class of 
languages. In particular, using lineax Dyck languages instead of unrestricted 
ones, we obtain a Chomsky-Schiitzenberger-Stanley type characterization of 
slender context-free languages. 
1 Introduction 
We consider slender languages, that is, languages for which the number of words 
of the same length is bounded by a constant. As proved in [16], the slender regular 
languages are exactly the disjoint unions of single loops, that is, disjoint finite unions 
of sets of the form uv*w. A similar characterization holds for slender context-free 
languages as disjoint unions of paired loops, that is, finite unions of sets of the form 
{uvnwxny | n > 0} [13, 17]. 
The characterization of language classes by algebraic operations is one of 
the most important issues in formal language theory. Chomsky-Schiitzenberger-
Stanley's characterization [1, 2, 20, 21] for the class of context-free languages was 
the first well-known result in this direction and is stated as follows: For any context-
free language L, there exists a regular language R such that L = h(RC\D) where D 
is a Dyck language and h is a homomorphism. Moreover, it is clear that h(R fl D) 
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is a context-free language for each regular language R by the closure properties of 
the class of context-free languages. A refinement of this classical result is shown in 
[11]. 
For recursively enumerable languages, a Chomsky-Schiitzenberger-Stanley type 
characterization is given in [10]. It is also proved [15] that there exists no charac-
terization of this type for context-sensitive languages. (See some other types of ho-
momorphic characterizations of recursively enumerable languages in [3, 4, 5, 7, 9].) 
In this paper we investigate a characterization of Chomsky-Schiitzenberger-
Stanley type for slender context-free languages. 
However, a Chomsky-Schiitzenberger-Stanley type characterization of the class 
of slender context-free languages is almost meaningless, because a slender context-
free language is linear but a Dyck language is not linear. If we use a Dyck lan-
guage for characterization, then, in fact, we use complex languages to characterize 
simpler ones. We consider another characterization which is similar to Chomsky-
Schiitzenberger-Stanley's one. 
This paper is organized as follows. In Section 2, we introduce some fundamental 
notions, notations, definitions of slender languages, and the loop characterization 
results for slender languages. In Section 3, we give our main theorem, which of-
fers a Chomsky - Stanley type characterization of the class of slender context-free 
languages. Section 4 gives some concluding remarks. 
2 Preliminaries 
For all notions and notations not defined here, see [6, 8, 12, 14, 18, 19]. By an 
alphabet E we mean a finite nonvoid set. An element of E is called a letter. A word 
over E is a finite sequence of elements in E. For a word w, the length |tu| is the 
number of letters in w, where each letter is counted as many times as it occurs. 
The set of all the words over £ is denoted by £*. In particular, A is a word in E* 
and is called the empty word. Thus |A| = 0. If u and v are words over an alphabet 
E, then their catenation uv is also a word over E. It is clear that A acts as identity 
for this operation, that is, for every word u over E, u\ = Xu = u. Therefore, E* 
becomes a free monoid with catenation as the multiplication and A as the identity, 
and E + = E* \ {A} is a semigroup. 
Any subset of E* is referred to as a language over E. 
Now we define slender languages. A language L C £* is said to be k-slender 
if card{w € L | |tu| = n } < k for every n > 0. A language is slender if it is 
fc-slender for some positive integer k. In particular, a 1-slender language is called 
a thin language. 
For the loop characterization of slenderness, some notation and definitions are 
introduced. For a word u, setting u° = A and un = un~1u for n > 0, we define u* 
and u+ as usual, by u* = {un | n > 0} and u+ = u* \ {A} . 
A language L is said to be a union of single loops (or, in short, USL) if for some 
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positive integer к and some words Ui,Vi,Wi, 1 < i < k, 
i=l 
A language L is called a union of paired loops (or UPL, in short) if for some positive 




A USL language L is said to be a disjoint union of single loops (DUSL, in short) 
if the sets in the union (*) are pairwise disjoint. The notion of a disjoint union of 
paired loops (DUPL) is defined analogously considering (**). 
A grammar is an ordered quadruple G = (N, E, S, P) where N and E are disjoint 
alphabets of variables and terminals, respectively, the start symbol S £ N, and P 
is a finite set of ordered pairs (a, /3) called productions, such that (3 is a word over 
the alphabet N \JT, and a is a word over N U E containing at least one letter of N. 
Usually, a production is written a —> ¡3 instead of (a,/?). 
For a word £ over N U £ , if £ is decomposed into 
£ = 
and a —»/3 is a production in P, then a —> /3 is applicable to £ and the result of the 
application is a word 77 = £i/3£2- We say that £ derives directly rj, and write £ r). 
The language generated by a grammar G = (N, E, S, P) is the set L(G) = {w | 
w £ E* and S =>* w}, where =>* denotes the reflexive and transitive closure of =>. 
If a —» ¡3 £ P implies a £ N then G is called context-free. A context-free 
grammar is said to be linear if for every production a —>• /3 £ P, ¡3 £ E*iV£* U E* A 
linear grammar is called right-linear or regular if for every production a ¡3 £ P, 
(3 £ E*iV U £*. L С E* is a regular (linear, context-free) language if we have 
L = L(G) for some regular (linear, context-free) grammar G. 
Let G = (N,Y,,S,P) be a context-free grammar with N = { 5 } , E = {йг,а'{ \ 
i = l , . . . , n } , and P = {S A ,5 -> 5 5 } U { 5 -s- aiSa'it \ i = l , . . . , n } . We say 
that G and L(G) are a Dyck grammar and the Dyck language over the 2n-letter 
alphabet E, respectively. Furthermore, if the set of productions of a grammar Gc 
is Pc — { 5 —» A} U { 5 —» aiSa[, | i — 1 , . . . ,n}, then Gc is called a linear Dyck 
grammar and its language L(Gc) is called a linear Dyck language. 
We shall use the following well-known results about slender languages. 
Theorem 2.1. [16] The following conditions are equivalent for a language L: 
(г) L is regular and slender, 
(ii) L is USL. 
(in) L is DUSL. • 
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Theorem 2.2. [16] Every UPL language is DUPL, slender, linear and unambigu-
ous. 
• 
Theorem 2.3.[13, 17] Every slender context-free language is UPL. • 
We have the following direct consequence of Theorems 2.2 and 2.3: 
Proposition 2.4. The class of slender linear languages coincides with the class 
of slender context-fee languages. In addition, the class of slender context-free lan-
guages contains only unambiguous languages. • 
3 Results 
As stated in the Introduction, a Chomsky-Schiitzenberger-Stanley type characteri-
zation of the class of slender context-free languages is almost meaningless, because a 
slender context-free language is linear but a Dyck language is not linear. Therefore, 
we use linear Dyck languages instead of Dyck languages in our Chomsky-Stanley 
type characterization. 
Theorem 3.1. Let £ be an alphabet. Then a A, a homomorphism h : A* —> £* 
and a linear Dyck language Dc on A can be determined from £, such that for every 
slender context-free language L C S ' there can be found a regular language RCA* 
with'L — h(R fl Dc). 
Proof. Let £ be an alphabet. Then we first define an alphabet A, a homomorphism 
h, and the linear Dyck language Dc on A as follows: 
An alphabet A is defined by 
A = £ U £ ' U £ U £ ' , 
where 
£' = {a' | a e £ } , £ = {a | a 6 £ } , and £ ' = {a ' | a € £}. 
The homomorphism h : A* —> £* is defined by 
h(a) = h(a!) = a, a e £ and h(x) = A, x € A \ ( £ U £')• 
The linear Dyck language D c over A is the language generated by 
G £ = ( { S } , A , S , P £ ) , 
where 
Pc = { 5 -> aSa', S —> A | a 6 £ U £ } . 
In order to simplify the notations, we use the following abbreviations. For a 
word w = a i... ae £ E*, we have wR = at... a2a i , w' = a[ .. .a't,w = ai ... a/ , 
and w' = a'i... a'(. 
Let L be any slender context-free language over £ . By Theorem 2.3 we 
can find a finite index set I and words Ui,Vi,Wi,Xi,yi, for all i 6 I with 
L = Uig/ {UiV?WiX?yi | n > 0). 
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Define a regular grammar GL = (N, A, A, PR), where N = { A } U {BI, CI \ i € 
/ } , PR = PR U P2 U P3 U Pa U P5 as 
PI = {A MFC«^ M e / } , 
P2 = {J5i Vj i i^Bi | i £ / } , 
/ 3 = {-Bi ->• Wiiu'fCi | i e / } , 
P4 = {Ci -»• Xi'vfCi l i e / } , and 
P5 = {Ci m'uf l i e / } . 
Let i? be a language generated by GL, i.e., R = L(GL)- Then L = h(R n Dc) 
can be proved by 
a.) L C h(R fl Dc)-
Suppose w is in L and w is of the form UivfwiX^yi for some i and n. 
By the definition of Gl, it is clear that a word 
£ = uiyiR{vixiR)nwiw^(xi'vf)nyi'uf 
is generated by Gl as follows: 
A UiyinBi => UiyiRViXiRBi =>* UiyiR(viXiR)nBi => UiyiR{viXiR)nWiwfCi 
=» Uiy^iViXi^WiW^Xi'vfCi =•* UiVi^ViX^YwiW'^iXi'vfYCi 
=»* uiyiR(vixiR)nwiwf{xi'viR)nyi,uf. 
Moreover, it is clear that £ is in Dc, and therefore £ is in R fl Dc- By the 
definition of h, h(£) is a word UiV^WiX^yi, i.e., w. So w is a word in h(R fl Dc)-
b.) h{RnDc) C L. 
Let w e h(RC\Dc)- Then, there is a word £ in RnDc such that w = /i(£). By 
the definition of Gl, £ should be of the form 
£ = U i y R ( V i x R ) m W i W \ R { x\v\ R ) n yy R 
for some i e I. By the definition of D c , n = m. Hence, £ = UiyiR(vi£iR)nWiw'R 
(xi'v'R)nyi'u'R and /i(£) = UivfWiX^yi. Therefore, w = /i(£) is in L. 
This completes the proof. • 
Remark. There exists a regular language R such that h(RCI Dc) is not slender. 
For example, choose a regular language A* as R. Then, by the fact that RilDc 
is Dc and the fact that h(Dc) is £*, the remark follows. Because of the previous 
observation, it is interesting to find a class C of regular languages satisfying the 
following condition: For any slender context-free language L, we can find R in C 
such that L = h(R fl Dc), and for any R in C, h(R fl Dc) is a slender context-free 
language. 
We denote by Hd the class of regular languages that satisfy the condition 
mentioned above. 
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A language L is called a union of double loops (or UDL, in short) if for words 
Ui,Vi,Wi,Xi,yi where 1 < i < k, 
It is clear that L is regular by the definition. However, it is clear by Theorem 2.1 
that L is not slender. 
Now we have the following result, a little stronger than Theorem 3.1: 
Theorem 3.2. Let £ be an alphabet. Then an alphabet A, a homomorphism 
h : A* —> £* and a linear Dyck language Dc on A can be determined from £ such 
that for every slender context-free language L C £*, there can be found a UDL 
regular language RCA* such that L = h(Rn D c) • Moreover, for any UDL regular 
language R, h(R(l Dc) is slender context-free. 
Proof. In the proof of Theorem 3.1, one can see the fact that R is a UDL regular 
language, so the first part of the theorem holds. 
Now we consider the second part. Let R be a UDL regular language. Then, 
since the class of linear context-free languages is closed under the operation of 
intersection with a regular set, R D Dc is linear. Furthermore, by counting the 
number of words of length n in R fl Dc, we can find that R fl Dc is slender. 
Indeed, by the simmetricity of the elements of Dc, every uvewxmy € Dc has the 
form ai.. ,af(af+i.. .ag)eag+i.. .aha'h.. .a'g+1(a'g .. .a'f+1)ma'f .. ,a[ with k = i 
and |u| = |i|. Hence, by L = Ui=i{uiV*WiX*yi}, the language RC\Dc has at most k 
words of length n for every n > 1. Since the class of slender context-free languages 
is closed under homomorphisms, h(RC\ D¿) is slender context-free. 
This completes the proof. • 
4 Concluding Remarks 
In this paper, we investigated some Chomsky-Schiitzenberger-Stanley type homo-
morphic characterizations for slender context-free languages and obtained the first 
characterization as Theorem 3.1 and the second characterization as Theorem 3.2, 
by which any slender language can be represented by the homomorphic image of 
the intersection of a linear Dyck language and a UDL regular language, and for 
any UDL regular language, the homomorphic image of its intersection with a linear 
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On isomorphic representations of generalized 
definite automata*" 
Ferenc Gécseg t Balázs Imreh1' 
To Professor Magnus Steinby on his 60th birthday 
Abstract 
In this paper, the generalized definite automata are studied. In particular, 
systems which are isomorphically complete for this class with respect to the 
»¿-products are characterized. 
1 Introduction 
Generalized definite languages and recognizers were introduced by Ginzburg in [5]. 
Generalized definite automata were also studied in the works [2], [7], [8]. This class 
is so wide that the classes of definite and reverse definite automata are its proper 
subclasses (see [7]). Here, we deal with the isomorphic representations of the gen-
eralized definite automata with respect to the «¿-products. In particular, necessary 
and sufficient conditions are given for systems of automata to be isomorphically 
complete for this class with respect to the «¿-products. The paper is organized as 
follows. After the preliminaries of Section 2, we recall the characterizations of the 
subdirectly irreducible definite, reverse definite, and generalized definite automata 
in Section 3. Then we describe the isomorphically complete systems for the class 
of all generalized definite automata with respect to the «¿-products. 
2 Preliminaries 
In what follows, X always denotes a finite alphabet, and as usual X* denotes the 
set of all words over X . For every nonnegative integer j , let X^ = {w : w 6 
X* and |iy| = j } , where |w| denotes the length of the word w. 
By an automaton we mean a pair A = ( A , X ) , where A is a finite nonempty 
set of states, X is a finite nonempty set of the input symbols, and every x 6 X 
is realized as a unary operation xA : A -» A. For any word w = x\ ... xs £ X*, 
*his work has been supported by the the Hungarian National Foundation for Scientific Research, 
Grant T030143, and the Ministry of Culture and Education of Hungary, Grant FKFP 0704/1997. 
^Department of Informatics, University of Szeged, Árpád tér 2, H-6720 Szeged, Hungary 
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wA : A -»• A is defined as the composition of the mappings xA,... ,xA. If A is 
known from the context, we write simply aw for awA. 
By the definition above, an automaton can be considered as a unoid. There-
fore, such notions as subautomata, congruences, homomorphisms, isomorphisms, 
embeddings, direct products, subdirect products, subdirect irreducibility can be 
defined in the usual way (see e.g. [1] or [6]). We shall use a particular isomor-
phism defined as follows. Let A = ( A , X ) and B = ( B , Y ) be two automata, 
fi a one-to-one mapping of A onto B and r a one-to-one mapping of X onto Y. 
Then the pair fi, r of mappings is called an (A, X)-isomorphism of A onto B if 
axAp, = afi(xr)B is valid, for all a € A and x £ X. In this case, it is said that A 
and B are (A, X)-isomorphic. 
We introduce some particular congruence relations which we need in the sequal. 
For this purpose, let A = (A, X) be an arbitrary automaton with at least three 
states. A congruence p of A is called elementary if p = wa U {(a, b), (b, a) } for two 
distinct states a,b £ A, where lja denotes the diagonal relation, i.e., l>a = {(&jO.) : 
a £ A}. Let us denote by Cone(A) the set of all elementary congruences of A . 
Now, let j > 0 be an arbitrary integer. Let us define the relation pj on A by 
apjb if and only if ap — bp, for all p £ X-*. 
It is easy to see that for every nonnegative integer j , pj is a congruence relation of 
A . 
For every integer j > 0, let us define the state set Aj as follows: 
j40 = {a : o, € A and ax = a, for all x £ X } , 
Aj+1 = {a : a £ A and ax £ Aj, for all x £ X}. 
Then Aj = ( A j , X ) is a subautomaton of A provided that Ao 0, and the Rees 
congruences defined by 
aojb if and only if a, b £ Aj or a = b 
are congruence relations of A . 
For any integer k > 0, an automaton A = ( A , X ) is called weakly k-definite, if 
\Ap\ = 1, for every p £ Xk. Moreover, it is said that A is definite if it is weakly 
/c-definite for some integer k > 0. In particular, if a weakly /c-definite automaton 
A has such a state a*, called dead state, that a*x = a*, for all x £ X, then A is 
called a nilpotent automaton. In this case Ap = {a*} holds, for every p £ Xk. 
For any integer k > 0, an automaton A = (.4, X) is called weakly reverse k-
definite if apx = ap is valid, for all a £ A, p £ Xk, and x £ X. A is reverse definite 
if it is weakly reverse fc-definite for some k > 0. 
Following [8], for any pair of integers h, k > 0, an automaton A = (A, X) is 
called weakly (h,k)-definite if aupv = auv is valid, for all a £ A, u £ Xh, v £ Xk, 
and p £ X*. It is worth noting that for every pair of integers hi > h, k' > k, an 
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automaton A is weakly (h!, A;')-definite if it is weakly (h, fc)-definite. An automaton 
is called generalized definite if it is weakly (h, A;)-definite for some integers h, k > 0. 
Let us denote by Q the class of all generalized definite automata. By the definitions, 
one can obtain the following observation. 
Lemma 1. If A £ Q and B is a homomorphic image of A, then B 6 G as well. 
We recall here the notion of «¿-products (see e.g. [3], [4]). This product family 
is a natural generalization of the serial connection or cascade product of automata. 
Let i be an arbitrary nonnegative integer. Let us consider the automata A = 
(X, A), Aj = (Xj, Aj), j = 1 , . . . , m, and let $ be a family of feedback functions 
below 
ipj : Ai x ... x Aj+i-x x X ^ Xj, j = 1,..., m. 
It is said that A is the on-product of Aj, j = 1 , . . . ,m, if the following conditions 
are satisfied: 
(1) A = Y[^Aj, 
(2) for all ( a i , . . . , am) £ A and x £ X, 
( a i , . . . ,am)xA = (aixAl,... ,amxAm) 
is valid where Xj = <Pj{a\,..., cij+i-i , x), for all j 6 { 1 , . . . , m } . 
For the «¿-product introduced above, we use the notation 
771 
A = Y[Aj(X,*). 
j=i 
When the component automata A j are equal, say A j = B, j — 1 , . . . , m, then 
it is said that the «¿-product A is an «¿-power of B and it is denoted by B m ( X , $ ) . 
In particular, if each of the feedback functions is independent of the states, i.e., 
if the feedback functions have the forms <pj : X —> Xj, j = 1 , . . . , m , then the 
«¿-product is called quasi-direct product. It corresponds to the parallel connection 
of automata where the sign transformation is allowed. 
Lemma 2. If an automaton A can be embedded into an ao-product of automata 
Aj, j = 1,... ,k, moreover, each automaton Aj can be embedded into an ao-product 
of automata Ajt, t = 1 ,...,m,j, then A can be embedded into an ao-product of 
automata A jt, t = 1 , . . . ,m,j\ j = 1 , . . . ,k. 
Let N be an arbitrary class and M a system of automata. It is said that M. is 
isomorphically complete for Ai with respect to the «¿-product if for any automaton 
B £ M, there exist automata Aj £ M, j = 1,... ,m, such that B can be embedded 
into an «¿-product of the automata Aj, j = 1 , . . . ,m. 
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3 Isomorphic representations 
We shall use the subdirectly irreducible definite, reverse definite, and generalized 
definite automata, whose charcterizations can be found in [2]. 
Proposition 1 ([2]). A definite automaton A with |A| > 3 is subdirectly irreducible 
if and only if Cone(A) = {pi}. 
To characterize the subdirectly irreducible reverse definite automata we need 
some preparations. 
For any m > 2, let Xm = {xi,..., xm} and define the sets A(m, k), k = 0 , 1 , . . . , 
inductively so that 
A(m, 0) = { 0 ,1 } , 
A(m, 1) = {0 ,1 } U { ( ¿ i , . . . ,im) £ {0, l } " 1 : iT ± is for some 1 < r < s < m}, 
and for any k > 1, 
A(m,k + 1) = 
A(m,k) U{(H,...,im) £ A(m,k)m : {»!,... ,im} n (A(m, k) \ A(m, k - 1)) ^ 0} . 
For any m > 2 and k > 1, we define an automaton A ( m , k ) = (A(m,k),Xm) as 
follows: 
(1) for both i £ A(m, 0) and x £ Xm, let ix = i\ 
(2) for all ( ¿ i , . . . ,im) £ A(m,k)\A(m,0) andz s £ Xm, let ( ¿ i , . . . ,im)xs = is. 
It is clear that for any m> 2 and k > 1, A(m, k) is a subautomaton of A ( m , k + 
1). 
We recall that an automaton A = (A, X) is input reduced if xA ^ yA for all 
pairs of distinct input symbols x,y £ X. 
Proposition 2 ([2]). Let A = ( A , X ) be an input reduced automaton such that 
> 3 and — m. If A is subdirectly irreducible and reverse k-definite, but not 
nilpotent, then m > 2, k > 1 and A is (A, X)-isomorphic to a subautomaton of 
A (m,k). 
From this statement the next observation follows immediately. 
Corollary 1. If A (|.4j > 3) is subdirectly irreducible and reverse k-definite, but 
not nilpotent automaton, then there is an m > 2 such that A can be embedded into 
a quasi-direct product of A(m, k) with a single factor. 
Proposition 3 ([2]). A generalized definite automaton A with at least three states 
is subdirectly irreducible if and only if Cone(A) = [p\} or Cone(A) = {ao}. 
We also need some particular automata. Let R = ( {0 ,1 } , { i , j / }) denote the 
two-state reset automaton defined by 0a;R = l z R = 1 and 0 y R = l y R = 0. 
Finally, for every positive integer s > 2, let Is = ( { 0 , . . . , s } , {xi,..., z s } ) denote 
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the automaton defined as follows: for all i £ { 0 , 1 , . . . , s } , i ^ s — 1 and Xj £ 
{xi,... ,xs}, let 
ixi. = ii + 3 if i + j < s , 
i \ s otherwise, 
(s - l)x]> = s - l . 
It is easy to see that each of the automata defined above is generalized definite. 
Now, we are ready to characterize the isomorphically complete systems for Q. 
Theorem 1. A system A4 of generalized definite automata is isomorphically com-
plete for Q with respect to the ao-product if and only if there exists an automaton 
R' £ M. such that R Can be embedded into a quasi-direct product of R ' with a 
single factor, moreover, for every positive integer s >2, there exists an automaton 
Vs £ M having at least s + 1 distinct states denoted by 0 , 1 , . . . , s, such that for every 
i < j £ { 0 , 1 , . . . , s } , {i, j} ^ { s — 1, s } , there exists an input symbol Xij of with 
ixn = j, and there is an input symbol x of I's with sx = s and (s — l)x = s — 1. 
Proof. To prove the necessity of the conditions, let us suppose that M is an 
isomorphically complete system of generalized definite automata for Q with respect 
to the ao-product. Since R £ Q, there exist automata Aj = (Aj,Xj) £ M, 
j = 1 , . . . ,m, such that R can be embedded into an ao-product n^Li Aj(X, 
Then it is easy to see that R can be embedded into a quasi-direct product of some 
A j with a single factor. Similarly, by our assumption, I s can be embedded into an 
ao-product UT=i Aj{X, $ ) of automata in M, since Is £ Q. Let p denote a suitable 
embedding and let tp, = (ati,..., atm), t = 0 , . . . , s. Moreover, let us denote by r 
the least integer for which a s _ i , r asr. 
First we show that aiT £ { a s _ i > r , a s r } , for any 0 < i < s — 1. Contrary, 
let us suppose that CLir — st 
for some 0 < i < s — 1. Then there exists an 
input symbol y — ipr(an,... , Q-i^T—1) %$—1 — i) £ Xr such that asry = airy = a s _ i , r . 
On the other hand, by our assumption, a s _ i ) r z = a s_i t T and asrz = asr, where 
z = ipT(asi,..., a s , r _ i , x\). Therefore, asrzhyzk = a5_i)T. and asrzhzk = asr is 
valid for every pair of integers h, k > 0. This contradicts the fact that A r is a 
generalized definite automaton. Consequently, air / asr, for any 0 < i < s — 1. 
One can prove in similar way that a ^ ^ a s - i > r , for all i £ { 0 , 1 , . . . , s — 2} . 
Next we show that the elements atr, t = 0 , 1 , . . . ,s — 2, are pairwise different. 
Contrary, let us suppose that for some integers 0 < i < j < s — 2. Since 
i < j and p, is an embedding, there exists an input symbol x £ XT such that airxh = 
air holds, for every nonnegative integer h. Moreover, there are such input symbols 
y,xi,x2 £ XT for which airy = as_2,r, as-2,rii = a s - i , r , and as_2)T.x2 = asr. 
Finally, asrz = asr and as-i>rz — as_\tT, where z = ipr(asi,... , a s , r - i , x i ) again. 
Then airxhyx\zk — as_i i 7 . and a.irxhyx2Zk = aS i r hold, for every pair of integers 
h,k > 0, which contradicts the fact that A r is generalized definite. Therefore, 
air ajr, for any integers 0 < i < j < s — 2. By the two observations given above, 
38 Ferenc Gécseg, Balázs Irnreh 
we obtain that the elements ао,Г) air, • • • ,QSt are pairwise different. This results in 
that A r can be considered as the required automaton IJ.. 
In order to prove the sufficiency of the conditions, let us suppose that Л4 has 
the required properties. We prove that M. is an isomorphically complete system 
for Q with respect to the ao-product. For this reason, let us consider an arbitrary 
generalized definite automaton A = (A, X ) of n states. We prove by induction on 
n that A can be embedded into an ao-product of automata in M . If n = 1 or 
n — 2, then the statement is obviously valid. Now, let n > 2 and suppose that 
the statement is valid for every m < n. If A is subdirectly reducible, then it can 
be embedded into a direct product of generalized definite automata having fewer 
states than n. By our induction hypothesis, each component automaton of this 
direct product can be embedded into an ao-product of automata in M , and thus, 
by Lemma 2, A can be also embedded into an ao-product of automata in Л4. 
Let us suppose now that A is subdirectly irreducible. Then, by Proposition 
3, Cone(A) = { p i } or Cone(A) = {сто}. We distinguish two cases depending on 
Con e ( A ) . 
Case 1. C o n e ( A ) = { p i } . Let сф d £ A with cpid for some states c ,d £ A. 
Then, by the definition of p\, cx = dx, for all x £ X. Let Xj = {x : x 6 
X and cx = c } . Moreover, let 0, 1 and u, v denote the states and the input 
symbols of R ' for which Ou = lu = 0 and 0w = lw = 1 hold. Let us consider the 
ao-product A / p i x R ' ( X , Ф) defined as follows. For all a g A \ {c , d} and x 6 X, 
let 
H : d (/>i(c),l), 
where p\ (c) denotes the equivalence class containing c. Then it is easy to see that p. 
is an embedding of A into the ao-product A / p i x R ' ( X , $ ) , and thus, our induction 
hypothesis and Lemmas 1 and 2 imply that A can be embedded into an ao-product 
of automata in M . 
Case 2. Cone(A) = { c o } . Let c ^ d £ A with caod. Then cx = c and dx = d, 
for all x £ X. Let us suppose that A is weakly (h, fc)-definite for some h > .0, 
<P 1 (ж) = x 
and 
Let us define the mapping p,: A -> А/p\ x { 0 , 1 } by 
p,: a ( { a } , 0 ) , for all a € A \ {c,d}, 
•{j. : с [pi (c), 0), 
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k > 0. For all a £ A and u £ Xh, let us define the subautomaton Aau — (4a« , X), 
where Aau = {aup : p £ X * } . Then A a u is a weakly /c-definite automaton. Indeed, 
let v £ Xk be an arbitrary word and a1 £ Aau. Then there is a word p £ X* such 
that a' = aup. Since A is weakly (h, /c)-definite, a'v = aupv = auv is valid for all 
o! £ AaUi and hence, Aauv = {auv}. 
Now, we distinguish two subcases depending on the subautomata Aau. 
Subcase 1. There exist a state a £ A and a word u £ Xh such that Aau is 
not singleton. Then Aau is a subdirectly irreducible definite subautomaton of A , 
since for any congruence 7 of A a u , the relation 7 U u>a is a congruence relation of 
A . If \Aau\ > 3, then by Proposition 1, Cone(Aau) = { p i } , where p[ denotes the 
corresponding relation belonging to Aau. Then there are states e,f£ Aau such 
that ex — fx, for all x £ X. Then it is easy to see that the relation 6 defined on A 
by 
a'Qa" if and only if {a ' , a " } C { e , / } or a' = a" 
is an elementary congruence of A distinct from <70 which contradicts our assumption 
that Cone(A) = {cto}. If |Aau| = 2, then Aau = { e , / } for some states e, / £ A 
and ex = fx is valid, for all x £ X. Then one can define 0 in the same way as 
above, and 0 is an elementary congruence of A which results in a contradiction 
again. Consequently, this subcase is impossible. 
Subcase 2. For all a £ A and u £ Xh, Aau is singleton. Then, aux = au, 
for all u £ Xh and x £ X, and hence, A is weakly reverse /i-definite, moreover, 
by Cone(A) = {uo} , A is not nilpotent. Since A is subdirectly irreducible, by 
Corollary 1, A can be embedded into a quasi-direct product of A ( m , h) with a single 
factor for an integer m >2. Without loss of generality, we may assume that h is the 
least integer with this property. Let r denote a suitable embedding of A into the 
quasi-direct product of A ( m , H) with a single factor. Let BI = (AT fl A ( m , z ) ) r _ 1 , 
i = 0 , 1 , . . . , h. Since r is an embedding, it is easy to show that 
(3) {c , d} = B0 C B1 C . . . C Bh = A 
(4) BiX A C B ^ 1, for all 1 < i < h and x £ X. 
Let us consider now the ao-product A/cr0 x I 'A + 1 (X, $ ) defined as follows. For 
all a £ A \ {c , d} and x £ X, let 
ipi(x) - x, 
if a £ Bj \ Bj-i and axA £ Bi\ £¿ -1 
for some 1 < i < j < h, 
if a 6 Bj \ Bj-1 and axA = c for some 1 < j <h,-
if a £ Bi \ B^ 1 and axA = d for some 1 < j < h, 
<P2 (a,x) -
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where x' denotes now the input symbol of I^+i for which hx' = h and (h + \)x' = 
h + 1 hold. By (3) and (4), the feedback functions are well-defined. 
Let us define the mapping p. of A A/a0 x { 0 , 1 , . . . ft + 1} as follows. For every 
a € A \ {c, d}, let 
p : a ( { a } , h — j) if a € B j \ B j - i for some 1 < j < h, 
({c,d},h), 
p,: d ( { c, d}, h + 1). 
Now, it is easy to check that p, is an embedding of A into the Qo-product under 
consideration. Then, the induction assumption and Lemmas 1 and 2 yield that A 
can be embedded into an ao~Pr°duct of automata in M . This ends the proof of 
the statement. 
From Theorem 1, the next observation follows. 
Corollary 2. There is no finite system M. of generalized definite automata which 
is isomorphically complete for Q with respect to the ao-product. 
The following statement shows that we can obtain finite isomorphically complete 
systems by allowing automata as components which are not necessarily generalized 
definite. 
Theorem 2. A system M. of automata is isomorphically complete for Q with 
respect to the ao-product if and only if M satisfies the conditions below: 
(1) there exists an automaton R' E Ai such that R can be embedded into a quasi-
direct product of R' with a single factor, 
(2) (a) for every positive integer s > 2, there exists an automaton I's £ M. 
which has s + 1 distinct states, denoted by 0 , 1 , . . . , s, such that for all 
i < j £ { 0 , 1 , . . . , s } , {¿, j) yi {s — 1, s } , there exists an input symbol xij 
ofI's with ixij = j, and there is a further input symbol x of I's such that 
sx = s and s — Ix = s — 1, 
or 
(b) there exists an A € M which has a state a and not necessarily distinct 
input symbols u,v,w,z such that au = a, av ^ aw, avz = av, and 
awz = aw. 
Proof. To prove the necessity of the conditions, let us suppose that M is isomor-
phically complete for Q with respect to the ao-product. The necessity of (1) follows 
from the proof of Theorem 1. 
Now, we prove that (2)(a) or (2)(b) is valid for M. For this purpose, let us 
suppose that (2)(a) is not valid. Then there is a positive integer So > 2 such 
that Ij0 £ M . By our assumption, ISo can be embedded into an ao-product 
I l /Li of automata in M since ISo 6 Q. Let p denote a suitable isomor-
phism and let tp. = ( a n , . . • ,atm), t = 1,... ,sq- Let r be the least integer for which 
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a S o _ i ! r aSo,r• Let us observe that if the elements a o r , a i r , . . . ,aS 0 : r are pairwise 
different, then Ar can be considered as I'So which is a contradiction. Consequently, 
there are i < j £ { 0 , 1 , . . . , so}, { i , j} ^ {so — 1, so} such that a¿r = a,jr. Now, it is 
easy to show that Ar satisfies condition (b), and therefore, (2)(b) is valid for M. 
In order to prove the sufficiency, let us suppose that M satisfies the conditions. 
If (1) and (2) (a) are valid, then Theorem 1 implies that M. is isomorphically com-
plete for Q with respect to the a0-product. Let us assume now that (1) and (2)(b) 
are valid for M. with R' and A, respectively. Then, by Lemma 2 and the sufficiency 
of conditions (1) and (2)(a), it is suffficient to show that I s can be embedded into 
an ao-product of automata in {R , A } , for every positive integer s > 2. For this 
purpose, let s > 2 be an arbitrary positive integer. Let us define the ao-product 
R x • • • x R x A ( { 2 i , . . . ,xs}, $), 
where the number of the occurences of R is equal to s — 1, in the following way. 
For every ( n , . . . , r s _ 0 £ { 0 , 1 } S " \ xk £ {xi,..., a;s}, and j £ { 2 , . . . , s - 1}, let 
<Pi(xk) = x, 
where a and u, v, w, z denote the suitable state and input symbols of A, respectively. 
Now, let us consider the mapping p defined by 
/u : 0 ( 0 , 0 , 0 , . . . , 0, a), 
/ i : l ^ ( l , 0 , 0 , . . . , 0 , a ) , 
( 1 , 1 , 0 , . . . , 0 , a ) , 
H : s — 2 (1,1,... 1,0, a), 
p : s - 1 ( 1 , 1 , . . . , 1,1,aw), 
/i : s -» ( 1 , 1 , . . . , 1, l , aw) . 
Then it is easy to see that p, is an isomorphism of I s into the ao-product R x 
• • • x R x A ( { x i , . . . , ! , } , $ ) under consideration which ends the proof of Theorem 
2. 
The next statement directly follows from the definition of the «¿-products. 
Lemma 3. If the automaton A can be embedded into an ao-product of automata 
A j, j = 1 , . . . , n , and each A j can be embedded into an a\-product of automata 
A j t , t = 1 , . . . ,mj, then A can be embedded into an ai-product of automata Ajt, 
t = I,...,my, j - l , . . . , n . 
' u ^ 52t=i rt+k < s - 1 
w d E i = ] l r t ^ s - l , 
. z otherwise. 
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Now, let i > 1 be. an arbitrary integer. Then the isomorphically complete 
systems of generalized definite automata with respect to the a¿-product can be 
characterized as follows. 
Theorem 3. A system, M of generalized definite automata is isomorphically com-
plete for Q with respect to the ai-product (i > 1) if and only if there exists an 
automaton R " € M such that'R" has two distinct states denoted by 0,1 and four 
not necessarily distinct input symbols v,x,y,z such that lv = 0, Qx = 0, 0y = 1, 
Proof. The necessity of the conditions can be proved in a similar way as in the 
case of Theorem 1. . 
Regarding the sufficience, let us observe, that R can be embedded into an oti-
product of R " with a single factor, and this product is an ai-product of R " with 
single factor. Now we show that for every integer s > 2, the automaton I s can be 
embedded into an ai-power of R " . 
Let s > 2 be an arbitrary integer. Let us consider the ai-power 
( R " ) s ( { x i , . . . , x s } , $ ) defined as follows. For all 1 < k < s, (vi,... ,vk) 6 {0, l } f c , 
and Xj G { i i , . . . , x s } , let 
p : 0 - > ( 0 , 0 , 0 , . . . , 0 ) , 
: 1 -»• ( 1 , 0 , 0 0 ) , 
A» : 2 7-> ( 1 , 1 , 0 , . . . , 0 ) , 
p : ( s - 1) ^ ( 1 , 1 , . . . , 1 , 0 ) , 
( 1 , 1 , . . . , 1 , 1 ) , 
is an embedding of I s into the ai-power under consideration. 
By Theorem 1, the system K. = { R } U {I s : s = 2 , 3 , . . . } is an isomorphically 
complete system for Q with respect to the ao-poduct. Therefore, every generalized 
lz = 1. 
x if Et=i vt= s-1, . 
x if J2t=i vt <s - 1 and j + J2t=i vt < s - 1, 
V i f E t = i vt < s ~ 1 a n d 3 + Yft=i vt > s i 
2 i f E t = i u t = s. 
s 
VsiíVlj.-.tVs^j) = < 
Then it is easy to see, that the mapping p given by 
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definite automaton can be embedded into an ao-product of automata in K. On 
the other hand, we have proved that every automaton in /C can be embedded into 
an ai-power of R " . Then, by Lemma 3, we obtain that every generalized definite 
automaton can be embedded into an ai-power of R " , and consequently, { R " } , and 
also M, are isomorphically complete systems for Q with respect to the «¿-product. 
The following assertion shows that we obtain the same characterization of the 
isomorphically complete systems consisting of not necessarily generalized definite 
automata with respect to the aj-product (i > 1). 
Theorem 4. A system M of automata is isomorphically complete for Q with 
respect to the a.i -product (i > 1) if and only if it contains an automaton R " such 
that R " has two distinct states, denoted by 0, 1, and four not necessarily distinct 
input symbols x,y,z,v with 0 i R = 0, Ch/R = 1, l z R = 1, lv R = 0. 
Proof. The validity of Theorem 4 follows immediately from Theorem 3. 
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Languages Recognized by a Class of Finite 
Automata * 
A.V. Kelarev t O.V. Sokratova * 
Abstract 
We consider automata defined by left multiplications in graph algebras, 
and describe all languages recognized by these automata in terms of combina- . 
torial properties of words which belong to these languages, regular expressions 
and linear grammars defining these languages. This description is applied to 
investigate closure properties of the obtained family of languages. 
A language over an alphabet X is a subset of the free monoid X* generated by 
X . We use standard concepts of automata and languages theory (see [7], [11]). 
Graph algebras make it possible to apply methods of universal algebra to var-
ious problems of discrete mathematics and computer science. They have been 
investigated by several authors (see [2], [4], [5], [6], [8], [9], and [10] for references). 
Throughout the word graph means a finite directed graph without multiple edges 
but possibly with loops. The graph algebra Alg(D) of a graph D = (V,E) is the 
set V U { oo } equipped with multiplication given by the rule 
f z if (x,y)€E, 
\ oo otherwise, 
for all x,y EV. In this paper we use graph algebras as language recognizers. 
Let Alg(£)) be a graph algebra. Put A l g ^ D ) = Alg(£>) U {1 } , and extend 
the multiplication of Alg(D) to the whole set Alg1 (D) by assuming that 1 acts 
as an identity on all elements of Alg1 (D). Let T be a subset of Alg1 (D) , and 
let / : X —> Alg1 (D ) be any mapping. We consider the graph algebra automaton 
Atm(D,T) , where 
• the set of states is Alg1(£)); 
• 1 is the initial state; 
"The author has been supported by the Estonian Science Foundation, Grant 
tDepartment of Mathematics, University of Tasmania, P.O. Box 252-37, 
nia 7001, Australia, e-mail: Andrei.Kelarev@utas.edu.au 






46 A.V. Kelarev, O.V. Sokratova 
• T is the set of terminal states; 
• the next-state function is given by a • x = f(x)a, for a £ Alg1 (D), x £ X. 
This automaton is defined by left multiplications of elements of the graph algebra. 
Our main theorem describes all languages recognized by graph algebra automata 
in terms of combinatorial properties of words which belong to these languages, as 
well as in terms of regular expressions for these languages or their complements 
(see Theorem 1). This description allows us to answer several natural questions 
concerning the class Q of languages recognized by graph algebra automata. First, 
we show that this class is not empty and, moreover, contains certain fairly large 
subclasses (see Corollary 4). Second, we verify that Q is a proper subclass of the 
class of languages recognizable by finite state automata (see Corollary 6). Third, 
we give examples which demonstrate that the whole Q is not closed for union, 
intersection, and product (see Example 7). However, we represent Q as a union of 
two classes Qa and Qt such that Qa is closed under intersection and left derivative, 
and Qb is closed under union and right derivative. Finally, we show that the whole 
class Q is closed under the Kleene *-operation and complement (see Corollaries 8 
and 9). 
Theorem 1 For any language L over an alphabet X, the following are equivalent: 
(i) L is recognized by a graph algebra automaton; 
(ii) at least one of the following two conditions is satisfied for all x,y £ X, and 
u, v £ X*: 
(a) xyu £ L implies yu £ L, and 
xu, yxv £ L implies yxu £ L; 
(b) yu £ L implies xyu £ L, and 
yxu £ L implies xu £ L or yxv £ L. 
(iii) there exist disjoint subsets X\, Xi of X and a relation G C X x X such that 
the language L \ {1 } or X+ \ L has the following regular expression: 
X*XiX* + X*X7+ Y^ X*XiXjX*; (1) 
(xj,xi)eG 
(iv) there exist subsets Q C X and P C X x X such that the language L \ { 1 } or 
X+ \L is generated by the right linear grammar with the alphabet X, the set 
W = {x' | x £ X} U {so} of nonterminal symbols, the start symbol so, and 
productions 
so xx' for all x £ X, (2) 
x' yy' for all (y,x) £ P, 
x' 1 for all x £ Q. 
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Proof. 
(ii)=>(i): First, suppose that the language L satisfies (a). Introduce a graph 
D = (V, E) with the set V — X of vertices, and the set E of edges consisting of all 
pairs (x,y) such that yxu € L for some u £ X*. Let / be the mapping from X to 
Alg1(Z?) defined by f(x) = x. Put T = ( {1 } U l ) i l L. 
Take an arbitrary word u = x\ • • • xn in L. If u — 1, i.e. n = 0, then 1 6 T, 
and the automaton A t m ( D , T ) accepts u. Further, assume that n > 0. The first 
implication of condition (a) shows that xk • • -xn £ L, for all k = 1 , . . . , n. It follows 
that (x2,xi), (xz,x2), •••, (xn,xn-i) £ E by the definition of E, and xn £ T by 
the definition of T. We get 1 • u = f(xn)(• • • f(xi)) = f(xn) = xn £ T , and so the 
automaton A t m ( D , T ) recognizes u. 
Consider any word u = xi • • - xn accepted by A t m ( D , T ) . If u = 1, then 1 £ T, 
and so u = 1 £ L. Further, assume that n > 0. As above, 1 • u £ T means that 
xn,... ,xi is a directed path in D and xn € T. By reversed induction on k we show 
that xk • • • xn £ L, for all k — 1 , . . . , n. If k = n, then xn £ T C L by definition. 
Assume that xkxk+i •••Xn £ L, for some 1 < k < n. Since (xk,Xk-I) £ E,~ we 
have xk-ixkv £ L, for some v £ X*. Then the second implication of (a) yields 
xk-\xk • • • xn £ L, as required. Therefore u = xi • • • xn £ L. Thus L is the language 
recognized by A t m ( D , T ) . 
Second, suppose that L satisfies condition (b). Observe that the complement 
L = X* \ L of L satisfies condition (a) if and only if L satisfies condition (b). 
Indeed, denoting the logical negation of a proposition P by P, we get 
(xyu g L => yu L) = 
= xyu £ L => yu £ L) 
= (xyu € L V yu € L) 
= (xyu € L V yu £ L) 
= (yu £ L => xyu £ L) and 
(xu,yxv $ L => yxu ^ L) = 
= (xu £ L A yxv £ L => yxu £ L) 
= (xu £ L A yxv £ L V yxu £ L 
= (xu £ L V yxu € L V yxv £ L) 
= (yxu £ L => xu £ LV yxv £ L). 
Therefore L = X* \L satisfies (a), and so it is recognized by some automaton 
Atm(D,T ) . Hence L is recognized by the automaton A t i n ( D , T ) , where T = 
Alg 1 ( i ? ) \ T . 
(i)=>(iii): Suppose that L is recognized by a graph algebra automaton 
A t m ( D , T ) of a graph D = (V,E). First, assume that oo £ T. Let us define 
the sets: 
Xx = {x £ X | f(x) = 00} X2 = {x£X\ f(x) £ T \ { 0 0 } } 
48 A.V. Kelarev, O.V. Sokratova 
and the relation 
G = {(xi^j) £ X x X | (f(Xi), f{Xj)) $ E}. 
Take an element u = xi • • • xn in L \ { 1 } . Since u ji 1, we get n > 0. By the 
definition, 1 • u = f{xn)(- • • f{x\)) £ T. The following three cases are possible: 
Case 1: 1 • u £ T \ { o o } . Then f(xn) = 1 • u £ T \ { o o } , and so u £ X*X2. 
Case 2: 1 • u = oo and f(xi) = oo, for some i = 1 , . . . ,n. Then u £ X*XiX*. 
Case 3: 1 • u = oo and all f{xi) oo. Then there exists i = 1 , . . . , n — 1 such 
that ( f ( x i + i ) , f { x i ) ) £ E. It follows that u £ X*XiXi+1X*. 
On the other hand, consider an arbitrary element U — * * * Xfi of the language 
defined by (1). If u £ X*XiX* or u £ X*X{X i+iX*, then 1 • u — oo, and sou £ L. 
If u £ X*X2, then either 1 • u = oo 6 T, and so u £ L, or 1 • u = f(xn) £T \ { o o } , 
and u £ L, again. 
Thus L \ { 1 } is given by the regular expression (1). 
Second, assume that oo ^ T. Then the complement of L is defined by the 
regular expression (1). 
(iii)=^(ii): Let L be a language defined by the regular expression (1). We are 
going to verify condition (b) of Theorem 1. If yu £ L, then obviously xyu £ L. 
Now, suppose that yxu £ L. First, assume that yxu £ X*X\X*. If y £ Xi, then 
yxv £ XiX* C L. Otherwise, xu £ X*XiX* C L. Second, assume that yxu £ 
X*X2. Then xu £ X*X2 C L. Third, assume that yxu £ X*XiXjX*, for some 
(Xj,Xi) £ G. If y = Xi, then yxv £ XiXjX* C L. Otherwise, xu £ X*XiXjX* C L. 
Thus condition (b) of Theorem 1 holds, and hence L is recognized by a graph 
algebra automaton. 
(i)=>(iv): Suppose that the graph algebra automaton A t m ( D , T ) of a graph 
D = ( V , E ) recognizes L. First, assume that oo & T. The standard method 
gives us a right linear grammar which generates L (see, for example, the proof 
of Proposition 6.2.3 in [3]). Removing redundant productions from this grammar, 
and simplifying notation of states, we get the right linear grammar mentioned in 
condition (iv) with Q = T and P = E. Note that so is a nontermainal state. Thus 
this grammar generates the same language. 
Second, assume that oo £ T. It can be easily seen that the grammar specified 
in (iv) generates X+ \ L. 
(iv)=^(i): Suppose that L \ { 1 } is generated by the right linear grammar given 
in (iv), and so we are given Q,P and T. Consider the graph D — (V,E) with the 
set V = X of vertices and the set E = P of edges. Let / be the mapping from 
X to Alg1(£>) defined by f(x) = x. Put T = Q. It is routine to verify that L is 
recognized by the graph algebra automaton A t m ( D , T ) of D. 
Suppose that L \ { 1 } = X* \ (L U {1 } ) is generated by the right linear 
grammar specified in (iv). Then L is recognized by the automaton Atm(Z), T), 
and hence L is recognized by the automaton Atm(D. T ) , where T = A l g ' ( D ) \ T . • 
Corollary 2 It is decidable whether a regular language belongs to the class Q. 
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Proof, follows from condition (iii) of our main theorem. Indeed, given a regular 
language, for all disjoint subsets Xi,X2 of X and all-relations G C X x X, we can 
use well known algorithms to verify whether the regular language (1) is equal to 
L \ { 1 } or X+ \ L. • 
Denote by Qa the subclass of G containing the languages over X satisfying 
condition (a) of Theorem 1 and by Qb the subclass of Q containing the languages 
over X satisfying condition (b). Let Qi = {L C X* | L = X* \ L £ Gi], for i = a,b. 
It follows from the proof of Theorem 1 that 
Ga~Gb and Qb = Qa, (3) 
the regular expression (1) describes languages of the class Qb, and the right linear 
grammar specified in condition (iv) of Theorem 1 describes languages of the class 
Qa-
Corollary 3 A language L belongs to the class Qa fl Gt if and only if there exists 
a subset X2 of X such that L \ { 1 } is given by the regular expression: 
X*X2 (4) 
Proof. It is easily seen that the regular expression (4) is a particular case of the 
regular expression (1), and so every language defined by it belongs to Qb-
Further, it is easy to verify that every language defined by the regular expres-
sion (4) satisfies condition (a) of Theorem 1, and therefore belongs to Qa. Thus 
every language described by the regular expression (4) belongs to the class Qa fl Gb 
Conversely, consider an arbitrary language L of the class Ga^Gb- By Theorem 1, 
there exist disjoint subsets X\ ,X2 of X and a relation G C X x X such that L \ { 1 } 
has the regular expression (1). Moreover, we can choose XI = {x £ X | f(x) = oo} , 
X2 = {X£X \ f(x) £ T\ { o o } } and G = { ( x i i X j ) £XXX \ (f{xi),f(x-)) $ E}, 
where L is recognized by a graph algebra automaton A t m ( D , T ) of a graph D = 
(V, E) such that oo £ T. 
Since the language X+ obviously has a regular expression of the form (4), we 
may assume that L is not equal to any of the languages X+ and X*. 
First, suppose that Xi ^ 0. Take any x £ Xi and u £ X+. Condition (a) of 
Theorem 1 implies u £ L. This contradiction shows that X] = 0. 
Next, suppose that G -fc 0. Choose a pair (xj,xi) £ G and u £ X+. Then 
XiXju £ L, and condition (a) of Theorem 1 implies u £ L, a contradiction. Hence 
G = 0. 
Therefore L \ { 1 } is given by the regular expression (4). • 
In particular, the class Qa H Gb contains the languages 0, { 1 } , X+, and X*. 
Corollary 4 The class Qa contains all regular languages given by the regular ex-
pressions of the form 
X 1 X 2 X 3 X I • • • X 2 n X 2 n + i , (5) 
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where X1,X2,.. .,X2n+i C X U { 1 } , and XiHXj = { 1 } , for all 1 < i < j < 2n+ 1. 
Proof. Let L be a language defined by the regular expression (5). First, 
suppose that xyu € L. Since the empty word 1 belongs to all sets Xi , it follows 
that yu £ L. Second, suppose that xu,yxv € L. Since 1 is the only common 
element of Xi and X j for i ^ j, we see that both occurrences of the letter x 
in xu and in yxv come from the same set Xi , where 1 < i < 2n + 1. It fol-
lows that yxu £ L. Thus condition (a) of Theorem 1 holds, and therefore L £ Qa. • 
Next, we give an example of a language, which belongs to Qa but cannot be 
defined by a regular expression of the form (5). 
Example 5 Let X = {x\, x2, • • •, xn } , and let L be the set of all words xk such that 
A; is a positive integer, and 1 < i < n. It is easily seen that L satisfies condition (a) 
of Theorem 1, and so L £ Qa. However, for n > 1, it is clear that L cannot be 
described by an expression of the form (5), because all languages described by these 
expressions have a word containing all the letters x\,...,xn. 
It is easily seen that all languages in the class Qb, except 0 and {1 } , are infinite. 
On the other hand, the class Qa contains some finite languages, but not all, as the 
following corollary shows. 
Corollary 6 Let L be a finite language over an alphabet X, where = n. If 
LeGa, then\L\<2". 
Proof. First, we show that L has no words with two occurrences of the same 
letter. Suppose to the contrary that L contains a word w = axbxc, where x € X, 
a,b,c£ X*. Since L satisfies condition (a) of Theorem 1, it follows that L contains 
till words axbxbxc, axbxbxbxc,.... This contradicts the finiteness of L. 
Second, we show that if two letters Xi,Xj occur together in several words of 
L, then they occur in the same order in all of these words. Suppose to the con-
trary that L contains words w = ax\bx2c and w' = a'x2b'xic', where x\,x2 £ X, 
a,b,c,a',b',c' £ X*. It follows from the second implication of condition (a) of 
Theorem 1, that L contains the word w = axibx2b'x\c', a contradiction. 
Therefore every word of L is defined by the set of its letters. Thus 
It is well-known that all finite languages are regular. Hence we see that many 
regular languages are not recognized by graph algebra automata. The following 
example shows that the class of languages recognized by graph algebra automata 
is not closed under union, intersection, or product. 
• 
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Example 7 The languages Li = {a;i2;2, x 2 } and L2 = {^2X3, £3} are recognized by 
graph algebra automata, because they satisfy condition (a) of Theorem 1. However, 
their union L\ U L2 contains the words xyx2,x2x3, but does not contain X1X2X3. 
Hence Li U L2 does not satisfy condition (a). Obviously, it does not satisfy (b) 
either, because all languages with this condition are infinite. Therefore L\ U L 2 is 
not recognized by a graph algebra automaton. 
The languages Li = X* \ L\ and L2 = X* \ L2 are recognized by graph al-
gebra automata, as well. But their intersection, which is equal to L\ U £ 2 , is not 
recognized by graph algebra automata, because L\ U L2 $ Q. 
The languages L3 = { x i } and L2 = {x2x3,x3} satisfy condition (a) of Theo-
rem 1, and so they are recognized by graph algebra automata. However, neither (a) 
nor (b) holds for their product L3 • L2 = { x ix 2 x 3 , X1X3}. 
For any language L and word u £ X*, let Lu~x = {w £ I * | wu £ L} and 
u~lL = {w £ X* | uw £ L}. A class £ of languages is said to be closed under left 
(right) derivative if L £ £ implies u~lL £ £ (respectively, Lu~l £ £). 
Corollary 8 The class Q is closed under complement, Qa is closed under intersec-
tions and left derivative, and Qb is closed under union and right derivative. 
Proof. Equations (3) immideately show that Q is closed under complement. It is 
routine to verify that Qa is closed for intersection and left derivative and that Gb is 
closed under right derivative. 
Now, assume that Li,L2 £ Gb- Then L\, L2 £ Qa, and therefore 
Li U L2 = Li H L2 £ Ga, because Qa is closed under intersection. Hence 
L\ U L2 £ Gb, as required. • 
Corollary 9 The classes Ga and Gb are closed under the Kleene *-operation. 
Proof. Suppose that L € Ga- First, take any word xyu in L*, where x,y £ X,u £ 
X*. We have xyu £ Ln, for some n > 1. Consider the leftmost prefix of this word 
which is in L. If x £ L, then yu £ L n _ 1 C L*. Further, assume that xyu\ € L and 
U2 £ Ln~l, for some factorization u = uiit2, where ti j ,u2 £ X*. Then yu\ £ L, 
because L £ Ga- Therefore yu = yu\u2 £ L*, again. 
Second, take xu,yxv £ L*. If y £ L, then clearly yxu £ L*. Hence we may 
assume that yxv 1 £ L and v2 £ L*, where v = vii>2. We get xu\ £ L and u2 £ L*, 
where u = uiu2 . Since L £ Ga, we get yxui £ L, and therefore yxu = yxu\u2 £ L*, 
again. 
Thus the whole condition (a) of Theorem 1 is satisfied for L*, and therefore 
L* £ Ga-
Now, suppose that L £ Gb- Pick up any word yu £ L*, where y £ X, u € X* 
and x £ X. We have yui £ L and u2 £ L*, for some factorization u = U\U2- It 
follows that xyui £ L, and so xyu £ L*. 
Finally, take yxu £ L* and v £ X*. If y € L, then obviously xu £ L*. 
Therefore we may assume that yxu 1 £ L and u2 £ L*, for some factorization 
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u — u\u2, where u\,u2 £ X*. Since L £ Qb, it follows that xu\ £ L or yxv £ L. In 
the former case xu = xu\u2 £ L*, and in the latter case yxv € L*. Thus the whole 
condition (b) of Theorem 1 is satisfied, and so L* £ Qb- • 
The authors are grateful to two referees for valuable advice and suggestions that 
helped to improve the first version of this paper. 
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P Systems with Picture Objects 
Shankara Narayanan Krishna * Raghavan Rama * 
Kamala Krithivasan t 
Abstract 
New computability models called P systems, based on the evolution of 
objects in a membrane structure, were recently introduced. In this paper, 
we consider two variants of P systems having "complex objects" like pictures 
as the underlying data structure. The first variant is capable of generating 
pictures with interesting patterns. We also investigate the generative power 
of this variant by comparing it with the families of two dimensional matrix 
languages. The second variant has some applications in pattern generation. 
1 Introduction 
The name 'picture processing' is generally used to describe that area of computer 
science which is concerned with the analysis and generation of pictures. Pioneering 
work in suggesting and applying a linguistic model for the solution of nontrivial 
problems in picture processing was done by Narasimhan [4]. Narasimhan has also 
proposed and implemented schemes for the recognition of handprinted letters of 
the English alphabet and for the generation of poster pictures [5, 6]. 
Various classes of pictures have also been generated using grammars [11]. A 
matrix model to describe digital pictures viewed as matrices (m x n rectangular 
arrays of terminals) is given in [13]. There has been considerable interest in applying 
the methods of mathematical linguistics to picture generation and description. The 
concept of substitution of regular sets into languages of Chomsky type are defined in 
[13] and the concept of substitution of regular sets into L-systems are defined in [7]. 
When a picture is described as a rectangular array of terminals, it is advantageous 
to assign attribute values to members of the array, the typical attribute values 
being intensity or grey level, color and opaqueness or transparency [12]. 
P systems, introduced by Gh.Paun, [8] form a new class of biologically inspired 
distributed computing models. P systems can be used as a support for a computing 
device based on any type of objects and any type of evolution rules associated with 
them. In basic variants of P systems, the objects are represented either by symbols 
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from a given alphabet or by strings over a given alphabet. In the case of string 
objects, the objects can evolve in many ways defined by string processing rules [8], 
[10] such as rewriting (sequential and parallel)[2], point mutations and so on. 
Generalizing the passing from symbol objects to string objects, an immediate 
further step is to consider still more complex objects, such as trees, graphs of 
arbitrary forms, arrays etc, [9]. Such generalizations are classic in language theory 
(graph grammars, array grammars and even picture grammars are well developed 
domains). So, it is natural to start considering P systems with complex object 
descriptions. With such motivation we introduce picture objects into P systems 
and evolve the pictures by specific rules. 
In the following section, we give a few preliminary notions and notations. In 
Section 3, a variant of P systems with picture objects is introduced and in the 
next section, certain examples are given. In Section 5, the generative power of 
this variant is investigated by comparing it with the existing families of matrix 
languages PSML, CSML, CFML and RML. In Section 6, it is proved that an 
online tesselation automata can be simulated using this variant. Another variant 
of P systems with picture objects is introduced in Section 7, and the application of 
this variant in pattern generation is illustrated with a few examples. 
2 Preliminaries 
In this section, we give some preliminaries which will be useful in subsequent sec-
tions. 
• A two dimensional string (or a picture) over an alphabet £ is a two dimensional 
rectangular array of elements of E. The set of all two dimensional strings over E 
is denoted as £**. 
Given a picture p € .£** , let hip) denote the number of rows of p and hip) 
denote the number of columns of p. The pair (hip),hip)) is called the size of 
the picture p. The empty picture is the only picture of size (0,0) and it will be 
denoted by A. Pictures of size (0,n) or (n,0) where n > 0 are not defined. The 
set of all pictures over E of size (m,n) with m,n > 0 will be indicated by £ m x n . 
Furthermore, if 1 < i < hip) and 1 < j < hip), Pi,j denotes the symbol in p with 
coordinates (i,j). 
Now we will give some simple examples of two dimensional languages. 
1. Let £ = {a } be a one letter alphabet. The set of pictures of a's with three 
columns is a two dimensional language over E. It can be formally defined as 
L = {p \ pe £ " and hip) = 3}. 
2. Take a two letter alphabet F = {0 ,1 } , and consider the set of squares in which 
áll letters in the main diagonal are 1, whereas the remaining positions carry 
letter 0. An examplels the following one: 
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1 0 0 0 0 0 
0 1 0 0 0 0 
0 0 1 0 0 0 
0 0 0 1 0 0 
0 0 0 0 1 0 
0 0 0 0 0 1 
Two dimensional online tesselation automata (2OTA) introduced by Inoue and 
Nakamura is a particular model of two dimensional cellular automata (2CA) [1]. A 
2 O T A is a restricted type of 2 C A in which cells do not make transitions at every 
time-step: rather a "transition wave" passes once diagonally across the array. Each 
cell changes its state depending on the two neighbors to the top and to the left, 
respectively. 
A non-deterministic (deterministic) two-dimensional on-line tesselation automa-
ton, referred to as 2 OTA (2 DOT A), is defined by A - (£,Q,q0,F,8), where: 
— E is the input alphabet; 
— Q is a finite set of states; 
— I C Q {I = {¿ } C Q) is the set of "initial" states; 
— F C Q is the set of "final" (or "accepting") states; 
— <5 : Q x Q x E 2Q (<5 : Q x Q x E Q) is the transition function. 
# # # # # # # # 
# # 
# # 
# Pi-1 j # 
# Pi j-1 Pi j # 
# # 
# # # # # # # # 
A run of A on a picture p consists of associating a state from Q to each position (i, j) 
of p. Such a state is given by the transition function S and depends on the states 
already associated with positions (i,j — 1) and (i — 1, j ) and on the symbol . At 
time t = 0 an initial state go is associated with all positions of the first row and of 
the first column of p. The computation consists of l\(p) + h(p) — 1 steps. It starts 
at time t = 1 by reading pi ti and associating the state ¿(<7o> iOiPi.O'with position 
(1,1). At time t = 2, states are simultaneously associated with positions (1,2) and 
(2,1), and so on, to the next diagonals. At time t = k, states are simultaneously 
associated with each position (i,j) such that i + j — 1 = k. A 2 O T A recognizes a 
picture p if there exists a run of A on p such that the state assigned to position 
{hip),hip)) is a final state. 
Now we give an example of a language recognized by a 2 O T A . Let E = { a } and 
let L C £** be the language of all pictures over E with an odd number of columns. 
That is, L = {p | l2(p) is odd }. A 2 OTA can recognize pictures of L by associating 
states "1" and "2" with the positions of each odd and even column, respectively. 
A picture is accepted if positions of the rightmost column contain state "1" . More 
formally, L is recognized by the 2 O T A A = (E, Q, I, F,6) defined as follows: 
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Q = { 0 , 1 , 2 } , / = {0 } , F = { 1 } , 
<5(0,0, a) = 5(0,2, a) = ¿(1,0, a) = ¿(1,2, a) = 1, ¿(0,1, a) = ¿(2,1, a) = 2. 
A matrix grammar with appearance checking is a construct G — (N, T, S, M, F), 
where N, T are disjoint alphabets, S £ N, M, a finite set of sequences of the 
form (A\ xi,...,An xn), n > 1, of context-free rules over NuT (with 
Ai £ N,Xj £ (N UT)*, in all cases), and F, a set of occurrences of rules in M (we 
say that N is the nonterminal alphabet, T is the terminal alphabet, S is the axiom, 
while the elements of M are called matrices). 
For w, z £ (N U T)* we write w => z if there is a matrix (Ai —> x\, . . . , An —> 
xn) in M and the strings Wi £ ( .NUT)* , 1 < i < n +1, such that w — w\,z = iwn + 1 , 
and, for all 1 < i < n, either wx = w'iAiw",wi+1 = w\xxw'l, for some w\, w" £ 
(N U T)', or Wi = 1, Ai does not appear in Wi, and the rule Ai —> Xi appears 
in F. (The rules of a matrix are applied in order, possibly skipping the rules in 
F if they cannot be applied; we say that these rules are applied in the appearance 
checking mode.) If F — 0, then the grammar is said to be without appearance 
checking (and F is no longer mentioned). W e denote by = > * the reflexive and 
transitive closure of the relation =$>. The language generated by G is defined by 
L{G) = {w £ T* | S =$>* w}. The family of languages of this form is denoted 
by MATac. When we use grammars without appearance checking, then the family 
obtained is denoted by MAT. It is known that MAT c MATac = RE and that 
each one-letter language in the family MAT is-regular. 
A matrix grammar G = (N, T, S, M, F) with appearance checking is said to be 
in the binary normal form if N = Ni U N2 U {5 , # } , with these three sets mutually 
disjoint, and the matrices in M are one of the following forms: 
1. ( 5 - > XA), w i th X £NUA£ N2, 
2. {X Y, A ->• x), with X,Y £ N1, A £ N2, x £ (N2 U T)*, 
3. (X Y, A -»• # ) , with X,Y £ N1, A £ N2, 
4. (X -> A, A -> a;), with X £ N1, A £ N2, and x £ T*. 
Moreover, there is only one matrix of type 1 and F consists exactly of all rules 
A —> # appearing in matrices of type 3; # is a trap-symbol, once introduced, it is 
never removed. A matrix of type 4 is used only once, at the last step of a derivation. 
A 2D-matrix grammar is a 2-tuple 
G = (GUG2) 
where 
G1 = (Hi,Ii,Pi,S) is a grammar, 
Hi is a finite set of horizontal nonterminals, H\ fl /1 = 0, 
Ix = {Si, 52, •.., Sk}, a finite set of intermediates, 
Pi is a finite set of production rules called horizontal production rules, 
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S is the start symbol, S £ Hi, 
G2 = (£2,1, G2,2, • • •, G2,k), 
G2i = [V2i, I2,P2i,Si), 1 < i < k are regular grammars, 
I2 is a finite set of terminals, 
V2i is a finite set of vertical nonterminals, V2i fl V2j = 0, i ^ j, 
Si is the start symbol, 
P2i is a finite set of right linear production rules. 
The type of G\ gives the type of G, so we speak about regular, context-free, context-
sensitive, recursively enumerable 2D-matrix grammars if Gi is a regular, context-
free, context sensitive or arbitrary respectively. Derivations are defined as follows: 
First a string Si1 S i 2 . . . Sik £ / * is generated horizontally using the horizontal 
production rules Pi in G\. That is, 5 =>• S ^ S ^ . . .Sik £ /j". Vertical derivations 
proceed as follows: We write 
...Ain 
a-
an - * • din 
Bi • • - Bn 
if Aij —>• aijBj are rules in P2j, 1 < j < n. The derivation terminates if Aj —> amJ 
are all terminal rules in G2. The set M(G) of all matrices generated by G is 
defined to be the set of m x n arrays [a^] such that I < i < m,l < j < n and 
S ==>GÎ Si.. .Sn = > a 2 [a-ij]- Now we shall recall the definition of P systems with 
string objects from [8]. A rewriting P system of degree m , m > 1, is a construct 
n = (V, T, p, Mi, M2,..., Mm, (Ri, pi), (R2, p2),..., (Rm, pm)) 
where V is the total alphabet, T Ç V is the output alphabet, p is a membrane 
structure consisting of m membranes labeled with 1 , 2 , . . . , m , Mi,... ,Mm, are 
finite languages over V associated with the regions 1 , 2 , . . . , m of p, Ri,...,Rm are 
finite sets of developmental rules over V associated with the regions 1 , 2 , . . . , m of 
p. and pi,... ,pm are partial order relations over Ri,..., Rm, specifying a priority 
relation among the rules. The rules in Ri are of the form X -» (v,tar), where 
tar £ {here, out, inj}-, j is the label of a membrane. In each step, each string which 
can be rewritten is rewritten (in a context-free manner) by a rule from its region. 
The rule is nondeterministically chosen, and the resulting string will be moved to 
the membrane indicated by the target tar associated with the rule: here means 
that the string remains in the same membrane, out means that the string exits 
the membrane, and inj means that the string goes to the membrane with label j 
providing that it is directly inside the membrane where the rule X —(v,inj) is 
applied. This way, we pass from a given configuration to another one; a sequence 
of transitions forms a computation. We consider as successful computations only 
the halting ones (computations which reach a configuration where no further rule 
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can be applied); the result of a halting computation consists of all strings over T* 
which are sent out of the system during the computation. 
3 Basic definitions 
Here, we directly define the system which we are going to work with. 
Definition 3 .1 A P System of degree n, n > 1 with picture objects is a construct 
n = (V, T, fi, S', Mx, M2,..., Mn, (Ru Pl), (R2, p2),. . ., (Rn: pn)), 
where 
• V is the total alphabet of the system, V = U " = 1 Hi U U"=i h u U7=i u 
U U T, where Hj,Ij and Vj are the set of horizontal nonterminals, interme-
diates and vertical nonterminals associated with membranes j, 1 < j < n. U 
is a set of nonterminals disjoint from any of Hj,Ij,Vj and T. 
• T C V is the output alphabet. 
• p is the membrane structure of degree n, with membranes labeled by 
1,2 , . . . . n . 
• S' is the set of horizontal and vertical scanners. If a membrane has scanners 
in it, then any picture in the membrane can be scanned. The presence of 
scanners in a membrane is optional. 
• Each Mj is the union of three finite sets, M , = S'j U L'j U Uj, where S'j is the 
set of scanners associated with membrane j, L'j is a finite language over V 
associated with membrane j and Uj is a multiset of objects over U associated 
with membrane j. 
• R j and Pj are the set of rewriting rules and partial order relations associated 
with the regions j, 1 < j < n, of /i; the form of rules will be specified below. 
Mi, M2,..., Mn can be empty and the same is valid for Ri,R2, ... ,RN and their 
associated priority relations pi,p2, • • • , p n . Now we shall explain how the scanners 
work. 
The scanners are of two types : horizontal and vertical. The horizontal scanners 
scan the rows and the vertical scanners scan the columns. Suppose that there are 
m horizontal scanners hi, h2,..., hm and n vertical scanners vi,v2,... ,vn in a 
membrane k. If p is a picture of size m x n, present in k, then hi scans the ith row 
of p and Vj scans the j t h column. The horizontal scanner hi starts scanning the 
ith vbw from the left boundary. That is from position (i, 1). Similarly, the vertical 
scanner Vj starts scanning the jth column from the position (1, j). 
At any point of time, the horizontal scanners hi and vertical scanners Vj hold in-
formation about the current element under scan and the previous element scanned. 
By hi (or Vj) scanning the i th row ( jth column), we mean that hi (or Vj) is reading 
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the elements of the ith row ( j th column) starting from the left end (top) and pro-
ceeds in a systematic way reading one element in each step till it reaches the last 
element in the ith row ( j th column). The scanners hi,.... hm,vi,... ,vn can start 
working simultaneously unless there are priority relations specifying the order in 
which they should work. 
To specify the position in the picture where the scanning is done, we denote by 
hi{\,Pi,i) (or Vj(X,pij)), the scanners hi and Vj, during the first step of scanning. 
This indicates that the current elements under scan are the elements at positions 
( i , l ) ( (1, j) ). The scanners hi,Vj can continue the scanning in the next step, pro-
vided there are no rules (horizontal, vertical or transition) having a higher priority. 
If the scanning is continued in the next step, /ii(A,pj,i) (vj(X,pij)) is changed to 
hi(Pi,i,Pi,2) (vj(pi,j,p2j))- This means that pifi( P2j ) and piA( pij ) are the 
current (previous) elements scanned by hi and Vj respectively. 
Since each scanner has information about the current element and its previous 
one, two operations : p extract and c extract are defined on them, p extract stands 
for extracting the previous element scanned by the scanner and c extract stands for 
extracting the current element scanned. These are denoted as follows: The opera-
tion p extract denoted as h?(pitj,pij+i) (vf(Pj,i,Pj+i,i)) gives pij (pj,i), and the 
operation c extract denoted as h^(pij,pij+1) (v$(pjti,pj+i,j)) gives pi j+i (pj+i ¿)-
These operations are useful for accessing and changing any particular element in a 
given picture. For instance, if we want to change the element at position (i,j) in 
a picture, there are two ways: (1) One way is to use the horizontal scanner hi and 
wait till it reaches the jth element. Once it reaches the j t h element, h j ( p i j - i , p i j ) 
contains the element at position (i,j).• At this step, if an assignment of the form 
hi(pij-i,pij) -> t is made, then the element at position (i,j) is changed to t. A 
similar way is to use the rule h?(pitj ,pi:j+i) —> t. (2) Using the vertical scanner 
Vj also, this can done. Rules of the form h?(X,piti) —> t are not valid as there is 
no element to the left of the first element in any row. Similarly, rules of the form 
v?(\,pij) —»• t are also not valid as there are no elements on top of the first element 
in any column. The work of each scanner hi (or Vj ) comes to an end after it has 
finished scanning all the elements in the ith row ( jth column). After this it can 
start scanning again from the first position of each row (column). 
Now we shall explain the three kinds of rules: horizontal, vertical and transition. 
Each membrane j has a set Ij of intermediates, horizontal nonterminals Hj 
and vertical nonterminals Vj and rules associated with each of them. In addition, 
we also have a set of nonterminals U which can be associated with some or all of 
the membranes. Also, U is disjoint from all Hj, Vj and Ij. Note that Hj fl Vj = 
0, Hj n Ij = 0 for all j but it is not necessary that Hl n Ij = 0 or Hl n Vj = 0 or 
H i n H j = 0 or ViCiVj = 0 or I iOVj = 0 or / ¿ D / j = 0 for i ^ j. Horizontal rules are 
associated with nonterminals, vertical rules are associated with the intermediates 
and vertical nonterminals and transition rules are associated with the elements of U. 
By default, preference is given to the horizontal rules over the vertical rules in each 
membrane. A string over the intermediates is generated using the horizontal rules 
after which, the vertical rules are applied. The transition rules are applicable always 
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unless they axe controlled by priority relations. With suitable priority relations, the 
transition rules can be used to control rules involving scanners; viz., rules of the form 
hCi(ai,j,Oi,j+1) -»• t (h?(aitj,aij+i) t) orv?(ai-ij,aij) t (v^(ai-ij,aij) t). 
The horizontal rules in each membrane j are of the following two forms: 
1. Rules of the form a (P1J1, tari)... ( / ? „ 7 „ , tarn) 
or a -t (/3i,tari)... (¡3n,tarn) where a,7» € Hj,Pi € If and tari is one 
of {here, out, ink), k is a membrane adjacent to j. Rules of this form are 
called right linear rules. The elements of Ij formed during the evolution are 
terminals with respect to horizontal derivation rules, since only vertical rules 
are applicable to them. 
2. Rules of the form a -»• (Pi, tari) • • • (Pn,tarn) where a 6 Hj and Pi € (Hj U 
Ij)*. Rules of this form are called context free rules. As above, tari has to 
be one of here, out or ink for some membrane k adjacent to j. 
If n > 1 in the above rules of types 1, 2, we say that the horizontal rules are 
replication rules. The horizontal rules are applied sequentially: we apply exactly 
one rule to a string at a time. If the number of horizontal nonterminals in a string 
is more than one and if there are applicable rules to each one of them, then a 
horizontal nonterminal is chosen nondeterministically and one occurrence of it is 
replaced. The parallelism of the system refers to applying rules to strings in all 
membranes. If a rule of the form a ( / ? 7 , tar) is applied, the string moves as a 
whole to the membrane indicated by tar after replacing a by P*y. Since preference 
is given to the horizontal rules in each membrane and each horizontal rule gives rise 
to some intermediates, a string over intermediates is obtained when the horizontal 
derivations come to a halt. 
The intermediates are the start symbols for vertical rules in all membranes. 
The vertical rules are applied in parallel: that is, all the intermediates or vertical 
nonterminals which can be replaced in a step should be replaced. The vertical 
rules in a membrane j are of the form a ( / ? 7 , tar)/(/3, tar) where a £ Ij or Vj, 
P E T*,7 6 Vj or Ij and tar is one of {here,out,ink} where k is a membrane 
adjacent to j . Hence, the vertical rules are always right linear. 
The vertical rules result in the string growing downward; that is if there is 
a string XYZ in a membrane and if there are vertical rules X —> + + +,!' 
. + +, Z —>• . .+, then we get the picture 
+ . . . 
+ + . + + + 
Assume that we rewrite in this way n symbols, by rules which have associated 
targets of the form here, out, inj of several types and that there are ntar targets 
of each type. Then, the structure obtained by rewriting is sent to the membrane 
indicated by the target with the maximal ntar (the target which appears the max-
imal number of times in the used rules). As usual, when several targets have the 
same maximal number of occurrences, then one of them is nondeterministically 
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chosen. For instance, if we have the structure given below in some membrane k 
and rules A\ —> (w,ini), A2 —> (ç,¿7x2), A3 —> ( 7 , ¿713), A4 —> (/«,¿714) where 1 ,2 ,3 ,4 
are membranes adjacent to k, then 
a A2 c d a ç c d 
e f h e f h 
Ai A3 i w 7 i 
A4 K 
and the resultant structure can be moved to any of the membranes since each target 
has occurred an equal number of times. 
The priority among rules in any membrane can be summarized as follows: All 
horizontal rules have higher priority than vertical rules; once all horizontal deriva-
tions are over and a string over intermediates is obtained, all symbols in the string 
which can be rewritten are rewritten according to priority relations that exist be-
tween the vertical rules. 
In any membrane i, the transition rules for objects of U are of the form u —• v, 
where u 6 U and v = v' or v = v'S, where v' is a string over (U x {here, out}) U 
(U x {irij I 1 < j < n } ) , j is a membrane adjacent to i and <5 is a special symbol 
not in V. The strings u,v are understood as representations of multisets over U. 
We use these rules mainly for controlling the action of the scanners. Thus, the 
horizontal and vertical rules are rewriting rules whereas, the transition rules are 
evolution rules [8]. 
Thus, this variant of P systems has a combination of symbol objects described 
by U and string objects over Hj, 1 < j < n. By applying transition rules to objects 
of U, horizontal rules to strings over H j and then vertical rules to objects over 
Ij U Vj, pictures are developed. If a picture purely over T is obtained by applying 
rules of the above type and if it is sent out of the system at the end of a halting 
configuration, we list it in the language generated by the system. Any picture not 
over T or any non rectangular array over T sent out of the system are not listed 
in the language. Similarly, pictures over T remaining in the system after a halting 
configuration will not be included in the language generated. 
If the horizontal rules in all membranes are right linear, then we say that the 
P system with picture objects uses right linear rules for its horizontal derivations. 
If the horizontal rules used in some membranes are right linear and the horizontal 
rules used in some membranes are context free, we say that the P system with 
picture objects uses context free rules for its horizontal derivations. 
The work of this class of systems can be summarized as follows: in each time 
unit, each string which can be rewritten is rewritten using the horizontal rules; once 
a string over intermediates is formed, vertical rules are applied simultaneously to 
all symbols which can be rewritten. In addition, transition rules can be applied to 
symbols of U present in all the membranes. We thus pass on from one configuration 
to another one. A sequence of transitions form a computation, and we consider as 
successful computations the halting ones (the computations which reach a configu-
ration where no rule can be applied); the result of a halting configuration consists 
of all pictures over T sent out of the system during the computation. 
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We denote by -P(II) the language generated by a P system II with picture 
objects; the family of all languages of this type, generated by systems with at 
most m membranes, using right linear rules (context free rules) for its horizontal 
derivations, is denoted by RLPm(H)(CFPm(n)); if no bound on the number of 
membranes is considered, then the subscript m is replaced by *. 
E x a m p l e 4.1 In this example, we generate a four pronged fork without handle, 
which is known to be generated only by a CSMG [13]. Consider a P system 
with picture objects, having no priorities and using only right linear rules for its 
horizontal derivations, 
n = (V,T,p, A, M x , M 2 , M 3 , M 4 , Ms, (Ri,(f>), (R2,cf>), (R3, 4>), (RiA), (R5,<P)) 
V = {S,X,S[,Yi,S'i ,Y2,Y3,X' ,X" ,Si,S2,Y,Y' ,Y" ,V(,V2} U { * , . } , 
T = {*,.}, 
Mi = {S}, Mi = \,i^l, 
V = [l [ih [3 [4 U]5]4]3 ]l, 
Hi. = { 5 , X , S J , Y i ,S " , Y2, Y"3, A', A"} , 
h = {SUS2, Y, Y', Y"}, Vi = {V/, V2'}, 
H2 = {Y',Y"}, I2 = {A}, V2 = {A} , 
H3 = {Y,Yi},h = {S2},V3 = {A}, 
Ha = {Y',Yn,h = {S2},V4 = {\}, 
H 5 = { y " } , / 5 = {S2},y5 = {A}, 
Ri = {S -» S\X, X ->YS{, S1Y1, Yx -> Y'S'{, S" -> SiY2} 
U {Y2 (Y"Si,in3), Y3 (A , in2 ) , A' -»• (A,in2) , A" A} 
U {V{ (*,out),V2 (.,out)}(vertical rules), 
R2 = {Y' (A1,out), Y" (A", out)}(horizontal rules), 
R3 = {Y (S2Yi,ini), Yi (Y3,out), Yi -> Y}(horizontal rules), 
R4 = {Y' -> (S2Y{,in5), Y( (Y', out)}(horizontal rules), 
R5 =. [Y" (S2Y",out)}(horizontal rules). 
In membrane two, the string S i S 2 S i S 2 S i S 2 S i is generated as a result of horizontal 
derivations. This string is passed on to the skin membrane where as a result of 



























A four pronged fork without handle 
Example 4 .2 Consider the P system with picture objects having no priorities, no 





















N = (V, T, M, A, Ml, M 2 , . . . , MI3 , (Ri, cj>), (Ä2 A), • • • № 3 , 4 ) ) 
s c y v1 v1 v" V1" v 4 v 5 c c c C C C v " v " V " ' ) 2 > 2 > 2 > I2 ' I2 > °1> °2! ^3! ^îi 02, °3> 1 i-rli-r 
Y4, Y 5 , Y ® , Y6}, 
{ • > * } > 
[l [2 [3 [4 [5 [ö ]6]5]4]3]2 [7 ]t[8 ]8 [9 [lo[ll [12 [13 ]l3]l2]ll]lo]9 ]l , 
{S},Mi = \,iïl, 
{S, X, Y , Y 2 ' } , / I = {SuS2,S3,S'i,S'2,S'3},Vi — { A } , 
{ Y " , Y 1 " } , 7 2 = { 5 3 } , ^ 2 = { A } , 
{Y"',Y{"},h = {S3},V3 = { A}, 
{Yi,Yi4},h = {S3},Vi = {X}, 
{ r 5 , F 1 5 } , / 5 = { 5 3 } , y 5 = {A} , 
{ F 6 } , / 6 = Y 6 = { A } , 
{\},I7 = {S1,S2,S3},V7 = {S[,S'2,S'3}, 
S Y C V" C V'" C V 4 C" V 5 C" V6\ °3! M 1 °1 ! 11 ) '-'2 > ^ 1 > ! M > °3 > 11 J' 
{ Y ' , S 3 , Y " , S I , Y ' " , S 2 , Y 4 , Y 5 , Y 6 } , V 8 = { A } , 
{ Y " , Y 2 " } , I 9 = V9 = {A}, 
{ Y " ' , Y 2 ' " } , I I O = V10 = { A } , 
{ Y 4 , Y 2 4 } , I N = V11 = { A } , 
{ R 5 , Y 2 5 } , 7 1 2 = T/I2 = { A } , 
{ y 6 } , / i 3 = Vi3 = {A } , 
{S (SiX,in8), Y1 -» (S3Y{,in2), Y' ( Y 2 ' , I N 9 ) , F2 ' - > A } 
(horizontal rules) 
y / " , r 4 
U 
U 




Mi. ' ffîf * S 3 ÎT17 , 5 2 * S 2 IU7 
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U {S 2 (-.out), S'3 (..out), S[ (*,out)}(vertical rules), 
R2 = { y " (S3Y(',in3), Y" (y",oui)}(/ior^onia/ rules), 
R3 = {Y'" (S3Y(",in4), Y{" -4 (Y"1, out)}(horizontal rules), 
i?4 = { Y 4 (S3Yi4 ,m5) , Yj4 (Y4 ,out)}(horizontal rules), 
R5 = { y 5 (S3Y?,in6), Y? -» (y5 ,out)} (horizontal rules), 
R6 = { y 6 —f (S3Y6, out)}(horizontal rules), 
Rr = { 5 ^ * 'S2^ ^ ' S s - . ^ } 
Rs = {X Y ' S 3 , S 3 -»• S3Y/ ' , y / ' -»• y " 5 i , Si S i Y / " } 
U {Y/ " Y"'S'2, S'2 S ^ 4 , Y4 Y 4 S" , 5 " -> S iYf } 
U {y l5 -»• Y5Si,', -> S3Yi6, Yj6 ->• (Y6SU out)}(horizontal rules), 
Rq = { Y " ->• (Y2 ,inw),Y2 ->• (X, out)}(horizontal rules), 
R10 = { y ' " (Y2",in 11), y2" (X,out)}(horizontal rules), 
Rn = {y4 —> (Y24,mi2), Y24 —> (X,out)}(horizontal rules), 
R12 = {Y5 ^ (Y2,ini3),Y2 ^> (X,out)}(horizontal rules), 
R13 = { Y 6 ( X , out)}(horizontal rule). 
This system generates a four pronged fork with handle which cannot be gen-
erated even by a PSMG, [13]. Initially, we have the start symbol S in the skin. 
Then, S iY 'S ' 3 Y"SiY" 'S 2 Y 4 SiY 5 S 3 Yi 6 is generated in membrane 8 and in the next 
step, the string Si Y ' S 3 Y " S 1 Y " ' S 2 Y 4 S i y 5 S 3 Y 6 S i is sent to the skin by applying 
the rule Y® —>• (Y 6 Si ,out) . This string then passes through membranes 2,3,4, 5 
and 6 in order, applying rules for Y, Y ' , . . . ,Y 6 and comes back to the skin. This 
cycle can then be repeated or terminated by applying the rule Y' —(Y2,ing). The 
string their passes through membranes 9, 10, 11, 12, 13 and comes back to the 
skin in the form Si S^n + 1 Si S£ S2 S3n Si S32n+1 ̂ . Now vertical rules can be applied 
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5 The Generative Power 
In this section, we compare the power of P systems with picture objects with the 
families of 2D matrix languages. 
Theorem 5.1 A P system with picture objects, having horizontal scanners h\, no 
priorities and using only right linear rules for its horizontal derivations can generate 
any picture which belongs to the families of PS ML, CSML, CFML and RML. 
Proof. Since all the vertical derivations are right linear by definition, and the 
highest family of matrix languages is obtained using a PSMG where the horizon-
tal rules used are of type-0, we prove here that a P system with picture objects 
having horizontal scanners and which uses only right linear rules for its horizontal 
derivations can generate as a result of its horizontal rules any string belonging to 
a type-0 language. A P system with picture objects with the above property can 
then simulate any PSMG, the vertical rules of the P system being the same as 
that of the PSMG. 
Now we construct a P system with picture objects, having horizontal scanners, 
no priorities and using only right linear horizontal rules to generate any type-0 
language by its horizontal derivations. Let G = (N, T, S, P) be a type-0 grammar 
in Kuroda normal form. So the rules in G are of the following forms: 
(1) X -»• AB,X,A,B G N 
(2) XY —>• AB, X,Y,A,B € N 
(3) X a,X e N,a£T 
(4) X A, X G N 
For any X G N, let k be the maximum number of rules of the form XY —K AB. 
For X G N, if there exist nonterminals Xi, X2,..., Xk in G having rules XXx —» a, 
a G N+, | a |= 2, then we associate to X the membrane structure 
Px = U[xlx]xlx [x2x]x2x • • • [xkx]xkx]x- Construct the P system with picture 
objects II having degree less than or equal to n(k + 1) + 2, | N |= n, given by , 
{V,T',p,S',Ml,Mv,Mx,MXlx,...,MXkx,...,MZkz, 
{Ri, 4>), (Rv,<(>), (Rx,<t>), • • •, (RZkz, 4)) 
with 
V = J V U T U T ' U {X',Ax \ A,X'e N,XY A B G P } , 
T' = T UVi, 
M = [l I1x PY • • - ^z [i' ]i' ]i, the number of sub membrane constructs px 
embedded within p depends on the number of nonterminals X 
in the given grammar that have rules of the form XY AB, 
s' = {M, 
Ml = { 5 } , Mx = {/»1 | x G N), Mi = {A}, V other i, 
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Hi = { X | X e i V } , 
h = {a\a£T}U{A' \A£ N}V{AX \ XY ^ AB £ P,A,X £ N}, 
V1 = {Any set \H1nVi=hnV1= 0}, 
Hv = {A'\Ae N}, Iv = {A\AE N}, Vv = {A}, 
HX = H1U{A'\Ae N}, IX = {A\A£ N}, Vx = {A}, 
HYx = {Ax\XY-+ABeP,A,X€N}, IYx={A'\A€N},VYx = {\}, 
R1 = {X ->• a, A | X ->• a, A E P, X £ N, a £ T} 
U {X ( A ' 5 , m r ) j X —• AB E P } U {X (Ax,inx) | XY ->• AB £ P] 
U { X X \ X £ N and has no rules inP}(horizontal rules) 
U {Arbitrary vertical rules}, 
Rv = {A' (A, out) | A £ N}, 
Rx = {Y (B,inYx) | ft?(on element of V, Y) = A x and XY^ABeP} 
U {A'-*(A,out)\AeN}, 
RYx = ( i4 ' ,out)} . 
Initially, the start symbol S is in the skin membrane. Rules in G of the form 
X —> a, A where a £ T are retained as such in Ri. A rule of the form X —> AB is 
simulated by applying X (A'B,iny) where A' £ I\. This makes the rule right 
linear with respect to the skin membrane. The rule A ' —> (A, out) is then applied 
to the string in membrane 1'. Thus the rule X —> AB in G is simulated correctly 
and the string is back in the skin membrane. To simulate the rule X Y - » AB, 
the rule X —> (Ax,inx) is applied first. In membrane X , we have the horizontal 
scanner hi. The rule Y —> ( B , i n Y x ) is now applied only if the element to the 
left of Y in the string is Ax- The scanner scans the whole string and if there is 
atleast one configuration in which ft?(ai„, Y ) equals Ax, that occurrence of Y is 
replaced and the string moves to membrane Yx. Here, we convert the Ax into 
A' and send the string out. Back in membrane X , the rule A' —> (A, out) is 
applied and the string goes back to the skin membrane after simulating the rule 
X Y AB correctly. Proceeding in this way, we get a string over Ii in the skin 
membrane (Corresponding to getting a string over T in G). Now any vertical rule 
can be applied to generate a picture. Thus, any picture generated by the matrix 
languages PSML, CSML, CFML and RML can be generated by a P system using 
horizontal scanners and right linear rules for its horizontal derivations. • 
Theorem 5.2 A P system with picture objects, no scanners, no priorities and 
using context free replicated rules for its horizontal derivations can generate any 
picture belonging to the families of PSML, CSML, CFML and RML. 
Proof. It is proved in [3] that any string can be generated by a replicated 
rewriting P system with no priorities. In proving this result we considered a matrix 
grammar G = (N, T, S, M, F) in the binary normal form with matrices m i , . . . , m^ 
of type 2 or 4 and m k + 1 , . . . , m/ of type 3 and constructed a P system having the 
membrane structure /z = [i [2 k • • • U ]* U+i]*+i — [/ ]i li-
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Here, we construct a P system with picture objects having the membrane struc-
ture [o p ]o, with H0 = Hx = N,Hi = N U {Xi \ X e N, k + 1 .< i < I}, Hi = 
N | 1 < i < k,Vj = 0 , j 0 , I j = T,Vj, where T and N are respectively the 
set of terminals and non terminals of the given grammar G. The set Vo can be 
chosen to be disjoint from Ho and Io and the vertical rules in the skin membrane 
can be chosen arbitrarily. M i = { S } , the start symbol of G, Mi = '0 , i ^ 1. We 
introduce the horizontal rules S XA in membrane one and {A —> A \ A £ N} 
in the skin membrane; the horizontal rules in the rest of membranes are the same 
as in [3]. The strings reaching membrane zero are the strings which were sent out 
of the system in the above lemma. If a string which is not purely over T* (here 
J j ) reaches membrane zero, the rule A -> A is applied for all nonterminals A oc-
curring, in the string and hence the computation never stops. Only when a string 
over II reaches the skin membrane, can the vertical rules be applied. In this way, 
any picture belonging to the families of PS ML, CSML, CFML and RML can be 
generated. • 
Theorem 5.3 A P system with picture objects having priorities for horizontal 
rules, no scanners and using context free rules for horizontal derivations can gen-
erate any picture belonging to the families of PSML, CSML, CFML and RML 
with just 3 membranes. 
Proof. We recall the result RE — ERP2(Pri) proved in [2]. In proving this result 
we consider a matrix grammar G — (N, T, S, M, F) in the binary normal form with 
matrices m i , . . . , mjt of type 2 or 4 and nik+i, • • • ,mi of type 3 and construct a P 
system having the membrane structure p = [i [2 ]i-
Here, we construct a P system with picture objects having the membrane struc-
ture [OM]O, Ho = HI = H2 = N, I0 = h = I2 = T, Vq = any set disjoint from 
H0 and J0, Vi = V2 = {A } , M 0 = M 2 = { A } , M X = { S } , the start symbol of G. 
The horizontal rules and priorities for membranes one and two are the same rules 
and priorities used in the proof of the theorem RE = £ i ? P 2 ( P r i ) . As in the above 
theorem, we add rules {A A | A S HO} for all nonterminals in the skin mem-
brane. This ensures that vertical derivations start only from a string over 7q . The 
vertical rules may be chosen arbitrarily. This way, any picture in the families of 
PSML, CSML, CFML and RML can be generated by a 3-degree P system with 
picture objects. • 
6 P Systems and OTA 
In this section we simulate the action of an OTA using P systems with picture 
objects. We prove that given a 2 DOT A recognizing or not recognizing a given 
picture, there exists a P system with picture objects that works exactly in the 
same way as the 2 DOT A. " 
Theorem 6.1 Given a 2DOTA recognizing or not recognizing a picture, we can 
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construct a two degree P system with picture objects having scanners which can 
simulate the 2D0TA. 
Proof. Let A = (%,Q,qo,F,6) be a 2 DOT A and let p be a picture of size 
my. n. A recognizes p if there exists a run on p such that the state associated to 
the position (m, n) is a final state. 
We construct a two degree P system with picture objects which simulates A. 
Let 
n = [2 h ] 1 > { 1 {PJ Co, h\, h2,..., hm,V\,V2,..., vn}, (Ri, <ft), (R2, P2)) 
where p is the given picture of size m x n for which transitions of the 2 DOT A 
are defined, hi,..., hm and vi,... ,vn are the horizontal and vertical scanners in 
membrane two, which depend on the size of the given picture p. 
V = E u g u { 7 i , 7 2 , i i , d , t } u { d 9 | g £ Q } U { c j | 0 < i < m + n) U { M i } , 
u = { t , 7 i , 7 2 , d , M i } U {dq,Ci | q £ Q, 0 <i<m + n}, 
S1 = {hx,h2,... ,hm,vi,v2,. • • ,vn}, 
Hi h=V1 = {A } , 
H2 h=V2 = {A} , 
Ri - { i i -* (t, out)}(transition rule), 
i?2 - {co ci7! ,Ci -> ci+i,l < i < m + n - 2 , c m + n _ 2 -»• c m + n _ i d } 
u •,{7l 72,72 7 l , t d iK (p m - l , „ , p m . „ ) , C(Pm,»-l,P™,»),Pm,»)} 
U {dq -t ti5 | q £ F} U {dq -» f | q $ F] (transition rules). 
For l < j < m + n— 1, 1 <i <m, scanner rules: 
hCi(Pi,j-i,Pi,j) 
5(uj(pi-i,j,p»j), if vPj(Pi-i,j,Pi,j), ^(Ptj-^Pt.j) / A 
Hqo, / i f (p ' i , j - i ,Pi. j ) ,Pi, i ) if Vj(Pi-i,j,Pi,j) = A, / i f (Pi , i - i ,P», i ) ^ A 
6(Vj(Pi-i,j,Pi,j),Qo,Pi,j) if hi(Pij-i,Pi,j) = ^vj(Pi-i,j,Pi,j) x 
. $(qo,qo,Pi,j) otherwise 
p2 = {h i -1 > hi ,Vi - i > Vi Vi; 71 72 > all scanning rules-, 
~ > / d «S(Pm-l.„ , P m . „ ) , h*m(p Pm.„), Pm.„)' 
\ all rules with LHS cj and h1(piti-i,pij) 
Ci -> Ci+i > all rules with LHS hj(pjti-i,pjti) such that i + 1 ^ j + /}. 
We start the proof by giving the details of the rules applied during the first few 
steps. 
Step 0 :We have an mxn picture and a counter Co in membrane two. 
Step 1 : the scanners h\ and v\ start working and Co —> C171 is applied. So we have 
in the second membrane / i i (A,pi i i ) and ^i (A,pi i i ) in addition to c\ and 71. 
Step 2 : the rules 7J - » 72, ci c2 and ft-f (A,pi,i) -¥ S(q0,qo,pi,i) are applied. In 
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this step, we assign to pthe state ¿(<70,9o>Pi,i) of the 2DOTA by applying the 
rule hl(X,phi) 5(q0,q0,p1A). 
Step 3 : 72 71 and scanning rules /ii(pi,i, p1>2), ui(pi,i, p2 , i ) , h2{\,p2ti), 
W2(A,pi,2) are applied. 
Step 4 : 71 72, c2 c3 , / i î (pi , i ,pi ,2 ) % o , / i ï ( p i , 1 , ^ 1 , 2 ) ) and hc2(\,p2,i) 
¿(ui(Pi,1)P2,i),90,^2,1) are applied. In this step, states are assigned to the next 
diagonal elements pi j 2 and p2,i depending on h\{pit i ,Pi,2) and vf(pi , i ,p2 , i ) - That 
is, depending on the state stored at the position to the left of (top of ) p\t2 and 
i>2,l-
Clearly, this is the same way the 2D OTA works; assigning states to diagonal ele-
ments depending on the states of the elements at the top and left. 
The rules 71 72 and 72 —> 71 characterize the assigning phase and scanning 
phase respectively. If the rule 71 —> 72 is applied in a step, then values are assigned 
to the current elements scanned. No scanning is possible in this step due to the 
priorities. Similarly, when 72 —> 7 1 is applied, no values can be assigned to any of 
the elements; only the scanning takes place. The scanners are activated in the order 
h\,h2,... and v\,v2, Due to this, at each step the elements under scan are the 
elements falling along a diagonal and the previous elements scanned by hi and Vj 
are respectively the elements to the left and top of the currently scanned elements. 
This helps in assigning states to the currently scanned elements by referring tb the 
states at the top and left positions. 
In the fcth assigning phase, we apply ck —> ck+1 and assign states to positions 
(i,j) for which i+j — 1 = k. Note that the priority Ck c^+i > all rules with LHS 
h i ( p i j - i , p i j ) for which i + j ji k + 1 ensures that at each step only the elements 
along the diagonal are assigned values. Proceeding in this manner, we assign to the 
element at the (m,n)th position the state 5(u^(pm-i,n,Pm,n),ftm(Pm-i-,n,Pm,n))-
If this happens to be a final state, the rule dq t\5 is applied and the membrane 
dissolves. In the next step, the rule t\ —> (t,out) is applied. Thus, if the given 
picture is recognized by the 2 D O T A , a t will be sent out and thé system halts. 
Otherwise, the rule dq —> f is applied and the computations never halt. • 
7 A Variant of P Systems with Picture Objects 
In this section, we consider a variant of P systems with picture objects. Operations 
like reflection, rotation, magnification on an m x n picture produce another picture. 
To achieve the effect of such operations on a picture using membranes, we define 
a new class of P systems with picture objects. Because of the form of the basic 
operation it uses, we call such a system a block-rewriting P system. As we will see, 
this variant is useful for exemplifying the power of membrane structures. Formally, 
we give the definition as follows: 
Definition 7.1 A block-rewriting P system with picture objects of degree n is a 
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construct 
II = (V,T,p,M1,...,Mn,R1,...,Rn) 
where 
• V is the total alphabet of the system; 
• T is the output alphabet; 
• p. is the membrane structure; 
• Mi,..., Mn are sets of pictures initially present in the regions 1,... ,n of p; 
• Ri,l < i < n are rules associated with the regions 1,... ,n of p; 
The objects considered here are pictures of the form . 
# # # 
# a n • • din # 
# a 21 • • 0.2n # 
# Oral .. amn # 
# # # 
Rules 
are applied to sub pictures of any given picture. We consider a sub picture of a 




or P i - P n ,Pi e ( V u { # } ) * , 
of size i x n or n x 1. Any block which contains the boundary marker # at one 
or both its ends is called an end block. We apply rules to blocks of size 1 x n or 
n x 1 replacing them by blocks of size l x m o r m x l , m > n . For blocks which are 
not end blocks, the replacement is made with a block of the same size, and for end 
blocks the replacement is done with blocks of the same or higher dimension. This 
is to take care of the shearing effect which occurs otherwise. For an end block, the 
increase in length of the resultant block does not affect the positions of any of the 
symbols in the picture. For instance, consider the block 12 . . . n # 
12 . . . n # - » a i . . . a n + i # # . On applying this rule, the block 
picture is replaced by 
12 ...n# 
and the rule 
in the 
aiü2... an+1 and # # is placed next to that, increasing the 
column size of the picture. Since the increase was made at the end, the positions 
of all other symbols in the picture are not distorted. Similar is the case when 






or. # 1 2 . . . n . As in the case of rewriting P 
systems, we can attach targets to the rules. The rules are applied in a maximally 
parallel manner, that is, we replace all blocks in the picture for which there are 
rules available in the given region. If any two rules involve overlapping blocks 
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say for instance, #ai,iûi,2 • • • Oi,n and then we choose one of the blocks 
nondeterministically and apply the rule. Assume that we rewrite in this way n 
blocks, by rules which have associated targets of the form here, out, inj of several 
types and that there are ntar targets of each type. Then, the picture obtained by 
rewriting is sent to the membrane indicated by the target with the maximal ntar 
(the target which appears the maximal number of times in the used rules). The 
result of a computation consists of the set of pictures over T* sent out of the skin 
membrane at the end of a halting configuration. We illustrate the effectiveness of 
this system with a few examples. 
Example 7.1 Consider the P system 
n = {V,T, [xlalsUls IBMSMI, M i , • •., MB, Ru . . . , R5) 
with 
V = {a, b, c, d, # , # ' , # " , #1 , #2 , #a , #6, # c , #!>}, 
T = {a,b,c,d,#}, 
# " # # # ' 
# C d # > M i - W l , 
# " # # # ' 
= {##' (###1 ,in2),b# ^ (bb#b,in2),d# -»• (dd#d,in2)} 
u { # ' - > ( # , out). # " - > ( # . o u i ) , # 6 
c \ i d 








C , J I D , 
# c / \ #d 
# \ » • / # d 
# , in3 J , * I #d , in3 
#2 / \ #1 
U { # a " • ( # , OUt), #c ->(#, OUi)}, 
•Rs = { # a - > ( # a a a , i n 4 ) , # c - > - ( # c c c , m 4 ) , # " # - > • ( # 2 # # , i n 4 ) } 
# c / # c 




u { # 2 # c ( # 3 # c # c , m 4 ) , # 3 (#3,out), 
Ra = m 5 ins 




# 3 # 1 
#6 
# a , 
# a 
# 3 ( # " 
#a V #a , OUt 
R s = { # d # l ( # d # ' , O W i ) , # 6 # 4 ( # t # ' , O U < ) } . 
# 4 
#fc , in5 
#6 
U 
Clearly, this system scales up the given picture (excluding the boundary marker #J 
factors of 2. Hence, the system generates all pictures of dimension 2" x 2 n , n > 1 
oi;er a, £>, c, d. 
Example 7.2 Consider the P system 
IL = (V,T,l1[2}2}1,M1,M2,R1,R2) . 
V = { . , * , # , # ' , $ } , 
T = {.,*,#;$}, 
# # # # # # ' 
$ . * . . $ 
. * ' . . $ 
. * . . • . $ ' 
$ . * * * $ # # # # # # ' 
= { . $ ( . . $ , o u i ) , . $ ( , . $ , i n 2 ) , * $ ( * * $ , o u i ) , * $ ->• ( * * $ , m 2 ) } 
u { # # ' ( # # # , o u i ) , # # ' ->• ( # # # ' , ¿ n 2 ) } , 





$ ( 5 # U 
(* * 
* 











Initially, membrane two contains a picture with an 'L' shape engraved in it. The 
system sends out pictures after enlarging the 'L' in both directions. Thus this system 
is capable of producing pictures with L's of any size engraved in it. 
Example 7.3 Consider the P system 
N = ( V , - T , [ 3 [ I [ 2 1 1 1 3 J M I J A , A , R \ , R 2 , R 3 ) 














{ $ , $ ' , $ " , # , o, a', a", b, b', b", c, c', c"}, 
{$,#,a,b,c}, 
# # # # # 
$ # a b c 
$ # b c a 
$ # c a b 
# # # # # 





'$* I x € { a ^ c } } ^ 1 2/$* I a;,l/ € {ß ,ö ,c} } 
$x# {x'#,in2) I x £ {a,6,c}}U{$V -> (y'x",in2) \x,y£ {a,b,c}} 
$'x" -> I x e {a, fe, c}} U {$ "x " x "$ " I x € {a, b, c}} 
$"x Î'S31 I x G {a, b, c}} U {$"x' x'$" | x € {a, b, c}} 
$ " # - 4 ( # $ , o u i ) } , 
{yx' -> $ y x" I X, y 6 {a, b, c}} U {x$w -> $yx | x, y 6 {a, 6, c} } 
x"$y ( x " y , o u t ) I x,y G {a, 6, c}} U {$'x' ->• (%'x",out) \ x € {a ,b,c}} 
-)• ($'x", out) I x S {a, b, c } } } , 
{x" (x ,out ) I x 6 {a, 6, c}} } . 
Given a picture or a set of pictures in membrane one, the system outputs those 
pictures which are obtained from the initial ones by taking a vertical reflection. In 
our case, because we start from 
# # # # # # 
$ # a b c 
$ # b c a 
$ # c a b # 
# # # # # # 
# # # # # # 
# c b a # $ 
# a c b # $. 
# b a c # $ 
# # # # # # 
8 Conclusion 
We have introduced a variant of P systems having pictures as the data structure. 
It has been shown that this variant is able to generate the family PSML with no 
priorities, scanners and no bound on the number of membranes. The family PSML 
can also be generated by two other variants of this system: one with replicated 
rewriting as the underlying control structure with no bound on the number of 
membranes, another one having three membranes and using rewriting and priorities 
among the rules. A different type of P systems with picture objects is defined in 
section 7, which is motivated by the idea of simulating an operation on a picture 
using membrane structures. A further study of this variant is worthwhile. 
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Logical definability of Y-tree and trellis systolic 
(¿-languages* 
Monti Angelo^and Peron Adriano* 
Abstract 
In this paper we investigate the correspondence (in the style of the well 
known Biichi Theorem) between aj-languages accepted by systolic automata 
and suitable (proper) extensions of the Monadic Second Order theory of one 
successor (MSO[<]). To this purpose we extend Y-tree and trellis systolic 
automata to deal with a»-words and we study the expressiveness, closure and 
decidability properties of the two classes of w-languages accepted by Y-tree 
and trellis automata, respectively. We define, then, two extensions of MSO[< 
], MSO[<,adj] and MSO[<, 2x], which allow to express Y-tree w-languages 
and trellis cj-languages, respectively. 
1 Introduction 
The subject of automata accepting infinite sequences was established in the sixties 
by Biichi, McNaughton and Rabin (for a survey, see [16, 17]). One motivation for 
considering automata on infinite sequences (Biichi automata) was the analysis of 
the sequential calculus ( M S O [ < ] ) , a system of monadic second order logic for the 
formalisation of properties of sequences. Biichi showed that any condition on se-
quences that it is written in this calculus can be reformulated as a statement about 
acceptance of sequences by a Biichi automaton (Biichi Theorem). The resulting 
theory is fundamental for those areas in computer science where non-terminating 
computations are studied, for instance modal logics of programs and specification 
and verification of concurrent systems (e.g. see [15]). This paper is an attempt to 
set a correspondence between (¿-languages accepted by systolic automata and suit-
able (proper) extensions of M S O [ < ] . Systolic automata (see [8] for a survey) are 
synchronous networks of (memoryless) processors working in discrete time. These 
automata have been the main theoretical models used to study various basic prob-
lems concerning systolic architectures, systems and computations. In this paper we 
•Research partially supported by M U R S T Progetto Cofinanziato TOSCA. 
tDipartimento Scienze dell'Informazione, University di Roma (La Sapienza), 00198, ViaSalaria 
113, Italy, e-mail: montiadsi.uniromal.it 
iDipartimento di Matematica e Informatica, Universita di Udine, 33100, Via Zanon 6, Italy, 
e-mail: peronidimi.uniud.it 
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a) b) 
c) 
Figure 1: Interconnection structures for systolic automata: binary tree (a), Y-tree 
(b) and trellis (c). 
consider systolic automata enforcing three of the most widely studied types of inter-
connection structures, i.e. leafless binary tree, leafless binary Y-tree and downward 
unbounded trellis (see figure 1). These automata have been mainly, considered 
as acceptors of finitary languages. Only recently, binary tree systolic automata 
have been considered as acceptors of w-languages in [12], showing that the class 
of binary tree id-languages properly extends the class of w-languages accepted by 
Biichi automata though preserving the same closure and decidability properties. In 
this paper we introduce also the class of Y-tree ui-languages (i.e. the class of u-
languages accepted by Y-tree), which extends the class of binary tree w-languages, 
and the class of trellis u-languages which, in its turn, extends the class of Y-tree ui-
languages. The class-of Y-tree w-languages is closed under union and intersection, 
it is not closed under complement and the emptiness problem is undecidable. The 
class of trellis a;-languages is closed1 under union and intersection. The emptiness 
problem is undecidable. As well as in the finitary case (see [9]), the closure under 
complementation remains an open question. The logical characterisation of binary 
tree w-languages has been established in [13], where it has been shown that such a 
class of languages corresponds (in the sense of Biichi theorem) to a proper extension 
of MSO[<] by a suitable function flip (the extension is denoted by MSO[<, flip]). 
In this paper we propose two suitable extensions of MSO[<], denoted by 
EMSO[<,adj] (the fragment of MSO[<,adj] allowing only existential quantifi-
cation over predicates) and MSO[<} 2x], which allow to express Y-tree and trellis 
w-languages, respectively. Actually, we believe that EMSO[<,adj] characterises 
the class of Y-tree u-languages. The question, whether M S O [ < , 2x] is a char-
Logical definability of Y-tree and trellis systolic co-languages 77 
acterisation of w-languages accepted by trellis automata, is an (hard) problem di-
rectly related to the open problem of the closure under complement of both finitary 
and w-languages. The hierarchy of extensions of regular w-languages accepted by 
Biichi automata and the corresponding hierarchy of extensions of MSO[<] are 
summarised in figure 2. 
We believe that investigating logical characterisations of systolic languages is 
meaningful for both theoretical and practical reasons. The results of the characteri-
sation of binary tree w-languages have been fruitfully applied in [10] for studying the 
decidability properties of logics for time granularity interpreted over w-layered met-
ric temporal structures (the traditional basic engine of MSO[<] was, in that case, 
not powerful enough). We believe that the results presented in this paper could 
be fruitfully applied for formally studying and comparing the expressive power of 
meaningful extensions of the temporal logics for time granularity considered in [10]. 
Moreover, we expect that our investigation could contribute in an original way to 
the research oriented to developing systematic and sufficiently automatisable meth-
ods to synthesise systolic systems from high level specifications. 
2 Preliminaries 
Throughout this paper E denotes an alphabet; E* denotes the set of (finite length) 
words on E, and denotes the set u — words on E. Finite words are indicated 
by u,v,w,..., e is the empty word and letters a , / ? , . . . are used for w-words. The 
symbol • denotes concatenation on strings. For an w-word a, a(i), with i £ IN, 
denotes the i-th element of a; a(m,n) denotes the subword a ( m ) • . . . • a(n) of a , 
and a(n,cj) denotes the suffix a(n) • a(n + 1) • . . . of a. For V C E*, is the set 
of w-words having the form vq • vi • v2 • • • • with Vi £ V, for i £ IN. 
2.1 Logical definability 
Properties of words will be described by monadic second order logic formulas. 
Since logical formulas will be interpreted over words, it is more convenient to 
identify a word a £ £ w with the structure a = (IN, < , ( Q a ) a e s ) , where < is the 
usual ordering of natural numbers and Qa = {i : a(i) = a } . 
In the sequel we shall consider a second order language over a set of (inter-
preted) binary relation symbols Bi,... ,Bn, denoted as MSO[Bi,...,Bn] (for 
notation we follow [17]), whose syntax is as follows. 
Given an alphabet of individual variables x,y,z,..., predicates X, Y, Z,... 
and predicate symbols Qa (with a £ E), 
Atomic formulas have the form x = y, xBiy, X(x) and Qa{x)\ 
Formulas are built up from atomic formulas by means of the boolean connectives 
->, A, V, and the quantifiers V and 3 ranging over both individual variables and 
predicates. 
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EMSO[<,flip) = MSO[<,flip} 
U 
EMSO[<] = MSO[<} 
Figure 2: The hierarchies of systolic w-languages and of the related MSO[<] ex-
tensions. 
Individual variables are interpreted as elements of IN (i.e., positions of an cj-word) 
and predicates as subsets of IN (i.e., sets of positions of an w-word). Atomic formulas 
x == y and X(x) are interpreted as equality between x and y, and x € X. For a fixed 
interpretation of binary relational symbols B t (as subset of IN x IN), atomic formulas 
xBiy, are interpreted as (x,y) £ Bi. Given an u-word a, Qa(x) is interpreted as 
x £ {i : a(i) = a} . Boolean connectives and quantification operators are endowed 
with the standard semantics. 
If (j){Xi,..., Xn) is a formula with at most the predicates X\,..., Xn occur-
ring free in <f>, a is a w-word and Pi,... ,Pn are subsets of IN, then we write 
(a, Pi,..., Pn) |= (¡>{Xi,..., Xn) if a satisfies <f> under the above mentioned 
interpretation taking Pi as interpretation of X j . A formula without free variables 
and predicates is said to be a sentence. If ^ is a sentence, for sake of simplicity, 
we write a |= <f>. The language L(</>) defined by a sentence (f> is the set of all words 
a e E " such that a |= (j). A language L is MSO[Bi,..., ¿?„]-definable if there is 
a formula <j> of MSO[Bx,..., Bn] such that L = £(<£); L is EMSO[Bi,... ,Bn]-
definable if there is a sentence (j) having the form 3 X i . . . 3Xnip(X-i,... ,Xn) of 
MSO[Bi,..., Bn] such that L = L(cf>) and i> contains only first order quantifiers 
(i.e. quantifiers occurring in ip range only over individual variables). In the 
following the binary relational symbol < is interpreted as the standard order-
ing of natural numbers. In this setting Biichi Theorem can be formulated as follows. 
Biichi Theorem An w-language is regular iff it is MSO[<]- definable. 
In the sequel, for simplicity, atomic formulas over relational symbols inter-
preted as functions will be written in functional form (i.e. flip(x) = y, adj(x) = y, 
2x = y instead of x flip y, x adj y, x 2 y). 
3 Systolic computations 
Let us recall how systolic automata process a word in the finitary case. Systolic 
automata are networks of (memoryless) processors (called also nodes in the fol-
lowing) working in discrete time. As far as systolic binary tree are concerned, the 






Figure 3: The upward unbounded binary tree structure. 
interconnection structure of a binary tree automaton is an (infinite) leafless per-
fectly balanced binary tree (see figure l.a). In order to process a word w, whose 
length |io| is equal to 2 l , the i-th level of the tree is chosen (the level of the root is 
0). Now, the automaton is fed in such a way that adjacent processors at level i-th 
are fed with adjacent symbols of w, and that the leftmost processor is fed with the 
first symbol of w. All the processors at level z-th synchronously output a symbol 
belonging to the state alphabet Q, according to the input relation of the automa-
ton. Each processor at level (i — l)-th receives the two states output by its two 
sons (placed at level i) and it synchronously (with respect to processors at the same 
level) outputs a symbol belonging to Q according to the transition relation of the 
automaton. Therefore, information flows bottom-up, in parallel and synchronously, 
level by level. The result of the computation is collected at the root of the tree and 
the word w is accepted if the state associated with the root is a final state. 
Let us consider now the case of w-languages. Though the local topology of the 
interconnections of processors remains unchanged, the whole structure is gener-
alised. In the finitary case the structure is a leafless binary tree, namely a down-
ward unbounded multilevel structure (provided with infinitely many layers) having 
a bounded number of processors at each layer. On the contrary, the structures we 
shall considering are upward unbounded multilevel structures where each layer is a 
structure isomorphic to natural numbers (with the usual order). In this respect, an 
upward unbounded structure (see figure 3) can be represented as a grid of proces-
sors which is unbounded both in the horizontal dimension (processors in a layer) 
and vertical dimension (number of layers). In the following we shall mention the 
i-th column of the structure intending the set of i-th elements of each layer. 
Nodes of a layer (with the exception of the 0-th layer) are connected to nodes of 
the previous layer drawing a regular topology: either binary tree like as in figure 3, 
or Y-tree like as in figure 6 or trellis like as in figure 13. In such a framework, the 
oj-word to be processed is associated with the 0-th layer of the upward unbounded 
structure, adjacent symbols being associated with adjacent nodes. The information 
flows up, in parallel and synchronously, level by level exactly as in the finitary case. 
Therefore, a systolic computation is a labelling (over the alphabet of states of the 
automaton) of the upward unbounded structure compatible with the transition 
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relation of the automaton. In order to accept/discard a computation on an u>-
word, we impose a Biichi criterion on the labels of the 0-th column, namely the 
computation is successful if an infinite number of final states label that column. 
In the following we shall see how a computation on a w-word a, defined here as a 
labelling of the whole structure, can be indeed defined incrementally step by step 
as the result of composing the results of finite computations on segments of finite 
length of a . Notice that the interconnection structure we are proposing allows one 
to easily simulate the systolic computation defined in the literature for the finitary 
case. 
In the remaining part of this section we recall (from [13]) the definitions and 
results concerning systolic automata operating over an upward unbounded binary 
tree structure. The cases of Y-tree and trellis interconnection structures are intro-
duced and discussed in the two next sections. 
Definition 1 A binary tree automaton is a tuple A = ( £ , Q, QQ. g, f ) , where 
• Q is the finite set of states and QQ C Q is the set of final states; 
• g C E x Q is the input relation; 
• fQQxQxQ is the transition relation. 
Let us introduce now a notion of step-wise binary tree computation on u-words. 
Consider an w-word a. At each computation step, the automaton process a segment 
of a whose length is a power of two and doubles step, by step. The computation of 
a systolic automaton A is defined for a word,«; € £* only if |w| = 2fc (with k > 0) 
and it is given by the relation Oa C E* X Q defined recursively on A; as follows: 
• if |u;| = 2°, then (w, q) £ Ojt if and onlyif (w, q) £ g; 
• if = 2k, with k > 0, then (w,q) £ Oa if and only if {q\,q2,q) 6 /, 
with {wi,qi), (w2,q2) £ Oa, |u>I| = |w2| = 2k~1 and w\ • w2 = w. 
The step-wise computation of an automaton A over an w-word a is recorded into 
an w-sequence of states called B-run. Such a sequence stores at the i-th position the 
state q resulting from processing the prefix a(0 ,2 l — 1) of a. The state resulting 
from processing. the next prefix a (0 ,2 t + 1 — 1) is obtained from q and from the 
states q', output by the systolic automaton fed with a ( 2 l , 2 t + 1 - 1), according to 
the transition relation / . The structure of the step-wise computation is depicted 
in figure 
4. Notice that the B-run is the sequence of states labelling the 0-th column of 
the structure. 
More formally, a B-run of A on a € Ew is a map tp :~SN Q s.t. 
. ( a ( 0 ) , m ) e s ; 
• (t/>(i - 1 ),q,ip(i)) e f , with (a (2 i _ 1 ,2* - 1 ),q) £ 0A, for i > 0. 
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Figure 4: A B-run tp on a. 
A B-run is successful iff there are infinitely many i such that ip(i) £ Qo• An 
oj-word a is accepted by A iff there exists a successful run of A on a. The set of 
w-words (i.e. the language) accepted by A is denoted by Cu,(A). 
In [13] we proved that the logical counterpart of (¿-languages accepted by 
binary tree automata is obtained by extending MSO[<] with a function flip given 
as follows. 
Definition 2 The function flip : EST1" —> IN is such that 
if x — 2kn + 2*""1 + . . . + 2ko with kn> ... > ki > k0, then flip{x) - x - 2k°. 
The logical definability of w-languages accepted by binary tree automata is 
proved by showing that the function flip allows to impose on natural numbers the 
upward unbound binary tree structure depicted in figure 5. Such a structure is 
obtained by associating with each even number 2 = 2kn + ... + 2kl + 2k° (with 
kn > . . . > ki > ko > 0), the left and right son, respectively, 
Such a childhood relationship can be easily defined into MSO[<, f lip] since 
x = 2kn + ... + 2kl + 2k°~1 and 
y = 2kn + ... + 2kx + 2k° + 2ko~1. 
(1) 
(2) 
x = max{s : s < z, flip{s) — flip{z)} and 
y = max{s : flip{s) = z}. 
(3) 
(4) 
Notice that the elements of the i-th layer (with i > 0) are 
{2* + k2i+1 :k>0} (5) 
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Figure 5: The upward unbounded binary tree structure on IN. 
and the elements of the i-th column (with i > 0) are 
Remark. Notice that the 0-th layer of the upward unbounded binary structure on 
IN is isomorphic but not equal to IN (even numbers are missing). As a consequence, 
when such a structure is exploited for simulating a systolic computation on an 
input word a, a cannot be associated directly with the 0-th layer (i.e. a (0 ) with 
1, q(1) with 3 and so on) since, in this case, the set of numbers IN would not 
be in correspondence with the index set of a. The correspondence between IN 
and the index set of a is recovered by associating with the 0-th layer, instead of 
a, the sequences of states of the systolic automaton q\, q3, q$,..., q2n+I, • • •, with 
Qi G f(g(a(i ~ l)),g(a(i))) (a preprocessing of a). 
Theorem 1 (cf.[13j) An u-language is accepted by a binary tree automaton iff it 
is MSO[<, flip}-definable (or equivalently, iff it is EMSO[<, flip] -definable). 
4 Y-Tree w-Languages 
The interconnection structure of a Y-tree automaton is a leafless perfectly balanced 
binary tree augmented with links from a node to the immediate neighbour (if any) 
of its right son called the adoptive son (see figure l .b) . The expressive power and 
properties of Y-tree automata as acceptors of finitary languages have been studied 
in [5, 7]. In this section we introduce and study Y-tree automata as acceptors of u -
languages. In this respect, a Y-tree automaton processes a word exactly as a binary 
tree automaton does with the only exception that the computation is performed 
over an upward unbounded Y-tree structure (see figure 6). 
Definition 3 A Y-tree automaton is a tuple y = (E, Q, Qo,g, f ) , where 
• Q is the finite set of states and QQ C Q is the set of final states; 
• g C E x Q is the input relation; 
{ ( 2 1 + 1 )2* : k > 0 } . (6) 
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Figure 6: The upward unbounded Y-tree structure. 
• fCQxQxQxQ is the transition relation. 
A computation of a Y-tree automaton is then a labelling of an upward un-
bounded Y-tree structure compatible with the input and transition relations of the 
automaton. As in the case of binary tree automata, we define now the step-wise 
version of such a computation. Given an w-word a, at each computation step, the 
automaton processes a segment of a whose length is a power of two and which dou-
bles step by step. In this way, at the i-th computation step, the prefix a(0,2®+1 — 2) 
of a turns out to be processed, and the result of such a computation is stored into 
a sequence QO QI of states of Q. The sequence QO QI is precisely the se-
quence of states labelling the path of adoptive edges from the i-th element of the 
0-th column of the upward unbounded Y-tree structure leading to the 0-th layer 
(see, for instance, the path labelled by v(0)u(l)v(2) in figure 7 which codifies the 
result of the 2-th step of a computation). Now, the i 1-th step transforms the 
sequence qo qi, encoding the computation at the i-th step, into a sequence of 
states q'0 q\, q'i+1 as a result of composing qo qi with the result of processing 
the segment a (2 t + 1 — 1,2 I + 2 — 2) of a. Notice that, in order to store the information 
about the computation on the prefix of a w-word, a sequence (of unbounded length) 
of states is required (in the case of binary tree automata a single state suffices). For 
a Y-tree automaton }>(£, Q, Qo,g, / ) , the transformation above, called run step, is 
given by the relation 
Oy C Q* x £* x Q* 
which satisfies the property that (v,w,u) € Oy implies = k, \w\2k and = 
k + 1, for some k > 0, and is defined recursively on k as follows (see figure 7 for a 
graphical hint): 
• if k = 0, then (e,w,q) & Oy, with (w,q) £ g\ 
• if k > 0 and wi • W2 = uj with |u;i| - \w2 \ = 2 f c _ 1 , 
then (v ,w,q • u2) € Oy, where 
- {v(l,k- l ) , iu i ,u i ) e Oy, (tti(l,fc - l ) , iu2 ,u2 ) € Oy, 
(v(0) ,u1 (0) ,u2 (0) ,q) E / . 
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Figure 7: A Y-tree step. 
A Y-run for an w-word a stores the result of each computation step and it is defined 
as a map tp : IN Q* such that: 
• (ip(i), a(2i+1 - l,2i+2 - 2),ip(i + 1)) £ Oy, for i > 0. 
A Y-run tp over a £ is successful iff there are infinitely many i € IN s.t. ip(i) — vl 
and u,(0) € QO- The structure of a Y-run is shown in figure 8. The definition of 
a w-language accepted by Y-tree automaton is exactly as the one for binary tree 
automata. 
Example 1 An instance of Y-tree u-language is: 
L = {ae {0,1}W : a(2s + k2s+l) = 1 for some s > 0, for all k > 0}. (7) 
Notice that a G L iff the positions where a is set to 1 include at least the set of 
natural numbers belonging to a layer of the upward unbounded binary tree structure 
on IN (see figure 5 and Eq.5). 
Before giving a formal definition of the automaton accepting the language L, we 
sketch the idea behind the recognising process. The automaton propagates the sym-
bols {0,1}, received at its input layer, till a layer which is supposed to be uni-
formly labelled by symbol 1 is reached. At this point, all of the processors in the 
active layer check the uniformity of the labelling of the previous layer, by verify-
ing that all of their left and adoptive sons are uniformly labelled, and propagates 
the successful/unsuccessful result of the test. A symbol is propagated along the 
adoptive edge at the first step and along the right edge in all the remaining steps. 
At each step a processor chooses non-deterministically whether to propagate the 
signal it is receiving from its right son or to perform the uniformity check. The 
check can be successful only if all of the processors of a layer choose simultane-
ously and non-deterministically to perform the uniformity check. The automaton 
^ = (£, Q, Qo, g, f ) accepting L is given by the following components: 
• Q = { 0 ,1 ,0 ,1 , o k } , Qo = {ok}, g= {(x,x) : x £ { 0 , 1 } } ; 
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Figure 8: The structure of a Y-run (Vi — ip(i)). 
« 3 ( 3 ) 
• / = {(x,l,y,ok),{x,y,z,z),(l,x,l,ok),{x,y,z,y),{ok,ok,ok,ok) : 
with x,y,z G { 0 , 1 } } . 
Over-lining of states is used to distinguish the first step of the computation from 
the others. The state ok is output after a successful uniformity check. The first 
and second schemas of tuples manage check and transmission, respectively, at the 
first step. The third and fourth schemas of tuples manage check and transmission, 
respectively, in all the other steps. 
As far as expressivity is concerned, the class of Y-tree w-languages includes the 
class of binary tree w-languages as an immediate consequence of the fact that the 
upward unbounded Y-tree structure is a upward unbounded binary tree structure 
enriched with adoptive edges. In fact, as in the finitary case, Y-tree automata are 
more expressive than binary tree ones. 
Theorem 2 The class of Y-tree ui-languages strictly includes the class of binary 
tree ui-languages. 
Proof. We show that the Y-tree language L of Example 1 is not accepted by any 
systolic binary tree automaton. The proof is by contradiction. Let us assume that 
there exists a systolic binary tree automaton A having n states and accepting L. 
We take now the n + 1 (different) w-words ao,... ,an of L such that « ¿ ( j ) = 1 
iff j = 2% + k2l+1 (for all k > 0). The positions set to 1 in a.i are exactly those 
associated with the i-th layer of the upward unbounded structure. Let ipi be a 
successful B-run of A for al (with 0 < i < n). Since the number of states is n, 
there must be two runs ipj and ipk with j k such that ipj(n + 1) = i/>k(n -I- 1). 
This immediately implies, by the definition of B-run, that the w-word 
has a succesful run (e.g. ipj(0,n + 1) • ipk(n + 2,w)). This leads to a contradiction 
a' = o>j(0,2n+1 — 1) • a f c ( 2 n + 1 , u ; ) 
since a' £ L. • 
By exploiting standard techniques it is easy to prove the closure properties of 
Y-tree w-languages stated in the following proposition. 
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Figure 9: Trasmitting a; along the third column and bj along left edges. 
Proposition 3 The class of Y-tree co-languages is closed under union, intersection 
and projection. 
As in the finitary case (see [7]), the class of languages accepted by F-tree au-
tomata is not closed under complementation. We show in the following example a 
F-tree language whose complement is not accepted by any F-tree automaton. 
Example 2 An instance of Y-tree co-language is 
L={a 6 {0 ,1 } " : a(2s + k2s+1) ± a(2s' + k2s'+1) for some s', s, k,>0}. (8) 
Notice that a £ L iff there are two positions i and j of a such that a(i) ^ a(j) and 
i and j belong to the same column of the upward unbounded binary tree structure on 
IN (see Eq.6). In order to prove that a € L, it is sufficient to check that there exists 
an odd position i (i.e. the least element of a column) of a such that a(i) ^ a(j) 
and i and j are elements of the same column. We sketch the algorithm used by 
the automaton to check that positions i and j as above belong to the same column. 
The idea is that of (upward) propagating the symbol ai from position i, and bj 
from position j, till they meet at a common node (see figure 9). The symbol bj 
is forced to move only along left edges. The symbol at is propagated, by exploiting 
non-determinism, along the i-th column. Following this procedure, symbols ai and 
bj meet if and only if i and j belong to the same column. In fact, if i and j belong 
to the same column, then j = i2k (for some k). When j moves from the 0-th layer 
to the 1-th along a left edge, it reaches the i2k~l-th position of that layer, and then 
the i2k~2 at the next step, and so on (see figure 9). It remains to show that it is 
possible to move the symbol ai along the i-th column. Let us consider the example 
of figure 10. The symbol a is input at position 5. At the second computation step, 
the node at position 5-th in the 1-th layer guesses that it is an element of the 5-
th column and it enters the state A. The correctness of such a guess has to be 
checked. To this purpose, both the nodes labelled by a and A transmit upward a 
check-symbol (ca and CA, respectively). The guess is correct if the sequences of 
edge types (left/right) in the two paths from the nodes labelled by a and A to the 
0-th column is the same. Since the path length could be arbitrarily long and the 
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Figure 10: Transmitting a symbol along the 5-th column. 
number the states is finite, this comparison cannot be performed at the completion 
of the path but must be performed step by step in the following way. Each sequence 
of nodes in the segment of the layer bounded by the path of ca and CA keeps trace 
of the last two types of edges crossed by ca in its way. In figure 10, R-, LR and RL 
stand for Right, Left — Right and Right — Left, respectively. This information 
is used by the nodes on the path of CA to force the crossing of an edge of the same 
type as the one crossed by ca a step before. The formal definition of the automaton 
is now easy and it is, for the sake of simplicity, omitted. 
Theorem 4 The class of Y-tree w-languages is not closed under complementation. 
Proof. We show that the language 
L = {a G { 0 , 1 } " : a(2s + k2s+1)a(2s' + k2s'+1), for all s1, s > 0 with k > 0} (9) 
is not a Y-tree w-language. Note that such a language is the complement of the 
y-tree w-language of Example 2, since a G L iff all of the positions of a belonging 
to the same column are labelled by the same symbol. The proof is by contradiction. 
Let us assume that there exists a systolic Y-tree automaton y having n states and 
accepting L. For a suitable m, we take now s = 2~ 2 " > nm+1 (different) w-words 
a i , . . . , as of L such that ai {k) ± aj(fc') for odd k, k', with 1 < k, k' < 2 m + 1 - 2, 
for all 1 < i < j < s. Notice that each odd number identifies a column, and then a.i 
and a j disagree at least in the labelling of a column. Let ipi be a succesful Y-run 
of y for Q{ (with 1 < i < s). Since there are at most n m + 1 < s different strings on 
states of y of length m-1-1, there must be two runs ipj and ipi with i ^ j such that 
ipi(m) = ipj (TO). This immediately implies, by definition of Y-run, that the w-word 
a' =aj{Q,2m+1 -2)-ai(2m+1 -l,w) 
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has a succesful Y-run, namely ip such that ip(k) = ipj{k), for 0 < k < m and 
ip = tpi, elsewhere. This lead to a contradiction since a' $ L. • 
Proposition 5 The emptiness problem for Y-tree co-languages is not decidable. 
Proof. In order to show that emptiness is undécidable, it is sufficient to realise 
that for a given Y-tree automaton y (for finitary words on the alphabet E) we 
can construct a Y-tree automaton y ' for w-words on alphabet E U {J!} (with fl not 
in E), such that the language accepted by y is empty iff the language accepted by 
y 1 is empty. Now, the undecidability of emptiness problem for the case of w-words 
follows from the undecidability of the emptiness problem in the finitary case (see 
[6]). - • 
To define a calculus which is as powerful to accept Y-tree w-languages, we extend 
MSO[<] by a (partial) function adj i l N n - l N , s.t. 
if x = 2k" + 2*"-1 + ... + 2k°, with kn > fcn_i > ... > k0 > 0, then 
adj(x) = x + 2k° + 2k°~1. 
The logical definability of w-languages accepted by Y-tree automata can be proved 
by showing that the function adj allows lis to impose on natural numbers the up-
ward unbound Y :tree structure depicted in figure 11. Such a structure is obtained 
by enriching the binary tree structure of figure 5 with an edge between x and y iff 
adj{x) - y . 
In fact, MSO[<,adj] allows one to define two predicates Right.son(z,x) and 
Leftson(z,x), which are true iff the number x is the right and left son, respec-
tively, of z (in the sense of Eq.2 and Eq.l ). 
Now, x is the left son of z, if either x + 1 = z and z is at the 1-th layer (i.e. 
3s(adj(z) = s A ->3t(adj(s) = i ) ) ) , or z is at the i-th layer (with i > 1) and 
x = min{s : s < z A adj(s) > z)}. 
The two cases above can be expressed by a formula of MSO[<,adj] which, for sim-
plicity, we denote by Left.son(z, x). Thé formula Rightson(z, x) can be expressed 
in terms of adj and Left.son(z,x) as follows 
->3s(adj(x) = s) A x = z + IV 
3s, t(adj(x) = s A adj(z) = t A Leftson(t, s)). 
Example 3 A EMSO[<, adj}-formula defining the language L of Eq.7 is 
3Y(Vx(Y(x) => Qi(x))A 
Vy, z(son(z, y) A Y(y) Vs(son(z, s) => Y(s)))), 
where son(z,y) stands for Leftson(z,y) V Rightson(z,y) V adj(z) = y. 
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Figure 11: The upward unbounded Y-tree structure on IN. 
Now, we can state the main theorem of this section, namely the logical defin-
ability of F-tree oj-languages. As it is precisely shown in the proof of Th. 6, the 
upward unbounded Y-tree structure on IN allows to simulate a Y-tree systolic com-
putation. Also in this case, as remarked in the end of section 2, an w-word a cannot 
be associated directly with the 0-th layer of the structure but it is associated to 
this layer only after a preprocessing step. 
Theorem 6 Any ui-language accepted by a Y-tree automaton is EMSO[<,adj]-
definable. . - ' 
Proof. Assume without loss of generality that the set of states of the Y-tree au-
tomaton ^ i s Q = l , . . . , m . A Y-tree computation can be obtained by labelling, 
compatibly with the transition relation / , the upward unbounded Y-tree structure 
with elements of Q. Such a labelling is defined by partitioning the set of natural 
numbers into m sets Y i , . . . , Ym and assuming that a number x belongs to Y{ iff the 
state i labels the node x of the upward unbounded Y-tree structure. We introduce 
some short notations: 
Odd(x) (i.e. x is an odd number) stands for ->3z(adj(x) = z). 
Power(x) (i.e. a; is a power of two) stands for 
x = 1 V 3 z ( a d j ( x ) = z A Vy, s((y < x A adj(y) = s) s < z)). 
(i.e. the left son of x is.associated with the state i) stands for 
3y (Left.son(x, y) A Yi(y)). 
x —> i (i.e. the right son of x is associated with the state i) stands for 
3y (Rightson(x, y) A Yj(j/)). 
x A i (i.e. the adoptive son of x is associated with the state i) stands for 
3y (adj(x) = y A Yi(y)) 
Given a Y-tree automaton y = ( { 1 , . . . , m } , Qo, g, f ) , a formula <f) belonging to 
EMSO[<,adj] accepting C u ( y ) is the following: 
3 Y 1 , . . . , Y m ( 
(10) 
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VX (Odd{x) =• (Aa,6,c6S QÁX - 1) A Qb(x)A 
Q c ( x + 1)) V ) ] A 
( H ) 
Vz [ / \ ( z 4 ¿ A z 4 ¿ A z 4 l ) = > V A < 1 2 ) 
Ki,j,l€Q \ {fc:<i,i,i,fc)e/} / / 
\J Vx3y(x <y APower(y) AYi(y)) (13) 
IEF 
• 
As a consequence of Theorem 6 and the undecidability of emptiness for Y-tree 
w-languages (see Proposition 5), we have the following corollary. 
Corollary 7 The theory EMSO[<,adj] is undecidable. 
The theory EMSO[<,adj] extends MSO[<, flip] since the class of Y-tree u>-
languages strictly includes the class of binary tree w-languages (see Theorem 2) 
and MSO[<, flip] is a characterisation of that class of languages (see Theorem 1). 
Corollary 8 EMSO[<,adj] is a proper extension of MSO[<, flip]. 
The function adj we have chosen to extend MSO[<] seems not to be more 
expressive than it is required to define Y-tree w-languages. This is suggested by 
the fact that the w-language encoding the function adj (as well as its complement) 
can be accepted by a Y-tree automaton. Given a relation R C IN x IN, the w-word 
on the alphabet { 0 ,1 ,2 } encoding the pair (i,j) e R is a^j) € { 0 , 1 , 2 } " such 
that a^jjii) = 1, £*(»,;)(j) = 2 and = 0 for all k ± i,j. The w-language 
encoding the relation R is the set {d(i,j) : (i, j) £ R}-
Proposition 9 There exists a deterministic Y-tree automaton accepting the u>-
language L encoding the adj function. 
Proof. We define two Y-tree automata [Vi and y2 such that L = Cu(y\) UC^iy^)-
The automaton (resp. ^2) accepts GJ-words having the form 
Q2fc" + ...+2fco ^ 0 2 f c ° + 2 l o- i_ i 2 g" 
with kn > fcn_ 1 > . . . > fc0 and k0 = 1 (resp. kQ > 1). The claim follows from 
closure under union of languages accepted by Y-trees. As concerns the automaton 
y x , notice that the node of the Y-tree unbound structure that receives the input 1 
(resp. 2) must be the left son of a right son node (resp. the right son of a left son 
node). Such a pattern can be detected in two steps by the following automaton: 
= ( {0 ,1 ,2 } , {0 ,1 ,2 ,1 ,2 , s } , { s } , <?i,/i), where 
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Figure 12: The pattern recognised by automaton y 2 of Proposition 9. 
• gi is the identity; 
. h = { <0,0,0,0), (0,0,1,1), (0,2,0,2), (1,0,0,0), <1,0,2, s), 
<2,0,0,0), <0,0,1 ,0) , (s, 0,0, s), <0, a, 0, s), <0,0, s, 0)}; 
The pattern detected by automaton y 2 is depicted in figure 12. The symbol 1, 
received at input level, must be propagated the first time along an adoptive edge 
and then along a right edge as far as possible. The symbol 2 must be propagated 
the first time along an adoptive edge, then along a right edge as far as possible, 
and, finally, again along an adoptive edge. Signals propagated in this way must be 
eventually collected by a node from the left and right son. The automaton y 2 is as 
follows: 
3̂ 2 = < { 0 , 1 , 2 } , { 0 , 1 , 2 , 1 , 2 , 1 , s } , { s } , <72, / 2 ) , Where 
• g2 is the identity; 
• / 2 = { < 0 , 0 , 1 , 1 ) , < 0 , 1 , 0 , 1 ) , <1 ,0 ,0 ,0) , <0,0,1 ,0) , _ 
(0,0,2,2), (0,2,0,2), (0,0,2,2), <2,0,0,0), (2,0,0,0), 
<1,2,0, a), (s, 0,0, s), (0, s, 0, s), <0,0, s, 0)}. 
In general, if a(i) = 1, then T flows up to A;-th layer and labels a left-son pro-
cessor iff i = 2k + m2k+1 with (m > 0). If a(j) = 2, the signal flows up to the 
fc-th layer labelling a right-son processor iff j = 2k~} + m2k + 1 (with m > 1). 
If i and j are the left and right son of the same node, then i — 2k + m2k+1 and 
j = 2*-1 + (m + 1)2*+1 and then j = i + 2k~l +2k = adj(i). • 
Since Y-tree w-languages are closed under union and intersection; by Proposition 
3, any formula freely constructed from atomic formulas using the boolean connec-
tives A, V and -1 has a corresponding y-tree automaton. If ip is a formula with a 
corresponding y-tree automaton, also the existential quantification of <f> (on both 
individual and predicates) has a Y-tree automaton as a counterpart since Y-tree 
w-languages are closed under projection. The problem whether any formula ->3x(f>, 
92 Monti Angelo, Peron Andriano 
Figure 13: An upward unbounded trellis structure. 
with x an individual variable and cf> a first order formula, can have a correspond-
ing y - tree automaton, remains an open problem. If such a problem had positive 
answer, we would have that EMSO[<,adj] would be a characterisation of y - t ree 
w-languages, namely that an w-language is accepted by a y -tree automaton iff it 
is EMSO[<, adj]-definable. 
5 Trellis (¿-Languages 
The expressive power and properties of trellis automata as acceptors of finitary 
languages (over the standard interconnection structure of figure l .c ) have been 
studied in [1, 2] for the deterministic case and in [9] for the non-deterministic 
case. In this section we introduce and study non-deterministic trellis automata 
as acceptors of w-languages. In this respect, a trellis automaton processes a word 
exactly as a binary tree (or a y -tree) automaton does with the only exception that 
it uses, for the computation, an upward unbounded trellis structure (see figure 13). 
Definition 4 A trellis automaton is a tuple T = (£, Q, Qo,9, f ) , where 
• Q is the finite set of states and Q0 C.Q is the set of final states; 
• g C £ x Q is the input relation; 
• f Q Q x Q x Q is the transition relation. 
A computation of a trellis automaton is then a labelling of an upward unbounded 
trellis structure compatible with the input and transition relations. As in the 
case of binary tree and y - tree automata, we define a step-wise version of such 
a computation. Given an UJ-word a, at. each computation step, the automaton 
processes a symbol of a. So, at the i-th step (with i > 0) the prefix a(0, i) of a is 
processed and the result of such a computation is stored into a sequence q0 qi 
of states of Q. The sequence QO QI is precisely the sequence of states labelling 
the path of right edges, from the i-th element of the 0-th column of the upward 
unbounded trellis structure, leading to the 0-th layer. Now, the i + 1-th step 
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Figure 14: The structure of a T-run. 
transforms the sequence qo qi, encoding the computation at the i-th step, into 
a sequence of states q'0 q[, q'i+1 as a result of composing qo qt with the result 
of processing the symbol a(i + 1). For a trellis automaton T = (£, Q, Qo,g, f ) , the 
transformation above, called run step, is defined by the relation 
0T C Q* x £ x Q*, 
which is such that (v,a,u) £ Or implies |u| = k and |u| = k + 1, for some k > 0 
and is defined recursively on k as follows: 
• if k = 0, then (e, a,q) £ Or, with (a,q) £ 3 ; 
• if k > 0, then (v ,a ,u ) € Or, where 
— (a,u(k)) £ g and ( v ( i ) , u { i + l ) , u ( i ) ) € / , for 0 < i < k. 
A T-run for an w-word a stores the result of each computation step and it is defined 
as a map ip: IN Q* such that: 
(a(0) , </>(0)) S g and {ip(i),a{i + 1), <4>{i + 1)) £ 0T, for i > 0. 
A T-run tp is successful iff there are infinitely many i £ IN such that ip(i) = and 
Vi(0) £ Qo-
The structure of a T-run is depicted in figure 14. 
Example 4 An instance of trellis ui-language is: 
L= { a £ { 0 , 1 } " : a(i)a(i + k) for some k > 1, for all i > 0} . (14) 
Notice that a £ L iff a = with w £ {0 ,1 }* . Before giving a formal definition 
of the automaton accepting the language L above, we sketch the idea of the recognis-
ing process. Assume that a = wu, with = k. Each input symbol is propagated 
upward along the left and the right edges till it reaches the k — 1-th layer. Each 
processor of the k-th layer checks whether the symbols, received from the left and 
the right sons, agree. Processors in the next layer check that all their sons had a 
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successful result and so on. A processor chooses non-deterministically whether to 
propagate the signals it is receiving or to perform the test, and the computation 
can be successful only if all of the processors of the k-th layer non-deterministically 
choose to perform the test. 
The automaton T = (£, Q, Qo, g, f ) accepting L has the following components: 
• Q = {ok, x, [x, y]:x,ye { 0 , 1 } } , Q0 = {ok}, g = {(x,x) :x£ { 0 , 1 } } ; 
• / = {{x,y,[y,x]),{[x,y],[z,t],[z,y}),{[x,y],[y,z},ok),(ok,ok,ok) : 
x,y,z,te {0,1}}. 
States [a;, J/] are used to forward properly the input symbols upward along the 
left and right edge, respectively. Each node of the 1-th layer enters the state [y,x] 
after receiving symbol x from the left-son and symbol y from the right-son. Each 
processor, after receiving state [x,y] from the left-son and state [z,t] from the right-
son, • propagates the symbols y and z by entering the state \z,y\. An example of 
successful computation is shown in figure 15 for k = 3. 
We consider now the expressive power of trellis automata with respect to Y-tree 
automata. 
Theorem 10 The class of trellis co-languages strictly includes the class of Y-tree 
ui-languages. 
Proof. We start showing that a systolic computation over an upward unbounded 
Y-tree structure can be simulated over an upward unbounded trellis structure. 
Let y be a Y-tree automaton, we outline the construction of a trellis automaton 
T accepting the same w-language of . The behaviour of the node of y placed in the 
i-th layer and j - th column of the upward unbounded Y-tree structure is simulated 
by the behaviour of the node of the automaton T placed in the j(3l - 3 i _ 1 ) - t h 
column and the 3 l — 3 t - 1 - t h layer of the upward unbounded trellis structure (for 
i > 1, j > 0). With reference to figure 16, simulating nodes are labelled by symbol 
x. The left, right and adoptive edges connecting a node with its children in the 
upward unbounded Y-tree structure are simulated by the left, right and adoptive 
paths (in bold in the figure). Notice that the states coming from a left and right re-
labelled node are collected by a y-labelled node and then forwarded to the z-labelled 
father node. Let us consider now the complete labelling of the figure 16 given in 
figure 17. States to an ii label nodes in the left and right path, respectively, from 
a rc-labelled node to a y-labelled node. State ti labels nodes in the path between 
a ¿/-labelled and a re-labelled state. State t2 labels nodes in the adoptive path 
between two x-labelled nodes. The nodes in the region bounded by a ii-labelled 
and i2-labelled path (i.e. the region where a left and right son are collected) are 
labelled by symbol b. The region of nodes where an adoptive son is transmitted 
(bounded by a i2-labelled path) are labelled by symbol a. All the remaining nodes 
are labelled by symbol c. Now, it is not difficult to define an automaton whose 
successful computations are exactly those producing the above described labelling 
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Figure 15: A successful computation for the w-word (010)". 
of the upward unbounded trellis structure. Such an automaton can then be easily 
adapted to simulate any given Y-tree automaton. 
We prove now that the inclusion is proper, by showing that the trellis w-language 
L of Example 4 is not a Y-tree w-language. The proof is by contradiction. Let us 
assume that there exists a Y-tree automaton y having n states and accepting L. 
For a suitable m, we take now s = 22 > nm+1 (different) w-words Q i , . . . , as 
of L such that a* = w^, = 2 m + 1 — 1, Wi ^ Wj, 1 < i ^ j < s. Let ipi be a 
successful Y-run of y for a* (with 1 < i < s). Since there are at most n m + 1 < s 
different strings of states of length m + 1, there must be two runs ijjj and tpi with 
i ^ j such that ipi(m) = ipj(m). This immediately implies, by definition of Y-run, 
that the w-word 
a' = ctj(0,2m+1 - 2) • a i ( 2 m + 1 -l,u) = wj • w? 
has a successful Y-run, namely the run ip such that ip(k) = ipj(k), for 0 < k < m 
and ip = tpj, elsewhere. This leads to a contradiction since a' L. • 
Since the emptiness problem is undecidable for the class of Y-tree w-languages 
we have the following corollary. 
Corollary 11 The emptiness problem for the class of trellis ui-languages is not 
decidable. 
By applying standard techniques, the following closure properties can be proved. 
Proposition 12 The class of trellis co-languages is closed under union, intersec-
tion and projection. 
Moreover, it remains an open question whether the class of trellis w-languages 
is closed under complementation. Also in the case of finitary languages accepted 
by trellis automata the closure under complementation remains still an hard open 
question. In [9] it is suggested that the question has probably negative answer 
since, otherwise, a positive answer would imply the closure under complementation 
of the well known complexity class NP. 
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Figure 16: Embedding of the upward unbounded Y-tree structure in the upward 
unbounded trellis structure. 
Let us consider now the logical definability of trellis w-languages. In order to 
capture the class of w-languages accepted by trellis automata we extend MSO[<] 
with the function 2x giving, for a number x, its double. 
Example 5 We show that the language encoding the function adj can be defined in 
MSO[<,2x]. With reference to the upward unbound Y-tree structure, it is easy to 
see that if x belongs to the column c which includes the odd number k, then adj(x) 
belongs to the column c' which includes the odd number 2k + 3. Notice also that if 
c is the i-th column (with i > 0), then adj(x) is the least element in c' greater than 
x. Otherwise, if c is the 0-th column, then adj(x) is the double of the least element 
in d greater than x. 
The formula Column(x,y) (i.e. y belongs to the the column containing the odd 
number x) stands for 
Odd(x) A3X(X{x) A X(y)A 
Vz, s(X(z) => X(2z)A Odd(z) z = x A (X(s) A 2z - s) => X(z)), 
where Odd(x) stands for ->3y(x = 2y). 
Now, the formula defining the function adj is as follows: 
3 x,y(x < y A Qi(x) A Qi(y) A \/z(z / L A Z / ^ QO(Z) )A 
32, s(Column(z, x) A Column(s, y) A s = 2z + 3A 
(z = 1 =>• 3 h(Column(s, h)Ax<hAy = 2hA 
Vr(Column(s, r)Ax<r=$>h< r))) A 
(z > 1 =i> Vh(Column(s, h)Ax<h=>h< y))), 
with z = 1 and z > 1 obvious shorthands. 
As an immediate consequence of Example 5 we have the following expressiveness 
property. 
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Figure 17: A Y-tree labelling of an upward unbounded trellis structure 
Proposition 1 3 MSO[<, 2x] is at least as expressive as EMSO[<,adj]. 
Notice that if EMSO[<,adj] were a characterization of Y-tree w-languages, 
then MSO[<,2x] would be a proper extension of EMSO[<, adj). The double 
function allows impose on the set of natural numbers an upward unbounded trellis 
structure (see figure 18). The sets identifying the ¿-th layer and column of the 
structure are defined exactly as in Eq.5 and Eq.6, respectively. The left son of a 
number x is the half part of x. As concerns the right son, we proceed as follows. If. 
X belongs to the 0-th column, then the right son of a; is 
y = min{z : z belongs to the 1-th column, z > x } . 
If x belongs to the ¿-th column (with i > 0), then the right son is 
y = max{z : z belongs to the i + 1 — th column, z < x } . 
Theorem 1 4 Any ui-language accepted by a trellis automaton is MSO[<, 2x]-
definable. 
Proof. Assume without loss of generality that the set of states of T is Q = 1 , . . . , m. 
The idea of the proof is similar to that of Theorem 6. In particular, we shall consider 
predicates Y i , . . . , Ym assuming that a number x belongs to Yi iff the state i labels 
the node x of the unbounded trellis structure. We introduce some short notations: 
x —> i (i.e. the left son of x is associated with the state '¿) stands for 
3y{2y = x AYi(y)). 
Right — son(x,y) (i.e. y is the right son of x) stands for 
3r(Column(r, x) A Column(r + 2, y)A 
(r = l = > ! / > i A \/s(Colurnn(v + 2, s ) A s > x = 4 > y < s))A 
(r>l=>y<xA Vs(Column(r + 2,s)As<x=>y> s))). 
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x 4 i (i.e. the right son of x is associated with the state i) stands for 
3y (Right - son(x,y) A Y{(y)). 




V * (odd(x) =• ( A a , t e s ( Q a ( x - 1) A Qb(x)) 
V W ] ) A 
{i-(j,k,i)€f,(a,j),(b,k)€g} J J 
(16) 
V* / \ ( * 4 » A z 4 j ) = > \ / № ) A (17) 
\ i j ' 6 Q V { t : ( i j . * > e / } J J 
\J Vx3 2/ (x <y A Column( 1, y) A yi(y)) (18) 
ieF 
)• • 
The fact that M S O [ < , 2x] is undecidable, is well known (see [4, 14]). Moreover, 
if trellis w-languages were closed under complementation, then MSO[<, 2x] would 
be a characterisation of trellis w-languages. This would follow from the fact that the 
w-language which encodes the function double (as well as its complement) can be 
accepted by a trellis automaton, and from the closure of trellis w-languages under 
union, intersection and projection (see Proposition 12). 
Proposition 15 There exists a deterministic trellis automaton accepting the OJ-
language encoding the double function. 
Proof. We define a deterministic trellis automaton T = ( £ , Q, Qo,f, g) which 
accepts w-words having the form O^l.O1-1.2.0"' with x > 1. This automaton is as 
follows: 
• S = { 0 , 1 , 2 } ; 
• Q = { 0 , 1 , m i , m r , o k } ] Qo = {ofc}; 
• 3 = { ( 0 , 0 ) , ( l , m r ) , ( 2 , l ) } ; 
• / = { (0 ,0 ,0) , ( 0 , m r , m i ) , (m r , 0 ,0 ) , (0 ,mi ,m o ) , ( m i , 0 , m r ) , 
( 0 , 1 , 1 ) , ( 1 , 0 , 0 ) , ( m r , 1 , 1 ) , (mi, 1, ok), (ok, 0 , ok)}. 
• 
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Figure 18: The upward unbounded trellis structure on IN. 
6 Conclusions 
In this paper we have introduced the classes of w-languages accepted by Y-tree 
and trellis systolic automata, and we have studied some of their expressiveness, 
closure and decidability properties. We have, then, defined two monadic second 
order logics, EMSO[<,adj] and MSO[<, 2x], which allow to logically define the 
two mentioned classes of languages. The problem whether EMSO[<,adj] is a char-
acterisation of the class of w-languages accepted by Y-tree automata remains open, 
and the first step of our future work will be devoted to solve it. The question 
whether MSO[<,2x} is a characterisation of the class of w-languages accepted by 
trellis languages is, conversely, a problem which hardly will have an answer. More-
over, this paper provides the theoretical framework for investigating expressiveness 
issues of monadic second theories of time granularity interpreted on different types 
of w-layered metric temporal structures (see [11] for a discussion on the open related 
questions). Our future work will consider also such an investigation. 
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Affine matching of two sets of points in arbitrary 
dimensions 
Attila Tanács * Gábor Czédli t Kálmán Palágyi * 
Attila Kuba § 
Abstract 
In many applications of computer vision, image processing, and remotely 
sensed data processing, an appropriate matching of two sets of points is re-
quired. Our approach assumes one-to-one correspondence between these sets 
and finds the optimal global affine transformation that matches them. The 
suggested method can be used in arbitrary dimensions. A sufficient existence 
condition for a unique transformation is given and proven. 
1 Introduction 
Many applications lead to the following mathematical problem: Two correspond-
ing sets of points { p i } and {qi} (i = 1,2, . . . , n ) are given in the fc-dimensional 
Euclidean space IR*, and the transformation T : ]Rfc -»• IRfc is to be found that 
gives the minimal mean squared error 
¿= i 
The dimension k is usually 2 or 3. Some solutions have been proposed for 
this problem assuming rigid-body transformation (i.e., where only rotations and 
translations are allowed) [1, 3, 6, 7, 13], affine transformation (i.e., which maps 
straight lines to straight lines, parallelism is preserved, but angles can be altered) 
[8], and non-linear transformation (i.e., which can map straight lines to curves) 
[2, 5, 8]. In [10], a solution is proposed when the correspondence between the 
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point sets is unknown, assuming affine transformation. It is mentioned, that if the 
correspondence was known, a simpler solution is possible e.g., using least squares 
method, but neither such a method nor a sufficient existence condition for unique 
solution is given or referenced. 
In this paper, we present a method for solving the problem assuming affine trans-
formation, which can be used in arbitrary dimensions! The method is described in 
Section 2. We state and prove a sufficient existence condition for a unique solution 
in Section 3. A related open problem concerning degeneracy is presented in Section 
4. 
2 Method for affine matching of two sets of points 
Given a matrix 
T = 
ft 11 ¿12 
¿21 ¿22 
tkl ¿fc2 
V 0 0 
¿lfc ¿l,Jfc+l \ 
¿2 k ¿2,fc+l 
tkk tk,k+1 
0 1 / 
it determines an affine transformation T : IRfc —> IRfc as follows: For x = 








\ 0 0 
t\k ¿l,fc+l\ 
¿2fc ¿2,fc+l £¿2 
tkk tktk+1 
0 1 / 
Xik 
\ 1 / 
Note that homogeneous coordinates are used. Each affine transformation T can 
uniquely be represented in this form [4]. The transformation has k- (k + 1) degrees 
of freedom according to the non-constant matrix elements. 
Let us fix an affine transformation T : IRfc —> IR* and the corresponding T as 
above. Let {pi} and {g ; } be two sets of n points, where 
Pi = {Pii,Pi2,---,Pik) € H f c and 
Qi = (Qn ,Qi2> • • • >Qik) G IRfc (i = l , 2 , . . . , n ) . 
Let {p^} be a set of n points in IRfc, where p\ = T(qi) (i = 1 , 2 , . . . ,n) . Define the 
merit function S oi k • (k + 1) variables as follows: 
S(tn,...,tk,k+i) = ^2\\p'i-Pi\\2 = 'qil + --- + tjk -Qik +tj,k+i -Pijf 
¿=i j=l i=l 
which is generally regarded as the matching error. 
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The least square solution of matrix T is determined by minimizing the function 
S. Function S may be minimal if all of the partial derivatives . . . , i are 
equal to zero. The required k • (k + 1) equations: 
dS 
Otuv 
2 • ^ qiv ' -Piu + Y t u l ' = 0 
i=l 1=1 
(u = 1 ,2 , . . . ,A : , u = l , 2 , . . . , f c ) , 
ds 
dtu,k+i 
2 ' _ Piu + tul " 9«) = 0 
j=i (=i 
(u = l , 2 , . . . , * ) . 
We get the following system of linear equations: 
fan ••• a ik bi 
a-ki • • • o-kk bk 
bi ... bk n 
0 
an aik h 
a-ki • • • o-kk bk 
bi ... bk n 
bi 
0 
\ / in \ / c u \ 
Oil ••• a.1 k bi 















\ d k / 
where 
Oit v — OiiU — ^ ] Qiu ' Qiv 
¿=1 
bu — ^ ] J 
¿=1 
Ci/ii — ^ ^ Piu ' Qiv 
• i=l 
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du = E P i u 
i=l 
( « = 1 , 2 , . . . , * , v = l, 2, . . . , * ) . 
The above system of linear equations can be solved by using an appropriate 
numerical method [9]. There exists a unique solution if and only if det(M) ^ 0, 
where 
/ a n . . . aik bi \ 
M= 
o-ki • • • o,kk bk 
\ b\ ... bk n / 
Note that if a problem is close to singular (i.e., det(M) is close to 0), the method 
can become unstable. 
3 Discussion 
In this section we state and prove a sufficient existence condition for a unique 
solution for the system of linear equations. 
By a hypefplane of the Euclidean space we mean a subset of the form 
{a + x : x £ S} where S is a (k — l)-dimensional linear subspace. Given some 
points qi,..., qn in ]R , we say that these points span IR* if no hyperplane of 
]Rfc contains them. If any k + 1 points from q\, • • • ,qn span IR* then we say that 
<7i,... , g n are in general position. 
Theorem 1. If qi,... ,qn span IRfc then det (M) ^ 0. 
Proof. Suppose det (M) = 0. Consider the vectors Vj = (qij,Q2j, • • • ,qnj) (1 < 
j < k) in ]Rn , and let w^+i = ( 1 , 1 , . . . , 1) € ]Rn . With the notation m = k + 1 
observe that M = i(vi,vj)) where ( , ) stands for the scalar multiplication. 
V / mxm 
Since the columns of M are linearly dependent, we can fix a (Pi,..., Pm) £ IRm \ 
{ ( 0 , . . . , 0 ) } such that Pj (w»> vj) = 0 h o l d s for i = 1 , . . . , m. Then 
m m m m m 
o = y , ßi • o = £ ßi E ft (Vi' vi) = Y , & (V i > E p m ) = 
i = l i=1 j = l ¿=1 j = l 
m m m m 
i=1 j=1 i=1 1=1 
whence JZi^i P%v% = 0- Therefore all the qj, 1 < j < n, are solutions of the following 
(one element) system of linear equations: 
Pix1 + ---+Pkxk = -Pm- (1) 
Since the system has solutions and (Pi,..:,Pm) ^ (0, . . . , 0 ) , there is an i £ 
{ 1 , . . . , * } with Pi ± 0. Hence the solutions of (1) form a hyperplane of IRfc. 
This hyperplane contains qi,..., qn. Now it follows that if q\,..., qn span lRfc then 
de t (M) 0. Q.e.d. 
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4 Conclusions 
In real applications, it is assumed that both pi,...,pn and qi,-..,qn span ]Rfc. 
Then, if the matching error is zero (i.e., p\ = T(qi) = pi for i — l , 2 , . . . n ) , the 
transformation is necessarily non-degenerate, i.e., det (T) 0. Moreover, in this 
case the following property is fulfilled: 
Observation 2. For all I C { 1 , . . . ,71} with k-1-1 elements, the pi, i 6 / , span HI* 
if and only if the qi, i € I, span IRfc. 
This raises the question whether the transformation is necessarily n o n -
degenarete in general or when Observation 2 holds or at least when Observation 2 
"strongly" holds in the following computational sense: each simplex with vertices 
in { p i , . . . ,pn} or with vertices in {q\,..., qn} has a large volume (fc-dimensional 
measure) compared with its edges. 
Surprisingly, all these questions have a negative answer, for we have the following 
three dimensional example. 
Example 3. With n = 5 and k = 3 let 91 = (0,0,24) , <72 = (24,0,0) , 93 = (0,24,0) , 
94 = (0 ,0 ,0) , and 95 = (—24, —48,16). These five points determine five tetrahedra 
with reasonably large volumes, the smallest of them being 1536, the volume of 
the tetrahedron (92,93,94,95)- Let pi = (0 ,0 ,0) , p2 = (3 ,0 ,0) , p3 = (0 ,3 ,0) , 
Pi — (0 ,0 ,3 ) , ps = (3 ,3 ,3 ) , these are some vertices of a cube, so the tetrahedra 
they determine are at least of volume 9 /2 . Yet, 
( 2 - 6 - 6 12 \ 
- 9 - 1 - 9 18 
0 0 0 8 
K 0 0 0 1 J 
which is degenerate. 
Experience shows that in real applications the choice of points always guarantees 
that the transformation is non-degenerate [11, 12]. However, from theoretical point 
of view the following open problem is worth raising: Find a meaningful sufficient 
condition to ensure non-degeneracy. 
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The complexity of coloring graphs without long 
induced paths 
Gerhard J. Woeginger * Jiri Sgall * 
Abstract 
We discuss the computational complexity of determining the chromatic 
number of graphs without long induced paths. We prove NP-completeness 
of deciding whether a Ps-free graph is 5-colorable and of deciding whether a 
Pi2-free graph is 4-colorable. Moreover, we give a polynomial time algorithm 
for deciding whether a Ps-free graph is 3-colorable. 
Keywords: graph coloring - chromatic number - computational complexity 
- induced path. 
1 Introduction 
A graph G = (V, E) is k-colorable if there exists a coloring / : V —> { 1 , . . . , A;} such 
that f(u) ^ f(v) for every edge € E. The chromatic number x{G) of graph 
G is the smallest k for which G is A;-colorable. A graph G = (V, E) is Pm-free if it 
does not contain the path Pm on m vertices as an induced subgraph. For v £ V, 
we denote by r (v) = {w £ V : [u,iu] £ E} the neighborhood of v. For W C V, 
denote r(W) = \Jwewr(w). 
In this note we discuss the computational complexity of deciding whether a given 
Pm-free graph G is fc-colorable. For all m > 2 and k > 2, we call the corresponding 
coloring problem P(m, k). 
The problems P(m, 2) are polynomially solvable, since 2-coloring is polynomi-
al^ solvable even for arbitrary graphs; see e.g. Garey & Johnson [1]. Similarly, 
the problems of type P(4, k) are polynomially solvable: A graph is fVfree if and 
only if it is a cograph, and the chromatic number of a cograph can be determined 
in polynomial time; see Golumbic [2]. (The special cases P(2,k) and P(3,k) are 
trivial since Pß-free graphs are disjoint unions of cliques.) 
In this note we will prove the following results. 
'Institut für Mathematik, Technische Universität Graz, Steyrergasse 30, A-8010 Graz, Austria, 
email:g«oegi®opt .math.tu-graz.ac.at . Supported by the START program Y 4 3 - M A T of the 
Austrian Ministry of Science. 
^Mathematical Inst., AS CR, Zitnä 25, CZ-11567 Praha 1, Czech Republic, email: 
sgall®math.cas.cz. Partially supported by grant A1019901 of GA AV CR, grant 201 /01 /1195 
of G A CR, and project LN00A056 of M S M T CR. 
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Theorem 1.1 It can be decided in polynomial time whether a P^-free graph is 3-
colorable: 
Theorem 1.2 It is NP-complete to decide (a) whether a P$-free graph is 5-
colorable, and (b) whether a -Pi 2 -free graph is A-colorable. 
These results and some of their implications are summarized in the table in Figure 1. 
The proof of Theorem 1.1 is in Section 2, and the proofs of statements (a) and 
(b) in Theorem 1.2 are given in Sections 3 and 4, respectively. 
m 4 5 6 7 8 9 10 11 12 13 14 15 . . . 
k = 3 P P ?? ?? ?? 77 77 77 77 77 77 77 
II P ?? ?? ?? ?? ?? 77 7? NP NP NP NP . . . 
k — 5 P ?? ?? ?? NP NP NP NP NP NP NP NP . . . 





P ?? ?? ?? NP NP NP NP NP NP NP NP . . . 
Figure 1: A summary of complexity results for the coloring problems of type (m,k) . 
An entry 'P' means that the problem is polynomially solvable, an entry 'NP' means 
that the problem is NP-hard, and an entry '??' means that the complexity of the 
problem is currently unknown. 
2 The polynomial time result 
In this section we prove Theorem 1.1. Consider a P5-free graph G = (V, E)\ without 
loss of generality, we assume that G is connected. Our polynomial time algorithm 
distinguishes two cases for G\ note that it is easy to distinguish the cases in time 
0(n3). 
• Case 1: G is triangle-free. In this case we prove that the graph is 3-colorable 
and, in addition, we show how to construct a 3-coloring. 
• Case 2: G contains a triangle. In this case we give an algorithm which reduces 
the problem to 2-satisfiability of propositional formulas. 
Case 1. If G is bipartite, a 2-coloring is constructed easily. Otherwise G 
must contain an induced cycle of odd lengh. It cannot contain an induced cycle 
of length seven or more, since such an induced cycle would also yield an induced 
P5. The case of C3, i.e., a triangle is excluded in Case 1. Thus the induced cycle 
is C5; denote its vertices v q , , v 2 , V 3 , V 4 in this ordering along the cycle. Denote 
Vo = {V0,V1,V2,V3,V4}. 
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Consider any vertex x adjacent to a vertex in Vo. If a; is adjacent to only a 
single vertex from Vo, say to vo, then x,v0,v1 ,v2 ,v3 would form an induced P5 in 
G. If x is adjacent to two adjacent vertices from Vo, then these three vertices would 
form a triangle in G. As a consequence, x must have exactly two neighbors in Vo, 
and these two neighbors are not adjacent to each other. Denote by Wi, 0 < i < 4, 
the set of all vertices in V — Vo that are adjacent to Vi-1 and (all indices are 
taken modulo 5). 
Now we state two simple observations. Our first observation is that V = Vo U 
Wo U Wi U W2 U W3 U W4. If not, since G is connected, there exists a vertex x not 
adjacent to Vo but adjacent to some y € W{. But then x,y,Vi+i,Vi+2,Vi+3 is an 
induced PA • Our second observation is that two distinct vertices x and y in some 
set Wi U Wi+2 cannot be adjacent to each other, since this would yield a triangle 
x,y,vi+i. 
Consequently G can be 3-colored by coloring all vertices in Wo and W2 by 1, all 
vertices in W\ and W3 by 2, and all vertices in W3 by 3. Moreover, the partition 
Wo, W\, W2, W3, W4 can be computed in polynomial time. 
Case 2. Whereas all graphs in the first case were 3-colorable, the second case 
covers several graphs that are not 3-colorable, for example K4 (the complete graph 
on 4 vertices) or C5 -I- K\ (the graph that results from connecting a new vertex to 
all vertices of a cycle on five vertices). 
Consider an arbitrary triangle in G and color its vertices by 1, 2, 3. As long 
as there is an uncolored vertex v that has neighbors of two different colors, color, v 
with the remaining third color. Note that all these moves are forced. If we find an 
uncolored vertex that has neighbors of three different colors, then we conclude that 
G is not 3-colorable. When this process terminates, we denote by Vo the set of all 
colored vertices, we denote by Vi (respectively, V2 and V3) the set of all uncolored 
vertices that are adjacent to some colored vertex of color 1 (respectively, color 2 
and 3). Furthermore, we denote by V4 the set of all vertices in V — Vo U Vi U V2 U V3 
that are adjacent to some vertex in V\ U V2 U V3. 
We claim that V = VQ U V\ U V2 U V3 U V4. Suppose otherwise. Then since G is 
connected, there must exist some vertex x outside of V^ U Vi U V2 U V3 U V4 that is 
adjacent to some vertex y in V4. Vertex y is adjacent to some vertex in Vi U V2UV3, 
say to vertex 2 £ V V e r t e x 2 is adjacent to a 1-colored vertex v\ in Vo, and vi is 
adjacent to a 2-colored vertex v2 in Vo- But then x, y, z, v\. v2 form an induced P5 
in G. This contradiction shows that indeed V = V0 U Vi U V2 U V3 U V4. 
Lemma 2.1 Let C = {x} be a connected component in V4 that consists of a single 
vertex. If the graph G is 3-colorable, then one of the following two situations holds. 
(i) r(x) C VI for some i with 1 < i < 3. Any 3-coloring of V0 U Vi U V2 U V3 
uses at most two colors on T(a;) C Vj. Any such 3-coloring can be extended 
to vertex x. 
(ii) T(a;) n Vi ^ 0 and T(a;) n V} ^ 0 for some i,j with 1 < i < j < 3. In this 
case r ( z ) forms a complete bipartite subgraph of G with bipartition r ( x ) fl V* 
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and T(x) fl Vj. In any 3-coloring of G, all vertices in r(x) fl Vj must receive 
the same color and all vertices in T(x) fl Vj must receive the same color. Any 
such 3-coloring can be extended to vertex x. 
Proof. First suppose that there are two vertices ui\ € V\ nT(x ) and w2 £ V2 n F ( i ) 
such that [w\,w2] ^ E. Then w\ is adjacent to a 1-colored vertex in Vo, and 
this vertex vi is adjacent to a 3-colored vertex in Vo. But then w2, x, VJI,V\, v3 
would form an induced P5 in G. As a consequence, any two vertices in r ( x ) that 
do not form an edge in G must both belong to the same set Vi, V2, V3. 
We now consider several cases. First assume that r ( x ) intersects all three sets 
Vi, V2, and V3. Then three vertices in F(x) D Vi, r ( x ) fl V2 and r ( x ) n V3 together 
with x would form a K4, and G would not be 3-colorable in this case. Next assume 
that r ( x ) D Vi ^ 0 and T(x) D Vj £ 0 for some i,j with 1 < i < j < 3. By the 
observation in the preceding paragraph, G must contain all edges between r(x)f~l Vi 
and T(x) fl Vj. Then T(x) fl Vi and T(x) D Vj must both be independent sets, since 
otherwise G would contain a K4. Hence, in this case we are in situation (ii). Finally, 
T(x) C Vi might hold for some i with 1 < i < 3 as in situation (i). • 
Lemma 2.2 Let C be a connected component in V4 that contains at least two 
vertices. Denote the set T(C) D (Vi U V2 U V3) by D. 
(i) All vertices in C are adjacent to all vertices in D. 
(ii) If the graph G is 3-colorable, then the component C is bipartite and D forms 
ah independent set. 
(iii) In any 3-coloring of G, all vertices in D receive the same color. 
(iv) Assume that C is bipartite. Then any 3-coloring of Vo U V\ U V2 U V3 in 
which all vertices in D have the same color can be extended to a 3-coloring 
of V0 U Vi U V2 U V3 and C. 
Proof, (i) Let x,y £ C with [x, y] £ E. Suppose that there exists some z € D that 
is adjacent to x but not to y\ without loss of generality-z £ Vi. Then z is adjacent 
to some 1-colored v\ in Vo, and Vi is adjacent to a 2-colored vertex v2 in Vo- Then 
x,y,z,vi,v2 form an induced P5 in G. This contradiction shows that x and y have 
exactly the same neighbors in D. This yields statement (i). 
Statement (ii) is an immediate consequence of (i): Any 3-coloring of G must 
color the component C with two colors, and the neighborhood D of C with the 
third color. This also yields statement (iii). Statement (iv) is straightforward. • 
With the help of Lemmas 2.1 and 2.2, we will now translate the 3-coloring 
problem into a TWO-SATISFIABILITY problem. Since the colors of vertices in 
Vo have already been fixed, we will concentrate on the vertices in Vi, V2, and V3. 
• For every v £ Vj (1 < i < 3) we introduce two variables x(v,j) and x(v,k) 
such that {i,j, k] = { 1 , 2 , 3 } . A TRUE variable x(v,j) will mean that vertex 
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v is colored by color j. By introducing two clauses with two literals, we can 
enforce that exactly one of x(v,j) and x(v,k) must be T R U E and the other 
one must be false. 
• Consider a connected component C = { x } in V4. If neither situation (i) 
nor (ii) from Lemma 2.1 hold, then we stop the construction since G is not 
3-colorable. If situation (i) holds, we do not need to do anything. And if 
situation (ii) holds, then we introduce several clauses (each with two literals) 
that enforce that all vertices in r ( x ) fl Vi get the same color and that all 
vertices in T(x) fl Vj get the same color. 
• Consider a connected component C in V4 that contains at least two vertices. 
If the neighbors of C in Vi U V2 U V3 do not form an independent set, then we 
stop the construction since G is not 3-colorable by Lemma 2.2. And if they 
do form an independent set, then we introduce several clauses (each with two 
literals) that enforce that all these vertices get the same color. 
The resulting instance of TWO-SATISFIABILITY can be solved in polynomial 
time; see e.g. Garey & Johnson [1]. If this TWO-SATISFIABILITY does not 
have a satisfying truth assignment, then by Lemmas 2.1 and 2.2 the graph G 
cannot be 3-colorable. On the other hand, if this TWO-SATISFIABILITY does 
have a satisfying truth assignment, then we can translate it into a 3-coloring for 
Vo U Vi U V2 U V3 and we can use Lemmas 2.1 and 2.2 to extend this coloring to a 
3-coloring for V4. Since all this can clearly be done in polynomial time', -the proof 
of Theorem 1.1 is complete. 
3 The first NP-hardness proof 
In this section we prove Theorem 1.2(a). The reduction is from the NP-hard 
THREE-SATISFIABILITY problem (Garey & Johnson [1]): Given a set X = 
{xi,..., xn} of logical variables, and a set C = { c i , . . . , c m } of three-literal clauses 
over X, does there exist a truth assignment for X that simultaneously satisfies all 
clauses in C? . . 
Now consider an arbitrary instance I of THREE-SATISFIABILITY. We define 
a iV f ree graph G\ = (Vi, Ei) that is 5-colorable if and only if this instance I has 
answer YES: 
• For every variable x £ X, there is a vertex a(x) that corresponds to the 
unnegated literal x, and a vertex a(x) that corresponds to the negated literal 
x. These vertices are connected to each other by an edge. " 
• For every clause c 6 C that consists of the literals iti, u2, U3, there are 
seven corresponding vertices 61(c), 62(c), 63(c), 64(c) and 6(c,«1), b(c,u2), 
6(c, U3). The three vertices 61(c), 62(c), 63(c) form a triangle. Moreover., 61(c) 
is connected to b(c,u2) and 6(c, u3), b2(c) is connected to b(c,u{) and 6(0,1x3), 
and 63(c) is connected to 6(c,ui) and 6(c,u2). Vertex 64(c) is connected to 
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b(c,ui), b(c,u2), b(c,u3). For i = 1 ,2 ,3 vertex b(c,ui) is connected to the 
vertex a(u{). See Figure 2 for an illustration. 
• All vertices a(x) and a(x) with x £ X are connected to all vertices &i(c), 
62(c), 63(c), 64(c) with c G C . 
• Finally, there is a single dummy vertex d that is connected to all clause vertices 
bi(c), 62(c), 63(c), 64(c) and b(c,ui), b{c,u2), b(c,u3) with c = u\ Vu 2 V u 3 in 
C. 
This completes the description of the graph G\. Note that G\ may contain an 
induced P7 that runs through a(xT), a(a;i), b(c2,xi), d, b(c3, x 4 ) , a(x4), a(x¡"). 
b(c,u2) 
Figure 2: The seven vertex gadget for a clause in graph Gi . 
Lemma 3.1 The graph G1 is P&-Jree. 
Proof. Suppose that to the contrary G1 would contain an induced path P on eight 
vertices. Denote by A the set of all vertices a(ui) on P, denote by B\ the set of 
vertices bh(c) on P, and denote by B2 the set of vertices b(c,uj) on P. We start 
with three observations. 
(1) First, suppose that P contains the dummy vertex d. Since d is adjacent to 
all vertices in B\ and in B2, this yields ¡BI U B2\ < 2 and hence |A| > 5. 
Since { d } U B 1 U B 2 is a connected set, removing it from P decomposes this 
(induced) path into at most two (induced) subpaths that both are spanned 
by A. Since |A| > 5, one of these two subpaths must contain at least three 
vertices. But the longest induced paths in A have only two vertices. This 
contradiction yields d £ P. 
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(2) Next suppose that A — 0. Then P only contains vertices from Bi and B2. 
But the longest induced path in B\ U B2 has only four vertices; cf. Figure 2. 
This contradiction shows > 1. 
(3) Next suppose that > 3. Since all vertices in B\ are adjacent to all vertices 
in A, this would imply Bi = 0. Then P only contains vertices from A and 
B2. But the longest induced path in A U B2 has only four vertices, and this 
shows < 2. 
The observations in (2) and (3) yield 1 < \A\ < 2. Since all vertices in B\ are 
adjacent to all vertices in A, \A\ = 1 implies |Bi| < 2, and = 2 implies |Z?i| < 1. 
Therefore \A U Bi| < 3 and IB2I > 5. But B2 is an independent set of at least five 
vertices and cannot be connected to an induced path by adding the at most three 
vertices from l U B i . • 
Lemma 3.2 If the THREE-SATISFIABILITY instance I has a satisfying truth 
assignment, then the graph G1 is 5-colorable. 
Proof. We define a coloring from the truth assignment. If x £ X is TRUE then 
color a(x) by 4 and a(x) by 5, and if x is FALSE then color a(x) by 5, and a(x) 
by 4. The dummy vertex d receives color 4. Now consider the seven vertices 
61(c), 62(c), 63(c), 64(c) and b(c,ui), b(c,u2), b(c,u3), that correspond to a clause 
c = u\ V u2 V u3 in C. One of the three literals ui,u2,u3 must be true, and so we 
may assume without loss of generality that U\ is a true literal, and that hence a ( « i ) 
is colored 4. In this case we color 6(c, u\) by 5, b(c,u2) by 2, b(c,u3) by 3, and 61(c) 
by 1, 62(c) by 2, 63(c) by 3, 64(c) by 1. This coloring is legal: the edges among 
the seven clause vertices are verified easily, and besides them b(c,ui) is adjacent 
only to vertices already colored by 4 and the other six vertices are adjacent only to 
vertices already colored by 4 and 5. The cases where u2 or «3 are true literals are 
handled analogously. • 
Lemma 3.3 If the graph Gi is 5-colorable, then the THREE-SATISFIABILITY 
instance I has a satisfying truth assignment. 
Proof. Consider an arbitrary triangle 61(c), 62(c), 63(c) in a clause gadget. With-
out loss of generality, these three vertices are colored by colors 1, 2, and 3. Since 
the triangle vertices are adjacent to the dummy vertex d and to all literal vertices 
a(x) and a(x), all these adjacent vertices must be colored by 4 or by 5. Without 
loss of generality assume that the dummy vertex has color 4. Furthermore, if a(x) 
has color 4, then a(x) has color 5, and if a(x) has color 5, then a(x) has color 4. 
Define a truth assignment for X that sets variable x to TRUE if and only if a(x) 
has color 4. 
Suppose that some clause c = u\ V u2 V 1x3 in C is not satisfied under this truth 
assignment. Then the three vertices a(ui), a(u2), a(u3) all are colored 5. Then the 
three clause vertices b(c,ui), b(c,u2), b(c,u3) have a neighbor of color 5, and the 
dummy vertex as neighbor of color 4, and hence they must be colored by colors 1, 
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2, 3. The four clause vertices b\(c), b2(c), b3(c), b4(c) are adjacent to a(ui) and 
a(ui ) of colors 4 and 5, and hence they must be colored by colors 1, 2, 3. This 
implies that the seven vertices of the clause gadget are legally colored by the three 
colors 1, 2, 3, which clearly is impossible. This contradicts our assumption that the 
coloring is legal, and therefore the constructed truth assignment indeed satisfies all 
clauses. • 
The three Lemmas 3.1, 3.2, and 3.3 together prove Theorem 1.2(a). 
4 The second NP-hardness proof 
\ 
In this section we prove Theorem 1.2(b). Again, the reduction is from the NP-
hard THREE-SATISFIABILITY problem; cf. the first paragraph of the preceding 
section. Consider an arbitrary instance I of THREE-SATISFIABILITY that con-
sists of a set X = {x\,..., xn] of logical variables, and a set C = { c i , . . . , c m } of 
three-literal clauses over X. We will define a Pi2-free graph G2 = (V2,E2) that is 
4-colorable if and only if this instance I of THREE-SATISFIABILITY has answer 
YES. 
• For every variable x £ X, there is a vertex a(x) that corresponds to the 
unnegated literal x, and a vertex a(x) that corresponds to the negated literal 
x. These vertices are connected to each other by an edge. 
• For every clause c € C that consists of the literals ui, u2, u3, there are nine 
corresponding vertices b\(c,ui), b\(c,u2), b\(c,u3), and b2(c,ux), b2(c,u2), 
b2{c,u3), and b3(c,u\), b3(c,u2), b3(c,u3). The three vertices bi(c,u\), 
bi(c, u2), &i (c, u3) form a triangle. Moreover, for ¿ = 1 ,2 ,3 the vertex b\ (c, Ui) 
is connected to b2(c,Ui), the vertex b2(c,Ui) is connected to b3(c, ui), and the 
vertex b3(c,Ui) is connected to a{ui). See Figure 3 for an illustration. 
• All vertices b2(c,Ui) are connected to all vertices a(x) and a(x). 
• Finally, there are two dummy vertices di and d2 that are connected to each 
other by an edge. The dummy vertex di is connected to all vertices bj(c, ui) 
that belong to the clause gadgets. The dummy vertex d2 is connected to all 
vertices a(x) and a(x) with x € X, and to all vertices b3(c,Ui). 
This completes the description of the graph G2. Note that G2 may contain an 
induced P n that runs through b2(c,Ui), i>i(c,u4), bi(c,u5), b2(c,u5), b3(c,u5), d2, 
b3(c',u6), i> 2 ( c ' ,u 6 ) , bi{c',u6), bi(c',u7), b2{c',u7). 
Lemma 4.1 The graph G2 is Pi2-free. 
Proof. Suppose that to the contrary G2 would contain an induced path P on 
twelve vertices. Denote by A the set of all vertices a(ui) on P , denote by D the 
set of dummy vertices on P , and for h = 1,2,3 denote by Bh the set of all vertices 
bh(c,Ui) on P . We start with four simple observations. 
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Figure 3: The nine vertex gadget for a clause in graph G2. 
(1) First, suppose that |A| > 3. Since all vertices in B2 are adjacent to all vertices 
in A, this would imply B2 = 0. Moreover, d2 £ D. Then the only connection 
from B\ to the rest of P is via the dummy vertex d\, and therefore the vertices 
in £?3 U A must induce a path. But there clearly cannot be an induced path 
in £?3 U A that contains three or more vertices from A. This contradiction 
shows \A\ < 2. 
(2) Next suppose that d\ G D. Since d\ is adjacent to all vertices in B\ \JB2 UB3, 
this union B1UB2UB3 contains at most two elements. But then |DU.A| > 10 
which contradicts (1). Hence, di £ D. 
(3) Suppose that d2 € D. Since d2 is adjacent to all vertices in B3 U A, we have 
\B3 U A\ < 2 and |Bi U B2\ > 9 . Every induced path in £1 U B2 has at most 
four vertices, and thus B\ U B2 must induce at least three subpaths of P. 
Each of these subpaths needs one adjacent vertex in B3, which contradicts 
|B3| < I-B3 U A\ < 2. Hence, d2 £ D. 
(4) Next suppose that A = 0. Then P only contains vertices from B\, B2, and 
B3. But the longest induced path in Bi U B2 U B3 has only six vertices; cf. 
Figure 3. Therefore, \A\ > 1. 
The observations in (1) and (4) yield 1 < < 2. Since all vertices in B2 are 
adjacent to all vertices in A, \A\ = 1 implies \B2\ < 2, and = 2 implies \B2\ < 1. 
Therefore |^4UjB2| < 3, and I ^ U S s ! > 9. But the longest induced paths in 5 i U S 3 
have only two vertices, and thus B1UB 3 induce at least five connected components. 
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There is no way of glueing these at least five components together via the at most 
three vertices in A U B2 • • 
Lemma 4.2 If the THREE-SATISFIABILITY instance I has a satisfying truth 
assignment, then the graph G2 is 4-colorable. 
Proof. We define a coloring from the truth assignment. Dummy vertex d\ is 
colored 1, and dummy vertex d2 is colored 2. All vertices a (it,) will be colored 1 
or 4; all vertices b3(c,Ui) will be colored 3 or 4; all vertices b2(c,ui) will be colored 
2 or 3; all vertices bi(c,Ui) will be colored 2, 3, or 4. Clearly, by doing so we will 
avoid all color conflicts with the two dummy vertices. Moreover, vertices b2(c,Ui) 
will receive other colors than vertices a(x) and a(x). 
If x € X is TRUE then color a(x) by 1 and a(x) by 4, and if x is FALSE then 
color a(x) by 4, and a(x) by 1. Now consider the vertices of some clause gadget for 
c = u\ V u2 V u3 in C. Without loss of generality we assume that the literal ui is 
true, and that hence a(u\) is colored 1. Then we color 
bi(c, ui) by 2 b2(c, ui ) by 3 b3(c,ui) by 4 a(ui) is 1 
bi(c,u2) by 3 b2{c,u2) by 2 b3(c,u2) by 3 a(u2) is 1 or 4 
b\(c,u3) by 4 b2(c,u3) by 2 b3(c,u3) by 3 a(u3) is 1 or 4 
It is easy to verify that we indeed end up with a legal 4-coloring for the graph G2. 
• 
Lemma 4.3 If the graph G2 is A-colorable, then the THREE-SATISFIABILITY 
instance I has a satisfying truth assignment. 
Proof. Without loss of generality we assume that in the 4-coloring dummy vertex 
d\ is colored 1 and that dummy vertex d2 is colored 2. The set of literal vertices 
a(x) and a(x) uses at least two different colors. We claim that also the set of clause 
vertices b2(c,Ui) uses at least two different colors: Suppose that to the contrary all 
vertices b2(c,Ui) are colored by a single color, say, by color 3. Then the triangles 
bi(c, ui) , b\(c, u2), h(c,u3) cannot use this color 3, nor can they use the color 1 of 
dummy vertex di. But it is impossible to color the triangle legally by colors 2 and 4 
only, which proves our claim. Now since the literal vertices use at least two colors, 
since the vertices b2(c, Ui) use at least two colors, and since these two vertex classes 
form a complete bipartite graph, one of these classes must use exactly two colors, 
and the other class must use the remaining two colors. Without loss of generality 
we assume that the literal vertices use the colors 1 and 4, and that the vertices 
b2(c,Ui) use the co lors 2 and 3. 
We define a truth assignment from the 4-coloring by setting variable x to TRUE 
if and only if vertex a(x) has color 1. Suppose that some clause c = u\ Vu2 Vu3 in C 
is not satisfied under this truth assignment. Then the three vertices a(ui), a(u2), 
a(u3) all are colored 4. The three adjacent vertices b3(c,u\), b3(c,u2), b3(c,u3) 
cannot use color 4, and they also cannot use colors 1 or 2 since they are adjacent to 
both dummy vertices; therefore, b3(c, ui), b3(c, u2), b3(c, u3) all are colored 3. Then 
the three adjacent vertices b2(c,ui), b2(c,u2), b2(c,u3) cannot use this color 3; by 
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the above discussion all three vertices 62(c, ^i) , 62(0,1x2), 62(0,1x3) must be colored 2. 
Then the three adjacent vertices 61 (c, U\), b\ [c, «2), b\ (c, «3) cannot use this color 2, 
and they also cannot use the color 1 of the adjacent dummy vertex d\. This implies 
that the triangle 6 j ( c , 1 x 1 ) , 6 1 ( 0 , 1 x 2 ) , 61 (c, ix3) is legally colored by the two colors 3 
and 4, which is impossible. Consequently, the constructed truth assignment satisfies 
all clauses in C. • 
The three Lemmas 4.1, 4.2, and 4.3 together prove Theorem 1.2(b). 
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