[1] A mid-ocean ridge transform fault (RTF) of length L, slip rate V, and moment release rate _ M can be characterized by a seismic coupling coefficient c = A E /A T , where
Introduction
[2] How slip is accommodated on major faults remains a central problem of tectonics. Although synoptic models of fault slip behavior have been constructed [e.g., Sibson, 1983; Yeats et al., 1997; Scholz, 2002] , a full dynamical theory is not yet available. Some basic observational issues are (1) the partitioning of fault slip into seismic and aseismic components, including the phenomenology of steady creep [Schulz et al., 1982; Wesson, 1988] , creep transients (silent earthquakes) [Sacks et al., 1978; Linde et al., 1996; Heki et al., 1997; Hirose et al., 1999; Dragert et al., 2001; Miller et al., 2002] , and slow earthquakes [Kanamori and Cipar, 1974; Okal and Stewart, 1982; Beroza and Jordan, 1990] ; (2) the scaling of earthquake slip with rupture dimensions, e.g., for faults with large aspect ratios, whether slip scales with rupture width [Romanowicz, 1992 [Romanowicz, , 1994 Romanowicz and Ruff, 2002] , length [Scholz, 1994a [Scholz, , 1994b Hanks and Bakun, 2002] , or something in between [Mai and Beroza, 2000; P. Somerville, personal communication, 2003 ]; (3) the outer scale of faulting, i.e., the relationship between fault dimension and the size of the largest earthquake [Jackson, 1996; Schwartz, 1996; Ward, 1997; Kagan and Jackson, 2000] ; (4) the effects of cumulative offset on shear localization and the frequency-magnitude statistics of earthquakes, in particular, characteristic earthquake behavior [Schwartz and Coppersmith, 1984; Wesnousky, 1994; Kagan and Wesnousky, 1996] ; and (5) the relative roles of dynamic and rheologic (quenched) structures in generating earthquake complexity (Gutenberg-Richter statistics, Omori's Law) and maintaining stress heterogeneity [Rice, 1993; Langer et al., 1996; Shaw and Rice, 2000] . [3] A plausible strategy for understanding these phenomena is to compare fault behaviors in different tectonic environments. Continental strike-slip faulting, where the observations are most comprehensive, provides a good baseline. Appendix A summarizes one interpretation of the continental data, which we will loosely refer to as the ''San Andreas Fault (SAF) model,'' because it owes much to the abundant information from that particular fault system. Our purpose is not to support this particular interpretation (some of its features are clearly simplistic and perhaps wrong) but to use it as a means for contrasting the behavior of strike-slip faults that offset two segments of an oceanic spreading center. These ridge transform faults (RTFs) are the principal subject of our study.
[4] RTFs are known to have low seismic coupling on average [Brune, 1968; Davies and Brune, 1971; Frohlich and Apperson, 1992; Okal and Langenhorst, 2000] . Much of the slip appears to occur aseismically, and it is not clear which parts of the RTFs, if any, are fully coupled [Bird et al., 2002] . Given the length and linearity of many RTFs, the earthquakes they generate tend to be rather small; since 1976, only one event definitely associated with an RTF has exceeded a moment-magnitude (m W ) of 7.0 (Harvard Centroid-Moment Tensor Project, 1976 -2002 at http://www.seismology.harvard.edu/projects/CMT) (Harvard CMT). Slow earthquakes are common on RTFs [Kanamori and Stewart, 1976; Okal and Stewart, 1982; Beroza and Jordan, 1990; Ihmlé and Jordan, 1994] . Many slow earthquakes appear to have a compound mechanism comprising both an ordinary (fast) earthquake and an infraseismic event with an anomalously low rupture velocity (quiet earthquake); in some cases, the infraseismic event precedes, and apparently initiates, the fast rupture [Ihmlé et al., 1993; Ihmlé and Jordan, 1994; McGuire et al., 1996; McGuire and Jordan, 2000] . Although the latter inference remains controversial Ekström, 2001, 2003] , the slow precursor hypothesis is also consistent with episodes of coupled seismic slip observed on adjacent RTFs [McGuire et al., 1996; McGuire and Jordan, 2000; Forsyth et al., 2003] .
[5] The differences observed for RTFs and continental strike-slip faults presumably reflect their tectonic environments. When examined on the fault scale, RTFs reveal many of the same complexities observed in continental systems: segmentation, braided strands, stepovers, constraining and releasing bends, etc. [Pockalny et al., 1988; Embley and Wilson, 1992; Yeats et al., 1997; Ligi et al., 2002] . On a plate tectonic scale, however, RTFs are generally longer lived structures with cumulative displacements that far exceed their lengths, as evidenced by the continuity of ocean-crossing fracture zones [e.g., Cande et al., 1989] . Moreover, the compositional structure of the oceanic lithosphere is more homogeneous, and its thermal structure is more predictable from known plate kinematics [Turcotte and Schubert, 2001] . Owing to the relative simplicity of the mid-ocean environment, RTF seismicity may therefore be more amenable to interpretation in terms of the dynamics of faulting and less contingent on its geologic history.
[6] In this paper, we investigate the phenomenology of oceanic transform faulting by constructing scaling relations for RTF seismicity. As in many other published studies, we focus primarily on earthquake catalogs derived from teleseismic data. Because there is a rich literature on the subject, we begin with a detailed review of what has been previously learned and express the key results in a consistent mathematical notation (see notation section). We then proceed with our own analysis, in which we derive new scaling relations based on areal measures of faulting. We conclude by using these relations to comment on the basic issues laid out in this introduction.
Background
[7] Oceanic and continental earthquakes provide complementary information about seismic processes. On the one hand, RTFs are more difficult to study than continental strike-slip earthquakes because they are farther removed from seismic networks; only events of larger magnitude can be located, and their source parameters are more poorly determined. On the other hand, the most important tectonic parameters are actually better constrained, at least on a global basis. An RTF has a well-defined length L, given by the distance between spreading centers, and a welldetermined slip rate V, given by present-day plate motions. Moreover, the thermal structure of the oceanic lithosphere near spreading centers is well described by isotherms that deepen according to the square root of age.
[8] Brune [1968] first recognized that the average rate of seismic moment release could be combined with L and V to determine the effective thickness (width) of the seismic zone, W E . For each earthquake in a catalog of duration Dt cat , he converted surface wave magnitude m S into seismic moment M and summed over all events to obtain the cumulative moment SM. Knowing that M divided by the shear modulus m equals rupture area times slip, he obtained a formula for the effective seismic width
In his preliminary analysis, Brune [1968] found values of W E in the range 2 -7 km. A number of subsequent authors have applied Brune's procedure to direct determinations of M as well as to m S catalogs [Davies and Brune, 1971; Burr and Solomon, 1978; Solomon and Burr, 1979; Hyndman and Weichert, 1983; Kawaski et al., 1985; Frohlich and Apperson, 1992; Sobolev and Rundquist, 1999; Okal and Langenhorst, 2000; Bird et al., 2002] . The data show considerable scatter with the effective seismic widths for individual RTFs varying from 0.1 to 8 km.
[9] Most studies agree that W E increases with L and decreases with V, but the form of the scaling remains uncertain. Consider the simple, well-motivated hypothesis that the effective width is thermally controlled, which appeared in the literature soon after quantitative thermal models of the oceanic lithosphere were established [e.g., Burr and Solomon, 1978; Kawaski et al., 1985] . If the seismic thickness corresponds to an isotherm, then it should deepen as the square root of lithospheric age, implying Okal and Langenhorst, 2000] . However, two recent studies have suggested that W E instead scales exponentially with V [Frohlich and Apperson, 1992; Bird et al., 2002] , while another proposes that SM scales exponentially with L [Sobolev and Rundquist, 1999] . The most recent papers, by Langenhorst and Okal [2002] and Bird et al. [2002] , do not explicitly test the thermal scaling of W E .
[10] An important related concept is the fractional seismic coupling, defined as the ratio of the observed seismic moment release to the moment release expected from a plate tectonic model [Scholz, 2002] :
Previous authors have made different assumptions in calculating the denominator of equation (2). In our study, we specified SM ref in terms of a ''thermal area of contact,'' A T , which we obtained from a standard algorithm: the thermal structure of an RTF is approximated by averaging the temperatures of the bounding plates computed from a twodimensional half-space cooling model [e.g., Engeln et al., 1986; Stoddard, 1992; Okal and Langenhorst, 2000; Abercrombie and Ekström, 2001] . The isotherms and particular parameters of the algorithm are given in Figure 1 . A T is just the area of a vertical fault bounded from below by a chosen isotherm, T ref , and its scaling relation is
. We define the average ''thermal thickness'' for this reference isotherm by W T A T /L. The cumulative moment release is SM ref = mLW T VDt cat , so equations (1) and (2) imply that c is simply the ratio of W E to W T .
[11] The seismic coupling coefficient has the most direct interpretation if the reference isotherm T ref corresponds to the brittle-plastic transition defined by the maximum depth of earthquake rupture [Scholz, 2002] . In this case, the value c = 1 quantifies the notion of ''full seismic coupling'' used in section 1. The focal depths of oceanic earthquakes do appear to be bounded by an isotherm, although estimates range from 400°C to 900°C [Wiens and Stein, 1983; Trehu and Solomon, 1983; Engeln et al., 1986; Bergman and Solomon, 1988; Stein and Pelayo, 1991] . Ocean bottom seismometer (OBS) deployments [Wilcock et al., 1990] and teleseismic studies using waveform modeling and slip inversions [Abercrombie and Ekström, 2001] tend to favor temperatures near 600°C. We therefore adopt this value as our reference isotherm. Actually, what matters for seismic coupling is not the absolute temperature, but its ratio to the mantle potential temperature T 0 . We choose T ref /T 0 = 0.46, so that a reference isotherm of 600°C implies T 0 = 1300°C, a typical value supported by petrological models of midocean spreading centers [e.g., Bowan and White, 1994] .
[12] Previous studies have shown that the c values for RTFs are generally low. Referenced to the 600°C isotherm, most yield global averages of 10-30%, but again there is a lot of variability from one RTF to another. High values (c > 0.8) have been reported for many transform faults in the Atlantic Ocean [Kanamori and Stewart, 1976; Muller, 1983; Wilcock et al., 1990] , whereas low values (c < 0.2) are observed for Eltanin and other transform faults in the Pacific [Kawaski et al., 1985; Okal and Langenhorst, 2000] . The consensus is for a general decrease in c with spreading rate [Kawaski et al., 1985; Sobolev and Rundquist, 1999; Bird et al., 2002; Rundquist and Sobolev, 2002] .
[13] By definition, low values of c imply low values of the effective coupling width, W E . However, is the actual RTF coupling depth that shallow? Several of the pioneering studies suggested this possibility [Brune, 1968; Davies and Brune, 1971; Burr and Solomon, 1978; Solomon and Burr, 1979] . From Sleep's [1975] thermal model, Burr and Solomon [1978] obtained an average coupling depth corresponding to the 150°C isotherm (±100°C), and they supported their value with Stesky et al.'s [1974] early work on olivine deformation. Given the direct evidence of seismic rupture at depths below the 400°C isotherm, cited above, and experiments that show unstable sliding at temperatures of 600°C or greater [Pinkston and Kirby, 1982; Boettcher et al., 2003] , this ''shallow isotherm'' hypothesis no longer appears to be tenable [Bird et al., 2002] .
[14] However, the low values of c could imply that RTFs have ''thin, deep seismic zones,'' bounded from above by an isotherm in the range 400 -500°C and from below by an isotherm near 600°C. Alternatively, the seismic coupling of RTFs may not depend solely on temperature; it might be dynamically maintained or depend on some type of lateral compositional variability. If so, does the low seismic coupling observed for RTFs represent a single-mode distribution of seismic and creeping patches, as in Appendix A, or does a particular patch sometimes slip seismically and sometimes aseismically?
[15] The low values of c reflect the paucity of large earthquakes on RTFs, which can be characterized in terms of an upper cutoff magnitude. Like most other faulting environments, RTFs exhibit Gutenberg-Richter (GR) frequency-size statistics over a large range of magnitudes; that is, they obey a power law scaling of the form log N / Àbm / ÀblogM, where N is the cumulative number above magnitude m and b = (2/3)b. The upper limit of the scaling region is specified by a magnitude cutoff m C or an equivalent moment cutoff M C , representing the ''outer scale'' of fault rupture. A variety of truncated GR distributions are available [Molnar, 1979; Anderson and Luco, 1983; Main and Burton, 1984; Kagan, 1991 Kagan, , 1993 ; Kagan and Jackson, [Trehu and Solomon, 1983; Lilwall and Kirk, 1985; Wilcock et al., 1990] , while teleseismic studies of regional RTF seismicity have recovered values from 0.3 to 1.1 [Francis, 1968; Muller, 1983; Dziak et al., 1991; Okal and Langenhorst, 2000] . The most recent global studies disagree on whether b is constant [Bird et al., 2002] or depends on V [Langenhorst and Okal, 2002] . This observational issue is closely linked to theoretical assumptions about how RTF seismicity behaves at large magnitudes. Bird et al. [2002] adopted the truncated GR distribution of Kagan and Jackson [2000] (a three-parameter model); they showed that the Harvard CMT data set for the global distribution of RTFs is consistent with the self-similar value b = 2/3, and they expressed the seismicity variations among RTFs in terms of a cutoff moment M C . They concluded that log M C decreases quadratically with V. On the other hand, Langenhorst and Okal [2002] fit the data by allowing b to vary above and below an ''elbow moment'' that was also allowed to vary with V (a four-parameter model); they concluded that below the elbow, b increases linearly with V, while the elbow moment itself varies as approximately V À3/2 .
Seismicity Model
[17] We follow Bird et al. [2002] and adopt the threeparameter seismicity model of Kagan and Jackson [2000] , in which an exponential taper modulates the cumulative GR distribution [see also Kagan, 2002a] :
M 0 is taken to be the threshold moment above which the catalog can be considered complete, and N 0 is the cumulative number of events above M 0 during the catalog interval Dt cat . At low moment, N scales as M Àb , while above the outer scale M C this cumulative number decays exponentially. We will refer to an event with moment M C as an ''upper cutoff earthquake''; larger events will occur, but with an exponentially decreasing probability. The total moment released during Dt cat is obtained by integrating the product of M and the incremental distribution n(
For b = 2/3, the gamma function is G(1/3) = 2.678. . ..
[18] Substituting equation (4) into equation (1) 
The effective area is thus the total seismic potency, M/m, per unit slip, averaged over many earthquake cycles.
[19] Similarly, the outer scale of fault rupture can be expressed in terms of upper cutoff moment, M C = mA C D C , where A C is the rupture area and D C is the average slip of the upper cutoff earthquake. In this notation, the long catalog limit of equation (4) 
, where _ N 0 is the average number of events with moment above M 0 per unit time. We employ a nondimensionalized version of this event rate parameter, which we call the seismic productivity:
The seismic productivity is the cumulative event rate normalized by the rate of events of moment M 0 needed to attain full seismic coupling over the thermal area of contact A T . For the RTFs used in this study, M C ) M 0 , so that n 0 ( 1. With these definitions, our model for the seismic coupling coefficient becomes
Data
[20] We delineated the RTFs using altimetric gravity maps [Smith and Sandwell, 1997] , supplemented with T phase locations from the U.S. Navy Sound Surveillance System (SOSUS) of underwater hydrophones [Dziak et al., 1996 [Dziak et al., , 2000 ; R. P. Dziak, SOSUS locations for events on the western Blanco Transform Fault, personal communication, 1999] . Like other strike-slip faults, RTFs show many geometric complexities, including offsets of various dimensions (see section 1 for references), so that the definition of a particular fault requires the choice of a segmentation scale. Given the resolution of the altimetry and seismicity data, we chose offsets of 35 km or greater to define individual faults. Fault lengths L for 78 RTFs were calculated from their endpoint coordinates, and their tectonic slip rates were computed from the NUVEL-1 plate velocity model [DeMets et al., 1990] . We winnowed the fault set by removing any RTF with L < 75 km and A T < A T min = 350 km 2 . This eliminated small transform faults with uncertain geometry or seismicity measures significantly contaminated by ridge crest normal faulting. The resulting fault set comprised 65 RTFs with a combined length of 16,410 km (Figure 2 ).
Seismicity Catalogs
[21] We compiled a master list of RTF seismicity by collating hypocenter and magnitude information from the Harvard CMT and the International Seismological Center (ISC) online bulletin (1964 -1999 , available at http:// www.isc.ac.uk) catalogs. We created an earthquake catalog for each RTF comprising all events with locations (ISC epicenters for 1964-1999, CMT epicentroids for 2000 -2002) that fell within a region extending 80 km on either side of the fault or 50 km from either end. To avoid overlap in the cases where faults were close together, we reduced the radii of the semicircular regions capping the fault ends until each earthquake was associated with a unique RTF. The tectonic parameters and seismicity compilations for individual RTFs are summarized in Appendix B.
[22] Three types of magnitude data were included in our catalogs, body wave (m b ) and surface wave (m S ) magnitudes from the ISC and moment magnitude (m W ) from the Harvard CMT (1976 -2002) . Using the moment tensors from the latter data set, we further winnowed the catalog of events whose null axis plunges were less than 45°i n order to eliminate normal-faulting earthquakes. Normalfaulting events without CMT solutions could not be culled from the m b and m S data sets, although their contributions to the total moment are probably small. The three magnitude distributions for the 65 RTFs indicate average global network detection thresholds at m b = 4.7, m S = 5.0, and m W = 5.4, with slightly higher thresholds for m b and m W in the Southern Ocean, at 4.8 and 5.6, respectively. We use the higher threshold values in our analysis to avoid any geographic bias.
[23] The location uncertainties for RTF events depend on geographic position, but for events larger than the m S threshold of 5.0, the seismicity scatter perpendicular to the fault traces has an average standard deviation of about 25 km. The spatial window for constructing the fault catalogs was chosen to be sufficiently wide to comprise essentially all of the CMT events with appropriately oriented strike-slip mechanisms. Increasing the window dimensions by 20% only increased the total number of events with m W > 5.6 from 548 to 553 (+0.9%) and their cumulative CMT strike-slip moment from 1.205 Â 10 21 N m to 1.212 Â 10 21 N m (+0.6%).
[24] A potentially more significant problem was the inclusion of seismicity near the RTF end points, where the transition from spreading to transform faulting is associated with tectonic complexities [Behn et al., 2002] . However, completely eliminating the semicircular window around the fault ends only decreased the event count to 517 (À5.7%) and the cumulative moment to 1.162 Â 10 21 N m (À3.6%), which would not change the results of our scaling analysis.
[25] Some large earthquakes with epicenters near ridgetransform junctures actually occur on intraplate fracture zones, rather than the active RTF. Including these in the RTF catalogs can bias estimates of the upper cutoff magnitude, m C . A recent example is the large (m W = 7.6) earthquake of 15 July 2003 east of the Central Indian Ridge, which initiated near the end of a small (60 km long) RTF and propagated northeastward away from the ridgetransform junction [Bohnenstiehl et al., 2004] . A diagnostic feature of this type of intraplate event is a richer aftershock sequence, distinct from the depleted aftershock sequences typical of RTFs (see section 4.3). An example that occurred during the time interval of our catalog, the m W = 7.2 event of 26 August 1977, was located on the fracture zone 130 km west of the Bullard (A) RTF fracture zone. This event and its three aftershocks (m b ! 4.8) were excluded from our data set by our windowing algorithm. We speculate that the anomalously large (m % 8) earthquake of 10 November 1942, located near the end of the Andrew Bain RTF in the southwest Indian Ocean [Okal and Stein, 1987] was a fracture zone event, rather than an RTF earthquake as assumed in some previous studies [e.g., Langenhorst and Okal, 2002; Bird et al., 2002] .
Calibration of Surface Wave Magnitude
[26] The calibration of surface wave magnitude m S to seismic moment M for oceanic environments has been discussed by Burr and Solomon [1978] , Kawaski et al. [1985], and Ekström and Dziewonski [1988] . Ekström and Dziewonski derive an empirical relationship to calibrate ISC surface wave magnitudes to CMT moments, and they list the various factors to explain why regional subsets might deviate from a global average. On a m S -m W plot (Figure 3 ), the medians for our data agree with their global curve at low magnitudes but fall somewhat below for m W ! 6. Overall, the data are better matched by a linear fit to the medians: m S = 1.17 m W À 1.34. We used this linear relationship to convert the ISC values of m S to seismic moment.
[27] With this calibration, the total moment release rates for all RTFs in our data set are 4.39 Â 10 19 N m/yr for the 36-year m S catalog and 4.72 Â 10 19 N m/yr for the 25.5-year m W catalog. The 10% difference, as well as the scatter in the ratio of the two cumulative moments for individual RTFs, is consistent with the fluctuations expected from observational errors and the Poisson (timeindependent) model of seismicity employed in our statistical treatment. The Poisson model ignores any clustering associated with foreshock-main shock-aftershock sequences, which are known to introduce bias in the analysis of continental seismicity [e.g., Aki, 1956; Knopoff, 1964; Gardner and Knopoff, 1974] .
Aftershock Productivity
[28] RTF earthquakes generate very few aftershocks, however. Defining an aftershock as an event of lower magnitude that occurred within 30 days and 100 km of a main shock, we counted aftershocks above a magnitude threshold m 0 . Figure 4 compares the average count per main shock with similar data for strike-slip earthquakes in southern California [Kisslinger and Jones, 1991] and Japan [Yamanaka and Shimazaki, 1990] . The data can be described by an aftershock law of the form
The triggering exponent a is a fundamental scaling parameter of the Epidemic Type Aftershock Sequence (ETAS) model [Kagan and Knopoff, 1991; Ogata, 1988; Guo and Ogata, 1997; Helmstetter and Sornette, 2002] ; the offset Dm after is related to the magnitude decrement of the largest probable aftershock, given by Båth's law to be about 1.2 [Felzer et al., 2002; Helmstetter and Sornette, 2003a] . The continental data in Figure 4 yield a % 0.8, which agrees with previous studies [Utsu, 1969; Yamanaka and Shimazaki, 1990; Guo and Ogata, 1997; Helmstetter and Sornette, 2003a] , and Dm after % 0.9, consistent with the data for southern California [Felzer et al., 2002; Helmstetter, 2003] .
[29] In the case of RTFs, the aftershock productivity is so low that the data for the smallest main shock magnitudes approach background seismicity ( Figure 4 ). RTF earthquakes are consistent with a = 0.8 and yield Dm after % 2.2, much larger than the continental value. In other words, the key parameter of the ETAS model, the ''branching ratio'' n = 10
ÀaDm after b/(b À a), which is the average over all main shock magnitudes of the mean number of events triggered by a main shock [Helmstetter and Sornette, 2002] , is more than an order of magnitude less for RTF seismicity than the critical value of unity approached by continental strike-slip faulting. If the ETAS model holds for RTF seismicity, then the low branching ratio (n % 0.1) implies that most ($90%) RTF earthquakes are driven by tectonic loading and subseismic slip, rather than triggered by other seismic events [Helmstetter and Sornette, 2003b] . This observation underlines a central difference between RTF seismicity and the SAF model.
Scaling Analysis
[30] The RTFs are arrayed according to their fault lengths L and slip velocities V in Figure 5 . The data set spans about an order of magnitude in each of these tectonic variables. The seismicity of an individual RTF is represented by its ''cumulative moment magnitude,'' obtained by plugging SM from the Harvard CMT catalog into Kanamori's [1977] definition of moment magnitude:
There were only 11 RTFs with m S ! 7.0; five were in the central Atlantic, including the Romanche transform fault, which had the largest CMT moment release (m S = 7.46). The catalogs were too short to allow a robust estimation for individual faults with lower seismicity levels; therefore we grouped the data into bins spanning increments of the geologic control variables, L, V, and A T . For each control variable, we adjusted the boundaries of the bins so that the subsets sampled the same numbers of events, more or less, and were numerous enough to estimate the seismicity parameters. After some experimentation, we settled on four subsets, each containing an average of about 130 and 
Seismicity Parameters
[31] We estimated the seismicity parameters by fitting equation (3) to the data subsets using a maximum likelihood method. Event frequencies were binned in 0.1 increments of log M for the Harvard CMT data and 0.1 increments of m S for the ISC data. The random variable representing the observed number of earthquakes, n k , in each bin of moment width DM k was assumed to be Poisson distributed with an expected value, n k %ÀDM k dN(M k )/dM, where the cumulative distribution N(M) was specified by equation (3) . This yielded the likelihood function:
Our procedure followed Smith and Jordan's [1988] analysis of seamount statistics, but it differed from most treatments of earthquake frequency-size data [e.g., Aki, 1965; Bender, 1983; Ogata, 1983; Frohlich and Davis, 1993; Kagan and Jackson, 2000; Wiemer and Wyss, 2000] , which take the GR distribution or its truncated modification as the underlying probability function (compare equation (10) with equation (12) of Kagan and Jackson [2000] ).
[32] The method is illustrated in Figure 6 , where it has been applied to the m W and m S catalogs collated for all RTFs used in this study. On the basis of the seismicity roll-off at low magnitudes, we fixed the threshold magnitudes at 5.6 for m W and 5.5 for recalibrated m S . The maximum likelihood estimator for N 0 is the cumulative number of events observed above the corresponding threshold moments M 0 (531 and 750, respectively). . RTF aftershocks were defined as events with an ISC m b greater than or equal to m 0 = 4.8 that occurred within 30 days and 100 km of a main shock. The continental data sets were complied by Kisslinger and Jones [1991] and Yamanaka and Shimazaki [1990] using local magnitude thresholds of m 0 = 4.0 and 4.5, respectively. Both continental and RTF aftershocks are consistent with a slope a = 0.8 (inclined lines), but the latter are about 1.3 orders of magnitude less frequent than the former. Note that at low main shock magnitudes, RTF aftershock rates approach background seismicity (horizontal line).
self-similar scaling below the upper cutoff moment. The self-similar assumption yields conditional values of M C that differ by only 1% between the two catalogs (diamonds in Figure 6 ).
[33] The truncated GR model provides an adequate fit to the global RTF data sets. It slightly underestimates the frequency of the largest earthquakes, predicting only one event of magnitude 7 or larger compared to the three observed in both catalogs; however, the discrepancy is not statistically significant even at a low (74%) confidence level. The Harvard CMT catalog also shows a modest depletion of events just below M C , but this feature is not evident in the ISC data.
[34] Maximum likelihood estimates of total seismic moment SM, upper cutoff moment M C , and seismic productivity n 0 derived from binned data allow us to investigate how these parameters are distributed with fault length L and slip velocity V (see Appendix C for figures and additional details). Because the catalogs are relatively short, the scatter in the individual fault data is large, especially for the smaller faults. Some variation may also be due to recent changes in plate motion, which may affect the geometry and possibly the thermal structure of an RTF. The maximum likelihood estimates, which correctly average over the Poissonian variability of the catalogs, are more systematic. SM and M C increase with L, whereas n 0 decreases. The correlations in V suggest weak positive trends in SM and n 0 and a weak negative trend in M C . A proper interpretation of these correlations must account for any correlation between the two tectonic variables.
[35] According to the thermal scaling hypothesis, the seismicity parameters should depend on fault length and slip rate through the thermal area of contact, A T (Figure 1) . We sorted the data into the A T bins shown in Figure 5 and estimated the seismicity parameters for the four subgroups. Figures 7 and 8 show the results for the Harvard CMT catalog. The estimates for b = 2/3 (numbered diamonds) fall within the 50% confidence regions for the unconstrained estimates (shaded areas) in all four bins (Figure 8a ), again consistent with self-similar scaling below the cutoff moment. There is more scatter in the A T binned estimates from the ISC catalog, but self-similar scaling is still acceptable at the 95% confidence level. We therefore fixed b at 2/3 and normalized the seismicity models for the four A T groups according to equation (6). The seismicity models obtained from both catalogs indicate that as A T increases, the upper cutoff moment M C increases and the seismic productivity n 0 decreases, while the area under the curve stays about the same (e.g., Figure 8b ). These statements can be quantified in terms of scaling relations involving the three areal measures A T , A E , and A C .
Seismic Coupling
[36] We computed the effective seismic area A E = LW E from equation (1) assuming the shear modulus, m = 44.1 GPa, which is the lower crustal value from the Preliminary Reference Earth Model (PREM) [Dziewonski and Anderson, 1981] . On plots of A E versus A T (Figure 9 ), (Figures 6c and 6d) for the model parameters. Numbers of events in discrete m W bins (open circles) and cumulative numbers of events (solid circles) are fit with a three-parameter tapered GR distribution (dashed lines) and a tapered GR distribution with a lowmoment slope fixed at b = 2/3 (solid lines). In both cases the upper cutoff moment M C is taken at the best fit value. Triangles are the maximum likelihood solutions; contours show the 99%, 95%, and 50% confidence regions. For both catalogs, the solutions constrained by b = 2/3 (diamonds) lie within the 95% confidence contours of the unconstrained solution (shaded regions), and m C for the two solutions are within a tenth of a magnitude unit. The threshold moment magnitude m 0 was set at 5.6 for CMT data and 5.5 for recalibrated ISC data. the data for individual small faults scatter by as much as 2 orders of magnitude, but the maximum likelihood values for the binned data form linear arrays consistent with a constant coupling coefficient. To test the constant c hypothesis, we constructed the likelihood function for the parameters of a more general scaling law,
where A E * and A T * are reference values. The maximum likelihood estimates of the scaling exponent are y = 1.03 À0.14 +0.20 for the m W data and y = 0.87 À0.11 +0.17 for the m S data (here and elsewhere the uncertainties delineate the 95% confidence regions). Both data sets are consistent with y = 1; moreover, with the exponent fixed at unity, both give the same value of the coupling coefficient, c = A E * /A T * = 0.15 À0.02 +0.02 and 0.15 À0.01 +0.03 , respectively. [37] Therefore our results support the simplest version of the thermal scaling hypothesis: the long-term cumulative moment release depends on the tectonic parameters L and V only through the thermal relation
. The constant c model agrees well with the data (Figure C1 ), except at large V, where the data fall below the model. This discrepancy is due in part to the weak negative correlation between L and V, evident in Figure 5 . As a check, we compensated the values of SM for thermal scaling and replotted them against L and V; the maximum likelihood estimates for the rebinned data showed no significant residual trends.
Upper Cutoff Earthquake
[38] To calculate the rupture area A C = L C W C of the upper cutoff earthquake from its seismic moment M C = mA C D C , some assumption must be made about how the average slip D C scales with the rupture length L C and width W C . Given the continuing controversy over the slip scaling for large strike-slip earthquakes (see introduction), we considered a scaling relation of form
where 0 l 1 and Ds is the static stress drop, which we took to be independent of earthquake size. The various Figure 8a show the upper cutoff moment M C and low-moment slope b corresponding to the four A T bins. Triangles are the maximum likelihood solutions; contours show the 95% and 50% confidence regions. The solutions constrained by b = 2/3 (diamonds) lie within the 50% confidence contours of the unconstrained solution (shaded regions), and m C for the two solutions are within a tenth of a magnitude unit. models extant in the literature correspond to different values of the scaling exponent l. The W model preferred by Romanowicz [1992 Romanowicz [ , 1994 and Romanowicz and Ruff [2002] is given by l = 0, whereas the L model preferred by Scholz [1982] , Shimazaki [1986] , Scholz [1994a Scholz [ , 1994b Langenhorst and Okal [2002] adopted the W model for their analysis of RTF seismicity; however, for large RTF earthquakes, no independent observations of fault slip and rupture dimensions are available to constrain l.
[39] On the basis of the rupture depth observations cited previously and the success of thermal scaling in explaining the SM data, we assumed the vertical extent of faulting during large earthquakes scales with the average thermal thickness W T A T /L,
Here h is a constant whose value is unimportant to the scaling analysis but presumably lies between c (thin seismic zone) and unity (thick seismic zone). From equation (12), the upper cutoff area can then be expressed as
[40] Figure 10 displays the data on plots of A C versus A T for l = 1/2 (S model) assuming a constant stress drop of Dŝ = 3 MPa. The maximum likelihood estimates for the four A T bins again form linear arrays, but the slopes are significantly less than unity. We fit the data with the scaling relation
and obtained maximum likelihood estimates and 95% confidence regions for the upper cutoff scaling exponent g = 0.54 À0.32 +0.29 for the m W catalog and g = 0.54 À.34 +.33 for the m S catalog. Varying the slip-scaling exponent l gave values of g that ranged from 0.30 to 0.61, depending on the data set ( Figure 11 ). In all cases, the data are consistent with g = 1/2, which we adopted as our model value for upper cutoff scaling.
[41] Under the constraints of our model (e.g., constant Ds, g), the seismicity data can, in principle, determine the slip-scaling exponent l. Combining the conductive cooling equation with equations (14) and (15) yields a general relation between the upper cutoff moment and the RTF tectonic parameters:
The L model thus implies that the cutoff moment M C is proportional to the tectonic fault length and independent of (Table 1 ) and c = 0.15 (thick gray line).
the tectonic slip rate. Decreasing l introduces a negative dependence on V, while maintaining an approximate proportionality between M C and L.
[42] The L-binned estimates of M C (Figures C2a and C2c) do show near proportionality, although they cannot resolve the small differences among the models in equation (16). The negative trends in the V-binned estimates of M C , seen in both the m W and m S data sets ( Figure C2b and C2d), are more diagnostic, favoring l < 1. After compensating for the scalings l = 1/2 and g = 1/2, we found that the residual correlations of M C in L and V were negligible, so we adopted the S model for our subsequent calculations. However, given the uncertainties and restrictive modeling assumptions, neither the L nor W end-member models can be firmly rejected with the data in hand.
Seismic Productivity
[43] The parameter in the truncated GR distribution most accurately estimated by the seismicity data is N 0 , the total number of events above the moment threshold M 0 . Its value depends primarily on the more numerous smaller earthquakes and is therefore insensitive to the upper cutoff behavior. Its normalized version, the seismic productivity n 0 , can be related to the other seismicity parameters through equation (7):
The right-hand side of equation (17) can be evaluated directly from the scaling relations we have already derived:
. The preferred exponents (y = 1, b = 2/3, g = 1/2, l = 1/2) in our scaling model given in equations (3), (11), (12), and (15) therefore imply
Because the form of this scaling relation has been determined primarily from the frequency of large earthquakes, the data on n 0 provide an independent test of the model.
[44] Figure 12 plots the n 0 observations against A T . Unlike the other seismicity parameters, the scaling of n 0 is insensitive to the magnitude moment calibration. We can therefore use the uncalibrated m b catalog, as well as the m W and calibrated m S catalogs, in evaluating the model. All three data sets show a decrease in n 0 very close to the model-predicted trend of A T À1/4 (gray lines). The data in (Table 1) ; the best fit (thick gray line) crosses the scaling relation for effective seismic area (thin black line) atÂ T * = 555 km 2 (Figure 10a ) andÂ T * = 862 km 2 ( Figure 10b ). Figure 11 . Maximum likelihood estimates (solid squares) of the characteristic area scaling exponent g conditional on the slip-scaling exponent l, obtained from (a) the Harvard CMT catalog and (b) recalibrated ISC m S catalog. The best estimates for both catalogs cross the model value g = 1/2 (dashed line) near l = 1/2, which is our preferred exponent for slip scaling (S model). The end-member W and L models of slip scaling are also consistent with g = 1/2 at the 50% confidence level (shaded band). Thick lines delineate 95% confidence region for the conditional estimate. Figure C3 are also consistent with the scalings in equation (18), although the increase in V is too weak to be resolved. When we compensated the data for this scaling, we found no significant residual trends in either L or V.
[45] We have come to a rather interesting result: on average, larger transform faults have bigger earthquakes but smaller seismic productivities. Through some poorly understood mechanism, the distributions of both small and large earthquakes adjust with the fault area in a way that maintains a constant coupling coefficient c.
Discussion
[46] Our preferred scaling model for RTF seismicity is summarized in Table 1 . As a final consistency check, we synthesized a frequency-moment distribution from the model and compared it with the M W data from the global RTF catalog (Figure 13 ). The only data used to construct the synthetic distribution were the observed fault lengths L and the slip rates V computed from the NUVEL-1 plate motions; the synthetic distribution was calibrated to the seismicity catalog only through the scaling relations for the upper cutoff moment M C and the cumulative number of events N 0 . The agreement between the synthetic and observed seismicity in Figure 13 is at least as good as the direct fit of the threeparameter model (cf. Figure 6 ). This global test corroborates the scaling relations inferred from subsets of the data.
[47] The linear thermal scaling relation, A E / A T , implies that seismic coupling c is independent of L and V. A constant c would be expected, for example, if the fault rheology were governed by thermally activated transitions from stable to unstable sliding. The simplest model is a ''thin'' seismic zone, in which both the top and the bottom of the zone conform to isotherms, the area between the isotherms is seismically fully coupled, and the average seismic thickness is thus equal to the effective thickness W E . An RTF in this configuration conforms to the single-mode hypothesis, which states that a fault patch is either fully seismic or fully aseismic (Appendix A). For typical tectonic values of L = 300 km and V = 40 mm/yr, W E is only about 1.7 km. If we follow Burr and Solomon [1978] in taking the upper boundary of the seismic zone to be the seafloor (Figure 14a ), we are stuck with an implausibly shallow basal isotherm ($100°C). As Bird et al. [2002] have pointed out, a thin, shallow seismic zone is inconsistent with observed earthquake focal depths and laboratory experiments.
[48] An alternative is a thin, deep seismic zone. Fixing the basal isotherm at 600°C yields an upper boundary for a fully coupled zone at about 520°C (Figure 14b ). This boundary 
The RTF seismicity data are consistent with the exponents b = 2/3, y = 1, g = 1/2, and l = 1/2, defined in equations (3), (11), (12), and (15), which imply this set of scaling relations. The data are consistent with n 0 $ A T À1/4 (thick gray lines), providing an independent check on the scaling model of Table 1. could be related to the stability of serpentinite. Many authors have implicated hydrated ultramafic minerals of the serpentine group in the promotion of subseismic slip. Serpentinized peridotites are commonly dredged from RTFs [Tucholke and Lin, 1994; Cannat et al., 1995] , and serpentinized Franciscan rocks outcrop on the creeping section of the San Andreas Fault [Allen, 1968] . Lizardite and chrysotile, the most common serpentine minerals in oceanic rocks, are stable up to temperatures of about 500°C [O'Hanley et al., 1989] . Velocity-strengthening behavior (stable sliding) has been observed in room temperature laboratory experiments on serpentinite at plate-tectonic slip speeds (<5 Â 10 À9 m/s) [Reinen et al., 1994] . The presence of serpentinite may therefore inhibit the shallow nucleation of RTF earthquakes.
[49] However, it is unlikely that earthquake ruptures remain confined to a thin, deep seismic zone. Reinen et al. [1994] found that serpentinite transforms to velocityweakening behavior at moderately higher slip rates (10 À8 -10 À7 m/s), so earthquakes nucleating within a thin, deep seismic zone could propagate into, and perhaps all the way through, any shallow serpentine-rich layer. Seismic slip and aseismic creep are both observed during experiments on a single, laboratory sample of serpentinite and can be reproduced with spring-slider simulations using a multimechanism constitutive model [Reinen, 2000a [Reinen, , 2000b . This behavior violates the single-mode hypothesis but is consistent with finite source inversions for large RTF earthquakes Figure 13 . Comparison of the cumulative frequencymoment distribution from the Harvard CMT catalog (solid circles) with three models. The seismicity data are the same as in Figure 6a . The models combine the global distribution of RTF tectonic parameters with seismicity scaling relations; i.e., each fault is assumed to generate seismicity according to equation (3) ). The thin, shallow seismogenic zone in Figure 14a and thin, deep seismogenic zone in Figure 14b are bounded by isotherms, whereas the seismogenic zone in Figure 14c is laterally separated into thick patches. (d) Illustration of a multimode model in which slip can occur seismically or subseismically over the entire thermal area of contact.
[ Abercrombie and Ekström, 2001; McGuire et al., 2002b] , which indicate that the rupture width of an upper cutoff event, W C , is probably closer to the full thermal thickness W T than to W E .
[50] We therefore consider models in which the seismic zone is wider than W E but laterally patchy. The area of this zone, which we denote A S , measures the part of the fault where seismic moment release occurs, so the single-mode hypothesis used in the thin zone models can be expressed by the statement
(single-mode hypothesis). If we make the reasonable assumption that the width of the seismic zone is equal to the width ruptured by the largest probable earthquake (W S = W C ) and use the notation of equation (13) to write the effective length of the seismic zone as L S = A S /hW T , then the single-mode hypothesis implies L S = (c/h)L. Assuming h % 1, as inferred from the finite source inversions, L S % cL, which means that earthquake ruptures on a typical RTF would be confined to only about one sixth of the total fault length (Figure 14c ). This model can, in principle, be assessed from the along-strike distribution of RTF ruptures, but the uncertainties in epicenter locations and their relationship to rupture extent preclude a definitive result.
[51] A more diagnostic test of the single-mode hypothesis comes from the requirement that the area ruptured by an upper cutoff earthquake A C be accommodated within the area of the seismic zone A S and thus within the effective seismic area A E :
(single-mode hypothesis). The observation that 1/2 % g < y % 1 implies that the power laws (11) and (15) must cross, so we can choose the fiducial point A T * such that A C * = A E *. In order to maintain inequality (20) below this crossover, there must be a break in the A C or A E scaling relation, or in both, at A T *. No obvious scale break is observed in Figures 9 and 10 within the data range 350 km 2 A T 21,000 km 2 . The single-mode hypothesis thus implies that A T * lies outside this range.
[52] The location of the crossover depends on the stress drop. Our preferred scaling model (g = 1/2, l = 1/2) gives
whereÂ T * is computed assuming a reference stress drop of Dŝ. For Dŝ = 3 MPa, we obtained the central estimatesÂ T * = 555 km 2 from the m W catalog, andÂ T * = 862 km 2 from the m S catalog (cf. Figure 10 ). Few estimates are available for the static stress drops of RTF earthquakes. This is not too surprising, because the standard teleseismic method for recovering stress drop relies on inferring fault rupture dimensions from aftershock sequences, which cannot be applied to most RTFs owing to the paucity of their aftershocks (Figure 4 ). An exception is the 27 October 1994 Blanco earthquake, whose small aftershocks were delineated by Bohnenstiehl et al. [2002] using SOSUS T phase data. We combined their inferred rupture dimension of 75 km with a thermal width of W T = 10 km and the Harvard CMT moment to obtain Ds = 0.1 MPa ( Table 2 ).
The rupture dimensions of a few RTF earthquakes were also available from recent teleseismic waveform inversions. McGuire et al. [2002a McGuire et al. [ , 2002b estimated the second spatial moments of three large events on the Romanche transform fault, which gave us stress drops of 0.3-0.4 MPa. Similar results were found for the 14 March 1994 earthquake using the finite source model published by Abercrombie and Ekström [2001] .
[53] These data suggest that the stress drops for RTF earthquakes are on the order of 1 MPa or less, so equation (21) implies A T * ! 4.3Â T *. Taking into account the estimation uncertainties forÂ T * yields A T * > 480 km 2 (m W catalog) and >710 km 2 (m S catalog) at the 95% confidence level. We conclude that the crossover should lie within our data range, but does not, and therefore that the simple power laws derived from the fits shown in Figures 9 and 10 are inconsistent with the single-mode hypothesis. In other words, the rupture areas of large earthquakes on the smaller RTFs appear to be bigger than their effective seismic areas, at least on average.
[54] While there are significant uncertainties in the various parameters and assumptions underlying this test (e.g., constant stress drop), the results are consistent with the inferences drawn by Reinen [2000a] from her laboratory data and supports the multimode model shown in Figure 14d in which seismic and subseismic slip can occur on the same fault patch.
Conclusions
[55] The RTF scaling relations in Table 1 are complete in the sense that every variable in our seismicity model has been scaled to the two tectonic control parameters fault length L and slip velocity V. The seismicity depends on the fault length and width (depth) only through the thermal area of contact A T / L 3/2 V À1/2 ; i.e., all of the scaling relations can be written in terms of A T and V. We have validated this model using multiple seismicity catalogs and an interlock- ing set of constraints. In particular, the seismic productivity n 0 / N 0 /A T V was determined indirectly from the data on the larger earthquakes through the moment balance equation (17), as well as directly from counts of (mostly small) earthquakes. These nearly independent estimates of the productivity scaling both deliver relation G of Table 1 .
[56] Our scaling model is remarkable in its simplicity and universality. As shown by Bird et al. [2002] and confirmed here, RTF earthquakes are well described by a truncated Gutenberg-Richter distribution with a self-similar slope, b = 2/3. Integrating over this distribution yields a linear thermal scaling for the effective seismic area (relation B), which implies that the seismic coupling coefficient c is also independent the tectonic parameters (relation A). Thus, while the moment release rates vary by more than an order of magnitude from one fault to another, the seismic coupling for a long, slow fault is, on average, the same as for a short, fast fault. Stated another way, the partitioning between seismic and subseismic slip above T ref does not vary systematically with the maximum age of the lithosphere in contact across the fault, which ranges from about 1 Ma to 45 Ma.
[57] Our results do not support the oft stated view that c decreases with V [e.g., Bird et al., 2002; Rundquist and Sobolev, 2002] . In our model, V governs seismicity only as a tectonic loading rate and through the thermal area of contact (e.g., relations C and H). While laboratory experiments clearly indicate a dependence of fault friction on loading rate, no rate-dependent effects are obvious in the RTF seismicity, and we require no systematic variation in fault properties from slow to fast mid-ocean ridges (e.g., a decrease in the amount of serpentinization with V, as suggested by Bird et al. [2002] ).
[58] As a global mean, our estimate of seismic coupling is in line with previous studies of RTF seismicity. For a basal reference isotherm T ref = 600°C, the data yield c % 15% (±5% standard error). If no seismic slip occurs below this reference isotherm, then nearly six sevenths of the slip above it must be accommodated by subseismic mechanisms not included in the cataloged moment release: steady aseismic creep, silent earthquakes, and infraseismic (quiet) events.
[59] Relation B suggests that temperature is the main variable controlling the distribution of seismic and subseismic slip. However, by combining relations B and D with observations of low stress drop, we find that the area ruptured by the largest expected earthquake exceeds the effective seismic area (A C > A E ) for the smaller RTFs. This inequality violates the ''single-mode hypothesis,'' which states that a fault patch is either fully seismic or fully aseismic. If this inference is correct, then the small value of c and its lack of dependence on L and V cannot simply reflect the thermal state of the faulting; some sort of temperature-dependent mechanics must govern the multimode partitioning of seismic and subseismic slip.
[60] A dynamical rather than structural control of ridge transform faulting is underscored by a basic conclusion of our study: on average, larger RTFs have bigger earthquakes but smaller seismic productivities, and the two corresponding seismicity parameters, A C and n 0 , trade off to maintain constant seismic coupling. Moreover, the areal scaling of the biggest RTF earthquakes (relation D) is characterized by an exponent that lies halfway between the zero value implied by a constant upper cutoff moment (advocated for global seismicity by Kagan [2002b] ) and the unit value of a simple linear model. An increase of A C with A T is hardly surprising, since larger faults should support larger earthquakes, but the square root scaling indicates heterogeneities in stress and/or fault structure (e.g., segmentation) that act to suppress the expected linear growth of A C with A T (see comparison in Figure 13 ).
[61] These heterogeneities might plausibly arise from a dynamical instability in the highly nonlinear mechanics of fault growth. Fault lengths in various tectonic settings are observed to increase in proportion to cumulative slip, L / SD [Elliott, 1976; Cowie and Scholz, 1992; Cowie, 1998] , and the coalescence of neighboring faults leads to the localization of displacement on smoother, longer faults with larger earthquakes [Stirling et al., 1996; Scholz, 2002] . In the case of RTFs, where the cumulative displacements can reach thousands of kilometers, the tendency toward localization must be counterbalanced by mechanical instabilities that prevent ''ridge-to-ridge'' ruptures and maintain the relation D over order-of-magnitude variations in L and V.
[62] This mechanics is no doubt intrinsically threedimensional, involving interactions among multiple strands within the transform fault system. Extensional relay zones and intratransform spreading centers develop due to changes in plate motion [Bonatti et al., 1994; Pockalny et al., 1997; Ligi et al., 2002] . Some RTF earthquake sequences show ruptures on parallel faults offset by tens of kilometers [McGuire et al., 1996; McGuire and Jordan, 2000; McGuire et al., 2002a] , which may reflect the crossstrike dimension of the system. A power law distribution of faults below this outer scale may explain the self-similar GR distribution observed for small earthquakes, as well as the self-similar slip distribution inferred for large earthquakes (relation E). However, the earthquake-mediated stress interactions among these faults must be very weak to satisfy the low branching ratio (n % 0.1) we observed for RTF aftershock sequences. In other words, the subseismic slip that accounts for nearly 85% of the total moment release also drives about 90% of rupture nucleation.
[63] Given the evidence for slow precursors to many large RTF earthquakes [Ihmlé and Jordan, 1994; McGuire et al., 1996; McGuire and Jordan, 2000] , we speculate that the seismogenic stresses on ridge transform faults may be primarily regulated by slow transients, rather than the fast ruptures that dominate continental strike-slip faults. In this view, most ordinary (loud) earthquakes on RTFs would simply be ''aftershocks'' of quiet or silent events.
Appendix A: San Andreas Fault Model
[64] According to this hypothetical model of continental strike-slip faulting, essentially all permanent strain within the seismogenic zone occurs as seismic slip (i.e., the faults are seismically ''fully coupled'' [Brune, 1968; Kiratzi, 1993; Stein and Hanks, 1998 ]) except along rare creeping segments where most of the strain is accommodated aseismically [Schulz et al., 1982; Thatcher, 1990; Scholz, 2002] . This behavior, which we refer to as the ''single-mode hypothesis,'' is maintained in the transition from the locked to creeping sections, which are populated with isolated, fully coupled patches surrounded by continuously creeping material [e.g., Lindh and Boore, 1981; Harris and Segall, 1987; Nadeau and Johnson, 1998; Sammis and Rice, 2001; Waldhauser and Ellsworth, 2002] . Slow strain transients with time constants of hours to days (silent earthquakes) do occur, but they are small and infrequent and appear to be associated with the creeping parts [Gladwin et al., 1994; Linde et al., 1996; Thurber and Sessions, 1998 ]. Slow earthquakes (seismic events with anomalous low-frequency excitation suggestive of low rupture velocities) are also rare [Kanamori and Hauksson, 1992; Ihmlé and Jordan, 1994] ; the large events that have been studied in detail show rupture velocities that approach (or sometimes exceed) the shear wave speed [e.g., Aki, 1968; Beroza, 1991; Wald et al., 1996; Bouchon et al., 2000] . Fault area is fractally distributed within the volume of continental crust [Turcotte, 1986; Aviles et al., 1987; King et al., 1988; Hirata, 1989; Power and Tullis, 1995; Ouilion et al., 1996] ; as the displacement increases, this distribution evolves through a process of strain localization to produce smoother, longer faults with larger characteristic earthquakes [Wesnousky, 1990; Stirling et al., 1996] . According to this hypothesis, geologic structure plays a dominant role in determining earthquake complexity. This complexity is reflected in aftershock sequences, which follow a modified version of Omori's law [Utsu, 1961; Reasenberg and Jones, 1989; Kisslinger and Jones, 1991] and conform to Båth's law, namely, that the largest aftershock is about 1.2 magnitude units lower than the main shock [Båth, 1965; Felzer et al., 2002; Helmstetter and Sornette, 2003a] . The largest earthquakes result from event cascades that involve the propagation of faulting across segment boundaries and are thus larger than the characteristic earthquakes for individual segments [Jackson, 1996; Ward, 1997] . The best data indicate that the slip displacement D scales with the rupture length L and width W as S = ffiffiffiffiffiffiffi ffi LW p (the self-similar or S model), even for large earthquakes that rupture through the entire seismogenic zone [Mai and Beroza, 2000; P. Somerville, personal communication, 2003 ].
Appendix B: RTF Tectonic Parameters and Seismic Data
[65] Table B1 is a compilation of observed and calculated measures of RTF location, size, and seismicity. Latitude and longitude values indicate the midpoint of each RTF. V was calculated from the NUVEL-1 plate velocity model [DeMets et al., 1990] . Magnitudes are the maximum value reported in the 36 year (1964 -1999) Figures C1-C3 display how the seismicity parameters total moment release SM, upper cutoff earthquake moment M C , and seismic productivity n 0 are distributed with the tectonic parameters fault length L and slip rate V. The diamonds correspond to the maximum likelihood estimates derived from the binned Harvard CMT data with m 0 = 5.6 and b = 2/3; the circles are the observations for individual RTFs. In calculating the ordinate values for the maximum likelihood estimates, we weighted the individual faults by their theoretical moment rates, which are proportional to V A T . In comparisons with the maximum likelihood estimates of M C , we used the largest seismic moment observed on an individual RTF. The maximum likelihood estimates of the seismic parameters show systematic correlations with fault length, and less convincing trends with slip velocity. As discussed in the text, a proper interpretation of these relationships must account for any covariance of L and V.
Notation
A C upper cutoff area (M C rupture area). A E effective seismic area (area displaced by the observed moment release rate per unit tectonic slip). A S total fault area from which seismic moment is released. A T thermal area above isotherm T ref . (Table 1 ). (Table 1) .
