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ABSTRACT 
A simple method is given for constructing quadrature rules for the numerical integration of 
an analytic function over a line segment in the complex plane. The Birkhoff-Young 5-point, 
degree 5 rule is obtained as a special case. An error analysis is used to show how rules prefer- 
able to the Birkhoff-Young rule are easily developed. 
1. INTRODUCTION f z° + h n f(z)dz = k~ lWkf(Zk ) % Rn(f), (4) 
z o - h 
In [1], Birkhoff and Young derived the 5-point, 
degree 5 rule 
zo+hf(z)dz 8 4 
f z o -h =5hf(z°) +1"5 h[f(z° + h) +f(z°-h)] 
1 
15 h[f(Zo + ih) + f(z o- ih)] 
+R5(f ) (1) 
for numerical integration in the complex z = x + iy 
plane. (Also see [2, pp. 136] and [6].) 
We are concerned with the approximation of the 
integral in (1) by transformations of known quadra- 
ture rules on [-1,1] to the directed, complex line 
segment [zo-h, z + h]. The method given below has 
the advantage of°being elementary and yields rules 
which have error properties that are superior to those 
of the Birkhoff-Young rule (1). 
2. TRANSFORMED RULES 
Consider the transformation from the z = x + iy plane 
to the w = u + iv plane defined by z = hw + z o. We 
have 
f zo+h 1 
f(z)dz= h -_"/1 f(hu+ zo)du. (2) 
zo-h 
Suppose we have a quadrature formula of the form 
I n 
flF(U)du = k~ 1AkF(ak ) + En(F) (3) 
at our disposal, where the A k and akmay be complex. 
Let F(u) = hf(hu + Zo) in (3) and use (2) to obtain 
the quadrature formula 
where w k = hA k, z k = hak+ z ° and 
Rn(f ) = hEn[f(hu + Zo)]. (5) 
As an immediate consequence of (5) we see that if 
(3) is exact for all polynomials of degree ~ d in u, 
then (4) is exact for all polynomials of degree ~< d 
in z. Furthermore, z k is on the contour of integra- 
tion in the z-phne if and only if akE [-1,1] in the 
generating rule (3). 
The Birkhoff-Young formula (1) is a special case of 
(4) obtained by taking the 5-point, degree 5 
quadrature formula 
1 
f.l F(u)du = 8F(O)+ I~[F(1)+ F(-I)] 
1 
15 [F(i) + F(-i)] + E5(F ), (6) 
for (3). In place of (6) we could use any convenient 
rule for (3). For example, the 3-point, degree 5 
Gauss-Legendre quadrature formula 
1 ~F5 (~/.~) + 98 _5 -- fl- F(u)du = F(O) + 9F(-x/.6) 
+ E3(F ) 
give s 
fz° +hf(z)dz = 8hf(zo) + 5h[f(Zo+X/~h) 
z o -  h 
(7) 
+ f(Zo-VXh)] + R3(f). (8) 
This formula is analogous to the Birkhoff-Young 
rule(l). Both (1) and (8) have degree 5. However, 
(8) enjoys the property that all of its abscissas are on 
the contour of integration and it employs only 3 
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functional evaluations. 
It will be shown that (8), as well as several other 
similar rules, have error constants which are smaller 
than that of (1). 
3. ERROR ANALYSIS 
Let f(z) be analytic in the disc D z : Iz-zol~ o, where 
a> Ihl. Let a=rlhl, where r > 1. It follows that 
F(w) = hf(hw + Zo) is analytic in the disc 
D w :iwt ~< r. The error analysis for (4) depends on 
(5) and known results for generating rules of the 
form (3). 
Assume (3) has degree d and that the a k are in the 
disc Iwl ~< 1. Using arguments analogous to those 
previously used by the author in [4] for fully sym- 
metric rules, it can be shown that 
IEn(F)I ~< erm(r; F). (9) 
where 
G r- V{En(U'°)l (10) er =x;~ d+ 1 
and 
m(r;V) = inf  { max IF(w) - Q(w) I} .  
QEP d Iwl = r 
Here, Pd denotes the class of polynomials of degree 
d. By (5) and (9), the error in (4) satisfies 
IRn(f)i ~ Ihle r inf  ( max lf(z)-q(z)t}. 
qEP d IZ-Zol = o 
(11) 
If the errors En(UX)), x) ~ d + 1, are real and all of 
the same sign then e r can also be written in the form 
[ ln r+ 1 n 1Ak -1]. = E (1 -ak/r ) (12) er r - 1 k= 
(10) is useful for computing the error constant er 
when r />2,  and (12) for the case when 1<r<2.  
Notice that for the generating rules (6) and (7) we 
have E 5 (u 2~0+ 1) =E3(u2~) + 1) = 0 and 
2 
E5 (u2V) = 2~-+ 1 
2 
E3(u2"°)-  29+ 1 
__  +2 [(_l)V_4]<o, 
103v  
>0,  
for x) I> 1. The respective rror constants for (6) 
and (7) are 
e r 
and 
e r 
8 r_ 6 8 r_ 8 16 r_10 + ... (13) 
8 -6 88 -8 656 r_10 
=1--~ r +1, -~ r +6,---~ + ....  (14) 
Since IE3(u2X~)i < IE5(u2'°)l , v ~ 1, it follows 
that e r for the 5-point, degree 5 Birkhoff-Young 
rule (1) is greater than e r for the 3-point, degree 
5 Gaussian rule (8). 
4. NUMERICAL EXAMPLES 
In view of (11), we can compare the relative merits 
of rules of the form (4) by comparing the error 
constants er for the corresponding generating rules 
(3). It is convenient to do this graphically. This was 
done for the 5 rules identified in table 1. 
TABLE 1 
Rule (3) - (4) Symbol 
Birkhoff-Young 
Gauss-Lobatto 
Gauss-Legendre 
Gauss-Lobatto 
Gauss-Legendre 
n d 
BY5 5 5 
LA4 4 5 
LG3 3 5 
LA5 5 7 
LG5 5 9 
In figure 1 we have plotted lOgl0e r against he radius 
r for 1 + 2 .5 ~ r ~ 10. For each r in this range the 
graphs show that e r for the Birkhoff-Young rule is 
larger than e r for any of the other rules considered. 
As would be expected, the 5-point, degree 9 Gauss- 
Legendre rule has the smallest e r. In particular, by 
(10) 
~r-d - l lEn(ud+l ) l ,  (r -~ oo) 
e r 
and consequently for the 5-point rules BY5 and LG5 
we fred the respective asymptotic results 
e r ~ 8r-6/21 ~. 0.38r -6 
and 
e ~ 128r-10/43,659 ~- 0.0029r -10. 
I" 
Consider the numerical approximation of the integral 
J [c = 2tan -1 - 2 i, 
- eZ-1 \cos  1 - e- 
(15) 
where c > 1. The integrand in (1.5) has simple poles 
at 2toni,  m=0, +1, +2 . . . .  and is analytic in the 
disc I z-c0 K r, provided 1<r<c.  Werestrict 
our attention to the case when 1 < c K 2. As 
1 ÷ c + the integration contour approaches the pole 
at z = 0 and we would expect the quadrature rror 
R n in (4) to increase. Table 2A lists the errors [Rnl 
for each of the 5 rules (4) generated by taking for 
(3) the rules in table 1. 
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Fig. 1. LOgl0e r versus r. 
TABLE 2A. [Rn[ for integral (15). Rules (3) - (4) 
C 
2. 
1.75 
1.5 
1.25 
BY5 LA4 LG3 LA5 LG5 
.28 x 10 .2 .31 x 10 .3 .24 x 10 .3 .17 x 10 .4 .76 x 10 -6 
.74 x 10 .2 .70 x 10 .3 .55 x 10 .3 .48 x 10.4 .27 x 10 .5 
.23 x 10 -1 .18 x 10 -2 .14 x 10 .2 .15 x 10 .3 .12 x 10 .4 
.10 .48 x 10 .2 .60 x 10 .4 .39 x 10 .2 .58 x 10 .3 
As can be seen, the Birkhoff-Young rule has the 
greatest error. This is to be expected in view of 
Figure 1 and (11). 
One of the reasons why the Birkhoff-Young rule is 
not very accurate for the approximation of the 
integral in (15) is that the abscissa t z o -h  =c-1  
approaches the pole at z=0 as c -~ 1". This is a dis- 
advantage of (1) not shared by the other rules in 
table 1, since their abscissas are on the contour of 
integration. This problem can be overcome somewhat 
by subtracting off the singularity at z = 0. 
Consider the Laurent series 
1 _1+1 1~ 
eZ---~l z ~- + z + .... 
0 < [ z [ < 2n. This suggests writing 
1 1 
e z-1 =z  +f l ( z ) '  
where 
1 1 
~l~Z)= e z -  1 z" 
Thus, 
c+ i  dz 
fc  - i eZ- 1 
c+i  
2c + f fl(Z)dz, = i tan -1 c2---- ~_~ 
i C 
t16) 
and fl(z) is analytic at z = 0. The rules considered 
above can now be more profitably used to approxi- 
mate the integral of  f l  in (16). The modulus of the 
errors obtained for (16) are tabulated in table 2B. 
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TABLE 2B. IRnl for integral (16) 
Rules (3) - (4) 
C 
2. 
1.75 
1.5 
1.25 
BY5 LA4 LG3 LA5 LG5 
.11 x 10 .5 .19 x 10 .6 .14 x 10 .6 .43 x 10 .9 .17 x 10 -11 
.15 x 10 .5 .24 x 10 .6 .18 x 10 .6 .88 x 10 -9 .82 x 10 -12 
.17 x 10 .5 .27 x 10 .6 .20 x 10 .6 .13 x 10 .8 .38 x 10 -11 
.18 x 10 .5 .28 x 10 .6 .21 x 10 .6 .16 x 10 .8 .68 x 10 -11 
Substracting off  the singularity leads to a significant 
increase in the accuracy of  all the rules considered. 
Notice that LG5 is about 106 times more accurate 
than BY5 even though both ruhs require the same 
number of  functional evaluations. 
For the sake of  simplicity and convenience we have 
restricted our attention to rules requiring at most 
5 points for the generating rule (3). In practice, one 
could profitably take for (3) a sequence of  high 
degree rules such as those due to Kronrod [3], [5], 
[2, pp. 82-84]. 
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