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Abstract. Let S be a finite set of matrices over a commutative field K. We give here an 
algorithm which decides whether the matrix semigroup H generated by S is finite; and in that 
case, our algorithm computes the cardinality of H. 
In other words, we can decide by an effective procedure whether a K-automaton is a finite 
automaton. 
. Introdwztim 
Soit S un ensemble fini de matrices carrees de meme dimension. Le demi-groupe 
multiplicatif engendre par S est-il fini? 
Une premiere r6ponse est don&e par le “theoreme de Burnside”, demontre 
pour les groupes de matrices par Schur [15] en 1911, et pour les demi-groupes de 
matrices par McNa(ughton et Zalcstein [12] en 1975: un demi-groupe de type fini de 
matrices ur un corps commutatif est fini si et seulement SS toutes ses matrices wit 
periodiques, c’est-&dire verifient une egalite de la forme MS = M’ , ou s et t sont 
deux entiers diff erents. 
Cependant ce critere n’est pas constructif, puisqu’il necessite, k priori, le calcul 
explicite de toutes les matrices du demi-groupe. 
Le but de cet article est de presenter un algorithme, sous la forme d’un 
programme de “style ALGOL", ile programme F 9 qui decide, sur la don&e 
d’un ensemble fini S de matrices sur un corps commutatif, si le demi-groupe 
engendre st 6ni ouI non. Dans le premier cas, il en talc 
ee d’ul: ensemble S de matrices, il le fait en un temp 
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langages aver multiplicites, ou series formelles. Les series formelles rationnelles [4, 
161, ou K-langages reguliers [3], sont definies par un demi-graupe de matrices, ou 
encore, sont le comportement d’un K-automate. Les K-automates ant une 
puissance de generation qui est strictement plus forte que les automates finis en 
g&i&al. C’est le cas en particulier si K .est l’anneau des entiers naturels. 
Le programme FINITUDE decide en un temps fini si un K-automate est un 
automate fini. 
Dans une autre publication [5], nous montrons que cet algorithme permet aussi 
de decider si un K-langage regulier n’admet qu’un nombre fini de coefficients, et 
done est le comportement d’un automate fini. 
Nous venous de recevoir un article de Mandel et Simon [lo] etzblissant le meme 
resultat dans un cas’ particalier. 
(1) Le programme FINITUDE. 
(2) Les theoremes fondamentaux. 
(3) Justification de la procedure BETA (mesures de finitude sur les groupes 
caracteristiques). 
ustification de la procedure LARGEVAL (r6duction de la finitude aux 
groupes caracteristiques). . 
e programme FINITU 
Soit s’ un ensemble fini de matrices car&es de meme dimension sur un corps K 
commutatif. Le programme FINITUDE va decider si le demi-groupe H engendre 
par S est fini. S’il est fini, FINITUDE en calcule la largeur (et pourrait done en 
calculer le cardinal). 
Les param&tres utilises sont: 
dim = dimension des matrices de S, 
vp = cardinal de S, 
~k~r = la caracteristique du corps de base. 
Le nombre entier degri est le degre d’algebricite du corps engendre par les 
co ients. 
S: soit 9’ l’ensemble des coefficients des matrices de S. Soit 
premier de K. C’est soit un corps fini, soit Ze corps des nombres 
rationnels. Le corps n(9) est le plus petit sous-corps de K contenant 9. 
(9) de n est filr,ie: el%e est done composee d’une extension 
te, et d’une extension algebrique de degre fini. C’est le degre 
sion qui s’identifie au parametre degre. 
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La variable degre’ vaut done 1 si tous les elements de 9’ sont des nombres 
rationnels. C’est en particulier le cas si les matrices de 9 sont a coefficients dans 
Le calcul de degre peut ne pas etre simple. Cependant, si l’on fournit un nombre 
fini d’elements o’un corps sous une forme susceptibie d’&re programm&e, cela 
signifie que I’on peut les calculer 6 partir de H en utilisant des generateurs et des 
relations algebriques: on aura done toujours en principe la possibilit6 de calculer 
degre. 
rogramme FINITUDE 
commentaire. L’execution de FINITUDE necessite la don&e des paramtitres 
dim, type, car, degre, dont la signification est donnee plus haut. fin. 
proc BETA(j, k): 
commentaire. Le programme BETA(j, k) calcule, pour tout entier j, une mesure 
pi de la finitrgde pour les groupes caracteristiques de H de dimension j. fi n. 
d&but proc LAMBDA(x): 
t: = t que (t + l)! G x faire t: = t + 1 fait ; 
LAE’dlBDA(x) :=x * (t + 1). fin, 
proc w 
u: = si car = 0 alors LAlVIBDA (dim * degre) 
sinon car t (dim * degre) - 1 fsi ; 
w: = u *il;u + 1). fin. 
si car = 0 alors BETA&k):= W f (j f’ 3) 
sinon rl:= W; 
pow i depuis 2 jusqu’ii j faire 
sl :=2*k + *rl 
rl :=sl*(car t (sl t 2); 
f ait; 
BETA(j, k):=rl fsi 
fin; 
proc LARGEV’AL 
commentaire. Si pour tout entier j la fonction pi est une mesure de la finitude 
pour les groupes caracteristiques de H de dimension j, aloes la largeur de 21’ 
1~s 6gale 5 LA EVAL. fin 
de’ht 
proc 
debut 
p9C 
ut 
(x) :: = (type - type (x + I))/(1 - ty 
(2 *(2*t - 1))) 
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a:=1 
pour j depuis 1 jusqu’& dim faire 
b:=l . 
pour i deptsis 1 jusqu’i type t dl ,f~iy: 
b:=b* 
f ait 
fi n; 
oets laissons au iecteur le soin d’expliciter la fin de la procedure FINITUDE. En 
, si l’entier LAIXGEVAL est calcule, il est un majorant de I’ordre du 
i-groupe H. L’algorithme finitude va chercher 5 calculer Ia largew de H 
relative a I’ensemble S de generateurs. On calculera done toutes les matrices de S, 
S2, s3 ,..., S’,... . Si I’on arrive 5 une inclusion 
S’ cs u s2 u l ’ l u s’-* 
le demi-groupe est fini et de largeur i. Si par contre 
f LARGEVAL 3 g,s u ~ZU 6.. u sLARGEVAL-1 
Pe de&groupe H est infini. 
BUS annonGors ici Ies resultats fondamentaux, qui seront explicit& et justifies 
ans ies sections suivantes. 
mi-grou pe. 
est, par definition, Ie plus petit cardinal 
n sow-ensemble nous appelons Wargeur de 
S, le plus petit entier j = largs ), s’il existe, 
EBfe est in:~~ie si un te1 entier j n’existe pas. 
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un dpmi-groupe admettant un syst2me fini de ghhteurs 
rices suivants sont kquivalents : 
est de largeur finie, 
est de S- largeur finie, 
.3. Mesures de la ztude sur un demi-groupe. 
une fonction de . Soit 2 une classe de demi-groupes. Nous dirons 
t une mesure de la finitude SW Z si et seulement si tout demi-groupe 
largs (H) s /3 (card S) 
5 Tondition qu’il soit fini. 
Groupes cnracte’ristiques d’un demi-groupe de matrices sur un 
ir lage. 
de matrices. Nous appellerons Im-noyau de 
e H dont toutes les matrices ont mEme esp 
Si JV est un Im-r,oyau de H, il existe done un changement de base qui permet 
d’ecrire toutes les matrices de JV simultanement, pour la m6me decomposition par 
blocs, sous la forme: 
oti A est une matrice carree inversible. 
Le group&b caracthistique G(N) de l’Im-noyau JV est alors le groupe engendre par 
1es matrice:; inversibles A. 
Le lemrne suivant a pour objet d’indiqu les liens qui ent Im-tioyaux, 
,;roupes caractkistiques, et sous-groupes de 
z-noyau N de est ni si et seceleme t si sot2 gro 
caracte’ristique G (X) est fini. 
contient un sous-groupe is0 e 
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Si JV est un demi-groupe fini, il contient un idempotent e. En c 
decomposition par blocs associee B cet idempotent, on constate que le demi-groupe 
des matrices A est le demi-groupe Je. De plus, le demi-groupe Ne devient alors 
un groupe, il s’identifie done au groupe caracteristique G(N). 
Nous enon$ons a pr&ent les 3 theoremes fondamentaux qui justifient notre 
algorithme. 
Thikdme 2.6, Soit H un demi-gvoupe de type fini de matrices SW un corps 
commutatifi de dimension N. 
Soit j un entier dans l’intervalle [0, N]. 
11 existe, sur la classe $$ des groupes caracteristiques de H de dimension j, une 
mesure de la finitude. 
Wne telle mesure de la finitude est calculee par la procedure BETA@ k ). 
TMor&me 2.7. Soit H un demi-groupe fini de matrices sur un corps gauche, de 
dimension N. 
Si pour tout entier j de 1 ‘intervalle [0, N] il existe une mesure de la finitude, alors on 
peut cakuler un entier L qui majore la largeur du demi-groupe H, a supposer qu ‘il soit 
fi ni. 
Get entier L est calcult? par la procedure LARGEVAL. 
Un demi-groupe de matrices a coefficients dans un corps gauche est 
localemew fini si et seulement si ses groupes caracteristiques sont finis. 
Ceci g&eralise un resultat de McNaughton et Zalcstein [12], qui s’en deduit 
grke au Lemme 2.5. 
Des Theoremes 2.6 et 2.7 nous deduisons le resultat qui fait l’objet de cet article: 
Soit S un ensemble fini de matrices de me^me dimension sur ur;l corps 
commutatif. Ik existe un algorithme calculant un entier n(S) qui majore la largeur du 
demi-groupe H engendre’ par S, ii condition que celui-ci soit fini. 
I1 sxiste done u algorithme decidant si H est fini et en calculant le cardinal. 
eel algorithme est presente ici sous la forme du programme FINITUIDE. 
side, r les es atrices, Gta 
t crdtere de finitude suivant: tout groupe de matrices sur un corps 
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commutatif dont toutes les matrices sont p&iodiyues, c’est-&dire verifient une 
equation 
m S+f = m”, 
est un groupe localement fini. 
II est clair qu’un tel critere n’cst pas directement decidable. Notre but est de 
reprendre la demonstration du theoreme de Burnside, que nous suivons telle 
qu’eIIe est donnee dans un ouvrage de Kaplansky [8], en la menant de facw 
ctive. Cela nous fournira une preuve du Theo&me 2.7, g&e 5 un calcul 
exG@Icite des fonctions pi en fonction du cardinal t de l’ensemble fini S de 
g?nerateurs, et de l’ensemble zY’ des coefficients des matrices de S. 
Notons que l’on doit a Kopytov [9] une preuve de la decidabilite de la finitude 
‘un groupe de matrices a coefficients dans un corps commutatif, publiee en 1968. 
stations. Dans toute cette partie, K designe un corps commutatif ix& Soit S un 
etisemble fini de matrices carrees de meme dimension sur K. Nous adoptons les 
notations suivantes: 
f = t(S) est le cardinal de S. 
IV = N(S) est la dimension des matrices de S. 
ZY est l’ensemble Jes coefficients des matrices de S. 
!I designe le sous-corps premier de K. 11 est isomorphe 5 si I’on est en 
caracteristique 0, et 5 FPg corps a p elements, si on est caract6ristique p,p entier 
premier non nul et different de 1. 
H(Y) est l’extension de c engendree par les coefficients des matrices de S. Comme 
toute extension d’un corps par un nombre fini d’elements, elle est extension 
algebrique d’une extension purement ranscendante fi de LK 
d = d(Y) est le degri: de l’extension algkbrique D(S) de I’extension fi purement 
transcendante de n. 
Noter que pour un calcul concret, le seul moyen de donner les elements de Sp de 
facon susceptible d’etre programmee. est de les donner par leurs relations de 
dependance ou d’indepen ante algebriques. On est done en mesure de calculer 
d W)- 
Soit cy un e’le’ment de K alge’brique SW II. Alors le de@ de a SW LI est le 
m8me que le degrk de a! SW I?. 
si cy est algebrique sur II. il e 
verifie aisement que ce 
e extension pure 
es racines de l’unite’ qui sont racines cwacte’ristiques d’une matrice 
de II sont i’ordre borne’ par un entier v (Zf’), que nous prkisons. 
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Si l’on est en caract&istique p non nulle 
v(9)=pdXN-1. 
i l’on est en carackfristique 0, 
vj9’)~A(dUV), 
02 la notation sera prkcis6e dans ke Lem 
V!?. Le corps I?(Y) est extension de degre d (9’) du corps 0. On en d&tit que 
n(S) est isomorphe 5 un corps de matrices de dimension d (3’) B coefficients dans 
9) est un espace vectoriel de dimension d (9) sur fi, et la structure 
etre d&rite fidelement dans I’algebre des endomorphismes 
n caractbistique p non nulle, si u est une racine de I’uniG, algebrique de degre k 
alors I7(rr) est le corps fini a p’ elements, dont tous les elements non nuls 
v&Zen t l’equation : 
L’ordre de cy est done au plus egal a p k - 1. 
Supports de plus que Q! soit racine caracteristique d’une matrice de H. Alors a! est 
algebrique de degre au plus N sur II (!Y), done algebrique de degre au plus 
d(Y) X N sur I?. Comme cy est algebrique sur I7, son degre sur R est aussi (Lemme 
2.2) inf6rieur ou egal 5 d(Y) x IV. 
Finalement, si a! verifie les deux conditions, son ordre est major6 par 
P 
d(Y)x N - 1. 
En caracte’ristique nulle, soit ar une racine de l’unite d’ordre h. Alors Q est racine 
du polynlime cyclotomique Qh: d’ordre h, irreductible sur Q. Rappelons que Qh 
admet poua racines toutes les racines de l’equation 
a” -l=O 
as racines de la meme equation pour un entier h strictement inferieur. 
es: done egal au degre du polynome appelons que le 
t etre caIcul6 comme la valeur pour h de la caracteristique d’ 
. . 
ors 
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Si les deux conditions sont reunies, on voit que la valeur 4(h) de la 
caracteristique d’ uler pour l’ordre de CI! est majoree par 
Pour obtenir le r&&at cherche, il nous faut done obtenir une formule d’inversion 
de la caracteristique d’Euler, ce que nous etudions 5 present. 
la caracteristique d’Euler). On peut cowfruire une 
croissante au sens large, v&ifiant pout twt entier les 
i$(u)~k + USA(k). 
~~~~V~. Nous construisons ici une ts:lle fonction A. Elle est certainement suscepti- 
Me d’amelioration. Cependant, le calcul d’une telle fonction qui soit minimale pour 
cette propriete d ‘inversion se heurte aux problemes poses par la repartition des \ 
nombres premiers. 
Rappelons que la vlaleur de 4(u) se calcule sur la komposition de u en facteurs 
premiers; si 
1 
U = (yi premiers), 
Nous allons chercher B minorer 4(u). Xotons d’abord les implications, pour deux 
entiers P et s : 
(1+(1-g. 
Sachant les pi tous differents, nous pouvons done chercher une minoration de 
4(u) sous la forme: 
@(Up- 1s l 
i=2 ( > I-f zu.i 
en choisissant po r s un entier supkieur ou kgal au nombre e facteurs premiers 
dans la decomposition e M. Nous serons arvenir si nous 
s! s u < (s + I)!. 
owns done poui tout entier 
e L e es 
P92 G. Jacob 
Nous en deduisons l’implication 
t#P(u)s k =gs e(u)! s u s k l e(u) * e(u)- 1 s O(k). 
Le Iemme est done 6tabli avec la fonction A d&nie par: 
A(k)= k $+8(k)). 
reeve du Lemme 3.2 (fin). Nous avons done etabli que si cy est une racine de 
I’unit6 qui soit racine caracteristique d’une matrice de H, son ordre h verifie 
I’Mgali te: * 
Le Lemme 3.3 fournit ators pour h la majoration: 
h <h(d(Sp)xN) 
oii la fonction A est definie par 
A(k)= k l (l+ O(k)) 
ou 8(k) est I’unique entier verifiant: 
e(k)! s k c (l+ O(k))!. 
Soit A un ensemble fini de racines de l’unite, et !;oit G un groupe de 
matrices de dimension N sur K, dont toutes les racines appartiennent h A. Si G est 
irrgductible sur la cloture algibrique de K, il e:t”t fini, et de cardinal major6 par 
(card A )“‘. 
reuve. II est clair, d’apr&s l’enonc6, que la Fonction trace prend sur le groupe G au 
plus (card A)” valeurs. Or un resultat de Burnside (cf. Kaplansky [8]) montre que 
sur un corps algkbriquement clos, si un groupe de matrices de dimension IV admet 
au p!us k traces distinctes, alors ce groupe est de cardinal au plus egai a k N2. Avec 
ypoth&es de ce lemme, on en deduit: 
card G s (card A )N3. 
un groupe admettant, en tant que groupe, un systgme fini de q 
Soit G/R un quotient fini de G, de cardinal r. Ii existe un systime fini 
inal (2q + r) ts de et un sous-monoi’de T de engendre par 
= T. 
es ,“&Grats ai 
soient prcsent6es toutes les class 
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Pour deux elelements ai et ai de D, il existe un ak dans D et un tij dans R verifiant: 
ajaj = tij &. 
On voit alors, par associativite, que tout produit des a, peut s’ecrire comme produit 
d’un element de T par bxn element du systeme D & condition de noter T le monoi’de 
engendre par les tije 
.6. Soit A un ensemble fini de racines de l’unite’ SW un corps *K. 
tipe fini de matrices de dimension ,! 22 type k, dont les racines de l’unite’ 
, a son cardinal major6 par un entier y (j, k), ni dkpendant que de j, k, et 
%a CL difzal de A. 
Si l’on suppose que K est de caracte’ristique 0, on peut choisir y (j, k ) inde’pendant 
du b zombre k des ge’ntfrateurs. 
Prrnw. Soit G un groupe de matrices de dimension j. Les matrices de G, a 
similitude pres, peuvent toutes s’ecrire simultanement sous la forme 
leb matrices A et C &ant inversibles, et les matrices A engendrant un groupe 
irreductible de matrices de dimension i, pour un entier i compris entre 1 et j. 
Notons G/R le quotient de G form6 des matrices de la forme 
On suppose que G est de type k, est de type k, et que sont definis les entiers 
r@, k) pour tout entier i positif inferieur a j. On a alors l’inegalite: 
cardG/R s(cardA)i3x y(j - i). 
Le noyau R est forme, rncd& la similitude precedente, des matrices de la forme 
ar hypothese, le grsupe G est fini, la matrice M est d’ordre fini q: 
est de caL*act&istique 0, cela implique que :a matrice 
est necessaire 
iE[l,jl 
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Une simple recurrence montre alors que l’an a: 
card G s (card A )i’. 
On posera done: 
Vj, k EN, 
(b) Supposons K 
W’“. 
Y(j,k)=(cardAy’. 
de caracthistique p* Si r’ = j, le cardinal de G est major6 par 
Si i F= [1, j - I], l’Cgalit6 qB = 0 entraine (en prenant le reste de q modp) que 
l’uae des deux matrices B ou g. % est nulle. 
La matrice M est done soit la matrice identite, soit une matrice d’ordre p. 
D’autre part il est 4air que R est un grhpe ab5lien. 
Utilisons B p&sent le Lemme 3.5. Le groupe G de type k admet un quotient 
G/R de cardinal au plus egal h: 
Ri = max {(card A )i’ . y(i - i)}. 
iE[l.j-iI 
Le groupe G s’&rit done T l D oti 1) est un syst&me d’&ments de G de cardinal 
au plus t5gal Z4 
et T un sous-monoi’de de R engendre par au plus (Pj>” elements. R &ant abelien 
form6 d’&ments d’ordre p, on en dbduit la majoration 
En rassemblant les cas correspondant aux diff&entes valeurs de i possible, on 
obtient: 
card G s max {(card A y”, Pj . p(q)}, 
pi =2k -I- max {(cardA)“my(j-i,k)}. 
iE[l,j-l] 
Un calcul par recurrence (cf. 3.1. Annexe) permet de calculer explicitement les 
maxima qui interviennent dans ces calculs. On obtient: 
pi =2k+(cardA),y(j_l,k). 
On aboutit ainsi a dGfinir Ies entiers y (j, k), dans le cas d’un corps de caracthistique 
p, par les formules rdcurrentes: 
~(1, k) = card A, 
emme 3,6 es! ainsi &abli. 
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Preuve du Thkorkne 2.6. Elle s’acheve n notant que es racines caracteristiques 
des matrices des groupes caracteristiques de H sont aussi racines caracteristiques 
de matrices de H, ou inverses de telles racines. La majoration donnee dans le 
Lemme ‘2.5 est done encore valable pour 9es racines de l’r.~~ite qui sont racines 
caracteristiques des matrices des groupes caracteristiques de H. I1 nous suffit done B 
prkent de rassembler les equations permettant le calcul pour tout rang j du 
m+Jrant p(j, k) du cardinal des groupes caracteristiques de rang j et de type k. 
En caracteristique 0: 
p(j,kj= Wj”. 
En caracteristique p non nulle: 
P(W)= W 
Rj= W*ru-l,k), 
p(j, k) = (2k + Rj)~‘2kfR’~ 
Calcul de W: 
V 
= en caracteristique 0 : h(N x d), 
en caract&istique p non nclle: pNxd - 1. 
Calcul de h : 
h(k)= k ‘(It- e(k)), 
8(k) est l’unique entier verifiant 
8(k)! s k < (1+ O(k))!. 
3.1. ANNEXE. Justification des calculs de maxima de Lemme 3.6 pour une 
camcthistique p non nufle (b) 
Le but est de calculer fes entiers +y(j, k) ddfinis par les equations rkursives: 
~(1, k) = K 
y(j, k) = max{ Wj3, 4(2k + Rj)}, 
Rj = max { 
ie[l.j] 
i l y 0’ - i, k )}, 
i entier 
0C l’on a pose: 
= card A (par definition, 2P)7 
cp(n) = x *pp2 pour tout x reel. 
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(a) On utilisera la majoration suivante 
4(s) ’ s5 (‘1) 
qui est vraie pour tout couple d’entiers (s, p) vhifiant 2 e p < s. 
En effet, on peut &ablir aux memes conditions que l’on a p”* > s*C. 
Ce qui peut se montrer, par exemple, en montrant que la fonction loga ix est 
strictement dkroissante pour x supkieur & e, puis en vhifiant le cas particulier 
log (2*) log 2 = 
2 2* l 
(b) Etablissons l’&galitk 
VjEN-{O,l}, y(j,k)=+(2k+Rj). (2) 
Nous le faisons par rkurrence sur j. On a directement: 
Y(u)= w 
w*= w*w=w*, 
~(2, k) = max( W, +(2k + W’)) = +(2k + R2). 
Ce qui etablit l’hgalite (2) pour j = 2. Supposons-la vraie pour tout entier t de 
l’intervalle f2, j]. On a done: 
Vt E [L ji,, w’“s 4(2k + R,) = y(t, k). (3) 
I1 nous suffira d’etablir: 
WO’+“~ 4(2k + Ri+l). (4) 
Or on a, par definition de Mi+l et d’aprk (3): 
Rj+la W l y(j, k) a W1+j3w 
Waprk (I), on obtient: 
(9 
Pour 6tablir (4), il suffit done d’kablir: 
wO+I? s wW+i3) 
? 
1 s w4j3-3j2-3/+4, 
&S4j2-- 7j+4=4(j-2)2+j. 
st vrai pour j entier supkieur ou &gal 5 2. 
s terminons en &ablissant, pour tout entier j a 
= 
l y(j - 1). (6) 
vons #y(j) en notation abreg6e pour y (j, k)) 
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Pour j = 2, il s’agit de la definition meme de &. Si j est au moins 6gal B 2, 
calculons Rj+ 1, en utilisant (b). 
R ,+’ = max { Wti+lp l y(j - i)}, 
bEIO,j-ll 
i entier 
R j+l = max W l y(i), max ( W(i+1)J-i3 . 
( iE[l,j-I) 
wl’*y(j-i)}), 
i entier 
Rj+l 6 max u/ 3 yo), Wj3-~-‘p l 
i entier 
Rj+l s max (W 9 Q (2k + Rj), W3i2-31c’ l Rj). 
Pour terminer la preuve, il nous suffit d’etablir la majoration: 
W3js-3j+l 
u Rj s W l #(Rj)s W l +(2k + Rj). 
D’aprh le (a) il nous suffit d’etablir: 
w3i2-3i s h ;, 
ou encore (inCgalitf5 (5)) 
W 3j2-3j 6 w4(j-1)3+c ? 
0s -r3jo -1)+4(j-lr+4, 
Os(j - 1)(4j*- llj +4)+4, 
os4(j-i)(j -l)(j-2)+ju-1)+4, 
Ce qui est clairement v&if% pour j 2 2. 
4. Justification? de la proc6dure LARGEVAL (rkduction de Pa finitude aux groupes 
caractikistiqws) 
La procedure LARGEVAL permet de calculer un majorant de la largeur du 
demi-groupe H &udi& si l’on connait, pour chaque dimension j, une mesure de la 
finitude pi po,ur les groupe caracthistiques de H de dimension j. 
Contrairemznt $ la Section 3, dans laquelle les arguments etaient de nature 
algebrique, la preuve est ici de nature purement combinatoire. Elle se construit en 
utilisant des kariantes plus ou moins complexes du “probl&me des tiroirs”. Elk 
s’inspire du th6orkme de Ramsey [14] sans cependant :+‘y reduire. 
On en trouvera une phentation cornpEte et detaillee dans un article B paraitre 
au Journal of Algebra, dans lequel nous pkkentons les ahhats g&h-aux de 
dkidabilitk que 1”on peut en d&hire. Nous nous contenterons ici d’en presenter les 
grandes lignes, renvoyant pour plus de d&ails B l’artick clt6. 
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Nous pious permettons au paravant d’attirer l’attention du lccteur sur le fait 
suivant: la procedure LARGEVAL peut etre utilisee dans certains cas ou la 
proc6dure ETA ne pourrait l’etre: on peut l’utiliser sur un corps non commutatif, 
on peut aussi l’u,tiliser pour l’etude de la nikxk, non d’un demi-groupe de 
matrices, mais d’une congruence SW un derrt i-groupe. 
4.1. Phrases et rang sur un demi-groupe 
Parler #equations de mots, ou de proprittes de mots, sur le mono’ide libre dont 
ies elements sont deja des mots, risque de creer des difficult& de terminologie. 
Cest pourquoi l nous a semble plus adapt& de parler d’equations de phrases et de 
pro@%% de phrases. 
Soit H ur; demi-groupe, et [H] l’ensemble sous-jacent. Nous appelons phrase SW 
tout element, ou mot du demi-groupe libre [HI+ sur l’ensemble sous-jacent B H. 
Wne phrase w’ sur H lest ite sous-phrase d’une phrase w si le mot w’ de [HI’ est 
un ‘ ‘f acteur”, ou “sous-mot”, du mot w de [HI+. 
Une phase w de longueur k sera notee comme une suite de longueur k 
d’&ments de H: 
w = (g*, g2, l ’ ‘I) gk)o 
i l’on appelle rkalisation dans H I’homomorphisme canonique surjectif x de 
[H]’ sur H, la realisation dans H de la phrase w sera: 
WX = &$,a 9 l gk 
ofi la notation SOUS forme de concat&ation des gi indique le produit des gi dans H. 
Une phrase w sur sera dite phrase extraite d’un element w de H si et 
seulement si u pe,, lo+ s’ecrire sous I’une des formes: 
u’= w,, f g ou u = w,, f ou u = wxg, 
f et g etant des Mments de H. 
n appelle rang sur le demi-groupe toute application p de 
Le rang .O est dit ajor6 par un entier si pour tout Mment f 
alor6 par 
Le rang p est dit constant sur une phras: w sur si pour toute so rase e 
a: 
e oit sem el- 
UPI algsrithme cafcufanf 
un entier strictement positif l4r route famille v = (u&N dz fonctions de 
(Y) v&$aat : 
Pow tout rang p sur X+ major6 par et tout mot f de + de rang non nul, et de 
longueur R(v), on p34t truuw 
entier s non nul, un entier j de ‘intervalle [ 1, N], 
e phrase w ex ite de f de la fo 
w = (gl,g2,. . ., gk), 18 Ii = s pour tout j. 
p est constant et vaut j sur w 
k = q(s). 
Resumons la preuve de cette proposition. 
our tout entier j de l’intervalle [0, N], on etablit I’existence d’un entier R (v, j) 
our tout mot f de rang j et de longueur (v, j), il existe un entier s non nul, un 
entier j’ de l’intervalle Ij, N], et une phrase w extraite de f de longueur vj(s), dont 
Bes mots sont de longoreur s, sur laquelle p est de rang constant 
9n 6tabEit ce resultat directement par recurrence decroissante su 
n pose par concention 
R(v,N+l)=l. 
Ees entiers R(v, j) pour tout j de [O, N] se calculent ainsi: 
R(v,j)=R(u,j+!)*v,(R(v,j+l)). 
L’entier cherche est alors: 
R(v) = R(v, 1). 
rollaire .3 (“lemme de Brown” [l]). Pour tot&e fonction p de 
existe we fonction S(p) de ve’rifiant la proprW : 
lus kgal ii un entier q, et tout 
) q ), on peut trouver: 
wi. entier s, 
ne phrase w extraite 
i 
93~s en re’xenons la constr 
. a 
oit Y = 
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Lemme 4.4. Suit X un alphabetfini de cardinal t. Pour toute famille cy 
functions de N duns N. fl existe une function T,(a) de IV dans N 
propri4S : 
Pour tout rang p sur X’ moiore par un entier N et tout mot f de X+ 
T,(a, N), on peut trouver : 
un entier s non nul, !wr entier j de l’intervalle [l, N], 
une phrase extraite &e f de la forme 
w = (u, fi, u,f2, l l 09 u, fq(s), u), 1+z+Q, juj#o, 
sur laquelle p est constant et de valeur j. 
Preuve. Voir [7]. Definition recursive de T,(a): 
Pour tout entier j de I’intervalle [ 1, N], on pose 
Vn, s EN, A;“)(s) = q(n l s), 
Vn EN, q(n) = S(hj”‘, t”). 
La fonction T,(Q) est definie par: 
T,(cu, N) = R(v, N). 
4.2 Phrases Im -regulitres et groupes caracthistiques 
On trouvera dans l’article cite [7] une definition formelle de la 
un demi-groupe. Nous nous limitons ici aux demi-groupes de 
= (+N de 
ve’rifiant la 
de longueur 
notion d’image sur 
matrices. 
IMnition 4.5. Soit *H un demi-groupe de matrices B coefficients dans un corps 
quelconque. Soit 
une phrase sur H. Nous dirons que w est une phrase Im-regulidre sur H si et 
seukment si tous les elements du demi-groupe ngendre par les matrices gi(1 s i s 
k) ont le meme espace vectoriel image. 
Dans la suite, nous ferons operer les matrices par produit B droite sur des 
vecteurs lignes. I1 est clair que le choix dual serait aussi possible. 
. (theoreme de la phrase Im-reguliere). Suit S un ensemble f’ini de 
trices carries de dimension finie N sur un corps commutatif Suit H le 
mi-groupe engendr& par S. 
Suit 68 = (Ctj)je[1,N] une famille de functions de 
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une phrase w extraite de v de la forme 
w = (gl, g29 ' l l 9 gaj('))Y 16 1 gi 1 S s pour tout i, 
tels que la phrase SW H 
obtenue en calculant chaque produit gi dans H soit Pm-reguliere, de rang j. 
ve. On utilise le Eemme 4.8 en prenant pour rang d’un mot g de s’ la 
dimension de l’espace vectoriel image de la matrice & obtenue en calculant dans H 
11: mot g. 
L)ans le resultat du Lemme 4.8, on pose alors pour tout i entier de l’intervalle 
11, kl: 
gi =fiU. 
Puisque le rang est constant et de valeur j sur la phrase 
;i cause du Lemma 4.8, on en deduit aisement que la phrase sur H 
est Im-reguliere, de rang j, et que l’image commune de tout produit des matrices gi 
est aussi celle de la matrice u’. 
Remarque 4.7. En d’xrtres termes, les matrices du semi-groupe ngcndr6 par les 
gi ont toutes mGme image et induisent sur cette image un automorphisme: elles 
appartiennent done 5 un meme Im-noyau N (cf. Definition 2.4). 
De plus, si l’on choisit un idempotent e qui ait pour image l’image de la matrice 
ti, on constate que e agit sur u’ par produit a droite comme l’identite, et agit de 
meme par produit B droite sur les gi. On en deduit que eNe engendre un groupe 
caracteristique, t que l’on ne change pas le produit 5 dans H des elements de. v, si 
on y substitue 5 chaque vi son image evie dans le groupe caractkistique: dr, N. 
Les hypotheses SW S et sont celles de la Proposition 4.6. Pour toute 
famille /3 = (@j)jEil,N1 de fonctions de dans IV, il existe une fonction L,(B) de 
dans ve’rifiant la condition suivante : 
Pour tout mot v de S+ de longueur au moins egale & L, (&I, N), on peut trouver : . 
un entier s Norm nul positif, un entier j de 1 ‘interval/e [ 1, Nj, 
une phrase w extraite de v de la forme 
card{gi : 1 s i =Z pi(s)} < s, 
tels que la phrase sur H, 
fi = (l&, g2, l l 09 i&J,@,) 
obtenue en cakulant dGns H chacun des produits gi, soit Im-r&@&e, de rang j. 
Preuve. Voir ‘[7]. Nous donnons la construction de L,(p). 
On d&nit une famille cy = (Q&~.NI de fonctions de N dans N en posant, pour 
tout entier s: 
q(s) == pi(+)), 
t - ts+’ 
r(S)=t+t2C”“+tS= , , -m. 
A. 
t . 
On pose enfin: 
L(& N) = T,(% N). 
Ce lemme traduit directement le’ resultat de la proposition precedente, et la 
remarque que nous y avons faite ooit etre reprise inchang&e pour le resultat 
pr6sent. 
Le lemme que nous venons d’enoncer oermet d’etablir le resultat suivant, qui 
d’aillews termine la preuve de ThCorbmi 2.7. 
Proposition 49. Soit H demi-groupe de matrices, de dimension IV, engendrtfpar au 
plus t e’le’ments. Supposons que pour tout rang j E [I, NJ il existe une mesure de la 
finitude pi pour les groupes caraetkistiques de rang j de H. Alors 1 ‘entier L, (/3) majore 
la largeur du demi-groupe H, 3 supposer qu’elle soit finie. 
Preuve. Soit un de t engendrant H. Soit u un mot de S+ de 
longueur L@). D’apr&s le Lemme 4.8, et en reprenant les memes notations, on 
peut trouver dans H deux matrices u et u’ telles que l’on ait: 
oti les gix apparti.ennent B un m6me lm-moyau JY de dimension i. Soit e un 
idempotent ayant ial msme image. Posons: 
Yi E [I, &(S)], e l gix l e = l?li. 
Les matrices mi sont dans le groupe caracteristique de JY. 
D’apres k Lemme 4.8, ce groupc est engendr6 par s elements, et par hypoth&e, 
son cardinal est done major6 par Bi(s). 11 est done clair que le produit 
l fii2 . = w m p,(s) 
es& 6gal ti un autre pro uit plus court des memes matrices, QU &entuel 
matrice identltk Or on a: 
Un algorithme calculant 203 
d’apr& la remarque suivant le Lemme 4.4. La matrice u, peut dons s’&rire comme 
produit d’we suite plus courte d’Mments de S, ce qui Gtablit le rdsultat cherchk. 
Pour conclure, r6sumons les equations rkursives fournissant le calcul de L,(P) 
0 a 
(W T,(a) = R(v, N), 
t - ts+l 
m= 1-t l 
vi(n) = R(pIn), t”), 
pi”)(t) = 1 + q(n l (2 - 1)). 
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