Bayesian inference via Markov Chain Monte Carlo (MCMC) sampling and sequential Monte Carlo (SMC) sampling are popular methods for uncertainty analysis in hydrological modelling. However, application of these methodologies can incur significant computational costs. This study investigated using model pre-emption for improving the computational efficiency of MCMC and SMC samplers in the context of hydrological modelling. The proposed pre-emption strategy facilitates early termination of low-likelihood simulations and results in reduction of unnecessary simulation time steps. The proposed approach is incorporated into two samplers and applied to the calibration of three rainfall-runoff models. Results show that overall pre-emption savings range from 5 to 21%.
INTRODUCTION
This paper focuses on improving the computational efficiency of calibration and uncertainty analysis -two essential components of model assessment, defined as the use of robust procedures to determine the suitability of a given model for a given purpose (Matott et al. ) . Investigations of uncertainty in hydrological modelling have emphasized the use of automatic calibration methods, which develop expressions for parameter uncertainty, ranging from simple Monte Carlo simulations such as GLUE (Beven & Binley ) to statistical approaches based on Bayesian inference (Box & Tiao ; Kuczera ) . and various 'informal' uncertainty-based calibration strategies, e.g., GLUE (Beven & Binley ) and DDS-AU (Tolson & Shoemaker ) . In contrast, this study investigated model pre-emption for use within formal likelihood functions embedded within the MCMC and SMC sampling algorithms. These pre-emption-enabled formal samplers were then applied to the calibration and uncertainty analysis of three rainfall-runoff models. To the best of our knowledge, such an implementation has not been considered in previous studies on the use of MCMC and SMC sampling in hydrological modelling.
METHODS
Model pre-emption was applied to two algorithms, i.e., an MCMC implementation known as differential evolution adaptive metropolis (DREAM) (Vrugt et al. ) and an SMC implementation described by Jeremiah et al. () and referred to herein as JSMC. DREAM runs multiple 
where
is a vector of residuals. Equation (1) assumes that errors are uncorrelated, but this is not a very realistic assumption in the context of hydrologic modelling.
One approach to account for auto-correlation is to use a first-order auto-regressive (AR) scheme for the error series
where ε 0 ¼ 0, ρ is the first-order correlation coefficient, and ν t is the remaining error prescribed to have a zero mean and constant variance σ 2 ν . The resulting joint posterior distribution of θ and ρ in this case would be
observed in both Equations (1) and (3) that the posterior density will monotonically decrease when residuals are incorporated time step by time step into the equations.
Since the posterior densities calculated with Equations (1) and (3) Pre-emption-enabled DREAM and JSMC sampling was applied to the calibration and uncertainty analysis of three different rainfall-runoff models. Table 1 provides summary information on these case studies and lists corresponding case study reference papers containing complete descriptions.
Model pre-emption
In deterministic model pre-emption (Razavi et al. ) , model performance (in terms of some monotonically degrading calibration objective function) is monitored during simulation, and a given simulation is terminated early if it is recognized to be so poor that it will not contribute to guiding the search strategy. In the present study, the DREAM and JSMC sampling algorithms were modified to support deterministic model pre-emption.
The first step in implementing pre-emption is to select an appropriate objective function. As noted previously, 
. Thus, the posterior density value of p(θ Ã jY) min ¼ Z × p(θ n jY) can be considered as the preemption threshold so long as the random number Z is generated 'prior' to evaluating a given candidate solution.
Algorithms can then determine, a priori, the minimum acceptable value of the candidate posterior density (p(θ Ã jY) min ) as the pre-emption threshold.
Defining a pre-emption-enabled version of DREAM and JSMC requires slight adjustment of the acceptance/rejection step in the Metropolis-Hastings algorithm, as illustrated in Figure 1 . When a given parameter set θ n is evaluated (box 1 in Figure 1 ), Z is generated and the pre-emption threshold for candidate θ Ã or p(θ Ã jY) min is identified (box 2).
At any time step (t) of the model simulation, the likelihood can be calculated as p t (θ Ã jY) and evaluated against p(θ Ã jY) min (boxes 3-6). If the evaluated density of any candidate solution becomes lower than p(θ Ã jY) min at any point through the simulation, it is pre-empted (box 7); otherwise, the evaluation of θ Ã terminates without any time saving (box 8). Note that a pre-empted candidate would never be accepted by the Metropolis-Hastings algorithm, even if the simulation had not been pre-empted. As such, the pre-emption strategy employed here is deterministic in that it has absolutely no influence, other than computational savings, on the behaviour of the algorithm.
For this study, pre-emption was implemented using a simple file-based hand-shaking mechanism between the MCMC or JSMC algorithm and the simulation model.
Prior to invoking a simulation run, the algorithm would write the calculated pre-emption threshold (p(θ Ã jY) min ) for that run to a file and the simulation model would read the value from the file as part of the model initialization process.
During simulation, the objective function was compared against this threshold each time the objective function was updated (e.g., after each time step). Violation of the threshold would then trigger the model to gracefully terminate the simulation.
Assuming computational cost is the same for all model time steps (i.e., the simulation model takes an identical amount of time during different time steps), the associated computational savings for a given application of DREAM or JSMC can be estimated as follows, according to Razavi
where S is the computation savings (in per cent), n is the total number of time steps in the calibration period, and n p is the number of time steps simulated before the simulation is terminated by pre-emption. Note that the preemption approach outlined in this section is applicable to any other MCMC or SMC samplers that utilize the Metropolis-Hastings acceptance/rejection approach for evaluating candidate moves.
RESULTS

Non-pre-emptive experiments
A 'standard' (i.e., non-pre-emptive) DREAM implementation was applied to three case studies, thereby establishing baseline computational costs for the algorithm. Preliminary investigation of model residuals indicated the standard Bayesian formulation of Equation (1) was sufficient for calibrating the HYMOD case study. Conversely, the AR-based formulation of Equation (3) A baseline set of non-pre-emptive JSMC sampling experiments were also applied to the three case studies. Although JSMC convergence and model residuals are treated differently, the same likelihood formulations as the DREAM experiments were used, and the same computational For the selected algorithms (i.e., DREAM and JSMC), most of the pre-emption savings occurred during the initial sampling or 'burn-in' period, defined as the period before the Gelman-Rubin metric indicates convergence. As the samplers converge, candidate parameter sets (θ Ã ) decreasingly differ from the current parameter sets (θ n ). This in turn increases the likelihood ratio acceptance criterion,
, and reduces the probability of pre-emption.
To quantify this behaviour, the DREAM pre-emption savings were separated into burn-in and post-burn-in periods, and the JSMC results were likewise divided into two halves. The results are shown in Table 2 . Table 2 are relatively low. However, unacceptable simulations were terminated much earlier during the burn-in period and there was considerable computational savings in this stage. Fairly similar pre-emption behaviour was observed for the JSMC sampler (lower panel in Figure 2 ).
Sensitivity of pre-emption savings to calibration period
The effectiveness of model pre-emption can be sensitive to the location of large storms within the calibration period (Razavi et al. ) . For example, inferior parameter sets will generally trigger early exceedance of the pre-emption threshold if major events happen early in the calibration period. However, pre-emption will not help as much if a major storm occurs at the end of a calibration period. This is because the simulation will need to cover most of the calibration period before a pre-emption judgement can be made.
As identified by Razavi et al. () , one approach to enhance efficiency gains due to pre-emption is to choose the calibration period such that the largest magnitude events/responses occur near the beginning of the calibration period.
To explore the sensitivity of model pre-emption to the calibration period, the HYMOD case study was calibrated using pre-emption-enabled DREAM considering four different years from the observation period. Results showed the pre-emption savings varied according to the selected calibration period, and in some cases considerable savings were achieved. Overall pre-emption savings in these experiments ranged from 8 to 35% during the entire simulation and 10 to 39% during the burn-in period.
DISCUSSION AND CONCLUSIONS
In view of the computational burden associated with samplers employed for Bayesian inference (e.g., DREAM or JSMC), a model pre-emption approach was investigated for saving computational time. The proposed approach (i.e., avoiding unnecessary simulations) yielded on average between 5 and 21% computational savings in the three selected case studies.
In one of the case studies, it was shown that savings could reach as high as 39% depending on the selected calibration period. The time savings were larger during the initial stage of sampling, and ranged from 8 to 39%. Such savings are considerable for simulation models that require several minutes or hours to complete. Moreover, the pre-emption savings varied according to the selected calibration period, and in some cases considerable savings were achieved. Implementing pre-emption did not change the calibration results compared to when calibrating without pre-emption. Moreover, implementation was straightforward and our approach is generally applicable to any samplers that utilize the Metropolis-Hastings acceptance/rejection approach for evaluating candidate moves in the search space.
The case study results presented here provide strong empirical evidence that a model pre-emption approach is a good choice for application to other case studies involving formal Bayesian calibration. Pre-emption will be most useful in calibration problems where it is very hard to find good solutions and a great deal of time is wasted fully evaluating bad solutions long after it is known that they will have no influence whatsoever on the sampling algorithm. 
