Motivated by linear Schrödinger equations with almost periodic potentials and phase transitions over almost periodic lattices, we introduce the so-called skew-product quasi-flows (SPQFs), which may admit both temporal and spatial discontinuity. In this paper we establish two basic theorems for SPQFs. One is an extension of the Bogoliubov-Krylov theorem for the existence of invariant Borel probability measures and the other is the uniform ergodic theorems. As applications, it will be shown that such a Schrödinger equation admits a welldefined rotation number.
Introduction and main results
This paper is motivated by the dynamics of linear Schrödinger equations with phase transitions    y + Q(t)y = 0 for t ∈ R \ , y(t i +) y (t i +) = A i y(t i −) y (t i −) at t i ∈ .
(1.1)
Here Q : R → R is an almost periodic potential, = {t i } i∈Z = {· · · < t −2 < t −1 < t 0 < t 1 < t 2 < · · ·} ⊂ R is an almost periodic lattice and A = {A i } i∈Z ⊂ SL(2, R) := P ∈ R 2×2 : det P = +1
is an almost periodic sequence of symplectic 2×2 matrices, which represents phase transitions over . For almost periodicity concerned, see section 3. These systems are used by Kronig and Penney [20] to describe the quantum effect in crystal lattices and are called generalized Kronig-Penney Hamiltonians by Niikuni [26, 27] . Systems (1.1) are the so-called impulsive systems [3] . As usual, a family {φ t } t∈T of mappings of a metric space X, where T is the space of time such as T = Z, Z + , R or R + , is called a flow if
• φ 0 = id X and φ t • φ s = φ t+s for t, s ∈ T , and • φ t (x) is jointly continuous in (t, x) ∈ T × X.
By considering (1.1) as a dynamical system, it is evident that the motion of (1.1) admits temporal discontinuity. Moreover, under translations of time t → t + s, system (1.1) is transformed to    y + Q s (t)y = 0 for t ∈ R \ s , y(t i +) y (t i +)
where Q s (t) := Q(t + s) for t ∈ R, s := {t i = t i − s} i∈Z .
(1.2) Thus, when the dynamics of (1.1) is considered, one will be involved in translations of both potentials and lattices. Moreover, the reduced dynamical system will admit not only temporal discontinuity, but also spatial discontinuity. See section 4.1. From such an observation, let us introduce the following notion.
Definition 1.1 ([33]).
Suppose that and X are compact metric spaces. Let {φ t } t∈T be a flow of in the classical sense. A family { t } t∈T of self-mappings of × X is called a skew-product quasi-flow (SPQF) with the base flow {φ t } t∈T if
(F 1 ) 0 = id ×X and t • s = t+s for all t, s ∈ T , (F 2 ) there holds • t = φ t • for all t ∈ T , where : × X → is the projection, (F 3 ) for each t ∈ T , t (ω, x) : × X → × X is Borel measurable in (ω, x), and (F 4 ) for each (ω, x) ∈ × X, t (ω, x) : T → × X is Borel measurable in t.
Different from the classical notion of topological dynamical systems, for SPQFs, the continuity of t (ω, x) in (t, ω, x) ∈ T × × X, or even in (ω, x) ∈ × X, is not assumed. SPQFs are also different from random dynamical systems [1] , which have measure-preserving flows on probability spaces as bases and are usually assumed to be continuous on fibres.
In the study of the dynamics of SPQFs from the point of view of ergodic theory, as in the case of measurable dynamical systems [15] , one basic problem is whether an SPQF admits some invariant Borel probability measures. As for classical continuous flows, the celebrated Bogoliubov-Krylov theorem [19, 25] has given an affirmative answer.
It can be verified that D t is a Borel set of × X. See lemma 2.2. One of the main results of this paper is the following extension of the Bogoliubov-Krylov theorem to SPQFs. Conditions (1.3) and (1.4) mean that the discontinuity of t on the product space × X is less, observed using the invariant measures of the base flow φ t . The proof of theorem 1.3 is still based on the Markov-Kakutani theorem, with a different choice of the convex set. It will be seen that theorem 1.3 is a complete extension of theorem 1.2. One can compare theorem 1.3 with the existence theorem of invariant probability measures for random dynamical systems [1, 23] . See remark 2.7.
In addition to the celebrated Birkhoff ergodic theorem for measure-preserving systems, if a topological dynamical system admits only one invariant Borel probability measure, one has also the so-called unique ergodic theorem for continuous observations [19, proposition 4.1.13] . In the study of linear Schrödinger equations with almost periodic potentials, Johnson and Moser [18] have given the following further extension. See also [15, 29] and [4] .
Theorem 1.4 (Johnson-Moser). Let {φ
t } t∈R be a flow on a compact metric space X. Suppose that h 0 ∈ C(X) satisfies
Then the following convergence is uniform in x ∈ X:
In section 2.2, we will formulate some measure-theoretical and topological hypotheses (H 1 ), (H 2 ) and (H 3 ) on the discontinuity sets D t to establish some uniform ergodic theorems for SPQFs. One form of these results is as follows. 
the following convergence is uniform in (ω, x) ∈ Y :
(1.6) Theorem 1.5 is also a complete extension of theorem 1.4, because for continuous { t }, hypotheses (H 1 )-(H 3 ) are trivially fulfilled.
In section 3, we will introduce almost periodic functions, sequences and lattices. The emphasis is on almost periodic lattices, which are introduced by Lenz and Stollmann [21] to study the Delone systems. The hulls of these objects and the base flows for systems (1.1) will be described.
As an application of theorems 1.3 and 1.5, we will study in section 4 the dynamics of systems (1.1) with a choice of A i ≡ R α for simplicity, where R α is the rigid rotation of angle α ∈ [−π, π). In this case, the motion of arguments of system (1.1) does induce an SPQF. See proposition 4.4. Then, after a careful examination on temporal and spatial discontinuity, it will be proved that the induced SPQF fulfils all hypotheses of theorem 1.5. See lemmas 4.5 and 4.6. Finally, following the general scheme in [18] , we will show in theorem 4.12 that such a system admits a well-defined rotation number α (Q, ) ∈ R. Moreover, an ergodic representation for rotation number α (Q, ) will be obtained in (4.31) . In conclusion, the rotation of these systems can be well described using our theorems.
Invariant measures and ergodic results for SPQFs

Invariant measures for SPQFs
We recall from [30, 31] 
Proof. Since Y is a compact metric space, one has a countable topological basis {O n : n ∈ N}. For any n, m ∈ N, define
In Let us recall some facts on weak * topologies.
Lemma 2.3 ([30], p 149). Let
Proof. This asserts that
The proof can be found in [31] . For completeness, we include it here.
Let U be an open subset of Y . We have
• denotes the interior of T −1 (U ). By the definition of continuity, we know
(by the openness of V 1 and lemma 2.3) = T * µ 0 (U ) (by (2.6)). By lemma 2.3 again, we know that
One proof for theorem 1.3 is based on the following fixed point theorem [7, p 465 ].
Theorem 2.5 (Markov-Kakutani).
Let X be a linear topological space. Suppose that K ⊂ X is a non-empty compact convex set and
Then there exists a point p ∈ K such that T (p) = p for all T ∈ F.
Denote by
T the set of invariant Borel probability measures of the base flow {φ t }. By the BogoliubovKrylov theorem (theorem 1.2), M inv (φ) = ∅. The invariant Borel probability measures of the SPQF { t } we are seeking are
Proof of theorem 1.3. Since : × X → X is from a compact space to a Hausdorff space, is a closed mapping. Furthermore, (2.
Note that assumption (1.4) is stronger than (1.3). In fact, one has always
following assumption (1.4). Let us take X = C( × X) * with the weak * topology w * . Then (X , w * ) is a linear topological space. Given t ∈ T , the push t * is well defined on M( × X). To apply the Markov-Kakutani theorem, let us choose the set
Thus t * (µ) ∈ K and the assertion is proved. Consider the following family of self-mappings of K:
It follows from lemma 2.4 that assumption (1.3) implies that each
is continuous. By lemma 2.1(i),
The commutativity of F follows simply from the corresponding property of the SPQF { t }. Now the Markov-Kakutani theorem asserts that M inv ( ) ∩ K = ∅.
Uniform ergodic theorems for SPQFs
To extend theorem 1.4 to the SPQF { t } t∈R on the compact space Y := × X with the base flow {φ t } t∈R on , let us introduce some hypotheses. The first one is the following measure-theoretical hypothesis 
Hypothesis (H 2 ) looks a little bit complicated. However, we will give some sufficient condition (H 3 ), which is an easily understood topological condition on discontinuity sets of { T }. See remark 2.10 below.
Note that, when { t } t∈R is a continuous skew-product flow, (H 1 ) and (H 2 ) are trivially fulfilled. Using (H 1 ) and (H 2 ), our extension of theorem 1.4 to SPQFs is as follows.
and (H 2 ). Then, for any h 0 ∈ C(Y ) with the property (1.5), one has the uniform convergence result (1.6).
Proof. The proof is along the line of theorem 1.4. Assume that (1.6) is false. Then there exist some ε 0 > 0 and
We assert that
To this end, for anyh ∈ C( ), define
From the Bogoliubov-Krylov process for construction of invariant measures for classical flows, convergence (2.12) implies that * µ 0 is {φ t }-invariant, proving (2.11). We assert that, for any τ ∈ R, one has
(2.13) By convergence (2.9) and lemma 2.4, in order to verify (2.13), it suffices to observe from (H 1 ) and (2.11) 
We assert that, for any τ ∈ R, one has
This is the precise meaning of the weak * convergence of (2.14). By (2.13) and (2.14), one has
a contradiction with assumption (1.5) on the function h 0 . 
t is discontinuous at x = 0 for all Borel probability measures µ ∈ M(X). This is equivalent to D t = ∅ for all t ∈ T , i.e. t (x) is continuous at all x ∈ X. (ii) In the theory of random dynamical systems { t } t∈T on × X [1, 17, 23] , the base is a probability space ( , B , P), while the base flow {φ t } is P-preserving. Moreover, when ω ∈ is fixed, the continuity of t (ω, x) in x ∈ X is assumed to obtain invariant probability measures for { t } t∈T . See [1, theorem 1.5.10]. However, in theorem 1.3, some discontinuity of t (ω, x) in (ω, x) or in x is allowed. (iii) For random dynamical systems, the main ergodic results are measure-theoretical and cannot yield the uniform convergence results like (1.6). In this sense, theorem 2.6 is completely new.
In the following we give a sufficient condition for (H 2 ) from the point of view of topology. To this end, let us recall a basic topological fact. 
Next we give a simple observation on base flows {φ t } t∈R .
Lemma 2.9. Suppose that {V k } k∈N is a sequence of open subsets of such that
Then, for any ω ∈ and any finite interval I ⊂ R, by denoting 
Here I S is the indicator function of a set S. For any t ∈ I fixed, due to assumption (2.16) on {V k }, we assert that there must be some k t ∈ N such that 
Now we can give a topological hypothesis (H
3 ) for SPQF { t }. Given τ ∈ R, there exists a sequence {W k = W τ k } k∈N of closed subsets of Y = × X such that W 1 ⊂ W 2 ⊂ · · · ⊂ W k ⊂ · · · , k∈N W k = Y, τ | W k ∈ C(W k , Y ), k ∈ N. (H 3 ) In case τ : Y → Y is
Proof. Let us fix
Since g k ∈ C(Y ), we have from the representation result (2.7)
We first consider spatial integrals of (2.21). Given (ω,x) ∈ Y , due to the first two conditions on {W k } in (H 3 ), arguing as in the proof of lemma 2.9, one has some kω ,
By the LDCT, we obtain
Now we consider temporal integrals of (2.21). For any k ∈ N, denote
For integrals J k , by the definition of A k and the first two conditions of (H 3 ), one has
Applying the LDCT to J k , we obtain
For integrals L k , let us notice that 
Finally, combining results (2.21)-(2.25), we conclude
As τ ∈ R and h ∈ C(Y ) are arbitrary, we have verified hypothesis (H 2 ).
As a corollary of theorem 2.6 and lemma 2.11, we have the uniform ergodic theorem 1.5 for SPQFs, which is a complete generalization of theorem 1.4.
Almost periodicity and hulls
Almost periodic functions, sequences and lattices
Almost periodic functions and sequences are well-known concepts. For completeness, we give a brief introduction. Denote by UC b the space of all bounded, uniformly continuous functions from R to R, endowed with the uniform norm · ∞ . Then (U C b , · ∞ ) is a Banach space. 1 ([13, 14, 28]) . We say that a function Q ∈ UC b is almost periodic, if for any ε > 0, the set of ε-periods of Q
is relatively dense in R, i.e. there exists some l ε > 0 such that
The space of all almost periodic functions is denoted by C ap . It is well known that C ap is a closed subspace of (U C b , · ∞ ). Another equivalent definition for almost periodic functions is as follows. For Q ∈ UC b and τ ∈ R, define the shift by
This gives a dynamical system in UC b .
Lemma 3.2 ([14]
). Let Q ∈ UC b . Then Q is almost periodic iff the hull of Q, defined by
is a compact subset of (U C b , · ∞ ).
Let (X, · ) be a Banach space. Denote by l ∞ (X) := U = {u i } i∈Z : u i ∈ X and U ∞ := sup i∈Z u i < ∞ the space of bounded bi-sequences of X. Then (l ∞ (X), · ∞ ) is a Banach space.
Definition 3.3 ([13]).
We say that a sequence U = {u i } i∈Z ∈ l ∞ (X) is almost periodic, if for any ε > 0, the set of ε-periods of U P(U, ε) := p ∈ Z : {u i+p } − {u i } ∞ < ε is relatively dense in Z.
In case X = (R, |·|), definition 3.3 gives almost periodic (real) sequences. Almost periodic sequences are the discrete analogues of almost periodic functions [13] . In case X = R 2×2 , definition 3.3 can give almost periodic sequences of matrixes.
To describe the Delone dynamical systems, Lenz and Stollmann [21] have introduced the notion of almost periodic lattices in R d . For the one-dimensional case, we will give a simple description. By a lattice = {t i } i∈Z of the real line, we mean a real sequence satisfying
Two lattices = {t i } andˆ = {t i } are the same if =ˆ as subsets of R, i.e. there exists
Denote by L = L R the set of all lattices of R. It can be meterizable using
Note that d is essentially the same as the 'Hausdorff metric' [6] by considering ∈ L as closed subsets of R.
For t ∈ R, define the spatial translation of lattices
Then {φ t } t∈R is a topological dynamical system on L. In fact, it is isometric:
Definition 3.4. We say that a lattice = {t i } i∈Z ∈ L is periodic if there exists T = 0, called a period, such that · T = . This is the same as the case where there exists an additional non-zero integer n so that t i+n = t i + T for all i ∈ Z.
Note that the lattice space (L, d) is not complete. However, for any given 0 < m M < ∞, the set
) is a complete space [33] . Trivially,
Because of these, one has another equivalent characterization for convergence in (L m,M , d) .
Almost periodic lattices can be defined in three ways, which are mutually equivalent.
We say that is almost periodic, if one of the following is true:
• for any ε > 0, P( , ε) := {τ ∈ R : d( · τ, ) < ε} is relatively dense in R, • the hull of , defined by
Denote by L m,M,ap and L ap the sets of all almost periodic lattices in L m,M and in L respectively. One has
Example 3.7. Let U = {u i } i∈Z be an almost periodic sequence in R. Then m U := inf i∈Z u i = inf i∈Z (u i − u i−1 ) exists and is non-positive. For a > −m U 0, define
One has inf i∈Z (ai + u i ) = a + m U > 0 and sup i∈Z (ai + u i ) < +∞. Hence a ∈ L. We assert that
To this end, let ε > 0 and p ∈ P(U, ε), i.e. sup i∈Z |u i+p − u i | < ε. Note that a · (ap) = {ai − ap + u i } i∈Z . By a shift p for i, a · (ap) is the same as the following lattice:
From the definition of the metric d for lattices, we have
That is, {ap : p ∈ P(U, ε)} ⊂ P( a , ε). Since P(U, ε) is relatively dense in Z, P( a , ε) is relatively dense in R. Hence a ∈ L ap .
Hulls and base flows
In order to motivate the joint hull for (Q, ) ∈ C ap × L ap , let us give some properties on the hulls E , defined by (3.4), for almost periodic lattices
By (3.2), for any n, m ∈ N, one has
exists. We assert that the limit γ * of (3.6) depends on γ i in (3.5) only, not on sequences {τ i n } for which (3.5) holds. To this end, suppose that
Then one has the limit
Because of such an independence, the limit γ * of (3.6) is defined as the product of
Similarly, for γ 1 ∈ E as in (3.5), the following inverse is also well defined:
Proof. We have proved that (E , • , −1 ) is a compact Abelian group with the identity ∈ E . One needs to prove that both the product • and the inverse −1 are continuous. Suppose that γ i are as in (3.9). By setting τ = −τ 1 n , it follows from (3.1) that
∀ n ∈ N.
By letting n → ∞, we obtain
Then, for γ i ,γ i ∈ E , one has
This proves the continuity of the product
Letting n → ∞, we obtain
Hence the inverse
Suggested by (1.2), let us introduce the joint hulls for pairs in C ap × L ap .
Obviously,
We can equip E Q, with a group structure using
These are well defined, i.e. the limits in (3.11) and (3.12) do exist and are independent of the choice of τ i n as long as (3.13) holds. Like lemma 3.8, it can be verified that the product (3.11) and the inverse (3.12) are continuous in the metric d of (3.10).
Lemma 3.10. Let (Q, ) ∈ C ap × L ap . With the above product and the inverse, the hull (E Q, , d) is a compact Abelian topological group. In particular, E Q, admits the Haar measure ν = ν Q, ∈ M(E Q, ).
Recall that the Haar measure ν ∈ M(E Q, ) is the unique Borel probability measure of E Q, such that ν possesses the following invariance:
It is easy to verify that {ϕ t } t∈R is a classical flow on E Q, . We have the following results. Proof.
. By the compactness of E Q, , we have E q,γ ⊆ E Q, . On the other hand, suppose that there exists a sequence {t n } n∈N ⊂ R such that (Q · t n , · t n ) → (q, γ ) ∈ E Q, . Then, by reversing times, we have (q · (−t n ), γ · (−t n )) → (Q, ). Thus (Q, ) ∈ E q,γ . Arguing as before, one has E Q, ⊆ E q,γ .
(ii) The flow {ϕ t } t∈R of (3.15) can be rewritten as group translations
In particular, the Haar measure ν = ν Q, is {ϕ t }-invariant.
. Thusν satisfies (3.14) . By the uniqueness of the Haar measure,ν is necessarily ν Q, .
Applications to Schrödinger equations with phase transitions
Induced SPQFs
Let (Q, ) = (Q, {t i } i∈Z ) ∈ C ap × L ap be given. We are going to study the dynamics of system (1.1). For definiteness, solutions of (1.1) are always understood to be right-continuous in time t ∈ R, i.e
. (y(t+), y (t+)) ≡ (y(t), y (t)). In this sense, y(t) and y (t) are well defined on R.
Since system (1.1) has the degree 1 of freedom, the dynamics is described by the asymptotical behaviour of
where y(t) is any non-zero solution of (1.1). Note that the function in (4.1) is well defined. However, due to phase transitions caused by A = {A i } i∈Z , the evolution of arguments in (4.2) is understood to be continuous in each interval (t i , t i+1 ) and
for all i ∈ Z. See [26, 27] . With such a restriction, arg(y (t) + √ −1 y(t)) is well defined on R. In this paper, we consider a special case of transitions A i . That is, all A i are the same rigid rotation R α , where α ∈ [−π, π). Hence we consider the following system:
where (Q, ) ∈ C ap × L ap . In the polar coordinates y = r sin θ, y = r cos θ , arguments θ(t) of system (4.4) satisfy
Since α ∈ [−π, π), the jumps for θ(t) in (4.5) fulfil requirement (4.3). As in [18] , we embed (4.5) into a family of equations
where (q, γ ) runs over E Q, . Let us use θ α (t; q, γ, ϑ) ∈ R to denote the unique solution of (4.6) with the initial value θ α (0; q, γ, ϑ) = ϑ ∈ R. Note that in any finite interval of t, θ α (t; q, γ, ϑ) is composed of at most finitely many segments of solutions of the following nonlinear ODE:
Lemma 4.1.
(i) One has
Proof.
(i) Result (4.8) follows from the 2π-periodicity of equation (4.6) in θ ∈ R.
(ii) This can be obtained from the corresponding result for ODE (4.7).
By lemma 4.1, the equations in (4.6) can be considered on the circle S 2π := R/2π Z. Let
for t ∈ R and (q, γ, ϑ) ∈ Y . When α = 0, { t α } is the same as the classical skew-product flow on the compact space E Q × S 2π because the factor γ is useless in this case. For general
Moreover, even when t is fixed, 
(4.14)
Proof. W.l.o.g., assume that τ > 0. Note that for any given
. By lemma 3.5, when n 1, 0 ∈ γ n and τ ∈ γ n . Moreover, as n → ∞, points of γ n ∩ (0, τ ) tend to the corresponding ones of γ 0 ∩ (0, τ ), i.e. the jumps of θ α (t; q n , γ n , ϑ n ) for t in (0, τ ) are near those of θ α (t; q 0 , γ 0 , ϑ 0 ). Now the continuity can be easily deduced from the result for ODEs.
(ii) Suppose that (q, γ, ϑ) ∈ Y 0 \ Y τ . From system (4.6), it is easy to see that
For definiteness, let us assume that 0 < α < π. By lemma 4.1(ii), we have
. These have proved the first inclusion of (4.11). Combining with (i), we obtain (4.11). (iii) Let us consider the restricted mapping (4.12). Suppose that (q n , γ n , ϑ n )
As in the proof of (i), one sees that points of γ n ∩ (0, τ ) tend to the corresponding ones of γ 0 ∩ (0, τ ). The continuity result lim n→∞ τ α (q n , γ n , ϑ n ) = τ α (q 0 , γ 0 , ϑ 0 ) for the mapping (4.12) can also be obtained from the result for ODEs because τ ∈ γ n for all n ∈ Z + . Similarly, the restricted mapping (4.13) is continuous. For the restricted mapping (4.14), the continuity can be obtained by a similar argument because {0, τ } ⊂ γ n for all n ∈ Z + .
Lemma 4.3. Let
iff ∈ L ap is periodic and τ is a period of . Conversely, one has D τ α = ∅, if, either ∈ L ap is not periodic, or ∈ L ap is periodic and τ is not a period of .
Proof. Note that condition (4.16) is the same as
and there corresponds to a unique 
It is easy to see that W 0 = ∅. The continuity results of lemma 4.2 are as in figure 1 . 
, where 
Verification of the hypotheses
Rotation number and its ergodic representation
Let (Q, ) ∈ C ap × L ap and α ∈ [−π, π) be fixed. Define a continuous function 19) which is independent of γ . By equation (4.6), solutions θ α (t; q, γ, ϑ) satisfy
Due to the jumps in system (4.6), we obtain
Note that the left-hand side is understood in R, while on the right-hand side,
At first we consider the ergodic limit (4.20) . In order to apply theorem 2.6, we need to derive an observation function h 0 satisfying (1.5). Preliminarily, let us introduce Proof. The proof is along the line in [18] . See also [12] .
Step 1. For any µ ∈ M inv ( α ), the Birkhoff ergodic theorem asserts that (i)
Step 2. Let ν be the Haar measure on E Q, . Since
As ν is the unique ergodic measure of {ϕ t }, one has some E µ ⊂ E 0 such that ν(E µ ) = 1 and F * (q, γ ) is constant on E µ . By (4.24), this constant must be ρ µ . That is,
From the proof of the Birkhoff ergodic theorem, normally speaking, E µ depends on the invariant measure µ we are considering. For the present problem, we assert that ρ µ in (4.24) and (4.25) is independent of invariant measures µ ∈ M inv ( α ). To this end, for another measure µ ∈ M inv ( α ), one has also some E µ ∈ B(E Q, ) such that ν(E µ ) = 1. Since ν(E µ ∩ E µ ) = 1, one knows that E µ ∩ E µ = ∅. Taking any (q, γ, ϑ) ∈ (E µ ∩ E µ ) × S 2π , it follows from (4.25) that ρ µ = ρ µ because the left-hand side of (4.25) is independent of measures.
Step 3. By step 2, define
Then the function
Thus the SPQF { t α } and the function h 0 fulfil all requirements of theorem 1.5. Hence, as t → +∞, 1
The lemma is proved.
Next we consider limit (4.21).
Lemma 4.9. There exists a constant, denoted by [ ], such that (4.21) is convergent to
Step 1. Since ∈ L ap , let us assume that 
Suggested by the last expression of (4.21), let us introduce a discrete dynamical system
Note that {φ k } k∈Z is a classical dynamical system. Define an observation function
Note that F 0 has spatial discontinuity. Since
limit (4.21) can be written as a (discrete) ergodic limit
Step 2. 
Step 3. Let us fix some γ * ∈ E so that (4.29) holds. Take an N 0 ∈ N so that 1/N 0 < m/2. For any γ ∈ E = E γ * , there exists a sequence Remark 4.11. Note that, in general, the system {φ k } k∈Z of (4.26) is not uniquely ergodic. For example, in case is a 1-periodic lattice, one hasφ k = id E for all k ∈ Z. Moreover, F 0 : (E , d) → R is not continuous when is not 1-periodic. Hence the uniform convergence for (4.28) cannot be deduced directly from theorem 1.4.
Finally we have the following results for the argument evolution of systems (4.4). for all µ ∈ M inv ( α ), µ 0 ∈ M inv (φ), where F and F 0 are as in (4.19) and (4.27) , and {φ k } is as in (4.26) .
Proof. By exploiting (4.20) and (4.21), the uniform convergence (4.30) follows immediately from lemmas 4.8 and 4.9. In fact, from the proofs of lemmas 4.8 and 4.9, one can apply the Birkhoff ergodic theorem to obtain
Thus one has (4.31). Example 4.15. We give an illustrating example. Note that Q(t) := 1 + sin t + sin √ 2 t ∈ C ap , a := {i + a sin i} i∈Z ∈ L ap , where |a| < A 0 := 1/(2 sin(1/2)) ≈ 1.0429. See example 3.7. Rotation numbers α (Q, a ) are well defined for all α ∈ [−π, π) and a ∈ (−A 0 , A 0 ). When a is fixed, α (Q, a ) is non-decreasing in α ∈ [−π, π). The numerical simulation for α (Q, a ) is as in figure 2 . It seems that one has the phase-locking for α (Q, a ) by considering α as a parameter.
We end the paper with some remarks. Theorem 4.12 has extended many works on rotation numbers of linear Schrödinger equations with/without phase transitions, including those in [18, 26, 27, 32] . In a recent paper [22] , for certain classes of linear Hamiltonian systems with phase transitions, a discretization approach based on the discrete version of theorem 1.4 has been developed.
Note that theorem 4.12 has given a complete description on the argument evolution (4.2) for solutions of systems (4.4) . It is also important to give a description on the evolution (4.1) which will lead to the notion of Lyapunov exponents [4, 5, [9] [10] [11] 24] . Once this has been established, it will be an interesting problem to understand the spectrum, as in [2, 8, 16] for linear Schrödinger equations without phase transitions and in [26, 27] for linear Schrödinger equations with periodic potentials and periodic phase transitions.
