Global calibration of multi-vision sensors in the railway fields is easily affected by on-site complex environments, such as lighting and self-occlusion, which makes it difficult for existing methods to achieve high-accuracy calibration. In this paper, a high-accuracy and flexible calibration method of multi-vision sensors in the outdoor railway fields based on flexible and optimal 3D data field through the combination of articular arm and metal target embedded with luminescent LEDs is proposed. Firstly, a high-accuracy and flexible 3D data field with multiple angles and views is constructed by the articular arm and the metal target rapidly; Secondly, the high-frequency multi-exposure imaging mode and multi-scale image feature points extraction are adopted, and the high-accuracy reposition is achieved through Kalman filter, which can reduce the impact of image noise efficiently; Finally, the RANSAC method is utilized to optimize the 3D data field, forming the optimal 3D data field, and the optimal target chains corresponding to each group of cameras are established. The maximum likelihood solution of global parameters is solved by nonlinear optimization. Simulation experiments verify the feasibility of the proposed method. Meanwhile, physical experiment results show this method can reduce the outdoor environment impact and improve the calibration and measurement precision effectively. In addition, the computational efficiency of the proposed method is about 11.2 times than multi-images averaging method, the calibration and measurement accuracy improve about 20 and 2.9 times respectively, which is suitable for the high-accuracy and flexible global calibration in the complex railway environment.
I. INTRODUCTION
On-site multi-vision sensors with the characteristics of noncontact, high accuracy and large measurement space have been widely utilized in 3D precision measurement and defect detection fields [1] - [5] . Where the global calibration accuracy of on-site multi-vision sensors determines the measurement accuracy directly. However, in the railway line, multi-vision sensors are easily affected by outdoor complex environments and self-occlusion, making it difficult for existing methods to achieve high-accuracy calibration, which restricts the measurement accuracy seriously. (1) The environments in the railway site are complex and diverse. Outdoor high reflection, dark in night, damp, dust etc. make it impossible to achieve clear images of optical instrument. Moreover, the shelter equipment (such as tents) is not allowed The associate editor coordinating the review of this manuscript and approving it for publication was Feng Shao . on the railway site to ensure imaging quality, and the calibration time provided is also relatively short; (2) The railway field sensors are designed in compact form for protection, and the vision sensors have narrow visual space, which can easily lead to self-occlusion in calibration. Large 3D targets cannot guarantee valid imaging quality for each camera at the same time. Conventional large-scale and high-accuracy measurement equipment, such as laser tracker, whose laser rays are straight lines, shielded by the on-site vision sensors without common field of view (FOV) easily. In addition, the on-site measurement is affected by the measurement errors of the switching equipment inevitably. For example, the unavoidable and indistinguishable measurement errors caused by the manual replacement of target balls on the site affect the calibration accuracy seriously. Large 3D targets are large volume, high cost, poor accuracy and insufficient generality. The existing laser tracker, double-theodolite etc. are mostly applied indoors, but the complex factors such as VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ lighting, atmospheric turbulence and vibration decline the measurement accuracy, which is blocked by sensor itself and not suitable for outdoor calibration. The calibration precision of total station is insufficient. The calibration method based on rigid bar combined with small targets is easily limited by camera FOVs and straightness of rigid bar, which is affected by vibration and deformation when moving on the site. It owns low calibration precision and is not suitable for railway field calibration. Therefore, it has become an urgent problem to study a high-accuracy and flexible global calibration method for on-site multi-vision sensors, which is suitable for outdoor and is not affected by the complex environment, FOVs and occlusion. At present, global calibration methods can be divided into five categories, including calibration based on high-accuracy measurement equipment, calibration based on rigid or combined targets, calibration through large control field, optical path reflection assisted calibration and calibration based on target combined with laser etc. Among them, the calibration methods based on high-accuracy measurement equipment [6] - [9] need theodolite, laser rangefinder and CMM, which are high cost and poor universality and cannot meet the requirements of high-accuracy calibration in the railway fields. In order to improve the calibration efficiency, some scholars proposed the calibration methods based on rigid or combined targets. Where the 3D targets [10] , [11] and 2D targets [12] are mainly used in high-accuracy calibration in industrial field, but their calibration accuracy is not high due to limitations of camera FOVs and targets integrated precision. One-dimensional targets [13] , [14] have also been applied in binocular calibration (with or without common FOVs) for their flexible placement and non-occlusion. Parallel line targets [15] can achieve no common FOV calibration, which is increasingly applied in the calibration of large-space vision sensors, such as traffic monitoring vision sensors. Spherical targets [16] can be observed from multiple perspectives, but its contour is easily interfered by image noise and background, so it cannot meet the requirements of high-accuracy calibration. Liu et al. [17] and Yang et al. [18] proposed a calibration method based on combined two small targets. Due to its rigid connection, it is difficult to generate clear imaging of targets at the same time, which would also cause large calibration error. To ensure the calibration precision, some scholars put forward large-scale control field calibration [19] - [21] . By attaching reflective feature points in the FOV of calibrated camera, the 3D coordinates of feature points are measured by mobile vision to build the 3D field. Each camera measures part of feature points and realizes the global unification finally. However, these methods require high precision photogrammetry equipment, which owns poor flexibility and serious time consumption, which is not suitable for railway field calibration. For the purpose of overcoming the shortcomings of narrow FOVs and occlusion, the planar reflector [22] - [24] is adopted to enlarge camera FOVs. These methods require installing reflector, which has poor flexibility and affects the calibration accuracy. It is also not suitable for outdoor calibration quickly. Recently, studies have been carried out on the calibration of vision measurement systems in complex lighting environments. They combine targets and lasers with the same wavelength filters to form new spatial targets, so that structured-light or binocular vision system can be calibrated without removing filters and can reduce the outdoor lighting interference. Liu et al. [25] proposed a method based on double-parallel planes with known distance, combining with point laser and multiple image integration for binocular system calibration. While the target is large volume and inconvenient placement. Liu et al. [26] proposed a calibration method when camera equipped with filters by double-cylinder and auxiliary laser. Nevertheless, the size of double cylinder is limited and the elliptical stripe is easily affected by the size of cylinder and background, which is not suitable for large space calibration. In summary, the existing calibration methods are easily affected by on-site cameras FOVs, imaging angle and lighting etc., which cannot achieve large space, high-accuracy and flexible calibration.
Accordingly, there are two kinds feature points extraction methods. One is edge fitting method [27] - [30] , which extracts the spot image edge firstly and then determines the spot center through edge fitting. The common methods include moment-based [28] , circle [29] and ellipse fitting [30] methods, etc. This kind of method is suitable for extracting the spot image with regular edge. But the size of the spot is generally small and irregular, it is impossible to locate the center of the spot image with high precision. The other is surface fitting method. This method locates the center of the spot image by fitting the gray of the spot image, including gray-gravity, Gaussian fitting and Hessian matrix [31] methods. The center extraction accuracy of gray-gravity is easily affected by image noise. Gaussian fitting requires the gray-scale of the spot satisfy Gaussian distribution. However, in practice, the spot image is affected by various conditions and may not approximate Gaussian, resulting in low center extraction accuracy. Although Hessian matrix method can obtain high accuracy of center extraction, it needs to select the corresponding image size of the spot image and cannot complete high-accuracy extraction of the spot image with different sizes in the same image simultaneously. In general, image noise can be regarded as white Gaussian noise, so it can be implemented by adding and averaging multiple images to synthesize a new image, so as to reduce the impact of image noise.
Compared with the optical equipment, the articular arm has the advantages of flexibility, high-accuracy and unrestricted space, which can construct a flexible 3D data field with no-straight line, no-plane, large depth etc. Combined with the metal luminescent LEDs target, the articular arm can construct the flexible and high-accuracy 3D calibration field quickly, especially suitable for on-site high-accuracy calibration of multiple vision sensors without common FOVs. Therefore, this paper proposes a high-accuracy and flexible calibration method for multi-vision sensors in railway field based on articular arm and metal luminescent LEDs target, which is less affected by on-site environments and sensors self-occlusion. Firstly, a high-accuracy and flexible 3D data field with multiple FOVs and degree of freedom (DOF) is constructed by the articular arm and metal target rapidly. Secondly, the high-frequency multi-exposure imaging mode (HFME) and adaptive multi-scale image feature points extraction are adopted, and the high-accuracy reposition of feature points is achieved by Kalman filter to reduce the impact of image noise on feature point extraction. Finally, the RANSAC method is used to optimize the 3D data field, forming the optimal 3D data field and the optimal target chains corresponding to each group of cameras. The maximum likelihood solution of global parameters is solved through nonlinear optimization. By applying this method to the online wheelset size measurement system in the railway, physical experiments verify it can reduce the outdoor environment impact on the calibration and improve the system calibration and measurement precision effectively, which is suitable for outdoor high-accuracy global calibration. The contributions of this paper are as follows,
(1) A high-accuracy and flexible 3D data field with multiple FOVs and DOFs is constructed by articular arm and metal target rapidly. Compared with large-scale measurement equipment, the 3D data field has diverse DOFs and wide coverage area, which is suitable for outdoor limited space especially. On the one hand, the metal LEDs targets can reduce the impact of outdoor environment and ensure the imaging quality; On the other hand, the 3D data field can cover the FOVs of vision sensors and make the target not sheltered by sensor self-occlusion.
(2) The 3D data field is optimized through RANSAC method to establish the flexible, optimal and high-accuracy 3D data field, and draws the corresponding optimal target chains between each group of calibrated cameras. It can reduce the unavoidable and unidentifiable measurement errors and improve the calibration accuracy.
(3) The HFME and the self-adaptive multi-scale extraction of feature points are adopted, and the high-accuracy reposition of feature points is realized by Kalman filter, which reduces the impact of image noise on feature point extraction and improve the calibration accuracy between camera and target significantly.
The remainder of this paper is organized as follows. Section II mainly describes the principal theories, including camera imaging model, image feature points location, global calibration and multi-sensor flexible calibration. Simulation experiment and application in railway fields are provided in section III and IV respectively. Finally, the conclusion is drawn in section V.
II. PRINCIPAL THEORIES
Due to the irregular structure of the measured object, the FOVs of on-site cameras are various. a binocular vision sensor in small common FOV, such as parallel binocular, where the cameras have a large measurement and calibration uncertainty; In (c), the two cameras have no common FOV and are mostly used to measure large objects with complex morphologies.
Therefore, the feasible irregular-shape targets or large 3D measurement instruments can be used to calibrate the external parameters advisably. The existing methods are mostly applicable to indoor, while the calibration methods appropriate for the railway fields and complex on-site environments are rarely reported.
A. CAMERA IMAGING MODEL
Without loss of generality, let o c x c y c z c be the camera coordinate system (CCS), o c u c v c be the image coordinate system (ICS), and o t x t y t z t be the target coordinate system (TCS). Fig. 2 shows the camera perspective imaging model of the plane target. Target feature points propagate along straight lines, following the pinhole imaging model, passing through lens distortion, and reach the image plan. Let p = [u, v, 1] T be the image feature points without distortion, whose unit is pixel. p n = [x n , y n , 1] T is the normalized image coordinates and the unit is mm. q = [x, y, z, 1] T is the feature point in TCS. According to the camera imaging model, target point q and its corresponding image point p can be expressed as,
where ρ is non-zero coefficient and
the perspective projection matrix. u 0 and v 0 are the principal point, f x and f y are scale coefficients in u and v directions respectively, γ is the inclination factor of two axes. R = [ r 1 r 2 r 3 ] 3×3 and t are the rotation matrix and translation vector between TCS to CCS respectively. Let
T be the homogeneous coordinates of distorted image points, the lens distortion model can be expressed as,
where r = x 2 n + y 2 n , k 1 and k 2 are two order radial distortion coefficients.
B. ANALYSIS OF IMAGE FEARURE POINTS LOCATION
The ideal feature point satisfies 2D Gaussian distribution, but the complex lighting in the railway fields and the diverse imaging angles of targets lead to various image conditions. As shown in Fig. 3 , there are different types of spot images. The first row is the gray distribution of feature point and the second row is the 3D distribution of corresponding gray information. Where (a) is the ideal image, and its gray information satisfies 2D Gaussian distribution; (b) is an overexposure image, whose gray information satisfies truncated Gaussian distribution; (c) and (d) are uneven and irregular distribution of images, and their gray information are irregular shapes; (e) is an image where the light spot is too dark, and its grayscale distribution is smooth. For (a), the energy center is the image center, and it has the invariance of perspective projection. However, the energy center of (b) is not calculated accurately, resulting in position errors. Similarly, this kind of situation often occurs in (c), (d) and (e). Importantly, image noise in outdoor will also induce position deviation. Therefore, how to accurately extract the center coordinates of feature points becomes the primary issue to be solved. is obtained when the determinant of Hessian matrix achieves local maximum, and eigenvalues λ 1 , λ 2 are equal and less than 0. Let H (u, v) be,
where r uu , r uv , r vv are the second partial derivatives of image, which is obtained by convoluting I (u, v) with second derivatives g uu , g uv and g vv . In [32] , it is necessary to determine the optimal Gaussian kernel in (3) artificially according to the image size to ensure the position accuracy. However, the actual image is superimposed by unavoidable noise, so the precise radius of the spot cannot be obtained accurately.
In this paper, the coordinate normalization C is established to search the optimal scale,
where σ = r/ √ 2, r is the radius of spot. According to the spatial distribution of C, the center point of C(u, v) is greater than 0 and reaches the local maximum. In order to improve the position accuracy, the optimal radius of the spot is determined by selecting the maximum of C(u, v) w.r.t different σ . The feature point center corresponding to different σ is shown in Fig. 4 . Left is C curve and right are the center extraction results w.r.t different σ , where the red crosses represent the extracted center points, red squares and green squares are Gaussian and convolution kernels respectively. Obviously, only if σ = 9, the corresponding value of C reaches the maximum, then σ = 9 is the optimal scale.
Let p 0 = (u 0 , v 0 ) T as the spot center, and the sub-pixel aŝ
The gray of (u 0 , v 0 ) satisfies Gaussian distribution and the neighbor (u 0 +s, v 0 +t) can be expressed by the second-order Taylor expansion,
where r u and r v are the first derivatives of r(u, v) at (u 0 , v 0 ) respectively. The first derivative of (5) w.r.t s, t at the vertex is 0. We can draw,
According to (6) , the sub-pixel coordinates of the feature point is calculated.
2) DYNAMIC RE-POSITION BASED ON KALMAN FILTER
In [32] , the image noise can be obtained and satisfies Gaussian distribution. In the on-site calibration, the target is fixed in the front of camera, and HFME is used to collect many images in short time. Generally, conventional methods can reduce the influence of image noise by multi-images averaging (MA), where many images are added and the averaged image is utilized for feature extraction. According to the characteristics of image noise, the high-accuracy dynamic re-position based on Kalman filter [33] (DRKF) is introduced. The Kalman filter is used to estimate the optimal position of the feature point,
In (7), X (k|k − 1) is the predicted result by previous state and X (k − 1|k − 1) is the optimal result of the previous state, U (k) is the control quantity of the current state, if there is no control quantity, it can be 0. The covariance update is,
where P(k|k − 1) is the corresponding covariance matrix of X (k|k − 1), P(k − 1|k − 1) is the corresponding covariance matrix of X (k − 1|k − 1), A represents the transpose matrix A, Q is the covariance of the system process. (7) and (8) are the prediction of the reposition. By combining X (k|k − 1) and measured values, the optimal estimation value of can be obtained,
where K g is the Kalman gain,
X (k|k) has been obtained and the covariance in the k state is updated,
where I is identity matrix. According to the position characteristic of feature points, we take A = 1 0 0 1 , H = 1 0 0 1 ,
the DRKF is completed. In order to prove the effective of DRKF, 100 feature point extraction experiments were carried out independently, and the position deviations of three methods were considered, including direct extraction (DE), DRKF and MA. The Gaussian white noise (variance 50/255) was added to image.
The errors of feature points corresponding to each method were calculated and shown in Fig. 5. (a) is the distribution of center point, (b) and (c) are position deviation in u and v components respectively. As shown in Fig. 5 (b) (c) , the extraction accuracy of DE is impacted by image noises and the deviation fluctuates greatly. However, the extraction errors are reduced by DRKF and MA significantly.
The statistics of position error corresponding to different methods are shown in Fig. 6. (a) indicates the extraction accuracy of DRKF and MA are equal, about 7 times than DE. However, there is much difference of time consumption in (b). The time of MA increases linearly with the increase of the number of images, while DRKF has no obvious changes. It is because MA smooths image noise by means of multi-image accumulation, which require a large amount of computation time. However, DRKF can utilize Kalman Filter model to correct the position deviation caused by image Gaussian noise instantly. Importantly, DRKF achieves the same precision as MA. Therefore, HFME is adopted to obtain the target image sequences, and the optimal image center is obtained by DRKF, which can ensure the precision of external parameters between target and camera.
C. GLOBAL CALIBRATION MODEL
On-site multi-vision sensors calibration is to unify multiple CCSs to the global coordinate system (GCS) and the GCS is selected as one of the CCS usually. The calibration of external parameters between multi-vision sensors can be implemented in pairs, and then each vision sensor can be unified into the GCS through pose chains.
As shown in Fig. 7 , they are relations in multi-vision sensor calibration and two cameras are the calibration objects in subsequent discussion. Where O t1 X t1 Y t1 refers to TCS1,
for the basic coordinate system (BCS) of articular arm. O c1 X c1 Y c1 Z c1 represents CCS1, O c2 X c2 Y c2 Z c2 for CCS2. The correlated relations include, x for TCS1 to BCS, y for TCS1 to CCS, z for target1 points back-projection to image plane; { represents the forwardprojection of image points in CCS1 to the TCS1; | represents CCS1 to BCS; } represents TCS2 to BCS;~represents TCS2 to CCS2; represents target 2 points back-projection to image plane; represents the forward-projection of image points in CCS2 to TCS2; represents CCS2 to BCS; The translation matrix T 12 = [R 12 , t 12 ] of CCS1 to CCS2 is represented by I, including rotation matrix R 12 and translation vector t 12 . Fix target1 in the FOV of camera1and ensure target1 occupies more than 2/3 of image plane. Adjust the orientation of target1 so that the camera can achieve high quality images. The target is moved several times and image sequences are captured through HFME. After each image sequence is collected, each target feature point is measured with the arm probe. Accordingly, do the same work for target2 and camera2. After feature points center extraction described in section II.B, the external parameters of the target relative to CCS are calculated. The space control field is established based on target measured by arm, with image feature points back and forward projection error as constraint, the RANSAC [34] method is utilized to eliminate the large error and get the optimal 3D fields and the best corresponding target pairs. The extrinsic parameters of camera 1 and 2 are solved finally.
D. FLEXIBLE CALIBRATION OF MULTI-VISION SENSOR
Although the measurement accuracy of the articular arm or laser tracker is high enough, it causes measurement error due to the interference of human or outdoor environment factors inevitably, which is not identified and distinguishable. Especially for large measurement space, errors will be introduced when feature points are measured at remote distance or when articular arm measures the feature points manually. If the coarse errors are put into the calculation, the optimization model is disturbed and the calibration accuracy decreases. As shown in Fig. 8, (a) represents the best matching target pairs, (b) is the error of each target pair when searching the best target pairs. When the best target pairs are selected, the optimal 3D data field is established.
1) OPTIMAL 3D DATA FIELD AND BEST TARGET PAIRS ESTABLISHMENT
According to the schedule of multi-vision sensors calibration in Fig. 7 , two cameras are taken as calibration unit. Let I List1 = {1, 2 · · · M } as image list from camera1, I List2 = {1, 2 · · · N } for image list of camera1; L o for outlier image list, L i for inlier image list. T cb1 represents CCS1 to BCS, T cb2 for CCS2 to BCS, T tb1 for TCS1 to BCS, T tb2 for CCS2 to BCS, T tb1 for TCS1 to BCS, T tc1 for TCS1 to CCS1, T tc2 for TCS2 to CCS2; P t1 is the feature point of target1, and P t2 for the feature point of target2. P t1 represents the 3D points after target 1 is converted to CCS2, and P t2 for the 3D points when target2 is translated to CCS2. The translation relations can be expressed as,
Target1 is converted to CCS2 by the translation chain, which is expressed as,
Target2 is converted to CCS2 and expressed as,
Since target1 and target2 are the same target but placed in different positions, the smaller the error obtained through the translation chain is, the more accurate the calibration of external parameters between cameras is. Taking the error as the evaluation standard,
RANSAC(Random Sample Consensus) can estimate the parameters of mathematical model by iteration from a set of observation data containing ''outlier''. Hence, the RANSAC model obtained are used as the initial value and the inlier list are applied for subsequent nonlinear optimization in section II.D.2.
2) NOLINEAR OPTIMIZATION
The objective function includes target feature points back-projection error z and in Fig 7, the position error of image feature points forward-projection { and in Fig 7, and the target error when target is translated from CCS1 to CCS2. Each error can be expressed as,
The last objective function is e(a) = e b1 +e f 1 +e b2 +e f 2 + e t +e t , where the optimized vector is a = {r x , r y , r z , t x , t y , t z } and Levenberg-Marquardt algorithm is used to optimize a.
III. SIMULATION EXPERIMENTS
Simulation experiments mainly carry on the analysis of the possible influence factors in practical application, including image error and measurement error of 3D field. The configuration includes camera resolution 1600 × 1200 pixels, focal length f x = 2727, f y = 2727, principle point u 0 = 800, v 0 = 600; The number of target feature points is 10 × 10 and its interval is 10mm. Three methods were applied for 3D data field optimization, including optimization of articular arm measurement targets based on (1) sequence index, (2) random index, and (3) RANSAC.
A. ANALYSIS OF IMAGE ERROR ON CALIBRATION
The external parameters as a = {0, 0, 0, 1500, 0, 0} and the target is fixed in front of camera with distance of 350mm-450mm. In the simulation, the location error of image feature points is added at 0.0-1.0-pixel and 0.1 intervals Gaussian white noise. For each independent experiment, the target was placed for 10 times, where arbitrary 3 images are added image error, and each noise level is independently repeated 100 times. The root mean square errors (RMSEs) results of each external parameter of each method are shown in Fig.9 .
In Fig. 9 , simulation results show that the external parameters error increase with image error. After comparison, the calibration results corresponding to random and sequence are equal, and the errors increase with the image noise, which cannot meet the high precision calibration. Accordingly, the errors of external parameters based on proposed method are less obvious with the increase of image noise, the rotation error is less than 0.0002 rad, and the position error is less than 0.1mm, which can meet the high precision calibration requirements of multi-vision sensors in railway field. The images with large image errors are removed by RANSAC method and inlier images are retained for calculation, which reduces the calibration error caused by outlier images.
B. ANALYSIS OF TARGET ERROR ON CALIBRATION
To verify the impact of 3D field error on calibration, the location error of the target points is added at 0.0-1.0-mm and 0.1 mm Gaussian white noise error. Target imaging was performed 10 times in each independent experiment, and gross target measurement error was added in arbitrary 3 placements. Each noise level is independently repeated 100 times, and the root mean square errors (RMSEs) results of each external parameter of each method are shown in Fig. 10 .
The external parameters errors increase with target error is shown in Fig. 10 . Meanwhile, the calibration accuracy corresponding to random and sequence methods are equal, which cannot achieve high-accuracy calibration. However, the errors of external parameters based on RANSAC grow slow with increase of target error, where the rotation error is less than 0.0001rad and the position error is less than 0.1mm, which can meet the high-accuracy requirements of multi-vision sensors in railway field. Because targets with large measurement errors are removed by RANSAC method and inlier targets are reserved, the calibration accuracy is improved significantly.
IV. APPLICATION IN RAILWAY FIELDS
Recent years, online dynamic vision measurement systems with non-contact, high-accuracy, high-real-time, have been applied in the fields of railway safety inspection, such as rail [35] , wheelset [36] , [37] , [38] , pantograph [39] , [40] . The online dynamic wheelset size measurement system implements a real-time wheelset size measurement when the train running in high-speed and the hierarchical alarm of wheelset size is realized, which is an important equipment for railway departments to detect wheelset operating conditions and guarantee the safe operation of trains. In order to verify the practical application of the proposed method, the wheelset measurement sensors are adopted as the tested objects. Fig. 11 is the wheelset measurement system installed in railway field. Multi-set structured-light vision sensors are utilized to obtain wheel data and each sensor measures partial contour. Finally, the wheelset size is calculated by unifying the multi-set contours according to wheelset size definition. The inner distance measurement is mainly conducted by four groups of structured-light vision sensors in the inner rails. The measuring range of each vision sensor is about 300mm-600mm in depth, 345mm×600mm view field, which is enough to cover the wheel rim when each wheel passing through measurement system. Among the sensors, the cameras have no common FOVs and the FOVs are narrow, which makes it difficult to calibrate with large targets, restricting the online measurement accuracy severely for a long time. An on-line wheelset measurement system in the railway line at Li Xian station, Hebei province, China is selected as the test object. Four calibration methods are adopted to verify the calibration accuracy, (1) rigid bar combined two small targets (CombCalib), (2) optimization of 3D data field by sequence order (SeqCalib), (3) optimization of 3D data field by random order (RandCalib), and (4) Proposed optimization by RANSAC. In addition, three image feature points extraction methods mentionedin section II.B.2) are adopted.
For the calibration time and space are limited in railway fields, the target imaging conditions are diverse. Fig. 12 shows target images based on rigid bar. Among them, (a) is the image with out-of-focus. (b) is the target limited by narrow camera FOV and rigid targets, resulting in the loss of target feature points. Both conditions affect the accuracy of feature points extraction seriously, making it difficult to achieve high-accuracy calibration.
The on-site calibration progress is shown in Fig. 13 , and Fig. 14 provides the calibration images. Due to the surface of the target is made of matte black metal non-reflective material, it is insensitive to outdoor stray reflective. It can achieve high signal-to-noise ratio of the feature points in the railway field, which is convenient for high-accuracy extraction of luminous points in outdoor environments. The spatial distribution of two vision sensors in calibration is shown in Fig. 15 , including cameras and their corresponding 3D fields. To facilitate the description of various methods, M00 was defined as the calibration method of rigid bar. Other methods based on different image processing and optimal target chains establishment methods are shown in Table 1 . Fig. 16 is the calibration accuracy corresponding to different methods. For better evaluating the calibration accuracy, the error between target1 translated to CCS2 and the true value of target2 was selected shown in (a). Only the calibration accuracy of the method based on optimal target chains is less than 0.03mm, which is much better than other methods. (b) shows the back-projection error of target1 onto camera2 after the conversion of external parameters to the position of target2. The back-projection error of the proposed method is less than 0.3 pixels, which is the most accurate. Due to the outlier images and targets can be removed through the proposed method, the calibration accuracy of the proposed method is better than other methods, and it can realize the high-accuracy global calibration of multi-vision sensors in railway field.
A. WHEELSET INNER DISTANCE MEASUREMENT
Take four groups of vision sensors on the inner side of the wheel as calibration objects, the standard wheelset was passed through the sensor for 100 times independently. Where the standard wheel is measured by Hexagon arm (measuring accuracy: 0.02mm). The measured points distribution is shown in Fig. 17 and the inner distance of standard wheelset is 1352.63mm.
The inner distance results measured by different methods are shown in Fig. 18 and Table 2 is their statistic results. Where the results of M00 is the worst. For the random combination of target pairs of M11, M12 and M13, they own low precision. Although the measurement accuracy of M21, M22 and M23 is improved compared with the M11, M12 and M13, their accuracy still cannot meet requirement. On the contrary, M31, M32 and M33 can achieve high measurement accuracy even corresponding to different image processing methods.
B. WHEEL SIZE MEASUREMENT
According to the definition of wheel size parameters, four key parameters are considered, including tread wear VOLUME 7, 2019 Fig. 19 shows the definition of wheel size parameters, green points are wheel cross contour, red points are key points, and red horizontal and vertical lines are the reference for calculation. Fig. 20 shows the measurement results of wheel size parameters corresponding to different methods. It can be seen from Table 3 , the measurement accuracy corresponding to M00 is the worst. Due to the random combination of target pairs, the measurement accuracy of M11, M12 and M13 is still low. Although the measurement accuracy of M21, M22 and M23 is improved compared with the former, it cannot meet the requirements of high-accuracy measurement. However, M31, M32 and M33 corresponding to different image processing can achieve high measurement accuracy. In addition, the DRKF can also enhance calibration accuracy for accurate feature point extraction. Hence, the wheelset measurement accuracy is improved greatly compared with other methods and it is not affected by outdoor complex environments. After comprehensive comparison and statistics, the computational efficiency is about 11.2 times than multi-images averaging (MA) method. Compared with other methods, the calibration and measurement accuracy improve about 20 and 2.9 times than M1X(1-3) methods respectively.
V. CONCLUSION
The complex environments and different field of views of cameras have always limited the calibration accuracy of on-site multi-vision sensors. In this paper, a high-accuracy calibration method of multi-vision sensors based on flexible and optimal 3D data field is proposed. Firstly, a flexible and high-accuracy 3D data field is constructed by the articular arm and metal target rapidly; Compared with the existing methods, the 3D data field has diverse degree of freedoms and wide coverage areas, which is suitable for outdoor limited space especially. Secondly, the HFME imaging and the self-adaptive multi-scale extraction of feature points are adopted, and the reposition of feature points is realized by Kalman filter, which reduces the impact of image noise on feature point extraction and improve the calibration accuracy between camera and target significantly. Finally, the 3D data field is optimized through RANSAC method to establish the flexible and optimal 3D data field. It can reduce the unavoidable and unidentifiable measurement errors and improve the calibration accuracy. In addition, by applying it to the online wheelset size measurement system, physical experiments verify it can improve the system calibration and measurement precision effectively, which is suitable for outdoor high-accuracy global calibration.
However, the shortcomings of the proposed method are the on-site installation of the articular arm and target feature points contact measurement are time-consuming and inefficient. In the future, automatic target measurement by arm probe and parallel image processing are adopted for improving the 3D field construction and calibration efficiency. At the same time, this method can also be applied to other multi-vision sensors calibration based on 3D field constructed by arbitrary measurement instruments and it has certain universality. The proposed method is suitable for the global calibration of heterogeneous distributed multi-vision sensors in complex on-site environments, such as multi-vision sensors without public common FOV in industrial, airborne vision measurement systems and unmanned vehicles navigation etc.
