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第 1 章
序論
1.1 研究の背景
インターネットアクセス回線のブロードバンド化により、インターネットのトラフィックが年々
増大している。全トラフィック中で支配的な割合を占めているのは HTTP ビデオトラフィック
と P2P (Peer to Peer)トラフィックである。 HTTP トラフィックは、 YouTube に代表される
動画共有サイトの誕生により急増した。 P2P トラフィックの割合は、 HTTP トラフィック増大
の影響で若干減少しているものの、依然として高いシェアを維持している。図 1.1に ipoque 社
[1]が発表したインターネットトラフィックに対する P2P トラフィックの割合を示す。
 

 

	
  
図 1.1: P2P トラフィックの割合
次に、図 1.2に ipoque 社が発表した P2P トラフィックに対する BitTorrent [2]トラフィック
の割合を示す。図を見ると、ファイル共有の手法として普及している BitTorrent プロトコルが
トラフィックの大半を占めていることがわかる。
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図 1.2: BitTorrent トラフィックの割合
ISP (Internet Services Provider)は、通信網の圧迫に悩まされており、 P2P トラフィックを
軽減させるために P2P プロトコルの帯域制御を行っているところもある。しかし、帯域制御は
P2P ユーザの不評を買っている。例として、米国の大手通信事業者である Comcast は BitTor-
rentの帯域制御を行ったことにより集団訴訟を起こされた。帯域制御以外の方法で ISPの負担を
軽減するために、 P4P (proactive network provider participation for P2Pまたは provider por-
tal for P2Pの略) Working Group は、 P2P トラフィックをローカル内に閉じ込めることで、通
信網の圧迫を軽減させる研究を進めている。
1.2 研究の目的
1.1節で記述したように、 P2P トラフィックは、成長が鈍化しているものの依然として帯域の
多くを占有している。 HTTP ビデオトラフィックの増大によって、 P2P モデルが見直されてい
るため、 P2P トラフィックの帯域占有は今後も続くと予想される。
本論文では、 P2Pトラフィックの中で最もシェアの高い BitTorrentに着目し、 BitTorrentト
ラフィックを軽減させることを目的とする。 BitTorrent のトラッカーにピアの国情報 と AS 番
号、ネットワークアドレス情報を記録する機能を付加することによって、接続性を保ちつつ Bit-
Torrent トラフィックをローカル内に閉じ込める方法を提案する。
1.3 本論文の構成
本論文は以下の章により構成される。
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第 1章 序論
本研究の概要について述べる。
第 2章 P2P
P2P について解説する。
第 3章 P2P トラフィックを制御する取り組み
P2P トラフィックを制御する方法について述べる。
第 4章 提案手法
提案する BitTorrent トラッカーについて述べる。
第 5章 実証実験
実験により提案手法の検証を行う。
第 6章 結論
本論文の結論を述べる。
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第 2 章
P2P
2.1 P2P の概要
P2P モデルは、クライアントサーバモデルと異なり、端末（ピア）同士は対等の関係にある。
ピア同士が相互に直接接続して P2P ネットワークを形成し、自律分散的に動作することで、ク
ライアントサーバ型の通信モデルで問題となるサーバ・ネットワークの負荷集中を避けることが
できる。
クライアントサーバモデルの特徴
クライアントサーバモデルの通信形態を図 2.1に示す。また、 P2P モデルと比較したときのク
ライアントサーバモデルの特徴を以下に示す。
² サービスを享受する側（クライアント）とサービスを提供する側（サーバ）に区別される
垂直分散システムである
² 多数のクライアントの問い合わせに対して少数のサーバが問い合わせの処理と応答を行う
ため、サーバに負荷が集中する
² サーバには負荷集中に見合うだけの処理能力が必要である
² サーバがダウンしてしまうと、クライアントはサービスを受けられなくなる
² サーバ側でクライアントの一括管理ができる
P2P モデルの特徴
P2P は通信形態（2.2節参照）により性質は異なるが、クライアントサーバモデルと比較する
と以下のような特徴がある。
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図 2.1: クライアントサーバモデルの通信
² ピア同士は対等であり、個々のピアが相互に直接接続する水平分散システムである
² ピアの数が増加しても負荷は分散される
² ピアは低スペックでも動作する
² ファイル共有を目的とする P2P ソフトウェアの場合、一部のピアがダウンしても別のピア
に接続することで動作を続けることができる
² ピアの管理は困難である
2.2 P2P の通信形態
P2Pの通信形態にはピュア P2Pとハイブリッド P2P、スーパーノード型ハイブリッド P2Pが
ある。
2.2.1 ピュア P2P
ピュア P2P とは、サーバを持たない P2P 方式である（図 2.2参照）。ピアがインデックス情
報（P2P ネットワークに参加しているピアの情報）を少しずつ分散して保持する。データが欲
しい場合には、自分が知っているピアに探索クエリを送信し、クエリを受けたピアは、データの
場所を知っていれば回答し、知らなければ別のピアへメッセージを転送する。個々のピアがイン
9
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デックス情報を分散して保持するため、ハイブリッド P2P と比較して検索能力が劣る。代表的
なピュア P2P のソフトウェアとして、Winnyや Gnutella が知られている。
 
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図 2.2: ピュア P2P モデルの通信
2.2.2 ハイブリッド P2P
ハイブリッド P2P とは、データ通信はピア同士で行うが、ピアの検索はサーバに任せる方式
である（図 2.3参照）。サーバはインデックス情報を保持しており、要求に応じて、ピア検索と
応答を行う。クライアントサーバモデルと P2P モデルの両方の性質を持っているため、ハイブ
リッド P2Pと呼ばれる。サーバがダウンするとサービスは停止してしまうが、データのやりと
りをピア同士に行わせることでサーバの負荷を軽減している。サーバ側でピアの情報を管理でき
るため、認証や課金機能を備えることができる。そのため、商用サービスとしての展開が可能な
通信形態である。 BitTorrent、 Napster、MSN Messengerはハイブリッド P2P である
2.2.3 スーパーノード型ハイブリッド P2P
スーパーノード型ハイブリッド P2Pとは、処理能力の高いピアをスーパーノードとして選定
し、インデックス情報を管理させる方式である（図 2.4参照）。ピュア P2Pとハイブリッド P2P
を組み合わせた技術である。 Skype はスーパーノード型ハイブリッド P2P である。
2.3 代表的なP2P ソフトウェア
代表的な P2P ソフトウェアを紹介する。 BitTorrentについては、 2.4節で解説する。
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図 2.3: ハイブリッド P2P モデルの通信
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図 2.4: スーパーノード型ハイブリッド P2P モデルの通信
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Winny
Winny は高い匿名性と効率性を有するピュア P2P 方式の日本製ファイル共有ソフトウェアで
ある。特徴として、通信の暗号化、キャッシュ拡散によるファイル転送の効率化、クラスタ機能
による検索能力の強化が挙げられる。しかし、 Antinnyと呼ばれるWinnyを経由して感染する
ウイルスの蔓延により、大企業や官公庁が保持する個人情報や機密情報が漏洩する事件が発生し
ている。
BB ブロードキャスト
BB ブロードキャストはハイブリッド P2P 型オーバーレイマルチキャストを利用した TV バ
ンク社の多人数同時動画配信システムである。 IPマルチキャストと違い、サーバから送信され
たデータをアプリケーションレイヤーで他のクライアントに転送するため、複数の異なる ISP網
を経由して利用することができる。
Skype
Skypeはスーパーノード型ハイブリッド P2P技術を用いた IP電話ソフトウェアである。 Skype
同士のインターネット通話は無料であり、固定電話や携帯電話にも格安料金で通話できることを
特徴としている。 PC だけでなく、Windows Mobile や iPhone、 iPod touch でも利用可能であ
る。
2.4 BitTorrent
BitTorrent は、 Bram Cohen によって開発された、ハイブリッド P2P 方式で動作するファイ
ル転送用プロトコル及びその通信を行うソフトウェアである。ファイル共有のため世界中で利用
されており、 CentOS や Fedora といった Linuxディストリビューションも BitTorrent で配布
されている。
2.4.1 BitTorrent の用語
BitTorrent で使用される用語を表 2.1に示す。
2.4.2 BitTorrent の特徴
BitTorrent の特徴を以下に挙げる。
² ハイブリッド P2P 方式であり、トラッカーが必要である
12
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表 2.1: BitTorrent で使用される用語
用語 意味
Torrentファイル トラッカーのアドレスや本体ファイルの情報が書き込まれたファイル
（拡張子は.torrent）
トラッカー ピアの IP アドレスやピアの持つファイルの情報を管理するサーバ
シーダ (Seeder) ダウンロードが完了したピア
リーチャ (leecher) ダウンロード中のピア
チョーク状態 アップロードを許可されていない状態
アンチョーク状態 アップロードを許可された状態
² ファイルを小さなピースに分割してダウンロードやアップロードをする
² Torrentファイルを入手して、 BitTorrent クライアントに渡すことで初めて本体ファイル
のダウンロードが始まる
² 人気のあるファイルほどダウンロード速度が速くなる
² ダウンロードをする際にはアップロードもしなければならない
² 1つのファイルにつき 1つのネットワークを形成する
² 匿名性はない
2.4.3 ピアとトラッカーの通信
ピアは、 HTTP リクエストの GET メソッドを用いて表 2.2に示す情報をトラッカーに送信す
る。トラッカーは、応答として表 2.3に示す情報を送信する。ピアは、 intervalで指定された秒
数が過ぎたら、再びトラッカーにリクエスト（表 2.2）を送信する。
2.4.4 BitTorrent のファイル転送アルゴリズム
BitTorrent は、「ダウンロードをする際にはアップロードもしなければならない」という規則
（Tit-For-Tat 戦略）を導入している。ユーザにアップロードを強制することで、速やかにファ
イルをすべてのユーザへ行き渡らせることができる。 Tit-For-Tat 戦略を実現するために、以下
に示すアルゴリズムが使用されている。
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表 2.2: ピアがトラッカーに送信する情報
種類 内容
info hash 共有したいファイルのハッシュ値
peer id ピア（BitTorrent クライアント）の ID
port ピア（BitTorrent クライアント）が使うポート番号
uploaded アップロードした合計バイト数
downloaded ダウンロードした合計バイト数
left ダウンロード残りバイト数
表 2.3: トラッカーがピアに送信する情報
種類 内容
interval 再びトラッカーにリクエストを送るまでの時間間隔
complete シーダの数
incomplete リーチャの数
peers ファイルを持つピアの一覧（ピアはランダムに選ばれる）
ダウンロード中のとき
基本的には現在のダウンロード速度を元にアンチョークするピアを選択する。ダウンロード速
度は 20秒間のダウンロード量から計算し、ピアの選択は 10秒ごとに行われる。しかし、アンチョー
クするピアをダウンロード速度だけで決定すると、現在接続していないピアの中により良いピ
アがあったとしても、それを発見することができない。そのため、アンチョークするピアの中で
1つだけは楽観的アンチョーク戦略をとる。これは、ダウンロード速度を考慮せずに、 30秒ご
とに自分が知っているピアを順番にアンチョークする方法である。尚、 1分以上ピースのダウン
ロードを許さないピアに対しては、自分が冷遇されていることを相手に知らせると同時に、その
ピアをチョークする。その後、楽観的アンチョーク戦略により、最適なピアを見つけ出す。
ダウンロードが完了しているとき
アップロード速度が速いピアをアンチョークしてファイルを転送する。
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P2P トラフィックを制御する取り組み
3.1 トランジットとピアリング
ピアリングとは、規模が同程度の ISP 同士が相互に対等の条件でネットワークを接続する形態
のことである。ピアリングは無償接続が一般的である。一方、トランンジットとは、有償で上位
ISP と接続する形態である。 トランジット料金は従量制課金である。 ISP はピアリングとトラ
ンジットによりインターネット全域へのリーチャビリティを確保している。
現在、トラフィック増大による中小規模の ISP のトランジットコスト増加が問題となってい
る。トランジットコストを抑えるためには、通信が ISP の網内に閉じていることが理想的であ
る。
3.2 P4P
P2P トラフィックを軽減するため、 DCIA (Distributed Computing Industry Association)
[3]が 2007年に P4P Working Groupを発足した。メンバーとして、 AT&T、 Cisco Systems、
BitTorrent、 Comcastなどが参加している。
P4PWorking Groupは、 ISPと P2Pが協調するためのフレームワークを提案している。 P4P
フレームワークでは、各 ISPに iTracker と呼ばれるポータルサーバ を用意する。 iTracker は、
3つのインターフェース（表 3.1参照）を提供する。 P2P クライアントや、 P2P クライアント
を管理するサーバ (appTracker)は iTracker から情報を受け取ることで、効率性を考慮したピア
選択を行なうことができる。 DCIA が公開している論文 [4]では、 P4P を用いると回線利用率
と転送速度を 50%～ 70%改善できたとしている。
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表 3.1: iTracker のインターフェース
インターフェース 内容
info ネットワークトポロジやステータスに関する情報を提供する。 ISPの
IDである ASID（AS番号）、ネットワークノードグループに割り当
てられる PID、仮想的もしくは地理的位置情報を表す LOCが提供さ
れる。
policy ネットワークのポリシーやガイドラインを提供する。避けてほしい回
線を提示する等。
capability ISPが持つ機能に関する情報を提供する。 ISPが提供している CoS
(class of services)を伝える等。
3.3 インテリジェントトラッカー
早稲田大学の魏元の 2008年度修士論文「P2Pトラフィックの効率的制御法」 [5]では、 Bit-
Torrent のトラッカーを改良したインテリジェントトラッカーが提案されている。インテリジェ
ントトラッカーは、ピアの国情報と AS 番号を記録する機能が追加されている。接続してきたピ
アに、そのピアと同一国内または同一 AS内にいるピアを伝えることで、 BitTorrentトラフィッ
クを国内・ AS 内に閉じ込めることができる。インテリジェントトラッカーは、 P2P クライア
ント側の変更を必要とせず、 ISP ごとに用意する必要もないので導入が容易である。
通信シーケンス
インテリジェントトラッカーの通信シーケンスを図 3.1に示す。
1. ファイル共有を行いたいピアは、インテリジェントトラッカーに対して同じファイルを共
有しているピアの IP アドレスを要求する。
2. インテリジェントトラッカーは接続要求のあったピアの国情報及び AS 番号を考慮して、
同一国内または同一 AS 内にいるピアの IP アドレスを返す。もしも同一国内または同一
AS 内にピアが存在しない場合は、すべてのピアの IP アドレスを返す。
3. トラッカーから返された情報をもとにピアは通信を行う。
4. その後もピアは 90秒ごとにトラッカーに接続要求を送る。 4回目以降の接続要求に対して
は、インテリジェントトラッカーはすべてのピアの IP アドレスを返す。
5. ピアは P2P クライアントの接続上限数まで他のピアと通信を行う。
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図 3.1: インテリジェントトラッカーの通信シーケンス
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提案手法
4.1 目的
3.3節で述べたインテリジェントトラッカーは、国内・ AS 内にトラフィックを閉じ込めること
ができる。本論文では、 AS よりさらに狭い範囲にトラフィックを閉じ込める手法を提案する。
提案手法を用いると、完全ではないがサブネット内にトラフィックを閉じ込めることも可能とな
る。
4.2 IP アドレスが所属する国名の取得方法
国情報の取得にはMaxMind 社の GeoIP [6]を利用した。 GeoIP を用いると、 IP アドレスか
ら国の判別を行うことができる。
4.3 IP アドレスが所属するAS 番号とプレフィックスの取得方法
1つの AS内には、複数のネットワークが含まれている。例えば、 AS 2516には 119.106.0.0/16、
114.18.0.0/16、 113.154.0.0/16、 125.50.0.0/16 などが含まれている。以下では、 IP アドレス
が所属する AS 番号とプレフィックスを取得する方法を紹介する。以下の方法を用いれば、トラ
フィックをピアの所属するプレフィックス内に閉じ込めることができる。
4.3.1 IRR
IRR (Internet Routing Registry)は、経路情報や経路の管理者を保持するデータベースであ
る。 IRR サービスの代表的なものとして、米国のMerit 社が提供する RADB [7]がある。日本
でも、 JPNICが JPIRRサービス [8]を提供している。 whoisコマンドを用いることで、誰でも
簡単に IRR サービス を利用することができる。例えば、以下のように whois.radb.net に問い合
わせを行うと、指定した IP アドレスが所属する AS とプレフィックスを知ることができる。
18
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¶ ³
> whois -h whois.radb.net 133.9.81.68
[Querying whois.radb.net]
[whois.radb.net]
route: 133.9.0.0/16
descr: Waseda University
origin: AS17956
notify: domain@list.waseda.jp
mnt-by: MAINT-AS17956
changed: noc@noc.kddnet.ad.jp 20060817
source: RADBµ ´
上記の場合、 133.9.81.68は、 AS 17956に所属しており、プレフィックスは 133.9.0.0/16であ
ることがわかる。しかし、ピアが接続する度に問い合わせを行うと、 IRRサーバに負荷がかかっ
てしまう。また、 IRR に登録されているデータの中には長期に渡り更新されていないものもあ
り、情報の信頼性にはばらつきがある。
4.3.2 BGP RIB
BGP RIB (Routing Information Base)は、経路情報を蓄積するデータベースである。オレゴ
ン大学が BGP RIB を公開している。 BGP RIBを解析することでネットワークと AS の対応表
を作成することができる。以下に示す例の場合、 AS 17956に 133.9.0.0/16が含まれていること
がわかる。ネットワークと AS の対応表を用いれば、指定した IP アドレスが所属する AS とプ
レフィックスを割り出すことができる。提案手法では、この方法を用いる。¶ ³
Network Next Hop Metric LocPrf Weight Path
133.9.0.0/16 12.0.1.63 0 0 0 7018 3356 2907 17956 iµ ´
4.4 IP アドレスの近接性を予測する手法
4.3節で紹介した方法を用いると、プレフィックス内にトラフィックを閉じ込めることが可能
となる。しかし、実際には、プレフィックスを複数のサブネットに分割して運用することが多い。
サブネット内にトラフィックを閉じ込めることが理想である。
例えば、表 4.1の場合について考える。 133.9.81.5と 133.9.81.22は同じサブネットに所属して
いるが、 133.9.207.110は別のサブネットに配置されている。ここで、リーチャである 133.9.81.5
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がトラッカーに問い合わせを行ったとき、 133.9.81.22だけを教えれば、サブネット内にトラフィッ
クを閉じ込めることができる。しかし、 4.3節の方法だけでは、 3つのピアがすべて 133.9.0.0/16
に属していることはわかっても、 133.9.81.5と 133.9.207.110が別のサブネットに所属している
ことまではわからない。
そこで、 IP アドレス同士の近接性を予測する方法を提案する。接続要求を出したピアと近接
性の高い IP アドレスを優先的に教えることで、トラフィックを狭い範囲に閉じ込めることが可
能となる。
表 4.1: 異なるサブネットに所属する 3つのピア
状態 IP アドレス サブネット
リーチャ 133.9.81.5 133.9.81.0/25
シーダ 133.9.81.22 133.9.81.0/25
シーダ 133.9.207.110 133.9.207.0/24
IP アドレス同士の近接性予測
近接性を予測するために、 IP アドレス同士のロンゲストマッチをとる。ロンゲストマッチを
とるためには、まず IPアドレスを整数に変換する必要がある。以下に手順を示す。また、図 4.1に
具体例を示す。
1. ドットで区切られた 4つのフィールドの値をそれぞれ 2進数に変換する
2. ドットを取り除く
3. 4つのフィールドをそのまま繋げ、 32桁の 2進数であるとみなす
表 4.1の 3つのピアの IP アドレスを整数に変換したものを表 4.2に示す。
表 4.2: 3つのピアの IP アドレスの整数変換
状態 IP アドレス 変換後 IP アドレス サブネット
リーチャ 133.9.81.5 10000101000010010101000100000101 133.9.81.0/25
シーダ 133.9.81.22 10000101000010010101000100010110 133.9.81.0/25
シーダ 133.9.207.110 10000101000010011100111101101110 133.9.207.0/24
次に、対応するビットごとに排他的論理和 (XOR)をとる。 XOR の値が 0に近いほど、 IP
アドレス同士が同じサブネットに所属している可能性は高くなる。 133.9.81.5と 133.9.81.22の
20
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図 4.1: IP アドレスの変換例
XORをとると結果は 19、 133.9.81.5と 133.9.207.110では 40555となる。そのため、 133.9.81.5
にとって 133.9.207.110よりも 133.9.81.22の方が近くにあると予測できる。トラッカーに IP ア
ドレス同士の近接性を予測する機能を付加することで、トラフィックがサブネット内に閉じる可
能性を高めることができる。
4.5 提案するトラッカーの仕組み
提案するトラッカーの仕組みについて述べる。
4.5.1 ピア検索機能
表 4.3に示すように、ピア検索範囲に 6つの段階を設ける。トラッカーは接続要求を送ってく
るピアごとに適切な段階を設定する。初回の接続では段階 1からはじまる。
4.5.2 トラッカーの動作の流れ
1. ファイル共有を行いたいピアは、トラッカーに対して同じファイルを共有しているピアの
IP アドレスを要求する。
2. トラッカーは、ピアの国情報や AS 番号、プレフィックスを記録する。初回の接続では接
続要求を出したピアの検索範囲の段階を 1に設定する。 2回目以降の接続では前回接続時
に設定された検索範囲の段階と同じ段階に設定する。
3. 検索範囲の段階にしたがいピアを検索して、接続要求を出したピアに応答する。
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4. トラッカーから返された情報をもとにピアは通信を行う。
5. その後もピアは 90秒ごとにトラッカーに接続要求を送る。
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表 4.3: ピア検索範囲の段階
段階 内容
1 接続要求を出したピアと同一プレフィックス内に存在するシーダの中
で、最も近接性の高いシーダを 1つ返す。また、このシーダと、接続
要求を出したピアの両方を含む最小のネットワークアドレスを XOR
の値から計算し、そのネットワーク内に存在するすべてのリーチャを
返す。シーダが発見できなければ、段階 4に進む。 2回目以降の接続
で、接続要求を出したピアのファイルダウンロード量が前回接続時よ
り増加していない場合、段階 2に進む。
2 接続要求を出したピアと同一プレフィックス内に存在する全シーダを
近接性の高い順に並べ、半分だけ返す。また、このシーダ群と、接続
要求を出したピアの両方を含む最小のネットワークアドレスを XOR
の値から計算し、そのネットワーク内に存在するすべてのリーチャを
返す。シーダ群が発見できなければ、段階 4に進む。 2回目以降の接
続で、接続要求を出したピアのファイルダウンロード量が前回接続時
より増加していない場合、段階 3に進む。
3 接続要求を出したピアと同一プレフィックス内に存在するすべての
シーダ・リーチャを返す。シーダ群が発見できなければ、段階 4に進
む。 2回目以降の接続で、接続要求を出したピアのファイルダウン
ロード量が前回接続時より増加していない場合、段階 4に進む。
4 接続要求を出したピアと同一 AS内のすべてのシーダ・リーチャを返
す。シーダ・リーチャ群が発見できなければ、段階 5に進む。 2回目
以降の接続で、接続要求を出したピアのファイルダウンロード量が前
回接続時より増加していない場合、段階 5に進む。
5 接続要求を出したピアと同一国内のすべてのシーダ・リーチャを返
す。シーダ・リーチャ群が発見できなければ、段階 6に進む。 2回目
以降の接続で、接続要求を出したピアのファイルダウンロード量が前
回接続時より増加していない場合、段階 6に進む。
6 トラッカーが保持するすべてのシーダ・リーチャを返す。
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実証実験
5.1 実験の概要
以下の 3つのトラッカーにおいて、通信局所性とダウンロード速度を検証する。
² 提案手法のトラッカー
² 既存手法として紹介したインテリジェントトラッカー
² ランダム手法（ランダムでピアを選択する）のトラッカー
BitTorrent クライアントとして、 ctorrentを用いる。リーチャが接続したピアとそのピアから
のダウンロード量、及びダウンロード完了に要した時間を ctorrentのログから解析する。
5.2 実験の環境
以下の環境で実験を行う。
² トラッカー 1台（debian 5.0.2）
² シーダ 10台、リーチャ 10台（PlanetLab [9]上のノードを利用）
² 1GB (1,073,741,824 bytes)のファイルで実験を行う
シーダとリーチャは PlanetLab上のノードを利用する。 PlanetLabとは、大学や IT 企業 が中
心となって作った地球規模の分散型テストベッドである。 1000台のノードが世界中に分散配置
されている。
シーダとリーチャの配置図を図 5.1に示す。リーチャには 1から 10まで番号が振ってある。
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図 5.1: シーダとリーチャの配置図
5.3 実験の結果
実験の結果を以下に示す。
5.3.1 通信局所性
リーチャがどこからどれだけデータをダウンロードしたのかを表に示す。ランダム手法の結果
を表 5.1、既存手法の結果を表 5.2、提案手法の結果を表 5.3に示す。
結果から、通信局所性に関しては提案手法が最も優れていることがわかる。ランダム手法は通
信局所性が皆無であり、既存手法も提案手法と比べると通信局所性は劣っている。
提案手法のリーチャ 1番と 2番は、サブネット内のピアとだけ通信を行うことに成功している。
これは、 4.4節で述べた IP アドレスの近接性を予測する手法の効果である。
既存手法の結果を見ると、所々 AS外のピアと通信を行っていることがわかるが、これはイン
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テリジェントトラッカーが 4回目の接続以降にすべてのピアを返すように設計されているからで
ある。インテリジェントトラッカーへの接続回数が 4回に達する前にダウンロードが終了した場
合は、 AS外のピアと通信することはないため 0となっている。
尚、ランダム手法と既存手法は、ダウンロード量の合計値が 1GB (1,073,741,824 bytes)を超
えているところがあるが、これは同じピースを別々のピアからダウンロードすることがあるため
である。
表 5.1: ランダム手法におけるダウンロード元とダウンロード量の関係（単位: byte）
リーチャ番号 サブネット内 サブネット外 プレフィックス外 AS外
プレフィックス内 AS内
1 143,966,208 327,319,552 368,328,704 234,143,744
2 16,826,368 266,190,848 423,837,696 366,886,912
3 1,035,091,968 - 20,103,168 18,595,840
4 69,566,464 - 532,725,760 471,564,288
5 339,705,856 - 555,663,360 178,372,608
6 536,051,712 - 374,292,480 163,528,704
7 323,928,064 - 253,050,880 496,762,880
8 578,519,040 - 237,240,320 257,982,464
9 137,625,600 - 419,823,616 516,292,608
10 - 53,035,008 472,186,880 548,519,936
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表 5.2: 既存手法におけるダウンロード元とダウンロード量の関係（単位: byte）
リーチャ番号 サブネット内 サブネット外 プレフィックス外 AS外
プレフィックス内 AS内
1 191,840,256 427,540,480 454,361,088 0
2 32,653,312 350,240,768 690,978,816 0
3 1,026,637,824 - 33,046,528 14,057,472
4 95,289,344 - 617,889,792 360,595,456
5 506,118,144 - 567,918,592 0
6 496,959,488 - 576,798,720 0
7 62,947,328 - 832,307,200 178,569,216
8 968,048,640 - 105,693,184 0
9 433,913,856 - 458,358,784 181,469,184
10 - 66,879,488 692,076,544 314,884,096
表 5.3: 提案手法におけるダウンロード元とダウンロード量の関係（単位: byte）
リーチャ番号 サブネット内 サブネット外 プレフィックス外 AS外
プレフィックス内 AS内
1 1,073,741,824 0 0 0
2 1,073,741,824 0 0 0
3 1,073,741,824 - 0 0
4 1,073,741,824 - 0 0
5 1,073,741,824 - 0 0
6 1,073,741,824 - 0 0
7 1,073,741,824 - 0 0
8 1,073,741,824 - 0 0
9 1,073,741,824 - 0 0
10 - 1,073,741,824 0 0
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5.3.2 ダウンロード速度
各リーチャがダウンロード完了までに要した時間を表 5.4に示す。
結果から、提案手法は既存手法・ランダム手法と比較して、同程度の時間でダウンロードが完
了しているピアもあれば、 2番や 10番のように極端に時間が掛かっているピアも存在すること
がわかる。通信局所性だけを追求するならば提案手法のトラッカーでも問題が無いが、ダウンロー
ド速度も向上させたい場合はダウンロード速度に応じて検索範囲の段階を拡大する等の工夫が必
要である。
表 5.4: 各手法におけるダウンロード完了までに要した時間（単位: 秒）
リーチャ番号 ランダム手法 既存手法 提案手法
1 280 251 244
2 143 138 1148
3 1183 1056 1136
4 1399 1269 761
5 158 141 539
6 163 137 539
7 173 322 187
8 164 79 86
9 291 339 359
10 492 535 2120
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第 6 章
結論
6.1 まとめ
本研究では、 BitTorrent のトラッカーにピアの国情報 と AS 番号、ネットワークアドレス情
報を記録する機能を付加することによって、接続性を保ちつつ BitTorrent トラフィックをロー
カル内に閉じ込める方法を提案した。また、提案手法と既存手法、ランダム手法における通信局
所性とダウンロード速度の評価を行った。その結果、通信局所性は提案手法が最も優れているこ
とが証明できた。ダウンロード速度に関しては、提案手法では一部で極端に時間が掛かっている
ピアもあるが、既存手法やランダム手法と同程度の時間でダウンロードが完了しているピアが半
分以上あることがわかった。提案手法は、通信局所性を最大限まで高めつつダウンロード速度も
ある程度保つことができる手法である。
6.2 今後の課題
今後の課題を以下に挙げる。
² より大規模な環境で実験を行う必要がある。
² ピアの数を増加させたときのトラッカーの負荷を測定する必要がある。
² トラッカーがピアに返す interval値を常に 90秒に設定しているが、トラッカーの負荷を考
慮して動的に変更するべきである。
² 通信局所性を保ちつつダウンロード速度も向上させたい場合は、ダウンロード速度に応じ
てピア検索範囲の段階を拡大する等の工夫が必要である。
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