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As the data rates supported by the physical layer increase, overheads increasingly
dominate the throughput of wireless networks. A promising approach for reducing
overheads is to group a number of frames together into one transmission. This can
reduce the impact of overheads by sharing headers and the time spent waiting to gain
access to the transmission floor. Traditional aggregation schemes require that frames
that are aggregated all be destined to the same receiver. These approaches neglect
the fact that transmissions are broadcast and a single transmission will potentially
be received by many receivers. Thus, by taking advantage of the broadcast nature
of wireless transmissions, overheads can be amortized over more data and achieve
vii
more performance gain.
To show this, we design a series of MAC-based aggregation protocols that
take advantage of rate adaptation and the broadcast nature of wireless transmissions.
We first show the design of a system that can aggregate both unicast and broadcast
frames. Further, the system can classify TCP ACK segments so that they can be
aggregated with TCP data flowing in the opposite direction. Second, we develop a
rate-adaptive frame aggregation scheme that allows us to find the best aggregation
size by tracking the size based on received data frames and the data rate chosen by
rate adaptation. Third, we develop a multi-destination frame aggregation scheme
to aggregate broadcast frames and unicast frames that are destined for different
receivers using delayed ACKs. Using a delayed ACK scheme allows multiple receivers
to control transmission time of the ACKs. Finally, we extend multi-destination rate-
adaptive frame aggregation to allow piggybacking of various types of metadata with
user packets. This promises to lower the impact of metadata-based control protocols
on data transport.
A novel aspect of our work is that we implement and validate the designs
not through simulation, but rather using our wireless node prototype, Hydra, which
supports a high performance PHY based on 802.11n. To validate our designs, we
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Wireless networking, and IEEE 802.11 [1] in particular, has been extremely suc-
cessful. That success continues to grow and results in a significant need for greater
bandwidth. To meet this need, wireless networks are deploying sophisticated broad-
band physical (PHY) layer technologies. For example, 802.11a/g [2,3] uses orthogo-
nal frequency division multiplexing (OFDM), while 802.11n [4] adds multiple-input
multiple-output (MIMO) techniques.
These technologies allow the data portions of frames to be transmitted at
high data rates. This decreases the time spent transmitting data, but does not
generally decrease the time spent on a variety of overheads. These overheads are
incurred on a per transmission basis and include the time spent waiting to gain
access to the transmission floor, exchanging control frames required by the medium
access control (MAC) protocol, and PHY header. The result is that these overheads
begin to dominate performance even when the PHY is capable of high data rates.
In general, this problem becomes more severe as rate increases because the time to
transmit the data decreases, but the duration of many of the overheads does not.
Further, the effect of these overheads is more significant for short frames, such as
those typically used for control.
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The PHYs used in wireless networking allow packets to be transmitted at
a variety of rates by controlling modulation, coding rate, and the number of data
streams. The rate that can be supported reliably depends on the quality of the
wireless channel over which the packet is transmitted, and choosing the highest
reliable rate can improve system performance. However, when a channel is good,
this technique increases the relative impact of overheads, which results in limited
performance improvement.
One approach to reducing the impact of these overheads is to group (or ag-
gregate) multiple frames into one transmission. This reduces overhead by allowing
several frames to share headers and the waiting time to gain access to the trans-
mission floor. In addition, this reduces the total number of transmissions, resulting
in less time waiting for the floor and transmitting control frames. For example, the
IEEE 802.11n standard includes some frame aggregation schemes as part of its high-
throughput MAC design [4]. However, most frame aggregation schemes, including
the IEEE 802.11n standard, require that frames that are aggregated all be destined
to the same receiver. This approach neglects the fact that transmissions are broad-
cast and a single transmission will potentially be received by many receivers. Thus,
we can take advantage of the broadcast nature of wireless transmissions by grouping
multiple frames that are destined to different receivers into a single transmission.
This is important because aggregating more frames amortizes overheads over more
data, which results in achieving more improvement.
When does frame aggregation become effective? A general observation is that
grouping multiple frames is possible only when frames are queued for transmission.
When there is limited queueing, the load on the network is low. In this case,
the overheads that can be reduced by frame aggregation have a limited impact on
performance. When there is significant queueing, the load on the network is high. In
this case, the overheads that can be reduced by frame aggregation have a significant
2
impact on performance. It is exactly this case where frame aggregation is both
needed and effective.
Because information in the wireless network is broadcast, there is a further
opportunity that involves aggregating metadata with the frames. Metadata is infor-
mation that is not part of the data that is actually being transported by the network
but rather is other data which might be useful for some reason. For example, we will
see a feedback-based rate adaptation protocol later where we carry rate information
in addition to user data. Another example is that we can imagine a MAC protocol
where we might broadcast a node’s queue state. Another example is that some
ad-hoc routing protocols broadcast flooding packets to discover or maintain a route.
Because we can piggyback this information onto an existing transmission without
incurring additional overhead for sending this information, frame aggregation gives
us an approach for transmitting this information at very low cost.
In this study, we focus on improving network performance in 802.11-style
networks. In these networks, we will see slow time-varying channels caused by people
walking and faster time-varying channels caused by a moving vehicle (e.g., buses),
and frequency selective channels caused by multi-path signals, which becomes more
significant in a large open space and/or broadband wireless systems. In addition, we
consider both the infrastructured and ad-hoc networks that 802.11 systems support.
1.1 Thesis Statement
Our thesis is:
Each transmission in an 802.11-style network incurs significant overhead. By
aggregating multiple data frames and other information into a single trans-
mission, this overhead can be amortized over more data, resulting in improved
performance. Further, taking advantage of the broadcast nature of wireless
3
transmissions can result in greater amortization, and thus reduce the impact
of overhead.
1.2 Goals and Approaches
Our goal is to demonstrate our thesis by designing new aggregation techniques that
take advantage of rate adaptation and the broadcast nature of wireless transmissions.
We validate our designs by implementing them using our wireless node prototype,
Hydra [5], conducting extensive experiments, and measuring system performance.
There are four steps to achieve our goal. The work of each step is presented as an
independent Chapter.
First, we demonstrate a system that can aggregate both unicast and broad-
cast frames. Further, the system can classify transmission control protocol (TCP)
acknowledgement (ACK) segments so that they can be aggregated with TCP data
flowing in the opposite direction. This approach improves channel utilization by
aggregating standard broadcast and TCP ACK packets with unicast frames, which
results in less time waiting for the floor and transmitting control frames, and reduced
MAC and PHY header overhead. The measured performance is compared with the
frame aggregation method adopted by the IEEE 802.11n standard. This method is
only able to aggregate multiple frames that are destined to the same receiver.
Second, we design a rate-adaptive frame aggregation scheme that combines
the above design with rate adaptation. To maximize throughput, our design allows
us to find the best aggregation size by tracking the size based on received data frames
and the data rate chosen by rate adaptation. This results in reducing overhead and
the total number of transmissions even further. The measured performance is com-
pared with the frame aggregation method adopted by the IEEE 802.11n standard,
which uses a fixed aggregation size for all possible data rates.
Third, we extend our MAC design to aggregate unicast frames that are
4
destined to different receivers using a delayed ACK scheme. Aggregating multi-
destination unicast frames is challenging because of the difficulty of controlling mul-
tiple link-level ACKs from multiple receivers. Using delayed ACKs addresses this
problem because they allow multiple receivers to control the transmission time of
the ACKs. The measured performance is compared with the frame aggregation
method adopted by the IEEE 802.11n standard and our aggregation scheme using
the special approach for TCP ACKs.
Finally, we further extend the multi-destination rate-adaptive frame aggre-
gation to piggyback metadata with user packets. Many protocols exploit metadata
to improve network performance. However, transmitting metadata incurs some cost
and this limits performance improvement. The goal of this work is to develop a
transmit mechanism for piggybacking such metadata and to study the impact of
overhead of sending metadata on network performance. This promises to lower the
impact of metadata-based control protocols on data transport. The measured per-
formance is compared with the frame aggregation method not supporting metadata
piggybacking.
1.3 Road Map
The remainder of this dissertation is organized as follows. In Chapter 2, we discuss
the detailed motivation of our approach and present the background material that is
necessary to understand the rest of this dissertation. In Chapter 3, we present a new
frame aggregation scheme, which allows the MAC to aggregate standard broadcast
and TCP ACK packets with unicast frames. In Chapter 4, we present a new MAC
design that supports both the rate adaptation and frame aggregation methods. In
Chapter 5, we extend our study to allow the design to aggregate broadcast frames
and unicast frames that are destined for different receivers. In Chapter 6, we further
extend our study to allow the design to piggyback various kinds of metadata. In
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Chapter 7, we present future work. Finally in Chapter 8, we conclude with the
contributions of our work. In Appendix A, B, C, and D, we present the details of




We discuss the detailed motivation of our approach and present the background
material that is needed to understand the rest of the dissertation. First, we discuss
the overheads in wireless networks. In addition, we describe the impact of overheads
and show some analysis of overhead as a function of packet size and data rate.
Second, we present a basic overview of frame aggregation and show the potential
impact of frame aggregation on throughput. In addition, we discuss existing frame
aggregation schemes. Third, we present the details of Hydra, a wireless network
node prototype, used to evaluate the designs described in the following Chapters.
Fourth, we present experimental issues with Hydra. Finally, we present the basic
idea of rate adaptation and then discuss some rate adaptation algorithms. Further,
we present some experimental results for rate adaptation.
2.1 Overheads in Wireless Networks
Every transmission in a wireless network incurs some overhead. These overheads
are necessary for successful transmission, but they limit the achievable throughput
because they take some time. We present the sources of overhead incurred by
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individual transmissions and analyze the impact of these overheads on performance.
2.1.1 Individual Transmissions
Each transmission incurs overhead that can be categorized into per-transmission
and per-frame overheads. Per-transmission overheads originate in the PHY, and in
the process of acquiring the transmission floor, while per-frame overheads originate
in the MAC and higher layers.
Per-transmission overhead in the PHY arises because each transmission re-
quires a PHY header for frame synchronization, channel estimation, and signalling
decoding information. The header overhead for synchronization is used to detect
the point where a packet begins as well as to correct for frequency offset. The over-
head for channel estimation is used to estimate the amplitude and phase distortions
of the wireless channel and communication system. Signalling information includes
the packet size and data rate, which allows a receiver to decode the packet. In ad-
dition, OFDM systems use pilot tones to correct for residual frequency offsets. For
example, the IEEE 802.11a system includes 2 OFDM symbols for synchronization
and channel estimation, 1 OFDM symbol for signalling, and 4 samples on a per
OFDM symbol for pilot tones. Each OFDM symbol consists of 80 physical samples
and duration of each sample is 120 MHz or 50 ns [2]. In general, these overheads are
transmitted using a base rate and thus are not sensitive to data rate.
Floor acquisition overhead arises because transmissions are broadcast. Thus,
only one sender can transmit data over a wireless channel at a time, and others must
defer their own transmissions until they “acquire the [transmission] floor”. This
results in a waiting time to gain access to the channel. In IEEE 802.11 systems, this
is done using carrier sense multiple access with collision avoidance (CSMA/CA).
We focus on IEEE 802.11 system but many of the issues would be similar regardless
of what kind of system is used. In general, the time needed for acquiring the floor
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does not change even when the data rate increases.
The basic carrier sense mechanism introduces overhead at a number of points.
First, a sender waits to begin its own transmission when it senses carrier. Second,
senders use additional waiting time to decorrelate transmissions from other nodes’
transmissions when the channel becomes idle by using a random backoff. The wait-
ing time corresponds to the number of random backoff slots. The number of slots
is determined by taking a random value from a uniform distribution over the range
from 0 to the contention window size. Third, retransmission might be required
because of a collision or because the channel cannot support the data rate. Retrans-
mission makes per-transmission overhead worse because it requires additional time
to retransmit the packet. In addition, retransmission causes an exponential increase
of the contention window. This increases the probability that the retransmission
uses a longer backoff, which results in more waiting time.
One way of lowering the cost of collisions is to exchange control frames before
the data transmission so that we can reduce retransmission overhead. For example,
the IEEE 802.11 MAC uses a collision avoidance mechanism with a request-to-send
(RTS) and clear-to-send (CTS) exchange. This exchange negotiates clearing the
floor around the receiver, and successful negotiation allows a sender to transmit a
packet with a low probability of collision. However this requires additional time for
the control frame exchange.
Per-frame overheads include the headers and checksums for the MAC and
higher layers. The MAC requires a header that comprises MAC-level control in-
formation and addresses. The addresses specify the transmitter and intended re-
ceiver(s). In addition, the MAC appends a checksum to each frame to detect errors.
The IEEE 802.11 MAC includes a header of 30 bytes and a 4-byte checksum [1].
The Internet protocol (IP) and TCP have additional headers. The IP header con-
tains 20 bytes of packet information and addresses [6]. The TCP header includes
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20 bytes of source and destination ports and some control information [6]. In ad-
dition, other higher-level protocols have their own headers, which further increases
the per-frame overhead. Different from per-transmission overhead, the time needed
for these overheads varies with data rate.
There have been many efforts focused on improving overheads at multiple
layers [7–9]. For example, one approach is to reduce per-frame overhead by concate-
nating headers above the MAC layer [8, 9]. This dissertation focuses on improving
overheads at the PHY and MAC layers. Thus we assume that other layers’ over-
heads are fixed. Furthermore, we mainly focus on improving per-transmission over-
head rather than per-frame overhead. This is because per-transmission overhead is
mostly fixed in cost, while per-frame overhead varies with data rate. This implies
that, for higher rates, per-transmission overhead becomes more significant relative
to per-frame overhead.
2.1.2 Impact of Overhead
What is the impact of the per-transmission and per-frame overheads? We consider
the relative overhead, which denotes the ratio of the amount of bandwidth used for
overhead compared to that used for total transmission. The relative overhead is
more significant for smaller sized packets. This is because sending a smaller sized
packet decreases the time to transmit the data, but does not decrease the time used
by most of the overheads. Using a higher data rate is similar to sending a smaller
sized packet. This is because using higher rates decreases the time to transmit
data and most per-frame overheads but does not decrease the time to transmit
per-transmission overhead. Thus this also increases the relative overhead.
As an example, suppose that we have a maximum (2304B) MAC frame at
the base data rate. The percentage of the bandwidth used by overhead is 5%. If we
send a TCP ACK at the base rate, then the overhead increases to 44%. If we send
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these frames at the maximum data rate, the overhead for the maximum frame size
is 43% and for the TCP ACK is 91%. Thus, the impact of overhead becomes more
significant at a smaller sized packet or higher data rate.
To gain further insight into this issue, we analyzed overhead as a function
of data rate and packet size. For this analysis, we derived lower bounds for the
overhead using two assumptions: first that there were no transmission errors due
to the wireless channel or collisions, and second that we ignored carrier sensing.
These assumptions imply that we calculated a lower bound on the floor acquisition
time and thus the total transmission time is also a lower bound. However, the
absolute time to transmit the MAC and PHY headers is not approximated. In a
real system, we would expect there to be additional overhead of waiting for floor
and retransmissions.
For each data rate and packet size, we calculated the time to transmit MAC
and PHY headers and the lower bound of floor acquisition time. Then, we de-
rived the percentage overhead by dividing the duration of each overhead by total
transmission time. Floor acquisition time consists of the interframe time, the expec-
tation value of the backoff time corresponding to initial contention window, and the
transmission time for the RTS/CTS exchange. The time needed for the RTS/CTS
exchange is 81% of the floor acquisition time. One way of tackling this overhead
could be to decide when we need the RTS/CTS exchange or not. Based on IEEE
802.11n [4], the MAC and PHY headers are set to 40 Bytes and 7 OFDM symbols
respectively.
First, we consider the impact of data rate on overhead. Figure 2.1 shows the
overhead percentage as a function of PHY data rate for a packet size of 1 Kbyte.
The X-axis shows the PHY data rate in Mbps and the Y-axis shows the percentage
of time used by overhead. This result shows that the overheads for both floor
acquisition and PHY header dominate as the PHY data rate increases. This is
11






























Figure 2.1: Overhead percentage vs. PHY data rate
because the floor acquisition time and PHY header overhead are not changed by
the data rate and thus the impact of this overhead becomes more significant at
higher rates. On the other hand, the MAC overhead becomes negligible as the rate
increases. Further, this result shows that, for all rates, the floor acquisition time is
the most important even though this is a lower bound. Thus we expect that this
factor will become more significant as network load becomes higher. This is because
high network load increases the time of waiting for floor and retransmissions.
Next, we consider the impact of packet size on overhead. Figure 2.2 shows
overhead percentage as a function of packet size for the rate of 130 Mbps. This rate
is the highest one that Hydra’s current 2 × 2 multi-antenna system supports. The
X-axis shows the packet size in bytes, and the Y-axis shows the percentage of time
used by overheads. The X-axis ranges from 100B to 10KB. The result shows that
the total overhead increases up to 94% as packet size decreases, and most of the
12






























Figure 2.2: Overhead percentage vs. Packet size
overhead is incurred by floor acquisition and the PHY header. The total overhead
for maximum Ethernet packet (1500B) is 53% and for a typical control packet of
TCP ACK increases to 91%.
2.2 Frame Aggregation
Our overhead analysis shows that the per-transmission overheads have a great im-
pact on performance. This impact becomes more significant as the PHY data rate
increases or the packet size decreases. Obviously, whenever possible, it is a good
idea to use a higher data rate for data transmission. However, for higher rates, the
relative overhead shows a significant increase, limiting performance improvement.
One approach to reduce the relative overhead is to use a lower data rate, but this
is obviously not desirable. Thus the only way to reduce overhead is to make the
frame bigger. In particular, there are a lot of control packets in real networks and
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thus this is important because those are small. This can be achieved by grouping
several frames together into a single transmission. This is called frame aggregation.
In this Section, we start by presenting the basic idea of frame aggregation.
Second, we show a basic analysis of the achievable throughput of frame aggregation.
Third, we present the IEEE 802.11n MAC, which adopts various frame aggregation
methods. Finally, we discuss others’ work related to frame aggregation.
2.2.1 Basic Idea
One approach to reducing these overheads and thus achieving the potential per-
formance gains offered by modern PHYs is to group (or aggregate) several frames
together into one transmission. This has two benefits: one, it reduces the total
number of transmissions, resulting in less time waiting for the floor and transmit-
ting control frames, and two, it reduces header overhead by allowing several frames
to share headers. As an example of this approach, the IEEE 802.11n standard in-
cludes several frame aggregation schemes to support high data rates as part of its
high throughput MAC design [4].
Basically there are two approaches to aggregating MAC frames. The first
approach is to group multiple frames into a single transmission, each of which has
its own MAC header and checksum. This approach does not save the per-frame
overhead though it can save the per-transmission overhead. However, the advantage
of this technique is that it can use a partial ACK scheme by detecting partial drops
for individual subframes. A partial drop means that a received frame contains
some erroneous subframes. The other approach is to aggregate multiple frames by
concatenating user data using a single MAC header and checksum. The advantage of
this technique is that this saves both the per-frame and per-transmission overheads.
However, when partial drops happen, this approach cannot observe the partial drops
for individual subframes and thus all the subframes are discarded.
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Figure 2.3: Throughput with a fixed data rate
2.2.2 Throughput Analysis
The goal of our throughput analysis is to derive the achievable throughput when
frame aggregation is used. We analyzed the throughput with the same assumption
and parameters as described in Section 2.1.2.
Figure 2.3 shows throughput as a function of aggregation size for the PHY
rate of 6.5, 52, and 130 Mbps. We chose these PHY rates as the lowest, medium,
and highest ones that Hydra’s current 2 × 2 multi-antenna system supports. The
aggregation size defines the total size of subframes that are aggregated. The X-axis
shows the aggregation size in KB and the Y-axis shows throughput in Mbps. The
dotted lines show asymptotic lines for the data rates of 6.5, 52, and 130 Mbps.
We set the individual packet size to 1KB. We performed these analysis with the
aggregation sizes up to 65KB.
We observe that, for all PHY rates, the throughput increases rapidly and, at
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a point, it converges to the PHY data rate. As the PHY data rate increases, the slope
of the throughput increases and the convergence point is shifted to the right side.
This is because, at higher rates, overhead becomes more significant, and aggregating
multiple frames reduces the overhead significantly. Thus the aggregation method is
more effective to higher rates.
2.2.3 The IEEE 802.11n MAC
To improve throughput, the IEEE 802.11n [4] high-throughput standard adopts two
approaches to frame aggregation: the aggregated MAC service data unit (A-MSDU),
and the aggregated MAC protocol data unit (A-MPDU) [10]. A-MSDU aggregates
packets from the upper layer and adds a single MAC header and checksum. This
scheme is effective when the MAC aggregates many small user packets such as TCP
ACKs or other control-oriented data. A-MPDU concatenates normal 802.11 MAC
frames each having its own MAC header and checksum. Each of these subframes
is separated by a MAC delimiter, which includes a length, checksum, and delimiter
signature. The MAC delimiter allows a receiver to robustly separate each subframe,
even in the case where some errors occur in the individual subframe. This approach
has more overhead than the first, but supports a block ACK scheme. Block ACKs
allow each subframe to be acknowledged separately, thus allowing retransmission of
only the subframes in error. This approach will have an advantage with high error
rates. Kim et al. [11] evaluated the throughput of an early variant of 802.11n frame
aggregation as a function of payload size and physical data rate.
The 802.11n MAC also specifies a bi-directional data transfer method that
can reduce floor acquisition overhead [10]. It is particularly useful for reducing the
overhead of a bi-directional stream of TCP data and ACKs. When a node transmits
a frame, instead of relinquishing the floor when the transmission completes, the node
can grant the receiver permission for a reverse direction transmission destined for
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the original transmitter. This approach allows both TCP data and ACKs to be
transmitted in turn. This saves a floor acquisition time and the time to exchange
a RTS and CTS if they are being used. However, this method does not reduce the
MAC and PHY header overheads or the cost of link-level ACKs.
2.2.4 Related Work
Here we describe previous efforts to improve throughput using frame aggregation.
Sadeghi et al. [12] proposed the opportunistic auto-rate (OAR) method, which uses
frame aggregation to take advantage of favorable channel conditions. When the
underlying rate adaptation algorithm shows that a frame can be sent at higher than
the base-rate, the MAC attempts to aggregate frames so that the time spent sending
the frame at the higher rate equals the time that would be the same as the time to
send a single frame at base-rate. This preserves the basic fairness capabilities of the
802.11 MAC while taking advantage of higher rates and the overhead reduction of
frame aggregation.
Skordoulis et al. [13] proposed a two-level frame aggregation scheme that
mixes 802.11n’s two aggregation methods. In the first stage, the MAC aggregates
user packets from the upper layer into an A-MSDU with a MAC header and check-
sum. Then, a series of these A-MSDUs are concatenated into an A-MPDU with
each A-MSDU separated by a MAC delimiter. This scheme increases the maximum
aggregation size compared to using A-MSDUs and reduces MAC header overheads
compared to using A-MPDUs. It allows the block ACK scheme to be applied to
the A-MSDUs. The authors compared the throughput of their scheme with that of
IEEE 802.11n frame aggregation schemes as a function of offered load.
Kim et al. [14] proposed a multi-layer scheme that provides aggregation at
both the MAC and PHY layers. The MAC aggregates multiple MAC frames into an
A-MPDU, and then the PHY aggregates a series of A-MPDUs into a single phys-
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ical frame. Within the physical frame, an additional physical delimiter precedes
each of the A-MPDUs. The physical delimiter contains modulation and coding in-
formation for each A-MPDU, and thus allows each A-MPDU to be transmitted at
a different rate. Unlike the other existing approaches, this scheme also supports
multi-destination aggregation because each A-MPDU can be addressed to a differ-
ent destination. To facilitate this, the protocol employs a polling scheme so that
frames sent to different destinations can be acknowledged. This scheme allows ag-
gregation of multi-destination frames in the PHY. This saves floor acquisition time
but cannot reduce overhead of physical headers. In addition, this scheme supports
multi-destination aggregation in infrastructure-based networks. In contrast, our de-
signs, discussed in the following Chapters, perform aggregation at the MAC layer
and thus can reduce most of the per-transmission overhead. Further, our designs
can support multiple destination aggregation even in an infrastructureless network.
2.3 Hydra
All the experiments presented in the following Chapters are performed using a wire-
less network prototype, Hydra 1 [5]. Hydra was designed to allow both the PHY
and the MAC to be flexible and easy to modify. This design allows us to experiment
with cross-layer designs on realistic hardware and real RF channels rather than just
in simulations. Hydra has been presented in some detail in [17], and an overview
of a variety of PHY issues that arise when using Hydra (and when experimenting
with PHYs, MACs, and cross-layer design) appears in [18]. Here we present a brief
overview of Hydra.
Figure 2.4 presents a block diagram of the main components of Hydra includ-
ing the RF front-end, the PHY, and the MAC. The programmable RF front-end is
the universal software radio peripheral (USRP) [19], which interfaces to the general


















Figure 2.4: Block diagram of a Hydra node
purpose host through a USB 2.0 connection. The diagram shows several USRPs
with multiple antennas, but here we use a single USRP with two antennas. All
other aspects of Hydra, the PHY, MAC, and higher layers, run on a general pur-
pose processor (GPP) running Linux. The PHY is written in C++ using the GNU
Radio framework [20]. The MAC is also written in C++, but using the Click pro-
grammable router framework [21]. Click also provides ad-hoc routing and interfaces
to the standard Linux stack. Implementing the PHY and MAC in C++ using gen-
eral frameworks greatly eases the task of creating working cross-layer prototypes.
2.3.1 PHY
The Hydra PHY implements a MIMO-OFDM transceiver that is based on 802.11n [4].
Data is carried on 52 subcarriers that are modulated using BPSK, QPSK, 16-QAM,
or 64-QAM. Forward error correction codes (punctured convolutional codes) are
used with coding rates of 1/2, 2/3, 3/4, or 5/6. Our current 2× 2 multiple-antenna
system is able to support both single-stream and double-stream transmissions by us-
ing beamforming, spatial multiplexing, and cyclic delay diversity. The Hydra PHY
can thus support various rates through a combination of modulation scheme, cod-
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Table 2.1: Hydra PHY details
System Bandwidth 2 MHz∗
Center Frequency 2.4− 2.5 GHz
Maximum TX Power 10 mW
Modulation BPSK, QPSK, 16-QAM, 64-QAM
Coding Bit-Interleaved Binary Convolutional
SISO Data Rates 0.65∗, 1.30∗, 1.95∗, 2.60∗, 3.90∗,
5.20∗, 5.85∗, 6.50∗ Mbps
MIMO Data Rates 2×, 3×+, and 4×+ SISO Data Rates
Diversity Schemes Cyclic Delay Diversity, Space-time
Coding, Spatial Mapping, Beamforming
∗ indicates non-standard values
+ indicates capabilities in development
ing rate, and the number of data streams. In particular, the rates supported by the
prototype are (in Mbps) 0.65, 1.3, 1.95, 2.6, 3.9, 5.2, 5.85, and 6.5 for single-stream
mode and 1.3, 2.6, 3.9, 5.2, 7.8, 10.4, 11.7, and 13.0 for double-stream (spatial mul-
tiplexing) mode. Hydra’s data rates are limited due to the bandwidth of the USB
bus and processing delay created by the software implementation of the PHY. Thus
the prototype supports physical layer data rates 10 times less than the actual data
rates defined in the IEEE 802.11n standard. Table 2.1 summarizes the features of
the Hydra’s physical layer.
2.3.2 MAC
The MAC is written in C++ using the Click modular router framework [21]. This
software framework, developed at MIT, runs on a general purpose processor and
was originally created for building flexible and high performance routers. Similar
to GNU radio, Click allows users to build packet processing elements in C++ and
connects them using its own glue language.
The Hydra MAC follows the IEEE 802.11 MAC standard for distributed coor-
dination function (DCF) with a RTS/CTS exchange. In addition, Hydra supports an
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explicit feedback scheme using the RTS/CTS exchange and rate adaptation schemes
including receiver-based auto rate (RBAR) and auto rate fallback (ARF) [22,23].
2.4 Experimental Issues for Hydra
Since Hydra is implemented modularly in software and can be run on laptops, we
can easily configure the system for different experiments. Many of the experiments
presented in the following Chapters are run over real wireless channels using the
USRP RF frontend. However, it can be difficult to create a variety of real channels,
and achieving reproducibility in real channels is challenging. One advantage of Hy-
dra’s software implementation is that it is easy to create an emulator that processes
the baseband output of the Hydra transmitter and then sends it to a Hydra receiver.
Here, we discuss the setup for both our real and emulated channel experiments.
2.4.1 Real Channels
For our experiments over real channels, we use two or more laptops running the
Hydra transceiver. Each transceiver is connected to a USRP with daughter cards
operating in the 2.4 GHz band. Two antennas are connected to daughter cards,
which allows us to do multi-antenna experiments.
All our experiments are set up in a small lab space. We used directional
antennas that allow us to create various kinds of spatial correlations and fading.
Changing the angles of the antennas allows us to change the relative power of the
line-of-sight (LOS) and non-LOS signals in the channel, which impacts the Demmel
condition number. We used the Demmel condition number as an indicator of the
spatial structure of MIMO channels [24]. The distance between the nodes is such
that, given the power constraints of the USRPs, we can explore a range of signal-
to-noise ratios (SNRs) that allows us to adapt over the full set of rates. We vary
the average SNR in these experiments by changing the transmission power.
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Our experiments are done with stationary antennas. For these experiments,
we calibrated the channel to find angles for the antennas that have good Demmel
condition numbers. Fixing the angles allows us to have a relatively static spatial
correlation. In addition, to create real channels that vary significantly in the time
and spatial domains, our current best solution involves an oscillating metal fan along
with one antenna mounted on each of the left and right sides of the fan.
2.4.2 Emulated Channels
The difficulty in creating and controlling real channels means that channel emulation
is also important. Our experimental setup for an emulated channel consists of three
GPP machines, two acting as Hydra nodes and one running the emulator code.
The channel emulator allows us to experiment with a variety of channel
models and impairments, while still using the PHY and network stack that is part
of a working system and that we use for experiments over real channels. This gives
us the control of a simulation, but with greater fidelity to a working system.
For spatially uncorrelated time-varying multi-antenna channels, we used Jakes
channel model [25], which is a model for rayleigh fading channel that includes
Doppler effects. The Doppler effects are parameterized by normalized Doppler, fdTs,
where fd denotes Doppler frequency and Ts stands for the sample duration. For the
following emulator-based experiments, Ts is fixed at
1
2 MHz . For the multi-antenna
systems we generated independent identically distributed (i.i.d.) time-varying single
antenna channels up to the number of multi-antenna channel elements. We assume
that the channel can be changed within a single transmission based on channel
coherence time, which approximates the inverse of the Doppler frequency [26].
To add frequency selectivity to the channel, we used the power-delay profile
having exponential distribution [26]. In addition, to controlling average SNR, we




For our real experiments, we used a transmission power of 7.7 mW, and the spacing
between nodes is roughly 3 meters. We did experiments at all possible rates for the
single stream mode and the spatial multiplexing mode.
To create user datagram protocol (UDP) traffic, we used an application that
simply sent UDP packets at a controllable rate. The size of a UDP packet is 1KB,
which results in 1136B MAC frames. For TCP experiments, we used a one-way file
transfer with a file size of 4 Mbytes. The maximum segment size for TCP is set to
1357 bytes, resulting in a MAC frame of 1464 bytes. TCP ACKs had a MAC frame
size of 160 bytes.
Hydra’s receiver PHY, implemented by software, takes a significant amount
of time to process a packet, and that time is dependent on packet length. Thus, Hy-
dra uses spacing between packets that are longer relative to the packet transmission
times than for the 802.11n standard. Our goal is to provide insights about systems
with more typical, hardware-based PHYs, and so we have processed the through-
put results presented in the following Chapters so that they reflect the interframe
spacing defined in the IEEE 802.11n standard [4]. This aspect of Hydra is discussed
further in [18].
2.5 An Experimental Evaluation of Rate Adaptation
Eventually, our design will do frame aggregation in conjunction with rate adaptation.
Thus, we need some basic understanding of rate adaptation. For this purpose, we
first overview rate adaptation and then show some experimental results to evaluate
some rate adaptation algorithms. This discussion is based on [16].
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2.5.1 Rate Adaptation
Rate adaptation is a technique of controlling the transmission rate of packets by
tracking wireless channels. This improves performance by decreasing packet trans-
mission time. We present the basic idea of rate adaptation and then we discuss
some rate adaptation algorithms.
Basic Idea
The goal of rate adaptation is to balance data transmission rate with the rate of
packet failure. Choosing too low a rate will cause transmissions to take longer
than needed, while choosing too high a rate causes the transmission to fail. For
the systems considered here, three factors determine the rate: how the data is
modulated, the amount of redundancy in the error correcting code, and the number
of spatial multiplexing streams. If we fix the degree of spatial multiplexing, then for
the systems under study here, the probability that a given modulation and coding
rate will result in a successful transmission is determined primarily by the SNR
at the receiver, which is in turn a function of the transmit power and the channel
between the transmitter and the receiver. This is true for frequency flat fading
channels. Changes in the channel mean that the best rate to use for transmission
will change, and any approach to rate adaptation must track such changes to deliver
the best rate.
The situation becomes more complex when there is a need to adapt between
diversity and spatial multiplex modes in multi-antenna systems. Spatial multiplex-
ing algorithms only perform well in certain types of wireless channels with good spa-
tial structure. In other words, increasing the number of data streams in a channel
with a bad spatial structure will significantly reduce reliability and decrease through-
put. The Demmel condition number is a good indicator of the spatial structure of
MIMO channels [24]. Thus what rate (including the degree of spatial multiplexing)
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is best is a function of both the SNR and the Demmel condition number, both of
which vary depending on the channel. Actually, the situation is more complex than
this, and the Demmel condition number is most useful for frequency flat fading
channels [27], such as those found in relatively narrowband systems such as Hydra.
Rate Adaptation Algorithms
Many rate adaptation protocols use implicit feedback to track the changing channel
and adjust the rate. ARF [23] is typical of such algorithms. In ARF, ACKs are used
as implicit feedback. If an ACK is not received, the current rate is assumed to be
too high and the rate is lowered. If an ACK is received, the current rate is known
to be equal to or lower than the ideal rate, and if enough ACKs are received in a
row, the protocol increases the rate to see if a higher rate is feasible. ARF raises the
rate if 10 consecutive ACKs are received and lowers it if there are two consecutive
ACK failures.
Advantages of using ARF include that no information is needed from the
PHY and packet formats are not impacted. However, ARF has the disadvantage
that it can only adapt to changes in the channel that take place on time scales
greater than a few packet exchange times. Also, even for an unchanging channel,
it occasionally raises the rate to see if a higher rate can be supported, resulting in
packet loss. Finally, ARF assumes that failure to receive an ACK is due to the
rate being to high, even though the failure may have some other cause, such as a
collision.
Another class of protocols uses explicit feedback to track the channel. A
good example is RBAR [22], which uses the RTS preceding the data transmission to
measure the SNR. The receiver then determines the best rate based on this SNR and
returns this rate to the transmitter, which uses it to transmit the data. Although
there are a multitude of feedback algorithms, RBAR captures the basic architecture.
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An advantage of RBAR is it can adapt to channels that change at a rate faster
than tens of packet times, and it does not need to probe when the channel does not
change. One limitation is that it may not work well for channels that change so
fast that the SNR for the RTS is different than for the packet. However, the main
disadvantage is that it requires a potentially expensive RTS/CTS handshake to
measure and feedback the channel related information, as well as additional space in
the CTS for the feedback information, which impacts the packet format. Avoiding
this overhead can improve network performance by saving the time to transmit
control packets but may cause the loss of the advantage of having timely feedback.
2.5.2 Experimental Evaluation
We evaluated rate adaptation algorithms by performing a series of rate control ex-
periments based on transmission over both real and emulator channels. Our exper-
iments include measurements for single antenna systems and two antenna systems
using a single or spatial multiplexing streams. We studied rate adaptation algo-
rithms using both explicit and implicit feedback from the receiver.
Here, we present the experimental calibration of rate transition points for
RBAR and, for further discussion, we show an experimental result to compare the
throughput of RBAR with that of ARF for single stream rates. All other experi-
mental results based on real and emulator channels have been discussed in [16].
Calibrating the RBAR transition points
Any RBAR implementation will need to make a choice about when to transition
from one rate to another. As with Holland [22], we use SNR as the criteria for
channel quality. We choose the transition points by experimental calibration using
the fixed rates supported by Hydra as a function of SNR. Separate calibration is
needed for single antenna, single stream, and spatial multiplexing cases. Here, we
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Figure 2.5: Delivery Ratio and Throughput vs. SNR for single antenna fixed data
rates. Dotted vertical lines indicate rate transition points for RBAR.
present the results for single antenna and single stream; the calibration result for
spatial multiplexing can be found in [16]. Note, because it depends on the channel,
we cannot control the SNR directly. In these experiments, we control the transmit
power and then measure the SNRs of the packets to find the required cutoffs.
Figures 2.5-2.6 show the results we used to choose our transition points. All
graphs have SNR on the X-axis. These graphs show the results for all of the fixed
rates supported by Hydra for that version of the system. For Figure 2.5 the Y-axis
of the top graph shows the packet delivery ratio and of the bottom graph shows the
throughput achieved in Mbps. The packet delivery ratio for the other measurements
was essentially identical and so has not been presented. The vertical lines show the
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Figure 2.6: Throughput vs. SNR for single stream fixed data rates. Dotted vertical
lines indicate rate transition points for RBAR.
transition points we chose for RBAR. Note that single stream supports higher rates
than single antenna and the cutoffs chosen are lower than for single antenna. This
reflects the improvement we get in the channel from using diversity.
One design detail is what criteria to use for choosing the rate transitions.
We choose to transition from one rate to another when doing so would result in
higher throughput. Thus the transition points are located at the points where the
throughput of a higher rate crosses that of the best performing lower rate. As shown
by the vertical lines, the transitions we use are (in dB): for single antenna, 8.9, 11.6,
14.8, 19.0, and 26.8; and for single stream, 7.0, 9.0, 10.8, 13.6, 18.0, 20.3, and 21.8.
Note that the first cutoff for single stream is an estimate since the crossing point is
not observed in the data.
RBAR and ARF with RTS/CTS
The goal of this rate adaptation experiment is to provide some understanding that
rate adaptation, used for the design in Chapter 4, works in practice and shows real
improvement of throughput. Figure 2.7 shows the experimental result comparing
RBAR and ARF for single stream rates. The fixed single stream rate data is shown
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Figure 2.7: Throughput vs. TX power for single stream RBAR and ARF. Fixed
rate lines are shown lightly for reference.
lightly for reference. Note here, we plot the data in terms of transmit power. Since
transmit power is what is actually controlled at the transmitter, this result reflects
the conditions actually experienced by ARF and RBAR.
We see that RBAR tracks the top of the curves formed by the fixed rate data
relatively closely, indicating that RBAR is generally choosing the best rate possible.
ARF also tracks the fixed rate data reasonably well, but not as closely as RBAR.
ARF has some dips at about the points the fix rate results cross. We believe at




Most frame aggregation schemes require that frames that are aggregated all be
destined to the same receiver. This approach neglects the fact that transmissions are
broadcast and a single transmission will potentially be received by many receivers.
A simple way of taking advantage of this is to aggregate broadcast frames along with
a group of unicast frames all destined for one receiver. Because broadcast frames
do not require acknowledgement, this can be done while still having a single ACK
for the unicast frames.
We expect TCP traffic to be important for wireless networks, and it can
also benefit from frame aggregation. The key observation is that TCP ACKs are
small packets that flow in the opposite direction of the (typically) larger TCP data
packets. Since TCP ACKs are cumulative and thus carry redundant information,
they have lower reliability requirements than the data packets. We take advantage
of this by treating TCP ACKs as if they were broadcast frames and do not require
link-level acknowledgements. This allows the ACKs to be aggregated with TCP
data traveling in the opposite direction, significantly reducing the cost of the TCP
ACKs. By allowing the MAC to examine TCP headers, our design breaks layering
abstractions and thus is a cross-layer algorithm.
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Here, we present the design of a system that can aggregate both unicast and
broadcast frames 1. Further, the system can classify TCP ACK segments so that
they can be aggregated with TCP data flowing in the opposite direction.
3.1 Related Work
There have been cross-layer approaches to improve TCP performance by piggyback-
ing small TCP ACKs with link-level frames [28–31]. C. Parsa et al. [28] proposed
the transport unaware link improvement protocol (TULIP) that provides a piggy-
back method which transfers a TCP ACK with a link-level frame. J. Tourrilhes [29]
proposed PiggyData that is to transmit PiggyData ACK, a link-level acknowledge-
ment with a flag indicating status of the transmit queue, as a response of TCP data.
Setting the flag to one means that a TCP ACK is followed after short inter-frame
space (SIFS) interval. Y. Xiao [30] suggested a piggyback mechanism that allows
the MAC to piggyback a link-level acknowledgement with a TCP ACK in a single
frame immediately after the node receives TCP data. Our scheme differs from these
approaches in that these do not reduce the MAC and PHY header overheads or the
cost of link-level ACKs.
L. Scalia et al. [31] suggested PiggyCode which allows the MAC to combine
TCP data with TCP ACK by using network coding technology. This approach can
reduce the MAC and PHY header overheads for TCP ACKs, similar to our approach.
However, the PiggyCode requires additional headers to encode and decode packets,
and it allows only packets of different types to be coded together, which restricts it
to transmitting a single TCP data and TCP ACK at a time.








Figure 3.1: Unicast aggregation format
3.2 Design
Our design incrementally extends the familiar IEEE 802.11 DCF MAC protocol [1]
to support frame aggregation. This addition requires modest changes to the PHY
frame format, demonstrating one of the cross-layer aspects of our design. Exten-
sions include support for unicast aggregation, broadcast aggregation, and link-level
classification of TCP ACKs as broadcast frames. The implementation details of this
design have been described in Appendix A.
3.2.1 Unicast Aggregation
Unicast aggregation follows the A-MPDU scheme adopted by the IEEE 802.11n
standard as described in Section 2.2.3. Figure 3.1 is the format for supporting
unicast aggregation, where UN denotes the N -th unicast subframe. The aggregated
frame consists of some PHY-oriented information, such as training sequences, the
rate and length fields for the frame and then a series of unicast subframes, all bound
for the same destination. Because all the unicast subframes are destined for the same
node, a single ACK can be used to acknowledge all the subframes. Here, no changes
are needed to the PHY.
3.2.2 Broadcast Aggregation
Broadcast frames are likely to be important in a multi-hop wireless network, espe-
cially for control protocols. For example, the dynamic source routing and ad-hoc
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Figure 3.2: Broadcast aggregation format
ery and maintenance [32,33]. The broadcast nature of radio frequency transmissions
means broadcast frames can not only be aggregated with each other, but also with
unicast frames. This promises to significantly lower the impact of flooding-based
control protocols on data transport.
Figure 3.2 shows how our broadcast aggregation format extends the basic
unicast format, where BN stands for the N -th broadcast subframe. Our design
modifies the PHY header to add a rate and length field for the broadcast subframes.
The rate information enables us to support different data rates for broadcast and
unicast subframes. The length information allows our protocol to prepend a variable
number of broadcast subframes to a variable number of unicast subframes, all within
the same physical frame. Our design requires modifying the PHY header to include
rate and length information to allow the receiving PHY to decode incoming streams.
The broadcast subframes are not acknowledged and thus a single link-level ACK is
still sufficient. In addition, depending on queue status, the broadcast aggregation
scheme allows the MAC to aggregate broadcast or unicast frames only.
3.2.3 Treating TCP ACKs as Broadcasts
Many of the Internet’s most important applications use TCP as the transport pro-
tocol. Thus, optimizing for TCP becomes important. Furthermore, TCP represents
a general class of protocols that support reliable transmission. TCP relies upon
a bi-directional traffic flow of TCP data and TCP ACKs. Because the ACKs are
small, the impact of the fixed overhead becomes even more significant, making them
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especially good candidates for aggregation.
TCP employs a cumulative acknowledgement mechanism. In this scheme,
receipt of an ACK for packet Pi, where i is the sequence number of the packet,
implies acknowledgement of all previous packets Pj , for j ≤ i. Because of this re-
dundancy, ACKs have less need for reliable transmission than data. Indeed, some
TCP implementations intentionally drop some fraction of the ACKs to reduce pro-
tocol overhead [34]. This suggests that TCP ACKs could be transmitted without a
link-level acknowledgement, in the same manner as broadcast frames.
Our design breaks layer boundaries in a novel way by classifying TCP ACKs
as broadcast frames and then aggregating them in the same manner as frames with
broadcast addresses. This can potentially cut the number of transmissions and thus
floor acquisitions needed by a TCP flow in half as well as save the significant other
overheads associated with transmitting the small TCP ACK frames.
TCP ACK aggregation does not require a new frame format. Instead, TCP
ACKs are categorized as link-level broadcasts and transmitted in the broadcast
portion of the frame. Although the TCP ACKs are transmitted as a broadcast
subframe and thus do not generate link-level ACKs, they still have unicast MAC
addresses. When a node receives a TCP ACK not addressed to it, it drops the packet,
rather than passing it up the stack. This behavior is significant; if the packet was
passed up the stack to the IP layer, it would attempt to deliver the packet, resulting
in improper duplication of the TCP ACK. Thus, instead of broadcasting TCP ACKs
to the entire network, as a typical broadcast packet, the ACKs are just broadcast
within the range of the nodes along the TCP stream’s path, just as they would be


















Figure 3.4: Star topology with two TCP sessions
3.3 Experimental Setup
For our experiments, we used the same experimental setup described in Section 2.4.
In addition, we used the cyclic-diversity MIMO mode and thus transmitted a single
data stream from our two antenna systems. We ultimately did experiments at 0.65,
1.30, 1.95, and 2.60 Mbps. Higher rates would have shown greater improvements
for our techniques, but the rates used serve to validate our concept. Experiments
for higher data rates will be presented in Section 5.2.
We used three different topologies: 2- and 3-hop linear topologies as shown in
Figure 3.3; and a star topology as shown in Figure 3.4. Spacing between the nodes
is roughly 2.5 meters. Although Click provides several ad-hoc routing protocols,
because all of our nodes are within transmission range of the others, they would
have not discovered any multi-hop routes. Instead we used static routing to force
the topologies in the figures.
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3.4 Experimental Results
We performed a series of experiments to study the impact of frame aggregation for
unicast frames, broadcast frames, and TCP ACKs. To begin, we determined the ag-
gregation size to be used for subsequent experiments. We then present performance
results for each of our techniques. We conclude with a more detailed analysis that
lets us gain some additional insight into how our protocols operate.
3.4.1 Maximum Aggregation Size
For our experiments, we needed to set a maximum aggregation size to be used in our
further validation. Aggregating multiple frames improves the impact of overhead
on data transport. Thus, we could use arbitrary aggregation sizes. However, as
aggregation size grows, the improvement becomes very limited. Thus, it is important
to bound the maximum aggregation size. Further, frame aggregation becomes more
effective at higher rates, and thus we could bound the maximum aggregation size
differently according to data rate. This motivates our design, discussed in Chapter 4,
to extend the MAC to allow changing the aggregation size as a function of data rate.
For this design, we consider an aggregation scheme using a fixed aggregation
size for all data rates. Thus, for the maximum aggregation size, we chose 5KB,
which achieves 4% overhead improvement for the rate of 0.65 Mbps.
Table 3.1: 2-hop UDP throughput
Data No Unicast Difference
Rate Aggregation Aggregation
0.65 Mbps 0.253 Mbps 0.273 Mbps 7.9%
1.3 Mbps 0.430 Mbps 0.481 Mbps 11.9%
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Figure 3.5: TCP unicast aggregation
3.4.2 Unicast Aggregation
We designed this experiment to study the impact of unicast aggregation. Because
aggregation saves MAC and PHY overheads as well as transmissions, we expect that
throughput will be enhanced and that the amount of enhancement will increase as
rate increases.
For UDP traffic, we used our UDP application over a 2-hop network and
fixed data rates of 0.65 Mbps and 1.3 Mbps. Table 3.1 presents throughput when
the data interval is set to 3 seconds. We observed a significant improvement with
aggregation and that, as expected, this improvement increases with rate.
For TCP traffic, we used a one-way file transfer over both 2- and 3-hop linear
topologies. Figure 3.5 shows the experimental results for TCP as we varied the data
rate. The X-axis shows the unicast data rate in Mbps and the Y-axis shows the end-
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Figure 3.6: 2-hop UDP flooding
to-end throughput in Mbps. Figure 3.5 demonstrates that throughput is improved
for both 2-hop and 3-hop networks when aggregation is applied. Again, as expected,
the improvement increases as data rate increases.
3.4.3 Broadcast Aggregation
We designed this experiment to assess the impact of broadcast aggregation in the
presence of flooding. By combining the flooding frames with unicast frames, we
expect that the impact of flooding on performance will be greatly reduced. For
these experiments both unicast and broadcast aggregation was enabled.
We used our UDP application over a 2-hop network with a data interval of
3 seconds, and fixed data rates of 0.65 Mbps and 1.3 Mbps. To simulate flooding,
each node generated broadcast frames at a fixed rate, which we varied during the
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experiments. Figure 3.6 shows the result of aggregation and no aggregation as a
function of the flooding interval. The X-axis shows the interval of flooding frames
in seconds and the Y-axis shows the end-to-end throughput in Mbps.
Our results show that for both data rates the performance gap between
aggregation and no aggregation increases as the flooding interval decreases. A small
flooding interval has a greater impact on the throughput when no aggregation is
used, indicating that aggregation effectively reduces the overhead of flooding. We
also observed the expected trend with increasing rate. If we compare this result
with the unicast aggregation result when there is no flooding (Table 3.1), we find
that for 0.65 Mbps with flooding at the 5 sec interval the throughput is 0.26 Mbps
while without flooding it is 0.27 Mbps, while for 1.3 Mbps flooding has a throughput
of 0.47 Mbps and without 0.48 Mbps. This degradation comes from two sources:
first, only the throughput of the UDP application is considered; and second, as
the flooding interval decreases, the number of aggregated frames containing only
flooding frames increases.
3.4.4 TCP ACK Aggregation
We designed these experiments to study the effect of treating TCP ACKs as broad-
cast frames, thus enabling bi-directional aggregation. We study the impact of bi-
directional aggregation in a variety of configurations. We start by measuring the
throughput as a function of the unicast frame data rate, when the rate used by the
broadcast subframes is fixed, followed by a measurement when the broadcast and
unicast subframes use the same rate. We extend our experiments to 3-hop linear and
star topologies to study the impact of hop count and network congestion. To study
the impact of queueing delay and enhancements that might be gained by delaying
frames to create greater opportunities for aggregation, we experimented with a ver-
sion of our system that waited until it could aggregate 3 frames before transmission.
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Figure 3.7: TCP ACK aggregation with a fixed broadcast rate
To separate the impact of backward and forward aggregation, we performed exper-
iments for TCP ACK aggregation while disabling forward aggregation. Finally, we
present some detailed analysis that lends greater insight into the behavior of our
system.
All experiments in this Subsection use a one-way file transfer with a file size of
0.2 Mbytes to generate TCP traffic. We use the abbreviation BA to denote broadcast
aggregation results, UA for only unicast aggregation, and NA for no aggregation.
2-hop Networks
We designed these experiments to compare TCP performance between BA and UA
over a 2-hop network by studying throughput as a function of PHY data rate. In
the first experiment, we varied the rate of the unicast part of the frame, but fixed
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Figure 3.8: 2-hop TCP ACK aggregation
the rate of the broadcast part of the frame. In the second experiment, the broadcast
and unicast subframes have the same rate.
Figure 3.7 shows the results for BA when using the fixed data rates of 0.65,
1.3, and 2.6 Mbps for the broadcast TCP ACKs, and for UA. The X-axis shows the
unicast data rate measured in Mbps and the Y-axis shows the end-to-end throughput
in Mbps. The value in parenthesis is the fixed rate used for the broadcast subframes.
When the MAC broadcasts TCP ACKs at 0.65 Mbps, we see that BA shows
some improvement over UA at the unicast rate of 0.65 Mbps, but that as the unicast
rate increases, the throughput of BA falls off. As the unicast rate goes up, the
time spent transmitting the broadcast ACK at 0.65 Mbps increasingly dominates,
causing this effect. When TCP ACKs are broadcast at 1.3 Mbps, we observe that
BA outperforms UA up to the unicast rate of 1.3 Mbps, and afterwards BA achieves
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performance similar to UA. BA using 1.3 Mbps becomes more effective because for
high data rates the impact of aggregation becomes more significant. When TCP
ACKs are broadcast at 2.6 Mbps, we observe that BA always outperforms UA over
the range of rates used in our experiments, for the same reasons we have already
mentioned.
Figure 3.8 shows similar results when the broadcast TCP ACKs use the
same data rate as the unicast subframes. In this case BA always outperforms UA.
Comparing BA with UA, the maximum throughput performance gap is 10%. (Also,
improvements exist at 0.65 Mbps, but are hard to see at the scale used in the graph.)
This is because BA can aggregate more subframes at the relay nodes, reducing
both header overhead and the number of transmissions. We also include the no
aggregation results to show that both BA and UA provide significant improvements
over not doing any aggregation, as expected. Because it provided consistently better
performance, we use this version with broadcast and unicast frames at the same rate
for all subsequent experiments.
3-hop Linear and Star Networks
We designed these experiments to study the performance of our system with more
complex topologies, such as when more relay nodes become involved or when the
network becomes congested. We expected that BA would show an enhancement over
UA due to increased hop count and that network congestion would increase the ratio
of aggregation. In a star topology, we expected more congestion because the central
node would be a bottleneck for the TCP streams. More congestion results in longer
queues, which provide more chances for aggregation. In a 3-hop linear topology, we
expected that adding a relay node would increase the number of nodes involved in
aggregation of TCP data and ACKs, improving the aggregation ratio.
We used two topologies: a 3-hop linear topology (Figure 3.3) having more
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Figure 3.9: TCP over more complex topologies
hops and a star topology (Figure 3.4) having more congestion. The star topology
creates two TCP sessions, with each session over 2 hops. For the star topology,
we measured the worst-case throughput over the paths, i.e., the throughput for
the slowest session. For this experiment, broadcast ACKs were transmitted at the
unicast rate. Figure 3.9 shows the throughput as a function of data rate. The X-axis
shows data rate measured in Mbps, and the Y-axis shows the end-to-end throughput
in Mbps.
As expected, BA shows more improvement in both scenarios. For the 3-hop
linear topology, the maximum throughput gap between BA and UA is 12.2% as
compared to 10% for 2-hop. As more relay nodes become involved in bi-directional
aggregation, the overall aggregation ratio increases. For the star topology, the max-
imum throughput gap is 11% because network congestion leads to longer queues.
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Figure 3.10: TCP for delayed BA
This allows BA to have more aggregation opportunities than UA because UA only
supports aggregating frames being transmitted to the same receiver. Note, we also
show the no aggregation result for 3-hop, which has the expected performance. In
addition, we expect that, for star topologies, the result of no aggregation will be
worse than that of UA and BA. This is clear because no aggregation does not support
any methods that reduce the cost of TCP ACKs.
Delayed Aggregation
We designed this experiment to study the impact of the queueing delay on our ag-
gregation approach. We expect that longer queues will result in more opportunities
for aggregation.
We created a delayed version of BA, delayed BA (DBA), which forces relay
44
nodes to pause transmission until they have 3 frames in their queues. We choose 3
frames because that is the maximum number of TCP data frames that can be aggre-
gated, given the parameters of our experiments. Figure 3.10 shows the performance
comparison between BA and DBA over both of 2-hop and 3-hop linear topologies as
a function of rate. The X-axis shows the unicast data rate in Mbps and the Y-axis
shows the end-to-end throughput in Mbps.
We observed that the performance of BA and DBA is similar at the unicast
rates of 0.65 Mbps and 1.3 Mbps and at higher rates DBA outperforms BA slightly.
The maximum gap is 2% and 4% for 2-hop and 3-hop networks respectively. This
improvement is smaller than we expected.
Forward vs. Backward Aggregation
We defined “forward aggregation” to mean the aggregation of packets going in the
same direction, and “backward aggregation” to mean the aggregation of packets
flowing in the opposite direction, such as TCP data and ACKs. We designed this
experiment to gain some insight about where the benefits from backward aggrega-
tion occur. We do this by disabling forward aggregation so that the benefit from
aggregation comes purely from combining TCP data and ACKs into one transmis-
sion.
For this experiment, the 3-hop linear topology was used. Figure 3.11 com-
pares the performance of no aggregation, BA, and BA without forward aggrega-
tion. The X-axis shows the data rate in Mbps and the Y-axis shows the end-to-end
throughput in Mbps.
The results show that the performance gap between BA and BA with disabled
forward aggregation becomes bigger as the unicast data rate increases. This means
that backward and forward aggregation affect the throughput equally when low
data rates are used. As the data rate increases, forward aggregation has a greater
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Figure 3.11: TCP without forward aggregation
impact on the throughput. This probably reflects a limit in the level of bi-directional
aggregation possible in our benchmarks.
Detailed Analysis
Although the results shown thus far show the basic performance characteristics of
our system, a more detailed analysis can give us more insight about the performance
of DBA, BA, UA, and NA. We start by focusing on the impact of bi-directional
aggregation in a 2-hop network, and then we extend our analysis to star and 3-hop
networks to gain insight about the impact of the topology on performance.
2-hop Linear Topology Table 3.2 shows the average frame size (in bytes), the
number of transmissions (TX) (as a percentage of the no aggregation number), and
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Table 3.2: 2-hop relay node detail
NA UA BA DBA
Frame Size 765B 2662B 2727B 3477B
Total TXs 100% 33.7% 26.7% 21.1%
Size overhead 15.1% 6.83% 6.55% 5.8%
the size overhead (as a percentage of the MAC and PHY header size compared
to total size) of NA, UA, BA and DBA in a 2-hop network. The table shows
that the average frame size increases dramatically when we introduce aggregation
and somewhat more modestly when broadcast and then delayed aggregation are
introduced. A maximum TCP data frame is 1464B, and a TCP ACK is 160B, the
average of which is 812B. This is close to the average NA size, suggesting that some
TCP data segments are smaller than maximum size. On the other hand the average
size for UA is 2662B which divided by 812B is 3.3. For the parameters we are using,
3 maximum size TCP data segments will fit in one frame, which suggests that for
UA we are typically fully aggregating data frames and perhaps sometime sending
as many as 4 ACKs at once. Thus TCP effectively expands its window to take
advantage of aggregation. BA and DBA both achieve slightly better aggregation,
as expected. The results for transmissions bear this analysis out since aggregating
3 data or 3 ACK frames in each transmission would result in one-third the number
of transmissions, exactly as seen. Again, the greater aggregation of BA and DBA
result in somewhat fewer transmissions compared to UA. Finally, the differences in
header overheads reflect these same trends as we would expect.
Table 3.3 presents the average percentage time overhead as a function of the
data rate. The overhead includes the transmission time for MAC and PHY headers,
the transmission time for control frames, backoff, DCF interframe space (DIFS),
and SIFS. This table shows very clearly how at higher data rates overhead begins
to dominate. In the no aggregation case it goes from 22.4% to 52.1%. It also shows
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Table 3.3: 2-hop relay node time overhead
Data Rate NA UA BA DBA
0.65 22.4% 6.7% 5.8% 5.2%
1.3 34.9% 14.3% 11.4% 10.3%
1.95 44.4% 19.3% 15.5% 14.3%
2.6 52.1% 24.8% 19.9% 17.7%




that aggregation is very effective in reducing this overhead.
Star Topology vs. 2-hop Linear Topology Table 3.4 shows the average frame
size in both 2-hop and star topologies. The frame size is almost constant for UA,
reflecting the fact that only frames with the same destination can be aggregated,
and thus there are no greater possibilities for aggregation in the star topology than
in the 2-hop one. For BA there is a substantial increase for the star because TCP
ACKs destined for node 3 and 4 can be aggregated together and with TCP data
frames destined for node 1. Table 3.5 shows the size overheads for the two topologies.
It shows a similar trend as frame size. Table 3.6 shows the number of transmissions
relative to the no aggregation case for the two topologies. It shows similar trends
as the previous two results, although UA shows fewer transmissions for the star









Table 3.7: Frame size at all nodes for 2-hop and 3-hop networks
Server (2+) Relay (2) Client (2) Server (3) Relay1 (3) Relay2 (3) Client (3)
UA 3897 2662 463 3451 2384 2224 443
BA 3488 2727 447 3313 2538 2670 430
+ indicates the number of hops.
topology. This is because UA suffers from queue overflow, which results in sending
fewer packets for a given file size. On the other hand, for NA, we multiply the total
number of transmissions by two because we do not have the NA results for the star
topology. These decrease the transmission percentage for UA.
3-hop Linear Topology vs. 2-hop Linear Topology Table 3.7 shows the
frame size of the TCP server, relay node(s), and TCP client in both 2-hop and
3-hop networks. For both BA and UA, the frame sizes at the TCP server and client
imply that the server transmits an aggregated frame containing two (2928B) or three
(4392B) subframes and, as a response, the client sends two (320B) or three (480B)
ACKs back to the server.
The data shows that, at the relay nodes, the average frame size in a 2-hop
network is bigger than that in a 3-hop network. This is because the TCP data
and TCP ACK transmission rates decrease for 3-hops. The reduced transmission
rates affect the average sizes at the TCP server and client. The average frame
sizes of BA at the TCP server and client are 3488B and 447B in a 2-hop network
respectively. Meanwhile, the average frame size decreases to 3313B and 430B in a
3-hop network. These reduced sizes make the average frame size at the relay nodes
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decrease. However, it is useful to compare the sizes at the relay nodes. For 2 hops,
the difference between UA and BA is 65B, while for 3 hops at relay1 it is 154B and
at relay2 it is 446B. Thus we see a significant increase in the amount of aggregation




In the previous Chapter, we developed a design that improves efficiency by taking
advantage of frame aggregation and the broadcast nature of wireless transmissions.
From the experimental results, we observed that this design improves throughput
by amortizing overheads over several frames and becomes more effective as data
rate increases. This implies that rate adaptation has an important role to play in
the performance of frame aggregation. Thus, to improve network performance, it is
important to maximize synergy between rate adaptation and frame aggregation.
Here, we present a new rate-adaptive frame aggregation scheme that com-
bines both rate adaptation and frame aggregation. We start by presenting general
related work. Then we present experimental results that inform our design and the
details of our design for adapting the aggregation size with rate adaptation. Finally
we present a performance evaluation of our approach.
4.1 Related Work
There have been several cross-layer approaches that adjust the allowable aggregation
size and channel rate jointly [12, 35, 36]. Sadeghi et al. [12] proposed opportunistic
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autorate (OAR), the details of which have been discussed in Section 2.2.4. Kim et
al. [35] proposed a rate-adaptive protocol with dynamic fragmentation, which in-
creases the fragment threshold for higher rates, and thus allows a wireless system to
send more data at higher rates. Different from OAR, at favorable channel conditions,
this saves header overheads by increasing the fragment threshold instead of sending
multiple packets. Chen et al. [36] suggested rate-adaptive framing (RAF), which
controls channel rate and frame size jointly for wireless networks. Based on interfer-
ence patterns, the RAF receiver determines the optimal channel rate and frame size
by computing the throughput for all possible rates and sizes and then piggybacks
this rate and size on the ACK. The RAF transmitter applies this information to the
next data transmission.
Our design differs from these approaches in that our scheme allows for adapt-
ing the rate and aggregation size without significant computation overhead, and it
does not require calibration for adaptation.
4.2 Pre-Design Experiments and Analysis
The goal of the analysis and experiments in this Section is to gain insight into what
our design should be. Two main questions arise: how to bound aggregation size and
whether it is important to acknowledge individual frames in an aggregate.
Aggregating multiple frames into a single transmission improves throughput
by amortizing overhead over more data. However, as the aggregation size grows,
the additional improvement becomes limited. Further, if there are multiple TCP
sessions in a wireless network, more aggregation of a session might increase round-
trip time (RTT) variation of other sessions, which might decrease TCP transmission
rates [37]. Thus, bounding the aggregation size is important to improve overall
network performance. Here, one question is how we should bound the aggregation
size. We examine this by studying the impact of frame aggregation on overhead.
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A second question is how different channel conditions effect the performance
of frame aggregation. In particular, for a time varying channel, the aggregation
size that maximizes throughput could depend on how long it takes the channel to
become uncorrelated. We examine this question by measuring the throughput as a
function of aggregation size for a variety of node speeds.
A third question is how block ACKs, which allow individual frames to be
acknowledged, effect rate adaptation and frame aggregation. Block ACKs require
the additional cost for bitmaps but have an advantage when partial drops happen.
Thus, we examine the impact of block ACKs on rate adaptation and frame aggre-
gation for a variety of channels. We begin by studying the impact of block ACKs
on rate adaptation when frame aggregation is used. Then, for frequency selective
channels, we study the impact of block ACKs on frame aggregation by measuring
throughput as a function of aggregation size for the schemes using block ACKs and
not using block ACKs.
4.2.1 Size Adaptation
We designed this analysis and experiments to study the impact of aggregation size
on performance for time-invariant frequency flat and time varying channels. Here,
we excluded experiments for frequency selective channels because we found that the
best aggregation size is insensitive to those channel effects due to block ACKs, as
we will see in Section 4.2.2.
Time-invariant Frequency Flat Channel
We begin by calculating the impact of frame aggregation on overhead for a simple
time-invariant frequency flat channel for a variety of rates and for both single and
double streams of data. Overhead is the percentage of total transmission time spent
on overhead rather than sending actual data. For this analysis, we used a time-
53



























0.65 Mbps, 2% overhead improvement 
6.5 Mbps, 2% overhead improvement 
Figure 4.1: Overhead analysis for single stream rates
invariant frequency flat channel to minimize the impact of the channel on overhead.
Figure 4.1 shows the inverse of the overhead (that is the percentage of useful
data) as a function of aggregation size for all possible single stream rates. The X-
axis is the aggregation size in KB, and the Y-axis is the percentage of useful data.
In each graph, the lowest data rate is at the top, the highest at the bottom, and
the other rates are in-between. Arrows indicate where the overhead improvement
reaches 2%. Figure 4.2 displays the same information for the MIMO double data
stream case.
At all rates, when there is no aggregation, overhead is significant. However,
as the aggregation size grows, the improvements rapidly reach a point of diminishing
returns, as shown by the 2% overhead indications for the lowest and highest rate. In
addition, as expected, the benefits of frame aggregation are greater for higher rates,
and for higher rates the point of diminishing returns is not reached until significantly
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1.3 Mbps, 2% overhead improvement 
13.0 Mbps, 2% overhead improvement 
Figure 4.2: Overhead analysis for double stream rates
greater amounts of data are aggregated. The double stream graph shows that even
greater improvements are possible in this case.
These results suggest that a frame aggregation system should bound the
aggregation size since allowing arbitrary sizes will result in limited improvements.
However, exactly what bound to use should vary with rate, reflecting the need to
aggregate larger amounts of data to attain a particular throughput gain for higher
rates. For our design, we use a 2% overhead bound for each data rate as an initial
maximum aggregation size.
Time Varying Channels
This experiment examines the impact of the channel coherence time on the best
aggregation size for time varying channels. We studied this by measuring throughput
as a function of aggregation size for the single stream rates of 2.6 and 5.85 Mbps,
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Figure 4.3: Throughput vs. Aggregation size (in physical samples) as a function of
node speed
and for the node speeds of 2, 4, and 8 m/s. As discussed above, we used a channel
emulator to create the time varying channels.
Figure 4.3 shows the throughput as a function of aggregation size in Ksam-
ples. Samples are what the PHY actually uses when transmitting data. When a
higher rate modulation is used, more bits fit into a sample. The X-axis is the ag-
gregation size in Ksamples and the Y-axis is the throughput in Mbps. In addition,
Figure 4.4 shows the throughput as a function of aggregation size in bytes. The X-
axis is the aggregation size in Kbytes and the Y-axis is the throughput in Mbps. We
performed each set of experiments 5 times and found that the standard deviation
was negligible (i.e., order of 10−2 or 10−3).
The results show that, for a given node speed, throughput starts falling off
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Figure 4.4: Throughput vs. Aggregation size (in bytes) as a function of node speed
at the same number of samples regardless of data rate. This means that the best
aggregation size (in physical samples) corresponds to when the channel begins to
be uncorrelated. Thus, it is possible to transmit this many samples before the
channel changes. Further, the faster the channel changes, the fewer samples can be
sent before the channel is uncorrelated. When we change the X-axis to the byte
domain, the result shows that, for a given coherence time, the best aggregation size
(in bytes) increases as data rate increases. This is because using higher rates allows
each sample to carry more information per sample.
This result suggests that adapting the aggregation size for time varying chan-
nels is required to maximize throughput. The best aggregation size in physical sam-
ples corresponds to the channel coherence time, and, further, the best size in bytes
varies with data rate. This gives us the insight that size adaptation needs to detect
57






















Figure 4.5: Failure pattern for the single stream rate of 1.95 Mbps
the channel coherence time in samples and further, for each rate, the best size in
bytes can be obtained by converting the best size in samples into the byte size based
on the number of bits that a single sample carries.
The dependence on the channel coherence time means our design needs some
way to discover what the coherence time is. We address this by analyzing the packet
failure pattern caused by using an excessive aggregation size.
We performed a series of experiments, increasing the aggregation size by 1KB.
For our experiments, we created a real time-varying channel, the details of which
are described in Section 2.4.1. To minimize packet errors caused by channel noise
and collisions, we used a high average SNR (∼ 28 dB) to support the rate, and we
used only two nodes, a transmitter and a receiver. Figure 4.5 shows the percentage
of the total number of success, burst drops, and other cases as a function of the
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aggregation size for the rate of 1.95 Mbps. Burst drops are a burst of successful
subframes followed by a burst of erroneous subframes. The failure pattern for other
rates was similar to this and so has not been presented. The X-axis is the aggregation
size in Kbytes, and the Y-axis is the percentage of each case.
The result shows that burst drops increase as aggregation size grows. This
means that excessive aggregation mostly results in burst drops. This is because
once channel variation causes a subframe to be dropped, all the other subframes
following the first one will also be impossible to decode.
This result suggests that we can track the channel coherence time by using
the burst drop as an indicator of excessive aggregation size. In particular we can
use the location of the first dropped subframe as a measure of how many symbols
we can transmit correctly.
4.2.2 Block ACKs
Block ACKs carry a bitmap to acknowledge individual subframes. We designed
these experiments to study the impact of block ACKs on rate adaptation and frame
aggregation for time-invariant frequency flat and frequency selective channels. We
found that, once the correct aggregation size was found, using block ACKs does not
have an effect on time-varying channels.
Time-invariant Frequency Flat Channel
This experiment examines the impact of block ACKs on rate adaptation for a time-
invariant frequency flat channel. We did this by measuring the rate transition points
used for rate adaptation as a function of aggregation size for the aggregation schemes
using block ACKs and not using block ACKs.
We performed Monte-Carlo simulations using a AWGN channel model, as
described in [38]. We assumed that each subframe’s error is uncorrelated and that
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0.65M, No Block ACK
6.5M, No Block ACK
0.65M, Block ACK
6.5M, Block ACK
Figure 4.6: Rate transition points (in dB) for rate adaptation
the size of each subframe is fixed at 1KB. We chose the rate transition points by
measuring throughput using the fixed rates as a function of SNR for a variety of
aggregation sizes and for the aggregation schemes using block ACKs and not using
block ACKs. Figure 4.6 shows the lowest and highest rate transition points (in dB)
as a function of aggregation size for the schemes using block ACKs and not using
block ACKs. The X-axis is the aggregation size in Kbytes, and the Y-axis is the
rate transition point in dB.
The result shows that, for the aggregation size of 1KB (no aggregation), the
schemes using block ACKs and not using block ACKs have the same rate transition
points because partial drops do not happen. As the aggregation size increases by
a factor of 2, the scheme not using block ACKs shifts the lowest and highest rate
transition points toward higher SNR by 0.2 dB. This is because, for a given rate,
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low SNR increases partial drops, which causes entire packets to be dropped. Thus,
as SNR decreases, the throughput falls off rapidly, resulting in a shift of the rate
transition points toward higher SNR. On the other hand, for the scheme using block
ACKs, aggregation does not change the lowest transition points, while it shifts the
highest transition point toward lower SNR slightly. This is because using block
ACKs makes aggregation robust on partial drops, which prevents the throughput
from being degraded rapidly as SNR decreases. In addition, in high SNR regions,
aggregation increases the throughput and becomes more effective for higher rates.
This result suggests that using block ACKs allows rate adaptation and frame
aggregation to be decoupled. This is because, using block ACKs, we can use the
rate transition points for non-aggregated frames, which in the worst case will be
slightly conservative for some rates and larger aggregates.
Frequency Selective Channels
This experiment examines the impact of a block ACK scheme on frame aggregation
for frequency selective channels. We did this by measuring throughput as a function
of aggregation size for the schemes using block ACKs and not using block ACKs.
For our experiment, we created frequency selective channels using our channel
emulator. The average SNR of the channel is 30 dB. We used root-mean-square
(RMS) delays of 15 and 150 ns, which are chosen based on the IEEE 802.11n channel
model [39]. The 15 ns RMS delay represents a small office environment, and the
150 ns RMS delay represents a large open space. The number of channel taps is
set to 18, which follows IEEE 802.11n channel model, and each tap duration is
set to a single sample duration. Figure 4.7 shows the throughput as a function of
aggregation size for the schemes using block ACKs and not using block ACKs. The
X-axis is the aggregation size in Kbytes, and the Y-axis is the throughput in Mbps.
For our experiments, we performed each set of experiment 5 times, and then put
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RMS delay=15ns, Block ACK
RMS delay=15ns, No block ACK
RMS delay=150ns, Block ACK
RMS delay=150ns, No block ACK
Figure 4.7: Throughput vs. Aggregation size on a frequency selective channel (Data
rate=6.5 Mbps)
error bars on the graphs.
The result shows that, for the RMS delay of 15 ns, the aggregation scheme not
using block ACKs achieves slightly better throughput than the scheme using block
ACKs. This is because, for the given SNR, partial drops rarely happen on this
frequency-flat channel. Block ACKs include the additional overhead of the bitmap
which is only a benefit if partial drops occur. For the RMS delay of 150 ns, the
scheme using block ACKs increases throughput monotonically as the aggregation
size grows. On the other hand, for the scheme not using block ACKs, the throughput
increases initially but, at some point, it starts falling off. This is because, for the
scheme not using block ACKs, partial drops cause the entire packet to drop and the
probability of a partial drop increases as the aggregation size increases.
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This result suggests that using block ACKs facilitates the use of large max-
imum frame aggregation sizes in frequency selective channels. Further, if block
ACKs are used, there is no need to adapt the maximum aggregation size to support
frequency selective channels.
4.3 Design
There are a variety of ways to combine rate adaptation and frame aggregation. In
theory, it is desirable to find the joint optimal rate and size. One possible way to do
this is to find the optimal point by searching all possible rates and sizes. However,
this might cause significant computation overhead as the number of possible rates
and sizes increase.
Our pre-design experiments suggested that, if we use block ACKs, we can
decouple rate adaptation from frame aggregation without a significant penalty. This
means that, for higher rates, the rate cutoffs are a little conservative as the aggre-
gation size grows. However, using block ACKs allows us to reduce the design cost
by decoupling rate adaptation from frame aggregation. Thus, our design uses block
ACKs and provides a way to adapt the aggregation size on top of rate adaptation.
Our strategy is that a rate adaptation algorithm determines a data rate based on
the channel and then, given a rate, the MAC adapts the aggregation size based on
the received data frames.
For our design, any kind of rate adaptation technique could be used as the
underpinning of our size adaptation. Here, the specific rate adaptation algorithm we
used is RBAR [22], but it could be replaced by other approaches such as SoftRate [40]
or robust rate adaptation algorithm (RRAA) [41] without affecting our results in
any important way. For RBAR, we choose the rate transition points by experimental
calibration using the fixed rates supported by Hydra as a function of SNR. Fixing
the rate transition points, the MAC first chooses the data rate based on the received
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SNR from a RTS. Then, the MAC obtains the aggregation size for that rate from
the adaptation control module and piggybacks this information on the CTS. The
details of the implementation of our design have been described in Appendix B.
4.3.1 Automatic Size Adaptation
We have seen from the pre-design experiments that the best aggregation size varies
with the channel coherence time. The remaining design question is how to dynam-
ically determine what the best size is. Since our pre-design experiments show that
the correct size in samples does not vary significantly with rate, our design tracks
the correct size in samples. Once the rate has been determined, the number of bits
per sample at that rate is used to convert the optimal size in samples so that the
size in bytes can be returned on the CTS.
Our pre-design experiments give us clear guidance as to how to determine
the correct size in samples by examining the incoming packets for burst drops. If a
burst drop occurs then we can use the location where it starts as an indication of
when the channel has diverged. Since the channel varies with different transmitters,
each receiver keeps a table of the best aggregation size for each transmitter. If a
burst drop occurs, then the table is updated.
If no transmissions have been received from a transmitter we must know how
to initialize the table. We do this by using the 2% overhead bound as the initial
maximum size. It the channel is not time-varying, no burst drops will occur and
this will remain the bound. Otherwise, the initial transmission will result in a burst
drop and the correct value will be stored in the table.
Another issue is that the coherence time might increase or decrease. If it
decreases, a burst drop will occur and the table will be updated correspondingly.
To account for possible increases, we periodically increase the size to probe for a new
value, much as in TCP or ARF. The protocol counts the number of transmissions
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without a burst drop and when a threshold is reached, it increments the maximum
aggregation size. One important detail is that it avoids incrementing the count when
the transmission is smaller than the current maximum aggregation size.
Now, we consider how size adaptation works in some exceptional cases. A
possible case is when the channel statistics suddenly change. If the channel becomes
fast-changing, then a burst drop will occur and thus our size adaptation adjusts to
the best size immediately after the channel change. On the other hand, if the channel
becomes slow-changing, then our size adaptation increases the best size by probing
the channel, and eventually reaches the best size for the slow-changing channel. Our
scheme allows fast adaptation to the best size by detecting burst drops, which makes
our size adaptation differ from TCP or ARF.
Another possible case is when there is interference from hidden nodes. We
are using block ACKs and thus interference causes drops for erroneous packets only.
In addition, in some cases, the partial drops might have the same pattern as a
burst drop, resulting in incorrect estimation of the best size. However, this is not a
problem because our size adaptation will eventually return to the correct size.
4.3.2 Design Issues
Some additional design issues flow from the basic design described above.
Queue Management
The standard DCF MAC sends the data at the head of queue. If it is lost, the
MAC retransmits this data until the maximum retry count is reached. For retrans-
mission, the contention window, used for random backoffs, increases exponentially
based on the retry count. However, for our rate-adaptive frame aggregation scheme,
the aggregation size might change for the retransmission, which allows the MAC
to aggregate more or fewer subframes for the retransmission. Thus, to utilize this
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feature, we modified the MAC by the following design principle: first that all trans-
missions use the same semantics, and second that frame aggregation should be an
optimization and not fundamentally alter the basic semantics of transmission. That
is, for both the transmission and retransmission, the MAC searches its queue, as-
sembles subframes based on the aggregation size, and then sends the assembled
subframes in a single transmission. The contention window used for random backoff
is determined by the retry count of the data at the head of the queue. Further, failed
transmissions only increase the retry count of the data at the head of the queue.
Virtual Carrier Sensing
Virtual carrier sensing is a technique to reserve the floor by announcing the duration
of a data transmission. For this purpose, the IEEE 802.11 MAC uses a RTS/CTS
exchange [1] which contains the duration for the following data transmission. Based
on this exchange, the neighbors within the transmission ranges of a sender and
receiver defer their own transmissions.
Our design also uses the RTS/CTS exchange for virtual carrier sensing, but
it requires modest changes from the standard. This is because the rate and size for a
data transmission are determined by the receiver, and thus the RTS cannot contain
the exact duration of the data transmission. Thus we introduce receiver-initiated
virtual carrier sensing. This scheme initiates the network allocation vector (NAV)
update on the receiver side. When receiving the RTS, the receiver calculates the
duration for the CTS based on the rate and size chosen for the following data trans-
mission. This allows the neighbors overhearing the CTS to update their own NAV
based on the correct duration. In addition, the neighbors within the transmission
range of the transmitter update their NAV by overhearing the data transmission,
which also carries the correct duration.
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4.4 Experimental Results
We performed a series of experiments using a variety of channels to validate our
technique. The details of experimental setup have been presented in Section 2.4.
Here, the MAC frame size increases by 4 bytes because the frame format used for our
design follows the IEEE 802.11n standard which has a 4-byte prefix field. Thus, a
1KB UDP packet results in 1140B MAC frame and a 1357-byte TCP packet results
in a 1468B MAC frame. The details of MAC frame format have been presented
in Appendix B. In this Section, we present performance results on both real and
emulator-based channels.
4.4.1 Time-invariant Frequency Flat Channels
This experiment examines the impact of our technique on throughput for a real
time-invariant frequency flat channel. We did this by comparing the throughput
for the rate adaptation schemes using no aggregation, using a fixed aggregation size
of 8KB for all data rates, and using an overhead bound for each data rate. The
overhead bound is set to the aggregation size achieving 2% overhead improvement
for each data rate. For the scheme using a fixed aggregation size, we chose 8KB,
which is the overhead bound for the lowest rate of 0.65 Mbps. Figure 4.8 shows the
throughput as a function of SNR. The X-axis is the average SNR in dB and the
Y-axis is the throughput in Mbps. The gray lines show throughput for fixed data
rates.
The result shows that the aggregation scheme using a fixed aggregation size
of 8KB achieves significant improvement over no aggregation for high SNR where a
high rate is used. This is because overhead becomes more important for higher rates,
which makes frame aggregation more effective. Further, the aggregation scheme
using the overhead bound achieves more performance gain over the scheme using a
fixed aggregation size for higher rates by allowing more aggregation for those rates.
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Fixed Aggregation Size (8KB)
2% Overhead Bound
Figure 4.8: Throughput as a function of SNR for a time-invariant frequency flat
channel
On the other hand, the performance gap becomes small in low SNR regions. This
is because, in these regions, rate adaptation chooses low rates, where the impact of
overhead becomes negligible.
4.4.2 Frequency Selective Channels
Two important issues are how block ACKs influence our technique and how fre-
quency selective channels influence our technique. This experiment examines these
issues by comparing the throughput between our aggregation schemes using block
ACKs and not using block ACKs. For our experiment, we created a frequency
selective channel having an RMS delay of 150 ns by using our channel emulator.
Figure 4.9 shows the throughput as a function of SNR. The X-axis is the
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Aggregation with Block ACK (frequency flat)
Aggregation with Block ACK
Aggregation without Block ACK
Figure 4.9: Throughput as a function of SNR for a frequency selective channel
average SNR in dB, and the Y-axis is the throughput in Mbps. The vertical gray
lines show the rate transition points. In addition, we have included the experi-
mental result for our aggregation scheme for a frequency flat channel as a point of
comparison.
The result shows that our aggregation scheme using block ACKs outperforms
the scheme not using block ACKs in all SNR regions. This is because our scheme
using size adaptation raises the aggregation size (in bytes) when the channel is
good. A larger aggregation size is vulnerable to channel errors, and partial ACKs
mitigate that vulnerability. In addition, for SNRs above 25 dB, the throughput
of both schemes decreases exponentially as SNR decreases, while below 25 dB, the
degradation slows. This is because, above 25 dB, most data transmissions use the
highest rate of 6.5 Mbps and thus the throughput is only a function of SNR. On
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No Aggregation (Node speed=1m/s)
Fixed Aggregation (Node speed=1m/s)
Aggregation (Node speed=1m/s)
Figure 4.10: Throughput as a function of SNR for a slow time varying channel
the other hand, below 25 dB, rate adaptation reduces the degradation by choosing
a robust rate based on the channel condition.
4.4.3 Time Varying Channels
These experiments examine the impact of our technique on throughput for time-
varying channels. We did this by comparing the throughput for the rate adaptation
schemes using no aggregation, using a fixed aggregation size of 8KB for all rates,
and using our size adaptation. We used a channel emulator to create a variety of
time-varying channels.
We are using RBAR, an explicit feedback scheme, which requires that the
channel coherence time be longer than the time between the RTS and data trans-
mission. This channel coherence time corresponds to a maximum node speed of
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8.27 m/s. For this calculation, we assume that a 1140B data frame is transmitted
at the base rate of 0.65 Mbps. Thus, for our experiments, we used the node speeds
of 1 m/s, 4 m/s, and 8 m/s which are below this threshold. 1 m/s represents walking
speed, 4 m/s represents running speed, and 8 m/s is a slow car speed. Figure 4.10
shows the throughput as a function of SNR for a slow time-varying channel with
the node speed of 1 m/s. The X-axis is the average SNR in dB, and the Y-axis is
the throughput in Mbps.
The result shows that our technique achieves better throughput than the
schemes using a fixed aggregation size of 8KB in high SNR regions. Further, we
observe that performance gain becomes significant as the average SNR increases.
This is because, for a higher SNR, rate adaptation chooses a higher rate, which allows
more aggregation for a given channel coherence time. However, below 11.7 dB, both
the schemes achieves similar performance. This is because, for a lower SNR, rate
adaptation chooses a lower rate, which allows less aggregation for a given channel
coherence time, and thus 8KB is close to the best aggregation size.
Now, we consider how our technique works for faster time-varying channels.
Figure 4.11 shows the throughput as a function of SNR for no aggregation and our
technique for time-varying channels with the node speeds of 4 m/s and 8 m/s. We
have also included the result for 4-m/s using a fixed aggregation size of 8KB. The
X-axis is the average SNR in dB, and the Y-axis is the throughput in Mbps.
The result shows that our technique achieves better throughput than the
schemes using no aggregation and using a fixed aggregation size in all SNR regions.
Comparing our technique with the no aggregation scheme, we observe that the per-
formance gap increases as the average SNR increases. This is because, for a higher
SNR, rate adaptation chooses a higher rate, which allows more aggregation for a
given channel coherence time. Further, comparing our technique with the scheme
using a fixed aggregation size, at an SNR of 13.3 dB, both the schemes achieves sim-
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No Aggregation (Node speed=4m/s)
Fixed Aggregation (Node speed=4m/s)
Aggregation (Node speed=4m/s)
Aggregation (Node speed=8m/s)
Figure 4.11: Throughput as a function of SNR for time varying channels
ilar performance. This is because 8KB is close to the best aggregation size for the
given SNR and channel coherence time. However, above 13.3 dB, the performance
gap increases as the average SNR increases. This is because our scheme allows more
aggregation for higher rates. In addition, below 13.3 dB, the performance gap in-
creases as the average SNR decreases. This is because 8KB becomes excessive as
the average SNR decreases, which results in degrading throughput by causing sig-
nificant retransmissions. Further, below 10.2 dB, the fixed scheme using 8KB shows
the worst performance. For the node speed of 8 m/s, the performance gap between
no aggregation and our technique decreases. This is because our technique decreases
the aggregation size by detecting that the channel coherence time is reduced.
In the previous graphs, it was hard to see the relative throughput improve-
ment between our technique and the scheme using a fixed aggregation size of 8KB.
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Figure 4.12: Throughput gap as a function of TX power for a time varying channel
To show the relative improvement, we calculated the throughput gap (as a percent-
age) between our technique and the scheme using a fixed aggregation size of 8KB
based on the same experiment as for the throughput measurement. Figure 4.12
shows the throughput gap between our technique and the scheme using a fixed ag-
gregation size of 8KB as a function of TX power for a time-varying channel with
the node speed of 4 m/s. The X-axis is the TX power in dBm, and the Y-axis is the
throughput gap in percentage. In the X-axis, the highest TX power corresponds to
the SNR of 31 dB and the lowest TX power to 8.8 dB.
The result shows that our technique achieves more performance gain over the
scheme using a fixed aggregation size of 8KB in low TX power (or SNR) regions.
This implies that throughput loss caused by excessive aggregation size becomes more
important than that caused by small aggregation size. The maximum throughput
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No Aggregation (Node speed=4m/s)
No Aggregation (Node speed=16m/s)
Aggregation (Node speed=4m/s)
Aggregation (Node speed=16m/s)
Figure 4.13: Throughput as a function of SNR for a fast time-varying channel
gap increases to 73.5 % when the TX power (or the average SNR) is -16.1 dBm (or
9 dB). In addition, we observe that the throughput gap fluctuates in low TX power
regions. This is because the same TX power does not guarantee the same average
SNR for each set of experiments.
Fast time-varying channel We were interested in seeing what the results would
be if we included a channel that varied so fast that the assumption that it was
fixed between the RTS and data transmission was violated. Figure 4.13 shows the
throughput as a function of SNR for a fast time-varying channel. The X-axis is the
average SNR in dB, and the Y-axis is the throughput in Mbps. For this experiment,
we set the node speed to 16 m/s to create the fast time-varying channel. The vertical
gray lines show the rate transition points.
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The result shows that, for the no aggregation scheme, there is a performance
gap between the node speeds of 4 m/s and 16 m/s. This is because the channel is
changing very fast and thus rate adaptation does not work well. For our technique,
the performance gap between 4 m/s and 16 m/s comes from two factors: first that
rate adaptation does not work well for that channel, and second that the channel
coherence time is reduced for the fast channel, which only allows small aggregation
sizes. In addition, the result shows that, for SNRs between 10.4 dB and 15 dB, no
aggregation outperforms our technique. This is because, in these SNR regions, the
channel coherence time allows only a single 1140B frame, and our technique requires
probing the channel to track the best aggregation size. For SNRs below 10.4 dB,
the channel coherence time is not enough to transmit even a single 1140B frame.
Thus, neither scheme works. In this case, we could consider using fragmentation,
or we could add cyclic redundancy check’s (CRCs) inside of individual subframes to
allow retransmission of only portions of a subframe.
For our emulator-based experiments on time-varying channels, we use the
Hydra platform which uses a 2 MHz bandwidth, while real 802.11 systems use
20 MHz. However, based on our system, we scaled the time variation for the channel
and all the overheads to match a real 802.11 system. Thus, the performance gains
we present are the same as they would be for 802.11. The only difference is that we




In this Chapter, we present an enhancement to our system to support multi-destination
aggregation, where multiple unicast frames having different destinations and broad-
cast frames are aggregated into a single transmission. This extends rate-adaptive
frame aggregation to broadcast and multiple unicast destinations. Thus, we can im-
prove aggregation efficiency by aggregating more frames. This is important because
multi-destination aggregation allows us to make better use of the space available in
an aggregate.
We already have evidence that this is a good idea. The design presented in
Chapter 3 allows a special case of multi-destination aggregation by treating TCP
ACKs as broadcasts. From those experimental results, we observed that, for TCP
streams, this design improves throughput by both amortizing header overhead and
more importantly reducing the number of transmissions.
When does multi-destination aggregation become effective? A possible sce-
nario is when there is an AP (access point) connecting to multiple devices. In this
case, an AP might have queueing for packets going toward multiple devices, and thus
multi-destination aggregation reduces overhead and the number of transmissions by
aggregating them into a single transmission. Another possible (likely) scenario is
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when a TCP application is used. The key observation is that TCP ACKs are small
packets that flow in the opposite direction of the larger TCP data packets. We
have already seen that our design presented in Chapter 3 allows multi-destination
aggregation for TCP application and improves network performance by aggregating
TCP data and TCP ACK traveling in the opposite direction.
Here our goal is to implement multi-destination aggregation in a general way.
This means that we cannot ignore sending link-level ACKs for unicast frames as we
did for TCP ACKs in Chapter 3. One question to be answered is whether this
general design can achieve the same advantages that the special-purpose design had
for TCP ACKs.
5.1 Design
Supporting multi-destination aggregation gives rise to a number of design issues.
The goal of this design is to support multi-destination aggregation in general and
to maintain the semantics of transmitting frames.
The first issue is that, to achieve our goal, the unicast packets in an aggre-
gated frame will have to be acknowledged even if they have different destinations.
However, typically link-level ACKs are transmitted immediately after packet recep-
tion. If a frame contains multiple destinations, the result of this strategy would
be that multiple receivers would send link-level ACKs immediately after receiving
the packet. These ACKs would then collide, resulting in retransmissions and thus
increasing overhead.
The obvious solution to this problem is that not all the link-level ACKs can
be sent at the same time. Thus, some ACKs will have to be delayed somehow. One
possible solution is to use a centralized node to control the ACK transmission from
multiple receivers in a scheduled manner. This would work in infrastructure-based
networks. However, our goal is to control the ACK transmissions in a distributed
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manner, which will allow our design to work even when there is no central controlling
node.
The second issue is that, when we send multiple unicast frames having differ-
ent destinations, there exist multiple channels between the transmitter and multiple
receivers. Each of these channels might have a different channel quality. For the
unicast frame at the head of queue, a sender transmits a probe to learn the data
rate for the destination of the head of queue. However, this seems not to be a good
idea to learn data rates for every destination. Thus, one question is how the sender
can choose the proper rates for multiple receivers without losing the advantage of
having timely feedback.
A third issue is that multi-destination aggregation will allow aggregating
broadcast frames and unicast frames having different destinations into a single trans-
mission, while still supporting size adaptation to find the best aggregation size for
the aggregate. However, the size adaptation described in the previous Chapter fo-
cused on finding the best size for one destination. Thus, one question is how we can
choose the best aggregation size for multi-destination aggregation.
A final issue is that we will have to aggregate multiple packets from a sin-
gle queue. This extends the design described in the previous Chapter by grouping
multiple frames having different destinations into a single transmission. Here, one
question is how we can aggregate multiple frames having different destinations with-
out changing the semantics of the frame at the head of queue. This is important
because, as the aggregation size becomes small, this makes our aggregation system
work the same as the no aggregation system does.
As discussed below, each issue gives rise to a number of design choices. Fully
exploring these possibilities is a larger goal than we aim for here. Instead, our goal is
to show that the idea of multi-destination aggregation is feasible and worth further
exploration. Thus, in the design and implementation below, we often choose the
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simplest approach, rather than a more sophisticated one that might possibly result
in greater performance.
5.1.1 Queue Management
For our design, we build upon the same design principle as described in Section 4.3.2:
frame aggregation should be an optimization and not fundamentally alter the basic
semantics of transmission. This design principle will clarify key design decisions
about multi-destination aggregation. Thus, as we did in the previous Chapter, we
keep using a single queue for both the broadcast and unicast packets incoming from
higher layers and aggregate based on this queue.
In keeping with our design principle, each transmission follows the semantics
of the frame at the head of queue. Thus, if the frame is a unicast, a sender first
sends an RTS that has the same destination as the data. In addition, the contention
window size, used for random backoff, is determined by the retry count of the data
at the head of the queue. In this case, the basic strategy is that we aggregate
all the unicast packets having the same destination as the data. Then, if we still
have space in the aggregated frame, we aggregate any broadcast packets and finally
unicast packets having different destinations. For our design, the aggregation size
is determined by using size adaptation, the details of which will be discussed in
Section 5.1.4.
If the frame at the head of the queue is a broadcast, we could choose one
of two designs. The first possibility is that we could aggregate broadcast packets
only in the aggregated frame. However, this has a disadvantage that we cannot use
size adaptation that allows a bigger frame size for an aggregate. A possible solution
could be that we use the first unicast frame in the queue to control the aggregate.
Thus, we first send an RTS to get the best aggregation size for the destination of
the unicast frame. Then, based on the best size, we first aggregate broadcast frames
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and, if we still have space in the aggregated frame, then we aggregate unicast frames
having the same destination as the first unicast frame in the queue. However, this
has a disadvantage of requiring the additional cost of a RTS/CTS exchange by
transmitting broadcasts with unicast frames.
This overall approach has two advantages: one, it maintains the semantics
of the frame at the head of queue, and two, we can minimize the need to support
multiple rates and ACKs by aggregating all the frames having the same destination
as the data at the head of queue, then broadcast frames not requiring link-level
ACKs, and finally unicasts having different destinations.
5.1.2 Controlling Link-level ACKs
We consider controlling link-level (block) ACKs from multiple receivers. Our design
principle makes it clear that a receiver sends a link-level ACK immediately after
receiving the frame at the head of queue.
Now we consider the design space for controlling link-level ACKs for other
destinations’ frames that are not at the head of queue. One end of the design space
is that the link-level ACKs are not delayed. Obviously, this design is unlikely to
work, as discussed earlier.
The other end of the design space is that the ACKs are delayed indefinitely.
Keeping with the idea that this is an optimization, what happens in this case is that
when the packet eventually gets to the front of queue, a sender transmits an RTS
first before the packet transmission. At this time, the sender transmits an RTS with
the flag of “more data” that indicates the sender has more packets to be sent. If the
sender has no more data (i.e., the flag is set to 0), a receiver responds to the RTS
by sending an ACK. The ACK includes bitmap information for the data that the
receiver has already received from the sender. On the other hand, if the sender has
more data to be sent (i.e., the flag is set to 1), the receiver responds to the RTS by
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sending a CTS. Then, the sender transmits data and finally the receiver responds
to the data by sending back an ACK.
In between these two designs, we could utilize an intermediate amount of
delay. One way of doing this would be for each receiver to send back an ACK in a
slotted approach. A sender reserves the floor for enough time to get back ACKs from
multiple receivers, and then each receiver can send back an ACK in turn. Another
approach would be that a receiver defers sending an ACK until a random timer
expires. However, this approach has the disadvantage that the overhead of sending
the ACK is significant when the ACK is sent alone. Thus, another possibility for
our design is that the ACK is piggybacked on outgoing packets. This approach will
be explored in Chapter 6.
Our implementation includes the version of delayed ACKs using indefinite
and intermediate amounts of delay. When a node receives the frames that have
different destinations from the frame at the head of queue, it starts a timer for an
ACK transmission. Note that the node can know whether a frame is at the head of
queue based on where the frame is placed in an aggregate. If the node receives an
RTS from the sender, it responds to the RTS by sending an ACK or a CTS. In both
the cases, if the node sends back an ACK, as a response for an RTS or data, before
the timer expires, it resets the timer. On the other hand, if the timer expires, the
node sends back an ACK alone.
5.1.3 Supporting Multiple Rates
We consider supporting multiple rates for multi-destination aggregation. For each
destination, we will track our current estimate of the best rate explicitly. Now, the
issue becomes how a sender can update that rate. Our design principle makes it
clear how this works for the frame at the head of queue. Thus, if we use RBAR, a
sender will update the rate based on a RTS/CTS exchange and then use the most
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up-to-date rate to send the frame at the head of queue.
Here, a key question is how a sender can update data rates for the unicast
frames having destinations different from the frame at the head of queue. We first
consider the design space of updating data rates for other destinations at a sender.
One possible approach would be using a RTS/CTS exchange. Thus, a sender can
use an explicit request when channel information is needed. However, even when a
sender does not use an explicit request, it can update data rates for other destina-
tions. One approach would be using reciprocity. In this approach, a sender overhears
transmissions by neighboring nodes, and it can update data rates for these nodes.
However, one question introduced by this design is if there is some way of decid-
ing whether the channel is reciprocal or not. We decide this based on a RTS/CTS
exchange. When the sender has data to transmit, it first transmits an RTS. As a
response to the RTS, the sender gets back a CTS carrying the measured SNR from
the RTS. At this time, the sender measures the SNR from the CTS, then calculates
the gap between the SNRs in both directions, and finally stores this gap for that
destination in a table. Thus, whenever the sender overhears data transmissions and
the gap for that destination is in the table, it can update the data rate based on the
gap and the measured SNR from the transmissions. From a series of experiments,
we observed that this gap is stable in our indoor environment. This is because this
gap comes from variations in the hardware components that individual radios have.
Now, we consider the receiver side. A receiver keeps track of channel state
by overhearing data transmissions by neighboring nodes, and thus it can get the
current estimate of the best rates for these nodes. Here, one question is when the
receiver should send back channel information. One possible approach would be
that a receiver can send back the channel information whenever it overhears data
transmissions by neighbor nodes. Thus, whenever the receiver sees data transmis-
sions, it can use that to learn about the channel. Obviously, this is not a good idea
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because it causes significant overhead. Thus, in the case that link-level ACKs are
sent back, we could reduce overhead by carrying channel information on the ACKs.
Further, we would extend this design by piggybacking the channel information on
outgoing user packets. This will be explored in Chapter 6. Another approach would
be that a receiver can send back channel information when it gets an explicit re-
quest. Another approach would be that a receiver keeps track of channel and sends
back channel information when the channel changes.
Our implementation includes rate adaptation using reciprocity. Thus, a
sender estimates the channel by overhearing data transmissions and compensates
for the gap between the SNRs in both directions by using a RTS/CTS exchange.
5.1.4 Supporting Size Adaptation
We consider how to support size adaptation for multi-destination aggregation. In
this Section, we discuss possible solutions for various cases and then present our
design choice for each case. Performance of each design is highly dependent on traffic
and channels, which makes it difficult to find the best design for all possible scenarios.
Thus, our design choice is based on which one is the simplest to implement.
Size adaptation, described in the previous Chapter, focused on finding the
best size for one destination. However, multi-destination aggregation supports mul-
tiple destinations and rates, which might cause incorrect size adaptation in the case
where an aggregate has unicast frames having different destinations from the frame
at the head of queue and those frames use a higher rate than that for the head of
queue. Thus, for size adaptation, we consider broadcasts, unicast frames having the
same destination as the frame at the head of queue, and unicast frames having other
destinations using the same or lower rates than that for the frame at the head of the
queue. This avoids burst drops caused by packets destined for other destinations
using a higher rate than that for the frame at the head of queue.
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We extend the broadcast aggregation format to support multi-destination
aggregation. Thus, in an aggregate, the broadcast portion is located at the front,
followed by a series of unicast portions that can include unicast frames having dif-
ferent destinations. The location of each unicast portion for one destination is
determined by where the first unicast frame having that destination is placed in
the queue. Thus, the unicast portion for the destination of the data at the head of
queue precedes the unicast portions for other destinations than head of queue. The
details of the aggregation format are described in Appendix C.1.
For our design, if the data at the head of queue is unicast or an aggregate has
a unicast frame, a sender always transmits an RTS before sending the aggregate.
Thus, based on a RTS/CTS exchange, the sender can keep track of the best size for
each destination. Further, for some approaches, we can use this for the sender to
find the minimum of the best sizes for all destinations.
Case 1: unicast1+unicast2
We consider the case where unicast is at the head of queue and, after all unicasts
having the same destination as the data at the head of queue, the next frame in
the queue is a unicast having a different destination from the unicast at the head of
queue.
One possible approach would be that a sender uses its own best size for each
destination. Thus, the sender first aggregates all unicast frames having the same
destination as the data at head of queue based on the best size for the head of queue.
Then, the sender searches for the best aggregation size for the unicast frames having
a different destination from the data at the head of queue. If the best size is bigger
than the aggregated frame size, the sender aggregates the unicast frames having
that destination up to the best size.
Another approach would be that a sender uses the best aggregation size for
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the head of queue to aggregate all the unicast frames having different destinations.
Thus, we first aggregate all the unicasts having the same destination as the unicast
frame at the head of queue based on the best size for the head of queue. Then, we
aggregate unicast frames having different destinations from the data at the head of
queue based on the best size for the head of queue.
Another approach would be that a sender uses the best aggregation size for
the head of queue as a maximum bound. Thus, the sender first aggregates all the
unicast frames having the same destination as the unicast frame at the head of queue
based on the best aggregation size for the head of queue. Then, the sender searches
for the best aggregation size for the unicast frames having different destination
from the data at the head of queue. If found, the sender aggregates the unicast
frames having that destination based on the minimum between the best size for
that destination and the best size for the head of queue.
For the purpose of our experiments, we chose the simplest way of using the
best aggregation size for the head of queue to aggregate all unicast frames. Thus,
based on the best size for the head of queue, we first aggregate the unicast frames
having the same destination as the unicast at the head of queue and the unicasts
having other destinations than the head of queue.
Case 2: unicast+broadcast
We consider the case where unicast is at the head of queue and, after all unicasts
having the same destination as the data at the head of queue, the next frame in the
queue is a broadcast.
One possible approach would be that a sender uses the best aggregation size
for the destination of the head of queue to aggregate the unicast frames having
that destination and then uses the minimum of the best sizes for all destinations to
aggregate broadcast frames. Thus, we first aggregate all unicast frames having the
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same destination as the unicast frame at the head of queue. Then, if the minimum
size is bigger than the aggregated frame size, we aggregate broadcast frames up to
the minimum size.
Another approach would be that a sender uses the best aggregation size for
the head of queue to aggregate both unicast and broadcast frames. Thus, we first
aggregate all the unicasts having the same destination as the unicast frame at the
head of queue based on the best size for the head of queue. Now, we consider how
to aggregate broadcast frames. One approach would be that we can aggregate all
broadcast frames up to the best size for the head of queue. Another approach would
be that we can aggregate a fixed number of broadcast frames. The fixed number
can be a parameterized value. Another approach would be that we can aggregate
a single broadcast frame only. This is reasonable because sending broadcast frames
is less reliable than unicast frames and it is difficult for a sender to know the most
up-to-date sizes for all destinations.
For the purpose of our experiments, we chose the simplest way of using the
best size for the head of queue to aggregate unicast frames and allowing a fixed
number of broadcast frames in the aggregate. Thus, we use the best aggregation
size for the head of queue to aggregate all unicast frames having the same destination
as the data at the head of queue and then, if we still have space, we aggregate a
fixed number of broadcast frames. For our experiments, we set the fixed number of
broadcast frames to 20.
Case 3: broadcast+unicast
We consider the case where a broadcast is at the head of the queue and, after all
broadcasts in the queue, the next frame is a unicast.
One possible approach would be that we can aggregate all broadcasts only
based on the minimum of the best sizes for all destinations. Another approach would
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be that we can aggregate all broadcasts only based on a fixed aggregation size.
Another approach would be that we search for the first unicast frame in the
queue and send an RTS to get the best aggregation size for the destination of the
unicast frame. Then, based on the best size, we aggregate all broadcasts, and then,
if we still have space, we aggregate unicast frames. Another approach would be that
we aggregate a fixed number of broadcast frames and then we aggregate unicast
frames up to the best size. Another approach would be that we aggregate a single
broadcast frame and then we aggregate unicast frames up to the best size.
For the purpose of our experiments, we chose the simplest way of using
unicast frames to control an aggregate and allowing a fixed number of broadcast
frames in an aggregate. Thus, a sender transmits an RTS to acquire the best
aggregation size for the destination of the first unicast frame in the queue. Then,
the sender aggregates a fixed number of broadcast frames and then unicast frames
based on the best size.
5.2 Experimental Results
We present performance results for UDP and TCP traffic on both real and emulator-
based channels to explore the effectiveness of multi-destination aggregation. For
multi-destination aggregation, we used the version of delayed ACKs using infinite
and intermediate amounts of delay to control link-level ACKs, the reciprocity-based
rate adaptation scheme to support multiple rates, and the size adaptation scheme
based on data at the head of queue to find the best aggregation size for an aggregate.
The details of the experimental setup have been presented in Section 2.4.
Here, the MAC frame size increases by 4 bytes because the frame format used for
our design follows the IEEE 802.11n standard which has a 4-byte prefix field. Thus,
a 1KB UDP packet results in 1140B MAC frame and a 1357-byte TCP packet results





Figure 5.1: Two UDP flows with time-varying channels
described in Appendix B, but the bitmap size increases by 8 bytes to provide more
space for the ACKs.
5.2.1 UDP Traffic
We designed these experiments to study the impact of queueing on the performance
of multi-destination aggregation. For these experiments, we used UDP traffic be-
cause this allows us to change the queueing behavior easily by controlling the packet
interval. To begin, we validate our rate adaptation and size adaptation schemes in
emulator-based time-varying channels. Then, we present the performance results for
no aggregation, single-destination aggregation and multi-destination aggregation in
real channels.
Validation of Rate and Size Adaptation in Time Varying Channels
In the presence of time varying channels, we demonstrate our size and rate adapta-
tion schemes. It was difficult to control time varying channels by using real channels,
and thus we used emulator-based channels that allow reproducing channels with con-
trollable time variation. We performed an experiment to explore aspects of our rate
and size adaptation schemes by measuring the performance and tracing the size and
rate variation.
Figure 5.1 shows the topology for our experiments. We used two UDP flows,
each of which travels in the opposite direction with a fixed packet interval of 3 sec-
onds. The packets from two flows arrive at the same time, and thus node 0 will
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Table 5.1: Performance comparison for single-destination and multi-destination
Single-Destination Multi-Destination
Average Throughput+ 1.51 Mbps 1.58 Mbps
Average Link Data Rate 4.9 Mbps 4.9 Mbps
Packet Error Rate 0.5% 3.0%
+ indicates the throughput for one UDP flow
always have packets having different destinations. In addition, each flow is trans-
mitted over different time varying channels: one is a slow-changing channel having
a node speed of 2 m/s and one is a fast-changing channel having a node speed of
8 m/s. Using this topology allows us to demonstrate our size and rate adaptation
schemes by tracing which rates and sizes are chosen by our scheme over different
time varying channels.
The first question we explored using this topology is how time varying chan-
nels have an impact on the overall performance. In addition, we explore whether
rate selection using reciprocity is working. We did this by measuring the average
throughput, average link data rate, and packet error rate for single-destination and
multi-destination aggregation schemes.
Table 5.1 presents the average throughput, average link data rate, and packet
error rate for single-destination and multi-destination aggregation schemes. This
result shows that, for throughput, multi-destination aggregation achieves some per-
formance gain over single-destination aggregation. This is because multi-destination
aggregation allows aggregating packets having different destinations, which improves
aggregation efficiency. However, the throughput gain is smaller than our expectation
because of increased packet drops. For our size adaptation, our current implementa-
tion is to use the best aggregation size for the head of queue to aggregate all unicast
frames. This causes occasional packet drops for node 2’s data when node 1’s data
is at the head of queue and node 2’s data is aggregated with node 1’s data. This is
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because node 2’s channel is faster than node 1’s channel. Thus, in the case where a
sender transmits multi-destination packets over different time-varying channels, we
could improve the performance by using size adaptation based on the best size for
each destination, as we described in Section 5.1.4. In addition, the result shows that,
for the average data link rate, single-destination and multi-destination aggregation
schemes have the same performance, which means that reciprocity is working.
The second question we explored using this topology is whether our size
adaptation scheme is working. Figure 5.2 shows a MAC trace of our size and rate
adaptation schemes. The X-axis is the data transmission number. The left Y-axis
is the aggregation size in KB, and the right Y-axis is the data rate chosen for each
transmission in Mbps. We created this trace based on the same experiment used
for measuring the overall performance. A circle shows the aggregation size when
node 1’s data is at the head of the queue, while a square shows the aggregation size
when node 2’s data is at the head of queue. An open circle or square shows that
the transmission carries multi-destination packets, while a closed circle or square
shows that the transmission carries single-destination packets. In addition, a line
with point markers shows data rate for node 1 and a line with ‘x’ markers shows
data rate for node 2.
Figure 5.2 shows that most transmissions use an aggregation size of 20KB
when node 1’s data is at the head of queue, while most transmissions use an aggre-
gation size of 10KB when node 2’s data is at the head of queue. This is because
the aggregation size is determined by the channel coherence time, and the channel
for node 2 changes faster than that for node 1. Thus, when node 1’s data is at the
head of queue, the aggregation size is large, and all the transmissions carry multi-
destination frames (open circles in the graph). On the other hand, when node 2’s
data is at the head of queue, the aggregation size is small and most transmissions
carry single-destination frames only (closed squares in the graph). In addition, we
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Node 1 is head of queue (single-destination)
Node 1 is head of queue (multi-destination)
Node 2 is head of queue (single-destination)
Node 2 is head of queue (multi-destination)
Data rate, Node 1
Data rate, Node 2
Figure 5.2: MAC trace of size and rate adaptation schemes for multi-destination
aggregation
observe that the aggregation size (in bytes) varies with the data rate. This is because
our size adaptation scheme converts the aggregation size from physical samples to
bytes based on the rate, and thus the aggregation size (in bytes) increases when a
higher rate is chosen.
We also observe that, for both the nodes, our rate adaptation scheme chooses
data rates between 2.6 Mbps and 5.85 Mbps. One exception is that, for the first
transmission, our rate adaptation scheme chooses 0.65 Mbps for node 2. This is
because node 1’s data is at the head of queue, and thus we can update the rate for
node 1 based on a RTS/CTS exchange. On the other hand, at this time, we do not
know about the channel for node 2, and thus node 2’s data is transmitted at the





Figure 5.3: Two UDP flows with real channels
scheme updates the data rate for node 2 correctly.
Throughput vs. Packet Interval
We designed these experiments to study the impact of queueing on throughput for no
aggregation, single-destination aggregation and multi-destination aggregation. We
did this by measuring the throughput as a function of packet interval with a variety
of UDP flows. A short packet interval means increased queueing. This measurement
will help us to study how queueing effects multi-destination aggregation because we
can change queueing behavior by changing the packet interval and by using different
traffic characteristics.
Figure 5.3 shows the topology used for our experiments. This is the same as
the previous topology except that we used real channels. For these experiments, the
reason why we do not use time varying channels is that we focus on the impact of
queueing on the throughput. We used two UDP flows, each of which travels toward
a different receiver. In addition, we used three different traffic characteristics: two
fixed-interval UDP flows, one fixed-interval UDP flow and one fixed-interval UDP
flow with jitter, and two poisson UDP flows. Depending on traffic characteristics,
we will see different queueing behavior, which allows us to explore the effectiveness
of multi-destination aggregation.
Two fixed-interval UDP flows We first consider two fixed-interval UDP flows in
which packets having different destinations arrive at the same time. We expect that
multi-destination aggregation will outperform single-destination aggregation and no
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Figure 5.4: Throughput for two fixed-interval UDP flows
aggregation regardless of the packet interval. This is because, in this case, the two
flows are synchronous (i.e., packets incoming from two flows arrive at the same time.)
and thus we will always have the packets having different destinations, resulting in
improved aggregation efficiency for multi-destination aggregation. Figure 5.4 shows
the average throughput as a function of packet interval. The X-axis is the packet
interval in seconds, and the Y-axis is the average throughput in Mbps.
Figure 5.4 shows that the performance gap between aggregation and no ag-
gregation becomes significant as the packet interval decreases. This is because using
a shorter packet interval allows more queueing, resulting in more aggregation. On
the other hand, no aggregation can not get any benefit from queueing.
Now, we compare the throughput between single-destination aggregation and
multi-destination aggregation. The result shows that multi-destination aggregation
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outperforms single-destination aggregation for all the packet intervals except for
the interval of 0.1 seconds. This is because, for the very short interval, we have
enough queueing for single-destination aggregation to use all the space, and thus
multi-destination aggregation behaves the same as single-destination aggregation.
However, as the packet interval increases, queueing for single-destination aggrega-
tion is less than the aggregation capacity, and thus multi-destination aggregation
can achieve some performance gain over single-destination aggregation by allowing
aggregation of multiple packets having different destinations. Further, as we ex-
pected, the two flows are synchronous, and thus multi-destination aggregation can
achieve performance improvement over single-destination aggregation even for very
long packet intervals.
One fixed-interval UDP flow and one fixed-interval UDP flow with jitter
The next interesting question is what if packets having different destinations do not
arrive at the same time. For this experiment, we used one fixed-interval UDP flow
and one UDP flow with a interval having some jitter. We created this jitter by
using the uniform distribution from [ −2interval ,
2
interval ]. Figure 5.5 shows the average
throughput as a function of packet interval. The X-axis is the packet interval in
seconds, and the Y-axis is the average throughput in Mbps.
Figure 5.5 shows that multi-destination aggregation achieves some perfor-
mance gain over single-destination aggregation for medium packet intervals. This
is because, for the medium packet intervals, the service rate is faster than the ar-
rival rate from one flow but less than the sum of the arrival rate from each flow.
Thus, there is enough queueing for multi-destination aggregation, resulting in im-
provement of aggregation efficiency for multi-destination aggregation. However, for
a packet interval of 8 seconds, all the schemes have the same performance, which is
different from the previous result. This is because this traffic is asynchronous (i.e.,
packets incoming from two flows do not arrive at the same time.) and thus, for the
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Figure 5.5: Throughput for one fixed-interval UDP flow and one fixed-interval UDP
flow with jitter
very long interval, most transmissions carry a single packet only.
Two poisson UDP flows The next interesting question is what if packets arrive
in a bursty manner. For this experiment, we used two poisson UDP flows. Figure 5.6
shows the average throughput as a function of average packet interval. The X-axis
is the average interval in seconds, and the Y-axis is the average throughput in Mbps.
Figure 5.6 shows that, for an average interval of 8 seconds, aggregation
achieves some performance improvement over no aggregation, which is different
from the previous results. This is because poisson traffic is bursty and thus there
is queueing for aggregation even when the average interval is very long. In addi-
tion, for a packet interval of 0.5 seconds, multi-destination aggregation has similar
performance to single-destination aggregation though multi-destination aggregation
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Figure 5.6: Throughput for two poisson UDP flows
has some transmissions that carry multi-destination packets. This is because, in
this case, queueing for single-destination aggregation is slightly lower than the ag-
gregation capacity and thus the performance improvement is negligible.
5.2.2 TCP Traffic
It is interesting to study TCP because TCP changes queueing behavior by controlling
traffic characteristics based on the network and bandwidth that a system uses.
In addition, TCP has multi-destination traffic inherently because it requires the
exchange of TCP data and TCP ACKs traveling in the opposite direction. Thus,
the goal of these experiments is to study how multi-destination aggregation has
an effect on TCP performance for a variety of topologies. We begin by studying
the impact of multi-destination aggregation on TCP performance for three basic
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topologies. We then present the performance results for our technique with more
complex topologies, such as when more relay nodes become involved or when the
network becomes congested.
For our experiments, we used “TCP cubic” 1, which improves the scalability
of TCP for high-speed networks [42]. All the experiments are performed in real
channels, and we set the maximum queue size at the MAC to 100 packets.
TCP Performance for Three Simple Topologies
We designed these experiments to study how TCP interacts with multi-destination
aggregation for a variety of topologies. We did this by comparing the throughput,
TCP congestion window size, MAC frame size, and queue size for no aggregation,
single-destination aggregation, and multi-destination aggregation schemes for three
different simple topologies.
We first consider the simplest topology having a single TCP flow over a 1-
hop network (Figure 5.7(a)). We then extend this topology by adding one more
hop (Figure 5.7(b)). Finally, we consider a more complex topology having two
TCP flows, each of which travels in the opposite direction over a 1-hop network
(Figure 5.7(c)). We expect that, for the 1-hop network, multi-destination aggre-
gation will have the same performance as single-destination aggregation. This is
because, in this topology, there is queueing for single-destination aggregation only,
and thus multi-destination aggregation behaves the same as single-destination ag-
gregation. We also expect that, for the 2-hop network, multi-destination aggregation
will achieve some performance gain over single-destination aggregation. This is be-
cause, in this topology, there is a relay node that has queueing for TCP data and
TCP ACKs, and multi-destination aggregation can lower overhead by sending TCP
1For our experiments, we used TCP cubic because this allows fast increment of the TCP con-
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Figure 5.7: Three simple topologies
data and TCP ACKs in a single transmission. For the network having two TCP
flows, we expect that multi-destination aggregation will show an enhancement over
single-destination aggregation. This is because, in this topology, the TCP server
has queueing for TCP data having different destinations and, for a given file size,
multi-destination aggregation can reduce the number of transmissions by grouping
TCP data traveling in the opposite direction into a single transmission.
Table 5.2 summarizes the throughput for no aggregation, single-destination
aggregation, and multi-destination aggregation schemes for those topologies. The re-
sult shows that, for all the topologies, aggregation achieves significant improvement
over no aggregation. This is because aggregation allows sending multiple frames
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Table 5.2: Throughput analysis for three simple topologies
No Aggregation Single-Destination Multi-Destination
One TCP flow (1-hop) 1.06 Mbps 4.43 Mbps 4.43 Mbps
One TCP flow (2-hop) 0.52 Mbps 2.27 Mbps 2.34 Mbps
Two TCP flows 0.58 Mbps+ 2.15 Mbps 2.15 Mbps
+ indicates the average throughput for a single flow
in a single transmission, which improves link-level bandwidth by saving overhead.
TCP effectively expands its window to take advantage of aggregation. In addition,
for the 1-hop network, single-destination and multi-destination aggregation schemes
have the same performance, as expected.
For the 2-hop network, the result shows that the throughput performance
for all schemes decreases by half that of the 1-hop network. This is because adding
one hop to the 1-hop network decreases link-level bandwidth by half, resulting in
a throughput degradation. In addition, as expected, multi-destination aggregation
has some performance gain over single-destination aggregation. We will discuss a
more detailed analysis in the following Subsection.
For the topology having two TCP flows, the result shows that multi-destination
aggregation has the same performance as single-destination aggregation, which is
different from our expectation. This is because, in this topology, we observed some
transmissions carrying TCP data having different destinations, but the ratio of ag-
gregation of TCP data was small, resulting in negligible improvement. We will
discuss more details of this in the following Subsection.
Although Table 5.2 shows the basic performance characteristics of our sys-
tem, more detailed tracing can give us more insight about the performance of
no aggregation, single-destination aggregation, and multi-destination aggregation
schemes for those topologies. We created these traces based on the same experi-
ments used for the throughput analysis.
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One TCP flow over a 1-hop network The goal of this analysis is to gain insight
about how aggregation has an impact on TCP performance when a 1-hop network
is used. We did this by tracing the congestion window size, MAC frame size and
queue size. We expect that single-destination and multi-destination aggregation will
have a similar trace of congestion window size. This is because, in this topology,
multi-destination will behave the same as single-destination aggregation.
Figure 5.8 shows traces of congestion window size, MAC frame size, and
queue size over 1-hop network for no aggregation, single-destination aggregation,
and multi-destination aggregation (from top to bottom). For each scheme, the top
graph shows traces of the TCP congestion window size (in segments) and MAC
frame size (in Kbytes) as a function of time (in seconds), and the bottom graph
shows a trace of queue size (in Kbytes) as a function of time. All the traces are
measured at the TCP server (node 0 in Figure 5.7(a)).
The result shows that, as we expected, multi-destination aggregation has a
similar trace of congestion window size to single-destination aggregation. In ad-
dition, compared to no aggregation, the aggregation schemes improve the TCP
capacity significantly and allow fast increment of the congestion window size until
reaching the capacity. Further, the trace of MAC frame size shows that, for ag-
gregation, most of transmissions exploit the maximum aggregation capacity. This
shows that TCP effectively expands its window to take advantage of aggregation.
One TCP flow over a 2-hop linear network The goal of this analysis is to
gain insight about how multi-destination aggregation impacts TCP performance
when a 2-hop linear topology is used. We did this by tracing congestion window
size, MAC frame size and queue size. Figure 5.7(b) shows the 2-hop linear topology
used for this tracing. In this topology, there is a single relay node (node 1) that can
have TCP data and TCP ACKs traveling in the opposite direction. We expect that
multi-destination aggregation will allow faster increment of TCP congestion window
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Figure 5.8: Congestion window size, MAC frame size, and queue size for a single
TCP flow over a 1-hop network
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over single-destination aggregation. This is because multi-destination aggregation
allows aggregation of TCP data and TCP ACKs, which lowers overhead by reducing
the number of transmissions.
Figure 5.9 shows traces of congestion window size, MAC frame size and queue
size over 2-hop linear network for no aggregation, single-destination aggregation, and
multi-destination aggregation (from top to bottom). For each scheme, the top graph
shows traces of TCP congestion window size (in segments) and MAC frame size (in
Kbytes) as a function of time (in seconds), and the bottom graph shows a trace of
queue size (in Kbytes) as a function of time. The trace of congestion window size is
measured at the TCP server (node 0 in Figure 5.7(b)), and the traces of queue size
and MAC frame size are measured at the relay node (node 1 in Figure 5.7(b)).
The result shows that, compared to no aggregation, aggregation allows fast
increment of TCP congestion window size, similar to the previous result. In ad-
dition, the trace of MAC frame size shows that single-destination aggregation has
more transmissions having a small size than multi-destination aggregation. This
is because the relay node has queueing for TCP data and TCP ACKs, but single-
destination aggregation can aggregate TCP ACKs or TCP data only. On the other
hand, multi-destination aggregation allows TCP ACKs to be aggregated with TCP
data traveling in the opposite direction. Further, TCP ACKs are small, and thus
they can be aggregated with TCP data even when we have not enough space for
TCP data. This allows more transmissions to carry TCP data and TCP ACKs,
resulting in a decrement in the number of small-size transmissions.
Our analysis shows that the ratio of aggregation of TCP data and TCP
ACKs is 23%, which increases the average frame size for multi-destination aggrega-
tion. The average size for multi-destination aggregation is 14.7KB, while the size
for single-destination aggregation is 13.3KB. As a result, it reduces the number of
transmissions for multi-destination aggregation scheme (as a percentage of that for
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Figure 5.9: Congestion window size, MAC frame size, and queue size for a single
TCP flow over a 2-hop network
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Figure 5.10: Comparison of increment of congestion window size (TCP server)
single-destination aggregation scheme) to 84.7%.
Although this trace gave us an insight about how TCP works with multi-
destination for the 2-hop network, it was difficult to compare the increment of con-
gestion window size for single-destination and multi-destination aggregation schemes.
Figure 5.10 shows congestion window sizes for single-destination and multi-destination
aggregation schemes for the first 1100 seconds. The X-axis is time in seconds, and
the Y-axis is the congestion window size in segments.
The result shows that single-destination and multi-destination aggregation
schemes have the same increment of congestion window size for the first 500 seconds.
However, after that time, multi-destination aggregation increases the congestion
window size faster than single-destination aggregation, as we expected. This is
because initially the congestion window size is small, and thus it does not exceed
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the aggregation capacity. Thus, a single transmission makes its own queue empty,
which does not allow TCP data and TCP ACKs to be in the queue simultaneously.
However, as the congestion window size increases, a single transmission cannot make
its own queue empty, which increases the probability that the relay node has both
TCP data and TCP ACKs in the queue. Thus, multi-destination allows aggregation
of TCP data and TCP ACKs, resulting in faster increment of congestion window
size than single-destination aggregation.
Two TCP flows The goal of this analysis is to gain insight about how multi-
destination aggregation has an impact on TCP performance when there are two
flows in the network. We did this by tracing congestion window size, MAC frame
size and queue size. Figure 5.7(c) shows the topology, which has two TCP flows
traveling in the opposite direction over 1-hop.
Figure 5.11 shows traces of congestion window size, MAC frame size, and
queue size at the MAC for no aggregation, single-destination aggregation, and multi-
destination aggregation (from top to bottom) when there are two TCP flows. For
each scheme, the top graph shows traces of TCP congestion window size (in seg-
ments) and MAC frame size (in Kbytes) as a function of time (in seconds), and the
bottom graph shows a trace of queue size (in Kbytes) as a function of time. All the
traces are measured at the TCP server (node 0 in Figure 5.7(c)).
The results show that, for single-destination aggregation, both the sessions
begin by growing congestion windows similarly but, at some point, session 2 uses
the entire network capacity until completing its own file transfer, which causes a
significant fairness problem. This is because a large congestion window size for one
session causes a huge amount of delay, caused by queueing and transmission time,
for the other session. This results in decreasing the congestion window size because
of frequent timeouts. On the other hand, for no aggregation and multi-destination
aggregation, we observe that each session shares the network resource fairly. This
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Figure 5.11: Congestion window size, MAC frame size, and queue size for two TCP
flows over 1-hop network
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Figure 5.12: Trace of congestion window size for two TCP flows over 1-hop network
for multi-destination aggregation
is because, for no aggregation, the packet transmission time is relatively short, and
thus each transmission does not have a significant impact on the other sessions’
RTT. In addition, multi-destination aggregation can aggregate TCP data having
different destinations, which prevents one session’s congestion window size from be-
ing degraded significantly. The result shows that, for multi-destination aggregation,
the congestion window sizes for both the sessions increase to about 70 segments,
which is half the congestion window for multi-destination aggregation in the 1-hop
network. However, our analysis shows that the ratio of aggregation of TCP data at
the TCP server is 9%, which is lower than that of TCP data and TCP ACKs at the
relay node in the 2-hop network. As a result, compared to the 2-hop network, the
number of transmissions for the multi-destination aggregation scheme (as a percent-
age of that for single-destination aggregation scheme) increases to 88.5%. This is
because, compared to TCP ACKs, TCP data is relatively large, and thus it decreases








Figure 5.13: Linear topology with one TCP flow
In the previous trace, it seems that multi-destination aggregation has a
TCP synchronization problem [43]. To confirm or deny this, we did another set
of experiments to trace the congestion window size for multi-destination aggrega-
tion. Figure 5.12 shows trace of congestion window size (in segments) for multi-
destination aggregation as a function of time (in seconds). This trace shows that
multi-destination aggregation does not have a TCP synchronization problem, while
still keeping fairness for multiple sessions. We believe that the previous result just
coincidentally appeared to synchronization.
Linear Topology
We have looked at the impact of multi-destination aggregation on TCP perfor-
mance for three simple topologies. We extend our experiments to more complex
topologies, such as when more relay nodes become involved or when the network
becomes congested. The goal of this experiment is to study the impact of hop
count on the performance of multi-destination aggregation. We did this by mea-
suring the throughput of no aggregation, single-destination aggregation, broadcast
aggregation, and multi-destination aggregation as a function of the number of hops.
Figure 5.13 shows the linear topology used for this experiment. In this topology,
more relay nodes become involved. Thus, it is interesting to see how the relay nodes
have an effect on the performance of our system. We expect that multi-destination
aggregation will show an enhancement over single-destination aggregation due to
the increased hop count. This is because increasing hop count means that more
108




















Figure 5.14: Throughput as a function of number of hops
nodes are involved in the aggregation of TCP data and TCP ACKs, resulting in
improvement in the aggregation ratio.
Figure 5.14 shows the throughput as a function of the number of hops. The
X-axis is the number of hops, and the Y-axis is the end-to-end throughput in Mbps.
For the performance comparison, we measured the throughput for broadcast aggre-
gation, described in Chapter 3. For the broadcast aggregation, we needed to decide
the data rate for broadcast frames and, for a given channel, we chose a reliable rate
of 5.85 Mbps for broadcast frames. In addition, we used rate adaptation using a
RTS/CTS exchange to determine the unicast frame rate.
The result shows that aggregation achieves significant improvement over no
aggregation. In addition, we observe that multi-destination aggregation has similar
performance to broadcast aggregation, which means that multi-destination aggre-
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Table 5.3: Performance analysis for linear topology
Number of Hops 2 3 4 5
Frame Size (Single-Destination Aggregation) 13.3KB 6.7KB 5.0KB 4.2KB
Frame Size (Multi-Destination Aggregation) 14.7KB 9.0KB 8.3KB 8.1KB
Aggregation Ratio (Total) (%) 23.0 20.0 21.6 23.2
Aggregation Ratio (Relay Nodes) (%) 52.4 (30.5, 35.6) (26.7, 31.5, 32.6) (27.6, 27.3, 40.0, 27.3)
Total TXs (%) 84.7 80.5 64.3 54.3
Performance Gap (%) 3.1 10.3 17.6 27.8
gation achieves the same advantage as broadcast aggregation. Further, as expected,
the performance gap between single-destination aggregation and multi-destination
aggregation increases as the hop count increases. This is because, as more relay
nodes become involved in the aggregation of TCP ACKs and TCP data, the over-
all aggregation ratio increases. In addition, the increased hop count decreases the
network capacity, which results in decreasing the average transmission size. Thus,
as we described in Section 4.2.1, the overhead improvement becomes significant as
the frame size decreases.
Table 5.3 presents the performance analysis for single-destination and multi-
destination aggregation schemes as a function of the number of hops. The frame
size indicates the average frame size for all nodes. The aggregation ratio (total)
represents the number of multi-destination transmissions at relay nodes divided by
the number of total transmissions, while the aggregation ratio (relay nodes) is the
number of multi-destination transmissions divided by the number of transmissions
at each relay node. In addition, the total TXs represents the number of transmis-
sions for multi-destination aggregation scheme as a percentage of that for single-
destination aggregation scheme. The performance gap means the throughput gap
between multi-destination aggregation and single-destination aggregation schemes.
This analysis shows that, for both the schemes, the average frame size de-
creases as the hop count increases. For better understanding, we traced queue size
at the TCP server and we found that, for both the schemes, the queue size de-













Figure 5.15: Star topology with multiple TCP flows
size. However, the increased multi-destination aggregation ratio increases the gap of
the frame size between single-destination and multi-destination aggregation schemes
as the hop count increases. Thus, it decreases the number of total transmissions for
multi-destination aggregation. The maximum performance gap increases to 27.8%
when the hop count is 5.
Now, we compare the throughput between multi-destination aggregation and
broadcast aggregation. The result shows that multi-destination aggregation has sim-
ilar performance to broadcast aggregation. Both the schemes can aggregate TCP
data with TCP ACKs traveling in the opposite direction. However, there are trade-
offs between multi-destination and broadcast aggregation. Broadcast aggregation
has an advantage of saving link-level bandwidth by ignoring control frames for TCP
ACKs. On the other hand, multi-destination aggregation has advantages of allowing
rate adaptation and reliable transmissions for TCP ACKs. These tradeoffs result in
similar performance between these schemes.
Star Topology
The goal of this experiment is to study the impact of network congestion on the per-
formance of multi-destination aggregation. We did this by measuring the through-
put of no aggregation, single-destination aggregation, broadcast aggregation, and
multi-destination aggregation as a function of the number of TCP sessions. Fig-






















Figure 5.16: Throughput as a function of number of sessions
expect more congestion because the central node (node 1) will be a bottleneck for
the TCP streams. Thus, it is interesting to see how network congestion has an effect
on the performance of our system. We expect that the performance gap between
single-destination and multi-destination aggregation will increase as the number of
sessions increases. This is because network congestion causes more queueing at the
central node, and multi-destination aggregation allows aggregating frames flowing
in all directions.
Throughput Figure 5.16 shows the throughput as a function of the number of
TCP sessions. The X-axis is the number of sessions, and the Y-axis is the average
throughput for a single flow in Mbps. For broadcast aggregation, we used the same
configuration as the linear topology.
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The result shows that aggregation achieves significant improvement over
no aggregation. In addition, as expected, the performance gap between single-
destination aggregation and multi-destination aggregation increases as the number
of sessions increases. This is because network congestion leads to longer queues. This
allows multi-destination aggregation to have more aggregation opportunities than
single-destination aggregation. This is because, in this topology, multi-destination
aggregation can aggregate frames traveling in all directions, while single-destination
aggregation only supports aggregating frames being transmitted to one destina-
tion. In addition, we observe that broadcast aggregation shows an enhancement
over single-destination aggregation, while it has worse performance than multi-
destination aggregation. This is because, in this topology, broadcast aggregation
only supports aggregating TCP ACKs and TCP data having one destination.
Fairness We consider how multi-destination aggregation has an impact on fair-
ness. We examine this by calculating the fairness based on the same experiment as
for the throughput measurement. Figure 5.17 shows the fairness index as a function
of the number of TCP sessions. For this calculation, we used the fairness index,
proposed by Vardalis [44], which reflects the system fairness accurately when the
number of TCP sessions is small. The X-axis is the number of sessions, and the
Y-axis is the fairness index ranging from 0 to 1.
The result shows that no aggregation achieves improved fairness over aggre-
gation. This is because, for no aggregation, packet transmission time is relatively
short, and thus each transmission does not have a significant impact on other ses-
sions’ RTT variances. On the other hand, for aggregation, fast increment of the
congestion window and long packet transmission times increases the RTT variances
for other sessions, resulting in frequent timeouts. In addition, we observe that
multi-destination aggregation shows an enhancement over broadcast aggregation
and single-destination aggregation. This is because multi-destination aggregation
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Figure 5.17: Fairness as a function of number of sessions
allows aggregating frames flowing in all directions, which reduces the impact of
aggregation on the RTT variances.
Performance analysis Table 5.4 presents the performance analysis for single-
destination and multi-destination aggregation schemes as a function of number of
sessions. For this analysis, we used the same definitions as we did in linear topology
with one exception: the aggregation ratio (central node) represents the number of
multi-destination transmissions divided by the number of total transmissions at the
central node.
This analysis shows that, for single-destination aggregation, the average
frame size decreases significantly as the number of sessions increases. On the other
hand, for multi-destination aggregation, the average frame size is not very sensi-
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Table 5.4: Performance analysis for star topology
Number of Sessions 1 2 3 4
Frame Size (Single-Destination Aggregation) 13.3KB 8.4KB 6.7KB 6.0KB
Frame Size (Multi-Destination Aggregation) 14.7KB 10.3KB 10.0KB 9.1KB
Aggregation Ratio (Total) (%) 23.0 25.8 26.2 28.9
Aggregation Ratio (Central Node) (%) 52.4 60.6 62.1 70.0
Total TXs (%) 84.7 73.2 62.1 62.0
Performance Gap (%) 3.1 14.2 18.8 21.2
tive to the number of sessions, resulting in the increased gap of the average frame
size. This is because, as the number of sessions increases, network congestion be-
comes significant, and thus the multi-destination aggregation ratio increases. This
analysis shows that the multi-destination aggregation ratio at the central node in-
creases significantly as the number of sessions increases. Thus, for a given file size,
multi-destination aggregation reduces the number of transmissions. The maximum
throughput gap increases to 21.2% when the number of sessions is 4.
Figure 5.18 shows the number of transmissions as a percentage of total trans-
missions at the central node as a function of the number of destinations. The X-axis
is the number of destinations, and the Y-axis is the percentage of transmissions. We
created this histogram based on the same experiment as for the throughput mea-
surement. For this analysis, we considered that the number of sessions is 4 and
thus, for multi-destination aggregation, an aggregate can include up to five differ-
ent destinations (i.e., four destinations for TCP data and one destination for TCP
ACKs).
The analysis shows that, at the central node, many of transmissions carry an
aggregate having two or more destinations. The percentage of transmissions having
two or more destinations is 70%. The increased aggregation ratio reduces the impact
of transmissions for one session on RTT variances for the other sessions. This allows
fair increment of congestion windows for each session, resulting in improved fairness.
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Figure 5.18: Percentage of transmissions as a function of the number of destinations
for multi-destination aggregation (the number of sessions=4)
Throughput on the presence of flooding We consider how multi-destination
aggregation has an impact on network performance on the presence of flooding. We
examine this by measuring the throughput of single-destination aggregation, broad-
cast aggregation, and multi-destination aggregation as a function of the flooding
interval. To simulate flooding, we used the same configuration as described in Sec-
tion 3.4.3. For this experiment, we used the star topology with two TCP sessions.
We used the star topology because the center node is a bottleneck for TCP streams,
and it is interesting to see how multi-destination aggregation has an impact on net-
work congestion on the presence of flooding. We expect that the performance gap
between single-destination and multi-destination aggregation schemes will increase





















Figure 5.19: Throughput as a function of flooding interval
supports aggregating broadcast frames and unicast frames flowing in all directions,
which reduces the impact of flooding on network performance.
Figure 5.19 shows the throughput as a function of the flooding interval. The
X-axis is the interval of flooding frames in seconds, and the Y-axis is the average
throughput for a single flow in Mbps. For all the aggregation schemes, we set the
maximum number of broadcast frames to be aggregated in a single transmission to
20.
The result shows that, as expected, multi-destination aggregation achieves
significant improvement over single-destination aggregation. This is because multi-
destination aggregation supports aggregating flooding packets, TCP ACKs, and
TCP data flowing in all directions, which effectively reduces the overhead of flood-
ing. In addition, we observe that broadcast aggregation shows an enhancement
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Table 5.5: Performance analysis for star topology on the presence of flooding
Flooding Interval (seconds) 3 4 5
Frame Size (Single-Destination Aggregation) 1.7KB 2.2KB 2.4KB
Frame Size (Multi-Destination Aggregation) 4.2KB 4.3KB 4.3KB
Total TXs (%) 36.7 50.0 57.1
Performance Gap (%) 106.1 51.0 32.2
over single-destination aggregation, while it has worse performance than multi-
destination aggregation. This is because, at the center node, broadcast aggregation
can aggregate flooding packets, TCP ACKs, and TCP data having one destination.
Table 5.5 presents the performance analysis for single-destination and multi-
destination aggregation schemes as a function of flooding interval. This analysis
shows that, for single-destination aggregation, the average frame size decreases as the
flooding interval decreases. On the other hand, for multi-destination aggregation,
the average frame size is not very sensitive to the flooding interval, resulting in the
increased gap of the average frame size. This is because single-destination aggrega-
tion supports aggregating flooding packets or unicast frames having one destination,
and using a short flooding interval increases the RTT variance for each session, re-
sulting in decreasing TCP transmission rate. On the other hand, multi-destination
aggregation reduces the impact of flooding on TCP performance by aggregating
frames flowing in all directions. Thus, for a given file size, multi-destination ag-
gregation decreases the number of transmissions. The maximum throughput gap




Metadata is information that may be useful to transport but that is not part of
the data that is actually being conveyed by the network. Transmitting the delayed
ACKs used to support multi-destination aggregation is an example of metadata pig-
gybacking. As a second example, we can consider transmitting channel information
for rate adaptation. The channel information is metadata. As a third example,
we can consider a MAC protocol where we might broadcast a node’s queue state
information. The queue state information is metadata.
In networking systems, metadata is important because it provides some in-
formation to neighbors that results in improving network performance by exploiting
this information for data transmissions. However, the overhead of transmitting
metadata limits the possible performance improvement. Thus, taking advantage of
the fact that wireless transmissions are broadcast allows us to send metadata at
very low cost by piggybacking it with user packets, which means that our potential
performance improvement is increased.
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6.1 Design Issues and Solutions
The goal of this design is to develop a transmission mechanism that allows piggy-
backing of metadata with user packets.
From the design point of view, it is obvious that metadata will be aggregated
with user packets. Basically, we use multi-destination aggregation, which allows a
system to aggregate both broadcast and unicast subframes having different destina-
tions into a single physical frame. Based on this format, metadata can be assembled
into the broadcast or unicast portion.
One design issue is whether metadata is useful for all destinations, a group
of destinations, or one destination. For example, an ACK is useful only for one
receiver. On the other hand, queue state information could be useful for all of the
neighbors or a group of the neighbors. Thus, if the metadata is useful only for one
receiver, it can potentially be part of the unicasts in an aggregate. If the metadata
is useful for all of the neighbors, it can potentially be part of the broadcasts in an
aggregate. If the metadata is useful for a group of neighbors, it can potentially be
part of the unicasts or broadcasts in an aggregate. This is because transmissions
are broadcast and a single transmission will potentially be received by all neighbors.
Thus, a group of the neighbors, who are interested in the metadata, could get the
information regardless of the type of frame.
Another design issue is how we can aggregate metadata with user packets.
For our design, we introduce the design principle that sending metadata is always
optional. In keeping with our design principle, our transmission mechanism should
allow piggybacking of metadata without limiting aggregation of user packets.
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6.2 Working Examples
We evaluated our design using two examples, each of which implemented a transmit
mechanism for piggybacking of metadata with user data using Hydra.
First, we coordinate delayed ACKs from multiple receivers using metadata
piggybacking. The delayed ACK is metadata because it provides information about
the received data frames but is not data itself. In general, the delayed ACK is small,
and thus the overhead of sending a delayed ACK alone is significant. Thus, if a node
has user packets and a delayed ACK, it aggregates the delayed ACK with the user
packets. In this case, the node assembles the delayed ACK into the unicast portion
because the delayed ACK is only useful for one node. This can lower the overhead of
sending the delayed ACK by piggybacking this ACK onto an existing transmission.
This is likely to work because it is often the case that, if one node communicates
information to another node, there is information coming back to the first node. An
obvious example is a TCP flow that has TCP data and TCP ACKs flowing in the
opposite direction. In this case, there will be plenty of data flowing in the proper
directions.
Second, we consider supporting multiple rates for multi-destination aggrega-
tion. One possible solution was that a node, overhearing other nodes’ transmissions,
sends the channel information explicitly. However, channel information is small, and
thus the overhead of sending channel information alone is significant. Thus, if a node
has user packets and channel information, then it piggybacks the channel informa-
tion with user packets. In this case, this node assembles the channel information into
the unicast portion because the channel information is only useful for one sender.
This allows the node to send the channel information at very low cost.
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6.3 Design
As concrete examples, we chose to implement a transmit mechanism for piggyback-
ing of the delayed ACKs and the channel information with user packets.
When delayed ACKs or channel information need to be sent, a node first
constructs a unicast frame based on the destination address. This frame can include
the payload of bitmap information for the delayed ACK or SNR for the channel
information. To decode this frame correctly, we define a new subframe type for each
metadata by using the reserved values in the 802.11 MAC frame format [1].
For piggybacking metadata on user frames, we first aggregate all the frames
having the same destination as the frame at the head of queue. Then, if we still
have space, we search the queue to find whether there is metadata having that
destination. If found, the metadata is aggregated with those frames. Note that
an aggregate can include both channel information and delayed ACKs with user
frames. Then, if we still have space, we do the same process for the frames having
different destinations. Further, if the channel is static and thus we use 2% overhead
bound for an aggregate as we did in Chapter 4, we place metadata beyond the 2%
overhead bound to aggregate the metadata with user frames.
6.4 Experimental Results
We present performance results for UDP and TCP traffic on real channels to ex-
plore the effectiveness of metadata piggybacking. For our experiments, we used
multi-destination aggregation with two different rate adaptation schemes: one using
reciprocity and one using explicit feedback, as described in Section 5.1.3. For our
rate adaptation using explicit feedback, a receiver sends back channel information
when the channel changes or an RTS is received. Thus, the receiver keeps track of











Figure 6.1: Star topology with multiple UDP flows
each destination in a table. Then, if the receiver overhears data transmission and
detects that the current estimate is changed, it sends back channel information. In
addition, if the receiver receives an RTS, it estimates the channel from the RTS and
sends back channel information on the CTS.
To begin, we validate our design using UDP traffic, and then we present
performance results for TCP traffic to study how metadata piggybacking has an
effect on TCP performance for a variety of channels.
6.4.1 UDP Traffic
We designed these experiments to validate our design. We did this by measuring
throughput with metadata piggybacking enabled and disabled as a function of the
number of nodes for three different scenarios. We first consider a simple scenario
having delayed ACKs or channel information. Then we consider a more complex
scenario having both delayed ACKs and channel information. We expect that, for
all the scenarios, the piggybacking enabled scheme will show an enhancement over
the piggybacking disabled scheme and further that the improvement will become
significant as the number of nodes increases. This is because the number of nodes
corresponds to the traffic load of the metadata and thus the piggybacking enabled
scheme saves more overhead as the number of nodes increases.
Figure 6.1 shows the topology used for our experiments. In this topology,
node 0 is an access point and node 1 to N are the nodes that can communicate only
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Figure 6.2: Throughput as a function of the number of nodes (delayed ACKs)
with the access point. For our experiments, the access point has N UDP flows, each
of which travels towards a different receiver. In addition, each node has one UDP
flow flowing toward the access point. All the UDP flows send packets with a fixed
packet interval of 5 seconds and all nodes are within transmission range.
Delayed ACKs We first consider a simple scenario having delayed ACKs only.
Figure 6.2 shows the average throughput for a single UDP flow as a function of
the number of nodes. The X-axis is the number of nodes, and the Y-axis is the
throughput in Mbps. For the X-axis, we did not count the access point. For this ex-
periment, we used a small timeout value of 1 second for delayed ACKs. In addition,
we will see how delayed ACKs have an impact on throughput, and thus we used rate
adaptation using reciprocity, which does not require sending channel information.
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Table 6.1: Performance analysis (delayed ACKs)
Number of Nodes 2 3 4 5
Frame Size (Piggybacking Enabled) 5.0KB 7.4KB 10.0KB 11.6KB
Frame Size (Piggybacking Disabled) 4.3KB 4.1KB 5.0KB 5.0KB
Total TXs (%) 78.3 53.8 46.2 39.1
Performance Gap (%) 8.5 23.1 28.2 35.5
The result shows that the performance gap between the piggybacking enabled
and disabled schemes becomes more significant as the number of nodes increases.
This is because, as the number of nodes increases, the access point (node 0) has more
packets having different destinations, resulting in generating more delayed ACKs
from the receivers. Thus, the piggybacking enabled scheme supports piggybacking
of the delayed ACKs with user packets, which effectively reduces the overhead of
sending the delayed ACKs.
Table 6.1 presents the performance analysis for delayed ACKs as a function
of the number of nodes. The frame size indicates the average frame size for all
nodes. In addition, the total TXs represents the number of transmissions for the
piggybacking enabled scheme as a percentage of that for the piggybacking disabled
scheme. The performance gap means the throughput gap between the piggybacking
enabled and disabled schemes.
This analysis shows that, for the piggybacking enabled scheme, the average
frame size increases significantly as the number of nodes increases. On the other
hand, for the piggybacking disabled scheme, the increment of the average frame
size is negligible. This is because delayed ACKs are very small, which has a sig-
nificant impact on the average size. Thus, for a given file size, the piggybacking
enabled scheme reduces the number of transmissions. The maximum throughput
gap increases to 35.5% when the number of nodes is 5.
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Figure 6.3: Throughput as a function of the number of nodes (channel information)
Channel information We consider another simple scenario having channel in-
formation only. Figure 6.3 shows the average throughput for a single UDP flow as
a function of the number of nodes. The X-axis is the number of nodes, and the
Y-axis is the throughput in Mbps. To see how channel information has an impact
on throughput performance, we used rate adaptation using explicit feedback, which
requires sending channel information for rate adaptation. In addition, we used the
delayed ACK scheme using infinite amounts of delay, as described in Section 5.1.2,
and thus we did not use timers for delayed ACKs.
The result shows that the piggybacking enabled scheme achieves some per-
formance gain over the piggybacking disabled scheme. However, compared to the
experimental result for delayed ACKs, the improvement becomes small even though
channel information can be generated at all the nodes overhearing data transmis-
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Table 6.2: Performance analysis (channel information)
Number of Nodes 2 3 4 5
Frame Size (Piggybacking Enabled) 4.6KB 7.1KB 8.6KB 12.1KB
Frame Size (Piggybacking Disabled) 3.6KB 4.5KB 6.1KB 6.9KB
Total TXs (%) 79.8 66.0 67.9 45.0
Performance Gap (%) 10.0 13.4 13.4 16.2
sions by neighboring nodes. This is because, in our environment, the channel is
stable and our rate adaptation sends back channel information only when the chan-
nel changes. Thus, the performance gap entirely depends on how frequently the
channel changes.
Table 6.2 presents the performance analysis for channel information as a
function of the number of nodes. This analysis shows that, similar to the previous
analysis, the gap of the average frame size between the piggybacking enabled and
disabled schemes increases as the number of nodes increases. Thus, for a given file
size, the piggybacking enabled scheme reduces the number of transmissions. The
maximum throughput gap increases to 16.2% when the number of nodes is 5.
Delayed ACKs + Channel information We consider a complex scenario hav-
ing both delayed ACKs and channel information. Figure 6.4 shows the average
throughput for a single UDP flow as a function of the number of nodes. The X-axis
is the number of nodes, and the Y-axis is the throughput in Mbps. The gray lines
show the previous results for delayed ACKs or channel information for reference.
To see how delayed ACKs and channel information have an impact on throughput
performance, we used a small timeout value of 1 second for delayed ACKs and rate
adaptation using explicit feedback.
The result shows that the piggybacking enabled scheme achieves significant
improvement over the piggybacking disabled scheme. This is because, in this sce-
nario, we have metadata of delayed ACKs and channel information, and the pig-
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Piggybacking Disabled (delayed ACKs)
Piggybacking Enabled (delayed ACKs)
Piggybacking Disabled (channel information)
Piggybacking Enabled (channel information)
Piggybacking Disabled (delayed ACKs and channel information)
Piggybacking Enabled (delayed ACKs and channel information)
Figure 6.4: Throughput as a function of the number of nodes (delayed ACKs and
channel information)
gybacking enabled scheme can save more overhead by piggybacking of the delayed
ACKs and channel information with user packets.
Table 6.3 presents the performance analysis for delayed ACKs and channel
information as a function of the number of nodes. This analysis shows that, for
the piggybacking enabled scheme, the average frame size increases significantly as
the number of nodes increases. On the other hand, for the piggybacking disabled
scheme, the increment of the average frame size is negligible. This is because delayed
ACKs and channel information are very small, which has a significant impact on the
average size. Thus, for a given file size, the piggybacking enabled scheme reduces
the number of transmissions dramatically. The maximum throughput gap increases
to 44.4% when the number of nodes is 5.
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Table 6.3: Performance analysis (delayed ACKs and channel information)
Number of Nodes 2 3 4 5
Frame Size (Piggybacking Enabled) 5.1KB 7.1KB 8.9KB 10.5KB
Frame Size (Piggybacking Disabled) 3.7KB 3.7KB 3.5KB 3.8KB
Total TXs (%) 68.9 45.9 34.4 27.1












Figure 6.5: Star topology with multiple TCP flows
6.4.2 TCP Traffic
We designed these experiments to study how metadata piggybacking effects TCP
performance for a variety of channels. We did this by measuring throughput for
multi-destination aggregation schemes with no piggybacking, piggybacking of de-
layed ACKs, piggybacking of channel information, and piggybacking of both types
of metadata as a function of the number of TCP sessions. We expect that the pig-
gybacking enabled scheme will enhance throughput over the piggybacking disabled
scheme and the amount of enhancement will increase as the number of TCP sessions
increases. This is because the metadata piggybacking scheme can reduce overhead
of sending metadata, and the amount of metadata increases as the number of TCP
sessions increases.
Figure 6.5 shows the topology used for our experiment. This is the same
topology as used in Chapter 5. In addition, we used a multi-destination aggregation
scheme with rate adaptation using explicit feedback and a small timeout value of
1 second for delayed ACKs.
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Static channel Figure 6.6 shows the average throughput for a single TCP flow
as a function of the number of sessions for a static channel. The X-axis is the
number of sessions, and the Y-axis is the throughput in Mbps. The result shows
that multi-destination aggregation with piggybacking of delayed ACKs and channel
information achieves a significant improvement in throughput over multi-destination
aggregation with no piggybacking. In addition, we observe that the delayed ACKs
have a greater impact on throughput than channel information when the number of
sessions is 2 and 3. This is because we used a static channel that does not change very
frequently, and our rate adaptation only sends channel information when the channel
changes. However, the result shows that, as the number of sessions increases, channel
information becomes more important than delayed ACKs. This is because channel
information can be generated at all the nodes overhearing the data transmissions by
neighboring nodes, which causes an exponential increase in the amount of channel
information as the number of sessions increases.
Table 6.4 presents the performance analysis for multi-destination aggregation
with no piggybacking and with piggybacking as a function of number of sessions for
a real static channel. The frame size indicates the average frame size for all nodes. In
addition, the total TXs represents the number of transmissions for multi-destination
aggregation with piggybacking of both types of metadata as a percentage of that for
multi-destination aggregation with no piggybacking. The performance gap means
the throughput gap between multi-destination aggregation with piggybacking of
both types of metadata and with no piggybacking.
This analysis shows that, for multi-destination aggregation with piggyback-
ing of both types of metadata, the average frame size increases significantly as the
number of sessions increases. On the other hand, for multi-destination aggregation
with no piggybacking, the average frame size decreases slightly as the number of





















Piggybacking (delayed ACK and channel information)
Figure 6.6: TCP throughput for a real static channel
layed ACKs and channel information are sent alone, which has a significant impact
on the average size. Thus, for a given file size, multi-destination aggregation with
piggybacking reduces the number of transmissions. The maximum throughput gap
increases to 47.4% when the number of sessions is 4.
In addition, compared to multi-destination aggregation with no piggyback-
ing, the increment of the average frame size for multi-destination aggregation with
piggybacking of both types of metadata is always bigger than the sum of that for
multi-destination aggregation with piggybacking of each of metadata. Further, the
gap of the size increment increases as the number of sessions increases. This is be-
cause multi-destination aggregation with piggybacking of delayed ACKs or channel
information still has metadata being sent alone, and thus each metadata transmis-
sion has an impact on other sessions’ RTT, resulting in decrement of TCP trans-
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Table 6.4: Performance analysis for a static channel
Number of Sessions 2 3 4
Frame Size (No Piggybacking) 2.0KB 1.9KB 1.9KB
Frame Size (Piggybacking of Delayed ACKs) 2.9KB 2.8KB 2.3KB
Frame Size (Piggybacking of Channel Information) 2.7KB 2.6KB 2.8KB
Frame Size (Piggybacking of Delayed ACKs and Channel Information) 3.7KB 3.9KB 5.8KB
Total TXs (%) 53.1 53.6 43.6
Performance Gap (%) 29.9 40.8 47.4
mission rates. On the other hand, multi-destination aggregation with piggybacking
of both types of metadata greatly reduces the impact of sending metadata on TCP
performance, resulting in more performance gain.
Time-varying channel We consider how metadata piggybacking effects TCP
performance for a real time-varying channel. For this experiment, we are using
a time-varying channel, and thus we expect that channel information will have a
greater impact on network performance than delayed ACKs due to frequent channel
changes.
Figure 6.7 shows the average throughput for a single TCP flow as a function
of the number of TCP sessions for a real time-varying channel. The X-axis is the
number of sessions, and the Y-axis is the throughput in Mbps. For this experiment,
we created a real time-varying channel by oscillating a metal fan and mounting one
antenna on each of the left and right sides of the fan at the central node (node 1 in
Figure 6.5).
The result shows that multi-destination aggregation with piggybacking of de-
layed ACKs and channel information achieves a significant improvement in through-
put over multi-destination aggregation with no piggybacking. In addition, we ob-
serve that multi-destination aggregation with piggybacking of channel informa-
tion always outperforms multi-destination aggregation with piggybacking of delayed





















Piggybacking (delayed ACKs and channel information)
Figure 6.7: TCP throughput for a real time-varying channel
destination with piggybacking of channel information is close to that for multi-
destination with piggybacking of channel information and delayed ACKs. This
implies that, as expected, channel information has a greater impact on throughput
than delayed ACKs.
Table 6.5 presents the performance analysis for multi-destination aggregation
with no piggybacking and with piggybacking as a function of number of sessions.
This analysis shows that, for multi-destination aggregation with no piggybacking,
the average frame size decreases significantly as the number of sessions increases.
On the other hand, for multi-destination aggregation with piggybacking of delayed
ACKs and channel information, the average frame size is less sensitive to the number
of sessions, resulting in the increased gap in the average frame size. Thus, for a
given file size, multi-destination aggregation with piggybacking reduces the number
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Table 6.5: Performance analysis for a time-varying channel
Number of Sessions 2 3 4
Frame Size (No Piggybacking) 1.99KB 0.95KB 0.66KB
Frame Size (Piggybacking of Delayed ACKs) 2.87KB 1.50KB 1.19KB
Frame Size (Piggybacking of Channel Information) 2.94KB 1.82KB 1.37KB
Frame Size (Piggybacking of Delayed ACKs and Channel Information) 3.63KB 2.42KB 2.67KB
Total TXs (%) 57.8 39.4 24.5
Performance Gap (%) 45.2 110.5 137.7
of transmissions. The maximum throughput gap increases to 137.7% when the
number of sessions is 4.
In addition, compared to multi-destination with no piggybacking, the incre-
ment of the average size has a similar trend as that in the previous analysis. Thus,
the increment for multi-destination aggregation with piggybacking of both types of
metadata is similar to or bigger than the sum of that for multi-destination with pig-
gybacking of each type of metadata. Further, as the number of sessions increases, the
gap of the size increment increases, resulting in more performance gain for multi-
destination aggregation with piggybacking of both types of metadata. However,
when the number of sessions is 4, the performance gain is smaller than we expected.
This is because, for multi-destination aggregation with piggybacking of both types




There are two main future directions for this work. One direction is to extend our
design to provide further mechanisms that improve the flexibility and performance
of our system. The second direction is to evaluate our design by performing a more
extensive set of experiments. Here, we discuss the work we envision in each direction.
7.1 Design Extension
The first direction is to extend our design to provide further key mechanisms that
support more flexibility and performance improvement of our system.
7.1.1 RTS/CTS Exchange
For our design, we assume that using a RTS/CTS exchange is always desirable.
Using a RTS/CTS exchange has the advantage that we can prevent the hidden
node problem. However, in the case where hidden nodes do not exist (e.g., all nodes
are within transmission range), the cost of the RTS/CTS exchange is high. Thus, in
this case, we might achieve a performance improvement by allowing ACK frames to
convey rate and size information. However, a challenging issue is how to update the
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most up-to-date rate when the channel changes in-between data transmissions. One
possible solution is to use a timer. Thus, for data transmission, a sender uses the
data rate obtained from the latest ACK when the sender transmits that data before
a timer expires. If the timer expires, the sender can transmit a probe to update the
data rate. Further, the timeout value can be chosen adaptively based on channel
coherence time.
In addition to ACKs, we could introduce NACK (negative acknowledgement)
frames. The advantages of using NACKs are: first, saving waiting time for timeout
when a data frame is corrupted; and second, sending back some useful information
for the corrupted data frame such as channel state information. Thus, we expect
that using ACKs and NACKs will achieve some performance gain by saving the cost
of RTS/CTS exchange.
7.1.2 Multi-Destination Aggregation
For multi-destination aggregation, our goal was to show that the idea of multi-
destination aggregation is feasible and worth further exploration, not to find the best
possible design. Our experimental results demonstrated the feasibility of our design
and showed that multi-destination aggregation achieves a significant improvement
in throughput and fairness over the no aggregation and single-destination aggrega-
tion schemes. As future work, we could optimize the multi-destination aggregation
design, resulting in greater performance. One possible idea is to consider the quality
of service for the multi-destination aggregation design. For our design, we aggre-
gate multiple frames having different destinations on a first-come first-served basis.
We could extend this design by giving a priority to each frame based on delay and
jitter constraints and determining which frames need to be aggregated based on
the priority. Another possible idea is to optimize block ACKs to improve efficiency
in the multi-destination aggregation design. For our design, we used block ACKs
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that allow sending an individual ACK for each subframe by using a bitmap struc-
ture, which follows the 802.11n standard. The block ACKs always have a fixed size
bitmap information regardless of how many subframes have to be acknowledged.
This results in inefficient bandwidth consumption in the case when the number of
subframes to be acknowledged is less than the bitmap size. Thus, we could improve
flexibility in block ACKs by adapting the bitmap size based on how many subframes
need to be acknowledged.
In addition, we could optimize the aggregation format, described in Ap-
pendix C.1, to achieve more performance gain. Our multi-destination aggregation
format allows a fixed number of destinations to be aggregated in a single trans-
mission. However, we could allow aggregating arbitrary numbers of different des-
tinations by modifying the PHY header described in Appendix C.1. One possible
solution is to put rate and length information for each destination right before the
unicast portion having that destination. We expect that this will improve aggrega-
tion efficiency by aggregating unicast frames having more destinations into a single
transmission.
7.1.3 Metadata Piggybacking
Our approach allows piggybacking of a variety of metadata with user packets on a
first-come first-served basis. However, in some cases, it might be important to give
a higher priority to metadata for some destinations. As an example, suppose that
a node has more queueing than some other nodes. In this case, a delayed ACK for
that node needs to be delivered earlier than another node by giving a higher priority
to that node. We expect that this will make our approach more flexible, resulting
in performance improvement.
We could consider sharing each node’s queueing information with neighbor-
ing nodes. Choi [45] proposed a scheme that controls the contention window by
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exchanging queueing information, the goal of which is to improve throughput by
mitigating unfairness between nodes. To make this coordination effective, queue-
ing information needs to be shared with all neighbors, and thus we categorize this
as broadcast. Thus, we expect that piggybacking queueing information with user
packets will reduce the overhead of sending this information, which results in more
improvement.
7.2 Evaluation of Detailed Mechanisms
The second direction for future work is to further evaluate the detailed mechanisms
of our design by performing more experiments and analysis.
First, we could extend our experimental results for the rate-adaptive frame
aggregation scheme with rate adaptation switching between single stream and double
stream rates. We expect even more advantages in this case, since we will be able
to double our maximum possible rate. Thus, compared to single stream rates, the
number of bits that can be aggregated into a single transmission for a given time-
varying channel will be doubled. This is because the double stream rates increase
the number of bits that a single sample carries by twice by transmitting two different
streams on two antennas.
Second, for our experiments, we used a static routing protocol to force the
topologies we are interested in. This is because all of our nodes are within the trans-
mission range of the others, and thus they would have not discovered any multi-hop
routes. However, to study how ad-hoc routing protocols impact frame aggregation,
we could perform experiments with some ad-hoc routing protocols such as AODV
(ad-hoc on-demand distance vector) and DSR (dynamic source routing) [32, 33].
Here, a challenging experimental issue is to control each node’s transmission power
to create multi-hop paths. We expect that, with ad-hoc routing protocols, our
techniques will achieve more performance gain. This is because, unlike the static
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routing protocol, ad-hoc routing protocols involve sending flooding packets to main-
tain multi-hop routes, and our experimental results showed that our techniques
greatly reduce the impact of flooding on network performance. In addition, ad-hoc
routing protocols involve sending metadata for neighbor discovery, and an issue is
to maximize service availability with minimizing bandwidth consumption [46]. Our
techniques provide a way to reduce overhead of sending metadata by piggybacking of
metadata with user packets, resulting in more improvement. Thus, we expect that
our techniques could achieve a significant improvement in throughput by minimizing
the impact of metadata and flooding on network performance.
Finally, to validate our design, we performed all the experiments in a small
lab space. In this environment, it was difficult to create a variety of real channels. To
create real channels that vary significantly in the time and spatial domains, our best
solution involved a metal fan whose head oscillates back and forth with one antenna
mounted on each of the left and right sides of the fan. Thus, it would be interesting
to perform some experiments in outdoor environment. This is because the outdoor
environment will have different channel properties from indoor environment, and it




Our main contribution is to demonstrate that we are able to improve network per-
formance by designing and implementing new frame aggregation techniques. These
techniques improve aggregation efficiency by taking advantage of rate adaptation
and the broadcast nature of wireless transmissions. Further, we validated our de-
signs by implementing them using our wireless node prototype, Hydra, conducting
extensive experiments and measuring system performance. Detailed contributions
are as follows:
• Fixed-Rate Frame Aggregation: We developed a system that can aggre-
gate both unicast and broadcast frames. Further, the system can classify TCP
ACK segments so that they can be aggregated with TCP data flowing in the
opposite direction. Contributions of this work are:
- Creation of a framework to support aggregating broadcast frames and
unicast frames having one destination.
- Development of a cross-layer design that can aggregate TCP data and
TCP ACKs flowing in the opposite direction by treating TCP ACKs as
broadcasts.
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- Implementation of our design using our wireless node prototype, Hydra.
- Validation of our design by conducting extensive experiments on real
channels.
- Achievement of throughput improvement over the no aggregation and
single-destination aggregation schemes.
- Demonstration that aggregation envisioned by 802.11n frame aggregation
is a good idea in a concrete way.
- Demonstration that broadcast aggregation, taking advantage of the broad-
cast nature of wireless transmissions, improves aggregation efficiency, re-
sulting in more performance gain.
- Demonstration that our cross-layer approach, classifying TCP ACKs as
broadcasts, improves TCP performance by taking advantage of the broad-
cast nature of wireless transmissions.
- Demonstration that TCP effectively expands its window to take advan-
tage of aggregation, resulting in the queueing needed for frame aggrega-
tion to work effectively.
• Rate-Adaptive Frame Aggregation: We developed a rate-adaptive frame
aggregation scheme that combines broadcast aggregation with rate adaptation.
Contributions of this work are:
- Pre-design experiments and analysis to study the impact of aggregation
size on performance in time-invariant and time varying channels.
- Pre-design experiments and analysis to study the impact of block ACKs
on rate adaptation and frame aggregation for time-invariant and fre-
quency selective channels.
- Design of rate-adaptive frame aggregation that adapts the best aggrega-
tion size based on channel and data rate chosen by rate adaptation.
141
- Implementation of our design using our wireless node prototype, Hydra.
- Validation of our design by conducting extensive experiments on real and
emulator-based channels.
- Achievement of a significant improvement in throughput over the no ag-
gregation and fixed-size aggregation schemes.
- Demonstration that rate adaptation has an important role to play in the
performance of frame aggregation.
- Demonstration that using block ACKs reduces the design cost by decou-
pling rate adaptation from frame aggregation.
- Demonstration that, for a given channel and data rate, there is a best
aggregation size, maximizing throughput, and thus it is important to
adapt aggregation size based on the data rate and channel.
• Multi-Destination Frame Aggregation: We designed a multi-destination
frame aggregation scheme to aggregate broadcast frames and unicast frames
that are destined for different receivers. Contributions of this work are:
- Extension of the aggregation framework to support aggregating broadcast
frames and unicast frames having different destinations.
- Development of three key mechanisms to support multi-destination ag-
gregation: controlling link-level ACKs, supporting multiple rates, and
supporting size adaptation.
- Implementation of our design using our wireless node prototype, Hydra.
- Validation of our design by conducting extensive experiments on real and
emulator-based channels.
- Achievement of a significant improvement in throughput and fairness over
the no aggregation and single-destination aggregation schemes.
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- Demonstration that our design, supporting multi-destination aggregation
in a general way, achieves the same advantages that the special-purpose
design had for TCP ACKs.
• Metadata Piggybacking: We extended multi-destination rate-adaptive frame
aggregation to allow piggybacking of various types of metadata with user pack-
ets. Contributions of this work are:
- Development of a design to support piggybacking of various types of
metadata with user packets.
- Implementation of our design using our wireless node prototype, Hydra.
- Validation of our design by conducting extensive experiments on real
channels.
- Achievement of a significant improvement in throughput over the piggy-
backing disabled scheme.
- Demonstration that our design, piggybacking of metadata onto an exist-
ing transmission, lowers the impact of metadata-based control protocols
on data transport.
8.1 Conclusions
Transmissions in a wireless network incur significant overhead for PHY headers and
acquiring the floor. These overheads are not reduced by using higher data rates
and can dominate performance at high rate, negating the advantages of high perfor-
mance PHYs and rate adaptation. Frame aggregation, where more than one frame
is aggregated into a single transmission, addresses this problem by amortizing these
overheads over more data and reducing the total number of transmissions. How-
ever, traditional aggregation schemes require that frames that are aggregated all be
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destined to the same receiver. These approaches neglect the fact that transmissions
are broadcast, and a single transmission will potentially be received by many nodes.
To address these problems, we developed new aggregation techniques that
take advantage of rate adaptation and the broadcast nature of wireless transmis-
sions. We first designed a frame aggregation scheme that can aggregate both unicast
and broadcast frames. Further, we treated TCP ACKs as broadcasts so as to enable
them to be aggregated with TCP data flowing in the opposite direction. Second, we
developed a rate-adaptive frame aggregation scheme that allows us to find the best
aggregation size by tracking the size based on received data frames and the data rate
chosen by rate adaptation. Third, we developed a multi-destination frame aggrega-
tion scheme to aggregate broadcast frames and unicast frames that are destined for
different receivers using delayed ACKs. Finally, we extended multi-destination rate-
adaptive frame aggregation to support piggybacking of various types of metadata
with user packets.
We implemented and validated our design not through simulation, but rather
using our wireless node prototype, Hydra, which supports a high performance PHY
based on 802.11n. To validate our design, we conducted extensive experiments
both on real and emulator-based channels and measured system performance. The
experimental results demonstrated the feasibility of our design and showed that our
design can achieve significant performance improvement, especially at a high rate.
One important lesson we learned from this study is to gain insight into how
our aggregation techniques have an effect on network performance. We showed
four different aggregation techniques and studied the impact of our techniques on
network performance throughout extensive experiments and analysis. First, it is im-
portant for frame aggregation to take advantage of the broadcast nature of wireless
transmissions. Our aggregation techniques leverage the broadcast nature of wireless
transmissions by allowing subframes to be sent to more than one destination. This
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increases the level of aggregation, resulting in reducing overhead. In addition, this
reduces the total number of transmissions, resulting in less time waiting for the
floor and transmitting control frames. Second, it is important to maximize synergy
between frame aggregation and rate adaptation. Experimental results showed that
our rate-adaptive frame aggregation, adapting the aggregation size based on data
rate chosen by rate adaptation, achieves a significant improvement in throughput
for time-varying channels. Third, TCP has an important role to play in the perfor-
mance of frame aggregation. TCP effectively expands its window to take advantage
of aggregation, resulting in enough queueing to support frame aggregation. Further,
our aggregation techniques improve the TCP capacity significantly and allow fast
increment of congestion window size until reaching the capacity. Experimental re-
sults showed that our aggregation techniques achieve a significant improvement in
TCP performance. Thus, we expect that our design can be a promising solution to





We implemented this protocol using Hydra, our wireless node/network prototype.
We enhanced the Hydra MAC and PHY to support unicast, broadcast, and TCP
ACK aggregation as described in Section 3.2. We describe the MAC subframe
format used by our aggregation schemes, the receive and transmit processes, and
finally details of the classification of TCP ACKs as broadcasts.
A.1 Frame
A single physical frame includes a series of MAC subframes. These subframes are
embedded in the aggregated frame shown in Figure 3.2. Figure A.1 shows the for-
mat of each MAC subframe. This follows the standard 802.11 MAC format with
the exception that we eliminated the address 4 field because we do not support in-
frastructure networking. Each subframe includes a MAC header containing general
information: duration, source and destination addresses, and length. Our aggrega-
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Figure A.1: MAC subframe format
carrier sensing. However, for the purpose of easy prototyping, all of the subframes
have the duration field. Each subframe includes a 2-byte length field. Finally all of
the subframes contain frame check sequence (FCS) and PAD octets.
Frames transmitted in the broadcast portion of the frame can have a broad-
cast or unicast address but are not acknowledged. On the other hand, the subframes
transmitted in the unicast portion require an ACK and thus in this design all must
be addressed to the same destination.
A.2 The Receive Process
When receiving a frame, the PHY uses the broadcast length and rate information to
decode the broadcast subframes and then the unicast length and rate information to
decode the unicast subframes. Once the PHY completes decoding all the subframes,
it sends the subframes up to the MAC. When the MAC receives an aggregated frame,
it first processes the broadcast subframes and then processes the unicast subframes.
For the broadcast portion, as soon as each subframe passes the CRC, the MAC
sends the subframe to the next layer. Thus the broadcast subframes do not suffer
from higher loss probability though they are aggregated with unicast subframes.
For the unicast subframes, the MAC checks the destination address and all of the
CRCs, and, if they all pass, then the MAC sends them up to the next layer and
sends a link-level ACK. Otherwise, all of the unicast subframes are discarded. We
could optimize by storing and applying CRCs to aggregates instead of individual
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subframes. However, the current scheme has only a small overhead and our design,
discussed in Chapter 4, extends the current design to a block ACK scheme like that
of 802.11n.
A.3 The Transmit Process
On the transmit side, the MAC must assemble the aggregated frames into the cor-
rect format. To achieve this, we have two queues: one for broadcasts and one for
unicasts. The MAC first searches the broadcast queue and assembles all the broad-
cast frames. Then the MAC searches the unicast queue and gathers the unicast
frames being transmitted to the same destination as the first frame in the unicast
queue. This breaks queueing semantics because this might change the service order
of incoming packets. We further discuss this issue in Appendix B. Once completed,
the MAC aggregates the broadcast subframes followed by unicast subframes up to a
parameterized maximum aggregation size. Putting the broadcasts ahead of the uni-
casts enables the broadcasts to be less sensitive to changes in the wireless channel.
This is because the channel might change during transmission and the subframes
close to the PHY training sequences are less likely to be corrupted by these changes.
Once the frames are assembled, the MAC hands the aggregated frame down to
the PHY along with the rate and length information for the broadcast and unicast
parts of the frame. The entire transmit process triggers when the DCF of the MAC
acquires the floor.
A.4 TCP ACKs
The process above neglects TCP ACKs, which are specially handled when assigning
packets to the unicast or broadcast queues. We assign “pure” TCP ACKs to the
broadcast queue. TCP ACK segments that contain any data or are part of connec-
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tion set-up cannot be treated in this way. This is because these are required to be
reliable. All others are classified as pure TCP ACKs. Click [21] provides a packet
classification mechanism, and our implementation uses these classifiers to sort pure





We implemented this protocol using Hydra. Basically our implementation extends
broadcast aggregation, described in Chapter 3, to support our rate-adaptive frame
aggregation. In the previous design, we used two queues: one for broadcast and
one for unicast. However, this might change the service order in-between incom-
ing broadcast and unicast packets, which changes the basic semantics. Thus, for
this implementation, we use a single queue for all packets rather than individual
broadcast and unicast queues.
To begin, we describe the MAC subframe format used by our rate-adaptive
frame aggregation scheme and the RTS/CTS exchange that is required for the size
and rate adaptation. Then we describe the receive process. Finally we describe our
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Figure B.1: Aggregated MAC subframe format
B.1 Frame
Figure B.1 shows the format of each subframe which follows the IEEE 802.11n A-
MPDU format [4]. A single physical frame includes a series of MAC subframes.
Each subframe contains a delimiter, a MAC protocol data unit (MPDU), and PAD
octets. The MPDU includes a MAC header, payload, and 4-byte CRC. The delimiter
contains a length, 1-byte of CRC and delimiter signature. The 1-byte CRC is used to
detect errors for the length and the delimiter signature is used to detect the starting
point of the subframe. Each MPDU includes a 4-byte CRC which enables the MAC
to detect errors for individual subframes. The individual ACK for each subframe is
delivered by the block ACK. Finally the PAD octets make each subframe to be a
multiple of 4 octets in length.
B.2 RTS/CTS Exchange
Our design uses the RTS/CTS exchange for rate and size adaptation. Before a
data transmission, a sender transmits a RTS and a receiver responds to the RTS
by sending a CTS with the measured SNR and size determined by the adaptation
control module. We return SNR rather than rate to support multi-destination frame
aggregation described in Chapter 5.
Figure B.2 presents a block diagram of this exchange. Whenever a trans-
mitter has data to send, it first transmits an RTS that includes a bound on the
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Figure B.3: Modified RTS frame format
to be aggregated. This bound is needed so that the CTS can update the NAV
correctly even if the transmitter does not have enough data to fill the maximum
aggregation size supported by the channel. From the RTS, a receiver first chooses
the rate based on the measured SNR, and then selects the aggregation size for that
rate. This size is determined by the minimum of the queue size from the RTS and
the best aggregation size from the adaptive control module. The SNR and size are
sent to the transmitter in the CTS. After receiving the CTS, the transmitter sends
an aggregated frame based on the size and rate chosen by the SNR. Finally the
receiver responds to the data frame by sending a block ACK indicating pass or fail
for individual subframes. At this time, the adaptation control module updates the
aggregation size (in samples) based on the received data frame.




























Figure B.5: Block ACK format
CTS, and ACK frames as shown in Figure B.3, B.4, and B.5 respectively. The RTS
is modified by piggybacking queue lengths for broadcast and unicast frames. The
modified CTS includes 12 bytes of metadata which contains SNR and aggregation
sizes for broadcast and unicast frames. The ACK enables the MAC to send indi-
vidual ACK for each subframe by using a bitmap structure, which follows the IEEE
802.11n standard [4].
B.3 The Receive Process
The receive process follows the IEEE 802.11n MAC [4] to deaggregate a frame.
Further, the adaptation control module, residing at the receiver, tracks the best
aggregation size using information from the deaggregation process.
When the MAC receives an aggregated frame, it first searches for a MAC
delimiter and, if found, checks the 1-byte CRC for a length field of each subframe.
If it passes, the MAC checks the 4-byte CRC for data portion of the subframe. If all
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pass, the MAC sends the subframe to the next layer. Otherwise, the MAC drops the
subframe and searches for the next subframe. After processing all the subframes,
the MAC constructs a block ACK containing pass or fail for individual subframes,
and then sends this to the transmitter. This allows unicast aggregation only and
our implementation, discussed in Appendix C, extends the current implementation
to support broadcast aggregation.
From the deaggregation process, the adaptation control module acquires the
data rate which the frame was sent with, the number of successful subframes, and
the status of the frame reception (i.e., success or burst drop). All the information
is used by the module to update the success count and the best aggregation size in
samples.
B.4 Virtual Carrier Sensing
When a transmitter has data to send, it first sends a RTS with a long NAV [4]
calculated by the maximum A-MPDU size and the base rate. A receiver responds
to the RTS by sending a CTS with the exact duration, which is calculated by the
rates based on the measured SNR and the aggregation size. At this time, all the
neighbors overhearing the CTS updates their own NAV. When the transmitter sends
an aggregated frame with the exact duration, then all the neighbors overhearing the
frame can update their own NAV. Finally, as a response to the aggregated frame,





We implemented this protocol using Hydra. We enhanced rate-adaptive aggregation
to support multi-destination aggregation. To begin, we describe the aggregation
format used by multi-destination aggregation. Then, we describe the details of the
receive and transmit processes.
C.1 Aggregation Format
Figure C.1 shows the aggregation format to support multi-destination aggregation,
where B stands for broadcast portion and UN stands for N -th unicast portion.
Thus, in an aggregate, the broadcast portion is located at the front, followed by














Figure C.1: Multi-destination aggregation format
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the same destination. The location of each unicast portion for one destination is
determined by where the first unicast frame having that destination is placed in the
queue. Thus, the unicast portion for the destination of the data at the head of queue
precedes the unicast portions for other destinations than head of queue. Putting
the broadcasts ahead of the unicasts enables the broadcasts to be less sensitive to
changes in the wireless channel. This is because the channel might change during
transmission and the subframes close to the PHY training sequences are less likely to
be corrupted by these changes. We do this because broadcast frames do not require
link-level ACKs and thus sending broadcast frames is less reliable than sending
unicast frames. We modified the PHY header format to support up to 6 different
data rates in an aggregate. In addition, the format of each subframe follows the
IEEE 802.11n A-MPDU format [4], as shown in Figure B.1.
C.2 Receive Process
The receive process enhances the IEEE 802.11n MAC [4] to deaggregate both broad-
cast and unicast subframes. Further, the adaptation control module, residing at the
receiver, tracks the best aggregation size using the information from the deaggrega-
tion process.
When receiving a frame, the PHY uses the broadcast length and rate infor-
mation to decode the broadcast subframes and then a series of unicast length and
rate information to decode the unicast subframes in each unicast portion. Once
the PHY completes decoding all the subframes, it sends the subframes up to the
MAC. When the MAC receives an aggregated frame, it first processes the broadcast
subframes and then processes the unicast subframes. For the subframes both in
broadcast and unicast portions, the MAC first searches for a MAC delimiter and, if
found, checks the 1-byte CRC for a length field of each subframe. If it passes, the
MAC checks the 4-byte CRC for data portion of the subframe.
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For the broadcast portion, as soon as each subframe passes all the CRCs,
the MAC sends the subframe to the next layer. For each unicast portion, the MAC
checks the destination address and all the CRCs. If all pass, the MAC sends the
subframe to the next layer. Otherwise, the MAC drops the subframe and searches for
the next subframe. After processing all the subframes, the MAC constructs a block
ACK containing pass or fail for individual subframes. If the MAC is the destination
for the first unicast portion, it sends back an ACK to the transmitter immediately.
Otherwise, the MAC delays sending the ACK, as discussed in Section 5.1.2.
From the deaggregation process, the adaptation control module acquires the
data rate which the frame was sent at, the number of successful subframes, and the
status of the frame reception (i.e., success or burst drop). All the information is used
by the module to update the success count and the best aggregation size in samples.
Note that, to calculate the best size, the module considers broadcast subframes,
unicast subframes having its own destination, and unicast subframes having other
destinations using the same or lower rates than the unicast subframe having its own
destination.
C.3 Transmit Process
On the transmit side, the MAC assembles the aggregated frames from a single
queue for broadcast and unicast frames. Aggregating multiple frames depends on
the type of data at the head of queue. If the head of queue is a unicast, the MAC
first gathers the unicast frames being transmitted to the same destination as the
head of queue. Then, the MAC searches for broadcast frames in the queue, and, if
found, the MAC gathers a fixed number of broadcast frames. Then, if we still have
space, the MAC gathers unicast frames having different destination from the head
of queue. On the other hand, if the head of queue is a broadcast, the MAC searches
for the first unicast frame in the queue to control the aggregate. Then, the MAC
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gets the best aggregation size for the destination of the unicast frame based on a
RTS/CTS exchange. Then, the MAC gathers a fixed number of broadcast frames.
Then, the MAC gathers the first unicast frame and all unicast frames having the
same destination as the first unicast up to the best size. Then, if we still have space,
the MAC gathers the next unicast frame having different destination from the first
unicast and all unicasts having that destination. The MAC can iterate this process
up to 5 different destinations up to the best size. This is because the PHY header
can maximally include 5 different unicast rate/length fields.
Once completed, the MAC aggregates the broadcast and unicast subframes
into the correct format. Once the subframes are assembled, the MAC hands the
aggregate down to the PHY along with the rate and length information for the
broadcast and unicast portions. The entire transmit process triggers when the DCF





We implemented this protocol using Hydra. Basically our implementation extends
multi-destination aggregation, described in Chapter 5, to support metadata pig-
gybacking. For metadata piggybacking, we used the same aggregation format de-
scribed in Appendix C.1. Here, we describe the details of the transmit process.
D.1 Transmit Process
When delayed ACKs or channel information needs to be sent, the MAC first con-
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Octets: 2 4 6 6 6 2
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Figure D.2: Metadata frame format (channel information)
Table D.1: Frame control field for metadata
Type (2 bits) Subtype (4 bits)
Delayed ACK 10 1000
Channel Information 10 1001
and D.2, this frame can include the payload of bitmap information for the delayed
ACK or SNR for the channel information. To decode this frame correctly, we define
a new subframe type for each metadata by using the reserved values in the 802.11
MAC frame format [1]. Table D.1 shows the subframe type for each metadata.
For piggybacking of metadata with user frames, the MAC first aggregates all
the frames having the same destination as the frame at the head of queue. Then, if
we still have space, the MAC searches the queue to find whether there is metadata
having that destination. If found, the metadata is aggregated with those frames.
Note that an aggregate can include both channel information and delayed ACKs
with user frames. Then, if we still have space, the MAC does the same process for
the frames having different destinations up to 5 different unicast destinations.
Further, if the channel is static and thus the MAC uses 2% overhead bound
for an aggregate, the MAC can place metadata beyond the 2% overhead bound to
aggregate the metadata with user frames.
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