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THE ANDREWS-OLSSON IDENTITY AND BESSENRODT INSERTION
ALGORITHM ON YOUNG WALLS
SE-JIN OH1
Abstract. We extend the Andrews-Olsson identity to two-colored partitions. Regarding the sets of proper
Young walls of quantum affine algebras gn = A
(2)
2n , A
(2)
2n−1, B
(1)
n , D
(1)
n and D
(2)
n+1 as the sets of two-colored
partitions, the extended Andrews-Olsson identity implies that the generating functions of the sets of reduced
Young walls have very simple formulae:
∏
∞
i=1(1 + t
i)κi where κi = 0, 1 or 2, and κi varies periodically.
Moreover, we generalize the Bessenrodt’s algorithms to prove the extended Andrews-Olsson identity in an
alternative way. From these algorithms, we can give crystal structures on certain subsets of pair of strict
partitions which are isomorphic to the crystal bases B(Λ) of the level 1 highest weight modules V (Λ) over
Uq(gn).
Introduction
A weakly decreasing sequence of nonnegative integers λ = (λ1, λ2, . . .) is called a partition of m, denoted
by λ ⊢ m, if m =
∑
i λi. A partition λ is called a strict partition if all parts are strictly decreasing and an
odd partition if all parts are odd. Let P[m] (respectively, S [m] and O[m]) be the set of all (respectively,
strict and odd) partitions of m. Denote by P (respectively, S and O) the set of all (respectively, strict
and odd) partitions.
Theorem (Euler’s partition theorem) For all m ∈ Z≥0,
(0.1) |S [m]| = |O[m]|.
Euler proved the identity (0.1) by showing the equality of the corresponding generating functions:
∞∑
m=0
|P[m]|tm =
∞∏
i=1
(1 + ti) =
∞∏
i=1
1
(1− t2i−1)
=
∞∑
m=0
|O[m]|tm.
In 1882, Sylvester showed the identity in an alternative way. He proved the identity by constructing a
combinatorial algorithm which establishes a bijection between O[m] and S [m].
The generalization of Euler’s partition theorem is still one of the main topics in combinatorics [3, 19, 20,
25, 26]. Thus, for subsets A and B of partitions,
showing |A[m]| = |B[m]| and constructing a combinatorial bijection between A[m] and B[m]
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are interesting problems. In 1991 [1], Andrews and Olsson defined the series of subsets of partitions, AOXN1
and AOXN2 (N ∈ N) (see Definition 4.2 and 4.3), and showed that
|AOXN1 [m]| = |AO
XN
2 [m]| for all m ∈ Z≥0.
Shortly after, Bessenrodt constructed a combinatorial insertion algorithm which gives a bijection between
them. Several generalizations of Andrews-Olsson identity have been developed in [2, 4, 28].
On the other hand, the notion of partitions has been generalized such as overpartitions, multi-colored par-
titions. Using the generalized notions, many mathematicians interpreted or proved combinatorial identities
arising from hypergeometric series [5, 6, 27].
The characters of integrable modules over quantum groups Uq(g) are important algebraic invariants
which determine the isomorphism classes in the sense that M ∼= N if and only if chM = chN . In [16, 17],
Kashiwara developed the crystal basis theory for integrable Uq(g)-modules from which many combinatorial
properties of an integrable module can be deduced. By using realization of crystal bases, one can compute
the characters of integrable modules (see Section 1).
In [7], Hayashi gave a Uq(A
(1)
n )-module structure on the space of Young diagrams, which can be understood
as the set of all partitions with coloring. In [23], Misra and Miwa showed that the reduced Young diagrams
provide a realization of the crystal basis of the level 1 highest weight modules (see Section 1 for definitions).
In [13], Kang introduced the notion of Young walls (which can be understood as a generalization of Young
diagrams) as new combinatorial scheme for realizing the crystal bases of the level 1 highest weight modules
over all classical quantum affine algebras g. In that paper, it was shown that the set Z(Λ) of proper Young
walls has a crystal structure. Moreover, he proved that the crystal B(Λ) of the level 1 highest weight
module V (Λ) can be realized by the set of reduced Young walls Y(Λ). In [14, 15], Kang and Kwon gave the
Uq(g)-module structure on the space of proper Young walls and proved the decomposition formulae for the
space into level 1 highest weight modules (see [8, 14] for more details).
In this paper, we extend the Andrews-Olsson identity and Bessenrodt’s insertion algorithm to two-colored
partitions by regarding Young walls as two-colored partitions. For each g and a level 1 highest weight Λ,
we define two subsets of two-colored partitions, denoted by AO1(Λ) and AO2(Λ), such that
• AO1(Λ) can be identified with the sets of reduced Young walls,
• AO2(Λ) can be identified with a certain pair of subsets of strict partitions (see Section 2.2).
We first show that the numbers of two-colored partitions of m ∈ Z≥0 in AO1(Λ) and in AO2(Λ) coincide
with each other by developing a new combinatorial algorithm (see Section 3). As a corollary, we can compute
the generating functions of sets AOi(Λ) (i = 1, 2); i.e., the formal power series g(t) in one indeterminate t
such that
(0.2) g(t) =
∞∑
m=0
|AOi(Λ)[m]|t
m
where AOi(Λ)[m] = {λ ∈ AOi(Λ) | λ ⊢ m}. The generating functions of the sets of reduced Young walls
(0.2) are given as follows:
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Type Λ generating function
A
(2)
2n Λ0
∏∞
i=1(1 + t
i)κi , κi = 0 if i ≡ 0 mod 2n+ 1, and κi = 1 otherwise.
A
(2)
2n−1 Λ0, Λ1
∏∞
i=1(1 + t
i).
B
(1)
n Λ0, Λ1
∏∞
i=1(1 + t
i)κi , κi = 2 if i ≡ 0 mod 2n, and κi = 1 otherwise.
Λn
∏∞
i=1(1 + t
i)κi , κi = 2 if i ≡ n mod 2n, and κi = 1 otherwise.
D
(1)
n Λ0, Λ1, Λn−1, Λn
∏∞
i=1(1 + t
i)κi , κi = 2 if i ≡ 0 mod n− 1, and κi = 1 otherwise.
D
(2)
n+1 Λ0, Λn
∏∞
i=1(1 + t
i).
Note that these formulae can be interpreted as the principally specialized characters which were studied
in [11, 12]. Using a vertex operator technique, Nakajima and Yamada also proved the identities for types
of D
(2)
n+1 and A
(2)
2n [24]. The bijection between AO1(Λ) and AO2(Λ) is extended to a more general form.
More precisely, for any set Xz3 satisfying certain conditions, we can define the subset AO
Xz3
i (Λ) of AOi(Λ)
(i = 1, 2) and prove that
|AO
Xz3
1 (Λ)[m]| = |AO
Xz3
2 (Λ)[m]| for any m ∈ Z≥0
(see Corollary 3.12).
Moreover, we construct an explicit bijection between AO1(Λ) and AO2(Λ) by generalizing Bessenrodt’s
insertion algorithm (see Section 4). The restriction of this bijection to AO
Xz3
i (Λ) yields an explicit bijection
between AO
Xz3
1 (Λ) and AO
Xz3
2 (Λ). From the bijection, we can assign a crystal structure on AO2(Λ) which
also realizes the crystal B(Λ).
Acknowledgements. The author would like to thank Prof. Seok-Jin Kang and Prof. Jae-Hoon Kwon
for many valuable discussions and suggestions, and Ph.D. Hye Yeon Lee for helping with computer pro-
gramming. The author would also like to thank the anonymous reviewers for their valuable comments and
suggestions.
1. The quantum affine algebras
Let I = {0, 1, ..., n} be the index set. The affine Cartan datum (A,P∨, P,Π∨,Π) consists of
(a) a matrix A of corank 1, called the affine Cartan matrix satisfying
(i) aii = 2 (i ∈ I), (ii) aij ∈ Z≤0, (iii) aij = 0 if aji = 0
with D = diag(di ∈ Z>0 | i ∈ I) making DA symmetric,
(b) a free abelian group P∨ =
⊕n
i=0 Zhi ⊕ Zd, the dual weight lattice,
(c) a free abelian group P =
⊕n
i=0 ZΛi ⊕ Zδ ⊂ h
∗ = Q⊗Z P∨, the weight lattice,
(d) an independent set Π∨ = {hi | i ∈ I} ⊂ P∨, the set of simple coroots,
(e) an independent set Π = {αi | i ∈ I} ⊂ P , the set of simple roots,
which satisfy
• 〈hi, αj〉 = aij for all i, j ∈ I,
• for each i ∈ I, there exists Λi ∈ P such that 〈hj ,Λi〉 = δij for all j ∈ I.
(1.1)
We denote by P+ :={Λ ∈ P | 〈hi,Λ〉 ∈ Z≥0, i ∈ I} the set of dominant integral weights. The free abelian
group Q:=
∑
i∈I Zαi is called the root lattice and we denote by Q
+ :=
⊕
i∈I Z≥0αi. For α =
∑
i∈I kiαi ∈ Q
+,
we define the height of α to be ht(α) :=
∑
i∈I ki.
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Let q be an indeterminate. For i ∈ I and m,n ∈ Z≥0, define
qi = q
si , [n]qi =
qi
n − qi
−n
qi − qi−1
, [n]qi ! =
n∏
k=1
[k]qi ,
[
m
n
]
qi
=
[m]qi !
[m− n]qi ![n]qi !
.
Definition 1.1. The quantum affine algebra Uq(gn) with an affine Cartan datum (A,P
∨, P,Π∨,Π) is the
associative algebra over Q(q) with 1 generated by ei, fi (i ∈ I) and qh (h ∈ P∨) satisfying the following
relations:
(1) q0 = 1, qhqh
′
= qh+h
′
for h, h′ ∈ P∨,
(2) qheiq
−h = q〈h,αi〉ei, q
hfiq
−h = q−〈h,αi〉fi for h ∈ P∨, i ∈ I,
(3) eifj − fjei = δij
Ki −K
−1
i
qi − q
−1
i
, where Ki = q
hi
i ,
(4)
1−aij∑
k=0
(−1)k
[
1− aij
k
]
qi
e
1−aij−k
i eje
k
i =
1−aij∑
k=0
(−1)k
[
1− aij
k
]
qi
f
1−aij−k
i fjf
k
i = 0 if i 6= j.
A Uq(gn)-module V is called a weight module if it admits a weight space decomposition
V =
⊕
µ∈P
Vµ
where Vµ = {v ∈ V | qhv = q〈h,µ〉v for all h ∈ P∨}. If dimQ(q)Vµ <∞ for all µ ∈ P , we define the character
of V by
χgn(V ) =
∑
µ∈P
(dimQ(q)Vµ)e(µ).
Here χgn(V ) is a formal sum and e(µ) is a basis element of the group algebra Z[P ] with the multiplication
given by e(µ)e(ν) = e(µ+ ν) for all µ, ν ∈ P .
A weight module V over Uq(gn) is integrable if all ei and fi (i ∈ I) are locally nilpotent on V .
Definition 1.2. The category Oint consists of integrable Uq(gn)-modules V satisfying the following condi-
tions:
(1) V admits a weight space decomposition V =
⊕
µ∈P Vµ and each weight space of V is finite dimen-
sional.
(2) There exists a finite number of elements λ1, . . . , λs ∈ P such that
wt(V ) ⊂ D(λ1) ∪ · · · ∪D(λs).
Here wt(V ) := {µ ∈ P | Vµ 6= 0} and D(λ) := {λ−
∑
i∈I kiαi | ki ∈ Z≥0}.
Then it is proved in [8, Chapter 3], [21] that the category Oint is semisimple with its irreducible objects
being isomorphic to the highest modules V (Λ) for some highest weight Λ ∈ P+. Here V (Λ) is defined as
follows:
• it is generated by a unique highest weight vector vΛ of highest weight Λ,
• ei and f
〈hi,Λ〉+1
i act trivially on vΛ for all i ∈ I,
• it admits a weight space decomposition, V (Λ) =
⊕
µ∈P V (Λ)µ, where wt(V (Λ)) ⊂ D(Λ).
Thus the character of V (Λ) can be written in the following form:
(1.2) χgn(V (Λ)) =
∑
µ∈wt(V (Λ))
(dimQ(q)V (Λ)µ)e(Λ)e(−α0)
µ0 · · · e(−αn)
µn ,
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where Λ− µ =
∑
i∈I µiαi for some µi ∈ Z≥0. For V (Λ) (Λ ∈ P
+), we set χΛ
gn
= χgn(V (Λ)).
Definition 1.3. We define the principally specialized character of V (Λ) as follows:
χΛ
gn
(t) = χΛ
gn
| e(Λ)=1
e(−αi)=t
, for all i ∈ I.
Here t is an indeterminate. Considering (1.2), χΛ
gn
(t) is written as
χΛ
gn
=
∑
µ∈wt(V (Λ))
(dimQ(q)Vµ)t
∑
i∈I µi =
∑
m∈Z≥0
 ∑
µ∈wt(V (Λ)),
ht(Λ−µ)=m
(dimQ(q)Vµ)
 tm.
The level of Λ ∈ P+ is defined to be the nonnegative integer 〈c,Λ〉, where c is the center of gn defined
as follows ([10, Chapter 4]):
〈c, αi〉 = 0 for all i ∈ I.
Then the level 1 dominant integral weights of gn = A
(2)
2n , A
(2)
2n−1, B
(1)
n , D
(1)
n and D
(2)
n+1 are given as follows
(see (1.1) for the definition of Λi):
(1.3)
gn A
(2)
2n A
(2)
2n−1 B
(1)
n D
(1)
n D
(2)
n+1
Λ Λ0 Λ0,Λ1 Λ0,Λ1,Λn Λ0,Λ1,Λn−1,Λn Λ0,Λn
Let δ = d0α0 + · · ·+ dnαn be the null root of gn ([10, Chapter 4]); i.e.,
〈hi, δ〉 = 0 for all i ∈ I.
Set ai = di if gn 6= D
(2)
n+1, ai = 2di if gn = D
(2)
n+1. Set ∆ =
∑
i∈I ai. Then ∆ becomes an integer depending
on gn as follows:
(1.4)
Type A
(2)
2n A
(2)
2n−1 B
(1)
n D
(1)
n D
(2)
n+1
∆ 2n+ 1 2n− 1 2n 2n− 2 2n+ 2
Let A0 = {f/g ∈ Q(q) | f, g ∈ Q[q], g(0) 6= 0} and M be a weight Uq(gn)-module.
Definition 1.4. A crystal basis ofM consists of a pair (L,B) with the Kashiwara operators e˜i and f˜i (i ∈ I)
as follows:
(1) L =
⊕
µ Lµ is a free A0-submodule of M such that
M ≃ Q(q)⊗A0 L and Lµ = L ∩Mµ,
(2) B =
⊕
µBµ is a basis of the Q-vector space L/qL, where Bµ = B ∩ (Lµ/qLµ),
(3) e˜i and f˜i (i ∈ I) are defined on L; i.e., e˜iL, f˜iL ⊂ L,
(4) the induced maps e˜i and f˜i on L/qL satisfy
e˜iB, f˜iB ⊂ B ⊔ {0}, and f˜ib = b
′ if and only if b = e˜ib
′ for b, b′ ∈ B.
The set B has a colored oriented graph structure as follows:
b
i
−→ b′ if and only if f˜ib = b
′.
The graph structure encodes the structure information of M . For example,
• |Bµ| = dimQ(q)Mµ for all µ ∈ wt(M).
• B is connected if and only if M is irreducible.
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It is shown in [17] that V (Λ) has a unique crystal basis (L(Λ), B(Λ)). Thus χΛ
gn
and χΛ
gn
(t) can be
expressed as follows:
χΛ
gn
=
∑
µ∈wt(V (Λ))
|B(Λ)µ|e(µ), χ
Λ
gn
(t) =
∑
m∈Z≥0
 ∑
µ∈wt(V (Λ)),
ht(Λ−µ)=m
|B(Λ)µ|
 tm.(1.5)
(See [8, 18] for more details on the crystal basis theory.)
2. Young walls and various partitions
2.1. Young walls. In [13], Kang gave realizations of level 1 highest weight crystals B(Λ) for all classical
quantum affine algebras in terms of reduced Young walls (see [9] as well). From now on, we assume that gn
is of type A
(2)
2n , A
(2)
2n−1, B
(1)
n , D
(1)
n or D
(2)
n+1. Basically, Young walls are built from colored blocks. There are
three types of blocks whose shapes are different and which appear depending on type as follows:
Shape Width Thickness Height Type
=
1 1 1 all types
= 1 1 1/2 A
(2)
2n , B
(1)
n , D
(2)
n+1
= , = 1 1/2 1 A
(2)
2n−1, B
(1)
n , D
(1)
n
Given gn and a dominant integral weight Λ of level 1, we fix a frame YΛ called the ground-state Young
wall of weight Λ. The set of Young walls is the set of blocks built on the ground-state Young wall by the
following rules:
(a) All blocks should be placed on the top of the ground-state Young wall or another block.
(b) The colored blocks should be stacked in the given pattern depending on gn and Λ.
(c) No block can be placed on the top of a column of half-thickness.
(d) Except for the right-most column, there should be no free space to the right of any blocks.
The patterns of Young walls are given as follows:
D
(2)
n+1 A
(2)
2n A
(2)
2n−1 B
(1)
n
0000
0000
1111
·
·
·
·
·
·
·
·
·
·
·
·
n−1n−1n−1n−1
nnnn
nnnn
n−1n−1n−1n−1
·
·
·
·
·
·
·
·
·
·
·
·
1111
0000
0000
1111
nnnn
nnnn
n−1n−1n−1n−1
·
·
·
·
·
·
·
·
·
·
·
·
1111
0000
0000
1111
·
·
·
·
·
·
·
·
·
·
·
·
n−1n−1n−1n−1
nnnn
nnnn
n−1n−1n−1n−1
0000
0000
1111
nnnn
1111
0000
0000
1111
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
1
0
0
1
1
0
0
1
1
0
0
1
1
0
0
1
2222
2222
2222
nnnn
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
0
1
1
0
0
1
1
0
0
1
1
0
0
1
1
0
2222
2222
2222
nnnn
n
n−1
·
·
·
2
1
0
2
·
·
·
n−1
n
n−1
n
n−1
·
·
·
2
1
0
2
·
·
·
n−1
n
n−1
n
n−1
·
·
·
2
0
1
2
·
·
·
n−1
n
n−1
n
n−1
·
·
·
2
0
1
2
·
·
·
n−1
n
n−1
n
n
n
n
n
n
n
n
Λ0 Λn Λ0 Λ0 Λ1 Λn
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B
(1)
n D
(1)
n
1
0
·
·
·
n−1
n−1
n−1
n−1
n−1
n−1
n−1
n−1
2
2
2
2
2 2
2 2
2
2
2
2
1
0
1
0
·
·
·
1
0
0
1
·
·
·
0
1
0
1
·
·
·
0
1
nn
nn
nn
nn
·
·
·
·
·
·
·
·
·
·
·
·
0
1
2
·
·
·
n−1
n−1
2
0
1
2
0
1
2
·
·
·
n−1
n−1
2
0
1
2
1
0
2
·
·
·
n−1
n−1
2
1
0
2
1
0
2
·
·
·
n−1
n−1
2
1
0
2
nn
nn
nn
nn
·
·
·
·
·
·
·
·
·
·
·
·
1
0
2
·
·
·
n−2
n−2
2
1
0
2
1
0
2
·
·
·
n−2
n−2
2
1
0
2
0
1
2
·
·
·
n−2
n−2
2
0
1
2
0
1
2
·
·
·
n−2
n−2
2
0
1
2
nn
nn
n−1n−1
n−1n−1
·
·
·
·
·
·
·
·
·
·
·
·
0
1
2
·
·
·
n−2
n−2
2
0
1
2
0
1
2
·
·
·
n−2
n−2
2
0
1
2
1
0
2
·
·
·
n−2
n−2
2
1
0
2
1
0
2
·
·
·
n−2
n−2
2
1
0
2
nn
nn
n−1n−1
n−1n−1
·
·
·
·
·
·
·
·
·
·
·
·
n
n−2
·
·
·
2
1
0
2
·
·
·
n−2
n
n−2
n
n−2
·
·
·
2
1
0
2
·
·
·
n−2
n
n−2
n
n−2
·
·
·
2
0
1
2
·
·
·
n−2
n
n−2
n
n−2
·
·
·
2
0
1
2
·
·
·
n−2
n
n−2
n−1
n−1
n−1
n−1
n−1
n−1
n−1
n−1 n
n−2
·
·
·
2
1
0
2
·
·
·
n−2
n
n−2
n
n−2
·
·
·
2
1
0
2
·
·
·
n−2
n
n−2
n
n−2
·
·
·
2
0
1
2
·
·
·
n−2
n
n−2
n
n−2
·
·
·
2
0
1
2
·
·
·
n−2
n
n−2
n−1
n−1
n−1
n−1
n−1
n−1
n−1
n−1
Λ0 Λ1 Λ0 Λ1 Λn−1 Λn
Here the shaded part denotes the ground-state Young wall YΛ. The ground-state Young walls are described
in the following way:
D
(2)
n+1, A
(2)
2n
Λ0
⑧⑧⑧
⑧⑧⑧⑧⑧⑧0
⑧⑧⑧
0
⑧⑧⑧
0
⑧⑧⑧
0· · ·
D
(2)
n+1, B
(1)
n
Λn
⑧⑧⑧
⑧⑧⑧⑧⑧⑧n
⑧⑧⑧
n
⑧⑧⑧
n
⑧⑧⑧
n· · ·
A
(2)
2n−1, B
(1)
n ,D
(1)
n
Λ0
⑧ ⑧
⑧
1
⑧
0
⑧
1
⑧
0· · ·
⑧⑧⑧⑧⑧
A
(2)
2n−1, B
(1)
n , D
(1)
n
Λ1
⑧ ⑧
⑧
0
⑧
1
⑧
0
⑧
1· · ·
⑧⑧⑧⑧⑧
D
(1)
n
Λn−1
⑧ ⑧
⑧
n
⑧
n−1
⑧
n
⑧
n−1· · ·
⑧⑧⑧⑧⑧
D
(1)
n
Λn
⑧ ⑧
⑧
n−1
⑧
n
⑧
n−1
⑧
n· · ·
⑧⑧⑧⑧⑧
We write a Young wall Y = (yk)
∞
k=1 as an infinite sequence of its columns where the columns are
enumerated from right to left.
Example 2.1. For g = B
(1)
3 and Λ = Λ0, we use the colored block
⑧ ⑧
⑧
0
⑧ ⑧
⑧
1
⑧⑧⑧
⑧⑧⑧
⑧⑧⑧
2
⑧⑧⑧
⑧⑧⑧⑧⑧⑧3
The following object is a Young wall.
⑧⑧⑧
⑧⑧⑧
⑧⑧
⑧⑧⑧
⑧⑧⑧
⑧⑧⑧
⑧⑧⑧
⑧⑧⑧
⑧⑧⑧
⑧
⑧
⑧
0
2
3
3
2
1
1
2
3
001
=
1 0 1
0 1 0
1
2 2
3 3
3
2
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A column in a Young wall is called a full column if its height is a multiple of unit length and its top is
of unit thickness. We say that a Young wall is proper if none of the full columns have the same height.
Example 2.2. For g = B
(1)
3 and Λ = Λ0, let us consider the following four Young walls:
Y 1 =
1 0 1
0 1 0
2 2
Y 2 =
0 1
1 0
10
2 2
3
3 3
3
22
Y 3 =
1 0 1
0 1 0
10
2 2
3
3 3
3
2 2
Y 4 =
1 0 1
0 1 0
1 0
2 2
3
3 3
3
2 2
Then one can check that Y 1 is not proper while the others are proper.
The part of a column consisting of ai-many i-blocks, for each i ∈ I, in some cyclic order is called a
δ-column.
Example 2.3. For g = B
(1)
3 and Λ = Λ0, the following are δ-columns.
⑧
⑧⑧⑧
⑧⑧⑧
⑧⑧⑧
⑧⑧⑧
⑧⑧⑧
⑧
⑧
⑧
0
2
3
3
2
1
=
0
1
2
3
3
2
⑧
⑧⑧⑧
⑧⑧⑧
⑧⑧⑧
⑧⑧⑧
⑧⑧⑧
⑧ ⑧
0
2
3
3
2
1
=
1
0
2
3
3
2
⑧⑧⑧
⑧⑧⑧
⑧⑧⑧
⑧⑧⑧
⑧⑧⑧
⑧⑧⑧⑧⑧
⑧
3
2
0
2
3
=
0
1
2
3
3
2
Definition 2.4.
(1) A column in a proper Young wall is said to contain a removable δ if we may remove a δ-column
from Y and still obtain a proper Young wall.
(2) A proper Young wall is said to be reduced if none of its columns contain a removable δ.
In Example 2.2, Y 2 is not a reduced Young wall, while Y 3 and Y 4 are reduced proper Young walls.
For a given Young wall Y , we define the weight wt(Y ) of Y as follows:
wt(Y ) = Λ −
∑
i∈I
miαi.(2.1)
Here mi is the number of i-blocks on the ground-state Young wall YΛ.
Let Z(Λ) be the set of all proper Young walls and Y(Λ) be the set of all reduced proper Young walls.
Theorem 2.5. [13]
(1) Z(Λ) has a crystal structure induced by Kashiwara operators e˜i and f˜i.
(2) The set Y(Λ) is closed under Kashiwara operators e˜i and f˜i. Moreover, there is a crystal isomorphism
between Y(Λ) and B(Λ).
Definition 2.6. For m ∈ Z≥ 0, µ ∈ P and a subset A of Z(Λ), we define
(1) A[m] to be the subset of A which has m blocks on the ground-state Young wall YΛ,
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(2) A[µ] to be the subset of A consisting of Young walls with their weight µ,
(3) the virtual character
◦
χ
gn
(A) of A to be
◦
χ
gn
(A) =
∑
µ∈P
|A[µ]|e(µ).
Then the equations in (1.5) tell that
(2.2) χΛ
gn
=
◦
χ
gn
(Y(Λ)) =
∑
µ∈P
|Y(Λ)[µ]|e(µ), χΛ
gn
(t) =
∑
m
|Y(Λ)[m]|tm.
Set
ǫ =
2 if gn is of type D
(2)
n+1,
1 otherwise.
Proposition 2.7. [14, Corollary 2.5]
Z(Λ) =
⊕
k∈Z≥0
B(Λ − ǫkδ)⊕|P(k)|,
where B(Λ −mδ) is the crystal of the highest weight module V (Λ−mδ) for m ∈ Z>0.
In terms of Young walls, Proposition 2.7 can be interpreted as follows:
(2.3) |Z(Λ)[m]| =
∑
k≥0, m−k∆≥0
(|Y(Λ)[m− k∆]| × |P(k)|).
2.2. Various partitions. Set N := Z>0. We denote by
• N the set of positive integers which are overlined,
• N = N ⊔N ⊔ {0}.
We assign a linear order ≻ on N by defining
· · · ≻ x ≻ x ≻ x− 1 ≻ x− 1 ≻ · · · ≻ 1 ≻ 1 ≻ 0.
To distinguish overlined integers and normal integers, we define a map c : N \ {0} → Z2 by
c(x) = 1 and c(x) = 0 for all x ∈ N.
Definition 2.8. With the linear order ≻ on N, we can define the notion of the set of partitions P2 which
consists of sequences in N; i.e.,
λ = (λ1, λ2, . . .) ∈ P
2 if and only if λi ∈ N and λi  λi+1 for all i ∈ Z≥1.
An element λ ∈ P2 is called a two-colored partition.
For a two-colored partition λ = (kmk , k
m
k · · · , 2m2 , 2
m2 , 1m1 , 1
m1) ∈ P2, we say that λ is a two-colored
partition of m ∈ Z≥0, if
k∑
i=1
i(mi +mi) = m, and write Σλ = m or λ ⊢ m.
For each subset A of P2 and m ∈ Z≥0, we denote A [m] := {λ ∈ A | Σλ = m}.
For a ≻ b ∈ N such that a 6= b, we define a−b to be the element in N whose value is given by the ordinary
subtraction of their values, and c(a − b) ≡ c(a) − c(b) mod 2. In particular, if a = b, we define a − b = 0.
Similarly, we can define a+ b, for a, b ∈ N.
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Example 2.9. 3− 2 = 1, 3 + 2 = 5, 2− 2 = 0 and 2 + 0 = 2.
We also define Z≥0-multiplication · : Z≥0 × N→ N by
(k, x) 7−→ k · x with c(x) = c(k · x).
For instance, 2 · 2 = 4.
For sequences λ = (λ1, . . . , λt) and µ = (µ1, . . . , µl) of N, we define
(i) ℓ(λ) = t, the length of λ,
(ii) µ ∗ λ = (µ1, . . . , µl, λ1, . . . , λt), the concatenation of µ and λ,
(iii) ⊲λ = (λt, λt−1, . . . , λ1), the reverse of λ.
Definition 2.10. [5]
(1) An overpartition is a weakly decreasing sequence of N in which the first occurrence of the number
may be overlined. We denote by Po the set of all overpartitions.
(2) We denote by Pt the subset of P2 consisting of λ’s satisfying the following condition:
For every x ∈ N, both x and x can not be parts of λ, simultaneously. More precisely,
• if x is a part of λ, then x is not a part of λ,
• if x is a part of λ, then x is not a part of λ.
Example 2.11. (1) The number of overpartitions of 3 is 8:
(3), (3), (2, 1), (2, 1), (2, 1), (2, 1), (1, 1, 1), (1, 1, 1).
(2) (5, 3, 3, 2, 2, 1) ∈ Pt[16], (5, 3, 3, 2, 2, 1) 6∈ Pt[16].
Definition 2.12. For a given proper Young wall Y = (yk)
∞
k=1, we define several sequences which are
associated to Y as follows:
(1) P(Y ) = (p(yk))
∞
k=1 is the sequence in Z≥0, where p(yk) is the number of blocks in kth column of Y
on YΛ,
(2) Pt(Y ) = (pt(yk))
∞
k=1 is the sequence in N, where p
t(yk) is p(yk) if the top of the kth column is a
half-thickness block and placed in the front side, and p(yk) otherwise.
In Example 2.2, we have
Pt(Y 3) = (6, 6, 1) and Pt(Y 4) = (6, 6, 1).
For m1,m2,m3 ∈ Z≥0, we define
• N{(m1,m2)} := N ∪ (m1 · N+m2) ∪ {m1, 0} and
• S t{(m1,m2);m3} to be the subset of Pt consisting of λ = (λ1, λ2, . . .)’s satisfying the following:
(i) λi ∈ N{(m1,m2)} for all i ∈ Z≥1,
(ii) λi = λi+1 ≻ 0 if and only if λi = k ·m1 +m2, k ·m1 +m2, m1, m1 or k ·m3 for some k ∈ Z≥0.
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For each type of gn and Λ, we define Z = (z1, z2, z3), u and v:
(2.4)
Type Λ Z = (z1, z2, z3) u v
A
(2)
2n Λ0 (0, 0, 2n+ 1) 2n+ 1 2n+ 1
A
(2)
2n−1 Λ0,Λ1 (2n− 1, 0, 2n− 1) 2n− 1 2n− 1
B
(1)
n Λ0,Λ1 (2n, 0, n) 2n 2n
B
(1)
n Λn (n, 2n, n) 2n 2n
D
(1)
n Λ0,Λ1,Λn−1,Λn (n− 1, 0, n− 1) 2n− 2 n− 1
D
(2)
n+1 Λ0,Λn (0, 0, n+ 1) 2n+ 2 n+ 1
For each given Z, u and v, we define the subsets Z(Λ) and AOi(Λ) (i = 1, 2) of Pt as follows:
(1) Z(Λ) :=S t{(z1, z2); z3}.
(2) Let AO1(Λ) be the subset of Z(Λ) satisfying
• the difference between successive parts is at most u and the smallest part is strictly less than u
with respect to the linear order ≻,
• the difference between successive parts is strictly less than u with respect to the linear order ≻, if
either part is congruent to z3, z3 or 0 modulo v.
(3) Let AO2(Λ) be the subset of Z(Λ) as follows:
(2.5)
Type AO2(Λ)
A
(2)
2n−1 Each part is not a multiple of u and no part can be repeated.
A
(2)
2n , B
(1)
n (Λ = Λn), D
(1)
n Each part is not a multiple of u.
B
(1)
n (Λ 6= Λn) Each part is not a multiple of u and
only the parts congruent to z1 modulo u can be repeated.
D
(2)
n+1 No part can be repeated.
Remark 2.13.
(1) The map Pt : Z(Λ)→ P2 is injective and we have
Im(Z(Λ)) = Z(Λ) and Im(Y(Λ)) = AO1(Λ).
(2) The map P : Z(Λ)→ P is injective for types D
(2)
n+1 and A
(2)
2n . But in general, P is not injective. In
Example 2.2, P(Y 3) = P(Y 4) = (6, 6, 1) even though Y 3 6= Y 4.
(3) For type D
(2)
n+1, we have N{(z1, z2)} = N{(0, 0)} = Z≥0. Thus the condition given in (2.5) implies
that AO2(Λ) is indeed the set of all strict partitions, denoted by S .
(4) For type A
(2)
2n−1, we have N{(z1, z2)} = N{(2n− 1, 0)} = Z≥0 ⊔ 2n− 1 ·N. Thus the condition given
in (2.5) implies that AO2(Λ) can be identified with the set of all strict partitions S .
(5) For type A
(2)
2n , we have N{(z1, z2)} = N{(0, 0)} = Z≥0. Thus the condition given in (2.5) implies
that we can identify AO2(Λ) with the subset of strict partitions S(u) which is defined as follows:
λ = (λ1, λ2, . . .) ∈ S(u) if and only if λ is strict and u 6 | λi for all i ∈ N.(2.6)
3. The Andrews-Olsson identity
In this section, we prove the following theorem. Hereafter, we drop (Λ) of notations given in Section 2.
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Theorem 3.1. For all m ∈ N, we have
|AO1[m]| = |AO2[m]|.
For i = 1, 2, we denote by AOci the complement of AOi in Z.
Proposition 3.2. For all m ∈ N, there are bijections given as follows:
Ψ[m] : AOc1[m]→
⊔
k>0, m−ku≥0
(AO1[m− ku]×P[k]).
Proof. In this proof, we give an explicit bijection between the above two sets. Let Ψ[m] be a map from
AOc1[m] to
⊔
k>0, m−ku≥0
AO1[m− ku] given by the following algorithm (A):
(A1) Let Y = (y1, y2, . . .) ∈ AO
c
1[m] be given. Set Y
(0) = Y and l = 0.
(A2) Find the maximal i such that
y
(l)
i−1 − y
(l)
i  t · u for some t ∈ Z>0 and (y
(l)
i−1 − t · u, y
(l)
i ) ∈ Z.(3.1)
(A3) Among t’s satisfying the condition in (3.1), choose the maximal one and say tl+1. Set
Y (l+1) := (y
(l)
1 − tl+1 · u, y
(l)
2 − tl+1 · u, ..., y
(l)
i−1 − tl+1 · u, y
(l)
i , y
(l)
i+1, ...).
(A4) If Y (l+1) ∈ AO1, then define Y ′ = Y (l+1) and terminate this algorithm. Otherwise, set l = l + 1
and go to (A2).
This algorithm terminates in finitely many steps and we have
k :=
ΣY − ΣY ′
u
∈ N, Y ′ ∈ AO1[m− ku], λi :=
yi − y
′
i
u
∈ Z≥0, λ := (λ1, λ2, . . .) ∈ P[k].
Thus we obtain the map
Ψ[m] : AOc1[m]→
⊔
k>0, m−ku≥0
(AO1[m− ku]×P[k])
given by Y 7→ (Y ′, λ). Then Ψ[m] becomes a bijection. Moreover, the preimage Y of (Y ′, λ′) ∈ AO1[m −
ku]×P[k] under the map Ψ[m] is given as follows:
Y := (y′1 + λ
′
1 · u, y
′
2 + λ
′
2 · u, ..., y
′
k + λ
′
k · u, ..).

Definition 3.3. For a given two-colored partition Y = (y1, y2, . . .) ∈ Z(Λ) and e, j ∈ N, we define the left
insertion of (e, . . . , e︸ ︷︷ ︸
j
) into Y to be a two-colored partition in Z(Λ), denoted by (e)j →֒ Y , as follows:
(e)j →֒ Y :=

(y1, y2, ..., yi, e, ..., e︸ ︷︷ ︸
j
, yi+1, ..) if yi = e,
(y1, y2, ..., yi, e, ..., e︸ ︷︷ ︸
j
, yi+1, ..) otherwise ,
for yi  e ≻ yi+1.
Recall that ǫ = 2 if gn is of type D
(2)
n+1, and ǫ = 1 otherwise.
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Proposition 3.4. For all m ∈ N, there are bijections given as follows:
Φ[m] : AOc2[m]→
⊔
k>0, m−ku≥0
(AO2[m− ku]×P[k]).
Proof. Let Φ[m] be a map from AOc2[m] to
⊔
k>0, m−ku≥0
AO2[m− ku] given by the following algorithm (B):
(B1) Let Y ∈ AOc2[m] be given. Set Y
(0) = Y , λ(0) = (0), λ̂0 = 0 and l = 0.
(B2) Find the maximal i such that
y
(l)
i = λ̂l+1 · ǫ
−1u or λ̂l+1 · ǫ−1u for some λ̂l+1 ∈ N with λ̂l+1 > λ
(l)
1
and set tl+1 to be the number of parts in Y
(l) which are equal to y
(l)
i .
(B3) Set a = ⌊ǫ−1tl+1⌋ − c(y
(l)
i ) and define
Y (l+1) := (y
(l)
1 , y
(l)
2 , ..., y
(l)
i−a, y
(l)
i+1, ...) and λ
(l+1) = (λ̂l+1, ..., λ̂l+1︸ ︷︷ ︸
a
) ∗ λ(l).
(B4) If Y (l+1) ∈ AO2, then define Y ′ = Y (l+1) and terminate this algorithm. Otherwise, set l = l + 1
and go to (B2).
This algorithm terminates in finitely many steps and we have
k :=
ΣY − ΣY ′
u
∈ N, Y ′ ∈ AO2[m− ku], λ
(l) ∈ P[k].
Thus we obtain the map
Φ[m] : AOc2[m]→
⊔
k>0, m−ku≥0
(AO2[m− ku]×P[k])
given by Y 7→ (Y ′, λ(l)). Then Φ[m] is a bijection. Moreover, the preimage Y of (Y ′, λ′) ∈ AO2[m− ku]×
P[k] under the map Φ[m] is given as follows:
Y := (λ′r · ǫ
−1u)1+⌊ǫ/2⌋ →֒ (λ′r−1 · ǫ
−1u)1+⌊ǫ/2⌋ →֒ · · · (λ′1 · ǫ
−1u)1+⌊ǫ/2⌋ →֒ Y ′,
where λ′ = (λ′1, . . . , λ
′
r−1, λ
′
r). 
Example 3.5. In this example, we assume that gn = A
(2)
7 and apply Algorithm (B) for
Y = (20, 14, 14, 13, 11, 7, 7, 7, 5, 3) ∈ AOc2[102].
Note that u = 7 and ǫ = 1. In the first round, the i given in (B2) is 8. Thus we have
λ̂1 = 1 and t1 = 3.
Since y8 = y
(0)
8 = 7, the a given in (B3) is t1 − 1 = 2. Hence the results in the first round are
Y (1) = (20, 14, 14, 13, 11, 7, 5, 3) and λ(1) = (1, 1).
As y
(1)
2 = y
(1)
3 = 14 = 2u, we have to run the second round. In this round, the i given in (B2) is 3 and
λ̂2 = 2 and t2 = 2.
Because c(14) = 0, the a given in (B3) is equal to t2 = 2. Hence
Y (2) = (20, 13, 11, 7, 5, 3) and λ(2) = (2, 2, 1, 1).
Finally, we have Y (2) ∈ AO2[59]. Thus (Y (2),λ(2)) is the result obtained by Algorithm (B).
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Proof of Theorem 3.1 By definitions, AO1[t] = AO2[t] for 0 ≤ t ≤ u − ⌊ǫ/2⌋. For the case of D
(2)
n+1,
AO1[u] \ {(v, v, 0, ...)} = AO2[u] \ {(u, 0, 0, ...)}. Thus
|AO1[t]| = |AO2[t]| for 0 ≤ t ≤ u.
Proposition 3.4 tells us that for allm > u, |AOci [m]| (i = 1, 2) depends on the sets AOi[l] and P[k] satisfying
k =
m− l
u
∈ N. Using an induction on m, we can conclude that |AOc1[m]| = |AO
c
2[m]|. Hence
|AO1[m]| = |AO2[m]|.
Recall the definition of S(u) given in (2.6).
Corollary 3.6. For the types of D
(2)
n+1, A
(2)
2n and A
(2)
2n−1,
(1) the generating functions of AOi (i = 1, 2) are
χΛ
gn
(t) =
∞∏
i=1
(1 + ti)κi , where
κi = 0 if gn = A
(2)
2n and i ≡ 0 mod u,
κi = 1 otherwise,
(2) |Z[m]| =
∑
k≥0, m−ku≥0
(|S ′[m− ku]| × |P[k]|), where
S ′ = S(u) if gn = A
(2)
2n ,
S ′ = S otherwise.
Proof. Note that ∆ in (1.4) coincides with u. By Proposition 2.7 and Remark 2.13, our assertions follow. 
Remark 3.7. Note that we can define the virtual character on AOi by regarding the partitions in AOi as
Young walls in Z(Λ) (i = 1, 2). If we have λ = (3, 2, 1) ∈ AO2 when g = D
(2)
3 and Λ = Λ0, λ corresponds to
the following Young wall:
2
1 1
0 0 0
0 0 0
Then one can assign a weight of λ as Λ0 − (3α0 + 2α1 + 2α2).
The following theorem tells that Theorem 3.1 for types of D
(2)
n+1 and A
(2)
2n can be interpreted in stronger
sense.
Theorem 3.8. For the types of D
(2)
n+1 and A
(2)
2n , we have
χΛ
gn
=
◦
χ
gn
(AO2).
Proof. By definition, Young walls of types D
(2)
n+1 and A
(2)
2n do not contain half-thickness blocks. Then we
have
◦
χ
gn
(Y[t]) =
◦
χ
gn
(AO2[t]) for 0 ≤ t ≤ u. Using an induction, the assertion holds in the similar way of
Theorem 3.1. 
Proposition 3.9. For the types of B
(1)
n , D
(1)
n and m ∈ Z≥0, we have bijections
Ξ[m] : AO2[m]→
⌊m
z1
⌋⊔
k=0
(S ′[m− kz1]×S [k]), where
S ′ = S(u) if gn = B
(1)
n and Λ = Λn,
S ′ = S otherwise.
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Proof. Set
ǫ˜ =
2 if gn = B
(1)
n and Λ 6= Λn,
1 otherwise.
Let Ξ[m] be a map from AO2[m] to
⊔
k≥0, m−kz1≥0
S
′[m− kz1] given by the following algorithm (C):
(C1) Let Y ∈ AO2[m] be given. Set Y (0) = Y , λ(0)=(0) λ̂0 = 0 and l = 0. If |Y | ∈ S ′[m], define Y ′ = Y
and terminate this algorithm.
(C2) Find the maximal i such that
y
(l)
i = λ̂l+1 · ǫ˜
−1z1 or λ̂l+1 · ǫ˜−1z1 for some λ̂l+1 ∈ 2Z≥0 + 1 with λ̂l+1 > λ
(l)
1
and set tl+1 to be the number of parts in Y
(l) which are equal to y
(l)
i .
(C3) Set a = ⌊ tl+1ǫ˜ ⌋ − c(y
(l)
i ) and define
Y (l+1) := (y
(l)
1 , y
(l)
2 , ..., y
(l)
i−a, y
(l)
i+1, ...) and λ
(l+1) = (λ̂l+1, ..., λ̂l+1︸ ︷︷ ︸
a
) ∗ λ(l).
(C4) If Y (l+1) ∈ S ′, then define Y ′ = Y (l+1) and terminate this algorithm. Otherwise, set l = l + 1 and
go to (C2).
This algorithm terminates in finitely many steps and we have
k :=
ΣY − ΣY
z1
∈ Z≥0, Y
′ ∈ S ′[m− kz1], λ := λ
(l) ∈ O[k].
Thus we obtain the desired map
Ξ[m] : AO2[m]→
⊔
k≥0, m−kz1≥0
(S ′[m− kz1]× O[k])
given by Y 7→ (Y ′, λ). Then Ξ[m] is a bijection. Moreover the preimage Y of (Y ′, λ′) ∈ S ′[m− kz1]×S [k]
under the map Ξ[m] is given as follows:
Y := (λ′r · ǫ˜
−1z1)
1+⌊ǫ˜/2⌋ →֒ (λ′r−1 · ǫ˜
−1z1)
1+⌊ǫ˜/2⌋ →֒ · · · (λ′1 · ǫ˜
−1z1)
1+⌊ǫ˜/2⌋ →֒ Y ′.
Thus, by the Sylvester’s bijection, we have a bijection
AO2[m]→
⌊m
z1
⌋⊔
k=0
(S ′[m− kz1]×S [k]).

Example 3.10. Assume that gn = B
(1)
3 and Λ = Λn. Now, we apply Algorithm (C) for
Y = (31, 17, 15, 15, 13, 7, 5, 3, 3) ∈ AO2[109].
Note that u = 6, z1 = 3 and ǫ˜ = 1. In the first round, the i given in (C2) is 9. Thus we have
λ̂1 = 1 and t1 = 2.
Since y8 = y
(0)
8 = 3, the a given in (C3) is t1 = 2. Hence the results in the first round are
Y (1) = (31, 17, 15, 15, 13, 7, 5) and λ(1) = (1, 1).
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As y
(1)
3 = y
(1)
4 = 15 = 3z1, we have to run the second round. In this round, the i given in (C2) is 4 and
λ̂2 = 5 and t2 = 2.
Because c(15) = 1, the a given in (C3) is equal to t2 − 1 = 1. Hence
Y (2) = (31, 17, 15, 13, 7, 5) and λ(2) = (5, 1, 1).
Finally, we have Y (2) ∈ S ′[88]. Thus
(
(31, 17, 15, 13, 7, 5), (5, 1, 1)
)
is the result obtained by Algorithm (C).
By the similar argument in Corollary 3.6, we have the following corollary from Proposition 3.9:
Corollary 3.11. For the types of B
(1)
n and D
(1)
n ,
(1) the generating functions of AOi (i = 1, 2) are
χΛ
gn
(t) =
∏∞
i=1(1 + t
i)κi , where

if gn = B
(1)
n , Λ 6= Λn and i ≡ 0 mod u,
κi = 2 or if gn = B
(1)
n , Λ = Λn and i ≡ z1 mod u,
or if gn = D
(1)
n and i ≡ 0 mod z1,
κi = 1 otherwise,
(2) |Z[m]| =
∑
l≥0,
m−lu≥0

 ∑
k≥0,
m−lu−kz1≥0
(
|S ′[m− lu− kz1]| × |S [k]|
)× |P[l]|
.
Since we consider only the parts which can be repeated in Z, we have an identity which is more general
than the one in Theorem 3.1 as follows:
Corollary 3.12. Let Xz3 = {x1, . . . , xr} be an arbitrary subset of {1, 2, . . . , z3 − 1} such that
1 ≤ x1 < · · · < xr < z3.
For a given Xz3 , we denote by AO
Xz3
i the subset of AOi (i = 1, 2) satisfying the following condition:
λ ∈ AO
Xz3
i if and only if each part of λ is congruent to xj modulo z3 for some 1 ≤ j ≤ r.
Then we have
|AO
Xz3
1 [m]| = |AO
Xz3
2 [m]| for all m ∈ Z≥0.
4. Generalization of Bessenrodt’s algorithm
In the previous section, we proved that |AO
Xz3
1 [m]| coincides with |AO
Xz3
2 [m]|. In this section, we will
construct an explicit bijection between these sets by generalizing Bessenrodt’s insertion algorithm [2, 3, 28].
Recall the fact that the map P is injective in case of types D
(2)
n+1 and A
(2)
2n . Thus we can use the results in
[2, 3, 28] efficiently for types D
(2)
n+1 and A
(2)
2n .
This section is devoted to prove the following theorem:
Theorem 4.1. For all m ∈ N, there is a bijection
Θ : AO1[m]→ AO2[m].
4.1. Types of D
(2)
n+1 and A
(2)
2n .
THE ANDREWS-OLSSON IDENTITY AND BESSENRODT INSERTION ALGORITHM ON YOUNG WALLS 17
4.1.1. A
(2)
2n . For N ∈ N, let XN = {x1, x2, ..., xr} be an arbitrary subset of {1, 2, · · · , N − 1} such that
1 ≤ x1 < x2 < · · · < xr < N.
Definition 4.2. Let AOXN1 [m] denote the subset of partitions of m satisfying the following conditions:
(1) Each part is congruent to 0 or some xi modulo N .
(2) Only the multiples of N can be repeated and the smallest part is strictly less than N .
(3) The difference between two successive parts is at most N and strictly less than N if either part is
divisible by N .
Definition 4.3. Let AOXN2 [m] denote the subset of partitions of m satisfying the following conditions:
(1) Each part is congruent to some xi modulo N .
(2) No part can be repeated.
Theorem 4.4. [1, 2] Let m ∈ Z≥0.
(1) |AOXN1 [m]| = |AO
XN
2 [m]|.
(2) There is an insertion algorithm which establishes an explicit bijection
(4.1) Θ : AOXN1 [m]→ AO
XN
2 [m].
In later subsections, we will generalize the insertion algorithm (4.1) given by Bessenrodt in [2]. Thus we
do not give an overview of (4.1).
Proof of Theorem 4.1 (A
(2)
2n ) Note that u = 2n+ 1 ∈ N. If we choose Xu = {1, 2, 3, . . . , u− 1}, one can
easily check that
AOi[m] coincides with AO
Xu
i [m] (i = 1, 2).
Thus we have a bijection between AO1 and AO2. Moreover, the bijection in Theorem 4.4 is a weight-
preserving map [2].
4.1.2. D
(2)
n+1. For N ∈ N, let X2N = {x1, x2, ..., xr} be an arbitrary subset of {1, 2, · · · , 2N − 1} such that
1 ≤ x1 < x2 < · · · < xr < 2N.
Definition 4.5. Let AOX2N3 [m] denote the subset of partitions of m satisfying the following conditions:
(1) Each part is congruent to 0 or some xi modulo 2N .
(2) Only the multiples of N can be repeated and the smallest part is less than 2N .
(3) The difference between two successive parts is at most 2N and strictly less than 2N if either part
is divisible by N .
Definition 4.6. Let AOX2N4 [m] denote the subset of partitions of m satisfying the following conditions:
(1) Each part is congruent to some xi modulo 2N .
(2) Only the multiples of N can be repeated.
Theorem 4.7. [28] For any m ∈ Z≥0, there is an insertion algorithm which establishes an explicit bijection
Θ′ : AOX2N3 [m]↔ AO
X2N
4 [m].
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Proof of Theorem 4.1 (D
(2)
n+1) Note that u = 2n+2 = 2(n+1) = 2v. If we choose Xu = {1, 2, . . . , u−1},
one can easily check that
AO1[m] = AO
Xu
3 [m], for all m ∈ Z≥0.
Thus it suffices to show that there is a bijection between AOXu4 [m] and AO2[m]. This bijection can be
constructed by using Sylvester’s bijection [22] between O and S .
We can extract an odd partition λ from µ ∈ AOXu4 [m] by the following algorithm (D):
(D1) Let µ ∈ AOXu4 [m]. Set µ
(0) = µ and l = 0.
(D2) Find the maximal i such that µ
(l)
i = λl+1v for some λl+1 ∈ 2Z≥0 + 1, and set
µ(l+1) = (µ
(l)
1 , µ
(l)
2 , . . . , µ
(l)
i−1, µ
(l)
i+1, . . .).
(D3) If there is no j such that
µ
(l+1)
j = kv for some k ∈ 2Z≥0 + 1,
define µ = µ(l+1) and terminate this algorithm. Otherwise, set l = l + 1 and go to (D2).
This algorithm terminates in finitely many steps and λ := (λl, λl−1, . . . , λ1) is an odd partition.
Then by the Sylvester’s bijection, we have a strict partition λ′ = (λ′1, . . . , λ
′
r) and
µ′ := (λ′r · v) →֒ (λ
′
r−1 · v) →֒ · · · (λ
′
1 · v) →֒ µ ∈ AO2[m].
In conclusion, we can construct a bijection AO1 → AO2 which preserves weight.
Definition 4.8. Let AOX2N5 [m] denote the set of partitions of m satisfying the following conditions:
(1) Each part is congruent to some xi modulo 2N and to 0 modulo 2N if N ∈ X2N .
(2) No part can be repeated.
Corollary 4.9. For any m ∈ Z≥0 and X2N , there is an insertion algorithm which establishes an explicit
bijection
Θ′′ : AOX2N4 [m]→ AO
X2N
5 [m],
and hence
(1) there exists a bijection Θ′′ ◦Θ′ : AOX2N3 [m]→ AO
X2N
5 [m],
(2) |AOX2N3 [m]| = |AO
X2N
4 [m]| = |AO
X2N
5 [m]|.
4.2. For the other types. From now on, we define the sets AO1o and AO2s which correspond to AO1
and AO2, respectively. In particular, the case when gn = B
(1)
n and Λ = Λn, we just set AO1o :=AO1 and
AO2s :=AO2.
Let λ be an element of AOi (i = 1, 2). For a subsequence λ = (λi, . . . , λi+t), we say that λ is a
u-subsequence of λ if it satisfies
• for all i ≤ j ≤ i+ t, λj = l · u or l · u (l ∈ N),
• for all i < j ≤ i+ t, λj − λj−1 = 0, u or u.
For k ∈ N, we say that λ is the k ·u-component of λ if it is maximal among u-subsequence of λ containing
k · u or k · u as a part.
For λ ∈ AO1, the k · u-component λ of λ can be written by one of the following:
(i) λ = ((kl · u)tl , (kl−1 · u)tl−1 , . . . , (k2 · u)t2 , (k1 · u)t1),
(ii) λ = ((kl · u)tl , (kl−1 · u)tl−1 , . . . , (k2 · u)t2 , (k1 · u)t1),
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(iii) λ = ((kl · u)tl , (kl−1 · u)tl−1 , . . . , (k2 · u)t2 , (k1 · u)t1),
(iv) λ = ((kl · u)tl , (kl−1 · u)tl−1 , . . . , (k2 · u)t2 , (k1 · u)t1),
where kl > 0 and ki+1 = ki − 1.
Let λ˜ be the sequence in Po associated with λ given by
(i) λ˜ = (kl · u, (kl · u)tl−1, kl−1 · u, (kl−1 · u)tl−1−1, . . . , k2 · u, (k2 · u)t2−1, k1 · u, (k1 · u)t1−1),
(ii) λ˜ = (kl · u, (kl · u)tl−1, kl−1 · u, (kl−1 · u)tl−1−1, . . . , k2 · u, (k2 · u)t2−1, k1 · u, (k1 · u)t1−1),
(iii) λ˜ = ((kl · u)tl , kl−1 · u, (kl−1 · u)tl−1−1, . . . , k2 · u, (k2 · u)t2−1, k1 · u, (k1 · u)t1),
(iv) λ˜ = ((kl · u)tl , kl−1 · u, (kl−1 · u)tl−1−1, . . . , k2 · u, (k2 · u)t2−1, k1 · u, (k1 · u)t1).
For λ ∈ AO1, we define Po(λ) to be the element of Po given by replacing all k · u-components λ of λ
with their associated sequences λ˜ in Po. Then we have an injective map Po : AO1 → Po and can recover
λ from Po(λ).
Definition 4.10. If gn is of type A
(2)
2n−1, B
(1)
n (Λ 6= Λn) and D
(1)
n , we denote by AO1o the set of all Po(λ)
for λ ∈ AO1.
For λ ∈ AO2, the k · u-component λ˘ of λ can be written by one of the following:
(a) λ˘ = ((k2l+2 · u)t2l+2 , (k2l+1 · u)t2l+1 , . . . , (k2 · u)t2 , (k1 · u)t1),
(b) λ˘ = ((k2l+1 · u)t2l+1 , (k2n · u)t2n , . . . , (k2 · u)t2 , (k1 · u)t1),
for some l ∈ Z≥0.
Let λ¨ be the sequence in P2 associated to the k · u-component λ˘ which is defined as follows:
(a) λ¨ = ((k2l+2 · u)t2l+2 , (k2l+1 · u)t2l+1 , . . . , (k2 · u)t2 , (k1 · u)t1),
(b) λ¨ = ((k2l+1 · u)t2l+1 , (k2n · u)t2l , . . . , (k2 · u)t2 , (k1 · u)t1).
For a given partition λ ∈ AO2, we define Ps(λ) to be the element of P2 given by replacing all k · u-
components λ˘ of λ with their associated sequences λ¨ in Po. Then we have an injective map Ps : AO2 → P2
and can recover λ from Ps(λ).
Definition 4.11. If gn is of type A
(2)
2n−1, B
(1)
n (Λ 6= Λn) and D
(1)
n , we denote by AO2s(Λ) the set of all
Ps(λ) for λ ∈ AO2(Λ).
Proposition 4.12. Let AO1∩2s :=AO1 ∩ AO2s . For all m ∈ N, there are injections
Θ[m] : AO2s [m]→
⊔
k≥0, m−ku≥0
(AO1∩2s [m− ku]×P[k])
given by
Y 7−→ (Y ′, λ) such that ℓ(λ) ≤ ℓ(Y ′) = ℓ(Y ).
Proof. Let Θ[m] be a map from AO2s [m] to
⊔
k≥0, m−ku≥0
AO1∩2s [m− ku] given by the following algorithm
(D′):
(D′1) Let Y ∈ AO2s [m] be given. Set Y (0) = Y and l = 0. If Y ∈ AO1∩2s [m], then terminate this
algorithm and set Y ′ = Y .
(D′2) Find the maximal i such that
y
(l)
i−1 − y
(l)
i ≻ u if gn = A
(2)
2n−1,
y
(l)
i−1 − y
(l)
i ≻ u, or y
(l)
i−1 − y
(l)
i = u and y
(l)
i−1 ≡ z3 mod u if gn = B
(1)
n and Λ 6= Λn,
y
(l)
i−1 − y
(l)
i ≻ u, or y
(l)
i−1 − y
(l)
i = u and y
(l)
i−1 ≡ z3 or z3 mod u otherwise.
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Then set
Y (l+1) := (y
(l)
1 − u, y
(l)
2 − u, . . . , y
(l)
i−1 − u, y
(l)
i , y
(l)
i+1, . . .).
(D′3) If Y (l+1) ∈ AO1∩2s , then Y ′ = Y (l+1) and terminate this algorithm. Otherwise, set l = l + 1 and
go to (D′2).
This algorithm terminates in finitely many steps and we have
• k :=
ΣY − ΣY ′
u
∈ Z≥0, Y ′ ∈ AO1∩2s [m− ku],
• λi :=
yi − y′i
u
∈ Z≥0, λ := (λ1, λ2, . . .) ⊢ k, ℓ(λ) ≤ t = ℓ(Y ) = ℓ(Y ′) and Y = Y ′ + u · λ.
Thus we get a map
Θ[m] : AO2s [m]→
⊔
k≥0, m−ku≥0
AO1∩2s [m− ku]×P[k]
given by
Y 7→ (Y ′, λ) such that ℓ(λ) ≤ ℓ(Y ′) = ℓ(Y ).
Conversely, for given Y ′ = (y′1, . . . , y
′
t) ∈ AO1∩2s [m
′] and λ′ satisfying
• m′ < m and
m−m′
u
∈ N,
• λ′ = (λ′1, . . . , λ
′
t′) ⊢
m−m′
u
and t′ ≤ t,
there is a unique Y := Y ′ + u · λ′ ∈ AO2s [m]. For a fixed Y ′ = (y′1, . . . , y
′
t) ∈ AO1∩2s [m
′], let AO2s [m′;Y ′]
denote the set of corresponding sequences in AO2s [m]. Then |AO2s [m′;Y ′]| coincides with the number of
partitions of
m−m′
u
whose length are less than or equal to t. 
Proposition 4.13. Let AO1o∩2 :=AO1o ∩AO2. For all m ∈ N, there are injective maps given as follows:
Θ[m] : AO1o [m]→
⊔
k≥0, m−ku≥0
(AO1o∩2[m− ku]×P[k])
given by
Y 7−→ (Y ′, λ) such that λ1 ≤ ℓ(Y
′).
Proof. For a given Y ∈ AO1o [m], we define Y ′ by the following algorithm (E′):
(E′1) First, we remove all parts which are N-multiples of u and denoted by Y (0). If Y (0) ∈ AO1o∩2, define
Y ′ = Y (0) and terminate this algorithm. Otherwise, set l = 0.
(E′2) Find the maximal i such that
y
(l)
i−1 − y
(l)
i ≻ u, or y
(l)
i−1 − y
(l)
i = u and y
(l)
i−1 = a · u for some a ∈ Z≥1.
Set
Y (l+1) := (y
(l)
1 − u, y
(l)
2 − u, ..., y
(l)
i−1 − u, y
(l)
i , y
(l)
i+1, ...).
(E′3) If Y (l+1) ∈ AO1o∩2, then define Y ′ = Y (l+1) and terminate this algorithm. Otherwise, set l = l+ 1
and go to (E′2).
Then this algorithm terminates in finitely many steps and Y ′ ∈ AO1o∩2[m− ku] (for some k ∈ Z≥0) is a
two-colored partition which satisfies the following formula:
⊲Y = (y′1, . . . , y
′
r0 , (u)
l1 , y′r0+1 + ε1 · u, . . . , y
′
r1 + ε1 · u, (2 · u)
l2 , . . . ,
. . . , y′re−2+1 + εe−1 · u, . . . , y
′
re−1 + εe−1 · u, (e · u)
le),
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where
• ⊲Y ′ = (y′1, . . . , y
′
t) such that, for all i, a ∈ Z≥1, y
′
i 6= a · u,
• re−1 = t,
• 0 ≤ εi ≤ εi+1 ≤ εi + 1 ≤ i+ 1 and li ≥ 0 for all i.
We set ε0 = 0 and ri = 0 = εi for all i ≥ e.
We define ⊲λ := (1µ1 , 2µ2 , . . . , tµt) by the following formula:
µi = li − (εi − εi−1) +
i∑
j=1, j+t−rj−1=i
(εj − εj−1), for 1 ≤ i ≤ t.(4.2)
We can interpret this process by removing some columns which are multiples of u, and removing some
L-hooks of u’s. For this purpose, we introduce a u-modular Young diagram of Y ∈ AO1o by showing the
following example.
Example 4.14. For gn = A
(2)
7 and Y = (33, 31, 28, 28, 21, 21, 15, 9, 7, 1) ∈ AO1o , the 7-modular diagram is
1 7 7
2
7
7
1
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
3
7
7
7
7
5
Here the shaded part denotes an L-hook.
Then the way of obtaining (Y ′, λ) from Y can be also interpreted by the following algorithm (E):
(Ei) (1 ≤ i ≤ t) First, remove columns of i · u for li − (εi − εi−1) times. Then also remove L-hook of u
whose length is i if there is any. This case occurs only if j + (t− rj − 1) = i and εj − εj−1 = 1 for
some j < i. Set the obtained Young wall as Y (i).
This algorithm terminates at tth step and Y ′ := Y (t) ∈ AO1o∩2[ΣY − Σλu].
For k ∈ Z≥0, define the right insertion of (k · u)j into λ ∈ AO1o∩2, denoted by λ ←֓ (k · u)j , as follows:
(4.3) λ ←֓ (k · u)j := (λ1, λ2, ..., λi, k · u, ..., k · u︸ ︷︷ ︸
j
, λi+1, ..) for λi  k · u ≻ λi+1.
Now, we give a reverse algorithm which is a kind of insertion algorithm. Assume we have ⊲λ =
(1µ1 , 2µ2 , . . . , tµt) and Y (t) ∈ AO1o∩2.
The way of obtaining Y from Y ′ = Y (t) and λ can be explained by the following algorithm (F):
We start from i = t to i = 1.
(Fi) If Y (i) ←֓ (i ·u)µi ∈ AO1o , set Y (i−1) :=Y (i) ←֓ (i ·u)µi . Otherwise, insert as many L-hooks of length
i as necessary and then insert columns of i · u until the number of columns and L-hooks together is
µi. Set the resulting Young wall as Y
(i−1) ∈ AO1o .
This insertion algorithm always works for Y (i) ∈ AO1o (0 ≤ i < t) and Y := Y (1). 
Proof of Theorem 4.1 For t ∈ Z≥0, there is a bijection
{λ ∈ P | ℓ(λ) ≤ t} → {λ ∈ P | λ1 ≤ t} given by λ 7→ λ
tr.
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Thus, for m ∈ Z≥0, we have a bijection
AO1[m] −→ AO2[m]
given by
Y1
P
o
7−→ Y2
(E)
7−→ (Y ′2 , λ)
(Ps, tr)
7−→ (Y ′3 := P
s(Y ′2), λ
tr)
Y ′3+u·λ
tr
7−→ Y3
P
s−1
7−→ Y4.
To express the algorithm given in Proposition 4.13 more concretely, we give the following example.
Example 4.15. In this example, we keep the notation given above and assume that gn = A
(2)
7 .
(1) Let Y1 = (33, 31, 28
2
, 212, 15, 9, 7, 1) be a two-colored partition in AO1[194]. Then we have
Y2 := P
o(Y1) = (33, 31, 28, 28, 21, 21, 15, 9, 7, 1) and Y
′
2 = (26, 24, 21, 14, 8, 2, 1).
To get the parameters li, εi and ri appearing in (4.2), we write
⊲Y2 as follows:
⊲Y2 = (1, 7, (2 + 7), (8 + 7), 21, (14 + 7), 28, (21 + 7), (24 + 7), (26 + 7)).
Hence we obtain
i 0 1 2 3 4 5 6 7
li - 1 0 1 1 0 0 0
εi 0 1 1 1 1 0 0 0
ri 1 2 3 4 7 0 0 0
Thus, by (4.2), ⊲λ = (3, 4, 7). Now we run through the combinatorial algorithm starting with Y .
The 7-modular Young diagram for Y2 = Y
(0) is depicted by
1 7 7
2
7
7
1
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
3
7
7
7
7
5
Here µ1 = 0, since we can not remove the column 7 without violating the AO1o- condition. As there
is no column 7 7
tr
and also no L-hook of length 2, we also have µ2 = 0 and Y
(0) = Y (1) = Y (2).
Then we can remove one column 7 7 7
tr
, but there is no L-hook of length 3 which can be removed.
So µ3 = 1 and Y
(3) is
1 7 7
2
7
7
1
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
3
7
7
7
7
5
At this step, we can remove the column 7 7 7 7
tr
, and again there is no extra L-hook of length 4.
Thus µ4 = 1 and Y
(4) is
1 7 7
2
7
7
1
7
7
7
7
7
7
7
7
7
7
7
3
7
7
7
7
5
THE ANDREWS-OLSSON IDENTITY AND BESSENRODT INSERTION ALGORITHM ON YOUNG WALLS 23
There is neither a column nor an admissible L-hook of length 5 and 6, so µ5 = µ6 = 0 and
Y (4) = Y (5) = Y (6). At the seventh step, there is no column of length 6 but there is an admissible
L-hook of length 7 which is shaded. Thus µ7 = 1 and Y
′
2 = Y
(7) = (26, 24, 21, 14, 8, 2, 1) is the
desired one.
(2) Let Y1 = (33, 31, 28
2, 21
2
, 15, 9, 7, 1) be a two-colored partition in AO1[194]. Then we have
Y2 := P
o(Y1) = (33, 31, 28, 28, 21, 21, 15, 9, 7, 1) and Y
′
2 = (19, 17, 14, 9, 2, 1).
To get the parameters li, εi and ri appearing in (4.2), we write
⊲Y2 as follows:
⊲Y2 = (1, 7, (2 + 7), (8 + 7), 21, (14 + 7), 28
2, (17 + 2 · 7), (19 + 2 · 7)).
Hence we obtain
i 0 1 2 3 4 5 6
li - 1 0 1 2 0 0
εi 0 1 1 1 2 0 0
ri 1 2 3 4 6 0 0
Thus, by the (4.2), ⊲λ = (3, 4, 62). Now we run through the combinatorial algorithm starting with
Y . The 7-modular Young diagram for Y2 = Y
(1) is depicted as
1 7 7
2
7
7
1
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
3
7
7
7
7
5
By the same reason given in (1), we have µ1 = µ2 = 0, Y
(1) = Y (2) and µ3 = 1. Then Y
(3) is
depicted by
1 7 7
2
7
7
1
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
3
7
7
7
7
5
At this step, we can remove the column 7 7 7 7
tr
, and again there is no extra L-hook of length 4.
Thus µ4 = 1 and Y
(4) is
1 7 7
2
7
7
1
7
7
7
7
7
7
7
7
7
7
7
3
7
7
7
7
5
There is neither a column nor an admissible L-hook of length 5 µ5 = 0 and Y
(4) = Y (5). However,
there is one L-hook of length 6 which is shaded. After we remove the L-hook, we have another
L-hook of length 6 by the following:
1 7 7
2
7
7
1
7
7
7
7
7
7
3
7
7
7
5
Thus we have µ6 = 2 and Y
′
2 = Y
(6) = (19, 17, 14, 8, 2, 1) is the desired one.
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(3) For given Y ′2 = (19, 17, 14, 9, 2, 1) ∈ AO1o∩2[61] and
⊲λ = (3, 4, 62) ⊢ 19, we will get a Y2 ∈
AO1o [194] by the following way. Y (6) = Y ′2 can be depicted by follows:
1 2 7
1
7
7
7
7
3
7
7
5
Then there is only one L-hook of length 6. Thus we have
1 7 7
2
7
7
1
7
7
7
7
7
7
3
7
7
7
5
At this step, there seem to be two choices of L-hook of length 6:
1 7 7
2
7
7
1
7
7
7
7
7
7
3
7
7
7
5
1 7 7
2
7
7
1
7
7
7
7
7
7
3
7
7
7
5
After inserting these two L-hooks of length 6, we have
1 7 7
2
7
7
1
7
7
7
7
7
7
7
7
7
7
7
3
7
7
7
7
5
1 7 7
2
7
7
1
7
7
7
7
7
7
7
7
7
7
7
3
7
7
7
7
5
But the first one is not contained in AO1o . Thus there is only one L-hook actually. Hence Y (5) is
the second one. Since the column 7 7 7 7
tr
can be inserted, so Y (3) is
1 7 7
2
7
7
1
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
3
7
7
7
7
5
Finally, we have Y2 = (33, 31, 28
2, 21, 21, 15, 9, 7, 1), which is the inverse of (2) in this example.
(4) Considering (1) in this example, for Y1 = (33, 31, 28
2, 21
2
, 15, 9, 7, 1) in AO1[194], we have Y ′2 =
(26, 24, 21, 14, 8, 2, 1) and λ = (7, 4, 3). Then λtr = (3, 3, 3, 2, 1, 1, 1) and hence we obtain Y4 =
(47, 45, 42, 28, 16, 9, 8) in AO2[194].
Corollary 4.16. For the types of B
(1)
n , D
(1)
n and m ∈ Z≥0, there is a bijection
Θ[m] : AO1[m]↔
⊔
k≥0, m−kz1≥0
S
′[m− kz1]×S [k] where
S ′ = S(u) if gn = B
(1)
n and Λ = Λn,
S ′ = S otherwise.
Proof. By composing Algorithm (C) with Θ, we have the desired bijection between two sets. 
By the same argument in Corollary 3.12, we have the following corollary:
Corollary 4.17. Let Xz3 = {x1, . . . , xr} be an arbitrary subset of {1, 2, . . . , z3−1} such that 1 ≤ x1 < · · · <
xr < z3. We denote by AO
Xz3
i the subset of AOi (i = 1, 2) whose elements contain only parts congruent to
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xj for some 1 ≤ j ≤ r. Then there is a bijection
AO
Xz3
1 [m]→ AO
Xz3
2 [m] for all m ∈ Z≥0.
Remark 4.18. From Theorem 4.1, we can deduce the following facts:
(1) For the types of D
(2)
n+1 and A
(2)
2n , we can give crystal structures on AO2(Λ) which are isomorphic
to B(Λ) by using the bijection Θ. Here, the weight of λ ∈ AO2(Λ) is defined by the way given in
Remark 3.7 and Kashiwara operators f˜i (i ∈ I) are defined as follows:
f˜i(λ) = λ
′ if and only if f˜i(Y ) = Y
′ for Θ(Y ) = λ, Θ(Y ′) = λ′ and Y, Y ′ ∈ Y(Λ).
In Appendix A, we will give an example for the crystal structure on S of type D
(2)
3 .
(2) Note that the virtual character of Y(Λ) and AO2(Λ) are different for the types A
(2)
2n−1, B
(1)
n and
D
(1)
n whenever we assign a weight of λ ∈ AO2(Λ) in the way of Remark 3.7. However, through the
bijection Θ, we can assign the weight of λ ∈ AO2(Λ) in an alternative way as follows:
wt(λ) := wt(Y ) for Θ(Y ) = λ, Y ∈ Y(Λ).
Then it gives a crystal structure on AO2(Λ) and hence (pair of) the (sub)set(s) of strict partitions
S if g = A
(2)
2n−1,
S(u) ×S if g = B
(1)
n and Λ = Λn,
S ×S otherwise,
as in (1).
Appendix A. The crystal structure on S of type D
(2)
3
∅
0

0
1
2
2
1
0
0
1
2
//
0
$$■
■■
■■
■■
■■
0
1
2
2
1
0
0
1
2
· · ·
0
1

0
1
2
2
1 0 //
0
1
2
2
1
0
0 //
0
1
2
2
1
0
0
1
;;①①①①①①①①①①①
0 //
0 0
1
2
2
1
0
0
1 //
0 0
1
2
2
1
0
0
1
· · ·
0
1
2
2
//
0
✼
✼
✼
✼✼
✼
✼
✼✼
✼
✼
✼✼
0
1
2
2
1
;;①①①①①①①①①
0
$$■
■■
■■
■■
0 0
1
2
2
1
0
1
//
0
1
0
1
2
2
1
0
2
&&▼▼
▼▼
▼▼
▼▼
0
//
0
1
0
1
2
2
1
0
0
· · ·
0
1
2
;;✇✇✇✇✇✇✇✇
0
$$❏
❏❏
❏❏
❏❏ 0 0
1
2
2 1
//
0 0
1
2
2
1 1
//
0
99ssssssss
0
1
0
1
2
2
1
2
&&▼▼
▼▼
▼▼
▼▼
0
99ssssssss
0
1
2
0
1
2
2
1
0
· · ·
0 0
1
2
//
0 0
1
2
2 99ssssss
1
&&▼▼
▼▼
▼▼ 0
1
0
1
2
2
1 2
//
0
''❖❖
❖❖
❖❖
❖ 0
1
2
0
1
2
2 1
//
0
''❖❖
❖❖
❖❖
❖ 0
1
2
0
1
2
2
1 2
//
0 77♦♦♦♦♦♦♦♦
0
1
2
2
0
1
2
2
1
· · ·
0
1
0
1
2
2 77♣♣♣♣♣♣♣
0
//
0 0
1
0
1
2
2
//
0 0
1
0
1
2
2 2
//
1
''◆◆
◆◆
◆◆
0 0
1
2
0
1
2
2 1
//
0
1
0
1
2
0
1
2
2 · · ·
0 0
1
0
1
2
2
1
2
''❖❖
❖❖❖
❖
0
//
0 0
1
0
1
2
2
1
0
· · ·
0 0
1
2
0
1
2
2
1
· · ·
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