Parameters interpretability in phenomenological-based semiphysical models. A human glucose  homeostasis model by Lema Perez, Laura
Parameters Interpretability in Phenomenological-Based




Universidad Nacional de Colombia
Facultad de Minas




Parameters Interpretability in Phenomenological-Based




Dissertation presented for the degree of
Doctor en Ingenieŕıa
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Parameters Interpretability in Phenomenological-Based Semi-physical Models. A Human
Glucose Homeostasis Model
Abstract: In this thesis, the structure of a phenomenological-based semi-physical
model (PBSM) of the glucose homeostasis in the human body was deduced such that its
descriptive ability can be compared with the existent physiological models or maximal-like
models. The PBSM of the glucose homeostasis has gathered the available physiological
insight about such homeostasis by means of a systematic application of mass, energy, and
momentum balances over the process systems of interest. To get a whole mathematical
model of the glucose homeostasis, a model of each organ involved in such mechanism
was developed like a sub-model. Once the main model structure was achieved, the
specific transference mechanisms were determined according to the human physiology,
providing what is known as constitutive and assessment equations, allowing to write
the mathematical model in terms of the main variables in the homeostasis. Finally,
a degree of freedom analysis over each mathematical model provided the information
about which parameters of the model need to be identified by means of data-based
or statistical procedures reported in the available literature. The sub-models give
information about the clinical experimentation needed to make the mathematical model
usable for real-life applications. Such a complex model deduction is seized to construct
a conceptual framework about parameters interpretability to allow a particular model
definition in terms of parameters with physical or physiological meaning. In this regard,
a conceptual framework from a qualitative point of view was proposed to analyze and
endow interpretability the parameters of the model. The concepts proposed were based
on the identifiability concept reported in the literature.
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mi cuando teńıa este proyecto en sus planes, gracias por convencer a Hernán para que
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Introduction
Diabetes mellitus is a group of metabolic diseases characterized by blood glucose levels
unregulated resulting from defects in insulin secretion, insulin action, or both. Traditional
linear control theory and mathematical models of glucose-insulin dynamics are currently
used to regulate blood glucose levels. However, blood glucose control using these methods
is limited due to the complexity of the biological system. In addition, the existent mathe-
matical models to describe glucose dynamic or to build control systems are not based on
the phenomena and lack parameters interpretability. Interpretability is still a fuzzy con-
cept in the literature. Few authors have tried to use the concept mainly referring to models
instead of parameters. Additionally, this concept has been used in empirical models but
has not been explored in phenomenological-based semi-physical models. This topic has
not a definition in pure phenomenological models (first principles models) because in these
white box models each parameter has origin in theories, laws, or principles. Therefore,
the parameters of a phenomenological model are all interpretable. Instead, for empiri-
cal models the parameters interpretability is a hot research topic since the simultaneous
identification of parameters from data obscures the parameter meaning. In this sense,
phenomenological-based semi-physical models preserve the structure from first-principles
models but somehow the parameters interpretability can be lost due to an excess on the
use of statistical-based fitting strategies for parameter representation.
In the case of glucose homeostasis, there exist evidence indicating a lack of parametric
interpretability in the existing models implying the application of cumbersome parameter
identification strategies for each patient, which in practice is not desirable. In addition,
needed clinic studies may not be easily deduced from model parameters to be identified
for a given patient due to the absence of interpretability of those parameters in the models
available nowadays.
From the review of state of the art presented in this thesis, it is clear that both black
box models and models from mass balances containing semi-mechanistic aspects have been
developed to describe the main features of the glucose homeostasis. However, to the best of
the author’s knowledge, there are no evidences of physiologically based models of glucose
homeostasis by exploiting the natural interconnection among organs through a plantwide
view. In other words, it is not evident the use of mass balances for interesting components
at each organ maintaining their interconnection by blood flows and considering processes
performed by organs as task of the body as a whole. Moreover, the reviewed models have a
limited number or no parameters with interpretability due possibly to strong assumptions
on the proposed model structure during its construction.
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With respect to diabetes, it is known that is a widespread disease affecting many people
around the world. Regarding only to the conventional treatment to type 1 diabetes mellitus
(T1DM), it involves regular injections of genetically engineered insulin. Some patients
with T1DM measure their blood glucose concentration by using a personal external meter
and then they calculate the dose of insulin to be injected. This required insulin dosage
does not only depend on the measured blood glucose levels, but also on the amount of
carbohydrates to be ingested and on the time elapsed since the last insulin injection. A
more recent treatment involves continuous glucose measurements (CGM) in the interstitial
tissue and a continuous dosage of insulin from an insulin pump. Although the life quality
of patients is significantly improved by using both the CGM and the insulin pump, still
patients and clinicians should manage the pump in order to dose the correct amount of
insulin based on a stated schedule. In this context, a significant effort for the construction
of a closed-loop glucose controller, known elsewhere as artificial pancreas, is being done by
some research groups around the world. However, since most of the control developments
are being performed upon a model based control strategy, a reliable process model is
needed to guarantee the desired closed-loop performance. The model developed in this
thesis is a reliable process model due to its parameter interpretability property, provided
that individualization of the model in a specific patient be done before designing a control
strategy.
Using the above ideas, the research problem to be addressed in this thesis is: “There
is no a phenomenological-based semiphysical model (PSBM) describing the glucose home-
ostasis in the human being obtained by exploring the natural interaction among the organs
and substances involved in such a homeostasis, and also, guaranteeing the interpretabil-
ity of the model parameters with respect to the human physiology and looking for an
adjustable model to a individual parametric identification.”
In this thesis, a conceptual framework of parameters interpretability was addressed
from a qualitative point of view. The construction of the formalism of interepretability
was built upon the identifiability concept. Identifiability property is also tackled, but
from a quantitative point of view, in an inspiring way to build concepts of parameters
interpretability. However, the identifiability property is not within the objective of this
thesis. It is expected that in the future, interpretability property could be addressed
not only from a qualitative point of view but also from a quantitative point of view.
In addition, a deducted PSBM of glucose homeostasis is used here to demonstrate the
usefulness of the theoretical construction around interpretability.
The human body and the blood glucose system exhibit a high degree of structural and
behavioral complexity. The construction of a PBSM for the glucose homeostasis in the
human body could be used to obtain a better understanding of parts of the system and,
in a long term it may help to generate new physiological theories that can be applied in
adjacent physiological systems. Moreover, a complete mathematical model of the glucose
homeostasis mechanism in humans will allow having virtual patients available to perform
in silico clinical tests, since in vivo clinical tests are both time consuming and expensive.
In general, in silico experiments are less expensive, easier to perform and are not limited
by ethical constraints. The model constructed in this thesis is based on conservation
principles. Moreover, the knowledge about the nature of the phenomena reflects a
correct qualitative and quantitative behavior of the glucose in the bloodstream and this
could avoid confusion, misunderstandings, and wasted efforts. Likewise, the use of a
phenomenological-based mathematical model to describe the blood glucose concentration
in the human body can be a useful tool to carry out clinical tests in a specific patient
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and to do a parametric identification in an easier way. Thus, an on-line parametric
identification is expected to be easier to do in a phenomenological-based semiphysical
model (PBSM) with guaranteed parameter interpretability.
This doctoral thesis is organized as follows: Chapter 2 presents concepts about process
modeling, with a special attention to phenomenological-based semi-physical models and
its application to physiological processes. Chapter 3 gives a general background about
glucose homeostasis in humans, including a description of the role of the main organs
involved in this natural mechanism. Mathematical models of main organs involved in
glucose homeostasis are reported in Chapter 4, in which a process analysis using plantwide
view is carried out. In Chapter 5, the core of this thesis is presented, i.e., a conceptual
framework of parameters interpretability is proposed along with its application to the case
study. Finally, conclusions and future work are given in Chapter 6.
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2
Process Modeling
This chapter presents the basic concepts commonly used in the literature about process
modeling, including modeling of physiological processes in the human body. Also, some
new concepts about how a mathematical model is composed are introduced. There is a
specific section devoted to discuss about Phenomenological-Based Semi-physical Modeling
(PBSM) due to the importance to develop the main theoretical construction of this disser-
tation. Finally, an approach to represent physiological systems from PBSM is included.
2.1 Model definition
A model is a representation of the reality [107]. That representation can be graphic, ver-
bal, conceptual, physical, mathematical or a combination of them. Mathematics is the
universal language used in engineering to represent the world and for that reason mathe-
matical models are the most used representation to perform design, control, validations,
and development of new products [99]. Mathematical models make easier the prediction of
the reality, present the knowledge in a usable form, and make possible to do tests without
risking the production process or a person’s life [81]. On the other hand, process modeling
is the action and effect of approaching to a model, which is a theoretical scheme that
simplifies a real object or complex reality with the aim of improving its understanding
of making predictions about how that real object will behave [104]. The process term is
used here to qualify the modeling task emphasizing on a process as the main real object
characteristic [223]. The similitude between the concepts of process and system is used to
convert the interesting part of the real object into a system in accordance to its role into
the real object as a whole [28]. Using a systemic view, the study object can be modeled
easier than the complete real object. Thanks to models the real object can be better
explained, controlled, simulated, predicted, and even improved [16; 88].
The development of reliable and comprehensive models is the main objective in process
modeling [46]. In few words, a model is an imitation of reality and a mathematical model
is a particular form of representation. During model building, the real object is translated
into an equivalent mathematical object in order to gain insight into the original real world
situation [107]. Due to the enormous complexity of any real object it is even partitioned
in order to facilitate its study. In this sense, a model focuses on a part of that complex
real object called study object. The final aim when a real object is modeled is to group
several particular models each one focused over one study object looking for an integrated
view of the real object, when these particular models are solved as a whole [41].
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A model can be used to perform experiments which are expensive or considered difficult
or dangerous. Therefore, a model should be as similar as possible to the real object in terms
of its important properties for the model intended use. In other words, the mathematical
model should describe or reflect the real object properties relevant to the modeling goal
[107]. On the other hand, models are never identical to the real object. They should be
substantially less complex and hence much cheaper and easier to handle in mathematical
format so that the analysis can be carried out in a convenient way. The reduced complexity
of the model relative to the real object is usually achieved by its partition in study objects.
Additionally, the use of modeling assumptions to describe the specific knowledge currently
available about the real object and each one of the study objects parts taken by subjective
partition.
2.2 Model families
Models can be classified in many ways [162; 223], for instance with respect to the cause-
effect analysis, the variables dependency of the spatial position, the application of the
superposition principle, the derivation from phenomena or data, etc. Each way leads to
a variety of model characteristics which have an impact on the model solution techniques
as well as on the potential application areas of the model. According to the source of
information of the models, these are classified in three big model families: black box
models, white box models, and grey box models [107].
2.2.1 Black box models
Black box models are also referred to as empirical models or correlation models. These
models are the result of adjusting pre-existing mathematical structures to experiments
and observations from the real object. Empirical models do not rely on the knowledge of
the basic principles and mechanisms which are present in the study object being modeled.
In other words, the black box modeling is performed entirely from data without the use
of a priori knowledge and considering a no preset mathematical structure. They employ
essentially equation fitting where the parameters have little or no physical meaning [155;
158]. It follows that the use of these models is basically predictive only. Using these
models, it is only possible to determine how the system would respond to stimuli or changes
occurring within the range indicated by the experimental observations used to tune the
model. Empirical models are efficiently used where the actual underlying phenomena are
not known or understood. The name of black box models reflects the fact that little or
none is known about the internal real mechanism of the processes taken place in the study
object. In these models all parameters, structural and functional, must be identified
from available data. Therefore parameters interpretability in a black box model is not
immediate nor easily obtained.
2.2.2 White box models
White box models, also termed as mechanistic models or pure phenomenological models,
have their basic derivation from phenomena taking place in the real object and use infor-
mation regarding the structure and function of the metabolic system, the basic chemical
and physical laws applicable, and quantitative data about dimensions, material properties,
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process rates, and the like. In the literature, first-principles models or physical models are
also widely used to refer to the same type of models. White box models are derived from
a knowledge of the underlying mechanism of the process by using a suitable mathematical
scheme to represent it [33]. A mechanistic model holds its phenomenological characteris-
tic as long as it does not include any empirical relationship. White box models explain
the relations between the several features of the system structure and process behavior in
terms of theories, laws, and principles established for the phenomena taken place in the
process. In a white box model, all mathematical parts have meaning from the phenomena
producing the processes occurring in the real object. Due to this restrictive condition, the
number of phenomenological models currently available is extremely low. In these kind of
models, all parameters, structural and functional, must be formulated from theories, laws
and principles of phenomena taking place into the process. This fact gives to white box
parameters, either structural or functional, to be inherently interpretable.
2.2.3 Gray box models
In process engineering practice, the most common type of model combines mechanistic and
empirical parts and is commonly termed as gray box models or semi-physical models. In
this approach, certain processes from the real object present at study object are modeled
considering prior knowledge [148]. The unknown or less understood phenomena are mod-
eled with black box procedures using data driven model identification. This involves the
definition of kinetic and transport mechanisms, the estimation of key kinetic and transport
parameters and the validation of the model against with respect to performance specifica-
tions. With this approach, a better balance between reliability and comprehensibility is
attained.
Semi-physical models give the possibility of using either a first-principles structure or a
empirical structure. The origin of gray box model structure establishes a crucial difference
between the following two subfamilies: i) phenomenological-based semi-physical models
and ii) empirical based semi-physical models. Both inherit their main characteristics
from its structure generator model. In this sense, any empirical structure restricts the
prediction ability of the model to the data from which the model structure was fitted. In
other words, empirical structures have, in most cases, problems with generalization of the
modeled phenomena. Therefore, empirical based semi-physical models are not frequently
found in process engineering practice. The other family is most used due to its versatility
and generality inherited from the phenomenological-base structure.
2.3 Phenomenological-Based Semi-physical Models - PBSM
2.3.1 What is a PBSM?
This subfamily, included in the gray box family, results to be the most useful among
all possible models when the process of interest has at least one underlying known phe-
nomenon. As its name indicates, a Phenomenological-Based Semi-physical Model (PBSM)
is not a white-box model. It shares, however, the basic model structure from the mech-
anistic approach, which gives to PBSMs the ability to generalize and to be constructed
in incremental mode. In this type of models, the structure is divided into a basic and
an extended structure [147]. The parameters of the basic structure, from now structural
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parameters, are formulated from theories, laws, and principles of the phenomena taking
place in the process, but at least one of the parameters of the extended structure, from
now functional parameters, is identified using available data from the real process opera-
tion or represented by an empirical submodel. In this sense, structural parameters have
direct interpretability from their phenomenological origin but functional parameters in-
terpretability is not necessarily guaranteed. The uncommon terms previously mentioned
are discussed in detail later.
The origin of the PBSM name is as follows. It is said that a model is phenomenologi-
cally based when its structure is developed in similar way that it is done for a phenomeno-
logical model, by applying conservation principles over mass, energy, and momentum
balances basically, but with the option of using other balances. It can also be said that a
model is semi-physical when empirical formulations for one or more parameters are used
as a part of the model. In this sense, the mixture of those concepts produces the full name
Phenomenological-Based Semi-physical Model. This family of models, specifically using
lumped parameters, have been commonly used in process analysis, design, and control [10].
In this sense, and looking for clarifying the model presentation, a ten steps procedure to
obtain a PBSM was presented in [9], which supposed that the modeled problem can be
formulated with the following algorithmic problem statement [107]:
Given:
− A process system
− A modeling goal
− A validation criteria
Find:
− A mathematical model
Subject to:
− Fulfilling the modeling goals and a validation criteria for the model.
One of the key elements during the model construction is to establish an appropriate
modeling hypothesis. When a PBSM is being constructed, some description about the
phenomena taking place must be formulated. Then, model assumptions are stated. In
addition, there are a group of considerations useful to fix the values of some parameters
of the process given some a priori information. The above elements constitute the mod-
eling hypothesis. Such a hypothesis is based on one or more abstraction of the current
phenomena into pre-stated phenomena, easily linked to but simpler than current pro-
cess phenomena [216]. This abstraction suggests to create a mental image conformed by
enough pre-stated phenomena in order to cover interesting characteristics of the process
and to write a description of real process behavior using that abstraction. In this way, the
final representation seems like the real process and give the opportunity of simulating real
behaviors using supposed pre-stated behaviors [184]. However, the interpretability of the
model is affected if the abstractions are not related to the current phenomena, as it will
be discussed in Chapter 5.
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A PBSM can be developed as a hierarchical grouping of submodels in aggregative mode.
In other words, any PBSM can be formulated as a multiscale model being the first level
of that scale the phenomenological-based model structure obtained from the application
of the conservation principles. The second level of the scale is dedicated to formulate a
submodel for each parameter of the first level of model equations. A third level is dedicated
to formulate submodels for secondary parameters used into the second level formulation.
Successive levels, each one more deep, can be stated in a PBSM. Those mentioned levels
are related to the specification level no necessarily linked to detail (size) level. Several
levels of detail exist in a PBSM but only the level at which the Process Systems (PSs)
were determined gives the level of detail of the model as a whole. Therefore, it can be
defined that the level of detail of the model is that stated for the PSs partition.
2.3.2 Parts of a PBSM
Any mathematical model is composed of mathematical structure, linear operators, and
terms. The mathematical structure reflects the way the terms are related among them.
Linear operators (taken in the most simple sense of linear characteristics as +,−,=, <, or
>), connect the terms in one way or another. A term, in turn, is composed of variables,
constants, parameters, and nonlinear operators (i.e., product, division, exponents, loga-
rithm, etc.). A variable is a numerical value only determined after the model solution.
Some authors call them internal variables or state variables, some of them being possibly
measured by sensors. A constant is a numerical value that is universally accepted or its
value is fixed by the modeler in the context of the model. Finally, a parameter is a symbol
used for fine tuning the model to reach the desired description of the observations. As
such, it may take many or infinite feasible values 1 that changes whether to prove its influ-
ence (called by some authors input variable) or should be calculated by using a parametric
identification technique from data. Figure 2.1 shows how a mathematical model is made
up. Details on the classification of the parameters in structural and functional, and the
levels of interpretability of the functional parameters are given at the end of this section.
As mentioned before, the structure of a PBSM is composed of a basic and an extended
structure. An example of how a model may evolve as the basic structure is extended is
given in Figure 2.2. In this type of models, the basic structure comes out from applying
balances (conservation law) over the real object. In turn, the extended structure appears
once constitutive and assessment equations are used to replace or calculate structural
parameters. In addition, the extended structure deals directly with two additional levels:
level of detail and level of specification. The level of detail is related to the size at which a
partition of the real object is done to determine a functional parameter. Thus, additional
levels of detail can be stated referring to the used scale, i.e., macroscopic, mesoscopic,
microscopic, colloidal, macro-molecular, molecular-atomistic [117]. However, a deeper
level of detail appears as long as a parameter needs a further description. This fact implies
that any model has at least two levels of detail mentioned in the general description, the
level of detail related to the model structure (due to the partitions), and a lower level of
detail used probably in at least one model parameters. When a functional parameter is
identified through a constitutive or assessment equation located in a scale of size smaller
1For PBSM is better to use the symbol instead a numerical value because the symbol keeps the in-
terpretability unlike the number, which has not interpretability by itself. This will be discussed later in
Chapter 5.
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Figure 2.1. Scheme representing the parts of a mathematical model.
than detail level of the model, likewise a new level in the model, called specification level,
is opened. A formal definition of these two concepts are presented as follow.
Definition 2.1. Level of detail. The position of the current partition in a scale of
sizes of fragments or parts of something. That scale begins at gross detail, which indicates
the real object as a whole (only separated from the rest of the world), and finishes at the
possible minimum physical size. The level of detail is determined by a set of assumptions
and decisions that are aimed at meeting the model goal. This set supports the development
of a PBSM.
Definition 2.2. Level of specification. Is the position of the current demarcation of an
object or any of its parts in a scale of information contents of mathematical determinations.
That scale begins at minimal information contents, consist on a number without unit of
measure, and finishes at the explainable information consisting on a Law or Theory.
Definition 2.3. Scale. Size of each partition. The real object is analyzed to different
scales looking to obtain additional information increasing the knowledge about the object.
Constitutive and assessment equations of the extended structure are modeler depen-
dent because each equation can be stated at different level of detail in accordance with
the specific modeler preferences or knowledge.
Model construction requires a balance between simplicity (i.e., coarse-grained) and
elaboration (i.e., fine-detailed) [109]. A model should be as coarse-grained as possible, but
as fine-detailed as necessary [152]. The level of detail of a model should be determined by
its use [155], looking for the level that best fits the purpose of the model [149]. Regarding
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Figure 2.2. Model structure of a PBSM. The PS acronym is for Process System.
the theory of modeling and simulation, which provides a fundamental and rigorous math-
ematical formalism for representing dynamical systems, degree of system specification or
merely specification degree is an instance at which the behavior of each new subsystem
can be described along with the mechanisms that make it works [260]. Such specification
degree requires a partition of the real object producing subsystems with lower (at least
equal) size each time. After that, a submodel is generated at a the different level of detail.
In this situation, the differences in size of each partition generate a scale in the produced
subsystems. However, the real object can be partitioned in several levels of detail, either
with different scales or with the same scale. Each partition or subsystem can offer new
characteristics, which are described through specification degrees. Alternatively, a model
can be seen like a set of layers, in which all layers are related to each other and provide
useful information to produce the output of the model. Moreover, it is not necessary to
consider a model hierarchically organized or a multilevel model. It is just important to
know the underlying phenomena at every layer. An approach about partition of systems
can be observed in Figure 2.3, when a real object of interest is considered to be represented
by a PBSM. The real object is divided into four study objects according to its physical
natural partitions and the model aim. This first partition is the level of detail of the model.
Each study object generates balance equations and each set of mathematical equations is
considered a submodel of the real object. The separation of each term of each equation
generates a layer, and also the break down of each term into constants and parameters
can be regarded as a new layer. However, when a new mathematical equation is used to
define a parameter, a new specification level appears, generating new parameters and new
layers in the model. In other words, a level of detail is related to the physical partition
of the real object, and the level of specification is related to the new equations used to
define the unknown parameters, and the layers are related to the parts of a mathematical
equation.
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Figure 2.3. An approach about partition of systems.
Previously some concepts, maybe uncommon in the literature, have been mentioned.
However, to continue with the discussion about PBSMs it is necessary to give a formal
definition to the following concepts, used throughout the thesis:
Definition 2.4. Variable. Quantity to be solved by the model.
Definition 2.5. Basic structure. Set of equations obtained after the application of the
conservation law. At this level, the functions that represent the phenomena taking place in
the study object are not detailed mathematically. Instead, they are represented by symbols.
Definition 2.6. Extended structure. Set of equations allowing to specify the parameters
of the model. The extended structure results from defining the symbols of the mathematical
equations of the basic structure. Some of these equations are trivial, i.e., they imply only
the assignment of a numerical value to a parameter.
Definition 2.7. Model structure. Set of equations encompassing both basic and ex-
tended structures.
Definition 2.8. Constitutive or assessment equation. Equation used in the extended
structure of the model acting as a mathematical specification of a parameter.
Definition 2.9. Structural parameter. Parameter belonging to the basic structure of
the model. The structural parameter represents either a quantity that varies in time or a
given scalar.
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Definition 2.10. Functional parameter. Parameter belonging to a constitutive or
assessment equation. It is categorized in coupled parameter, no coupled parameter or
scalar parameter.
All parameters presented as a symbol in the balance equations that form the basic
model structure are called structural parameters. Structural parameters change both the
output and the structure of the model in a dramatical way. They can be associated
with a numerical value or a constitutive or assessment equation describing each one of
them. Also, its interpretability is inherent because the basic structure is developed with
the knowledge of the process phenomena. The remaining parameters of the mathematical
model are called functional parameters because they are inside a constitutive or assessment
equations, though its effect over the system response is not as steep as the one observed
with structural parameters. They are symbols that can be linked to a numerical value or a
constitutive or assessment equation that describes a structural parameter or a functional
parameter of a lower level of specification. Functional parameters can also be: i) inherently
interpretable, i.e., inherent physical meaning, ii) interpretable according to its context into
a specific mathematical model, iii) non-interpretable. Definitions introduced above will be
complemented in Chapter 5 with detailed and broader information about interpretability.
2.3.3 Properties of a PBSM
The PBSMs have a particular mathematical structure that makes them different from
other types of models, providing to PBSMs some properties useful to analyze the modeled
process. The properties are shortly described as follows because three of them (uniqueness
and modularity of the basic structure, and combinations of levels of detail) are not the
focus of this thesis.
2.3.3.1 Uniqueness of the basic structure
The equations that appear when the conservation law is applied (balance equations) form
the basic structure of the model. Balance equations coming from an analogy of the real
object may not be a unique representation of such a real object since every analogy may
represent a different modeler viewpoint. Otherwise, if the conservation principle is ap-
plied directly to the study object without using an analogy, the PBSM has a unique basic
structure. The uniqueness of the model basic structure allows reproducing a set of pro-
cesses that shares their its basic phenomenology. This property is very interesting due to
several processes with similar features can be described with the same basic mathematical
structure, being the constitutive and assessment equations the ones that change because
they are defined by the modeler. For this reason, constitutive and assessment equations
are not considered within the basic structure of the model, i.e. if they are replaced in the
balance equations, the uniqueness of the basic structure of a PBSM is partitioned.
2.3.3.2 Modularity of the basic structure
The modularity of a PBSM means the ability to expand from a initial model that considers
only a part of the process to a model considering a larger layout. A way to model many
processes or the whole system is to build phenomenological-based semi-physical submodels
(sub-PBSM) and then link them. In complex processes, partitioning always helps to
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manage the entire problem. After using the PBSM modeling methodology for subsystems,
its further interconnection becomes a natural step. This property is interesting because
allows modeling the system under different conditions but using the same partition. In
addition, this property is useful to enlarge an existing PBSM, either by integrating new
process systems or by expressing functional parameters using sub-PBSMs (combining levels
of detail).
2.3.3.3 Combinations of levels of detail
PBSMs have the advantage of combining levels of detail or size partitions to obtain ac-
curate information at the highest level of the model. The highest level of detail is at
macroscopic scale and the lowest one is at the atomic scale [117]. A PSBM has minimum
two levels of detail: one issued from the partition of the real object in process systems
(level of detail of the model), and one used to calculate at least model parameter [8]. On
the other hand, combination of specification levels in a PBSM is natural because that
appears when a parameter, be structural or functional, needs to be calculated by a con-
stitutive or assessment equation. The first specification level arises when constitutive or
assessment equations are used to determine a structural parameter and they are associ-
ated with functions and not with scalars. Thus, functional parameters appear. If some
functional parameters must be expressed by other constitutive or assessment equations,
a second specification level is generated, and so on, until to have all constitutive or as-
sessment equations formulated in terms of known constants, variables, and parameters. A
lower level of specification may require information about the state of the system which is
determined at a higher level, while at the same time the upper specification level requires
parametric and structural information of the system obtained at the lower levels [117].
This property is interesting because the different levels considered to build the PBSM
can exchange phenomena and information between them, providing to the model users
additional knowledge of the process.
2.3.3.4 Parameter interpretability
This is the property discussed in detail in this thesis. Interpretability is a property of the
parameters but not of the model, due to interpretability of the models comes from model
structure which is not analyzed here. The basic structure of a PBSM comes from the phe-
nomena of the process and for that reason, its parameter interpretability is guaranteed,
that is, all structural parameters are inherently interpretable. Empirical models, however,
do not enjoy this property. A parameter is said to be interpretable if it has a physical
meaning within the process being modeled. A parameter can be considered interpretable
if, when integrated into the model, it provides additional knowledge if compared to the
one when only its numerical value is considered. In this way, a PBSM allows giving in-
terpretability to the functional parameters through specification and detail levels. The
interpretability of the functional parameters depends on the selected constitutive and as-
sessment equations. Therefore, it is important to consider phenomenological mathematical
expressions whenever possible to preserve the phenomenological model description. This
property is very interesting when the modeler wants to get more knowledge about the
process being modeled. Also, it is a characteristic of the phenomenological-based semi-
physical models, but limited for empirical models. The core of this thesis is parameter
interpretability, then this property will be widely discussed in Chapter 5.
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2.3.4 Methodology to build a PBSM
The construction of a model may be linked to a form of art. This subjective character
explain the existence of several methodologies for building PBSMs [20; 21; 72; 104; 107;
114; 162; 169; 188; 239; 257]. In our research group in dynamic processes KALMAN of
the Universidad Nacional de Colombia, several studies have been carried out [9; 123; 192]
to propose the following methodology, described in 10 steps.
1. Process description and model aim: a verbal description of the process is per-
formed including a process flow diagram as a graphic representation. Also, the model
aim made explicit through the question to be answered by the model.
2. Model hypothesis and level of detail: a hypothesis or analogy about the be-
havior of the real process may be proposed. If the modeled process takes place in a
specific area of the engineering in which the phenomena of the process are known,
there is no need to state an analogy and the model hypothesis is the description of
such phenomena. Otherwise, the process may be strategically related to a known
process, an analogy is of paramount importance, and a set of assumptions is fixed.
Moreover, this type of models are built applying the balance equations on the parti-
tion or study object arose from the real object. The position of such partition into
all possible partitions for the process is the level of detail of the model. Steps 1 and
2 are iterated until reaching both steps completely.
3. Definition of the process systems: a process system is an abstraction of a part
of the process seen like a system. Each process system is a partition of the real
process, and this partition must be as real as possible, that is, physical distinctions,
changes in the phases or characteristics marking spatial differences in the process
need to be considered for partitioning.
4. Application of the conservation law: the conservation law is applied to each
process system defined in step 3 for the interest substances. The equations obtained
contribute to the basic structure of the model.
5. Determination of the basic structure of the model: among the balance equa-
tions emerged in the last step, indicate those with valuable information to answer
the question in step 1 and to achieve the model aim.
6. Identification of the variables, structural parameters and structural con-
stants: make a list of variables, structural parameters, and structural constants.
Variables are quantities whose values result from the solution of the model equa-
tions. Contrary, the parameters are values that need to be defined beforehand to
solve the model. They can be known values or must be identified. Finally, the con-
stants are fixed values either because it is an universal value like gravity constant.
7. Definition of constitutive and assessment equations and functional param-
eters: constitutive and assessment equations are proposed to calculate the largest
number of unknown parameters of every process system. The set of constitutive and
assessment equations are selected according to the modeler criteria. A constitutive
equation approximates the response of a physical quantity to external stimuli using
a law or principle. Darcy’s law, heat, mass, and momentum rate of transfer laws,
Arrhenius law, among others, are examples of constitutive equations. Contrary,
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an assessment equation is a mathematical relation to assess a parameter numerical
value, without any intention of linking in a descriptive way the calculated numerical
value to the phenomena taken place in the process being modeled.
8. Verification of freedom degrees: the freedom degrees are the difference between
the number of unknown quantities and the number of equations. This difference
must be zero to obtain a solvable model.
9. Construction of the computational model: the solution of the mathematical
model is carried out by a computational program able to solve the full set of algebraic-
differential equations forming the model.
10. Validation of the model: the model validation is a combination of activities such
as experimental verification of the assumptions and comparison of the model results
with the behavior of the real process, with experimental data or by using information
taken from other validated models.
2.4 Modeling of human physiological processes
In this section, the concept of the physiological system is presented aiming to show its sim-
ilarity with industrial processes. Modeling and simulation have been hot topics of research
from a while ago since it provides an alternative way to gather the knowledge, understand
the human body functioning and study and test different conditions and diseases. In this
sense, existing approaches in physiological models are reported in this section. Finally
a new approach to physiological process modeling is presented. This approach uses the
modeling methodology for PBSM summarized above.
2.4.1 What is a physiological system?
A system refers to a set of entities working together as parts of a mechanism or an in-
terconnected network. From the modeling viewpoint, a system can be seen as a set of
complex objects (or engineering entities) accomplishing a specific purpose and whose be-
havior needs to be understood, monitored, and even controlled [157]. Physiology can be
regarded as a dynamic system where the organism’s functions and activities, including all
its physical and biochemical processes, take place [171]. The human body is organized
in systems interacting and carrying out multiple processes to keep the entire organism
alive. Cells in the body are inside tissues that form an organ. The organs are connected
to other forming a unitary complex: the human body. Every organ carries out many vital
functionswhich in turn needs to be synchronized to other organs or even human systems
to keep us alive. The synchronization and combination of the functions of all parts of the
body is known as physiological system. The sum of the physical and biochemical processes
in the organism by which its material substance is produced, exchanged, maintained, and
destroyed, and by which energy is made available is called metabolism. Material sub-
stances are taken from the environment into the organism in the form of nutrients and
air, and they are then broken down into simpler substances. These substances are oxi-
dized to provide the energy required for many life-sustaining processes within the body.
Once broken down, the simpler substances also form the fundamental building blocks to
synthesize more complex substances that are used to form structural tissues. The main
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agent for the transport of chemicals substances within the body is the blood, which is
circulating around the body through a system of blood vessels with the heart acting as a
pump. Blood vessels carry the needed substances for nutrition and also serves for waste
removal purposes [42; 130].
The physiological systems are subject to many external perturbations, but they are
able to adapt to distinct forms of stress thanks to their regulatory mechanisms or home-
ostasis. These regulatory mechanisms are able to maintain the internal stability, due to
the coordinated response of its component parts to any situation or stimulus tending to
disturb the normal condition or function. Homeostatic mechanisms are originated to keep
a regulated variable in the internal environment within a range of values compatible with
life and, as has been more recently suggested, to reduce noise during information transfer
in physiological systems [256]. Under this definition of a physiological system, reproducing
one or more outputs in response to one or more stimuli is the basic idea of physiological
system modeling [70]. This considering that the stimuli are input physiological signals
generated from other organs or external environment, which produce responses following
the physical laws, as occurs in many engineering processes.
2.4.2 Existing approaches in physiological modeling
Over the past six decades, there has been a considerable interest to understand complex
mechanisms of physiological systems to find solutions to different health conditions [58].
As such, novel quantitative methods along with novel measurement processes have made
possible the development of new methods for analysis and interpretation of the generated
experimental data [56]. Additionally, mathematical models are increasingly gaining more
attention to understand different physiological processes and their correlations with differ-
ent pathological conditions [11]. In this regard, several mathematical models have emerged
to represent the functions in the organism of isolated organs [52; 64; 100; 166; 225; 240].
Mathematical models are able to improve the physiological knowledge of the organs and
the interpretation of the physiological data, allowing to perform in silico tests to carry
out experiments without risking the life of a patient. They are also used to develop new
medical technologies that replace functions of an organ of the body that has lost part of
its normal functioning.
Physiological modeling involves the development of mathematical, electrical, chemical,
or other analogues whose behavior closely approximates the behavior of a particular phys-
iological system [70]. It is desirable that every aspect of the model corresponds to features
of the physiological system under consideration. In this way, assumptions and hypothesis
of the underlying physiological process must be considered regardless of the type of mathe-
matical modeling process. In addition, assumptions and hypothesis will help to reduce the
complexity of the model, since most physiological systems are complex and simple char-
acterizations may not always be possible. The biggest current drawback in physiological
modeling is that only few features are measurable and, therefore, several variables need
to be mathematically estimated. Moreover, given the discrete nature of both computers
and sensors, approximations of naturally-occurring continuous-time processes (as those
occurring within the body) need also be taken into account [70].
The earliest models of physiological systems were devoted to physical analogies, which
are useful in extending intuitive knowledge in one area to another. However, physiolog-
ical models derived from physical analogies are limited by constraints of implementation
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to rather simple systems. Most mathematical descriptions of physiological systems use
differential equations that can be solved either analytically, physically (i.e., by building a
physical analogue), or numerically (i.e., on a digital computer). However, the most com-
mon approach to model physiological processes has been the empirical, which in many
cases either dismisses or reduces the complexity of the underlying phenomena [70]. This
due to the nonlinear techniques not only have to be tailored specifically to each situation,
but also they tend to be more complex and computationally tedious than linear tech-
niques. Despite this, it is extremely important to understand under which conditions a
physiological system can do submit to linear systems analysis. This approach is focused
only on the measurable signals and determine the relationships between these signals. In
such a case, the mathematical equations have little or no correspondence to the actual
physiological system excepting in the input-output relations.
Computational models have been used to simulate physiological processes like the
blood vessel hemodynamics and cardio-respiratory system [11]. Compartmental models
have also emerged to describe physiological processes such as the endocrine system [44], re-
nal system [150], and the pharmacokinetics in the body [211]. The method of compartment
modeling considers a compartment-like representation of a homogeneous, uniform entity
with variable inflow and outflow. This approach of modeling is also used to describe glu-
cose dynamic in blood. A first compartmental model of glucose, known as minimal model
[29], was proposed at the beginning of the 1980s by Bergman and coworkers where com-
partments of glucose, insulin, and remote insulin were considered as initial assumption.
Later on, the minimal model became a great physiological model in which the role of the
gastrointestinal tract, liver, and beta and alpha cells, among others, are considered [57].
From this contribution, many models related to the minimal model have been generated
[58]. Additional physiological approaches to model glucose homeostasis were also proposed
by Sorensen in 1985 [233], where human body was divided into a number of physiologic
compartments that represent the capillary beds of various organs and tissues and was
formulated by techniques similar to those originally developed for simulating drug distri-
bution. In spite on being compartmental, it was an attempt to develop an explanatory
physiologic model of glucose metabolism in the human body. The biggest drawback of the
real application of these physiological models is their lack of parametric interpretability
so that an individualized parameters identification has not been possible even nowadays.
The methodology to develop a PBSM may also be used in physiological modeling to
obtain a set of mathematical equations that will mimic the physical behavior of the phys-
iological system as detailed as possible. This means that particular chemical reactions,
effects of structural arrangements, etc., will have corresponding mathematical formula-
tions. These models are of great use in physiological research where the behavior of the
model is used to validate experimental data, predict the response of the physiological
system and study the behavior of the physiological system under conditions that are diffi-
cult to actually reproduce in clinical practice. Difficulties may come from actual physical
complexities or due to ethical constraints.
According to the different approaches mentioned above, there are many strategies to
model a physiological system. Any technique of process modeling in engineering can be
applied in a physiological system. The methodology used depends on the modeler and
on the intended use of the mathematical model. Obviously, some modeling techniques
will give more information about the physiological behavior than others. The previously
mentioned models classification is a guide to determine the kind of information expected
from each class of possible mathematical model.
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2.4.3 An approach for physiological modeling
The application of mathematical modeling and dynamic systems analysis methods are
playing an increasingly important role in the study of physiological and metabolic pro-
cesses, due to their high physical complexity and difficult experimental accessibility. Ad-
ditionally, mathematical models are increasingly being leveraged as aids in diagnosis and
treatment of different diseases [22; 44; 57; 84; 87; 193; 208; 227]. In this thesis, a novel
approach for physiological process modeling is proposed, by applying the methodology for
PBSMs by doing an analogy of the human body with a convenient and reasonable engi-
neering process. In this approach, the organ-to-organ interaction of the system of interest
is seen in a plant-wide viewpoint.
Human physiological processes can be modeled following the same procedure to build
a PBSM. However, modeling physiological phenomena turns to be a complex task due to
the high interaction among different systems including organs, tissues, and physiological
systems. In addition, most phenomena taking place in the human body are described
by means of nonlinear relationships with probably stochastic2 and time-varying effects
[57]. Complexity is exhibited at each level of the hierarchy and across levels within the
physiological system. The physiological hierarchy includes the levels of molecule, cell,
organ, and organism. Complex processes of regulation and control are evident at each level,
but some of them are unknown. Likewise, the physiological organ systems exhibit explicit
control mechanisms. As a result of this physiological complexity, it is not often possible
to measure directly (in vivo) the quantities of interest. Only indirect measures may be
feasible, implying the need for some model to be able to infer the value of the quantity of
real interest [55; 68]. In this sense, models can also play a powerful role in experimental
design. In this way, mathematical models help out to improve the understanding of the
phenomena of interest.
Specific purposes for system modeling can be identified in the physiological context.
These include understanding, testing of different hypotheses, inferring measures of inter-
est, simulating, and evaluating a possible experimental design. Models are also being
increasingly used as a medium of teaching and learning about processes, where by means
of simulation, they can be tested into a richer range of physiological and pathophysiological
situations than otherwise would not be possible in a conventional physiological laboratory
setting [57].
Models of physiological systems, as well as other dynamical systems, are often com-
posed of a set of ordinary differential and algebraic equations. These equations model how
variables changes with time [212]. To achieve a detailed and consistent understanding of a
physiological system in the human body, a hierarchical model with a multi-level structure
can be built. Multilevel models include information provided by a combination of high
level models, typically for organs such as liver, kidney, or muscles, communicating with
models in a lower level of hierarchy, e.g., intracellular models [93]. The higher level is in
charge of coordinate all the organs functions. On the other hand, complex models like
physiological models, require both experimental data and knowledge of the system in or-
der to be validated [190]. Otherwise, those models require additional assumptions which
2In living organisms, some effects are randomly determined and can be statistically analyzed, such
as the activity of nervous fiber, the intrarenal system variation in glucose resorption for an increasing
load of glycemia when the rate of glucosuria is studied, the sexual reproduction, the gene expression, the
relationship between the molecules and its receptors or the nutrients and its absorption surface, just to
mention a few.
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may eventually introduce uncertainty. A successful outcome to the modeling process is
critically dependent on both the quality of the model and the quality of experimental data,
which in physiological models are obtained by means of clinical trials.
All the concepts presented in this chapter are the theoretical basis to demonstrate that
any human physiological mechanism is a set of biochemical processes to which, despite its
complexity, the existing mathematical modeling theory can be applied, leading to useful
mathematical representations in the health field.
3
Glucose Homeostasis in Humans
The present chapter has one basic objective and it is to provide an introduction to the
essential nature of the glucose homeostasis cycle in humans. The original intention is not
to provide additional medical information, but just to furnish a comprehensive overview of
this natural mechanism. It also intends to show the complexity of the regulatory system
and exhibit the importance of some (often disregarded in current mathematical models)
organs in such a homeostasis. A the end of the chapter, a brief section about glucose
impairment (Diabetes Mellitus) is presented.
3.1 Importance of glucose in the human body
Glucose is the simplest of all carbohydrates, making it a monosaccharide. Most cells in
the human body use glucose as their major source of energy. The human body creates
energy mainly from glucose to stay alive, therefore, it is processed continuously. When
we eat, our body immediately starts working to process glucose. Glucose mainly comes
from foods rich in carbohydrates like bread, potatoes, and fruits. As we eat, nutrients
travel throughout the esophagus to the intestine. Enzymes start the breakdown process in
the mouth and going further to the small intestine by an additional intervention from the
pancreas, who produces and releases hormones to regulate blood glucose levels. During
that process, glucose is released and absorbed into the bloodstream. Once in blood, insulin
hormone helps glucose to enter to the cells.
Glucose molecules are broken down inside the cells in order to produce, through glycol-
ysis, adenosine triphosphate (ATP) molecules, energy-rich molecules that power numerous
cellular processes. Glucose molecules are delivered to cells by the circulating blood and
therefore, to ensure a constant supply of glucose to cells; it is essential that blood glu-
cose levels be maintained at relatively constant levels. Level constancy is accomplished
primarily through negative feedback systems [221], which ensure that blood glucose con-
centration is maintained within the normal range of 70 to 110 milligrams of glucose per
deciliter (mg/dl) of blood [228]. Negative feedback systems are mechanisms that perceive
changes in the human body and activate mechanisms that reverse the changes in order
to restore conditions to their normal levels. Furthermore, negative feedback systems are
critically important in glucose homeostasis in the maintenance of relatively constant in-
ternal conditions. Disruptions in glucose homeostasis lead to potentially life-threatening
situations. For this reason, the maintenance of relatively constant blood glucose levels is
essential for the health of cells and thus the health of the entire body. Later, diabetes
mellitus, its complications and treatment are discussed in detail.
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Along with glucose, the body also use amino acids (building blocks of proteins) and
fats like source of energy. However, in spite of these alternative energy sources, it is
of paramount importance to guaranteeing a minimum flux of glucose for the brain and
nervous system. Glucose is the main source of fuel for the brain and nervous system.
Nerve cells and chemical messengers need glucose to process information. Without it, the
brain would not be able to work well. After the body has used the energy it needs, the
leftover glucose is stored in little bundles called glycogen in the liver and muscles. The
body can store enough fuel to work during a day. Glucose homeostasis and the role of
every organ involved in this natural cycle is detailed in next section.
Major factors able to increase blood glucose levels include glucose absorption by the
small intestine (after ingesting a meal) and the production of new glucose molecules by liver
and renal cells. Sometimes, glucose levels in the blood can also go sky high under stressful
conditions. Also, High Intensity Interval Training (HIIT) type of exercise is acknowledged
to trigger (not completely understood) mechanisms able to rise the blood glucose levels.
Major factors able to decrease blood glucose levels include the transport of glucose into
cells (to be used as a source of energy or to be stored for future use) and the loss of
glucose in urine (an abnormal event that occurs when glucose homeostasis is impaired).
Some types of physical exercise are also able to decrease blood glucose levels. However,
our body is designed to keep the level of glucose in the blood in healthy levels. People with
Diabetes Mellitus are prone to an acute complication such as diabetic ketoacidosis and
persistent high blood glucose leads to chronic complications such as retinopathy, diabetic
nephropathy, neuropathy, and cardio-cerebrovascular disease. How does the body for
regulating glucose levels in the blood? Next section introduces the regulation cycle in
detail.
3.2 The glucose regulation cycle
Blood glucose regulation is the process in which the levels of blood glucose are maintained
by the body within a narrow range. In this section, a general description of how this
cycle works is introduced, along with nutrients affecting it and all organs involved in this
essential physiological mechanism.
3.2.1 A general overview
Glucose homeostasis has the ability to regulate the blood glucose levels as a result of
a complex interplay among a number of organs, hormones, metabolic sub-systems, and
neuronal control mechanisms. As mentioned before, glucose allows cells to carry out vital
actions such as breathing, tissue repair, cell multiplication, among others. Therefore, it
is extremely important to guarantee the glucose plasma concentration near the range of
70mg/dl to 110mg/dl. This natural mechanism is responsible for ensuring the stability
of blood glucose levels by means of proper dosage of pancreatic hormones, mainly insulin
and glucagon [228]. Figure 3.1 shows how the human body maintains glucose levels in a
specific physiological range. When polysaccharides enter to the digestive tube from the
ingestion of carbohydrates, the enzymatic action of disaccharidases in the small intes-
tine are triggered for polysaccharide breakdown. In this process, smaller molecules called
monosaccharides are produced and then absorbed to the blood stream through the in-
testinal wall, increasing blood glucose levels. Once food has been ingested, transformed,
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and begins to be absorbed, incretin hormones GIP and GLP-1 stimulate beta cells from
pancreas to produce insulin, a hormone responsible for increasing the amount of glucose
transporters GLUT4 in the cell membrane of different tissues [228]. Insulin production is
also stimulated by a constant blood glucose concentration and modulated by such incretin
hormones. Glucose is transported through the cell membranes by specialized molecules
called GLUT. GLUT transporters are responsible for glucose diffusion through the cell
membrane, removing the excess blood glucose, represented in the figure with the plus
sign, be transported within muscle cells, adipose cells, and hepatocytes, and then to be
used as an energy source, thus reducing the blood glucose concentration. Once glucok-
inase enzyme from liver starts to sense high glucose concentration and hence stimulates
the diffusion of glucose through the liver to produce glycogen which is a multi-branched
polysaccharide of glucose that serves as a form of energy storage to be used in fasting
periods [136].
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Figure 3.1. The glucose homeostasis in the human body.
When a person goes through a period of fasting, blood glucose levels decrease and,
by action of the catecholamine hormones, insulin production is inhibited [136]. Also as a
consequence of fasting, alpha cells of the pancreas are stimulated to produce glucagon, a
hormone acting on different hepatocytes receptors triggering the action of the phospho-
rylase enzyme and hence stimulating the breakdown of glycogen through a process called
glycogenolysis, which is the transformation of glycogen to glucose. When glycogenolysis
occurs, the glucose produced in the liver is released into the bloodstream to recover the
lack of glucose in the bloodstream, represented by the minus sign in Figure 3.1, and the
plasma glucose concentration goes back to desired levels [136].
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When the glucose homeostasis is broken, plasma glucose levels are no longer maintained
at desired levels. This is mainly due to a deficit in the production of insulin from the
pancreatic beta cells or from a resistance to the action of the produced insulin in a set of
conditions known as Diabetes Mellitus.
3.2.2 Effects of nutrients in glucose homeostasis
Dietary composition could play a significant role in improving insulin sensitivity and re-
ducing the risk of associated complications to diabetes mellitus. Several nutrients other
than carbohydrates, such as dietary protein, amino acids, fat, vitamins, and minerals, can
affect the way glucose enters into the bloodstream. A brief description of the effects of
other macronutrients on glucose metabolism is presented.
3.2.2.1 Proteins
Proteins are large macromolecules. They consist of many amino acids linked to form highly
complex long chains present in all living organisms. Proteins are of great nutritional value
and are directly involved in most biochemical processes within the human being. Proteins
perform many functions including catalysis in metabolic reactions, DNA replication, stim-
uli response, structural support for cells, and molecular transport, among others. Some
recent studies have demonstrated that proteins are nutrients more satiating than either
carbohydrate or fat [6; 13]. Also, the protein content of a food increases satiety and reduce
both food intake and blood glucose response when consumed alone or with carbohydrate
[5; 13; 97] while reducing postmeal insulin response due to insulinotropic 1 effects. The
role of branched-chain amino acids seems to be insulin stimulation release and secretion
[143; 174], mediated by an increase in glucagon-like peptide 1 (GLP-1) [26]. This last
effect may also decrease gastric emptying [5; 97]. The effect of protein on blood glucose
concentration depends very much on the kind of protein and its amino acids composition.
Several studies have been carried out using food products with high protein content to
compare the effects in the blood glucose concentration. It has been found that whey pro-
tein has a pronounced effect on lowering blood glucose levels [2; 36; 143; 195]. Proteins
like casein or soy have shown a positive effect on insulin sensitivity [2].
Studies about insulinotropic effects of the protein are still being carried out but some
cell experiments indicate that the increase of insulin secretion might be caused by an
increased intracellular oxidation of amino acids, which raises the ATP content of the
cell. An increase in intracellular ATP content leads to a closure of the ATP-sensitive
potassium channels, and this channel closure leads to depolarization of the cell membrane
and activation of the calcium channels. Activation of the calcium channels then causes
an exocytosis of insulin from cells [37; 63]. In [78] it is shown that the depolarization of
the plasma membrane could occur due to the co-transport of amino acids into the cells
together with sodium, causing an exocytosis of insulin. Another feasibility is the decrease
of insulin clearance by the liver, keeping the insulin levels in the serum increased [143].
Another studies have been carried out unveil the effects of proteins in insulin resistance
and in [113] the authors have shown that high protein intake might positively affect glucose
tolerance inducing a reduction in insulin sensitivity. All experimentations with proteins
demonstrate that its ingestion may be an effective strategy for achieving blood glucose
1Insulinotropic refers to stimulating or affecting the production and activity of insulin.
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control in healthy and insulin-resistant humans [5]. However, further long-lasting studies
are needed before high protein intake might be recommended for subjects with diabetes.
3.2.2.2 Fats
The results in humans about the influence of dietaries fat in the glucose metabolism
have been inconsistent and are likely confounded by differences in body weight. The link
between dietary fat and glucose metabolism has not yet been fully elucidated. However,
some experimental studies have shown a diet based on high-monounsaturated fatty acids
appeared to reduce haemoglobin A1c (HbA1c) [226], improving glycaemic control and
lipid profiles. Improvement of glycaemic control seems to be caused by an exchange of
carbohydrates against fat, and also by a prolonged gastric emptying induced by high-
fat intake independent of fatty acid composition. In addition to the fat content, the
composition of dietary fat could play a role in improving insulin sensitivity and reducing
risk of diabetes mellitus and its complications [168]. The fatty acid composition of cell
membranes is thought to alter several cellular functions, including membrane fluidity, ion
permeability, and insulin receptor binding or affinity, functions affected by translocation
of glucose transporters interacting with second messengers [98]. Such alterations could, in
turn, affect tissue and whole-body insulin sensitivity [215].
No long-term dietary intervention studies have been conducted to determine the re-
lationship between the quality of dietary fat and the risk of diabetes mellitus. Although
data from controlled feeding studies in metabolically healthy subjects and in patients with
diabetes mellitus are very limited, there are studies suggesting beneficial effects on insulin
sensitivity when saturated fatty acids are replaced with monounsaturated or polyunsatu-
rated fatty acids [215]. Evidence from observational studies has suggested that trans fatty
acids consumption may be associated with insulin resistance and T2DM [238], but other
studies however [14] concluded that an increased trans fatty acids intake does not result
in a potential benefit on glucose homeostasis. It has been shown, however, that increased
unhealthy dietary fatty acids consumption is likely to increase the body weight and waist
circumference which in turn may trigger insulin sensitivity changes and the onset of dif-
ferent metabolic syndromes. Despite the known benefits of fatty acids, the understanding
of their role in glucose metabolism and insulin resistance in humans is still being object
of scientific controversy.
3.2.2.3 Vitamins and minerals
Low vitamin D has been considered a risk factor for T2DM [139]. Moreover, supplements
containing vitamin D have shown to increase insulin secretion in presence of pancreatic
β-cells. Reported associations with insulin secretion, however, seem contradictory since
the mechanisms mediating between such a vitamin deficiency and T2DM are not yet fully
understood. Additionally, dietary vitamin D supplementation is probably associated with
reduced risk of T1DM [126]. The multiple roles of vitamin D include the presence of spe-
cific vitamin D receptors on pancreatic β-cells [131], the expression of 1 − αhydroxylase
enzyme in pancreatic β-cells which catalyzes the conversion of vitamin D [34], and the
presence of a vitamin D response element in the human insulin gene promoter [164]. Vi-
tamin D deficiency may influence its effects on insulin secretion and sensitivity by directly
influencing intracellular calcium [201].
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Vitamin K might also play a role in glucose homeostasis. Vitamin K is a cofactor in
several carboxylating GLA proteins such as bone and matrix GLA protein. The concentra-
tion of the bone-GLA protein osteocalcin, as well as the percentage of undercarboxylated
osteocalcin, which reflects an insufficient vitamin K supply, seems to be associated with
glucose metabolism and insulin secretion [112]. Moreover, serum osteocalcin concentra-
tions were positively associated with insulin secretion and inversely correlated with glucose
levels and adiposity [261]. Relation between insulin resistance and the percentage of under-
carboxylated osteocalcin is still controversial [183]. Most of the studies showing a potential
benefit of high calcium intake on glucose homeostasis are cross-sectional studies in which
calcium has been dosed in combination with proteins, for instance, by increasing dairy or
in combination with vitamin D supplementation [91; 200]. However, it has been difficult
to derive whether the effect on blood glucose homeostasis is caused by high calcium intake
or high protein intake, the quality of protein, the vitamin D supplementation, or its com-
binations. An additional mineral considered essential for being present in more than 300
metabolic reactions in the human body is the magnesium [246]. Research has indicated
that a lower dietary intake of magnesium and lower serum magnesium concentrations may
are associated with the metabolic syndrome and insulin resistance in people with T2DM
[19]. There is little evidence of the benefit from magnesium in people with diabetes, but
an analysis reported in [232] showed that magnesium supplementation has an effect on
long-term glycaemic control.
3.2.3 Main organs involved in glucose homeostasis
In the human body, most tissues need glucose as the main source of energy. However,
maintenance of glucose homeostasis involves several complementary physiological pro-
cesses performed by the gastrointestinal tract (when the glucose absorption takes place),
glycogenolysis and glucolysis in the liver, glucose reabsorption and excretion in the kid-
neys, and gluconeogenesis in the liver and kidneys. The role of the organs involved in
glucose regulation cycle is described below.
3.2.3.1 Pancreas
The pancreas has both endocrine and exocrine functions. This study is primarily focused
in the endocrine function given the primary role on glucose homeostasis. Endocrine cells
in the pancreas are clustered, forming the so-called islets of Langerhans, which are small,
island-like structures within the exocrine pancreatic tissue that account for only 1-2%
of the entire organ [218]. Such a structure contains at least five different endocrine cell
types responsible for the production of five different hormones: glucagon-producing α-
cells, amylin-, C-peptide and insulin-producing β-cells [38], pancreatic polypeptide (PP)-
producing γ-cells [133], somatostatin-producing δ-cells [38], and ghrelin-producing ε-cells
[252]. Through its hormones, mainly for the action balanced between insulin and glucagon,
the pancreas maintains blood glucose levels within a narrow range of 4-6mM (70 to 110
mg/dL) [218]. Glucagon and insulin are known as antagonistic hormones since insulin de-
creases blood glucose levels, whereas glucagon increases blood glucose levels [17]. However,
both hormones are inhibited by somatostain [111]. Endocrine cells secrete their respective
hormones in response to external signals, such as nutrient intake, fasting or stress. During
sleep, in between meals, or in long fasting periods, for example, blood glucose decreases
and glucagon is released from α-cells to promote glycogenolysis and gluconeogenesis. In
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contrast, after a meal β-cells release insulin to decrease blood glucose levels via glycogen-
esis [137; 180; 237]. Despite insulin is released on demand, it is stored in large dense-core
vesicles that are recruited to the proximity of the plasma membrane in the β-cells in the
Langerhans islets, following stimulation such that insulin is readily available for next stim-
uli [108]. Insulin is released primarily in response to glucose, but other nutrients such as
free fatty acids and amino acids can augment glucose-induced insulin secretion through
the so-called incretin effect. This effect has its origin in the intestinal tract during food
digestion.
Insulin gene encode in a 110-amino acid precursor known as preproinsulin. Then, the
preproinsulin is processed to proinsulin. Later, proinsulin enters immature secretary vesi-
cles and is cleaved to yield insulin and C-peptide [90]. Once insulin is released into the
bloodstream, it enables the glucose uptake into the insulin-dependent tissues, removing
glucose from the bloodstream [134; 140; 263]. Also, it promotes lipogenesis [173; 249], and
the incorporation of amino acids into proteins [31]. Low insulin concentrations contribute
to lipolysis in adipocytes, releasing free fatty acids to encourage utilization of lipid over
glucose to meet resting energy needs [167]. Insulin release from beta-cells is tightly regu-
lated meeting exactly the metabolic demand for calorigenic nutrients in the body [90; 167].
Regarding C-peptide, it has been important in order to follow some insulin states difficult
to measure [146].
3.2.3.2 Liver
While it serves for a variety of functions, the liver plays a unique role in controlling car-
bohydrate metabolism by maintaining glucose concentrations in a normal range over both
short and long periods of times. The key role of the liver in glucose homeostasis is storage
(glycogenesis) and glucose dosing (glycogenolysis and gluconeogenesis) upon interaction
with insulin and glucagon, respectively. Hepatocytes express dozens of enzymes that are
alternatively turned on and off depending on whether blood glucose levels are either rais-
ing or falling out of the normal range [203]. In the postabsorptive state2, hepatic glucose
production ensures enough glucose supply to the central nervous system and at the same
time it regulates fasting plasma glucose concentration. In the postprandial period, the
liver is the first access to most ingested nutrients by virtue of their absorption into the
hepatic portal vein. Thus, the liver takes up a portion of ingested carbohydrates to restore
glycogen stores and to minimize the fluctuation of glycemia. The liver also contributes to
the disposal of enteral glucose loads by increasing the rate of glycogen synthesis and sup-
pressing hepatic glucose output. These result in a net switch from hepatic glucose output
to hepatic glucose uptake [61]. The suppression of hepatic glucose output involves the sup-
pression of hepatic glycogenolysis and gluconeogenesis [199]. Gluconeogenesis occurs when
hepatic glycogen reserves become exhausted and additional groups of enzymes are acti-
vated to start synthesizing glucose out of such precursors as amino acids and non-hexose
carbohydrates. The suppression of glycogenolysis and to a lesser extent gluconeogenesis
and the activation of glycogen synthesis during the postprandial period is mainly driven
by stimulation of insulin secretion and suppression of glucagon secretion.
2Postprandial state is the time frame after a meal or food intake. Postabsorptive state is the period
following absorption of nutrients from the digestive tract, that is, is the time when enterocytes stop
providing nutrients to the hepatic portal circulation. Fasting is the willing abstinence or reduction from
some or all food, drink, or both, for a long period of time (∼ 8 hours).
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The liver is the major site of glucose utilization during the postprandial period. Simul-
taneously, the liver plays a major role in the metabolism of insulin, being the primary site
of insulin clearance [77; 222]. Approximately 50% of portal insulin is removed during first-
pass transit, but this percentage may widely vary under different conditions, e.g., when
insulin clearance alteration by nutrient intake [116]. Removal of insulin from circulation
does not imply the immediate destruction of the hormone [27]. A significant amount of
receptor-bound insulin is released from the cell and reenters the circulation [76]. On the
other hand, hepatic glucose uptake is maximally stimulated by conditions that mimic the
postprandial state, such as portal venous hyperglycaemia and hyperinsulinaemia [194]. To
be utilized, glucose enters the hepatocyte and is phosphorylated to glucose 6-phosphate.
Glucose 6-phosphate may follow a number of metabolic pathways, including glycogen syn-
thesis. Glucose in excess is used to synthesize fatty acids in the liver. In addition to
glucose utilization, the human liver releases glucose to the systemic circulation either from
previously stored glycogen (glycogenolysis) or by generating glucose from precursors such
as glutamine, alanine, lactate and glycerol (gluconeogenesis) [3]. This unique ability of
the human liver to store and release glucose is crucial to endure periods of fasting. During
short-term periods of fasting, glycogenolysis is the predominant source of glucose released
to the bloodstream. However, during prolonged periods of fasting, the glycogen reserve
is gradually consumed and glycogenolysis decreases as glycogen store is depleted. Then,
gluconeogenesis becomes the predominant source of glucose to the human body.
3.2.3.3 Kidneys
Kidneys are two bean-shaped organs mainly devoted to waste excretion. Its main function
is cleaning the blood to send it back to the circulation, maintaining an overall fluid bal-
ance, creating hormones helping to produce red blood cells, promoting bone health, and
regulate blood pressure [227]. However, recent studies have shown that kidneys also play
a central role in glucose homeostasis through utilization of glucose, gluconeogenesis, and
glucose filtration and reabsorption via sodium glucose co-transporters (SGLTs) and glu-
cose transporters (GLUT-2). Moreover, the kidneys are the major site of insulin clearance
from the systemic circulation, removing approximately 50% of peripheral insulin [106].
Kidneys have a microscopic structural and functional unit so specialized called nephron.
Nephrons have the ability of distributing all the functions in all its parts. For instance, the
glomerulus is the net of capillaries withing the Bowman’s capsule. Blood is filtered across
the glomerular capillaries into Bowman’s space. These capillaries are multiple branches
of the afferent arteriole but later they converge into efferent arteriole to leave from the
glomerulus and surround the renal tubules: the proximal convoluted tubule, the proximal
straight tubule, the loop of Henle, the distal convoluted tubule, and the collecting ducts.
Within the tubules, urine is continually formed and is also where reabsorption, secretion,
chemical reactions, and excretion occur [130].
According to glucose production and utilization, the kidneys may be considered as two
separate organs since glucose release occurs predominantly in the renal cortex whereas
glucose utilization is confined to the renal medulla [4; 103; 224; 242; 254]. Renal medulla
has an appreciable glucose phosphorylating capacity and thus the ability to accumulate
glycogen [103]. However, because of its low oxygen tension, and low levels of oxidative
enzymes, the renal medulla consumes glucose anaerobically. Consequently, lactate is the
main metabolic end product of glucose taken up at renal medulla, unlike carbon dioxide
(CO2) and water that are the end products of glucose uptake of aerobic energy require-
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ments. In contrast, the renal cortex does not have appreciable glycogen stores [30] because
has little glucose phosphorylation capacity but has a high level of oxidative enzymes like
6-phosphatase. Consequently, this part of the kidney does not take up and use much
glucose, with oxidation of free fatty acids acting as the main source of energy [96]. It is
thus likely that release of glucose by the normal kidney is due mainly to gluconeogenesis,
that is, synthesis of glucose-6-phosphate from non-carbohydrate precursors as glutamine,
lactate, alanine, glycerol, etc. [235], being glutamine the substrate with more specificity
in the kidney but lactate the most abundant.
Additionally to their role in both glucose utilization and production, kidneys contribute
to the blood glucose regulation by filtering and reabsorbing glucose. Glomeruli filter
glucose once it reaches the kidneys, with other substances as precursors and insulin, toward
proximal tubules, where all glucose is reabsorbed through glucose transporter proteins
present in cell membranes within the proximal tubules [170], rendering the urine virtually
glucose free. Before being reabsorbed, gluconeogenesis and glucose uptake occur. Glucose
production is suppressed by insulin [235] or stimulated by non-carbohydrate precursors
[7; 242]. An interesting fact is that GLUT-2 glucose transporters are insulin-independent
and for that reason the kidneys can continue its physiological functions even in states of
insulin deficiency [167].
Gluconeogenesis in the human body is mainly carried out by liver and kidneys. In the
postabsorptive state, both liver and kidneys release glucose into the circulation in com-
parable amounts [234]. However, in the postprandial state, although overall endogenous
glucose release decreases substantially, renal gluconeogenesis increases by approximately
twice liver gluconeogenesis. In this sense, the hepatic and renal glucose release into the cir-
culation in the postabsorptive state correspond to the 25-30% and 20-25% of total glucose,
respectively, while in postprandial state, hepatic gluconeogenesis is reduced by ∼80% and
the release of glucose molecules generated via this pathway decreases as these molecules
are largely directed into the formation of hepatic glycogen. As a consequence of these
changes, renal gluconeogenesis increases accounts for ∼60% of postprandial endogenous
glucose release [178].
3.2.3.4 Gastrointestinal tract
The gastrointestinal (GI) tract is an organ system where humans take food, digest it
to extract and absorb energy and nutrients, and expel the remaining waste as feces. The
mouth, esophagus, stomach, and intestines are part of the gastrointestinal tract. However,
glucose homeostasis models in the literature include the gastrointestinal tract as a whole
organ disregarding physiological functions and glucose consumption of the stomach and
small intestines as separated organs involved in glucose metabolism.
Meal is ingested through mouth and enters in the stomach to be mixed. The rate at
which nutrients are passed from the stomach to the duodenum, known as gastric emp-
tying rate, is a key determinant of postprandial glucose flux. In the fed state, glucose
homeostasis becomes more complex as the gastrointestinal tract becomes a second source
of (exogenous) glucose. Marked and rapid changes in glucose flux occur as a result of
the considerable inflow of meal-derived glucose into the circulation [197]. The delivery
of nutrients from the gastrointestinal tract occurs through an important ratelimiting me-
chanical step in the form of gastric emptying rate: the rate at which the pylorus allows
small boluses of gastric content to pass into the duodenum for downstream absorption.
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Importantly, neither insulin nor glucagon has direct effects on gastric emptying and exoge-
nous glucose diffusion from the gastrointestinal tract [128]. However, the influx of glucose
is accompanied by secretion of several other glucoregulatory hormones including amylin
from β-cells in the pancreas and glucose-dependent inhibitory peptide (GIP), glucagon-like
peptide-1 (GLP-1), and cholecystokinin (CCK) from endocrine cells in the small intestine.
Endocrine cells in the small intestine collectively influence glucose homeostasis via several
mechanisms of action including regulation of insulin and glucagon responses, as well as
the modulation of nutrient passage from the gastrointestinal tract to appropriate tissue
stores [120; 175; 220].
A key contribution of the GI tract over glucose homeostasis is the incretin effect. This
physiological response came from the observation that an oral glucose load results in an
augmented insulin response compared to the response observed when intravenous glucose
administration replicates the same changes in plasma glucose [189; 198]. In other words,
when glucose is ingested orally, an augmented β-cell response is observed as a result of
a signal passed from the gut. The two hormones responsible for this effect are GIP and
GLP-1. Both GIP, secreted from enteroendocrine K-cells in the proximal small bowel, and
GLP-1, secreted from enteroendocrine L-cells in the distal ileum and colon, have a strong
insulinotropic effect [75]. Additionally, GLP-1 inhibits postprandial glucagon secretion in
a glucose-dependent way, slows gastric emptying, and reduces food intake, contributing
to postprandial glucose regulation [121]. Regarding the role of the stomach in glucose
metabolism, the stomach must consume glucose to generate the power necessary to carry
out the digestion process. Although glucose consumption in the stomach is relatively low,
it can affect the glucose concentration in the bloodstream.
3.2.3.5 Brain
The human brain depends on glucose as its main source of energy; neurons have the high-
est energy demand [122], requiring continuous delivery of glucose from blood. Glucose
metabolism provides the fuel for physiological brain function through the generation of
ATP, the foundation for neuronal and non-neuronal cellular maintenance, as well as the
generation of neurotransmitters. Therefore, tight regulation of glucose metabolism is crit-
ical for brain physiology and disturbed glucose metabolism in the brain underlies several
diseases affecting both the brain itself as well as the entire organism. Glucose in the
brain is required to provide the precursors for neurotransmitter synthesis and the ATP
to fuel their actions. Furthermore, glucose is important for the brain’s energy demands
not related to signaling. Cellular compartmentation of glucose transport and metabolism
is intimately related to local regulation of blood flow, and glucose-sensing neurons govern
the brain-body nutrient axis. Glucose metabolism is connected to cell death pathways
by glucose-metabolizing enzymes [176]. Thus, disruption glucose delivery pathways and
metabolism leads to debilitating brain diseases.
The brain uses about 120g of glucose daily: 60-70% of the total body glucose
metabolism. The brain has little stored glucose, and no additional sources of stored
energy. Brain function begins to become seriously affected when glucose levels fall below
40mg/dL. Levels of glucose significantly below this can lead to permanent damage and
death. The brain cannot use fatty acids for energy (fatty acids do not cross the blood-brain
barrier), but ketone bodies can enter the brain and can be used for energy under hypo-
glycemia conditions. In this sense, the brain can only use glucose, or, under conditions of
starvation, ketone bodies (acetoacetate and hydroxybutyrate) for energy.
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3.3 Diabetes mellitus (DM)
Diabetes mellitus is a chronic condition that occurs when the body is exposed to uncon-
trolled levels of glucose in the blood either because the body cannot produce insulin or it
is not able to use efficiently the amount produced [67]. The lack of insulin or the inability
of the cells to respond to insulin leads to high levels of blood glucose, or hyperglycaemia,
which is the hallmark of diabetes. Hyperglycaemia, if left unchecked over a long term, can
cause damage to various body organs, leading to the development of disabling and life-
threatening health complications such as cardiovascular disease, neuropathy, nephropathy
and eye disease, among others. On the other hand, when the level of glucose in the blood
drops below normal, people are under hypoglycemia condition. Symptoms of hypoglycemia
tend to come on quickly and can vary from person to person. Severe hypoglycemia is when
the blood glucose level becomes so low that people are unable to treat themselves and need
help from another person. Severe hypoglycemia is dangerous and needs to be treated right
away. If appropriate management of diabetes is achieved, these serious complications can
be delayed or prevented.
In spite of many known diabetes variants, there is a consensus among the three most
widespread types: Type 1, Type 2, and gestational diabetes. There are also some less
common types of diabetes which include monogenic diabetes and secondary diabetes.
Monogenic diabetes is the result of a single genetic mutation in an autosomal dominant
gene rather than the contributions of multiple genes and environmental factors as seen
in type 1 and type 2 diabetes. Examples of monogenic diabetes include conditions like
neonatal diabetes mellitus and maturity-onset diabetes of the young. Around 1-5% of
all diabetes cases are due to monogenic diabetes [92; 187]. Secondary diabetes arises as
a complication of other diseases such as hormone disturbances (e.g., Cushing’s disease
or acromegaly), diseases of the pancreas (e.g., pancreatitis) or as a result of drugs (e.g.,
corticosteroids) [82].
Type 1 diabetes is caused by an autoimmune reaction where the immune system attacks
the insulin-producing beta cells at the islets of the pancreas gland. As a result, the body
produces very little to none insulin. The causes of this destructive process are not fully
understood but a combination of genetic susceptibility and environmental triggers such as
viral infection, toxins or some dietary factors have been implicated [259]. People with type
1 diabetes need daily insulin injections in order to maintain glucose levels in the proper
range [65]. Unfortunately, hypoglycemia condition is more common in people with type 1
diabetes due to the treatment insulin-dependent. People with type 1 diabetes, with proper
daily insulin treatment, regular blood glucose monitoring, and maintenance of a healthy
diet and lifestyle can live a healthy life and delay or avoid many of the complications
associated with diabetes.
Type 2 diabetes is the most common type of diabetes, accounting for around 90% of
all cases of diabetes [39]. In type 2 diabetes, hyperglycaemia is the result of an inadequate
production of insulin and inability of the body to respond to insulin, which is known as
insulin resistance. During a state of insulin resistance, insulin is ineffective and therefore
initially prompts an increase in insulin production to reduce rising glucose levels but over
time a state of inadequate insulin production can be developed. T2DM is more common
in older adults, but it is increasingly seen in children, adolescents and younger adults due
to rising levels of obesity, physical inactivity, and a poor diet. The causes of T2DM are
not completely understood but there is a strong link with overweight and obesity and with
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increasing age as well as with ethnicity and family history [119]. The cornerstone of T2DM
treatment is healthy lifestyle which includes the adoption of a healthy diet, increased
physical activity, smoking cessation plan, and a healthy body weight. If attempts to
change lifestyle are not adequate to control blood glucose levels, oral medication is usually




Glucose homeostasis has been modeled from the 1960s to look for controlling and describing
blood glucose levels under health different situations. However, the corresponding models
describe all involved processes in a highly reduced way, without considering many crucial
aspects of this important regulatory mechanism in the human body. In this chapter, an
alternative model of glucose homeostasis in humans is presented as the result of linking
together five submodels: stomach, small intestine, liver, pancreas, and kidneys. The
integration of the above five submodels with the glucose consumers like the brain, muscles,
and adipose tissues is presented in a plantwide framework. The plantwide concept is first
introduced to backup the proposed hypothesis to develop the whole model. The intention
here is to demonstrate the nature of each organ as a system of biochemical reactions
and transport and transfer processes and therefore, to show the similarities with usual
engineering processes in terms of modeling, analysis, and identification.
4.1 Process analysis using plantwide view
Plantwide control is a holistic approach about integrating process design with process
control at the whole plant level. The objective of this approach is to ensure a stable and
flexible operation when the plant is affected by different disturbances, including major
changes in the production rate and in the quality of raw materials. Also, plantwide control
is useful in highly complex study cases. I use this approach the foundation to develop a
PBSM of the glucose metabolism in the human body since this natural mechanism involves
several organs, which are interconnected to each other through the circulatory system. In
this section, plantwide view and its main characteristics are introduced. Then, the human
body is analyzed like a chemical plant from a plantwide point of view.
4.1.1 What is plantwide view?
A process is a set of activities, actions, treatments or operations that interact among
them to achieve a desired result. A chemical process consists of various interconnected
units with material and energy recycle [132]. A process usually refers to the ‘process
itself’ (without any control system) whereas a plant may be any system to be controlled
(including a partially controlled process). In the chemical engineering community, the
term plant has a somewhat different meaning, namely as the whole factory which consists
of many process units [144]. The term plantwide is derived from this meaning of the word
plant. Plantwide view considers all plant connections, all plant pieces of equipment, and
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any information exchange among them. In this sense, plantwide approach determines a
connectivity structure of the process and uses it as the basis for any plant description as
a whole in spite of the plant complexity or inherent high number of pieces of equipment
connected.
Two main process engineering tasks are associated to the concept of plantwide view:
plantwide design and control, both useful to understand the concept of plantwide view
used in this doctoral thesis. The plantwide design in chemical processes is a tool that
suggests the use of energy recovery structures in order to minimize energetic losses to
the environment, and the use of mass recycles in order to maximize the conversion and
minimize the waste of raw materials [43]. On the other hand, plantwide process control
involves the systems and strategies required to control an entire chemical plant consist-
ing of many interconnected unit operations [163]. Plantwide control uses the knowledge
of interconnections and interactions among process units in order to overcome the new
challenges arising with the consideration of mass recycles and energy recover networks
inside a highly interconnected chemical plant. In addition, the plantwide approach uses
all available information about individual subsystems to form a complete map of signals
about the current state of the plant as a whole.
Combining the previous concepts, the plantwide view is a way to analyze a real object
considering the interactions among its declared parts. Plantwide view tries to minimize
information losses coming from the real object partition. It must be noted that real object
partition is a valid tool to reduce the complexity to build a PBSM. The plantwide view
takes advantage of the phenomenological knowledge to make the appropriate connections
among different units (seen as partitions from the overall plant) and follows the entire
process sequence. In addition, plantwide view considers any connection different to mass
and energy as service network transporting, together with energy or mass, information
among partitions. In addition, plantwide view is not directly concerned with the behavior
of each partition involved in the process plant individually, but the structure after object
partition and the performance of the entire modeled object is considered.
4.1.2 Main characteristics of plantwide view
As mentioned before, plantwide process design and control involves the systems and strate-
gies required to design and to control an entire chemical plant consisting of many inter-
connected unit operations [163]. The plantwide view is useful to determine how the best
controlled, manipulated, and measured variables are chosen in the plant, and according to
that select suitable multi-loop control structures. This is because plantwide control deals
with the structural decisions of the control system, including what to control and how to
pair the variables to form control loops [231]. Although there is not a unique way to design
control systems for an entire plant, the literature has been inclined towards hierarchical
control strategies [117]. Furthermore, a design procedure generally involves iteration of
individual steps until a satisfactory design is achieved. In this way, the author in [231]
has developed a design procedure based on the intrinsic hierarchical nature of plantwide
control systems while incorporating the best aspects of top-down and bottom-up design
approaches.
Missing from many control system design methodologies, even hierarchical ones, is the
important role that decomposition and decentralization play in a plantwide design ap-
proach. Procedures that lead to decomposition of the overall design into smaller subprob-
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lems can be advantageous. Even highly integrated plants do not require a multivariable
approach linking all of the controlled variables with all of the manipulated variables [71].
The extent to which a plantwide control system can be decentralized into smaller control
systems designed to work at the process unit level invariably determines how easily the
control system can be designed, tuned, and understood by plant operators. Decentralized
control system designs generally are more robust when operating conditions change and
are more tolerant to failures of individual components [210]. The plantwide control design
allows to divide the whole plant into smaller subsystems as individual sections, that is, to
do a decomposition of the process to simplify control system and to make easier the multi-
variable control. This characteristic provides a direct analogy with homeostatic processes
in the human body.
The identification of the disturbances that a control system must handle is one of the
most important though least addressed issues even nowadays. Occasionally, it is important
for the control system to track targets that move. Much more often, the control system
is required to reject disturbances that affect the process. Plantwide control design is
highly dependent on the disturbances that are assumed. The capability to identify the
most difficult disturbances for the control system to manage would be a valuable step
in the design process, due to actually this is a challenge of the plantwide control design
[210]. For this reason, the importance of confidence that the plantwide control strategy
will always take the plant to an acceptable, perhaps optimal, operating point after a
persistent disturbance enters the plant cannot be overstated [191]. What characterizes
plantwide design and control can be applied to the human body, the constructed PBSM
that will be shown in next section exhibit common points with the plantwide concept.
The control in the human body seems to be decentralized, each organ involved in the
glucose homeostasis seems to exert a specific control function and can be modeled like
a submodel. All submodels are coupled to a whole model linked by the blood. Also,
this natural mechanism is highly complex and disturbed, and the system is too hard
of controlling under several natural disturbances. Thus, the plantwide view is a good
conceptual support to use in the construction of a PBSM representing the dynamic of the
glucose in the bloodstream.
4.1.3 The human body like a chemical plant: an analogy
The human body can be considered a complex chemical plant where multiple biochemical
reactions, physical, and physiological processes are occurring simultaneously. Each organ
is a process unit belonging to the plant and has specific functions essential to the proper
operation of the plant as a whole. At the same time, each organ is composed of smaller
subunits, the cells, that inside carry out a manifold of biochemical reactions at the cellular
level vitals to the good working of the entire plant. As such, the organs are communicated
by the circulatory system transporting blood and the lymphatic system that carries a clear
fluid derived from the interstitial fluid, directionally towards the heart. Blood transports
all substances (glucose, oxygen, sodium, water, calcium, etc.) needed by the cells of
the organs to perform their physiological functions. Also, blood transports the waste
products of all cells of the body along with lymph, which contains lymphocytes and cellular
debris together with bacteria and proteins. For glucose homeostasis, the blood and human
circulatory system are assumed to be the media transporting all the species of interest
among the organs as a field bus transporting specific information in an industrial control
















































































Figure 4.1. Representation of the human body in process systems. In red arterial blood and in
blue venous blood.
environment. On the other hand, organ tissues act as a solid substratum where different
hormones and other substances are produced and consumed.
A fieldbus is a useful way to connect instruments in a manufacturing plant [102].
The field bus works on a network structure which typically allows daisy-chain, star, ring,
branch, and tree network topologies, similar to the blood that connects and communicates
the organs and the systems in the human body. The circulatory system can then be seen
as a field bus with only one communication point at the controller level and multiple
(hundreds) analog and digital connection points.
Regarding the proposed model, the organs are considered as units belonging to an
industrial plant (the human body) in a plantwide view. Each unit is then represented by
multiple process systems to cover the needed organ functions related to glucose homeosta-
sis. In a systematic way, every organ is partitioned in at least two process subsystems,
one representing the blood acting as the transporting media (carrying out the produced
and consumed nutrients in the organ), and the other representing the organ tissue, where
the specialized cells are located. A schematic diagram of the human body’s partitioning
can be seen in Figure 4.1, showing the different Process Systems (PS) involved in the
homeostatic mechanism of interest. A partition represents a detail level, which can be
specified according to the different substances that enter and leave at any time. Although
the glucose dynamics are mainly considered in the macro scale, sometimes is necessary to
go back and forth from one size scale to another, e.g., cellular scale.
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The effect of the smaller scales is modeled by some constitutive or assessment equations,
always focusing on the outcome at the larger scale. Regarding the current work, I consider
one level as the whole body, and at a lower level, the organs and their interactions with
different components affecting glucose homeostasis. The top-level would then deal with
the blood flows among the organs and the organ level would describe the details within
the organs. Each constitutive or assessment equation is a submodel. Each formulated
submodel provides knowledge of the smallest scales to its original subsystem, creating
thus, a multiscale model. Moreover, the partition of the organs is possible because under
real conditions, the organs are composed by tissues composed by cells. In turn, the
cells belonging to a specific tissue produce and consume nutrients that are subsequently
exchanged with the flow blood that irrigates the organ. For this reason, the application
of the conservation principle is feasible, because there is not accumulation of mass in the
organs (components are either released or consumed), and the proposed methodology for
construction of PBSM then holds.
4.2 Modeling the organs involved in glucose homeostasis
Although glucose homeostasis is a unique mechanism in the human body, it involves sev-
eral organs, and each one of them plays an important role to regulate the glucose levels
in the bloodstream. In this sense, each organ is considered a submodel of a complete
model representing the glucose homeostasis, which is introduced in next section. In the
submodels, the reactions within the organ tissue and from the irrigating bloodstream are
taken into account, without considering intracellular effects. Furthermore, the corporal
temperature keeps constant, for this reason, balances of thermal energy are not developed.
In a similar way, balances of mechanical energy are not considered since I assume the blood
pressure constant. Only one mechanical energy balance was considered to calculate the
glucose consumption by the stomach wall during the digestion process. The mathematical
models are developed with as many interpretable parameters as the available phenomeno-
logical knowledge allows. The identification of the parameters was done manually, and
no numerical method was applied to carry out the identification. Because of most pa-
rameters of the models are interpretable, the parameter identification of the models was
not a difficult task. Most parameters were set at known numeric value (taken from liter-
ature as cited in every model), leaving only to identify the reaction kinetics k0 and the
activation energies Ea. These parameters were adjusted following an iterative proof of
model response after changing the parameter value. To adjust reaction kinetics (k0), the
activation energies (Ea) were set at a mean value of the boundary range regarding the re-
ported one for biochemical reactions [230]. Once the kinetics were adjusted, the activation
energies were identified following the proof and change manual method. In the small in-
testine model, the mass transfer coefficients were additional parameters to identify. In this
case, the mass transfer coefficients were blocked to first identify the reaction kinetics and
activation energies, following the same manual form of identification of the other models.
Once the reaction kinetics and activation energies were adjusted, the mass transfer coef-
ficients were identified. Additionally, the mathematical models presented in this section
are based on conservation principles and describe the role of each organ involved in the
glucose homeostasis in humans. The methodology followed to construct the mathematical
models is proposed in [123]. The benefits of the PBSM approach are established as a way
to consolidate/accumulate knowledge which can be used further and connected with new
findings. Note that the abstraction applied during the model construction does not aim
38 CHAPTER 4. MODELING GLUCOSE HOMEOSTASIS
to offer an explanation about the real mechanism of the modeled process. Instead, the
abstraction looks for facilitating the user a fast way to model the process without losing
the rigor and formalism. In addition, a modular construction of a PBSM helped to model
complex processes whether the process can be broken into smaller tractable parts and
each one of those parts can be modeled by pre-stated phenomena. Below, the steps of
the methodology to construct PBSMs are presented for each organ, with the exception of
steps 4, 8, and 9. Step 4 is the development of the model basic structure, step 8 is the
degrees of freedom analysis to solve the model as indicates in step 9. The models were
programmed and solved using MatLabr.
4.2.1 Pancreatic model
The pancreas is an essential organ in the glucose regulation due to its hormonal secretions
and endocrine functions. For this reason, a PBSM to describe the role of the pancreas in
the glucose metabolism in humans is presented, although many physiological functions of
this organ are still unknown from medical science. The model was constructed based on
phenomena taken place. However, some parameters was defined by empirical correlations
found them in the literature due to the natural mechanisms in the cells that produce and
secrete hormones is matter of study.
4.2.1.1 Process description and model objective
As mentioned in subsection 3.2.3.1, this thesis is focused on the endocrine function of
the pancreas due its key role in metabolism and energy homeostasis by releasing var-
ious pancreatic hormones. Pancreatic hormones regulate glucose homeostasis, but the
principal level of control on glycaemia by the islet of Langerhans depends largely on the
coordinated secretion of glucagon and insulin. Endocrine cells in the pancreas secrete
specific hormones in response to external excitations, such as meal intake or stress, via
humoral, neural or hormonal signaling pathways [89]. The pancreas is irrigated by the
celiac artery as shown in Figure 4.2. Islets of Langerhans receive substances from blood
to stimulate the hormonal secretions. Glucose goes through blood vessels irrigating the
pancreas and enters the interstitial liquid to get inside β−cells and glycolysis takes place.
Glycolysis in the β−cells produces ATP to stimulate insulin secretion [141] throughout
potassium and calcium channels. Insulin secretion is also modeulated by gastrointestinal
hormones, especially those released by the gut, such as gastric inhibitory peptide (GLP-
1) and cholecystokinin. These hormones are released into the bloodstream after a meal.
Glucose circulating in the bloodstream also gets inside α-cells to carry out the glucose
phosphorylation. The phosphorylated glucose produces pyruvate to be used in the Krebs
cycle and to generate ATP. Accumulation of ATP inside α-cells closes potassium channels
and opens calcium channels to secret glucagon [130]. Waste substances of reactions and
produced components in the pancreas are drained into superior mesenteric vein (see Figure
4.2) and later in the portal vein. The main objective of the model construction is to know
how blood glucose concentration changes when insulin and glucagon are secreted into the
bloodstream. Also, how glucose levels are affected by basal glucose consumption in the
pancreas. It should be noted that the details of secretions previously described are not
considered in this first approach to pancreas model, i.e., hormonal production occurring
inside the specific cells are not modeled.









Figure 4.2. Blood irrigation in the pancreas.
4.2.1.2 Modeling hypothesis and level of detail
Although hormones secretion occurs at the cellular level, this model is considered to be
macroscopic (lumped parameters). In this regard, hormone-producing biochemical path-
ways are not explicitly considered. The pancreas is modeled as two perfectly stirred tanks
disposed of as shown in Figure 4.3. The tank representing the islets of Langerhans con-
tains pancreatic cells and hormones produced ready for being secreted. This assumption is
according to the real physiology since pancreatic cells produce and store hormones ready
to be released in response to external stimuli. In this manner, modeling at the cellular
level is circumvented to avoid excessive complexity. The other tank represents the blood
feeding the pancreas, which receives the arterial blood via celiac artery. The substances of
interest, such as oxygen and glucose, are transported to the islets from the circulatory sys-
tem to be used by pancreatic cells as a requirement for their survival. Glucose and oxygen
are consumed in demand by the pancreatic cells and that consumption is proportional to
the number of cells contained in the islet. In addition, in this way, the pancreatic cells de-
tect the concentration of glucose in the blood, through glucose transport function GLUT2
in β-cells and SLC2A1 in α-cells, to produce hormones. However, precursors needed for
glucagon and insulin synthesis are not considered here. The products of cellular respira-














Figure 4.3. Proposed analogy for modeling the role of the pancreas in the glucose metabolism.
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4.2.1.3 Process system definition
According to the presented hypothesis, the pancreas is divided in two process systems (PS):
PSI is the blood irrigating the pancreas tissue, PSII represents the islets of Langerhans
containing β-cells and α-cells, and produced insulin and glucagon available to be secreted.
Arterial blood enters to the pancreas via celiac artery represented by stream 1. Stream 3
transports substances needed by α and β cells to secret glucagon and insulin, respectively.
Products of the reactions taking place in the islets return to the bloodstream by means
of flow 4, and continue in the blood circulation leaving the pancreas by venous blood
represented by stream 2. In Figure 4.4, the block diagram representing the partition of



















Figure 4.4. Block diagram of the considered process systems. Role of the pancreas in glucose
metabolism.
4.2.1.4 The basic structure of the model
The mass balances were developed for both PSs: PSI and PSII, and the set of equations
that give relevant information to the model are presented as the basic structure of the
model as follow:
ṁ2 = ṁ1 (4.1)
dwi,2
dt










ṁ4 = ṁ3 (4.4)
dwi,II
dt










ṁGn,4 = rsec,Gn (4.7)
(4.8)
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with i = glucose (G) and oxygen (O), and j = insulin (Ins) and glucagon (Gn). The
meaning of the symbols that represents variables, parameters, and constants is reported
in Table 4.1.
4.2.1.5 Variables, structural parameters, and structural constants
This step establishes the model variables, structural parameters, and constants of the
model from its basic structure. The variables and the structural parameters are reported
in Table 4.1. In this basic structure, there are no constants.
4.2.1.6 Constitutive and assessment equations for structural and functional
parameters, and definition of constants
Constitutive and assessment equations to define both structural and functional parameters
of the pancreatic model are reported in Table 4.2. If the parameter belongs to the model’s
basic structure then the parameter is classified as structural as shown in the column called
“type” in the table. Contrary, if the parameter is described by means of a constitutive
or assessment equation, then the parameter is classified as functional, according to the
corresponding specification level. Symbols Ci,2, Ci,II , CIns,2, and CIns,II are the variables
wi,2, wi,II , wIns,2, and wIns,II, respectively, but in mass units. Likewise occurs with CO,II .
Additionally, the structural parameter ṁ3 is not defined by an equation or numerical value























In response to a stepwise increase of glucose, normal, functioning islets release insulin
in a biphasic manner: a relatively quick first phase consisting of a transient spike of 5-10
min is followed by a sustained second phase that is slower and somewhat delayed. Both
phases are represented by Equations 5.44 and 5.45. Total insulin release is obtained as the
sum of first-and second-phase releases and an additional modulating function to account
for the limiting effect of oxygen availability.
4.2.1.7 Results
In this section, dynamic blood of glucose, insulin, and glucagon concentration coming out
of the pancreas through the superior mesenteric vein are reported in Figure 4.5. A compar-
ison with a set of experimental data taken from the literature [40; 243] is also presented.
A parametric adjustment was carried out with compensation factors corresponding to
degradation of the insulin and glucagon hormones. The responses of the pancreas model
for the three substances of interest follow the same trajectory of the curves of the data
set found. Red lines represent the model of the pancreas, and black lines correspond to
the data set taken from the literature. Glucose concentration (upper figure) reaches a
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Table 4.1. Variables and structural parameters of the pancreas model.
Symbol Physical meaning
Variables
ṁ2 Mass flow of blood coming out of the pancreas.
wi,2
Mass fraction of glucose and oxygen coming out of the pan-
creas by superior mesenteric vein.
wj,2
Mass fraction of insulin and glucagon coming out of the
pancreas by superior mesenteric vein.
wi,II
Mass fraction of glucose and oxygen being transferred to
the islets of Langerhans to be consumed by the pancreatic
cells.
wIns,II
Mass fraction of insulin being secreted from the islets of
Langerhans to the circulation.
ṁj,4
Mass flow of insulin and glucagon being secreted to the
circulation from islets of Langerhans.
ṁGn,4




Mass flow rate of blood entering in the pancreas (stream
1).
wi,1 Mass fraction of glucose and oxygen entering the pancreas.
wj,1
Mass fraction of insulin and glucagon entering the pan-
creas.
ṁi,3 Mass flow of component i entering the islets of Langerhans.
ṁj,4 Mass flow of component j being secreted to the circulation.
MI Mass of blood irrigating the pancreas.
ṁ3
Mass flow rate of basal glucose and oxygen required by α
and β-cells (stream 3).
rcons,i
Kinetic of consumption of component i in the islets of
Langerhans.
rsecr,j
Kinetic of secretion of component j by the islets of Langer-
hans.
MII Mass of the islets of Langerhans.
i indicates glucose (G) and oxygen (O).
j indicates pancreatic hormones insulin (Ins) and glucagon (Gn).
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Table 4.2. Constitutive and assessment equations to define structural and functional parameters
of the pancreas model.
Symbol Type Description Equation
ṁ1 Struc.
Mass flow rate at current 1, blood en-
tering in the pancreas.
ṁ1 = V̇1ρb
V̇1 Func.1 Volumetric flow in arterial blood. V̇1 = 3.833 ∗ 10
−6 m3/s
ρb Func.1 Density of the blood. ρ = 1060kg/m
3
wi,1 Struc.
Mass fraction of component i entering
the pancreas.





Concentration of component i at blood
irrigating the pancreas (stream 1).
Ci,1 = Datumi
Mi Func.1 Molecular mass of the component i. Mi = Datumi
wj,1 Struc.
Mass fraction of component j entering
the pancreas.





Concentration of component j at blood
irrigating the pancreas (stream 1).
Cj,1 = Datumj
Mj Func.1 Molecular mass of the component j. Mj = Datumj
ṁi,3 Struc.
Mass flow of component i entering the
islets of Langerhans.









Diffusion coefficient of the component i
in the islet of Langerhans.
Di−t = Datumi
L Func.1 Length of mass transfer. L = 150µm
ṁIns,4 Struc.
Mass flow of insulin being secreted from
islets of Langerhans.




Diffusion coefficient of the insulin in the
islet of Langerhans.
DIns−t = 0.05 ∗ 10
−9m2/s
MI Struc. Mass of blood irrigating the pancreas. MI = ρb ∗ Vb
Vb Func.1 Blood volume irriganting the pancreas. Vb = 1.65 ∗ 10
−4m3
MII Struc. Mass of the islets of Langerhans. MII = ρIsl ∗ VIsl
ρIsl Func.1 Density of islets of Langerhans. ρIsl = 1.109 ∗ 10
−3kg/m3
VIsl Func.1 Volume of islets of Langerhans. VIsl = 2.02 ∗ 10
−6m3
rcons,G Struc.
Kinetic of consumption of glucose in











Concentration corresponding to half-
maximal response of glucose consump-
tion.
CHf,G = 10 ∗ 10
−3mM
i indicates glucose (G) and oxygen (O).
j indicates pancreatic hormones insulin (Ins) and glucagon (Gn).
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Symbol Type Description Equation
rcons,O Struc.







(CG,II) ∗ δ(CO,II >
CCr,O)




Concentration corresponding to half-
maximal response of oxygen consumption.
CHf,O = 1 ∗ 10
−3mM
ϕO,G Func.1














Step-down function to account for necro-
sis and cut the oxygen consumption of
those tissues where the oxygen concentra-
tion falls below a critical value (CCr,O).
δ = CO,II − 1 ∗ 10
−4
CCr,O Func.1
Critical value of oxygen concentration into
the islets of Langerhans.
CCr,O = 0.1µM
ϕsc Func.2
Scaling factor to maintain the consump-
tion rate at low (3 mM) glucose.
ϕsc = 1.8
ϕbase Func.2 Basal rate of oxygen consumption. ϕbase = 0.5
ϕmetab Func.2




Metabolic component. Hill slope charac-




Insulin concentration corresponding to
half-maximal response of insulin secretion.
CHf,ins2,gluc = 7mM
rsecr,Ins Struc.
Kinetic of secretion of insulin from the
islets of Langerhans.
rsecr,Ins = (rIns,ph1 +
rIns,ph2)ϕi,o(CO,II)
rIns,ph1 Func.1
Insulin secretion rate, first-phase. Rel-
atively quick first phase consisting of a
transient spike of 5-10 min.
See Equation 5.44
rIns,ph2 Func.1
















Maximum rate of insulin secretion, first-
phase, from the islets of Langerhans.
rmax,ins1 = 21 ∗
10−5mol/m3 − s
rmax,ins2 Func.2
Maximum rate of insulin secretion,
second-phase, from the islets of Langer-
hans.
rmax,ins2 =
3 ∗ 10−5mol/m3 − s
nins1,gluc Func.2




Linear response for a range that likely cov-
ers normal physiologic conditions as well
as dynamic perifusion conditions.
CtHf,ins1,gluc =
0.03mM/s
i indicates glucose (G) and oxygen (O).
j indicates pancreatic hormones insulin (Ins) and glucagon (Gn).
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Symbol Type Description Equation
nins,O Func.2




Oxygen concentration corresponding to




Modulating function to reduce the glu-
cose gradient-dependent response for islets
that are already operating at an elevated
second phase secretion rate and to max-
imize it around CG,II values where islets








Glucose concentration where islets are
likely to be most sensitive.
Cm = 5mM
rsecr,Gn Struc.
Kinetic of secretion of glucagon from the
islets of Langerhans.





c0 Func.1 Glucagon basal secretion. c0 = 0.656ng/dL −min
c1 Func.1 Glucose action on glucagon.
c1 =
2.5441 ngGn/dL−minngIns/dL−min
c2 Func.1 Insulin action on glucagon.
c2 =
−5.2523ngIns/dL−min
e Func.1 Insulin effectiveness. e = 1
CGE Func.1 Glucose threshold value. CGE = 5mM
i indicates glucose (G) and oxygen (O).
j indicates pancreatic hormones insulin (Ins) and glucagon (Gn).
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maximum in 133 mg/dl, the insulin response (medium figure) is directly proportional to
glucose variations, while glucagon responses (lower figure) are inverse to glucose varia-
tions. The increase in glucose concentration within the islets of Langerhans due to mass
transfer from bloodstream causes a decrease of a concentration gradient in the inner of
the islets membrane, resulting in a loss of glucose concentration coming out by mesenteric
vein, after approximately 100 minutes, as can be seen in Figure 4.5. This result agrees
with the physiology.
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Figure 4.5. Concentration of glucose, insulin, and glucagon in the mesenteric vein through which
drains the blood that supplies the pancreas. Comparison of the model obtained with
a set of experimental data taken from the literature [40; 243].
4.2.2 Hepatic model
A PBSM to describe the role of the liver in glucose homeostasis is proposed. As in the
pancreas, a model analogy is used to build the mathematical model. In addition, the liver
is considered a whole system, generating a lumped parameters model. A detail of the
model development is reported in [182]. The obtained results show the liver is able to
regulate the blood glucose levels under hyperglycemia or hypoglycemia conditions.
4.2.2.1 Process description and model objective
The liver is a fundamental organ for glucose regulation in the human body since plays a
central role in controlling the rate of uptake and release of glucose. As a curious fact, this
is the only organ being irrigated by venous and arterial blood simultaneously. The portal
vein carries blood with nutrients and digested substances absorbed from the small intestine
together with the hormonal discharge from the pancreas. The portal vein provides 75%
of the blood supply to the liver, while the remaining 25% comes through the hepatic
artery, which carries blood rich in oxygen from the aorta [83]. The terminal branches of
the hepatic artery and the portal vein of the portal triad empty its blood content into
small channels called sinusoids. Those sinusoids are low-pressure vascular tunnels that
carry blood from the portal triads toward the central vein. The lobule contains millions
4.2. MODELING THE ORGANS INVOLVED IN GLUCOSE HOMEOSTASIS 47
of sinusoids that are lined in parallel to groups of highly fenestrated endothelial cells and
are surrounded circumferentially by plates of parenchymal cells-hepatocytes allowing the
exchange of nutrients and oxygen between the blood and the hepatocytes [49]. Once
the hepatocytes carry on all metabolic functions, the resulting substances return to the
bloodstream via the hepatic vein.
The liver affects substantially glucose homeostasis by means of three metabolic pro-
cesses: gluconeogenesis, glycogenesis, and glycogenolysis. During the absorptive phase,
the liver removes excess blood glucose by transforming it into glycogen via the glycogene-
sis pathway, and then by transforming glycogen into triglycerides through glycolysis and
liponeogenesis. During the postabsorptive phase, the liver initially restores the normal
blood glucose level by breaking down the glycogen stored in the liver via glycogenolysis.
When stored glycogen is exhausted the hepatocytes respond by activating an alternate
metabolic pathway-gluconeogenesis [49; 241]. Gluconeogenesis is mainly concerned with
synthesizing glucose from non-hexose precursors such as lactate, amino acids, and glyc-
erol. The hepatocytes achieve these different metabolic functions by switching through
a network with regulation by hormones, like insulin and glucagon, and other effectors
[241]. Glycolysis is a metabolic process consisting on a sequence of ten enzyme-catalyzed
reactions to produce energy for the cell. In this model this process is only considered as
glucose consumption by the liver. In addition, the liver also plays a major role in bile
secretion (necessary in lipid digestion in the intestine), and clearance of insulin and toxins
such as ammonia and drugs. However, bile production does not affect glucose regulation
in the body, therefore it is not included in the model development. Figure 4.6 shows the



















Figure 4.6. Representation of the hepatic metabolism in glucose regulation.



















Figure 4.7. Analogy used for modeling the role of the liver in glucose metabolism.
4.2.2.2 Modeling hypothesis and level of detail
The model of the liver is developed at macroscopic scale. The hepatic metabolism is
analyzed in the hepatocytes as a whole, but metabolic processes at the cellular level are
not analyzed. In this regard, the liver is considered as a tank with two immiscible phases.
The upper phase behaves like a continuous stirred-tank reactor (CSTR) where all chemical
reactions are carried out. The lower phase, on the other hand, is denser (compared to the
upper phase), has a perfect agitation, and acts as the glycogen reservoir. This lower phase
is never emptied because in the liver there is always a minimal quantity of glycogen that
is not synthesized by the liver, remaining as basal glycogen. The reactor’s total volume is
considered constant to balance the water inlet and outlet from interstice. As it is a CSTR,
the concentrations and the temperature are the same in all positions in each phase of the
reactor but no in the output, because this stream is not a bulk flow.
The two phases are separated by an interface where the glycogen interchange is carried
on: glycogen produced in the upper phase goes down to the lower phase, and glycogen
needed to be dephosphorylated to glucose goes to the upper phase. For this reason,
glycogen is not considered a substance entering to and leaving from the reactor because
its production and consumption depends on glucose concentrations. Although having
a CSTR, the two phases are not mixed due to be immiscible and the agitations is not
as strong to be a emulsification phase. Therefore, the assumption of CSTR holds for
every phase and not for the whole tank. Figure 4.7 shows the model hypothesis to model
the role of the liver in glucose homeostasis. As it can be observed, a perfectly stirred
tank is considered to represent the blood irrigating the liver. Substances of interest:
glucose, hormones, nutrients, precursors, circulating in the bloodstream enter in the tank
representing the blood surrounding the liver. These substances go to the tank representing
the liver tissue to perform the corresponding biochemical reactions. The products of all
reactions return into the blood and leave from liver by the venous bloodstream.
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Figure 4.8. Block diagram representing the partition in PS assumed for the liver.
4.2.2.3 Process system definition
In this model, two PS are considered as shown in Figure 4.8. PSI refer to the sinusoids
transporting the blood with all nutrients, hormones, glucose, and products of reactions.
This PS contains the blood surrounding the liver. PSII is the reaction zone and the
glycogen storage place in the hepatocytes. In this PSII, all biochemical reactions occur and
also glycogen is stored. Stream 1 represents both the arterial and venous blood entering the
liver. This stream transports absorbed nutrients in the small intestine, hormones released
in the pancreas, precursors, and oxygen. In spite of the liver has two inflows (hepatic
artery and portal vein), in this model only one inflow is considered due to both of them
are perfectly mixed just before entering in the sinusoids. Stream 2 is the venous blood
leaving the liver by hepatic vein. Stream 3 represents the mass transfer of all substances
of interest from sinusoids to the liver tissue. Biochemical reactions occurring in the liver
tissue generate products that returns in the bloodstream by stream 4, yielding a dynamic
equilibrium.
4.2.2.4 The basic structure of the model
After applying the conservation law in the mentioned PSs and with all assumptions stated
before, the follow model’s basic structure is gotten.
ṁ2 = ṁ1 + ṁ4 − ṁ3 (4.11)
dwn,2
dt




with n the components of interest in stream 2: glucose (G), insulin (Ins), glucagon
(Gl), lactate (L), glutamine (Glut), glycerol (Gly), alanine (A).
dwk,2
dt
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with k the inactive form of insulin and glucagon, represented by In* and Gl*, respec-
tively, and Gly the glycogen. The produced moles of every component are expressed in
the following equations in molar units.
dNIn,II
dt
= ṅIn,3 − ṅIn,4 + σIn,4r4 (4.14)
dNIn∗,II
dt
= σIn∗,4r4 − ṅIn∗,4 (4.15)
dNGl,II
dt
= σGl,3 − ṅGl,4 + σGl,5r5 (4.16)
dNGl∗,II
dt
= σGl∗,5r5 − ṅGl∗,4 (4.17)
dNGlyc,II
dt
= σGlyc,1r1 + σGlyc,2r2 (4.18)
(4.19)
Finally, the mole conservation equations by components are formulated as:
dNj,II
dt
= ṅj,3 − ṅj,4 + σj,3ir3i (4.20)
with j the non-glucidic precursor and i: reactions 1 for glycogenesis, 2 for glycogenol-
ysis, 3a for gluconeogenesis via lactate, 3b for gluconeogenesis via glutamine, 3c for glu-
coneogenesis via glycerol, and 3d for gluconeogenesis via alanine.
4.2.2.5 Variables, structural parameters, and structural constants
Variables, structural parameters, and structural constants of the hepatic model are re-
ported in Table 4.3.
4.2.2.6 Constitutive and assessment equations for structural and functional
parameters, and definition of constants
Constitutive and assessment equations to define both structural and functional parameters
of the hepatic model are reported in Table 4.4. As in the pancreas model, parameters of
the hepatic model are classified in structural and functional according to the location and
the classification.
4.2.2.7 Results
The dynamic behavior of the hepatic model was compared to real values of glucose reported
in the literature. Values of blood glucose concentration reported in [15] were adjusted by
the same two polynomial expressions used in the pancreas model, and are represented here
by red curve in the Figure 4.9. A constant basal glucose concentration of 90mg/dL was
considered as the desired value (set point) in the bloodstream. Under the postprandial
state, glucose levels in portal vein increase, then the liver begins biochemical reactions to
convert glucose into glycogen, therefore restoring the blood glucose levels to normal levels.
4.2. MODELING THE ORGANS INVOLVED IN GLUCOSE HOMEOSTASIS 51
Table 4.3. Variables, structural parameters, and structural constants of the hepatic model.
Symbol Physical meaning
Variables
ṁ2 Mass flow at stream 2.
wn,2 Mass fraction of component n at stream 2.
Nn,II Total moles of component n in the process system II.
NGly,II Total moles of glycogen in the process system II.
Structural parameters
ṁ1 Mass flow at stream 1.
ṁ3 Mass flow at stream 3.
ṁ4 Mass flow at stream 4.
ṅn,3 Molar flow of component n at stream 3.
ṅn,4 Molar flow of component n at stream 4.
rj Reaction rate of reaction j.
wn,1 Mass fraction of component n at stream 1.
wn,3 Mass fraction of component n at stream 3.
wn,4 Mass fraction of component n at stream 4.
MI Total mass of process system I.
Structural constants
Mn Molecular mass of component n.
R Universal ideal gas constant.
σG,j Stoichiometric coefficient of glucose in reaction j.
σGlyc,1
Stoichiometric coefficient of glycogen in glycogenesis re-
action (reaction 1).
σGlyc,2
Stoichiometric coefficient of glycogen in glycogenolysis re-
action (reaction 2).
σL,3a
Stoichiometric coefficient of lactate in reaction 3a (gluco-
neogenesis via lactate).
σGlut,3b
Stoichiometric coefficient of glutamine in reaction 3b
(gluconeogenesis via glutamine).
σA,3c
Stoichiometric coefficient of alanine in reaction 3c (glu-
coneogenesis via alanine).
σGly,3d
Stoichiometric coefficient of glycerol in reaction 3d (glu-
coneogenesis via glycerol).
n indicates the component of interest G, In, In*, Gl, Gl*, Glyc, L, Glut, A, Gly.
j indicates the reaction: 1 or glycogenesis, 2 or glycogenolysis, 3a or gluconeogenesis via lactate, 3b or
gluconeogenesis via glutamine, 3c or gluconeogenesis via glycerol, 3d or gluconeogenesis via alanine.
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Table 4.4. Constitutive and assessment equations of the parameters in the hepatic model.
Symbol Type Description Equation
ṁ1 Struc. Mass flow at stream 1. ṁ1 = ρbV̇b
ρb Func.1 Density of the blood. ρb = 1060kg/m
3
V̇b Func.1
Volumetric flow in arterial blood entering in
the liver.
V̇b = V̇V ein + V̇Artery
V̇V ein Func.2
Volumetric flow in portal vein entering in the
liver.
V̇V ein = 1L/min
V̇Artery Func.2
Total volumetric flow in hepatic artery enter-
ing in the liver.
V̇Artery = 0.8L/min
ṁ3 Struc. Mass flow at stream 3. ṁ3 = ṅn,3Mn
ṁ4 Struc. Mass flow at stream 3. ṁ4 = ṅ4MProm
MProm Func.1 Average molecular mass of the components. MProm = xn,4Mn
xn,4 Func.2 Mass fraction of component n at stream 4. xn,4 = Nn/NTotal
NTotal Func.3 Total moles in the liver. NTotal =
∑
Nn
ṅ4 Func.1 Molar flow at stream 4. ṅ4 = V̇4ρ4
ρ4 Func.2





ρG Func.3 Molar density of glucose. ρG = 4ρ0
ρL Func.3 Molar density of lactate. ρG = 1.5ρ0
ρGlut Func.3 Molar density of glutamine. ρGlut = 3ρ0
ρA Func.3 Molar density of alanine. ρA = 1.75ρ0
ρGly Func.3 Molar density of glycerol. ρGli = 2ρ0
ρ0 Func.3 Molar density of oxygen. ρ0 = 55.5e9
V̇4 Func.2 Volumetric flow at stream 4. V̇4 = V̇3 + V̇r1 + V̇r2













xn,3 Func.5 Molar fraction of component n at stream 3. xn,3 = ṅn,3/ṅ3













Difference between current and normal blood
glucose value.
|DiffG,3| = |CG,Normal −
CG,1|
CG,Normal Func.3 Normal blood glucose concentration.
CG,Normal =
90mg/dl
CG,1 Func.3 Current blood glucose concentration. CG,1 = Datum
ṅn,3 Struc. Molar flow of component n at stream 3.
ṅn,3 =
Cn,basalV̇TotalPCn
Cn,basal Func.1 Basal concentration of component n. Cn,basal = Datumn
PCn Func.1
Catchment percentage of non-glucidic pre-
cursor.
PCn = Datumn
n indicates the component of interest G, L, Glut, A, Gly.
j indicates the reaction: 1 or glycogenesis, 2 or glycogenolysis, 3a or gluconeogenesis via lactate, 3b or
gluconeogenesis via glutamine, 3c or gluconeogenesis via glycerol, 3d or gluconeogenesis via alanine.
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Symbol Type Description Equation
MI Struc. Total mass of process system I. MI = ρbVI
VI Func.1 Volumetric flow of process system I. VI = 0.6Vhep,total
wG,1 Struc. Mass fraction of glucose at stream 2. wG,1 = CG,1/ρb
wn,1 Struc. Mass fraction of component n at stream 1. wn,1 = Cn,basal/ρb
wn,3 Struc. Mass fraction of component n at stream 3. wn,3 = ṅn,3Mn/ṁ3
wn,4 Struc. Mass fraction of component n at stream 4.
wn,4 =
NnMn/MTotal
MTotal Func.1 Total mass of all components. MTotal =
∑
NnMn
ṁ2 Struc. Mass flow at stream 2. ṁ2 = ṁ1
ṅn,4 Struc. Molar flow of component n at stream 4. ṅn,4 = xn,4ṅ4





Rate constant due to the frequency of molec-
ular collisions in the correct orientation for
reaction j.
k0,j = Datumj
Eaj Func.1 Activation energy for j reaction. Eaj = Datumj
T Func.1 Body temperature. T = 37◦C
Vhep,total Func.1 Total volume of hepatocytes.
Vhep,total =
0.00149m3
n indicates the component of interest G, L, Glut, A, Gly.
j indicates the reaction: 1 or glycogenesis, 2 or glycogenolysis, 3a or gluconeogenesis via lactate, 3b or
gluconeogenesis via glutamine, 3c or gluconeogenesis via glycerol, 3d or gluconeogenesis via alanine.
Blood glucose concentrations in the hepatic vein, represented with blue curve in Figure
4.9, follow the same behavior of the blood entering in the liver, but always the liver trying
to regulate those levels in the bloodstream to desired set point (90mg/dL), as it does after
4.45 hours.




























Glucose concentration leaving from the liver
Glucose concentration entering into the liver
Figure 4.9. Blood glucose concentration at the hepatic vein.
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4.2.3 Renal Model
In this section, a mathematical model to describe the role of the kidneys in glucose home-
ostasis in humans is presented. Particularly, this model does not represent the kidney as a
whole, but rather a mathematical model for describing the functional unit of the kidney,
the nephron. This is because each component part of the nephron on average has a specific
function inside the renal physiology. Therefore, the results obtained will be multiplied by
the 2 millions of nephrons that form both human kidneys.
4.2.3.1 Process description and model objective
The kidneys play an important role in the glucose homeostasis. Together with the liver, the
kidneys are able to perform gluconeogenesis from non-carbohydrate carbon substrates by
means of three main mechanisms: 1) glucose utilization for doing its metabolic processes,
2) endogenous glucose production from non-carbohydrate precursors, and 3) glomerular
filtration and glucose reabsorption. The glucose circulating in the blood reaches the renal
artery and enters the kidney through the hilum. The hilum then becomes the afferent
arterioles which lead to the glomerular capillaries. The glomerular capillaries are covered
by epithelial cells, and the total of glomerulus is encased in the Bowman’s capsule [42].
There, all glucose circulating is filtered while is crossing the Bowman’s capsule towards
the proximal tubules which lie in the kidney’s cortex. The proximal tubules are the only
part of the nephrons with appropriate enzymes for gluconeogenesis [172]. Endogenous
glucose production in the kidneys is stimulated mainly by for substrates (∼ 90% of the
gluconeogenesis): lactate, glutamine, glycerol, and alanine [94; 172]. All of these precursors
are fully filtered by the glomerulus and almost completely reabsorbed in the proximal
tubules [24; 251], following the same pathway of the glucose. Some studies suggest that
insulin is normally filtered at the glomerulus and then almost completely reabsorbed or
destroyed in the proximal tubule [50]. In contrast, glucagon has little or no effect on
renal gluconeogenesis [47; 48; 177]. Depending on the concentrations of glucose, insulin,
and precursors in the blood, a certain amount of glucose is produced in the proximal
tubule. This glucose production occurs by biochemical reactions of different substrates.
Simultaneously, cells in the renal medulla consume glucose both in the postabsorptive
and the postprandial state. Glucose utilization is proportional to glucose production,
leading to a net glucose balance at equilibrium. All the end products of reactions are
separated, one part of them are reabsorbed to the blood by means of cotransporters
(SGLTs) in the proximal convoluted tubules, and what is not reabsorbed continues flowing
by the loop of Henle, until it reaches the collecting duct to be finally excreted in the
urine. The glucose reabsorbed from the proximal tubules by SGLTs is then released into
the circulation through the action of facilitative glucose transporters (GLUTs) at the
basolateral membrane of the epithelial cells lining the proximal tubules [96]. The distal
ends of the capillaries of each glomerulus coalesce to form the efferent arteriole, which
leads to a second capillary network, the peritubular capillaries, that surrounds the renal
tubules. There, the glucose reabsorption to the blood occurs. Virtually all glucose filtered
is subsequently reabsorbed in the proximal convoluted tubule thanks to sodium-dependent
glucose cotransporter (SGLT) proteins [172]. The peritubular capillaries progressively turn
into larger venules and veins, and then exits the kidneys via the renal vein, containing all
the reabsorbed substances. Figure 4.10 aims to a graphical representation of a nephron
and its role in glucose homeostasis.
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Figure 4.10. Glucose handling by the nephrons.
4.2.3.2 Modeling hypothesis and level of detail
The nephrons are specialized multi-cellular structures composed of different parts.
Each specific part carries out a specific function affecting blood glucose concentrations.
Therefore, an equivalent nephron is modeled like a representation of all nephrons
forming the renal tissue, developing a macroscopic model of the role of the kidneys in
glucose homeostasis. The glomerulus and the extension of the proximal tubule, where
re-absorption of substances occurs, are represented as two filters. The proximal tubule,
where renal gluconeogenesis occurs, is hypothesized like a continuous stirred-tank reactor
(CSTR) even if it is a long circular duct. The glucose consumption by kidneys is evaluated
like dissipated energy dQdt , assumed by simplicity, as totally consumed over proximal
tubule. Blood contained in all vessels surrounding each nephron, i.e., the renal artery,
renal vein, efferent and afferent arterioles, and peritubular capillaries, are represented as
perfectly stirred-tanks. The analogy proposed for representing an equivalent nephron to
model the role of the kidneys in the glucose homeostasis is shown in the Figure 4.11. The
question which the model will answer is how does renal physiology affect blood glucose
concentrations in the human body?
Glucose-related biochemical reactions occurring in the kidneys are considered in this
model. An important thing is that renal tissue is separated from blood both by endothe-
lium of capillaries and by the proximal tubule wall. Main variable is the glucose, but
insulin, water, and non-carbohydrate precursors are also considered because are involved
in the glucose production and consumption in the kidneys.



























Figure 4.11. Proposed analogy of a nephron and its role in glucose homeostasis.
4.2.3.3 Process system definition
In the kidneys, four PS are defined, as shown in Figure 4.12. PS I represents the glomerulus
where blood and relevant substances go through Bowan’s capsule to reach the proximal
tubule. Blood entering into the glomerulus by renal artery is represented by stream 1.
The filtered substances travel for stream 3 and enter into the proximal tubule where
gluconeogenesis takes place. This part of proximal tubule is represented by a CSTR (PS II
in Figure 4.12). In this way, blood continues in the capillaries (stream 2) until leaving from
kidneys by the renal vein (stream 7). The blood surrounding the kidneys is represented as
a reactor with perfect agitation, PS IV in the block diagram. Every biochemical reaction
occurs in the first portion of proximal tubule where glucose is produced before being
transported to the second filter by stream 4, that is the third process system, PS III,
and then be reabsorbed into the blood by stream 5. Non-reabsorbed substances reach the
collector duct to be later eliminated by the urine (stream 6). Finally, the water coming
from the interstice to the internal part of the tubules is represented by stream 8.
4.2.3.4 The basic structure of the model
After applying the conservation law in the previously stated PSs and after considering all
assumptions mentioned before, the following basic structure of the model is obtained:































Figure 4.12. Block diagram of process systems taken for modelling the kidneys
with j = glucose (G), insulin (Ins), glutamine (Glut), lactate (Lac), alanine (Ala),
glycerol (Gly), and W represents water. Total moles in PS II are calculated as:
dNII
dt





(σj,i rEGP i) (4.24)
with j indicates the same substances of Equation 4.22 and i the reactions of gluconeo-
genesis taking place in the kidneys:
• Reaction 1 - Endogenous glucose production via glutamine. Renal glutamine to
produce glucose approximates the following balanced stoichiometric equation:
Glutamine+ 2NAD+ + 2NAD+ +ATP + 5H2O →
2NH3 + 2CO2 + 2NADH
+ + 2H+ + FADH2 +ADP + Pi+ 0.5Glucose
• Reaction 2 - Endogenous glucose production via lactate. Renal lactate to produce
glucose approximates the following balanced stoichiometric equation:
L−Lactate+2ATP +GDP +3H2O → 0.5Glucose+2ADP +GDP +3Pi (4.25)
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• Reaction 3 - Endogenous glucose production via alanine. Alanine follows a metabolic
pathway similar to lactate, but alanine produces ammonia that is eliminated with
urine:
Alanine+2ATP+GTP+4H2O → 0.5Glucose+NH3+2ADP+GDP+3Pi (4.26)
• Reaction 4 - Endogenous glucose production via glycerol. Glycerol has a metabolic
pathway shorter than other precursors. The balanced stoichiometric equation is:

































ṁ7 = ṁ2 + ṁ5 (4.33)
dwj,7
dt




In the case of Equation 4.28, j = glucose (G), insulin (Ins), glutamine (Glut), lactate
(Lac), alanine (Ala), glycerol (Gly), water (W), ammonia (NH3), and carbon dioxide
(CO2). Sub-index p in Equation 4.30 is indicated for insulin and for non carbohydrate
precursors. Equation 4.31 represents the mass fraction of glucose being reabsorbed in the
bloodstream. In healthy people glucose is reabsorbed completely into the bloodstream
and is not eliminated by urine (wG,6 = 0). However, in case of having a diabetic person,
the term wG,6 is the renal glucose excretion. Sub-index k in Equation 4.32 is indicated
for ammonia, carbon dioxide, and water. It should be noted that Equation 4.34 does not
exist for water, ammonia or carbon dioxide because all of them are completely eliminated
by urine and do not return to the bloodstream.
4.2.3.5 Variables, structural parameters, and structural constants
Variables, structural parameters, and structural constants of the model describing the role
of the kidneys in glucose metabolism are reported in Table 4.5. Parameters as wp,4, wG,4,
and wk,4 are considered variables, because xj,4 is a variable to be solved by the model
and wp,4, wG,4, and wk,4 are the conversion from mass fraction to molar fraction. For this
reason, symbol wp,4, wG,4, and wk,4 do not explicitly appear in the Table 4.5. Likewise
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occurs with symbol xj,3, which is considered a variable to solved by the model through
wj,3.
4.2.3.6 Constitutive and assessment equations for structural and functional
parameters, and definition of constants
Constitutive and assessment equations for defining both structural and functional parame-
ters of the complete model are reported in Table 4.6. Symbols wj,4 and xj,3 are considered
the same variables xj,4 and wj,3, respectively. The molecular mass of the water MW is
included in the functional parameter Mj . For the reasons before mentioned, these symbols
are not explicitly reported in Table 4.6.
4.2.3.7 Results
A quantitative validation of this model was realized taking several bibliographic sources
and calculating an average of all the reported values of both production and consumption
of glucose in the kidneys. In Table 4.7 some experimental data found in the literature are
reported to validate the renal model. In the postprandial state, renal glucose production
is around 60% of the total glucose production in the human body. In the postabsorptive
state, renal gluconeogenesis is lower and contributes 20 to 25% to whole-body glucose
production. A comparison between renal gluconeogenesis of the model developed and renal
gluconeogenesis of experimental data is shown in Figure 4.13. Dotted lines are validation
data extracted from the literature. The blue cyan line represents the production of renal
glucose in the post-prandial state and the red line is the production of renal glucose in a
post-absorptive state.


















Figure 4.13. Renal gluconeogenesis in postprandial and postabsorptive state.
The results also were validated with renal glucose production regarding every non-
carbohydrate precursor. Glutamine, for example, is the most abundant amino acid in the
human body and is involved in glucose metabolism in the kidneys. Rate of glucose pro-
duction via glutamine can be seen in Figure 4.14 where red and continuous line represents
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Table 4.5. Variables, structural parameters and structural constants of the renal model.
Symbol Physical meaning
Variables
ṁ2 Mass flow of blood filtered in the glomerulus.
wj,3
Mass fraction of j component being filtered in the glomeru-
lus.
wW,3
Mass fraction of water being filtered in the glomerulus from
the interstitium.
NII
Total moles in the part of proximal tubule where glycogenol-
ysis and gluconeogenesis take place.
xj,4
Molar fraction of j component that continues through prox-
imal tubule after reactions.
ṁ5 Mass flow of substances reabsorbed into the bloodstream.
wp,5
Mass fraction of insulin and non carbohydrate precursors
reabsorbed into the bloodstream from proximal tubule (p
component).
wG,5
Mass fraction of glucose reabsorbed into the bloodstream
from proximal tubule.
wk,6
Mass fraction of k component (water, ammonia, and carbon
dioxide) that continues to the collecting duct.
ṁ7 Mass flow of blood leaving from kidneys by renal vein.
wj,7
Mass fraction of j component leaving from kidneys by renal
vein.
Structural parameters
ṁ1 Mass flow rate of blood entering in the kidneys (stream 1).
ṁ3
Mass flow rate of components of interest filtered in the
glomerulus (stream 3).
ṁ8
Mass flow rate of components entering in the glomerulus
from the interstitium (stream 8).
wj,1
Mass fraction of j component entering in the kidneys by
renal artery.
wW,8
Mass fraction of water entering in the glomerulus from the
interstitium.
ṅ3
Molar flow of substances of interest being filtered in the
glomerulus.
ṅ4 Molar flow of reaction products in the proximal tubule.
rEGPi
Reactions of endogenous glucose production via non-glucidic
precursors.
rconsj Reaction of consumption of j component.
ṁ6 Mass flow of reaction products going to the collecting duct.
wG,6 Mass fraction of glucose in the urine.
MIV Total mass of blood irrigating the kidneys.
Structural constants
σj, i
Stoichiometric coefficient of j component in the endogenous
glucose production through the reactions i.
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Table 4.6. Constitutive and assessment equations of the parameters of the renal model.
Symbol Type Description Equation
ṁ1 Struc.
Mass flow rate of blood entering in the kid-
neys (stream 1).
ṁ1 = ρbV̇b
ρb Func.1 Density of the blood. ρb = 1060 kg/m
3
V̇b Func.1
Volumetric flow of blood irrigating the kid-
neys.
V̇b = 1.2 L/min
ṁ3 Struc.
Mass flow rate of components of interest fil-






Mass flow rate of components entering the
glomerulus from the interstitium (stream 8).
ṁ8 = wW,6 ṁ6 +
ṅW MW
ṅW Func.1
Number of moles of water consumed during




Mass fraction of component j entering in the






Molar-volumetric concentration of compo-
nent j at stream 1.
Cj,1 = Datumj
Mj Func.1 Molar mass of component j. Mj = Datumj
wW,8 Struc.
Mass fraction of water entering the glomeru-
lus from the interstitium.
wW,8 = 1
ṅ3 Struc.






Molar flow of substances of interest being fil-
tered in the glomerulus.
ṅj,3 = ṅj,1
ṅj,1 Func.2
Molar flow of substances of interest entering











Volumetric flow of products or reactions tak-
ing place in proximal tubule.
V̇4 = V̇3
ρmix Func.1
Density of mix in the reactor representing the






Molar mass of mix in the reactor representing










ρj Func.2 Density of component j. ρj = Datumj
V̇j,3 Func.3
Volumetric flow of component j filtered in the
glomerulus.




Reaction velocity of endogenous glucose pro-






Rate constant due to the frequency of molec-
ular collisions of substances in the proximal
tubule in the reaction i.
k0,EGPi = Datumi
j indicates the component of interest: glucose (G), insulin (Ins), glutamine (Glut), lactate (Lac), alanine
(Ala), glycerol (Gly), ammonia (NH3), water (W), and CO2.
i indicates the reactions of gluconeogenesis taking place in the kidneys: 1 is the endogenous glucose
production via glutamine, 2 is the endogenous glucose production via lactate, 3 is the endogenous
glucose production via alanine, and 4 is the glucose production via glycerol.
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Symbol Type Description Equation
Cj,4 Func.1
Molar-volumetric concentration of compo-
nent j, after every gluconeogenesis reaction





Activation energy for gluconeogenesis reac-
tion i.
EaEGPi = Datumi
R Func.1 Universal ideal gas constant. R = 8.314 J/molK
T Func.1 Corporal temperature. T = 37 ◦C
rconsj Struc. Reaction of consumption of j component. rconsj = Datumj
ṁ6 Struc.
Mass flow of reaction products going to the
collecting duct.
ṁ6 = V̇u ρu
V̇u Func.1
Volumetric flow leaving from collecting duct
to form urine.
V̇u = 1.5L/dia
ρu Func.1 Density of urine. ρu = 1017.5g/L




Mass flow of glucose in the urine. It is zero
in healthy people.
ṁG,6 = ṁ1(wG,1 −
wG,Lim)
wG,Lim Func.2






Concentration limit of glucose absorbed by
the kidneys.
CG,Lim = 180mg/dl
MIV Struc. Total mass of blood irrigating the kidneys. MIV = ρb Vb
Vb Func.1 Blood volume irrigating the kidneys. Vb = 37m
3
j indicates the component of interest: glucose (G), insulin (Ins), glutamine (Glut), lactate (Lac), alanine
(Ala), glycerol (Gly), ammonia (NH3), water (W), and CO2.
i indicates the reactions of gluconeogenesis taking place in the kidneys: 1 is the endogenous glucose
production via glutamine, 2 is the endogenous glucose production via lactate, 3 is the endogenous
glucose production via alanine, and 4 is the glucose production via glycerol.
Table 4.7. Renal glucose production in postprandial and postabsortive state.
State Renal glucose production Percentage Reference
Postprandial 9.142 µmolG/s 60 [7; 96; 253]
Postabsortive 3.114 µmolG/s 20-25 [94; 95; 96]
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the response of the model achieving the rate of glucose production found in the literature
as 0.623µmolG/s, which is represented as black and dotted lines.
















Figure 4.14. Renal glucose production in the kidneys via glutamine.
As can be seen in the figure, there is a higher glucose production between 4000 and
8000 seconds and a lower glucose production between 12000 and 15000 seconds. This is
caused by two disturbances, the first one is a hyperglycaemia, that is, the glucose level
rises to 250mg/dl, and the second one is a hypoglycaemia state, where blood glucose levels
entering the kidneys decreases to 70mg/dl. This result agrees with the physiology, renal
glucose production is proportional to blood glucose levels.
4.2.4 Model of the stomach
In this section, a PBSM of the role of the stomach in glucose homeostasis is developed. The
steps followed are stated in the procedure to obtain the PSBM. A complete development
of the model construction has been published published in [147].
4.2.4.1 Process Description and Model Objective
The stomach is a muscular organ that receives food from the esophagus. As food reaches
the stomach, its role is to churn the meal and make a partial digestion of proteins and
lipids before these are fed into the small intestine. This partial digestion and meal churning
is performed by periodic contractions of the stomach muscles and by secreted acid and
enzymes. As a result, a homogeneous mixture reaches the small intestine. The flow of
the meal entering to the stomach is regulated by a cardiac sphincter located between
esophagus and stomach. Meanwhile, the outflow of the gastric mass into the duodenum
is controlled by the pyloric sphincter, located at the end of the pyloric canal, connecting
the stomach to the duodenum. Figure 4.15 shows a time sequence of digestion in the
stomach. Digestion in the stomach is classified into 4 stages: the first one is the entering
of the food through the cardiac sphincter. Once all food is in the stomach, the cardiac
sphincter is closed and the mechanical work begins. Food is mixed to achieve adequate
rheological properties to pass through the pyloric valve. Then, the pylorus is opened to
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Figure 4.15. Time sequence illustrating the digestion in the stomach.
allow the transit of the food toward small intestine. The mechanical work performed by
the stomach is the result of peristaltic movements of stomach muscular cells, which require
glucose consumption for carrying out such a task.
The entire digestive process starts in the mouth, where the meal is chewed and mixed
with enzymes from saliva to obtain smaller and moisturized pieces of food. Protein and fat
digestion begins in the stomach when gastric juices, mainly hydrochloric acid (HCl) and
pepsin enzyme are released. The acidity of the stomach facilitates protein unfolding, but
only around 5% of proteins find active protease in the stomach allowing their unfolding into
smaller aminoacids. Regarding the remaining proteins, digestion is finished in the small
intestine [262]. On the other hand, the digestion of dietary fat also starts in the stomach,
where lingual lipase hydrolyzes about 10 - 30 % of digested triglycerides to free fatty acids
and partial glycerides at pH 3-6 [1; 151]. The hydrolysis of fat in the stomach is essential
for normal fat absorption. The secretionary and motor responses of the stomach are
significantly affected by the characteristics of the individual, digestion time and amount,
meal composition, and the physicochemistry of the ingested meal [60; 196]. Regarding
carbohydrates, only physical modifications occur in the stomach. No matter how mixed
and broken down the food is, once in the intestine, carbohydrates (CHO) are digested
together with the remaining long-chain proteins and lipids which were not digested in the
stomach. Small compounds such as glucose, fatty acids, and amino acids are then diffused
through the intestinal wall.
Bearing the above in mind, the question to be solved by the model (model objective) is:
how does glucose consumption in the stomach change during the digestion process? Once
this question is answered, this consumption may be included into a glucose homeostasis
model of the human body.
4.2.4.2 Modeling Hypothesis and Level of Detail
The model is considered to be macroscopic, i.e., the stomach will be considered as a whole,
executing its mixing function to churn the ingested meal until it becomes a homogeneous
fluid. Food digestion is considered here as a semi-batch process, without considering the
time needed for stomach charge (ingestion), but considering a continuous gastric emptying.
This fact is supported by the difference in the needed times for both stomach charge and
digestion which are on average 15-20 min and over 3 hours, respectively. Moreover, it is
considered a standard consumption of a mixed meal in which the ingestion does not have a
considerable effect over digestion. Therefore, considering the stomach digestion as a batch
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process is not unrealistic. At the initial time of digestion, ingested food, enzymes, and
water are assumed to be into the stomach. The cardiac sphincter is closed while digestion
is taking place in the stomach, but the pylorus is partially opened to let the mix flow into
the small intestine. Therefore, the cardiac sphincter is considered as an on-off valve (two
positions), contrary to pylorus, which is considered a continuous (infinite positions) valve.
The walls of the stomach consist of an outer mucosa, inner submucosa, muscularis
externa, and serosa [262]. All these cells need glucose for survival (basal glucose consump-
tion). The specialized muscularis externa requires additional energy to mix the food. To
evaluate this mixing energy, an analogy of energy loss by friction is used when a mixture of
liquid and solid particles flowing through a circular pipe. In the same way, the movements
of gastric mass into the stomach produce energy losses due to friction between fluid and
the internal stomach surface, and between different layers of the flowing gastric mass.
With the previous statements in mind, the modelling hypothesis proposed for the
stomach model is an analogy between the movements of gastric mass into the stomach and
the movement of a mixture of liquid and solid particles flowing through a pipe and fittings
closed circuit. The length and size of each hypothetical pipeline section and the type of
fitting are obtained by dividing the stomach through a longitudinal axis in accordance to
the flow patterns reported in [84]. In Figure 4.16, a sequence showing the genesis of the
abstraction used is presented (from left to right).
The minimum energy requirement for the fluid to make a complete lap is obtained from
the mechanical energy balance taken between departure and arrival points, as shown in
Figure 4.16. The energy is provided by a driver machine like a pump, taken in this thesis
as the musculature of the stomach as a whole. Following the findings of several researchers
[85; 86; 105], the high energy jet is formed at the stomach pyloric antrum. Thus, this point
is selected to gather all the energy from stomach peristalsis and musculature contractions.
This energy is indicated as a thick arrow coming from the external musculature of the
stomach, as shown in the right hand side of Figure 4.16. As an additional assumption, the
pipe circuit is considered completely full with the meal, although in a real scenario, both
air and meal would be present and gastric emptying would be considered. To compensate
for the last assumption, the friction factor is corrected and the velocity of the mixture is
gradually slowed down. The above helps to hold the full pipe condition and to account for
gastric emptying. Additionally, the viscosity of the meal in the stomach changes with the
power applied by the stomach, affecting the energy consumption calculation. Finally, the
mechanical efficiency of the stomach is considered as 50%. This implies a stomach glucose
consumption equal to a half of the power supplied by the driving machine Ẇ , which is
thus required to maintain the gastric mass in continuous movement against the friction.
The remaining 50% of this energy is used in all metabolic process within the stomach cell.
Additional considerations for the modeling hypothesis: i) gastric emptying and gastric
dilution rate are known polynomial functions of the digestion time, ii) the tissue forming
the stomach wall does not retain or lose mass, iii) the stomach wall properties are not af-
fected by the internal wall concentration of substances, and iv) complex carbohydrates are
considered as equivalent glucose (G), since no chemical changes occur for carbohydrates.
It is clear that food rheology has a strong effect on the overall stomach operation. In this
regard, the presented polynomial functions for gastric emptying and gastric dilution are
valid for a given food composition. In addition, dilution affects the food rheology which
make the phenomena analysis even more complex. Given the poor understanding of these
interactions from the dynamic viewpoint, it is clear that more appropriate submodels for
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Figure 4.16. Figure adaptated from [84]. Stomach geometry and proposed analogy for flow of
fluids inside.
both gastric dilution and emptying are needed, considering different meal compositions.
Since the current model is a first approximation, those submodels are presented as polyno-
mial functions, a simple way to represent these characteristics for a specific food. Further
developments in this direction will be carried out in the future.
4.2.4.3 Process System Definition
Three main PSs are defined in the stomach, as shown in Figure 4.17. PSI represents the
gastric mass in the stomach formed by carbohydrates, fats, proteins, fiber, water, gastric
juices, and enzymes. The ingested food arriving to the stomach from the esophagus is the
stream 8 (thin arrow), while the stream 5 is the output of the meal to the small intestine.
PSII corresponds to the stomach wall, involving both muscular and stomach tissue. It
receives by stream 4 (from interstitial tissue and other organs) the reactant needed to
produce gastric juices and delivers by stream 3 the produced gastric juice to PSI . This
stream is the only mass interaction between PSI and PSII , since no absorption of sub-
stances from gastric mass to the stomach wall takes place. The stomach wall consumes
glucose to produce mechanical energy to maintain the gastric mass circulating into the as-
sumed pipe circuit. This energy, which compensates the frictional energy losses of gastric
mass, is represented in Figure 4.17 by a thick arrow of mechanical work flow Ẇ . Finally,
PSIII represents the blood contained in the capillaries irrigating the stomach. This blood
is considered circulating through a major circuit like a “field bus”, transporting substances
of interest to the stomach wall and receiving the waste substances from the stomach tissue
through streams 1 and 2, respectively. Stream 1 represents the reactant for the glucose
combustion reaction (oxygen and glucose), while stream 2 takes the products of this reac-
tion away (water and carbon dioxide). Streams 6 and 7 represent the arterial blood from
the celiac trunk and vein blood leaving the stomach irrigation system, respectively. PSII
acts like an energetic connection between the stomach contents (PSI) and bloodstream
(PSIII).
4.2.4.4 The Basic Structure of the Model
The equations with valuable information for the model are as follows, bearing in mind that
(4.36) leads to 12 equations, one for every component: glucose (G), natural fats (NtF),
bioavailable fats (BaF), natural proteins (NtP), bioavailable proteins (BaP), active lipase



















Figure 4.17. Block diagram of process systems considered for modeling the stomach.
(ActL), inactive lipase (InaL), active protease (ActP), inactive protease (InaP), water
(W), gastric juices (GJ), and fiber (Fib).
dNI
dt


















































wG,6 ṁ6 − wG,1 ṁ1 −wG,7 ṁ7
)
(4.42)
4.2.4.5 Variables, structural parameters, and structural constants
A summary with the model variables and both structural parameters and constants for
every PS is provided in Table 4.8.
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Table 4.8. Variables and structural parameters of the stomach model.
Symbol Physical meaning
Variables
NI Total moles in PSI .
xj,5
Molar fraction of component j at stream 5, with j = G,
NtF, BaF, NtP, BaP, ActL, InaL, ActP, InaP, W, GJ,
Fib.
Ẇ Mechanical flow of work from the stomach wall.
ṅ1 Molar flow at stream 1.
ṅ2 Molar flow at stream 2.
rgc Reaction velocity of the glucose consumption reaction.
MIII
Total mass of blood contained in the system irrigating
the stomach.
wG,7 Mass fraction of glucose into stream 7.
Structural parameters
ṅ3 Molar flow rate of gastric juices.
ṅ5 Molar flow rate due to gastric emptying.
rFat Reaction velocity of fat reaction.
rPro Reaction velocity of protein reaction.
dNI
dt (t) Total mass change in molar units.
ṁpc Flow of gastric mass through the pipe circuit.
hfd→a Friction losses in the pipe circuit.
xG,1 Glucose molar fraction at current 1.
ṁ1 Mass flow rate at current 1.
wG,6 Mass fraction of glucose at current 1.
ṁ6 Mass flow rate at current 6.
ṁ2 Mass flow rates at currents 1 and 2.
ṁ7 Mass flow rates at currents 6 and 7.
xj Molar fraction for component j.
Structural constants
σG,gc
Stoichiometric coefficient of glucose in glucose combus-
tion reaction.
σO2,gc
Stoichiometric coefficient of oxygen in glucose combustion
reaction.
σCO2,gc
Stoichiometric coefficient of carbon dioxide in glucose
combustion reaction.
σH2O,gc
Stoichiometric coefficient of water in glucose combustion
reaction.
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Figure 4.18. Blood glucose concentration CG at the stomach venous drainage.
4.2.4.6 Constitutive and assessment equations for structural and functional
parameters, and definition of constants.
A summary of all constitutive and assessment equations for the structural parameters
of the stomach model is given in Table 4.9, where the classification of all parameters of
the model is introduced in the column called “type”. Parameters k0,Fat, k0,P ro, Ea,Fat,
Ea,P ro are identified from data reported in the literature, considering that stomach digests
approximately 5% and 20% of proteins and fats, respectively. Although food rheology has
a high impact on the fluid flow behavior in the stomach, in this study the flow within the
pipe sections is assumed to be laminar due to the characteristics of the considered food.
4.2.4.7 Results
Changes in blood glucose concentration during digestion in the stomach are shown in
Figure 4.18. A basal glucose concentration of 90mg/dL in the arterial blood entering to
stomach blood irrigation system is assumed as a constant value during all the digestion
process. Since the stomach consumes glucose to carry out the digestion, that concen-
tration of glucose in venous blood leaving the stomach irrigation system decreases to
80.31mg/dL as minimum value. This result shows a drop in blood glucose concentration
of almost 10mg/dL while digestion is taking place in the stomach, assuming constant
glucose concentration in the arterial blood.
4.2.5 Model of small intestine
In this section, a mathematical model to describe how nutrients are digested and absorbed
in the small intestine is developed.
70 CHAPTER 4. MODELING GLUCOSE HOMEOSTASIS
Table 4.9. Constitutive and assessment equations for structural and functional parameters of the stom-
ach model.
Symbol Type Description Equation








MGJ Func.1 Molecular mass of gastric juices. MGJ = 36.46 g/mol
ρGJ Func.1 Density of gastric juices. ρGJ = 1.19 g/cm
3
Dil Func.1 Dilution factor.
Dil = −6.0070249×10−8 tm
3+7.0181077×
10−6 tm
2 − 0.002301354 tm + 0.9912266
tm Func.2 Elapsed time after digestion start. tm = min
Vgm,t0 Func.1 Volume of gastric mass at t0. Vgm,t0 =
Mgm,t0
ρgm,t0
Mgm,t0 Func.2 Gastric mass at t0 (Ingested meal). Mgm,t0 = 97
ρgm,t0 Func.2 Density of gastric mass at t0. ρgm,t0 = Datum

















Mj Func.2 Molecular mass of compound j. Mj = Datumj
ρgm Func.1 Density of gastric mass.
ρgm = V FFGJρgm,t0 + (1 −
V FFGJ)ρGJ
V FFGJ Func.2
Volumetric fraction of ingested food




Vgm Func.3 Volume of gastric mass. Vgm =
Vgm,t0
Dil
Emp Func.1 Emptying factor.





Molar fraction of compound j at stream
3.
xGJ,3 = 1




Rate constant due to the frequency of
molecular collisions in the correct orien-
tation for fats.
k0,Fat = 6.15 × 10
−2
Cj Func.1





Ea,Fat Func.1 Activation energy for fat reaction. Ea,Fat = 1.35 × 10
7
R Func.1 Universal ideal gas constant. R = 8.314 J/molK̇
T Func.1 Corporal temperature. T = 37 ◦C




Rate constant due to the frequency of
molecular collisions in the correct orien-
tation for proteins.
k0,P ro = 0.95 × 10
−2
Ea,P ro Func.1 Activation energy for protein reaction. Ea,P ro = 1.3× 10
7
dNI





∆t Func.1 Sample time to approximate dNI/dt. ∆t = 5 s
η Struc. Stomach efficiency as a driver machine. η = 1
Indexes: j = G, NtF, BaF, NtP, BaP, ActL, InaL, ActP, InaP, W, GJ, Fib.
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Symbol Type Description Equation
ṁpc Struc.
Flow of gastric mass through the pipe
circuit.
ṁpc = ρgm vgm,distal As
vgm,distal Func.1
velocity of gastric mass measured at
the pyloric antrum (distal extreme).
vgm,distal = 10.5 cm/s
As Func.1





Ds Func.2 Internal diameter of section s. Ds = Datum
hfd→a Struc.
























































fdarcy Func.2 Darcy factor. fdarcy = 64/Res
Res Func.3 Reynolds number. Res =
ρgmvsDs
µgm






MDF Func.5 Modified dilution factor. MDF = Dil2.97
Lstraight Func.2 Length of the straight section. s Lstraight = Datum
SD Func.2




Higher diameter in contrac-
tion/expansion.
HD = Datum
ID Func.2 Diameter in fittings. ID = Datum
vs Func.1







xG,1 Struc. Glucose concentration at current 1. xG,1 =
1kmol C6H12O6




Specific molar heat of reaction of glu-
cose combustion.
∆H̄rgc = 2.813 kJ/kmol




wG,1 Func.1 Mass fraction of glucose at stream 1. wG,1 = 0.484
MG Func.1 Molecular mass of glucose. MG = 180 kg/kmol





pgm Func.1 Plasma glucose measurement. pgm = 90 mg/dl
ρblood Func.1 Blood density. ρblood = 1060 kg/m
3
ṁ6 Struc. Mass flow rate at current 6. ṁ6 = C2
ṁ2 Struc. Mass flow rates at currents 1 and 2. ṁ2 = ṁ1
ṁ7 Struc. Mass flow rates at currents 6 and 7. ṁ7 = ṁ6
xj Struc. Molar fraction of component j. xj = 1−
∑
i 6=j xi
Indexes: j = G, NtF, BaF, NtP, BaP, ActL, InaL, ActP, InaP, W, GJ, Fib.
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4.2.5.1 Verbal description and process flow diagram
Most digestion and absorption of nutrients occurs in the small intestine. The intestinal
epithelium is a critical interface between the organism and its environment. While diges-
tion continues in the small intestine, it also becomes a major site for nutrients absorption.
The small intestine absorbs water, salts, micronutrients such as vitamins and minerals,
and macronutrients such as carbohydrates, fats, and proteins. Macronutrients generally
cannot be absorbed in their natural forms through the gastrointestinal mucosa. For this
reason, they must be digested to simpler components in the gastrointestinal tract be-
fore absorption and assimilation can occur [127]. Digestion in the small intestine, unlike
the stomach, is more chemical than mechanical. The chemistry of digestion is based on
hydrolysis of the three macronutrients, in which several types of digestive enzymes are in-
volved in order to promote the hydrolysis reactions for each type of food [42]. Trypsin and
chymotrypsin facilitate digestion of proteins, lipases facilitate fat digestion, and amylase
facilitates polysaccharides digestion. Physical processing and mixing of food in stomach
lead to the formation of a semi-solid paste which is gradually released, when sufficiently
fluid, into the small intestine through pylorus to continue its digestion. During the initial
phase of food intake, the gallbladder contractions are stimulated. Once the food reaches
the duodenum, cholecystokinin is released by cells in the small bowel mucosa causing a
strong contraction of the gallbladder and allowing the flow of bile into the duodenum.
Cholecystokinin also inhibits gastric emptying, causes a sensation of satiety, and stimu-
lates the secretion of pancreatic juices. Cells of the exocrine pancreas function produce an
alkaline fluid rich of bicarbonate and digestive enzymes known like pancreatic juice. This
alkaline fluid neutralizes the gastric acid that enters the duodenum. Most enzymes are se-
creted as inactive proenzymes and are later converted into active enzymes [35]. Digestion
of the liquefied food begins in the duodenum and continues during the journey through
the jejunum, which is also the major site of nutrient absorption. Epithelial cells of the
villi (enterocytes) absorb the end products of digestion and express membrane-bound en-
zymes in their microvilli (brush-border enzymes) that contribute to the final digestive
process. Moreover, final absorption of nutrients and solutes from the gut lumen is not
a simple diffusive process. More than 350 solute-specific channels and transporters have
been identified, subdivided into 46 families of solute carriers [127].
Carbohydrates digestion is initiated in the mouth by salivary amylase secreted from
the parotid and submandibular glands, which begins to break down starches and glycogens
into simpler disaccharides and trisaccharides. Due to the salivary amylase is inactivate
in the acidic pH of the stomach, the not digested polysaccharides in the mouth are hy-
drolyzed by pancreatic α−amylase upon entry into the duodenum, yielding disaccharides
and trisaccharides [127]. The final oligosaccharide products of intraluminal starch diges-
tion and the disaccharides lactose and sucrose are hydrolyzed by specific enzymes that are
integral to the brush border membrane and have their active hydrolytic sites available at
the intestinal surface, where these saccaridases perform a crucial role in the final digestion
of dietary carbohydrates [101]. Once polysaccharides are digested to glucose molecules,
they are absorbed to the bloodstream via the enterocytes. The classical pathway of glu-
cose absorption is across the intestinal brush-border membrane, which was predominantly
mediated by SGLT1, a membrane protein that couples two molecules of Na+ together
with one molecule of glucose [51]. The passive move out of the basolateral surface of ente-
rocytes contains a facilitated-diffusion glucose transporter GLUT2, which allows glucose
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Figure 4.19. Representation of the nutrients digestion and absorption in the small intestine.
to move from the intestinal epithelial cells into the extracellular medium near the blood
capillaries [217].
Proteins and fats digestion occur partially in the stomach. Stomach empties the chyme
containing the broken down proteins and fats pieces into the small intestine. Trypsin, chy-
motrypsin, elastase, and carboxypeptidases represent the fundamental activated enzymes
in proteolysis. The cells that line the small intestine release additional enzymes that fi-
nally break apart the smaller protein fragments into individual amino acids. The muscle
contractions of the small intestine mix and propel the digested proteins to the absorption
sites. In the lower parts of the small intestine, the amino acids are transported from the
intestinal lumen through the intestinal cells to the blood. This movement of individual
amino acids requires special transport proteins and adenosine triphosphate (ATP). Once
the amino acids are in the bloodstream, they are transported to the liver.
Under normal circumstances, a substantial amount of dietary carbohydrates escapes
absorption in the small intestine, finishing in the colon where they suffer bacterial fermen-
tation [255]. The colon can absorb glucose, but this capability is probably rarely exploited
because fermentation proceeds rapidly. An outcome of fermentation is the production of
volatile fatty acids (acetate, propionate, and butyrate), which are important metabolic
products for colonic metabolism, but these fatty acids are also absorbed and may be used
for combustion and hepatic gluconeogenesis (particularly propionate) [207].
4.2.5.2 Modeling hypothesis and level of detail
The scope of this model is to asses how glucose metabolism is affected by the intestinal
absorption of nutrients. Small intestine is modeled as a plug flow reactor (PFR) to de-
scribe chemical reactions of the nutrients in continuous time. This hypothesis is used due
to the small intestine is a flowing system of cylindrical geometry, where digestion and
absorption of nutrients take place. Small intestine is mediated by the digestion products
of carbohydrates, fats, and proteins and is regulated by both the length and the region
of small intestinal exposure to nutrients [154]. The model is developed at macroscopic
scale, being the glucose concentration and absorption the variables of interest. The aim
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of the model is to know how is glucose appearing in the portal vein and what is the role
of the small intestine in glucose metabolism. Figure 4.20 shows a tubular reactor repre-
senting the digestion and absorption processes in the small intestine. Figure 4.21 shows
the representation of each slice i of the model. The small intestine is modeled as a dis-
tributed parameters model to account for the progressive nutrients appearance into the
bloodstream and due to the differences in absorption capacity of duodenum, jejunum, and
ileum. Gastric mass going through the small intestine is modeled as flowing through the
reactor as a series of infinitely thin coherent plugs, each with a uniform composition. The
plugs are assumed to travel into the axial direction of the reactor leading to a composition
gradient as it travels. For simulation purposes, each part of the small intestine is divided
into a number of equidistant slices depending on the length of the part: 20, 72, and 144
slices for the duodenum, jejunum, and ileum, respectively. The key assumption here is
that as a plug flows through a PFR, the gastric mass is perfectly mixed in both every
slice and radial direction but not in the axial direction (either forwards or backwards).
Each plug of differential volume is considered as a separate entity, an infinitesimally small
continuous stirred tank reactor, tending to zero volume. As it flows down the tubular
PFR, the residence time of the plug is a function of its position in the reactor.
The tubular reactor in Figure 4.20 is a jacketed reactor to represent both the exchanges
with blood irrigating the small intestine and the exchanges of water with interstitial tissue.
Stomach flow with nutrients and pancreatic and bile fluids are mixed just when entering




















Figure 4.20. Hypothesis assumed to model the small intestine.

















Figure 4.21. Modeling hypothesis assumed for each section i of the small intestine. Upper scheme
shows one slice or complete section i, and lower scheme reports every part forming
section i
4.2.5.3 Process System Definition
The small intestine is divided into three process systems. PSI represents the blood irrigat-
ing the small intestine, PSII are the enterocytes, which are the intestinal absorptive cells
and nutrients absorption takes place, and PSIII is the intestinal lumen where digestion
of nutrients occurs. The pancreatic duct merges with the common bile duct just before
the beginning of the duodenum. In that sense, both ducts are joined in the same inflow,
represented by stream 15 in Figure 4.22. Stomach gastric flow is the stream 14. Both flows
(14 and 15) are mixed to enter intestinal lumen (stream 16). Water exchanges with the
interstitial tissue are represented by stream 17. Nutrients uptake from intestinal lumen by
the enterocytes is represented here by stream 9, which reaches the portal vein by stream
10, and continues to the circulation through stream 12. Arterial blood surrounding the
small intestine is represented by stream 13. Finally, the remaining mass gastric that passes
to large intestine is represented by stream 18.
























Figure 4.22. Block diagram of the small intestine partition in process systems.
4.2.5.4 The Basic Structure of the Model
The set of equations that forms the structure of the small intestine model are:
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ṅ12 = ṅ10 + ṅ13 − ṅ11 (4.43)
dxG,12
dt




ṅ10 = ṅ11 + ṅ9 (4.45)
dxG,10
dt




ṅ18,i = ṅ16,i − ṅ9,i − ṅ17,i (4.47)
dxn,18,i
dt












































= ṅ16 + ṅ13 − ṅ12 − ṅ17 − ṅ18 (4.58)
(4.59)
with n = Glucose, Amino acids, Fatty acids, CC, Proteins, Lipids. Equation 4.52 is
for each pancreatic enzyme released by pancreas (summarize them here).
4.2.5.5 Variables, structural parameters, and structural constants of the
model
Table 4.10 reports the variables and structural parameters of the small intestine model.
In this model there are no constants.
4.2.5.6 Constitutive and assessment equations for structural and functional
parameters, and definition of constants
Constitutive and assessment equations to define both structural and functional parameters
of the small intestine model are reported in Table 4.11. As in previous models, column
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Table 4.10. Variables and structural parameters of the small intestine model.
Symbol Physical meaning
Variables
ṅ12 Blood molar flow draining to the portal vein.
xG,12
Glucose molar fraction in the oulet flow from the circulatory
system.
ṅ10
Molar flow of the absorbed nutrients that come from the
intestinal lumen and go to the circulation system.
xG,10 Glucose molar fraction in the enterocytes.
n18,i Total moles leaving each slice i towards the next one.
xn,18,i
Molar fraction of component n in the flow 18 that pass to
the next portion of the lumen.
MEzTot,18,i
Mass of total enzyme in the flow 18 that passes to the next
portion of the lumen.
wEzTot,18,i
Mass fraction of total enzyme in the flow 18 that passes to
the next portion of the lumen.
MEzAct,18,i
Mass of active enzyme in the flow 18 that pass to the next
portion of the lumen.
wEzAct,18,i
Mass fraction of total active enzyme in the flow 18 that
passes to the next portion of the lumen.
ActEz, 18, i
Enzyme activity of each pancreatic enzyme in the flow 18
that passes to the next portion of the lumen.
ṅ16
Molar flow of substances that enter to the intestinal lumen
(nutrients, pancreatic juice and bilis).
NV Total moles in process system V.
Structural parameters
ṅ13 The blood flow irrigating the small intestine.
ṅ11 Molar flow that passes to the blood from the enterocytes.
xG,13 Glucose molar fraction in the flow ṅ13.
xG,11 Glucose molar fraction in the flow ṅ11.
NI Total moles in process system I.
ṅ9
Total molar flow of the absorbed nutrients from the intesti-
nal lumen.
xG,9 Glucose molar fraction in the flow ṅ9.
rG,II Velocity of glucose degradation in the enterocytes.
NII Total moles in process system II.
ṅ16,i Molar flow of nutrients entering to slice i.
ṅ9,i xn,9,i
Molar flux of absorbed nutrients in slice i that passes to the
enterocytes.
ṅ17,i
Molar flow of absorbed water, which passes to the intestinal
interstitium.
xn,16,i
Molar fraction of the component n entering to the slice i in
the stream 16, i.
rn,i
Velocity of degradation or generation of the component n in
the slice i.
NIII,i Total moles in the slice i of the process system III.




Mass fraction of total enzyme entering to the slice i in stream
16, i.
ṁ16,i Mass flow entering to the slice i in stream 16, i.
ṁ18,i Mass flow leaving the slice i in stream 18, i.
MIII,i Total mass in the slice i of the process system III.
wEzAct,16,i
Mass fraction of total active enzyme entering to the slice i
in stream 16, i.
rEzAct,n,i
Velocity of enzyme deactivation of the pancreatic enzyme n
in the slice i.
ṅ14 Molar flow of pancreatic juice and bilis.
ṅ15 Molar flow of chyme that comes from the stomach.
ṅ17
Molar flow of absorbed water, which passes to the intestinal
interstitium.
ṅ18 Molar flow of nutrients leaving the intestinal lumen.
Structural constants
ǫ
Ratio of enzyme mass necessary to obtain one enzymatic
activity unit.
“type” reports the classification of all parameters of the model as structural and functional,
according to the definitions presented in Chapter 2.
4.2.5.7 Results
Figure 4.23 shows the filling of glucose in each slice. Initially, the intestine is considered
full of water, but as glucose enters the intestinal lumen, the water is emptied to lead to
glucose. In addition, the figure shows the glucose absorption and its residence time in
the small intestine. The faster kinetics occur in the duodenum for glucose, in which a
25 % of glucose is absorbed. However, the major glucose absorption takes place in the
jejunum with a 50%, being the kinetics slower than in the duodenum. Finally, a 10%
of glucose is absorbed in the ileum, in which the reactions are carried out slower. The
remaining glucose in the lumen, i.e., the glucose that is not absorbed in the small intestine,
passes to colon to be fermented. Table 4.13 reports some data taken from the literature
about the percentages of absorption of the macronutrients in every section of the small
intestine. These experimental data were used to validate the model. This model also allows
calculating the molar flow of glucose in the portal vein, i.e., the rate of glucose appearance
in the bloodstream is 2.6482e−08 kmol/s. The water emptying occurs because the model
assumes the small intestine filled with water at the beginning of digestion. Table 4.12
shows the most important characteristics for each section of the small intestine, as well as
its absorption, digestion and the percentages of enzymatic deactivation. Data available in
the literature was used to adjust the parameters of the model.
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Table 4.11. Constitutive and assessment equations to define structural and functional parameters of
the small intestine model.
Symbol Type Description Equation
ṅ9 Struc.




Molar flow of nutrients that passes from
the blood to the enterocytes.
ṅ11 = Datum
ṅ13 Struc.




Molar flow of chyme that comes from the
stomach.
ṅ14 = 2.41× 10
−8kmol/s
ṅ15 Struc. Molar flow of pancreatic juice and bilis. ṅ15 = Datum
ṅ17 Struc.
Molar flow of absorbed water, which
passes to the intestinal interstitium.
ṅ17 = 9.292 × 10
−6molw/s
ṅ18 Struc.
Molar flow of nutrients that passes to the
colon.
ṅ18 = 1.597 × 10
−6mol/s
xG,11 Struc. Glucose molar fraction in the flow ṅ11.
xG,11 = 6.966 ×
10−5molG/s
xG,13 Struc. Glucose molar fraction in the flow ṅ13. xG,13 = Datum
NI Struc. Moles total in PSI. NI = 1.28 × 10
−4mol
NII Struc. Moles total in PSII. NII = Datum
xG,9 Struc. Glucose molar fraction in the flow ṅ9. xG,9 = Datum
rG,II Struc.
Velocity of glucose degradation in the en-
terocytes.
rG,II = Datum
ṅ16,i Struc. Molar flow of nutrients entering to slice i.
Data inherited from the
solution of the differential
equation for ṅ18,i
ṅ17,i Struc.
Molar flow of absorbed water, which
passes to the intestinal interstitium.
ṅ17,i = Datum
xn,16,i Struc.
Molar fraction of the component n enter-
ing to the slice i in the stream 16, i.
Data inherited from the
solution of the differential
equation for xn,18,i with
n=Glucose, amino acids,




Molar flux of absorbed nutrients in slice i
that passes to the enterocytes.
xn,9,i n9,i = ATM,i ∗
NTM,n,i with n=Glucose,
amino acids, fatty acids
ATM,i Func.1 Mass transfer area. ATM,i = 0.023m
2
NTM,n,i Func.1 Mass transfer flux.
NTM,n,i = KTM,n ∗
(Cn,18,i − CAstn)
KTM,n Func.2 Mass transfer coefficient. KTM,n = Datumn
Cn,18,i Func.2 Concentration of component n. Cn,18,i =
xn,18,i∗ρmix,i
MWmix,i










Equilibrium concentration of component
n.
CAstn = Datumn
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Symbol Type Description Equation
rCC,i Struc.
Velocity of complex carbohydrates degra-
dation in the slice i.
rCC,i = K0CC ∗ActPA,i∗
V slicei ∗ CCC,i
K0CC Func.1 Arhenious constant. K0CC = Datumduo,ye,il
V slicei Func.1 Slice volume. V slicei = Datumi
CCC,i Func.1






Velocity of glucose generation in the in-
testinal lumen.
rG,i = θG ∗ rCC,i
θG Func.1 Coefficient for glucose degradation. θG =
MG
MCC
MG Func.2 Glucose molecular weight. MG = 180kg/mol
MCC Func.2 Carbohydrates molecular weight.
MCC = 180 ×
103kg/kmol
rL,i Struc.
Velocity of lipids degradation in the in-
testinal lumen.
rL,i = K0L ∗ ActPL,i ∗
V slice, i ∗ CL,i
K0L Func.1 Arhenious constant. K0L = Datumduo,ye,il




Velocity of fatty acids generation in the
intestinal lumen.
rFA,i = θFA ∗ rL,i
θFA Func.1 Coefficient for fatty acids. θFA
MFA
ML
MFA Func.2 Fatty acids molecular weight. MFA = 47.07kg/kmol
ML Func.2 Lipids molecular weight. ML = 282.47kg/mol
rP,i Struc.
Velocity of proteins degradation in the in-
testinal lumen.
rP,i = K0P ∗ ActPP,i ∗
V slice, i ∗ CP,i
K0P Func.1 Arhenious constant. K0P = Datumduo,ye,il




Velocity of amino acids generation in the
intestinal lumen.
raa,i = θaa ∗ rP,i
θaa Func.1 Coefficient for amino acids. θaa
Maa
MP
Maa Func.2 Amino acids molecular weight. Maa = 137kg/kmol
MP Func.2 Proteins molecular weight. MP = 20961kg/kmol




This volume is only for flows calculations.
∗ Vflow,i = V slice ∗ β
β Func.2
This correction factor considers the
changes of volume that suffer the intesti-




Mass fraction of total enzyme entering to
the slice i in stream 16, i.
Data inherited from the
solution of the equation
for wEzTot,18,i
wEzAct,16,i Struc.
Mass fraction of total active enzyme en-
tering to the slice i in stream 16, i.
Data inherited from the
solution of the equation
for wEzAct,18,i
ṁ16,i Struc.
Mass flow entering to the slice i in stream
16, i.
ṁ16,i = ṅ16,i ∗Mmix,i
ṁ18,i Struc. Mass flow leaving the slice i in stream 18, i. ṁ18,i = ṅ18,i ∗Mmix,i
MIII,i Struc.
Total mass in the slice i of the process sys-
tem III.
MIII,i = NIII,i ∗Mmix,i
82 CHAPTER 4. MODELING GLUCOSE HOMEOSTASIS
Symbol Type Description Equation
rEzAct,PA,i Struc.
Velocity of enzyme deactivation of the
active pancreatic amylase enzyme in the
slice i.
rEzAct,PA,i =
−ActPA,i ∗ K2 −
ActPP,i ∗ K2deg,i ∗ 0.06
with 0.06 a units
conversion factor
K2 Func.1




Degradation factor by proteases, has dif-
ferent value in each intestine section.
K2deg,i = Datum
rEzAct,PL,i Struc.
Velocity of enzyme deactivation of the ac-




0.06 with 0.06 a units
conversion factor
K6 Func.1




Degradation factor by proteases, has dif-
ferent value in each intestine section.
K6deg,i = Datum
rEzAct,PP,i Struc.
Velocity of enzyme deactivation of the ac-
tive pancreatic protease enzyme in the
slice i.
rEzAct,PP,i = −ActPP,i∗
K4 ∗ 0.06 with 0.06 a
units conversion factor
K4 Func.1
Degradation factor by proteases, has dif-
ferent value in each intestine section.
K4 = Datum
∗ This volume considers a reduction of the total volume of the small intestine in each section (duo-
denum,jejunum and ileum) due to the muscular movements; therefore, this has a direct effect on the
residence time as well as on the flow of the food.
Table 4.12. Reported data used to perform the parameters adjustment of the model
Data Duodenum Jejunum Ileum Bibliography
Lenght [m] 0.25 0.90 1.80 [115]
Residence time of chyme [s] 1220 4393 8786 —
Number of slices 320 72 144 —
Glucose absorption [%] 25 50 10 [129; 142]
Fatty acids absorption [%] 30 55 15 [129; 142]
Amino acids absorption [%] 30 50 10 [129; 142]
Water absorption [%] 14 30 39 [129; 142]
Carbohydrates digestion [%] 53 35 0 [118; 127]
Lipids digestion [%] 47 31 0 [118; 127]
Proteins digestion [%] 56 37 0 [118; 127]
Pancreatic amylase deactivation [%] 15 10 0 [145]
Pancreatic lipase deactivation [%] 92 6 0 [145]
Pancreatic protease deactivation [%] 35 45 0 [145]
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Table 4.13. Percentages of nutrients absorption in every section of the small
intestine.
Nutrient Duodenum Jejunum Ileum Total References
Glucose 25 50 10 85
[127; 142]
Fats 30 55 15 95-100
Proteins 30 50 10 66-95
Water 14 30 39 83-84


























10-7 Mass flow of glucose kg/s
Figure 4.23. Glucose concentration in the lumen of the small intestine during digestion and
absorption process. Lines with ∗ represent the process in the duodenum, lines with
circle are the jejunum, and simple lines are the ileum. Discontinue lines represent
the theoretical values that the absorption in each section of the small intestine
should reach according to the data reported in the literature.
4.3 Results of model integration
A complete model of glucose homeostasis in the human body is developed as phenomeno-
logical as possible. The whole model is composed of five sub-models representing the role
of the organs involved in glucose metabolism. The sub-models are linked sequentially
following the natural connection of the human body via the circulatory system. As it
was mentioned, the inspiration or analogy is the plantwide view to get all the pieces to-
gether. In Figure 4.25, the analogy of a plantwide view is applied on the human body.
The organs involved in glucose homeostasis, modeled in this thesis, are presented in the
figure. The natural sequence of the circulatory system is followed resulting in two internal
loops. Also, an approximation of the blood flows in every organ is included, according
to data reported in the literature. Mix point 1 represents the link between hepatic vein
and venous drainage of the brain. The junction between the portal vein and the hepatic
artery is represented with the mix point 2. Mix point 3 is the portal vein where blood
from the abdominal organs drains to reach the liver. Mix points 4 and 5 represent the
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Figure 4.24. A representation of the glucose regulation in each organ of the human body. Model
coupled.
venous drainage of the kidneys and muscle and adipose tissues, respectively. Finally, the
junction between superior and inferior cava veins to enter in the heart is mix point 6.
The brain, muscular tissue, large intestine, and others, are included as algebraic equations
representing their respective glucose consumption. A detailed mathematical model is not
necessary for these parts due to their constant glucose consumption. The models of the
stomach, small intestine, liver, kidneys, and pancreas are as reported before.
In Figure 4.24 can be observed a preliminary result of the model coupled where the
blood glucose regulation is shown. A little glucose consumption occur in every modeled
organ according to the physiology. Glucose concentration leaving from liver is a constant as
can be seen in Figure 4.24, pink line (CGL). The liver plays an important role in glucose
regulation through hormones released by the pancreas. This organ is responsible for
maintaining blood glucose levels regulated through biochemical processes. In a similar way
the kidneys act as can be noted in the figure, yellow line (CGK ), where endogenous glucose
production also takes place. Black line (CGH ) representing the glucose concentration in
the bloodstream shows a regulation of the glucose levels, keeping this concentration around
90mg/dL. The results of a coupled model demonstrated that it is possible to obtain a
phenomenological-based semiphysical model with parameters interpretability.




























































Figure 4.25. Human body analogy using the plantwide view approach.
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5
A proposal for defining parameters
interpretability
A major goal of the modelers is to know the mechanisms that are happening within the
system under study, regardless of whether the model is empirically or phenomenologically
based. Knowing the internal mechanisms implies the understanding of the phenomena.
However, this understanding of the phenomena is just the interpretation of the process by
the modeler. Through the interpretation of the phenomena, for example, empirical models
seek to imitate the human behavior when those models support human tasking. While
process modeling of phenomenological-based models looks for providing knowledge of the
phenomena of the process. In this way, concepts about interpretability and identifiability
are discussed together due to it was found that both have common interesting things
complement each other. The core of this thesis is presented in this chapter. The main
contribution is to propose a definition of parametric interpretability on phenomenological
based semi-physical models, to cover the lack of conceptual formalism existing in the
literature, and to develop a methodology to endow interpretability to the parameters of
a PBSM. Hence, a theoretical formalism of interpretability in mathematical modeling is
proposed. A link between interpretability and identifiability is also presented aiming at
the improvement of the parameter identification.
5.1 Could be identifiability an inspiration for parameters
interpretability?
Identifiability is an existing concept in the literature, useful here to propose interpretabil-
ity concept leveraged in this work to obtain an accurate definition of interpretability.
While identifiability allows to know whether the existing model structure and available
data are well suited for a unique (numerical) assignment of parameters, interpretability
will play a central role in getting insight into the internal structure of a system from
the physical meaning of the parameters. Here, a short report of identifiability is intro-
duced as a theoretical-based for proposing later a conceptual framework for parameters
interpretability.
5.1.1 A brief recall on parameter identifiability
Identifiability is a structural property of the model that refers to the ability to find a
unique best set of values of the model parameters from available measurements [53; 206].
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Under the assumption that the model perfectly represents the system, model identifiability
is tested in the hypothetical scenario set by continuous noise-free data and experimental
conditions providing sufficient excitation of the process inputs reaching a full information
data set. The theoretical ability to recover the best model parameters uniquely is called
structural identifiability of parameters [23]. Structural identifiability does not depend on
experimental data. Identifiability is a necessary condition for the parameter identification
problem to be mathematically well posed. Identifiability testing is of great relevance for
models where the parameters are biologically meaningful (as is the case for PBSMs applied
to human body organs) due to it may be desirable to identify them uniquely [186].
Structural identifiability is categorized in global and local identifiability [206]. It is
said that a single parameter pi is structurally globally identifiable if there exist a unique
solution for pi on an interval [t0, T ]. That is, if all parameters p̂ of the model are equal to
those parameters p∗ of the process, considering that both structures M(p∗) and M(p̂) are
identical:
M(p̂) = M(p∗) ⇒ p̂i = pi
∗
Otherwise, if the parameter pi has a finite number of solutions (greater than zero),
the parameter is structurally locally identifiable. A parameter pi is structurally locally
identifiable if for almost any parameter of the process p∗, there exists a region V (p∗) such
that
p̂ ∈ V (p∗) and M(p̂) = M(p∗) ⇒ p̂i = pi
∗
If for pi there exist an infinite number of solutions in the interval [t0, T ], the parameter
is said to be unidentifiable. Local identifiability is therefore a necessary condition for
global identifiability. The model structure is structurally globally/locally identifiable if all
parameters pi are globally/locally identifiable. Contrarily, if at least one parameter pi is
structurally unidentifiable, then the model structure is unidentifiable [44; 206].
The property of structural identifiability is set in an ideal context of perfect measure-
ments. However, in practice the uncertainty on the model structure and noise in the
measurements are present, affecting the identifiability of the parameters of the model [25]
and an accurate identification of the model parameters is not guaranteed. In this way,
it is valuable to formulate a dynamic model describing the internal structure of a system
based on phenomenological laws and not totally from experimental data. Identifiability
may also help on experimental design by providing guidelines on the selection of inputs
and outputs physical location into the process to guarantee the model identifiability [219],
which is useful to models of physiological systems, where measurements and the number
and physical location of possible inputs and outputs are often limited.
5.1.2 Identifiability analysis
Identifiability testing can be helpful to provide guidelines to deal with non-identifiability,
either by providing hints on how to simplify the model structure or by indicating when
more information (measured data) is needed from an specific experimental setting [25]
to gain identifiability. Different methods have been proposed to test identifiability of
linear and nonlinear models. The interested reader is reffered to dedicated literature:
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[202] for Taylor series method, [248] for generating series method, [244] for the similarity
of transformation approach, for the differential algebra based method [25; 156], for the
direct test [69; 247], a method based on the implicit function theorem [258], and the
recently developed test for reaction networks [62; 66]. To facilitate identifiability testing,
software tools such as DAISY (Differential Algebra for Identifiability of SYstems) [25] and
GenSSI (Generating Series for testing Structural Identifiability) have been developed [54].
Both of them are freely available and used in this thesis.
In 2007, DAISY was developed as a software tool implementing a differential algebra
algorithm to perform structural identifiability analysis for linear and nonlinear models.
DAISY is a completely automatized software that requires minimum prior knowledge of
mathematical modeling and no in-depth understanding of the underlying mathematical
tools. This software is used in biological modeling studies, specially in physiology and
clinical medicine [25]. The algorithm can assume that the initial conditions of a dynamical
model are known. In addition, to check global identifiability, first, it is necessary to check
if the corresponding states are algebraically observable to proceed with the identifiability
test. The model structure must be only made up by differential equations, that means,
all algebraic equations should be replaced into differential equations to run the software.
Furthermore, it is limited in the size and the functional form of the non-linearities that
can be handled in the model (only polynomial or rational). DAISY is implemented in the
symbolic language REDUCE.
On the other hand, GenSSI is a software tool to check structural identifiability for
arbitrary non-linear dynamic models. GenSSI enables non-expert users to carry out such
analysis. This software was implemented as a free toolbox for the MatLabr computing
language [54]. GenSSI is easy to use and does not require user knowledge of higher math-
ematics, a programming language or computer algebra system (other than being familiar
with MatLabr). To run GenSSI, the user needs to specify the model equations, input
variables 1 (controls), output variables (observables), initial conditions and parameters
for model calibration. After a series of automatic symbolic computations, the toolbox
produces rich text and graphical output with information about the identifiability of such
a model.
5.1.3 An example of identifiability analysis
As it was mentioned in Section 2.4.2, around 1980s Bergman and coworkers proposed
the so-called minimal model [29] which later on was to become in a standard model
for diabetes technology. From this contribution, many studies directly related to the
Bergman’s minimal model arose [58]. This section focuses on the structural identifi-
ability analysis of one of the derived forms of Bergman’s minimal model, that is the
subcutaneous oral glucose minimal model (SOGMM) presented in [138]. This model
is a compartmental model and was originally intended to describe a specific procedure
like the intravenous glucose tolerance test (IVGTT). According to [44], a compartment
is an idealized store of a substance present in a biological system in many forms and
locations. It should be noted that the compartmental approach, from the partition used
to state the model, presents difficulties for interpretability due to the unreal application
of the compartments. Thus, a mathematical model was built to describe the chemical
1In general in the literature, the inputs of the model are commonly called variables, but really they are
input parameters of the process model, characterized because are parameters that change, that is, they
are not fixed values, but they are not solved by the model as it happens with the variables.
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reaction and material transfer processes in glucose system. The structure of this extended
version of theminimal model is as follows. The model parameters are reported in Table 5.1.
Table 5.1. Parameters of the SOGMM.
Symbol Meaning Units
Sg Fractional glucose effectiveness measuring glucose
ability to promote glucose disposal and inhibit glucose
production.
1/min
Gb “Basal” glucose concentration associated with the pa-
tient’s basal rate of insulin delivery.
mg/dl
Ra(t) Glucose rate of appearance in blood. mg/kg/min
∗Vg Distribution volume of glucose. kg/dl
p2 Rate constant of the remote insulin compartment from
which insulin action is emanated.
1/min




I(t) Plasma insulin concentration. mU/L
Ib Reference value for I(t) associated with the fasting
plasma glucose concentration of the patient.
mU/L
ksc Time constant that encompasses both the physiologi-
cal lag and the sensor lag.
[1/min]
kτ Rate constant associated with oral glucose absorption. 1/min
kabs Rate constant associated with oral glucose absorption. 1/min
kd Rate constants of subcutaneous insulin transport. 1/min
kcl Rate constants of subcutaneous insulin transport. 1/min
∗f Fraction of intestinal absorption which actually
appears in the plasma.
dimensionless
BW Body weight of the subject. kg
VI Distribution volume of insulin. L/kg
• A two-state compartmental model
Ġ(t) = −(Sg +X(t)) G(t) + Sg Gb + (Ra(t)/Vg)
Ẋ(t) = −p2 X(t) + p2 SI(I(t) − Ib)
where G(t)[mg/dl] represents the plasma glucose concentration and X(t)[1/min] is
the proportion of insulin in the remote compartment.
• Subcutaneous Glucose Measurement Submodel
Ġcgm(t) = −ksc(Gcgm −G(t))
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where Ġcgm(t) represents the interstitial glucose concentration generally measured
in the adipose tissue with the continuous glucose monitoring, and modeled as a first
order delay from the plasma glucose concentration G(t).
• Gastrointestinal submodel
Q̇1(t) = −kτ Q1(t) + ω(t)
Q̇2(t) = −kabs Q2(t) + kτ Q1(t)
where Q1(t)[mg] and Q2(t)[mg] are the two compartments representing the oral
glucose transport. Input ω(t)[mg/min] is the rate of mixed-meal carbohydrate
absorption at time t.
• Subcutaneous Insulin Kinetic Submodel
İsc1(t) = −kd Isc1(t) + Jctrl(t)
İsc2(t) = −kd Isc2(t) + kd Isc1(t)
İp(t) = −kcl Ip(t) + kd Isc2(t)
where Isc1(t)[mU ] and Isc2(t)[mU ] represent compartments related to the interstitial
insulin transport, Ip(t)[mU ] represents the plasma insulin, and Jctrl(t)[mU/min]
represents the insulin input signal.
The next two constitutive equations of this model are used to calculate the param-
eters Ra[t] and I[t]:
Ra(t) = (Q2(t) kabs) f/BW
I(t) = (Ip(t))/(VI BW )
As stated in previous section, there are several methods for testing structural identifi-
ability and facilitate the identifiability analysis. To carry out an identifiability analysis in
the SOGMM in this thesis, DAISY is used. The analysis demonstrated that, under ideal
conditions of noise-free observations, error-free model structure, and all the state variables
observable, the model is non identifiable. However, if some parameters are set as known,
the subset of unknown parameters are structurally globally identifiable and the model is
globally identifiable. Conversely, if all the parameters must be estimated and ideally all
states are observable, the model is not identifiable. In Table 5.1, parameters with the
asterisk and in bold must be estimated to make the model globally identifiable, with Gb,
BW , and Ib known. Later, an interpretability analysis of the SOGMM parameters is done
and common interesting points between both analysis identifiability and interpretability
are found and reported.
92 CHAPTER 5. A PROPOSAL FOR DEFINING PARAMETERS INTERPRETABILITY
5.2 Setting a conceptual framework for interpretability
In this section, existent attempts to use/define interpretability are brought up. Then, a
formal definition of parameter interpretability is made and further applied to a case study.
Using a simple model, the parts of a PBSM as they were previously presented in Chapter
2 are declared. Additional definitions to build both a parameter interpretability definition
and a methodology to endow a PBSM’s parameter with interpretability are introduced.
Moreover, the classification of model parameters, including interpretability property, and
other developments of the doctoral contribution concepts are elaborated.
5.2.1 Interpretability in models
Interpretability is still a fuzzy concept in the literature. Many studies propose inter-
pretability as a means to engender trust in the models and to reach features as close as
possible to humans [45; 74; 135; 181; 214]. Machine learning models, for example, are
increasingly used in the field of medicine and healthcare but there is still an inability by
humans to understand how those models work. In this way, Caruana et al. [45] evalu-
ated a method rule-based learning [12] and applied generalized additive models (GAMs)
[110; 160; 161] to real healthcare problems to get intelligible and accuracy models, in order
to predict risk prior to hospitalizations, to have a more informed decision about hospi-
talization, and to reduce healthcare costs by reducing hospital admissions [45]. In this
context, Lou et al. [160; 161] call intelligible models those models that can be easily inter-
preted by users. Been Kim in his thesis [135] developed a framework for human-in-the-loop
machine learning that enables people to interact effectively with machine learning models
to make better decisions, without requiring in-depth knowledge about machine learning
techniques. Been Kim states that machine learning techniques are a good computational
tool at the lowest level of granularity, and humans are capable of abstracting knowledge
from their experiences, and transferring the knowledge across different domains. In con-
sequence, both machine learning techniques and people have skills that complement each
other. Granularity term is referred in [165] as the model property that describes the level
of detail in the description of various aspects of the target system. [214] proposed an in-
terpretable Näıve Bayes classifier with competitive discrimination ability and transparent
reasoning to improve the classification performance in many problem domains, such as
credit approval and medical diagnosis. Equally, for Ribeiro, et al [213] judgement the role
of the humans using machine learning classifiers as tools. Therefore, they developed an
algorithm that can explain the predictions of any classifier or regressor in a faithful way,
by approximating it locally with an interpretable model. Authors like Swartout [236] have
worked in the building of expert systems. Expert systems involve a knowledge engineer
eliciting procedures, strategies, and rules of thumb from a domain expert and transfer-
ring this heuristic knowledge into a computer program [250]. Since then, several authors
have incorporated domain knowledge into data mining [79; 80; 229] and they have been
interested into combine knowledge engineering and machine learning in order to construct
decision support systems. Other authors think that a particular decision is reached when
we are able to understand how the model works [125], i.e., model representation, not model
operation as mathematical structure. The validation by an analyst or domain expert may
be improved if a trade-off is often done between the predictive accuracy of black box mod-
els such as neural networks or support vector machines and interpretability of other types
of representations.
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Doshi-Velez defines interpretability as the ability to explain or to represent in under-
standable terms to a human [73], that is, looking for doing systems that make decisions
like a human being make them. Biran and Cotton [32] define interpretability as the degree
to which an observer can understand the cause of a decision, i.e., the ability of a system to
be understood by humans either through introspection or a produced explanation. Miller
[179] adopts Lipton’s assertion [153] that explanation is post-hoc interpretability and used
it in artificial intelligence models. For Miller, explanation is one mode in which an observer
may obtain understanding, thus he equates interpretability with explainability. Biran and
Cotton [32] argue that an alternative to methods for interpreting or justifying black-box
models is to produce models that are inherently interpretable. However and as it has
been mentioned throughout this thesis, inherent interpretability is a property only of the
basic structure of the phenomenological-based models, because they include the phenom-
ena occurring under the system in study. Contrarily, empirical models are derived from
model predictions, experiments and observations, and, therefore, they use equation fitting
or existing mathematical structures [107], to find the best relationship between the model
and the data set, in which the parameters have little or no physical meaning.
After a thorough literature review, it can be said that interpretability is a qualitative
property rather than a quantitative one. Indeed, interpretability is a latent property of
mathematical models, that can be influenced by different factors such as the number of
features, complexity of the model, level of detail, level of specification, and basic structure
of the model [204]. Due to the lack of formalism about interpretability as a mathematical
property of the models, and despite the increase of activity and innovation in mathematical
modeling, there is still no consensus about how to define, quantify or measure the param-
eter interpretability. In this thesis, a conceptual formalism of parameters interpretability
in PBSMs is provided. Finally, interpretability concept has been used in empirical-based
models to seek interpretations that might explain predictions without elucidating the
mechanisms by which models work [153], or to infer properties or generating hypotheses
about the natural world. Then next two sections introduce the interpretability concept
on phenomenological-based semi-physical models.
5.2.2 Proposed definitions related to parameter interpretability
As previously mentioned, some authors define interpretability as a trust 2 issue and a
matter of transparency, focused on empirical models and not on phenomenological based
models. However, parameter interpretability as a structural property of PBSMs allowing
to obtain knowledge about the modeled process and facilitating the parameter identifi-
cation, has not been yet studied. In this sense, it is worth asking how reliable is our
model? Our evolved brain can easily be tricked into understanding a model which in fact
is completely wrong, hence the importance of building a phenomenological-based model
with interpretable parameters. A model with interpretable parameters is a mathematical
expression based on the known phenomena, which seeks to provide additional knowledge
to the process being modeled through the description of the process mechanisms. In this
thesis, interpretability is associated with the knowledge contained in the parameters of
the model. Here, the knowledge within a parameter is about the process, and not about
the interpretation of the model responses as proposed in the literature. That is, in the
literature, the concept of interpretability refers to the understanding of the performance
2Trust in a model consists of having the certainty that the results given by the model correspond to
those of the process of the real object being modeled.
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of the model, its results, and to the confidence in its predictions. However, a model with
interpretable parameters could predict more precisely the different operation modes of
the process. An interpretable parameter allows the modeler to define a numerical value
interval to get a better parameter identification, according to its knowledge of the process.
Giving a numerical value interval facilitates the practical parameter identification, but
not the theoretical identification, due to the practical identification assigns a numerical
value to the parameter, while structural identification only indicates if the parameter is
identifiable. A model with interpretable parameters has a story, can be explained by other
authors easily, and uses interpretable transformations. Also, it helps the user to under-
stand what is really going on, and gives more intuition about the subject matter. This
type of models are better for persuading and has fewer chances for human error.
The following definitions are proposed attempting to close the gap existing in the
literature about parameter interpretability. Using the definition of the word interpret
[205] as “a way to explain, give or provide the meaning of something”, a formal definition
of parameter interpretability for PBSMs is proposed as follows.
Definition 5.1. Parameter interpretability. Given a model structure for a system,
a parameter pi is said to be interpretable if it has physical meaning into the real object.
This means that in a specific context, the symbol of a given interpretable parameter pro-
vides additional information or knowledge about the phenomena under consideration when
compared to a single numerical value (instead of the symbol). The interpretability of a
parameter as a property depends on the model structure. Also, the parameter location into
the model structure helps to provide interpretability to that parameter being defined.
An interpretable parameter in a specific context could provide additional information to
the phenomena occurring in the processes. The detailed approximations and idealizations
that go into forming models of phenomena make them context-specific, in contrast to the
generality of templates that gives them their flexibility and degree of independence from
the subject matter [124]. In this sense, the knowledge contained in a parameter is always
within a scientific domain, and there the physical meaning of the symbol representing a
parameter to be endowed interpretability is placed. In engineering, the scientific contexts
where an interpretable parameter can be placed are chemistry, physics, and biology [124].
Engineering, placed within these three scientific contexts, includes processes like chemical,
mechanical, and biological processes. Different types of reactors give place to an inner
scientific context of chemical processes as well as cellular reactions belong to biological
processes. A parameter can be interpretable in any of the named contexts, depending on
the knowledge domain, and process phenomena being modeled. Figure 5.1 shows as an
example two scientific domains of engineering where different processes are placed. The
context of biomedical engineering has an additional context, the biological processes, in
which two different biological processes are contained here as examples: Krebs cycle at
cellular level and pancreas physiology at organ level. On the other hand, the context
of chemical engineering has an additional context, the reactors, in which two different
types of reactors are illustrated: continuous stirred-tank reactor (CSTR) and plug flow
reactor (PFR). Each context may have specific interpretable parameters, but there also
may be the case where the context of a given parameter is general (in a high hierarchy
level) encompassing many types of processes. The viscosity of a fluid µ for example, is
an interpretable parameter general in any engineering context and valid for all processes:
in Krebs cycle µ can be the viscosity of the cellular fluid, in the pancreas µ can be the
viscosity of blood irrigating the pancreas, in both reactors µ is the viscosity of the interest
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Figure 5.1. Two scientific domains where the knowledge associated to any specific physical mean-
ing of a parameter can be placed.
fluid inside each reactor, etc. On the other hand, the rate constant due to the frequency
of molecular collisions k0 is an interpretable parameter inside both reactors CSTR and
PFR belonging to the chemical engineering context, but inside biological processes, this
parameter has no direct interpretation. However, if an analogy from the context where
reactors belong is used to model the unknown phenomena of a biological process, then a
biochemical reaction within a biomedical engineering context can be represented by the
Arrhenius’ equation in which the interpretable parameter k0 is used.
As it was previously discussed, parameter interpretability can be significantly affected
by the type of model. Phenomenological models are derived from the knowledge of the
phenomena taking place within the system being studied. When a process is modeled from
first principles, all the parameters belongin to the model’s basic structure have inherent
interpretability. Each distinct phenomenon has a unique mathematical representation
[124]. This fact avoids the use of an analogy and makes the model basic structure unique
and universal. As consequence, structural parameters of a phenomenological based model
are interpretable because they come from physical laws governing the real object and for
this reason, an analysis or evaluation of its interpretability is not necessary. However, in
empirical and semi-physical models, the interpretability is not guaranteed and therefore,
there is a need for interpretability that appears from an incompleteness in the problem
formalization [73], creating a fundamental barrier to model the real object as real as
possible and thus making hard its optimization and evaluation.
As mentioned earlier, the basic structure of a PBSM is generated by the conservation
law applied as balances of matter, mass, energy, and momentum 3. This type of models are
based on the phenomena occurring in the real object. When a real object is modeled using
the PSBM approach, a first step implies the definition of the study object. This study
object can be described either from theories and concepts from the object’s domain or from
an analogy a different other domain. One of the most preferred domains to take analogies
are the chemical processes. In this way, two situations are possible: i) The first principles
of physics, chemistry, biology, etc. are directly applied to the real or primitive object
and ii) the first principles are not directly applied to the object to be modeled, but
they can be applicable using a process analogy. In the first case, it is possible to say that
3These three balances are the most commonly used in chemical and biological processes. However,
other balances may also be found in other scientific fields, all using the conservation law as phenomena
explanation.
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Figure 5.2. Options to model the process in an interest object.
obtained basic structure of the model is unique for the kind of process to which the real
object belongs. In the second case, the model’s basic structure is not unique for the object
to be modeled, since a new model may possibly be derived with a new analogy. However,
in any case, the interpretability of the parameters in the basic structure is guaranteed
and hence, structural parameters enjoy inherent interpretability. Instead, interpretability
of functional parameters cannot always be guaranteed. Functional parameters may have
either direct or non-direct interpretability, or they may be non-interpretable according to
the type of the model use [9]. Figure 5.2 shows two options to model a process of an object
of interest. For example, if our interest is to model biochemical processes carried on the
liver with respect to glucose metabolism, the object to be modeled would be the liver,
as shown in Figure 5.3. However, the phenomena governing the liver are unknown, then
balance equations can not be applied directly in the liver. In this case, a primitive or real
object with known phenomena is required. The primitive object used to apply balance
equations is sought to have an analogue process to the process of interest in the liver.
Thus, a stirred tank with two immiscible phases is used like primitive object to model the
processes of interest in the liver, instead to model directly the biochemical processes in
the organ. In this sense, the basic structure of the model is unique for the stirred tank,
but not for the liver.
Functional parameters are those found in constitutive and assessment equations and
can be associated with a function (constitutive or assessment) or directly with a numer-











Figure 5.3. An example of an analogy. Primitive object or analogy from chemical engineering is
used to model the role of the liver in glucose homeostasis in humans.
ical value. Functional parameters extend the mathematical model and they can change
from one model to another because it is up to the modeler to decide the constitutive
or assessment equations to be used. For this reason, the complete structure of a PBSM
may not be unique, even if its basic structure is. Due to structural parameters are inher-
ent to the phenomenology and therefore interpretable, interpretability is evaluated only
for functional parameters in a PBSM. A functional parameter may not have general in-
terpretability but interpretability within a specific process, or may not be interpretable.
For example, when parameters are originated from data through parametric identification
techniques, they only could be interpreted knowing the laws or principles that govern the
real object. According to this, interpretability of functional parameters can be classified
into three degrees as defined as follows.
Definition 5.2. General interpretability. Inherent physical meaning of the parameter
within a model in a specific scientific domain, i.e., its interpretation is independent on
assumptions used to deduce the basic model structure.
Definition 5.3. Contextualized interpretability. Physical meaning of a parameter is
valid only into a specific mathematical model. The meaning is dependent on the consider-
ations and hypothesis used to deduce the mathematical model within a given context.
Definition 5.4. Non-interpretability. The parameter has not physical meaning within
the model.
Furthermore, functional parameters can be associated to an equation including a model
variables or not. If a constitutive or assessment equation includes state variable and is
used to define a functional parameter, then this functional parameter is called coupled
parameter. If this is not the case, it may be a non coupled parameter or a scalar parameter.
Definitions of different types of functional parameters are also proposed in this thesis as
follows.
Definition 5.5. Coupled parameter. Parameter that depends on at least one variable
of the model. These parameters result from the extended structure, once the mathematical
equations of the structural parameters are specified.
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Definition 5.6. Non-coupled parameter. Parameter associated to a mathematical
function that does not dependent on any variable of the model.
Definition 5.7. Scalar parameter. Parameter with numerical value (datum) indepen-
dent on the time. This type of parameter can be known a priori or be determined by
parameter identification.
Definitions previously presented are useful to build the methodology to endow inter-
pretability a parameter of a PBSM as introduced in Section 5.3. The interpretability
concept is faced from different points of views in empirical and phenomenological based
models. In empirical models, the basic structure of the model is not universal but change-
able according with the data and the available pre-stated mathematical formulations cho-
sen to build the model equations, while basic structure of PBSMs are based on laws or
principles of the phenomena. When an empirical model is constructed, a parametric iden-
tification is done by using a prediction error as fitting criterion. Once the values of the
parameters are obtained, it is hoped to discover the set of possible laws or principles
governing the phenomena, but this is not possible in all cases. In this way, the param-
eter interpretability is implemented in an empirical model. That is, empirical models
use parametric interpretability after identifying the parameters to know the possible laws
governing the operative data. Hence, parameters interpretability is questionable and is
not guaranteed. On the other hand, parametric interpretability is applied on PBSMs to
obtain additional knowledge about the phenomena of the process being modeled. A de-
tailed description about the use of parametric interpretability concept of both empirical
and phenomenological based semi-physical models can be seen in Figure 5.4.
Experimental or
operative data
Model by setting of data
or correlation (Black box)

































Figure 5.4. Parametric interpretability explanation in empirical models and PBSMs [159].
In PBSMs, each functional parameter formulated in a second scale has the possibility
of gaining interpretability. The interpretability of new parameters in this submodel of
the functional parameters can be obtained by partitioning the system and increasing the
specification levels. Thanks to the hierarchy of systems specification levels, which provides
a stratification for constructing models, an orderly way of presenting and working with
such relationships is available. A hierarchy among levels of specification would allow to
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associate the next lower level specification with any given one [260], at deeper levels of
system specification it can be described more about the internal behavior of the system,
increasing the information thereby the physical laws that govern the real object, without
to change the detail level of the model. Functional parameters can be organized in terms
of their variability and/or dynamics, i.e., in terms of their standard deviations (variation)
and time constants (dynamics).
Typically, the practical or empirical object is a mathematical model with at least two
levels: one for the basic model structure, and one for parameter calculations. In what
follows they will be referred as superior and inferior levels, respectively. Under the inferior
level can be one or more subordinated lower levels. In this way, a multi-level mathemat-
ical model will be well suited for most engineering endeavours. Classify the parameters
of a model like structural and functional parameters is an initial way to organize them
hierarchically, thus a first level appears. Structural parameters are in a superior level
because they are directly related to the basic structure of the model, while functional
parameters will appear as soon as a new structural parameter is replaced by a new con-
stitutive/assessment equation, which in turn will create new levels of specification. New
functional parameters could generate new submodels in lower levels, and so on. Param-
eters can be organized hierarchically according to its influence on the dynamic responses
of the process [159]. This organization is found to be useful for identification, fitting,
identifiability analysis, and understanding of the process phenomena [18]. Parameter hi-
erarchy can be related to parameter interpretability. Those not interpretable parameters
are normally located at the lowest level and parameters with direct interpretability, like
structural, are located at the highest level of the model. If a PBSM is built considering
multiple levels with the aim to increase the degree of specification of functional parameters
without direct interpretability, it is possible both to gain knowledge in smaller scales and
to obtain more information.
An interpretability analysis, only following the conceptual definitions but not the
methodology that will be proposed later, was carried on the Subcutaneous Oral Glucose
Minimal Model (SOGMM) presented in [138]. The proposed methodology in this thesis
will be later applied in SOGMM in spite of the structure of the model is originated from
compartments and empirical relations derived from a set of experiments with the adult
in silico population given by the FDA-accepted UVa/Padova Type 1 Simulator [64], from
University of Virginia and University of Padova. To perform the interpretability analysis,
five expert people in this subject were asked to classify the parameters of the SOGMM
in general interpretability, contextualized interpretability, or non-interpretability, after
knowing the respective definitions. As can be noted in Table 5.2, the parameters that
must be estimated to guarantee the identifiability of the model (VG and f) do not have
general interpretability. Results presented demonstrated that a theoretical analysis of in-
terpretability is not advisable because, although to be carried out by experts, the result is
subjective, not consistent, and make difficult to propose a theoretical formalism from only
the knowledge of the modeler. For this reason, it was necessary to propose a methodology
to analyze and to endow interperetability the parameters of a PBSM and thus to make
this result objective and consistent.
5.2.3 Parameter interpretability in PBSMs
In this section, the conceptual framework for parameter interpretability analysis is pre-
sented. For the sake of clarity, concepts defined in both previous section and in Chatper
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Table 5.2. Theoretical interpretability of the parameters of the SOGMM.
Symbol Meaning
Interpretability by Experts
E1 E2 E3 E4 E5
Sg Fractional glucose effectiveness measuring glu-
cose ability to promote glucose disposal and in-
hibit glucose production.
NI CI CI CI CI
Gb “Basal” glucose concentration associated with
the patient’s basal rate of insulin delivery.
GI CI GI CI GI
Ra(t) Glucose rate of appearance. CI GI CI CI CI
Vg Distribution volume of glucose. CI NI CI CI CI
p2 Rate constant of the remote insulin compart-
ment from which insulin action is emanated.
NI CI CI NI CI
SI Insulin sensitivity. Ability of insulin to control
glucose production and utilization.
CI GI CI CI CI
I(t) Plasma insulin concentration. GI GI GI GI GI
Ib Reference value for I(t) associated with the fast-
ing plasma glucose concentration of the patient.
CI CI NI CI CI
kτ Rate constant associated with oral glucose ab-
sorption.
CI CI CI CI CI
kabs Rate constant associated with oral glucose ab-
sorption.
CI CI CI CI CI
kd Rate constants of subcutaneous insulin trans-
port.
NI CI CI CI CI
kcl Rate constants of subcutaneous insulin trans-
port.
NI CI CI CI CI
f Fraction of intestinal absorption which actually
appears in the plasma.
NI CI CI CI CI
BW Body weight of the subject. GI GI GI GI GI
VI Distribution volume of insulin. CI NI GI CI CI
Abbreviations: NI: No Interpretable, CI: Contextualized Interpretability, GI: Gen-
eral Interpretability. E1 to E5: five experts.
2 are applied into a simple mathematical model that describes the dynamics of enzymatic
hydrolysis of β-casein in a batch system [185]. The basic structure of the model is





where x [µM] is the concentration of the substrate and the r(·) [µM/min] is the
reaction rate, using the symbol (·) to indicate the dependency of this parameter with
respect to time and any other variable or parameter of the model. According to definitions
reported in Chapter 2, x is the variable whose dynamic trajectory is obtained by solving
the model and r(·) is the unique structural parameter. Note that at this level of detail,
the mathematical equation that represents r(·) is not yet defined. This fact suggests that
for this example, Equation (5.1) is a unique representation of the phenomena of interest
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(i.e, the hydrolysis of β-casein), which is inside a bigger family, the reactive processes.
The mathematical definition of the structural parameter r(·) is the key element for the
construction of the complete model structure, that is, for the set of equations defining
the model in its basic and extended form. Multiple mathematical functions exist to define
r(·) and then describe the hydrolysis rate of the intact β-casein. In the study analyzed
here [185], the authors evaluate four kinetic candidate functions to determine the best
function for r(·) in terms of the goodness of fit:
• First-order kinetics:

















with I = x0 − x. This expression can be further manipulated to reduce the number














where E is the enzyme concentration, measured in optical density units [OD600]. The
parameter k1 [1/OD600 min] is the hydrolysis rate constant for the first-order kinetics,
and kn [1/µM
n−1OD600min] is the rate constant for the kinetics of order n. For the
Michaelis-Menten equation, kc [µM/OD600min] denotes the catalytic rate constant and
Km [µM ] the substrate affinity constant. For the inhibition kinetics, Ki [µM ] is the
inhibition constant. The concentration of the inhibitor I [µM ] is considered to be equal
to the concentration of β-casein that has been hydrolyzed (x0 − x), with x0 the initial
protein concentration.
It is up to the modeler to decide which kinetic function to use to represent the
hydrolysis rate of β-casein. Once the kinetic function is defined by a new equation in
addition to the basic structure, the extended structure of the model is obtained.
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The selected kinetic function is a constitutive equation of the model that allows
the determination of r(·). For example, if the first-order kinetic function ((5.2)) is
selected, it is said that r(·) is a structural coupled parameter that depends on the
variable x and two functional parameters: k1 and E. In this case, both functional
parameters have physical meaning and are thus considered to be interpretable. While
the enzyme concentration E is a known numerical value imposed by the experimen-
tal protocol, k1 is a rate constant that needs to be determined using parameter estimation.
Consider now r(·) specified as the first-order kinetic rate (Equation (5.2)). The
following analysis also applies to other candidate kinetic functions, bearing in mind that
the Michaelis-Menten equation is derived from a biological hypothesis on the enzyme
action and thus its parameters have a stronger level of interpretability than those of the
kinetic of order n. By analyzing different experimental conditions, it was found that the
hydrolysis rate of β-casein was dependent on the initial protein concentration x0 [185],
i.e., the kinetic rate was slower at higher initial protein concentrations. To account for
the dependency of the kinetic rate on the initial β-casein concentration, the authors
performed a regression analysis with the estimated parameter values obtained for each
experimental condition. After that regression, the parameter k1 was further expressed as





Equation (5.9) is referred to as an assessment equation, defined by two new func-
tional parameters: c1 and m1. These scalar parameters are numerical values iden-
tified by regression analysis. Table 5.3 shows a classification of the components of the
β-casein model according to the conceptual framework presented above and considering
that r(·) is defined by the first-order kinetic rate in Equation (5.2). It is important to
note that for the remaining kinetics options (Equations (5.3) - (5.5)) this classification
also holds. In this regard, the basic structure or zero specification level is preserved, but
the extended structure changes according to the chosen kinetic equation. The extended
structure begins with the first specification level while the basic structure is the zero
specification level and is the only one with inherent interpretability under the proposed
framework.
Regarding to the parameter interpretability of this simple model, it can be said
that the structural parameter r(·) has general interpretability because in the
specific scientific domain of chemical and process engineering, the symbol r(·) denotes
a reaction rate. The reaction rate is the speed at which reactants are converted into
products, i.e., it is the number of moles of substance reacting per time unit within the
reaction. The functional parameter k1 has contextualized interpretability and
refers to the kinetic rate constant derived from the assumption that the hydrolysis rate
follows a first-order kinetics. The functional parameter E has also contextualized
interpretability representing the enzyme concentration. Contextualized means that
these symbols, k1 and E, in other contexts can be used for representing other physical
properties of the process.
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Table 5.3. Classification of the β-casein model components when using the first-order kinetic rate
to represent β-casein hydrolysis.
Symbol Type Equation Interpretability Total
Basic structure and basic specification or zero specification level
x Variable. dxdt = −r(·) Non required.
a 1
r Structural parameter. r(·) = k1Ex General. 1
1st specification level









E Scalar functional parameter. E = known Contextualized.
2nd specification level
c1 Scalar functional parameter. c1 = known Non-interpretable.
3m1 Scalar functional parameter. m1 = known Non-interpretable.
x0 Scalar functional parameter. x0 = known General.
a Any model variable has inherent interpretability.
When k1 is further defined by the constitutive equation (5.9) with the scalar functional
parameters c1 and m1, the model looses in the overall parameter interpretability since
c1 and m1 are empirical parameters without physical meaning and thus they are not
interpretable. However, the parameter k1 is still interpretable in spite of being expressed
as a function of non-interpretable parameters. This fact yields an interesting property:
the interpretability of a parameter does not depend on which equation is used to deep
down into a further specification level. In this case, the parameter k1 continues being
interpretable in spite of being defined by an expression with no interpretable parameters.
The above example was useful to show the concept of basic structure and how
modeler-dependent may a further specification of the extended structure be. One basic
structure can lead to multiple extended structures. This extended structure results from
the mathematical specification of the structural parameters. Additionally, this example
highlights how the parameter interpretability of the model can be affected when new
specification levels appear, that is when the structural and functional parameters must
be expressed with further parametrization to be defined mathematically. A graphical
explanation of the concepts applied in the example is shown in Figure 5.5.
5.3 A proposal to analyze and endow interpretability to a
parameter of a PBSM
This section proposes a methodology to address the interpretability property of the pa-
rameters of a PBSM and endow them interpretability in case of having a non-interpretable
parameter. The methodology is based on the conceptual framework presented before.
Do you want to understand the model or the prediction? There is a notable differ-
ence. Understanding a model may bring additional insights about the underlying process
of interest, in the best case, you may even identify causes for certain effects. But this is
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Figure 5.5. Concepts applied in a simple model of β-casein hydrolysis.
different from having to explain a specific prediction in which you only evaluate the re-
sponse of your modeled system under certain scenarios. The idea is neither to understand
the model nor to understand its predictions. This thesis aims at constructing a model
with parameters interpretability in order to guarantee both model and predictions under-
standing. Such a model should be built on a priori knowledge of the phenomena 4 taking
place in the underlying process under study. Conversely, when a process is described by
an empirical model (disregarding which model template was used) there are two main
concerns: i) the equations lack phenomena description and ii) any link of any parameter
to the underlying phenomena becomes practically impossible. Moreover, the parameters
are only fit to the available data (lack of generalization) which makes the model useful
only for the data it was trained for. The key attributes of a useful model to describe a
real physiological process of interest are those biologically or physiologically interpretable
and also those that provide a simplest sufficient description of the real object (parsimony
principle). These attributes are important when it comes to subsequently get responses
in different scenarios. That means, a model physiologically interpretable leads to do an
evaluation of the process or an analysis of the results directly by the knowledge of the
object under study. Additionally, the obtained results can give further insight about the
phenomena occurring into the real object. The development of models to incorporate, in
a logical and general manner, effects such as dynamics of a substance of interest or the
response to certain stimuli depends on a clear association between the underlying biologi-
cal phenomena and its parameters in a given model. A model is interpretable because its
4An analogy is a knowledge-based guesswork, i.e., to use the imagination to describe what is unknown.
Obviously, the imagination is based on what is known, which means that imagination has not a totally free
flight. In this way, the unknown part described by using the imagination gains similarity with a known
object, although there is uncertainty about the credibility of such similarities. That credibility begins to be
certified by the results of the analogy when the measured behavior of the unknown part can be predicted
using what the imagination build as the phenomena taking place.
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parameters are interpretable. That is, the parameters have a physical meaning within the
process, and such physical meaning represent something of the phenomena: an inflow, an
outflow, an accumulation, a reaction, etc. Thus, the parameters of the model are associ-
ated to the process and can be interpreted. The choice of which parametrization to use is
dependent on how well the parameter interpretations relate to the purpose for which the
model is to be used.
To find out the type of interpretability for a specific functional parameter, we must
analyze either the symbol that represents it or the relation between the equation used to
calculate it with the assumptions made to deduce the mathematical model. Analyzing
the symbol representing the parameter under evaluation is important since, depending
on the knowledge domain in which it is located and defined, it will have an associated
physical meaning. For example, in process engineering domain, the symbol µ usually
means viscosity, but the same symbol µ may be the average population in statistics. In
addition, its mathematical definition depends on the context where it has interpretability.
After performing the interpretability analysis over the functional parameters of a
PBSM, it is possible to endow of interpretability those non-interpretable parameters. The
above basically depends on whether the model is already constructed or is in construc-
tion. In both cases, the format of the model’s basic structure must be written as a balance
equation in terms of fluxes and coefficients, and originated from the application of the
conservation law, i.e., the structure of these equations must be clearly expressed as:
dX
dt
= inputs− outputs+ generation− consumption
where X is the element being balanced and dXdt indicates its change in a given volume
(process system). This standard format is achieved when the structural parameters are not
replaced by their constitutive and assessment equations. However, most phenomenological-
based models found in the literature does not preserve its basic structure. In this case,
the methodology proposed is applied from step 2, as indicated in Table 5.4, considering
the structure reported as basic, and classifying all the parameters as functional, due to
structural parameters are “hidden” in the equations. In case of having a constructed
PBSM, note that the basic structure of the model, reported in the standard format, must
be distinguished from extended structure, i.e., none parameter must be explicitly replaced
in the equations containing it. Each parameter must be calculated by a constitutive or
assessment equation explicitly indicated like part from model extended structure. Thus,
all specification levels remain explicit and the basic structure is not yet altered. Once both
basic and extended structures are obtained, every specification level can be distinguished.
Identify all constitutive or assessment equations without a phenomenological origin and
try to find out an alternative phenomenological constitutive or assessment equation when
possible. In this way, non-interpretable parameters belonging to replaced equations dis-
appear and remaining non-interpretable parameters are endowed interpretability. In all
cases, if a given non-interpretable parameter cannot be defined by a mathematical ex-
pression associated with a process phenomenon or with interpretable parameters, then
interpretability analysis finishes there and it is declared that non-interpretable parameters
cannot be endowed with interpretability. In case of having a PBSM under construction,
it is suggested to follow the steps of the methodology here proposed.
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Table 5.4. Application of the methodology here proposed to endow with interpretability the













1. Identify of the model’s basic structure. Identify the set of balance equations
generated from the application of the conservation law. This origin equations are
called basic structure, basic specification level or zero specification level.
Parameters of the balance equations are called structural parameters. Identify all
the structural parameters and describe its physical meaning. Remember that the
basic structure is a unique mathematical representation of the phenomena under
study if an analogy is not being used, and its interpretability is inherent, that is, all
structural parameters are interpretable.
2. Obtain the first specification level. Once the basic structure of the mathemati-
cal model is obtained, it is important to find the mathematical expressions to define
each unknown structural parameter. To do that, propose new phenomenological-
based constitutive or assessment equations describing the structural parameters
when possible 5. When the structural parameters have an equation that defines
them, do not replace them in the basic structure equations. In this way, the basic
structure of the model does not loss interpretability. The new set of mathematical
equations are constitutive and assessment equations of first level of specifica-
tion and the new parameters generated are functional parameters of first level.
Once the first specification level is gotten, describe the physical meaning of every
functional parameter of the first specification level.
3. Obtain the extended model structure. Complete the extended model structure
by defining each of the generated functional parameters. After getting the first level
of specification, the specification levels under that will be gotten when a functional
parameter needs to be defined by a constitutive or assessment equation. If a func-
tional parameter of the first level is unknown, find out a constitutive or assessment
equation to define it. The set of constitutive and assessment equations that defines
the parameters of the first specification level corresponds to the second specification
level and so on. The process is repeated with every new level of specification un-
til the resulting parameters are either easily defined by a scalar or described as a
function of some variables and/or parameters from upper levels of specification. To
5Based on the phenomena occurring in the process to model, that is, on the existing and known facts
causing the behavior of the interest system. Equation with the greatest possible knowledge of the process.
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guarantee parameters interpretability, choose constitutive and assessment equations
as phenomenological as possible. In addition, remember that the constitutive or
assessment equations cannot be replaced in the upper specification level because the
interpretability of previous expression can be affected.
4. Classify the functional parameters. Classify all functional parameters of all
specification levels according to their defining constitutive or assessment equation.
Check whether the functional parameter is defined by a simple numerical value (triv-
ial equality equation) or by a mathematical function. The above yields the following
three possibilities: i) if the parameter is defined by a simple numerical value, it is a
scalar functional parameter; ii) if the parameter is defined by a mathematical func-
tion depending on at least one variable of the model, it is called coupled functional
parameter; iii) if the mathematical function does not depend on any model variable
and it is not a simple numerical value, the parameter is a non-coupled parameter.
5. Evaluate the interpretability of functional parameters. Evaluate every func-
tional parameter according to their capability to describe the phenomena occurring
in the process under study as follows:
• General interpretability. If the parameter has an inherent physical meaning
within a model in a specific scientific domain, i.e., its interpretation is inde-
pendent of the assumptions used to deduce the model’s basic structure. The
parameter with general interpretability can be coupled, non-coupled, or scalar.
Just it is necessary that the symbol of the parameter be universal 6, i.e., the
symbol must have a conceptual definition into a specific knowledge context and
must be potentially calculated by a mathematical function coincident with its
conceptual definition, e.g., density is the relation of mass to volume, and math-
ematically ρ = MV . Obviously, the density can be identified from data or be
directly obtained by a lab test.
• Contextualized interpretability. If the parameter is classified as coupled
parameter and defined by a functional structure 7 with phenomenological in-
spiration, the parameter is said to have contextualized interpretability (since
a coupled parameter is likely to depend on at least one process variable). If
the parameter is classified as a non-coupled parameter, and moreover has a
conceptual definition in the context of the modeled process and is described by
a mathematical function associated to some known phenomena, then this non-
coupled parameter is said to have contextualized interpretability. An example
is the body mass index BMI, which is a non-coupled parameter defined by two
interpretable parameters, body mass, BM and body height, BH. In this case,
BMI is interpretable in some contexts (e.g. medicine and sport-related disci-
plines, among others.), independently of its conceptual definition: “attempt to
quantify the amount of tissue mass in an individual” is not coincident with the
6Physical meaning of the symbol can be applied in any knowledge context, e.g., molecular mass of a
chemical element.
7Functional structure is referred to mathematical equation structure used to know that functional
parameter.
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mathematical definition: BMI = BM
BH2
. In the case that the parameter is clas-
sified as scalar, but the symbol is associated with the knowledge of the process,
then this scalar parameter is said to have contextualized interpretability, e.g.,
heart rate is associated to the speed of the heartbeat measured by the number
of contractions (beats) of the heart per minute. The physical meaning of a pa-
rameter with contextualized interpretability is dependent on the considerations
and hypothesis used to deduce the mathematical model within a given context.
• No interpretable. If a parameter is represented by a mathematical expres-
sion without any physical meaning (except for parameters stated before as
interpretable), then that parameter is said to be non-interpretable. That is, if
a parameter is associated with a phenomenon and has a physical meaning in the
knowledge domain in which the model is being constructed, but the parame-
ter is represented by a mathematical expression without any physical meaning,
that parameter continues to be interpretable.
6. Endow the model of parametric interpretability. As it has been pointed out,
only functional parameters of the extended structure are endowed of interpretability,
because as it was said, the structural parameters of a PBSM has inherent inter-
pretability. A parameter pi is not interpretable when it has not physical meaning
in the context where the model is being constructed. In this case, these parameters
cannot have physical meaning because they arose as part of correlations or analogies
that does not describe the phenomena. However, even when an interpretable param-
eter pi is defined by a mathematical expression not associated with a phenomenon
or originated from experimental data, pi continues being interpretable and its inter-
pretability is not affected. For example, the temperature expressed by the following
empirical relation T = a0+a1 V +a2 V
2+a3 V
3...+ai V
i, keeps its physical meaning
and, therefore continues being an interpretable parameter, despite being defined by
a polynomial expression. To endow interpretability a parameter, first of all, assign
a conceptual definition to the symbol representing it. Then, look for a mathemat-
ical expression based on the phenomena, with interpretable parameters to define
that parameter pi non-interpretable, or use the conceptual definition to find out a
good estimation or guess. If that expression non-interpretable can be not replaced
by another one inherently interpretable or based on the phenomena of the process,
the interepretability analysis finishes for that parameter and from this point, every
functional parameter generated in lower specification levels can not be endowed of
interpretability. To give interpretability to a non-interpretable parameter, define it
with a mathematical expression with interpretable parameters from the beginning,
that is, look for equations that describe the underlying phenomena to define the
non-interpretable parameters.
5.4 Relationship between identifiability and interpretability
The parameter identification problem is a problem whose solution is not unique. This
characteristic is the result of different aspects related to the model’s basic structure, exper-
imental data, and numerical algorithms [206; 245]. The parameter identification problem
could be reduced if the model structure is unique and universal. As it is known, a unique
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and universal model basic structure can be only obtained if the model is derived from
physical laws governing the phenomena. That unique and universal model basic structure
has structural parametric interpretability which eases the parameters identification. A
model with parametric interpretability would give useful hints on the experimental design
and therefore to obtain a better suited dataset. When a parameter has physical meaning,
the definition of the variation interval becomes straightforward.
Perhaps, the main role of parameter interpretability is to narrow the search space of
the cost function where the identification procedure operates, constraining the feasible
parameters values to match with the existing body of knowledge. On the other hand,
structural identifiability is considered a theorerical property. In practice, however, model
structure misspecification and noisy data can affect the identifiability of the parameters
of the model [25] and therefore an accurate identification of the model parameters is not
guaranteed. Practical identifiability is then subjected to the quality of available data.
Interpretability can be of help in parameter identification [59] by adding previous knowl-
edge that can be used to constrain parameter estimation. For instance, if a parameter is
interpretable, it is possible to know the numerical interval at which it should be placed.
Also, that numerical interval could be restricted to improve practical identification. A
parameter can be non-identifiable, but if it is interpretable, then previous information can
be used to facilitate its practical identifiability.
In any successful engineering work the practical object must provide enough inter-
pretability for its variables and parameters. However, any abstraction from the real object
to the practical object may hide the meaning of one and/or more variables or parameters.
In this sense, the use of conceptual and theoretical tools with low abstraction effects 8 is
a good practice. Additionally, chosen modeling tool must reduce its abstraction to zero
in order to non-introduce lost of meaningful in variables and parameters. Regarding with
final effect of loss of meaningful, when it occurs to a variable can be said it is catastrophic.
When the meaning loss is on a parameter, the effect over the model prediction is less ag-
gressive but strongly restricts the use of previous knowledge on parameter identification.
In addition, if a parameter or variable have an unclear physical meaning, experimental
design may become a challenging task.
Identifiability and interpretability are relevant properties of PBSMs constructed to
gain mechanistic insight of the system under study. A PBSM has a basic structure that is
universal and interpretable, that is, all its structural parameters are interpretable. How-
ever, it is often necessary to specify the structural parameters in the extended structure,
though maintaining the interpretability of a model become more challenging.
An additional characteristic is that identifiability analysis applies only to scalar pa-
rameters. In the β-casein model, the structural parameter r(·) is a time variant quantity
and thus identifiability testing is not relevant. Although the quantity r(·) is interpretable
yet there exist the question on whether it is possible to estimate it from the available mea-
surements (x). The reconstruction of r(·) from process measurements and inputs belongs
to another subject namely observability, which is not here detailed.
To provide a link between identifiability and interpretability, a structural identifiability
analysis is performed for the β-casein model by using both the DAISY software tool
[25] and GenSSI-MatLab [54], to evaluate how the identifiability properties of the model
8An abstraction is a conceptual process where general rules and concepts are derived from the usage
and classification of specific examples, literal (“real” or “concrete”) meanings, first principles, or other
methods.
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change with respect to the level of granularity and the candidate constitutive or assessment
equations. Table 5.5 summarizes the identifiability and intepretability analysis in β-casein
model. It can be noted that the basic structure of the model is interpretable but its identi-
fiability cannot be tested because r(·) is not scalar parameter. However, its identifiability
is later applied and is affected when the structural parameter r is defined by different
kinetics. When r is replaced by the first-order kinetic, the model is still identifiable.
But, when k1 is further defined by a mathematical expression dependent on the initial
concentration of the protein (located in the second specification level), its identifiability is
modified. In the same way, regarding the competitive inhibition kinetics, where functional
parameters b1 and b2 are not replaced, the model is globally identifiable, but once b1 and
b2 are defined and replaced at the next level of specification, the identifiability of the
model is affected. Parameters k1, kn, kc, Km, and Ki are interpretable from the Michaelis-
Menten kinetics, but parameters b1 and b2 are not interpretable. When the mathematical
expression of Michaelis-Menten is changed by the expression with parameters b1 and b2
to make its identification easier, interpretability is affected. It was deduced that a PBSM
may have an extended structure to identify its parameters and an extended structure
to interpret the model. In the case of the β−casein model, two extended structures of
the model can be considered depending on the goal: if the goal is to perform parameter
identification, the mathematical expression containing parameters b1 and b2 is more
convenient. On the other hand, if the goal is to exploit the descriptive ability of the model,
the mathematical expression with interpretable parameters is then selected. Note that to
perform an identifiability analysis of the whole model, all parameters must be replaced
by the mathematical expression defining them, whilst interpretability analysis does not
require replacing the constitutive or assessment equations in the upper specification levels.
As aforementioned, identifiability and interpretability are structural properties of a
mathematical model which can be leveraged to gain valuable process insight. If a math-
ematical model is globally identifiable, it means that the unknown parameters of the
postulated model can be uniquely (and exactly) recovered from the knowledge of the input-
output variables of the designed input-output experiment [25]. If the interest system is
represented with a phenomenological based semi-physical model, the model basic structure
is universal and interpretable. Moreover, if the basic structure was enough to explain the
observations of the system, it would not be necessary to deep down in those structural
parameters with constitutive or assessment equations. Thus, global interpretability of the
model is guaranteed, and its identifiability analysis it turns out to be irrelevant. If it is
found that a parameter is identifiable, then it is likely interpretable. Otherwise, if it is
found that a functional parameter is interpretable, it does not necessarily imply that is
identifiable. However, if that parameter is interpretable and all its states are measurable
then the parameter likely be identifiable.
There is a particular matter on interpretability and identifiability concepts and that
is the lack of mathematical formalism to analyze the interpretability in a parameter. Pa-
rameter interpretability still cannot be explained by mathematics due to mathematical
formalism can affect the interpretability of a parameter. An example is shown in Equa-
tion 5.10, where the interpretability is clear for the first equation but is not for the second.
Although both representing the same process, the first one is a differential equation came
from balances, whereas the second one arises from data and seems to be solved. Fur-
thermore, mathematical formalism cannot exist without a theoretical formalism, which
is proposed in this thesis. This does not occur with identifiability, due to identifiability
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Basic structure and basic specification or zero specification level
dx
dt = −r r Identifiability does
not apply at this
level.
General.
Extended structure - 1st specification level
r = k1Ex k1 Globally identifiable.
a Contextualized.
r = knEx
























c1,m1 Locally identifiable. No inter-
pretable.
a Global analysis is performed by using DAISY.
b Local analysis is performed by using GenSSI.
is a property more developed in the literature and therefore has already a mathematical
formalism defined. Nevertheless and only regarding to the out of the model, functional
parameters can be mathematically treated in order to be evaluated by observability. In
this sense, making an interpretability analysis is more difficult than an identifiability anal-
ysis because the interpretability of a parameter cannot be tested numerically, while the
identifiability of the parameters can.
dx
dt = −kx
x1 = x0 ∗ e
−kx (5.10)
An interpretation of the model predictions might explain the behavior of the process
without providing a deep insight into the causal associations in the underlying data, as
with empirical models when pretends to know the process. A parameter can be interpreted
but its interpretation does not agree with the phenomenon. In this way, it is important
to keep the model’s basic structure interpretable, because a mathematical model with
parameters interpretability can give deep insight on the causal associations between the
excitations and the data. In addition, a mathematical model identifiable and interpretable
can help to understand better the dynamic of the process. A simple mathematical symbol
allows an analysis of identifiability and interpretability, but if that symbol is replacing by
a numerical value, both parameter properties could be lost.
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5.5 Application cases
In this section, the proposed methodology is applied in several illustrative case studies
in order to assess the benefits of the interpretability analysis in PBSMs and as support
for constructing other models with parametric interpretability. This is because the inter-
pretability property is proposed from a qualitative point of view and its quantification
in a model is not yet guaranteed. Parameter interpretability of four PBSMs is evaluated
following the proposed methodology in this thesis. In the first case study, the SOGMM is
revisited, where the expert opinion provided in Section 5.5 is compared with the proposed
methodology of interpretability. The second case study is devoted to the interpretability
analysis of the pancreas model (role in glucose homeostasis). In this case, the model’s
basic structure is reported in the standard format and the extended structure has some
non-interpretable parameters useful to apply the methodology. The third case study is
related to the model of energy consumption in the acute inflammatory response. This
model is more challenging if compared with the two previous models since it has more
differential equations and, as well as the SOGMM, it does not have the basic structure in
standard form. Finally, a more difficult and maximal PBSM with the model basic struc-
ture reported in the standard format is analyzed to show that it is possible to obtain a
complex model with most of its parameters being interpretable. These four cases studies
demonstrate the importance of having a model basic structure in the standard format
and all parameters explicit when the goal is to have a physical interpretation both the
parameters and the model responses.
5.5.1 Subcutaneous Oral Glucose Minimal Model
The extended version of the minimal model proposed by Bergman, is known as the subcu-
taneous oral glucose minimal model (SOGMM). SOGMM includes compartments for oral
glucose consumption of carbohydrates and subcutaneous measurement of glucose concen-
tration. The structural identifiability of this model has already been addressed Section 5.5
and a theoretical analysis of interpretability has also been provided in Section 5.2.2. Here,
the proposed methodology is followed to analyze and to try to endow with interpretabil-
ity the parameters of the SOGMM in order to compare the results previously obtained
with the theoretical analysis with the results that will be obtained applying the method-
ology. The abstraction of this model is made with compartments, that is, the authors
considered the body parts of interest as compartments to develop the balance equations.
Some parameters were estimated from experimental data and the numerical values were
replaced in the model basic structure. So, the zero specification level of this model is
hidden and, therefore, the model basic structure is not reported in the proposed standard
format necessary to apply the methodology from step 1.
1. Identify the model’s basic structure: the model’s basic structure is not reported
in the standard format required to apply the proposed methodology. Then, this step
is skipped because the balance equations do not preserve the flow terms and coef-
ficients explicitly. Furthermore, the structural parameters cannot be distinguished
because constitutive and assessment equations were replaced in the model’s basic
structure.
2. Obtain the first specification level: the set of equations 5.11-5.18 reported
as the model is considered the first specification level of the model. The original
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mathematical notation of the model was respected, that is, the superior dot indicates
a derivative term, e.i., the dynamics of the elements to be solved by the model.
Ġ(t) = −(Sg +X(t)) G(t) + Sg Gb + (Ra(t)/Vg) (5.11)
Ẋ(t) = −p2 X(t) + p2 SI(I(t)− Ib) (5.12)
Ġcgm(t) = −ksc(Gcgm −G(t)) (5.13)
Q̇1(t) = −kτ Q1(t) + ω(t) (5.14)
Q̇2(t) = −kabs Q2(t) + kτ Q1(t) (5.15)
İsc1(t) = −kd Isc1(t) + Jctrl(t) (5.16)
İsc2(t) = −kd Isc2(t) + kd Isc1(t) (5.17)
İp(t) = −kcl Ip(t) + kd Isc2(t) (5.18)
As can be seen, the equations are originated from balances between compartments
declared by the authors. However, structural parameters were replaced by constitu-
tive and assessment equations and therefore the basic structure of the model cannot
be distinguished.
The symbols w(t) and Jctrl are parameters declared as inputs of the model and
represent the rate of mixed-meal carbohydrate absorption at time t and the insulin
input signal, respectively. In addition, G, X, Gcgm, Q1, Q2, Isc1, Isc2, and Ip are
variables of the model. Variables are not reported in Table 5.6 because this table
only reports the parameters of the first specification level, which are the subject of
interpretability analysis.
3. Obtain the whole extended model structure: there are few parameters in this
model that are rewritten in terms of further parameters (second specification level).
The three generated parameters make up the second specification level of the model











As can be observed in Table 5.7, where parameters of the second specification level
are reported, five new parameters are generated in this level and all of them can be
fixed with a datum or simple numerical value. Parameter kabs appeared before as
parameter of first specification level and for this reason, is marked in blue and does
not report in Table 5.7. The set of equations assigning a numerical value to those
parameters of second specification level forms the third specification level. However,
no new parameter is generated and hence, there are no more specification levels in
this model.
4. Classify the functional parameters: functional parameters are classified in cou-
pled, non-coupled, and scalar as it was presented before. As can be seen in Table
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Table 5.6. Parameters of the first specification level of the SOGMM.





Fractional glucose effectiveness measuring glucose




“Basal” glucose concentration associated with the
patient’s basal rate of insulin delivery.
datum 5.11
3 Ra(t) Glucose rate of appearance in blood. 5.19 5.11
4 Vg Distribution volume of glucose. datum 5.11
5 p2
Rate constant of the remote insulin compartment
from which insulin action is emanated.
datum 5.12
6 SI
Insulin sensitivity. Ability of insulin to control glu-
cose production and utilization.
5.20 5.12
7 I(t) Plasma insulin concentration. 5.21 5.12
8 Ib
Reference value for I(t) associated with the fasting
plasma glucose concentration of the patient.
datum 5.12
9 ksc
Time constant that encompasses both the physio-
logical lag and the sensor lag.
datum 5.13
10 ω(t)








Rate constant associated with oral glucose absorp-
tion.
datum 5.15
13 kd Rate constants of subcutaneous insulin transport. datum 5.16
14 kcl Rate constants of subcutaneous insulin transport. datum 5.18
15 Jctrl(t) Insulin input signal. input 5.16
Table 5.7. Parameters of the second specification level of the SOGMM.





Fraction of intestinal absorption which actually
appears in the plasma.
datum 5.19
2 BW Body weight of the subject. datum 5.19 5.21
3 VI Distribution volume of insulin. datum 5.21
4 TDIwhole Total daily insulin. datum 5.20
5 TDIbasal Total daily basal insulin. datum 5.20
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Sg, Gb, Vg, p2, Ib, ksc, kτ , kabs, kd, kcl, f , BW ,
TDIwhole, TDIbasal, VI





Gb, Ra, Vg, SI , I, Ib, ksc, kτ , kabs,
kd, kcl, f , VI , TDIwhole, TDIbasal
Non-interpretable Sg, p2
5.8, parameters Ra(t) and I(t) depend on the variables Q2(t) and Ip(t), respectively
(coupled parameters). Parameter SI is a non-coupled parameter because it is com-
puted according to the regression formula 5.20 using i) the patient’s average total
daily insulin TDIwhole computed from the overall insulin utilization over a one week
of open-loop data collection and ii) the patient’s average total daily basal insulin
TDIbasal. The remaining parameters are scalar parameters because are defined by
a simple numerical value.
5. Evaluate the interpretability of functional parameters: interpretability of
functional parameters is evaluated according to the proposed methodology. The
evaluation is reported in Table 5.9.
According to the interpretability evaluation, body weight BW has general inter-
pretability because the conceptual definition is in the physiological context and
refers to a mass or weight (both interpretable in the physic domain) of the human
body. Parameters classified as contextualized interpretable have a physical meaning
associated with a physiological phenomenon of the process, therefore, out of this
context they have not interpretability. Finally, only two parameters Sg and p2 are
non-interpretable because its physical meaning is no associated with any conceptual
definition in some scientific domain.
6. Endow the model of parameter interpretability: to endow with interpretabil-
ity the parameters of the SOGMM it is necessary to have the basic structure of the
model explicit, that is, in the standard format, to decide new equations to define
parameters Sg and p2. That does not happen in this case. The other option is to
provide an assessment equation for each one of this parameters, but guaranteeing
those equations has phenomenological inspiration or they are mathematical defini-
tions for the parameters. However, this second option is not possible because the
parameters have a noninterpretable physical meaning, then providing an assessment
equation phenomenological inspired is not possible.
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5.5.2 Role of the human pancreas in glucose metabolism
Among the organs involved in the glucose homeostasis, the pancreas is perhaps one of
the most relevant, given its role to regulate blood glucose levels by producing impor-
tant hormones like insulin, glucagon, and somatostatin, among others. Blood glucose
concentration is directly affected by the pancreatic secretion of these hormones into the
bloodstream. Therefore, the construction of a pancreatic model that represents the role
of the α, β, and δ cells in the human glucose homeostasis based on the phenomena as-
sociated to the known pancreas physiology is relevant to the scientific community. The
developed model of the pancreas that is reported in Chapter 4, is analyzed here and en-
dowed of parameter interpretability following the proposed methodology. The aim of the
interpretability analysis of this model is to show the application of the methodology in
a simple model with the basic structure reported in the standard format and with some
parameters defined by empirical relations but with only one non-interpretable parameter.
1. Identify the model’s basic structure: the model’s basic structure presented
below comes directly from mass balance equations representing the mass flow and
the concentration of glucose, oxygen, insulin, and glucagon, in the blood leaving
the pancreas. This version of the pancreas model does not include the somatostatin
effect.
ṁ2 = ṁ1 (5.22)
dwi,2
dt










ṁ4 = ṁ3 (5.25)
dwi,II
dt










ṁGn,4 = rsec,Gn (5.28)
(5.29)
with i = glucose (G) and oxygen (O), and j = insulin (Ins) and glucagon (Gn).
The meaning of the symbols that represents variables, parameters, and constants is
reported in Table 4.1.
Table 5.10 reports the structural parameters in the model’s basic structure, a.k.a.
zero specification level. Symbols ṁ2, wi,2, wj,2, ṁ4, wi,II , wIns,II and ṁGn,4 are
the variables of the model, therefore these variables are not reported in Table 5.10.
As can be observed, the basic structure of the model is reported in the standard
format, that is, constitutive and assessment equations do not replace any parameter
and the flows and coefficients terms are explicitly in the balance equations. Thus, all
steps of the methodology to analyze and endow with interpretability the functional
parameters can be applied.
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Table 5.10. Structural parameters of the pancreas model.





















Mass flow of component j being secreted to
the circulation.
5.34 5.24 5.27
6 MI Mass of blood irrigating the pancreas. 5.35 5.23 5.24
7 ṁ3
Mass flow rate of basal glucose and oxygen
required by α and β-cells (stream 3).
5.25
8 rcons,i











10 MII Mass of the islets of Langerhans. 5.36 5.26 5.27
i indicates glucose (G) and oxygen (O).
j indicates pancreatic hormones insulin (Ins) and glucagon (Gn).
2. Obtain the first specification level: the following constitutive and assessment
equations define the structural parameters and yield the first specification level of
the model.
ṁ1 = V̇1ρb (5.30)
















MI = ρb ∗ Vb (5.35)








ϕO,G ∗ (CG,II) ∗ δ(CO,II > CCr,O) (5.38)
rsecr,Ins = (rIns,ph1 + rIns,ph2)ϕi,o(CO,II) (5.39)
rsecr,Gn = c0 +
c1
c2 + CIns,2e
(CGE − CG,2)u(CGE −CG,2) (5.40)
(5.41)
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Note that each structural parameter is defined by a constitutive equation that gen-
erates new parameters that belong to the second level of specification of the model.
The second specification level is reported in the next step to get the whole extended
model structure. Functional parameters of the first specification level are reported
in Table 5.11.
3. Obtain the whole extended model structure: computation of the new param-
eters generated in the first specification level produces the second specification level.
The equation forming the second specification level is as follows:













































As can be seen, five equations belong to the second level of specification because
the rest of the parameters of the first specification level are data or fixed numerical
values, as introduced in Table 5.11. Functional parameters of the second specification
level are reported in Table 5.12.
As shown in the Table 5.12, only the parameter σi,l,g is defined by a constitutive
equation. The rest of the functional parameters of the second specification level
are defined by assessment equations, whose value was reported in chapter 4 when
the development of the pancreas model is presented. Therefore, the equation that
defines the parameter σi,l,g is the only constitutive equation that forms the third








The only functional parameter generated in the third level of specification is reported
in the Table 5.13.
When Cm is defined by a datum, the equation Cm = datum is the fourth specification
level and at this point, no new parameter is generated and, therefore, there are no
more specification levels.
4. Classify the functional parameters: in this step, all functional parameters of
the model are classified in coupled, non-coupled, or scalar according to the con-
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Table 5.11. Functional parameters of first specification level.




1 V̇1 Volumetric flow in arterial blood. datum 5.82





Concentration of component i at blood ir-
rigating the pancreas (stream 1).
datum 5.31
4 Cj,1
Concentration of component j at blood ir-
rigating the pancreas (stream 1).
datum 5.32
5 Mi Molecular mass of the component i. datum
5.31
5.33
6 Mj Molecular mass of the component j. datum
5.32
5.34




Diffusion coefficient of the component i in
the islet of Langerhans.
datum 5.33
9 DIns−t
Diffusion coefficient of the insulin in the
islet of Langerhans.
datum 5.34
10 L Length of mass transfer. datum
5.33
5.34
11 Vb Blood volume irriganting the pancreas. datum 5.35
12 ρIsl Density of islets of Langerhans. datum 5.36
13 VIsl Volume of islets of Langerhans. datum 5.36
14 rmax,G




Concentration corresponding to half-
maximal response of glucose consumption.
datum 5.37
16 rmax,O Maximum rate of oxygen consumption. datum 5.38
17 CHf,O
Concentration corresponding to half-
maximal response of oxygen consumption.
datum 5.38
18 ϕO,G




Step-down function to account for necro-
sis and cut the oxygen consumption of
those tissues where the oxygen concentra-
tion falls below a critical value (CCr,O).
5.43 5.38
20 CCr,O
Critical value of oxygen concentration into
the islets of Langerhans.
datum 5.38
21 rIns,ph1
Insulin secretion rate, first-phase. Rel-
atively quick first phase consisting of a
transient spike of 5-10 min.
5.44 5.39
22 rIns,ph2




Modulating function of the insulin secre-
tion.
5.46 5.39
120 CHAPTER 5. A PROPOSAL FOR DEFINING PARAMETERS INTERPRETABILITY




24 c0 Glucagon basal secretion. datum 5.40
25 c1 Glucose action on glucagon. datum 5.40
26 c2 Insulin action on glucagon. datum 5.40
27 e Insulin effectiveness. datum 5.40
28 CGE Glucose threshold value. datum 5.40
Table 5.12. Functional parameters of second specification level.





Scaling factor to maintain the consump-
tion rate at low (3 mM) glucose.
datum 5.42
2 ϕbase Basal rate of oxygen consumption. datum 5.42
3 ϕmetab




Metabolic component. Hill slope charac-






Insulin concentration corresponding to





Maximum rate of insulin secretion, first-
phase, from the islets of Langerhans.
datum 5.44
7 rmax,ins2
Maximum rate of insulin secretion,








Linear response for a range that likely cov-
ers normal physiologic conditions as well
as dynamic perifusion conditions.
datum 5.44
10 nins,O




Oxygen concentration corresponding to




Modulating function to reduce the glu-
cose gradient-dependent response for islets
that are already operating at an elevated
second phase secretion rate and to max-
imize it around CG,II values where islets
are likely to be most sensitive.
5.48 5.44
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Table 5.13. Functional parameters of third specification level.





Glucose concentration where islets are
likely to be most sensitive.
datum 5.48
Table 5.14. Classification of the functional parameters of 2nd, 3rd, and 4th specification
levels.
Type Parameter





V̇1, ρb, Ci,1, Cj,1, Mi, Mj, As, Di−t, DIns−t, L, Vb, ρIsl, VIsl,
rmax,G, CHf,G, rmax,O, CHf,O, CCr,O, c0, c1, c2, e, CGE , ϕsc,
ϕbase, ϕmetab, nins2,gluc, CHf,ins2,gluc, rmax,ins1, rmax,ins2, nins1,gluc,
CtHf,ins1,gluc, nins,O, CHf,ins,O, Cm
cepts introduced previously. Table 5.14 reports the classification of the functional
parameters of second, third, and fourth specification levels, taking into account that
fourth level has only parameter Cm. Equations of the first specification level define
structural parameters and it is worth remembering that this classification is only for
functional parameters.
From Table 5.14, there is no non-coupled functional parameters. Six parameters are
coupled parameters, the remaining ones are scalar parameters.
5. Evaluate the interpretability of functional parameters: interpretability anal-
ysis is carried on the functional parameters of the model and reported in Table
5.15.
Eighteen parameters have general interpretability (remember that parameters Ci,1,
Cj,1, Mi, Mj, and Di−t generate two functional parameters, for glucose and for
oxygen) because the symbols used to represent it have a universal meaning. Most of
the functional parameters of the model have contextualized interpretability because
they only have a physical meaning within the physiology of the pancreas that is
modeled, outside of this context they lose their meaning. On the other hand, from the
table can be noted that there are no non-interpretable parameters, i.e., all functional
Table 5.15. Interpretability analysis of functional parameters.
Interpretability Parameters
General V̇1, ρb, Ci,1, Cj,1, Mi, Mj, As, Di−t, DIns−t, L, Vb, ρIsl, VIsl
Contextualized
rmax,G, CHf,G, rmax,O, CHf,O, ϕO,G(CG,II), δ(CO,II > CCr,O),
CCr,O, rIns,ph1, rIns,ph2, ϕi,o, c0, c1, c2, e, CGE , ϕsc, ϕbase,
ϕmetab, nins2,gluc, CHf,ins2,gluc, rmax,ins1, rmax,ins2, nins1,gluc,
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parameters of the model have a physical meaning within the pancreas physiology
context and they are associated with some phenomenon of this underlying process.
6. Endow the model of parameter interpretability: from the previous step, it
is known that there are no non-interpretable parameters. Therefore, there are no
parameters to endow with interpretability in this model.
5.5.3 Mathematical modeling of energy consumption in the acute in-
flammatory response
A computational model to study the dynamics of acute inflammation that incorporates a
reduced representation of relevant metabolic pathways and energy resources and demands
is presented in [209]. The model is also used to investigate the role of energetics dur-
ing infection and explore the relation in the overproduction of nitric oxide, altered ATP
levels, and sepsis. This model consists of eight nonlinear ordinary differential equations
that describe the interactions between the immune response to a pathogen and the asso-
ciated energy production and demand. The analysis and endowment of interpretability
in the parameters of this model is performed here to show a more complex example of
a phenomenological based model without knowing a priori the model’s basic structure
reported in standard format. Thus, the significance of having explicit both structural and
functional parameters in the model structure is beef-up.



















































= kdnh(X + P )− g(Ab)µdD (5.51)
dCA
dt















































































(1− λgb)c(Ab) + (1− λgn)c(An)
)
− µLL (5.56)
where symbols P , N , D, CA, Ab, An, X, and L indicate the variables of the model.
As it can be seen, it is not straightforward to distinguish the basic structure of the
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model. Coefficients and flows in the balance equations were replaced by constitutive
and assessment equations and for this reason, the structural parameters are somehow
“hidden” and cannot be identified directly from the reported structure. Therefore,
the step one of the methodology is skipped as mentioned before.
2. Obtain the first specification level: the set of reported differential equations is
considered the first specification level of the model and the goal from now is getting
the extended model structure. Table 5.16 reports functional parameters of the first
specification level with the corresponding physical meaning, the numerical value or
corresponding constitutive or assessment equation, and the equation(s) where the
parameter is located. Parameters g, f , and h are defined by the Equations 5.57,
5.58, and 5.59, respectively. The physical meaning of the structural parameters is
into the knowledge context of human physiology, and processes engineering from its
analogy.
3. Obtain the whole extended model structure: the set of equations to define
some functional parameters of the first specification level is 5.57-5.66. This set of
equations makes up the second specification level. Parameters marked in blue are
parameters of first specification level as they are reported in Table 5.16. These
parameters were classified before as parameters of first specification level and for
this reason, they are not considered parameters of the second specification level in
spite of appearing in this level too.
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Table 5.16. Functional parameters of the first specification level of model of the energy consumption
in the acute inflammatory response.




1 kpg Pathogen growth rate. datum 5.49
2 P∞ Carrying capacity for pathogen. datum 5.49
3 kns
Weighting of the energy-dependent com-




Saturating function modulating energy-




Rate parameter for the elimination of








Saturation rate parameter for the non-
specific local response.
datum 5.49
8 kpn Phagocytosis rate. datum 5.49
9 f
Hill function representing inhibitory ef-
fects.
5.58 5.49 5.50 5.52-5.56
10 C∗





11 kps Phagocytosis saturation constant. datum 5.49 5.50
12 snr
Production rate for activated phagocytes
(based on resting phagocyte level).
datum 5.50
13 knn
Weighting of contribution to activation of
resting phagocytes by previously activated
phagocytes and their cytokines.
datum 5.50
14 knp
Weight of contribution to activation of
resting phagocytes by pathogen.
datum 5.50
15 knd
Weight of contribution to activation of
resting phagocytes by tissue damage.
datum 5.50
16 µnr Decay rate of resting phagocytes. datum 5.50
17 µn Decay rate of activated phagocytes. datum 5.50
18 kde








Hill function that controls the production
of tissue damage D. Saturation function.
5.59 5.51
21 µd Decay rate of damage. datum 5.51
22 Sc Source of anti-inflammatory mediators. datum 5.52
23 kcn




Determines the levels of activated phago-
cytes and damage that are needed to bring
rate of anti-inflammatory mediator pro-
duction to half its maximum.
datum 5.52
25 kcnd
Effectiveness of damaged tissue relative to
activated phagocytes in inducing produc-
tion of anti-inflammatory mediators.
datum 5.52
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Decreasing sigmoidal function represent-
ing a ramping up of energy production
when supplies diminish.
5.60 5.535.545.56
28 X∗ Half saturation level of nitric oxide. datum 5.53 5.54 5.56
29 λgb
Fraction of Ab produced via the anaerobic
pathway in the absence of nitric oxide.
datum 5.535.56
30 φi
Energy flux terms of all processes in the
model that consume energy, with i = 1−6.
5.61-5.66 5.535.54
31 µA




Fraction of An produced via the anaerobic
pathway in the absence of nitric oxide.
datum 5.545.56
33 knon




Rate of nitric oxide release due to tissue
damage.
datum 5.55
35 µno Natural depletion rate of nitric oxide. datum 5.55
36 λL Production rate of lactate. datum 5.56











































(knnN + knpP + kndD)
(5.63)
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Table 5.17. Functional parameters of the model of the energy consumption in the acute in-
flammatory response.
# Symbol Physical meaning Defined by Location
1 Cg
Half-saturation energy level for the
driving of various processes
datum 5.57
2 xdn
Determines levels of pathogens and ni-
tric oxide needed to bring damage pro-
duction up to half its maximum
datum 5.59
3 µA











6 C1 Energy consumption rate of φ1. datum 5.61
7 C2 Energy consumption rate of φ2. datum 5.62
8 C2 Energy consumption rate of φ3. datum 5.63
9 C4 Energy consumption rate of φ4. datum 5.64
10 C5 Energy consumption rate of φ5. datum 5.65
11 C6 Energy consumption rate of φ6. datum 5.66
12 sm Source of non-specific local response. datum 5.61
Table 5.18. Classification of the functional parameters of all specification levels of the
model of the energy consumption in the acute inflammatory response.
Type Parameter
Coupled φi
Non-coupled g, f , h, c
Scalar
kpg, P∞, kns, kpm, µm, kmp, kpn, C
∗, kps, snr, knn, knp, knd,
µnr, µn, kde, kdn, µd, Sc, kcn, µcq, kcnd, µc, X
∗, λgb, µA,
λgn, knon, knod, µno, λL, µL, Cg, xdn, µA, k1, k2, C1, C2, C3,
C4, C5, C6, sm
Table 5.17 reports the parameters of the second specification level. Parameter Ax
from equation 5.57 is refereed to parameters Ab and An previously defined in Ta-
ble 5.16. As noted in Table 5.17, parameters of the second specification level are
associated with a numerical value and not with an equation. Then, in this level of
specification, there are not new parameters to generate a third specification level.
4. Classify the functional parameters: in this step, all functional parameters re-
ported in Tables 5.16 and 5.17 are classified as coupled, non-coupled, or scalar ac-
cording to the concepts introduced previously. Table 5.18 reports this classification
for all functional parameters.
5. Evaluate the interpretability of functional parameters: interpretability anal-
ysis is carried only on functional parameters since the basic structure of the model
is not available in standard format. The goal is to show the importance of having
the model’s basic structure reported in the standard format and the lost of param-
eter interpretability in a PBSM when the structural parameters are replaced by the
5.5. APPLICATION CASES 127
Table 5.19. Interpretability analysis of functional parameters of the model of the energy
consumption in the acute inflammatory response.
Interpretability Parameters
General No functional parameter has general interpretability
Contextualized
P∞, kpg, kns, g, kpm, µm, kmp, kpn, f , C
∗, kps, snr, knn, knp,
knd, µnr, µn, kde, kdn, h, µd, Sc, kcn, µcq, kcnd, µc, c, X
∗,
λgb, φi, µA, λgn, knon, knod, µno, λL, µL, Cg, xdn, µA, C1,
C2, C3, C4, C5, C6
Non-interpretable k1, k2, sm
constitutive and assessment equations and the specification levels cannot be clearly
distinguished. Table 5.19 reports the interpretability evaluation of the model’s func-
tional parameters.
6. Endow the model of parameter interpreteability: as shown in Table 5.19,
non-interpretable parameters are g, f , h, µd, φi, k1, k2, C1, C2, C3, C4, C5, C6, and
sm. To endow them with interpretability the conceptual definition that every symbol
has should be checked. Symbols k1 and k2 are defined as phenomenological energy
production parameter. This meaning is non-interpretable because it is not associated
with a given phenomenon of the real process: it cannot be clearly known where is
the energy produced nor the origin of these parameters, despite being named as phe-
nomenological. Therefore, to give a conceptual definition to these non-interpretable
parameters and to define them mathematically with a phenomenological expression
is not possible. It also happens with symbol sm, defined as source of non-specific
local response, but note that the meaning is non-interpretable, cannot be defined by
a concept because the description is not associated with some phenomena of the real
process.
5.5.4 Role of the human stomach in glucose metabolism
The organs in the human body with an important role in glucose metabolism were modeled
in Chapter 4. The methodology previously proposed is now applied to the human stomach
model given the availability of the basic structure reported in the standard format, almost
all of its parameters are interpretable, is a model bigger than analyzed models previously
with five specification levels, each specification level is explicitly reported in the complete
model structure, i.e., no functional parameter was replaced by the equation defining it,
and currently it is a model published in the literature [147]. An interpretability analysis is
carried over this stomach model. In addition, non-interpretable parameters were endowed
with interpretability according to step six of the methodology.
1. Identify of the model’s basic structure: the set of balance equations giving
significant information and thus representing the basic structure or the zero specifi-
cation level of the human stomach model is given as follows:
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dNI
dt


















































MIII = C1 (5.74)
Table 5.20 reports all the structural parameters with the corresponding physical
meaning, disregarding if they are associated to a numerical value or a constitutive
or assessment equation. In this table, it is also indicated in which equation every
structural parameter is located and if it is defined by a datum or an equation. Some
structural parameters lay down under the chemical engineering context while some
others under human physiology. Symbols σj,i and C1 are constants of the model, and
NI , xj,5, wG,7, W , ṅ1, ṅ2, rgc, and MIII are the variables of the model. Therefore,
constants and variables are not reported in the Table 5.20. Henceforth, one table for
each specification level is introduced with the respective parameters. If a parameter
appears in more than one specification level, the parameter belongs to the first level
where it appeared. This will be clarified as the specification levels appear during the
interpretability analysis.
2. Obtain the first specification level: the following set of constitutive and assess-
ment equations is proposed to define the structural parameters that are previously
defined with a numerical value:
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Table 5.20. Structural parameters of the stomach model.
# Symbol Physical meaning Defined by Location
1 ṅ3 Molar flow rate of gastric juices. 5.75
5.67
5.68
2 ṅ5 Molar flow rate due to gastric emptying. 5.76
5.67
5.68
3 rfat Rate of fat reaction. 5.77
5.67
5.68





Total mass change in molar units. 5.79 5.68
6 xj,3
Molar fraction of compound j at stream 3,
with j = GJ .a
datum 5.68
7 η Stomach efficiency as a driver machine. datum 5.70
8 ṁpc Flow of gastric mass through the pipe circuit. 5.80 5.70
9 hfd→a Friction losses in the pipe circuit. 5.81 5.70
10 xG,1 Glucose concentration at current 1. datum 5.71
11 ∆H̄rgc
Specific molar heat of reaction of glucose
combustion.
datum 5.73
12 ṁ1 Mass flow rate at current 1. 5.82 5.69
13 wG,1 Mass fraction of glucose at stream 1. datum 5.69
14 wG,6 Mass fraction of glucose at current 6. 5.83 5.69
15 ṁ6 Mass flow rate at current 6. 5.84 5.69
16 ṁ7 Mass flow rate at current 7. 5.85 5.69
a The others compounds j are zero at stream 3.
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ṁ6 = C2 (5.84)
ṁ7 = ṁ6 (5.85)
Table 5.21 reports the functional parameters belonging to the first specification level.
Note that parameter wG,1 appears first time in the basic structure of the model, i.e.,
it is a structural parameter of the model, then it is not considered as a parameter of
the first specification level. Symbols R, σG,gc, pgm, ρblood, C2 are constants of the
model, and NI , rgc are variables of the model. Therefore, they are not reported in
Table 5.21 as parameters of first level of specification.
3. Obtain the whole extended model structure: the final extended model is
obtained as soon as we stop digging into the functional parameters. In this case, we
needed five specification levels to define a reliable set of interpretable parameters.
The set of constitutive and assessment equations to obtain the second specification
level becomes:
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Table 5.21. Functional parameters of first specification level of the stomach model.
# Symbol Physical meaning Defined by Location
1 mGJ Molecular mass of gastric juices. datum 5.75
2 ρGJ Density of gastric juices. datum 5.75
3 Dil Dilution factor. 5.86 5.75 5.76
4 Vgm,t0 Volume of gastric mass at t0. 5.87 5.75 5.76
5 mgm Molecular mass of the stomach content. 5.88 5.76
6 ρgm Density of gastric mass.
5.89 5.76
5.80
7 Emp Emptying factor. 5.90 5.76
8 k0,Fat
Rate constant due to the frequency of molec-




Rate constant due to the frequency of molec-
ular collisions in the correct orientation for
proteins.
datum 5.78
10 Ea,Fat Activation energy for fat reaction. datum 5.77
11 Ea,P ro Activation energy for protein reaction. datum 5.78
12 Cj Molar-volumetric concentrations. 5.91 5.77 5.78
13 T Corporal temperature. datum 5.77 5.78
14 vgm,distal
velocity of gastric mass measured at the py-
loric antrum (distal extreme).
datum 5.80
15 As
Cross sectional area of the fitting at the distal
extreme.
5.93 5.80
16 Ks Friction factor for section s. 5.94 5.81
17 vs Velocity of the gastric mass at section s. 5.95 5.81
18 mG Molecular mass of glucose datum. 5.82
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Dil = −6.0070249 × 10−8 tm
3 + 7.0181077 × 10−6 tm










ρgm = V FFGJρgm,t0 + (1− V FFGJ)ρGJ (5.89)
Emp = 2.65 × 10−9t4m − 5.4098 × 10
−7t3m − 1.3812 × 10

































































Table 5.22 reports functional parameters of second specification level. It can be noted
that parameters ρgm and ρGJ are in blue since they were already accounted for at
the first level. Likewise occurs with parameters As and ṁpc, used to define vs but
both of them are classified as parameters of first specification level and structural,
respectively. The following constitutive and assessment selected equations produce
the third specification level :
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Table 5.22. Functional parameters of second specification level of the stomach model.
# Symbol Physical meaning Defined by Location
1 tm Elapsed time after digestion start. datum 5.86 5.90
2 Mgm,t0 Gastric mass at t0 (Ingested meal). datum 5.87
3 ρgm,t0 Density of gastric mass at t0. datum 5.87 5.89
4 mj Molecular mass of compound j. datum 5.88
5 V FFGJ
Volumetric fraction of ingested food with re-
spect to gastric juices.
5.97 5.89
6 Vgm Volume of gastric mass. 5.98 5.91
7 Ds Internal diameter of section s. datum 5.93
8 fdarcy Darcy factor. 5.99 5.94
9 Lstraight Length of the straight section s. datum 5.94
10 SD Smaller diameter in contraction/expansion. datum 5.94
11 HD Higher diameter in contraction/expansion. datum 5.94
12 ID Internal diameter in elbows. datum 5.94
13 Res Reynolds number. 5.100 5.94
Table 5.23. Functional parameters of third specification level of the stomach
model.
# Symbol Physical meaning Defined by Location

















Table 5.23 reports the only one functional parameter of third level of specification.
Note that symbols in blue Vgm,t0 , Dil, ρgm, vs are parameters of first specification
level, and symbols Vgm, Ds, and Res are parameters of the second specification level.
Only one parameter, µgm, appears in the third specification level. The following
equation is used to define µgm further:
µgm = −4.34648MDF
4 + 5.85569MDF 3 − 1.7678MDF 2 + 0.29556MDF − 0.02
(5.101)
Table 5.24 report the functional parameter of fourth specification level. It can be
observed that a new parameter is generated in fourth specification level. Then, it
is necessary to declare a new specification level to define it. MDF can be defined
further as:
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Table 5.24. Functional parameters of fourth specification level.
# Symbol Physical meaning Defined by Location
1 MDF Modified dilution factor 5.102 5.101





Dil, Vgm,t0 , ρgm, Emp, As, Ks, vs, V FFGJ , Vgm, fdarcy, Res,
µgm, MDF
Scalar
mGJ , ρGJ , k0,Fat, k0,P ro, Ea,Fat, Ea,P ro, T , vgm,distal, mG,
tm, Mgm,t0 , ρgm,t0 , mj, Ds, Lstraight, SD, HD, ID
MDF = Dil2.97 (5.102)
This fifth specification level does not generate new functional parameters. The
only functional parameter of the fifth specification level, MDF , is a function of
the functional parameter Dil, marked in blue and previously defined in the first
specification level. In this case, five specification levels are generated to obtain the
extended model structure. The zero specification level as the basic structure of the
model plus five specification levels in the extended model structure made up the
whole model structure.
4. Classify the functional parameters: Table 5.25 reports the classification of the
functional parameters of all specification levels. Structural parameters are not clas-
sified because this classification seeks to help to endow of interpretability those non
interpretable parameters, and structural parameters are inherently interpretable.
5. Evaluate the interpretability of functional parameters: functional parame-
ters are taken to evaluate and analyze its interpretability. As shown in Table 5.26,
non-interpretable parameters are adjusted by empirical relations, are defined by a
polynomial regression, or appear in the model as parameters within an empirical
equation. For example, the dilution factor, Dil, is a non-interpretable parameter
because is defined by a polynomial equations and this mathematical expression has
not based on the knowledge of the phenomena of the process. Similarly occurs with
emptying factor, Emp. Parameter MDF has a decimal exponent making loss com-
plete interpretability of this functional parameter. MDF is an adjustment parameter
to fix the model results and for that reason it is a non-interpretable parameter. Pa-
rameters k0,Fat, k0,P ro, Ea,Fat, Ea,P ro are contextualized to the chemical kinetics of
fats and proteins in the stomach. Parameter Ks has contextualized interpretability
with the flow of the gastric mass throughout the section s.
6. Endow the model of parametric interpretability: according to the inter-
pretability analysis of functional parameters of the model, only three of them are
not interpretable. To endow interpretability these non-interpretable parameters, it
is important to give them a conceptual definition before replacing the mathematical
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Table 5.26. Interpretability analysis of functional parameters.
Interpretability Parameters
General
mgm, Cj , Vgm,t0 , ρgm, vs, As, V FFGJ , Vgm, fdarcy, Res, µgm,
mGJ , ρGJ , T , vgm,distal, mG, tm, Mgm,t0 , ρgm,t0 , mj , Ds,
Lstraight, SD, HD, ID
Contextualized Ks, k0,Fat, k0,P ro, Ea,Fat, Ea,P ro
Non interpretable Dil, Emp, MDF
equation used to define them. Thus, a conceptual definition is given to parameters
dilution factor Dil and emptying factor Emp.
- Dilution factor: this is the relation of the initial volume of the solution to dilute
and the current volume at any moment after diluting. In the case of the human
stomach model, the dilution factor is the relation of the volume of the ingested food
entering to the stomach and the volume of the stomach content at any moment of
digestion. Thus, the polynomial expression used to calculate this parameter could be
replaced for the following expressionDil = Vc(i)Vi , with Vc(i) the current volume at any
time i and Vi the initial volume. This mathematical definition is based on the dilution
concept, associated with the known phenomenon from chemistry and biology. Initial
volume Vi is a constant value that can be obtained easily by knowing the amount of
ingested food, but Vc(i) is a parameter that must be calculated with the following
equation: Vc(i) = Vi+VGJ(i), where VGJ(i) is the volume of gastric juices at any time.
This parameter is calculated by knowing the phenomena occurring in the pancreas.
However, since the role of the pancreas in the stomach digestion has not be fully
understood (at least in quantitative terms), a phenomenological-based expression to
describe such a volume is not yet available. Note that the conceptual definition could
be used to define mathematically the parameter Dil. However, under conditions
before mentioned, parameter Dil can be endowed interpretability from its conceptual
definition, due to the mathematical representation of its conceptual definition cannot
be implemented. In this way, Dil could cease to be non-interpretable and becomes a
parameter with contextualized interpretability. Additionally, parameter Dil can be
defined like gastric dilution factor instead dilution factor, to better agree with the
physical meaning in the physiological context.
- Emptying factor: is the rate in which the fluid is emptied from the stomach,
after stomach digestion, to escape into the duodenum. Parameter Emp only can
be endowed interpretability after providing a phenomenological-based conceptual
definition, because the calculation depends on the knowledge of the phenomena gov-
erning the digestion. But these phenomena are unknown and a phenomenological
based mathematical expression does not exist yet. Parameter Emp can be defined
like gastric emptying factor instead only emptying factor to better agree with phys-
iological context of the model.
Finally, parameter MDF is a modification of the dilution factor Dil taken from the
literature to calculate the viscosity of gastric mass µ. Furthermore, parameter MDF
was used to adjust the model results and thus to get the computational solution.
Therefore, a conceptual definition can not be provided to this parameter and the
parameter cannot be endowed interpretability.
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6
Conclusions and future work
A model is a tool used to answer questions about a process of interest, without the need
to experiment on it, because experiments can be very expensive, destructive, dangerous or
simply because the system does not exist yet. If a model of the system is posse, it can be
used to calculate or predict how the system would have reacted, solving mathematically the
equations that describe the system and studying the answers. This type of experimentation
is called simulation. However, the value of the results of such experimentation depends
entirely on the quality of the available model.
The difficulty in constructing models is to make them good and reliable. For a model to
be useful, one must have confidence in the results and predictions that can be inferred from
it. This reliability can be obtained by means of the parameters interpretability, and also
verifying or validating the model, generally comparing the behavior of the model with the
behavior of the system and evaluating the difference. Uncertainty is an important factor
to take into account when talking about model reliability. Sometimes the mathematical
structure of the system is not completely known (or it is known but simplified), it can
also happen that the system parameters can not be completely known, or are only known
in a limited range of operation. It can be spoken about a model with uncertainty, when
there is uncertainty in the knowledge of the structure of the system, parameters and
effects of disturbances. One of the reasons for uncertainty in the parameters is to use
simplified or reduced order models to model complex systems. Another reason is the lack
of interpretability of the parameters of the model.
Physiological processes in the human body are complex and highly non-linear systems.
Therefore, to model a physiological process is a hard task, also because many of those
processes are unknown today. In this thesis, a PSBM to describe the glucose homeosta-
sis in humans was developed by coupling five submodels. Every submodel represents an
organ involved in glucose metabolism and was constructed following the methodology to
construct PBSMs. The submodels are based on the physiological knowledge available in
the literature. The validation of every organ model was carried out with data reported
in the literature. The most relevant characteristic of the models developed is the inter-
pretability of its parameters. In this sense, a conceptual framework to define parameters
interpretability in PBSMs was also proposed, along with a methodology to analyze and
endow the parameters of a PBSM with interpretability. The conceptual framework and
methodology were proposed from a qualitative point of view and based on the identifia-
bility concept. However, it is hoped that a quantitative formalism of parameters inter-
pretability can later rise and that the submodels presented in this thesis with parameters
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defined by empirical mathematical relations can be replaced by mathematical expressions
phenomenological inspired in accordance with the advances in medical discoveries.
As mentioned throughout the thesis, the term of interpretability has not a formal defini-
tion in the literature and several authors refer to model interpretability instead parameters
interpretability. Nevertheless, the meaning of that term is not direct because the model as
a whole is a complex piece of knowledge. Therefore, model interpretability is not an on-off
property; rather, its evaluation requires grading a model on a scale of interpretability.
Obviously, that scale requires a metric to generate the value of interpretability for a given
model. This metric is the major problem of establishing an interpretability scale. As an
example to evince the difficult to propose a formalism of parameters interpretability from
a quantitative point of view is to consider two models of 30 and 3 parameters, respectively.
If each model has only one noninterpretable parameter, an on-off approach would indicate
that both models are not interpretable. But if an interpretability index (II) is stated as:
II = 1 − NPNoINTotP , with NPNoI the number of noninterpretable parameters and NTotP the
total number of parameters, the II for the first model will be 1− 130 = 0.9666 and for the
second one will be 1 − 13 = 0.6666. Does this proposed II give useful information about
model size or complexity? Due to this unsolved item, in this thesis, interpretability was
only evaluated in terms of individual parameters. The proposed conceptual framework
can provide useful information to develop in the future further a mathematical formalism
to characterize parameter interpretability.
Given that the validation of the model was carried out organ by organ and using data
reported in the literature, in the future a complete validation of the coupled model, maybe
using real data taken from real patients, could be realized. In this sense, a clinical study
is hoped to face in the future to become more realistic the model and to help to that
validation. Also, modifications in the model structure could carry out to adjust the model
to patients with pathologies as diabetes mellitus.
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glucagon secretion by pancreatic α-cells, PLoS ONE 7 (2012), no. 3, 1–11.
[101] G. M. Gray, The role of the gastrointestinal tract in nutrient delivery, Academic
Press, Inc, 1984.
[102] FieldComm Group, Fieldcomm group. connecting the world of process automation,
2015.
[103] W. G. Guder and B. D. Ross, Enzyme distribution along the nephron, Kidney Inter-
national 26 (1984), no. 2, 101–111.
[104] J. W. Haefner, Modeling Biological Systems. Principles and Applications, second ed.,
Springer Science+Business Media, Inc., New York, 2005.
[105] K. D. Hall, Predicting metabolic adaptation , body weight change , and energy intake
in humans, Am J Physiol Endocrinol Metab 298 (2010), E449–E466.
[106] F. G. Hamel, W. C. Duckworth, and R. G. Bennett, Insulin Degradation : Progress
and Potential, Endocrine Reviews 19 (1998), no. 5, 608–624.
[107] K. Hangos and I. T. Cameron, Process Modelling and Model Analysis, vol. 4, Aca-
demic Press, 2001.
[108] M. Hao, X. Li, M. A. Rizzo, J. V. Rocheleau, B. M. Dawant, and D. W. Piston, Reg-
ulation of two insulin granule populations within the reserve pool by distinct calcium
sources, Journal of Cell Science 118 (2005), 5873–5884.
[109] J. R. Harrison, Z. Lin, G. R. Carroll, and K. M. Carley, Simulation modeling in or-
ganizational and management research, Academy of Management Review 32 (2017),
no. 4, 1229–1245.
[110] T. Hastie and R. Tibshirani, Generalized additive models: Some applications, Jour-
nal of the American Statistical Association 82 (1987), no. 398, 371–386.
[111] A. C. Hauge-Evans, A. J. King, D. Carmignac, C. C. Richardson, I. Robinson, M. J.
Low, M. R. Christie, S. J. Persaud, and P. M. Jones, Somatostatin secreted by islet
delta-cells fulfills multiple roles as a paracrine regulator of islet function., Diabetes
58 (2009), no. 2, 403–11.
[112] M. Heer and S. Egert, Nutrients other than carbohydrates: their effects on glu-
cose homeostasis in humans, Diabetes/Metabolism Research and Reviews 31 (2015),
no. 1, 14–35.
[113] M. Heer, S. M. Smith, P. Frings-Meuthen, S. R. Zwart, and N. Baecker, High pro-
tein intake improves insulin sensitivity but exacerbates bone resorption in immobility
(wise study), Faseb 26 (2012), no. 1.
[114] E. Heinzle, A. P. Biwer, and C. L. Cooney, Development of sustainable bioprocesses:
Modeling and assessment, Inglaterra, 2006.
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