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A C++ program was developed on a Raspberry Pi 3 Model B in order to control the speed and steering of 
a radio controlled car so that it would autonomously drive within a lane. Images were captured by a 
Raspberry Pi Camera Module V2 and processed using OpenCV to detect the lane in front of the car. In 
each image, the intersection point of the best fit lines through the two lines of the lane was used to 
determine the target speed and target steering angle of the car. The program generated a pulse width 
modulation signal which it sent to a DC motor and a servo motor on the car through the GPIO of the 






To modify a radio controlled (RC) car and use a Raspberry Pi board and camera module to allow the car 
to autonomously control its own speed and steering in order to remain in a lane on the ground.  
2 INTRODUCTION 
The implementation of autonomous driving features in the RC car involved two major parts: the image 
processing to detect the location and curvature of the lane and the generation and output of the 
appropriate signals to guide the car within the detected lane. 
2.1 IMAGE PROCESSING 
The key to finding the lane in an image is edge detection. For this, the Canny edge detection algorithm is 
commonly used. This algorithm involves blurring the image to reduce noise, finding the edges from the 
image gradients (the changes in intensity for each pixel), and filtering out any extra width or errors in 
the detected edges [3]. Once the image is reduced to only its edges, it can more readily be further 
processed or filtered in order to extract the necessary information, such as the general direction of the 
lane in this context.  
2.2 HARDWARE CONTROL 
In order to actually follow the lane detected by the image processing, the RC car needed autonomous 
control of both of its motors, a DC motor to drive the speed of the car and, after hardware 
modifications, a servo motor to drive the steering. A DC motor can be controlled through pulse width 
modulation (PWM) by varying the duty cycle of a square wave signal sent to the motor, where 
𝑑𝑢𝑡𝑦 𝑐𝑦𝑐𝑙𝑒 (%) =
𝑝𝑢𝑙𝑠𝑒 𝑜𝑛 𝑡𝑖𝑚𝑒
𝑝𝑒𝑟𝑖𝑜𝑑
 × 100% . Changing the duty cycle adjusts the average magnitude of the 
waveform, and, at a sufficiently high frequency, a square waveform is essentially seen as a DC signal of 
its average voltage. In this way, increasing the duty cycle increases the speed of the motor, and 
decreasing the duty cycle decreases the speed [1]. 
A servo motor is controlled through PWM similarly to a DC motor, except that a servo waits for a single 
pulse length within a certain range once every period at a specific operating frequency. The servo 
position is adjusted between 0 and 180 depending on where the pulse length lies in its operating 
range. In general, a 1ms pulse length will move the servo all the way to the left to 0, a 1.5ms pulse 
length will turn the servo straight forward to 90, and a 2ms pulse length will move the servo all the way 





3.1.1 Raspberry Pi 
A Raspberry Pi 3 Model B, paired with a Raspberry Pi Camera Module V2, was chosen as the computer 
on which to write and run the program to control the car. This was due to this model’s fast processing 
speed (1.2 GHz) which would be required for the continuous image processing and to avoid jerking 
movements in the car, as well as its simple camera interface, and its WiFi capabilities which allowed the 
captured and processed images to be viewed remotely while the car was running [8].  
The Raspberry Pi board and camera module were both 
attached at the front of the car where the camera could 
capture unobstructed images of the lane in front of it. 
The camera was mounted on a hinge so that the angle at 
which it was directed toward the lane could be adjusted 
up or down in order to optimize the performance results. 
See the camera setup in Figure 1.  
In order to power the Raspberry Pi, a 5V pin and a 
ground pin on its general purpose input/output (GPIO) 
needed to be connected across a 5V voltage source. The 
original board on the car, however, required a 9.6V 
voltage source. Therefore, to power the entire system, a 
9.6V battery was connected directly to the car’s board, 
and 9.6V was also taken from the board, after the power switch on the car, and fed through a 5V voltage 
regulator to the appropriate pin on the Raspberry Pi’s GPIO. A capacitor was inserted in parallel on 
either size of the voltage regulator in order to prevent damaging voltage spikes. The anode of the 9.6V 
battery was then connected to ground both on the car’s board and on the Raspberry Pi’s GPIO.  
3.1.2 Speed Motor 
By examining the original board inside the RC car, the simplified schematic in Figure 2 was drawn to 
show only the connections between the main integrated circuit (IC) on the board and the DC motor for 
controlling the speed of the car.  
It can be seen from the circuit in Figure 2 that a high signal on pin 12 would produce a positive voltage 
across the DC motor, causing the car to move forward. A high signal on pin 11, on the other hand, would 
produce a negative voltage across the motor, resulting in backwards movement. The car was only 
required to drive forward in this context, so the car was driven by sending a signal from the GPIO of the 
Raspberry Pi to pin 12 on the IC of the car’s circuit board. 




           Figure 2 DC Speed Motor Simplified Schematic 
3.1.3 Steering Motor 
The car’s original DC motor for controlling the steering, along with the gears that acted as the interface 
between the motor and the actual wheels, only allowed the car to drive straight forward or to turn 
completely in either direction. More precise steering was desired in order to keep the car in its lane 
while minimizing any jerking movements back and forth. Therefore, the original steering DC motor was 
torn out of the car, and a micro servo motor was mounted in its place. The steering signal from the 
Raspberry Pi GPIO could then be directly connected to the new servo motor. Custom gears were also 
modeled, 3D printed, and installed in place of the originals. Figure 3 shows the replacement servo 













In order to keep all of the wiring clean, a new board was built for all necessary connections. Figures 5-7 


























Figure 5 Full Circuit Schematic 
Car Board 
Figure 5 Full System Schematic 







Figure 7 Fully Assembled System 
3.2 SOFTWARE 
3.2.1 Libraries 
The software for the autonomous car was implemented in C++, and several third-party libraries were 
utilized. RaspiCam was used in order to control and capture images with the camera module [6], 
OpenCV functions were used for the image processing [4], and WiringPi’s Software PWM library was 
used for interfacing with the Raspberry Pi’s GPIO and producing the PWM signals to control the motors 
[2].  
3.2.2 Initialization 
After the declarations of symbolic constants and variables, the first step of the program was to call its 
own initialization() function in order to configure the two GPIO pins for PWM output and to initialize the 
camera module. Within this function, wiringPiSetup() was called in order to initialize WiringPi, and then 
the GPIO pins 17 and 18 (0 and 1 by WiringPi’s numbering method) were configured for outputting the 
speed and steering signals as in Table 1 below: 
GPIO Pin WiringPi Pin Function Input/Output Initial Value Signal Frequency 
17 0 Speed Output Low (0V) 833Hz (1.2ms period) 
18 1 Steering Output Low (0V) 50Hz (20ms period) 
Table 1 GPIO Configuration 
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1KHz was originally chosen for the speed signal because it is a clean number of sufficiently high 
frequency to smoothly drive the DC motor. However, at this frequency, the motor was not able to drive 
the car below 30% of its maximum speed, so the frequency was modified to 833 Hz after the first round 
of testing in order to lower the minimum stable speed at which the car could drive. 50Hz was chosen for 
the steering signal because it was the operating frequency specified for the servo motor.  The values 
used by WiringPi functions are on the scale of 100μs, or 0.1ms [2], so 12 and 200 were passed to 
softPwmCreate() to initialize the frequencies for the speed and steering signals, respectively.  
To initialize the camera module, the frame width, frame height, and format settings were specified to 
produce 320 x 240 grayscale images. The dimensions were required to be multiples of 320 and 240, and 
they were kept small in order to increase the processing speed. Similarly, color was not necessary for 
the edge detection, and would have been removed before beginning the processing regardless, so it was 
more efficient to simply capture black and white images from the beginning. Additionally, the saturation 
was set high (100) to help ensure accurate edge detection. After configuring the settings and calling the 
open() method of the camera object, the program was forced to sleep for three seconds so that the 
camera could stabilize before it was used.  
Once the PWM and camera initializations were completed successfully, the software informed the user, 
prompted them to press “Enter” to begin, and called cin.get() to wait for the user to respond 
accordingly. Upon return from the initialization function, fork() was called to create a child process 
which would inform the user to press “Enter” to quit and would again execute cin.get(). This way, the 
parent process could enter its main processing loop while the child process waited for the user to hit 
“Enter” to indicate that the program should end. In the condition of the while loop in which all of the 
image processing and signal adjustments took place, the parent process called waitpid() on the child 
process’s id with the WNOHANG option. Therefore, when “Enter” was pressed, the child process 
terminated and the parent exited its processing loop before the next iteration. The entire time before 
the user pressed “Enter,” however, the parent continued its processing undisturbed.  
3.2.3 Processing Loop 
In each iteration of the main while loop in the parent process, the software obtained an image from the 
camera module using the grab() and retrieve() methods of the camera object, displayed the raw image 
for the user, performed the image processing  in its own processImage() function, displayed the 
processed image for the user, and adjusted the steering and speed signals sent to the car’s motors in 
adjustSteer() and adjustSpeed(), respectively.  
3.2.3.1 Image Processing 
In order to find the lane, the processImage() function began by selecting only a rectangular region of 
interest of the captured image to process. This region was chosen to cover the full width of the image 
from the bottom edge up to the approximate height of the “horizon,” which was set to the value 70. 
This way, extraneous lines detected in the top 70 pixels of the image, above the road or floor, would be 
ignored. The captured image was then smoothed with a 3 x 3 kernel in order to eliminate some noise by 
calling blur(). Then, Canny() was called to perform the Canny edge detection algorithm and reduce the 
image to only its detected edges on a black background. The threshold used for this algorithm was kept 
low so that the lane lines would not be missed, and extraneous edges would be filtered out later. The 
reduced version of the image was passed to findContours() to build a vector of detected contours. This 
function was chosen over others, such as the Hough line transform, because contours are simply vectors 
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of points that are connected in an image. They can be either straight lines or curves, and, therefore, 
contours would provide more complete information regarding the shape or direction of the lane than 
the purely straight lines detected by a Hough line transform would.  
At this point, each of the detected contours were a candidate for one of the two lane lines. To 
determine which two actually formed the lane, the processImage() function looped through the vector 
of contours, skipping any with an arc length below a minimum threshold. Each of the remaining 
contours were drawn onto the processed image in blue, and then passed to the fitLine() function. This 
function builds a four element vector in which element 1 divided by element 0 gives the slope of the 
best fit line, and the following two elements are the x and y coordinates of a point actually on the best 
fit line [5]. After performing the division to find the slope of the line (m), the y-intercept (b) was 
calculated using the last two vector elements (x, y) in the equation 𝑏 = 𝑦 − 𝑚𝑥 which was obtained by 
simply rearranging the slope-intercept form of the equation of a line. If a contour’s best fit line was 
found to be perfectly horizontal (the calculated slope was 0), it was discarded from consideration and 
the loop continued to the next contour. This was done to avoid any division by zero in the processing to 
follow, and skipping such a contour was reasonable as neither lane line would ever be expected to be 
completely horizontal.  
Since no contours should have been detected or remained unfiltered from inside the lane itself, the 
program determined which two best fit lines represented the two lines of the lane by finding the line on 
the left half of the image and the line on the right half of the image where the x-coordinates at the 
center height of the frame were closest to the center width of the frame. So for each remaining best fit 
line, the x-coordinate at the middle height was calculated by 𝑥 =
(120−𝑏)
𝑚
 where 120 was half of the 
image height. If that calculated value was less than or equal to the center x-coordinate (160), meaning 
that it was on the left half of the image, AND the value was greater than the current maximum x value 
found on the left half of the image, then the current maximum was set to the new x-coordinate, and the 
line it was on was assigned to be the new best candidate for the left lane line. If the calculated x value 
was greater than the center x-coordinate AND it was less than current minimum x-coordinate on the 
right half of the image, the symmetric action was performed. If neither of those two cases applied, the 
line was ignored.  
After completing the loop through the contours, the two lines set as the best candidates for either side 
of the image were the ones selected to be used to represent the lane. The two selected contours were 
highlighted green in the processed image, and their best fit lines were drawn in white. The two 
endpoints were required to draw each best fit line. The previously calculated y-intercept was used on 
the left edge of the image, and the y-coordinate on the right edge of the image was calculated as  
𝑦 = 320𝑚 + 𝑏. 
The variables to hold the line parameters (the slope and y-intercept) for the chosen best fit lines on 
either side were declared as static variables. Therefore, if no valid contours and/or best fit lines could be 
found in a single frame, the last valid values would be retained.  
How to control the car was determined by the location of the intersection point of the two best fit lines 
that represented the lane. If the y-axis of the frame was considered to run down the center of the 
image, at x = 160, and the x-axis was considered to run horizontally along the bottom edge of the image, 
then, if the car was facing straight forward in a straight lane, the intersection point would be directly on 
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top of the y-axis. A line drawn from this point to the x-axis would form a 90 angle with the x-axis, and, 
similarly, the servo would need to be turned to its neutral 90 position in order to maintain the car’s 
straight orientation. If, however, the car was facing slightly towards the right lane line, and the car 
needed to straighten out and center itself in the lane, or if the lane ahead of the car curved to the left, 
and the car needed to turn towards the left (requiring a servo angle less than 90) in order to follow it, 
the intersection point of the lane lines would be somewhere to the left of the y-axis. A line drawn from 
this point to the origin would then form an angle between 0 and 90 (measured from the negative x-
axis). The lane lines of a sharp curve in either direction would intersect farther down in the image than 
those for a slight curve, which would result in a more extreme angle formed with the x-axis (closer to 0 
or 180). This is analogous to how the car would need to turn its wheels at a sharper angle in order to 
follow such a curve. Therefore, the angle formed by negative x-axis and the line connecting the 
intersection point and the origin was a good measure by which to determine the target steering angle of 









To implement this in the software, the program first needed to calculate the x and y coordinates of the 
point of intersection of the two selected best fit lines. Since both line equations were known, the 
equation for intersection’s x-coordinate was obtained as follows: 
𝑦 =  𝑚𝑙𝑥 + 𝑏𝑙,     𝑦 = 𝑚𝑟𝑥 +  𝑏𝑟 
𝑚𝑙𝑥 + 𝑏𝑙 =  𝑚𝑟𝑥 + 𝑏𝑟 





With the x-coordinate calculated, the program solved for the y-coordinate directly from the left lane 
line’s equation: 𝑦 =  𝑚𝑙𝑥 + 𝑏𝑙. The target steering angle was then determined by calculating the 
arctangent of the triangle formed by drawing lines from the intersection point straight down to the x-
axis, straight over to the y-axis from there, and from the origin back up to the intersection: 
𝜃 =  tan−1(
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛 𝑡𝑜 𝑥−𝑎𝑥𝑖𝑠
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛  𝑡𝑜 𝑦−𝑎𝑥𝑖𝑠
) =  tan−1(
240 − 𝑦
|𝑥−160|
). The value 240 was used instead of 0 
for the x-axis at the bottom edge of the image, because the images in the computer were stored as two-
dimensional matrices, so, unlike in a typical coordinate system, the indices or coordinates increased 
Target Steering  
Angle 
Target Steering  
Angle 
Target Steering  
Angle 
Figure 8 Straight Lane Target Steering 
Angle 
Figure 9 Slight Curve Target Steering 
Angle 
Figure 10 Sharp Curve Target Steering Angle 
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moving down toward the bottom edge of the frame. The atan() function returned a value in radians, so 
to convert it to more intuitive degrees, the result was also multiplied by 
180
𝜋
. Also, to prevent a potential 
division by zero within the arctangent equation, if the intersection point was on top of the y-axis, the 
angle was set directly to 90 rather than performing the arctangent calculation.  
For an intersection point on the left half of the image, the resulting angle would be the angle measured 
from the negative x-axis, as desired. However, the calculated angle for an intersection point on the right 
half of the image would be the angle measured from the positive x-axis. To account for this, the program 
checked if the x-coordinate of the intersection was greater than the x-coordinate of the y-axis, and, if so, 
subtracted the calculated angle from 180. After limiting the angle to the range [0, 180], the final 
result was obtained for the angle towards which the servo should be turned. It was observed while 
testing the car, and by holding it off the ground while the servo and gears were in their 90 positions, 
that the wheels of the car were offset slightly to the right. This caused the car to consistently veer to the 
right, so, to negate this offset, a line of code was added to decrease the calculated target angle by 2 
before it was limited to the necessary range.  
The software then needed to determine the pulse length which, if sent to the servo, would achieve the 
target steering angle. Empirical testing revealed that the servo 
being used to control the steering in the car would turn as detailed 
in Table 2. Therefore, in order to convert the target steering angle 







 and then added to the minimum pulse length (0.6ms). On 
the scale used by the WiringPi functions, this was equivalent to: 
𝑡𝑎𝑟𝑔𝑒𝑡 𝑝𝑢𝑙𝑠𝑒 𝑙𝑒𝑛𝑔𝑡ℎ = (0.1 ×  𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑡𝑒𝑒𝑟𝑖𝑛𝑔 𝑎𝑛𝑔𝑙𝑒) + 6.  
The target speed was also determined from the target steering angle. After observing the full range of 
possible speeds of the car, it was determined that the range from 25.5% to 30% of its maximum speed 
was reasonable for this purpose. Therefore, since the period of the speed signal was 1.2ms, pulse 
lengths in the range from 0.306ms to 0.36ms would be used in the PWM to control the speed. This 
corresponded to the range from 3.06 to 3.6 on the WiringPi scale. If the target steering angle was 
between 75 and 105, indicating that the lane ahead was straight or only slightly curved, the target 
speed was set to the maximum pulse length (the value 3.6) so that the speed would be gradually 
increased. If the target steering angle was outside of that range, however, then the target speed was set 
to the minimum pulse length (the value 3.06) so that the speed would be gradually decreased in order 
to follow a sharp curve.    
3.2.3.2 Signal Adjustments 
The processImage() function was used to set the pulse lengths for the target steering angle and the 
target speed. However, adjusting PWM signals directly to these pulse lengths would likely have resulted 
in very quick twitching movements of the car. Instead, following the return from the processImage() 
function, the program called its adjustSteer() and adjustSpeed() functions in order to gradually step the 
pulse lengths up or down toward their target values once per iteration of the processing loop.  
Within the adjustSteer() function, the program checked if the target steering value was less than the 
current steering value, which would either be the initial value or the last value to which the signal was 




Table 2 Servo Angles 
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adjusted. If so, the current steering value was decremented by 3 (0.3ms). Otherwise, if the target 
steering value was greater than the current steering value, the current steering value was incremented 
by 3, and if the values were equal, the current steering value did not change. The adjustSteer() function 
then passed the GPIO pin number for the steering signal and the new current steering value to the 
softPwmWrite() function in order to adjust the actual signal sent to the motor.  
The adjustSpeed() function followed logic similar to the adjustSteer() function, but it used different step 
sizes for increasing and decreasing the speed. A step size of 1.0 (0.1ms) was used when decreasing the 
speed to ensure that the car would slow down in time for an upcoming curve. Additionally, if the 
difference between the current speed and target speed was less than this step size, the current speed 
was set directly to its minimum value to prevent the speed from dropping below the minimum and 
stopping the motor. To increase the speed, a step size of only 0.1 (0.01ms) was used so that the car 
would speed up gradually when the lane appeared to remain straight. 
The initial value for the steering pulse length was simply set to 15 (1.5ms) so that the car would start off 
moving straight forward. For the speed, though, a duty cycle between 25.5% and 30% was not enough 
to initially start the motor. Therefore, the initial speed value was set to 12 (1.2ms, or 100% duty cycle) in 
order to kick start the motor, and then the adjustSpeed() function gradually decreased the speed to be 
within its normal range by approaching the target speed value which was initially set to the minimum 
speed.  
3.2.4 Exit 
Once the user pressed “Enter” while the car was running, causing the child process to terminate and the 
parent process to exit its processing loop, the parent process called the cleanup() function before 
terminating in order to ensure a clean exit from the program. This function passed the value 0 to the 
softPwmWrite() function once for each GPIO pin in use so that both pin voltages would be left low. It 
then called the release() method on the camera object and returned to the main function for the parent 
process to exit.  
4 RESULTS 
The autonomous car implementation underwent two major rounds of testing, both on a straight lane 
and on an irregularly curved track.  
4.1 PRELIMINARY TESTS 
For the preliminary tests, the speed adjustment was suppressed so that, after getting the DC motor 
started initially, it would run at a constant 30% duty cycle at a frequency of 1 KHz. Additionally, the full 
captured images, including the top 70 pixels, were being processed, the x-axis for the arctangent 




4.1.1 Straight Track 
Both the video of the car and the screen recording of the car’s view during one run on the straight track 
can be seen in “prelim_straight1_vid” and “prelim_straight1_screen.” The video shows that the car was, 
overall, successful in staying in the lane until it approached the point at the end where the track began 
to disappear. However, it did tend to hug the right line and then quickly readjust to its left rather than 
staying consistently down the center of the lane. In the processed images on the right of the screen 
recording, the green contour highlighting and the best fit lines drawn in white show that, in most 
frames, the image processing did select the correct two lines that formed the lane, but there were a few 
moments when doorways or other lines found in the hallway were chosen instead. For example, in the 
frame in Figure 11, the program used the green rectangular contour as the left lane line since, at the 
middle height of the frame, its best fit line 
was closer to the center of the image than 
the actual left lane line was. This resulted in 
the intersection point of the two selected 
lines being much farther left of center than it 
should have been, and this is what caused 
the first jerking movement toward the car’s 
left that can be observed in the video.  
4.1.2 Curved Track 
In the curved track test run that was screen 
recorded in “prelim_curve1_screen,” the car 
was able to accurately follow the lane several 
times around the track (see Figure 12) before 
leaving it and running into a wall, but there 
was quite a bit of weaving in and out of the 
lane on either side. At some points, including 
the end when the car could not recover, the 
car went too far outside the track, and it 
completely lost the inside line. It then started 
using the outside line and the line of the 
baseboard on the wall as the lane, as shown in 
Figure 13.  Since similar errors were occurring 
on both sides, this appeared to be caused by 
the car overcompensating in its steering when 
the software determined that the car needed 
to turn.   
The same intersection point would give a less extreme angle (closer to 90) if the x-axis used for the 
arctangent calculation was farther down the image, so the location of the x-axis could effectively be 
used as a steering sensitivity setting. In order to utilize this feature, the code was edited to set the x-axis 
to be the bottom edge of the image. The results of the following test run can be seen in 
“prelim_curve2_vid” and “prelim_curve2_screen.” There was a noticeable decrease in the weaving of 
the car in this test, but it only made it around the track one time. This time, the sensitivity setting was 
too low, and the car could not keep up with one of the sharper curves. However, the suppression of the 
Figure 11 Incorrect Line Selection  
Figure 12 Accurate Lane Selection 
Figure 13 Outside Line and Baseboard Selected 
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speed adjustments, which would have slowed the car down around the sharp curve, making it easier to 
follow, contributed to this error as well. Also, near the end of the screen recording, it can be seen that 
the same error from the first straight track test was repeated where extraneous contours above the 
horizon were selected instead of the true lane lines which would lead to erroneous target steering angle 
calculations.   
4.2 FINAL TESTS 
Before the final round of tests, the speed adjustments were reactivated so the car would run at a 
varying duty cycle between 25.5% and 30% at a frequency of 833Hz. Additionally the selection of the 
region of interest to process in the captured images was implemented in order to prevent the errors 
seen in the first round of tests where lines detected above the horizon were chosen as the lane lines.  
4.2.1 Straight Track 
The first run on the straight track after 
all of these modifications was captured 
in “final_straight1_vid” and 
“final_straight1_screen.” The frame in 
Figure 14 shows that the program was 
only processing the region of interest 
covering the part of the image below 
the horizon. It can be seen in the screen 
recording that, by doing so, the program 
was able to select the correct lane lines 
in nearly every frame. As a result, the video shows the car driving more steadily down the lane, making 
fewer sharp adjustments. However, the car still ended up hugging the right side of the lane. Due to this 
observation, the adjustment for the wheel offset was added to the software, and then, in the tests that 
followed, the car consistently drove steadily down the center of the straight lane (see 
“final_straight_offset1_zoom,” “final_straight_offset2_vid,” “final_straight_offset2_screen,” 
“final_straight_offset3_vid,” and “final_straight_offset3_screen”).  
4.2.2 Curved Track 
In the test recorded in “final_curve1_vid,” the car very closely followed the curved track one and half 
times around before driving off the track and into the wall. It can also be seen that the car drove around 
the curved track at a slower speed than it drove down the straight track. Additionally, the car sped up 
slightly at straighter parts of the track, such as the section in the left of the recording, and slowed down 
around sharper curves, such as the one at 
the part of the track nearest the camera. 
This indicates that the speed adjustment 
was working properly. The screen 
recording from this test run, 
“final_curve1_screen” reveals that, 
several times around the track, the 
camera on the car completely lost the 
inside line of the lane. Figure 15 shows 
Figure 14 Region of Interest 
Figure 15 Retention of Last Valid Best Fit Line 
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that, in these situations, the program retained the static line parameters from the last valid best fit line, 
as expected. This helped to keep the car following the lane for the majority of the test. However, losing 
the inside line is what ultimately caused the car to stray from the track and drive towards the wall.  
To reduce this issue, the camera on the car was tilted slightly farther upward in order to widen the 
camera’s view and keep both lane lines in the frame. The screen recording of the next test run 
“final_curve2_screen” does show increased visibility of the inside line of the lane, and the car completed 
almost 3 laps around the track before driving off of it. However, as seen in “final_curve2_vid,” adjusting 
the camera angle caused the car to hug or cross the inside line many times around the track. A better 
solution than the camera angle adjustment would be to use a camera with a wider view, or to use 
multiple cameras, and then possibly lower the x-axis setting slightly closer to the bottom of the image in 
order to decrease the steering sensitivity and prevent the car from crossing the inside line.   
5 CONCLUSION 
The implementation of autonomous driving features in an RC car using a Raspberry Pi was, overall, 
successful. The car was able to control its own speed and steering well enough to remain centered down 
an entire straight track and to follow a curved lane for multiple laps around an irregular track. However, 
in each test case on the curved track, the car did eventually leave the lane. The performance of the car 
could be improved by using a different camera, or multiple cameras, in order to increase the width of 
the car’s view, and by continuing to adjust various hardware and software settings such as the camera 
angle, the steering sensitivity (the location of the x-axis for the arctangent calculations), and the steering 
speed (the step size by which the steering angle is increased or decreased).  
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