Second-order ordinary differential equations of the Numerov type ͑no first derivative and the given function linear in the solution͒ are common in physics, but little discussion is devoted to the special first step that is needed before one can apply the general algorithm. We give an explicit algorithm to calculate the first point of the solution with an accuracy appropriate to that obtained with the general algorithm.
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Numerov's method is an efficient algorithm for solving second-order differential equations of the form
Particular examples in physics of this type of equation are the one-dimensional time-independent Schrödinger equation,
and the equation of motion of an undamped forced harmonic oscillator,
In addition, Poisson's equation may reduce to this form when the charge distribution is sufficiently symmetrical. The important features of Eq. ͑1͒ for the application of Numerov's method are that the first derivative is absent and the left-hand side ͑LHS͒ is linear in y. To obtain a finitedifference scheme, one uses the centered-difference equation,
where y n ϭy(x n ) and we suppose that the x n are uniformly spaced with a separation of h. If we denote the LHS of Eq.
͑1͒ by
FϭU͑x ͒ϩV͑ x ͒y, ͑5͒
then, by combining Eqs. ͑1͒ and ͑4͒, we have
However, we can replace the second derivative of F by a difference equation similar to Eq. ͑4͒, giving the final result for Numerov's algorithm,
͑7͒
It is in this step that we require the LHS of Eq. ͑1͒ to be linear in y.
The efficiency of Numerov's method lies in the fact that one obtains a local error of O(h 6 ) with just one evaluation of U and V per step. This should be compared to the Runge-Kutta algorithm that needs six function evaluations per step to achieve a local error of O(h 6 ). and y 2 can be calculated with Eq. ͑13͒. The importance of Eq. ͑15͒ is that it gives y 1 with the required accuracy O(h 5 ) so that there is no need for either iteration or analytical derivatives.
