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0 Einleitung
0 Einleitung
0.1 Historischer Hintergrund
Diese Arbeit beschäftigt sich mit einer speziellen Art von matriziellen Momentenpro-
blemen, die ihren Ursprung in der fundamentalen klassischen Arbeit [72] von Thomas-
Joannes Stieltjes (1856-1894) hat. Dort behandelte er die Konvergenz von Kettenbrü-
chen. Seine Untersuchungen führten ihn zu einem Momentenproblem auf der rechten
reellen Halbachse [0,∞).
Wesentliche Impulse für das Studium von Momentenproblemen gingen von den Arbei-
ten von H. L. Hamburger [42] und R. Nevanlinna [63] aus, in denen im Gegensatz zu
T.-J. Stieltjes nun das Potenzmomentenproblem auf der reellen Achse studiert wurde.
Während in den Untersuchungen von H. L. Hamburger die Methode der Kettenbrüche
noch eine tragende Rolle spielte, wurden in der Arbeit von R. Nevanlinna erstmals
Methoden der komplexen Funktionentheorie im Kontext von Momentenproblemen an-
gewendet. Eine fundamentale Rolle in der Geschichte von Momentenproblemen inklusi-
ve ihrer matriziellen und operatoriellen Verallgemeinerung spielte Mark Grigorjewitsch
Krein (1907-1989). Insbesondere arbeitete er wesentliche Verbindungen zwischen dem
Ideengut der Sankt Petersburger Schule von P. L. eby²ev und A.A. Markov in der
zweiten Hälfte des 19. Jahrhunderts und den außerhalb Russlands vollzogenen Entwick-
lungslinien heraus, welche neben den bereits erwähnten T.-J. Stieltjes, H. L. Hamburger
und R. Nevanlinna auch mit solchen Namen wie C. Carathèodory, G. Pick, F. Haus-
dorff, M. Riesz, E. Hellinger u. a. verbunden sind.
Die Untersuchungen von M.G. Krein brachten wichtige neue Erkenntnisse und eine
größere Transparenz für das Studium von Momentenproblemen (siehe insbesondere
[5]). M.G. Krein war auch derjenige, der erstmals dem Studium von sogenannten fini-
ten Potenzmomentenproblemen Aufmerksamkeit schenkte, bei denen nur eine endliche
Anzahl von Momenten vorgeschrieben sind. Hierzu ist insbesondere seine fundamen-
tale Arbeit [57] zu erwähnen, aus der zwei Monographien mit großer Signalwirkung
und vielfältiger Anwendung in Analysis und Stochastik entsprangen, nämlich [45] und
[59]. Insbesondere die Monographie [59] von M.G. Krein und A.A. Nudelman liefer-
te wesentliche Impulse für die Herangehensweise in der vorliegenden Dissertation. Dies
betrifft speziell die intensive Heranziehung von Methoden der Theorie orthogonaler Po-
lynome. Hierbei sei erwähnt, dass nun entsprechende matrizielle Verallgemeinerungen
vorgenommen werden mussten, was aufgrund des nunmehr behandelten Matrixfalles
und der hiermit verbundenen Nichtkommutativität der Matrixmultiplikation den Auf-
bau verschiedener neuer Konzepte erforderte.
Hinsichtlich weiterer bedeutender Beiträge von M.G. Krein zu Potenzmomentenpro-
blemen sei auf die Arbeiten [54], [55], [56] und [58] verwiesen (eine Zusammenstellung
der Studien von M.G. Krein über Potenzmomentenprobleme findet man in den Über-
sichtsartikeln [64] und [65] von A.A. Nudelman). Dabei nutzte er Methoden der Ope-
ratortheorie, die später von V.M. Adamyan, I.M. Tkachenko und M. Urrea in [1], [2],
[3] und [4] weiterentwickelt wurden. Für eine ausführliche Beschreibung der Geschichte
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von Potenzmomentenproblemen bis 2001 sei auf die Einleitung der Dissertation von
A.E. Choque Rivero [14] verwiesen.
Vor dem Hintergrund der vorliegenden Dissertation gehen wir nun detaillierter auf
die Matrixversion des Potenzmomentenproblems auf [0,∞) ein. Hierzu sei zunächst
bemerkt, dass die Behandlung dieses Problems in der ukrainischen Stadt Charkiw be-
gann. Dies ist untrennbar mit dem Namen V.P. Potapov (1941-1980) verbunden. In der
ersten Hälfte der 1970er Jahre hatte er bereits in Odessa mit der nunmehr nach ihm be-
nannten Methode der fundamentalen Matrixungleichungen einen sehr leistungsfähigen
Apparat zum Studium von Matrixversionen klassischer Interpolations- und Momenten-
probleme geschaffen. Im Jahr 1976 wechselte V. P. Potapov von Odessa nach Charkiw,
wo er nun eine ganze Reihe von Schülern mit der Behandlung konkreter Aufgaben-
stellungen betraute. So beschäftigte sich I. V. Kovalishina mit den Matrixversionen der
Interpolationsprobleme von Carathéodory und Nevanlinna-Pick sowie auch mit der
Matrixversion des Hamburgerschen Momentenproblems (siehe [52] und [53]), während
V.K. Dubovoj seine Aufmerksamkeit der Matrixversion des Interpolationsproblems von
I. Schur zuwandte und hierbei stets Verbindungen zur Theorie kontraktiver Operatoren
im Hilbertraum anstrebte (siehe [19]).
Für uns besonders interessant ist jedoch das Dissertationsthema, welches V.P. Pota-
pov seinem jungen Aspiranten Yu.M. Dyukarev stellte. Dies beinhaltete nämlich gerade
das Studium der Matrixversion des Stieltjesschen Momentenproblems. Nach dem Tod
V.P. Potapovs übernahm V.E. Katsnelson die weitere Betreuung der Dissertation von
Yu.M. Dyukarev. Die ersten in diesem Zusammenhang entstandenen Publikationen [29]
sind hierbei nicht direkt mit dem Momentenproblem, sondern mit dessen algebraischen
und funktionentheoretischen Umfeld verbunden. Darüber hinaus wurden dort Fragen
der Nevanlinna-Pick-Interpolation für Funktionen der matriziellen Stieltjesklasse dis-
kutiert. Das finite matrizielle Stieltjessche Momentenproblem wurde in der Dissertation
[23] von Yu.M. Dyukarev lediglich für den Fall einer gegebenen Folge von einer unge-
raden Anzahl von komplexen quadratischen Matrizen in der ≤-Version und zudem
im vollständig nichtdegenerierten Fall studiert. Der Fall des analogen Momentenpro-
blems für eine gegebene Folge von einer geraden Anzahl von komplexen quadratischen
Matrizen wurde von Yu.M. Dyukarev in der deponierten Arbeit [22] abgehandelt. Eine
simultane Behandlung beider Fälle erwies sich als schwierig. Unter Verwendung ei-
nes allgemeineren Schemas, welches auf Operatoridentitäten und Integraldarstellungen
basiert, gelang es Yu.M. Dyukarev in [24] simultan gewisse Resultate für den gera-
den oder ungeraden Fall einer vorgegebenen Anzahl von Momenten zu erhalten. Eine
systematische Ausarbeitung dieser allgemeinen Konzeption erfolgte dann in der Habi-
litationsschrift [26] von Yu.M. Dyukarev.
Mitte der 1980er Jahre stellte V. E. Katsnelson seinem Aspiranten V.A. Bolotnikov die
Aufgabe, das finite matrizielle Stieltjessche Momentenproblem im allgemeinsten Fall
zu untersuchen. Dies erfolgte vor dem Hintergrund der inzwischen geführten Unter-
suchungen [19] von V.K. Dubovoj, in denen eine Methode kreiert wurde, welche die
Lösung des matriziellen Schurproblems im allgemeinsten Fall ermöglichte. Die Arbeiten
an der Dissertation von V.A. Bolotnikov wurden dadurch wesentlich erschwert, dass
sowohl V.E. Katsnelson als auch V.A. Bolotnikov Anfang der 1990er Jahre unabhän-
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gig voneinander nach Israel emigrierten und an verschiedenen Institutionen landeten.
V. E. Katsnelson wurde Professor am Weizmann-Institut in Rechovot, während V.A.
Bolotnikov eine Doktorandenstelle an der Ben-Gurion-Universität des Negev in Be'er
Scheva erhielt und dort von D. Alpay betreut wurde. In Be'er Scheva arbeitete er
an einer Synthese der Potapovschen Methode der fundamentalen Matrixungleichun-
gen mit dem von D. Alpay und H. Dym geschaffenen Apparat des RKHS-Zugangs zu
Matrixinversionen von klassischen Interpolationsaufgaben. Hierbei steht RKHS für
Hilberträume mit reproduzierendem Kern. Nach Fertigstellung seiner Dissertation griff
V.A. Bolotnikov nochmals seine früheren Untersuchungen zum degenerierten finiten
matriziellen Stieltjesschen Momentenproblem auf und publizierte hierzu die Arbeit [9],
welche interessante neue Ansätze bereitstellt, aber auch einige Unkorrektheiten enthält.
Ende der 1990er Jahre begannen B. Fritzsche und B. Kirstein ihr (bis in die unmittel-
bare Gegenwart hineinreichendes) Studium von Matrixversionen klassischer Potenzmo-
mentenprobleme auf der reellen Achse. Am Ausgangspunkt dieser Forschungen standen
zahlreiche längere Arbeitsaufenthalte von Yu.M. Dyukarev in Leipzig, welche neben
der Fertigstellung der Dissertation [14] von A.E. Choque Rivero zu einer Reihe von
umfassenden Ergebnissen zum finiten matriziellen Hausdorffschen Momentenproblem
für beide möglichen Konstellationen führten (siehe [16] und [17]). In die gemeinsamen
Untersuchungen von Yu.M. Dyukarev, B. Fritzsche und B. Kirstein wurden in einem
frühen Stadium bereits die Doktoranden H.C. Thiele und C. Mädler eingebunden (siehe
[27] und [28]). Es sei bemerkt, dass auch einige Untersuchungen zu matriziellen Potenz-
momentenproblemen von G.-N. Chen und Y.-J. Hu vorgenommen wurden (vergleiche
[10] für das Hamburgersche Momentenproblem sowie [11] und [12] für das Stieltjessche
Momentenproblem).
Ein wesentlicher Bestandteil der Untersuchungen von B. Fritzsche, B. Kirstein und
C. Mädler über Matrixversionen von finiten Potenzmomentenproblemen auf der reel-
len Achse besteht in einer gründlichen Analyse der inneren Struktur jener Folgen von
komplexen quadratischen Matrizen, für welche die jeweiligen matriziellen Momenten-
probleme lösbar sind. Hierbei liegt die Orientierung darauf, die jeweiligen Matrizenfol-
gen in bijektiver Weise durch innere Parameter zu charakterisieren. Im Fall Hankel-
nichtnegativ definiter Folgen wird hierfür die kanonische Hankel-Parametrisierung her-
angezogen (siehe [27] und [33]), während im Fall von α-Stieltjes-nichtnegativ definiten
Folgen die α-Stieltjes-Parametrisierung (siehe [28], [34] und [35]) Verwendung findet.
Für Stieltjes-positiv definite Folgen von komplexen quadratischen Matrizen ist eine
weitere Parametrisierung, die im skalaren Fall auf T.-J. Stieltjes [72] zurückgeht und
im Matrixfall erstmals von Yu.M. Dyukarev [25] verwendet wurde, von besonderem
Interesse. Hierbei handelt es sich um die Dyukarev-Stieltjes-Parametrisierung, welche
systematisch erstmals in [35, Chapter 8] studiert und hierzu anschließend wesentlich in
[15] von A.E. Choque Rivero verwendet wurde.
Seit ca. 2010 arbeiten B. Fritzsche, B. Kirstein und C. Mädler an der Fertigstellung einer
speziellen Konzeption zur Behandlung des allgemeinsten Falles von finiten matriziellen
Potenzmomentenproblemen auf der rellen Achse. Ein Eckpfeiler dieser Konzeption ba-
siert auf der umfassenden Verwendung von Methoden der Schuranalysis. Hierbei lässt
sich eine gewisse Dualität betrachten. Es werden nämlich unabhängig voneinander zwei
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verschiedene Formen von Schur-Typ-Algorithmen ausgearbeitet. Der erste dieser Ty-
pen ist von algebraischer Natur und betrifft Folgen von quadratischen Matrizen, welche
dadurch gekennzeichnet sind, dass spezielle aus ihnen gebildete Block-Hankel-Matrizen
nichtnegativ hermitesch sind. Der zweite Typ von Schur-Typ-Algorithmen ist in der
Welt spezieller Klassen von in der offenen oberen Halbebene der komplexen Zahlen
oder geeigneter anderer offenen Halbebenen holomorphen Matrixfunktionen mit ver-
schiedenen Zusatzeigenschaften angesiedelt. Die wesentliche Komponente besteht nun
in der Synthese dieser beiden Schur-Typ-Algorithmen zu einem einheitlichen Ganzen.
Auf der algebraischen Seite des Algorithmus gehen nämlich genau jene endlichen Fol-
gen von komplexen quadratischen Matrizen ein, für die das Momentenproblem lösbar
ist, während auf der funktionentheoretischen Seite des Algorithmus genau jene holo-
morphen Matrixfunktionen agieren, welche als Stieltjes-Transformierte der Lösungen
des Momentenproblems in Erscheinung treten. Hinsichtlich der Realisierung dieser Vor-
gehensweise sei für den Fall des finiten Hamburgerschen Momentenproblems auf [36]
verwiesen, während der Fall des finiten matriziellen Momentenproblems auf [α,∞) in
[38] behandelt wurde.
In der vorliegenden Arbeit konzentrieren wir uns vorwiegend auf den sogenannten voll-
ständig nichtdegenerierten Fall der finiten matriziellen Potenzmomentenprobleme auf
Intervallen des Typs [α,∞) oder (−∞, α] mit beliebigem reellen α. Der allgemeine
Fall dieser Momentenprobleme auf Intervallen des Typs [α,∞) für eine gerade Anzahl
von vorgegebenen Momenten wurde in der Dissertation [61] von T. Makarevich mit
einer speziellen Herangehensweise abgehandelt, welche auf die besondere Spezifik mög-
licher Degenerierungen eingeht und eine Modifikation einer Methode darstellt, welche
auf V.K. Dubovoj [19] zurückgeht und von ihm für die Behandlung des degenerier-
ten matriziellen Schur-Problems entwickelt wurde. Eine Adaption der Methode von
V.K. Dubovoj auf das finite matrizielle Stieltjessche Momentenproblem für das Inter-
vall [0,∞) war bereits von V.A. Bolotnikov (siehe [8] und [9]) vorgenommen worden.
Die Ziele der Dissertation [61] von T. Makarevich bestanden darin, die Resultate von
V.A. Bolotnikov auf den Fall eines Intervalls [α,∞) auszudehnen und darüber hinaus
einige Lücken und Unkorrektheiten in den Beweisen von V.A. Bolotnikov zu behe-
ben. Die Grundstrategie zur Realisierung dieser Zielstellung war hierbei ähnlich wie
bei V.A. Bolotnikov die Methode der fundamentalen Matrixungleichungen von V.P.
Potapov unter Einbeziehung der von V.K. Dubovoj entwickelten Modifikationen zur
Betrachtung degenerierter Situationen.
Das Thema der vorliegenden Dissertation sprengt auf den ersten Blick den Rahmen
der in den letzten Jahren verfolgten Konzeption der Forschungen von B. Fritzsche und
B. Kirstein zu Matrixversionen von Potenzmomentenproblemen auf der reellen Achse,
indem nämlich erneut der vollständig nichtdegenerierte Fall des von T. Makarevich [61]
in der allgemeinen Situation behandelten α-Stieltjes Momentenproblems aufgegriffen
wird. Im Unterschied zu [61], wo nur der Fall einer geraden Anzahl von vorgegebenen
Momenten behandelt wird, wird es nun allerdings möglich, simultan auch den Fall ei-
ner ungeraden Anzahl von vorgegebenen Momenten zu behandeln. Die hier nochmals
vorgenommene Behandlung des vollständig nichtdegenerierten Falles erfolgt mit einer
alternativen Vorgehensweise, die einen im Vergleich zum allgemeinen Fall einfacheren
Zugang ermöglicht und zudem eine ganze Reihe neuer Erkenntnisse von eigenständigem
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Interesse hervorbringt. Dies betrifft insbesondere die Theorie orthogonaler Matrixpo-
lynome und die damit verbundene Theorie inverser Probleme.
Entscheidende Impulse für die Arbeit an der vorliegenden Dissertation gingen von der
2015 erschienenen Arbeit [15] von A.E. Choque Rivero aus, welche nochmals an die
früheren Untersuchungen von Yu.M. Dyukarev (vergleiche [22], [23] und [25]) zum
vollständig nichtdegenerierten Fall des Stieltjesschen Momentenproblems auf dem In-
tervall [0,∞) anknüpft. Die wesentlichen neuen Erkenntnisse von A.E. Choque Ri-
vero basieren auf einer tiefsinnigen Analyse des von Yu.M. Dyukarev verwendeten
Apparats von Matrixpolynomen einerseits sowie anderseits auf der Heranziehung ei-
ner von B. Fritzsche, B. Kirstein und C. Mädler in [35, Chapter 8] vorgestellten und
gründlich studierten Parametrisierung Stieltjes-positiv definiter Folgen von komplexen
quadratischen Matrizen. Diese in [35] als Dyukarev-Stieltjes-Parametrisierung bezeich-
nete Parametrisierung kann man im skalaren Fall bereits in der Arbeit [72] von T.-J.
Stieltjes antreffen, während wesentliche Aspekte der matriziellen Situation von Yu.M.
Dyukarev in [25] erstmals berührt wurden. Insbesondere erkannte Yu.M. Dyukarev die
Bedeutung der Dyukarev-Stieltjes-Parametrisierung für die Faktorisierung der von ihm
zur Beschreibung der Lösungsmenge verwendeten Matrixpolynome. Hieran anknüpfend
entwickelte A. E. Choque Rivero in [15] einen simultanen Zugang zum Studium der Ma-
trixversionen des finiten Stieltjesschen Momentenproblems. Weitere Schlüsselresultate
der Arbeit [15] betreffen die Herausarbeitung von Zusammenhängen zwischen den von
Yu.M. Dyukarev eingeführten Matrixpolynomen und der Theorie von orthogonalen
Matrixpolynomen.
Das Hauptziel der vorliegenden Arbeit ist eine Verallgemeinerung der Resultate von
Yu.M. Dyukarev und A.E. Choque Rivero auf den Fall eines Intervalls [α,∞) mit be-
liebigem reellen α. Hierbei wurde die gleiche Grundstrategie wie in [15] verfolgt. Als
erster Programmpunkt stand hierbei eine Verallgemeinerung der Dyukarev-Stieltjes-
Parametrisierung für α-Stieltjes-positiv definite Folgen (vergleiche Kapitel 3). Auf die-
ser Grundlage aufbauend werden dann in den weiteren Kapiteln die wesentlichen Re-
sultate der Arbeit [15] von A.E. Choque Rivero auf den Fall eines beliebigen reellen α
verallgemeinert. Die so erzielten Ergebnisse werden dann durch duale Beziehungen auf
das Problem für das Intervall (−∞, α] übertragen.
0.2 Erste Bezeichnungen und die Formulierung matrizieller
Momentenprobleme
Bevor wir nun die zugrundeliegenden Momentenprobleme formulieren, führen wir zu-
erst einige Bezeichnungen ein. Wir bezeichnen die Menge der positiven ganzen Zahlen
mit N, die Menge aller ganzen Zahlen mit Z, die Menge der reellen Zahlen mit R und
die Menge der komplexen Zahlen mit C. Insbesondere seien dann
N0 := N ∪ {0} , N := N ∪ {∞} , N0 := N ∪ {0,∞}
und für a, b ∈ Z weiterhin
Za,b = {k ∈ Z | a ≤ k ≤ b} .
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Für κ ∈ N0 sei TκU := max{n ∈ N0 | 2n ≤ κ}.
Mit
Π+ := {z ∈ C | Im z > 0} bzw. Π− := {z ∈ C | Im z < 0}
bezeichnen wir die obere bzw. untere offene Halbebene von C. Für α ∈ R seien weiterhin
Cα,+ := {z ∈ C | Re z > α} und Cα,− := {z ∈ C | Re z < α} .
Seien X, Y und Z nichtleere Mengen mit Z ⊆ X sowie f : X → Y eine Abbildung.
Dann bezeichne Rstr.Z f : Z → Y definiert gemäß [Rstr.Z f ] (z) := f(z) die Einschrän-
kung von f auf Z.
Im Verlauf der Arbeit sind stets p, q, r ∈ N. Mit Cp×q bezeichnen wir die Menge der
komplexen p×q-Matrizen. Insbesondere sei Cq := Cq×1. Mit 0p×q bzw. Iq bezeichnen
wir die Nullmatrix aus Cp×q bzw. die Einheitsmatrix aus Cq×q. Sei nun A ∈ Cp×q.
Dann bezeichnen A∗ die zu A adjungierte Matrix, A+ die Moore-Penrose-Inverse von
A, rankA den Rang von A und trA die Spur der Matrix A. Mit
ReA :=
1
2
(A+ A∗) bzw. ImA :=
1
2i
(A− A∗)
bezeichnen wir den Real- bzw. Imaginärteil von A. Sei nun A = (aij)i∈Z0,p,j∈Z0,q . Dann
bezeichne
||A ||E :=
√√√√ p∑
i=0
q∑
j=0
|aij|2 bzw. ||A ||S := max
x∈Cq ,||x ||E=1
||Ax ||E
die euklidische Norm bzw. Spektralnorm von A. Für j, k ∈ N0 bezeichne
δj,k :=
{
0 falls j 6= k
1 falls j = k
das Kronecker-Delta. Seien nun n ∈ N0 sowie (pj)nj=0 und (qj)nj=0 Folgen aus N. Wei-
terhin sei Aj ∈ Cpj×qj für alle j ∈ Z0,n. Dann sei
diag (A0, . . . , An) := (δj,kAj)
n
j=0.
Sei nun A ∈ Cq×q. Dann bezeichnen detA die Determinante von A und im Fall, dass
A regulär ist, also detA 6= 0 erfüllt, A−1 die Inverse von A. Weiterhin sei im Fall, dass
A regulär ist, A−∗ := [A−1]∗.
Seien nun G eine nichtleere Teilmenge von C und B ∈ Cp×q. Dann schreiben wir oft
zur Vereinfachung statt der konstanten Matrixfunktion B : G → Cp×q mit dem Wert
B nur B. Sei weiterhin f : G → Cp×q. Dann sei f ∗ : G → Cq×p definiert gemäß
f ∗(z) := [f(z)]∗. Sei nun f : G → Cq×q, so dass det f : G → C definiert gemäß
[det f ] (z) := det [f(z)] nicht die Nullfunktion ist. Dann sei f−1 : G → Cq×q bzw.
f−∗ : G → Cq×q definiert gemäß f−1(z) := [f(z)]−1 bzw. f−∗(z) := [f(z)]−∗. Wir werden
in weiten Teilen der Arbeit holomorphe und speziell meromorphe Matrixfunktionen
verwenden. Eine Matrixfunktion f = (fij)i∈Z1,p,j∈Z1,q : G → Cp×q heißt in G holomorph
bzw. meromorph, falls fij für alle i ∈ Z1,p und j ∈ Z1,q in G holomorph bzw. meromorph
ist. Hierbei sei erwähnt, dass eine skalare Matrixfunktion g : G → C genau dann
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meromorph in G ist, falls eine diskrete Teilmenge D von G (d. h. D besitzt keinen
Häufungspunkt) existiert, so dass g holomorph in G \ D ist und g in jedem Punkt von
D einen Pol hat. Eine gute Übersicht über meromorphe skalare Funktionen findet man
z. B. in [68, Abschnitt 10.3].
Mit Cq×qH bezeichnen wir die Menge aller hermiteschen Matrizen aus Cq×q, d. h. es ist
A ∈ Cq×qH genau dann, wenn A = A∗ erfüllt ist. Mit Cq×q> bzw. Cq×q≥ bezeichnen wir
die Menge der positiv bzw. nichtnegativ hermiteschen Matrizen aus Cq×q, d. h. es ist
A ∈ Cq×q> bzw. A ∈ Cq×q≥ genau dann, wenn x∗Ax ∈ (0,∞) für alle x ∈ Cq \ {0q×1}
bzw. x∗Ax ∈ [0,∞) für alle x ∈ Cq erfüllt ist. Insbesondere gelten die Inklusionen
Cq×q> ⊆ Cq×q≥ ⊆ Cq×qH . Weiterhin verwenden wir die Löwner-Halbordnung, d. h. für
A,B ∈ Cq×qH schreiben wir A ≥ B bzw. A > B, falls A−B ∈ Cq×q≥ bzw. A−B ∈ Cq×q>
erfüllt ist. Für A,B ∈ Cq×qH mit A ≤ B ist
[A,B] :=
{
C ∈ Cq×qH
∣∣ A ≤ C ≤ B}
ein Matrixintervall und es heißt nichtdegneriert, falls sogar A < B erfüllt ist. Für
A ∈ Cq×q≥ bezeichne
√
A die nichtnegative Quadratwurzel von A. In dieser Arbeit
werden grundlegende Kenntnisse über hermitesche Matrizen vorausgesetzt, hierbei sei
dem Leser z. B. auf [43, Chapters 4, 7, 8] verwiesen.
Sei (Ω,A) ein messbarer Raum. Dann ist µ : A → Cq×q≥ ein nichtnegativ hermitesches
q×q-Maß auf (Ω,A), falls µ σ-additiv ist, d. h. für jede Folge (Aj)∞j=0 von paarweise
disjunkten Teilmengen aus A stets
µ
( ∞⋃
j=0
Aj
)
=
∞∑
j=0
µ(Aj)
erfüllt ist. Die Menge aller nichtnegativ hermiteschen q×q-Maße auf (Ω,A) bezeichnen
wir mitMq≥(Ω,A). Sei Ω eine nichtleere Borel-Teilmenge von R. Dann bezeichnen BΩ
die zu Ω gehörige Borel-σ-Algebra undMq≥(Ω) :=Mq≥(Ω,BΩ).
Seien (Ω,A) ein messbarer Raum, ν ein Maß auf (Ω,A) undBC die Borel-σ-Algebra von
C. Sei weiterhin f : Ω→ C eine A-BC-messbare Funktion. Dann heißt f ν-integrierbar,
falls ∫
Ω
|f | dν <∞
erfüllt ist. Wir schreiben dann f ∈ L1(Ω,A, ν;C). Die Funktion Φ = (Φjk)j∈Z1,p,k∈Z1,q :
Ω → Cp×q heißt A-Bp×q-messbar, falls für alle j ∈ Z1,p und k ∈ Z1,q Φjk eine A-
BC-messbare Funktion ist. Die Menge
[L1(Ω,A, ν;C)]p×q umfasst dann alle A-Bp×q-
messbaren Funktionen Φ = (Φjk)j∈Z1,p,k∈Z1,q : Ω → Cp×q, für die Φjk ∈ L1(Ω,A, ν;C)
für alle j ∈ Z1,p und k ∈ Z1,q erfüllt ist, und wir schreiben∫
Ω
Φ dν :=
(∫
Ω
Φjk dν
)
j∈Z1,p,k∈Z1,q
.
Sei nun µ = (µjk)
q
j,k=1 ∈ Mq≥(Ω,A). Für alle j ∈ Z1,q ist dann µjj ein endliches Maß
aus (Ω,A) und für alle j, k ∈ Z1,q mit j 6= k ist µjk ein komplexes Maß auf (Ω,A).
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Weiterhin ist das Spurmaß von µ
τ :=
q∑
j=1
µjj
ein endliches Maß auf (Ω,A). Es ist für alle j, k ∈ Z1,q zudem µjk absolut stetig be-
züglich τ und somit existiert die Radon-Nikodym-Ableitung dµjk
dτ
von µjk bezüglich τ .
Dann heißt
µ
′
τ :=
(
dµjk
dτ
)q
j,k=1
Spurableitung von µ und es gilt µ(A) =
∫
A
µ
′
τ dτ für alle A ∈ A. Seien nun Φ :
Ω → Cp×q eine A-Bp×q-messbare Funktion und Ψ : Ω → Cr×q eine A-Br×q-messbare
Funktion. Dann heißt das Paar [Φ,Ψ] integrierbar bezüglich µ, falls
Φµ
′
τΨ
∗ ∈ [L1(Ω,A, τ ;C)]p×r
erfüllt ist und wir setzen ∫
Ω
ΦdµΨ∗ :=
∫
Ω
Φµ
′
τΨ
∗ dτ
sowie für A ∈ A ∫
A
ΦdµΨ∗ :=
∫
Ω
(1AΦ)dµ(1AΨ)
∗,
wobei 1A : A→ {0, 1} die Identikatorfunktion von A definiert gemäß
1A(ω) :=
{
0 falls ω /∈ A
1 falls ω ∈ A
bezeichnet. Die Menge L1(Ω,A, µ;C) umfasst alle A-BC-messbaren Funktionen f :
Ω→ C, für die [fIq, 1ΩIq] integrierbar bezüglich µ ist, und wir setzen für A ∈ A∫
A
f dµ :=
∫
A
(fIq)dµ(1ΩIq)
∗,
wofür wir auch gelegentlich
∫
A
f(ω) µ(dω) schreiben. Eine ausführlichere Beschreibung
dieses Integrationsbegriffes findet man in [46], [69], [40] oder [62, Anhang M]. Einige
weiterführende Resultate behandeln wir in Anhang A.
Seien κ ∈ N0, m ∈ N0, Ω ∈ BR und für j ∈ N0 weiterhin fj : Ω → C definiert
gemäß fj(t) := tj. Dann bezeichne Mq≥,κ(Ω) die Menge aller µ ∈ Mq≥(Ω), für die
fj ∈ L1(Ω,BΩ, µ;C) für alle j ∈ Z0,κ erfüllt ist. Sei nun µ ∈Mq≥,κ(Ω). Dann bezeichne
für j ∈ Z0,κ
s
(µ)
j :=
∫
Ω
tj µ(dt)
das j-te Moment von µ. Wir betrachten folgende drei Arten von matriziellen Potenz-
momentenproblemen:
• M [Ω, (sj)κj=0,=]: Sei (sj)κj=0 eine Folge aus Cq×q. Beschreibe die Menge
Mq≥
[
Ω, (sj)
κ
j=0,=
]
aller µ ∈ Mq≥,κ(Ω), für die s(µ)j = sj für alle j ∈ Z0,κ er-
füllt ist.
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• M [Ω, (sj)mj=0,≤]: Sei (sj)mj=0 eine Folge aus Cq×q. Beschreibe die Menge
Mq≥
[
Ω, (sj)
m
j=0,≤
]
aller µ ∈ Mq≥,m(Ω), für die s(µ)m ≤ sm und im Fall m > 0
weiterhin s(µ)j = sj für alle j ∈ Z0,m−1 erfüllt sind.
• M [Ω, (sj)mj=0,≥]: Sei (sj)mj=0 eine Folge aus Cq×q. Beschreibe die Menge
Mq≥
[
Ω, (sj)
m
j=0,≥
]
aller µ ∈ Mq≥,m(Ω), für die s(µ)m ≥ sm und im Fall m > 0
weiterhin s(µ)j = sj für alle j ∈ Z0,m−1 erfüllt sind.
Im Fall Ω = R sprechen wir vom Hamburgerschen Momentenproblem, im Fall
Ω = [0,∞) vom Stieltjesschen Momentenproblem und im Fall Ω = [α, β] für α, β ∈ R
mit α < β vom Hausdorffschen Momentenproblem. In der vorliegenden Arbeit befassen
wir uns hauptsächlich mit den Fällen Ω = [α,∞) (rechtsseitiges α-Stieltjes Momenten-
problem) und Ω = (−∞, α] (linksseitiges α-Stieltjes Momentenproblem), wobei α ∈ R.
Des Studium von finiten Potenzmomentenproblemen, bei denen die Bedingung an das
höchste vorgeschriebene Moment die Gestalt einer Ungleichung besitzt, erfolgte erst-
mals in M.G. Kreins richtungsweisender Arbeit [57, Chapter 1] im Rahmen der Über-
tragung der Erweiterung der Methode der eby²ev-Systeme auf halbunendliche Inter-
valle. Eine ausführliche Darlegung dieser Thematik mit eingehender Diskussion der
entsprechenden Motivation findet man auch in der Monographie [59, Chapter 5] von
M.G. Krein und A.A. Nudelman.
In Kapitel 1 behandeln wir Lösbarkeitsbedingungen für das matrizielle rechts- bzw.
linksseitige α-Stieltjes Momentenproblem. Es stellt sich heraus, dass ein solches Po-
tenzmomentenproblem genau dann lösbar ist, falls die gegebene Momentenfolge links-
seitig bzw. rechtsseitig α-Stieltjes-nichtnegativ definit ist. Hierfür führen wir zunächst
den Begriff von Hankel-nichtnegativ definiten Matrizenfolgen ein, die in Verbindung
mit dem matriziellen Hamburgerschen Momentenproblem stehen. Weiterhin gehen wir
mithilfe der Stieltjes-Transformation vom ursprünglichen Momentenproblem zu einem
äquivalenten Interpolationsproblem für eine spezielle Klasse von holomorphen Matrix-
funktionen über. Abschließend führen wir die Potapovschen Fundamentalmatrizen für
das matrizielle rechts- bzw. linksseitige α-Stieltjes Momentenproblem ein, die später in
Kapitel 4 eine tragende Rolle spielen.
In Kapitel 2 behandeln wir folgende erste Parametrisierungen einer Matrizenfolge unter
Verwendung von gewissen Block-Hankel-Matrizen und deren linken Schur-Komplemen-
te: Die α-Stieltjes-Parametrisierung, die kanonische Hankel-Parametrisierung und das
Favard-Paar. Weiterhin befassen wir uns mit dem monisch links-orthogonalen System
von Matrixpolynomen und dem linken System von Matrixpolynomen zweiter Art be-
züglich einer Matrizenfolge. Hierbei zeigen wir besonderes Interesse für den Fall, dass
die gegebene Folge bis zu einem gewissen Index Hankel-positiv definit ist.
In Kapitel 3 behandeln wir eine für unsere Betrachtungen besonders wichtige Para-
metrisierung, die α-Dyukarev-Stieltjes-Parametrisierung einer rechts- bzw. linksseitig
α-Stieltjes-positiv definiten Folge, welche im Skalaren für den Fall α = 0 bereits auf
T.-J. Stieltjes [72] zurückgeht.
Kapitel 4 nimmt eine besonders zentrale Rolle in der vorliegenden Arbeit ein. Hier
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erfolgt eine vollständige Beschreibung der Menge der Stieltjes-Transformierten aller
Lösungen des finiten vollständig nichtdegenerierten matriziellen α-Stieltjes Momenten-
problems, bei dem die Bedingung an das höchste vorgeschriebene Moment die Gestalt
einer Ungleichung besitzt, in Form einer gebrochen linearen Transformation, deren er-
zeugende Matrixfunktion ein aus den Ausgangsdaten gebildetes 2q×2q-Matrixpolynom
ist und als deren Parametermenge eine spezielle Klasse von geordneten Paaren von
meromorphen q×q-Matrixfunktionen fungiert. Die zur Herleitung dieser Beschreibung
herangezogene Methode basiert auf der Bestimmung der Lösungsmenge des Systems
der beiden zugehörigen fundamentalen Matrixungleichungen vom Potapov-Typ. Die
zugrundeliegende erzeugende Matrixfunktion wird auch Resolventenmatrix genannt.
Die Betrachtung der natürlichen q×q-Blockstruktur der Resolventenmatrix führt uns
auf ein Quadrupel von q×q-Matrixpolynomen, welche mit einer α-Stieltjes-positiv de-
finiten Folge verknüpft ist, nämlich das sogenannte α-Dyukarev-Quadrupel. Das Stu-
dium dieses Quadrupels bildet eine zentrale Rolle von Kapitel 4. Insbesondere erhalten
wir wichtige Informationen über die Verteilung der Nullstellen der Determinanten aller
q×q-Matrixpolynome des Quadrupels.
Weiterhin erfolgt in Kapitel 4 eine ausführliche Diskussion zweier in gewissem Sinne
extremaler Lösungen des mithilfe der Stieltjes-Transformation umformulierten Momen-
tenproblems. Diese extremalen Lösungen sind rationale q×q-Matrixfunktionen, welche
interessante Darstellungen besitzen. Die zugehörigen Stieltjes-Maße sind hierbei insbe-
sondere molekular, also auf endlich vielen Punkten der Halbachse [α,∞) bzw. (−∞, α]
konzentriert.
Im Mittelpunkt von Kapitel 5 steht die multiplikative Zerlegung der Resolventenmatrix
für das vollständig nichtdegnerierte matrizielle α-Stieltjes Momentenproblem in lineare
Matrixpolynome. Hierdurch wird eine Grundlage für einen möglichen Algorithmus vom
Schur-Typ zur Lösung des α-Stieltjes Momentenproblems geschaffen.
In Kapitel 6 wenden wir uns einer alternativen Beschreibung der Menge der Stieltjes-
Transformierten aller Lösungen des vollständig nichtdegenerierten matriziellen α-Stiel-
tjes Momentenproblems, bei dem die Bedingung an das höchste vorgeschriebene Mo-
ment die Gestalt einer Ungleichung besitzt, zu. Diese Beschreibung erfolgt zwar erneut
auf der Grundlage einer gebrochen linearen Transformation von Matrizen. Allerdings
verändern wir nun das erzeugende Matrixpolynom der gebrochen linearen Transfor-
mation in einer solchen Weise, dass die Menge der Parameterfunktionen nun aus einer
gewissen Teilmenge von q×q-Schur-Funktionen anstelle von speziellen geordneten Paa-
ren von meromorphen q×q-Matrixfunktionen besteht.
In Kapitel 7 nehmen wir eine weitere Untersuchung der Struktur der in Kapitel 4 ein-
geführten 2q×2q-Dyukarev-Matrixpolynome vor, welche mit einer α-Stieltjes-positiv
definiten Folge assoziiert sind. Insbesondere stellen wir eine Verbindung zu den in Ab-
schnitt 2.4 behandelten orthogonalen Polynome her, welche mit einer bis zu einem
gewissen Index Hankel-positiv definiten Folge assoziiert werden. Hierbei sei bemerkt,
dass mit einer α-Stieltjes-positiv definiten Folge zwei jeweils Hankel-positiv definite
Folgen verknüpft sind, welche nun für unsere Betrachtungen herangezogen werden.
Wir vertiefen in Kapitel 8 unsere Betrachtungen zur Struktur α-Stieltjes-positiv defi-
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niter Folgen. Wir studieren nun, in welchem Zusammenhang deren Favard-Paare (ver-
gleiche Abschnitt 2.3) zu einigen bereits behandelten Parametrisierungen stehen.
Im abschließenden Kapitel 9 gehen wir vor dem Hintergrund der Charakterisierung der
Lösbarkeit kurz auf einige Zusammenhänge zwischen finiten matriziellen Momenten-
problemen vom Stieltjes-Typ und dem matriziellen Hausdorffschen Momentenproblem
ein.
In verschiedenen Anhängen stellen wir oftmals verwendete Hilfsmittel aus Matrixtheo-
rie, Maß- und Integrationstheorie sowie komplexer Funktionentheorie (insbesondere der
Theorie verschiedener Klassen meromorpher Matrixfunktionen) zusammen.
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1 Erste Beobachtungen zu matriziellen α-Stieltjes
Momentenproblemen
In diesem Kapitel widmen wir uns hauptsächlich Lösbarkeitsbedingungen für das ma-
trizielle rechts- bzw. linksseitige α-Stieltjes Momentenproblem. Wir verwenden dafür
die Herangehensweise von [28] für den rechtsseitigen Fall. Da wir für diesen Fall nicht
ausführlich auf die Beweise eingehen, kann der Leser eine detaillierte Darstellung der
Resultate dort finden. Der linksseitige Fall wurde in [34] behandelt. Wir werden die
dortigen Beweise ausführlicher selbst wiedergeben und die dort erzielten Resultate er-
weitern.
Als weiterer Bestandteil dieses Kapitels betrachten wir vor dem Hintergrund der Stiel-
tjes-Transformation (vergleiche Kapitel B) eine Umformulierung der matriziellen α-
Stieltjes Momentenprobleme derart, dass wir statt Maße nun holomorphe Funktionen
verwenden. Dies verwenden wir später zur Parametrisierung der Lösungsmenge jener
Momentenprobleme (vergleiche Kapitel 4). Hierfür legen wir mit der Einführung der
Potapovschen Fundamentalmatrizen den Grundstein.
1.1 Lösbarkeitsbedingungen für das matrizielle Hamburgersche
Momentenproblem
Wir wollen zuerst Lösbarkeitsbedingungen für das matrizielle Hamburgersche Momen-
tenproblem aufrufen. Für eine ausführliche Betrachtung jener Lösbarkeitsbedingungen
sei dem Leser im Fall einer endlichen gegebenen Momentenfolge auf [27] verwiesen. Der
Fall einer unendlichen gegebenen Momentenfolge wurde z. B. in [33] behandelt. Die Re-
sultate dieses Abschnitts werden uns im Anschluss helfen, Lösbarkeitsbedingungen für
das matrizielle α-Stieltjes Momentenproblem zu formulieren. Zunächst führen wir den
Begriff der Hankel-nichtnegativ bzw. -positiv Definitheit ein.
Bezeichnung 1.1 Seien κ ∈ N0 und (sj)κj=0 eine Folge aus Cp×q. Für j, k ∈ N0 mit
j ≤ k ≤ κ seien
y〈s〉j,k :=
sj...
sk
 und z〈s〉j,k := (sj . . . sk) .
Für n ∈ Z0,TκU bezeichnen wir die zu (sj)κj=0 gehörige n-te Block-Hankel-Matrix mit
H〈s〉n := (sj+k)
n
j,k=0
und das zu H〈s〉n gehörige linke Schur-Komplement mit
Ĥ〈s〉n :=
{
s0 falls n = 0
s2n − z〈s〉n,2n−1
(
H〈s〉n−1
)+
y〈s〉n,2n−1 falls n > 0.
Im Fall κ ≥ 1 sei für n ∈ Z0,Tκ−1U weiterhin
K〈s〉n := (sj+k+1)
n
j,k=0.
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Falls klar ist, von welchem (sj)κj=0 die Rede ist, lassen wir das 〈s〉 als oberen Index
weg.
Definition 1.2
(a) Seien n ∈ N0 und (sj)2nj=0 eine Folge aus Cq×q. Dann heißt (sj)2nj=0 Hankel-
nichtnegativ bzw. -positiv definit, falls Hn nichtnegativ bzw. positiv hermi-
tesch ist. Mit H≥q,2n bzw. H>q,2n bezeichnen wir die Menge aller Hankel-nichtnegativ
bzw. -positiv definiten Folgen (sj)2nj=0 aus Cq×q.
(b) Seien n ∈ N0 und (sj)2n+1j=0 eine Folge aus Cq×q. Dann heißt (sj)2n+1j=0 Hankel-
nichtnegativ definit fortsetzbar, falls ein s2n+2 ∈ Cq×q existiert, so dass
(sj)
2(n+1)
j=0 ∈ H≥q,2(n+1) erfüllt ist. Mit H≥,eq,2n+1 bezeichnen wir die Menge aller
Hankel-nichtnegativ definit fortsetzbaren Folgen (sj)2n+1j=0 aus Cq×q.
(c) Seien n ∈ N0 und (sj)2nj=0 eine Folge aus Cq×q. Dann heißt (sj)2nj=0 Hankel-
nichtnegativ definit fortsetzbar, falls s2n+1, s2n+2 ∈ Cq×q existieren, so dass
(sj)
2(n+1)
j=0 ∈ H≥q,2(n+1) erfüllt ist. Mit H≥,eq,2n bezeichnen wir die Menge aller Hankel-
nichtnegativ definit fortsetzbaren Folgen (sj)2nj=0 aus Cq×q.
Die Definition im Fall einer unendlichen Folge erfolgt vor dem Hintergrund des folgen-
den Resultats (vergleiche [33, S. 449]).
Bemerkung 1.3 Seien n ∈ N und (sj)2nj=0 ∈ H≥q,2n bzw. (sj)2nj=0 ∈ H>q,2n. Dann gilt
(sj)
2k
j=0 ∈ H≥q,2k bzw. (sj)2kj=0 ∈ H>q,2k für alle k ∈ Z0,n−1.
Beweis: Wegen Teil (a) von Definition 1.2 gilt, dass Hn nichtnegativ bzw. positiv her-
mitesch ist. Sei nun k ∈ Z0,n−1. Dann liefert ein wohlbekanntes Resultat über nicht-
negativ bzw. positiv hermitesche Matrizen, dass Hk als Hauptuntermatrix von Hn
ebenfalls nichtnegativ bzw. positiv hermitesch ist. Hieraus folgt dann mittels Teil (a)
von Definition 1.2 die Behauptung. 
Definition 1.4 Sei (sj)∞j=0 eine Folge aus Cq×q. Dann heißt (sj)∞j=0 Hankel-nichtne-
gativ bzw. -positiv definit, falls (sj)2nj=0 ∈ H≥q,2n bzw. (sj)2nj=0 ∈ H>q,2n für alle n ∈ N0
erfüllt ist. Mit H≥q,∞ bzw. H>q,∞ bezeichnen wir die Menge aller Hankel-nichtnegativ bzw.
-positiv definiten Folgen (sj)∞j=0 aus Cq×q.
Wir geben nun gewisse Inklusionen für die in Definition 1.2 und Definition 1.4 einge-
führten Mengen an.
Bemerkung 1.5 Es gelten H>q,2n ⊆ H≥,eq,2n ⊆ H≥q,2n für alle n ∈ N0 und H>q,∞ ⊆ H≥q,∞.
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Beweis: Sei n ∈ N0. Dann folgt die Inklusion H>q,2n ⊆ H≥,eq,2n aus [27, Remark 2.8] oder
[71, Folgerung 2.10]. Die Inklusion H≥,eq,2n ⊆ H≥q,2n folgt direkt aus den Teilen (a) und (c)
von Definition 1.2 in Verbindung mit Bemerkung 1.3. Aus diesen beiden Inklusionen
für beliebige n ∈ N0 folgt dann wegen Definition 1.4 die Inklusion H>q,∞ ⊆ H≥q,∞. 
Folgende Äquivalenz ist eine elementare Schlussfolgerung aufgrund der Struktur der
Block-Hankel-Matrix (vergleiche auch [61, Lemma 2.6(a)]).
Bemerkung 1.6 Seien κ ∈ N0 und (sj)κj=0 ∈ Cq×q. Weiterhin sei n ∈ Z0,TκU. Dann
sind folgende Aussagen äquivalent:
(i) Es gilt Hn ∈ C(n+1)q×(n+1)qH .
(ii) Es gilt sj ∈ Cq×qH für alle j ∈ Z0,2n.
Es sei zu bemerken, dass im weiteren Verlauf unter Beachtung von Bemerkung 1.6 für
n ∈ N0 oft (sj)2nj=0 eine Folge aus Cq×qH ist. In diesem Fall gilt dann (y〈s〉j,k)∗ = z〈s〉j,k für
alle j, k ∈ N0 mit j ≤ k ≤ 2n.
Wir kommen nun zum Hauptresultat dieses Abschnitts.
Theorem 1.7 Es gelten folgende Aussagen:
(a) Seien m ∈ N0 und (sj)mj=0 eine Folge aus Cq×q. Dann ist Mq≥
[
R, (sj)mj=0,=
]
genau dann nichtleer, wenn (sj)mj=0 ∈ H≥,eq,m erfüllt ist.
(b) Sei (sj)∞j=0 eine Folge aus Cq×q. Dann ist Mq≥
[
R, (sj)∞j=0,=
]
genau dann nicht-
leer, wenn (sj)∞j=0 ∈ H≥q,∞ erfüllt ist.
(c) Seien n ∈ N0 und (sj)2nj=0 eine Folge aus Cq×q. Dann istMq≥
[
R, (sj)2nj=0,≤
]
genau
dann nichtleer, wenn (sj)2nj=0 ∈ H≥q,2n erfüllt ist.
Beweis: Zu (a): Siehe [27, Theorem 4.17] oder [71, Theorem 9.4].
Zu (b): Siehe [33, Theorem 6.5].
Zu (c): Siehe [27, Theorem 4.16] oder [71, Theorem 6.6]. 
Wir können nun mithilfe von Theorem 1.7 folgende Schlussfolgerung für matrizielle α-
Stieltjes Momentenprobleme machen: Seien κ ∈ N0, Ω ∈ BR \ {∅}, τ ∈ Mq≥,κ(Ω)
und µ : BR → Cq×q definiert gemäß µ(B) := τ(B ∩ Ω). Dann ist augenschein-
lich µ ∈ Mq≥,κ(R) mit s(µ)j = s(τ)j für alle j ∈ Z0,κ. Falls für eine Folge (sj)κj=0
aus Cq×q die Beziehung τ ∈ Mq≥
[
Ω, (sj)
κ
j=0,=
]
bzw. für ein n ∈ N0 und eine Fol-
ge (sj)2nj=0 aus Cq×q die Beziehung τ ∈ Mq≥
[
Ω, (sj)
2n
j=0,≤
]
erfüllt ist, so gilt auch
µ ∈ Mq≥
[
R, (sj)κj=0,=
]
bzw. µ ∈ Mq≥
[
R, (sj)2nj=0,≤
]
. Falls für ein m ∈ N0 und ei-
ne Folge (sj)mj=0 aus Cq×q die Menge Mq≥
[
Ω, (sj)
m
j=0,=
]
bzw. für eine Folge (sj)∞j=0
aus Cq×q die Menge Mq≥
[
Ω, (sj)
∞
j=0,=
]
bzw. für ein n ∈ N0 und eine Folge (sj)2nj=0
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aus Cq×q ide Menge Mq≥
[
Ω, (sj)
2n
j=0,≤
]
nichtleer ist, folgt mithilfe von Theorem 1.7
dann (sj)mj=0 ∈ H≥,eq,m bzw. (sj)∞j=0 ∈ H≥q,∞ bzw. (sj)2nj=0 ∈ H≥q,2n. Betrachten wir also
Lösbarkeitsbedingungen matrizieller α-Stieltjes Momentenprobleme führt uns dies auf
Teilmengen von H≥,eq,m bzw. H≥q,∞ bzw. H≥q,2n.
1.2 Lösbarkeitsbedingungen für das matrizielle rechtsseitige
α-Stieltjes Momentenproblem
Nun befassen wir uns mit Lösbarkeitsbedingungen für das matrizielle rechtsseitige α-
Stieltjes Momentenproblem. Für eine ausführliche Betrachtung jener Lösbarkeitsbe-
dingungen sei dem Leser im Fall einer endlichen gegebenen Momentenfolge auf [28]
verwiesen. Der Fall einer unendlichen gegebenen Momentenfolge wurde z. B. in [34] be-
handelt. Zunächst führen wir den Begriff der rechtsseitig α-Stieltjes-nichtnegativ bzw.
-positiv Definitheit ein. Der Fall einer unendlichen Folge steht erneut vor dem Hinter-
grund von Bemerkung 1.3.
Definition 1.8 Sei α ∈ R.
(a) Wir setzen K≥q,0,α := H≥q,0 sowie für n ∈ N
K≥q,2n,α :=
{
(sj)
2n
j=0 ∈ H≥q,2n
∣∣ (−αsj + sj+1)2(n−1)j=0 ∈ H≥q,2(n−1)} und
K≥q,2n+1,α :=
{
(sj)
2n+1
j=0 Folge aus Cq×q
∣∣ (sj)2nj=0, (−αsj + sj+1)2nj=0 ∈ H≥q,2n}.
Weiterhin bezeichnet K≥q,∞,α die Menge aller Folgen (sj)∞j=0 aus Cq×q, für die
(sj)
m
j=0 ∈ K≥q,m,α für alle m ∈ N0 erfüllt ist. Sei κ ∈ N0. Dann heißt
(sj)
κ
j=0 ∈ K≥q,κ,α rechtsseitig α-Stieltjes-nichtnegativ definit.
(b) Wir setzen K>q,0,α := H>q,0 sowie für n ∈ N
K>q,2n,α :=
{
(sj)
2n
j=0 ∈ H>q,2n
∣∣ (−αsj + sj+1)2(n−1)j=0 ∈ H>q,2(n−1)} und
K>q,2n+1,α :=
{
(sj)
2n+1
j=0 Folge aus Cq×q
∣∣ (sj)2nj=0, (−αsj + sj+1)2nj=0 ∈ H>q,2n}.
Weiterhin bezeichnet K>q,∞,α die Menge aller Folgen (sj)∞j=0 aus Cq×q, für die
(sj)
m
j=0 ∈ K>q,m,α für alle m ∈ N0 erfüllt ist. Sei κ ∈ N0. Dann heißt
(sj)
κ
j=0 ∈ K>q,κ,α rechtsseitig α-Stieltjes-positiv definit.
(c) Seien m ∈ N0 und (sj)mj=0 eine Folge aus Cq×q. Dann heißt (sj)mj=0 rechtsseitig
α-Stieltjes-nichtnegativ definit fortsetzbar, falls ein sm+1 ∈ Cq×q existiert
mit (sj)m+1j=0 ∈ K≥q,m+1,α. Mit K≥,eq,m,α bezeichnen wir die Menge aller rechtsseitig
α-Stieltjes-nichtnegativ definit fortsetzbaren Folgen (sj)mj=0 aus Cq×q.
Folgende Bemerkung liefert uns eine alternative Formulierung der Teile (a) und (b)
von Definition 1.8.
Bemerkung 1.9 Seien α ∈ R und n ∈ N0. Dann gelten folgende Aussagen:
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(a) Es gilt (sj)2nj=0 ∈ K≥q,2n,α bzw. (sj)2nj=0 ∈ K>q,2n,α genau dann, wenn Hn und im Fall
n ∈ N auch −αHn−1 +Kn−1 nichtnegativ bzw. positiv hermitesch sind.
(b) Es gilt (sj)2n+1j=0 ∈ K≥q,2n+1,α bzw. (sj)2n+1j=0 ∈ K>q,2n+1,α genau dann, wenn Hn und
−αHn +Kn nichtnegativ bzw. positiv hermitesch sind.
Wir können nun folgende Beobachtungen für die neu eingeführten Mengen aus Defini-
tion 1.8 machen.
Satz 1.10 Es gelten folgende Aussagen:
(a) Es gelten K>q,m,α ⊂ K≥,eq,m,α ⊂ K≥q,m,α für alle m ∈ N0 und K>q,∞,α ⊂ K≥q,∞,α.
(b) Seien m ∈ N und (sj)mj=0 ∈ K>q,m,α bzw. (sj)mj=0 ∈ K≥q,m,α bzw. (sj)mj=0 ∈ K≥,eq,m,α.
Dann gilt (sj)lj=0 ∈ K>q,l,α bzw. (sj)lj=0 ∈ K≥q,l,α bzw. (sj)lj=0 ∈ K≥,eq,l,α für alle
l ∈ Z0,m−1.
(c) Seien l,m ∈ N0 mit l < m und (sj)lj=0 ∈ K>q,l,α. Dann existiert eine Folge (sj)mj=l+1
aus Cq×q mit (sj)mj=0 ∈ K>q,m,α.
Beweis: Zu (a): Der endliche Fall folgt aus [28, Remark 4.4] und [28, Remark 4.5].
Hieraus folgt der unendliche Fall sogleich aus den Teilen (a) und (b) von Definition 1.8
(vergleiche auch [34, Remark 2.13]).
Zu (b): Dies folgt aus Definition 1.8 und Bemerkung 1.3 (vergleiche auch [34, Remark
1.4] und [34, Remark 2.12]).
Zu (c): Siehe [34, Proposition 4.13] und [34, Proposition 4.14]. 
Wir kommen nun zum Hauptresultat dieses Abschnitts (vergleiche auch [34, Theorem
1.6] und [34, Theorem 1.7]).
Theorem 1.11 Sei α ∈ R. Dann gelten folgende Aussagen:
(a) Seien m ∈ N0 und (sj)mj=0 eine Folge aus Cq×q. Dann istMq≥
[
[α,∞), (sj)mj=0,=
]
genau dann nichtleer, wenn (sj)mj=0 ∈ K≥,eq,m,α erfüllt ist.
(b) Sei (sj)∞j=0 eine Folge aus Cq×q. Dann ist Mq≥
[
[α,∞), (sj)∞j=0,=
]
genau dann
nichtleer, wenn (sj)∞j=0 ∈ K≥q,∞,α erfüllt ist.
(c) Seien m ∈ N0 und (sj)mj=0 eine Folge aus Cq×q. Dann istMq≥
[
[α,∞), (sj)mj=0,≤
]
genau dann nichtleer, wenn (sj)mj=0 ∈ K≥q,m,α erfüllt ist.
Beweis: Zu (a): Siehe [28, Theorem 1.3].
Zu (b): Es gilt
Mq≥
[
[α,∞), (sj)∞j=0,=
]
=
∞⋂
m=0
Mq≥
[
[α,∞), (sj)mj=0,=
]
.
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Hieraus folgt mithilfe von (a), den Teilen (a) und (c) von Definition 1.8 sowie der
matriziellen Version des Helly-Prohorov-Theorems (siehe [32, Satz 9]) die Behauptung.
Zu (c): Siehe [28, Theorem 1.4]. 
Mithilfe der [α,∞)-Stieltjes-Transformation (vergleiche Satz B.2 und Definition B.3)
können wir nun beide Versionen des matriziellen rechtsseitigen α-Stieltjes Momenten-
problems wie folgt in ein äquivalentes Interpolationsproblem für holomorphe Matrix-
funktionen der Klasse S0,q,[α,∞) (vergleiche Bezeichnung B.1) umformulieren:
• S [[α,∞), (sj)κj=0,=]: Seien α ∈ R, κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q.
Beschreibe die Menge S0,q,[α,∞)[(sj)κj=0,=] aller S ∈ S0,q,[α,∞), deren zugehöriges
Stieltjes-Maß zuMq≥
[
[α,∞), (sj)κj=0,=
]
gehört.
• S [[α,∞), (sj)mj=0,≤]: Seien α ∈ R, m ∈ N0 und (sj)mj=0 eine Folge aus Cq×q.
Beschreibe die Menge S0,q,[α,∞)[(sj)mj=0,≤] aller S ∈ S0,q,[α,∞), deren zugehöriges
Stieltjes-Maß zuMq≥
[
[α,∞), (sj)mj=0,≤
]
gehört.
In dieser so umformulierten Version werden wir uns im weiteren Verlauf der Arbeit
dem ursprünglichen Momentenproblem zuwenden. Speziell werden wir uns in späte-
ren Kapiteln verstärkt dem Problem S
[
[α,∞), (sj)mj=0,≤
]
widmen. Es sei bemerkt,
dass eine erste Beschreibung der Lösungsmenge S0,q,[α,∞)[(sj)κj=0,=] in der noch nicht
veröffentlichten Arbeit [38, Part II, Chapter 6] vorgenommen wird.
Wir nehmen nun eine erste Beobachtung über die Klasse S0,q,[α,∞)[(sj)mj=0,≤] für eine
Folge (sj)mj=0 ∈ K≥q,m,α vor.
Satz 1.12 Seien α ∈ R, m ∈ N und (sj)mj=0 ∈ K≥q,m,α. Weiterhin sei
S ∈ S0,q,[α,∞)[(sj)mj=0,≤]. Dann gelten
R(S(z)) = R(s0) und N (S(z)) = N (s0)
für alle z ∈ C \ [α,∞). Insbesondere ist im Fall det s0 6= 0 sogar detS(z) 6= 0 für alle
z ∈ C \ [α,∞) erfüllt.
Beweis: Sei µ das zu S gehörige Stieltjes-Maß. Dann gilt µ ∈ Mq≥
[
[α,∞), (sj)mj=0,≤
]
.
Hieraus folgt
s0 = s
(µ)
0 = µ([α,∞)).
Hieraus folgt wegen Bemerkung B.4 nun
R(S(z)) = R(µ([α,∞))) = R(s0)
für alle z ∈ C \ [α,∞) und
N (S(z)) = N (µ([α,∞))) = N (s0) (1.1)
für alle z ∈ C \ [α,∞).
Sei nun det s0 6= 0 erfüllt. Wegen (1.1) gilt dann
N (S(z)) = N (s0) = {0q×1}
für alle z ∈ C \ [α,∞), also folgt detS(z) 6= 0 für alle z ∈ C \ [α,∞). 
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1.3 Lösbarkeitsbedingungen für das matrizielle linksseitige
α-Stieltjes Momentenproblem
Wir wenden uns nun Lösbarkeitsbedingungen für das matrizielle linksseitige α-Stieltjes
Momentenproblem zu. Dieses Thema wurde in [34] behandelt und wir werden die dorti-
ge Vorgehensweise rekapitulieren und sogar erweitern. Zunächst führen wir den Begriff
der linksseitig α-Stieltjes-nichtnegativ bzw. -positiv Definitheit ein. Der Fall einer un-
endlichen Folge steht erneut vor dem Hintergrund von Bemerkung 1.3.
Definition 1.13 Sei α ∈ R.
(a) Wir setzen L≥q,0,α := H≥q,0 sowie für n ∈ N
L≥q,2n,α :=
{
(sj)
2n
j=0 ∈ H≥q,2n
∣∣ (αsj − sj+1)2(n−1)j=0 ∈ H≥q,2(n−1)} und
L≥q,2n+1,α :=
{
(sj)
2n+1
j=0 Folge aus Cq×q
∣∣ (sj)2nj=0, (αsj − sj+1)2nj=0 ∈ H≥q,2n}.
Weiterhin bezeichnet L≥q,∞,α die Menge aller Folgen (sj)∞j=0 aus Cq×q, für die
(sj)
m
j=0 ∈ L≥q,m,α für allem ∈ N0 erfüllt ist. Sei κ ∈ N0. Dann heißt (sj)κj=0 ∈ L≥q,κ,α
linksseitig α-Stieltjes-nichtnegativ definit.
(b) Wir setzen L>q,0,α := H>q,0 sowie für n ∈ N
L>q,2n,α :=
{
(sj)
2n
j=0 ∈ H>q,2n
∣∣ (αsj − sj+1)2(n−1)j=0 ∈ H>q,2(n−1)} und
L>q,2n+1,α :=
{
(sj)
2n+1
j=0 Folge aus Cq×q
∣∣ (sj)2nj=0, (αsj − sj+1)2nj=0 ∈ H>q,2n}.
Weiterhin bezeichnet L>q,∞,α die Menge aller Folgen (sj)∞j=0 aus Cq×q, für die
(sj)
m
j=0 ∈ L>q,m,α für allem ∈ N0 erfüllt ist. Sei κ ∈ N0. Dann heißt (sj)κj=0 ∈ L>q,κ,α
linksseitig α-Stieltjes-positiv definit.
(c) Seien m ∈ N0 und (sj)mj=0 eine Folge aus Cq×q. Dann heißt (sj)mj=0 linksseitig
α-Stieltjes-nichtnegativ definit fortsetzbar, falls ein sm+1 ∈ Cq×q existiert
mit (sj)m+1j=0 ∈ L≥q,m+1,α. Mit L≥,eq,m,α bezeichnen wir die Menge aller linksseitig
α-Stieltjes-nichtnegativ definit fortsetzbaren Folgen (sj)mj=0 aus Cq×q.
Folgende Bemerkung liefert uns eine alternative Formulierung der Teile (a) und (b)
von Definition 1.13.
Bemerkung 1.14 Seien α ∈ R und n ∈ N0. Dann gelten folgende Aussagen:
(a) Es gilt (sj)2nj=0 ∈ L≥q,2n,α bzw. (sj)2nj=0 ∈ L>q,2n,α genau dann, wenn Hn und im Fall
n ∈ N auch αHn−1 −Kn−1 nichtnegativ bzw. positiv hermitesch sind.
(b) Es gilt (sj)2n+1j=0 ∈ L≥q,2n+1,α bzw. (sj)2n+1j=0 ∈ L>q,2n+1,α genau dann, wenn Hn und
αHn −Kn nichtnegativ bzw. positiv hermitesch sind.
Wir wollen nun für die beteiligten Größen einen ersten Zusammenhang zwischen rechts-
seitigem und linksseitigem Fall liefern (vergleiche Teil (b) mit [35, Lemma 4.11]). Dafür
benötigen wir folgende Bezeichnung.
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Bezeichnung 1.15 Für n ∈ N0 sei
Vn := diag
(
(−1)jIq)
)n
j=0
.
Lemma 1.16 Seien κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q. Weiterhin sei
tj := (−1)jsj für alle j ∈ Z0,κ. Dann gelten
(a) Sei n ∈ N0. Dann ist Vn unitär und es gilt Vn = V ∗n .
(b) Sei n ∈ Z0,TκU. Dann gilt
H
〈t〉
n = VnH
〈s〉
n V
∗
n .
(c) Seien κ ≥ 1 und n ∈ Z0,Tκ−1U. Dann gilt
K
〈t〉
n = −VnK〈s〉n V ∗n .
(d) Seien j, k ∈ Z0,κ mit j ≤ k. Dann gelten
y
〈t〉
k,l = (−1)kVl−ky〈s〉k,l und z〈t〉k,l = (−1)kz〈s〉k,lV ∗l−k.
(e) Sei n ∈ Z0,TκU. Dann gilt
Ĥ
〈t〉
n = Ĥ
〈s〉
n .
Beweis: Einen Beweis findet man auch in [31, Lemma 4.4]. Wir geben den kurzen
Beweis zum besseren Verständnis selbst an.
Zu (a): Es gilt offensichtlich, dass Vn regulär und V −1n = Vn = V
∗
n erfüllt ist. Hieraus
folgt weiterhin, dass Vn unitär ist.
Zu (b): Unter Beachtung von (a) gilt
VnH
〈s〉
n V
∗
n =
(
(−1)j+ksj+k
)n
j,k=0
= (tj+k)
n
j,k=0 = H
〈t〉
n .
Zu (c): Unter Beachtung von (a) gilt
VnK
〈s〉
n V
∗
n =
(
(−1)j+ksj+k+1
)n
j,k=0
= − (tj+k+1)nj,k=0 = −K〈t〉n .
Zu (d): Sei k gerade. Dann gelten
Vl−ky
〈s〉
k,l =
 (−1)
0sk
...
(−1)l−ksl
 =
tk...
tl
 = y〈t〉k,l
und
z〈s〉k,lV
∗
l−k =
(
(−1)0sk . . . (−1)l−ksl
)
=
(
tk . . . tl
)
= z
〈t〉
k,l .
Sei nun k ungerade. Dann gelten
Vl−ky
〈s〉
k,l =
 (−1)
0sk
...
(−1)l−ksl
 = −
tk...
tl
 = −y〈t〉k,l
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und
z〈s〉k,lV
∗
l−k =
(
(−1)0sk . . . (−1)l−ksl
)
= − (tk . . . tl) = −z〈t〉k,l .
Zu (e): Es gilt
Ĥ
〈t〉
0 = t0 = s0 = Ĥ
〈s〉
n .
Seien nun κ ≥ 2 und n ≥ 1. Wegen (a), (b) und (d) gilt dann
Ĥ
〈t〉
n = t2n − z〈t〉n,2n−1
(
H
〈t〉
n−1
)+
y
〈t〉
n,2n−1
= s2n − z〈s〉n,2n−1Vn−1
(
Vn−1H
〈s〉
n−1V
∗
n−1
)+
Vn−1y
〈s〉
n,2n−1
= s2n − z〈s〉n,2n−1
(
H〈s〉n−1
)+
y〈s〉n,2n−1 = Ĥ
〈s〉
n . 
Folgende Bemerkung liefert uns einen elementaren Zusammenhang zwischen linksseitig
und rechtsseitig α-Stieltjes-nichtnegativ definiten, -positiv definiten und -nichtnegativ
definit fortsetzbaren Folgen.
Bemerkung 1.17 Sei α ∈ R. Dann gelten folgende Aussagen:
(a) Seien κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q. Weiterhin sei tj := (−1)jsj für
alle j ∈ Z0,κ. Dann gilt (sj)κj=0 ∈ K≥q,κ,α bzw. (sj)κj=0 ∈ K>q,κ,α genau dann, wenn
(tj)
κ
j=0 ∈ L≥q,κ,−α bzw. (tj)κj=0 ∈ L>q,κ,−α erfüllt ist.
(b) Seien m ∈ N0 und (sj)mj=0 eine Folge aus Cq×q. Weiterhin sei tj := (−1)jsj für
alle j ∈ Z0,m. Dann gilt (sj)mj=0 ∈ K≥,eq,m,α genau dann, wenn (tj)mj=0 ∈ L≥,eq,m,−α
erfüllt ist.
Beweis: Der nichtnegativ definite Fall wurde in [34, Lemma 1.5] gezeigt. Wir werden
den Beweis zur besseren Anschauung noch einmal rekapitulieren.
Zu (a): Für n ∈ Z0,TκU ist wegen Teil (b) von Lemma 1.16 die Matrix H〈t〉n genau
dann nichtnegativ bzw. positiv hermitesch, wenn H〈s〉n eine nichtnegativ bzw. positiv
hermitesche Matrix ist. Wegen der Teile (a) und (b) von Lemma 1.16 gilt im Fall κ ≥ 1
weiterhin
(−α)H〈t〉n −K〈t〉n = Vn (−αH〈s〉n +K〈s〉n )V ∗n
für alle n ∈ Z0,Tκ−1U. Für κ ≥ 1 und n ∈ Z0,Tκ−1U ist somit die Matrix (−α)H〈t〉n −K〈t〉n
genau dann nichtnegativ bzw. positiv hermitesch, wenn −αH〈s〉n +K〈s〉n eine nichtnegativ
bzw. positiv hermitesche Matrix ist. Wegen Bemerkung 1.9 folgt dann die Behauptung
für κ ∈ N0. Unter Beachtung von Teil (a) bzw. (b) von Definition 1.8 und Teil (a) bzw.
(b) von Definition 1.13 folgt hieraus auch die Behauptung für κ =∞.
Zu (b): Dies folgt unter Beachtung von Teil (c) von Definition 1.8 und Teil (c) von
Definition 1.13 aus (a). 
Mithilfe von Bemerkung 1.17 können wir eine Version von Satz 1.10 für den linksseitigen
Fall formulieren.
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Satz 1.18 Es gelten folgende Aussagen:
(a) Es gelten L>q,m,α ⊂ L≥,eq,m,α ⊂ L≥q,m,α für alle m ∈ N0 und L>q,∞,α ⊂ L≥q,∞,α.
(b) Seien m ∈ N und (sj)mj=0 ∈ L>q,m,α bzw. (sj)mj=0 ∈ L≥q,m,α bzw. (sj)mj=0 ∈ L≥,eq,m,α.
Dann gilt (sj)lj=0 ∈ L>q,l,α bzw. (sj)lj=0 ∈ L≥q,l,α bzw. (sj)lj=0 ∈ L≥,eq,l,α für alle
l ∈ Z0,m−1.
(c) Seien l,m ∈ N mit l < m und (sj)lj=0 ∈ L>q,l,α. Dann existiert eine Folge (sj)mj=l+1
aus Cq×q mit (sj)mj=0 ∈ L>q,m,α.
Bemerkung 1.17 führt uns weiterhin auf folgende Lösbarkeitsbedingungen für das ma-
trizielle linksseitige α-Stieltjes Momentenproblem.
Theorem 1.19 Sei α ∈ R. Dann gelten folgende Aussagen:
(a) Seienm ∈ N0 und (sj)mj=0 eine Folge aus Cq×q. Dann istMq≥
[
(−∞, α], (sj)mj=0,=
]
genau dann nichtleer, wenn (sj)mj=0 ∈ L≥,eq,m,α erfüllt ist.
(b) Sei (sj)∞j=0 eine Folge aus Cq×q. Dann ist Mq≥
[
(−∞, α], (sj)∞j=0,=
]
genau dann
nichtleer, wenn (sj)∞j=0 ∈ L≥q,∞,α erfüllt ist.
(c) Seien n ∈ N0 und (sj)2nj=0 eine Folge aus Cq×q. Dann istMq≥
[
(−∞, α], (sj)2nj=0,≤
]
genau dann nichtleer, wenn (sj)2nj=0 ∈ L≥q,2n,α erfüllt ist.
(d) Seien n ∈ N0 und (sj)2n+1j=0 eine Folge aus Cq×q. Dann ist
Mq≥
[
(−∞, α], (sj)2n+1j=0 ,≥
]
genau dann nichtleer, wenn (sj)2n+1j=0 ∈ L≥q,2n+1,α er-
füllt ist.
Beweis: (a) und (b) wurde in [34, Theorem 1.8] gezeigt. (c) findet man auch in [34,
Theorem 1.9]. Wir werden die Beweise zu besseren Anschauung noch einmal rekapitu-
lieren.
Zu (a): Sei zunächstMq≥
[
(−∞, α], (sj)mj=0,=
] 6= ∅. Weiterhin seien µ ∈Mq≥[(−∞, α],
(sj)
m
j=0,=
]
und tj = (−1)jsj für alle j ∈ Z0,m. Wegen Lemma A.3 ist dann
qµ ∈ Mq≥
[
[−α,∞), (tj)mj=0,=
]
. Hieraus folgt wegen Teil (a) von Theorem 1.11 dann
(tj)
m
j=0 ∈ K≥,eq,m,−α. Hieraus folgt wiederum wegen Teil (b) von Bemerkung 1.17 dann
(sj)
m
j=0 ∈ L≥,eq,m,α. Da die verwendeten Aussagen alles Äquivalenzen sind, lässt sich um-
gekehrt zeigen, dass aus (sj)mj=0 ∈ L≥,eq,m,α dannMq≥
[
(−∞, α], (sj)mj=0,=
] 6= ∅ folgt.
Zu (b): Es gilt
Mq≥
[
(−∞, α], (sj)∞j=0,=
]
=
∞⋂
m=0
Mq≥
[
(−∞, α], (sj)mj=0,=
]
.
Hieraus folgt mithilfe von (a), den Teilen (a) und (c) von Definition 1.13 sowie der
matriziellen Version des Helly-Prohorov-Theorems (siehe [32, Satz 9]) die Behauptung.
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Zu (c): Sei zunächst Mq≥
[
(−∞, α], (sj)2nj=0,≤
] 6= ∅. Weiterhin sei µ ∈ Mq≥[(−∞, α],
(sj)
2n
j=0,≤
]
. Wegen Teil (b) von Lemma A.3 gilt
s
(qµ)
2n = (−1)2ns(µ)2n = s(µ)2n ≤ s2n.
Hieraus folgt wegen Teil (a) von Lemma A.3 dann qµ ∈Mq≥
[
[−α,∞), ((−1)jsj)2nj=0,≤
]
.
Hieraus folgt wegen Teil (c) von Theorem 1.11 dann ((−1)jsj)2nj=0 ∈ K≥q,2n,−α. Hieraus
folgt wiederum wegen Teil (a) von Bemerkung 1.17 dann (sj)2nj=0 ∈ L≥q,2n,α. Da die
verwendeten Aussagen alles Äquivalenzen sind, lässt sich umgekehrt zeigen, dass aus
(sj)
2n
j=0 ∈ L≥q,2n,α dannMq≥
[
(−∞, α], (sj)2nj=0,≤
] 6= ∅ folgt.
Zu (d): Sei zunächstMq≥
[
(−∞, α], (sj)2n+1j=0 ,≥
] 6= ∅. Weiterhin sei µ ∈ Mq≥[(−∞, α],
(sj)
2n+1
j=0 ,≥
]
. Wegen Teil (b) von Lemma A.3 gilt
s
(qµ)
2n+1 = (−1)2n+1s(µ)2n = −s(µ)2n+1 ≤ −s2n+1
Hieraus folgt wegen Teil (a) von Lemma A.3 dann qµ ∈Mq≥
[
[−α,∞), ((−1)jsj)2n+1j=0 ,≤
]
.
Hieraus folgt wegen Teil (c) von Theorem 1.11 dann ((−1)jsj)2n+1j=0 ∈ K≥q,2n+1,−α. Hieraus
folgt wiederum wegen Teil (a) von Bemerkung 1.17 dann (sj)2n+1j=0 ∈ L≥q,2n+1,α. Da die
verwendeten Aussagen alles Äquivalenzen sind, lässt sich umgekehrt zeigen, dass aus
(sj)
2n+1
j=0 ∈ L≥q,2n+1,α dannMq≥
[
(−∞, α], (sj)2n+1j=0 ,≥
] 6= ∅ folgt. 
Mithilfe der (−∞, α]-Stieltjes-Transformation (vergleiche Satz B.7 und Definition B.8)
können wir nun beide Versionen des matriziellen linksseitigen α-Stieltjes Momenten-
problems wie folgt in ein äquivalentes Interpolationsproblem für holomorphe Matrix-
funktionen der Klasse S0,q,(−∞,α] (vergleiche Bezeichnung B.5) umformulieren:
• S [(−∞, α], (sj)κj=0,=]: Seien α ∈ R, κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q.
Beschreibe die Menge S0,q,(−∞,α][(sj)κj=0,=] aller S ∈ S0,q,(−∞,α], deren zugehöriges
Stieltjes-Maß zuMq≥
[
(−∞, α], (sj)κj=0,=
]
gehört.
• S [(−∞, α], (sj)mj=0,≤]: Seien α ∈ R, m ∈ N0 und (sj)mj=0 eine Folge aus Cq×q.
Beschreibe die Menge S0,q,(−∞,α][(sj)mj=0,≤] aller S ∈ S0,q,(−∞,α], deren zuge-
höriges Stieltjes-Maß zu Mq≥
[
(−∞, α], (sj)mj=0,≤
]
, falls m gerade ist, bzw. zu
Mq≥
[
(−∞, α], (sj)mj=0,≥
]
, falls m ungerade ist, gehört.
In dieser so umformulierten Version werden wir uns im weiteren Verlauf der Arbeit
dem ursprünglichen Momentenproblem zuwenden. Speziell werden wir uns in späteren
Kapiteln verstärkt dem Problem S
[
(−∞, α], (sj)mj=0,≤
]
widmen.
Wir nehmen nun eine erste Beobachtung über die Klasse S0,q,(−∞,α][(sj)mj=0,≤] für eine
Folge (sj)κj=0 ∈ L≥q,m,α vor.
Satz 1.20 Seien α ∈ R, m ∈ N und (sj)mj=0 ∈ L≥q,m,α. Weiterhin sei
S ∈ S0,q,(−∞,α][(sj)mj=0,≤]. Dann gelten
R(S(z)) = R(s0) und N (S(z)) = N (s0)
für alle z ∈ C\ (−∞, α]. Insbesondere ist im Fall det s0 6= 0 sogar detS(z) 6= 0 für alle
z ∈ C \ (−∞, α] erfüllt.
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Beweis: Sei µ das zu S gehörige Stieltjes-Maß. Dann gilt µ ∈ Mq≥
[
[α,∞), (sj)mj=0,≤
]
.
Hieraus folgt
s0 = s
(µ)
0 = µ((−∞, α]).
Hieraus folgt wegen Bemerkung B.9 nun
R(S(z)) = R(µ((−∞, α])) = R(s0)
für alle z ∈ C \ (−∞, α] und
N (S(z)) = N (µ((−∞, α])) = N (s0) (1.2)
für alle z ∈ C \ (−∞, α].
Sei nun det s0 6= 0 erfüllt. Wegen (1.2) gilt dann
N (S(z)) = N (s0) = {0q×1}
für alle z ∈ C \ (−∞, α], also folgt detS(z) 6= 0 für alle z ∈ C \ (−∞, α]. 
Wir wollen abschließend für dieses Kapitel einige Zusammenhänge zwischen den Lö-
sungsmengen im rechtsseitigen und linksseitigen Fall erwähnen.
Bemerkung 1.21 Seien α ∈ R, κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q. Weiterhin
sei tj := (−1)jsj für alle j ∈ Z0,κ. Dann gelten folgende Aussagen:
(a) Es sind folgende Aussagen äquivalent:
(i) Es ist S0,q,[α,∞)[(sj)κj=0,=] nichtleer.
(ii) Es ist S0,q,(−∞,−α][(tj)κj=0,=] nichtleer.
(b) Seien (i) erfüllt, S : C \ [α,∞) → Cq×q und qS : C \ (−∞,−α] → Cq×q definiert
gemäß qS(z) := −S(−z). Dann gilt S ∈ S0,q,[α,∞)[(sj)κj=0,=] genau dann, wenn
qS ∈ S0,q,(−∞,−α][(tj)κj=0,=] erfüllt ist.
(c) Sei κ ∈ N0. Dann sind folgende Aussagen äquivalent:
(iii) Es ist S0,q,[α,∞)[(sj)κj=0,≤] nichtleer.
(iv) Es ist S0,q,(−∞,−α][(tj)κj=0,≤] nichtleer.
(d) Seien κ ∈ N0, (iii) erfüllt, S : C \ [α,∞)→ Cq×q und qS : C \ (−∞,−α]→ Cq×q
definiert gemäß qS(z) := −S(−z). Dann gilt S ∈ S0,q,[α,∞)[(sj)κj=0,≤] genau dann,
wenn qS ∈ S0,q,(−∞,−α][(tj)κj=0,≤] erfüllt ist.
Beweis: Zu (a): Dies folgt im Fall κ ∈ N0 wegen Teil (a) von Theorem 1.11 und Teil (a)
von Theorem 1.19 aus Teil (b) von Bemerkung 1.17. Im Fall κ =∞ folgt dies wegen Teil
(b) von Theorem 1.11 und Teil (b) von Theorem 1.19 aus Teil (a) von Definition 1.8,
Teil (a) von Definition 1.13 und Teil (a) von Bemerkung 1.17.
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Zu (b): Sei zunächst S ∈ S0,q,[α,∞)[(sj)κj=0,=]. Weiterhin sei µ das zu S gehörige
Stieltjes-Maß. Dann gilt µ ∈ Mq≥
[
[α,∞), (sj)κj=0,=
]
. Wegen Lemma A.3 ist dann
qµ ∈Mq≥
[
(−∞,−α], (tj)κj=0,=
]
. Wegen Definition B.3 und Teil (c) von Satz A.1 gilt
qS(z) = −S(−z) = −
∫
[α,∞)
1
t− (−z) µ(dt)
=
∫
[α,∞)
1
−t− z µ(dt) =
∫
(−∞,−α]
1
t− z qµ(dt)
für alle z ∈ C \ (−∞,−α]. Somit ist wegen Definition B.8 dann qµ das zu qS gehörige
Stieltjes-Maß. Hieraus folgt dann qS ∈ S0,q,(−∞,−α][(tj)κj=0,=].
Sei nun qS ∈ S0,q,(−∞,−α][(tj)κj=0,=]. Weiterhin sei τ das zu qS gehörige Stieltjes-Maß.
Dann gilt τ ∈Mq≥
[
(−∞,−α], (tj)κj=0,=
]
. Wegen Lemma A.3 ist dann qτ ∈Mq≥
[
[α,∞),
(sj)
κ
j=0,=
]
. Wegen Definition B.8 und Teil (c) von Satz A.1 gilt
S(z) = −qS(−z) =
∫
(−∞,−α]
1
t− (−z) τ(dt)
=
∫
(−∞,−α]
1
−t− z τ(dt) =
∫
[α,∞)
1
t− z qτ(dt)
für alle z ∈ C \ [α,∞). Somit ist wegen Definition B.3 dann qτ das zu S gehörige
Stieltjes-Maß. Hieraus folgt dann S ∈ S0,q,[α,∞)[(sj)κj=0,=].
Zu (c): Dies folgt wegen Teil (c) von Theorem 1.11 und der Teile (c) und (d) von
Theorem 1.19 aus Teil (a) von Bemerkung 1.17.
Zu (d): Sei zunächst S ∈ S0,q,[α,∞)[(sj)κj=0,≤]. Weiterhin sei µ das zu S gehörige Stieltjes-
Maß. Dann gilt µ ∈Mq≥
[
[α,∞), (sj)κj=0,≤
]
. Wegen Teil (b) von Lemma A.3 gilt
s(qµ)κ = (−1)κs(µ)κ =
{
s
(µ)
κ ≤ sκ = tκ falls κ gerade
−s(µ)κ ≥ −sκ = tκ falls κ ungerade.
Hieraus folgt wegen Teil (a) von Lemma A.3 dann qµ ∈ Mq≥
[
(−∞,−α], (tj)κj=0,≤
]
,
falls κ gerade ist, bzw. qµ ∈ Mq≥
[
(−∞,−α], (tj)κj=0,≥
]
, falls κ ungerade ist. Wegen
Definition B.3 und Teil (c) von Satz A.1 gilt
qS(z) = −S(−z) = −
∫
[α,∞)
1
t− (−z) µ(dt)
=
∫
[α,∞)
1
−t− z µ(dt) =
∫
(−∞,−α]
1
t− z qµ(dt)
für alle z ∈ C \ (−∞,−α]. Somit ist wegen Definition B.8 dann qµ das zu qS gehörige
Stieltjes-Maß. Hieraus folgt dann qS ∈ S0,q,(−∞,−α][(tj)κj=0,≤].
Sei nun qS ∈ S0,q,(−∞,−α][(tj)κj=0,≤]. Weiterhin sei τ das zu qS gehörige Stieltjes-Maß.
Dann gilt τ ∈ Mq≥
[
(−∞,−α], (tj)κj=0,≤
]
, falls κ gerade ist, bzw. τ ∈ Mq≥
[
(−∞,−α],
(tj)
κ
j=0,≥
]
, falls κ ungerade ist. Wegen Teil (b) von Lemma A.3 gilt
s(qτ)κ = (−1)κs(τ)κ ≤ (−1)κtκ = sκ.
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Hieraus folgt wegen Teil (a) von Lemma A.3 dann qτ ∈Mq≥
[
[α,∞), (sj)κj=0,≤
]
. Wegen
Definition B.8 und Teil (c) von Satz A.1 gilt
S(z) = −qS(−z) =
∫
(−∞,−α]
1
t− (−z) τ(dt)
=
∫
(−∞,−α]
1
−t− z τ(dt) =
∫
[α,∞)
1
t− z qτ(dt)
für alle z ∈ C \ [α,∞). Somit ist wegen Definition B.3 dann qτ das zu S gehörige
Stieltjes-Maß. Hieraus folgt dann S ∈ S0,q,[α,∞)[(sj)κj=0,≤]. 
1.4 Die Potapovschen Fundamentalmatrizen für das matrizielle
rechtssseitige α-Stieltjes Momentenproblem
Wir kommen nun zu den Potapovschen Fundamentalmatrizen für das matrizielle rechts-
seitige α-Stieltjes Momentenproblem. Sie stehen im engen Zusammenhang zu dem
System von Potapovschen fundamentalen Matrixungleichungen, dessen Lösung auch
eine Lösung für das rechtsseitige α-Stieltjes Momentenproblem in Form der Stieltjes-
Transformierten darstellt. Da wir hier nicht näher auf diese Matrixungleichungen ein-
gehen, sei darauf aufmerksam gemacht, dass sie in [61, Kapitel 5-7], [70, Kapitel 5]
und [62, Kapitel 3] näher behandelt wurden. Wir werden die in diesem Abschnitt be-
handelten Resultate später in Abschnitt 4.1 für den vollständig nichtdegenerierten Fall
anwenden. Wir führen zunächst einige Bezeichnungen ein, die aus [25], wo der Fall
α = 0 des rechtsseitigen α-Stieltjes Momentenproblems behandelt wurde, hervorgehen.
Bezeichnung 1.22 Seien L0 := Iq, L̂0 := Iq, T0 := 0q×q und v0 := Iq sowie
Ln :=
(
0q×nq
Inq
)
, L̂n :=
(
Inq
0q×nq
)
, Tn :=
(
0q×nq 0q×q
Inq 0nq×q
)
und vn :=
(
Iq
0nq×q
)
für alle n ∈ N. Unter Beachtung von det(I(n+1)q − zTn) = 1 für alle z ∈ C und n ∈ N0
definieren wir die Funktion Rn : C→ C(n+1)q×(n+1)q gemäß
Rn(z) := (I(n+1)q − zTn)−1 =

Iq 0q×q . . . 0q×q
zIq Iq
. . . ...
... . . . . . . 0q×q
znIq . . . zIq Iq

für alle n ∈ N0.
Bezeichnung 1.23 Seien κ ∈ N, α ∈ R und (sj)κj=0 eine Folge aus Cq×q. Dann seien
weiterhin u〈s〉0 := 0q×q und
u〈s〉n :=
(
0q×q
y〈s〉0,n−1
)
für alle n ∈ Z1,κ+1 sowie u〈s〉α.0 := s0 und
u〈s〉α.n :=
(
s0
y〈s〉α.0,n−1
)
= y〈s〉0,n − αu〈s〉n
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für alle n ∈ Z1,κ. Falls klar ist, von welchem (sj)κj=0 die Rede ist, lassen wir 〈s〉 als
oberen Index weg.
Es sei bemerkt, dass die in Bezeichnung 1.23 eingeführten Größen von der in anderen
Arbeiten verwendeten Version abweichen kann. In jenen Arbeiten wurde im Allgemei-
nen noch ein Minus hinzugefügt.
Wir führen nun die Potapovschen Fundamentalmatrizen im rechtsseitigen Fall ein.
Definition 1.24 (Potapovsche Fundamentalmatrizen) Seien κ ∈ N, α ∈ R und
(sj)
κ
j=0 eine Folge aus Cq×q. Weiterhin seien G eine Teilmenge von C mit G \ R 6= ∅
und f : G → Cq×q. Für alle n ∈ Z0,TκU sei dann F[f ]n,s : G \ R → C(n+2)q×(n+2)q definiert
gemäß
F[f ]n,s(z) :=
(
H〈s〉n Rn(z) (vnf(z) + u
〈s〉
n )
[Rn(z) (vnf(z) + u
〈s〉
n )]
∗ f(z)−f∗(z)
z−z
)
.
Sei nun fα. : G → Cq×q definiert gemäß fα.(z) := (z − α)f(z). Für alle n ∈ Z0,Tκ−1U
sei dann F[f ]α.n,s : G \ R→ C(n+2)q×(n+2)q definiert gemäß
F[f ]α.n,s(z) :=
(
H〈s〉α.n Rn(z) (vnfα.(z) + u
〈s〉
α.n)
[Rn(z) (vnfα.(z) + u
〈s〉
α.n)]
∗ fα.(z)−f∗α.(z)
z−z
)
.
Für alle z ∈ G \ R und n ∈ Z0,TκU bezeichnen wir mit F̂[f ]n,s(z) das linke Schur-
Komplement von F[f ]n,s(z), d. h.
F̂[f ]n,s(z) =
f(z)− f ∗(z)
z − z − [Rn(z) (vnf(z) + u
〈s〉
n )]
∗ (H〈s〉n )
+Rn(z) (vnf(z) + u
〈s〉
n ) .
Für alle z ∈ G \ R und n ∈ Z0,Tκ−1U bezeichnen wir mit F̂[f ]α.n,s(z) das linke Schur-
Komplement von F[f ]α.n,s(z), d. h.
F̂[f ]α.n,s(z) =
fα.(z)− f ∗α.(z)
z − z − [Rn(z) (vnfα.(z) + u
〈s〉
α.n)]
∗
· (H〈s〉α.n)+Rn(z) (vnfα.(z) + u〈s〉α.n) .
Falls klar ist, von welchem (sj)κj=0 die Rede ist, lassen wir das s im unteren Index
weg.
Folgende Resultate zeigen nun in welchem Zusammenhang die in Definition 1.24 einge-
führten Matrizen zu dem rechtsseitigen α-Stieltjes Momentenproblem stehen. Hierfür
verwenden wir die am Ende von Abschnitt 1.2 eingeführte Umformulierung des Mo-
mentenproblems.
Satz 1.25 Seien m ∈ N, α ∈ R und (sj)mj=0 eine Folge aus Cq×q. Weiterhin seien D
eine diskrete Teilmenge von Π+ und S : Π+ \ D → Cq×q eine holomorphe Funktion
derart, dass F[S]TmU(z) und F[S]α.Tm−1U(z) für alle z ∈ Π+ \ D nichtnegativ hermitesche
Matrizen sind. Dann gibt es genau ein S˜ ∈ S0,q,[α,∞)[(sj)mj=0,≤] mit Rstr.Π+\D S˜ = S.
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Beweis: Siehe [61, Satz 7.14] oder [70, Satz 5.16]. 
Satz 1.26 Seien m ∈ N, α ∈ R und (sj)mj=0 ∈ K≥q,m,α. Weiterhin sei
S ∈ S0,q,[α,∞)[(sj)mj=0,≤]. Dann sind F[S]TmU(z) und F[S]α.Tm−1U(z) für alle z ∈ C \ R nicht-
negativ hermitesche Matrizen.
Beweis: Dies folgt wegen Teil (c) von Theorem 1.11 aus [61, Teil (e) von Satz 5.27]
oder [62, Teil (e) von Satz 3.22]. 
Theorem 1.27 Seien m ∈ N, α ∈ R und (sj)mj=0 eine Folge aus Cq×q. Weiterhin
seien D eine diskrete Teilmenge von Π+ und S : C \ [α,∞) → Cq×q eine holomorphe
Funktion. Dann sind folgende Aussagen äquivalent:
(i) Es gilt S ∈ S0,q,[α,∞)[(sj)mj=0,≤].
(ii) Es sind F[S]TmU(z) und F[S]α.Tm−1U(z) für alle z ∈ Π+ \ D nichtnegativ hermitesche
Matrizen.
Beweis: Siehe [61, Theorem 7.15] oder [70, Theorem 5.17]. 
1.5 Die Potapovschen Fundamentalmatrizen für das matrizielle
linksseitige α-Stieltjes Momentenproblem
Wir kommen nun zu den Potapovschen Fundamentalmatrizen für das matrizielle links-
seitige α-Stieltjes Momentenproblem. Sie stehen im engen Zusammenhang zu dem
System von Potapovschen fundamentalen Matrixungleichungen, dessen Lösung auch
eine Lösung für das linksseitige α-Stieltjes Momentenproblem in Form der Stieltjes-
Transformierten darstellt. Für die Beweisführung werden wir die Resultate des rechts-
seitigen Falles von Abschnitt 1.4 heranziehen. Wir werden die in diesem Abschnitt
behandelten Resultate später in Abschnitt 4.3 für den vollständig nichtdegenerierten
Fall anwenden. Zusätzlich zu den Bezeichnungen für den rechtsseitigen Fall benötigen
wir im linksseitigen Fall noch folgende weitere Bezeichnung.
Bezeichnung 1.28 Seien κ ∈ N, α ∈ R und (sj)κj=0 eine Folge aus Cq×q. Dann seien
weiterhin u〈s〉α/0 := −s0 und
u〈s〉α/n :=
( −s0
y〈s〉α/0,n−1
)
= −y〈s〉0,n + αu〈s〉n
für alle n ∈ Z1,κ. Falls klar ist, von welchem (sj)κj=0 die Rede ist, lassen wir das 〈s〉
als oberen Index weg.
Folgendes Lemma liefert uns einige Zusammenhänge zwischen dem rechtsseitigen und
linksseitigen Fall und wird und als Grundlage für spätere Beweise dienen. In Teil (d)
gehen wir auch kurz auf die in Beispiel D.4 eingeführte Signaturmatrix J˜q ein.
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Lemma 1.29 Seien α ∈ R, κ ∈ N, (sj)κj=0 eine Folge aus Cq×q und tj := (−1)jsj für
alle j ∈ Z0,κ. Dann gelten folgende Aussagen:
(a) Sei n ∈ N0. Dann gelten
Tn = −VnTnV ∗n
und
vn = Vnvn.
(b) Sei n ∈ N0 und z ∈ C. Dann gilt
Rn(−z) = VnRn(z)V ∗n .
(c) Es gelten
u
〈t〉
n = −Vnu〈s〉n
für alle n ∈ Z0,κ+1 und
u
〈t〉
−α/n = −Vnu〈s〉α.n
für alle n ∈ Z0,κ.
(d) Es gilt
−J˜q = V1J˜qV ∗1 .
Beweis: Zu (a): Dies folgt sogleich aus der Definition der beteiligten Größen.
Zu (b): Wegen Teil (a) von Lemma 1.16 und (a) gilt
VnRn(z)V
∗
n = Vn(I(n+1)q − zTn)−1V ∗n = (VnV ∗n − zVnTnV ∗n )−1
= (I(n+1)q − (−z)Tn)−1 = Rn(−z).
Zu (c): Es gilt
u
〈t〉
0 = 0q×q = −u〈s〉0 = −V0u〈s〉0 .
Wegen Teil (d) von Lemma 1.16 gilt weiterhin
u
〈t〉
n =
(
0q×q
y〈t〉0,n−1
)
=
(
0q×q
Vn−1y
〈s〉
0,n−1
)
= −Vn
(
0q×q
y〈s〉0,n−1
)
= −Vnu〈s〉n (1.3)
für alle n ∈ Z1,κ+1. Es gilt
u
〈t〉
−α/0 = −t0 = −s0 = −V0u〈s〉α.0.
Wegen Teil (d) von Lemma 1.16 und (1.3) gilt weiterhin
u
〈t〉
−α/n = −y〈t〉0,n − αu〈t〉n = −Vn
(
y〈s〉0,n − αu〈s〉n
)
= −Vnu〈s〉α.n
für alle n ∈ Z1,κ.
Zu (d): Wegen Beispiel D.4 gilt
V1J˜qV
∗
1 =
(
Iq 0q×q
0q×q −Iq
)(
0q×q −iIq
iIq 0q×q
)(
Iq 0q×q
0q×q −Iq
)
=
(
0q×q iIq
−iIq 0q×q
)
= −J˜q. 
Wir führen nun die Potapovschen Fundamentalmatrizen im linksseitigen Fall ein.
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Definition 1.30 (Potapovsche Fundamentalmatrizen) Seien κ ∈ N, α ∈ R und
(sj)
κ
j=0 eine Folge aus Cq×q. Weiterhin seien G eine Teilmenge von C mit G \ R 6= ∅
und f : G → Cq×q. Für alle n ∈ Z0,TκU sei dann F[f ]n,s : G \ R → C(n+2)q×(n+2)q definiert
gemäß
F[f ]n,s(z) :=
(
H〈s〉n Rn(z) (vnf(z) + u
〈s〉
n )
[Rn(z) (vnf(z) + u
〈s〉
n )]
∗ f(z)−f∗(z)
z−z
)
.
Sei nun fα/ : G → Cq×q definiert gemäß fα/(z) := (α − z)f(z). Für alle n ∈ Z0,Tκ−1U
sei dann F[f ]α/n,s : G \ R→ C(n+2)q×(n+2)q definiert gemäß
F[f ]α/n,s(z) :=
(
H〈s〉α/n Rn(z) (vnfα/(z) + u
〈s〉
α/n)
[Rn(z) (vnfα/(z) + u
〈s〉
α/n)]
∗ fα/(z)−f∗α/(z)
z−z
)
.
Für alle z ∈ G \ R und n ∈ Z0,TκU bezeichnen wir mit F̂[f ]n,s(z) das linke Schur-
Komplement von F[f ]n,s(z), d. h.
F̂[f ]n,s(z) =
f(z)− f ∗(z)
z − z − [Rn(z) (vnf(z) + u
〈s〉
n )]
∗ (H〈s〉n )+Rn(z) (vnf(z) + u〈s〉n ) .
Für alle z ∈ G \ R und n ∈ Z0,Tκ−1U bezeichnen wir mit F̂[f ]α/n,s(z) das linke Schur-
Komplement von F[f ]α/n,s(z), d. h.
F̂[f ]α/n,s(z) =
fα/(z)− f ∗α/(z)
z − z − [Rn(z) (vnfα/(z) + u
〈s〉
α/n)]
∗
· (H〈s〉α/n)+Rn(z) (vnfα/(z) + u〈s〉α/n) .
Falls klar ist, von welchem (sj)κj=0 die Rede ist, lassen wir das s im unteren Index
weg.
Folgendes Lemma erlaubt uns eine Darstellung der Potapovschen Fundamentalmatri-
zen und deren linken Schurkomplemente für den linksseitigen Fall mithilfe der Pota-
povschen Fundamentalmatrizen und deren linken Schurkomplemente für den rechts-
seitigen Fall. Dies gibt uns die Möglichkeit, die für den rechtsseitigen Fall erzielten
Resultate für die Potapovschen fundamentalen Matrixungleichungen auf den linkssei-
tigen Fall zu übertragen.
Lemma 1.31 Seien κ ∈ N, α ∈ R, (sj)κj=0 eine Folge aus Cq×q und tj := (−1)jsj für
alle j ∈ Z0,κ. Weiterhin seien G eine Teilmenge von C mit G \ R 6= ∅, f : G → Cq×q,
qG := {−z | z ∈ G} und g : qG → Cq×q definiert gemäß g(z) := −f(−z). Dann gelten
folgende Aussagen:
(a) Sei z ∈ G \ R. Dann gelten
F
[g]
n,t(−z) =
(
Vn −Iq
)
F[f ]n,s(z)
(
V ∗n
−Iq
)
für alle n ∈ Z0,TκU und
F
[g]
−α/n,t(−z) =
(
Vn −Iq
)
F[f ]α.n,s(z)
(
V ∗n
−Iq
)
für alle n ∈ Z0,Tκ−1U.
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(b) Sei z ∈ G \ R. Dann gelten
F̂
[g]
n,t(−z) = F̂[f ]n,s(z)
für alle n ∈ Z0,TκU und
F̂
[g]
−α/n,t(−z) = F̂[f ]α.n,s(z)
für alle n ∈ Z0,Tκ−1U.
Beweis: Zu (a): Wegen Definition 1.30, der Teile (a) und (b) von Lemma 1.16, der Teile
(a)-(c) von Lemma 1.29 und Definition 1.24 gilt
F
[g]
n,t(−z)
=
(
H〈t〉n Rn(−z) (vng(−z) + u〈t〉n )
[Rn(−z) (vng(−z) + u〈t〉n )]∗ g(−z)−g
∗(−z)
−z−(−z)
)
=
(
VnH
〈s〉
n V
∗
n VnRn(z)V
∗
n (−Vnvnf(z)− Vnu〈s〉n )
[VnRn(z)V
∗
n (−Vnvnf(z)− Vnu〈s〉n )]∗ f(z)−f
∗(z)
z−z
)
=
(
Vn −Iq
)( H〈s〉n Rn(z) (vnf(z) + u〈s〉n )
[Rn(z) (vnf(z) + u
〈s〉
n )]
∗ f(z)−f∗(z)
z−z
)(
V ∗n
−Iq
)
=
(
Vn −Iq
)
F[f ]n,s(z)
(
V ∗n
−Iq
)
für alle n ∈ Z0,TκU. Es gilt weiterhin
g−α/(−z) = (−α− (−z))g(−z) = −(z − α)f(z) = −fα.(z) (1.4)
Hieraus folgt wegen Definition 1.30, Teil (a) von Lemma 1.16, Teil (b) von Lemma 2.5,
der Teile (a)-(c) von Lemma 1.29 und Definition 1.24 dann
F
[g]
−α/n,t(−z)
=
(
H〈t〉−α/n Rn(−z)
(
vng−α/(−z) + u〈t〉−α/n
)[
Rn(−z)
(
vng−α/(−z) + u〈t〉−α/n
)]∗ g−α/(−z)−g∗−α/(−z)
−z−(−z)
)
=
(
VnH
〈s〉
α/nV
∗
n VnRn(z)V
∗
n (−Vnvnfα.(z)− Vnu〈s〉α.n)
[VnRn(z)V
∗
n (−Vnvnfα.(z)− Vnu〈s〉α.n)]∗ fα.(z)−f
∗
α.(z)
z−z
)
=
(
Vn −Iq
)( H〈s〉α.n Rn(z) (vnfα.(z) + u〈s〉α.n)
[Rn(z) (vnfα.(z) + u
〈s〉
α.n)]
∗ fα.(z)−f∗α.(z)
z−z
)(
V ∗n
−Iq
)
=
(
Vn −Iq
)
F[f ]α.n,s(z)
(
V ∗n
−Iq
)
für alle n ∈ Z0,Tκ−1U.
Zu (b): Wegen Definition 1.30, der Teile (a) und (b) von Lemma 1.16, der Teile (a)-(c)
von Lemma 1.29 und Definition 1.24 gilt
F̂
[g]
n,t(−z)
=
g(−z)− g∗(−z)
−z − (−z) −
[
Rn(−z)
(
vng(−z) + u〈t〉n
)]∗ (
H
〈t〉
n
)+
Rn(−z)
(
vng(−z) + u〈t〉n
)
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=
f(z)− f ∗(z)
z − z − [VnRn(z)V
∗
n (−Vnvnf(z)− Vnu〈s〉n )]∗ Vn
(
H〈s〉n
)+
V ∗n
· VnRn(z)V ∗n (−Vnvnf(z)− Vnu〈s〉n )
=
f(z)− f ∗(z)
z − z − [Rn(z) (vnf(z) + u
〈s〉
n )]
∗ (H〈s〉n )+Rn(z) (vnf(z) + u〈s〉n )
= F̂[f ]n,s(z)
für alle n ∈ Z0,TκU. Wegen Definition 1.30, (1.4), Teil (a) von Lemma 1.16, Teil (b) von
Lemma 2.5, der Teile (a)-(c) von Lemma 1.29 und Definition 1.24 gilt weiterhin
F̂
[g]
−α/n,t(−z)
=
g−α/(−z)− g∗−α/(−z)
−z − (−z) −
[
Rn(−z)
(
vng−α/(−z) + u〈t〉−α/n
)]∗ (
H
〈t〉
−α/n
)+
·Rn(−z)
(
vng−α/(−z) + u〈t〉−α/n
)
=
fα.(z)− f ∗α.(z)
z − z − [VnRn(z)V
∗
n (−Vnvnfα.(z)− Vnu〈s〉α.n)]∗ Vn
(
H〈s〉α.n
)+
V ∗n
· VnRn(z)V ∗n (−Vnvnfα.(z)− Vnu〈s〉α.n)
=
fα.(z)− f ∗α.(z)
z − z − [Rn(z) (vnfα.(z) + u
〈s〉
α.n)]
∗ (H〈s〉α.n)+Rn(z) (vnfα.(z) + u〈s〉α.n)
= F̂[f ]α.n,s(z)
für alle n ∈ Z0,Tκ−1U. 
Folgende Resultate zeigen nun in welchem Zusammenhang die in Definition 1.30 ein-
geführten Matrizen zu dem linksseitigen α-Stieltjes Momentenproblem stehen. Hierfür
verwenden wir die am Ende von Abschnitt 1.3 eingeführte Umformulierung des Mo-
mentenproblems.
Satz 1.32 Seien m ∈ N, α ∈ R und (sj)mj=0 eine Folge aus Cq×q. Weiterhin seien D
eine diskrete Teilmenge von Π− und S : Π− \ D → Cq×q eine holomorphe Funktion
derart, dass F[S]TmU(z) und F[S]α/Tm−1U(z) für alle z ∈ Π− \ D nichtnegativ hermitesche
Matrizen sind. Dann gibt es genau ein S˜ ∈ S0,q,(−∞,α][(sj)mj=0,≤] mit Rstr.Π−\D S˜ = S.
Beweis: Seien tj = (−1)jsj für alle j ∈ Z0,m und T (−z) := −S(z) für alle z ∈ Π− \ D.
Dann ist qD := {−z|z ∈ D} eine diskrete Teilmenge von Π+ und es ist T : Π+\ qD → Cq×q
eine holomorphe Funktion. Da unter Beachtung von Teil (a) von Lemma 1.16 die Matrix(
Vn −Iq
)
für alle n ∈ N0 unitär ist und F[S]TmU,s(z) und F[S]α/Tm−1U,s(z) für alle z ∈ Π− \D
nichtnegativ hermitesche Matrizen sind, sind wegen Teil (a) von Lemma 1.31 auch
F
[T ]TmU,t(z) und F[T ]−α.Tm−1U,t(z) für alle z ∈ Π+ \ qD nichtnegativ hermitesche Matrizen.
Wegen Satz 1.25 gibt es dann genau ein T˜ ∈ S0,q,[−α,∞)[(tj)mj=0,≤] mit Rstr.Π+\ qD T˜ = T .
Sei nun S˜ : C\(−∞, α]→ Cq×q definiert gemäß S˜(z) := −T˜ (−z). Hieraus folgen wegen
Teil (d) von Bemerkung 1.21 nun S˜ ∈ S0,q,(−∞,α][(sj)mj=0,≤] und Rstr.Π−\D S˜ = S. Die
Einzigartigkeit eines solchen S˜ folgt unmittelbar aus der Einzigartigkeit von T˜ und Teil
(d) von Bemerkung 1.21. 
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Satz 1.33 Seien m ∈ N, α ∈ R und (sj)mj=0 ∈ L≥q,m,α. Weiterhin sei
S ∈ S0,q,(−∞,α][(sj)mj=0,≤]. Dann sind F[S]TmU(z) und F[S]α/Tm−1U(z) für alle z ∈ C \ R
nichtnegativ hermitesche Matrizen.
Beweis: Seien tj = (−1)jsj für alle j ∈ Z0,m und T : C \ [−α,∞) definiert gemäß
T (z) := −S(−z). Wegen Teil (a) von Bemerkung 1.17 gilt dann (tj)mj=0 ∈ K≥q,m,−α.
Weiterhin gilt wegen Teil (d) von Bemerkung 1.21 dann T ∈ S0,q,[−α,∞)[(tj)mj=0,≤].
Hieraus folgt wegen Satz 1.26 nun, dass F[T ]TmU,t(z) und F[T ]−α.Tm−1U,t(z) für alle z ∈ C \R
nichtnegativ hermitesche Matrizen sind. Da unter Beachtung von Teil (a) von Lem-
ma 1.16 die Matrix
(
Vn −Iq
)
für alle n ∈ N0 unitär ist, folgt hieraus wegen Teil (a)
von Lemma 1.31 dann, dass F[S]TmU,s(z) und F[S]α/Tm−1U,s(z) für alle z ∈ C \R nichtnegativ
hermitesche Matrizen sind. 
Theorem 1.34 Seien m ∈ N, α ∈ R und (sj)mj=0 eine Folge aus Cq×q. Weiterhin seien
D eine diskrete Teilmenge von Π− und S : C \ (−∞, α] → Cq×q eine holomorphe
Funktion. Dann sind folgende Aussagen äquivalent:
(i) Es gilt S ∈ S0,q,(−∞,α][(sj)mj=0,≤].
(ii) Es sind F[S]TmU(z) und F[S]α/Tm−1U(z) für alle z ∈ Π− \ D nichtnegativ hermitesche
Matrizen.
Beweis: Seien tj = (−1)jsj für alle j ∈ Z0,m und T : C \ [−α,∞) → Cq×q definiert
gemäß T (z) := −S(−z). Dann ist qD := {−z | z ∈ D} eine diskrete Teilmenge von Π+
und es ist T eine holomorphe Funktion. Wegen Teil (d) von Bemerkung 1.21 ist (i)
äquivalent zu
(iii) Es gilt T ∈ S0,q,[−α,∞)[(tj)mj=0,≤].
Wegen Theorem 1.27 ist (iii) äquivalent zu
(iv) Es sind F[T ]TmU,t(z) und F[T ]−α.Tm−1U,t(z) für alle z ∈ Π+ \ qD nichtnegativ hermitesche
Matrizen.
Da unter Beachtung von Teil (a) von Lemma 1.16 die Matrix
(
Vn −Iq
)
für alle n ∈ N0
unitär ist, ist wegen Teil (a) von Lemma 1.31 dann (iv) äquivalent zu (ii). 
38
2 Über einige zu Matrizenfolgen gehörige Parametrisierungen und Matrixpolynome
2 Über einige zu Matrizenfolgen gehörige Parametri-
sierungen und Matrixpolynome
Bevor wir uns speziell den α-Stieltjes-positiv definiten Matrizenfolgen widmen, gehen
wir in diesem Kapitel von allgemeinen Matrizenfolgen aus, wobei wir auch schon Ma-
trizenfolgen betrachten werden, die bis zu einem gewissen Folgenglied Hankel-positiv
definit sind. Wir betrachten einige zugehörige Parametrisierungen und Matrixpolyno-
me. Hierfür spielen die in Kapitel 1 eingeführten Block-Hankel-Matrizen und deren
linke Schur-Komplemente eine tragende Rolle. Wir werden zeigen, dass einige dieser
Parametrisierungen und Matrixpolynome für die gegebene Matrizenfolge einzigartig
sind und aus ihnen die Matrizenfolge wiedergewonnen werden kann. Außerdem stel-
len wir einige Zusammenhänge zwischen den Parametrisierungen und Matrixpolynome
her.
2.1 Die α-Stieltjes-Parametrisierung von Matrizenfolgen
In diesem Abschnitt betrachten wir die α-Stieltjes-Parametrisierung von Matrizenfol-
gen, die, wie der Name vermuten lässt, im Zusammenhang zur α-Stieltjes-nichtnegativ
bzw. -positiv Definitheit stehen. Hierfür geben wir einige Resultate aus [34, Chapter
4] wieder. Zunächst führen wir den Begriff der durch rechtsseitige bzw. linksseitige α-
Verschiebung generierten Folge ein, die wir schon in Definition 1.8 und Definition 1.13,
ohne sie beim Namen zu nennen, verwendet haben.
Definition 2.1 Seien α ∈ C, κ ∈ N und (sj)κj=0 eine Folge aus Cp×q.
(a) (sα.j)κ−1j=0 definiert gemäß sα.j := −αsj + sj+1 für alle j ∈ Z0,κ−1 heißt die aus
(sj)
κ
j=0 durch rechtsseitige α-Verschiebung generierte Folge. Sei
(rj)
κ−1
j=0 := (sα.j)
κ−1
j=0 . Dann führen wir folgende Bezeichnungen ein:
H〈s〉α.n := H
〈r〉
n und Ĥ
〈s〉
α.n := Ĥ
〈r〉
n
für alle n ∈ Z0,Tκ−1U sowie
y〈s〉α.j,k := y
〈r〉
j,k und z
〈s〉
α.j,k := z
〈r〉
j,k
für alle j, k ∈ Z0,κ−1 mit j ≤ k.
(b) (sα/j)κ−1j=0 definiert gemäß sα/j := αsj − sj+1 für alle j ∈ Z0,κ−1 heißt die aus
(sj)
κ
j=0 durch linksseitige α-Verschiebung generierte Folge. Sei
(rj)
κ−1
j=0 := (sα/j)
κ−1
j=0 . Dann führen wir folgende Bezeichnungen ein:
H〈s〉α/n := H
〈r〉
n und Ĥ
〈s〉
α/n := Ĥ
〈r〉
n
für alle n ∈ Z0,Tκ−1U sowie
y〈s〉α/j,k := y
〈r〉
j,k und z
〈s〉
α/j,k := z
〈r〉
j,k
für alle j, k ∈ Z0,κ−1 mit j ≤ k.
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Falls klar ist, von welchem (sj)κj=0 die Rede ist, lassen wir das 〈s〉 als oberen Index
weg.
Es sei bemerkt, dass für α ∈ C, κ ∈ N und eine Folge (sj)κj=0 aus Cq×q für die in
Definition 2.1 eingeführten Bezeichnungen Hα.n = −αHn+Kn bzw. Hα/n = αHn−Kn
für alle n ∈ Z0,Tκ−1U erfüllt ist.
Wir kommen nun zum zentralen Begriff dieses Abschnitts.
Definition 2.2 Seien α ∈ C, κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q.
(a) (Q〈s〉α.j)
κ
j=0 definiert gemäß Q
〈s〉
α.2n := Ĥ
〈s〉
n für alle n ∈ Z0,TκU und im Fall κ ≥ 1
weiterhin Q〈s〉α.2n+1 := Ĥ
〈s〉
α.n für alle n ∈ Z0,Tκ−1U heißt rechtsseitige α-Stieltjes-
Parametrisierung von (sj)κj=0.
(b) (Q〈s〉α/j)
κ
j=0 definiert gemäß Q
〈s〉
α/2n := Ĥ
〈s〉
n für alle n ∈ Z0,TκU und im Fall κ ≥ 1
weiterhin Q〈s〉α/2n+1 := Ĥ
〈s〉
α/n für alle n ∈ Z0,Tκ−1U heißt linksseitige α-Stieltjes-
Parametrisierung von (sj)κj=0.
Falls klar ist, von welchem (sj)κj=0 die Rede ist, lassen wir das 〈s〉 als oberen Index
weg.
Wir können nun rekursiv die einzelnen Folgenglieder einer Matrizenfolge mithilfe ihrer
α-Stieltjes-Parametrisierung ausdrücken (vergleiche [34, Remark 4.1] und [34, Remark
4.4]).
Bemerkung 2.3 Seien α ∈ C, κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q. Dann gelten
folgende Aussagen:
(a) Sei (Qα.j)κj=0 die rechtsseitige α-Stieltjes-Parametrisierung von (sj)
κ
j=0. Dann gel-
ten s0 = Qα.0, im Fall κ ≥ 1 s1 = αs0 +Qα.1, im Fall κ ≥ 2
s2n = Qα.2n + zn,2n−1H+n−1yn,2n−1
für alle n ∈ Z1,TκU und im Fall κ ≥ 3
s2n+1 = αs2n +Qα.2n+1 + zα.n,2n−1H+α.n−1yα.n,2n−1
für alle n ∈ Z1,Tκ−1U.
(b) Sei (Qα/j)κj=0 die linksseitige α-Stieltjes-Parametrisierung von (sj)
κ
j=0. Dann gel-
ten s0 = Qα/0, im Fall κ ≥ 1 s1 = αs0 −Qα/1, im Fall κ ≥ 2
s2n = Qα/2n + zn,2n−1H+n−1yn,2n−1
für alle n ∈ Z1,TκU und im Fall κ ≥ 3
s2n+1 = αs2n −Qα/2n+1 − zα/n,2n−1H+α/n−1yα/n,2n−1
für alle n ∈ Z1,Tκ−1U.
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Beweis: Dies folgt unmittelbar aus Definition 2.2 und der Definition von Ĥn für alle
n ∈ Z0,TκU und Ĥα.n bzw. Ĥα/n für alle n ∈ Z0,Tκ−1U. 
Definition 2.2 führt uns zu folgender Beobachtung, die uns einen ersten Zusammen-
hang zwischen der rechtsseitigen und linksseitigen α-Stieltjes-Parametrisierung liefert
(vergleiche [34, Remark 4.7]).
Bemerkung 2.4 Seien α ∈ C, κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q. Weiterhin sei
(Qα.j)
κ
j=0 bzw. (Qα/j)
κ
j=0 die rechtsseitige bzw. linksseitige α-Stieltjes-Parametrisierung
von (sj)κj=0. Dann gilt Qα/j = (−1)jQα.j für alle j ∈ Z0,κ.
Beweis: Sei n ∈ Z0,Tκ−1U. Dann folgt aus der Definition von Hα.n und Hα/n sogleich
Hα.n = −Hα/n. Weiterhin gelten sα.2n = −sα/2n, zα.n,2n−1 = −zα/n,2n−1 und
yα.n,2n−1 = −yα/n,2n−1. Hieraus folgt nun
Ĥα.n = sα.2n − zα.n,2n−1H+α.n−1yα.n,2n−1
= −sα/2n + zα/n,2n−1H+α/n−1yα/n,2n−1 = −Ĥα/n.
Hieraus folgt mithilfe von Definition 2.2 dann die Behauptung. 
Für einen zweiten Zusammenhang zwischen der rechtsseitigen und linksseitigen α-
Stieltjes-Parametrisierung benötigen wir zunächst folgendes Lemma, das eine Weiter-
führung von Lemma 1.16 für die aus der gegebenen Folge durch rechtsseitige bzw.
linksseitige α-Verschiebung generierte Folge darstellt.
Lemma 2.5 Seien α ∈ C, κ ∈ N und (sj)κj=0 eine Folge aus Cq×q. Weiterhin sei
tj := (−1)jsj für alle j ∈ Z0,κ. Dann gelten
(a) Sei j ∈ Z0,κ−1. Dann gilt
t−α/j = (−1)jsα.j.
(b) Sei n ∈ Z0,Tκ−1U. Dann gilt
H
〈t〉
−α/n = VnH
〈s〉
α.nV
∗
n .
(c) Seien j, k ∈ Z0,κ−1 mit j ≤ k. Dann gelten
y
〈t〉
−α/k,l = (−1)kVl−ky〈s〉α.k,l und z〈t〉−α/k,l = (−1)kz〈s〉α.k,lV ∗l−k.
(d) Sei n ∈ Z0,Tκ−1U. Dann gilt
Ĥ
〈t〉
−α/n = Ĥ
〈s〉
α.n.
Beweis: Zu (a): Es gilt
(−1)jsα.j = −α(−1)jsj + (−1)jsj+1 = (−α)tj − tj+1 = t−α/j.
Zu (b)-(d): Dies folgt unter Beachtung von Definition 2.1 wegen (a) aus den Teilen (b),
(d) und (e) von Lemma 1.16. 
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Bemerkung 2.6 Seien α ∈ C, κ ∈ N0, (sj)κj=0 eine Folge aus Cq×q und (Q〈s〉α.j)κj=0 die
rechtsseitige α-Stieltjes-Parametrisierung von (sj)κj=0. Weiterhin sei tj := (−1)jsj für
alle j ∈ Z0,κ und (Q〈t〉−α/j)κj=0 die linksseitige −α-Stieltjes-Parametrisierung von (tj)κj=0.
Dann gilt Q〈t〉−α/j = Q
〈s〉
α.j für alle j ∈ Z0,κ.
Beweis: Unter Beachtung von Definition 2.1 folgt dies aus Teil (e) von Lemma 1.16
und Teil (d) von Lemma 2.5. 
Nun kommen wir zur Einzigartigkeit der α-Stieltjes-Parametrisierung einer Matrizen-
folge (vergleiche [34, Remark 4.3] und [34, Remark 4.6]).
Bemerkung 2.7 Seien α ∈ C, κ ∈ N0 und (Qα.j)κj=0 bzw. (Qα/j)κj=0 eine Folge aus
Cq×q. Dann gibt es genau eine Folge (sj)κj=0 aus Cq×q, so dass (Qα.j)κj=0 bzw. (Qα/j)κj=0
die rechtsseitige bzw. linksseitige α-Stieltjes-Parametrisierung von (sj)κj=0 ist.
Beweis: Unter Beachtung von Bemerkung 2.4 können wir uns auf den rechtsseitigen
Fall beschränken. Seien durch rekursive Konstruktion s0 := Qα.0, im Fall κ ≥ 1
s1 := αs0 +Qα.1, im Fall κ ≥ 2
s2n := Qα.2n + zn,2n−1H+n−1yn,2n−1
für alle n ∈ Z1,TκU und im Fall κ ≥ 3
s2n+1 := αs2n +Qα.2n+1 + zα.n,2n−1H+α.n−1yα.n,2n−1
für alle n ∈ Z1,Tκ−1U. Dann folgt aus Definition 2.2 und der Definition von Ĥn für
alle n ∈ Z0,TκU bzw. Ĥα.n für alle n ∈ Z0,Tκ−1U, dass (Qα.j)κj=0 die rechtsseitige α-
Stieltjes-Parametrisierung von (sj)κj=0 ist. Angenommen, es existiert eine von (sj)
κ
j=0
verschiedene Folge (tj)κj=0 aus Cq×q, so dass (Qα.j)κj=0 die rechtsseitige α-Stieltjes-
Parametrisierung von (tj)κj=0 ist. Sei k := min {j ∈ Z0,κ | sj 6= tj}. Falls k = 0 ist,
gilt wegen Definition 2.2 dann
t0 = Ĥ
〈t〉
0 = Qα.0 = s0
im Widerspruch zur Annahme. Falls κ ≥ 1 und k = 1 erfüllt sind, gilt wegen Definiti-
on 2.2 und s0 = t0 dann
t1 = αt0 + Ĥ
〈t〉
α.0 = αs0 +Qα.1 = s1
im Widerspruch zur Annahme. Seien nun κ ≥ 2 und k > 1 derart, dass ein n ∈ N mit
k = 2n existiert. Wegen Definition 2.2 und tj = sj für alle j ∈ Z0,k−1 gilt dann
t2n = Ĥ
〈t〉
n + z
〈t〉
n,2n−1
(
H
〈t〉
n−1
)+
y
〈t〉
n,2n−1 = Qα.n + z
〈s〉
n,2n−1
(
H〈s〉n−1
)+
y〈s〉n,2n−1 = s2n
im Widerspruch zur Annahme. Seien nun κ ≥ 3 und k > 2 derart, dass ein n ∈ N mit
k = 2n+ 1 existiert. Wegen Definition 2.2 und tj = sj für alle j ∈ Z0,k−1 gilt dann
t2n+1 = αt2n + Ĥ
〈t〉
α.n + z
〈t〉
α.n,2n−1
(
H
〈t〉
α.n−1
)+
y
〈t〉
α.n,2n−1
= αs2n +Qα.2n+1 + z
〈s〉
α.n,2n−1
(
H〈s〉α.n−1
)+
y〈s〉α.n,2n−1 = s2n+1
im Widerspruch zur Annahme. Somit gilt (sj)κj=0 = (tj)
κ
j=0. 
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Abschließend für dieses Kapitel stellen wir nun den Zusammenhang zwischen der α-
Stieltjes-Parametrisierung und der α-Stieltjes-positiv bzw. -nichtnegativ Definitheit
her. Zunächst betrachten wir den rechtsseitigen Fall.
Satz 2.8 Sei α ∈ R. Dann gelten folgende Aussagen:
(a) Seien κ ∈ N0, (sj)κj=0 eine Folge aus Cq×q und (Qα.j)κj=0 die rechtsseitige α-
Stieltjes-Parametrisierung von (sj)κj=0. Dann sind folgende Aussagen äquivalent:
(i) Es gilt (sj)κj=0 ∈ K≥q,κ,α.
(ii) Es ist (Qα.j)κj=0 eine Folge aus C
q×q
≥ und im Fall κ ≥ 2 gilt weiterhin
N (Qα.j) ⊆ N (Qα.j+1) für alle j ∈ Z0,κ−2.
(b) Seien m ∈ N0, (sj)mj=0 eine Folge aus Cq×q und (Qα.j)mj=0 die rechtsseitige α-
Stieltjes-Parametrisierung von (sj)mj=0. Dann sind folgende Aussagen äquivalent:
(i) Es gilt (sj)mj=0 ∈ K≥,eq,m,α.
(ii) Es ist (Qα.j)mj=0 eine Folge aus C
q×q
≥ und im Fall m ≥ 1 gilt weiterhin
N (Qα.j) ⊆ N (Qα.j+1) für alle j ∈ Z0,m−1.
(c) Seien κ ∈ N0, (sj)κj=0 eine Folge aus Cq×q und (Qα.j)κj=0 die rechtsseitige α-
Stieltjes-Parametrisierung von (sj)κj=0. Dann sind folgende Aussagen äquivalent:
(i) Es gilt (sj)κj=0 ∈ K>q,κ,α.
(ii) Es ist (Qα.j)κj=0 eine Folge aus C
q×q
> .
Beweis: Siehe [34, Theorem 4.12]. 
Aus Satz 2.8 können wir sogleich die entsprechenden Aussagen für den linksseitigen
Fall folgern.
Satz 2.9 Sei α ∈ R. Dann gelten folgende Aussagen:
(a) Seien κ ∈ N0, (sj)κj=0 eine Folge aus Cq×q und (Qα/j)κj=0 die rechtsseitige α-
Stieltjes-Parametrisierung von (sj)κj=0. Dann sind folgende Aussagen äquivalent:
(i) Es gilt (sj)κj=0 ∈ L≥q,κ,α.
(ii) Es ist (Qα/j)κj=0 eine Folge aus C
q×q
≥ und im Fall κ ≥ 2 gilt weiterhin
N (Qα/j) ⊆ N (Qα/j+1) für alle j ∈ Z0,κ−2.
(b) Seien m ∈ N0, (sj)mj=0 eine Folge aus Cq×q und (Qα/j)mj=0 die rechtsseitige α-
Stieltjes-Parametrisierung von (sj)mj=0. Dann sind folgende Aussagen äquivalent:
(i) Es gilt (sj)mj=0 ∈ L≥,eq,m,α.
(ii) Es ist (Qα/j)mj=0 eine Folge aus C
q×q
≥ und im Fall m ≥ 1 gilt weiterhin
N (Qα/j) ⊆ N (Qα/j+1) für alle j ∈ Z0,m−1.
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(c) Seien κ ∈ N0, (sj)κj=0 eine Folge aus Cq×q und (Qα/j)κj=0 die rechtsseitige α-
Stieltjes-Parametrisierung von (sj)κj=0. Dann sind folgende Aussagen äquivalent:
(i) Es gilt (sj)κj=0 ∈ L>q,κ,α.
(ii) Es ist (Qα/j)κj=0 eine Folge aus C
q×q
> .
Beweis: Dies folgt wegen Bemerkung 1.17 und Bemerkung 2.6 aus Satz 2.8. 
2.2 Die kanonische Hankel-Parametrisierung von
Matrizenfolgen
In diesem Abschnitt geben wir einen kurzen Überblick zu der kanonischen Hankel-
Parametrisierung von Matrizenfolgen. Wir benutzen eine allgemeinere Definition jener
Parametrisierung, wie sie auch schon in [18, Definition 2.1] formuliert wurde. Der Be-
griff der kanonischen Hankel-Parametrisierung wurde bereits in [27, Definition 2.28]
eingeführt, wo man für κ ∈ N0 eine Matrizenfolge (sj)2κj=0 aus Cq×q voraussetzte. Die
Resultate aus [27, Chapter 2] lassen sich aber auch auf unseren allgemeineren Fall über-
tragen. Weitere grundlegende Ausführungen zu jener Parametrisierung findet man in
[33, Chapter 2] und [34, Chapter 3]. Bevor wir uns nun der Definition der kanonischen
Hankel-Parametrisierung widmen, führen wir eine weitere Bezeichnung ein.
Bezeichnung 2.10 Seien κ ∈ N0 und (sj)κj=0 eine Folge aus Cp×q. Weiterhin seien
Λ〈s〉0 := 0p×q und
Λ〈s〉n := z
〈s〉
n,2n−1
(
H〈s〉n−1
)+
y〈s〉n+1,2n + z
〈s〉
n+1,2n
(
H〈s〉n−1
)+
y〈s〉n,2n−1
− z〈s〉n,2n−1
(
H〈s〉n−1
)+
K〈s〉n−1
(
H〈s〉n−1
)+
y〈s〉n,2n−1.
für alle n ∈ Z1,TκU. Falls klar ist, von welchem (sj)κj=0 die Rede ist, lassen wir das 〈s〉
als oberen Index weg.
Definition 2.11 Seien κ ∈ N0 und (sj)κj=0 eine Folge aus Cp×q. Weiterhin seien
D〈s〉n := Ĥ
〈s〉
n
für alle n ∈ Z0,TκU und im Fall κ ≥ 1
C〈s〉n := s2n−1 − Λ〈s〉n−1
für alle n ∈ Z1,Tκ+1U. Dann heißt im Fall κ = 0 die Folge (D〈s〉n )0n=0 bzw. im Fall
κ ≥ 1 das Paar [(C〈s〉n )Tκ+1Un=1 ,(D〈s〉n )TκUn=0] die kanonische Hankel-Parametrisierung
von (sj)κj=0. Falls klar ist, von welchem (sj)
κ
j=0 die Rede ist, lassen wir das 〈s〉 als
oberen Index weg.
Seien κ ∈ N0, (sj)κj=0 eine Folge aus Cp×q und (Dn)0n=0 bzw. im Fall κ ≥ 1 das Paar
[(Cn)
Tκ+1U
n=1 ,(Dn)
TκU
n=0] die kanonische Hankel-Parametrisierung von (sj)
κ
j=0. Anhand De-
finition 2.11 erkennt man, dass für n ∈ Z0,TκU die Matrix Dn nur von (sj)2nj=0 abhängt
und im Fall κ ≥ 1 für n ∈ Z1,Tκ+1U die Matrix Cn nur von (sj)2n−1j=0 abhängt. Dies führt
uns auf folgende Behauptung.
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Bemerkung 2.12 Seien κ ∈ N und (sj)κj=0 eine Folge aus Cp×q. Weiterhin sei
[(Cn)
Tκ+1U
n=1 ,(Dn)
TκU
n=0] die kanonische Hankel-Parametrisierung von (sj)
κ
j=0. Dann ist
(Dn)
0
n=0 die kanonische Hankel-Parametrisierung von (sj)
0
j=0. Sei im Fall κ ≥ 2 nun
m ∈ Z1,κ−1. Dann ist [(Cn)Tm+1Un=1 , (Dn)TmUn=0] die kanonische Hankel-Parametrisierung
von (sj)mj=0.
Wir können nun rekursiv die einzelnen Folgenglieder einer Matrizenfolge mithilfe ihrer
Hankel-Parametrisierung ausdrücken (vergleiche [33, Remark 2.4]).
Bemerkung 2.13 Seien κ ∈ N0 und (sj)κj=0 eine Folge aus Cp×q. Weiterhin sei
[(Cn)
Tκ+1U
n=1 ,(Dn)
TκU
n=0] die kanonische Hankel-Parametrisierung von (sj)
κ
j=0. Dann gelten
s0 = D0, im Fall κ ≥ 1
s2n−1 = Cn + Λn−1
für alle n ∈ N mit 2n− 1 ≤ κ und im Fall κ ≥ 2
s2n = Dn + zn,2n−1H+n−1yn,2n−1
für alle n ∈ Z1,TκU.
Beweis: Dies folgt unmittelbar aus Definition 2.11 und der Definition von Ĥn für alle
n ∈ Z0,TκU. 
Folgendes Resultat liefert uns die Einzigartigkeit der kanonischen Hankel-Parametri-
sierung einer Matrizenfolge (vergleiche [27, Remark 2.29]).
Bemerkung 2.14 Seien κ ∈ N0 und (Dn)TκUn=0 sowie im Fall κ ≥ 1 auch (Cn)Tκ+1Un=1
eine Folge aus Cp×q. Dann existiert genau eine Folge (sj)κj=0 aus Cp×q, so dass die
Folge (Dn)0n=0 bzw. im Fall κ ≥ 1 das Paar [(Cn)Tκ+1Un=1 ,(Dn)TκUn=0] die kanonische Hankel-
Parametrisierung von (sj)κj=0 ist.
Beweis: Seien durch rekursive Konstruktion s0 := D0, im Fall κ ≥ 1
s2n−1 := Cn + Λn−1
für alle n ∈ N mit 2n− 1 ≤ κ und im Fall κ ≥ 2
s2n := Dn + zn,2n−1H+n−1yn,2n−1
für alle n ∈ Z1,TκU. Dann folgt aus Definition 2.11 und der Definition von Ĥn für alle
n ∈ Z0,TκU, dass die Folge (Dn)0n=0 bzw. im Fall κ ≥ 1 das Paar [(Cn)Tκ+1Un=1 ,(Dn)TκUn=0]
die kanonische Hankel-Parametrisierung von (sj)κj=0 ist. Angenommen, es existiert eine
von (sj)κj=0 verschiedene Folge (tj)
κ
j=0 aus Cp×q, so dass die Folge (Dn)0n=0 bzw. im Fall
κ ≥ 1 das Paar [(Cn)Tκ+1Un=1 ,(Dn)TκUn=0] die kanonische Hankel-Parametrisierung von (tj)κj=0
ist. Sei k := min {j ∈ Z0,κ | sj 6= tj}. Falls k = 0 ist, gilt wegen Definition 2.11 dann
t0 = Ĥ
〈t〉
0 = D0 = s0
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im Widerspruch zur Annahme. Seien nun κ ≥ 1 und k derart, dass ein n ∈ N mit
k = 2n− 1 existiert. Wegen Definition 2.11 und tj = sj für alle j ∈ Z0,k−1 gilt dann
t2n−1 = Cn − Λ〈t〉n−1 = Cn − Λ〈s〉n−1 = s2n−1
im Widerspruch zur Annahme. Seien nun κ ≥ 2 und k > 0 derart, dass ein n ∈ N mit
k = 2n existiert. Wegen Definition 2.11 und tj = sj für alle j ∈ Z0,k−1 gilt dann
t2n = Dn + z
〈t〉
n,2n−1
(
H
〈t〉
n−1
)+
y
〈t〉
n,2n−1 = Dn + z
〈s〉
n,2n−1
(
H〈s〉n−1
)+
y〈s〉n,2n−1 = s2n
im Widerspruch zur Annahme. Somit gilt (sj)κj=0 = (tj)
κ
j=0. 
Abschließend für dieses Kapitel stellen wir einen Zusammenhang zwischen der kanoni-
schen Hankel-Parametrisierung und der Hankel-positiv Definitheit her.
Satz 2.15 Seien κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q. Weiterhin sei (Dn)0n=0 bzw.
im Fall κ ≥ 1 [(Cn)Tκ+1Un=1 ,(Dn)TκUn=0] die kanonische Hankel-Parametrisierung von (sj)κj=0.
Dann sind folgende Aussagen äquivalent:
(i) Es gilt (sj)2
TκU
j=0 ∈ H>q,2TκU.
(ii) Es ist (Dn)
TκU
n=0 eine Folge aus C
q×q
> und für κ ≥ 1 ist (Cn)TκUn=1 eine Folge aus
Cq×qH .
Beweis: Im Fall κ = 0 folgt dies direkt aus D0 = s0 = H0. Der Fall κ ∈ N folgt unter
Beachtung von Bemerkung 2.12 aus [33, Proposition 2.10(d)]. Der Fall κ = ∞ wurde
in [33, Proposition 2.15(c)] gezeigt. 
Es sei bemerkt, dass man Satz 2.15 unter Beachtung von Definition 2.1 auch auf die
kanonische Hankel-Parametrisierung von der durch rechtsseitige bzw. linksseitige α-
Verschiebung generierten Folge anwenden kann. Dies wird uns später unter Beachtung
von Definition 1.8 und Definition 1.13 eine Verbindung zu den rechtsseitig bzw. links-
seitig α-Stieltjes-positiv definiten Folgen liefern.
2.3 Das Favard-Paar bezüglich Hankel-positiv definiter Folgen
Im engen Zusammenhang zur kanonischen Hankel-Parametrisierung einer Matrizenfol-
ge, die bis zu einem gewissen Folgenglied Hankel-positiv definit ist, steht das Favard-
Paar bezüglich jener Folge. Dieses Paar wurde in [15, Chapter 8] für eine unendliche
Matrizenfolge eingeführt und behandelt. Wir betrachten hingegen den allgemeineren
Fall einer Matrizenfolge mit beliebig vielen Folgengliedern. Die Resultate aus [15, Chap-
ter 8] lassen sich leicht auf den Fall einer endlichen Matrizenfolge übertragen.
Bevor wir zum zentralen Begriff dieses Abschnitts kommen, benötigen wir noch folgende
Bemerkung. Sie erlaubt uns die Betrachtung der linken Schur-Komplemente der zu
einer Hankel-positiv definiten Folge gehörigen Block-Hankel-Matrizen. Wir werden im
weiteren Verlauf nicht mehr explizit dieses Resultat aufrufen.
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Bemerkung 2.16 Seien κ ∈ N0 und (sj)κj=0 ∈ H>q,2TκU. Dann ist Ĥn für alle n ∈ Z0,TκU
positiv hermitesch und insbesondere regulär.
Beweis: Wegen Teil (a) von Definition 1.2 und Bemerkung 1.3 ist Hn für alle n ∈ Z0,TκU
positiv hermitesch. Hieraus folgt wegen Lemma C.4 dann, dass Ĥn für alle n ∈ Z0,TκU
positiv hermitesch und somit insbesondere regulär ist. 
Definition 2.17 Seien κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q mit
(sj)
2Tκ−1U
j=0 ∈ H>q,2Tκ−1U, falls κ ≥ 1. Weiterhin seien B〈s〉0 := s0, im Fall κ ≥ 1
A〈s〉0 := s1s
−1
0 , im Fall κ ≥ 2
B〈s〉n :=
(
Ĥ〈s〉n−1
)−1
Ĥ〈s〉n
für alle n ∈ Z1,TκU und im Fall κ ≥ 3
A〈s〉n :=
(
−z〈s〉n,2n−1
(
H〈s〉n−1
)−1
Iq
)
K〈s〉n
(
−(H〈s〉n−1)−1y〈s〉n,2n−1
Iq
)(
Ĥ〈s〉n
)−1
für alle n ∈ Z1,Tκ−1U. Dann heißt im Fall κ = 0 die Folge (B〈s〉n )0n=0 bzw. im Fall κ ≥ 1
das Paar [(A〈s〉n )
Tκ−1U
n=0 ,(B
〈s〉
n )
TκU
n=0] das Favard-Paar bezüglich (sj)
κ
j=0. Falls klar ist, von
welchem (sj)κj=0 die Rede ist, lassen wir 〈s〉 als oberen Index weg.
Seien κ ∈ N0, (sj)κj=0 eine Folge aus Cq×q mit (sj)2Tκ−1Uj=0 ∈ H>q,2Tκ−1U, falls κ ≥ 1, und
(Bn)
0
n=0 bzw. im Fall κ ≥ 1 das Paar [(An)Tκ−1Un=0 ,(Bn)TκUn=0] das Favard-Paar bezüglich
(sj)
κ
j=0. Anhand Definition 2.17 erkennt man, dass für n ∈ Z0,TκU die Matrix Bn nur
von (sj)2nj=0 abhängt und im Fall κ ≥ 1 für n ∈ Z0,Tκ−1U die Matrix An nur von (sj)2n+1j=0
abhängt. Dies führt uns auf folgende Behauptung.
Bemerkung 2.18 Seien κ ∈ N und (sj)κj=0 eine Folge aus Cq×q mit
(sj)
2Tκ−1U
j=0 ∈ H>q,2Tκ−1U. Weiterhin sei [(An)Tκ−1Un=0 ,(Bn)TκUn=0] das Favard-Paar bezüglich
(sj)
κ
j=0. Dann ist (Bn)
0
n=0 das Favard-Paar bezüglich (sj)
0
j=0. Sei im Fall κ ≥ 2 nun
m ∈ Z1,κ−1. Dann ist [(An)Tm−1Un=0 , (Bn)TmUn=0] das Favard-Paar bezüglich (sj)mj=0.
Wir befassen uns nun mit einem direkten Zusammenhang zwischen der kanonischen
Hankel-Parametrisierung einer Matrizenfolge, die bis zu einem gewissen Folgenglied
Hankel-positiv ist, und dem Favard-Paar bezüglich jener Folge (im Fall κ =∞ verglei-
che [15, Proposition 8.3]). Wir werden im späteren Verlauf der Arbeit bevorzugt das
Favard-Paar anstelle der kanonischen Hankel-Parametrisierung verwenden.
Bemerkung 2.19 Sei s0 ∈ Cq×q. Dann stimmt die kanonische Hankel-Parametrisie-
rung von (sj)0j=0 mit dem Favard-Paar bezüglich (sj)
0
j=0 überein.
Beweis: Unter Beachtung von Ĥ0 = s0 folgt dies unmittelbar aus Definition 2.11 und
Definition 2.17. 
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Satz 2.20 Seien κ ∈ N und (sj)κj=0 eine Folge aus Cq×q mit (sj)2Tκ−1Uj=0 ∈ H>q,2Tκ−1U.
Weiterhin seien [(An)
Tκ−1U
n=0 ,(Bn)
TκU
n=0] das Favard-Paar bezüglich (sj)
κ
j=0 und [(Cn)
Tκ+1U
n=1 ,
(Dn)
TκU
n=0] die kanonische Hankel-Parametrisierung von (sj)
κ
j=0. Dann gelten folgende
Aussagen:
(a) Es gelten B0 = D0,
An = Cn+1D
−1
n
für alle n ∈ Z0,Tκ−1U und im Fall κ ≥ 2
Bn = D
−1
n−1Dn
für alle n ∈ Z1,TκU.
(b) Es gelten
Dn =
n−→∏
j=0
Bj
für alle n ∈ Z0,TκU und
Cn = An−1
n−1−→∏
j=0
Bj
für alle n ∈ Z1,Tκ+1U.
Beweis: Zu (a): Wegen Definition 2.11 gilt C1 = s1 und im Fall κ ≥ 3
Cn+1 = s2n+1 − Λn
= s2n+1 − zn,2n−1H−1n−1yn+1,2n − zn+1,2nH−1n−1yn,2n−1 + zn,2n−1H−1n−1Kn−1H−1n−1yn,2n−1
=
(−zn,2n−1H−1n−1 Iq)( Kn−1 yn+1,2nzn+1,2n s2n+1
)(−H−1n−1yn,2n−1
Iq
)
=
(−zn,2n−1H−1n−1 Iq)Kn(−H−1n−1yn,2n−1Iq
)
für alle n ∈ Z1,Tκ−1U sowie Dn = Ĥn für alle n ∈ Z0,TκU. Hieraus folgt wegen Definiti-
on 2.17 dann die Behauptung.
Zu (b): Wegen Definition 2.11 und (a) gelten B0 = D0 und im Fall κ ≥ 2
n−→∏
j=0
Bj = D0
n−→∏
j=1
(
D−1j−1Dj
)
= Dn
für alle n ∈ Z1,TκU. Hieraus folgt wegen (a) dann
An−1
n−1−→∏
j=0
Bj = CnD
−1
n−1Dn−1 = Cn
für alle n ∈ Z1,Tκ+1U. 
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Mithilfe der Einzigartigkeit der kanonischen Hankel-Parametrisierung einer beliebigen
Matrizenfolge können wir nun die Einzigartigkeit des Favard-Paar bezüglich einer Ma-
trizenfolge, die bis zu einem gewissen Folgenglied Hankel-positiv ist, zeigen (im Fall
κ =∞ vergleiche [15, Proposition 8.5]).
Bemerkung 2.21 Seien κ ∈ N, (Dn)TκUn=0 eine Folge aus Cq×q derart, dass Dn ∈ Cq×q>
für alle n ∈ Z0,Tκ−1U erfüllt ist, und (Cn)Tκ+1Un=1 eine Folge aus Cq×q derart, dass im Fall
κ ≥ 2 Cn ∈ Cq×qH für alle n ∈ Z1,Tκ−1U erfüllt ist. Weiterhin seien B0 := D0,
An := Cn+1D
−1
n
für alle n ∈ Z0,Tκ−1U und im Fall κ ≥ 2
Bn := D
−1
n−1Dn
für alle n ∈ Z1,TκU. Dann existiert genau eine Folge (sj)κj=0, so dass [(Cn)Tκ+1Un=1 ,(Dn)TκUn=0]
die kanonische Hankel-Parametrisierung von (sj)κj=0 ist. Weiterhin gilt
(sj)
2Tκ−1U
j=0 ∈ H>q,2Tκ−1U und [(An)Tκ−1Un=0 ,(Bn)TκUn=0] ist das Favard-Paar bezüglich (sj)κj=0.
Beweis: Wegen Bemerkung 2.14 existiert genau eine Folge (sj)κj=0, so dass [(Cn)
Tκ+1U
n=1 ,
(Dn)
TκU
n=0] die kanonische Hankel-Parametrisierung von (sj)
κ
j=0 ist. Hieraus folgt wegen
Bemerkung 2.12 dann, dass im Fall κ = 1 die Folge (Dn)0n=0 bzw. im Fall κ ≥ 2 das
Paar [(Cn)
TκU
n=1, (Dn)
Tκ−1U
n=0 ] die kanonische Hankel-Parametrisierung von (sj)
2Tκ−1U
j=0 ist.
Weiterhin ist (Dn)
Tκ−1U
n=0 eine Folge aus C
q×q
> und für κ ≥ 2 ist (Cn)Tκ−1Un=1 eine Folge aus
Cq×qH . Wegen Satz 2.15 gilt dann (sj)
2Tκ−1U
j=0 ∈ H>q,2Tκ−1U. Hieraus folgt wegen Satz 2.20
nun, dass [(An)
Tκ−1U
n=0 ,(Bn)
TκU
n=0] das Favard-Paar bezüglich (sj)
κ
j=0 ist. 
Es sei bemerkt, dass für eine rechtsseitig bzw. linksseitig α-Stieltjes-positive Folge unter
Beachtung von Definition 1.8 bzw. Definition 1.13 und Definition 2.1 jene Folge und
die aus jener Folge durch rechtsseitige bzw. linksseitige α-Verschiebung generierte Folge
jeweils Matrizenfolgen sind, die bis zu einem gewissen Folgenglied Hankel-positiv sind.
Somit können wir später jeweils das Favard-Paar bezüglich jener Folge und der aus jener
Folge durch rechtsseitige bzw. linksseitige α-Verschiebung generierten Folge betrachten.
2.4 Über einige zu Matrizenfolgen gehörige Matrixpolynome
Wir befassen uns nun mit zwei Folgen von Matrixpolynomen bezüglich einer gegebenen
Matrizenfolge, wobei wir speziell auf bis zu einem gewissen Folgenglied Hankel-positiv
definite Matrizenfolgen eingehen werden. In diesem Spezialfall können wir dann die
betrachteten Folgen von Matrixpolynomen mithilfe von Hankelmatrizen direkt darstel-
len sowie einen ersten Zusammenhang zu der kanonischen Hankel-Parametrisierung und
dem Favard-Paar finden. Zuerst befassen wir uns mit dem monischen links-orthogonalen
System von Matrixpolynomen und verwenden die Herangehensweise von [18, Chapter
3] und [33, Chapter 5]. Dort wurde für die gegebene Matrizenfolge (sj)κj=0 aus Cq×q,
wobei κ ∈ N0, vorausgesetzt, dass κ gerade oder gleich unendlich ist. Wir werden den
Begriff auf beliebige κ erweitern. Danach befassen wir uns mit dem linken System von
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Matrixpolynomen zweiter Art, das für gerade κ oder κ =∞ in [18, Chapter 4] behan-
delt wurde. Es sei bemerkt, dass man auch vom monischen rechts-orthogonalen System
von Matrixpolynomen ausgehen kann. Dies wurde schon in [33, Chapter 5] behandelt
und das rechte System von Matrixpolynomen kann dann auf die gleiche Weise einge-
führt werden, wie im linken Fall. Der Übersicht halber beschränken wir uns aber auf
den linken Fall. Zunächst stellen wir einige Bezeichnungen bezüglich Matrixpolynomen
bereit.
Bezeichnung 2.22 Sei P ein p×q-Matrixpolynom. Dann gibt es eine eindeutige Folge
(P [j])∞j=0 aus Cp×q, die P (z) =
∑∞
j=0 z
jP [j] für alle z ∈ C erfüllt. Wir bezeichnen mit
degP := sup
{
j ∈ N0
∣∣ P [j] 6= 0p×q}
den Grad von P. Im Fall {j ∈ N0 | P [j] 6= 0p×q} = ∅, also P ≡ 0p×q, ist dann
degP = −∞. Im Fall degP ≥ 0 heißt P [degP ] der Leitkoeffizient von P .
Nun kommen wir zum ersten zentralen Begriff dieses Abschnitts.
Definition 2.23 Seien κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q. Die Folge (Pn)Tκ+1Un=0
von q×q-Matrixpolynomen heißt ein monisches links-orthogonales System von
Matrixpolynomen bezüglich (sj)κj=0, falls
(i) degPn = n für alle n ∈ Z0,Tκ+1U,
(ii) Pn hat den Leitkoeffizienten Iq für alle n ∈ Z0,Tκ+1U
und im Fall κ ∈ N weiterhin
(iii)
∑
l∈Z0,j ,m∈Z0,k P
[l]
j sl+m
(
P
[m]
k
)∗
= 0q×q für alle j, k ∈ Z0,Tκ+1U mit j 6= k
erfüllt sind.
Falls κ ∈ N gerade ist, lässt sich (iii) von Definition 2.23 auch schreiben als
(iii')
(
P
[0]
j . . . P
[n]
j
)
Hn
(
P
[0]
k . . . P
[n]
k
)∗
= 0q×q für alle j, k ∈ Z0,TκU mit j 6= k,
wobei n := max {j, k}.
Wir zeigen nun die Existenz eines monischen links-orthogonalen Systems von Ma-
trixpolynomen bezüglich einer Matrizenfolge, die bis zu einem gewissen Folgenglied
Hankel-positiv ist. Die Aussage wurde in [18, Proposition 3.4] für den speziellen Fall
einer gegebenen Folge aus H>q,2κ mit κ ∈ N formuliert. Die Eindeutigkeit wurde in [33,
Proposition 5.6(c)] dargestellt und die Identität für den dualen Fall eines monischen
rechts-orthogonalen Systems von Matrixpolynomen wurde im Beweis von [33, Propo-
sition 5.6(b)] gezeigt. Wir zeigen analog die folgende Identität für den linken Fall.
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Satz 2.24 Seien κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q mit (sj)2Tκ−1Uj=0 ∈ H>q,2Tκ−1U,
falls κ ≥ 1. Dann existiert genau ein monisches links-orthogonales System von Matrix-
polynomen (Pn)
Tκ+1U
n=0 bezüglich (sj)
κ
j=0 und es gilt(
P
[0]
n . . . P
[n]
n
)
=
{
Iq falls n = 0(
−zn,2n−1H−1n−1 Iq
)
falls n ∈ Z1,Tκ+1U.
Beweis: Wir konstruieren eine Folge (Pn)
Tκ+1U
n=0 von Matrixpolynomen, die den Bedin-
gungen aus Definition 2.23 gerecht wird. Wegen Teil (i) von Definition 2.23 gilt
Pn(z) =
n∑
j=0
zjP [j]n
für alle z ∈ C und n ∈ Z0,Tκ+1U. Es genügt also für jedes n ∈ Z0,Tκ+1U Matrizenfolgen
(P
[j]
n )nj=0 zu finden, die die Teile (ii) und im Fall κ ≥ 1 auch (iii) von Definition 2.23
erfüllen, um die Existenz des monischen links-orthogonalen Systems von Matrixpoly-
nomen bezüglich (sj)κj=0 zu zeigen. Gibt es zudem für jedes n ∈ Z0,Tκ+1U nur genau eine
Matrizenfolge (P [j]n )nj=0, die die Teile (ii) und im Fall κ ≥ 1 auch (iii) von Definition 2.23
erfüllt, so haben wir auch die Eindeutigkeit des monischen links-orthogonalen Systems
von Matrixpolynomen bezüglich (sj)κj=0 gezeigt.
Es folgt aus Teil (ii) von Definition 2.23 direkt P [0]0 = Iq und somit ist für den Fall
κ = 0 alles gezeigt. Sei nun κ ≥ 1. Weiterhin sei
Z [Pn]n :=
(
P
[0]
n . . . P
[n]
n
)
für alle n ∈ Z0,Tκ+1U. Wegen Teil (ii) von Definition 2.23 existiert eine Matrix tn ∈ Cq×nq
mit
Z [Pn]n =
(
tn Iq
)
(2.1)
für alle n ∈ Z1,Tκ+1U. Sei
Z [Pk]n :=
(
Z
[Pk]
k 0q×(n−k)q
)
für alle n, k ∈ Z0,Tκ+1U mit k < n. Weiterhin sei
Un :=
Z
[P0]
n
...
Z
[Pn]
n

für alle n ∈ Z1,Tκ+1U. Wegen (2.1) ist Un für alle n ∈ Z1,Tκ+1U eine Matrix von unterer
Dreiecksgestalt und Einsen auf der Hauptdiagonale, somit also insbesondere regulär.
Es existiert eine Matrix Vn ∈ Cnq×nq mit
U−∗n
(
Inq
0q×nq
)
=
(
Vn
0q×nq
)
(2.2)
für alle n ∈ Z1,Tκ+1U. Sei
H˜n :=
(
Hn−1 yn,2n−1
zn,2n−1 0q×q
)
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für alle n ∈ Z1,Tκ+1U. Dann gilt wegen Teil (iii) von Definition 2.23
Z [Pn]n H˜n
(
Z [Pk]n
)∗
=
∑
l∈Z0,n,m∈Z0,k
P [l]n sl+m
(
P
[m]
k
)∗
= 0q×q (2.3)
für alle n, k ∈ Z1,Tκ+1U mit k < n. Wegen (2.1) - (2.3) gilt dann
tnHn−1 =
(
tn Iq
)( Hn−1 yn,2n−1
zn,2n−1 0q×q
)(
Inq
0q×nq
)
− zn,2n−1
= Z [Pn]n H˜nU
∗
nU
−∗
n
(
Inq
0q×nq
)
− zn,2n−1
=
(
Z
[Pn]
n H˜n
(
Z
[P0]
n
)∗
. . . Z
[Pn]
n H˜n
(
Z
[Pn]
n
)∗)( Vn
0q×nq
)
− zn,2n−1
=
(
0q×nq Z
[Pn]
n H˜n
(
Z
[Pn]
n
)∗)( Vn
0q×nq
)
− zn,2n−1 = −zn,2n−1
für alle n ∈ Z1,Tκ+1U. Hieraus folgt unter Beachtung von Bemerkung 1.3 wegen
(sj)
2Tκ−1U
j=0 ∈ H>q,2Tκ−1U dann
tn = −zn,2n−1H−1n−1
für alle n ∈ Z1,Tκ+1U. Hieraus folgt wegen (2.1) nun(
P
[0]
n . . . P
[n]
n
)
=
(−zn,2n−1H−1n−1 Iq) (2.4)
für alle n ∈ Z1,Tκ+1U. Wegen (2.4) gilt weiterhin∑
l∈Z0,k,m∈Z0,n
P
[l]
k sl+m
(
P [m]n
)∗
= Z [Pk]n H˜n
(
Z [Pn]n
)∗
= Z [Pk]n
(
Hn−1 yn,2n−1
zn,2n−1 0q×q
)(−H−1n−1yn,2n−1
Iq
)
=
(
Z
[Pk]
k 0q×(n−k)q
)( 0nq×q
−zn,2n−1H−1n−1yn,2n−1
)
= 0q×q
für alle n, k ∈ Z1,Tκ+1U mit k < n und somit ist in Verbindung mit (2.3) Teil (iii) von
Definition 2.23 erfüllt. Teil (ii) von Definition 2.23 und die Eindeutigkeit des monischen
links-orthogonalen Systems von Matrixpolynomen bezüglich (sj)κj=0 folgt direkt aus
(2.4). 
Man kann das monische links-orthogonale System von Matrixpolynomen bezüglich ei-
ner Matrizenfolge, die bis zu einem gewissen Folgenglied Hankel-positiv definit ist,
auch mithilfe der kanonischen Hankel-Parametrisierung jener Folge darstellen, wie wir
im folgenden Satz zeigen werden. Für eine gegebene Folge aus H≥q,2κ mit κ ∈ N wur-
de die Aussage in [33, Theorem 5.5(b)] dargestellt, aber nur für den dualen Fall des
monischen rechts-orthogonale System von Matrixpolynomen detailliert bewiesen. Wir
zeigen analog die Aussage im linken Fall. Hierfür benötigen wir zunächst noch ein Hilfs-
mittel, das im rechten Fall für eine gegebene Folge aus H≥,e2n−1 mit n ∈ N \ {1} in [27,
Proposition 3.21] gezeigt wurde. Wir verwenden eine analoge Version des Beweises für
den linken Fall.
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Lemma 2.25 Seien κ ∈ N und (sj)κj=0 eine Folge aus Cq×q mit (sj)2Tκ−1Uj=0 ∈ H>q,2Tκ−1U.
Weiterhin seien t1 := −s1s−10 und im Fall κ ≥ 3
tn :=
(
0q×q tn−1
)− (s2n−1 − Λn−1)Ĥ−1n−1Zn−1 − Ĥn−1Ĥ−1n−2 (Zn−2 0q×q)
für alle n ∈ Z2,Tκ+1U, wobei Z0 := Iq und Zk :=
(
tk Iq
)
für alle k ∈ Z1,n. Dann gilt
tn = −zn,2n−1H−1n−1 für alle n ∈ Z1,Tκ+1U.
Beweis: Wir zeigen die Behauptung mithilfe vollständiger Induktion. Es gelten
t1 = −s1s−10 = −z1,1H−10
und im Fall κ ≥ 3
t2 =
(
0q×q t1
)− (s3 − Λ1)Ĥ−11 (t1 Iq)− Ĥ1Ĥ−10 (Iq 0q×q) . (2.5)
Weiterhin gelten(
0q×q t1
)
H1 =
(
0q×q −s1s−10
)(s0 s1
s1 s2
)
=
(−s1s−10 s1 −s1s−10 s2)
=
(
Ĥ1 − s2 −s1s−10 s2
)
,(
t1 Iq
)
H1 =
(−s1s−10 Iq)(s0 s1s1 s2
)
=
(−s1 + s1 −s1s−10 s1 + s2) = (0q×q Ĥ1) ,(
Iq 0q×q
)
H1 =
(
Iq 0q×q
)(s0 s1
s1 s2
)
=
(
s0 s1
)
=
(
Ĥ0 s1
)
und
− s1s−10 s2 − (s3 − Λ1)− Ĥ1Ĥ−10 s1
= −s1s−10 s2 − (s3 − s1s−10 s2 − s2s−10 s1 + s1s−10 s1s−10 s1)− (s2 − s1s−10 s1)s−10 s1
= −s3.
Hieraus folgt wegen (2.5) dann
t2H1 =
(
Ĥ1 − s2 −s1s−10 s2
)
− (0q×q s3 − Λ1)− (Ĥ1 Ĥ1Ĥ−10 s1) = − (s2 s3)
= −z2,3,
also t2 = −z2,3H−11 . Seien im Fall κ ≥ 5 nun n ∈ Z3,Tκ+1U und tk = −zk,2k−1H−1k−1 für
alle k ∈ Z1,n−1 erfüllt. Dann gelten
Zn−1Hn−1 =
(
tn−1 Iq
)( Hn−2 yn−1,2n−3
zn−1,2n−3 s2n−2
)
=
(
tn−1Hn−2 + zn−1,2n−3 tn−1yn−1,2n−3 + s2n−2
)
=
(
0q×(n−1)q Ĥn−1
)
(2.6)
und
T ∗n−1Hn−1 −Hn−1Tn−1 =
(
Kn−2 yn,2n−2
0(n−1)q×q 0q×q
)
−
(
Kn−2 0q×(n−1)q
zn,2n−2 0q×q
)
=
(
0(n−1)q×(n−1)q yn,2n−2
−zn,2n−2 0q×q
)
.
53
2 Über einige zu Matrizenfolgen gehörige Parametrisierungen und Matrixpolynome
Hieraus folgt(
0q×q tn−1
)
Hn−1 = Zn−1T ∗n−1Hn−1
= Zn−1Hn−1Tn−1 +
(
tn−1 Iq
)(0(n−1)q×(n−1)q yn,2n−2
−zn,2n−2 0q×q
)
=
(
0q×(n−1)q Ĥn−1
)
Tn−1 +
(−zn,2n−2 tn−1yn,2n−2)
=
(
0q×(n−2)q Ĥn−1 0q×q
)
− zn,2n−1 +
(
0q×(n−1)q s2n−1 − zn−1,2n−3H−1n−2yn,2n−2
)
=
(
0q×(n−2)q Ĥn−1 s2n−1 − zn−1,2n−3H−1n−2yn,2n−2
)
− zn,2n−1. (2.7)
Weiterhin gelten
Zn−2Hn−2 =
(
tn−2 Iq
)( Hn−3 yn−2,2n−5
zn−2,2n−5 s2n−4
)
=
(
tn−2Hn−3 + zn−2,2n−5 tn−2yn−2,2n−5 + s2n−4
)
=
(
0q×(n−2)q Ĥn−2
)
und
Zn−2yn−1,2n−3 =
(
tn−2 Iq
) (
yn−1,2n−4 s2n−3
)
= −zn−2,2n−5H−1n−3yn−1,2n−4 + s2n−3.
Hieraus folgt(
Zn−2 0q×q
)
Hn−1 =
(
Zn−2 0q×q
)( Hn−2 yn−1,2n−3
zn−1,2n−3 s2n−2
)
=
(
Zn−2Hn−2 Zn−2yn−1,2n−3
)
=
(
0q×(n−2)q Ĥn−2 s2n−3 − zn−2,2n−5H−1n−3yn−1,2n−4
)
. (2.8)
Wegen (sj)2n−2j=0 ∈ H>q,2n−2 (siehe Bemerkung 1.3) und H>q,2n−2 ⊆ H≥,eq,2n−2 (siehe Bemer-
kung 1.5) gilt (sj)2n−2j=0 ∈ H≥,eq,2n−2. Hieraus folgt wegen [27, Lemma 3.14] dann
Λn−1 = zn−1,2n−3H−1n−2yn,2n−2 + Ĥn−1Ĥ
−1
n−2(s2n−3 − zn−2,2n−5H−1n−3yn−1,2n−4)
(diese Aussage kann auch unter Beachtung von Bemerkung 1.3 mithilfe von [18, Lemma
5.5] gewonnen werden). Hieraus folgt wegen (2.6)-(2.8) nun
tnHn−1 =
(
0q×q tn−1
)
Hn−1 − (s2n−1 − Λn−1)Ĥ−1n−1Zn−1Hn−1
− Ĥn−1Ĥ−1n−2
(
Zn−2 0q×q
)
Hn−1
=
(
0q×(n−2)q Ĥn−1 s2n−1 − zn−1,2n−3H−1n−2yn,2n−2
)
− zn,2n−1 −
(
0q×(n−1)q s2n−1 − Λn−1
)
−
(
0q×(n−2)q Ĥn−1 Ĥn−1Ĥ−1n−2(s2n−3 − zn−2,2n−5H−1n−3yn−1,2n−4)
)
= −zn,2n−1,
also tn = −zn,2n−1H−1n−1. 
Satz 2.26 Seien κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q mit (sj)2Tκ−1Uj=0 ∈ H>q,2Tκ−1U,
falls κ ≥ 1. Weiterhin sei (Pn)Tκ+1Un=0 eine Folge von q×q-Matrixpolynomen und im Fall
κ ≥ 1 [(Cn)Tκ+1Un=1 ,(Dn)TκUn=0] die kanonische Hankel-Parametrisierung von (sj)κj=0. Dann
sind folgende Aussagen äquivalent:
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(i) Es ist (Pn)
Tκ+1U
n=0 das monische links-orthogonale System von Matrixpolynomen be-
züglich (sj)κj=0.
(ii) Es gelten P0 ≡ Iq, im Fall κ ≥ 1
P1(z) = (zIq − C1D−10 )P0(z)
für alle z ∈ C und im Fall κ ≥ 3
Pn(z) = (zIq − CnD−1n−1)Pn−1(z)−Dn−1D−1n−2Pn−2(z)
für alle z ∈ C und n ∈ Z2,Tκ+1U.
Beweis: Im Fall κ = 0 folgt dies aus Teil (ii) von Definition 2.23.
Im Fall κ ∈ {1, 2} gilt unter Beachtung von Definition 2.11 dann
P1 = (zIq − C1D−10 )P0(z) = (zIq − s1s−10 )Iq = zIq − z1,1H−10 (2.9)
für alle z ∈ C. Wegen Satz 2.24 ist dann (Pn)Tκ+1Un=0 genau das eine monische links-
orthogonale System von Matrixpolynomen bezüglich (sj)κj=0.
Sei nun κ ≥ 3. Weiterhin seien
Z [Pn]n :=
(
P
[0]
n . . . P
[n]
n
)
für alle n ∈ Z0,Tκ+1U und
Z [Pk]n :=
(
Z
[Pk]
k 0q×(n−k)q
)
für alle n, k ∈ Z0,Tκ+1U mit k < n. Anhand der Rekursionsvorschrift erkennt man leicht,
dass für alle n ∈ Z1,Tκ+1U das Matrixpolynom Pn vom Grad n mit Leitkoeffizient Iq ist.
Es existiert also eine Matrix tn ∈ Cq×nq mit
Z [Pn]n =
(
tn Iq
)
(2.10)
für alle n ∈ Z1,Tκ+1U. Wegen (2.9) gilt t1 = −s1s−10 . Unter Beachtung von Definition 2.11
gilt weiterhin
Z [Pn]n =
(
0q×q Z
[Pn−1]
n−1
)
− CnD−1n−1Z [Pn−1]n −Dn−1D−1n−2Z [Pn−2]n
=
(
0q×q tn−1 Iq
)− (s2n−1 − Λn−1)Ĥ−1n−1 (tn−1 Iq 0q×q)− Ĥn−1Ĥ−1n−2Z [Pn−2]n
für alle n ∈ Z2,Tκ+1U, wobei
Z [Pn−2]n =

(
Iq 0q×2q
)
falls n = 2(
tn−2 Iq 0q×2q
)
falls n > 2.
Hieraus folgt wegen (2.10) dann
tn =
(
0q×q tn−1
)− (s2n−1 − Λn−1)Ĥ−1n−1 (tn−1 Iq)− Ĥn−1Ĥ−1n−2Z [Pn−2]n−1
für alle n ∈ Z2,Tκ+1U, wobei
Z
[Pn−2]
n−1 =

(
Iq 0q×q
)
falls n = 2(
tn−2 Iq 0q×q
)
falls n > 2.
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Hieraus folgt wegen Lemma 2.25 dann tn = −zn,2n−1H−1n−1 für alle n ∈ Z1,Tκ+1U, das
heißt (
P
[0]
n . . . P
[n]
n
)
=
{
Iq falls n = 0(
−zn,2n−1H−1n−1 Iq
)
falls n ∈ Z1,Tκ+1U.
Somit stimmt wegen Satz 2.24 die Folge (Pn)
Tκ+1U
n=0 mit demmonischen links-orthogonalen
System von Matrixpolynomen bezüglich (sj)κj=0 überein. 
Mithilfe von Satz 2.20 und Satz 2.26 können wir nun das monische links-orthogonale
System von Matrixpolynomen bezüglich einer Matrizenfolge, die bis zu einem gewissen
Folgenglied Hankel-positiv definit ist, unter Verwendung des Favard-Paar bezüglich
jener Folge darstellen (vergleiche [15, Proposition 8.11(a)] im Fall κ =∞).
Folgerung 2.27 Seien κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q mit
(sj)
2Tκ−1U
j=0 ∈ H>q,2Tκ−1U, falls κ ≥ 1. Weiterhin seien (Pn)Tκ+1Un=0 eine Folge von q×q-
Matrixpolynomen und im Fall κ ≥ 1 [(An)Tκ−1Un=0 ,(Bn)TκUn=0] das Favard-Paar bezüglich
(sj)
κ
j=0. Dann sind folgende Aussagen äquivalent:
(i) Es ist (Pn)
Tκ+1U
n=0 das monische links-orthogonale System von Matrixpolynomen be-
züglich (sj)κj=0.
(ii) Es gelten P0 ≡ Iq, im Fall κ ≥ 1
P1(z) = (zIq − A0)P0(z)
für alle z ∈ C und im Fall κ ≥ 3
Pn(z) = (zIq − An−1)Pn−1(z)−B∗n−1Pn−2(z)
für alle z ∈ C und n ∈ Z2,Tκ+1U.
Beweis: Der Fall κ = 0 folgt unmittelbar aus Satz 2.26. Seien nun κ ≥ 1 und [(Cn)Tκ+1Un=1 ,
(Dn)
TκU
n=0] die kanonische Hankel-Parametrisierung von (sj)
κ
j=0. Unter Beachtung von
Bemerkung 2.12 gilt wegen (sj)2
Tκ−1U
j=0 ∈ H>q,2Tκ−1U und Satz 2.15 dann Dn ∈ Cq×q> für
alle n ∈ Z0,Tκ−1U. Hieraus folgt wegen Teil (a) von Satz 2.20 nun
An = Cn+1D
−1
n
für alle n ∈ Z0,Tκ−1U und im Fall κ ≥ 3
B∗n =
(
D−1n−1Dn
)∗
= D∗nD
−∗
n−1 = DnD
−1
n−1
für alle n ∈ Z1,Tκ−1U. Hieraus folgt wegen Satz 2.26 dann die Behauptung. 
Es sei bemerkt, das unter Beachtung von Teil (b) von Definition 1.8 bzw. Definiti-
on 1.13 eine rechtsseitig bzw. linksseitig α-Stieltjes-positiv definite Folge auch bis zu
einem gewissen Folgenglied Hankel-positiv definit ist und weiterhin unter Beachtung
von Definition 2.1 die durch rechtsseitige bzw. linksseitige α-Verschiebung generier-
te Folge ebenso bis zu einem gewissen Folgenglied Hankel-positiv definit ist. Somit
können wir die zuvor gewonnen Resultate auf α-Stieltjes-positiv definite Folgen erwei-
tern. Dies werden wir später in Kapitel 7 noch ausführlicher behandeln und zunächst
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nur folgendes Hilfsresultat bereitstellen, welches für gerade κ oder κ = ∞ bereits in
[18, Proposition 7.2] gezeigt wurde. Zur besseren Anschauung geben wir den dortigen
Beweis noch einmal wieder.
Lemma 2.28 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Weiterhin seien (Pn)Tκ+1Un=0
bzw. (Pα.n)
TκU
n=0 das monische links-orthogonale System von Matrixpolynomen bezüglich
(sj)
κ
j=0 bzw. (sα.j)
κ−1
j=0 . Dann gilt
(z − α)Pα.n(z) = Pn+1(z) + Ĥα.nĤ−1n Pn(z)
für alle z ∈ C und n ∈ Z0,Tκ−1U.
Beweis: Wegen Satz 2.24 gilt
P1(z) + Ĥα.0Ĥ
−1
0 P0(z) = zIq − z1,1H−10 + sα.0s−10 Iq
= zIq − s1s−10 + (−αs0 + s1)s−10 = (z − α)Iq = (z − α)Pα.0(z)
für alle z ∈ C. Seien nun κ ≥ 3 und n ∈ Z1,Tκ−1U. Weiterhin sei
Qn(z) := (z − α)Pα.n(z)− Ĥα.nĤ−1n Pn(z)
für alle z ∈ C. Wegen Definition 2.23 gilt dann degQn ≤ n+ 1. Sei
Xn :=
(
0q×q −zα.n,2n−1H−1α.n−1
)− α (−zα.n,2n−1H−1α.n−1 Iq) .
Es gilt[(
I(n+1)q
0q×(n+1)q
)
− α
(
0q×(n+1)q
I(n+1)q
)]
Hn =
(
Hn
0q×(n+1)q
)
− α
(
0q×(n+1)q
Hn
)
=
z0,n−1 snKn−1 yn+1,2n
0q×nq 0q×q
− α
 0q×nq 0q×qHn−1 yn,2n−1
zn,2n−1 s2n

=
 z0,n−1 snHα.n−1 yα.n,2n−1
−αzn,2n−1 −αs2n
 .
Hieraus folgt
XnHn =
(
0q×q −zα.n,2n−1H−1α.n−1 Iq
) [( I(n+1)q
0q×(n+1)q
)
− α
(
0q×(n+1)q
I(n+1)q
)]
Hn
=
(
0q×q −zα.n,2n−1H−1α.n−1 Iq
) z0,n−1 snHα.n−1 yα.n,2n−1
−αzn,2n−1 −αs2n

=
(−zα.n,2n−1 − αzn,2n−1 −zα.n,2n−1H−1α.n−1yα.n,2n−1 − αs2n)
=
(
−zn+1,2n Ĥα.n − s2n+1
)
=
(
0q×nq Ĥα.n
)
− zn+1,2n+1. (2.11)
Weiterhin sei
Yn := Ĥα.nĤ
−1
n
(−zn,2n−1H−1n Iq) .
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Dann gilt
YnHn = Ĥα.nĤ
−1
n
(−zn,2n−1H−1n Iq)( Hn−1 yn,2n−1zn,2n−1 s2n
)
= Ĥα.nĤ
−1
n
(
0q×nq Ĥn
)
=
(
0q×nq Ĥα.n
)
.
Hieraus folgt wegen (2.11) dann
(Xn − Yn)Hn = −zn+1,2n−1,
also
Xn − Yn = −zn+1,2n−1H−1n .
Hieraus folgt wegen Satz 2.24 nun(
Q
[0]
n . . . Q
[n+1]
n
)
=
(
0q×q P
[0]
α.n . . . P
[n]
α.n
)
− α
(
P
[0]
α.n . . . P
[n]
α.n 0q×q
)
− Ĥα.nĤ−1n
(
P
[0]
n . . . P
[n]
n 0q×q
)
=
(
0q×q −zα.n,2n−1H−1α.n−1 Iq
)− α (−zα.n,2n−1H−1α.n−1 Iq 0q×q)
− Ĥα.nĤ−1n
(−zn,2n−1H−1n Iq 0q×q)
=
(
Xn Iq
)− (Yn 0q×q)
=
(−zn+1,2n−1H−1n Iq)
=
(
P
[0]
n+1 . . . P
[n+1]
n+1
)
.
Somit gilt also Qn(z) = Pn+1(z) für alle z ∈ C. 
Wir kommen nun zum zweiten zentralen Begriff dieses Abschnitts, dem linken Sys-
tem von Matrixpolynomen zweiter Art bezüglich einer Matrizenfolge, die bis zu einem
gewissen Folgenglied Hankel-positiv definit ist. Hierfür benötigen wir folgende Bezeich-
nungen.
Bezeichnung 2.29 Seien κ ∈ N0 und (sj)κj=0 aus Cq×r. Für jedes n ∈ Z0,κ heißt dann
Sn :=

s0 falls n = 0
s0 0q×r . . . 0q×r
s1 s0
. . . ...
... . . . . . . 0q×r
sn . . . s1 s0
 falls n > 0
untere n-te Blockdreiecksmatrix von (sj)κj=0. Sei P ein p×q-Matrixpolynom mit
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k := degP ≤ κ+ 1. Dann heißt P 〈s〉 : C→ Cp×r definiert gemäß
P 〈s〉(z) :=

0p×r falls k ≤ 0
(
P [0] . . . P [k]
)(0q×kr
Sk−1
)
Ir
zIr
...
zk−1Ir
 falls k ≥ 1
das zu (sj)κj=0 gehörige Matrixpolynom bezüglich P .
Definition 2.30 Seien κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q mit
(sj)
2Tκ−1U
j=0 ∈ H>q,2Tκ−1U, falls κ ≥ 1. Weiterhin sei (Pn)Tκ+1Un=0 das monische links-ortho-
gonale System von Matrixpolynomen bezüglich (sj)κj=0. Dann heißt (P
〈s〉
n )
Tκ+1U
n=0 linkes
System von Matrixpolynomen zweiter Art bezüglich (sj)κj=0.
Folgendes Resultat liefert uns eine genaue Beschreibung des linken System von Ma-
trixpolynomen zweiter Art bezüglich einer Matrizenfolge, die bis zu einem gewissen
Folgenglied Hankel-positiv definit ist (vergleiche [18, Remark 4.7] für eine gegebene
Folge aus H>q,2κ mit κ ∈ N).
Bemerkung 2.31 Seien κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q mit
(sj)
2Tκ−1U
j=0 ∈ H>q,2Tκ−1U, falls κ ≥ 1. Weiterhin sei (P 〈s〉n )Tκ+1Un=0 das linke System von
Matrixpolynomen zweiter Art bezüglich (sj)κj=0. Dann gelten P
〈s〉
0 ≡ 0q×q und für al-
le n ∈ Z1,Tκ+1U weiterhin degP 〈s〉n = n− 1 sowie(
(P 〈s〉n )
[0] . . . (P 〈s〉n )
[n−1]) = (−zn,2n−1H−1n−1 Iq)(0q×nqSn−1
)
.
Beweis: Dies ergibt sich sofort aus Satz 2.24 und Definition 2.30. 
Auch das linke System von Matrixpolynomen zweiter Art bezüglich einer Matrizenfolge,
die bis zu einem gewissen Folgenglied Hankel-positiv definit ist, lässt sich wie schon
für das links-orthogonale System von Matrixpolynomen bezüglich jener Folge mithilfe
der kanonischen Hankel-Parametrisierung jener Folge darstellen, wie wir im folgenden
Satz zeigen werden (vergleiche [18, Proposition 4.9] für eine gegebene Folge aus H>q,2κ
mit κ ∈ N).
Satz 2.32 Seien κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q mit (sj)2Tκ−1Uj=0 ∈ H>q,2Tκ−1U,
falls κ ≥ 1. Weiterhin seien (Qn)Tκ+1Un=0 eine Folge von q×q-Matrixpolynomen und im
Fall κ ≥ 1 [(Cn)Tκ+1Un=1 ,(Dn)TκUn=0] die kanonische Hankel-Parametrisierung von (sj)κj=0.
Dann sind folgende Aussagen äquivalent:
(i) Es ist (Qn)
Tκ+1U
n=0 das linke System von Matrixpolynomen zweiter Art bezüglich
(sj)
κ
j=0.
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(ii) Es gelten Q0 ≡ 0q×q, im Fall κ ≥ 1 Q1 ≡ D0 und im Fall κ ≥ 3
Qn(z) = (zIq − CnD−1n−1)Qn−1(z)−Dn−1D−1n−2Qn−2(z)
für alle z ∈ C, n ∈ Z2,Tκ+1U.
Beweis: Sei (Pn)
Tκ+1U
n=0 das monische links-orthogonale System von Matrixpolynomen
bezüglich (sj)κj=0. Wegen Satz 2.26 gelten dann P0 ≡ Iq und für κ ≥ 1
P1(z) = (zIq − C1D−10 )P0(z) (2.12)
für alle z ∈ C und für κ ≥ 3
Pn(z) = (zIq − CnD−1n−1)Pn−1(z)−Dn−1D−1n−2Pn−2(z) (2.13)
für alle z ∈ C und n ∈ Z2,Tκ+1U. Sei (P 〈s〉n )Tκ+1Un=0 das linke System von Matrixpolynomen
zweiter Art bezüglich (sj)κj=0. Dann gilt P
〈s〉
0 ≡ 0q×q und wegen (2.12) und Definiti-
on 2.11 für κ ≥ 1
P 〈s〉1 =
(
P
[0]
1 P
[1]
1
)(0q×q
S0
)
Iq =
(−s1s−10 Iq)(0q×qs0
)
= s0 = D0.
Sei nun κ ≥ 3. Dann gilt(
(P 〈s〉n )
[0] . . . (P 〈s〉n )
[n−1]) = (P [0]n . . . P [n]n )(0q×nqSn−1
)
(2.14)
für alle n ∈ Z2,Tκ+1U. Wegen (2.13) gilt(
P
[0]
n . . . P
[n]
n
)
=
(
0q×q P
[0]
n−1 . . . P
[n−1]
n−1
)
− CnD−1n−1
(
P
[0]
n−1 . . . P
[n−1]
n−1 0q×q
)
−Dn−1D−1n−2
(
P
[0]
n−2 . . . P
[n−2]
n−2 0q×2q
)
(2.15)
für alle n ∈ Z2,Tκ+1U. Wegen Teil (iii) von Definition 2.23 gilt(
0q×q P
[0]
n−1 . . . P
[n−1]
n−1
)(0q×nq
Sn−1
)
=
(
0q×q P
[0]
n−1 . . . P
[n−1]
n−1
) 0q×q 0q×(n−1)qs0 0q×(n−1)q
y1,n−1 Sn−2

=
(
0q×q (P
〈s〉
n−1)
[0] . . . (P 〈s〉n−1)
[n−1]) (2.16)
für alle n ∈ Z2,Tκ+1U. Weiterhin gelten(
P
[0]
n−1 . . . P
[n−1]
n−1 0q×q
)(0q×nq
Sn−1
)
=
(
P
[0]
n−1 . . . P
[n−1]
n−1 0q×q
) 0q×(n−1)q 0q×qSn−2 0q×(n−1)q
sn−1 . . . s1 s0

=
(
(P 〈s〉n−1)
[0] . . . (P 〈s〉n−1)
[n−1] 0q×q
)
(2.17)
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für alle n ∈ Z2,Tκ+1U, (
P
[0]
0 0q×2q
)(0q×2q
S1
)
=
(
(P 〈s〉0 )
[0] 0q×2q
)
(2.18)
und für κ ≥ 5(
P
[0]
n−2 . . . P
[n−2]
n−2 0q×2q
)(0q×nq
Sn−1
)
=
(
P
[0]
n−2 . . . P
[n−2]
n−2 0q×2q
)
0q×(n−2)q 0q×q 0q×q
Sn−3 0(n−2)q×q 0(n−2)q×q
sn−2 . . . s1 s0 0q×q
sn−1 . . . s2 s1 s0

=
(
(P 〈s〉n−2)
[0] . . . (P 〈s〉n−2)
[n−2] 0q×2q
)
(2.19)
für alle n ∈ Z3,Tκ+1U. Wegen (2.14), (2.15) und (2.16) - (2.19) gilt dann(
(P 〈s〉n )
[0] . . . (P 〈s〉n )
[n−1]) = (P [0]n . . . P [n]n )(0q×nqSn−1
)
=
(
0q×q P
[0]
n−1 . . . P
[n−1]
n−1
)(0q×nq
Sn−1
)
− CnD−1n−1
(
P
[0]
n−1 . . . P
[n−1]
n−1 0q×q
)(0q×nq
Sn−1
)
−Dn−1D−1n−2
(
P
[0]
n−2 . . . P
[n−2]
n−2 0q×2q
)(0q×nq
Sn−1
)
=
(
0q×q (P
〈s〉
n−1)
[0] . . . (P 〈s〉n−1)
[n−1])
− CnD−1n−1
(
(P 〈s〉n−1)
[0] . . . (P 〈s〉n−1)
[n−1] 0q×q
)
−Dn−1D−1n−2
(
(P 〈s〉n−2)
[0] . . . (P 〈s〉n−2)
[n−2] 0q×2q
)
für alle n ∈ Z2,Tκ+1U. Somit stimmt also die Folge (Qn)Tκ+1Un=0 mit dem linken System von
Matrixpolynomen zweiter Art (P 〈s〉n )
Tκ+1U
n=0 bezüglich (sj)
κ
j=0 überein. 
Mithilfe von Satz 2.20 und Satz 2.32 können wir nun das linke System von Matrixpoly-
nomen zweiter Art bezüglich einer Matrizenfolge, die bis zu einem gewissen Folgenglied
Hankel-positiv definit ist, unter Verwendung des Favard-Paars bezüglich jener Folge
darstellen (vergleiche [15, Proposition 8.11(b)] im Fall κ =∞).
Folgerung 2.33 Seien κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q mit
(sj)
2Tκ−1U
j=0 ∈ H>q,2Tκ−1U, falls κ ≥ 1. Weiterhin seien (Qn)Tκ+1Un=0 eine Folge von q×q-
Matrixpolynomen und im Fall κ ≥ 1 [(An)Tκ−1Un=0 ,(Bn)TκUn=0] das Favard-Paar bezüglich
(sj)
κ
j=0. Dann sind folgende Aussagen äquivalent:
(i) Es ist (Qn)
Tκ+1U
n=0 das linke System von Matrixpolynomen zweiter Art bezüglich
(sj)
κ
j=0.
(ii) Es gelten Q0 ≡ 0q×q, im Fall κ ≥ 1 Q1 ≡ B0 und im Fall κ ≥ 3
Qn(z) = (zIq − An−1)Qn−1(z)−B∗n−1Qn−2(z)
für alle z ∈ C und n ∈ Z2,Tκ+1U.
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Beweis: Der Fall κ = 0 folgt unmittelbar aus Satz 2.32. Seien nun κ ≥ 1 und [(Cn)Tκ+1Un=1 ,
(Dn)
TκU
n=0] die kanonische Hankel-Parametrisierung von (sj)
κ
j=0. Unter Beachtung von
Bemerkung 2.12 gilt wegen (sj)2
Tκ−1U
j=0 ∈ H>q,2Tκ−1U und Satz 2.15 dann Dn ∈ Cq×q> für
alle n ∈ Z0,Tκ−1U. Hieraus folgt wegen Teil (a) von Satz 2.20 nun
An = Cn+1D
−1
n
für alle n ∈ Z0,Tκ−1U, B0 = D0 und im Fall κ ≥ 3
B∗n =
(
D−1n−1Dn
)∗
= D∗nD
−∗
n−1 = DnD
−1
n−1
für alle n ∈ Z1,Tκ−1U. Hieraus folgt wegen Satz 2.32 dann die Behauptung. 
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3 Die α-Dyukarev-Stieltjes-Parametrisierung von
α-Stieltjes-positiv definiten Folgen
In diesem Kapitel beschäftigen wir uns mit speziellen Aspekten der Struktur α-Stieltjes-
positiv definiter Folgen. Insbesondere werden wir die α-Dyukarev-Stieltjes-Parametri-
sierung einer α-Stieltjes-positiv definiten Folge einführen und schauen uns einige Zu-
sammenhänge zur α-Stieltjes-Parametrisierung (vergleiche Definition 2.2) an.
Wir werden beide Fälle separat behandeln und beginnen mit dem rechtsseitigen Fall,
also wenn die gegebene Folge rechtsseitig α-Stieltjes-positiv definit ist. Wir bearbeiten
dann den linksseitigen Fall durch geeignete Zurückführung auf den rechtsseitigen Fall.
3.1 Der rechtsseitige Fall
Im Mittelpunkt dieses Abschnitts steht die Diskussion einer speziellen inneren Parame-
trisierung rechtsseitig α-Stieltjes-positiv definiter Folgen von komplexen q×q-Matrizen,
welche im Fall q = 1 und α = 0 bereits auf T.-J. Stieltjes [72] zurückgeht und von
M.G. Krein in [41, Anhang 2] mit einer mechanischen Interpretation versehen wurde.
Die Behandlung der matriziellen Situation erfolgte im Fall α = 0 erstmals bei Yu.M.
Dyukarev [25, Chapter 6].
Unsere Vorgehensweise orientiert sich an [35, Chapter 8], wo der Fall (sj)∞j=0 ∈ K>q,∞,0
als gegebene Folge behandelt wird. Dort findet man auch schon erste Ansätze für den
Fall einer rechtsseitig α-Stieltjes-positiv definiten Folge (vergleiche z. B. [35, Lemma
8.14] und [35, Lemma 8.19]), welche als Ausgangspunkt dieser Arbeit dienten.
Folgende Bemerkung ist von fundamentaler Bedeutung für unser weiteres Vorgehen.
Sie erlaubt uns die Betrachtung der Inversen der für uns relevanten Hankel-Matrizen.
Wir werden im weiteren Verlauf nicht mehr explizit dieses Resultat aufrufen.
Bemerkung 3.1 Seien α ∈ R, κ ∈ N0 und (sj)κj=0 ∈ K>q,κ,α. Dann sind Hn für alle
n ∈ Z0,TκU und im Fall κ ≥ 1 auch Hα.n für alle n ∈ Z0,Tκ−1U positiv hermitesch und
insbesondere regulär.
Beweis: Wegen der Definition von Hα.n gilt
Hα.n = −αHn +Kn (3.1)
für alle n ∈ Z0,Tκ−1U. Im Fall κ ∈ {0, 1} folgt aus Bemerkung 1.9 dann die Behauptung.
Im Fall κ = 2n für ein n ∈ N gilt wegen Teil (a) von Bemerkung 1.9 und (3.1) dann, dass
Hn und Hα.n−1 positiv hermitesch und insbesondere regulär sind. Seien nun k ∈ Z0,n−1
bzw. l ∈ Z0,n−2. Dann liefert ein wohlbekanntes Resultat über positiv hermitesche
Matrizen, dass Hk bzw. Hα.l als Hauptuntermatrix von Hn bzw. Hα.n ebenfalls positiv
hermitesch und somit insbesondere regulär ist.
Im Fall κ = 2n+1 für ein n ∈ N gilt wegen Teil (b) von Bemerkung 1.9 und (3.1) dann,
dassHn undHα.n positiv hermitesch und insbesondere regulär sind. Sei nun k ∈ Z0,n−1.
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Dann liefert ein wohlbekanntes Resultat über positiv hermitesche Matrizen, dass Hk
bzw. Hα.k als Hauptuntermatrix von Hn bzw. Hα.n ebenfalls positiv hermitesch und
somit insbesondere regulär ist.
Im Fall κ =∞ folgt wegen Teil (b) von Definition 1.8, Teil (a) von Bemerkung 1.9 und
(3.1) dann die Behauptung. 
Folgendes Lemma erlaubt uns eine Darstellung der Inversen der für uns relevanten
Hankel-Matrizen (vergleiche [15, Remark 2.2(d)] für den Fall κ = ∞). Die allgemeine
Formel für die Inverse einer Blockmatrix in Termen von Schurkomplementen wurde in
[7] behandelt.
Lemma 3.2 Seien α ∈ R, κ ∈ N0 und (sj)κj=0 ∈ K>q,κ,α. Dann gelten H−10 = s−10 und
im Fall κ ≥ 1 auch H−1α.0 = s−1α.0 sowie im Fall κ ≥ 2
H−1n =
(
H−1n−1 0nq×q
0q×nq 0q×q
)
+
(−H−1n−1yn,2n−1
Iq
)
Ĥ−1n
(−zn,2n−1H−1n−1 Iq) (3.2)
für alle n ∈ Z1,TκU und im Fall κ ≥ 3
H−1α.n =
(
H−1α.n−1 0nq×q
0q×nq 0q×q
)
+
(−H−1α.n−1yα.n,2n−1
Iq
)
Ĥ−1α.n
(−zα.n,2n−1H−1α.n−1 Iq) (3.3)
für alle n ∈ Z1,Tκ−1U.
Beweis: Aus der Definition vonH0 bzw. im Fall κ ≥ 1 vonHα.0 folgt sogleichH−10 = s−10
bzw. H−1α.0 = s
−1
α.0. Seien nun κ ≥ 2 und n ∈ Z1,TκU. Dann gilt[(
H−1n−1 0nq×q
0q×nq 0q×q
)
+
(−H−1n−1yn,2n−1
Iq
)
Ĥ−1n
(−zn,2n−1H−1n−1 Iq)]( Hn−1 yn,2n−1zn,2n−1 s2n
)
=
(
Inq H
−1
n−1yn,2n−1
0q×nq 0q×q
)
+
(−H−1n−1yn,2n−1
Iq
)
Ĥ−1n
(
0q×nq Ĥn
)
=
(
Inq H
−1
n−1yn,2n−1
0q×nq 0q×q
)
+
(−H−1n−1yn,2n−1
Iq
)(
0q×nq Iq
)
=
(
Inq H
−1
n−1yn,2n−1
0q×nq 0q×q
)
+
(
0nq×nq −H−1n−1yn,2n−1
0q×nq Iq
)
= I(n+1)q.
Hieraus folgt (3.2). Im Fall κ ≥ 3 kann man unter Beachtung von Teil (a) von Defini-
tion 2.1 dann (3.3) analog beweisen. 
Wir kommen nun zur zentralen Begriffsdefinition dieses Abschnitts. Hierfür benötigen
wir noch folgende Bezeichnung.
Bezeichnung 3.3 Für n ∈ N0 sei En : C → C(n+1)q×q definiert gemäß E0(z) := Iq
bzw. im Fall n ∈ N
En(z) :=

Iq
zIq
...
znIq
 .
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Es sei bemerkt, dass Bezeichnung 3.3 in Verbindung mit Bezeichnung 2.22 eine alter-
native Darstellung eines p×q-Matrixpolynoms P mit degP = n für ein n ∈ N0 liefert:
Es gilt P (z) =
(
P [0] . . . P [n]
)
En(z) für alle z ∈ C.
Definition 3.4 Seien α ∈ R, κ ∈ N und (sj)κj=0 ∈ K>q,κ,α. Weiterhin seien
M〈s〉α.0 := s
−1
0 , L
〈s〉
α.0 := s0s
−1
α.0s0, im Fall κ ≥ 2
M〈s〉α.n := E
∗
n(α)
(
H〈s〉n
)−1
En(α)− E∗n−1(α)
(
H〈s〉n−1
)−1
En−1(α)
für alle n ∈ Z1,TκU und im Fall κ ≥ 3
L〈s〉α.n := z
〈s〉
0,n
(
H〈s〉α.n
)−1
y〈s〉0,n − z〈s〉0,n−1
(
H〈s〉α.n−1
)−1
y〈s〉0,n−1
für alle n ∈ Z1,Tκ−1U. Dann heißt [(L〈s〉α.n)Tκ−1Un=0 ,(M〈s〉α.n)TκUn=0] die rechtsseitige α-Dyuka-
rev-Stieltjes-Parametrisierung von (sj)κj=0. Falls klar ist, von welchem (sj)
κ
j=0 die
Rede ist, lassen wir das 〈s〉 als oberen Index weg.
Der Fall κ = 0 ist für uns wegen K>q,0,α = H>q,0 nicht von Bedeutung, da hier α keine
Rolle mehr spielt. Es sei bemerkt, dass die in Definition 3.4 eingeführten Größen mit
denen in [35, Definition 8.2] im Fall α = 0 und κ =∞ übereinstimmen.
Nun können wir die rechtsseitige α-Dyukarev-Stieltjes-Parametrisierung einer rechtssei-
tig α-Stieltjes-positiv definiten Folge mithilfe der rechtsseitigen α-Stieltjes-Parametri-
sierung jener Folge darstellen (vergleiche [35, Theorem 8.22] im Fall α = 0 und κ =∞).
Dafür benötigen wir einige Hilfsmittel, die wir im folgenden Lemma bereitstellen, das
insbesondere eine Verbindung zu den in Definition 2.23 und Definition 2.30 eingeführ-
ten q×q-Matrixpolynomen herstellt (vergleiche [35, Lemma 8.14], [35, Lemma 8.15],
[35, Lemma 8.19] und [35, Lemma 8.20] für den Fall κ =∞).
Lemma 3.5 Seien α ∈ R, κ ∈ N , (sj)κj=0 ∈ K>q,κ,α, (Qα.j)κj=0 die rechtsseitige α-
Stieltjes-Parametrisierung von (sj)κj=0 und [(Lα.n)
Tκ−1U
n=0 ,(Mα.n)
TκU
n=0] die rechtsseitige α-
Dyukarev-Stieltjes-Parametrisierung von (sj)κj=0. Weiterhin seien (Pn)
Tκ+1U
n=0 das moni-
sche links-orthogonale System von Matrixpolynomen bezüglich (sj)κj=0 und (P
〈s〉
n )
Tκ+1U
n=0
das linke System von Matrixpolynomen zweiter Art bezüglich (sj)κj=0. Dann gelten fol-
gende Aussagen:
(a) Sei n ∈ Z0,TκU. Dann gilt
Mα.n = P
∗
n(α)Q
−1
α.2nPn(α).
(b) Sei n ∈ Z1,Tκ+1U. Dann gilt
Pn(α) = (−1)n
n−1←−∏
j=0
Qα.2j+1Q
−1
α.2j.
(c) Sei n ∈ Z0,Tκ−1U. Dann gilt
Lα.n =
(
P 〈s〉n+1(α) +Qα.2n+1Q
−1
α.2nP
〈s〉
n (α)
)∗
Q−1α.2n+1
· (P 〈s〉n+1(α) +Qα.2n+1Q−1α.2nP 〈s〉n (α)) .
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(d) Seien κ ≥ 3 und n ∈ Z1,Tκ−1U. Dann gilt
P 〈s〉n+1(α) +Qα.2n+1Q
−1
α.2nP
〈s〉
n (α) = (−1)nQα.2n
n−1←−∏
j=0
Q−1α.2j+1Qα.2j.
Beweis: Wegen Teil (c) von Satz 2.8 ist (Qα.j)κj=0 eine Folge von regulären Matrizen.
Zu (a): Wegen Satz 2.26, Teil (a) von Definition 2.2 und Definition 3.4 gilt
P ∗0 (α)Q
−1
α.0P0(α) = I
∗
q s
−1
0 Iq = s
−1
0 = Mα.0.
Seien nun κ ≥ 2 und n ∈ Z1,TκU. Wegen Definition 3.4, Lemma 3.2, Satz 2.24 und Teil
(a) von Definition 2.2 gilt dann
Mα.n = E
∗
n(α)H
−1
n En(α)− E∗n−1(α)H−1n−1En−1(α)
= E∗n(α)
(
H−1n − diag(H−1n−1, 0q×q)
)
En(α)
= E∗n(α)
(−zn,2n−1H−1n−1 Iq)∗ Ĥ−1n (−zn,2n−1H−1n−1 Iq)En(α)
= P ∗n(α)Q
−1
α.2nPn(α).
Zu (b): Sei [(Cn)
Tκ+1U
n=1 ,(Dn)
TκU
n=0] die kanonische Hankel-Parametrisierung von (sj)
κ
j=0.
Wegen Satz 2.26 gelten dann P0 ≡ Iq,
P1(z) = (zIq − C1D−10 )P0(z) (3.4)
für alle z ∈ C und im Fall κ ≥ 3
Pn(z) = (zIq − CnD−1n−1)Pn−1(z)−Dn−1D−1n−2Pn−2(z) (3.5)
für alle z ∈ C und n ∈ Z2,Tκ+1U. Wir zeigen die Behauptung mithilfe vollständiger
Induktion. Wegen (3.4), Definition 2.11 und Teil (a) von Definition 2.2 gilt
P1(α) = (αIq − C1D−10 )P0(α) = αIq − s1s−10 = −(−αs0 + s1)s−10 = −Qα.1Q−1α.0.
Seien nun κ ≥ 3, n ∈ Z2,Tκ+1U und
Pk(α) = (−1)k
k−1←−∏
j=0
Qα.2j+1Q
−1
α.2j (3.6)
für alle k ∈ Z1,n−1 erfüllt. Hieraus folgt wegen P0 ≡ Iq dann
Pk(α) = −Qα.2k−1Q−1α.2k−2Pk−1(α) (3.7)
für alle k ∈ Z1,n−1. Wegen [34, Lemma 6.9] und Teil (a) von Definition 2.2 gilt
Qα.2n−1 = s2n−1 − Λn−1 − (αIq +Qα.2n−2Q−1α.2n−3)Qα.2n−2,
also wegen Definition 2.11 und Teil (a) von Definition 2.2 gilt dann
Qα.2n−1Q−1α.2n−2 = CnD
−1
n−1 − αIq −Qα.2n−2Q−1α.2n−3.
Hieraus folgt dann
αIq − CnD−1n−1 = −Qα.2n−1Q−1α.2n−2 −Qα.2n−2Q−1α.2n−3.
Hieraus folgt wegen (3.5), Definition 2.11, Teil (a) von Definition 2.2, (3.7) und (3.6)
nun
Pn(α) = (αIq − CnD−1n−1)Pn−1(α)−Dn−1D−1n−2Pn−2(α)
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= (−Qα.2n−1Q−1α.2n−2 −Qα.2n−2Q−1α.2n−3)Pn−1(α)−Qα.2n−2Q−1α.2n−4Pn−2(α)
= −Qα.2n−1Q−1α.2n−2Pn−1(α) +Qα.2n−2Q−1α.2n−3Qα.2n−3Q−1α.2n−4Pn−2(α)
−Qα.2n−2Q−1α.2n−4Pn−2(α)
= −Qα.2n−1Q−1α.2n−2Pn−1(α)
= (−1)n
n−1←−∏
j=0
Qα.2j+1Q
−1
α.2j.
Zu (c): Wegen Bemerkung 2.31, Teil (a) von Definition 2.2 und Definition 3.4 gilt[
P 〈s〉1 (α) +Qα.1Q
−1
α.0P
〈s〉
0 (α)
]∗
Q−1α.1
[
P 〈s〉1 (α) +Qα.1Q
−1
α.0P
〈s〉
0 (α)
]
=
(
s0 + sα.0s
−1
0 0q×q
)∗
s−1α.0
(
s0 + sα.0s
−1
0 0q×q
)
= s0s
−1
α.0s0 = Lα.0.
Seien nun κ ≥ 2 und n ∈ Z1,Tκ−1U. Wegen (b) gilt dann
Pn+1(α) = −Qα.2n+1Q−1α.2nPn(α). (3.8)
Sei (Pα.n)
TκU
n=0 das monische links-orthogonale System von Matrixpolynomen bezüglich
(sα.j)
κ−1
j=0 . Wegen Lemma 2.28, Teil (a) von Definition 2.2 und (3.8) gilt dann
(z − α)Pα.n(z) =
[
Pn+1(z) +Qα.2n+1Q
−1
α.2nPn(z)
]− [Pn+1(α) +Qα.2n+1Q−1α.2nPn(α)] .
Hieraus folgt wegen [18, Remark 4.2], [18, Lemma 4.3] und Satz 2.24 dann
P 〈s〉n+1(α) +Qα.2n+1Q
−1
α.2nP
〈s〉
n (α) =
[
Pn+1(α) +Qα.2n+1Q
−1
α.2nPn(α)
]〈s〉
=
(
P
[0]
α.n . . . P
[n]
α.n
)
y0,n
=
(−zα.n,2n−1H−1α.n−1 Iq) y0,n.
Hieraus folgt wegen Definition 3.4, Lemma 3.2 und Teil (a) von Definition 2.2 nun
Lα.n = z0,nH
−1
α.ny0,n − z0,n−1H−1α.n−1y0,n−1
= z0,n
(
H−1α.n − diag(H−1α.n−1, 0q×q)
)
y0,n
= z0,n
(−H−1α.n−1yα.n,2n−1
Iq
)
Ĥ−1α.n
(−zα.n,2n−1H−1α.n−1 Iq) y0,n
=
[
P 〈s〉n+1(α) +Qα.2n+1Q
−1
α.2nP
〈s〉
n (α)
]∗
Q−1α.2n+1
[
P 〈s〉n+1(α) +Qα.2n+1Q
−1
α.2nP
〈s〉
n (α)
]
.
Zu (d): Sei [(Cn)
Tκ+1U
n=1 ,(Dn)
TκU
n=0] die kanonische Hankel-Parametrisierung von (sj)
κ
j=0.
Wegen Satz 2.32 gelten dann P 〈s〉0 ≡ 0q×q, P 〈s〉1 ≡ D0 und
P 〈s〉n (z) = (zIq − CnD−1n−1)P 〈s〉n−1(z)−Dn−1D−1n−2P 〈s〉n−2(z) (3.9)
für alle z ∈ C und n ∈ Z2,Tκ+1U. Wir zeigen die Behauptung mithilfe vollständiger
Induktion. Wegen [34, Lemma 6.9] und Teil (a) von Definition 2.2 gilt
Qα.2n+1 = s2n+1 − Λn − (αIq +Qα.2nQ−1α.2n−1)Qα.2n
für alle n ∈ Z1,Tκ−1U, also wegen Definition 2.11 und Teil (a) von Definition 2.2 gilt
dann
Qα.2n+1Q
−1
α.2n = Cn+1D
−1
n − αIq +Qα.2nQ−1α.2n−1
für alle n ∈ Z1,Tκ−1U. Hieraus folgt dann
αIq − Cn+1D−1n = −Qα.2n+1Q−1α.2n −Qα.2nQ−1α.2n−1 (3.10)
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für alle n ∈ Z1,Tκ−1U. Hieraus folgt wegen (3.9), Definition 2.11 und Teil (a) von Defini-
tion 2.2 nun
P 〈s〉2 (α) = (αIq − C2D−11 )P 〈s〉1 (α)−D1D−10 P 〈s〉0 (α)
= (−Qα.3Q−1α.2 −Qα.2Q−1α.1)P 〈s〉1 (α)−Qα.2Q−1α.0P 〈s〉0 (α).
Hieraus folgt wegen P 〈s〉0 ≡ 0q×q und P 〈s〉1 ≡ Qα.0 dann
P 〈s〉2 (α) +Qα.3Q
−1
α.2P
〈s〉
1 (α) = −Qα.2Q−1α.1Qα.0.
Seien nun κ ≥ 5, n ∈ Z2,Tκ−1U und
P 〈s〉k+1(α) +Qα.2k+1Q
−1
α.2kP
〈s〉
k (α) = (−1)kQα.2k
k−1←−∏
j=0
Q−1α.2j+1Qα.2j (3.11)
für alle k ∈ Z1,n−1 erfüllt. Hieraus folgt wegen P 〈s〉0 ≡ 0q×q und P 〈s〉1 ≡ Qα.0 dann
P 〈s〉k+1(α) +Qα.2k+1Q
−1
α.2kP
〈s〉
k (α)
= −Qα.2kQ−1α.2k−1
(
P 〈s〉k (α) +Qα.2k−1Q
−1
α.2k−2P
〈s〉
k−1(α)
)
für alle k ∈ Z1,n−1. Hieraus folgt wegen (3.9), (3.10), Definition 2.11, Teil (a) von
Definition 2.2 und (3.11) nun
P 〈s〉n+1(α) +Qα.2n+1Q
−1
α.2nP
〈s〉
n (α)
= (αIq − Cn+1D−1n )P 〈s〉n (α)−DnD−1n−1P 〈s〉n−1(α) +Qα.2n+1Q−1α.2nP 〈s〉n (α)
= (−Qα.2n+1Q−1α.2n −Qα.2nQ−1α.2n−1)P 〈s〉n (α)
−Qα.2nQ−1α.2n−2P 〈s〉n−1(α) +Qα.2n+1Q−1α.2nP 〈s〉n (α)
= −Qα.2nQ−1α.2n−1P 〈s〉n (α)−Qα.2nQ−1α.2n−1Qα.2n−1Q−1α.2n−2P 〈s〉n−1(α)
= −Qα.2nQ−1α.2n−1
[
P 〈s〉n (α) +Qα.2n−1Q
−1
α.2n−2P
〈s〉
n−1(α)
]
= (−1)nQα.2n
n−1←−∏
j=0
Q−1α.2j+1Qα.2j. 
Satz 3.6 Seien α ∈ R, κ ∈ N, (sj)κj=0 ∈ K>q,κ,α und (Qα.j)κj=0 die rechtsseitige α-
Stieltjes-Parametrisierung von (sj)κj=0. Weiterhin sei [(Lα.n)
Tκ−1U
n=0 ,(Mα.n)
TκU
n=0] die rechts-
seitige α-Dyukarev-Stieltjes-Parametrisierung von (sj)κj=0. Dann gelten Mα.0 = Q
−1
α.0,
Lα.n =
 n−→∏
j=0
Qα.2jQ
−1
α.2j+1
Qα.2n+1
 n−→∏
j=0
Qα.2jQ
−1
α.2j+1
∗
für alle n ∈ Z0,Tκ−1U und im Fall κ ≥ 2
Mα.n =
n−1−→∏
j=0
Q−1α.2jQα.2j+1
Q−1α.2n
n−1−→∏
j=0
Q−1α.2jQα.2j+1
∗
für alle n ∈ Z1,TκU.
Beweis: Wegen Teil (c) von Satz 2.8 ist (Qα.j)κj=0 eine Folge von positiv hermiteschen
und insbesondere regulären Matrizen. Wegen Teil (a) von Definition 2.2, der Definition
68
3 Die α-Dyukarev-Stieltjes-Parametrisierung von α-Stieltjes-positiv definiten Folgen
von Ĥ0 und Ĥα.0 sowie Definition 3.4 gelten
Q−1α.0 = Ĥ
−1
0 = s
−1
0 = Mα.0
und
(Qα.0Q
−1
α.1)Qα.1(Qα.0Q
−1
α.1)
∗ = Qα.0Q−1α.1Qα.1Q
−∗
α.1Q
∗
α.0
= Qα.0Q
−1
α.1Qα.0 = Ĥ0Ĥ
−1
α.0Ĥ0 = s0s
−1
α.0s0 = Lα.0.
Seien nun κ ≥ 2 und (Pn)Tκ+1Un=0 das monische links-orthogonale System von Matrixpo-
lynomen bezüglich (sj)κj=0. Wegen der Teile (a) und (b) von Lemma 3.5 gilt dann
Mα.n = P
∗
n(α)Qα.2nPn(α)
= (−1)n
n−1←−∏
j=0
Qα.2j+1Q
−1
α.2j
∗Qα.2n(−1)n n−1←−∏
j=0
Qα.2j+1Q
−1
α.2j
=
n−1−→∏
j=0
Q−1α.2jQα.2j+1
Qα.2n
n−1−→∏
j=0
Q−1α.2jQα.2j+1
∗
für alle n ∈ Z1,TκU. Seien nun κ ≥ 3 und (P 〈s〉n )Tκ+1Un=0 das linke System von Matrixpoly-
nomen zweiter Art bezüglich (sj)κj=0. Wegen Teil (d) von Lemma 3.5 gelten
P 〈s〉n+1(α) +Qα.2n+1Q
−1
α.2nP
〈s〉
n (α) = (−1)nQα.2n
n−1←−∏
j=0
Q−1α.2j+1Qα.2j
= (−1)nQα.2n+1Q−1α.2n+1Qα.2n
n−1←−∏
j=0
Q−1α.2j+1Qα.2j
= (−1)nQα.2n+1
n←−∏
j=0
Q−1α.2j+1Qα.2j
und (
P 〈s〉n+1(α) +Qα.2n+1Q
−1
α.2nP
〈s〉
n (α)
)∗
= (−1)n
Qα.2n+1 n←−∏
j=0
Q−1α.2j+1Qα.2j
∗
= (−1)n
 n−→∏
j=0
Qα.2jQ
−1
α.2j+1
Qα.2n+1
für alle n ∈ Z1,Tκ−1U. Hieraus und aus Teil (c) von Lemma 3.5 folgt dann
Lα.n =
[
P 〈s〉n+1(α) +Qα.2n+1Q
−1
α.2nP
〈s〉
n (α)
]∗
Q−1α.2n+1
[
P 〈s〉n+1(α) +Qα.2n+1Q
−1
α.2nP
〈s〉
n (α)
]
= (−1)n
 n−→∏
j=0
Qα.2jQ
−1
α.2j+1
Qα.2n+1Q−1α.2n+1(−1)nQα.2n+1 n←−∏
j=0
Q−1α.2j+1Qα.2j
=
 n−→∏
j=0
Qα.2jQ
−1
α.2j+1
Qα.2n+1
 n−→∏
j=0
Qα.2jQ
−1
α.2j+1
∗
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für alle n ∈ Z1,Tκ−1U. 
Folgendes Resultat zeigt nun, dass die einzelnen Matrizen der rechtsseitigen α-Dyu-
karev-Stieltjes-Parametrisierung einer rechtsseitig α-Stieltjes-positiv definiten Folge je-
weils positiv hermitesch und somit regulär sind (vergleiche [35, Remark 8.23] für den
Fall α = 0 und κ =∞).
Bemerkung 3.7 Seien α ∈ R, κ ∈ N, (sj)κj=0 ∈ K>q,κ,α und [(Lα.n)Tκ−1Un=0 ,(Mα.n)TκUn=0]
die rechtsseitige α-Dyukarev-Stieltjes-Parametrisierung von (sj)κj=0. Dann sind Lα.n
für alle n ∈ Z0,Tκ−1U und Mα.n für alle n ∈ Z0,TκU positiv hermitesch und insbesondere
regulär.
Beweis: Dies folgt wegen Teil (c) von Satz 2.8 und Satz 3.6 aus Lemma C.1. 
Umgekehrt können wir nun die rechtsseitige α-Stieltjes-Parametrisierung einer rechts-
seitig α-Stieltjes-positiv definiten Folge mithilfe der rechtsseitigen α-Dyukarev-Stieltjes-
Parametrisierung jener Folge beschreiben (vergleiche [35, Theorem 8.24] für den Fall
α = 0 und κ =∞).
Satz 3.8 Seien α ∈ R, κ ∈ N, (sj)κj=0 ∈ K>q,κ,α und (Qα.j)κj=0 die rechtsseitige α-
Stieltjes-Parametrisierung von (sj)κj=0. Weiterhin sei [(Lα.n)
Tκ−1U
n=0 ,(Mα.n)
TκU
n=0] die rechts-
seitige α-Dyukarev-Stieltjes-Parametrisierung von (sj)κj=0. Dann gelten Qα.0 = M
−1
α.0,
Qα.2n+1 =
 n−→∏
j=0
Mα.jLα.j
−∗ Lα.n
 n−→∏
j=0
Mα.jLα.j
−1
für alle n ∈ Z0,Tκ−1U und im Fall κ ≥ 2
Qα.2n =
n−1−→∏
j=0
Mα.jLα.j
−∗M−1α.n
n−1−→∏
j=0
Mα.jLα.j
−1
für alle n ∈ Z0,TκU.
Beweis: Dies folgt wegen Teil (c) von Satz 2.8 und Satz 3.6 aus Lemma C.1. 
Wir können nun rekursiv die einzelnen Folgenglieder einer rechtsseitig α-Stieltjes-
positiv definiten Folge mithilfe ihrer α-Dyukarev-Stieltjes-Parametrisierung ausdrücken
(vergleiche [35, Proposition 8.26] für den Fall α = 0 und κ =∞).
Satz 3.9 Seien α ∈ R, κ ∈ N, (sj)κj=0 ∈ K>q,κ,α und [(Lα.n)Tκ−1Un=0 ,(Mα.n)TκUn=0] die rechts-
seitige α-Dyukarev-Stieltjes-Parametrisierung von (sj)κj=0. Dann gelten s0 = M
−1
α.0,
s1 = αs0 + (Mα.0Lα.0)
−∗Lα.0(Mα.0Lα.0)−1, im Fall κ ≥ 2
s2n =
n−1−→∏
j=0
Mα.jLα.j
−∗M−1α.n
n−1−→∏
j=0
Mα.jLα.j
−1 + zn,2n−1H−1n−1yn,2n−1
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für alle n ∈ Z1,TκU und im Fall κ ≥ 3
s2n+1 = αs2n +
 n−→∏
j=0
Mα.jLα.j
−∗ Lα.n
 n−→∏
j=0
Mα.jLα.j
−1 + zα.n,2n−1H−1α.n−1yα.n,2n−1
für alle n ∈ Z1,Tκ−1U.
Beweis: Dies folgt aus Teil (a) von Bemerkung 2.3 und Satz 3.8. 
Wir können nun bei beliebig vorgegebenem α ∈ R mithilfe zweier Folgen von positiv
hermiteschen Matrizen eine rechtsseitige α-Stieltjes-positiv definite Folge konstruie-
ren, sodass jene zwei Folgen die rechtsseitige α-Dyukarev-Stieltjes-Parametrisierung
der konstruierten Folge bilden (vergleiche [35, Proposition 8.27] für den Fall α = 0 und
κ =∞).
Satz 3.10 Seien α ∈ R, κ ∈ N sowie (Lα.n)Tκ−1Un=0 und (Mα.n)TκUn=0 Folgen von po-
sitiv hermiteschen Matrizen aus Cq×q. Weiterhin seien durch rekursive Konstruktion
s0 := M
−1
α.0, s1 := αs0 + (Mα.0Lα.0)
−∗Lα.0(Mα.0Lα.0)−1, im Fall κ ≥ 2
s2n :=
n−1−→∏
j=0
Mα.jLα.j
−∗M−1α.n
n−1−→∏
j=0
Mα.jLα.j
−1 + zn,2n−1H−1n−1yn,2n−1
für alle n ∈ Z1,TκU und im Fall κ ≥ 3
s2n+1 := αs2n +
 n−→∏
j=0
Mα.jLα.j
−∗ Lα.n
 n−→∏
j=0
Mα.jLα.j
−1 + zα.n,2n−1H−1α.n−1yα.n,2n−1
für alle n ∈ Z1,Tκ−1U. Dann gilt (sj)κj=0 ∈ K>q,κ,α und [(Lα.n)Tκ−1Un=0 ,(Mα.n)TκUn=0] ist die
rechtsseitige α-Dyukarev-Stieltjes-Parametrisierung von (sj)κj=0.
Beweis: Sei (Qα.j)κj=0 die rechtsseitige α-Stieltjes-Parametrisierung von (sj)
κ
j=0. Wegen
Teil (a) von Bemerkung 2.3 gelten dann s0 = Qα.0, s1 = αs0 +Qα.1, im Fall κ ≥ 2
s2n = Qα.2n + zn,2n−1H+n−1yn,2n−1
für alle n ∈ Z1,TκU und im Fall κ ≥ 3
s2n+1 = αs2n +Qα.2n+1 + zα.n,2n−1H+α.n−1yα.n,2n−1
für alle n ∈ Z1,Tκ−1U. Hieraus folgt aus der Definition der Folge (sj)κj=0 dann
Qα.0 = M
−1
α.0,
Qα.2n+1 =
 n−→∏
j=0
Mα.jLα.j
−∗ Lα.n
 n−→∏
j=0
Mα.jLα.j
−1 (3.12)
für alle n ∈ Z0,Tκ−1U und im Fall κ ≥ 2
Qα.2n =
n−1−→∏
j=0
Mα.jLα.j
−∗M−1α.n
n−1−→∏
j=0
Mα.jLα.j
−1 (3.13)
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für alle n ∈ Z1,TκU. Hieraus folgt aus der Tatsache, dass (Lα.n)Tκ−1Un=0 und (Mα.n)TκUn=0
Folgen von positiv hermiteschen Matrizen aus Cq×q sind, dann, dass auch (Qα.j)κj=0
eine Folge von positiv hermiteschen Matrizen aus Cq×q ist. Somit gilt wegen Teil (c)
von Satz 2.8 dann (sj)κj=0 ∈ K>q,κ,α. Wegen Qα.0 = M−1α.0, (3.12), (3.13) und Lemma C.2
gelten Mα.0 = Q−1α.0,
Lα.n =
 n−→∏
j=0
Qα.2jQ
−1
α.2j+1
Qα.2n+1
 n−→∏
j=0
Qα.2jQ
−1
α.2j+1
∗
für alle n ∈ Z0,Tκ−1U und im Fall κ ≥ 2
Mα.n =
n−1−→∏
j=0
Q−1α.2jQα.2j+1
Q−1α.2n
n−1−→∏
j=0
Q−1α.2jQα.2j+1
∗
für alle n ∈ Z1,TκU. Hieraus folgt wegen Satz 3.6 dann, dass [(Lα.n)Tκ−1Un=0 ,(Mα.n)TκUn=0] die
rechtsseitige α-Dyukarev-Stieltjes-Parametrisierung von (sj)κj=0 ist. 
3.2 Der linksseitige Fall
Folgende Bemerkung ist von fundamentaler Bedeutung für unser weiteres Vorgehen.
Sie erlaubt uns die Betrachtung der Inversen der für uns relevanten Hankel-Matrizen.
Wir werden im weiteren Verlauf nicht mehr explizit dieses Resultat aufrufen.
Bemerkung 3.11 Seien α ∈ R, κ ∈ N0 und (sj)κj=0 ∈ L>q,κ,α. Dann sind Hn für alle
n ∈ Z0,TκU und im Fall κ ≥ 1 auch Hα/n für alle n ∈ Z0,Tκ−1U positiv hermitesch und
insbesondere regulär.
Beweis: Sei tj := (−1)jsj für alle j ∈ [κ]0. Wegen Teil (a) von Bemerkung 1.17 gilt
dann (tj)κj=0 ∈ K>q,κ,−α. Hieraus folgt unter Beachtung von Teil (b) von Lemma 1.16
und Teil (b) von Lemma 2.5 wegen Bemerkung 3.1 dann die Behauptung. 
Folgendes Lemma erlaubt uns eine Darstellung der Inversen der für uns relevanten
Hankel-Matrizen.
Lemma 3.12 Seien α ∈ R, κ ∈ N0 und (sj)κj=0 ∈ L>q,κ,α. Dann gelten H−10 = s−10 und
im Fall κ ≥ 1 auch H−1α.0 = s−1α.0 sowie im Fall κ ≥ 2
H−1n =
(
H−1n−1 0nq×q
0q×nq 0q×q
)
+
(−H−1n−1yn,2n−1
Iq
)
Ĥ−1n
(−zn,2n−1H−1n−1 Iq) (3.14)
für alle n ∈ Z1,TκU und im Fall κ ≥ 3
H−1α/n =
(
H−1α/n−1 0nq×q
0q×nq 0q×q
)
+
(−H−1α/n−1yα/n,2n−1
Iq
)
Ĥ−1α.n
(−zα/n,2n−1H−1α/n−1 Iq)
(3.15)
für alle n ∈ Z1,Tκ−1U.
72
3 Die α-Dyukarev-Stieltjes-Parametrisierung von α-Stieltjes-positiv definiten Folgen
Beweis: Aus der Definition vonH0 bzw. im Fall κ ≥ 1 vonHα/0 folgt sogleichH−10 = s−10
bzw. H−1α/0 = s
−1
α.0. Der Beweis von (3.14) im Fall κ ≥ 2 wurde schon im Beweis von
Lemma 3.2 ausgeführt. Im Fall κ ≥ 3 kann man unter Beachtung von Teil (b) von
Definition 2.1 dann (3.15) analog beweisen. 
Wir kommen nun zur zentralen Begriffsdefinition dieses Abschnitts.
Definition 3.13 Seien α ∈ R, κ ∈ N und (sj)κj=0 ∈ L>q,κ,α. Weiterhin seien
M〈s〉α/0 := s
−1
0 , L
〈s〉
α/0 := s0s
−1
α/0s0, im Fall κ ≥ 2
M〈s〉α/n := E
∗
n(α)
(
H〈s〉n
)−1
En(α)− E∗n−1(α)
(
H〈s〉n−1
)−1
En−1(α)
für alle n ∈ Z1,TκU und im Fall κ ≥ 3
L〈s〉α/n := z
〈s〉
0,n
(
H〈s〉α/n
)−1
y〈s〉0,n − z〈s〉0,n−1
(
H〈s〉α/n−1
)−1
y〈s〉0,n−1
für alle n ∈ Z1,Tκ−1U. Dann heißt [(L〈s〉α/n)Tκ−1Un=0 ,(M〈s〉α/n)TκUn=0] die linksseitige α-Dyuka-
rev-Stieltjes-Parametrisierung von (sj)κj=0. Falls klar ist, von welchem (sj)
κ
j=0 die
Rede ist, lassen wir das 〈s〉 als oberen Index weg.
Der Fall κ = 0 ist für uns wegen L>q,0,α = H>q,0 nicht von Bedeutung, da hier α keine
Rolle mehr spielt.
Wir werden die folgenden Resultate hauptsächlich mithilfe den entsprechenden Resul-
taten für den rechtsseitigen Fall beweisen. Hierfür wird uns das nächste Lemma den
benötigten Zusammenhang liefern.
Lemma 3.14 Seien α ∈ R, κ ∈ N, (sj)κj=0 eine Folge aus Cq×q und tj := (−1)jsj für
alle j ∈ Z0,κ. Dann gelten folgende Aussagen:
(a) Es sind folgende Aussagen äquivalent:
(i) Es gilt (sj)κj=0 ∈ K>q,κ,α.
(ii) Es gilt (tj)κj=0 ∈ L>q,κ,−α.
(b) Seien n ∈ N0 und z ∈ C. Dann gilt
En(−z) = VnEn(z).
(c) Sei nun (i) erfüllt. Weiterhin seien [(L〈s〉α.n)
Tκ−1U
n=0 ,(M
〈s〉
α.n)
TκU
n=0] die rechtsseitige α-
Dyukarev-Stieltjes-Parametrisierung von (sj)κj=0 und [(L
〈t〉
−α/n)
Tκ−1U
n=0 ,(M
〈t〉
−α/n)
TκU
n=0]
die linksseitige −α-Dyukarev-Stieltjes-Parametrisierung von (tj)κj=0. Dann gelten
L
〈t〉
−α/n = L
〈s〉
α.n
für alle n ∈ Z0,Tκ−1U und
M
〈t〉
−α/n = M
〈s〉
α.n
für alle n ∈ Z0,TκU.
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Beweis: Zu (a): Dies folgt aus Teil (a) von Bemerkung 1.17.
Zu (b): Es gelten E0(z) = Iq = E0(−z) und
VnEn(z) =

Iq
−zIq
...
(−1)nznIq
 = En(−z).
Zu (c): Es gilt
M
〈t〉
−α/0 = t
−1
0 = s
−1
0 = M
〈s〉
α.0.
Wegen Teil (a) von Lemma 2.5 gilt weiterhin
L
〈t〉
−α/0 = t0t
−1
−α/0t0 = s0s
−1
α/0s0 = L
〈s〉
α.0.
Sei nun κ ≥ 2 und n ∈ Z1,TκU. Wegen (b) und der Teile (a) und (b) von Lemma 1.16
gilt dann
M
〈t〉
−α/n = E
∗
n(−α)
(
H
〈t〉
n
)−1
En(−α)− E∗n−1(−α)
(
H
〈t〉
n−1
)−1
En−1(−α)
= E∗n(α)V
∗
n Vn
(
H〈s〉n
)−1
V ∗n VnEn(α)− E∗n−1(α)V ∗n−1Vn−1
(
H〈s〉n
)−1
V ∗n−1Vn−1En−1(α)
= E∗n(α)
(
H〈s〉n
)−1
En(α)− E∗n−1(α)
(
H〈s〉n
)−1
En−1(α) = M
〈s〉
α.n.
Seien nun κ ≥ 3 und n ∈ Z1,Tκ−1U. Wegen der Teile (a) und (d) von Lemma 1.16 sowie
Teil (b) von Lemma 2.5 gilt dann
L
〈t〉
−α/n = z
〈t〉
0,n
(
H
〈t〉
−α/n
)−1
y
〈t〉
0,n − z〈t〉0,n−1
(
H
〈t〉
−α/n−1
)−1
y
〈t〉
0,n−1
= z〈s〉0,nV
∗
n Vn
(
H〈s〉α.n
)−1
V ∗n Vny
〈s〉
0,n − z〈s〉0,n−1V ∗n−1Vn−1
(
H〈s〉α.n−1
)−1
V ∗n−1Vn−1y
〈s〉
0,n−1
= z〈s〉0,n
(
H〈s〉α.n
)−1
y〈s〉0,n − z〈s〉0,n−1
(
H〈s〉α.n−1
)−1
y〈s〉0,n−1 = L
〈s〉
α.n. 
Nun können wir die linksseitige α-Dyukarev-Stieltjes-Parametrisierung einer linksseitig
α-Stieltjes-positiv definiten Folge mithilfe der linksseitigen α-Stieltjes-Parametrisierung
jener Folge darstellen.
Satz 3.15 Seien α ∈ R, κ ∈ N, (sj)κj=0 ∈ L>q,κ,α und (Qα/j)κj=0 die linksseitige α-
Stieltjes-Parametrisierung von (sj)κj=0. Weiterhin sei [(Lα/n)
Tκ−1U
n=0 ,(Mα/n)
TκU
n=0] die links-
seitige α-Dyukarev-Stieltjes-Parametrisierung von (sj)κj=0. Dann gelten Mα/0 = Q
−1
α/0,
Lα/n =
 n−→∏
j=0
Qα/2jQ
−1
α/2j+1
Qα/2n+1
 n−→∏
j=0
Qα/2jQ
−1
α/2j+1
∗
für alle n ∈ Z0,Tκ−1U und im Fall κ ≥ 2
Mα/n =
n−1−→∏
j=0
Q−1α/2jQα.2j+1
Q−1α/2n
n−1−→∏
j=0
Q−1α/2jQα/2j+1
∗
für alle n ∈ Z1,TκU.
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Beweis: Dies folgt wegen Bemerkung 2.6 und der Teile (a) und (c) von Lemma 3.14
aus Satz 3.6. 
Folgendes Resultat zeigt nun, dass die einzelnen Matrizen der linksseitigen α-Dyukarev-
Stieltjes-Parametrisierung einer linksseitig α-Stieltjes-positiv definiten Folge jeweils po-
sitiv hermitesch und somit regulär sind.
Bemerkung 3.16 Seien α ∈ R, κ ∈ N, (sj)κj=0 ∈ L>q,κ,α und [(Lα/n)Tκ−1Un=0 ,(Mα/n)TκUn=0]
die linksseitige α-Dyukarev-Stieltjes-Parametrisierung von (sj)κj=0. Dann sind Lα/n für
alle n ∈ Z0,Tκ−1U und Mα/n für alle n ∈ Z0,TκU positiv hermitesch und insbesondere
regulär.
Beweis: Dies folgt wegen der Teile (a) und (c) von Lemma 3.14 aus Bemerkung 3.7. 
Umgekehrt können wir nun die linksseitige α-Stieltjes-Parametrisierung einer linkssei-
tig α-Stieltjes-positiv definiten Folge mithilfe der linksseitigen α-Dyukarev-Stieltjes-
Parametrisierung jener Folge beschreiben.
Satz 3.17 Seien α ∈ R, κ ∈ N, (sj)κj=0 ∈ L>q,κ,α und (Qα/j)κj=0 die linksseitige α-
Stieltjes-Parametrisierung von (sj)κj=0. Weiterhin sei [(Lα/n)
Tκ−1U
n=0 ,(Mα/n)
TκU
n=0] die links-
seitige α-Dyukarev-Stieltjes-Parametrisierung von (sj)κj=0. Dann gelten Qα/0 = M
−1
α/0,
Qα/2n+1 =
 n−→∏
j=0
Mα/jLα/j
−∗ Lα/n
 n−→∏
j=0
Mα/jLα/j
−1
für alle n ∈ Z0,Tκ−1U und im Fall κ ≥ 2
Qα/2n =
n−1−→∏
j=0
Mα/jLα/j
−∗M−1α/n
n−1−→∏
j=0
Mα/jLα/j
−1
für alle n ∈ Z0,TκU.
Beweis: Dies folgt wegen Bemerkung 2.6 und der Teile (a) und (c) von Lemma 3.14
aus Satz 3.8. 
Wir können nun rekursiv die einzelnen Folgenglieder einer linksseitig α-Stieltjes-positiv
definiten Folge mithilfe ihrer α-Dyukarev-Stieltjes-Parametrisierung ausdrücken.
Satz 3.18 Seien α ∈ R, κ ∈ N, (sj)κj=0 ∈ L>q,κ,α und [(Lα/n)Tκ−1Un=0 ,(Mα/n)TκUn=0] die
linksseitige α-Dyukarev-Stieltjes-Parametrisierung von (sj)κj=0. Dann gelten s0 = M
−1
α/0,
s1 = αs0 − (Mα/0Lα/0)−∗Lα/0(Mα/0Lα/0)−1, im Fall κ ≥ 2
s2n =
n−1−→∏
j=0
Mα/jLα/j
−∗M−1α/n
n−1−→∏
j=0
Mα/jLα/j
−1 + zn,2n−1H+n−1yn,2n−1
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für alle n ∈ Z1,TκU und im Fall κ ≥ 3
s2n+1 = αs2n −
 n−→∏
j=0
Mα/jLα/j
−∗ Lα/n
 n−→∏
j=0
Mα/jLα/j
−1 − zα/n,2n−1H+α/n−1yα/n,2n−1
für alle n ∈ Z1,Tκ−1U.
Beweis: Dies folgt aus Teil (b) von Bemerkung 2.3 und Satz 3.17. 
Wir können nun bei beliebig vorgegebenen α ∈ R mithilfe zweier Folgen von positiv
hermiteschen Matrizen eine linksseitige α-Stieltjes-positiv definite Folge konstruieren,
sodass jene zwei Folgen die linksseitige α-Dyukarev-Stieltjes-Parametrisierung der kon-
struierten Folge bilden.
Satz 3.19 Seien α ∈ R, κ ∈ N sowie (Lα/n)Tκ−1Un=0 und (Mα/n)TκUn=0 Folgen von po-
sitiv hermiteschen Matrizen aus Cq×q. Weiterhin seien durch rekursive Konstruktion
s0 := M
−1
α/0, s1 := αs0 − (Mα/0Lα/0)−∗Lα/0(Mα/0Lα/0)−1, im Fall κ ≥ 2
s2n :=
n−1−→∏
j=0
Mα/jLα/j
−∗M−1α/n
n−1−→∏
j=0
Mα/jLα/j
−1 + zn,2n−1H+n−1yn,2n−1
für alle n ∈ Z1,TκU und im Fall κ ≥ 3
s2n+1 := αs2n −
 n−→∏
j=0
Mα/jLα/j
−∗ Lα/n
 n−→∏
j=0
Mα/jLα/j
−1 − zα/n,2n−1H+α/n−1yα/n,2n−1
für alle n ∈ Z1,Tκ−1U. Dann gilt (sj)κj=0 ∈ L>q,κ,α und [(Lα/n)Tκ−1Un=0 ,(Mα/n)TκUn=0] ist die
linksseitige α-Dyukarev-Stieltjes-Parametrisierung von (sj)κj=0.
Beweis: Sei (Qα/j)κj=0 die linksseitige α-Stieltjes-Parametrisierung von (sj)
κ
j=0. Wegen
Teil (b) von Bemerkung 2.3 gelten dann s0 = Qα/0, s1 = αs0 −Qα/1, im Fall κ ≥ 2
s2n = Qα/2n + zn,2n−1H+n−1yn,2n−1
für alle n ∈ Z1,TκU und im Fall κ ≥ 3
s2n+1 = αs2n −Qα/2n+1 − zα/n,2n−1H+α/n−1yα/n,2n−1
für alle n ∈ Z1,Tκ−1U. Hieraus folgt aus der Definition der Folge (sj)κj=0 dann
Qα/0 = M
−1
α/0,
Qα/2n+1 =
 n−→∏
j=0
Mα/jLα/j
−∗ Lα/n
 n−→∏
j=0
Mα/jLα/j
−1 (3.16)
für alle n ∈ Z0,Tκ−1U und im Fall κ ≥ 2
Qα/2n =
n−1−→∏
j=0
Mα/jLα/j
−∗M−1α/n
n−1−→∏
j=0
Mα/jLα/j
−1 (3.17)
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für alle n ∈ Z1,TκU. Hieraus folgt aus der Tatsache, dass (Lα/n)Tκ−1Un=0 und (Mα/n)TκUn=0
Folgen von positiv hermiteschen Matrizen aus Cq×q sind, dann, dass auch (Qα/j)κj=0
eine Folge von positiv hermiteschen Matrizen aus Cq×q ist. Somit gilt wegen Teil (c)
von Satz 2.9 dann (sj)κj=0 ∈ L>q,κ,α. Wegen Qα/0 = M−1α/0, (3.16), (3.17) und Lemma C.2
gelten Mα/0 = Q−1α/0,
Lα/n =
 n−→∏
j=0
Qα/2jQ
−1
α/2j+1
Qα/2n+1
 n−→∏
j=0
Qα/2jQ
−1
α/2j+1
∗
für alle n ∈ Z0,Tκ−1U und im Fall κ ≥ 2
Mα/n =
n−1−→∏
j=0
Q−1α/2jQα/2j+1
Q−1α/2n
n−1−→∏
j=0
Q−1α/2jQα/2j+1
∗
für alle n ∈ Z1,TκU. Hieraus folgt wegen Satz 3.15 dann, dass [(Lα/n)Tκ−1Un=0 ,(Mα/n)TκUn=0] die
linksseitige α-Dyukarev-Stieltjes-Parametrisierung von (sj)κj=0 ist. 
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4 Konstruktion einer Resolventenmatrix für voll-
ständig nichtdegenerierte matrizielle α-Stieltjes
Momentenprobleme
In den 1980er Jahren erfolgte in der Schule von V.P. Potapov ein intensives Stu-
dium von Matrixversionen klassischer Interpolations- und Momentenprobleme (siehe
z. B. I. V. Kovalishina [53], V.K. Dubovoj [19], [20] und V.E. Katsnelson [47], [48],
[49], [50]). Aus diesen Arbeiten wurde ein wichtiges gemeinsames Merkmal dieser Auf-
gabenstellungen deutlich. Dieses besteht darin, dass sich im sogenannten vollständig
nichtdegenerierten Fall die jeweilige Lösungsmenge durch eine gebrochen lineare Trans-
formation von Matrizen parametrisieren lässt. Die erzeugende Matrixfunktion dieser ge-
brochen linearen Transformationen wird hierbei aus den Ausgangsdaten des ursprüng-
lichen Problems konstruiert. Als Parametermenge fungiert eine von der jeweiligen Auf-
gabenstellung abhängige Klasse von in einem gewissen Gebiet der komplexen Ebene
meromorphen Matrixfunktionen oder auch geordneten Paaren von meromorphen Ma-
trixfunktionen.
Im Hintergrund einer jeden in der Schule von V.P. Potapov betrachteten Aufgabe steht
eine spezielle Signaturmatrix (vergleiche Definition D.1). Diejenigen Matrixfunktionen,
welche die gebrochen lineare Transformation, die die Lösungsmenge parametrisiert,
erzeugen, werden auch als Resolventenmatrizen des Problems bezeichnet. Diese sind auf
besondere Weise mit der zugrundeliegenden Signaturmatrix verknüpft. Dies trifft auch
auf die als Parametermenge fungierende Klasse von meromorphen Matrixfunktionen
bzw. geordneten Paaren von meromorphen Matrixfunktionen zu.
In diesem Kapitel werden wir nun den entsprechenden Apparat für die hier behandel-
ten matriziellen Momentenprobleme vom α-Stieltjes-Typ bereitstellen. In unserem Fall
werden wir es mit der 2q×2q-Signaturmatrix
J˜q :=
(
0q×q −iIq
iIq 0q×q
)
zu tun bekommen (vergleiche Beispiel D.4). Im Anhang F stellen wir die für die Para-
metrisierung der Lösungsmenge der via Stieltjes-Transformation äquivalent umformu-
lierten Momentenprobleme benötigten Klassen von Paaren meromorpher Matrixfunk-
tionen, den Stieltjes-Paaren (vergleiche Definition F.1 und Definition F.8), bereit. Vor
dem Hintergrund der vorangehenden Ausführungen prägen wir nun folgende Begriffs-
bildung, welche in diesem Kapitel eine zentrale Rolle einnehmen wird.
Definition 4.1 Seien m ∈ N, α ∈ R und U : C → C2q×2q ein 2q×2q-Matrixpolynom.
Weiterhin bezeichne
U =
(
U (1,1) U (1,2)
U (2,1) U (2,2)
)
die q×q-Blockzerlegung von U .
(a) Sei (sj)mj=0 ∈ K>q,m,α. Dann heißt U eine Resolventenmatrix des Momenten-
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problems M
[
[α,∞), (sj)mj=0,≤
]
, falls(
U (1,1)φ+ U (1,2)ψ
) (
U (2,1)φ+ U (2,2)ψ
)−1
eine Bijektion zwischen der Menge der Äquivalenzklassen von q×q-Stieltjes-Paa-
ren
(
φ
ψ
)
in C \ [α,∞) und der Menge S0,q,[α,∞)[(sj)mj=0,≤] erzeugt.
(b) Sei (sj)mj=0 ∈ L>q,m,α. Dann heißt U eine Resolventenmatrix des Momenten-
problems M
[
(−∞, α], (sj)mj=0,≤
]
(im Fall, dass m gerade ist) bzw.
M
[
(−∞, α], (sj)mj=0,≥
]
(im Fall, dass m ungerade ist), falls(
U (1,1)φ+ U (1,2)ψ
) (
U (2,1)φ+ U (2,2)ψ
)−1
eine Bijektion zwischen der Menge der Äquivalenzklassen von q×q-Stieltjes-Paa-
ren
(
φ
ψ
)
in C \ (−∞, α] und der Menge S0,q,(−∞,α][(sj)mj=0,≤] erzeugt.
Das Hauptziel dieses Abschnitts besteht nun in der Konstruktion von Resolventen-
matrizen für die beiden hier betrachteten nichtdegenerierten matriziellen α-Stieltjes
Momentenprobleme. Hierbei wenden wir uns zunächst dem rechtsseitigen Fall zu. Am
Ausgangspunkt unserer Betrachtungen stehen die Untersuchungen von Yu.M. Dyu-
karev [25] im Fall α = 0. Er behandelte das Problem mithilfe der Methode der fun-
damentalen Matrixungleichungen von V.P. Potapov und konstruierte eine konkrete
Resolventenmatrix (siehe [25, Theorem 2]), welche ein 2q×2q-Matrixpolynom mit spe-
ziellen Eigenschaften bezüglich der 2q×2q-Signaturmatrix J˜q ist. Eine weitergehende
Analyse der Struktur der Dyukarevschen Resolventenmatrix erfolgte in der kürzlich
erschienenen Arbeit von A.E. Choque Rivero [15].
In ihrer Dissertation [61] zeigte T. Makarevich bereits, dass via Stieltjes-Transformation
die Lösungsmenge des ursprünglichen Momentenproblems mit der Lösungsmenge des
Systems der beiden Potapovschen fundamentalen Matrixungleichungen im Fall einer
vorgegebenen Momentenfolge aus K≥,eq,2n+1,α für n ∈ N0 übereinstimmt, und formulierte
eine entsprechende Resolventenmatrix.
Wir wenden uns hier dem sogenannten vollständig nichtdegenerierten Fall zu, der genau
dann vorliegt, wenn die Folge der vorgegebenen Momente α-Stieltjes-positiv definit ist.
In diesem Fall kann jede der beiden Potapovschen fundamentalen Matrixungleichun-
gen mithilfe einer Modifikation der in der Schule von V.P. Potapov ausgearbeiteten
Faktorisierungsmethode gelöst werden. Das Problem besteht nun darin, eine geeigne-
te Kopplung zwischen den beiden Potapovschen fundamentalen Matrixungleichungen
herzustellen. Eine ähnliche Situation lag in den Untersuchungen von A.E. Choque
Rivero, Yu.M. Dyukarev, B. Fritzsche und B. Kirstein [16] zum finiten matriziellen
Hausdorffschen Momentenproblem vor. Der dort entwickelte Formalismus zur Herstel-
lung einer Kopplung zwischen beiden fundamentalen Matrixungleichungen lieferte den
Ausgangspunkt für unsere Vorgehensweise. Zur Behandlung der hier vorliegenden Si-
tuation werden wir eine entsprechende Modifikation der Konstruktion in [16, Chapter
6] vornehmen.
Zudem führen wir eine weitere Begriffsbildung ein, das sogenannte α-Dyukarev-Qua-
drupel, welches die vier q×q-Einträge der von uns betrachteten Resolventenmatrix
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umfasst. Dieses Quadrupel von Folgen von q×q-Matrixpolynomen wurde für den Fall
(sj)
∞
j=0 ∈ K>q,∞,0 schon in [15, Chapter 3] eingeführt.
Weiterhin widmen wir uns zwei ausgezeichneten Elementen der Lösungsmenge des via
Stieltjes-Transformation umformulierten vollständig nichtdegenerierten α-Stieltjes Mo-
mentenproblems. Es wird sich herausstellen, dass diese rationalen q×q-Matrixfunktio-
nen eine gewisse extremale Stellung einnehmen. Wir werden diese beiden Funktionen
explizit darstellen können und zeigen, dass ihre zugehörigen Stieltjes-Maße molekular
sind.
Für die Beweise im linksseitigen Fall werden wir auf die Resultate des rechtsseitigen
Falles zurückgreifen.
4.1 Der rechtsseitige Fall
Wir knüpfen nun an die Ausführungen von Abschnitt 1.4 an. Haben wir dort noch
allgemeine rechtsseitige α-Stieltjes Momentenprobleme betrachtet, wollen wir uns nun
auf den vollständig nichtdegenerierten Fall beschränken, das heißt unsere gegebene
Folge ist rechtsseitig α-Stieltjes-positiv definit anstatt nur -nichtnegativ definit.
Bemerkung 4.2 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Weiterhin sei S :
C \ [α,∞)→ Cq×q.Dann gelten folgende Aussagen:
(a) Seien z ∈ C \ R und n ∈ Z0,TκU. Dann sind folgende Aussagen äquivalent:
(i) Es gilt F[S]n (z) ∈ C(n+2)q×(n+2)q≥ .
(ii) Es gilt F̂[S]n (z) ∈ Cq×q≥ .
(b) Seien z ∈ C \ R und n ∈ Z0,Tκ−1U. Dann sind folgende Aussagen äquivalent:
(iii) Es gilt F[S]α.n(z) ∈ C(n+2)q×(n+2)q≥ .
(iv) Es gilt F̂[S]α.n(z) ∈ Cq×q≥ .
Beweis: Zu (a): Wegen Bemerkung 3.1 gelten Hn ∈ C(n+1)q×(n+1)q≥ und H+n = H−1n .
Hieraus folgt mithilfe von Definition 1.24 und Lemma C.3 dann die Äquivalenz von (i)
und (ii).
Zu (b): Wegen Bemerkung 3.1 gelten Hα.n ∈ C(n+1)q×(n+1)q≥ und H+α.n = H−1α.n. Hieraus
folgt mithilfe von Definition 1.24 und Lemma C.3 dann die Äquivalenz von (iii) und
(iv). 
Wir stellen nun einige für die in Bezeichnung 1.22 und Bezeichnung 1.23 eingeführten
Matrizen gültige Identitäten auf, die für unsere weitere Vorgehensweise nützlich werden.
Einige der folgenden Identitäten oder Identitäten in ähnlicher Form wurden in [25]
für den Fall α = 0 auch ohne Beweis angegeben. Man findet in [71, Kapitel 2.2 und
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Kapitel 5] oder [62, Kapitel 2] weitere Ausführungen zu jenen Matrizen. Wir verwenden
hier aber speziell in Bemerkung 4.6 stark abgewandelte Identitäten, die unserer später
folgenden Beweisform angepasst sind.
Lemma 4.3 Es gelten folgende Aussagen:
(a) Für alle z ∈ C und n ∈ N0 gilt
Rn(z)Tn = TnRn(z)
(b) Für alle z, ω ∈ C und n ∈ N0 gilt
Rn(z)Rn(ω) = Rn(ω)Rn(z)
(c) Für alle z, ω ∈ C und n ∈ N0 gilt
Rn(z)R
−1
n (ω) = R
−1
n (ω)Rn(z)
(d) Für alle z, ω ∈ C und n ∈ N0 gilt
Rn(z)−Rn(ω) = (z − ω)Rn(z)TnRn(ω)
Beweis: Die Identitäten sind leicht selbst nachzuweisen. Einen detaillierten Beweis
findet man z. B. unter [71, Lemma 5.12]. 
Lemma 4.4 Es gelten folgende Aussagen:
(a) Für alle n ∈ N0 gelten
Tn = LnL̂
∗
n, TnL̂n = Ln und T
∗
nLn = L̂n.
(b) Für alle n ∈ N gelten
L̂nvn−1 = vn und L̂∗nvn = vn−1.
(c) Für alle n ∈ N gelten
LnTn−1 = TnLn und L̂∗nTn = Tn−1L̂
∗
n
(d) Für alle z ∈ C und n ∈ N gelten
LnRn−1(z) = Rn(z)Ln und L̂∗nRn(z) = Rn−1(z)L̂
∗
n.
Beweis: Zu (a)-(b): Dies folgt direkt aus der Definition der beteiligten Größen (verglei-
che Bezeichnung 1.22).
Zu (c): Es gelten
LnTn−1 =
(
02q×(n−1)q 02q×q
I(n−1)q 0(n−1)q×q
)
= TnLn
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und
L̂∗nTn =
(
0q×(n−1)q 0q×2q
I(n−1)q 0(n−1)q×2q
)
= Tn−1L̂∗n.
Zu (d): Es gelten
LnRn−1(z) =
(
0q×nq
Rn−1(z)
)
= Rn(z)Ln
und
L̂∗nRn(z) =
(
Rn−1(z) 0nq×q
)
= Rn−1(z)L̂∗n. 
Lemma 4.5 Seien κ ∈ N, α ∈ R und (sj)κj=0 eine Folge aus Cq×q. Dann gelten folgende
Aussagen:
(a) Für alle n ∈ Z0,κ gilt
Tny0,n = un.
(b) Für alle n ∈ Z0,κ+1 gilt
Lny0,n−1 = un
und für alle n ∈ Z0,κ gilt
L̂∗ny0,n = y0,n−1.
(c) Für alle n ∈ Z0,κ+1 gilt
L̂∗nun = un−1.
(d) Für alle n ∈ Z1,κ gilt
L̂∗nuα.n = uα.n−1.
(e) Für alle n ∈ Z0,κ gilt
Rn(α)uα.n = y0,n.
Beweis: Zu (a)-(d): Dies folgt direkt aus der Definition der beteiligten Größen (verglei-
che Bezeichnung 1.22, Bezeichnung 1.1 und Bezeichnung 1.23).
Zu (e): Aus der Definition von uα.n und Rn(α) (vergleiche Bezeichnung 1.23 und Be-
zeichnung 1.22) sowie (a) folgt
uα.n = y0,n − αun = R−1n (α)y0,n.
Hieraus folgt dann die Behauptung. 
Bemerkung 4.6 (Kopplungsidentitäten) Seien κ ∈ N, α ∈ R und (sj)κj=0 eine
Folge aus Cq×q. Dann gelten folgende Aussagen:
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(a) Für alle n ∈ Z0,Tκ−1U gilt
vnz0,n = Hn − TnKn.
(b) Für alle n ∈ Z1,TκU gilt
vnz0,n−1 = HnL̂n − LnKn−1.
(c) Für alle n ∈ Z0,Tκ−1U gilt
vnz0,n = R
−1
n (α)Hn − TnHα.n.
(d) Für alle n ∈ Z1,TκU gilt
vnz0,n−1 = R−1n (α)HnL̂n − LnHα.n−1.
(e) Für alle n ∈ Z0,TκU gilt
vnz0,n = R
−1
n (α)Hn − TnH˜α.n,
wobei
H˜α.n :=

Hα.n falls n ∈ Z0,Tκ−1U(
Hα.n−1 yα.n,2n−1
zα.n,2n−1 0q×q
)
falls 2n = κ.
(f) Für alle n ∈ Z1,Tκ+1U gilt
vnz0,n−1 = R−1n (α)H˜nL̂n − LnHα.n−1,
wobei
H˜n :=

Hn falls n ∈ Z0,TκU(
Hn−1 yn,2n−1
zn,2n−1 0q×q
)
falls 2n− 1 = κ.
Beweis: Teil (c) findet man in ähnlicher Form auch unter [71, Lemma 5.17].
Zu (a): Es gilt H0 − T0K0 = s0 = v0z0,0 und für n ∈ Z1,Tκ−1U gilt weiterhin
Hn − TnKn =
s0 . . . sn... ...
sn . . . s2n
−

0q×q . . . 0q×q
s1 . . . sn+1
...
...
sn . . . s2n
 =
(
s0 . . . sn
0nq×(n+1)q
)
= vnz0,n.
Zu (b): Es gilt
HnL̂n − LnKn−1 =
s0 . . . sn−1... ...
sn . . . s2n−1
−

0q×q . . . 0q×q
s1 . . . sn
...
...
sn . . . s2n−1

=
(
s0 . . . sn−1
0nq×nq
)
= vnz0,n−1.
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Zu (c): Wegen der Definition von Hα.n gilt
Hα.n = −αHn +Kn.
Hieraus folgt wegen (a) dann
vnz0,n = Hn − Tn(Hα.n + αHn) = R−1n (α)Hn − TnHα.n.
Zu (d): Wegen der Definition von Hα.n−1 gilt
Hα.n−1 = −αHn−1 +Kn−1. (4.1)
Weiterhin gilt
TnHnL̂n =
(
0q×nq 0q×q
Hn−1 yn,2n−1
)(
Inq
0q×nq
)
=
(
0q×nq
Hn−1
)
= LnHn−1.
Hieraus folgt wegen (4.1) und (b) dann
vnz0,n−1 = HnL̂n − Ln(Hα.n−1 + αHn−1) = R−1n (α)HnL̂n − LnHα.n−1.
Zu (e): Dies folgt aus (c). Man beachte hier, dass TnHα.n unabhängig von sα.2n ist.
Zu (f): Dies folgt aus (d). Man beachte hier, dass HnL̂n unabhängig von s2n ist. 
Unsere nächsten Betrachtungen führen uns vor dem Hintergrund von Bemerkung 4.2
von den Potapovschen Fundamentalmatrizen auf eine Resolventenmatrix für das rechts-
seitige α-Stieltjes Momentenproblem. Hierfür behandeln wir zunächst einige Matrix-
funktionen, die sich als spezielle J˜q-Potapov-Funktionen herausstellen werden (ver-
gleiche Definition E.1 und Beispiel D.4). Sie werden uns helfen, die linken Schur-
Komplemente der Potapovschen Fundamentalmatrizen jeweils in einer für unsere Zwe-
cke besonders geeigneten Form darzustellen. Wir verwenden hier eine ähnliche Vorge-
hensweise wie das in [16, Chapter 6] für das Hausdorffsche Momentenproblem vorge-
nommen wurde, allerdings mit auf unser Problem zugeschnittenen Matrixfunktionen.
Es sei bemerkt, dass diese Vorgehensweise sich mit der von [61, Chapter 8] für den all-
gemeineren Fall einer gegebenen Folge aus K≥,eq,κ,α unterscheidet. Die dort behandelten
Resultate sind speziell auf das finite rechtsseitige α-Stieltjes Momentenproblem mit ei-
ner geraden Anzahl von vorgegebenen Momenten angepasst. Da wir hier im vollständig
nichtdegenerten Fall auch eine ungerade Anzahl von vorgegebenen Momenten behan-
deln wollen, geht unsere Vorgehensweise in eine etwas andere Richtung. Wir werden
aber nach jedem Resultat, falls möglich, Zusammenhänge zu [61] erläutern.
Bezeichnung 4.7 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Für n ∈ Z0,TκU sei
Vα.2n : C→ C2q×2q definiert gemäß
V〈s〉α.2n(z) := I2q + (z − α)
((
u〈s〉n
)∗
−v∗n
)
R∗n(z)
(
H〈s〉n
)−1
Rn(α)
(
vn u
〈s〉
n
)
.
Für n ∈ Z0,Tκ−1U sei weiterhin Vα.2n+1 : C→ C2q×2q definiert gemäß
V〈s〉α.2n+1(z) := I2q + (z − α)
((
u〈s〉α.n
)∗
−v∗n
)
R∗n(z)
(
H〈s〉α.n
)−1
Rn(α)
(
vn u
〈s〉
α.n
)
.
Falls klar ist, von welchem (sj)κj=0 die Rede ist, lassen wir das 〈s〉 als oberen Index
weg.
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Satz 4.8 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Dann gelten folgende Aussagen:
(a) Es gelten
J˜q −Vα.2n(z)J˜qV∗α.2n(ω) = −i(z − ω)
(
u∗n
−v∗n
)
R∗n(z)H
−1
n Rn(ω)
(
un −vn
)
für alle z, ω ∈ C und n ∈ Z0,TκU sowie
J˜q −Vα.2n+1(z)J˜qV∗α.2n+1(ω) = −i(z − ω)
(
u∗α.n
−v∗n
)
R∗n(z)H
−1
α.nRn(ω)
(
uα.n −vn
)
für alle z, ω ∈ C und n ∈ Z0,Tκ−1U.
(b) Es gilt Vα.m ∈ P˜J˜q(Π+) für alle m ∈ Z0,κ.
(c) Für alle z ∈ C und n ∈ Z0,TκU ist Vα.2n(z) regulär und es gilt
V−1α.2n(z) = I2q − (z − α)
(
u∗n
−v∗n
)
R∗n(α)H
−1
n Rn(z)
(
vn un
)
.
Für alle z ∈ C und n ∈ Z0,Tκ−1U ist Vα.2n+1(z) regulär und es gilt
V−1α.2n+1(z) = I2q − (z − α)
(
u∗α.n
−v∗n
)
R∗n(α)H
−1
α.nRn(z)
(
vn uα.n
)
.
(d) Unter Beachtung von (c) gelten
J˜q −V−∗α.2n(z)J˜qV−1α.2n(ω) = i(ω − z)J˜q
(
u∗n
−v∗n
)
R∗n(z)H
−1
n Rn(ω)
(
un −vn
)
J˜q
für alle z, ω ∈ C und n ∈ Z0,TκU sowie
J˜q −V−∗α.2n+1(z)J˜qV−1α.2n+1(ω)
= i(ω − z)J˜q
(
u∗α.n
−v∗n
)
R∗n(z)H
−1
α.nRn(ω)
(
uα.n −vn
)
J˜q
für alle z, ω ∈ C und n ∈ Z0,Tκ−1U.
(e) Seien f : C \ R → Cq×q und fα.(z) := (z − α)f(z) für alle z ∈ C \ R. Unter
Beachtung von (c) gelten dann
F̂[f ]n (z) =
1
i(z − z)
(
f(z)
Iq
)∗(
f(z)
Iq
)∗
V−∗α.2n(z)J˜qV
−1
α.2n(z)
(
f(z)
Iq
)
für alle z ∈ C \ R und n ∈ Z0,TκU sowie
F̂[f ]α.n(z) =
1
i(z − z)
(
fα.(z)
Iq
)∗
V−∗α.2n+1(z)J˜qV
−1
α.2n+1(z)
(
fα.(z)
Iq
)
für alle z ∈ C \ R und n ∈ Z0,Tκ−1U.
Beweis: Zu (a): Seien z, ω ∈ C und zunächst n ∈ Z0,TκU. Dann gilt(
vn un
)
J˜q
(
v∗n
u∗n
)
=
(
iun −ivn
)(v∗n
u∗n
)
= i(unv
∗
n − vnu∗n). (4.2)
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Weiterhin gilt
HnT
∗
n − TnHn =
0q×q s0 . . . sn−1... ... ...
0q×q sn . . . s2n−1
−

0q×q . . . 0q×q
s0 . . . sn
...
...
sn−1 . . . s2n−1

=
(
0q×q y∗0,n−1
−y0,n−1 0nq×nq
)
= −
(
0q×q 0q×nq
y0,n−1 0nq×nq
)
+
(
0q×q y∗0,n−1
0q×nq 0nq×nq
)
= −(unv∗n − vnu∗n). (4.3)
Es gilt
R−1n (α)HnT
∗
n − TnHnR−∗n (α) = (I(n+1)q − αTn)HnT ∗n − TnHn(I(n+1)q − αT ∗n)
= HnT
∗
n − TnHn. (4.4)
Weiterhin gelten
(ω − α)Tn = (I(n+1)q − αTn)− (I(n+1)q − ωTn) = R−1n (α)−R−1n (ω)
und
(z − α)T ∗n = (I(n+1)q − αTn)∗ − (I(n+1)q − zTn)∗ = R−∗n (α)−R−∗n (z).
Hieraus folgen dann
(ω − α)Rn(α)Tn = I(n+1)q −Rn(α)R−1n (ω) (4.5)
und
(z − α)T ∗nR∗n(α) = I(n+1)q −R−∗n (z)R∗n(α). (4.6)
Wegen (4.2) - (4.4) sowie (4.5) und (4.6) gilt nun
(z − α)(ω − α)Rn(α)
(
vn un
)
J˜q
(
v∗n
u∗n
)
R∗n(α)
= −i(z − α)(ω − α)Rn(α)
[
R−1n (α)HnT
∗
n − TnHnR−∗n (α)
]
R∗n(α)
= −i(z − α)(ω − α) [HnT ∗nR∗n(α)−Rn(α)TnHn]
= −i(ω − α)Hn
[
I(n+1)q −R−∗n (z)R∗n(α)
]
+ i(z − α) [I(n+1)q −Rn(α)R−1n (ω)]Hn
= i
[
(z − ω)Hn + (ω − α)HnR−∗n (z)R∗n(α)− (z − α)Rn(α)R−1n (ω)Hn
]
.
Hieraus folgt
(z − α)(ω − α)
(
u∗n
−v∗n
)
R∗n(z)H
−1
n Rn(α)
(
vn un
)
J˜q
(
v∗n
u∗n
)
R∗n(α)H
−1
n Rn(ω)
(
un −vn
)
= i
(
u∗n
−v∗n
)
R∗n(z)H
−1
n
[
(z − ω)Hn + (ω − α)HnR−∗n (z)R∗n(α)
− (z − α)Rn(α)R−1n (ω)Hn
]
H−1n Rn(ω)
(
un −vn
)
= i(z − ω)
(
u∗n
−v∗n
)
R∗n(z)H
−1
n Rn(ω)
(
un −vn
)
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+ i(ω − α)
(
u∗n
−v∗n
)
R∗n(α)H
−1
n Rn(ω)
(
un −vn
)
− i(z − α)
(
u∗n
−v∗n
)
R∗n(z)H
−1
n Rn(α)
(
un −vn
)
.
Hieraus folgt wiederum
J˜q −Vα.2n(z)J˜qV∗α.2n(ω)
= J˜q −
[
I2q + (z − α)
(
u∗n
−v∗n
)
R∗n(z)H
−1
n Rn(α)
(
vn un
)]
J˜q
·
[
I2q + (ω − α)
(
v∗n
u∗n
)
R∗n(α)H
−1
n Rn(ω)
(
un −vn
)]
= −i(z − α)
(
u∗n
−v∗n
)
R∗n(z)H
−1
n Rn(α)
(
un −vn
)
+ i(ω − α)
(
u∗n
−v∗n
)
R∗n(α)H
−1
n Rn(ω)
(
un −vn
)
− (z − α)(ω − α)
(
u∗n
−v∗n
)
R∗n(z)H
−1
n Rn(α)
(
vn un
)
J˜q
(
v∗n
u∗n
)
·R∗n(α)H−1n Rn(ω)
(
un −vn
)
= −i(z − ω)
(
u∗n
−v∗n
)
R∗n(z)H
−1
n Rn(ω)
(
un −vn
)
.
Sei nun n ∈ Z0,Tκ−1U. Dann gilt(
vn uα.n
)
J˜q
(
v∗n
u∗α.n
)
=
(
iuα.n −ivn
)( v∗n
u∗α.n
)
= i(uα.nv
∗
n − vnu∗α.n). (4.7)
Weiterhin gilt
Hα.nT
∗
n − TnHα.n =
0q×q sα.0 . . . sα.n−1... ... ...
0q×q sα.n . . . sα.2n−1
−

0q×q . . . 0q×q
sα.0 . . . sα.n
...
...
sα.n−1 . . . sα.2n−1

=
(
0q×q y∗α.0,n−1
−yα.0,n−1 0nq×nq
)
= −
(
s0 0q×nq
yα.0,n−1 0nq×nq
)
+
(
s0 y
∗
α.0,n−1
0q×nq 0nq×nq
)
= −(uα.nv∗n − vnu∗α.n). (4.8)
Es gilt
R−1n (α)Hα.nT
∗
n − TnHα.nR−∗n (α) = (I(n+1)q − αTn)Hα.nT ∗n − TnHα.n(I(n+1)q − αT ∗n)
= Hα.nT
∗
n − TnHα.n. (4.9)
Wegen (4.7) - (4.9) sowie (4.5) und (4.6) gilt nun
(z − α)(ω − α)Rn(α)
(
vn uα.n
)
J˜q
(
v∗n
u∗α.n
)
R∗n(α)
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= −i(z − α)(ω − α)Rn(α)
[
R−1n (α)Hα.nT
∗
n − TnHα.nR−∗n (α)
]
R∗n(α)
= −i(z − α)(ω − α) [Hα.nT ∗nR∗n(α)−Rn(α)TnHα.n]
= −i(ω − α)Hα.n
[
I(n+1)q −R−∗n (z)R∗n(α)
]
+ i(z − α) [I(n+1)q −Rn(α)R−1n (ω)]Hα.n
= i
[
(z − ω)Hα.n + (ω − α)Hα.nR−∗n (z)R∗n(α)− (z − α)Rn(α)R−1n (ω)Hα.n
]
.
Hieraus folgt
(z − α)(ω − α)
(
u∗α.n
−v∗n
)
R∗n(z)H
−1
α.nRn(α)
(
vn u
∗
α.n
)
J˜q
·
(
v∗n
u∗α.n
)
R∗n(α)H
−1
α.nRn(ω)
(
uα.n −vn
)
= i
(
u∗α.n
−v∗n
)
R∗n(z)H
−1
α.n
[
(z − ω)Hα.n + (ω − α)Hα.nR−∗n (z)R∗n(α)
− (z − α)Rn(α)R−1n (ω)Hα.n
]
H−1α.nRn(ω)
(
uα.n −vn
)
= i(z − ω)
(
u∗α.n
−v∗n
)
R∗n(z)H
−1
α.nRn(ω)
(
uα.n −vn
)
+ i(ω − α)
(
u∗α.n
−v∗n
)
R∗n(α)H
−1
α.nRn(ω)
(
uα.n −vn
)
− i(z − α)
(
u∗α.n
−v∗n
)
R∗n(z)H
−1
α.nRn(α)
(
uα.n −vn
)
.
Hieraus folgt wiederum
J˜q −Vα.2n+1(z)J˜qV∗α.2n+1(ω)
= J˜q −
[
I2q + (z − α)
(
u∗α.n
−v∗n
)
R∗n(z)H
−1
α.nRn(α)
(
vn uα.n
)]
J˜q
·
[
I2q + (ω − α)
(
v∗n
u∗α.n
)
R∗n(α)H
−1
α.nRn(ω)
(
uα.n −vn
)]
= −i(z − α)
(
u∗α.n
−v∗n
)
R∗n(z)H
−1
α.nRn(α)
(
uα.n −vn
)
+ i(ω − α)
(
u∗α.n
−v∗n
)
R∗n(α)H
−1
α.nRn(ω)
(
uα.n −vn
)
− (z − α)(ω − α)
(
u∗α.n
−v∗n
)
R∗n(z)H
−1
α.nRn(α)
(
vn uα.n
)
J˜q
(
v∗n
u∗α.n
)
·R∗n(α)H−1α.nRn(ω)
(
uα.n −vn
)
= −i(z − ω)
(
u∗α.n
−v∗n
)
R∗n(z)H
−1
α.nRn(ω)
(
uα.n −vn
)
.
Zu (b): Aus der Definition der Funktionen Vα.m für alle m ∈ Z0,κ und Rn für alle
n ∈ Z0,TκU ergibt sich, dass Vα.m für alle m ∈ Z0,κ ein Matrixpolynom vom Grad nicht
größer als TκU + 1 ist und somit eine in C holomorphe 2q×2q-Matrixfunktion.
Sei zunächst n ∈ Z0,TκU. Wegen (a) gilt dann
J˜q −Vα.2n(z)J˜qV∗α.2n(z) = 2 Im z
(
Rn(z)
(
un −vn
))∗
H−1n Rn(z)
(
un −vn
)
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für alle z ∈ C. Wegen Bemerkung 3.1 giltH−1n ∈ C(n+1)q×(n+1)q> , also ist unter Beachtung
von Beispiel D.4, Definition D.2 sowie der Teile (a) und (c) von Bemerkung D.3 dann
Vα.2n(z) für alle z ∈ Π+ eine J˜q-kontraktive Matrix und insbesondere ist Vα.2n(x) für
alle x ∈ R eine J˜q-unitäre Matrix. Wegen Beispiel D.4 und Definition E.1 gilt somit
Vα.2n ∈ PJ˜q(Π+).
Sei nun n ∈ Z0,Tκ−1U. Wegen (a) gilt dann
J˜q −Vα.2n+1(z)J˜qV∗α.2n+1(z) = 2 Im z
[
Rn(z)
(
uα.n −vn
)]∗
H−1α.nRn(z)
(
uα.n −vn
)
für alle z ∈ C. Wegen Bemerkung 3.1 gilt H−1α.n ∈ C(n+1)q×(n+1)q> , also ist unter Beach-
tung von Beispiel D.4, Definition D.2 sowie der Teile (a) und (c) von Bemerkung D.3
dann Vα.2n+1(z) für alle z ∈ Π+ eine J˜q-kontraktive Matrix und insbesondere ist
Vα.2n+1(x) für alle x ∈ R eine J˜q-unitäre Matrix. Wegen Beispiel D.4 und Definiti-
on E.1 gilt somit Vα.2n+1 ∈ PJ˜q(Π+).
Zu (c): Für alle z ∈ C und n ∈ Z0,TκU ist unter Beachtung von (b) und Beispiel D.4
wegen Teil (a) von Lemma E.2 Vα.2n(z) regulär und es gilt
V−1α.2n(z) = J˜qV
∗
α.2n(z)J˜q
= J˜2q + (z − α)J˜q
(
v∗n
un
)
R∗n(α)H
−1
n Rn(z)
(
un −vn
)
J˜q
= I2q − (z − α)
(
u∗n
−v∗n
)
R∗n(α)H
−1
n Rn(z)
(
vn un
)
.
Für alle z ∈ C und n ∈ Z0,Tκ−1U ist unter Beachtung von (b) und Beispiel D.4 wegen
Teil (a) von Lemma E.2 Vα.2n+1(z) regulär und es gilt
V−1α.2n+1(z) = J˜qV
∗
α.2n+1(z)J˜q
= J˜2q + (z − α)J˜q
(
v∗n
uα.n
)
R∗n(α)H
−1
α.nRn(z)
(
uα.n −vn
)
J˜q
= I2q − (z − α)
(
u∗α.n
−v∗n
)
R∗n(α)H
−1
α.nRn(z)
(
vn uα.n
)
.
Zu (d): Seien z, ω ∈ C. Unter Beachtung von (b) und Beispiel D.4 gelten wegen Teil
(b) von Lemma E.2 und (a) dann
J˜q −V−∗α.2n(z)J˜qV−1α.2n(ω) = J˜q
[
J˜q −Vα.2n(z)J˜qV∗α.2n(ω)
]
J˜q
= i(ω − z)J˜q
(
u∗n
−v∗n
)
R∗n(z)H
−1
n Rn(ω)
(
un −vn
)
J˜q
für alle n ∈ Z0,TκU sowie
J˜q −V−∗α.2n+1(z)J˜qV−1α.2n+1(ω) = J˜q
[
J˜q −Vα.2n+1(z)J˜qV∗α.2n+1(ω)
]
J˜q
= i(ω − z)J˜q
(
u∗α.n
−v∗n
)
R∗n(z)H
−1
n Rn(ω)
(
uα.n −vn
)
J˜q
für alle n ∈ Z0,Tκ−1U.
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Zu (e): Sei z ∈ C \ R. Wegen Beispiel D.4 gelten dann
1
i(z − z)
(
f(z)
Iq
)∗
J˜q
(
f(z)
Iq
)
=
f(z)− f ∗(z)
z − z (4.10)
und
1
i(z − z)
(
fα.(z)
Iq
)∗
J˜q
(
fα.(z)
Iq
)
=
fα.(z)− f ∗α.(z)
z − z . (4.11)
Weiterhin gelten
i
(
un −vn
)
J˜q
(
f(z)
Iq
)
= i
(−ivn −iun)(f(z)
Iq
)
= vnf(z) + un (4.12)
für alle n ∈ Z0,TκU und
i
(
uα.n −vn
)
J˜q
(
fα.(z)
Iq
)
= i
(−ivn −iuα.n)(fα.(z)
Iq
)
= vnfα.(z) + uα.n (4.13)
für alle n ∈ Z0,Tκ−1U. Wegen (d), (4.10), (4.12) und Definition 1.24 gilt
1
i(z − z)
(
f(z)
Iq
)∗
V−∗α.2n(z)J˜qV
−1
α.2n(z)
(
f(z)
Iq
)
=
1
i(z − z)
(
f(z)
Iq
)∗ [
J˜q − i(z − z)J˜q
(
u∗n
−v∗n
)
R∗n(z)H
−1
n Rn(z)
(
un −vn
)
J˜q
](
f(z)
Iq
)
=
f(z)− f ∗(z)
z − z −
[
i
(
un −vn
)
J˜q
(
f(z)
Iq
)]∗
R∗n(z)H
−1
n Rn(z)i
(
un −vn
)
J˜q
(
f(z)
Iq
)
=
f(z)− f ∗(z)
z − z − [Rn(z)(vnf(z) + un)]
∗H−1n Rn(z)(vnf(z) + un)
= F̂[f ]n (z)
für alle n ∈ Z0,TκU. Wegen (d), (4.11), (4.13) und Definition 1.24 gilt weiterhin
1
i(z − z)
(
fα.(z)
Iq
)∗
V−∗α.2n+1(z)J˜qV
−1
α.2n+1(z)
(
fα.(z)
Iq
)
=
1
i(z − z)
(
fα.(z)
Iq
)∗ [
J˜q − i(z − z)J˜q
(
u∗α.n
−v∗n
)
R∗n(z)H
−1
α.nRn(z)
(
uα.n −vn
)
J˜q
]
·
(
fα.(z)
Iq
)
=
fα.(z)− f ∗α.(z)
z − z −
[
i
(
uα.n −vn
)
J˜q
(
fα.(z)
Iq
)]∗
R∗n(z)H
−1
α.nRn(z)
· i (uα.n −vn) J˜q(fα.(z)
Iq
)
=
fα.(z)− f ∗α.(z)
z − z − [Rn(z)(vnfα.(z) + uα.n)]
∗H−1α.nRn(z)(vnfα.(z) + uα.n)
= F̂[f ]α.n(z)
für alle n ∈ Z0,Tκ−1U. 
Es sei bemerkt, dass die in Bezeichnung 4.7 eingeführten Matrizen Vα.2n bzw. Vα.2n+1
mit den in [61, Bemerkung 8.6] bzw. [61, Bemerkung 8.7] für den allgemeineren Fall
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einer gegebenen Folge aus K≥,eq,κ,α eingeführten Matrizen Un,α bzw. U˜n,α übereinstimmen,
wie einige einfache Rechnungen zeigen können. Man kann dann Teil (a) von Satz 4.8
mithilfe einiger Rechnungen alternativ aus [61, Lemma 8.21] und [61, Lemma 8.22]
gewinnen.
Teil (e) von Satz 4.8 verdeutlicht in Kombination mit Bemerkung 4.2 die Relevanz der
in Bezeichnung 4.7 eingeführten Matrixfunktionen für unsere Zwecke. Mit ihrer Hilfe
gelingt nämlich eine für unsere weiteren Überlegungen sehr hilfreiche Darstellung der
linken Schurkomplemente der beiden Potapovschen Fundamentalmatrizen. Wir wer-
den nun mithilfe speziell gewählter 2q×2q-Matrizen die beiden Folgen von Matrixpo-
lynomen aus Bezeichnung 4.7 miteinander koppeln, ohne dabei die Zugehörigkeit zu
P˜J˜q(Π+) zu verlieren. Diese neu gewonnenen Folgen von Matrixpolynomen können wir
dann weiterhin verwenden, um die linken Schur-Komplemente der beiden Potapovschen
Fundamentalmatrizen darzustellen. Wir verwenden zwei Arten solcher Folgen von Ma-
trixpolynomen: Die einen stellen später die geraden Glieder unserer Resolventenmatrix
dar und die anderen die ungeraden Glieder, wobei wir zweite zuerst behandeln.
Bezeichnung 4.9 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Für n ∈ Z0,Tκ−1U sei
M 〈s〉α.n :=
(
Iq
(
y〈s〉0,n
)∗(
H〈s〉α.n
)−1
y〈s〉0,n
0q×q Iq
)
.
Für n ∈ Z0,TκU sei weiterhin
M˜ 〈s〉α.n :=
(
Iq 0q×q
−v∗nR∗n(α)
(
H〈s〉n
)−1
Rn(α)vn Iq
)
.
Falls klar ist, von welchem (sj)κj=0 die Rede ist, lassen wir das 〈s〉 als oberen Index
weg.
Bemerkung 4.10 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Dann sind Mα.n für alle
n ∈ Z0,Tκ−1U und M˜α.n für alle n ∈ Z0,TκU jeweils J˜q-unitär.
Beweis: Wegen Bemerkung 3.1 gelten[
y∗0,nH
−1
α.ny0,n
]∗
= y∗0,nH
−1
α.ny0,n
für alle n ∈ Z0,Tκ−1U und[−v∗nR∗n(α)H−1n Rn(α)vn]∗ = −v∗nR∗n(α)H−1n Rn(α)vn
für alle n ∈ Z0,TκU. Hieraus folgt mithilfe von Teil (c) von Bemerkung D.5 dann die
Behauptung. 
Es sei bemerkt, dass die in Bezeichnung 4.9 eingeführten MatrizenMα.n bzw. M˜α.n mit
den in [61, Lemma 8.10] für den allgemeineren Fall einer gegebenen Folge aus K≥,eq,κ,α
eingeführten Matrizen Bn,α bzw. B˜n,α übereinstimmen. Somit kann Bemerkung 4.10
alternativ aus [61, Lemma 8.10] gewonnen werden.
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Bezeichnung 4.11 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Für z ∈ C und
n ∈ Z0,Tκ−1U seien
Θ〈s〉α.n(z) := V
〈s〉
α.2n(z)M
〈s〉
α.n und Θ˜
〈s〉
α.n(z) := V
〈s〉
α.2n+1(z)M˜
〈s〉
α.n.
Falls klar ist, von welchem (sj)κj=0 die Rede ist, lassen wir das 〈s〉 als oberen Index
weg.
Wie eine nähere Analyse des Beweises von Satz 4.8 zeigt, wurden die in Bezeichnung 4.7
eingeführten 2q×2q-Matrixpolynome jeweils aus einer der beiden Potapovschen Funda-
mentalmatrizen gewonnen. Es kommt uns nun darauf an, eine entsprechende Kopplung
zwischen jenen Matrixpolynomen herzustellen. Hierzu werden die beiden in Bezeich-
nung 4.9 eingeführten 2q×2q-Matrizen herangezogen. Da beide Matrizen J˜q-unitär
sind (siehe Bemerkung 4.10), werden die in Bezeichnung 4.11 eingeführten 2q×2q-
Matrixpolynome dieselben Eigenschaften bezüglich der Signaturmatrix J˜q besitzen.
Die wesentliche neue Eigenschaft jener Matrixpolynome ist aber, dass diese durch ei-
ne spezielle Kopplung miteinander verbunden sind, die in Teil (b) des nachfolgenden
Satzes explizit beschrieben wird.
Satz 4.12 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Dann gelten folgende Aussagen:
(a) Es gelten
Θα.n(z) =
(
Iq + (z − α)u∗nR∗n(z)H−1n Rn(α)vn u∗α.nR∗n(z)H−1α.ny0,n
−(z − α)v∗nR∗n(z)H−1n Rn(α)vn Iq − (z − α)v∗nR∗n(z)H−1α.ny0,n
)
und
Θ˜α.n(z) =
(
Iq + (z − α)u∗nR∗n(z)H−1n Rn(α)vn (z − α)u∗α.nR∗n(z)H−1α.ny0,n
−v∗nR∗n(z)H−1n Rn(α)vn Iq − (z − α)v∗nR∗n(z)H−1α.ny0,n
)
für alle z ∈ C und n ∈ Z0,Tκ−1U.
(b) Es gilt
Θ˜α.n(z) =
(
(z − α)Iq 0q×q
0q×q Iq
)
Θα.n(z)
(
(z − α)−1Iq 0q×q
0q×q Iq
)
für alle z ∈ C \ {α} und n ∈ Z0,Tκ−1U.
(c) Es gelten
Θα.n(z)J˜qΘ
∗
α.n(ω) = Vα.2n(z)J˜qV
∗
α.2n(ω)
und
Θ˜α.n(z)J˜qΘ˜
∗
α.n(ω) = Vα.2n+1(z)J˜qV
∗
α.2n+1(ω)
für alle z, ω ∈ C und n ∈ Z0,Tκ−1U.
(d) Es gelten Θα.n, Θ˜α.n ∈ P˜J˜q(Π+) für alle n ∈ Z0,Tκ−1U.
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(e) Für alle z, ω ∈ C und n ∈ Z0,Tκ−1U sind Θα.n(z) und Θ˜α.n(z) regulär und es gelten
Θ−∗α.n(z)J˜qΘ
−1
α.n(ω) = V
−∗
α.2n(z)J˜qV
−1
α.2n(ω)
sowie
Θ˜−∗α.n(z)J˜qΘ˜
−1
α.n(ω) = V
−∗
α.2n+1(z)J˜qV
−1
α.2n+1(ω).
(f) Seien f : C \ R → Cq×q und fα.(z) := (z − α)f(z) für alle z ∈ C \ R. Unter
Beachtung von (e) gelten dann
F̂[f ]n (z) =
1
i(z − z)
(
f(z)
Iq
)∗
Θ−∗α.n(z)J˜qΘ
−1
α.n(z)
(
f(z)
Iq
)
und
F̂[f ]α.n(z) =
1
i(z − z)
(
fα.(z)
Iq
)∗
Θ˜−∗α.n(z)J˜qΘ˜
−1
α.n(z)
(
fα.(z)
Iq
)
für alle z ∈ C \ R und n ∈ Z0,Tκ−1U.
Beweis: Zu (a): Seien z ∈ C und n ∈ Z0,Tκ−1U. Bezeichne
Θα.n =
(
Θ
(1,1)
α.n Θ
(1,2)
α.n
Θ
(2,1)
α.n Θ
(2,2)
α.n
)
bzw. Vα.2n =
(
V
(1,1)
α.2n V
(1,2)
α.2n
V
(2,1)
α.2n V
(2,2)
α.2n
)
die q×q-Blockzerlegung von Θα.n bzw. Vα.2n. Dann gelten
Θ(1,1)α.n = V
(1,1)
α.2n = Iq + (z − α)u∗nR∗n(z)H−1n Rn(α)vn
und
Θ(2,1)α.n = V
(2,1)
α.2n = −(z − α)v∗nR∗n(z)H−1n Rn(α)vn.
Wegen Teil (c) von Bemerkung 4.6 gilt
Rn(α)vny
∗
0,n = Hn −Rn(α)TnHα.n. (4.14)
Wegen der Teile (e) und (a) von Lemma 4.5 sowie Teil (d) von Lemma 4.3 gilt weiterhin
u∗α.nR
∗
n(z)− y∗0,n = u∗α.n [R∗n(z)−R∗n(α)]
= (z − α)u∗α.nR∗n(α)T ∗nR∗n(z)
= (z − α)y∗0,nT ∗nR∗n(z)
= (z − α)u∗nR∗n(z). (4.15)
Wegen (4.14), (4.15) und Teil (a) von Lemma 4.5 gilt nun
Θ(1,2)α.n = V
(1,1)
α.2ny
∗
0,nH
−1
α.ny0,n +V
(1,2)
α.2n
= y∗0,nH
−1
α.ny0,n + (z − α)u∗nR∗n(z)H−1n Rn(α)vny∗0,nH−1α.ny0,n
+ (z − α)u∗nR∗n(z)H−1n Rn(α)un
= y∗0,nH
−1
α.ny0,n + (z − α)u∗nR∗n(z)H−1α.ny0,n
− (z − α)u∗nR∗n(z)H−1n Rn(α)Tny0,n + (z − α)u∗nR∗n(z)H−1n Rn(α)un
= y∗0,nH
−1
α.ny0,n + (u
∗
α.nR
∗
n(z)− y∗0,n)H−1α.ny0,n
− (z − α)u∗nR∗n(z)H−1n Rn(α)un + (z − α)u∗nR∗n(z)H−1n Rn(α)un
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= u∗α.nR
∗
n(z)H
−1
α.ny0,n.
Wegen (4.14) und Teil (a) von Lemma 4.5 gilt weiterhin
Θ(2,2)α.n = V
(2,1)
α.2ny
∗
0,nH
−1
α.ny0,n +V
(2,2)
α.2n
= −(z − α)v∗nR∗n(z)H−1n Rn(α)vny∗0,nH−1α.ny0,n
+ Iq − (z − α)v∗nR∗n(z)H−1n Rn(α)un
= −(z − α)v∗nR∗n(z)H−1α.ny0,n + (z − α)v∗nR∗n(z)H−1n Rn(α)Tny0,n
+ Iq − (z − α)v∗nR∗n(z)H−1n Rn(α)un
= −(z − α)v∗nR∗n(z)H−1α.ny0,n + (z − α)v∗nR∗n(z)H−1n Rn(α)un
+ Iq − (z − α)v∗nR∗n(z)H−1n Rn(α)un
= Iq − (z − α)v∗nR∗n(z)H−1α.ny0,n.
Bezeichne
Θ˜α.n =
(
Θ˜
(1,1)
α.n Θ˜
(1,2)
α.n
Θ˜
(2,1)
α.n Θ˜
(2,2)
α.n
)
bzw. Vα.2n+1 =
(
V
(1,1)
α.2n+1 V
(1,2)
α.2n+1
V
(2,1)
α.2n+1 V
(2,2)
α.2n+1
)
die q×q-Blockzerlegung von Θ˜α.n bzw. Vα.2n+1. Wegen Teil (e) von Lemma 4.5 gelten
dann
Θ˜(1,2)α.n = V
(1,2)
α.2n+1 = (z − α)u∗α.nR∗n(z)H−1α.nRn(α)uα.n
= (z − α)u∗α.nR∗n(z)H−1α.ny0,n
und
Θ˜(2,2)α.n = V
(2,2)
α.2n+1 = Iq − (z − α)v∗nR∗n(z)H−1α.nRn(α)uα.n
= Iq − (z − α)v∗nR∗n(z)H−1α.ny0,n.
Wegen Teil (e) von Lemma 4.5 sowie Teil (c) von Bemerkung 4.6 gilt
Rn(α)uα.nv
∗
nR
∗
n(α) = y0,nv
∗
nR
∗
n(α) = Hn −Hα.nT ∗nR∗n(α). (4.16)
Wegen der Teile (a) und (b) von Lemma 4.3 sowie der Teile (e) und (a) von Lemma 4.5
gilt weiterhin
u∗α.nR
∗
n(z)T
∗
nR
∗
n(α) = u
∗
α.nR
∗
n(α)T
∗
nR
∗
n(z) = y
∗
0,nT
∗
nR
∗
n(z) = u
∗
nR
∗
n(z). (4.17)
Wegen (4.16) und (4.17) gilt nun
Θ˜(1,1)α.n = V
(1,1)
α.2n+1 −V(1,2)α.2n+1v∗nR∗n(α)H−1n Rn(α)vn
= Iq + (z − α)u∗α.nR∗n(z)H−1α.nRn(α)vn
− (z − α)u∗α.nR∗n(z)H−1α.nRn(α)uα.nv∗nR∗n(α)H−1n Rn(α)vn
= Iq + (z − α)u∗α.nR∗n(z)H−1α.nRn(α)vn
− (z − α)u∗α.nR∗n(z)H−1α.nRn(α)vn + (z − α)u∗α.nR∗n(z)T ∗nR∗n(α)H−1n Rn(α)vn
= Iq + (z − α)u∗nR∗n(z)H−1n Rn(α)vn.
Wegen (4.16) und Teil (d) von Lemma 4.3 gilt weiterhin
Θ˜(2,1)α.n = V
(2,1)
α.2n+1 −V(2,2)α.2n+1v∗nR∗n(α)H−1n Rn(α)vn
= −(z − α)v∗nR∗n(z)H−1α.nRn(α)vn − v∗nR∗n(α)H−1n Rn(α)vn
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+ (z − α)v∗nR∗n(z)H−1α.nRn(α)uα.nv∗nR∗n(α)H−1n Rn(α)vn
= −(z − α)v∗nR∗n(z)H−1α.nRn(α)vn − v∗nR∗n(α)H−1n Rn(α)vn
+ (z − α)v∗nR∗n(z)H−1α.nRn(α)vn − (z − α)v∗nR∗n(z)T ∗nR∗n(α)H−1n Rn(α)vn
= −v∗nR∗n(α)H−1n Rn(α)vn + v∗n(R∗n(α)−R∗n(z))H−1n Rn(α)vn
= −v∗nR∗n(z)H−1n Rn(α)vn.
Zu (b): Dies ist eine direkte Konsequenz aus (a).
Zu (c): Seien z, ω ∈ C und n ∈ Z0,Tκ−1U. Wegen Bemerkung 4.10 gelten dann
Θα.n(z)J˜qΘ
∗
α.n(ω) = Vα.2n(z)Mα.nJ˜qM
∗
α.nV
∗
α.2n(ω) = Vα.2n(z)J˜qV
∗
α.2n(ω)
und
Θ˜α.n(z)J˜qΘ˜
∗
α.n(ω) = Vα.2n+1(z)M˜α.nJ˜qM˜
∗
α.nV
∗
α.2n+1(ω) = Vα.2n+1(z)J˜qV
∗
α.2n+1(ω).
Zu (d): Dies folgt wegen (c), Beispiel D.4 und Teil (b) von Satz 4.8 aus Definition E.1.
Zu (e): Dies folgt wegen (d), Teil (b) von Satz 4.8 und Beispiel D.4 aus (c) sowie den
Teilen (a) und (b) von Lemma E.2.
Zu (f): Dies folgt wegen (e) aus Teil (e) von Satz 4.8. 
Es sei bemerkt, dass Teil (a) von Satz 4.12 und [61, Bemerkung 8.15] zeigen, dass die in
Bezeichnung 4.11 eingeführten Matrizen Θα.n bzw. Θ˜α.n mit den in [61, Lemma 8.14]
für den allgemeineren Fall einer gegebenen Folge aus K≥,eq,κ,α eingeführten Matrizen Θn,α
bzw. Θ˜n,α übereinstimmen, wie eine einfache Rechnung zeigen kann. Man kann dann
Teil (b) bzw. (c) bzw. (d) bzw. (e) bzw. (f) von Satz 4.12 mithilfe einiger Rechnungen
alternativ aus [61, Lemma 8.16] bzw. [61, Lemma 8.17] in Verbindung mit [61, Lemma
8.8] und [61, Lemma 8.9] bzw. [61, Lemma 8.19] in Verbindung mit Definition E.1 bzw.
[61, Lemma 8.20] in Verbindung mit Teil (d) von Satz 4.8 bzw. [61, Lemma 9.1] und
[61, Lemma 9.2] gewinnen.
Die in Bezeichnung 4.11 eingeführten 2q×2q-Matrixpolynome werden uns später im
Falle ungeradzahliger Indizes nützliche Dienste erweisen. Nachfolgend führen wir nun
analoge Betrachtungen durch, welche im Fall geradzahliger Indizes Anwendung finden
werden.
Bezeichnung 4.13 Seien κ ∈ N \ {1}, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Für z ∈ C und
n ∈ Z1,TκU seien
Φ〈s〉α.n(z) := V
〈s〉
α.2n(z)M
〈s〉
α.n−1 und Φ˜
〈s〉
α.n(z) := V
〈s〉
α.2n−1(z)M˜
〈s〉
α.n.
Falls klar ist, von welchem (sj)κj=0 die Rede ist, lassen wir das 〈s〉 als oberen Index
weg.
Satz 4.14 Seien κ ∈ N \ {1}, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Dann gelten folgende
Aussagen:
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(a) Es gelten
Φα.n(z) =
(
Iq + (z − α)u∗nR∗n(z)H−1n Rn(α)vn
−(z − α)v∗nR∗n(z)H−1n Rn(α)vn
u∗α.n−1R
∗
n−1(z)H
−1
α.n−1y0,n−1
Iq − (z − α)v∗n−1R∗n−1(z)H−1α.n−1y0,n−1
)
und
Φ˜α.n(z) =
(
Iq + (z − α)u∗nR∗n(z)H−1n Rn(α)vn
−v∗nR∗n(z)H−1n Rn(α)vn
(z − α)u∗α.n−1R∗n−1(z)H−1α.n−1y0,n−1
Iq − (z − α)v∗n−1R∗n−1(z)H−1α.n−1y0,n−1
)
für alle z ∈ C und n ∈ Z1,TκU.
(b) Es gilt
Φ˜α.n(z) =
(
(z − α)Iq 0q×q
0q×q Iq
)
Φα.n(z)
(
(z − α)−1Iq 0q×q
0q×q Iq
)
für alle z ∈ C \ {α} und n ∈ Z1,TκU.
(c) Es gelten
Φα.n(z)J˜qΦ
∗
α.n(ω) = Vα.2n(z)J˜qV
∗
α.2n(ω)
und
Φ˜α.n(z)J˜qΦ˜
∗
α.n(ω) = Vα.2n−1(z)J˜qV
∗
α.2n−1(ω)
für alle z, ω ∈ C und n ∈ Z1,TκU.
(d) Es gelten Φα.n, Φ˜α.n ∈ P˜J˜q(Π+) für alle n ∈ Z1,TκU.
(e) Für alle z, ω ∈ C und n ∈ Z1,TκU sind Φα.n(z) und Φ˜α.n(z) regulär und es gelten
Φ−∗α.n(z)J˜qΦ
−1
α.n(ω) = V
−∗
α.2n(z)J˜qV
−1
α.2n(ω)
sowie
Φ˜−∗α.n(z)J˜qΦ˜
−1
α.n(ω) = V
−∗
α.2n−1(z)J˜qV
−1
α.2n−1(ω).
(f) Seien f : C \ R → Cq×q und fα.(z) := (z − α)f(z) für alle z ∈ C \ R. Unter
Beachtung von (e) gelten dann
F̂[f ]n (z) =
1
i(z − z)
(
f(z)
Iq
)∗
Φ−∗α.n(z)J˜qΦ
−1
α.n(z)
(
f(z)
Iq
)
und
F̂
[f ]
α.n−1(z) =
1
i(z − z)
(
fα.(z)
Iq
)∗
Φ˜−∗α.n(z)J˜qΦ˜
−1
α.n(z)
(
fα.(z)
Iq
)
für alle z ∈ C \ R und n ∈ Z1,TκU.
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Beweis: Zu (a): Seien z ∈ C und n ∈ Z1,TκU. Bezeichne
Φα.n =
(
Φ
(1,1)
α.n Φ
(1,2)
α.n
Φ
(2,1)
α.n Φ
(2,2)
α.n
)
bzw. Vα.2n =
(
V
(1,1)
α.2n V
(1,2)
α.2n
V
(2,1)
α.2n V
(2,2)
α.2n
)
die q×q-Blockzerlegung von Φα.n bzw. Vα.2n. Dann gelten
Φ(1,1)α.n = V
(1,1)
α.2n = Iq + (z − α)u∗nR∗n(z)H−1n Rn(α)vn
und
Φ(2,1)α.n = V
(2,1)
α.2n = −(z − α)v∗nR∗n(z)H−1n Rn(α)vn.
Wegen Teil (d) von Bemerkung 4.6 gilt
Rn(α)vny
∗
0,n−1 = HnL̂n −Rn(α)LnHα.n−1. (4.18)
Wegen der Teile (e) und (a) von Lemma 4.5 sowie Teil (d) von Lemma 4.3 gilt weiterhin
u∗α.n−1R
∗
n−1(z)− y∗0,n−1 = u∗α.n−1(R∗n−1(z)−R∗n−1(α))
= (z − α)u∗α.n−1R∗n−1(α)T ∗n−1R∗n−1(z)
= (z − α)y∗0,n−1T ∗n−1R∗n−1(z)
= (z − α)u∗n−1R∗n−1(z). (4.19)
Wegen (4.18), Teil (d) von Lemma 4.4, der Teile (c) und (b) von Lemma 4.5 sowie
(4.19) gilt nun
Φ(1,2)α.n = V
(1,1)
α.2ny
∗
0,n−1H
−1
α.n−1y0,n−1 +V
(1,2)
α.2n
= y∗0,n−1H
−1
α.n−1y0,n−1 + (z − α)u∗nR∗n(z)H−1n Rn(α)vny∗0,n−1H−1α.n−1y0,n−1
+ (z − α)u∗nR∗n(z)H−1n Rn(α)un
= y∗0,n−1H
−1
α.n−1y0,n−1 + (z − α)u∗nR∗n(z)L̂nH−1α.n−1y0,n−1
− (z − α)u∗nR∗n(z)H−1n Rn(α)Lny0,n−1 + (z − α)u∗nR∗n(z)H−1n Rn(α)un
= y∗0,n−1H
−1
α.n−1y0,n−1 + (z − α)u∗n−1R∗n−1(z)H−1α.n−1y0,n−1
− (z − α)u∗nR∗n(z)H−1n Rn(α)un + (z − α)u∗nR∗n(z)H−1n Rn(α)un
= y∗0,n−1H
−1
α.n−1y0,n−1 + (u
∗
α.n−1R
∗
n−1(z)− y∗0,n−1)H−1α.n−1y0,n−1
= u∗α.n−1R
∗
n−1(z)H
−1
α.n−1y0,n−1.
Wegen (4.18), der Teile (d) und (b) von Lemma 4.4 sowie Teil (b) von Lemma 4.5 gilt
weiterhin
Φ(2,2)α.n = V
(2,1)
α.2ny
∗
0,n−1H
−1
α.n−1y0,n−1 +V
(2,2)
α.2n
= −(z − α)v∗nR∗n(z)H−1n Rn(α)vny∗0,n−1H−1α.n−1y0,n−1
+ Iq − (z − α)v∗nR∗n(z)H−1n Rn(α)un
= −(z − α)v∗nR∗n(z)L̂nH−1α.n−1y0,n−1 + (z − α)v∗nR∗n(z)H−1n Rn(α)Lny0,n−1
+ Iq − (z − α)v∗nR∗n(z)H−1n Rn(α)un
= −(z − α)v∗n−1R∗n−1(z)H−1α.n−1y0,n−1 + (z − α)v∗nR∗n(z)H−1n Rn(α)un
+ Iq − (z − α)v∗nR∗n(z)H−1n Rn(α)un
= Iq − (z − α)v∗n−1R∗n−1(z)H−1α.n−1y0,n−1.
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Bezeichne
Φ˜α.n =
(
Φ
(1,1)
α.n Φ
(1,2)
α.n
Φ
(2,1)
α.n Φ
(2,2)
α.n
)
bzw. Vα.2n−1 =
(
V
(1,1)
α.2n−1 V
(1,2)
α.2n−1
V
(2,1)
α.2n−1 V
(2,2)
α.2n−1
)
die q×q-Blockzerlegung von Φ˜α.n bzw. Vα.2n−1. Wegen Teil (e) von Lemma 4.5 gelten
dann
Φ˜(1,2)α.n = V
(1,2)
α.2n−1 = (z − α)u∗α.n−1R∗n−1(z)H−1α.n−1Rn−1(α)uα.n−1
= (z − α)u∗α.n−1R∗n−1(z)H−1α.n−1y0,n−1
und
Φ˜(2,2)α.n = V
(2,2)
α.2n−1 = Iq − (z − α)v∗n−1R∗n−1(z)H−1α.n−1Rn−1(α)uα.n−1
= Iq − (z − α)v∗n−1R∗n−1(z)H−1α.n−1y0,n−1.
Wegen Teil (e) von Lemma 4.5 sowie Teil (d) von Bemerkung 4.6 gilt
Rn−1(α)uα.n−1v∗nR
∗
n(α) = y0,n−1v
∗
nR
∗
n(α) = L̂
∗
nHn −Hα.n−1L∗nR∗n(α). (4.20)
Wegen Teil (d) von Lemma 4.4, Teil (b) von Lemma 4.3 sowie der Teile (e) und (b)
von Lemma 4.5 gilt weiterhin
u∗α.n−1R
∗
n−1(z)L
∗
nR
∗
n(α) = u
∗
α.n−1R
∗
n−1(α)L
∗
nR
∗
n(z) = y
∗
0,n−1L
∗
nR
∗
n(z) = u
∗
nR
∗
n(z).
(4.21)
Wegen der Teile (b), (d) und (a) von Lemma 4.4 sowie der Teile (a), (b) und (d) von
Lemma 4.3 gilt weiterhin
(z − α)v∗n−1R∗n−1(z)L∗nR∗n(α) = (z − α)v∗nL̂nR∗n−1(z)L∗nR∗n(α)
= (z − α)v∗nR∗n(z)T ∗nR∗n(α)
= (z − α)v∗nR∗n(α)T ∗nR∗n(z)
= v∗n [R
∗
n(z)−R∗n(α)] . (4.22)
Wegen (4.20), der Teile (d) und (b) von Lemma 4.4 sowie (4.21) gilt nun
Φ˜(1,1)α.n = V
(1,1)
α.2n−1 −V(1,2)α.2n−1v∗nR∗n(α)H−1n Rn(α)vn
= Iq + (z − α)u∗α.n−1R∗n−1(z)H−1α.n−1Rn−1(α)vn−1
− (z − α)u∗α.n−1R∗n−1(z)H−1α.n−1Rn−1(α)uα.n−1v∗nR∗n(α)H−1n Rn(α)vn
= Iq + (z − α)u∗α.n−1R∗n−1(z)H−1α.n−1Rn−1(α)vn−1
− (z − α)u∗α.n−1R∗n−1(z)H−1α.n−1L̂∗nRn(α)vn
+ (z − α)u∗α.n−1R∗n−1(z)L∗nR∗n(α)H−1n Rn(α)vn
= Iq + (z − α)u∗α.n−1R∗n−1(z)H−1α.n−1Rn−1(α)vn−1
− (z − α)u∗α.n−1R∗n−1(z)H−1α.n−1Rn−1(α)vn−1 + (z − α)u∗nR∗n(z)H−1n Rn(α)vn
= Iq + (z − α)u∗nR∗n(z)H−1n Rn(α)vn.
Wegen (4.20), der Teile (d) und (b) von Lemma 4.4 sowie (4.22) gilt weiterhin
Φ˜(2,1)α.n = V
(2,1)
α.2n−1 −V(2,2)α.2n−1v∗nR∗n(α)H−1n Rn(α)vn
= −(z − α)v∗n−1R∗n−1(z)H−1α.n−1Rn−1(α)vn−1 − v∗nR∗n(α)H−1n Rn(α)vn
+ (z − α)v∗n−1R∗n−1(z)H−1α.n−1Rn−1(α)uα.n−1v∗nR∗n(α)H−1n Rn(α)vn
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= −(z − α)v∗n−1R∗n−1(z)H−1α.n−1Rn−1(α)vn−1 − v∗nR∗n(α)H−1n Rn(α)vn
+ (z − α)v∗n−1R∗n−1(z)H−1α.n−1L̂∗nRn(α)vn
− (z − α)v∗n−1R∗n−1(z)L∗nR∗n(α)H−1n Rn(α)vn
= −(z − α)v∗n−1R∗n−1(z)H−1α.n−1Rn−1(α)vn−1 − v∗nR∗n(α)H−1n Rn(α)vn
+ (z − α)v∗n−1R∗n−1(z)H−1α.n−1Rn−1(α)vn−1 − v∗n(R∗n(z)−R∗n(α))H−1n Rn(α)vn
= −v∗nR∗n(z)H−1n Rn(α)vn.
Zu (b): Dies ist eine direkte Konsequenz aus (a).
Zu (c): Seien z, ω ∈ C und n ∈ Z1,TκU. Wegen Bemerkung 4.10 gelten dann
Φα.n(z)J˜qΦ
∗
α.n(ω) = Vα.2n(z)Mα.n−1J˜qM
∗
α.n−1V
∗
α.2n(ω) = Vα.2n(z)J˜qV
∗
α.2n(ω)
und
Φ˜α.n(z)J˜qΦ˜
∗
α.n(ω) = Vα.2n−1(z)M˜α.nJ˜qM˜
∗
α.nV
∗
α.2n−1(ω) = Vα.2n−1(z)J˜qV
∗
α.2n−1(ω).
Zu (d): Dies folgt wegen (c), Beispiel D.4 und Teil (b) von Satz 4.8 aus Definition E.1.
Zu (e): Dies folgt wegen (d), Teil (b) von Satz 4.8 und Beispiel D.4 aus (c) sowie den
Teilen (a) und (b) von Lemma E.2.
Zu (f): Dies folgt wegen (e) aus Teil (e) von Satz 4.8. 
Es sei bemerkt, dass die in Bezeichnung 4.13 eingeführten Matrizen Φα.n und Φ˜α.n
nicht mit den in [61, Formel (8.57)] für den allgemeineren Fall einer gegebenen Folge
aus K≥,eq,κ,α eingeführten Matrizen Φn,α bzw. Φ˜n,α übereinstimmen. Die dortige Defini-
tion zeigt in Wahrheit, dass Φn,α bzw. Φ˜n,α mit den in Bezeichnung 4.11 eingeführten
Matrizen Θα.n bzw. Θ˜α.n übereinstimmen.
Die Sätze 4.12 und 4.14 führen uns auf ein spezielles Quadrupel von Folgen von q×q-
Matrixpolynomen, welches in unseren weiteren Betrachtungen eine zentrale Rolle spie-
len wird.
Definition 4.15 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Weiterhin seien für alle
z ∈ C
B〈s〉α.0(z) := 0q×q, D
〈s〉
α.0(z) := Iq
und
A〈s〉α.n(z) := Iq + (z − α)
(
u〈s〉n
)∗
R∗n(z)
(
H〈s〉n
)−1
Rn(α)vn,
C〈s〉α.n(z) := −(z − α)v∗nR∗n(z)
(
H〈s〉n
)−1
Rn(α)vn
für alle n ∈ Z0,TκU sowie
B〈s〉α.n(z) :=
(
u〈s〉α.n−1
)∗
R∗n−1(z)
(
H〈s〉α.n−1
)−1
y〈s〉0,n−1,
D〈s〉α.n(z) := Iq − (z − α)v∗n−1R∗n−1(z)
(
H〈s〉α.n−1
)−1
y〈s〉0,n−1
für alle n ∈ Z1,Tκ+1U. Dann heißt [(A〈s〉α.n)TκUn=0,(B〈s〉α.n)Tκ+1Un=0 ,(C〈s〉α.n)TκUn=0,(D〈s〉α.n)Tκ+1Un=0 ] das
rechtsseitige α-Dyukarev-Quadrupel bezüglich (sj)κj=0. Falls klar ist, von welchem
(sj)
κ
j=0 die Rede ist, lassen wir das 〈s〉 als oberen Index weg.
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Es sei bemerkt, dass die in Definition 4.15 eingeführten Größen mit denen in [15,
Chapter 3] im Fall α = 0 und κ =∞ übereinstimmen, wobei dort in der Formel (3.9)
ein vj statt u1,j stehen müsste.
In der Situation von Definition 4.15 bilden wir nun aus den dort eingeführten Folgen
von q×q-Matrixpolynomen eine spezielle Folge von 2q×2q-Matrixpolynomen.
Definition 4.16 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ K>q,κ,α und [(A〈s〉α.n)TκUn=0,(B〈s〉α.n)Tκ+1Un=0 ,
(C〈s〉α.n)
TκU
n=0,(D
〈s〉
α.n)
Tκ+1U
n=0 ] das rechtsseitige α-Dyukarev-Quadrupel bezüglich (sj)
κ
j=0. Wei-
terhin sei
U 〈s〉α.m :=
(
A〈s〉α.TmU B〈s〉α.Tm+1U
C〈s〉α.TmU D〈s〉α.Tm+1U
)
für alle m ∈ Z0,κ. Dann heißt (U 〈s〉α.m)κm=0 die Folge von rechtsseitigen 2q×2q-
α-Dyukarev-Matrixpolynomen bezüglich (sj)κj=0. Im Fall κ ∈ N heißt U 〈s〉α.κ das
rechtsseitige 2q×2q-α-Dyukarev-Matrixpolynom bezüglich (sj)κj=0. Falls klar ist,
von welchem (sj)κj=0 die Rede ist, lassen wir das 〈s〉 als oberen Index weg.
Es sei wieder bemerkt, dass die in Definition 4.16 eingeführten Größen mit denen in
[15, Chapter 3] im Fall α = 0 und κ =∞ übereinstimmen.
Unsere bereits erzielten Resultate erlauben uns eine alternative Darstellung der Folge
von rechtsseitigen 2q×2q-α-Dyukarev-Matrixpolynomen bezüglich einer rechtsseitig α-
Stieltjes-positiv definiten Folge (vergleiche die Teile (c) und (d) mit [15, Proposition
3.1] im Fall α = 0 und κ =∞).
Satz 4.17 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ K>q,κ,α und (Uα.m)κm=0 die Folge von rechts-
seitigen 2q×2q-α-Dyukarev-Matrixpolynomen bezüglich (sj)κj=0. Weiterhin sei
U˜α.m(z) :=
(
(z − α)Iq 0q×q
0q×q Iq
)
Uα.m(z)
(
(z − α)−1Iq 0q×q
0q×q Iq
)
für alle z ∈ C \ {α} und m ∈ Z0,κ. Dann gelten folgende Aussagen:
(a) Es gelten Uα.2n+1 = Θα.n für alle n ∈ Z0,Tκ−1U und Uα.2n = Φα.n für alle
n ∈ Z1,TκU.
(b) Es gelten U˜α.2n+1 = Θ˜α.n für alle n ∈ Z0,Tκ−1U und U˜α.2n = Φ˜α.n für alle
n ∈ Z1,TκU.
(c) Es gelten Uα.m, U˜α.m ∈ P˜J˜q(Π+) für alle m ∈ Z0,κ.
(d) Für alle m ∈ Z0,κ sind detUα.m und det U˜α.m konstante Funktionen auf C und
deren Wert jeweils von Null verschieden. Insbesondere gelten
U−1α.m(z) = J˜qU
∗
α.m(z)J˜q und U˜
−1
α.m(z) = J˜qU˜
∗
α.m(z)J˜q
für alle z ∈ C und m ∈ Z0,κ.
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Beweis: Zu (a): Dies folgt unter Beachtung von Definition 4.16 und Definition 4.15 aus
Teil (a) von Satz 4.12 bzw. Teil (a) von Satz 4.14.
Zu (b): Dies folgt unter Beachtung von Teil (b) von Satz 4.12 bzw. Teil (b) von Satz 4.14
aus (a).
Zu (c): Wegen Definition 4.16 und Definition 4.15 gelten
Uα.0(z) =
(
Iq 0q×q
−(z − α)s−10 Iq
)
und U˜α.0(z) =
(
Iq 0q×q
−s−10 Iq
)
für alle z ∈ C. Hieraus folgen
J˜q − U∗α.0(z)J˜qUα.0(z)
=
(
0q×q −iIq
iIq 0q×q
)
−
(
Iq −(z − α)s−10
0q×q Iq
)(
0q×q −iIq
iIq 0q×q
)(
Iq 0q×q
−(z − α)s−10 Iq
)
=
(
0q×q −iIq
iIq 0q×q
)
−
(−i(z − α)s−10 −iIq
iIq 0q×q
)(
Iq 0q×q
−(z − α)s−10 Iq
)
=
(
0q×q −iIq
iIq 0q×q
)
−
(−i(z − z)s−10 −iIq
iIq 0q×q
)
= 2 Im z
(
s−10 0q×q
0q×q 0q×q
)
und
J˜q − U˜∗α.0(z)J˜qU˜α.0(z)
=
(
0q×q −iIq
iIq 0q×q
)
−
(
Iq −s−10
0q×q Iq
)(
0q×q −iIq
iIq 0q×q
)(
Iq 0q×q
−s−10 Iq
)
=
(
0q×q −iIq
iIq 0q×q
)
−
(−is−10 −iIq
iIq 0q×q
)(
Iq 0q×q
−s−10 Iq
)
=
(
0q×q −iIq
iIq 0q×q
)
−
(
0q×q −iIq
iIq 0q×q
)
= 02q×2q
für alle z ∈ C. Hieraus folgt wegen Beispiel D.4 und Definition E.1 nun
Uα.0, U˜α.0 ∈ P˜J˜q(Π+). Unter Beachtung von Teil (d) von Satz 4.12 bzw. Teil (d) von
Satz 4.14 folgt aus (a) und (b) weiterhin Uα.m, U˜α.m ∈ P˜J˜q(Π+) für alle m ∈ Z1,κ.
Zu (d): Sei m ∈ Z0,κ. Wegen Definition 4.16 und Definition 4.15 sind dann Uα.m
und U˜α.m jeweils 2q×2q-Matrixpolynome. Hieraus folgt wegen Beispiel D.4 und Fol-
gerung E.3 dann, dass detUα.m und det U˜α.m konstante Funktionen auf C sind und
deren Wert jeweils von Null verschieden ist. Wegen (c), Beispiel D.4 und Teil (a) von
Lemma E.2 gelten
U−1α.m(z) = J˜qU
∗
α.m(z)J˜q und U˜
−1
α.m(z) = J˜qU˜
∗
α.m(z)J˜q
für alle z ∈ C. 
Wir wollen uns nun die Determinanten der einzelnen q×q-Matrixpolynome des rechts-
seitigen α-Dyukarev-Quadrupels bezüglich einer rechtsseitig α-Stieltjes-positiv defini-
ten Folge anschauen (eine entsprechende Aussage wurde in [25] nach Formel (8) im Fall
α = 0 ohne Beweis angegeben; einen Beweis, an dem wir uns auch orientieren werden,
für diesen Fall formulierte Yu.M. Dyukarev hingegen in einer E-Mail vom 23. Oktober
2016 an B. Kirstein). Hierfür benötigen wir zunächst noch folgendes Lemma.
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Lemma 4.18 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Weiterhin sei H˜α.n für alle
n ∈ Z0,TκU definiert wie in Teil (e) von Bemerkung 4.6. Dann gelten folgende Aussagen:
(a) Es gelten
det [Hα.n − (z − α)Hn] 6= 0
für alle z ∈ C \ [α,∞) und n ∈ Z0,Tκ−1U sowie
det
[
TnH˜α.nT
∗
n − (z − α)−1R−1n (α)HnR−∗n (α)
] 6= 0
für alle z ∈ C \ [α,∞) und n ∈ Z0,TκU.
(b) Es gelten
det
[
y∗0,n [Hα.n − (z − α)Hn]−1 y0,n
] 6= 0
für alle z ∈ C \ [α,∞) und n ∈ Z0,Tκ−1U sowie
det
[
v∗n
[
TnH˜α.nT
∗
n − (z − α)−1R−1n (α)HnR−∗n (α)
]−1
vn
]
6= 0
für alle z ∈ C \ [α,∞) und n ∈ Z0,TκU.
Beweis: Wir zeigen zunächst folgende Aussage:
(I) Sei A ∈ Cp×p mit ImA > 0p×p oder − ImA > 0p×p. Dann gilt detA 6= 0.
Sei hierfür x ∈ N (A), d. h. es gilt Ax = 0p×1. Dann gilt
x∗[ImA]x = Im[x∗Ax] = Im[x∗0p×1] = 0.
Hieraus folgt wegen ImA > 0p×p oder − ImA > 0p×p dann x = 0p×1, also detA 6= 0.
Zu (a): Sei zunächst n ∈ Z0,Tκ−1U. Es gilt −(x − α)Hn > 0(n+1)q×(n+1)q für alle
x ∈ (−∞, α). Hieraus folgt dann
Hα.n − (x− α)Hn > 0(n+1)q×(n+1)q (4.23)
für alle x ∈ (−∞, α). Unter Beachtung von
Im [zA] =
1
2i
(zA− zA∗) = 1
2i
(z − z)A = [Im z]A und ImA = 0p×p (4.24)
für alle A ∈ Cp×pH gilt weiterhin
−1
Im z
Im [Hα.n − (z − α)Hn] = Im(z − α)
Im z
Hn = Hn > 0(n+1)q×(n+1)q
für alle z ∈ C \ R. Hieraus folgen dann
− Im [Hα.n − (z − α)Hn] > 0(n+1)q×(n+1)q (4.25)
für alle z ∈ Π+ und
Im [Hα.n − (z − α)Hn] > 0(n+1)q×(n+1)q (4.26)
für alle z ∈ Π−. Wegen (4.23), (4.25), (4.26) und (I) gilt dann
det [Hα.n − (z − α)Hn] 6= 0
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für alle z ∈ C \ [α,∞).
Sei nun n ∈ Z0,TκU. Dann gelten
TnH˜α.nT
∗
n =
(
0q×nq 0q×q
Hα.n−1 yα.0,n−1
)(
0nq×q Inq
0q×q 0q×nq
)
=
(
0q×q 0q×nq
0nq×q Hα.n−1
)
≥ 0(n+1)q×(n+1)q
und
−(x− α)−1R−1n (α)HnR−∗n (α) > 0(n+1)q×(n+1)q
für alle x ∈ (−∞, α). Hieraus folgt dann
TnH˜α.nT
∗
n − (x− α)−1R−1n (α)HnR−∗n (α) > 0(n+1)q×(n+1)q (4.27)
für alle x ∈ (−∞, α). Unter Beachtung von
Im z−1 =
1
2i
(
z−1 − z−1) = 1
2i
(
z−1z[z]−1 − z−1z[z]−1) = z−1[z]−1 1
2i
(z − z) = −1|z|2 Im z
für alle z ∈ C \ {0} gilt wegen TnH˜α.nT ∗n ∈ C(n+1)q×(n+1)qH und (4.24) weiterhin
1
Im z
Im
[
TnH˜α.nT
∗
n − (z − α)−1R−1n (α)HnR−∗n (α)
]
= −Im(z − α)
−1
Im z
R−1n (α)HnR
−∗
n (α)
=
1
|z − α|2R
−1
n (α)HnR
−∗
n (α) > 0(n+1)q×(n+1)q
für alle z ∈ C \ R. Hieraus folgen dann
Im
[
TnH˜α.nT
∗
n − (z − α)−1R−1n (α)HnR−∗n (α)
]
> 0(n+1)q×(n+1)q (4.28)
für alle z ∈ Π+ und
− Im [TnH˜α.nT ∗n − (z − α)−1R−1n (α)HnR−∗n (α)] > 0(n+1)q×(n+1)q (4.29)
für alle z ∈ Π−. Wegen (4.27)-(4.29) und (I) gilt dann
det
[
TnH˜α.nT
∗
n − (z − α)−1R−1n (α)HnR−∗n (α)
] 6= 0
für alle z ∈ C \ [α,∞).
Zu (b): Sei zunächst n ∈ Z0,Tκ−1U. Wegen (sj)κj=0 ∈ K>q,m,α ist H0 = s0 positiv hermi-
tesch. Hieraus folgt wegen Bezeichnung 1.1 dann
rank y0,n = q. (4.30)
Wegen (4.30) und (4.23) gilt
y∗0,n [Hα.n − (x− α)Hn]−1 y0,n > 0q×q (4.31)
für alle x ∈ (−∞, α). Es gilt
ImA−1 =
1
2i
(
A−1 − A−∗) = 1
2i
(
A−∗A∗A−1 − A−∗AA−1)
= A−∗
1
2i
(A∗ − A)A−1 = A−∗(− ImA)A−1 (4.32)
für alle reguläre A ∈ Cp×p. Unter Beachtung von (a) folgt hieraus dann
Im
[
y∗0,n [Hα.n − (z − α)Hn]−1 y0,n
]
= y∗0,n Im [Hα.n − (z − α)Hn]−1 y0,n
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= y∗0,n [Hα.n − (z − α)Hn]−∗
(− Im [Hα.n − (z − α)Hn]) [Hα.n − (z − α)Hn]−1 y0,n
für alle z ∈ C \ [α,∞). Hieraus folgen wegen (4.30), (a) und (4.25) bzw. (4.26) nun
Im
[
y∗0,n [Hα.n − (z − α)Hn]−1 y0,n
]
> 0q×q (4.33)
für alle z ∈ Π+ bzw.
− Im [y∗0,n [Hα.n − (z − α)Hn]−1 y0,n] > 0q×q (4.34)
für alle z ∈ Π−. Wegen (4.31), (4.33), (4.34) und (I) gilt dann
det
[
y∗0,n [Hα.n − (z − α)Hn]−1 y0,n
] 6= 0
für alle z ∈ C \ [α,∞).
Sei nun n ∈ Z0,TκU. Wegen Bezeichnung 1.22 gilt dann
rank vn = q. (4.35)
Wegen (4.35) und (4.27) gilt weiterhin
v∗n
[
TnH˜α.nT
∗
n − (x− α)−1R−1n (α)HnR−∗n (α)
]−1
vn > 0q×q (4.36)
für alle x ∈ (−∞, α). Unter Beachtung von (a) gilt wegen (4.32) dann
Im
[
v∗n
[
TnH˜α.nT
∗
n − (z − α)−1R−1n (α)HnR−∗n (α)
]−1
vn
]
= v∗n Im
[
TnH˜α.nT
∗
n − (z − α)−1R−1n (α)HnR−∗n (α)
]−1
vn
= v∗n
[
TnH˜α.nT
∗
n − (z − α)−1R−1n (α)HnR−∗n (α)
]−∗
· (− Im [TnH˜α.nT ∗n − (z − α)−1R−1n (α)HnR−∗n (α)])
· [TnH˜α.nT ∗n − (z − α)−1R−1n (α)HnR−∗n (α)]−1vn
für alle z ∈ C \ [α,∞). Hieraus folgen wegen (4.35), (a) und (4.28) bzw. (4.29) nun
− Im
[
v∗n
[
TnH˜α.nT
∗
n − (z − α)−1R−1n (α)HnR−∗n (α)
]−1
vn
]
> 0q×q (4.37)
für alle z ∈ Π+ bzw.
Im
[
v∗n
[
TnH˜α.nT
∗
n − (z − α)−1R−1n (α)HnR−∗n (α)
]−1
vn
]
> 0q×q (4.38)
für alle z ∈ Π−. Wegen (4.36)-(4.38) und (I) gilt dann
det
[
v∗n
[
TnH˜α.nT
∗
n − (z − α)−1R−1n (α)HnR−∗n (α)
]−1
vn
]
6= 0
für alle z ∈ C \ [α,∞). 
Satz 4.19 Seien κ ∈ N, α ∈ R und (sj)mj=0 ∈ K>q,κ,α. Weiterhin sei [(Aα.n)TκUn=0,
(Bα.n)
Tκ+1U
n=0 ,(Cα.n)
TκU
n=0,(Dα.n)
Tκ+1U
n=0 ] das rechtsseitige α-Dyukarev-Quadrupel bezüglich
(sj)
κ
j=0 und H˜α.n für alle n ∈ Z0,TκU definiert wie in Teil (e) von Bemerkung 4.6.
Dann gelten folgende Aussagen:
(a) Unter Beachtung von Teil (a) von Lemma 4.18 gelten
y∗0,n
[
Hα.n − (z − α)Hn
]−1
y0,nDα.n+1(z) = Bα.n+1(z)
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für alle z ∈ C \ [α,∞) und n ∈ Z0,Tκ−1U sowie
v∗n
[
TnH˜α.nT
∗
n − (z − α)−1R−1n (α)HnR−∗n (α)
]−1
vnAα.n(z) = Cα.n(z)
für alle z ∈ C \ [α,∞) und n ∈ Z0,TκU.
(b) Es gelten detAα.n(z) 6= 0 für alle z ∈ C \ (α,∞) und n ∈ Z0,TκU, detBα.n(z) 6= 0
für alle z ∈ C \ (α,∞) und n ∈ Z1,Tκ+1U, detCα.n(z) 6= 0 für alle z ∈ C \ [α,∞)
und n ∈ Z0,TκU sowie detDα.n(z) 6= 0 für alle z ∈ C \ (α,∞) und n ∈ Z0,Tκ+1U.
Beweis: Zu (a): Sei zunächst n ∈ Z0,Tκ−1U. Wegen Teil (c) von Bemerkung 4.6 gilt
Hα.nR
−∗
n (z)− (z − α)y0,nv∗n = Hα.nR−∗n (z)− (z − α)
[
HnR
−∗
n (α)−Hα.nT ∗n
]
= Hα.n(I(n+1)q − zT ∗n)− (z − α)
[
HnR
−∗
n (α)−Hα.nT ∗n
]
= Hα.n(I(n+1)q − αT ∗n)− (z − α)HnR−∗n (α)
=
[
Hα.n − (z − α)Hn
]
R−∗n (α)
für alle z ∈ C. Hieraus folgt wegen Definition 4.15 und Teil (c) von Lemma 4.5 dann
y∗0,n
[
Hα.n − (z − α)Hn
]−1
y0,nDα.n+1(z)
= y∗0,n
[
Hα.n − (z − α)Hn
]−1
y0,n
[
Iq − (z − α)v∗nR∗n(z)H−1α.ny0,n
]
= u∗α.nR
∗
n(α)
[
Hα.n − (z − α)Hn
]−1[
Hα.nR
−∗
n (z)− (z − α)y0,nv∗n
]
R∗n(z)H
−1
α.ny0,n
= u∗α.nR
∗
n(z)H
−1
α.ny0,n = Bα.n+1(z)
für alle z ∈ C \ [α,∞).
Sei nun n ∈ Z0,TκU. Wegen Teil (a) von Lemma 4.5 und Teil (e) von Bemerkung 4.6 gilt
R−1n (α)HnR
−∗
n (z) + (z − α)vnu∗n = R−1n (α)HnR−∗n (z) + (z − α)vny∗0,nT ∗n
= R−1n (α)Hn(I(n+1)q − zT ∗n) + (z − α)
[
R−1n (α)Hn − TnH˜α.n
]
T ∗n
= R−1n (α)Hn(I(n+1)q − αT ∗n)− (z − α)TnH˜α.nT ∗n
= R−1n (α)HnR
−∗
n (α)− (z − α)TnH˜α.nT ∗n
für alle z ∈ C. Hieraus folgt wegen Definition 4.15 dann
v∗n
[
TnH˜α.nT
∗
n − (z − α)−1R−1n (α)HnR−∗n (α)
]−1
vnAα.n(z)
= −(z − α)v∗n
[
R−1n (α)HnR
−∗
n (α)− (z − α)TnH˜α.nT ∗n
]−1
vn
· [Iq + (z − α)u∗nR∗n(z)H−1n Rn(α)vn]
= −(z − α)v∗n
[
R−1n (α)HnR
−∗
n (α)− (z − α)TnH˜α.nT ∗n
]−1
· [R−1n (α)HnR−∗n (z) + (z − α)vnu∗n]R∗n(z)H−1n Rn(α)vn
= −(z − α)v∗nR∗n(z)H−1n Rn(α)vn = Cα.n(z)
für alle z ∈ C \ [α,∞).
Zu (b): Seien z ∈ C \ [α,∞) und zunächst n ∈ Z0,TκU. Wegen (a) und Teil (b) von
Lemma 4.18 gilt dann
N (Aα.n(z)) = N (Cα.n(z)). (4.39)
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Sei nun x ∈ N (Aα.n(z)). Wegen Definition 4.16 und (4.39) gilt dann
Uα.2n
(
x
0q×1
)
=
(
Aα.n(z) Bα.n(z)
Cα.n(z) Dα.n(z)
)(
x
0q×1
)
= 02q×1. (4.40)
Wegen Teil (d) von Satz 4.17 gilt N (Uα.2n(z)) = {02q×1}. Hieraus folgt wegen (4.40)
nun x = 0q×1, also wegen (4.39) gelten dann detAα.n(z) 6= 0 und detCα.n(z) 6= 0.
Wegen Definition 4.15 gilt Dα.0 ≡ Iq und somit detDα.0(z) 6= 0. Sei nun n ∈ Z0,Tκ−1U.
Wegen (a) und Teil (b) von Lemma 4.18 gilt dann
N (Bα.n+1(z)) = N (Dα.n+1(z)). (4.41)
Sei nun x ∈ N (Bα.n+1(z)). Wegen Definition 4.16 und (4.41) gilt dann
Uα.2n+1
(
0q×1
x
)
=
(
Aα.n(z) Bα.n+1(z)
Cα.n(z) Dα.n+1(z)
)(
0q×1
x
)
= 02q×1. (4.42)
Wegen Teil (d) von Satz 4.17 gilt N (Uα.2n+1(z)) = {02q×1}. Hieraus folgt wegen (4.41)
nun x = 0q×1, also wegen (4.41) gelten dann detBα.n+1(z) 6= 0 und detDα.n+1(z) 6= 0.
Wegen Definition 4.15 gelten Aα.n(α) = Iq für alle n ∈ Z0,TκU und Dα.n(α) = Iq für alle
n ∈ Z0,Tκ+1U. Hieraus folgen detAα.n(α) 6= 0 für alle n ∈ Z0,TκU und detDα.n(α) 6= 0
für alle n ∈ Z0,Tκ+1U. Wegen Definition 4.15 und Teil (e) von Lemma 4.5 gilt weiterhin
Bα.n+1(α) = u
∗
α.nR
∗
n(α)H
−1
α.ny0,n = y
∗
0,nH
−1
α.ny0,n (4.43)
für alle n ∈ Z0,Tκ−1U. Wegen (sj)κj=0 ∈ K>q,κ,α sind H0 = s0 und Hα.n für alle n ∈ Z0,Tκ−1U
positiv hermitesche Matrizen. Hieraus folgen wegen Bezeichnung 1.1 dann rank y0,n = q
für alle n ∈ Z0,Tκ−1U und wegen (4.43) weiterhin, dass Bα.n(α) für alle n ∈ Z1,Tκ+1U eine
positiv hermitesche und somit reguläre Matrix ist. 
Satz 4.17 erlaubt uns, das rechtsseitige 2q×2q-α-Dyukarev-Matrixpolynom bezüglich
einer endlichen rechtsseitig α-Stieltjes-positiv definiten Folge mit den Potapovschen
Fundamentalmatrizen in Verbindung zu bringen. Es wird sich herausstellen, dass das
rechtsseitige 2q×2q-α-Dyukarev-Matrixpolynom bezüglich jener Folge auch eine Re-
solventenmatrix für das zugehörige rechtsseitige α-Stieltjes Momentenproblem ist, wie
wir im Folgenden zeigen werden (vergleiche [15, Theorem 3.2] im Fall α = 0). Wir
orientieren uns dafür weiterhin an der Vorgehensweise von [16, Chapter 6] für das
Hausdorffsche Momentenproblem.
Lemma 4.20 Seien m ∈ N, α ∈ R, (sj)mj=0 ∈ K>q,m,α und Uα.m das rechtsseitige
2q×2q-α-Dyukarev-Matrixpolynom bezüglich (sj)mj=0. Es bezeichne
Uα.m =
(
U
(1,1)
α.m U
(1,2)
α.m
U
(2,1)
α.m U
(2,2)
α.m
)
die q×q-Blockzerlegung von Uα.m. Weiterhin seien
(
φ
ψ
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)) sowie
φ̂ := U (1,1)α.mφ+ U
(1,2)
α.mψ und ψ̂ := U
(2,1)
α.mφ+ U
(2,2)
α.mψ.
Dann gelten folgende Aussagen:
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(a) Es gilt
(
φ̂
ψ̂
)
∈ P(q,q)−J˜q ,≥(C,[α,∞)).
(b) Es sind det φ̂ und det ψ̂ jeweils nicht die Nullfunktion.
Beweis: Zu (a): Es gilt
Uα.m
(
φ
ψ
)
=
(
φ̂
ψ̂
)
. (4.44)
Wegen Teil (a) von Definition F.1 existiert eine diskrete Teilmenge D von C \ [α,∞)
mit
(i) φ und ψ sind in C \ ([α,∞) ∪ D) holomorph.
(ii) Es gilt rank
(
φ(z)
ψ(z)
)
= q für alle z ∈ C \ ([α,∞) ∪ D).
(iii) Es gelten (
(z − α)φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)
ψ(z)
)
≥ 0q×q
und (
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ C \ (R ∪ D).
Wegen Beispiel D.4, Teil (c) von Satz 4.17 und Definition E.1 gilt, dass Uα.m in C
holomorph ist. Hieraus folgt wegen (4.44) und (i) dann
(iv) φ̂ und ψ̂ sind in C \ ([α,∞) ∪ D) holomorph.
Wegen Teil (d) von Satz 4.17, (4.44) und (ii) gilt
(v) Es gilt rank
(
φ̂(z)
ψ̂(z)
)
= q für alle z ∈ C \ ([α,∞) ∪ D).
Sei U˜α.m definiert wie in Satz 4.17. Wegen (4.44) gilt dann
U˜α.m(z)
(
(z − α)φ(z)
ψ(z)
)
=
(
(z − α)φ̂(z)
ψ̂(z)
)
(4.45)
für alle z ∈ C \ [α,∞). Unter Beachtung von Beispiel D.4 und Teil (c) von Satz 4.17
gilt wegen (4.45), Teil (d) von Lemma E.2 und (iii) dann(
(z − α)φ̂(z)
ψ̂(z)
)∗( −J˜q
2 Im z
)(
(z − α)φ̂(z)
ψ̂(z)
)
=
(
(z − α)φ(z)
ψ(z)
)∗
U˜∗α.m
( −J˜q
2 Im z
)
U˜α.m
(
(z − α)φ(z)
ψ(z)
)
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≥
(
(z − α)φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)
ψ(z)
)
≥ 0q×q (4.46)
für alle z ∈ C \ (R ∪ D). Unter Beachtung von Beispiel D.4 und Teil (c) von Satz 4.17
gilt wegen (4.44), Teil (d) von Lemma E.2 und (iii) weiterhin(
φ̂(z)
ψ̂(z)
)∗( −J˜q
2 Im z
)(
φ̂(z)
ψ̂(z)
)
=
(
φ(z)
ψ(z)
)∗
U∗α.m
( −J˜q
2 Im z
)
Uα.m
(
φ(z)
ψ(z)
)
≥
(
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
≥ 0q×q (4.47)
für alle z ∈ C \ (R ∪ D). Wegen (iv), (v), (4.46), (4.47) und Teil (a) von Definition F.1
gilt nun
(
φ̂
ψ̂
)
∈ P(q,q)−J˜q ,≥(C,[α,∞)).
Zu (b): Sei z ∈ C \ (R ∪ D). Wegen Teil (d) von Satz 4.17, (4.44) und (iii) gilt(
φ̂(z)
ψ̂(z)
)∗
U−∗α.m
( −J˜q
2 Im z
)
U−1α.m
(
φ̂(z)
ψ̂(z)
)
=
(
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
≥ 0q×q. (4.48)
Sei zunächst y ∈ N (φ̂(z)). Wegen (4.48) gilt dann(
0q×q
ψ̂(z)y
)∗
U−∗α.m
( −J˜q
2 Im z
)
U−1α.m
(
0q×q
ψ̂(z)y
)
≥ 0q×q. (4.49)
Es gilt (
0q×q
ψ̂(z)y
)∗
J˜q
(
0q×q
ψ̂(z)y
)
=
(
iψ̂(z)y
0q×q
)∗(
0q×q
ψ̂(z)y
)
= 0q×q.
Hieraus folgt wegen 2 Im z = −i(z − z) und (4.49) dann(
0q×q
ψ̂(z)y
)∗
J˜q − U−∗α.mJ˜qU−1α.m
i(z − z)
(
0q×q
ψ̂(z)y
)
≤ 0q×q. (4.50)
Unter Beachtung von Teil (a) von Satz 4.17 gilt wegen Teil (e) von Satz 4.12 bzw. Teil
(e) von Satz 4.14 und Teil (d) von Satz 4.8 nun
J˜q − U−∗α.mJ˜qU−1α.m
i(z − z) = J˜q
(
u∗TmU
−v∗TmU
)
R∗TmU(z)H−1TmURTmU(z)
(
uTmU −vTmU
)
J˜q.
Hieraus folgt wegen H−1TmU ∈ C(n+1)q×(n+1)q> und (4.50) dann(
0q×q
ψ̂(z)y
)∗
J˜q
(
u∗TmU
−v∗TmU
)
R∗TmU(z)H−1TmURTmU(z)
(
uTmU −vTmU
)
J˜q
(
0q×q
ψ̂(z)y
)
=
(
0q×q
ψ̂(z)y
)∗ (
ivTmU iuTmU
)∗
R∗TmU(z)H−1TmURTmU(z)
(
ivTmU iuTmU
)( 0q×q
ψ̂(z)y
)
= 0q×q.
Hieraus folgt wegen H−1TmU ∈ C(n+1)q×(n+1)q> und detRTmU(z) 6= 0 nun
0(TmU+1)q×q =
(
ivTmU iuTmU
)( 0q×q
ψ̂(z)y
)
= iuTmUψ̂(z)y.
108
4 Konstruktion einer Resolventenmatrix für vollständig nichtdegenerierte matrizielle
α-Stieltjes Momentenprobleme
Hieraus folgt is0ψ̂(z)y = 0q×q. Wegen Bemerkung 3.1 ist s0 = H0 regulär, also ist
y ∈ N (ψ̂(z)), das heißt (φ̂(z)
ψ̂(z)
)
y = 02q×q und somit wegen (v) dann y = 0q×1. Da
z ∈ C \ (R ∪ D) beliebig gewählt ist, ist det φ̂ nicht die Nullfunktion.
Sei nun y ∈ N (ψ̂(z)). Wegen (4.48) gilt dann(
φ̂(z)y
0q×q
)∗
U−∗α.m
( −J˜q
2 Im z
)
U−1α.m
(
φ̂(z)y
0q×q
)
≥ 0q×q. (4.51)
Es gilt (
φ̂(z)y
0q×q
)∗
J˜q
(
φ̂(z)y
0q×q
)
=
(
0q×q
−iφ̂(z)
)∗(
φ̂(z)y
0q×q
)
= 0q×q.
Hieraus folgt wegen 2 Im z = −i(z − z) und (4.51) dann(
φ̂(z)y
0q×q
)∗
J˜q − U−∗α.mJ˜qU−1α.m
i(z − z)
(
φ̂(z)y
0q×q
)
≤ 0q×q. (4.52)
Unter Beachtung von Teil (a) von Satz 4.17 gilt wegen Teil (e) von Satz 4.12 bzw. Teil
(e) von Satz 4.14 und Teil (d) von Satz 4.8
J˜q − U−∗α.mJ˜qU−1α.m
i(z − z) = J˜q
(
u∗TmU
−v∗TmU
)
R∗TmU(z)H−1TmURTmU(z)
(
uTmU −vTmU
)
J˜q.
Hieraus folgt wegen H−1TmU ∈ C(n+1)q×(n+1)q> und (4.52) dann(
φ̂(z)y
0q×q
)∗
J˜q
(
u∗TmU
−v∗TmU
)
R∗TmU(z)H−1TmURTmU(z)
(
uTmU −vTmU
)
J˜q
(
φ̂(z)y
0q×q
)
=
(
φ̂(z)y
0q×q
)∗ (
ivTmU iuTmU
)∗
R∗TmU(z)H−1TmURTmU(z)
(
ivTmU iuTmU
)(φ̂(z)y
0q×q
)
= 0q×q.
Wegen detRm(z) 6= 0 gilt nun
0(TmU+1)q×q =
(
ivTmU iuTmU
)(φ̂(z)y
0q×q
)
= ivTmUφ̂(z)y.
Hieraus folgt iφ̂(z)y = 0q×q, also ist y ∈ N
(
ψ̂(z)
)
, das heißt
(
φ̂(z)
ψ̂(z)
)
y = 02q×q und somit
wegen (v) dann y = 0q×1. Da z ∈ C \ (R ∪ D) beliebig gewählt ist, ist det φ̂ nicht die
Nullfunktion. 
Es sei bemerkt, dass man Teil (b) von Lemma 4.20 in ähnlicher und allgemeinerer Form
für ungerade m in [61, Lemma 10.22] findet.
Theorem 4.21 Seien m ∈ N, α ∈ R, (sj)mj=0 ∈ K>q,m,α und Uα.m das rechtsseitige
2q×2q-α-Dyukarev-Matrixpolynom bezüglich (sj)mj=0. Es bezeichne
Uα.m =
(
U
(1,1)
α.m U
(1,2)
α.m
U
(2,1)
α.m U
(2,2)
α.m
)
die q×q-Blockzerlegung von Uα.m. Dann gelten folgende Aussagen:
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(a) Sei
(
φ
ψ
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)). Dann ist det (U (2,1)α.mφ+U (2,2)α.mψ) nicht die Nullfunktion
und
S :=
(
U (1,1)α.mφ+ U
(1,2)
α.mψ
) (
U (2,1)α.mφ+ U
(2,2)
α.mψ
)−1
gehört zu S0,q,[α,∞)[(sj)mj=0,≤].
(b) Sei S ∈ S0,q,[α,∞)[(sj)mj=0,≤]. Dann existiert ein
(
φ
ψ
) ∈ P̂(q,q)−J˜q ,≥(C,[α,∞)) derart,
dass
det
[
U (2,1)α.m (z)φ(z) + U
(2,2)
α.m (z)ψ(z)
] 6= 0
und
S(z) =
[
U (1,1)α.m (z)φ(z) + U
(1,2)
α.m (z)ψ(z)
] [
U (2,1)α.m (z)φ(z) + U
(2,2)
α.m (z)ψ(z)
]−1
für alle z ∈ C \ [α,∞) erfüllt sind.
(c) Seien
(
φ1
ψ1
)
,
(
φ2
ψ2
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)). Dann sind det (U (2,1)α.mφ1 + U (2,2)α.mψ1) und
det
(
U
(2,1)
α.mφ2 + U
(2,2)
α.mψ2
)
jeweils nicht die Nullfunktion und es sind folgende Aus-
sagen äquivalent:
(i) Es gilt (
U (1,1)α.mφ1 + U
(1,2)
α.mψ1
) (
U (2,1)α.mφ1 + U
(2,2)
α.mψ1
)−1
=
(
U (1,1)α.mφ2 + U
(1,2)
α.mψ2
) (
U (2,1)α.mφ2 + U
(2,2)
α.mψ2
)−1
.
(ii) Es gilt 〈(φ1ψ1)〉 = 〈(φ2ψ2)〉.
Beweis: Zu (a): Seien
φ̂ := U (1,1)α.mφ+ U
(1,2)
α.mψ und ψ̂ := U
(2,1)
α.mφ+ U
(2,2)
α.mψ.
Wegen Lemma 4.20 gilt
(iii) Es gilt
(
φ̂
ψ̂
)
∈ P(q,q)−J˜q ,≥(C,[α,∞)) und det ψ̂ ist nicht die Nullfunktion.
Weiterhin gelten
Uα.m
(
φ
ψ
)
=
(
φ̂
ψ̂
)
(4.53)
und
S = φ̂ · ψ̂−1. (4.54)
Wegen Teil (a) von Definition F.1, (iii) und (4.54) existiert dann eine diskrete Teilmenge
D von C \ [α,∞) (als Vereinigung endlich vieler diskreter Teilmengen von C \ [α,∞))
mit
(iv) Es sind S, φ, ψ, φ̂ und ψ̂ in C \ ([α,∞) ∪ D) holomorph.
110
4 Konstruktion einer Resolventenmatrix für vollständig nichtdegenerierte matrizielle
α-Stieltjes Momentenprobleme
(v) Es gilt det ψ̂(z) 6= 0 für alle z ∈ C \ ([α,∞) ∪ D).
(vi) Es gelten (
(z − α)φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)
ψ(z)
)
≥ 0q×q
und (
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ C \ (R ∪ D).
Wegen Teil (d) von Satz 4.17 gilt, dass Uα.m(z) für alle z ∈ C regulär ist. Hieraus folgt
wegen (v), (4.53) und (4.54) dann(
φ(z)
ψ(z)
)
ψ̂−1(z) = U−1α.m
(
φ̂(z)
ψ̂(z)
)
ψ̂−1(z) = U−1α.m
(
S(z)
Iq
)
(4.55)
für alle z ∈ C \ ([α,∞) ∪ D). Sei U˜α.m definiert wie in Satz 4.17. Dann gilt
U˜α.m(z)
(
(z − α)φ(z)
ψ(z)
)
=
(
(z − α)φ̂(z)
ψ̂(z)
)
(4.56)
für alle z ∈ C \ [α,∞). Wegen Teil (d) von Satz 4.17 gilt, dass U˜α.m(z) für alle z ∈ C
regulär ist. Hieraus folgt wegen (v), (4.56) und (4.54) dann(
(z − α)φ(z)
ψ(z)
)
ψ̂−1(z) = U˜−1α.m(z)
(
(z − α)φ̂(z)
ψ̂(z)
)
ψ̂−1(z) = U˜−1α.m(z)
(
(z − α)S(z)
Iq
)
(4.57)
für alle z ∈ C \ ([α,∞) ∪ D). Wegen (4.55) und (vi) gilt(
S(z)
Iq
)∗
U−∗α.m
( −J˜q
2 Im z
)
U−1α.m
(
S(z)
Iq
)
= ψ̂−∗(z)
(
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
ψ̂−1(z) ≥ 0q×q (4.58)
für alle z ∈ C \ (R ∪ D). Wegen (4.57) und (vi) gilt weiterhin(
(z − α)S(z)
Iq
)∗
U˜−∗α.m
( −J˜q
2 Im z
)
U˜−1α.m
(
(z − α)S(z)
Iq
)
= ψ̂−∗(z)
(
(z − α)φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)
ψ(z)
)
ψ̂−1(z) ≥ 0q×q (4.59)
für alle z ∈ C \ (R ∪ D). Unter Beachtung von den Teilen (a) und (b) von Satz 4.17
gilt wegen (4.58), (4.59), Bemerkung 4.2 und Teil (f) von Satz 4.12 bzw. Teil (f) von
Satz 4.14 dann F[S]TmU(z) ∈ C(TmU+2)q×(TmU+2)q≥ und F[S]α.Tm−1U(z) ∈ C(Tm−1U+2)q×(Tm−1U+2)q≥
für alle z ∈ Π+ \ D. Wegen Satz 1.25 gibt es genau ein S˜ ∈ S0,q,[α,∞)[(sj)mj=0,≤] mit
Rstr.Π+\D S˜ = Rstr.Π+\D S. Da S˜ in C \ [α,∞) holomorph ist, gilt wegen (iv) und des
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Identitätssatzes für meromorphe Funktionen (vergleiche z. B. im skalaren Fall [68, Satz
10.3.2]; im matriziellen Fall betrachtet man die einzelnen Einträge der Matrixfunktion)
dann S˜ = S und somit S ∈ S0,q,[α,∞)[(sj)mj=0,≤].
Zu (b): Wegen Teil (d) von Satz 4.17 gilt, dass Uα.m(z) für alle z ∈ C regulär ist. Sei(
φ
ψ
)
:= U−1α.m
(
S
Iq
)
.
Wegen S ∈ S0,q,[α,∞) (vergleiche Bezeichnung B.1) gilt dann
(vii) Es sind φ und ψ in C \ [α,∞) holomorph.
Wegen rank Iq = q gilt weiterhin
rank
(
φ(z)
ψ(z)
)
= rank
(
S(z)
Iq
)
= q (4.60)
für alle z ∈ C \ [α,∞). Unter Beachtung von Teil (a) von Satz 4.17 gilt wegen Teil (f)
von Satz 4.12 bzw. Teil (f) von Satz 4.14, Teil (a) von Bemerkung 4.2 und Satz 1.26
dann (
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
=
(
S
Iq
)∗
U−∗α.m
( −J˜q
2 Im z
)
U−1α.m
(
S
Iq
)
≥ 0q×q (4.61)
für alle z ∈ C \ R. Sei U˜α.m definiert wie in Satz 4.17. Wegen Teil (d) von Satz 4.17
gilt, dass U˜α.m(z) für alle z ∈ C regulär ist. Dann gilt(
(z − α)φ(z)
ψ(z)
)
= U˜−1α.m(z)
(
(z − α)S(z)
Iq
)
für alle z ∈ C\ [α,∞). Hieraus folgt unter Beachtung von Teil (b) von Satz 4.17 wegen
Teil (f) von Satz 4.12 bzw. Teil (f) von Satz 4.14, Teil (b) von Bemerkung 4.2 und
Satz 1.26 weiterhin(
(z − α)φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)
ψ(z)
)
=
(
(z − α)S(z)
Iq
)∗
U˜−∗α.m
( −J˜q
2 Im z
)
U˜−1α.m
(
(z − α)S(z)
Iq
)
≥ 0q×q (4.62)
für alle z ∈ C \ R. Wegen (vii), (4.60), (4.61), (4.62) und Teil (a) von Definition F.1
gilt nun
(
φ
ψ
) ∈ P̂(q,q)−J˜q ,≥(C,[α,∞)). Insbesondere gilt
Uα.m
(
φ
ψ
)
=
(
S
Iq
)
.
Hieraus folgen
det
[
U (2,1)α.m (z)φ(z) + U
(2,2)
α.m (z)ψ(z)
]
= det Iq 6= 0
und
S = S · I−1q =
[
U (1,1)α.m (z)φ(z) + U
(1,2)
α.m (z)ψ(z)
] [
U (2,1)α.m (z)φ(z) + U
(2,2)
α.m (z)ψ(z)
]−1
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für alle z ∈ C \ [α,∞).
Zu (c): Wegen (a) sind det
(
U
(2,1)
α.mφ1 + U
(2,2)
α.mψ1
)
und det
(
U
(2,1)
α.mφ2 + U
(2,2)
α.mψ2
)
jeweils
nicht die Nullfunktion.
Sei zunächst (i) erfüllt. Wegen Teil (d) von Satz 4.17 gilt, dass Uα.m(z) für alle z ∈ C
regulär ist. Hieraus folgt nun(
φj
ψj
)
= U−1α.mUα.m
(
φj
ψj
)
= U−1α.m
(
U
(1,1)
α.mφj + U
(1,2)
α.mψj
U
(2,1)
α.mφj + U
(2,2)
α.mψj
)
= U−1α.m
((
U
(1,1)
α.mφj + U
(1,2)
α.mψj
)(
U
(2,1)
α.mφj + U
(2,2)
α.mψj
)−1
Iq
)(
U (2,1)α.mφj + U
(2,2)
α.mψj
)
für alle j ∈ {1, 2}. Hieraus folgt wegen (i) dann(
φ2
ψ2
)
= U−1α.m
((
U
(1,1)
α.mφ2 + U
(1,2)
α.mψ2
)(
U
(2,1)
α.mφ2 + U
(2,2)
α.mψ2
)−1
Iq
)(
U (2,1)α.mφ2 + U
(2,2)
α.mψ2
)
= U−1α.m
((
U
(1,1)
α.mφ1 + U
(1,2)
α.mψ1
)(
U
(2,1)
α.mφ1 + U
(2,2)
α.mψ1)
−1
Iq
)(
U (2,1)α.mφ2 + U
(2,2)
α.mψ2
)
= U−1α.m
(
U
(1,1)
α.mφ1 + U
(1,2)
α.mψ1
U
(2,1)
α.mφ1 + U
(2,2)
α.mψ1
)(
U (2,1)α.mφ1 + U
(2,2)
α.mψ1
)−1 (
U (2,1)α.mφ2 + U
(2,2)
α.mψ2
)
=
(
φ1
ψ1
)
(U (2,1)α.mφ1 + U
(2,2)
α.mψ1)
−1 (U (2,1)α.mφ2 + U (2,2)α.mψ2) .
Sei g :=
(
U
(2,1)
α.mφ1 + U
(2,2)
α.mψ1
)−1(
U
(2,1)
α.mφ2 + U
(2,2)
α.mψ2
)
. Dann existiert eine Teilmenge D
von C \ [α,∞) (als Vereinigung endlich vieler diskreter Teilmengen von C \ [α,∞)), so
dass φ1, ψ1, φ2, ψ2 und g in C \ ([α,∞) ∪ D holomorph sind und det g(z) 6= 0 sowie(
φ2(z)
ψ2(z)
)
=
(
φ1(z)
ψ1(z)
)
g(z)
für alle z ∈ C\ ([α,∞)∪D erfüllt sind. Wegen Definition F.3 gilt dann 〈(φ1ψ1)〉 = 〈(φ2ψ2)〉.
Sei nun (ii) erfüllt, das heißt wegen Definition F.3 existieren eine in C \ [α,∞) me-
romorphe q×q-Matrixfunktion g und diskrete Teilmenge D von C \ [α,∞), so dass
φ1, ψ1, φ2, ψ2 und g in C \ ([α,∞) ∪ D) holomorph sind sowie det g(z) 6= 0 und(
φ2(z)
ψ2(z)
)
=
(
φ1(z)
ψ2(z)
)
g(z)
für alle z ∈ C \ ([α,∞) ∪ D) erfüllt sind. Hieraus folgt dann[
U (1,1)α.m (z)φ2(z) + U
(1,2)
α.m (z)ψ2(z)
] [
U (2,1)α.m (z)φ2(z) + U
(2,2)
α.m (z)ψ2(z)
]−1
=
[
U (1,1)α.m (z)φ1(z)g(z) + U
(1,2)
α.m (z)ψ1(z)g(z)
] [
U (2,1)α.mφ1(z)g(z) + U
(2,2)
α.m (z)ψ1(z)g(z)
]−1
=
[
U (1,1)α.m (z)φ1(z) + U
(1,2)
α.m (z)ψ1(z)
]
g(z)g−1(z)
[
U (2,1)α.m (z)φ1(z) + U
(2,2)
α.m (z)ψ1(z)
]−1
=
[
U (1,1)α.m (z)φ1(z) + U
(1,2)
α.m (z)ψ1(z)
] [
U (2,1)α.m (z)φ1(z) + U
(2,2)
α.m (z)ψ1(z)
]−1
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für alle z ∈ C \ ([α,∞)∪D). Hieraus folgt wegen des Identitätssatzes für meromorphe
Funktionen (vergleiche z. B. im skalaren Fall [68, Satz 10.3.2]; im matriziellen Fall
betrachtet man die einzelnen Einträge der Matrixfunktion) dann (i). 
Es sei bemerkt, dass Theorem 4.21 für ungerade m im allgemeineren Fall einer gege-
benen Folge aus K≥,eq,m,α in [61, Kapitel 11] behandelt wurde. Insbesondere ist dort auch
der nichtdegnerierte Fall in [61, Theorem 11.2] aufgeführt.
Theorem 4.21 zeigt nun, dass über die in Definition 4.16 eingeführte Begriffsbildung
tatsächlich eine Resolventenmatrix für das rechtsseitige α-Stieltjes Momentenproblem
gewonnen wird (vergleiche Teil (a) von Definition 4.1).
Abschließend können wir folgende Beobachtung für Funktionen aus S0,q,[α,∞)[(sj)mj=0,≤]
für eine Folge (sj)mj=0 ∈ K>q,m,α mit m ∈ N vornehmen.
Satz 4.22 Seien m ∈ N, α ∈ R und (sj)mj=0 ∈ K>q,m,α. Weiterhin sei
S ∈ S0,q,[α,∞)[(sj)mj=0,≤]. Dann gilt detS(z) 6= 0 für alle z ∈ C \ [α,∞). Insbeson-
dere ist S(x) für alle x ∈ (−∞, α) eine positiv hermitesche Matrix.
Beweis: Wegen Bemerkung 3.1 ist s0 = H0 eine reguläre Matrix. Hieraus folgt wegen
Satz 1.12 dann detS(z) 6= 0 für alle z ∈ C \ [α,∞). Hieraus folgt wegen S ∈ S0,q,[α,∞)
(vergleiche Bezeichnung B.1) dann S(x) > 0q×q für alle x ∈ (−∞, α). 
4.2 Zwei extremale Elemente der Menge S0,q,[α,∞)[(sj)mj=0,≤]
Seien m ∈ N, α ∈ R und (sj)mj=0 ∈ K>q,m,α gegeben. Der vorliegende Teilabschnitt ist
dann der Diskussion zweier ausgezeichneter Elemente der Menge S0,q,[α,∞)[(sj)mj=0,≤]
gewidmet. Hierbei handelt es sich um rationale q×q-Matrixfunktionen, die durch spezi-
elle Extremaleigenschaften auf dem Intervall (−∞, α) bezüglich der Löwner-Halbord-
nung für hermitesche q×q-Matrizen gekennzeichnet werden. Ausgangspunkt unserer
Betrachtungen ist die folgende Beobachtung.
Bemerkung 4.23 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ K>q,κ,α und [(Aα.n)TκUn=0,(Bα.n)Tκ+1Un=0 ,
(Cα.n)
TκU
n=0,(Dα.n)
Tκ+1U
n=0 ] das rechtsseitige α-Dyukarev-Quadrupel bezüglich (sj)
κ
j=0. Unter
Beachtung von Teil (b) von Satz 4.19 seien weiterhin S(α.m)min , S
(α.m)
max : C\ [α,∞)→ Cq×q
für alle m ∈ Z1,κ definiert gemäß
S
(α.m)
min (z) := Bα.Tm+1U(z)D−1α.Tm+1U(z) bzw. S(α.m)max (z) := Aα.TmU(z)C−1α.TmU(z).
Dann gelten S(α.m)min , S
(α.m)
max ∈ S0,q,[α,∞)[(sj)mj=0,≤] für alle m ∈ Z1,κ.
Beweis: Sei m ∈ Z1,κ. Wegen Teil (b) von Satz 1.10 bzw. Teil (b) von Definition 1.8 gilt
dann (sj)mj=0 ∈ K>q,m,α. Bezeichne I bzw. O die in C \ [α,∞) konstante Matrixfunktion
mit dem Wert Iq bzw. 0q×q. Wegen Beispiel F.7 und Teil (a) von Definition F.1 gilt
dann
(I
O
)
,
(O
I
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)). Unter Beachtung von Definition 4.16 folgt dann die
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Behauptung aus Teil (a) von Theorem 4.21, wobei S(α.m)min bzw. S
(α.m)
max die zum q×q-
Stieltjes-Paar
(O
I
)
bzw.
(I
O
)
in C \ [α,∞) zugehörige Funktion aus S0,q,[α,∞)[(sj)mj=0,≤]
darstellt. 
Definition 4.24 Seien m ∈ N, α ∈ R, (sj)mj=0 ∈ K>q,m,α und [(A〈s〉α.n)TmUn=0,(B〈s〉α.n)Tm+1Un=0 ,
(C〈s〉α.n)
TmU
n=0,(D
〈s〉
α.n)
Tm+1U
n=0 ] das rechtsseitige α-Dyukarev-Quadrupel bezüglich (sj)
m
j=0. Wei-
terhin seien S(α.m,s)min , S
(α.m,s)
max : C \ [α,∞)→ Cq×q definiert gemäß
S
(α.m,s)
min (z) := B
〈s〉
α.Tm+1U(z)
[
D〈s〉α.Tm+1U(z)
]−1 bzw. S(α.m,s)max (z) := A〈s〉α.TmU(z)[C〈s〉α.TmU(z)]−1.
Dann heißt S(α.m,s)min bzw. S
(α.m,s)
max das untere bzw. obere Extremalelement von
S0,q,[α,∞)[(sj)mj=0,≤]. Falls klar ist, von welchem (sj)mj=0 die Rede ist, lassen wir das
s im oberen Index weg.
Es sei bemerkt, dass die in Definition 4.24 eingeführten Größen mit denen in [15,
Chapter 3] für den Fall α = 0 übereinstimmen, wobei dort die zwei Extremalelemente
fälschlicherweise vertauscht wurden.
Wir können nun folgende Beobachtung über die zugehörigen Stieltjes-Maße der in De-
finition 4.24 eingeführten Funktionen machen.
Bemerkung 4.25 Seien m ∈ N, α ∈ R, (sj)mj=0 ∈ K>q,m,α und S(α.m)min bzw. S(α.m)max
das untere bzw. obere Extremalelement von S0,q,[α,∞)[(sj)mj=0,≤]. Weiterhin sei µ(α.m)min
bzw. µ(α.m)max das zu S
(α.m)
min bzw. S
(α.m)
max gehörige Stieltjes-Maß. Dann gelten folgende
Aussagen:
(a) Es sind µ(α.m)min und µ
(α.m)
max molekulare Maße ausMq≥,∞([α,∞)).
(b) Sei [(Aα.n)
TκU
n=0,(Bα.n)
Tκ+1U
n=0 ,(Cα.n)
TκU
n=0,(Dα.n)
Tκ+1U
n=0 ] das rechtsseitige α-Dyukarev-
Quadrupel bezüglich (sj)κj=0. Es bezeichne N (α.m)min bzw. N (α.m)max die Nullstellen-
menge von detDα.Tm+1U bzw. detCα.TmU. Dann gelten
µ(min)α.m
(
[α,∞) \ N (α.m)min
)
= 0q×q und µ(max)α.m
(
[α,∞) \ N (α.m)max
)
= 0q×q.
Beweis: Dies folgt unter Beachtung von Satz B.2 aus [27, Lemma B.4] in Verbindung
mit Definition 4.24 und Teil (b) von Satz 4.19. 
Wir wollen nun erläutern, warum die in Definition 4.24 definierten Funktionen gerade
das untere und obere Extremalelement von S0,q,[α,∞)[(sj)mj=0,≤] genannt werden. Hierfür
verwenden wir eine ähnliche Vorgehensweise wie in [25, Chapter 3], wo der Fall α = 0
behandelt wurde. Zunächst benötigen wir aber noch folgendes Hilfsresultat.
Lemma 4.26 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ K>q,κ,α und [(Aα.n)TκUn=0,(Bα.n)Tκ+1Un=0 ,
(Cα.n)
TκU
n=0,(Dα.n)
Tκ+1U
n=0 ] das rechtsseitige α-Dyukarev-Quadrupel bezüglich (sj)
κ
j=0. Dann
gelten folgende Aussagen:
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(a) Es gelten
A∗α.TmU(x)Cα.TmU(x)−C∗α.TmU(x)Aα.TmU(x) = 0q×q
A∗α.TmU(x)Dα.Tm+1U(x)−C∗α.TmU(x)Bα.Tm+1U(x) = Iq
D∗α.Tm+1U(x)Aα.TmU(x)−B∗α.Tm+1U(x)Cα.TmU(x) = Iq
B∗α.Tm+1U(x)Dα.Tm+1U(x)−D∗α.Tm+1U(x)Bα.Tm+1U(x) = 0q×q
für alle x ∈ R und m ∈ Z0,κ.
(b) Es gelten
Aα.TmU(x)B∗α.Tm+1U(x) +Bα.Tm+1U(x)A∗α.TmU(x) ≥ 0q×q
und
Cα.TmU(x)D∗α.Tm+1U(x) +Dα.Tm+1U(x)C∗α.TmU(x) ≥ 0q×q
für alle x ∈ (−∞, α) und m ∈ Z0,κ.
Beweis: Zu (a): Sei (Uα.m)κm=0 die Folge von rechtsseitigen 2q×2q-α-Dyukarev-Matrix-
polynomen bezüglich (sj)κj=0. Wegen Beispiel D.4, Teil (c) von Satz 4.17 und Teil (b)
von Definition E.1 ist Uα.m(x) für alle x ∈ R und m ∈ Z0,κ eine J˜q-unitäre Matrix.
Hieraus folgt wegen Teil (b) von Definition D.2 und Definition 4.16 nun
02q×2q = J˜q − U∗α.m(x)J˜qUα.m(x)
=
(
0q×q −iIq
iIq 0q×q
)
−
(
Aα.TmU(x) Bα.Tm+1U(x)
Cα.TmU(x) Dα.Tm+1U(x)
)∗(
0q×q −iIq
iIq 0q×q
)
·
(
Aα.TmU(x) Bα.Tm+1U(x)
Cα.TmU(x) Dα.Tm+1U(x)
)
=
(
0q×q −iIq
iIq 0q×q
)
−
(
A∗α.TmU(x) C∗α.TmU(x)
B∗α.Tm+1U(x) D∗α.Tm+1U(x)
)
·
(−iCα.TmU(x) −iDα.Tm+1U(x)
iAα.TmU(x) iBα.Tm+1U(x)
)
= i
(
A∗α.TmU(x)Cα.TmU(x)−C∗α.TmU(x)Aα.TmU(x)
Iq +B
∗
α.Tm+1U(x)Cα.TmU(x)−D∗α.Tm+1U(x)Aα.TmU(x)
−Iq +A∗α.TmU(x)Dα.Tm+1U(x)−C∗α.TmU(x)Bα.Tm+1U(x)
B∗α.Tm+1U(x)Dα.Tm+1U(x)−D∗α.Tm+1U(x)Bα.Tm+1U(x)
)
für alle x ∈ R und m ∈ Z0,κ. Hieraus folgen dann alle Behauptungen.
Zu (b): Wegen Definition 4.15 gelten
Aα.0(x)B
∗
α.0(x) +Bα.0(x)A
∗
α.0(x) = 0q×q
und
Cα.0(x)D
∗
α.0(x) +Dα.0(x)C
∗
α.0(x) = −(x− α)s−10 I∗q − Iq[(x− α)s−10 ]∗
= −2(x− α)s−10 ≥ 0q×q
für alle x ∈ (−∞, α).
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Sei nun m ∈ Z1,κ ungerade, das heißt es existiert ein n ∈ Z0,TκU mit m = 2n+ 1. Wegen
der Teile (a) und (b) von Lemma 4.3 und der Teile (a) und (e) von Lemma 4.5 gilt
Rn(α)TnRn(x)uα.n = Rn(x)TnRn(α)uα.n = Rn(x)Tny0,n = Rn(x)un (4.63)
für alle x ∈ R. Wegen der Teile (a) und (e) von Lemma 4.5 gilt weiterhin
y∗0,n + (x− α)u∗nR∗n(x) = y∗0,n
[
R−∗n (x) + (x− α)T ∗n
]
R∗n(x)
= y∗0,nR
−∗
n (α)R
∗
n(x) = u
∗
α.nR
∗
n(x) (4.64)
für alle x ∈ R. Wegen Definition 4.15, Teil (c) von Bemerkung 4.6, (4.64) und (4.63)
gilt nun
Aα.TmU(x)B∗α.Tm+1U(x) = Aα.n(x)B∗α.n+1(x)
=
[
Iq + (x− α)u∗nR∗n(x)H−1n Rn(α)vn
]
y∗0,nH
−1
α.nRn(x)uα.n
= y∗0,nH
−1
α.nRn(x)uα.n
+ (x− α)u∗nR∗n(x)H−1n Rn(α)
[
R−1n (α)Hn − TnHα.n
]
H−1α.nRn(x)uα.n
= y∗0,nH
−1
α.nRn(x)uα.n + (x− α)u∗nR∗n(x)H−1α.nRn(x)uα.n
− (x− α)u∗nR∗n(x)H−1n Rn(α)TnRn(x)uα.n
= u∗α.nR
∗
n(x)H
−1
α.nRn(x)uα.n − (x− α)u∗nR∗n(x)H−1n Rn(x)un
für alle x ∈ R. Hieraus folgt dann
Aα.TmU(x)B∗α.Tm+1U(x) +Bα.Tm+1U(x)A∗α.TmU(x)
= 2u∗α.nR
∗
n(x)H
−1
α.nRn(x)uα.n − 2(x− α)u∗nR∗n(x)H−1n Rn(x)un ≥ 0q×q
für alle x ∈ (−∞, α). Weiterhin gilt
Rn(α)vn + (x− α)Rn(α)TnRn(x)vn = Rn(α)
[
R−1n (x) + (x− α)Tn
]
Rn(x)vn
= Rn(α)R
−1
n (α)Rn(x)vn = Rn(x)vn
für alle x ∈ R. Hieraus folgt wegen Definition 4.15 und Teil (c) von Bemerkung 4.6 nun
Cα.TmU(x)D∗α.Tm+1U(x) = Cα.n(x)D∗α.n+1(x)
= −(x− α)v∗nR∗n(x)H−1n Rn(α)vn
[
Iq − (x− α)v∗nR∗n(x)H−1α.ny0,n
]∗
= −(x− α)v∗nR∗n(x)H−1n Rn(α)vn
+ (x− α)2v∗nR∗n(x)H−1n Rn(α)
[
R−1n (α)Hn − TnHα.n
]
H−1α.nRn(x)vn
= −(x− α)v∗nR∗n(x)H−1n Rn(α)vn + (x− α)2v∗nR∗n(x)H−1α.nRn(x)vn
− (x− α)2v∗nR∗n(x)H−1n Rn(α)TnRn(x)vn
= −(x− α)v∗nR∗n(x)H−1n Rn(x)vn + (x− α)2v∗nR∗n(x)H−1α.nRn(x)vn
für alle x ∈ R. Hieraus folgt dann
Cα.TmU(x)D∗α.Tm+1U(x) +Cα.TmU(x)D∗α.Tm+1U(x)
= −2(x− α)v∗nR∗n(x)H−1n Rn(x)vn + 2(x− α)2v∗nR∗n(x)H−1α.nRn(x)vn ≥ 0q×q
für alle x ∈ (−∞, α).
Seien nun κ ≥ 2 und m ∈ Z2,κ gerade, das heißt es existiert ein n ∈ Z1,TκU mit m = 2n.
Wegen Teil (d) von Lemma 4.4, Teil (b) von Lemma 4.3 und der Teile (b) und (e) von
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Lemma 4.5 gilt
Rn(α)LnRn−1(x)uα.n−1 = Rn(x)LnRn−1(α)uα.n−1 = Rn(x)Lny0,n−1 = Rn(x)un
(4.65)
für alle x ∈ R. Wegen der Teile (a) und (e) von Lemma 4.5 gilt weiterhin
y∗0,n−1 + (x− α)u∗n−1R∗n−1(x) = y∗0,n−1
[
R−∗n−1(x) + (x− α)T ∗n−1
]
R∗n−1(x)
= y∗0,n−1R
−∗
n−1(α)R
∗
n−1(x) = u
∗
α.n−1R
∗
n−1(x) (4.66)
für alle x ∈ R. Wegen Definition 4.15, Teil (d) von Bemerkung 4.6, Teil (d) von Lem-
ma 4.4, Teil (c) von Lemma 4.5, (4.66) und (4.65) gilt nun
Aα.TmU(x)B∗α.Tm+1U(x) = Aα.n(x)B∗α.n(x)
=
[
Iq + (x− α)u∗nR∗n(x)H−1n Rn(α)vn
]
y∗0,n−1H
−1
α.n−1Rn−1(x)uα.n−1
= y∗0,n−1H
−1
α.n−1Rn−1(x)uα.n−1
+ (x− α)u∗nR∗n(x)H−1n Rn(α)
[
R−1n (α)HnL̂n − LnHα.n−1
]
H−1α.n−1Rn−1(x)uα.n−1
= y∗0,n−1H
−1
α.n−1Rn−1(x)uα.n−1 + (x− α)u∗n−1R∗n−1(x)H−1α.n−1Rn−1(x)uα.n−1
− (x− α)u∗nR∗n(x)H−1n Rn(α)LnRn−1(x)uα.n−1
= u∗α.n−1R
∗
n−1(x)H
−1
α.n−1Rn−1(x)uα.n−1 − (x− α)u∗nR∗n(x)H−1n Rn(x)un
für alle x ∈ R. Hieraus folgt dann
Aα.TmU(x)B∗α.Tm+1U(x) +Bα.Tm+1U(x)A∗α.TmU(x)
= 2u∗α.n−1R
∗
n−1(x)H
−1
α.n−1Rn−1(x)uα.n−1 − 2(x− α)u∗nR∗n(x)H−1n Rn(x)un ≥ 0q×q
für alle x ∈ (−∞, α). Wegen der Teile (a), (b) und (d) von Lemma 4.4 und Teil (a)
von Lemma 4.3 gilt
Rn(α)vn + (x− α)Rn(α)LnRn−1(x)vn−1 = Rn(α)vn + (x− α)Rn(α)Rn(x)Tnvn
= Rn(α)
[
R−1n (x) + (x− α)Tn
]
Rn(x)vn
= Rn(α)R
−1
n (α)Rn(x)vn = Rn(x)vn
für alle x ∈ R. Hieraus folgt wegen Definition 4.15, Teil (d) von Bemerkung 4.6 und
der Teile (b) und (d) von Lemma 4.4 nun
Cα.TmU(x)D∗α.Tm+1U(x) = Cα.n(x)D∗α.n(x)
= −(x− α)v∗nR∗n(x)H−1n Rn(α)vn
[
Iq − (x− α)v∗n−1R∗n−1(x)H−1α.n−1y0,n−1
]∗
= −(x− α)v∗nR∗n(x)H−1n Rn(α)vn
+ (x− α)2v∗nR∗n(x)H−1n Rn(α)
[
R−1n (α)HnL̂n − LnHα.n−1
]
H−1α.n−1Rn−1(x)vn−1
= −(x− α)v∗nR∗n(x)H−1n Rn(α)vn + (x− α)2v∗n−1R∗n−1(x)H−1α.n−1Rn−1(x)vn−1
− (x− α)2v∗nR∗n(x)H−1n Rn(α)LnRn−1(x)vn−1
= −(x− α)v∗nR∗n(x)H−1n Rn(x)vn + (x− α)2v∗n−1R∗n−1(x)H−1α.n−1Rn−1(x)vn−1
für alle x ∈ R. Hieraus folgt dann
Cα.TmU(x)D∗α.Tm+1U(x) +Cα.TmU(x)D∗α.Tm+1U(x)
= −2(x− α)v∗nR∗n(x)H−1n Rn(x)vn + 2(x− α)2v∗n−1R∗n−1(x)H−1α.n−1Rn−1(x)vn−1 ≥ 0q×q
für alle x ∈ (−∞, α). 
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Da wegen Bezeichnung B.1 für jedes S ∈ S0,q,[α,∞) die Matrix S(x) für alle x ∈ (−∞, α)
(nichtnegativ) hermitesch ist, können wir nun folgende Ungleichungen bezüglich der
Löwner Halbordnung auf dem Intervall (−∞, α) für Funktionen aus S0,q,[α,∞)[(sj)mj=0,≤]
für eine Folge (sj)mj=0 ∈ K>q,m,α mit m ∈ N betrachten (vergleiche [25, Theorem 4] für
den Fall α = 0).
Satz 4.27 Seien m ∈ N, α ∈ R, (sj)mj=0 ∈ K>q,m,α und S(α.m)min bzw. S(α.m)max das untere
bzw. obere Extremalelement von S0,q,[α,∞)[(sj)mj=0,≤]. Dann gelten folgende Aussagen:
(a) Es gilt
S
(α.m)
min (x) < S
(α.m)
max (x)
für alle x ∈ (−∞, α).
(b) Sei S ∈ S0,q,[α,∞)[(sj)mj=0,≤]. Dann gilt
S
(α.m)
min (x) ≤ S(x) ≤ S(α.m)max (x)
für alle x ∈ (−∞, α).
(c) Es ist
[
S
(α.m)
max − S(α.m)min
]−1 holomorph in C \ [α,∞) und es gilt[
S(α.m)max (z)− S(α.m)min (z)
]−1
= −(z − α)v∗nR∗n(z)H−1n Rn(z)vn
+ (z − α)2v∗n−1R∗n−1(z)H−1α.n−1Rn−1(z)vn−1
für alle z ∈ C \ [α,∞).
Beweis: Sei [(Aα.n)
TmU
n=0,(Bα.n)
Tm+1U
n=0 ,(Cα.n)
TmU
n=0,(Dα.n)
Tm+1U
n=0 ] das rechtsseitige α-Dyuka-
rev-Quadrupel bezüglich (sj)mj=0.
Zu (a): Wegen S(α.m)max ∈ S0,q,[α,∞)[(sj)mj=0,≤] (vergleiche Bezeichnung B.1) ist S(α.m)max (x)
für alle x ∈ (−∞, α) (nichtnegativ) hermitesch. Hieraus folgt wegen Definition 4.24
und Teil (a) von Lemma 4.26 dann
S(α.m)max (x)− S(α.m)min (x) =
[
S(α.m)max (x)
]∗ − S(α.m)min (x)
= C−∗α.TmU(x)A∗α.TmU(x)−Bα.Tm+1U(x)D−1α.Tm+1U(x)
= C−∗α.TmU(x) [A∗α.TmU(x)Dα.Tm+1U(x)−C∗α.TmU(x)Bα.Tm+1U(x)]D−1α.Tm+1U(x)
= C−∗α.TmU(x)D−1α.Tm+1U(x) (4.67)
für alle x ∈ (−∞, α).
Sei nun m ungerade, das heißt es existiert ein n ∈ N0 mit m = 2n+ 1. Dann gilt
v∗nR
∗
n(α) + (x− α)v∗nR∗n(x)T ∗nR∗n(α) = v∗nR∗n(x)
[
R−∗n (x) + (x− α)T ∗n
]
R∗n(α)
= v∗nR
∗
n(x)
[
I(n+1)q − xTn + (x− α)Tn
]∗
R∗n(α)
= v∗nR
∗
n(x)R
−∗
n (α)R
∗
n(α) = v
∗
nR
∗
n(x)
für alle x ∈ R. Hieraus folgt wegen (4.67), Definition 4.15 und Teil (c) von Bemer-
kung 4.6 dann[
S(α.m)max (x)− S(α.m)min (x)
]−1
= Dα.Tm+1U(x)C∗α.TmU(x) = Dα.n+1(x)Cα.n(x)
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=
[
Iq − (x− α)v∗nR∗n(x)H−1α.ny0,n
] [−(x− α)v∗nR∗n(x)H−1n Rn(α)vn]∗
= −(x− α)v∗nR∗n(α)H−1n Rn(x)vn + (x− α)2v∗nR∗n(x)H−1α.ny0,nv∗nR∗n(α)H−1n Rn(x)vn
= −(x− α)v∗nR∗n(α)H−1n Rn(x)vn
+ (x− α)2v∗nR∗n(x)H−1α.n
[
HnR
−∗
n (α)−Hα.nT ∗n
]
R∗n(α)H
−1
n Rn(x)vn
= −(x− α)v∗nR∗n(α)H−1n Rn(x)vn + (x− α)2v∗nR∗n(x)H−1α.nRn(x)vn
− (x− α)2v∗nR∗n(x)T ∗nR∗n(α)H−1n Rn(x)vn
= −(x− α)v∗nR∗n(x)H−1n Rn(x)vn + (x− α)2v∗nR∗n(x)H−1α.nRn(x)vn > 0q×q
für alle x ∈ (−∞, α). Hieraus folgt nun S(α.m)max (x) − S(α.m)min (x) > 0q×q, also gilt
S
(α.m)
min (x) < S
(α.m)
max (x) für alle x ∈ (−∞, α).
Sei nun m gerade, das heißt es existiert ein n ∈ N mit m = 2n. Wegen der Teile (a),
(b) und (d) von Lemma 4.4 und Teil (a) von Lemma 4.3 gilt
v∗nR
∗
n(α) + (x− α)v∗n−1R∗n−1(x)L∗nR∗n(α) = v∗nR∗n(α) + (x− α)v∗nT ∗nR∗n(x)R∗n(α)
= v∗nR
∗
n(x)
[
R−∗n (x) + (x− α)T ∗n
]
R∗n(α)
= v∗nR
∗
n(x)
[
I(n+1)q − xTn + (x− α)Tn
]∗
R∗n(α)
= v∗nR
∗
n(x)R
−∗
n (α)R
∗
n(α) = v
∗
nR
∗
n(x)
für alle x ∈ R. Hieraus folgt wegen (4.67), Definition 4.15, Teil (d) von Bemerkung 4.6
und der Teile (b) und (d) von Lemma 4.4 nun[
S(α.m)max (x)− S(α.m)min (x)
]−1
= Dα.Tm+1U(x)C∗α.TmU(x) = Dα.n(x)Cα.n(x)
=
[
Iq − (x− α)v∗n−1R∗n−1(x)H−1α.n−1y0,n−1
] [−(x− α)v∗nR∗n(x)H−1n Rn(α)vn]∗
= −(x− α)v∗nR∗n(α)H−1n Rn(x)vn
+ (x− α)2v∗n−1R∗n−1(x)H−1α.n−1y0,n−1v∗nR∗n(α)H−1n Rn(x)vn
= −(x− α)v∗nR∗n(α)H−1n Rn(x)vn
+ (x− α)2v∗n−1R∗n−1(x)H−1α.n−1
[
L̂∗nHnR
−∗
n (α)−Hα.n−1L∗n
]
R∗n(α)H
−1
n Rn(x)vn
= −(x− α)v∗nR∗n(α)H−1n Rn(x)vn + (x− α)2v∗n−1R∗n−1(x)H−1α.n−1Rn−1(x)vn−1
+ (x− α)2v∗n−1R∗n−1(x)L∗nR∗n(α)H−1n Rn(x)vn
= −(x− α)v∗nR∗n(x)H−1n Rn(x)vn + (x− α)2v∗n−1R∗n−1(x)H−1α.n−1Rn−1(x)vn−1 > 0q×q
(4.68)
für alle x ∈ (−∞, α). Hieraus folgt nun S(α.m)max (x) − S(α.m)min (x) > 0q×q und somit
S
(α.m)
min (x) < S
(α.m)
max (x) für alle x ∈ (−∞, α).
Zu (b): Wegen Teil (b) von Theorem 4.21 und Definition 4.16 existiert ein(
φ
ψ
) ∈ P̂(q,q)−J˜q ,≥(C,[α,∞)) derart, dass
det [Cα.TmU(z)φ(z) +Dα.Tm+1U(z)ψ(z)] 6= 0
und
S(z) = [Aα.TmU(z)φ(z) +Bα.Tm+1U(z)ψ(z)] [Cα.TmU(z)φ(z) +Dα.Tm+1U(z)ψ(z)]−1
(4.69)
für alle z ∈ C \ [α,∞) erfüllt sind. Wegen S(α.m)max ∈ S0,q,[α,∞)[(sj)mj=0,≤] (vergleiche
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Bezeichnung B.1) ist S(α.m)max (x) für alle x ∈ (−∞, α) (nichtnegativ) hermitesch. Hieraus
folgt wegen Definition 4.24, (4.69) und Teil (a) von Lemma 4.26 dann
S(α.m)max (x)− S(x) =
[
S(α.m)max (x)
]∗ − S(x)
= C−∗α.TmU(x)A∗α.TmU(x)− [Aα.TmU(x)φ(x) +Bα.Tm+1U(x)ψ(x)]
· [Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)]−1
= C−∗α.TmU(x)
(
A∗α.TmU(x) [Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)]
−C∗α.TmU(x) [Aα.TmU(x)φ(x) +Bα.Tm+1U(z)ψ(x)]
)
· [Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)]−1
= C−∗α.TmU(x)
(
[A∗α.TmU(x)Cα.TmU(x)−C∗α.TmU(x)Aα.TmU(x)]φ(x)
+ [A∗α.TmU(x)Dα.Tm+1U(x)−C∗α.TmU(x)Bα.Tm+1U(x)]ψ(x)
)
· [Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)]−1
= C−∗α.TmU(x)ψ(x) [Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)]−1 (4.70)
für alle x ∈ (−∞, α). Sei
W (1)α.m :=
(
0q×q C−∗α.TmU
Cα.TmU Dα.Tm+1U
)
.
Wegen (4.70) gilt dann
W (1)α.m(x)
(
φ(x)
ψ(x)
)
[Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)]−1
=
(
C−∗α.TmU(x)ψ(x)
Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)
)
[Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)]−1
=
(
S
(α.m)
max (x)− S(x)
Iq
)
(4.71)
für alle x ∈ (−∞, α). Sei Jq definiert wie in Beispiel D.6. Wegen Teil (b) von Lem-
ma 4.26 gilt weiterhin[
W (1)α.m(x)
]∗
(−Jq)W (1)α.m(x) + Jq
=
(
0q×q C∗α.TmU(x)
C−1α.TmU(x) D∗α.Tm+1U(x)
)(
Cα.TmU(x) Dα.Tm+1U(x)
0q×q C−∗α.TmU(x)
)
+
(
0q×q −Iq
−Iq 0q×q
)
=
(
0q×q 0q×q
0q×q C−1α.TmU(x)Dα.Tm+1U(x) +D∗α.Tm+1U(x)C−∗α.TmU(x)
)
=
(
0q×q 0q×q
0q×q C−1α.TmU(x)
[
Dα.Tm+1U(x)C∗α.TmU(x) +Cα.TmU(x)D∗α.Tm+1U(x)
]
C−∗α.TmU(x)
)
≥ 0q×q
für alle x ∈ (−∞, α). Hieraus folgt dann[
W (1)α.m(x)
]∗
(−Jq)W (1)α.m(x) ≥ −Jq
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für alle x ∈ (−∞, α). Hieraus folgt wegen Lemma F.16 nun(
φ(x)
ψ(x)
)∗
[W (1)α.m(x)]
∗(−Jq)W (1)α.m(x)
(
φ(x)
ψ(x)
)
≥
(
φ(x)
ψ(x)
)∗
(−Jq)
(
φ(x)
ψ(x)
)
≥ 0q×q
für alle x ∈ (−∞, α). Hieraus folgt wegen (4.71) dann[
S(α.m)max (x)
]∗ − S∗(x) + S(α.m)max (x)− S(x)
=
(
S
(α.m)
max (x)− S(x)
Iq
)∗
(−Jq)
(
S
(α.m)
max (x)− S(x)
Iq
)
= [Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)]−∗
(
φ(x)
ψ(x)
)∗
[W (1)α.m(x)]
∗(−Jq)
·W (1)α.m(x)
(
φ(x)
ψ(x)
)
[Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)]−1 ≥ 0q×q (4.72)
für alle x ∈ (−∞, α). Wegen S(α.m)max , S ∈ S0,q,[α,∞)[(sj)mj=0,≤] (vergleiche Bezeich-
nung B.1) sind S(α.m)max (x) und S(x) für alle x ∈ (−∞, α) jeweils (nichtnegativ) her-
mitesch. Hieraus folgt wegen (4.72) nun S(α.m)max (x) ≥ S(x) für alle x ∈ (−∞, α).
Wegen S(α.m)min ∈ S0,q,[α,∞)[(sj)mj=0,≤] (vergleiche Bezeichnung B.1) ist S(α.m)min (x) für alle
x ∈ (−∞, α) (nichtnegativ) hermitesch. Hieraus folgt wegen Definition 4.24, (4.69) und
Teil (a) von Lemma 4.26 dann
S(x)− S(α.m)min (x) = S(x)−
[
S
(α.m)
min (x)
]∗
= [Aα.TmUφ(x) +Bα.Tm+1U(x)ψ(x)] [Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)]−1
−D−∗α.Tm+1U(x)B∗α.Tm+1U(x)
= D−∗α.Tm+1U(x)
(
D∗α.Tm+1U(x) [Aα.TmU(x)φ(x) +Bα.Tm+1U(x)ψ(x)]
−B∗α.Tm+1U(x) [Cα.TmU(x)φ(x) +Dα.Tm+1U(z)ψ(x)]
)
· [Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)]−1
= D−∗α.Tm+1U(x)
( [
D∗α.Tm+1U(x)Aα.TmU(x)−B∗α.Tm+1U(x)Cα.TmU(x)
]
φ(x)
+
[
D∗α.Tm+1U(x)Bα.Tm+1U(x)−B∗α.Tm+1U(x)Dα.Tm+1U(x)
]
ψ(x)
)
· [Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)]−1
= D−∗α.Tm+1U(x)φ(x) [Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)]−1 (4.73)
für alle x ∈ (−∞, α). Sei
W (2)α.m :=
(
D−∗α.Tm+1U 0q×q
Cα.TmU Dα.Tm+1U
)
.
Wegen (4.73) gilt dann
W (2)α.m(x)
(
φ(x)
ψ(x)
)
[Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)]−1
=
(
D−∗α.Tm+1U(x)φ(x)
Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)
)
[Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)]−1
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=
(
S(x)− S(α.m)min (x)
Iq
)
(4.74)
für alle x ∈ (−∞, α). Wegen Teil (b) von Lemma 4.26 gilt weiterhin[
W (2)α.m(x)
]∗
(−Jq)W (2)α.m(x) + Jq
=
(
D−1α.Tm+1U(x) C∗α.TmU(x)
0q×q D∗α.Tm+1U(x)
)(
Cα.TmU(x) Dα.Tm+1U(x)
D−∗α.Tm+1U(x) 0q×q
)
+
(
0q×q −Iq
−Iq 0q×q
)
=
(
D−1α.Tm+1U(x)Cα.TmU(x) +C∗α.TmU(x)D−∗α.Tm+1U(x) 0q×q
0q×q 0q×q
)
=
(
D−1α.Tm+1U(x)
[
Cα.TmU(x)D∗α.Tm+1U(x) +Dα.Tm+1U(x)C∗α.TmU(x)
]
D−∗α.Tm+1U(x) 0q×q
0q×q 0q×q
)
≥ 0q×q
für alle x ∈ (−∞, α). Hieraus folgt dann[
W (2)α.m(x)
]∗
(−Jq)W (2)α.m(x) ≥ −Jq
für alle x ∈ (−∞, α). Hieraus folgt wegen Lemma F.16 nun(
φ(x)
ψ(x)
)∗
[W (2)α.m(x)]
∗(−Jq)W (2)α.m(x)
(
φ(x)
ψ(x)
)
≥
(
φ(x)
ψ(x)
)∗
(−Jq)
(
φ(x)
ψ(x)
)
≥ 0q×q
für alle x ∈ (−∞, α). Hieraus folgt wegen (4.74) dann
S∗(x)− [S(α.m)min (x)]∗ + S(x)− S(α.m)min (x)
=
(
S(x)− S(α.m)min (x))
Iq
)∗
(−Jq)
(
S(x)− S(α.m)min (x))
Iq
)
= [Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)]−∗
(
φ(x)
ψ(x)
)∗
[W (2)α.m(x)]
∗(−Jq)
·W (2)α.m(x)
(
φ(x)
ψ(x)
)
[Cα.TmU(x)φ(x) +Dα.Tm+1U(x)ψ(x)]−1 ≥ 0q×q (4.75)
für alle x ∈ (−∞, α). Wegen S, S(α.m)min ∈ S0,q,[α,∞)[(sj)mj=0,≤] (vergleiche Bezeich-
nung B.1) sind S(x) und S(α.m)min (x) für alle x ∈ (−∞, α) jeweils (nichtnegativ) her-
mitesch. Hieraus folgt wegen (4.75) nun S(x) ≥ S(α.m)min (x) für alle x ∈ (−∞, α).
Zu (c): Unter Beachtung von Teil (b) von Satz 4.19 sei F : C \ [α,∞)→ Cq×q definiert
gemäß F (z) = C−∗α.TmU(z)D−1α.Tm+1U(z). Da Cα.TmU und Dα.Tm+1U als Matrixpolynome
holomorph in C sind, folgt wegen Teil (b) von Satz 4.19 dann, dass F holomorph in
C \ [α,∞) ist und detF (z) 6= 0 für alle z ∈ C \ [α,∞) erfüllt ist. Wegen (4.67) gilt
S(α.m)max (x)− S(α.m)min (x) = F (x)
für alle x ∈ (−∞, α). Hieraus folgt wegen des Identitätssatzes für meromorphe Funk-
tionen (vergleiche z. B. im skalaren Fall [68, Satz 10.3.2]; im matriziellen Fall betrachtet
man die einzelnen Einträge der Matrixfunktion) dann
S(α.m)max (z)− S(α.m)min (z) = F (z)
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für alle z ∈ C \ [α,∞). Somit ist S(α.m)max − S(α.m)min holomorph in C \ [α,∞) und
det
[
S
(α.m)
max (z) − S(α.m)min (z)
] 6= 0 für alle z ∈ C \ [α,∞) erfüllt. Hieraus folgt dann,
dass
[
S
(α.m)
max −S(α.m)min
]−1 holomorph in C\ [α,∞) ist. Sei G : C→ Cq×q definiert gemäß
G(z) = −(z − α)v∗nR∗n(z)H−1n Rn(z)vn + (z − α)2v∗n−1R∗n−1(z)H−1α.n−1Rn−1(z)vn−1.
Offensichtlich ist G ein q×q-Matrixpolynom und somit holomorph in C. Wegen (4.68)
gilt [
S(α.m)max (x)− S(α.m)min (x)
]−1
= G(x)
für alle x ∈ (−∞, α). Hieraus folgt wegen des Identitätssatzes für meromorphe Funk-
tionen (vergleiche z. B. im skalaren Fall [68, Satz 10.3.2]; im matriziellen Fall betrachtet
man die einzelnen Einträge der Matrixfunktion) dann[
S(α.m)max (z)− S(α.m)min (z)
]−1
= G(z)
für alle z ∈ C \ [α,∞). 
Teil (b) von Satz 4.27 dokumentiert nun, in welcher Weise die beiden in Definiti-
on 4.24 eingeführten rationalen q×q-Matrixfunktionen eine extremale Position der
Menge S0,q,[α,∞)[(sj)mj=0,≤] für eine Folge (sj)mj=0 ∈ K>q,m,α mit m ∈ N einnehmen.
Der folgende Satz liefert uns eine alternative Darstellung des unteren bzw. oberen
Extremalelements von S0,q,[α,∞)[(sj)mj=0,≤] für eine Folge (sj)mj=0 ∈ K>q,m,α mit m ∈ N,
welche uns eine bessere Vorstellung von der Struktur dieser q×q-Matrixfunktionen
liefert (vergleiche [25, Theorem 3] für den Fall α = 0).
Satz 4.28 Seien m ∈ N, α ∈ R und (sj)mj=0 ∈ K>q,m,α. Weiterhin seien S(α.m)min bzw.
S
(α.m)
max das untere bzw. obere Extremalelement von S0,q,[α,∞)[(sj)mj=0,≤] und H˜α.n für
alle n ∈ Z0,TmU definiert wie in Teil (e) von Bemerkung 4.6 (mit m statt κ). Unter
Beachtung von Lemma 4.18 gelten dann
S
(α.m)
min (z) = y
∗
0,Tm−1U
[
Hα.Tm−1U − (z − α)HTm−1U
]−1
y0,Tm−1U
für alle z ∈ C \ [α,∞) und
S(α.m)max (z) =
[
v∗TmU
[
TTmUH˜α.TmUT ∗TmU − (z − α)−1R−1TmU(α)HTmUR−∗TmU(α)
]−1
vTmU
]−1
für alle z ∈ C \ [α,∞).
Beweis: Zu (a): Seien [(Aα.n)
TmU
n=0,(Bα.n)
Tm+1U
n=0 ,(Cα.n)
TmU
n=0,(Dα.n)
Tm+1U
n=0 ] das rechtsseitige
α-Dyukarev-Quadrupel bezüglich (sj)mj=0 und zunächst n := Tm− 1U. Wegen Definiti-
on 4.24 und Teil (a) von Satz 4.19 gilt dann
S
(α.m)
min (z) = Bα.Tm+1U(z)D−1α.Tm+1U(z) = Bα.n+1(z)D−1α.n+1(z)
= y∗0,n
[
Hα.n − (z − α)Hn
]−1
y0,n
= y∗0,Tm−1U
[
Hα.Tm−1U − (z − α)HTm−1U
]−1
y0,Tm−1U
für alle z ∈ C \ [α,∞).
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Sei nun n := TmU. Wegen Definition 4.24 und Teil (a) von Satz 4.19 gilt dann
S(α.m)max (z) = Aα.TmU(z)C−1α.TmU(z) = Aα.n(z)C−1α.n(z)
=
[
v∗n
[
TnH˜α.nT
∗
n − (z − α)−1R−1n (α)HnR−∗n (α)
]−1
vn
]−1
=
[
v∗TmU
[
TTmUH˜α.TmUT ∗TmU − (z − α)R−1TmU(α)HTmUR−∗TmU(α)
]−1
vTmU
]−1
für alle z ∈ C \ [α,∞). 
Teil (a) von Satz 4.27 und Satz 4.22 führen uns auf folgende Definition.
Definition 4.29 Seien m ∈ N, α ∈ R, (sj)mj=0 ∈ K>q,m,α und S(α.m)min bzw. S(α.m)max das un-
tere bzw. obere Extremalelement von S0,q,[α,∞)[(sj)mj=0,≤]. Weiterhin sei x ∈ (−∞, α).
Dann heißt
[
S
(α.m)
min (x), S
(α.m)
max (x)
]
das zu (sj)mj=0 und x zugehörige Weylsche Inter-
vall.
Das so eben eingeführte zu einer rechtsseitig α-Stieltjes-positiv definiten Folge und ei-
nem Punkt x ∈ (−∞, α) gehörige Weylsche Intervall ist ein nichtdegneriertes Matrixin-
tervall bezüglich der Löwner-Halbordnung. Der folgende Satz zeigt nun, dass dieses In-
tervall gerade mit der Menge der Funktionswerte S(x) aller Lösungen
S ∈ S0,q,[α,∞)[(sj)mj=0,≤] übereinstimmt (der Fall α = 0 wurde in [25] am Ende von
Kapitel 3 ohne Beweis angegeben; einen Beweis, an dem wir uns größtenteils orien-
tieren werden, für diesen Fall formulierte Yu.M. Dyukarev freundlicherweise während
seines Aufenthaltes in Leipzig Ende Januar 2017).
Satz 4.30 Seien m ∈ N, α ∈ R und (sj)mj=0 ∈ K>q,m,α. Weiterhin sei
[
S
(α.m)
min (x),
S
(α.m)
max (x)
]
für alle x ∈ (−∞, α) das zu (sj)mj=0 und x zugehörige Weylsche Intervall.
Dann gilt {
S(x)
∣∣ S ∈ S0,q,[α,∞)[(sj)mj=0,≤]} = [S(α.m)min (x), S(α.m)max (x)]
für alle x ∈ (−∞, α).
Beweis: Wegen Teil (b) von Satz 4.27 gilt{
S(x)
∣∣ S ∈ S0,q,[α,∞)[(sj)mj=0,≤]} ⊆ [S(α.m)min (x), S(α.m)max (x)].
Sei nun T ∈ [S(α.m)min (x), S(α.m)max (x)]. Unter Beachtung von Teil (a) von Satz 4.27 existiert
wegen Teil (b) von Bemerkung C.5 ein K ∈ Cq×qH mit 0q×q ≤ K ≤ Iq und
T = S(α.m)max (x)−
√
S
(α.m)
max (x)− S(α.m)min (x)K
√
S
(α.m)
max (x)− S(α.m)min (x) . (4.76)
Weiterhin sei [(Aα.n)
TmU
n=0,(Bα.n)
Tm+1U
n=0 ,(Cα.n)
TmU
n=0,(Dα.n)
Tm+1U
n=0 ] das rechtsseitige α-Dyu-
karev-Quadrupel bezüglich (sj)mj=0.
Sei zunächst 0q×q < K ≤ Iq erfüllt. Dann ist insbesondere K regulär. Unter Beachtung
von Teil (a) von Satz 4.27 und Teil (b) von Satz 4.19 sei
W := C−1α.TmU(x)
[
S(α.m)max (x)− S(α.m)min (x)
]− 1
2
(
K−1 − Iq
)
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· [S(α.m)max (x)− S(α.m)min (x)]− 12C−∗α.TmU(x).
Es gilt K−1 ≥ Iq und somit ist W ∈ Cq×q≥ . Hieraus folgt ImW = 0q×q. Bezeichne W
bzw. I die in C\[α,∞) konstante Matrixfunktion mit dem WertW bzw. Iq. Wegen Be-
zeichnung B.1 ist dannW ∈ S0,q,[α,∞) und somit ist wegen Teil (a) von Bemerkung F.5
nun
(W
I
)
ein eigentliches (und konstantes) Paar aus P̂(q,q)−J˜q ,≥(C,[α,∞)). Bezeichne S
die aus Teil (a) von Theorem 4.21 zu
(W
I
)
gehörige Funktion aus S0,q,[α,∞)[(sj)mj=0,≤].
Wegen Teil (a) von Theorem 4.21 und Definition 4.16 sind dann
det [Cα.TmU(x)W +Dα.Tm+1U(x)] 6= 0
und
S(x) = [Aα.TmU(x)W +Bα.Tm+1U(x)] [Cα.TmU(x)W +Dα.Tm+1U(x)]−1 (4.77)
erfüllt. Wegen S(α.m)max ∈ S0,q,[α,∞)[(sj)mj=0,≤] (vergleiche Bezeichnung B.1) ist S(α.m)max (x)
(nichtnegativ) hermitesch. Hieraus folgen wegen Definition 4.24 und Teil (a) von Lem-
ma 4.26 dann
S(α.m)max (x)− S(α.m)min (x) =
[
S(α.m)max (x)
]∗ − S(α.m)min (x)
= C−∗α.TmU(x)A∗α.TmU(x)−Bα.Tm+1U(x)D−1α.Tm+1U(x)
= C−∗α.TmU(x) [A∗α.TmU(x)Dα.Tm+1U(x)−C∗α.TmU(x)Bα.Tm+1U(x)]D−1α.Tm+1U(x)
= C−∗α.TmU(x)D−1α.Tm+1U(x)
und unter Beachtung von (4.77) weiterhin
S(α.m)max (x)− S(x) =
[
S(α.m)max (x)
]∗ − S(x)
= C−∗α.TmU(x)A∗α.TmU(x)− [Aα.TmU(x)W +Bα.Tm+1U(x)] [Cα.TmU(x)W +Dα.Tm+1U(x)]−1
= C−∗α.TmU(x)
(
A∗α.TmU(x) [Cα.TmU(x)W +Dα.Tm+1U(x)]
−C∗α.TmU(x) [Aα.TmU(x)W +Bα.Tm+1U(z)]
)
[Cα.TmU(x)W +Dα.Tm+1U(x)]−1
= C−∗α.TmU(x)
(
[A∗α.TmU(x)Cα.TmU(x)−C∗α.TmU(x)Aα.TmU(x)]W
+ [A∗α.TmU(x)Dα.Tm+1U(x)−C∗α.TmU(x)Bα.Tm+1U(x)]
)
[Cα.TmU(x)W +Dα.Tm+1U(x)]−1
= C−∗α.TmU(x) [Cα.TmU(x)W +Dα.Tm+1U(x)]−1 .
Hieraus folgt unter Beachtung von Teil (a) von Satz 4.27 und (4.76) nun
S(x) = S(α.m)max (x)−C−∗α.TmU(x) [Cα.TmU(x)W +Dα.Tm+1U(x)]−1
= S(α.m)max (x)− [Cα.TmU(x)WC∗α.TmU(x) +Dα.Tm+1U(x)C∗α.TmU(x)]−1
= S(α.m)max (x)−
([
S(α.m)max (x)− S(α.m)min (x)
]− 1
2
(
K−1 − Iq
)
·[S(α.m)max (x)− S(α.m)min (x)]− 12 + [S(α.m)max (x)− S(α.m)min (x)]−1)−1
= S(α.m)max (x)−
([
S(α.m)max (x)− S(α.m)min (x)
]− 1
2K−1
[
S(α.m)max (x)− S(α.m)min (x)
]− 1
2
)−1
= T,
also gilt T ∈ {S(x) | S ∈ S0,q,[α,∞)[(sj)mj=0,≤]}.
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Seien nun 0q×q ≤ K ≤ Iq und nicht 0q×q < K erfüllt. Im Fall K = 0q×q folgt wegen
(4.76) sogleich T = S(α.m)max ∈ S0,q,[α,∞)[(sj)mj=0,≤]. Sei also nun K 6= 0q×q erfüllt. Wei-
terhin seien r ∈ Z2,q die Anzahl der verschiedenen Eigenwerte von K und λ1, . . . , λr
die verschiedenen Eigenwerte in aufsteigender Reihenfolge von K. Dann gilt
0 = λ1 < λ2 < . . . < λr ≤ 1.
Nach dem Spektralsatz ergibt sich
K = 0P1 + λ2P2 + . . .+ λrPr,
wobei Pj für jedes j ∈ Z1,r die Orthoprojektionsmatrix von Cq auf den zu λj gehö-
rigen Eigenraum bezeichnet. Sei (εk)∞k=0 eine gegen Null strebende Folge aus (0, λ2).
Weiterhin sei
Kk := εkP1 + λ2P2 + . . .+ λrPr
für alle k ∈ N0. Für jedes k ∈ N0 gilt dann 0q×q < Kk ≤ Iq und, wie wir schon gezeigt
haben, gehört
Tk = S
(α.m)
max (x)−
√
S
(α.m)
max (x)− S(α.m)min (x)Kk
√
S
(α.m)
max (x)− S(α.m)min (x)
zu {S(x) | S ∈ S0,q,[α,∞)[(sj)mj=0,≤]}. Hieraus folgt wegen limk→∞Kk = K und (4.76)
dann limk→∞ Tk = T . Wie wir schon gezeigt haben, existiert für jedes k ∈ N0 ein
konstantes Paar
(
φk
ψk
) ∈ P̂(q,q)−J˜q ,≥(C,[α,∞)), sodass
det [Cα.TmU(x)φk +Dα.Tm+1U(x)ψk] 6= 0
und
Tk = [Aα.TmU(x)φk +Bα.Tm+1U(x)ψk] [Cα.TmU(x)φk +Dα.Tm+1U(x)ψk]−1
erfüllt sind. Wegen Teil (a) von Bemerkung G.6 existiert für jedes k ∈ N0 ein zu
(
φk
ψk
)
äquivalentes (und konstantes) Paar
(
φ˜k
ψ˜k
)
∈ P̂(q,q)−J˜q ,≥(C,[α,∞)) derart, dass ψ˜k−iφ˜k = 2I
erfüllt ist. Wegen Teil (c) von Theorem 4.21 und Definition 4.16 sind dann
det
[
Cα.TmU(x)φ˜k +Dα.Tm+1U(x)ψ˜k
] 6= 0
und
Tk =
[
Aα.TmU(x)φ˜k +Bα.Tm+1U(x)ψ˜k
][
Cα.TmU(x)φ˜k +Dα.Tm+1U(x)ψ˜k
]−1
für alle k ∈ N0 erfüllt. Wegen Teil (b) von Bemerkung G.6 ist die Folge
((
φ˜k
ψ˜k
))∞
k=0
be-
schränkt. Wegen des Satzes von Bolzano-Weierstraß existiert dann eine Teilfolge dieser
Folge, die gegen ein
(
φ˜
ψ˜
)
konvergiert. Unter Beachtung von Teil (a) von Definition F.1
und Teil (b) von Bemerkung G.6 gilt dann
(
φ˜
ψ˜
)
∈ P̂(q,q)−J˜q ,≥(C,[α,∞)). Weiterhin gelten
det
[
Cα.TmU(x)φ˜+Dα.Tm+1U(x)ψ˜
] 6= 0
und
T =
[
Aα.TmU(x)φ˜+Bα.Tm+1U(x)ψ˜
][
Cα.TmU(x)φ˜+Dα.Tm+1U(x)ψ˜
]−1
.
Hieraus folgt wegen Teil (a) von Theorem 4.21 nun T ∈ {S(x) | S ∈ S0,q,[α,∞)[(sj)mj=0,
≤]}. 
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4.3 Der linksseitige Fall
Wir knüpfen nun an die Ausführungen von Abschnitt 1.5 an. Haben wir dort noch
allgemeine linksseitige α-Stieltjes Momentenprobleme betrachtet, wollen wir uns nun
auf den vollständig nichtdegenerierten Fall beschränken, das heißt unsere gegebene
Folge ist linksseitig α-Stieltjes-positiv definit anstatt nur -nichtnegativ definit.
Bemerkung 4.31 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ L>q,κ,α. Weiterhin sei S :
C \ (−∞, α]→ Cq×q.Dann gelten folgende Aussagen:
(a) Seien z ∈ C \ R und n ∈ Z0,TκU. Dann sind folgende Aussagen äquivalent:
(i) Es gilt F[S]n (z) ∈ C(n+2)q×(n+2)q≥ .
(ii) Es gilt F̂[S]n (z) ∈ Cq×q≥ .
(b) Seien z ∈ C \ R und n ∈ Z0,Tκ−1U. Dann sind folgende Aussagen äquivalent:
(iii) Es gilt F[S]α/n(z) ∈ C(n+2)q×(n+2)q≥ .
(iv) Es gilt F̂[S]α/n(z) ∈ Cq×q≥ .
Beweis: Zu (a): Wegen Bemerkung 3.11 gilt Hn ∈ C(n+1)q×(n+1)q≥ und H+n = H−1n .
Hieraus folgt mithilfe von Definition 1.30 und Lemma C.3 dann die Äquivalenz von (i)
und (ii).
Zu (b): Wegen Bemerkung 3.11 gilt Hα/n ∈ C(n+1)q×(n+1)q≥ und H+α/n = H−1α/n. Hieraus
folgt mithilfe von Definition 1.30 und Lemma C.3 dann die Äquivalenz von (iii) und
(iv). 
Unsere nächsten Betrachtungen führen uns vor dem Hintergrund von Bemerkung 4.31
von den Potapovschen Fundamentalmatrizen auf eine Resolventenmatrix für das links-
seitige α-Stieltjes Momentenproblem. Hierfür behandeln wir zunächst einige Matrix-
funktionen, die sich als spezielle J˜q-Potapov-Funktionen herausstellen werden (ver-
gleiche Definition E.1 und Beispiel D.4). Sie werden uns helfen die linken Schur-
Komplemente der Potapovschen Fundamentalmatrizen anders darzustellen.
Bezeichnung 4.32 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ L>q,κ,α. Für n ∈ Z0,TκU sei
Vα/2n : C→ C2q×2q definiert gemäß
V〈s〉α/2n(z) := I2q − (α− z)
((
u〈s〉n
)∗
−v∗n
)
R∗n(z)
(
H〈s〉n
)−1
Rn(α)
(
vn u
〈s〉
n
)
.
Für n ∈ Z0,Tκ−1U sei weiterhin Vα/2n+1 : C→ C2q×2q definiert gemäß
V〈s〉α/2n+1(z) := I2q − (α− z)
((
u〈s〉α/n
)∗
−v∗n
)
R∗n(z)
(
H〈s〉α/n
)−1
Rn(α)
(
vn u
〈s〉
α/n
)
.
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Für n ∈ Z0,Tκ−1U sei
M 〈s〉α/n :=
(
Iq −
(
y〈s〉0,n
)∗(
H〈s〉α/n
)−1
y〈s〉0,n
0q×q Iq
)
.
Für n ∈ Z0,TκU sei weiterhin
M˜ 〈s〉α/n :=
(
Iq 0q×q
v∗nR
∗
n(α)
(
H〈s〉n
)−1
Rn(α)vn Iq
)
.
Für z ∈ C und n ∈ Z0,Tκ−1U seien
Θ〈s〉α/n(z) := V
〈s〉
α/2n(z)M
〈s〉
α/n und Θ˜
〈s〉
α/n(z) := V
〈s〉
α/2n+1(z)M˜
〈s〉
α/n.
Im Fall κ ≥ 2 seien für z ∈ C und n ∈ Z1,TκU weiterhin
Φ〈s〉α/n(z) := V
〈s〉
α/2n(z)M
〈s〉
α/n−1 und Φ˜
〈s〉
α/n(z) := V
〈s〉
α/2n−1(z)M˜
〈s〉
α/n.
Falls klar ist, von welchem (sj)κj=0 die Rede ist, lassen wir das 〈s〉 als oberen Index
weg.
Wir werden nun die in Bezeichnung 4.32 eingeführten Funktionen und Matrizen für den
linksseitigen Fall mithilfe der entsprechenden Funktionen und Matrizen für den rechts-
seitigen Fall darstellen. Somit können wir dann die nachfolgenden Resultate mithilfe
der entsprechenden Aussagen für den rechtsseitigen Fall beweisen.
Lemma 4.33 Seien κ ∈ N, α ∈ R, (sj)κj=0 eine Folge aus Cq×q und tj := (−1)jsj für
alle j ∈ Z0,κ. Weiterhin sei (tj)κj=0 ∈ L>q,κ,−α oder (sj)κj=0 ∈ K>q,κ,α erfüllt. Dann gelten
(sj)
κ
j=0 ∈ K>q,κ,α bzw. (tj)κj=0 ∈ L>q,κ,−α sowie folgende Aussagen:
(a) Seien z ∈ C und m ∈ Z0,κ. Dann gilt
V
〈t〉
−α/m(−z) = V1V〈s〉α.m(z)V ∗1 .
(b) Es gelten
M
〈t〉
−α/n = V1M
〈s〉
α.nV
∗
1
für alle n ∈ Z0,Tκ−1U und
M˜
〈t〉
−α/n = V1M˜
〈s〉
α.nV
∗
1
für alle n ∈ Z0,TκU.
(c) Seien z ∈ C und n ∈ Z0,Tκ−1U. Dann gelten
Θ
〈t〉
−α/n(−z) = V1Θ〈s〉α.n(z)V ∗1 und Θ˜〈t〉−α/n(−z) = V1Θ˜〈s〉α.n(z)V ∗1 .
(d) Seien κ ≥ 2, z ∈ C und n ∈ Z0,TκU. Dann gelten
Φ
〈t〉
−α/n(−z) = V1Φ〈s〉α.n(z)V ∗1 und Φ˜〈t〉−α/n(−z) = V1Φ˜〈s〉α.n(z)V ∗1 .
Beweis: Wegen Teil (a) von Bemerkung 1.17 gilt (sj)κj=0 ∈ K>q,κ,α bzw. (tj)κj=0 ∈ L>q,κ,−α.
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Zu (a): Wegen der Teile (a) und (b) von Lemma 1.16 und der Teile (a)-(c) von Lem-
ma 1.29 gilt
V
〈t〉
−α/2n(−z)
= I2q − (−α− (−z))
((
u〈t〉n
)∗
−v∗n
)
R∗n(−z)
(
H
〈t〉
n
)−1
Rn(−α)
(
vn u
〈t〉
n
)
= I2q − (z − α)
(−(u〈s〉n )∗V ∗n
−v∗nV ∗n
)
VnR
∗
n(z)V
∗
n Vn
(
H〈s〉n
)−1
V ∗n VnRn(α)V
∗
n
(
Vnvn −Vnu〈s〉n
)
= I2q + (z − α)
((
u〈s〉n
)∗
v∗n
)
R∗n(z)
(
H〈s〉n
)−1
Rn(α)
(
vn −u〈s〉n
)
= V1I2qV
∗
1 + (z − α)V1
((
u〈s〉n
)∗
−v∗n
)
R∗n(z)
(
H〈s〉n
)−1
Rn(α)
(
vn u
〈s〉
n
)
V ∗1
= V1V
〈s〉
α.2n(z)V
∗
1
für alle n ∈ Z0,TκU. Wegen Teil (a) von Lemma 1.16, Teil (b) von Lemma 2.5 und der
Teile (a)-(c) von Lemma 1.29 gilt
V
〈t〉
−α/2n+1(−z)
= I2q − (−α− (−z))
((
u〈t〉−α/n
)∗
−v∗n
)
R∗n(−z)
(
H
〈t〉
−α/n
)−1
Rn(−α)
(
vn u
〈t〉
−α/n
)
= I2q − (z − α)
(−(u〈s〉α.n)∗V ∗n
−v∗nV ∗n
)
VnR
∗
n(z)V
∗
n Vn
(
H〈s〉α.n
)−1
V ∗n
· VnRn(α)V ∗n
(
Vnvn −Vnu〈s〉α.n
)
= I2q + (z − α)
((
u〈s〉α.n
)∗
v∗n
)
R∗n(z)
(
H〈s〉α.n
)−1
Rn(α)
(
vn −u〈s〉α.n
)
= V1I2qV
∗
1 + (z − α)V1
((
u〈s〉α.n
)∗
−v∗n
)
R∗n(z)
(
H〈s〉α.n
)−1
Rn(α)
(
vn u
〈s〉
α.n
)
V ∗1
= V1V
〈s〉
α.2n+1(z)V
∗
1
für alle n ∈ Z0,Tκ−1U.
Zu (b): Wegen der Teile (a) und (d) von Lemma 1.16 und Teil (b) von Lemma 2.5 gilt
M
〈t〉
−α/n =
(
Iq −
(
y〈t〉0,n
)∗(
H〈t〉−α/n
)−1
y〈t〉0,n
0q×q Iq
)
=
(
Iq −
(
y〈s〉0,n
)∗
V ∗n Vn
(
H〈s〉α.n
)−1
V ∗n Vny
〈s〉
0,n
0q×q Iq
)
= V1
(
Iq
(
y〈s〉0,n
)∗(
H〈s〉α.n
)−1
y〈s〉0,n
0q×q Iq
)
V ∗1 = V1M
〈s〉
α.nV
∗
1
für alle n ∈ Z0,Tκ−1U. Wegen der Teile (a) und (b) von Lemma 1.16 und der Teile (a)
und (b) von Lemma 1.29 gilt
M˜
〈t〉
−α/n =
(
Iq 0q×q
v∗nR
∗
n(−α)
(
H〈t〉n
)−1
Rn(−α)vn Iq
)
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=
(
Iq 0q×q
v∗nV
∗
n VnR
∗
n(α)V
∗
n Vn
(
H〈t〉n
)−1
V ∗n VnRn(α)V
∗
n Vnvn Iq
)
= V1
(
Iq 0q×q
−v∗nR∗n(α)
(
H〈t〉n
)−1
Rn(α)vn Iq
)
V ∗1 = V1M˜
〈s〉
α.nV
∗
1
für alle n ∈ Z0,TκU.
Zu (c): Wegen (a) und (b) sowie Teil (a) von Lemma 1.16 gelten
Θ
〈t〉
−α/n(−z) = V〈t〉−α/2n(−z)M 〈t〉−α/n
= V1V
〈s〉
α.2n(z)V
∗
1 V1M
〈s〉
α.nV
∗
1
= V1V
〈s〉
α.2n(z)M
〈s〉
α.nV
∗
1 = V1Θ
〈s〉
α.n(z)V
∗
1
und
Θ˜
〈t〉
−α/n(−z) = V〈t〉−α/2n+1(−z)M˜ 〈t〉−α/n
= V1V
〈s〉
α.2n+1(z)V
∗
1 V1M˜
〈s〉
α.nV
∗
1
= V1V
〈s〉
α.2n+1(z)M˜
〈s〉
α.nV
∗
1 = V1Θ˜
〈s〉
α.n(z)V
∗
1 .
Zu (d): Wegen (a) und (b) sowie Teil (a) von Lemma 1.16 gelten
Φ
〈t〉
−α/n(−z) = V〈t〉−α/2n(−z)M 〈t〉−α/n−1
= V1V
〈s〉
α.2n(z)V
∗
1 V1M
〈s〉
α.n−1V
∗
1
= V1V
〈s〉
α.2n(z)M
〈s〉
α.n−1V
∗
1 = V1Φ
〈s〉
α.n(z)V
∗
1
und
Φ˜
〈t〉
−α/n(−z) = V〈t〉−α/2n−1(−z)M˜ 〈t〉−α/n
= V1V
〈s〉
α.2n−1(z)V
∗
1 V1M˜
〈s〉
α.nV
∗
1
= V1V
〈s〉
α.2n−1(z)M˜
〈s〉
α.nV
∗
1 = V1Φ˜
〈s〉
α.n(z)V
∗
1 . 
Satz 4.34 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ L>q,κ,α. Dann gelten folgende Aussagen:
(a) Es gelten
Θα/n(z) =
(
Iq − (α− z)u∗nR∗n(z)H−1n Rn(α)vn u∗α/nR∗n(z)H−1α/ny0,n
(α− z)v∗nR∗n(z)H−1n Rn(α)vn Iq − (α− z)v∗nR∗n(z)H−1α/ny0,n
)
und
Θ˜α/n(z) =
(
Iq − (α− z)u∗nR∗n(z)H−1n Rn(α)vn (α− z)u∗α/nR∗n(z)H−1α/ny0,n
v∗nR
∗
n(z)H
−1
n Rn(α)vn Iq − (α− z)v∗nR∗n(z)H−1α/ny0,n
)
für alle z ∈ C und n ∈ Z0,Tκ−1U.
(b) Es gilt
Θ˜α/n(z) =
(
(α− z)Iq 0q×q
0q×q Iq
)
Θα/n(z)
(
(α− z)−1Iq 0q×q
0q×q Iq
)
für alle z ∈ C \ {α} und n ∈ Z0,Tκ−1U.
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(c) Es gelten Θα/n, Θ˜α/n ∈ P˜J˜q(Π+) für alle n ∈ Z0,Tκ−1U.
(d) Für alle z ∈ C und n ∈ Z0,Tκ−1U sind Θα/n(z) und Θ˜α/n(z) regulär.
(e) Seien f : C \ R → Cq×q und fα/(z) := (α − z)f(z) für alle z ∈ C \ R. Unter
Beachtung von (d) gelten dann
F̂[f ]n (z) =
1
i(z − z)
(
f(z)
Iq
)∗
Θ−∗α/n(z)J˜qΘ
−1
α/n(z)
(
f(z)
Iq
)
und
F̂[f ]α/n(z) =
1
i(z − z)
(
fα/(z)
Iq
)∗
Θ˜−∗α/n(z)J˜qΘ˜
−1
α/n(z)
(
fα/(z)
Iq
)
für alle z ∈ C \ R und n ∈ Z0,Tκ−1U.
Beweis: Seien tj = (−1)jsj für alle j ∈ Z0,κ. Wegen Teil (a) von Bemerkung 1.17 gilt
dann (tj)κj=0 ∈ K>q,κ,−α.
Zu (a): Seien z ∈ C, n ∈ Z0,Tκ−1U. Es bezeichne
Θ〈s〉α/n =
((
Θ〈s〉α/n
)(1,1) (
Θ〈s〉α/n
)(1,2)(
Θ〈s〉α/n
)(2,1) (
Θ〈s〉α/n
)(2,2)
)
bzw. Θ〈t〉−α.n =
((
Θ〈t〉−α.n
)(1,1) (
Θ〈t〉−α.n
)(1,2)(
Θ〈t〉−α.n
)(2,1) (
Θ〈t〉−α.n
)(2,2)
)
die q×q-Blockzerlegung von Θ〈s〉α/n bzw. Θ〈t〉−α.n. Wegen Teil (c) von Lemma 4.33, Teil
(a) von Satz 4.12, der Teile (a), (b) und (d) von Lemma 1.16, Teil (b) von Lemma 2.5
und der Teile (a)-(c) von Lemma 1.29 gelten(
Θ〈s〉α/n
)(1,1)
(z) =
(
Θ
〈t〉
−α.n
)(1,1)
(−z)
= Iq + (−z − (−α))
(
u
〈t〉
n
)∗
R∗n(−z)
(
H
〈t〉
n
)−1
Rn(−α)vn
= Iq − (α− z)
(
u〈s〉n
)∗
V ∗n VnR
∗
n(z)V
∗
n Vn
(
H〈s〉n
)−1
V ∗n VnRn(α)V
∗
n Vnvn
= Iq − (α− z)
(
u〈s〉n
)∗
R∗n(z)
(
H〈s〉n
)−1
Rn(α)vn,(
Θ〈s〉α/n
)(1,2)
(z) = −(Θ〈t〉−α.n)(1,2)(−z)
= −(u〈t〉−α.n)∗R∗n(−z)(H〈t〉−α.n)−1y〈t〉0,n
=
(
u〈s〉α/n
)∗
V ∗n VnR
∗
n(z)V
∗
n Vn
(
H〈s〉n
)−1
V ∗n Vny
〈s〉
0,n
=
(
u〈s〉α/n
)∗
R∗n(z)
(
H〈s〉n
)−1
y〈s〉0,n,(
Θ〈s〉α/n
)(2,1)
(z) = −(Θ〈t〉−α.n)(2,1)(−z)
= (−z − (−α))v∗nR∗n(−z)
(
H
〈t〉
n
)−1
Rn(−α)vn
= (α− z)v∗nV ∗n VnR∗n(z)V ∗n Vn
(
H〈s〉n
)−1
V ∗n VnRn(α)V
∗
n Vnvn
= (α− z)v∗nR∗n(z)
(
H〈s〉n
)−1
Rn(α)vn
und (
Θ〈s〉α/n
)(2,2)
(z) =
(
Θ
〈t〉
−α.n
)(2,2)
(−z)
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= Iq − (−z − (−α))v∗nR∗n(−z)
(
H
〈t〉
−α.n
)−1
y
〈t〉
0,n
= Iq − (α− z)v∗nV ∗n VnR∗n(z)V ∗n Vn
(
H〈s〉α/n
)−1
V ∗n Vny
〈s〉
0,n
= Iq − (α− z)v∗nR∗n(z)
(
H〈s〉α/n
)−1
y〈s〉0,n.
Die Aussage für Θ˜〈s〉α/n zeigt man analog.
Zu (b): Dies ist eine direkte Konsequenz aus (a).
Zu (c): Sei n ∈ Z0,Tκ−1U. Wegen Teil (d) von Satz 4.12 gilt dann Θ〈t〉−α.n ∈ P˜J˜q(Π+).
Wegen Teil (c) von Lemma 4.33, Teil (d) von Lemma 1.29 und Teil (a) von Lemma 1.16
gilt
J˜q −
[
Θ〈s〉α/n(z)
]∗
J˜qΘ
〈s〉
α/n(z) = V1
[
Θ
〈t〉
−α.n(−z)
]∗
V ∗1 V1J˜qV
∗
1 V1Θ
〈t〉
−α.n(−z)V ∗1 − V1J˜qV ∗1
= V1
([
Θ
〈t〉
−α.n(−z)
]∗
J˜qΘ
〈t〉
−α.n(−z)− J˜q
)
V ∗1 (4.78)
für alle z ∈ C. Wegen Teil (c) von Lemma E.2 ist Θ〈t〉−α.n(z) für alle z ∈ Π− eine J˜q-
expansive Matrix. Hieraus folgt wegen (4.78), Teil (a) von Definition D.2 und Teil (a)
von Lemma 1.16 dann, dass Θ〈s〉α/n(z) für alle z ∈ Π+ eine J˜q-kontraktive Matrix ist.
Wegen Teil (c) von Lemma 4.33, Teil (d) von Lemma 1.29, Teil (a) von Lemma 1.16,
Teil (b) von Definition E.1 und Teil (b) von Definition D.2 gilt
J˜q −
[
Θ〈s〉α/n(x)
]∗
J˜qΘ
〈s〉
α/n(x) = −V1J˜qV ∗1 + V1
[
Θ
〈t〉
−α.n(−x)
]∗
V ∗1 V1J˜qV
∗
1 V1Θ
〈t〉
−α.n(−x)V ∗1
= −V1
(
J˜q −
[
Θ
〈t〉
−α.n(−x)
]∗
J˜qΘ
〈t〉
−α.n(−x)
)
V ∗1 = 02q×2q
für alle x ∈ R, also ist Θ〈s〉α/n(x) für alle x ∈ R eine J˜q-unitäre Matrix. Somit ist wegen
Definition E.1 dann Θ〈s〉α/n ∈ P˜J˜q(Π+).
Die Aussage für Θ˜〈s〉α/n zeigt man analog.
Zu (d): Dies folgt aus (c) und Teil (a) von Lemma E.2.
Zu (e): Seien n ∈ Z0,Tκ−1U und g : C \ R → Cq×q definiert gemäß g(z) := −f(−z).
Wegen Teil (b) von Lemma 1.31, Teil (f) von Satz 4.12, Teil (c) von Lemma 4.33, Teil
(d) von Lemma 1.29 und Teil (a) von Lemma 1.16 gilt dann
F̂[f ]n,s(z) = F̂
[g]
n,t(−z)
=
1
i(−z − (−z))
(
g(−z)
Iq
)∗[
Θ
〈t〉
−α.n(−z)
]−∗
J˜q
[
Θ
〈t〉
−α.n(−z)
]−1(g(−z)
Iq
)
=
−1
i(z − z)
(
f(z)
Iq
)∗
(−V ∗1 )V1
[
Θ〈s〉α/n(z)
]−∗
V ∗1 V1
(
−J˜q
)
V ∗1
· V1
[
Θ〈s〉α/n(z)
]−1
V ∗1 (−V1)
(
f(z)
Iq
)
=
1
i(z − z)
(
f(z)
Iq
)∗[
Θ〈s〉α/n(z)
]−∗
J˜q
[
Θ〈s〉α/n(z)
]−1(f(z)
Iq
)
für alle z ∈ C \ R. Sei g−α.(z) := (z − (−α))g(z) für alle z ∈ C \ R. Dann gilt
g−α.(−z) = (−z − (−α))g(−z) = −(α− z)f(z) = −fα/(z)
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für alle z ∈ C\R. Hieraus folgt wegen Teil (b) von Lemma 1.31, Teil (f) von Satz 4.12,
Teil (c) von Lemma 4.33, Teil (d) von Lemma 1.29 und Teil (a) von Lemma 1.16 dann
F̂[f ]α/n,s(z) = F̂
[g]
−α.n,t(−z)
=
1
i(−z − (−z))
(
g−α.(−z)
Iq
)∗[
Θ˜
〈t〉
−α.n(−z)
]−∗
J˜q
[
Θ˜
〈t〉
−α.n(−z)
]−1(g−α.(−z)
Iq
)
=
−1
i(z − z)
(
fα/(z)
Iq
)∗
(−V ∗1 )V1
[
Θ˜〈s〉α/n(z)
]−∗
V ∗1 V1
(
−J˜q
)
V ∗1
· V1
[
Θ˜〈s〉α/n(z)
]−1
V ∗1 (−V1)
(
fα/(z)
Iq
)
=
1
i(z − z)
(
fα/(z)
Iq
)∗[
Θ˜〈s〉α/n(z)
]−∗
J˜q
[
Θ˜〈s〉α/n(z)
]−1(fα/(z)
Iq
)
für alle z ∈ C \ R. 
Satz 4.35 Seien κ ∈ N \ {1}, α ∈ R und (sj)κj=0 ∈ L>q,κ,α. Dann gelten folgende
Aussagen:
(a) Es gelten
Φα/n(z) =
(
Iq − (α− z)u∗nR∗n(z)H−1n Rn(α)vn
(α− z)v∗nR∗n(z)H−1n Rn(α)vn
u∗α/n−1R
∗
n−1(z)H
−1
α/n−1y0,n−1
Iq − (α− z)v∗n−1R∗n−1(z)H−1α/n−1y0,n−1
)
und
Φ˜α/n(z) =
(
Iq − (α− z)u∗nR∗n(z)H−1n Rn(α)vn
v∗nR
∗
n(z)H
−1
n Rn(α)vn
(α− z)u∗α/n−1R∗n−1(z)H−1α/n−1y0,n−1
Iq − (α− z)v∗n−1R∗n−1(z)H−1α/n−1y0,n−1
)
für alle z ∈ C und n ∈ Z0,TκU.
(b) Es gilt
Φ˜α/n(z) =
(
(α− z)Iq 0q×q
0q×q Iq
)
Φα/n(z)
(
(α− z)−1Iq 0q×q
0q×q Iq
)
für alle z ∈ C \ {α} und n ∈ Z0,TκU.
(c) Es gelten Φα/n, Φ˜α/n ∈ P˜J˜q(Π+) für alle n ∈ Z0,TκU.
(d) Für alle z ∈ C und n ∈ Z0,TκU sind Φα/n(z) und Φ˜α/n(z) regulär.
(e) Seien f : C \ R → Cq×q und fα/(z) := (α − z)f(z) für alle z ∈ C \ R. Unter
Beachtung von (d) gelten dann
F̂[f ]n (z) =
1
i(z − z)
(
f(z)
Iq
)∗
Φ−∗α/n(z)J˜qΦ
−1
α/n(z)
(
f(z)
Iq
)
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und
F̂
[f ]
α/n−1(z) =
1
i(z − z)
(
fα/(z)
Iq
)∗
Φ˜−∗α/n(z)J˜qΦ˜
−1
α/n(z)
(
fα/(z)
Iq
)
für alle z ∈ C \ R und n ∈ Z0,TκU.
Beweis: Seien tj = (−1)jsj für alle j ∈ Z0,κ. Wegen Teil (a) von Bemerkung 1.17 gilt
dann (tj)κj=0 ∈ K>q,κ,−α.
Zu (a): Seien z ∈ C, n ∈ Z0,TκU. Es bezeichne
Φ〈s〉α/n =
((
Φ〈s〉α/n
)(1,1) (
Φ〈s〉α/n
)(1,2)(
Φ〈s〉α/n
)(2,1) (
Φ〈s〉α/n
)(2,2)
)
bzw. Φ〈t〉−α.n =
((
Φ〈t〉−α.n
)(1,1) (
Φ〈t〉−α.n
)(1,2)(
Φ〈t〉−α.n
)(2,1) (
Φ〈t〉−α.n
)(2,2)
)
die q×q-Blockzerlegung von Φ〈s〉α/n bzw. Φ〈t〉−α.n. Wegen Teil (d) von Lemma 4.33, Teil
(a) von Satz 4.14, der Teile (a), (b) und (d) von Lemma 1.16, Teil (b) von Lemma 2.5
und der Teile (a)-(c) von Lemma 1.29 gelten(
Φ〈s〉α/n
)(1,1)
(z) =
(
Φ
〈t〉
−α.n
)(1,1)
(−z)
= Iq + (−z − (−α))
(
u
〈t〉
n
)∗
R∗n(−z)
(
H
〈t〉
n
)−1
Rn(−α)vn
= Iq − (α− z)
(
u〈s〉n
)∗
V ∗n VnR
∗
n(z)V
∗
n Vn
(
H〈s〉n
)−1
V ∗n VnRn(α)V
∗
n Vnvn
= Iq − (α− z)
(
u〈s〉n
)∗
R∗n(z)
(
H〈s〉n
)−1
Rn(α)vn,(
Φ〈s〉α/n
)(1,2)
(z) = −(Φ〈t〉−α.n)(1,2)(−z)
= −(u〈t〉−α.n−1)∗R∗n−1(−z)(H〈t〉−α.n−1)−1y〈t〉0,n−1
=
(
u〈s〉α/n−1
)∗
V ∗n−1Vn−1R
∗
n−1(z)V
∗
n−1Vn−1
(
H〈s〉n−1
)−1
V ∗n−1Vn−1y
〈s〉
0,n−1
=
(
u〈s〉α/n−1
)∗
R∗n−1(z)
(
H〈s〉n−1
)−1
y〈s〉0,n−1,(
Φ〈s〉α/n
)(2,1)
(z) = −(Φ〈t〉−α.n)(2,1)(−z)
= (−z − (−α))v∗nR∗n(−z)
(
H
〈t〉
n
)−1
Rn(−α)vn
= (α− z)v∗nV ∗n VnR∗n(z)V ∗n Vn
(
H〈s〉n
)−1
V ∗n VnRn(α)V
∗
n Vnvn
= (α− z)v∗nR∗n(z)
(
H〈s〉n
)−1
Rn(α)vn
und(
Φ〈s〉α/n
)(2,2)
(z) =
(
Φ
〈t〉
−α.n
)(2,2)
(−z)
= Iq − (−z − (−α))v∗n−1R∗n−1(−z)
(
H
〈t〉
−α.n−1
)−1
y
〈t〉
0,n−1
= Iq − (α− z)v∗n−1V ∗n−1Vn−1R∗n−1(z)V ∗n−1Vn−1
(
H〈s〉α/n−1
)−1
V ∗n−1Vn−1y
〈s〉
0,n−1
= Iq − (α− z)v∗n−1R∗n−1(z)
(
H〈s〉α/n−1
)−1
y〈s〉0,n−1.
Die Aussage für Φ˜〈s〉α/n zeigt man analog.
Zu (b): Dies ist eine direkte Konsequenz aus (a).
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Zu (c): Sei n ∈ Z0,TκU. Wegen Teil (d) von Satz 4.14 gelten dann Φ〈t〉−α.n ∈ P˜J˜q(Π+).
Wegen Teil (d) von Lemma 4.33, Teil (d) von Lemma 1.29 und Teil (a) von Lemma 1.16
gilt
J˜q −
[
Φ〈s〉α/n(z)
]∗
J˜qΦ
〈s〉
α/n(z) = V1
[
Φ
〈t〉
−α.n(−z)
]∗
V ∗1 V1J˜qV
∗
1 V1Φ
〈t〉
−α.n(−z)V ∗1 − V1J˜qV ∗1
= V1
([
Φ
〈t〉
−α.n(−z)
]∗
J˜qΦ
〈t〉
−α.n(−z)− J˜q
)
V ∗1 (4.79)
für alle z ∈ C. Wegen Teil (c) von Lemma E.2 ist Φ〈t〉−α.n(z) für alle z ∈ Π− eine J˜q-
expansive Matrix. Hieraus folgt wegen (4.79), Teil (a) von Definition D.2 und Teil (a)
von Lemma 1.16 dann, dass Φ〈s〉α/n(z) für alle z ∈ Π+ eine J˜q-kontraktive Matrix ist.
Wegen Teil (d) von Lemma 4.33, Teil (d) von Lemma 1.29, Teil (a) von Lemma 1.16,
Teil (b) von Definition E.1 und Teil (b) von Definition D.2 gilt
J˜q −
[
Φ〈s〉α/n(x)
]∗
J˜qΦ
〈s〉
α/n(x) = −V1J˜qV ∗1 + V1
[
Φ
〈t〉
−α.n(−x)
]∗
V ∗1 V1J˜qV
∗
1 V1Φ
〈t〉
−α.n(−x)V ∗1
= −V1
(
J˜q −
[
Φ
〈t〉
−α.n(−x)
]∗
J˜qΦ
〈t〉
−α.n(−x)
)
V ∗1 = 02q×2q
für alle x ∈ R, also ist Φ〈s〉α/n(x) für alle x ∈ R eine J˜q-unitäre Matrix. Somit ist wegen
Definition E.1 dann Φ〈s〉α/n ∈ P˜J˜q(Π+).
Die Aussage für Φ˜〈s〉α/n zeigt man analog.
Zu (d): Dies folgt aus (c) und Teil (a) von Lemma E.2.
Zu (e): Seien n ∈ Z0,TκU und g : C \R→ Cq×q definiert gemäß g(z) := −f(−z). Wegen
Teil (b) von Lemma 1.31, Teil (f) von Satz 4.14, Teil (d) von Lemma 4.33, Teil (d) von
Lemma 1.29 und Teil (a) von Lemma 1.16 gilt dann
F̂[f ]n,s(z) = F̂
[g]
n,t(−z)
=
1
i(−z − (−z))
(
g(−z)
Iq
)∗[
Φ
〈t〉
−α.n(−z)
]−∗
J˜q
[
Φ
〈t〉
−α.n(−z)
]−1(g(−z)
Iq
)
=
−1
i(z − z)
(
f(z)
Iq
)∗
(−V ∗1 )V1
[
Φ〈s〉α/n(z)
]−∗
V ∗1 V1
(
−J˜q
)
V ∗1
· V1
[
Φ〈s〉α/n(z)
]−1
V ∗1 (−V1)
(
f(z)
Iq
)
=
1
i(z − z)
(
f(z)
Iq
)∗[
Φ〈s〉α/n(z)
]−∗
J˜q
[
Φ〈s〉α/n(z)
]−1(f(z)
Iq
)
für alle z ∈ C \ R. Sei g−α.(z) := (z − (−α))g(z) für alle z ∈ C \ R. Dann gilt
g−α.(−z) = (−z − (−α))g(−z) = −(α− z)f(z) = −fα/(z)
für alle z ∈ C\R. Hieraus folgt wegen Teil (b) von Lemma 1.31, Teil (f) von Satz 4.14,
Teil (d) von Lemma 4.33, Teil (d) von Lemma 1.29 und Teil (a) von Lemma 1.16 dann
F̂
[f ]
α/n−1,s(z) = F̂
[g]
−α.n−1,t(−z)
=
1
i(−z − (−z))
(
g−α.(−z)
Iq
)∗[
Φ˜
〈t〉
−α.n(−z)
]−∗
J˜q
[
Φ˜
〈t〉
−α.n(−z)
]−1(g−α.(−z)
Iq
)
=
−1
i(z − z)
(
fα/(z)
Iq
)∗
(−V ∗1 )V1
[
Φ˜〈s〉α/n(z)
]−∗
V ∗1 V1
(
−J˜q
)
V ∗1
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· V1
[
Φ˜〈s〉α/n(z)
]−1
V ∗1 (−V1)
(
fα/(z)
Iq
)
=
1
i(z − z)
(
fα/(z)
Iq
)∗[
Φ˜〈s〉α/n(z)
]−∗
J˜q
[
Φ˜〈s〉α/n(z)
]−1(fα/(z)
Iq
)
für alle z ∈ C \ R. 
Die Sätze 4.34 und 4.35 führen uns auf die Betrachtung spezieller Quadrupel von Folgen
von q×q-Matrixpolynomen, welche in unseren weiteren Betrachtungen eine zentrale
Rolle spielen werden.
Definition 4.36 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ L>q,κ,α. Weiterhin seien für alle
z ∈ C
B〈s〉α/0(z) := 0q×q, D
〈s〉
α/0(z) := Iq
und
A〈s〉α/n(z) := Iq − (α− z)
(
u〈s〉n
)∗
R∗n(z)
(
H〈s〉n
)−1
Rn(α)vn,
C〈s〉α/n(z) := (α− z)v∗nR∗n(z)
(
H〈s〉n
)−1
Rn(α)vn
für alle n ∈ Z0,TκU sowie
B〈s〉α/n(z) :=
(
u〈s〉α/n−1
)∗
R∗n−1(z)
(
H〈s〉α/n−1
)−1
y〈s〉0,n−1,
D〈s〉α/n(z) := Iq − (α− z)v∗n−1R∗n−1(z)
(
H〈s〉α/n−1
)−1
y〈s〉0,n−1
für alle n ∈ Z1,Tκ+1U. Dann heißt [(A〈s〉α/n)TκUn=0,(B〈s〉α/n)Tκ+1Un=0 ,(C〈s〉α/n)TκUn=0,(D〈s〉α/n)Tκ+1Un=0 ] das
linksseitige α-Dyukarev-Quadrupel bezüglich (sj)κj=0. Falls klar ist, von welchem
(sj)
κ
j=0 die Rede ist, lassen wir das 〈s〉 als oberen Index weg.
In der Situation von Definition 4.36 bilden wir nun aus den dort eingeführten Folgen
von q×q-Matrixpolynomen eine spezielle Folge von 2q×2q-Matrixpolynomen.
Definition 4.37 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ L>q,κ,α und [(A〈s〉α/n)TκUn=0,(B〈s〉α/n)Tκ+1Un=0 ,
(C〈s〉α/n)
TκU
n=0,(D
〈s〉
α/n)
Tκ+1U
n=0 ] das linksseitige α-Dyukarev-Quadrupel bezüglich (sj)
κ
j=0. Wei-
terhin sei
U 〈s〉α/m :=
(
A〈s〉α/TmU B〈s〉α/Tm+1U
C〈s〉α/TmU D〈s〉α/Tm+1U
)
für alle m ∈ Z0,κ. Dann heißt (U 〈s〉α/m)κm=0 die Folge von linksseitigen 2q×2q-α-
Dyukarev-Matrixpolynomen bezüglich (sj)κj=0. Im Fall κ ∈ N heißt U 〈s〉α/κ das links-
seitige 2q×2q-α-Dyukarev-Matrixpolynom bezüglich (sj)κj=0. Falls klar ist, von
welchem (sj)κj=0 die Rede ist, lassen wir das 〈s〉 als oberen Index weg.
Unsere bereits erzielten Resultate erlauben uns eine alternative Darstellung der Folge
von linksseitigen 2q×2q-α-Dyukarev-Matrixpolynomen bezüglich einer linksseitig α-
Stieltjes-positiv definiten Folge.
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Satz 4.38 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ L>q,κ,α und (Uα/m)κm=0 die Folge von linkssei-
tigen 2q×2q-α-Dyukarev-Matrixpolynomen bezüglich (sj)κj=0. Weiterhin sei
U˜α/m(z) :=
(
(α− z)Iq 0q×q
0q×q Iq
)
Uα/m(z)
(
(α− z)−1Iq 0q×q
0q×q Iq
)
für alle z ∈ C \ {α} und m ∈ Z0,κ. Dann gelten folgende Aussagen:
(a) Es gelten Uα/2n+1 = Θα/n für alle n ∈ Z0,Tκ−1U und Uα/2n = Φα/n für alle
n ∈ Z1,TκU.
(b) Es gelten U˜α/2n+1 = Θ˜α/n für alle n ∈ Z0,Tκ−1U und U˜α/2n = Φ˜α/n für alle
n ∈ Z1,TκU.
(c) Es gelten Uα/m, U˜α/m ∈ P˜J˜q(Π+) für alle m ∈ Z0,κ.
(d) Für alle m ∈ Z0,κ sind detUα/m und det U˜α/m konstante Funktionen auf C und
deren Wert jeweils von Null verschieden. Insbesondere gelten
U−1α/m(z) = J˜qU
∗
α/m(z)J˜q und U˜
−1
α/m(z) = J˜qU˜
∗
α/m(z)J˜q
für alle z ∈ C und m ∈ Z0,κ.
Beweis: Zu (a): Dies folgt unter Beachtung von Definition 4.37 und Definition 4.36 aus
Teil (a) von Satz 4.34 bzw. Teil (a) von Satz 4.35.
Zu (b): Dies folgt unter Beachtung von Teil (b) von Satz 4.34 bzw. Teil (b) von Satz 4.35
aus (a).
Zu (c): Wegen Definition 4.37 und Definition 4.36 gelten
Uα/0(z) =
(
Iq 0q×q
(α− z)s−10 Iq
)
und U˜α/0(z) =
(
Iq 0q×q
s−10 Iq
)
für alle z ∈ C. Hieraus folgen
J˜q − U∗α/0(z)J˜qUα/0(z)
=
(
0q×q −iIq
iIq 0q×q
)
−
(
Iq (α− z)s−10
0q×q Iq
)(
0q×q −iIq
iIq 0q×q
)(
Iq 0q×q
(α− z)s−10 Iq
)
=
(
0q×q −iIq
iIq 0q×q
)
−
(
i(α− z)s−10 −iIq
iIq 0q×q
)(
Iq 0q×q
(α− z)s−10 Iq
)
=
(
0q×q −iIq
iIq 0q×q
)
−
(
i(z − z)s−10 −iIq
iIq 0q×q
)
= 2 Im z
(
s−10 0q×q
0q×q 0q×q
)
und
J˜q − U˜∗α/0(z)J˜qU˜α/0(z)
=
(
0q×q −iIq
iIq 0q×q
)
−
(
Iq s
−1
0
0q×q Iq
)(
0q×q −iIq
iIq 0q×q
)(
Iq 0q×q
s−10 Iq
)
=
(
0q×q −iIq
iIq 0q×q
)
−
(
is−10 −iIq
iIq 0q×q
)(
Iq 0q×q
s−10 Iq
)
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=
(
0q×q −iIq
iIq 0q×q
)
−
(
0q×q −iIq
iIq 0q×q
)
= 02q×2q
für alle z ∈ C. Hieraus folgt wegen Beispiel D.4 und Definition E.1 nun
Uα/0, U˜α/0 ∈ P˜J˜q(Π+). Unter Beachtung von Teil (d) von Satz 4.34 bzw. Teil (b) von
Satz 4.35 aus (a) und (b) weiterhin Uα/m, U˜α/m ∈ P˜J˜q(Π+) für alle m ∈ Z1,κ..
Zu (d): Sei m ∈ Z0,κ. Wegen Definition 4.37 und Definition 4.36 sind dann Uα/m
und U˜α/m jeweils 2q×2q-Matrixpolynome. Hieraus folgt wegen Beispiel D.4 und Fol-
gerung E.3 dann, dass detUα/m und det U˜α/m konstante Funktionen auf C sind und
deren Wert jeweils von Null verschieden ist. Wegen (c), Beispiel D.4 und Teil (a) von
Lemma E.2 gelten
U−1α/m(z) = J˜qU
∗
α/m(z)J˜q und U˜
−1
α/m(z) = J˜qU˜
∗
α/m(z)J˜q
für alle z ∈ C. 
Wir werden nun das rechtsseitige 2q×2q-α-Dyukarev-Matrixpolynom bezüglich einer
rechtsseitig α-Stieltjes-positiv definiten Folge verwenden, um das linksseitige 2q×2q-α-
Dyukarev-Matrixpolynom bezüglich einer zugehörigen linksseitig −α-Stieltjes-positiv
definiten Folge anders darzustellen.
Lemma 4.39 Seien κ ∈ N, α ∈ R, (sj)κj=0 eine Folge aus Cq×q und tj := (−1)jsj für
alle j ∈ Z0,κ. Weiterhin sei (tj)κj=0 ∈ L>q,κ,−α oder (sj)κj=0 ∈ K>q,κ,α erfüllt. Dann gelten
(sj)
κ
j=0 ∈ K>q,κ,α bzw. (tj)κj=0 ∈ L>q,κ,−α sowie folgende Aussagen:
(a) Seien m ∈ Z0,κ, U 〈s〉α.m das rechtsseitige 2q×2q-α-Dyukarev-Matrixpolynom bezüg-
lich (sj)mj=0 und U
〈t〉
−α/m das linksseitige 2q×2q-α-Dyukarev-Matrixpolynom bezüg-
lich (tj)mj=0. Dann gilt
U
〈t〉
−α/m(−z) = V1U 〈s〉α.m(z)V ∗1
für alle z ∈ C.
(b) Seien m ∈ Z0,κ und U˜ 〈s〉α.m bzw. U˜ 〈t〉−α/m definiert wie in Satz 4.17 bzw. Satz 4.38.
Dann gilt
U˜
〈t〉
−α/m(−z) = V1U˜ 〈s〉α.m(z)V ∗1
für alle z ∈ C.
Beweis: Zu (a): Dies folgt wegen Teil (a) von Satz 4.17 und Teil (a) von Satz 4.38 aus
den Teilen (c) und (d) von Lemma 4.33.
Zu (b): Dies folgt wegen Teil (b) von Satz 4.17 und Teil (b) von Satz 4.38 aus den
Teilen (c) und (d) von Lemma 4.33. 
Mithilfe von Lemma 4.39 können wir das rechtsseitige α-Dyukarev-Quadrupel bezüg-
lich einer rechtsseitig α-Stieltjes-positiv definiten Folge verwenden, um das linksseitige
−α-Dyukarev-Quadrupel bezüglich einer zugehörigen linksseitig −α-Stieltjes-positiv
definiten Folge anders darzustellen.
139
4 Konstruktion einer Resolventenmatrix für vollständig nichtdegenerierte matrizielle
α-Stieltjes Momentenprobleme
Lemma 4.40 Seien κ ∈ N, α ∈ R, (sj)κj=0 eine Folge aus Cq×q und tj := (−1)jsj für
alle j ∈ Z0,κ. Weiterhin sei (tj)κj=0 ∈ L>q,κ,−α oder (sj)κj=0 ∈ K>q,κ,α erfüllt. Dann gel-
ten (sj)κj=0 ∈ K>q,κ,α bzw. (tj)κj=0 ∈ L>q,κ,−α. Seien nun [(A〈s〉α.n)TκUn=0,(B〈s〉α.n)Tκ+1Un=0 ,(C〈s〉α.n)TκUn=0,
(D〈s〉α.n)
Tκ+1U
n=0 ] das rechtsseitige α-Dyukarev-Quadrupel bezüglich (sj)
κ
j=0 und [(A
〈t〉
−α/n)
TκU
n=0,
(B〈t〉−α/n)
Tκ+1U
n=0 ,(C
〈t〉
−α/n)
TκU
n=0,(D
〈t〉
−α/n)
Tκ+1U
n=0 ] das linksseitige −α-Dyukarev-Quadrupel bezüg-
lich (tj)κj=0. Dann gelten
A
〈t〉
−α/n(−z) = A〈s〉α.n(z) und C〈t〉−α/n(−z) = −C〈s〉α.n(z)
für alle z ∈ C und n ∈ Z0,TκU sowie
B
〈t〉
−α/n(−z) = −B〈s〉α.n(z) und D〈t〉−α/n(−z) = D〈s〉α.n(z)
für alle z ∈ C und n ∈ Z0,Tκ+1U.
Beweis: Dies folgt aus Definition 4.37 und Teil (a) von Lemma 4.39. 
Wir wollen uns nun die Determinanten der einzelnen q×q-Matrixpolynome des links-
seitigen α-Dyukarev-Quadrupels bezüglich einer linksseitig α-Stieltjes-positiv definiten
Folge anschauen.
Satz 4.41 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ L>q,κ,α. Weiterhin sei [(Aα/n)TκUn=0,
(Bα/n)
Tκ+1U
n=0 ,(Cα/n)
TκU
n=0,(Dα/n)
Tκ+1U
n=0 ] das linksseitige α-Dyukarev-Quadrupel bezüglich
(sj)
κ
j=0. Dann gelten detAα/n(z) 6= 0 für alle z ∈ C \ (−∞, α) und n ∈ Z0,TκU,
detBα/n(z) 6= 0 für alle z ∈ C \ (−∞, α) und n ∈ Z1,Tκ+1U, detCα/n(z) 6= 0 für
alle z ∈ C \ (−∞, α] und n ∈ Z0,TκU sowie detDα/n(z) 6= 0 für alle z ∈ C \ (−∞, α)
und n ∈ Z0,Tκ+1U.
Beweis: Dies folgt sogleich aus Lemma 4.40 und Teil (b) von Satz 4.19. 
Satz 4.38 erlaubt uns, das linksseitige 2q×2q-α-Dyukarev-Matrixpolynom bezüglich
einer endlichen linksseitig α-Stieltjes-positiv definiten Folge mit den Potapovschen
Fundamentalmatrizen in Verbindung zu bringen. Es wird sich herausstellen, dass das
linksseitige 2q×2q-α-Dyukarev-Matrixpolynom bezüglich jener Folge auch eine Resol-
ventenmatrix für das zugehörige linksseitige α-Stieltjes Momentenproblem ist, wie wir
im Folgenden zeigen werden.
Theorem 4.42 Seien m ∈ N, α ∈ R, (sj)mj=0 ∈ L>q,m,α und Uα/m das linksseitige
2q×2q-α-Dyukarev-Matrixpolynom bezüglich (sj)mj=0. Es bezeichne
Uα/m =
(
U
(1,1)
α/m U
(1,2)
α/m
U
(2,1)
α/m U
(2,2)
α/m
)
die q×q-Blockzerlegung von Uα/m. Dann gelten folgende Aussagen:
(a) Sei
(
φ
ψ
) ∈ P(q,q)−J˜q ,≥(C,(−∞, α]). Dann ist det (U (2,1)α/mφ+U (2,2)α/mψ) nicht die Nullfunk-
tion und
S :=
(
U (1,1)α/mφ+ U
(1,2)
α/mψ
) (
U (2,1)α/mφ+ U
(2,2)
α/mψ
)−1
gehört zu S0,q,(−∞,α][(sj)mj=0,≤].
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(b) Sei S ∈ S0,q,(−∞,α][(sj)mj=0,≤]. Dann existiert ein
(
φ
ψ
) ∈ P̂(q,q)−J˜q ,≥(C,(−∞, α]) derart,
dass
det
[
U (2,1)α/m (z)φ(z) + U
(2,2)
α/m (z)ψ(z)
] 6= 0
und
S(z) =
[
U (1,1)α/m (z)φ(z) + U
(1,2)
α/m (z)ψ(z)
] [
U (2,1)α/m (z)φ(z) + U
(2,2)
α/m (z)ψ(z)
]−1
für alle z ∈ C \ (−∞, α] erfüllt sind.
(c) Seien
(
φ1
ψ1
)
,
(
φ2
ψ2
) ∈ P(q,q)−J˜q ,≥(C,(−∞, α]). Dann sind det (U (2,1)α/mφ1 + U (2,2)α/mψ1) und
det
(
U
(2,1)
α/mφ2 + U
(2,2)
α/mψ2
)
jeweils nicht die Nullfunktion und es sind folgende Aus-
sagen äquivalent:
(i) Es gilt (
U (1,1)α/mφ1 + U
(1,2)
α/mψ1
) (
U (2,1)α/mφ1 + U
(2,2)
α/mψ1
)−1
=
(
U (1,1)α/mφ2 + U
(1,2)
α/mψ2
) (
U (2,1)α/mφ2 + U
(2,2)
α/mψ2
)−1
.
(ii) Es gilt 〈(φ1ψ1)〉 = 〈(φ2ψ2)〉.
Beweis: Seien tj := (−1)jsj für alle j ∈ Z0,m. Wegen Teil (a) von Bemerkung 1.17
gilt dann (tj)mj=0 ∈ K>q,m,−α. Weiterhin sei U 〈t〉−α.m das rechtsseitige 2q×2q-α-Dyukarev-
Matrixpolynom bezüglich (tj)mj=0. Es bezeichne
U
〈t〉
−α.m =
((
U 〈t〉−α.m
)(1,1) (
U 〈t〉−α.m
)(1,2)(
U 〈t〉−α.m
)(2,1) (
U 〈t〉−α.m
)(2,2)
)
die q×q-Blockzerlegung von U 〈t〉−α.m.
Zu (a): Seien qφ, qψ : C \ [−α,∞) → Cq×q definiert gemäß qφ(z) := −φ(−z) bzw.
qψ(z) := ψ(−z). Wegen Teil (a) von Bemerkung F.9 ist dann
(
qφ
qψ
)
∈ P(q,q)−J˜q ,≥(C,[−α,∞)).
Hieraus folgt wegen Teil (a) von Theorem 4.21 dann, dass
det
[
(U 〈t〉−α.n)
(2,1)qφ+ (U 〈t〉−α.n)
(2,2) qψ
]
nicht die Nullfunktion ist und
T :=
[(
U
〈t〉
−α.m
)(1,1)
qφ+
(
U
〈t〉
−α.m
)(1,2)
qψ
] [(
U
〈t〉
−α.m
)(2,1)
qφ+
(
U
〈t〉
−α.m
)(2,2)
qψ
]−1
zu S0,q,[−α,∞)[(tj)mj=0,≤] gehört. Hieraus folgt wegen Teil (a) von Lemma 4.39 nun, dass
wegen (
U 〈s〉α/m
)(2,1)
(z)φ(z) +
(
U 〈s〉α/m
)(2,2)
(z)ψ(z)
= −(U 〈t〉−α.m)(2,1)(−z)(−qφ)(−z) + (U 〈t〉−α.m)(2,2)(−z) qψ(−z)
=
(
U
〈t〉
−α.m
)(2,1)
(−z)qφ(−z) + (U 〈t〉−α.m)(2,2)(−z) qψ(−z)
für alle z ∈ C \ (−∞, α] dann det [(U 〈s〉α/m)(2,1)φ + (U 〈s〉α/m)(2,2)ψ] nicht die Nullfunktion
ist und eine diskrete Teilmenge D von C \ (−∞, α] existiert, so dass
S(z) =
[(
U 〈s〉α/m
)(1,1)
(z)φ(z) +
(
U 〈s〉α/m
)(1,2)
(z)ψ(z)
]
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·
[(
U 〈s〉α/m
)(2,1)
(z)φ(z) +
(
U 〈s〉α/m
)(2,2)
(z)ψ(z)
]−1
=
[(
U
〈t〉
−α.m
)(1,1)
(−z)(−qφ)(−z)− (U 〈t〉−α.m)(1,2)(−z) qψ(−z)]
·
[
−(U 〈t〉−α.m)(2,1)(−z)(−qφ)(−z) + (U 〈t〉−α.m)(2,2)(−z) qψ(−z)]−1
= −
[(
U
〈t〉
−α.m
)(1,1)
(−z)qφ(−z) + (U 〈t〉−α.m)(1,2)(−z) qψ(−z)]
·
[(
U
〈t〉
−α.m
)(2,1)
(−z)qφ(−z) + (U 〈t〉−α.m)(2,2)(−z) qψ(−z)]−1 = −T (−z)
für alle z ∈ C \ ((−∞, α] ∪ D) erfüllt ist. Hieraus folgt wegen des Identitätssatzes
für meromorphe Funktionen (vergleiche z. B. im skalaren Fall [68, Satz 10.3.2]; im
matriziellen Fall betrachtet man die einzelnen Einträge der Matrixfunktion) und Teil
(d) von Bemerkung 1.21 dann S ∈ S0,q,(−∞,α][(sj)mj=0,≤].
Zu (b): Sei qS : C \ [−α,∞) → Cq×q definiert gemäß qS(z) := −S(−z). Wegen Teil (d)
von Bemerkung 1.21 ist dann qS ∈ S0,q,[−α,∞)[(tj)mj=0,≤]. Hieraus folgt wegen Teil (b)
von Theorem 4.21 dann, dass ein
(
φ˜
ψ˜
)
∈ P˜(q,q)−J˜q ,≥(C,[−α,∞)) derart existiert, dass φ˜ und
ψ˜ in C \ [−α,∞) holomorph sowie
det
[(
U
〈t〉
−α.m
)(2,1)
(z)φ˜(z) +
(
U
〈t〉
−α.m
)(2,2)
(z)ψ˜(z)
]
6= 0 (4.80)
und
qS(z) =
[(
U
〈t〉
−α.m
)(1,1)
(z)φ˜(z) +
(
U
〈t〉
−α.m
)(1,2)
(z)ψ˜(z)
]
·
[(
U
〈t〉
−α.m
)(2,1)
(z)φ˜(z) +
(
U
〈t〉
−α.m
)(2,2)
(z)ψ˜(z)
]−1
(4.81)
für alle z ∈ C \ [−α,∞) erfüllt sind. Seien φ, ψ : C \ (−∞, α]→ Cq×q definiert gemäß
φ(z) := −φ˜(−z) bzw. ψ(z) := ψ˜(−z). Wegen Teil (b) von Bemerkung F.9 ist dann(
φ
ψ
) ∈ P̂(q,q)−J˜q ,≥(C,(−∞, α]). Weiterhin gilt wegen Teil (a) von Lemma 4.39 und (4.80)
bzw. (4.81) nun
det
[(
U 〈s〉α/m
)(2,1)
(z)φ(z) +
(
U 〈s〉α/m
)(2,2)
(z)ψ(z)
]
= det
[
−(U 〈t〉−α.m)(2,1)(−z)(−φ˜)(−z) + (U 〈t〉−α.m)(2,2)(−z)ψ˜(−z)]
= det
[(
U
〈t〉
−α.m
)(2,1)
(−z)φ˜(−z) + (U 〈t〉−α.m)(2,2)(−z)ψ˜(−z)] 6= 0
bzw.
S(z) = −qS(−z)
= −
[(
U
〈t〉
−α.m
)(1,1)
(−z)φ˜(−z) + (U 〈t〉−α.m)(1,2)(−z)ψ˜(−z)]
·
[(
U
〈t〉
−α.m
)(2,1)
(−z)φ˜(−z) + (U 〈t〉−α.m)(2,2)(−z)ψ˜(−z)]−1
= −
[(
U 〈s〉α/m
)(1,1)
(z) (−φ) (z)− (U 〈s〉α/m)(1,2)(z)ψ(z)]
·
[
−(U 〈s〉α/m)(2,1)(z) (−φ) (z) + U (2,2)α/m (z)ψ(z)]−1
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=
[(
U 〈s〉α/m
)(1,1)
(z)φ(z) +
(
U 〈s〉α/m
)(1,2)
(z)ψ(z)
] [(
U 〈s〉α/m
)(2,1)
(z)φ(z) + U (2,2)α/m (z)ψ(z)
]−1
für alle z ∈ C \ (−∞, α].
Zu (c): Wegen (a) ist det
[
(U 〈s〉α/m)
(2,1)φ1+(U
〈s〉
α/m)
(2,2)ψ1
]
für alle j ∈ {1, 2} nicht die Null-
funktion. Seien qφ1, qψ1, qφ2, qψ2 : C \ [−α,∞) → Cq×q definiert gemäß
qφ1(z) := −φ1(−z), qψ1(z) := ψ1(−z), qφ2(z) := −φ2(−z) bzw. qψ2(z) := ψ2(−z). Wegen
Teil (a) von Bemerkung F.9 sind dann
(
qφ1
qψ1
)
,
(
qφ2
qψ2
)
∈ P (q,q)−J˜q ,≥(C,[−α,∞)). Hieraus folgt
wegen Teil (c) von Theorem 4.21 dann, dass det
[(
U 〈t〉−α.m
)(2,1)
qφj +
(
U 〈t〉−α.m
)(2,2)
qψj
]
für
alle j ∈ {1, 2} nicht die Nullfunktion ist und folgende Aussagen äquivalent sind:
(iii) Es gilt[(
U
〈t〉
−α.m
)(1,1)
qφ1 +
(
U
〈t〉
−α.m
)(1,2)
qψ1
] [(
U
〈t〉
−α.m
)(2,1)
qφ1 +
(
U
〈t〉
−α.m
)(2,2)
qψ1
]−1
=
[(
U
〈t〉
−α.m
)(1,1)
qφ2 +
(
U
〈t〉
−α.m
)(1,2)
qψ2
] [(
U
〈t〉
−α.m
)(2,1)
qφ2 +
(
U
〈t〉
−α.m
)(2,2)
qψ2
]−1
.
(iv) Es gilt 〈(qφ1qψ1)〉 = 〈(qφ2qψ2)〉.
Wegen Teil (a) von Lemma 4.39 gilt nun[(
U 〈s〉α/m
)(1,1)
(z)φj(z) +
(
U 〈s〉α/m
)(1,2)
(z)ψj(z)
]
·
[(
U 〈s〉α/m
)(2,1)
(z)φj(z) +
(
U 〈s〉α/m
)(2,2)
(z)ψj(z)
]−1
=
[(
U
〈t〉
−α.m
)(1,1)
(−z)(−qφj)(−z)− (U 〈t〉−α.m)(1,2)(−z) qψj(−z)]
·
[
−(U 〈t〉−α.m)(2,1)(−z)(−qφj)(−z) + (U 〈t〉−α.m)(2,2)(−z) qψj(−z)]−1
= −
[(
U
〈t〉
−α.m
)(1,1)
(−z)qφj(−z) +
(
U
〈t〉
−α.m
)(1,2)
(−z) qψj(−z)
]
·
[(
U
〈t〉
−α.m
)(2,1)
(−z)qφj(−z) +
(
U
〈t〉
−α.m
)(2,2)
(−z) qψj(−z)
]−1
für alle z ∈ C \ (−∞, α] und j ∈ {1, 2}. Hieraus folgt die Äquivalenz von (i) und (iii).
Weiterhin gilt (
φj(z)
ψj(z)
)
= −V1
(
qφj(−z)
qψj(−z)
)
für alle z ∈ C \ (−∞, α] und j ∈ {1, 2}. Hieraus folgt wegen Teil (a) von Lemma 1.16,
Definition F.3 und Definition F.11 dann die Äquivalenz von (ii) und (iv). Somit sind
die Aussagen (i) und (ii) äquivalent. 
Theorem 4.42 zeigt nun, dass über die in Definition 4.37 eingeführte Begriffsbildung
tatsächlich eine Resolventenmatrix für das linksseitige α-Stieltjes Momentenproblem
gewonnen wird (vergleiche Teil (b) von Definition 4.1).
Abschließend können wir folgende Beobachtung für Funktionen aus
S0,q,(−∞,α][(sj)mj=0,≤] für eine Folge (sj)mj=0 ∈ L>q,m,α mit m ∈ N vornehmen.
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Satz 4.43 Seien m ∈ N, α ∈ R und (sj)mj=0 ∈ L>q,m,α. Weiterhin sei
S ∈ S0,q,(−∞,α][(sj)mj=0,≤]. Dann gilt detS(z) 6= 0 für alle z ∈ C \ (−∞, α]. Insbe-
sondere ist S(x) für alle x ∈ (α,∞) eine positiv hermitesche Matrix.
Beweis: Wegen Bemerkung 3.1 ist s0 = H0 eine reguläre Matrix. Hieraus folgt wegen
Satz 1.20 dann detS(z) 6= 0 für alle z ∈ C\(−∞, α]. Hieraus folgt wegen S ∈ S0,q,(−∞,α]
(vergleiche Bezeichnung B.5) dann −S(x) > 0q×q für alle x ∈ (α,∞). 
4.4 Zwei extremale Elemente der Menge S0,q,(−∞,α][(sj)mj=0,≤]
Seien m ∈ N, α ∈ R und (sj)mj=0 ∈ L>q,m,α gegeben. Der vorliegende Teilabschnitt ist
dann der Diskussion zweier ausgezeichneter Elemente der Menge S0,q,(−∞,α][(sj)mj=0,≤]
gewidmet. Hierbei handelt es sich um rationale q×q-Matrixfunktionen, die durch spe-
zielle Extremaleigenschaften auf dem Intervall (α,∞) bezüglich der Löwner-Halbord-
nung für hermitesche q×q-Matrizen gekennzeichnet werden. Ausgangspunkt unserer
Betrachtungen ist die folgende Beobachtung.
Bemerkung 4.44 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ L>q,κ,α und [(Aα/n)TκUn=0,(Bα/n)Tκ+1Un=0 ,
(Cα/n)
TκU
n=0,(Dα/n)
Tκ+1U
n=0 ] das linksseitige α-Dyukarev-Quadrupel bezüglich (sj)
κ
j=0. Unter
Beachtung von Satz 4.41 seien weiterhin S(α/m)min , S
(α/m)
max : C \ (−∞, α] → Cq×q für alle
m ∈ Z1,κ definiert gemäß
S
(α/m)
min (z) := Aα/TmU(z)C−1α/TmU(z) und S(α/m)max (z) := Bα/Tm+1U(z)D−1α/Tm+1U(z).
Dann gelten S(α/m)min , S
(α/m)
max ∈ S0,q,(−∞,α][(sj)mj=0,≤] für alle m ∈ Z1,κ.
Beweis: Seim ∈ Z1,κ. Wegen Teil (b) von Satz 1.18 bzw. Teil (b) von Definition 1.13 gilt
dann (sj)mj=0 ∈ L>q,m,α. Bezeichne I bzw. O die in C \ (−∞, α] konstante Matrixfunk-
tion mit dem Wert Iq bzw. 0q×q. Wegen Beispiel F.15 gilt dann
(I
O
)
,
(O
I
) ∈ P(q,q)−J˜q ,≥(C,
(−∞, α]). Unter Beachtung von Definition 4.37 folgt dann die Behauptung aus Teil (a)
von Theorem 1.34, wobei S(α/m)min bzw. S
(α/m)
max die zum q×q-Stieltjes-Paar
(I
O
)
bzw.
(O
I
)
in C \ (−∞, α] zugehörige Funktion aus S0,q,(−∞,α][(sj)mj=0,≤] darstellt. 
Definition 4.45 Seien m ∈ N, α ∈ R, (sj)mj=0 ∈ L>q,m,α und [(A〈s〉α/n)TmUn=0,(B〈s〉α/n)Tm+1Un=0 ,
(C〈s〉α/n)
TmU
n=0,(D
〈s〉
α/n)
Tm+1U
n=0 ] das linksseitige α-Dyukarev-Quadrupel bezüglich (sj)
m
j=0. Wei-
terhin seien S(α/m,s)min , S
(α/m,s)
max : C \ (−∞, α]→ Cq×q definiert gemäß
S
(α/m,s)
min (z) := A
〈s〉
α/TmU(z)
[
C〈s〉α/TmU(z)
]−1 bzw. S(α/m,s)max (z) := B〈s〉α/Tm+1U(z)[D〈s〉α/Tm+1U(z)]−1.
Dann heißt S(α/m,s)min bzw. S
(α/m,s)
max das untere bzw. obere Extremalelement von
S0,q,(−∞,α][(sj)mj=0,≤]. Falls klar ist, von welchem (sj)mj=0 die Rede ist, lassen wir das
s im oberen Index weg.
Wir können nun folgende Beobachtung über die zugehörigen Stieltjes-Maße der in De-
finition 4.45 eingeführten Funktionen machen.
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Bemerkung 4.46 Seien m ∈ N, α ∈ R, (sj)mj=0 ∈ L>q,m,α und S(α/m)min bzw. S(α/m)max
das untere bzw. obere Extremalelement von S0,q,(−∞,α][(sj)mj=0,≤]. Weiterhin sei µ(α/m)min
bzw. µ(α/m)max das zu S
(α/m)
min bzw. S
(α/m)
max gehörige Stieltjes-Maß. Dann gelten folgende
Aussagen:
(a) Es sind µ(α/m)min und µ
(α/m)
max molekulare Maße ausMq≥,∞((−∞, α]).
(b) Sei [(Aα/n)
TκU
n=0,(Bα/n)
Tκ+1U
n=0 ,(Cα/n)
TκU
n=0,(Dα/n)
Tκ+1U
n=0 ] das linksseitige α-Dyukarev-
Quadrupel bezüglich (sj)κj=0. Es bezeichne N (α/m)min bzw. N (α/m)max die Nullstellen-
menge von detCα/TmU bzw. detDα/Tm+1U. Dann gelten
µ(min)α/m
(
(−∞, α] \ N (α/m)min
)
= 0q×q und µ(max)α/m
(
(−∞, α] \ N (α/m)max
)
= 0q×q.
Beweis: Dies folgt unter Beachtung von Satz B.7 aus [27, Lemma B.4] in Verbindung
mit Definition 4.45 und Satz 4.41. 
Wir wollen nun erläutern, warum die in Definition 4.45 definierten Funktionen gera-
de das untere und obere Extremalelement von S0,q,(−∞,α][(sj)mj=0,≤] genannt werden.
Hierfür benötigen wir zunächst folgendes Hilfsresultat, das eine Verbindung zum rechts-
seitigen Fall schafft.
Lemma 4.47 Seien m ∈ N, α ∈ R, (sj)mj=0 eine Folge aus Cq×q und tj := (−1)jsj für
alle j ∈ Z0,m. Weiterhin sei (tj)mj=0 ∈ L>q,m,−α oder (sj)mj=0 ∈ K>q,m,α erfüllt. Dann gelten
(sj)
m
j=0 ∈ K>q,m,α bzw. (tj)mj=0 ∈ L>q,m,−α. Seien nun S(α.m,s)min bzw. S(α.m,s)max das untere bzw.
obere Extremalelement von S0,q,[α,∞)[(sj)mj=0,≤] und S(−α/m,t)min bzw. S(−α/m,t)max das untere
bzw. obere Extremalelement von S0,q,(−∞,−α][(tj)mj=0,≤]. Dann gelten
S
(−α/m,t)
min (−z) = −S(α.m,s)max (z) und S(−α/m,t)max (−z) = −S(α.m,s)min (z)
für alle z ∈ C \ [α,∞).
Beweis: Wegen Teil (a) von Bemerkung 1.17 gilt (sj)mj=0 ∈ K>q,m,α bzw.
(tj)
m
j=0 ∈ L>q,m,−α. Seien nun [(A〈s〉α.n)TmUn=0,(B〈s〉α.n)Tm+1Un=0 ,(C〈s〉α.n)TmUn=0,(D〈s〉α.n)Tm+1Un=0 ] das rechts-
seitige α-Dyukarev-Quadrupel bezüglich (sj)mj=0 und [(A
〈t〉
−α/n)
TmU
n=0,(B
〈t〉
−α/n)
Tm+1U
n=0 ,
(C〈t〉−α/n)
TmU
n=0,(D
〈t〉
−α/n)
Tm+1U
n=0 ] das linksseitige −α-Dyukarev-Quadrupel bezüglich (tj)mj=0.
Wegen Definition 4.45, Lemma 4.40 und Definition 4.24 gelten für alle z ∈ C \ [α,∞)
dann
S
(−α/m,t)
min (−z) = A〈t〉−α/TmU(−z)
[
C
〈t〉
−α/TmU(−z)
]−1
= −A〈s〉α.TmU(z)
[
C〈s〉α.TmU(z)
]−1
= −S(α.m,s)max (z)
und
S(−α/m,t)max (−z) = B〈t〉−α/Tm+1U(−z)
[
D
〈t〉
−α/Tm+1U(−z)
]−1
= −B〈s〉α.Tm+1U(z)
[
D〈s〉α.Tm+1U(z)
]−1
= −S(α.m,s)min (z). 
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Da wegen Bezeichnung B.5 für jedes S ∈ S0,q,[α,∞) die Matrix S(x) für alle x ∈ (α,∞)
(nichtnegativ) hermitesch ist, können wir nun folgende Ungleichungen bezüglich der
Löwner Halbordnung auf dem Intervall (α,∞) für Funktionen aus S0,q,(−∞,α][(sj)mj=0,≤]
für eine Folge (sj)mj=0 ∈ L>q,m,α mit m ∈ N betrachten.
Satz 4.48 Seien m ∈ N, α ∈ R, (sj)mj=0 ∈ L>q,m,α und S(α/m)min bzw. S(α/m)max das untere
bzw. obere Extremalelement von S0,q,(−∞,α][(sj)mj=0,≤]. Dann gelten folgende Aussagen:
(a) Es gilt
S
(α/m)
min (x) < S
(α/m)
max (x)
für alle x ∈ (α,∞).
(b) Sei S ∈ S0,q,(−∞,α][(sj)mj=0,≤]. Dann gilt
S
(α/m)
min (x) ≤ S(x) ≤ S(α/m)max (x)
für alle x ∈ (α,∞).
(c) Es ist
[
S
(α/m)
max − S(α/m)min
]−1 holomorph in C \ (−∞, α] und es gilt[
S(α/m)max (z)− S(α/m)min (z)
]−1
= −(α− z)v∗nR∗n(z)H−1n Rn(z)vn
+ (α− z)2v∗n−1R∗n−1(z)H−1α/n−1Rn−1(z)vn−1
für alle z ∈ C \ (−∞, α].
Beweis: Seien tj := (−1)jsj für alle j ∈ Z0,m. Wegen Teil (a) von Bemerkung 1.17 gilt
dann (tj)mj=0 ∈ K>q,m,−α. Weiterhin sei S(−α.m,t)min bzw. S(−α.m,t)max das untere bzw. obere
Extremalelement von S0,q,[−α,∞)[(tj)mj=0,≤].
Zu (a): Wegen Teil (a) von Satz 4.27 gilt
S
(−α.m,t)
min (x) < S
(−α.m,t)
max (x)
für alle x ∈ (−∞,−α). Hieraus folgt wegen Lemma 4.47 dann
−S(α/m,s)max (−x) < −S(α/m,s)min (−x)
für alle x ∈ (−∞,−α). Hieraus folgt dann die Behauptung.
Zu (b): Sei qS : C \ [−α,∞) → Cq×q definiert gemäß qS(z) := −S(−z). Wegen Teil (d)
von Bemerkung 1.21 gilt dann qS ∈ S0,q,[−α,∞)[(tj)mj=0,≤]. Wegen Teil (b) von Satz 4.27
gilt weiterhin
S
(−α.m,t)
min (x) ≤ qS(x) ≤ S(−α.m,t)max (x)
für alle x ∈ (−∞,−α). Hieraus folgt wegen Lemma 4.47 dann
−S(α/m,s)max (−x) ≤ −S(−x) ≤ −S(α/m,s)min (−x)
für alle x ∈ (−∞,−α). Hieraus folgt dann die Behauptung.
Zu (c): Wegen Lemma 4.47 gilt
S(α/m,s)max (z)− S(α/m,s)min (z) = S(−α.m,t)max (−z)− S(−α.m,t)min (−z) (4.82)
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für alle z ∈ C \ (−∞, α]. Wegen Teil (c) von Satz 4.27 ist [S(−α.m,t)max − S(−α.m,t)min ]−1
holomorph in C\ [−α,∞). Hieraus folgt wegen (4.82) dann, dass [S(α/m,s)max −S(α/m,s)min ]−1
holomorph in C\(−∞, α] ist. Wegen (4.82), Teil (c) von Satz 4.27, der Teile (a) und (b)
von Lemma 1.16, Teil (b) von Lemma 2.5 sowie der Teile (a) und (b) von Lemma 1.29
gilt weiterhin[
S(α/m,s)max (z)− S(α/m,s)min (z)
]−1
=
[
S(−α.m,t)max (−z)− S(−α.m,t)min (−z)
]−1
= −(−z + α)v∗nR∗n(−z)
(
H
〈t〉
n
)−1
Rn(−z)vn
+ (−z + α)2v∗n−1R∗n−1(−z)
(
H
〈t〉
−α.n−1
)−1
Rn−1(−z)vn−1
= −(α− z)v∗nV ∗n VnR∗n(z)V ∗n Vn (H〈s〉n )−1 V ∗n VnRn(z)V ∗n Vnvn
+ (α− z)2v∗n−1V ∗n−1Vn−1R∗n−1(z)V ∗n−1Vn−1
(
H〈s〉α/n−1
)−1
V ∗n−1Vn−1Rn−1(z)V
∗
n−1Vn−1vn−1
= −(α− z)v∗nR∗n(z) (H〈s〉n )−1Rn(z)vn + (α− z)2v∗n−1R∗n−1(z)
(
H〈s〉α/n−1
)−1
Rn−1(z)vn−1
für alle z ∈ C \ (−∞, α]. 
Teil (b) von Satz 4.48 dokumentiert nun, in welcher Weise die beiden in Definiti-
on 4.45 eingeführten rationalen q×q-Matrixfunktionen eine extremale Position der
Menge S0,q,(−∞,α][(sj)mj=0,≤] für eine Folge (sj)mj=0 ∈ L>q,m,α mit m ∈ N einnehmen.
Der folgende Satz liefert uns eine alternative Darstellung des unteren bzw. oberen
Extremalelements von S0,q,(−∞,α][(sj)mj=0,≤] für eine Folge (sj)mj=0 ∈ L>q,m,α mit m ∈ N,
welche uns eine bessere Vorstellung von der Struktur dieser q×q-Matrixfunktionen
liefert. Zuvor benötigen wir aber noch folgendes Lemma.
Lemma 4.49 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ L>q,κ,α. Weiterhin sei
H˜α/n :=

Hα/n falls n ∈ Z0,Tκ−1U(
Hα/n−1 yα/n,2n−1
zα/n,2n−1 0q×q
)
falls 2n = κ
für alle n ∈ Z0,TκU Dann gelten folgende Aussagen:
(a) Es gelten
det [(α− z)Hn −Hα/n] 6= 0
für alle z ∈ C \ (−∞, α] und n ∈ Z0,Tκ−1U sowie
det
[
(α− z)−1R−1n (α)HnR−∗n (α)− TnH˜α/nT ∗n
] 6= 0
für alle z ∈ C \ (−∞, α] und n ∈ Z0,TκU.
(b) Es gelten
det
[
y∗0,n [(α− z)Hn −Hα/n]−1 y0,n
] 6= 0
für alle z ∈ C \ (−∞, α] und n ∈ Z0,Tκ−1U sowie
det
[
v∗n
[
(α− z)−1R−1n (α)HnR−∗n (α)− TnH˜α/nT ∗n
]−1
vn
]
6= 0
für alle z ∈ C \ (−∞, α] und n ∈ Z0,TκU.
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Beweis: Seien tj := (−1)jsj für alle j ∈ Z0,κ. Wegen Teil (a) von Bemerkung 1.17 gilt
dann (tj)κj=0 ∈ K>q,κ,−α.
Zu (a): Wegen der Teile (a) und (b) von Lemma 1.16, Teil (b) von Lemma 2.5 sowie
Teil (a) von Lemma 4.18 gilt
det [(α− z)H〈s〉n −H〈s〉α/n] = det
[
(−z + α)VnH〈t〉n V ∗n − VnH〈t〉−α.nV ∗n
]
= det
[
Vn
[
(−z + α)H〈t〉n −H〈t〉−α.n
]
V ∗n
]
= (−1)(n+1)q det [H〈t〉−α.n − (−z + α)H〈t〉n ] 6= 0
für alle z ∈ C\(−∞, α] und n ∈ Z0,Tκ−1U. Wegen der Teile (a) und (b) von Lemma 1.16,
Teil (b) von Lemma 2.5, der Teile (a) und (b) von Lemma 1.29 sowie Teil (a) von
Lemma 4.18 gilt weiterhin
det
[
(α− z)−1R−1n (α)H〈s〉n R−∗n (α)− TnH˜〈s〉α.nT ∗n
]
= det
[
(−z + α)−1VnR−1n (−α)V ∗n VnH〈t〉n V ∗n VnR−∗n (−α)V ∗n
− VnTnV ∗n VnH˜〈t〉−α.nV ∗n VnT ∗nV ∗n
]
= det
[
Vn
[
(−z + α)−1R−1n (−α)H〈t〉n R−∗n (−α)− TnH˜〈t〉−α.nT ∗n
]
V ∗n
]
= (−1)(n+1)q det [TnH˜〈t〉−α.nT ∗n − (−z + α)−1R−1n (−α)H〈t〉n R−∗n (−α)] 6= 0
für alle z ∈ C \ (−∞, α] und n ∈ Z0,TκU.
Zu (b): Wegen der Teile (a), (b) und (d) von Lemma 1.16, Teil (b) von Lemma 2.5
sowie Teil (b) von Lemma 4.18 gilt
det
[
(y〈s〉0,n)
∗[(α− z)H〈s〉n −H〈s〉α/n]−1y〈s〉0,n]
= det
[
(y
〈t〉
0,n)
∗V ∗n
[
(−z + α)VnH〈t〉n V ∗n − VnH〈t〉−α.nV ∗n
]−1
Vny
〈t〉
0,n
]
= det
[
(y
〈t〉
0,n)
∗[(−z + α)H〈t〉n −H〈t〉−α.n]−1y〈t〉0,n]
= (−1)q det
[
(y
〈t〉
0,n)
∗[H〈t〉−α.n − (−z + α)H〈t〉n ]−1y〈t〉0,n] 6= 0
für alle z ∈ C\(−∞, α] und n ∈ Z0,Tκ−1U. Wegen der Teile (a) und (b) von Lemma 1.16,
Teil (b) von Lemma 2.5, der Teile (a) und (b) von Lemma 1.29 sowie Teil (b) von
Lemma 4.18 gilt weiterhin
det
[
v∗n
[
(α− z)−1R−1n (α)H〈s〉n R−∗n (α)− TnH˜〈s〉α.nT ∗n
]−1
vn
]
= det
[
v∗nV
∗
n
[
(−z + α)−1VnR−1n (−α)V ∗n VnH〈t〉n V ∗n VnR−∗n (−α)V ∗n
− VnTnV ∗n VnH˜〈t〉−α.nV ∗n VnT ∗nV ∗n
]−1
Vnvn
]
= det
[
v∗n
[
(−z + α)−1R−1n (−α)H〈t〉n R−∗n (−α)− TnH˜〈t〉−α.nT ∗n
]−1
vn
]
= (−1)q det
[
v∗n
[
TnH˜
〈t〉
−α.nT
∗
n − (−z + α)−1R−1n (−α)H〈t〉n R−∗n (−α)
]−1
vn
]
6= 0
für alle z ∈ C \ (−∞, α] und n ∈ Z0,TκU. 
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Satz 4.50 Seien m ∈ N, α ∈ R und (sj)mj=0 ∈ L>q,m,α. Weiterhin sei S(α/m)min bzw.
S
(α/m)
max das untere bzw. obere Extremalelement von S0,q,(−∞,α][(sj)mj=0,≤] und H˜aln für
alle n ∈ Z0,m definiert wie in Lemma 4.49 (mit m statt κ). Unter Beachtung von
Lemma 4.49 gelten dann
S
(α/m)
min (z) =
[
v∗TmU
[
(α− z)−1R−1TmU(α)HTmUR−∗TmU(α)− TTmUH˜α/TmUT ∗TmU
]−1
vTmU
]−1
für alle z ∈ C \ (−∞, α] und
S(α/m)max (z) = y
∗
0,Tm−1U
[
(α− z)HTm−1U −Hα/Tm−1U
]−1
y0,Tm−1U
für alle z ∈ C \ (−∞, α].
Beweis: Seien tj := (−1)jsj für alle j ∈ Z0,m. Wegen Teil (a) von Bemerkung 1.17 gilt
dann (tj)mj=0 ∈ K>q,m,−α. Weiterhin seien S(−α.m,t)min bzw. S(−α.m,t)max das untere bzw. obere
Extremalelement von S0,q,[−α,∞)[(tj)mj=0,≤]. Wegen Lemma 4.47, Satz 4.28, der Teile
(a) und (b) von Lemma 1.16, Teil (b) von Lemma 2.5 sowie der Teile (a) und (b) von
Lemma 1.29 gilt dann
S
(α/m,s)
min (z) = −S(−α.m,t)max (−z)
= −
[
v∗TmU
[
TTmUH˜〈t〉−α.TmUT ∗TmU − (−z + α)−1R−1TmU(−α)H〈t〉TmUR−∗TmU(−α)
]−1
vTmU
]−1
= −
[
v∗TmUV ∗TmU
[
VTmUTTmUV ∗TmUVTmUH˜〈s〉α/TmUV ∗TmUVTmUT ∗TmUV ∗TmU
− (α− z)−1VTmUR−1TmU(α)V ∗TmUVTmUH〈s〉TmUV ∗TmUVTmUR−∗TmU(α)V ∗TmU
]−1
VTmUvTmU
]−1
=
[
v∗TmU
[
(α− z)−1R−1TmU(α)H〈s〉TmUR−∗TmU(α)− TTmUH˜〈s〉α/TmUT ∗TmU
]−1
vTmU
]−1
für alle z ∈ C \ (−∞, α]. Wegen Lemma 4.47, Satz 4.28, der Teile (a), (b) und (d) von
Lemma 1.16 sowie Teil (b) von Lemma 2.5 gilt weiterhin
S(α/m,s)max (z) = −S(−α.m,t)min (−z)
= −(y〈t〉0,Tm−1U)∗
[
H
〈t〉
−α.Tm−1U − (−z + α)H〈t〉Tm−1U
]−1
y
〈t〉
0,Tm−1U
= −(y〈s〉0,Tm−1U)∗V ∗Tm−1U
[
VTm−1UH〈s〉α/Tm−1UV ∗Tm−1U
− (α− z)VTm−1UH〈s〉Tm−1UV ∗Tm−1U
]−1
VTm−1Uy〈s〉0,Tm−1U
= (y〈s〉0,Tm−1U)∗
[
(α− z)H〈s〉Tm−1U −H〈s〉α/Tm−1U
]−1
y〈s〉0,Tm−1U
für alle z ∈ C \ (−∞, α]. 
Teil (a) von Satz 4.48 und Satz 4.43 führt uns auf folgende Definition.
Definition 4.51 Seien m ∈ N, α ∈ R, (sj)mj=0 ∈ L>q,m,α und S(α/m)min bzw. S(α/m)max das
untere bzw. obere Extremalelement von S0,q,(−∞,α][(sj)mj=0,≤]. Weiterhin sei x ∈ (α,∞).
Dann heißt
[
S
(α/m)
min (x), S
(α/m)
max (x)
]
das zu (sj)mj=0 und x zugehörige Weylsche Inter-
vall.
Das so eben eingeführte zu einer linksseitig α-Stieltjes-positiv definiten Folge und einem
Punkt x ∈ (α,∞) gehörige Weylsche Intervall ist ein nichtdegeneriertes Matrixintervall
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bezüglich der Löwner-Halbordnung. Der folgende Satz zeigt nun, dass dieses Intervall
gerade mit der Menge der Funktionswerte S(x) aller Lösungen S ∈ S0,q,(−∞,α][(sj)mj=0,
≤] übereinstimmt.
Satz 4.52 Seien m ∈ N, α ∈ R und (sj)mj=0 ∈ L>q,m,α. Weiterhin sei
[
S
(α/m)
min (x),
S
(α/m)
max (x)
]
für alle x ∈ (α,∞) das zu (sj)mj=0 und x zugehörige Weylsche Intervall.
Dann gilt {
S(x)
∣∣ S ∈ S0,q,(−∞,α][(sj)mj=0,≤]} = [S(α/m)min (x), S(α/m)max (x)]
für alle x ∈ (α,∞).
Beweis: Dies folgt wegen Bemerkung B.6 und Lemma 4.47 sogleich aus Satz 4.30. 
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5 Die multiplikative Struktur der Folge von 2q×2q-α-
Dyukarev-Matrixpolynomen bezüglich α-Stieltjes-
positiv definiter Folgen
Am Ausgangspunkt dieses Kapitels steht die in Teil (c) von Satz 4.17 bzw. Satz 4.38
enthaltene Aussage, dass die Folge von 2q×2q-α-Dyukarev-Matrixpolynomen bezüglich
einer α-Stieltjes-positiv definiten Folge eine Folge von Funktionen aus P˜J˜q(Π+) ist. Für
Funktionen der die Klasse P˜J˜q(Π+) umfassenden Klasse PJ˜q(Π+) (vergleiche Definiti-
on E.1) existiert eine tiefliegende Faktorisierungstheorie, welche in ihren Grundzügen
auf V. P. Potapov [67] zurückgeht.
In diesem Zusammenhang sei bemerkt, dass V.P. Potapov in [67] eine beliebige p×p-
Signaturmatrix J (vergleiche Definition D.1) und statt Π+ den offenen Einheitskreis
D := {z ∈ C | |z| < 1} sowie in D meromorphe p×p-Matrixfunktionen betrachtete. Ei-
ne solche Funktion W heißt eine J-Potapov-Funktion bezüglich D, falls für jeden in D
gelegenen Holomorphiepunkt z von W dann W (z) eine J-kontraktive Matrix ist. Es
bezeichne dann PJ(D) die Menge aller J-Potapov-Funktionen bezüglich D. Im Spezial-
fall J = Ip wird man hierbei genau auf die Menge Sp×p(D) der p×p-Schur-Funktionen
auf D (vergleiche Teil (a) von Definition G.1) geführt. Für die Klasse S1×1(D) wurde
am Anfang des 20. Jahrhunderts eine spezielle Faktorisierungstheorie ausgearbeitet.
Diese Theorie stand am Ausgangspunkt der Arbeit [67] von V.P. Potapov. Sein ur-
sprüngliches Ziel bestand darin, diese Faktorisierungstheorie auf die Klasse Sp×p(D)
zu erweitern. Während der Arbeit an dieser Aufgabenstellung bemerkte er, dass eine
Verallgemeinerung des klassischen skalaren Resultats sogar für die weitaus allgemei-
nere Klasse PJ(D) erreicht werden kann und gelangte auf diese Weise zu einer der
bedeutendsten Resultate der matriziellen komplexen Funktionentheorie des 20. Jahr-
hunderts.
Dieses Resultat von V.P. Potapov lässt sich unter Verwendung einer konformen Abbil-
dung von D auf die offene obere Halbebene Π+ übertragen. Die Behandlung von Ma-
trixversionen von Interpolations- und Momentenproblemen lenkte dann die Aufmerk-
samkeit auf eine spezielle Teilklasse von J-Potapov-Funktionen, nämlich die Klasse der
J-inneren Funktionen. Im Falle einer polynomialen J-Potapov-Funktion besteht deren
multiplikative Zerlegung in J-Elementarfunktionen lediglich aus linearen Polynomen,
im Falle eines J-inneren Polynoms dann sogar aus J-inneren linearen Polynomen.
Eine solche Situation trifft dann also insbesondere für die Folge der 2q×2q-α-Dyu-
karev-Matrixpolynomen zu. Im Mittelpunkt dieses Abschnitts steht eine elementare
Herleitung der multiplikativen Zerlegung der 2q×2q-α-Dyukarev-Matrixpolynome in
ein Produkt von linearen Polynomen aus der Klasse P˜J˜q(Π+). Unter elementarer Her-
leitung verstehen wir hierbei einen Zugang, der keinen Zugriff auf den allgemeinen Fak-
torisierungssatz von V.P. Potapov benötigt. Unser Zugang basiert auf der Herleitung
entsprechender Rekursionen für die Polynome des α-Dyukarev-Quadrupels von Folgen
von q×q-Matrixpolynomen. Das sind gerade diejenigen Matrixpolynome, welche aus
der q×q-Blockzerlegung der Folge von 2q×2q-α-Dyukarev-Matrixpolynomen hervorge-
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hen. Es wird sich zeigen, dass diese Rekursion gerade durch die α-Dyukarev-Stieltjes-
Parametrisierung der zugrundeliegenden α-Stieltjes-positiv definiten Folge vermittelt
werden.
Hierbei übernehmen wir im rechtsseitigen Fall die in [15, Chapter 3] für den Fall einer
gegebenen Folge aus K>q,∞,0 verwendete Vorgehensweise und werfen auch einen Blick auf
die Matrixpolynomstruktur des rechtsseitigen α-Dyukarev-Quadrupels bezüglich einer
rechtsseitig α-Stieltjes-positiv definiten Folge. Im linksseitigen Fall greifen wir auf die
Ergebnisse des rechtsseitigen Falles zurück.
5.1 Der rechtsseitige Fall
Unsere nachfolgende Überlegung ist darauf gerichtet, den Nachweis dafür zu erbringen,
dass die Matrixpolynome des rechtsseitigen α-Dyukarev-Quadrupels bezüglich einer
rechtsseitig α-Stieltjes-positiv definiten Folge durch spezielle Rekursionsbeziehungen
miteinander verbunden sind, wobei die Koeffizienten in diesen Rekursionsformeln gera-
de über die rechtsseitige α-Dyukarev-Stieltjes-Parametrisierung der zugrundeliegenden
rechtsseitig α-Stieltjes-positiv definiten Folge gewonnen werden. Dies ist der Inhalt des
nachfolgenden Lemmas.
Lemma 5.1 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ K>q,κ,α und [(Aα.n)TκUn=0,(Bα.n)Tκ+1Un=0 ,
(Cα.n)
TκU
n=0,(Dα.n)
Tκ+1U
n=0 ] das rechtsseitige α-Dyukarev-Quadrupel bezüglich (sj)
κ
j=0. Wei-
terhin sei [(Lα.n)
Tκ−1U
n=0 ,(Mα.n)
TκU
n=0] die rechtsseitige α-Dyukarev-Stieltjes-Parametrisie-
rung von (sj)κj=0. Dann gelten
Aα.n(z)Lα.n +Bα.n(z) = Bα.n+1(z),
Cα.n(z)Lα.n +Dα.n(z) = Dα.n+1(z)
für alle z ∈ C und n ∈ Z0,Tκ−1U und im Fall κ ≥ 2
Aα.n−1(z)− (z − α)Bα.n(z)Mα.n = Aα.n(z),
Cα.n−1(z)− (z − α)Dα.n(z)Mα.n = Cα.n(z)
für alle z ∈ C und n ∈ Z1,TκU.
Beweis: Sei z ∈ C. Wegen Definition 4.15 und Definition 3.4 gelten
Aα.0(z)Lα.0 +Bα.0(z) = Iqs0s
−1
α.0s0 + 0q×q = u
∗
α.0R
∗
0(z)H
−1
α.0y0,0 = Bα.1
und
Cα.0(z)Lα.0 +Dα.0(z) = −(z − α)s−10 s0s−1α.0s0 + Iq
= Iq − (z − α)v∗0R∗0(z)H−1α.0y0,0 = Dα.1.
Sei nun n ∈ Z1,Tκ−1U. Wegen Teil (c) von Bemerkung 4.6 gilt
Rn(α)vny
∗
0,n = Hn −Rn(α)TnHα.n. (5.1)
Hieraus folgt wegen Teil (a) von Lemma 4.5 dann
(z − α)u∗nR∗n(z)H−1n Rn(α)vny∗0,nH−1α.ny0,n
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= (z − α)u∗nR∗n(z)H−1α.ny0,n − (z − α)u∗nR∗n(z)H−1n Rn(α)Tny0,n
= (z − α)u∗nR∗n(z)H−1α.ny0,n − (z − α)u∗nR∗n(z)H−1n Rn(α)un. (5.2)
Wegen Teil (d) von Bemerkung 4.6 gilt
Rn(α)vny
∗
0,n−1 = HnL̂n −Rn(α)LnHα.n−1. (5.3)
Hieraus folgt wegen Teil (d) von Lemma 4.4 sowie der Teile (c) und (b) von Lemma 4.5
dann
(z − α)u∗nR∗n(z)H−1n Rn(α)vny∗0,n−1H−1α.n−1y0,n−1
= (z − α)u∗nR∗n(z)L̂nH−1α.n−1y0,n−1 − (z − α)u∗nR∗n(z)H−1n Rn(α)Lny0,n−1
= (z − α)u∗n−1R∗n−1(z)H−1α.n−1y0,n−1 − (z − α)u∗nR∗n(z)H−1n Rn(α)un. (5.4)
Wegen Teil (d) von Lemma 4.3 sowie der Teile (e) und (a) von Lemma 4.5 gelten
u∗α.n [R
∗
n(z)−R∗n(α)] = (z − α)u∗α.nR∗n(α)T ∗nR∗n(z) = (z − α)u∗nR∗n(z) (5.5)
und
u∗α.n−1
[
R∗n−1(z)−R∗n−1(α)
]
= (z − α)u∗n−1R∗n−1(z). (5.6)
Wegen Definition 4.15, Definition 3.4, Teil (e) von Lemma 4.5, (5.2), (5.4), (5.5) und
(5.6) gilt nun
Aα.n(z)Lα.n +Bα.n(z)
=
[
Iq + (z − α)u∗nR∗n(z)H−1n Rn(α)vn
] [
y∗0,nH
−1
α.ny0,n − y∗0,n−1H−1α.n−1y0,n−1
]
+ u∗α.n−1R
∗
n−1(z)H
−1
α.n−1y0,n−1
= y∗0,nH
−1
α.ny0,n − y∗0,n−1H−1α.n−1y0,n−1 + (z − α)u∗nR∗n(z)H−1n Rn(α)vny∗0,nH−1α.ny0,n
− (z − α)u∗nR∗n(z)H−1n Rn(α)vny∗0,n−1H−1α.n−1y0,n−1 + u∗α.n−1R∗n−1(z)H−1α.n−1y0,n−1
= u∗α.nR
∗
n(α)H
−1
α.ny0,n − u∗α.n−1R∗n−1(α)H−1α.n−1y0,n−1
+ (z − α)u∗nR∗n(z)H−1α.ny0,n − (z − α)u∗n−1R∗n−1(z)H−1α.n−1y0,n−1
+ u∗α.n−1R
∗
n−1(z)H
−1
α.n−1y0,n−1
= u∗α.nR
∗
n(α)H
−1
α.ny0,n − u∗α.n−1R∗n−1(α)H−1α.n−1y0,n−1
+ u∗α.n(R
∗
n(z)−R∗n(α))H−1α.ny0,n − u∗α.n−1(R∗n−1(z)−R∗n−1(α))H−1α.n−1y0,n−1
+ u∗α.n−1R
∗
n−1(z)H
−1
α.n−1y0,n−1
= u∗α.nR
∗
n(z)H
−1
α.ny0,n = Bα.n+1(z).
Wegen (5.1) und Teil (a) von Lemma 4.5 gilt
(z − α)v∗nR∗n(z)H−1n Rn(α)vny∗0,nH−1α.ny0,n
= (z − α)v∗nR∗n(z)H−1α.ny0,n − (z − α)v∗nR∗n(z)H−1n Rn(α)Tny0,n
= (z − α)v∗nR∗n(z)H−1α.ny0,n − (z − α)v∗nR∗n(z)H−1n Rn(α)un. (5.7)
Wegen (5.3), der Teile (d) und (b) von Lemma 4.4 sowie Teil (b) von Lemma 4.5 gilt
(z − α)v∗nR∗n(z)H−1n Rn(α)vny∗0,n−1H−1α.n−1y0,n−1
= (z − α)v∗nR∗n(z)L̂nH−1α.n−1y0,n−1 − (z − α)v∗nR∗n(z)H−1n Rn(α)Lny0,n−1
= (z − α)v∗n−1R∗n−1(z)H−1α.n−1y0,n−1 − (z − α)v∗nR∗n(z)H−1n Rn(α)un. (5.8)
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Wegen Definition 4.15, Definition 3.4, (5.7) und (5.8) gilt
Cα.n(z)Lα.n +Dα.n(z)
= −(z − α)v∗nR∗n(z)H−1n Rn(α)vn
[
y∗0,nH
−1
α.ny0,n − y∗0,n−1H−1α.n−1y0,n−1
]
+ Iq − (z − α)v∗n−1R∗n−1(z)H−1α.n−1y0,n−1
= Iq − (z − α)v∗nR∗n(z)H−1n Rn(α)vny∗0,nH−1α.ny0,n
+ (z − α)v∗nR∗n(z)H−1n Rn(α)vny∗0,n−1H−1α.n−1y0,n−1
− (z − α)v∗n−1R∗n−1(z)H−1α.n−1y0,n−1
= Iq − (z − α)v∗nR∗n(z)H−1α.ny0,n + (z − α)v∗n−1R∗n−1(z)H−1α.n−1y0,n−1
− (z − α)v∗n−1R∗n−1(z)H−1α.n−1y0,n−1
= Iq − (z − α)v∗nR∗n(z)H−1α.ny0,n = Dα.n−1(z).
Seien nun κ ≥ 2 und n ∈ Z1,TκU. Wegen Teil (d) von Bemerkung 4.6 gilt
y0,n−1v∗nR
∗
n(α) = L̂
∗
nHn −Hα.n−1L∗nR∗n(α). (5.9)
Hieraus folgt wegen der Teile (d) und (b) von Lemma 4.4, der Teile (b) und (e) von
Lemma 4.5 sowie Teil (b) von Lemma 4.3 dann
(z − α)u∗α.n−1R∗n−1(z)H−1α.n−1y0,n−1v∗nR∗n(α)H−1n Rn(α)vn
= (z − α)u∗α.n−1R∗n−1(z)H−1α.n−1L̂∗nRn(α)vn
− (z − α)u∗α.n−1R∗n−1(z)L∗nR∗n(α)H−1n Rn(α)vn
= (z − α)u∗α.n−1R∗n−1(z)H−1α.n−1Rn−1(α)vn−1 − (z − α)u∗nR∗n(z)H−1n Rn(α)vn. (5.10)
Wegen Teil (c) von Bemerkung 4.6 gilt
y0,n−1v∗n−1R
∗
n−1(α) = Hn−1 −Hα.n−1T ∗n−1R∗n−1(α). (5.11)
Hieraus folgt wegen der Teile (a) und (b) von Lemma 4.3 sowie der Teile (e) und (a)
von Lemma 4.5 dann
(z − α)u∗α.n−1R∗n−1(z)H−1α.n−1y0,n−1v∗n−1R∗n−1(α)H−1n−1Rn−1(α)vn−1
= (z − α)u∗α.n−1R∗n−1(z)H−1α.n−1Rn−1(α)vn−1
− (z − α)u∗α.n−1R∗n−1(z)T ∗n−1R∗n−1(α)H−1n−1Rn−1(α)vn−1
= (z − α)u∗α.n−1R∗n−1(z)H−1α.n−1Rn−1(α)vn−1 − (z − α)u∗n−1R∗n−1(z)H−1n−1Rn−1(α)vn−1.
(5.12)
Wegen Definition 4.15, Definition 3.4, Teil (a) von Lemma 7.4, (5.10) und (5.12) gilt
Aα.n−1(z)− (z − α)Bα.n(z)Mα.n
= Iq + (z − α)u∗n−1R∗n−1(z)H−1n−1Rn−1(α)vn−1 − (z − α)u∗α.n−1R∗n−1(z)H−1α.n−1y0,n−1
· [v∗nR∗n(α)H−1n Rn(α)vn − v∗n−1R∗n−1(α)H−1n−1Rn−1(α)vn−1]
= Iq + (z − α)u∗n−1R∗n−1(z)H−1n−1Rn−1(α)vn−1
− (z − α)u∗α.n−1R∗n−1(z)H−1α.n−1y0,n−1v∗nR∗n(α)H−1n Rn(α)vn
+ (z − α)u∗α.n−1R∗n−1(z)H−1α.n−1y0,n−1v∗n−1R∗n−1(α)H−1n−1Rn−1(α)vn−1
= Iq + (z − α)u∗n−1R∗n−1(z)H−1n−1Rn−1(α)vn−1 + (z − α)u∗nR∗n(z)H−1n Rn(α)vn
− (z − α)u∗n−1R∗n−1(z)H−1n−1Rn−1(α)vn−1
154
5 Die multiplikative Struktur der Folge von 2q×2q-α-Dyukarev-Matrixpolynomen
bezüglich α-Stieltjes-positiv definiter Folgen
= Iq + (z − α)u∗nR∗n(z)H−1n Rn(α)vn = Aα.n(z).
Wegen (5.9), der Teile (d), (b) und (a) von Lemma 4.4 sowie der Teile (a) und (d) von
Lemma 4.3 gilt
(z − α)2v∗n−1R∗n−1(z)H−1α.n−1y0,n−1v∗nR∗n(α)H−1n Rn(α)vn
= (z − α)2v∗n−1R∗n−1(z)H−1α.n−1L̂∗nRn(α)vn − (z − α)2v∗n−1R∗n−1(z)L∗nR∗n(α)H−1n Rn(α)vn
= (z − α)2v∗n−1R∗n−1(z)H−1α.n−1Rn−1(α)vn−1 − (z − α)v∗n [R∗n(z)−R∗n(α)]H−1n Rn(α)vn.
(5.13)
Wegen (5.11) und der Teile (a) und (d) von Lemma 4.3 gilt
(z − α)2v∗n−1R∗n−1(z)H−1α.n−1y0,n−1v∗n−1R∗n−1(α)H−1n−1Rn−1(α)vn−1
= (z − α)2v∗n−1R∗n−1(z)H−1α.n−1Rn−1(α)vn−1
− (z − α)2v∗n−1R∗n−1(z)T ∗n−1R∗n−1(α)H−1n−1Rn−1(α)vn−1
= (z − α)2v∗n−1R∗n−1(z)H−1α.n−1Rn−1(α)vn−1
− (z − α)v∗n−1
[
R∗n−1(z)−R∗n−1(α)
]
H−1n−1Rn−1(α)vn−1. (5.14)
Wegen Definition 4.15, Definition 3.4, Teil (a) von Lemma 7.4, (5.13) und (5.14) gilt
Cα.n−1(z)− (z − α)Dα.n(z)Mα.n
= −(z − α)v∗n−1R∗n−1(z)H−1n−1Rn−1(α)vn−1
− (z − α) [Iq − (z − α)v∗n−1R∗n−1(z)H−1α.n−1y0,n−1]
· [v∗nR∗n(α)H−1n Rn(α)vn − v∗n−1R∗n−1(α)H−1n−1Rn−1(α)vn−1]
= −(z − α)v∗n−1R∗n−1(z)H−1n−1Rn−1(α)vn−1
− (z − α)v∗nR∗n(α)H−1n Rn(α)vn + (z − α)v∗n−1R∗n−1(α)H−1n−1Rn−1(α)vn−1
+ (z − α)2v∗n−1R∗n−1(z)H−1α.n−1y0,n−1v∗nR∗n(α)H−1n Rn(α)vn
− (z − α)2v∗n−1R∗n−1(z)H−1α.n−1y0,n−1v∗n−1R∗n−1(α)H−1n−1Rn−1(α)vn−1
= −(z − α)v∗n−1R∗n−1(z)H−1n−1Rn−1(α)vn−1
− (z − α)v∗nR∗n(α)H−1n Rn(α)vn + (z − α)v∗n−1R∗n−1(α)H−1n−1Rn−1(α)vn−1
− (z − α)v∗n [R∗n(z)−R∗n(α)]H−1n Rn(α)vn
+ (z − α)v∗n−1
[
R∗n−1(z)−R∗n−1(α)
]
H−1n−1Rn−1(α)vn−1
= −(z − α)v∗nR∗n(z)H−1n Rn(α)vn = Cα.n(z). 
Mithilfe von Lemma 5.1 können wir nun die Folge von rechtsseitigen 2q×2q-α-Dyukarev-
Matrixpolynomen bezüglich einer rechtsseitig α-Stieltjes-positiv definiten Folge unter
Verwendung der rechtsseitigen α-Dyukarev-Stieltjes-Parametrisierung jener Folge wie
folgt faktorisieren (vergleiche die Teile (a) und (b) mit [15, Theorem 3.3] für den Fall
α = 0 und κ =∞).
Satz 5.2 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ K>q,κ,α und [(Lα.n)Tκ−1Un=0 ,(Mα.n)TκUn=0] die rechts-
seitige α-Dyukarev-Stieltjes-Parametrisierung von (sj)κj=0. Weiterhin sei (Uα.m)
κ
m=0 die
Folge von rechtsseitigen 2q×2q-α-Dyukarev-Matrixpolynomen bezüglich (sj)κj=0. Dann
gelten folgende Aussagen:
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(a) Es gelten
Uα.2n+1(z) = Uα.2n(z)
(
Iq Lα.n
0q×q Iq
)
für alle z ∈ C und n ∈ Z0,Tκ−1U sowie im Fall κ ≥ 2
Uα.2n(z) = Uα.2n−1(z)
(
Iq 0q×q
−(z − α)Mα.n Iq
)
für alle z ∈ C und n ∈ Z1,TκU.
(b) Es gelten
Uα.0(z) =
(
Iq 0q×q
−(z − α)Mα.0 Iq
)
für alle z ∈ C,
Uα.2n+1(z) =
n−→∏
j=0
(
Iq 0q×q
−(z − α)Mα.j Iq
)(
Iq Lα.j
0q×q Iq
)
für alle z ∈ C und n ∈ Z0,Tκ−1U sowie im Fall κ ≥ 2
Uα.2n(z) =
n−1−→∏
j=0
(
Iq 0q×q
−(z − α)Mα.j Iq
)(
Iq Lα.j
0q×q Iq
)( Iq 0q×q−(z − α)Mα.n Iq
)
für alle z ∈ C und n ∈ Z1,TκU.
(c) Seien
Wα.2n+1(z) :=
(
Iq Lα.n
0q×q Iq
)
bzw. Wα.2n(z) :=
(
Iq 0q×q
−(z − α)Mα.n Iq
)
für alle z ∈ C und n ∈ Z0,Tκ−1U bzw. n ∈ Z0,TκU. Dann gelten Wα.m ∈ P˜J˜q(Π+)
für alle m ∈ Z0,κ sowie
Uα.m(z) =
m−→∏
j=0
Wα.j(z)
für alle z ∈ C und m ∈ Z0,κ.
(d) Mit den Bezeichnungen von (c) gelten Wα.2n+1 ∈ PJq(Cα,−) für alle n ∈ Z0,Tκ−1U,
Wα.2n ∈ P˜Jq(Cα,−) für alle n ∈ Z0,TκU und Uα.m ∈ PJq(Cα,−) für alle m ∈ Z0,κ.
Beweis: Zu (a): Dies folgt aus Lemma 5.1.
Zu (b): Sei z ∈ C. Wegen Definition 4.16, Definition 4.15 und Definition 3.4 gilt dann
Uα.0(z) =
(
Aα.0(z) Bα.0(z)
Cα.0(z) Dα.0(z)
)
=
(
Iq 0q×q
−(z − α)s−10 Iq
)
=
(
Iq 0q×q
−(z − α)Mα.0 Iq
)
.
Die weiteren Behauptungen folgen dann iterativ durch Anwendung von (a).
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Zu (c): Offensichtlich istWα.m für allem ∈ Z0,κ eine in C holomorphe Funktion. Wegen
Bemerkung 3.7 gilt L∗α.n = Lα.n für alle n ∈ Z0,Tκ−1U. Hieraus folgt wegen Teil (c) von
Bemerkung D.5 dann, dass Wα.2n+1(z) für alle z ∈ C und n ∈ Z0,Tκ−1U eine J˜q-unitäre
und somit auch J˜q-kontraktive Matrix ist. Hieraus folgt wegen Beispiel D.4 und De-
finition E.1 nun Wα.2n+1 ∈ P˜J˜q(Π+) für alle n ∈ Z0,Tκ−1U. Wegen Bemerkung 3.7 gilt
weiterhin Mα.n ∈ Cq×q≥ für alle n ∈ Z0,TκU. Hieraus folgt wegen Teil (a) von Bemer-
kung D.5 dann
W ∗α.2n(z)J˜qWα.2n(z) = J˜q + diag(i(z − z)Mα.n, 0q×q)
für alle z ∈ C und n ∈ Z0,TκU. Hieraus folgt für alle n ∈ Z0,TκU dann, dass Wα.2n(z) für
alle z ∈ Π+ eine J˜q-kontraktive sowie Wα.2n(x) für alle x ∈ R eine J˜q-unitäre Matrix
ist. Hieraus folgt wegen Beispiel D.4 und Definition E.1 nun Wα.2n ∈ P˜J˜q(Π+) für alle
n ∈ Z0,TκU. Wegen (b) gilt weiterhin
Uα.m(z) =
m−→∏
j=0
Wα.j(z)
für alle z ∈ C und m ∈ Z0,κ.
Zu (d): Wegen (c) ist Wα.m für alle m ∈ Z0,κ eine in C holomorphe Funktion. Wegen
Bemerkung 3.7 gilt Lα.n ∈ Cq×q≥ für alle n ∈ Z0,Tκ−1U. Hieraus folgt wegen Teil (c)
von Bemerkung D.7 dann, dass Wα.2n+1(z) für alle z ∈ C und n ∈ Z0,Tκ−1U eine Jq-
kontraktive Matrix ist. Hieraus folgt wegen Beispiel D.6 und Teil (a) von Definition E.5
nun Wα.2n+1 ∈ PJq(Cα,−) für alle n ∈ Z0,Tκ−1U. Wegen Bemerkung 3.7 gilt weiterhin
Mα.n ∈ Cq×q≥ für alle n ∈ Z0,TκU. Hieraus folgt wegen Teil (a) von Bemerkung D.7 dann
Jq −W ∗α.2n(z)JqWα.2n(z) = diag(−(z − α)Mα.n − (z − α)M∗α.n, 0q×q)
= 2(α− Re z) diag(Mα.n, 0q×q)
für alle z ∈ C und n ∈ Z0,TκU. Hieraus folgt für alle n ∈ Z0,TκU dann, dass Wα.2n(z)
für alle z ∈ Cα,− eine Jq-kontraktive Matrix sowie für alle z ∈ C mit Re z = α
eine Jq-unitäre Matrix ist. Hieraus folgt wegen Beispiel D.6 und Definition E.5 nun
Wα.2n ∈ P˜Jq(Cα,−) für alle n ∈ Z0,TκU. Wegen (c) gilt
Uα.m =
m−→∏
j=0
Wα.j
für alle m ∈ Z0,κ. Hieraus folgt für alle m ∈ Z0,κ wegen Wα.j ∈ PJq(Cα,−) für alle
j ∈ Z0,m, Beispiel D.6 und Bemerkung E.6 dann Uα.m ∈ PJq(Cα,−). 
Da unter Beachtung von Beispiel D.4 und Bemerkung E.4 jedes Produkt von Funk-
tionen aus P˜J˜q(Π+) selbst eine Funktion aus P˜J˜q(Π+) ist, liefert Teil (c) von Satz 5.2
sogleich einen alternativen Beweis zu Teil (c) von Satz 4.17.
Abschließend schauen wir uns noch die Leitkoeffizienten und die Absolutglieder der
einzelnen Matrixpolynome des rechtsseitigen α-Dyukarev-Quadrupels bezüglich einer
α-Stieltjes-positiv definiten Folge an (vergleiche [15, Proposition 3.5] für den Fall α = 0
und κ =∞).
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Satz 5.3 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ K>q,κ,α und [(Aα.n)TκUn=0,(Bα.n)Tκ+1Un=0 ,(Cα.n)TκUn=0,
(Dα.n)
Tκ+1U
n=0 ] das rechtsseitige α-Dyukarev-Quadrupel bezüglich (sj)
κ
j=0. Weiterhin sei
[(Lα.n)
Tκ−1U
n=0 ,(Mα.n)
TκU
n=0] die rechtsseitige α-Dyukarev-Stieltjes-Parametrisierung von
(sj)
κ
j=0. Dann gelten
Bα.n(z) = (−1)n−1(z − α)n−1Lα.0
n−1−→∏
j=1
(Mα.jLα.j) + . . .+
n−1∑
j=0
Lα.j, (5.15)
Dα.n(z) = (−1)n(z − α)n
n−1−→∏
j=0
(Mα.jLα.j) + . . .+ Iq (5.16)
für alle z ∈ C und n ∈ Z1,Tκ+1U und im Fall κ ≥ 2
Aα.n(z) = (−1)n(z − α)n
n−1−→∏
j=0
(Lα.jMα.j+1) + . . .+ Iq, (5.17)
Cα.n(z) = (−1)n+1(z − α)n+1Mα.0
n−1−→∏
j=0
(Lα.jMα.j+1) + . . .− (z − α)
n∑
j=0
Mα.j (5.18)
für alle z ∈ C und n ∈ Z1,TκU.
Beweis: Wir zeigen die Behauptungen mithilfe vollständiger Induktion. Sei z ∈ C.
Wegen Definition 4.15 gelten dann
Bα.0(z) = 0q×q, Dα.0(z) = Iq, Aα.0(z) = Iq und Cα.0(z) = −(z − α)s−10 .
Hieraus folgt wegen Lemma 5.1 und Definition 3.4 nun
Bα.1(z) = Aα.0(z)Lα.0 +Bα.0(z) = Lα.0 und
Dα.1(z) = Cα.0(z)Lα.0 +Dα.0(z) = −(z − α)Mα.0Lα.0 + Iq
sowie im Fall κ ≥ 2
Aα.1(z) = Aα.0(z)− (z − α)Bα.1(z)Mα.1 = −(z − α)Lα.0Mα.1 + Iq und
Cα.1(z) = Cα.0(z)− (z − α)Dα.1(z)Mα.1
= (z − α)2Mα.0Lα.0Mα.1 − (z − α) (Mα.0 +Mα.1) .
Seien nun κ ≥ 3, m ∈ Z2,Tκ+1U und (5.15)-(5.18) für alle n ∈ Z1,m−1 erfüllt. Wegen
Lemma 5.1 gelten dann
Bα.m(z) = Aα.m−1(z)Lα.m−1 +Bα.m−1(z)
=
(−1)m−1(z − α)m−1 m−2−→∏
j=0
(Lα.jMα.j+1) + . . .+ Iq
Lα.m−1
+ (−1)m−2(z − α)m−2Lα.0
m−2−→∏
j=1
(Mα.jLα.j) + . . .+
m−2∑
j=0
Lα.j
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= (−1)m−1(z − α)m−1Lα.0
m−1−→∏
j=1
(Mα.jLα.j) + . . .+
m−1∑
j=0
Lα.j
und
Dα.m(z) = Cα.m−1(z)Lα.m−1 +Dα.m−1(z)
=
(−1)m(z − α)mMα.0 m−2−→∏
j=0
(Lα.jMα.j+1) + . . .− (z − α)
m−1∑
j=0
Mα.j
Lα.m−1
+ (−1)m−1(z − α)m−1
m−2−→∏
j=1
(Mα.jLα.j) + . . .+ Iq
= (−1)m(z − α)m
m−1−→∏
j=1
(Mα.jLα.j) + . . .+ Iq.
Seien nun κ ≥ 4, m ∈ Z2,TκU und (5.15)-(5.16) für alle n ∈ Z1,m sowie (5.17)-(5.18) für
alle n ∈ Z1,m−1 erfüllt. Wegen Lemma 5.1 gelten dann
Aα.m = Aα.m−1 − (z − α)Bα.mMα.m
= (−1)m−1(z − α)m−1
m−2−→∏
j=0
(Lα.jMα.j+1) + . . .+ Iq
− (z − α)
(−1)m−1(z − α)m−1Lα.0 m−1−→∏
j=1
(Mα.jLα.j) + . . .+
m−1∑
j=0
Lα.j
Mα.m
= (−1)m(z − α)m
m−1−→∏
j=0
(Lα.jMα.j+1) + . . .+ Iq
und
Cα.m = Cα.m−1 − (z − α)Dα.mMα.m
= (−1)m(z − α)mMα.0
m−2−→∏
j=0
(Lα.jMα.j+1) + . . .− (z − α)
m−1∑
j=0
Mα.j
− (z − α)
(−1)m(z − α)m m−1−→∏
j=1
(Mα.jLα.j) + . . .+ Iq
Mα.m
= (−1)m+1(z − α)m+1Mα.0
m−1−→∏
j=0
(Lα.jMα.j+1) + . . .− (z − α)
m∑
j=0
Mα.j. 
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5.2 Der linksseitige Fall
Wir behandeln nun eine Faktorisierung der Folge von linksseitigen 2q×2q-α-Dyukarev-
Matrixpolynomen einer linksseitig α-Stieltjes-positiv definiten Folge unter Verwendung
der linksseitigen α-Dyukarev-Stieltjes-Parametrisierung jener Folge.
Satz 5.4 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ L>q,κ,α und [(Lα/n)Tκ−1Un=0 ,(Mα/n)TκUn=0] die links-
seitige α-Dyukarev-Stieltjes-Parametrisierung von (sj)κj=0. Weiterhin sei (Uα/m)
κ
m=0 die
Folge von linksseitigen 2q×2q-α-Dyukarev-Matrixpolynomen bezüglich (sj)κj=0. Dann
gelten folgende Aussagen:
(a) Es gelten
Uα/2n+1(z) = Uα/2n(z)
(
Iq −Lα/n
0q×q Iq
)
für alle z ∈ C und n ∈ Z0,Tκ−1U sowie im Fall κ ≥ 2
Uα/2n(z) = Uα/2n−1(z)
(
Iq 0q×q
(α− z)Mα/n Iq
)
für alle z ∈ C und n ∈ Z1,TκU.
(b) Es gelten
Uα/0(z) =
(
Iq 0q×q
(α− z)Mα/0 Iq
)
für alle z ∈ C,
Uα/2n+1(z) =
n−→∏
j=0
(
Iq 0q×q
(α− z)Mα/j Iq
)(
Iq −Lα/j
0q×q Iq
)
für alle z ∈ C und n ∈ Z0,Tκ−1U sowie im Fall κ ≥ 2
Uα/2n(z) =
n−1−→∏
j=0
(
Iq 0q×q
(α− z)Mα/j Iq
)(
Iq −Lα/j
0q×q Iq
)( Iq 0q×q
(α− z)Mα/n Iq
)
für alle z ∈ C und n ∈ Z1,TκU.
(c) Seien
Wα/2n+1(z) :=
(
Iq −Lα/n
0q×q Iq
)
bzw. Wα/2n(z) :=
(
Iq 0q×q
(α− z)Mα/n Iq
)
für alle z ∈ C und n ∈ Z0,Tκ−1U bzw. n ∈ Z0,TκU. Dann gelten Wα/m ∈ P˜J˜q(Π+)
für alle m ∈ Z0,κ sowie
Uα/m(z) =
m−→∏
j=0
Wα/j(z)
für alle z ∈ C und m ∈ Z0,κ.
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Beweis: Zu (a): Seien tj := (−1)jsj für alle j ∈ Z0,κ. Wegen Teil (a) von Bemer-
kung 1.17 gilt dann (tj)κj=0 ∈ K>q,κ,−α. Weiterhin seien [(L〈t〉−α.n)Tκ−1Un=0 ,(M〈t〉−α.n)TκUn=0] die
rechtsseitige −α-Dyukarev-Stieltjes-Parametrisierung von (tj)κj=0 und (U 〈t〉−α.m)κm=0 die
Folge von rechtsseitigen 2q×2q-−α-Dyukarev-Matrixpolynomen bezüglich (tj)κj=0. We-
gen Teil (a) von Lemma 4.39, Teil (a) von Satz 5.2, Teil (a) von Lemma 1.16 und Teil
(c) von Lemma 3.14 gelten dann
U 〈s〉α/2n+1(z) = V1U
〈t〉
−α.2n+1(−z)V ∗1
= V1U
〈t〉
−α.2n(−z)
(
Iq L
〈t〉
−α.n
0q×q Iq
)
V ∗1
= V1U
〈t〉
−α.2n(−z)V ∗1 V1
(
Iq L
〈s〉
α/n
0q×q Iq
)
V ∗1
= U 〈s〉α/2n(z)
(
Iq −L〈s〉α/n
0q×q Iq
)
für alle z ∈ C und n ∈ Z0,Tκ−1U sowie im Fall κ ≥ 2
U 〈s〉α/2n(z) = V1U
〈t〉
−α.2n(−z)V ∗1
= V1U
〈t〉
−α.2n−1(−z)
(
Iq 0q×q
−(−z − (−α))M〈t〉−α.n Iq
)
V ∗1
= V1U
〈t〉
−α.2n−1(−z)V ∗1 V1
(
Iq 0q×q
−(α− z)M〈s〉α/n Iq
)
V ∗1
= U 〈s〉α/2n−1(z)
(
Iq 0q×q
(α− z)M〈s〉α/n Iq
)
für alle z ∈ C und n ∈ Z1,TκU.
Zu (b): Sei z ∈ C. Wegen Definition 4.37, Definition 4.36 und Definition 3.13 gilt dann
Uα/0(z) =
(
Aα/0(z) Bα/0(z)
Cα/0(z) Dα/0(z)
)
=
(
Iq 0q×q
(α− z)s−10 Iq
)
=
(
Iq 0q×q
(α− z)Mα/0 Iq
)
.
Die weiteren Behauptungen folgen dann iterativ durch Anwendung von (a).
Zu (c): Offensichtlich ist Wα/m für alle m ∈ Z0,κ eine in C holomorphe Funktion.
Wegen Bemerkung 3.16 gilt L∗α/n = Lα/n für alle n ∈ Z0,Tκ−1U. Hieraus folgt wegen Teil
(c) von Bemerkung D.5 dann, dass Wα/2n+1(z) für alle z ∈ C und n ∈ Z0,Tκ−1U eine J˜q-
unitäre und somit auch J˜q-kontraktive Matrix ist. Hieraus folgt wegen Beispiel D.4 und
Definition E.1 nun Wα/2n+1 ∈ P˜J˜q(Π+) für alle n ∈ Z0,Tκ−1U. Wegen Bemerkung 3.7
gilt weiterhin M∗α/n = Mα/n für alle n ∈ Z0,TκU. Hieraus folgt wegen Teil (a) von
Bemerkung D.5 dann
W ∗α/2n(z)J˜qWα/2n(z) = J˜q + diag(i(z − z)Mα/n, 0q×q)
für alle z ∈ C und n ∈ Z0,TκU. Hieraus folgt für alle n ∈ Z0,TκU dann, dass Wα/2n(z) für
alle z ∈ Π+ eine J˜q-kontraktive sowie Wα/2n(x) für alle x ∈ R eine J˜q-unitäre Matrix
ist. Hieraus folgt wegen Beispiel D.4 und Definition E.1 nun Wα/2n ∈ P˜J˜q(Π+) für alle
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n ∈ Z0,TκU. Wegen (b) gilt weiterhin
Uα/m(z) =
m−→∏
j=0
Wα/j(z)
für alle z ∈ C und m ∈ Z0,κ. 
Da unter Beachtung von Beispiel D.4 und Bemerkung E.4 jedes Produkt von Funk-
tionen aus P˜J˜q(Π+) selbst eine Funktion aus P˜J˜q(Π+) ist, liefert Teil (c) von Satz 5.4
sogleich einen alternativen Beweis zu Teil (c) von Satz 4.38.
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6 Eine alternative Beschreibung der Lösungsmenge
für vollständig nichtdegenerierte matrizielle α-Stiel-
tjes Momentenprobleme
Im Mittelpunkt dieses Kapitels steht die Herleitung einer im Vergleich zu Kapitel 4
alternativen Beschreibung der Lösungsmenge für mithilfe der [α,∞)-Stieltjes-Trans-
formation umformulierte vollständig nichtdegenerierte matrizielle α-Stieltjes Momen-
tenprobleme. Statt einer speziellen Klasse von Stieltjes-Paaren als Parametermenge
verwenden wir nun allerdings eine Teilklasse der Schurfunktionen. Auch jetzt erfolgt
die Beschreibung mithilfe einer gebrochen linearen Transformation von Matrizen.
Der rechtsseitige Fall wurde für eine gegebene Folge aus K≥,eq,2n+1,α in [73] behandelt und
wir werden die dortige Herangehensweise auf unser Problem übertragen können. Im
linksseitigen Fall greifen wir dann auf die Resultate des rechtsseitigen Falles zurück.
6.1 Der rechtsseitige Fall
Am Ausgangspunkt dieses Abschnitts steht die in Theorem 4.21 erhaltene Beschreibung
der Lösungsmenge des zu einer endlichen rechtsseitig α-Stieltjes-positiv definiten Folge
zugehörigen mithilfe der [α,∞)-Stieltjes-Transformation umformulierten rechtsseitigen
α-Stieltjes Momentenproblems. Diese Beschreibung erfolgte dort durch Parametrisie-
rung mithilfe einer erzeugenden Matrixfunktion, welche ein 2q×2q-Matrixpolynom der
Klasse P˜J˜q(Π+) ist. Als Parametermenge tritt hierbei eine spezielle Klasse von geord-
neten Paaren von in C \ [α,∞) meromorphen q×q-Matrixfunktionen auf.
Aufgrund der in Anhang D entwickelten Theorie ausgewählter Resultate für gebrochen
lineare Transformationen von Matrizen können wir nun die gebrochen lineare Trans-
formation etwas einfacher gestalten, indem wie die erzeugende Matrixfunktion durch
ein Matrixpolynom ersetzen, welches entsprechende Kontraktivitätseigenschaften be-
züglich der Signaturmatrix jqq := diag(Iq,−Iq) und J˜q besitzt. Der große Vorteil ist
dann, dass die Menge der Parameterfunktionen der gebrochen linearen Transformation
eine Teilklasse der Menge der q×q-Schurfunktionen auf Π+ (vergleiche Definition G.1)
ist.
Diese Beschreibung der Lösungsmenge des rechtsseitigen α-Stieltjes Momentenpro-
blems wurde für eine gegebene Folge aus K≥,eq,2n+1,α in [73, Kapitel 9] behandelt und
wir verwenden für unseren Fall eine ähnliche Vorgehensweise. Bevor wir dies tun, wol-
len wir uns zunächst oben erwähnten Kontraktivitätseigenschaften der erzeugenden
Matrixfunktion widmen.
Satz 6.1 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ K>q,κ,α und (Uα.m)κm=0 die Folge von rechtssei-
tigen 2q×2q-α-Dyukarev-Matrixpolynomen bezüglich (sj)κj=0. Weiterhin seien
E :=
1√
2
(−iIq iIq
Iq Iq
)
und Σα.m := Uα.mE
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für alle m ∈ Z0,κ. Dann gilt Σα.m ∈ P˜jqq ,J˜q(Π+) für alle m ∈ Z0,κ.
Beweis: Dies folgt wegen Teil (c) von Satz 4.17 sogleich aus Teil (a2) von Bemer-
kung E.8. 
Wir kommen nun zur Beschreibung der Lösungsmenge des zu einer endlichen rechtssei-
tig α-Stieltjes-positiv definiten Folge zugehörigen mithilfe der [α,∞)-Stieltjes-Trans-
formation umformulierten rechtsseitigen α-Stieltjes Momentenproblems mit Dq,α (ver-
gleiche Teil (b) von Definition G.1) als Parametermenge.
Theorem 6.2 Seien m ∈ N, α ∈ R, (sj)mj=0 ∈ K>q,m,α, Uα.m das rechtsseitige 2q×2q-
α-Dyukarev-Matrixpolynom bezüglich (sj)mj=0,
E :=
1√
2
(−iIq iIq
Iq Iq
)
und Σα.m := Uα.mE.
Weiterhin bezeichne
Σα.m =
(
Σ
(1,1)
α.m Σ
(1,2)
α.m
Σ
(2,1)
α.m Σ
(2,2)
α.m
)
die q×q-Blockzerlegung von Σα.m. Dann gelten folgende Aussagen:
(a) Sei F ∈ Dq,α. Weiterhin seien
MF := {z ∈ Π− | detF (z) = 0}
und F˜ : Π+ ∪ (−∞, α) ∪ (Π− \MF )→ Cq×q definiert gemäß
F˜ (z) :=

F (z) falls z ∈ Π+
limω→z F (ω) falls z ∈ (−∞, α)
F−∗(z) falls z ∈ Π− \MF
.
Dann ist det
(
Σ
(2,1)
α.mF˜ + Σ
(2,2)
α.m
)
nicht die Nullfunktion und
S :=
(
Σ(1,1)α.mF˜ + Σ
(1,2)
α.m
)(
Σ(2,1)α.mF˜ + Σ
(2,2)
α.m
)−1
gehört zu S0,q,[α,∞)[(sj)mj=0,≤].
(b) Sei S ∈ S0,q,[α,∞)[(sj)mj=0,≤]. Dann existiert genau eine in C\ [α,∞) meromorphe
q×q-Matrixfunktion F˜ mit Rstr.Π+ F˜ ∈ Dq,α derart, dass det
(
Σ
(2,1)
α.mF˜ + Σ
(2,2)
α.m
)
nicht die Nullfunktion ist und
S =
(
Σ(1,1)α.mF˜ + Σ
(1,2)
α.m
)(
Σ(2,1)α.mF˜ + Σ
(2,2)
α.m
)−1
erfüllt ist.
Beweis: Es bezeichne
Uα.m =
(
U
(1,1)
α.m U
(1,2)
α.m
U
(2,1)
α.m U
(2,2)
α.m
)
164
6 Eine alternative Beschreibung der Lösungsmenge für vollständig nichtdegenerierte
matrizielle α-Stieltjes Momentenprobleme
die q×q-Blockzerlegung von Uα.m. Dann gilt
Σα.m =
1√
2
(
−iU (1,1)α.m + U (1,2)α.m iU (1,1)α.m + U (1,2)α.m
−iU (2,1)α.m + U (2,2)α.m iU (2,1)α.m + U (2,2)α.m
)
. (6.1)
Zu (a): Seien φ := i
(
Iq − F˜
)
und ψ := Iq + F˜ . Wegen Teil (b) von Satz G.5 gilt dann(
φ
ψ
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)). Wegen (6.1) gelten weiterhin
U (1,1)α.mφ+ U
(1,2)
α.mψ =
(−iU (1,1)α.m + U (1,2)α.m ) F˜ + iU (1,1)α.m + U (1,2)α.m
=
√
2
(
Σ(1,1)α.mF˜ + Σ
(1,2)
α.m
)
(6.2)
und
U (2,1)α.mφ+ U
(2,2)
α.mψ =
(−iU (2,1)α.m + U (2,2)α.m ) F˜ + iU (2,1)α.m + U (2,2)α.m
=
√
2
(
Σ(2,1)α.mF˜ + Σ
(2,2)
α.m
)
. (6.3)
Wegen Teil (a) von Theorem 4.21 ist det
(
U
(2,1)
α.mφ+U
(2,2)
α.mψ
)
nicht die Nullfunktion, also
ist wegen (6.3) auch det
(
Σ
(2,1)
α.mF˜ +Σ
(2,2)
α.m
)
nicht die Nullfunktion. Wegen (6.2) und (6.3)
gilt nun
S =
(
Σ(1,1)α.mF˜ + Σ
(1,2)
α.m
)(
Σ(2,1)α.mF˜ + Σ
(2,2)
α.m
)−1
=
(
U (1,1)α.mφ+ U
(1,2)
α.mψ
) (
U (2,1)α.mφ+ U
(2,2)
α.mψ
)−1
.
Hieraus folgt wegen Teil (a) von Theorem 4.21 dann S ∈ S0,q,[α,∞)[(sj)mj=0,≤].
Zu (b): Wegen Teil (b) von Theorem 4.21 existiert ein
(
φ
ψ
) ∈ P̂(q,q)−J˜q ,≥(C,[α,∞)) derart,
dass
det
[
U (2,1)α.m (z)φ(z) + U
(2,2)
α.m (z)ψ(z)
] 6= 0 (6.4)
und
S(z) =
[
U (1,1)α.m (z)φ(z) + U
(1,2)
α.m (z)ψ(z)
] [
U (2,1)α.m (z)φ(z) + U
(2,2)
α.m (z)ψ(z)
]−1
(6.5)
für alle z ∈ C \ [α,∞) erfüllt sind. Wegen Teil (a) von Satz G.5 ist det(ψ − iφ) nicht
die Nullfunktion. Sei F˜ := (ψ+ iφ)(ψ− iφ)−1. Wegen Teil (a) von Satz G.5 gelten dann
weiterhin Rstr.Π+ F˜ ∈ Dq,α sowie
φ =
i
2
(
Iq − F˜
)
(ψ − iφ) und ψ = 1
2
(
Iq + F˜
)
(ψ − iφ) . (6.6)
Seien φ˜ := i
(
Iq − F˜
)
, ψ˜ := Iq + F˜ und g := 12(ψ − iφ). Wegen (6.6) gelten dann
φ = φ˜g und ψ = ψ˜g. (6.7)
Wegen (6.1) gelten weiterhin
U (1,1)α.m φ˜+ U
(1,2)
α.m ψ˜ =
(−iU (1,1)α.m + U (1,2)α.m ) F˜ + iU (1,1)α.m + U (1,2)α.m
=
√
2
(
Σ(1,1)α.mF˜ + Σ
(1,2)
α.m
)
(6.8)
und
U (2,1)α.m φ˜+ U
(2,2)
α.m ψ˜ =
(−iU (2,1)α.m + U (2,2)α.m ) F˜ + iU (2,1)α.m + U (2,2)α.m
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=
√
2
(
Σ(2,1)α.mF˜ + Σ
(2,2)
α.m
)
. (6.9)
Wegen (6.7) und (6.9) gilt nun
det
(
U (2,1)α.mφ+ U
(2,2)
α.mψ
)
= det
(
U (2,1)α.m φ˜+ U
(2,2)
α.m ψ˜
)
det g
= 2
q
2 det
(
Σ(2,1)α.mF˜ + Σ
(2,2)
α.m
)
det g.
Unter Beachtung, dass det(ψ − iφ) und somit det g nicht die Nullfunktion ist, folgt
hieraus wegen (6.4) dann, dass det
(
Σ
(2,1)
α.mF˜ + Σ
(2,2)
α.m
)
nicht die Nullfunktion ist. Unter
Beachtung, dass det g nicht die Nullfunktion ist, folgt hieraus wegen (6.5), (6.7), (6.8)
und (6.9) nun
S =
(
U (1,1)α.mφ+ U
(1,2)
α.mψ
) (
U (2,1)α.mφ+ U
(2,2)
α.mψ
)−1
=
(
U (1,1)α.m φ˜+ U
(1,2)
α.m ψ˜
)
gg−1
(
U (2,1)α.m φ˜+ U
(2,2)
α.m ψ˜
)−1
=
(
Σ(1,1)α.mF˜ + Σ
(1,2)
α.m
)(
Σ(2,1)α.mF˜ + Σ
(2,2)
α.m
)−1
.
Bleibt noch die Eindeutigkeitsaussage zu zeigen. Seien hierzu F˜1 und F˜2 in C \ [α,∞)
meromorphe q×q-Matrixfunktionen mit
(i) Es gilt Fk := Rstr.Π+ F˜k ∈ Dq,α.
(ii) det
(
Σ
(2,1)
α.mF˜k + Σ
(2,2)
α.m
)
ist nicht die Nullfunktion.
(iii) Es gilt
S =
(
Σ(1,1)α.mF˜k + Σ
(1,2)
α.m
)(
Σ(2,1)α.mF˜k + Σ
(2,2)
α.m
)−1
.
für alle k ∈ {1, 2}. Sei nun k ∈ {1, 2}. Weiterhin seienMFk := {z ∈ Π+ | detFk(z) = 0}
und F̂k : Π+ ∪ (−∞, α) ∪ (Π− \MFk)→ Cq×q definiert gemäß
F̂k(z) :=

Fk(z) falls z ∈ Π+
limω→z Fk(ω) falls z ∈ (−∞, α)
F−∗k (z) falls z ∈ Π− \MFk
.
Wegen (i) und Teil (b) von Satz G.5 ist dann F̂k eine in C \ [α,∞) meromorphe q×q-
Matrixfunktion und es gilt
Rstr.Π+ F̂k = Fk = Rstr.Π+ F˜k.
Hieraus folgt wegen des Identitätssatzes für meromorphe Funktionen (vergleiche z. B.
im skalaren Fall [68, Satz 10.3.2]; im matriziellen Fall betrachtet man die einzelnen
Einträge der Matrixfunktion) dann
F̂k = F˜k. (6.10)
Seien φk := i
(
Iq− F˜k
)
sowie ψk := Iq + F˜k. Wegen (i), (6.10) und Teil (b) von Satz G.5
gilt dann weiterhin
(
φk
ψk
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)). Wegen (6.1) gelten
U (1,1)α.mφk + U
(1,2)
α.mψk =
(−iU (1,1)α.m + U (1,2)α.m ) F˜k + iU (1,1)α.m + U (1,2)α.m
=
√
2
(
Σ(1,1)α.mF˜k + Σ
(1,2)
α.m
)
(6.11)
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und
U (2,1)α.mφk + U
(2,2)
α.mψk =
(−iU (2,1)α.m + U (2,2)α.m ) F˜k + iU (2,1)α.m + U (2,2)α.m
=
√
2
(
Σ(2,1)α.mF˜k + Σ
(2,2)
α.m
)
. (6.12)
Wegen Teil (b) von Theorem 4.21 ist det
(
U
(2,1)
α.mφk + U
(2,2)
α.mψk
)
nicht die Nullfunktion.
Hieraus folgt wegen (ii), (iii), (6.11) und (6.12) dann(
U (1,1)α.mφ1 + U
(1,2)
α.mψ1
) (
U (2,1)α.mφ1 + U
(2,2)
α.mψ1
)−1
=
(
Σ(1,1)α.mF˜1 + Σ
(1,2)
α.m
)(
Σ(2,1)α.mF˜1 + Σ
(2,2)
α.m
)−1
= S
=
(
Σ(1,1)α.mF˜2 + Σ
(1,2)
α.m
)(
Σ(2,1)α.mF˜2 + Σ
(2,2)
α.m
)−1
=
(
U (1,1)α.mφ2 + U
(1,2)
α.mψ2
) (
U (2,1)α.mφ2 + U
(2,2)
α.mψ2
)−1
und somit wegen Teil (c) von Theorem 4.21 dann 〈(φ1ψ1)〉 = 〈(φ2ψ2)〉, das heißt wegen
Definition F.3 existiert eine in C \ [α,∞) meromorphe q×q-Matrixfunktion h, so dass
deth nicht die Nullfunktion ist und(
φ2
ψ2
)
=
(
φ1
ψ1
)
h (6.13)
erfüllt ist. Sei k ∈ {1, 2}. Wegen (i), (6.10) und Teil (b) von SatzG.5 gilt dann weiterhin,
dass det(ψk − iφk) nicht die Nullfunktion ist und
F˜k = (ψk + iφk) (ψk − iφk)−1
erfüllt ist. Unter Beachtung, dass deth nicht die Nullfunktion ist, folgt hieraus wegen
(6.13) nun
F˜2 = (ψ2 + iφ2) (ψ2 − iφ2)−1
= (ψ1 + iφ1)hh
−1 (ψ1 − iφ1)−1
= (ψ1 + iφ1) (ψ1 − iφ1)−1 = F˜1. 
Seien m ∈ N, α ∈ R und (sj)mj=0 ∈ K>q,m,α. Weiterhin sei S(α.m)min bzw. S(α.m)max das untere
bzw. obere Extremalelement von S0,q,[α,∞)[(sj)mj=0,≤]. Aus dem Beweis von Bemer-
kung 4.23 geht hervor, dass S(α.m)min bzw. S
(α.m)
max die in Teil (a) von Theorem 4.21 zum
q×q-Stieltjes-Paar (OI) bzw. (IO) in C\[α,∞) zugehörige Funktion aus S0,q,[α,∞)[(sj)mj=0,≤] darstellt, wobei I bzw. O die in C\ [α,∞) konstante Matrixfunktion mit dem Wert
Iq bzw. 0q×q bezeichnet. Es folgt aus dem Beweis von Theorem 6.2 nun, dass S
(α.m)
min
bzw. S(α.m)max auch in Teil (a) von Theorem 6.2 mithilfe der Funktion I bzw. −I gewon-
nen werden kann. Mit den Bezeichnungen aus Theorem 6.2 und Definition 4.24 gelten
wegen (6.1) und Definition 4.16 nämlich(
Σ(1,1)α.mI + Σ(1,2)α.m
)(
Σ(2,1)α.mI + Σ(2,2)α.m
)−1
=
(
2U (1,2)α.m
)(
2U (2,2)α.m
)−1
= Bα.Tm+1UD−1α.Tm+1U = S(α.m)min
und (
Σ(1,1)α.m[−I] + Σ(1,2)α.m
)(
Σ(2,1)α.m[−I] + Σ(2,2)α.m
)−1
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=
(
2iU (1,1)α.m
)(
2iU (2,1)α.m
)−1
= Aα.TmUC−1α.TmU = S(α.m)max .
6.2 Der linksseitige Fall
In diesem Abschnitt werden wir die Lösungsmenge des zu einer endlichen linksseitig
α-Stieltjes-positiv definiten Folge zugehörigen mithilfe der (−∞, α]-Stieltjes-Transfor-
mation umformulierten linksseitigen α-Stieltjes Momentenproblems unter Verwendung
einer gebrochen linearen Transformation so beschreiben, dass wir als erzeugende Ma-
trixfunktion ein Matrixpolynom verwenden, welches gewisse Kontraktivitätseigenschaf-
ten bezüglich jqq := diag(Iq,−Iq) und J˜q besitzt. Weiterhin verwenden wir als Parame-
termenge nun eine Teilklasse der Menge von q×q-Schurfunktionen auf Π+ (vergleiche
Definition G.1). Für die Beweisführung werden wir hauptsächlich auf die Resultate des
rechtsseitigen Falles zurückgreifen.
Bevor wir uns aber dieser alternativen Beschreibung der Lösungsmenge widmen, wol-
len wir uns zunächst oben erwähnten Kontraktivitätseigenschaften der erzeugenden
Matrixfunktion widmen.
Satz 6.3 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ L>q,κ,α und (Uα/m)κm=0 die Folge von linkssei-
tigen 2q×2q-α-Dyukarev-Matrixpolynomen bezüglich (sj)κj=0. Weiterhin seien
E˜ :=
1√
2
(−iIq −iIq
−Iq Iq
)
und Σα/m := Uα/mE˜
für alle m ∈ Z0,κ. Dann gilt Σα/m ∈ P˜jqq ,J˜q(Π+) für alle m ∈ Z0,κ.
Beweis: Dies folgt wegen Teil (c) von Satz 4.38 sogleich aus Teil (b2) von Bemer-
kung E.8. 
Wir kommen nun zur Beschreibung der Lösungsmenge des zu einer endlichen linksseitig
α-Stieltjes-positiv definiten Folge zugehörigen mithilfe der (−∞, α]-Stieltjes-Transfor-
mation umformulierten linksseitigen α-Stieltjes Momentenproblems mit Eq,α (vergleiche
Teil (c) von Definition G.1) als Parametermenge.
Theorem 6.4 Seien m ∈ N, α ∈ R, (sj)mj=0 ∈ L>q,m,α, Uα/m das linksseitige 2q×2q-α-
Dyukarev-Matrixpolynom bezüglich (sj)mj=0,
E˜ :=
1√
2
(−iIq −iIq
−Iq Iq
)
und Σα/m := Uα/mE˜.
Weiterhin bezeichne
Σα/m =
(
Σ
(1,1)
α/m Σ
(1,2)
α/m
Σ
(2,1)
α/m Σ
(2,2)
α/m
)
die q×q-Blockzerlegung von Σα/m. Dann gelten folgende Aussagen:
(a) Sei F ∈ Eq,α. Weiterhin seien
MF := {z ∈ Π+ | detF (z) = 0}
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und F˜ : Π− ∪ (α,∞) ∪ (Π+ \MF )→ Cq×q definiert gemäß
F˜ (z) :=

F (z) falls z ∈ Π−
limω→z F (ω) falls z ∈ (α,∞)
F−∗(z) falls z ∈ Π+ \MF
.
Dann ist det
(
Σ
(2,1)
α/mF˜ + Σ
(2,2)
α/m
)
nicht die Nullfunktion und
S :=
(
Σ(1,1)α/mF˜ + Σ
(1,2)
α/m
)(
Σ(2,1)α/mF˜ + Σ
(2,2)
α/m
)−1
gehört zu S0,q,(−∞,α][(sj)mj=0,≤].
(b) Sei S ∈ S0,q,(−∞,α][(sj)mj=0,≤]. Dann existiert genau eine in C\(−∞, α] meromor-
phe q×q-Matrixfunktion F˜ mit Rstr.Π− F˜ ∈ Eq,α derart, dass det
(
Σ
(2,1)
α/mF˜ +Σ
(2,2)
α/m
)
nicht die Nullfunktion ist und
S =
(
Σ(1,1)α/mF˜ + Σ
(1,2)
α/m
)(
Σ(2,1)α/mF˜ + Σ
(2,2)
α/m
)−1
erfüllt ist.
Beweis: Seien tj := (−1)jsj für alle j ∈ Z0,m. Wegen Teil (a) von Bemerkung 1.17 gilt
dann (tj)mj=0 ∈ K>q,m,−α. Weiterhin seien U 〈t〉−α.m das rechtsseitige 2q×2q-−α-Dyukarev-
Matrixpolynom bezüglich (tj)mj=0,
E :=
1√
2
(−iIq iIq
Iq Iq
)
und Σ〈t〉−α.m := U
〈t〉
−α.mE.
Es bezeichne
Σ
〈t〉
−α.m =
((
Σ〈t〉−α.m
)(1,1) (
Σ〈t〉−α.m
)(1,2)(
Σ〈t〉−α.m
)(2,1) (
Σ〈t〉−α.m
)(2,2)
)
die q×q-Blockzerlegung von Σ〈t〉−α.m. Aus der Definition von E˜ und E folgt
E˜ = V1EV
∗
1 .
Hieraus folgt wegen Teil (a) von Lemma 4.39 und Teil (a) von Lemma 1.16 dann
Σ〈s〉α/m(z) = U
〈s〉
α/m(z)E˜ = V1U
〈t〉
−α.m(−z)V ∗1 V1EV ∗1 = V1Σ〈t〉−α.m(−z)V ∗1 (6.14)
für alle z ∈ C.
Zu (a): Sei G : Π+ → Cq×q definiert gemäß G(z) = −F (−z). Wegen Teil (b) von
Bemerkung G.3 gilt dann G ∈ Dq,−α. Weiterhin seien
MG := {z ∈ Π− | detF (z) = 0}
und G˜ : Π+ ∪ (−∞,−α) ∪ (Π− \MG)→ Cq×q definiert gemäß
G˜(z) :=

G(z) falls z ∈ Π+
limω→z G(ω) falls z ∈ (−∞,−α)
G−∗(z) falls z ∈ Π− \MG
.
Aus der Definition von F˜ und G˜ folgt
F˜ (z) = −G˜(−z) (6.15)
169
6 Eine alternative Beschreibung der Lösungsmenge für vollständig nichtdegenerierte
matrizielle α-Stieltjes Momentenprobleme
für alle z ∈ Π−∪(α,∞)∪(Π+\MF ). Unter Beachtung von G ∈ Dq,−α gilt wegen Teil (a)
von Theorem 6.2 dann, dass det
[
(Σ〈t〉−α.m)
(2,1)G˜ + (Σ〈t〉−α.m)
(2,2)
]
nicht die Nullfunktion
ist und
T :=
[(
Σ
〈t〉
−α.m
)(1,1)
G˜+
(
Σ
〈t〉
−α.m
)(1,2)] [(
Σ
〈t〉
−α.m
)(2,1)
G˜+
(
Σ
〈t〉
−α.m
)(2,2)]−1
zu S0,q,[−α,∞)[(tj)mj=0,≤] gehört. Hieraus folgt wegen (6.14) und (6.15) nun, dass wegen(
Σ〈s〉α/m
)(2,1)
(z)F˜ (z) +
(
Σ〈s〉α/m
)(2,2)
(z)
= −(Σ〈t〉−α.m)(2,1)(−z)(− G˜)(−z) + (Σ〈t〉−α.m)(2,2)(−z)
=
(
Σ
〈t〉
−α.m
)(2,1)
(−z)G˜(−z) + (Σ〈t〉−α.m)(2,2)(−z)
für alle z ∈ Π− ∪ (α,∞) ∪ (Π+ \MF ) dann det
[
(Σ〈s〉α/m)
(2,1)F˜ + (Σ〈s〉α/m)
(2,2)
]
nicht die
Nullfunktion ist und eine diskrete Teilmenge D von Π−∪ (α,∞)∪ (Π+ \MF ) existiert,
so dass
S(z) =
[(
Σ〈s〉α/m
)(1,1)
(z)F˜ (z) +
(
Σ〈s〉α/m
)(1,2)
(z)
]
·
[(
Σ〈s〉α/m
)(2,1)
(z)F˜ (z) +
(
Σ〈s〉α/m
)(2,2)
(z)
]−1
=
[(
Σ
〈t〉
−α.m
)(1,1)
(−z)(− G˜)(−z)− (Σ〈t〉−α.m)(1,2)(−z)]
·
[
−(Σ〈t〉−α.m)(2,1)(−z)(− G˜)(−z) + (Σ〈t〉−α.m)(2,2)(−z)]−1
= −
[(
Σ
〈t〉
−α.m
)(1,1)
(−z)G˜(−z) + (Σ〈t〉−α.m)(1,2)(−z)]
·
[(
Σ
〈t〉
α.m
)(2,1)
(−z)G˜(−z) + (Σ〈t〉−α.m)(2,2)(−z)]−1 = −T (−z) (6.16)
für alle z ∈ (Π− ∪ (α,∞) ∪ (Π+ \ MF )) \ D erfüllt ist. Sei D˜ = D ∪ MF . Unter
Beachtung von C \ (−∞, α] = Π− ∪ (α,∞) ∪ Π+ und der Tatsache, dass MF eine
diskrete Teilmenge von Π+ ist, ist dann D˜ eine diskrete Teilmenge von C \ (−∞, α]
und wegen (6.16) gilt
S(z) = −T (−z)
für alle z ∈ C \ ((−∞, α] ∪ D˜). Hieraus folgt wegen des Identitätssatzes für meromor-
phe Funktionen (vergleiche z. B. im skalaren Fall [68, Satz 10.3.2]; im matriziellen Fall
betrachtet man die einzelnen Einträge der Matrixfunktion) und Teil (d) von Bemer-
kung 1.21 dann S ∈ S0,q,(−∞,α][(sj)mj=0,≤].
Zu (b): Sei qS : [−α,∞)→ Cq×q definiert gemäß qS(z) := −S(−z). Wegen Teil (d) von
Bemerkung 1.21 gilt dann qS ∈ S0,q,[−α,∞)[(tj)mj=0,≤]. Hieraus folgt wegen Teil (b) von
Theorem 6.2 dann, dass genau eine in C \ [−α,∞) meromorphe q×q-Matrixfunktion
G˜ mit Rstr.Π+ G˜ ∈ Dq,−α derart existiert, dass det
[
(Σ〈t〉−α.m)
(2,1)G˜+ (Σ〈t〉−α.m)
(2,2)
]
nicht
die Nullfunktion ist und
qS :=
[(
Σ
〈t〉
−α.m
)(1,1)
G˜+
(
Σ
〈t〉
−α.m
)(1,2)] [(
Σ
〈t〉
−α.m
)(2,1)
G˜+
(
Σ
〈t〉
−α.m
)(2,2)]−1
erfüllt ist. Sei nun F˜ : C \ (−∞, α] definiert gemäß F˜ (z) = −G˜(−z). Unter Beachtung
von Rstr.Π+ G˜ ∈ Dq,−α gilt wegen Teil (b) von Bemerkung G.3 dann Rstr.Π− F˜ ∈ Eq,α.
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Wegen (6.14) gilt (
Σ〈s〉α/m
)(2,1)
(z)F˜ (z) +
(
Σ〈s〉α/m
)(2,2)
(z)
= −(Σ〈t〉−α.m)(2,1)(−z)(−G˜)(−z) + (Σ〈t〉−α.m)(2,2)(−z)
=
(
Σ
〈t〉
−α.m
)(2,1)
(−z)G˜(−z) + (Σ〈t〉−α.m)(2,2)(−z)
für alle z ∈ Π−. Unter Beachtung, dass det
[
(Σ〈t〉−α.m)
(2,1)G˜ + (Σ〈t〉−α.m)
(2,2)
]
nicht die
Nullfunktion ist, ist dann auch det
[
(Σ〈s〉α/m)
(2,1)F˜ + (Σ〈s〉α/m)
(2,2)
]
nicht die Nullfunktion
und es existiert eine diskrete Teilmenge D von Π− mit
S(z) = −qS(−z)
= −
[(
Σ
〈t〉
−α.m
)(1,1)
(−z)G˜(−z) + (Σ〈t〉−α.m)(1,2)(−z)]
·
[(
Σ
〈t〉
α.m
)(2,1)
(−z)G˜(−z) + (Σ〈t〉−α.m)(2,2)(−z)]−1
=
[(
Σ
〈t〉
−α.m
)(1,1)
(−z)(−G˜)(−z)− (Σ〈t〉−α.m)(1,2)(−z)]
·
[
−(Σ〈t〉−α.m)(2,1)(−z)(−G˜)(−z) + (Σ〈t〉−α.m)(2,2)(−z)]−1
=
[(
Σ〈s〉α/m
)(1,1)
(z)F˜ (z) +
(
Σ〈s〉α/m
)(1,2)
(z)
]
·
[(
Σ〈s〉α/m
)(2,1)
(z)F˜ (z) +
(
Σ〈s〉α/m
)(2,2)
(z)
]−1
für alle z ∈ Π− \ D. Unter Beachtung, dass Rstr.Π− F˜ eine q×q-meromorphe Matrix-
funktion auf Π− ist, folgt hieraus wegen des Identitätssatzes für meromorphe Funktio-
nen (vergleiche z. B. im skalaren Fall [68, Satz 10.3.2]; im matriziellen Fall betrachtet
man die einzelnen Einträge der Matrixfunktion) dann
S =
[(
Σ〈s〉α/m
)(1,1)
F˜ +
(
Σ〈s〉α/m
)(1,2)] [(
Σ〈s〉α/m
)(2,1)
F˜ +
(
Σ〈s〉α/m
)(2,2)]−1
.
Die Einzigartigkeit von F˜ folgt unmittelbar aus der Einzigartigkeit von G˜, Teil (b) von
Bemerkung G.3 und dem eben erwähnten Identitätssatz für meromorphe Funktionen.

Seien m ∈ N, α ∈ R und (sj)mj=0 ∈ L>q,m,α. Weiterhin sei S(α/m)min bzw. S(α/m)max das untere
bzw. obere Extremalelement von S0,q,(−∞,α][(sj)mj=0,≤]. Aus dem Beweis von Bemer-
kung 4.44 geht hervor, dass S(α/m)min bzw. S
(α/m)
max die in Teil (a) von Theorem 4.42 zum
q×q-Stieltjes-Paar (IO) bzw. (OI) in C \ (−∞, α] zugehörige Funktion ausS0,q,(−∞,α][(sj)mj=0,≤] darstellt, wobei I bzw. O die in C \ (−∞, α] konstante Matrix-
funktion mit dem Wert Iq bzw. 0q×q bezeichnet. Es folgt nun, dass S
(α/m)
min bzw. S
(α/m)
max
auch in Teil (a) von Theorem 6.4 mithilfe der Funktion I bzw. −I gewonnen werden
kann. Mit den Bezeichnungen aus Theorem 6.4 und Definition 4.45 gelten wegen
Σα/m =
1√
2
(
−iU (1,1)α/m − U (1,2)α/m −iU (1,1)α/m + U (1,2)α/m
−iU (2,1)α/m − U (2,2)α/m −iU (2,1)α/m + U (2,2)α/m
)
und Definition 4.37 nämlich(
Σ(1,1)α/mI + Σ(1,2)α/m
)(
Σ(2,1)α/mI + Σ(2,2)α/m
)−1
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=
(−2iU (1,1)α/m )(−2iU (2,1)α/m )−1 = Aα/TmUC−1α/TmU = S(α/m)min
und (
Σ(1,1)α/m[−I] + Σ(1,2)α/m
)(
Σ(2,1)α/m[−I] + Σ(2,2)α/m
)−1
=
(
2U (1,2)α/m
)(
2U (2,2)α/m
)−1
= Bα/Tm+1UD−1α/Tm+1U = S(α/m)max .
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7 Das α-Stieltjes-Quadrupel bezüglich α-Stieltjes-
positiv definiter Folgen
Im Mittelpunkt des vorliegenden Abschnitts steht eine weitere Untersuchung der in
Kapitel 4 eingeführten Folge von 2q×2q-α-Dyukarev-Matrixpolynomen bezüglich ei-
ner α-Stieltjes-positiv definiten Folge. Wir zeigen nun, dass diese in enger Beziehung zu
dem in Abschnitt 2.4 eingeführten monischen links-orthogonalen System von Matrix-
polynomen bezüglich einer Hankel-positiv definiten Folge (vergleiche Definition 2.23
und Satz 2.24) sowie dem zugehörigen linken System von Matrixpolynomen zweiter
Art (vergleiche Definition 2.30) stehen. Unter Verwendung dieser beiden Systeme füh-
ren wir das α-Stieltjes-Quadrupel bezüglich einer α-Stieltjes-positiv definiten Folge ein
und stellen neben den bereits angesprochenen Beziehungen zur Folge von 2q×2q-α-
Dyukarev-Matrixpolynomen bezüglich jener Folge einige weitere Beziehungen zu dem
α-Dyukarev-Quadrupel, der α-Stieltjes-Parametrisierung und dem Favard-Paar jener
Folge zusammen.
Im rechtsseitigen Fall orientieren wir uns an der Vorgehensweise von [15, Chapter 4],
wo eine gegebene Folge aus K>q,∞,0 zugrunde gelegt wurde. Im linksseitigen Fall greifen
wir wieder hauptsächlich auf die Resultate für den rechtsseitigen Fall zurück.
7.1 Der rechtsseitige Fall
Unsere folgende Überlegung ist auf die Einführung eines Quadrupels von Folgen von
q×q-Matrixfunktionen ausgerichtet, welches der in Abschnitt 2.4 eingeführten in unse-
rem Fall mit einer rechtsseitig α-Stieltjes-positiv definiten Folge und derer durch rechts-
seitige α-Verschiebung generierten Folge assoziierten monischen links-orthogonalen Sys-
teme von Matrixpolynomen sowie der hiermit assoziierten linken Systeme von Matrix-
polynomen zweiter Art zugrunde liegt. Zuvor wollen wir einige Resultate für besagte
Systeme rekapitulieren und erweitern. Dafür benötigen wir zunächst einige weitere Be-
zeichnungen.
Bezeichnung 7.1 Seien κ ∈ N, α ∈ R und (sj)κj=0 eine Folge aus Cq×q. Dann be-
zeichnet für n ∈ Z0,κ−1
Sα.n :=

sα.0 falls n = 0
sα.0 0q×q . . . 0q×q
sα.1 sα.0
. . . ...
... . . . . . . 0q×q
sα.n . . . sα.1 sα.0
 falls n > 0
die untere n-te Blockdreiecksmatrix von (sα.j)κ−1j=0 . Weiterhin seien Ŝα.0 := s0 und für
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n ∈ Z1,κ
Ŝα.n :=

s0 0q×q . . . 0q×q
sα.o s0
. . . ...
... . . . . . . 0q×q
sα.n−1 . . . sα.0 s0
 = Sn − α
(
0q×nq 0q×q
Sn−1 0nq×q
)
.
Satz 7.2 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Dann gelten folgende Aussagen:
(a) Sei (Pn)
Tκ+1U
n=0 das monische links-orthogonale System von Matrixpolynomen be-
züglich (sj)κj=0. Dann gelten P0 ≡ Iq und
Pn(z) =
(−zn,2n−1H−1n−1 Iq)En(z)
für alle z ∈ C und n ∈ Z1,Tκ+1U.
(b) Sei (P 〈s〉n )
Tκ+1U
n=0 das linke System von Matrixpolynomen zweiter Art bezüglich
(sj)
κ
j=0. Dann gelten P
〈s〉
0 ≡ 0q×q und
P 〈s〉n (z) =
(−zn,2n−1H−1n−1 Iq)(0q×nqSn−1
)
En−1(z)
für alle z ∈ C und n ∈ Z1,Tκ+1U.
(c) Sei (Pα.n)
TκU
n=0 das monische links-orthogonale System von Matrixpolynomen be-
züglich (sα.j)κ−1j=0 . Dann gelten Pα.0 ≡ Iq und im Fall κ ≥ 2
Pα.n(z) =
(−zα.n,2n−1H−1α.n−1 Iq)En(z)
für alle z ∈ C und n ∈ Z1,TκU.
(d) Sei (P 〈α.s〉α.n )
TκU
n=0 das linke System von Matrixpolynomen zweiter Art bezüglich
(sα.j)
κ−1
j=0 . Dann gelten P
〈α.s〉
α.0 ≡ 0q×q und im Fall κ ≥ 2
P 〈α.s〉α.n (z) =
(−zα.n,2n−1H−1α.n−1 Iq)( 0q×nqSα.n−1
)
En−1(z)
für alle z ∈ C und n ∈ Z1,TκU.
(e) Seien P̂α.n := (z − α)Pα.n(z) für alle z ∈ C und n ∈ Z0,TκU. Weiterhin sei P̂ 〈s〉α.n
das zu (sj)κj=0 gehörige Matrixpolynom bezüglich P̂α.n für alle n ∈ Z0,TκU. Dann
gelten P̂ 〈s〉α.0 ≡ s0 und im Fall κ ≥ 2
P̂ 〈s〉α.n(z) =
(−zα.n,2n−1H−1α.n−1 Iq) Ŝα.nEn(z)
für alle z ∈ C und n ∈ Z1,TκU sowie
P̂ 〈s〉α.n(z) = P
〈α.s〉
α.n (z) + Pα.n(z)s0
für alle z ∈ C und n ∈ Z0,TκU.
Beweis: Zu (a) - (d): Unter Beachtung von Bemerkung 1.3 gilt wegen (sj)κj=0 ∈ K>q,κ,α
und Teil (b) von Definition 1.8 (sj)2
Tκ−1U
j=0 ∈ H>q,2Tκ−1U bzw. (sα.j)2Tκ−2U ∈ H>q,2Tκ−2U, falls
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κ ≥ 2. Hieraus folgt wegen Satz 2.24 dann die Behauptung von (a) bzw. (c) und wegen
Bemerkung 2.31 die Behauptung von (b) bzw. (d).
Zu (e): Sei n ∈ Z0,TκU. Unter Beachtung von (c) gelten dann deg P̂ 〈s〉α.n = n+ 1 und
P̂ [j]α.n =

−αP [0]α.n falls j = 0
P
[j−1]
α.n − αP [j]α.n falls 1 ≤ j ≤ n
P
[n]
α.n falls j = n+ 1
(7.1)
für alle j ∈ Z0,n+1. Sei nun z ∈ C. Wegen (7.1) und (c) gelten dann
P̂ 〈s〉α.0(z) =
(
P̂
[0]
α.0 P̂
[1]
α.0
)(0q×q
S0
)
E0(z) =
(
−αP [0]α.0 P [0]α.0
)(0q×q
s0
)
=
(−αIq Iq)(0q×qs0
)
= s0
und im Fall κ ≥ 2
P̂ 〈s〉α.n(z) =
(
P̂
[0]
α.n . . . P̂
[n+1]
α.n
)(0q×(n+1)q
Sn
)
En(z)
=
[(
0q×q P
[0]
α.n . . . P
[n]
α.n
)
− α
(
P
[0]
α.n . . . P
[n]
α.n 0q×q
)](0q×(n+1)q
Sn
)
En(z)
=
[(
P
[0]
α.n . . . P
[n]
α.n
)
Sn − α
(
P
[0]
α.n . . . P
[n]
α.n
)(0q×nq 0q×q
Sn−1 0nq×q
)]
En(z)
=
(
P
[0]
α.n . . . P
[n]
α.n
)
Ŝα.nEn(z)
für alle n ∈ Z1,TκU. Wegen (c) und (d) gelten weiterhin
P 〈α.s〉α.0 (z) + Pα.0(z)s0 = s0 = P̂
〈s〉
α.0(z)
sowie im Fall κ ≥ 2
P 〈α.s〉α.n (z) + Pα.n(z)s0
=
(−zα.n,2n−1H−1α.n−1 Iq)( 0q×nqSα.n−1
)
En−1(z) +
(−zα.n,2n−1H−1α.n−1 Iq)En(z)s0
=
(−zα.n,2n−1H−1α.n−1 Iq) [( 0q×nq 0q×qSα.n−1 0nq×q
)
En(z) + diag(s0, ..., s0)En(z)
]
=
(−zα.n,2n−1H−1α.n−1 Iq) Ŝα.nEn(z) = P̂ 〈s〉α.n(z)
für alle n ∈ Z1,TκU. 
Definition 7.3 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Weiterhin seien (Pn,s)Tκ+1Un=0
das monische links-orthogonale System von Matrixpolynomen bezüglich (sj)κj=0,
(P 〈s〉n,s)
Tκ+1U
n=0 das linke System von Matrixpolynomen zweiter Art bezüglich (sj)
κ
j=0,
(Pα.n,s)
TκU
n=0 das monische links-orthogonale System von Matrixpolynomen bezüglich
(sα.j)
κ−1
j=0 , P̂α.n,s := (z − α)Pα.n,s(z) für alle z ∈ C und n ∈ Z0,TκU sowie P̂ 〈s〉α.n,s das
zu (sj)κj=0-gehörige Matrixpolynom bezüglich P̂α.n,s für alle n ∈ Z0,TκU. Dann heißt
[(Pn,s)
Tκ+1U
n=0 ,(P
〈s〉
n,s)
Tκ+1U
n=0 ,(Pα.n,s)
TκU
n=0,(P̂
〈s〉
α.n,s)
TκU
n=0] das rechtsseitige α-Stieltjes-Quadru-
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pel bezüglich (sj)κj=0. Falls klar ist, von welchem (sj)
κ
j=0 die Rede ist, lassen wir das
s im unteren Index weg.
Unsere nachfolgenden Überlegungen sind nun auf die Herleitung von Zusammenhän-
gen zwischen dem gerade eingeführten rechtsseitigen α-Stieltjes-Quadrupel bezüglich
einer rechtsseitig α-Stieltjes-positiv definiten Folge und dem rechtsseitigen α-Dyukarev-
Quadrupel bezüglich jener Folge orientiert. Wir werden zunächst das rechtsseitige α-
Stieltjes-Quadrupel auf eine Form bringen, die mit den Bezeichnungen aus Kapitel 4
konform ist. Hierfür wird folgendes Lemma uns eine wichtige Hilfestellung leisten.
Lemma 7.4 Seien κ ∈ N, α ∈ R und (sj)κj=0 eine Folge aus Cq×q. Dann gelten folgende
Aussagen:
(a) Für alle z ∈ C und n ∈ N0 gilt
Rn(z)vn = En(z).
(b) Für alle z ∈ C und n ∈ Z0,κ gilt
Rn(z)y0,n = SnEn(z).
(c) Für alle z ∈ C und n ∈ Z1,κ+1 gilt
Rn(z)un =
(
0q×nq
Sn−1
)
En−1(z).
(d) Für alle z ∈ C und n ∈ Z0,κ−1 gilt
Rn(z)yα.0,n = Sα.nEn(z).
(e) Für alle z ∈ C und n ∈ Z0,κ gilt
Rn(z)uα.n = Ŝα.nEn(z).
Beweis: Zu (a): Dies folgt sogleich aus der Definition der beteiligten Größen (vergleiche
Bezeichnung 1.22 und Bezeichnung 3.3).
Zu (b): Der Fall n = 0 folgt sogleich aus der Definition der beteiligten Größen (verglei-
che Bezeichnung 1.22, Bezeichnung 1.1, Bezeichnung 2.29 und Bezeichnung 3.3). Seien
nun z ∈ C und n ∈ Z1,κ. Dann gilt
Rn(z)y0,n =

s0
zs0 + s1
...∑n
j=0 z
n−jsj
 = SnEn(z).
Zu (c): Seien z ∈ C und n ∈ Z1,κ+1. Wegen Bezeichnung 1.23 und (b) gilt dann
Rn(z)un =
(
0q×q
Rn−1(z)y0,n−1
)
=
(
0q×q
Sn−1En−1(z)
)
=
(
0q×nq
Sn−1
)
En−1(z).
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Zu (d): Der Fall n = 0 folgt sogleich aus der Definition der beteiligten Größen (ver-
gleiche Bezeichnung 1.22, Teil (a) von Definition 2.1, Bezeichnung 7.1 und Bezeich-
nung 3.3). Seien nun z ∈ C und n ∈ Z1,κ. Dann gilt
Rn(z)yα.0,n =

sα.0
zsα.0 + sα.1
...∑n
j=0 z
n−jsα.j
 = Sα.nEn(z).
Zu (e): Der Fall n = 0 folgt sogleich aus der Definition der beteiligten Größen (vergleiche
Bezeichnung 1.22, Bezeichnung 1.23, Bezeichnung 7.1 und Bezeichnung 3.3). Seien nun
z ∈ C und n ∈ Z1,κ+1. Wegen (b) und (c) gilt dann
Rn(z)uα.n = Rn(z) [y0,n − αun] = SnEn(z)− α
(
0q×nq
Sn−1
)
En−1(z)
=
[
Sn − α
(
0q×nq 0q×q
Sn−1 0nq×q
)]
En(z) = Ŝα.nEn(z). 
Bemerkung 7.5 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ K>q,κ,α und [(Pn)Tκ+1Un=0 ,(P 〈s〉n )Tκ+1Un=0 ,
(Pα.n)
TκU
n=0,(P̂
〈s〉
α.n)
TκU
n=0] das rechtsseitige α-Stieltjes-Quadrupel bezüglich (sj)
κ
j=0. Dann gel-
ten P0 ≡ Iq, P 〈s〉0 ≡ 0q×q, Pα.0 ≡ Iq und P̂ 〈s〉α.0 ≡ s0 sowie
Pn(z) =
(−zn,2n−1H−1n−1 Iq)Rn(z)vn,
P 〈s〉n (z) =
(−zn,2n−1H−1n−1 Iq)Rn(z)un
für alle z ∈ C und n ∈ Z1,Tκ+1U sowie im Fall κ ≥ 2
Pα.n(z) =
(−zα.n,2n−1H−1α.n−1 Iq)Rn(z)vn,
P̂ 〈s〉α.n(z) =
(−zα.n,2n−1H−1α.n−1 Iq)Rn(z)uα.n
für alle z ∈ C und n ∈ Z1,TκU.
Beweis: Dies folgt aus Satz 7.2 und Lemma 7.4. 
Mithilfe von Bemerkung 7.5 erkennen wir, dass die in Definition 7.3 eingeführten Grö-
ßen unter Beachtung von Satz 7.2 mit denen aus [15, Definition 4.1] in Verbindung mit
[15, Proposition 4.2] im Fall α = 0 und κ =∞ übereinstimmen.
Wir kommen nun zu einem ersten Zusammenhang zwischen rechtsseitigem α-Stieltjes-
Quadrupel und rechtsseitigem α-Dyukarev-Quadrupel bezüglich einer rechtsseitigen α-
Stieltjes-positiv definiten Folge (vergleiche [15, Proposition 4.9(a)] für den Fall α = 0
und κ =∞, wobei dort in den Formeln (4.45) und (4.48) das falsche Vorzeichen gewählt
wurde).
Satz 7.6 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Weiterhin seien [(Pn)Tκ+1Un=0 ,
(P 〈s〉n )
Tκ+1U
n=0 ,(Pα.n)
TκU
n=0,(P̂
〈s〉
α.n)
TκU
n=0] das rechtsseitige α-Stieltjes-Quadrupel bezüglich (sj)
κ
j=0
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und [(Aα.n)
TκU
n=0,(Bα.n)
Tκ+1U
n=0 ,(Cα.n)
TκU
n=0,(Dα.n)
Tκ+1U
n=0 ] das rechtsseitige α-Dyukarev-Qua-
drupel bezüglich (sj)κj=0. Dann gelten
Aα.n(z) = Iq + (z − α)
n∑
j=0
[
P 〈s〉j (z)
]∗
Ĥ−1j Pj(α),
Cα.n(z) = −(z − α)
n∑
j=0
[
Pj(z)
]∗
Ĥ−1j Pj(α)
für alle z ∈ C und n ∈ Z0,TκU und
Bα.n(z) =
n−1∑
j=0
[
P̂ 〈s〉α.j(z)
]∗
Ĥ−1α.jP̂
〈s〉
α.j(α),
Dα.n(z) = Iq − (z − α)
n−1∑
j=0
[
Pα.j(z)
]∗
Ĥ−1α.jP̂
〈s〉
α.j(α)
für alle z ∈ C und n ∈ Z1,Tκ+1U.
Beweis: Wegen Definition 4.15 und Bemerkung 7.5 gelten
Aα.0(z) = Iq = Iq + (z − α)
[
P 〈s〉0 (z)
]∗
Ĥ−10 P0(α)
für alle z ∈ C und unter Beachtung von Lemma 3.2, den Teilen (b) und (d) von
Lemma 4.4 sowie Teil (c) von Lemma 4.5 weiterhin
Aα.n(z) = Iq + (z − α)u∗nR∗n(z)H−1n Rn(α)vn
= Iq + (z − α)u∗nR∗n(z)
(
H−1n−1 0nq×q
0q×nq 0q×q
)
Rn(α)vn
+ (z − α)u∗nR∗n(z)
(−H−1n−1yn,2n−1
Iq
)
Ĥ−1n
(−zn,2n−1H−1n−1 Iq)Rn(α)vn
= Iq + (z − α)u∗nR∗n(z)L̂nH−1n−1L̂∗nRn(α)vn + (z − α)
[
P 〈s〉n (z)
]∗
Ĥ−1n Pn(α)
= Iq + (z − α)u∗n−1R∗n−1(z)H−1n−1Rn−1(α)vn−1 + (z − α)
[
P 〈s〉n (z)
]∗
Ĥ−1n Pn(α)
= Aα.n−1(z) + (z − α)
[
P 〈s〉n (z)
]∗
Ĥ−1n Pn(α)
für alle z ∈ C und n ∈ Z1,TκU. Hieraus folgt iterativ dann
Aα.n(z) = Iq + (z − α)
n∑
j=0
[
P 〈s〉j (z)
]∗
Ĥ−1j Pj(α)
für alle z ∈ C und n ∈ Z0,TκU. Wegen Definition 4.15 und Bemerkung 7.5 gelten
Bα.1(z) = s0s
−1
α.0s0 =
[
P̂ 〈s〉α.0(z)
]∗
Ĥ−1α.0P̂
〈s〉
α.0(α)
für alle z ∈ C und unter Beachtung von Lemma 3.2, Teil (d) von Lemma 4.4 sowie den
Teilen (b), (d) und (e) von Lemma 4.5 weiterhin
Bα.n+1(z) = u
∗
α.nR
∗
n(z)H
−1
α.ny0,n
= u∗α.nR
∗
n(z)
(
H−1α.n−1 0nq×q
0q×nq 0q×q
)
y0,n
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+ u∗α.nR
∗
n(z)
(−H−1α.n−1yα.n,2n−1
Iq
)
Ĥ−1α.n
(−zα.n,2n−1H−1α.n−1 Iq)R∗n(α)uα.n
= u∗α.nR
∗
n(z)L̂nH
−1
α.n−1L̂
∗
ny0,n +
[
P̂ 〈s〉α.n(z)
]∗
Ĥ−1α.nP̂
〈s〉
α.n(α)
= u∗α.n−1R
∗
n−1(z)H
−1
α.n−1y0,n−1 +
[
P̂ 〈s〉α.n(z)
]∗
Ĥ−1α.nP̂
〈s〉
α.n(α)
= Bα.n(z) +
[
P̂ 〈s〉α.n(z)
]∗
Ĥ−1α.nP̂
〈s〉
α.n(α)
für alle z ∈ C und n ∈ Z1,Tκ+3U. Hieraus folgt iterativ dann
Bα.n(z) =
n−1∑
j=0
[
P̂ 〈s〉α.j(z)
]∗
Ĥ−1α.jP̂
〈s〉
α.j(α)
für alle z ∈ C und n ∈ Z1,Tκ+1U. Wegen Definition 4.15 und Bemerkung 7.5 gelten
Cα.0(z) = −(z − α)s−10 = −(z − α)
[
P0(z)
]∗
Ĥ−10 P0(α)
für alle z ∈ C und unter Beachtung von Lemma 3.2 sowie den Teilen (b) und (d) von
Lemma 4.4 weiterhin
Cα.n(z) = −(z − α)v∗nR∗n(z)H−1n Rn(α)vn
= −(z − α)v∗nR∗n(z)
(
H−1n−1 0nq×q
0q×nq 0q×q
)
Rn(α)vn
− (z − α)v∗nR∗n(z)
(−H−1n−1yn,2n−1
Iq
)
Ĥ−1n
(−zn,2n−1H−1n−1 Iq)Rn(α)vn
= −(z − α)v∗nR∗n(z)L̂nH−1n−1L̂∗nRn(α)vn − (z − α)
[
Pn(z)
]∗
Ĥ−1n Pn(α)
= −(z − α)v∗n−1R∗n−1(z)H−1n−1Rn−1(α)vn−1 − (z − α)
[
Pn(z)
]∗
Ĥ−1n Pn(α)
= Cα.n−1(z)− (z − α)
[
Pn(z)
]∗
Ĥ−1n Pn(α)
für alle z ∈ C und n ∈ Z1,TκU. Hieraus folgt iterativ dann
Cα.n(z) = −(z − α)
n∑
j=0
[
Pj(z)
]∗
Ĥ−1j Pj(α)
für alle z ∈ C und n ∈ Z0,TκU. Wegen Definition 4.15 und Bemerkung 7.5 gelten
Dα.1(z) = Iq − (z − α)s−1α.0s0 = Iq − (z − α)
[
Pα.0(z)
]∗
Ĥ−1α.0P̂
〈s〉
α.0(α)
für alle z ∈ C und unter Beachtung von Lemma 3.2, den Teilen (b) und (d) von
Lemma 4.4 sowie den Teilen (b) und (e) von Lemma 4.5 weiterhin
Dα.n+1(z) = Iq − (z − α)v∗nR∗n(z)H−1α.ny0,n
= Iq − (z − α)v∗nR∗n(z)
(
H−1α.n−1 0nq×q
0q×nq 0q×q
)
y0,n − (z − α)v∗nR∗n(z)
·
(−H−1α.n−1yα.n,2n−1
Iq
)
Ĥ−1α.n
(−zα.n,2n−1H−1α.n−1 Iq)R∗n(α)uα.n
= Iq − (z − α)v∗nR∗n(z)L̂nH−1α.n−1L̂∗ny0,n − (z − α)
[
Pα.n(z)
]∗
Ĥ−1α.nP̂
〈s〉
α.n(α)
= Iq − (z − α)v∗n−1R∗n−1(z)H−1α.n−1y0,n−1 − (z − α)
[
Pα.n(z)
]∗
Ĥ−1α.nP̂
〈s〉
α.n(α)
= Dα.n(z)− (z − α)
[
Pα.n(z)
]∗
Ĥ−1α.nP̂
〈s〉
α.n(α)
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für alle z ∈ C und n ∈ Z1,Tκ+3U. Hieraus folgt iterativ dann
Dα.n(z) = Iq − (z − α)
n−1∑
j=0
[
Pα.j(z)
]∗
Ĥ−1α.jP̂
〈s〉
α.j(α)
für alle z ∈ C und n ∈ Z1,Tκ+1U. 
Wir zeigen nun ein weiteres Zusammenspiel zwischen rechtsseitigem α-Stieltjes-Qua-
drupel und rechtsseitigem α-Dyukarev-Quadrupel bezüglich einer rechtsseitig α-Stiel-
tjes-positiv definiten Folge, das für unsere nächsten Überlegungen von Wichtigkeit ist,
wir aber später noch einmal konkretisieren wollen (vergleiche [15, Lemma 4.4] im Fall
α = 0 und κ =∞).
Bemerkung 7.7 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Weiterhin seien [(Pn)Tκ+1Un=0 ,
(P 〈s〉n )
Tκ+1U
n=0 ,(Pα.n)
TκU
n=0,(P̂
〈s〉
α.n)
TκU
n=0] das rechtsseitige α-Stieltjes-Quadrupel bezüglich (sj)
κ
j=0
und [(Aα.n)
TκU
n=0,(Bα.n)
Tκ+1U
n=0 ,(Cα.n)
TκU
n=0,(Dα.n)
Tκ+1U
n=0 ] das rechtsseitige α-Dyukarev-Qua-
drupel bezüglich (sj)κj=0. Dann gelten
Aα.n(z)
[
P̂ 〈s〉α.n(α)
]∗
=
[
P̂ 〈s〉α.n(z)
]∗
,
Cα.n(z)
[
P̂ 〈s〉α.n(α)
]∗
= −(z − α)[Pα.n(z)]∗
für alle z ∈ C und n ∈ Z0,TκU sowie
Bα.n(z)
[
Pn(α)
]∗
= −[P 〈s〉n (z)]∗,
Dα.n(z)
[
Pn(α)
]∗
=
[
Pn(z)
]∗
für alle z ∈ C und n ∈ Z0,Tκ+1U.
Beweis: Sei z ∈ C. Wegen Definition 4.15 und Bemerkung 7.5 gelten dann
Aα.0(z)
[
P̂ 〈s〉α.0(α)
]∗
= s0 =
[
P̂ 〈s〉α.0(z)
]∗
,
Bα.0(z)
[
P0(α)
]∗
= 0q×q = −
[
P 〈s〉0 (z)
]∗
,
Cα.0(z)
[
P̂ 〈s〉α.0(α)
]∗
= −(z − α)Iq = −(z − α)
[
Pα.0(z)
]∗
,
Dα.0(z)
[
P0(α)
]∗
= Iq =
[
P0(z)
]∗
.
Sei nun n ∈ Z1,Tκ+1U. Sei H˜n definiert wie in Teil (f) von Bemerkung 4.6. Wegen Teil
(d) von Lemma 4.4 und Teil (f) von Bemerkung 4.6 gilt dann
y0,n−1v∗nR
∗
n(α) +Hα.n−1R
∗
n−1(α)L
∗
n = L̂
∗
nH˜n. (7.2)
Weiterhin gilt
L̂∗nH˜n
(−H−1n−1yn,2n−1
Iq
)
=
(
Hn−1 yn,2n−1
)(−H−1n−1yn,2n−1
Iq
)
= 0nq×q. (7.3)
Wegen Definition 4.15, Bemerkung 7.5, der Teile (e) und (b) von Lemma 4.5, Teil (d)
von Lemma 4.3, Teil (c) von Lemma 4.3, (7.2) und (7.3) gilt nun
Bα.n(z)
[
Pn(α)
]∗
+
[
P 〈s〉n (z)
]∗
= u∗α.n−1R
∗
n−1(z)H
−1
α.n−1y0,n−1
[(−zn,2n−1H−1n−1 Iq)Rn(α)vn]∗
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+
[(−zn,2n−1H−1n−1 Iq)Rn(z)un]∗
=
[
u∗α.n−1R
∗
n−1(z)H
−1
α.n−1y0,n−1v
∗
nR
∗
n(α) + u
∗
nR
∗
n(z)
](−H−1n−1yn,2n−1
Iq
)
=
[
y∗0,n−1R
∗
n−1(z)R
−∗
n−1(α)H
−1
α.n−1y0,n−1v
∗
nR
∗
n(α) + y
∗
0,n−1R
∗
n−1(z)L
∗
n
](−H−1n−1yn,2n−1
Iq
)
= y∗0,n−1R
∗
n−1(z)R
−∗
n−1(α)H
−1
α.n−1
[
y0,n−1v∗nR
∗
n(α) +Hα.n−1R
∗
n−1(α)L
∗
n
](−H−1n−1yn,2n−1
Iq
)
= y∗0,n−1R
∗
n−1(z)R
−∗
n−1(α)H
−1
α.n−1L̂
∗
nH˜n
(−H−1n−1yn,2n−1
Iq
)
= 0q×q.
Wegen der Teile (d) und (a) von Lemma 4.3 sowie der Teile (b), (a) und (d) von
Lemma 4.4 gilt weiterhin
−v∗n [R∗n(α)−R∗n(z)] = −(α− z)v∗nR∗n(z)T ∗nR∗n(α)
= (z − α)v∗n−1L̂∗nT ∗nR∗n(z)R∗n(α)
= (z − α)v∗n−1L∗nR∗n(z)R∗n(α)
= (z − α)v∗n−1R∗n−1(z)R∗n−1(α)L∗n. (7.4)
Wegen Definition 4.15, Bemerkung 7.5, (7.4), (7.2) und (7.3) gilt nun
Dα.n(z)
[
Pn(α)
]∗ − [Pn(z)]∗
=
[
Iq − (z − α)v∗n−1R∗n−1(z)H−1α.n−1y0,n−1
] [(−zn,2n−1H−1n−1 Iq)Rn(α)vn]∗
− [(−zn,2n−1H−1n−1 Iq)Rn(z)vn]∗
=
[
v∗n [R
∗
n(α)−R∗n(z)]− (z − α)v∗n−1R∗n−1(z)H−1α.n−1y0,n−1v∗nR∗n(α)
](−H−1n−1yn,2n−1
Iq
)
=
[−(z − α)v∗n−1R∗n−1(z)R∗n−1(α)L∗n − (z − α)v∗n−1R∗n−1(z)H−1α.n−1y0,n−1v∗nR∗n(α)]
·
(−H−1n−1yn,2n−1
Iq
)
= −(z − α)v∗n−1R∗n−1(z)H−1α.n−1
[
Hα.n−1R∗n−1(α)L
∗
n + y0,n−1v
∗
nR
∗
n(α)
](−H−1n−1yn,2n−1
Iq
)
= −(z − α)v∗n−1R∗n−1(z)H−1α.n−1L̂∗nH˜n
(−H−1n−1yn,2n−1
Iq
)
= 0q×q.
Sei nun κ ≥ 2 und n ∈ Z1,TκU. Wegen Teil (d) von Lemma 4.3 sowie der Teile (e) und
(a) von Lemma 4.5 gilt
u∗α.n [R
∗
n(z)−R∗n(α)] = (z − α)u∗α.nR∗n(α)T ∗nR∗n(z)
= (z − α)y∗0,nT ∗nR∗n(z)
= (z − α)u∗nR∗n(z). (7.5)
Sei H˜α.n definiert wie in Teil (e) von Bemerkung 4.6. Wegen Teil (e) von Bemerkung 4.6
gilt dann
Rn(α)vny
∗
0,n −Hn = Rn(α)
[
R−1n (α)Hn − TnH˜α.n
]−Hn = −Rn(α)TnH˜α.n. (7.6)
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Weiterhin gilt
TnH˜α.n
(−H−1α.n−1yα.n,2n−1
Iq
)
=
(
0q×nq 0q×q
Hα.n−1 yα.n,2n−1
)(−H−1α.n−1yα.n,2n−1
Iq
)
= 0(n+1)q×q.
(7.7)
Wegen Definition 4.15, Bemerkung 7.5, (7.5), Teil (e) von Lemma 4.5, (7.6) und (7.7)
gilt nun
Aα.n(z)
[
P̂ 〈s〉α.n(α)
]∗ − [P̂ 〈s〉α.n(z)]∗
=
[
Iq + (z − α)u∗nR∗n(z)H−1n Rn(α)vn
] [(−zα.n,2n−1H−1α.n−1 Iq)Rn(α)uα.n]∗
− [(−zα.n,2n−1H−1α.n−1 Iq)Rn(z)uα.n]∗
=
[−u∗α.n [R∗n(z)−R∗n(α)] + (z − α)u∗nR∗n(z)H−1n Rn(α)vnu∗α.nR∗n(α)]
·
(−H−1α.n−1yα.n,2n−1
Iq
)
=
[−(z − α)u∗nR∗n(z) + (z − α)u∗nR∗n(z)H−1n Rn(α)vny∗0,n](−H−1α.n−1yα.n,2n−1Iq
)
= (z − α)u∗nR∗n(z)H−1n
[−Hn +Rn(α)vny∗0,n](−H−1α.n−1yα.n,2n−1Iq
)
= −(z − α)u∗nR∗n(z)H−1n Rn(α)TnH˜α.n
(−H−1α.n−1yα.n,2n−1
Iq
)
= 0q×q.
Wegen Definition 4.15, Bemerkung 7.5, Teil (e) von Lemma 4.5, (7.6) und (7.7) gilt
weiterhin
Cα.n(z)
[
P̂ 〈s〉α.n(α)
]∗
+ (z − α)[Pα.n(z)]∗
= −(z − α)v∗nR∗n(z)H−1n Rn(α)vn
[(−zα.n,2n−1H−1α.n−1 Iq)Rn(α)uα.n]∗
+ (z − α) [(−zα.n,2n−1H−1α.n−1 Iq)Rn(z)vn]∗
=
[−(z − α)v∗nR∗n(z)H−1n Rn(α)vnu∗α.nR∗n(α) + (z − α)v∗nR∗n(z)]
·
(−H−1α.n−1yα.n,2n−1
Iq
)
= −(z − α)v∗nR∗n(z)H−1n
(
Rn(α)vny
∗
0,n −Hn
)(−H−1α.n−1yα.n,2n−1
Iq
)
= (z − α)v∗nR∗n(z)H−1n Rn(α)TnH˜α.n
(−H−1α.n−1yα.n,2n−1
Iq
)
= 0q×q. 
Folgendes Resultat liefert uns eine Darstellung der Matrixpolynome des rechtsseitigen
α-Stieltjes-Quadrupels bezüglich einer rechtsseitig α-Stieltjes-positiv definiten Folge
an der Stelle α mithilfe der rechtsseitigen α-Dyukarev-Stieltjes-Parametrisierung jener
Folge (vergleiche [15, Proposition 4.5] im Fall α = 0 und κ =∞).
Satz 7.8 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Weiterhin seien [(Pn)Tκ+1Un=0 ,
(P 〈s〉n )
Tκ+1U
n=0 ,(Pα.n)
TκU
n=0,(P̂
〈s〉
α.n)
TκU
n=0] das rechtsseitige α-Stieltjes-Quadrupel bezüglich (sj)
κ
j=0
und [(Lα.n)
Tκ−1U
n=0 ,(Mα.n)
TκU
n=0] die rechtsseitige α-Dyukarev-Stieltjes-Parametrisierung
von (sj)κj=0. Dann gelten folgende Aussagen:
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(a) Es sind
(
Pn(α)
)Tκ+1U
n=0
,
(
P 〈s〉n (α)
)Tκ+1U
n=1
,
(
Pα.n(α)
)TκU
n=0
und
(
P̂ 〈s〉α.n(α)
)TκU
n=0
Folgen von
regulären Matrizen aus Cq×q.
(b) Es gelten
Pn(α) = (−1)n
n−1−→∏
j=0
(
M−1α.jL
−1
α.j
)
,
P 〈s〉n (α) = (−1)n+1
n−1−→∏
j=0
(
M−1α.jL
−1
α.j
) n−1∑
j=0
Lα.j
für alle n ∈ Z1,Tκ+1U und im Fall κ ≥ 2
Pα.n(α) = (−1)n
n−1−→∏
j=0
(
M−1α.jL
−1
α.j
)
M−1α.n
n∑
j=0
Mα.j,
P̂ 〈s〉α.n(α) = (−1)n
n−1−→∏
j=0
(
M−1α.jL
−1
α.j
)
M−1α.n
für alle n ∈ Z1,TκU.
Beweis: Zu (a): Unter Beachtung von Bemerkung 3.1 sind wegen P0 ≡ Iq, Pα.0 ≡ Iq
und P̂ 〈s〉α.0 ≡ s0 (vergleiche Bemerkung 7.5) die Matrizen P0(α), Pα.0(α) und P̂ 〈s〉α.0(α) re-
gulär. Sei [(Aα.n)
TκU
n=0,(Bα.n)
Tκ+1U
n=0 ,(Cα.n)
TκU
n=0,(Dα.n)
Tκ+1U
n=0 ] das rechtsseitige α-Dyukarev-
Quadrupel bezüglich (sj)κj=0. Wegen Bemerkung 7.7 gelten dann
Cα.n(z)
[
P̂ 〈s〉α.n(α)
]∗
= −(z − α)[Pα.n(z)]∗
für alle z ∈ C und n ∈ Z0,TκU sowie
Bα.n(z)
[
Pn(α)
]∗
= −[P 〈s〉n (z)]∗,
Dα.n(z)
[
Pn(α)
]∗
=
[
Pn(z)
]∗
für alle z ∈ C und n ∈ Z0,Tκ+1U. Hieraus folgen wegen Satz 5.3 nun
[
Pn(z)
]∗
=
(−1)n(z − α)n n−1−→∏
j=0
(Mα.jLα.j) + . . .+ Iq
 [Pn(α)]∗, (7.8)
[
P 〈s〉n (z)
]∗
=
(−1)n(z − α)n−1Lα.0 n−1−→∏
j=1
(Mα.jLα.j) + . . .−
n−1∑
j=0
Lα.j
 [Pn(α)]∗ (7.9)
für alle z ∈ C und n ∈ Z1,Tκ+1U sowie im Fall κ ≥ 2
(z − α)[Pα.n(z)]∗
=
(−1)n(z − α)n+1Mα.0 n−1−→∏
j=0
(Lα.jMα.j+1) + . . .+ (z − α)
n∑
j=0
Mα.j
 [P̂ 〈s〉α.n(α)]∗
(7.10)
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für alle z ∈ C und n ∈ Z1,TκU. Wegen Definition 7.3 und Definition 2.23 ist der Leitko-
effizient von Pn für alle n ∈ Z0,Tκ+1U und Pα.n für alle n ∈ Z0,TκU gleich Iq. Hieraus folgt
durch Koeffizientenvergleich in (7.8) bzw. (7.10) dann
Iq = (−1)n
n−1−→∏
j=0
(Mα.jLα.j)
[
Pn(α)
]∗ (7.11)
für alle n ∈ Z1,Tκ+1U bzw. im Fall κ ≥ 2
Iq = (−1)nMα.0
n−1−→∏
j=0
(Lα.jMα.j+1)
[
P̂ 〈s〉α.n(α)
]∗ (7.12)
für alle n ∈ Z1,TκU. Wegen Bemerkung 3.7 sind (Lα.n)Tκ−1Un=0 und (Mα.n)TκUn=0 Folgen von
regulären Matrizen. Hieraus folgt wegen (7.11) bzw. (7.12) dann, dass auch Pn(α) für
alle n ∈ Z1,Tκ+1U bzw. im Fall κ ≥ 2 auch P̂ 〈s〉α.n(α) für alle n ∈ Z1,TκU reguläre Matrizen
sind. Wegen (7.9) gilt [
P 〈s〉n (α)
]∗
= −
(
n−1∑
j=0
Lα.j
)[
Pn(α)
]∗ (7.13)
für alle n ∈ Z1,Tκ+1U. Unter Beachtung von Bemerkung 3.7 ist ∑n−1j=0 Lα.j für alle
n ∈ Z1,Tκ+1U eine positiv hermitesche und insbesondere reguläre Matrix, also ist we-
gen (7.13) auch P 〈s〉n (α) für alle n ∈ Z1,Tκ+1U eine reguläre Matrix.
Seien nun κ ≥ 2 und H˜α.n für alle n ∈ Z1,TκU definiert wie in Teil (e) von Bemerkung 4.6.
Wegen Teil (e) von Bemerkung 4.6 gilt dann
Rn(α)vny
∗
0,n −Hn = Rn(α)
[
R−1n (α)Hn − TnH˜α.n
]−Hn = −Rn(α)TnH˜α.n (7.14)
für alle n ∈ Z1,TκU. Weiterhin gilt
TnH˜α.n
(−H−1α.n−1yα.n,2n−1
Iq
)
=
(
0q×nq 0q×q
Hα.n−1 yα.n,2n−1
)(−H−1α.n−1yα.n,2n−1
Iq
)
= 0(n+1)q×q
(7.15)
für alle n ∈ Z1,TκU. Wegen Definition 3.4 und Teil (a) von Lemma 7.4 gilt
n∑
j=0
Mα.j =
n∑
j=1
[
E∗j (α)H
−1
j Ej(α)− E∗j−1(α)H−1j−1Ej−1(α)
]
+ s−10
= E∗n(α)H
−1
n En(α)
= v∗nR
∗
n(α)H
−1
n Rn(α)vn
für alle n ∈ Z1,TκU. Hieraus folgt wegen Bemerkung 7.5, Teil (e) von Lemma 4.5, (7.14)
und (7.15) dann(
n∑
j=0
Mα.j
)[
P̂ 〈s〉α.n(α)
]∗ − [Pα.n(α)]∗
= v∗nR
∗
n(α)H
−1
n Rn(α)vnu
∗
α.nR
∗
n(α)
(−H−1α.n−1yα.n,2n−1
Iq
)
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− v∗nR∗n(α)
(−H−1α.n−1yα.n,2n−1
Iq
)
= v∗nR
∗
n(α)H
−1
n
[
Rn(α)vny
∗
0,n −Hn
](−H−1α.n−1yα.n,2n−1
Iq
)
= −v∗nR∗n(α)H−1n Rn(α)TnH˜α.n
(−H−1α.n−1yα.n,2n−1
Iq
)
= 0q×q
für alle n ∈ Z1,TκU. Hieraus folgt nun[
Pα.n(α)
]∗
=
(
n∑
j=0
Mα.j
)[
P̂ 〈s〉α.n(α)
]∗ (7.16)
für alle n ∈ Z1,TκU. Unter Beachtung von Bemerkung 3.7 ist∑nj=0Mα.j für alle n ∈ Z1,TκU
eine positiv hermitesche und insbesondere reguläre Matrix, also ist wegen (7.16) auch
Pα.n(α) für alle n ∈ Z1,TκU eine reguläre Matrix.
Zu (b): Dies folgt wegen Bemerkung 3.7 aus (7.11), (7.12), (7.13) und (7.16). 
Wir können nun die Aussage von Bemerkung 7.7 konkretisieren und die rechtsseitigen
2q×2q-α-Dyukarev-Matrixpolynome bezüglich einer rechtsseitig α-Stieltjes-positiv de-
finiten Folge mithilfe des rechtsseitigen α-Stieltjes-Quadrupels bezüglich jener Folge
darstellen (vergleiche [15, Theorem 4.6], [15, Theorem 4.7] und [15, Theorem 4.8] im
Fall α = 0 und κ =∞).
Satz 7.9 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ K>q,κ,α und [(Pn)Tκ+1Un=0 ,(P 〈s〉n )Tκ+1Un=0 ,(Pα.n)TκUn=0,
(P̂ 〈s〉α.n)
TκU
n=0] das rechtsseitige α-Stieltjes-Quadrupel bezüglich (sj)
κ
j=0. Dann gelten folgen-
de Aussagen:
(a) Sei [(Aα.n)
TκU
n=0,(Bα.n)
Tκ+1U
n=0 ,(Cα.n)
TκU
n=0,(Dα.n)
Tκ+1U
n=0 ] das rechtsseitige α-Dyukarev-
Quadrupel bezüglich (sj)κj=0. Dann sind Pn(α) für alle n ∈ Z0,Tκ+1U sowie P̂ 〈s〉α.n(α)
für alle n ∈ Z0,TκU reguläre Matrizen und es gelten
Aα.n(z) =
[
P̂ 〈s〉α.n(z)
]∗[
P̂ 〈s〉α.n(α)
]−∗
,
Cα.n(z) = −(z − α)
[
Pα.n(z)
]∗[
P̂ 〈s〉α.n(α)
]−∗
für alle z ∈ C und n ∈ Z0,TκU sowie
Bα.n(z) = −
[
P 〈s〉n (z)
]∗[
Pn(α)
]−∗
,
Dα.n(z) =
[
Pn(z)
]∗[
Pn(α)
]−∗
für alle z ∈ C und n ∈ Z0,Tκ+1U.
(b) Sei (Uα.m)κm=0 die Folge von rechtsseitigen 2q×2q-α-Dyukarev-Matrixpolynomen
bezüglich (sj)κj=0. Weiterhin seien z ∈ C und m ∈ Z0,κ. Dann gilt
Uα.m(z) =
( [
P̂ 〈s〉α.TmU(z)
]∗[
P̂ 〈s〉α.TmU(α)
]−∗ −[P 〈s〉Tm+1U(z)]∗[PTm+1U(α)]−∗
−(z − α)[Pα.TmU(z)]∗[P̂ 〈s〉α.TmU(α)]−∗ [PTm+1U(z)]∗[PTm+1U(α)]−∗
)
.
(7.17)
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Außerdem ist Uα.m(z) eine reguläre Matrix und es gilt
U−1α.m(z) =
( [
PTm+1U(α)
]−1
PTm+1U(z)
[
PTm+1U(α)
]−1
P 〈s〉Tm+1U(z)
(z − α)[P̂ 〈s〉α.TmU(α)]−1Pα.TmU(z) [P̂ 〈s〉α.TmU(α)]−1P̂ 〈s〉α.TmU(z)
)
.
(c) Seien m ∈ Z1,κ und S(α.m)min bzw. S(α.m)max das untere bzw. obere Extremalelement
von S0,q,[α,∞)[(sj)mj=0,≤]. Dann gelten
S
(α.m)
min (z) = −
[
P 〈s〉Tm+1U(z)
]∗[
PTm+1U(z)
]−∗
,
S(α.m)max (z) = −
1
z − α
[
P̂ 〈s〉α.TmU(z)
]∗[
Pα.TmU(z)
]−∗
für alle z ∈ C \ [α,∞).
Beweis: Zu (a): Dies folgt wegen Teil (a) von Satz 7.8 aus Bemerkung 7.7.
Zu (b): (7.17) folgt wegen (a) aus Definition 4.16. Wegen Beispiel D.4, Teil (c) von
Satz 4.17, Teil (a) von Lemma E.2 und (7.17) ist Uα.m(z) eine reguläre Matrix und es
gilt
U−1α.m(z) = J˜q
[
Uα.m(z)
]∗
J˜q
=
(
0q×q −iIq
iIq 0q×q
)( [
P̂ 〈s〉α.TmU(α)
]−1
P̂ 〈s〉α.TmU(z) −(z − α)
[
P̂ 〈s〉α.TmU(α)
]−1
Pα.TmU(z)
−[PTm+1U(α)]−1P 〈s〉Tm+1U(z) [PTm+1U(α)]−1PTm+1U(z)
)
·
(
0q×q −iIq
iIq 0q×q
)
=
(
i
[
PTm+1U(α)
]−1
P 〈s〉Tm+1U(z) −i
[
PTm+1U(α)
]−1
PTm+1U(z)
i
[
P̂ 〈s〉α.TmU(α)
]−1
P̂ 〈s〉α.TmU(z) −i(z − α)
[
P̂ 〈s〉α.TmU(α)
]−1
Pα.TmU(z)
)(
0q×q −iIq
iIq 0q×q
)
=
( [
PTm+1U(α)
]−1
PTm+1U(z)
[
PTm+1U(α)
]−1
P 〈s〉Tm+1U(z)
(z − α)[P̂ 〈s〉α.TmU(α)]−1Pα.TmU(z) [P̂ 〈s〉α.TmU(α)]−1P̂ 〈s〉α.TmU(z)
)
.
Zu (c): Wegen Definition 4.24 und (a) gelten
S
(α.m)
min (z) = Bα.Tm+1U(z)D−1α.Tm+1U(z)
= −[P 〈s〉Tm+1U(z)]∗[PTm+1U(α)]−∗[PTm+1U(α)]∗[PTm+1U(z)]−∗
= −[P 〈s〉Tm+1U(z)]∗[PTm+1U(z)]−∗
und
S(α.m)max (z) = Aα.TmU(z)C−1α.TmU(z)
=
[
P̂ 〈s〉α.TmU(z)
]∗[
P̂ 〈s〉α.TmU(α)
]−∗ −1
z − α
[
P̂ 〈s〉α.TmU(α)
]∗[
Pα.TmU(z)
]−∗
= − 1
z − α
[
P̂ 〈s〉α.TmU(z)
]∗[
Pα.TmU(z)
]−∗
für alle z ∈ C \ [α,∞). 
Im folgenden Satz betrachten wir die Lokalisierung der Nullstellen der Determinanten
der einzelnen q×q-Matrixpolynome des rechtsseitigen α-Stieltjes-Quadrupels bezüglich
einer rechtsseitig α-Stieltjes-positiv definiten Folge.
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Satz 7.10 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Weiterhin seien [(Pn)Tκ+1Un=0 ,
(P 〈s〉n )
Tκ+1U
n=0 ,(Pα.n)
TκU
n=0,(P̂
〈s〉
α.n)
TκU
n=0] das rechtsseitige α-Stieltjes-Quadrupel bezüglich (sj)
κ
j=0
und z ∈ C \ (α,∞). Dann gelten detPn(z) 6= 0 für alle n ∈ Z0,Tκ+1U, detP 〈s〉n (z) 6= 0
für alle n ∈ Z1,Tκ+1U, detPα.n(z) 6= 0 für alle n ∈ Z0,TκU und det P̂ 〈s〉α.n(z) 6= 0 für alle
n ∈ Z0,TκU.
Beweis: Dies folgt aus Teil (a) von Satz 7.8 und Teil (b) von Satz 4.19 in Verbindung
mit Teil (a) von Satz 7.9. 
Im Fall q = 1 ist jener Teil von Satz 7.10, welcher die Polynomenfolgen (Pn)Tκ+1U und
(Pα.n)
TκU betrifft, bereits ein klassisches Resultat der Theorie orthogonaler Polynome
mit reellen Koeffizienten auf der reellen Achse (vergleiche z. B. [13, Theorem 5.2] oder
[44, Satz 2.24]). Die dortigen Beweise werden aber mit völlig verschiedenen Methoden
geführt und sind nicht auf den Matrixfall übertragbar.
Wir wollen nun die rechtsseitige α-Stieltjes-Parametrisierung einer rechtsseitig α-Stiel-
tjes-positiv definiten Folge mithilfe des rechtsseitigen α-Stieltjes-Quadrupels bezüglich
jener Folge darstellen (vergleiche [15, Proposition 4.9(c), (e)] für den Fall α = 0 und
κ =∞).
Satz 7.11 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Weiterhin seien [(Pn)Tκ+1Un=0 ,
(P 〈s〉n )
Tκ+1U
n=0 ,(Pα.n)
TκU
n=0,(P̂
〈s〉
α.n)
TκU
n=0] das rechtsseitige α-Stieltjes-Quadrupel bezüglich (sj)
κ
j=0
und (Qα.j)κj=0 die rechtsseitige α-Stieltjes-Parametrisierung von (sj)
κ
j=0. Dann gelten
folgende Aussagen:
(a) Es gelten
Qα.2n = Pn(α)
[
P̂ 〈s〉α.n(α)
]∗
für alle n ∈ Z0,TκU und
Qα.2n+1 = −P̂ 〈s〉α.n(α)
[
Pn+1(α)
]∗
für alle n ∈ Z0,Tκ−1U.
(b) Es gelten
Pn(α) = (−1)n
n−1←−∏
j=0
(
Qα.2j+1Q
−1
α.2j
)
für alle n ∈ Z1,Tκ+1U und im Fall κ ≥ 2
P̂ 〈s〉α.n(α) = (−1)nQα.2n
n−1←−∏
j=0
(
Q−1α.2j+1Qα.2j
)
für alle n ∈ Z1,TκU.
Beweis: Zu (a): Wegen Bemerkung 7.5 und Teil (a) von Definition 2.2 gilt
P0(α)
[
P̂ 〈s〉α.0(α)
]∗
= Iq · s∗0 = Ĥ0 = Qα.0.
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Sei nun κ ≥ 2 und n ∈ Z1,TκU. Wegen Satz 7.6 und Teil (a) von Satz 7.9 gilt dann[
Pα.n(z)
]∗[
P̂ 〈s〉α.n(α)
]−∗
=
n∑
j=0
[
Pj(z)
]∗
Ĥ−1j Pj(α) (7.18)
für alle z ∈ C \ {α}. Wegen Definition 7.3 und Definition 2.23 ist der Leitkoeffizient
von Pn sowie Pα.n gleich Iq und es gilt degPj = j für alle j ∈ Z0,Tκ+1U. Hieraus folgt
durch Koeffizientenvergleich in (7.18) dann[
P̂ 〈s〉α.n(α)
]−∗
= Ĥ−1n Pn(α).
Wegen Teil (a) von Definition 2.2 folgt hieraus
Qα.2n = Ĥn = Pn(α)
[
P̂ 〈s〉α.n(α)
]∗
.
Wegen Satz 7.6 und Teil (a) von Satz 7.9 gilt[
Pn(z)
]∗[
Pn(α)
]−∗
= Iq − (z − α)
n−1∑
j=0
[
Pα.j(z)
]∗
Ĥ−1α.jP̂
〈s〉
α.j(α) (7.19)
für alle z ∈ C und n ∈ Z1,Tκ+1U. Wegen Definition 7.3 und Definition 2.23 ist der
Leitkoeffizient von Pn sowie Pα.n−1 gleich Iq und es gilt degPα.j = j für alle j ∈ Z0,TκU.
Hieraus folgt durch Koeffizientenvergleich in (7.19) dann[
Pn(α)
]−∗
= −Ĥ−1α.n−1P̂ 〈s〉α.n−1(α)
für alle n ∈ Z1,Tκ+1U. Wegen Teil (a) von Definition 2.2 folgt hieraus
Qα.2n+1 = Ĥα.n = −P̂ 〈s〉α.n(α)
[
Pn+1(α)
]∗
für alle n ∈ Z0,Tκ−1U.
Zu (b): Wegen Bemerkung 7.5 gilt P0(α) = Iq. Unter Beachtung von Teil (c) von
Satz 2.8 und Teil (a) von Satz 7.8 gilt wegen (a) nun[
P̂ 〈s〉α.n(α)
]−∗
= Q−1α.2nPn(α)
für alle n ∈ Z0,TκU und
Pn+1(α) = −Qα.2n+1
[
P̂ 〈s〉α.n(α)
]−∗
für alle n ∈ Z0,Tκ−1U. Hieraus folgt
Pn+1(α) = −Qα.2n+1Q−1α.2nPn(α)
für alle n ∈ Z0,Tκ−1U. Iterativ folgt dann
Pn(α) = (−1)n
n−1←−∏
j=0
(
Qα.2j+1Q
−1
α.2j
)
für alle n ∈ Z1,Tκ+1U. Wegen Bemerkung 7.5 und Teil (a) von Definition 2.2 gilt
P̂ 〈s〉α.0(α) = s0 = Ĥ0 = Qα.0.
Unter Beachtung von Teil (c) von Satz 2.8 und Teil (a) von Satz 7.8 gilt wegen (a) nun
P̂ 〈s〉α.n(α) = Qα.2n
[
Pn(α)
]−∗
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für alle n ∈ Z0,TκU und [
Pn+1(α)
]−∗
= −Q−1α.2n+1P̂ 〈s〉α.n(α)
für alle n ∈ Z0,Tκ−1U. Hieraus folgt im Fall κ ≥ 2 nun
P̂ 〈s〉α.n(α) = −Qα.2nQ−1α.2n−1P̂ 〈s〉α.n−1(α)
für alle n ∈ Z1,TκU. Iterativ folgt dann
P̂ 〈s〉α.n(α) = (−1)nQα.2n
n−1←−∏
j=0
(
Q−1α.2j+1Qα.2j
)
für alle n ∈ Z1,TκU. 
Teil (b) von Satz 7.11 wurde auf andere Weise auch schon in Lemma 3.5 bewiesen.
Umgekehrt finden wir einen alternativen Beweis von Satz 3.8 durch Verwendung von
Teil (a) von Satz 7.11 in Verbindung mit Teil (b) von Satz 7.8.
Abschließend zeigen wir noch einen Zusammenhang zwischen rechtsseitigem α-Stieltjes-
Quadrupel bezüglich einer rechtsseitig α-Stieltjes-positiv definiten Folge und den Fa-
vard-Paaren bezüglich jener Folge und derer durch rechtsseitige α-Verschiebung gene-
rierten Folge (vergleiche [15, Proposition 9.1] für den Fall α = 0 und κ =∞).
Satz 7.12 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Weiterhin seien [(Pn)Tκ+1Un=0 ,
(P 〈s〉n )
Tκ+1U
n=0 ,(Pα.n)
TκU
n=0,(P̂
〈s〉
α.n)
TκU
n=0] das rechtsseitige α-Stieltjes-Quadrupel bezüglich (sj)
κ
j=0,
[(An)
Tκ−1U
n=0 ,(Bn)
TκU
n=0] das Favard-Paar bezüglich (sj)
κ
j=0 und (Bα.j)
0
j=0 bzw. im Fall
κ ≥ 2 [(Aα.n)Tκ−2Un=0 ,(Bα.n)Tκ−1Un=0 ] das Favard-Paar bezüglich (sα.j)κ−1j=0 . Dann gelten fol-
gende Aussagen:
(a) Es gelten P0 ≡ Iq,
P1(z) = (zIq − A0)P0(z)
für alle z ∈ C und im Fall κ ≥ 3
Pn(z) = (zIq − An−1)Pn−1(z)−B∗n−1Pn−2(z)
für alle z ∈ C und n ∈ Z2,Tκ+1U.
(b) Es gelten P 〈s〉0 ≡ 0q×q, P 〈s〉1 ≡ B0 und im Fall κ ≥ 3
P 〈s〉n (z) = (zIq − An−1)P 〈s〉n−1(z)−B∗n−1P 〈s〉n−2(z)
für alle z ∈ C und n ∈ Z2,Tκ+1U.
(c) Es gelten Pα.0 ≡ Iq, im Fall κ ≥ 2
Pα.1(z) = (zIq − Aα.0)Pα.0(z)
für alle z ∈ C und im Fall κ ≥ 4
Pα.n(z) = (zIq − Aα.n−1)Pα.n−1(z)−B∗α.n−1Pα.n−2(z)
für alle z ∈ C und n ∈ Z2,TκU.
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(d) Es gelten P̂ 〈s〉α.0 ≡ B0, im Fall κ ≥ 2
P̂ 〈s〉α.1(z) = Bα.0 + (zIq − Aα.0)P̂ 〈s〉α.0(z)
für alle z ∈ C und im Fall κ ≥ 4
P̂ 〈s〉α.n(z) = (zIq − Aα.n−1)P̂ 〈s〉α.n−1(z)−B∗α.n−1P̂ 〈s〉α.n−2(z)
für alle z ∈ C und n ∈ Z2,TκU.
Beweis: Wegen Teil (b) von Definition 1.8 und Bemerkung 1.3 gelten
(sj)
2Tκ−1U
j=0 ∈ H>q,2Tκ−1U und (sα.j)2Tκ−2Uj=0 ∈ H>q,2Tκ−2U, falls κ ≥ 2.
Zu (a) und (c): Dies folgt aus Definition 7.3 und Folgerung 2.27.
Zu (b): Dies folgt aus Definition 7.3 und Folgerung 2.33.
Zu (d): Sei (P 〈α.s〉α.n )
TκU
n=0 das linke System von Matrixpolynomen zweiter Art bezüglich
(sα.j)
κ−1
j=0 . Wegen Teil (e) von Satz 7.2 und Definition 2.17 gilt dann
P̂ 〈s〉α.n(z) = P
〈α.s〉
α.n (z) + Pα.n(z)B0 (7.20)
für alle z ∈ C und n ∈ Z0,TκU. Wegen Folgerung 2.33 gelten weiterhin P 〈α.s〉α.0 ≡ 0q×q, im
Fall κ ≥ 2 P 〈α.s〉α.1 ≡ Bα.0 und im Fall κ ≥ 4
P 〈α.s〉α.n (z) = (zIq − Aα.n−1)P 〈α.s〉α.n−1(z)−B∗α.n−1P 〈α.s〉α.n−2(z)
für alle z ∈ C und n ∈ Z2,TκU. Hieraus folgt wegen (7.20) und (c) dann die Behauptung.

7.2 Der linksseitige Fall
Unsere folgende Überlegung ist auf die Einführung eines Quadrupels von Folgen von
q×q-Matrixfunktionen ausgerichtet, welches der in Kapitel 2.4 eingeführten in unserem
Fall mit einer linksseitig α-Stieltjes-positiv definiten Folge und derer durch linksseitige
α-Verschiebung generierten Folge assoziierten monischen links-orthogonalen Systeme
von Matrixpolynomen sowie der hiermit assoziierten linken Systeme von Matrixpo-
lynomen zweiter Art zugrunde liegt. Zuvor wollen wir einige Resultate für besagte
Systeme rekapitulieren und erweitern. Dafür benötigen wir zunächst einige weitere Be-
zeichnungen.
Bezeichnung 7.13 Seien κ ∈ N, α ∈ R und (sj)κj=0 eine Folge aus Cq×q. Dann
bezeichnet für n ∈ Z0,κ−1
Sα/n :=

sα/0 falls n = 0
sα/0 0q×q . . . 0q×q
sα/1 sα/0
. . . ...
... . . . . . . 0q×q
sα/n . . . sα/1 sα/0
 falls n > 0
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die untere n-te Blockdreiecksmatrix von (sα/j)κ−1j=0 . Weiterhin seien Ŝα/0 := s0 und für
n ∈ Z1,κ
Ŝα/n :=

−s0 0q×q . . . 0q×q
sα/0 −s0 . . . ...
... . . . . . . 0q×q
sα/n−1 . . . sα/0 −s0
 = α
(
0q×nq 0q×q
Sn−1 0nq×q
)
− Sn.
Satz 7.14 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ L>q,κ,α. Dann gelten folgende Aussagen:
(a) Sei (Pn)
Tκ+1U
n=0 das monische links-orthogonale System von Matrixpolynomen be-
züglich (sj)κj=0. Dann gelten P0 ≡ Iq und
Pn(z) =
(−zn,2n−1H−1n−1 Iq)En(z)
für alle z ∈ C und n ∈ Z1,Tκ+1U.
(b) Sei (P 〈s〉n )
Tκ+1U
n=0 das linke System von Matrixpolynomen zweiter Art bezüglich
(sj)
κ
j=0. Dann gelten P
〈s〉
0 ≡ 0q×q und
P 〈s〉n (z) =
(−zn,2n−1H−1n−1 Iq)(0q×nqSn−1
)
En−1(z)
für alle z ∈ C und n ∈ Z1,Tκ+1U.
(c) Sei (Pα/n)
TκU
n=0 das monische links-orthogonale System von Matrixpolynomen be-
züglich (sα/j)κ−1j=0 . Dann gelten Pα/0 ≡ Iq und im Fall κ ≥ 2
Pα/n(z) =
(−zα/n,2n−1H−1α/n−1 Iq)En(z)
für alle z ∈ C und n ∈ Z1,TκU.
(d) Sei (P 〈α/s〉α/n )
TκU
n=0 das linke System von Matrixpolynomen zweiter Art bezüglich
(sα/j)
κ−1
j=0 . Dann gelten P
〈α/s〉
α/0 ≡ 0q×q und im Fall κ ≥ 2
P 〈α/s〉α/n (z) =
(−zα/n,2n−1H−1α/n−1 Iq)( 0q×nqSα/n−1
)
En−1(z)
für alle z ∈ C und n ∈ Z1,TκU.
(e) Seien P̂α/n := (α − z)Pα/n(z) für alle z ∈ C und n ∈ Z0,TκU. Weiterhin sei P̂ 〈s〉α/n
das zu (sj)κj=0 gehörige Matrixpolynom bezüglich P̂α/n für alle n ∈ Z0,TκU. Dann
gelten P̂ 〈s〉α/0 ≡ −s0 und im Fall κ ≥ 2
P̂ 〈s〉α/n(z) =
(−zα/n,2n−1H−1α/n−1 Iq) Ŝα/nEn(z)
für alle z ∈ C und n ∈ Z1,TκU sowie
P̂ 〈s〉α/n(z) = P
〈α/s〉
α/n (z)− Pα/n(z)s0
für alle z ∈ C und n ∈ Z0,TκU.
191
7 Das α-Stieltjes-Quadrupel bezüglich α-Stieltjes-positiv definiter Folgen
Beweis: Zu (a) - (d): Unter Beachtung von Bemerkung 1.3 gilt wegen (sj)κj=0 ∈ L>q,κ,α
und Teil (b) von Definition 1.13 (sj)2
Tκ−1U
j=0 ∈ H>q,2Tκ−1U bzw. (sα/j)2Tκ−2U ∈ H>q,2Tκ−2U, falls
κ ≥ 2. Hieraus folgt wegen Satz 2.24 dann die Behauptung von (a) bzw. (c) sowie
wegen Bemerkung 2.31 die Behauptung von (b) bzw. (d).
Zu (e): Sei n ∈ Z0,TκU. Unter Beachtung von (c) gelten dann deg P̂ 〈s〉α/n = n+ 1 und
P̂ [j]α/n =

αP
[0]
α/n falls j = 0
αP
[j]
α/n − P [j−1]α/n falls 1 ≤ j ≤ n
−P [n]α/n falls j = n+ 1
(7.21)
für alle j ∈ Z0,n+1. Sei nun z ∈ C. Wegen (7.21) und (c) gelten dann
P̂ 〈s〉α/0(z) =
(
P̂
[0]
α/0 P̂
[1]
α/0
)(0q×q
S0
)
E0(z) =
(
αP
[0]
α/0 −P [0]α/0
)(0q×q
s0
)
=
(
αIq −Iq
)(0q×q
s0
)
= −s0
sowie im Fall κ ≥ 2
P̂ 〈s〉α/n(z) =
(
P̂
[0]
α/n . . . P̂
[n+1]
α/n
)(0q×(n+1)q
Sn
)
En(z)
=
[
α
(
P
[0]
α/n . . . P
[n]
α/n 0q×q
)
−
(
0q×q P
[0]
α/n . . . P
[n]
α/n
)](0q×(n+1)q
Sn
)
En(z)
=
[
α
(
P
[0]
α/n . . . P
[n]
α/n
)(0q×nq 0q×q
Sn−1 0nq×q
)
−
(
P
[0]
α/n . . . P
[n]
α/n
)
Sn
]
En(z)
=
(
P
[0]
α/n . . . P
[n]
α/n
)
Ŝα/nEn(z)
für alle n ∈ Z1,TκU. Wegen (c) und (d) gelten weiterhin
P 〈α/s〉α/0 (z)− Pα/0(z)s0 = −s0 = P̂ 〈s〉α/0(z)
sowie im Fall κ ≥ 2
P 〈α/s〉α/n (z)− Pα/n(z)s0
=
(−zα/n,2n−1H−1α/n−1 Iq)( 0q×nqSα/n−1
)
En−1(z)−
(−zα/n,2n−1H−1α/n−1 Iq)En(z)s0
=
(−zα/n,2n−1H−1α/n−1 Iq) [( 0q×nq 0q×qSα/n−1 0nq×q
)
En(z)− diag(s0, ..., s0)En(z)
]
=
(−zα/n,2n−1H−1α/n−1 Iq) Ŝα/nEn(z) = P̂ 〈s〉α/n(z)
für alle n ∈ Z1,TκU. 
Definition 7.15 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ L>q,κ,α. Weiterhin seien (Pn,s)Tκ+1Un=0
das monische links-orthogonale System von Matrixpolynomen bezüglich (sj)κj=0,
(P 〈s〉n,s)
Tκ+1U
n=0 das linke System von Matrixpolynomen zweiter Art bezüglich (sj)
κ
j=0,
(Pα/n,s)
TκU
n=0 das monische links-orthogonale System von Matrixpolynomen bezüglich
(sα/j)
κ−1
j=0 , P̂α/n,s := (α − z)Pα/n,s(z) für alle z ∈ C und n ∈ Z0,TκU sowie P̂ 〈s〉α/n,s das
zu (sj)κj=0-gehörige Matrixpolynom bezüglich P̂α/n,s für alle n ∈ Z0,TκU. Dann heißt
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[(Pn,s)
Tκ+1U
n=0 ,(P
〈s〉
n,s)
Tκ+1U
n=0 ,(Pα/n,s)
TκU
n=0,(P̂
〈s〉
α/n,s)
TκU
n=0] das linksseitige α-Stieltjes-Quadru-
pel bezüglich (sj)κj=0. Falls klar ist, von welchem (sj)
κ
j=0 die Rede ist, lassen wir das
s im Index weg.
Unsere nachfolgenden Überlegungen sind nun auf die Herleitung von Zusammenhän-
gen zwischen dem gerade eingeführten linksseitigen α-Stieltjes-Quadrupel bezüglich
einer linksseitig α-Stieltjes-positiv definiten Folge und dem linksseitigen α-Dyukarev-
Quadrupel bezüglich jener Folge orientiert. Wir werden zunächst das linksseitige α-
Stieltjes-Quadrupel auf eine Form bringen, die mit den Bezeichnungen aus Kapitel 4
konform ist. Hierfür werden Lemma 7.4 und folgendes Lemma uns wichtige Hilfestel-
lungen leisten.
Lemma 7.16 Seien κ ∈ N, α ∈ R und (sj)κj=0 eine Folge aus Cq×q. Dann gelten
folgende Aussagen:
(a) Für alle z ∈ C und n ∈ Z0,κ−1 gilt
Rn(z)yα/0,n = Sα/nEn(z).
(b) Für alle z ∈ C und n ∈ Z0,κ gilt
Rn(z)uα/n = Ŝα/nEn(z).
Beweis: Zu (a): Der Fall n = 0 folgt sogleich aus der Definition der beteiligten Grö-
ßen (vergleiche Bezeichnung 1.22, Teil (b) von Definition 2.1, Bezeichnung 7.13 und
Bezeichnung 3.3). Seien nun z ∈ C und n ∈ Z1,κ. Dann gilt
Rn(z)yα/0,n =

sα/0
zsα/0 + sα/1
...∑n
j=0 z
n−jsα/j
 = Sα/nEn(z).
Zu (b): Der Fall n = 0 folgt sogleich aus der Definition der beteiligten Größen (ver-
gleiche Bezeichnung 1.22, Bezeichnung 1.28, Bezeichnung 7.13 und Bezeichnung 3.3).
Seien nun z ∈ C und n ∈ Z1,κ+1. Wegen Teil (b) und (c) von Lemma 7.4 gilt dann
Rn(z)uα/n = Rn(z) [αun − y0,n] = α
(
0q×nq
Sn−1
)
En−1(z)− SnEn(z)
=
[
α
(
0q×nq 0q×q
Sn−1 0nq×q
)
− Sn
]
En(z) = Ŝα/nEn(z).

Bemerkung 7.17 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ L>q,κ,α und [(Pn)Tκ+1Un=0 ,(P 〈s〉n )Tκ+1Un=0 ,
(Pα/n)
TκU
n=0,(P̂
〈s〉
α/n)
TκU
n=0] das linksseitige α-Stieltjes-Quadrupel bezüglich (sj)
κ
j=0. Dann gel-
ten P0 ≡ Iq, P 〈s〉0 ≡ 0q×q, Pα/0 ≡ Iq und P̂ 〈s〉α/0 ≡ −s0 sowie
Pn(z) =
(−zn,2n−1H−1n−1 Iq)Rn(z)vn,
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P 〈s〉n (z) =
(−zn,2n−1H−1n−1 Iq)Rn(z)un
für alle z ∈ C und n ∈ Z1,Tκ+1U sowie im Fall κ ≥ 2
Pα/n(z) =
(−zα/n,2n−1H−1α/n−1 Iq)Rn(z)vn,
P̂ 〈s〉α/n(z) =
(−zα/n,2n−1H−1α/n−1 Iq)Rn(z)uα/n
für alle z ∈ C und n ∈ Z1,TκU.
Beweis: Dies folgt aus Satz 7.14, Lemma 7.4 und Lemma 7.16. 
Für unsere weiteren Betrachtungen wird uns folgendes Lemma dazu dienen, die Resul-
tate für den rechtsseitigen Fall auf den linksseitigen Fall zu übertragen.
Lemma 7.18 Seien κ ∈ N, α ∈ R, (sj)κj=0 eine Folge aus Cq×q und tj := (−1)jsj für
alle j ∈ Z0,κ. Weiterhin sei (tj)κj=0 ∈ L>q,κ,−α oder (sj)κj=0 ∈ K>q,κ,α erfüllt. Dann gelten
(sj)
κ
j=0 ∈ K>q,κ,α bzw. (tj)κj=0 ∈ L>q,κ,−α. Seien nun [(Pn,s)Tκ+1Un=0 ,(P 〈s〉n,s)Tκ+1Un=0 ,(Pα.n,s)TκUn=0,
(P̂ 〈s〉α.n,s)
TκU
n=0] das rechtsseitige α-Stieltjes-Quadrupel bezüglich (sj)
κ
j=0 und [(Pn,t)
Tκ+1U
n=0 ,
(P 〈t〉n,t)
Tκ+1U
n=0 ,(P−α/n,t)
TκU
n=0,(P̂
〈t〉
−α/n,t)
TκU
n=0] das linksseitige −α-Stieltjes-Quadrupel bezüglich
(tj)
κ
j=0. Dann gelten
Pn,t(−z) = (−1)nPn,s(z),
P
〈t〉
n,t(−z) = (−1)n+1P 〈s〉n,s(z)
für alle z ∈ C und n ∈ Z0,Tκ+1U sowie
P−α/n,t(−z) = (−1)nPα.n,s(z),
P̂
〈t〉
−α/n,t(−z) = (−1)n+1P̂ 〈s〉α.n,s(z)
für alle z ∈ C und n ∈ Z0,TκU.
Beweis: Wegen Teil (a) von Bemerkung 1.17 gilt (sj)κj=0 ∈ K>q,κ,α bzw. (tj)κj=0 ∈ L>q,κ,−α.
Wegen Bemerkung 7.17 und Bemerkung 7.5 gelten
P0,t(−z) = Iq = P0,s(z),
P
〈t〉
0,t (−z) = 0q×q = −P 〈s〉0,s (z),
P−α/0,t(−z) = Iq = Pα.0,s(z),
P̂
〈t〉
−α/0,t(−z) = −t0 = −s0 = −P̂ 〈s〉α.0,s(z)
für alle z ∈ C.
Seien nun z ∈ C und n ∈ Z1,Tκ+1U. Wegen Bemerkung 7.17, der Teile (a), (b) und
(d) von Lemma 1.16, der Teile (a), (b) und (c) von Lemma 1.29 sowie Bemerkung 7.5
gelten dann
Pn,t(−z) =
(
−z〈t〉n,2n−1
(
H〈t〉n−1
)−1
Iq
)
Rn(−z)vn
=
(
−(−1)nz〈s〉n,2n−1V ∗n−1Vn−1
(
H〈s〉n−1
)−1
V ∗n−1 Iq
)
VnRn(z)V
∗
n Vnvn
= (−1)n
(
−z〈s〉n,2n−1V ∗n−1Vn−1
(
H〈s〉n−1
)−1
Iq
)
V ∗n VnRn(z)V
∗
n Vnvn
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= (−1)n
(
−z〈s〉n,2n−1
(
H〈s〉n−1
)−1
Iq
)
Rn(z)vn = (−1)nPn,s(z)
und
P
〈t〉
n,t(−z) =
(
−z〈t〉n,2n−1
(
H〈t〉n−1
)−1
Iq
)
Rn(−z)u〈t〉n
= −
(
−(−1)nz〈s〉n,2n−1V ∗n−1Vn−1
(
H〈s〉n−1
)−1
V ∗n−1 Iq
)
VnRn(z)V
∗
n Vnu
〈s〉
n
= (−1)n+1
(
−z〈s〉n,2n−1V ∗n−1Vn−1
(
H〈s〉n−1
)−1
Iq
)
V ∗n VnRn(z)V
∗
n Vnu
〈s〉
n
= (−1)n+1
(
−z〈s〉n,2n−1
(
H〈s〉n−1
)−1
Iq
)
Rn(z)u
〈s〉
n = (−1)n+1P 〈s〉n,s(z).
Seien nun z ∈ C, κ ≥ 2 und n ∈ Z1,TκU. Wegen Bemerkung 7.17, Teil (a) von Lem-
ma 1.16, der Teile (b) und (c) von Lemma 2.5, der Teile (a), (b) und (c) von Lemma 1.29
sowie Bemerkung 7.5 gelten dann
P−α/n,t(−z) =
(
−z〈t〉−α/n,2n−1
(
H〈t〉−α/n−1
)−1
Iq
)
Rn(−z)vn
=
(
−(−1)nz〈s〉α.n,2n−1V ∗n−1Vn−1
(
H〈s〉α.n−1
)−1
V ∗n−1 Iq
)
VnRn(z)V
∗
n Vnvn
= (−1)n
(
−z〈s〉α.n,2n−1V ∗n−1Vn−1
(
H〈s〉α.n−1
)−1
Iq
)
V ∗n VnRn(z)V
∗
n Vnvn
= (−1)n
(
−z〈s〉α.n,2n−1
(
H〈s〉α.n−1
)−1
Iq
)
Rn(z)vn = (−1)nPα.n,s(z)
und
P̂
〈t〉
−α/n,t(−z) =
(
−z〈t〉−α/n,2n−1
(
H〈t〉−α/n−1
)−1
Iq
)
Rn(−z)u〈t〉−α/n
= −
(
−(−1)nz〈s〉α.n,2n−1V ∗n−1Vn−1
(
H〈s〉α.n−1
)−1
V ∗n−1 Iq
)
VnRn(z)V
∗
n Vnu
〈s〉
α.n
= (−1)n+1
(
−z〈s〉α.n,2n−1V ∗n−1Vn−1
(
H〈s〉α.n−1
)−1
Iq
)
V ∗n VnRn(z)V
∗
n Vnu
〈s〉
α.n
= (−1)n+1
(
−z〈s〉α.n,2n−1
(
H〈s〉α.n−1
)−1
Iq
)
Rn(z)u
〈s〉
α.n = (−1)n+1P̂ 〈s〉α.n,s(z).

Wir kommen nun zu einem ersten Zusammenhang zwischen linksseitigem α-Stieltjes-
Quadrupel und linksseitigem α-Dyukarev-Quadrupel bezüglich einer linksseitigen α-
Stieltjes-positiv definiten Folge.
Satz 7.19 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ L>q,κ,α. Weiterhin seien [(Pn)Tκ+1Un=0 ,
(P 〈s〉n )
Tκ+1U
n=0 ,(Pα/n)
TκU
n=0,(P̂
〈s〉
α/n)
TκU
n=0] das linksseitige α-Stieltjes-Quadrupel bezüglich (sj)
κ
j=0
und [(Aα/n)
TκU
n=0,(Bα/n)
Tκ+1U
n=0 ,(Cα/n)
TκU
n=0,(Dα/n)
Tκ+1U
n=0 ] das linksseitige α-Dyukarev-Quadru-
pel bezüglich (sj)κj=0. Dann gelten
Aα/n(z) = Iq − (α− z)
n∑
j=0
[
P 〈s〉j (z)
]∗
Ĥ−1j Pj(α),
Cα/n(z) = (α− z)
n∑
j=0
[
Pj(z)
]∗
Ĥ−1j Pj(α)
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für alle z ∈ C und n ∈ Z0,TκU und
Bα/n(z) = −
n−1∑
j=0
[
P̂ 〈s〉α/j(z)
]∗
Ĥ−1α/jP̂
〈s〉
α/j(α),
Dα/n(z) = Iq + (α− z)
n−1∑
j=0
[
Pα/j(z)
]∗
Ĥ−1α/jP̂
〈s〉
α/j(α)
für alle z ∈ C und n ∈ Z1,Tκ+1U.
Beweis: Sei tj := (−1)jsj für alle j ∈ Z0,κ. Wegen Teil (a) von Bemerkung 1.17 gilt dann
(tj)
κ
j=0 ∈ K>q,κ,−α. Seien [(Pn,t)Tκ+1Un=0 ,(P 〈t〉n,t)Tκ+1Un=0 ,(P−α.n,t)TκUn=0,(P̂ 〈t〉−α.n,t)TκUn=0] das rechtsseiti-
ge −α-Stieltjes-Quadrupel bezüglich (tj)κj=0 und [(A〈t〉−α.n)TκUn=0,(B〈t〉−α.n)Tκ+1Un=0 ,(C〈t〉−α.n)TκUn=0,
(D〈t〉−α.n)
Tκ+1U
n=0 ] das rechtsseitige −α-Dyukarev-Quadrupel bezüglich (tj)κj=0. Wegen Lem-
ma 4.40, Satz 7.6, Lemma 7.18 und Teil (e) von Lemma 1.16 gelten dann
A〈s〉α/n(z) = A
〈t〉
−α.n(−z)
= Iq + (−z − (−α))
n∑
j=0
[
P
〈t〉
j,t (−z)
]∗(
Ĥ
〈t〉
j
)−1
Pj,t(−α)
= Iq − (α− z)
n∑
j=0
[
P 〈s〉j,s (z)
]∗(
Ĥ〈s〉j
)−1
Pj,s(α)
und
C〈s〉α/n(z) = −C〈t〉−α.n(−z)
= (−z − (−α))
n∑
j=0
[
Pj,t(−z)
]∗(
Ĥ
〈t〉
j
)−1
Pj,t(−α)
= (α− z)
n∑
j=0
[
Pj,s(z)
]∗(
Ĥ〈s〉j
)−1
Pj,s(α)
für alle z ∈ C und n ∈ Z0,TκU. Wegen Lemma 4.40, Satz 7.6, Lemma 7.18 und Teil (d)
von Lemma 2.5 gelten weiterhin
B〈s〉α/n(z) = −B〈t〉−α.n(−z)
= −
n−1∑
j=0
[
P̂
〈t〉
−α.j,t(−z)
]∗(
Ĥ
〈t〉
−α.j
)−1
P̂
〈t〉
−α.j,t(−α)
= −
n−1∑
j=0
[
P̂ 〈s〉α/j,s(z)
]∗(
Ĥ〈s〉α/j
)−1
P̂ 〈s〉α/j,s(α)
und
D〈s〉α/n(z) = D
〈t〉
−α.n(−z)
= Iq − (−z − (−α))
n−1∑
j=0
[
P−α.j,t(−z)
]∗(
Ĥ
〈t〉
−α.j
)−1
P̂
〈t〉
−α.j,t(−α)
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= Iq + (α− z)
n−1∑
j=0
[
Pα/j,s(z)
]∗(
Ĥ〈s〉α/j
)−1
P̂ 〈s〉α/j,s(α)
für alle z ∈ C und n ∈ Z1,Tκ+1U. 
Folgendes Resultat liefert uns eine Darstellung der Matrixpolynome des linksseitigen α-
Stieltjes-Quadrupels bezüglich einer linksseitig α-Stieltjes-positiv definiten Folge an der
Stelle α mithilfe der linksseitigen α-Dyukarev-Stieltjes-Parametrisierung jener Folge.
Satz 7.20 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ L>q,κ,α. Weiterhin seien [(Pn)Tκ+1Un=0 ,
(P 〈s〉n )
Tκ+1U
n=0 ,(Pα/n)
TκU
n=0,(P̂
〈s〉
α/n)
TκU
n=0] das linksseitige α-Stieltjes-Quadrupel bezüglich (sj)
κ
j=0
und [(Lα/n)
Tκ−1U
n=0 ,(Mα/n)
TκU
n=0] die linksseitige α-Dyukarev-Stieltjes-Parametrisierung von
(sj)
κ
j=0. Dann gelten folgende Aussagen:
(a) Es sind
(
Pn(α)
)Tκ+1U
n=0
,
(
P 〈s〉n (α)
)Tκ+1U
n=1
,
(
Pα/n(α)
)TκU
n=0
und
(
P̂ 〈s〉α/n(α)
)TκU
n=0
Folgen von
regulären Matrizen aus Cq×q.
(b) Es gelten
Pn(α) =
n−1−→∏
j=0
(
M−1α/jL
−1
α/j
)
,
P 〈s〉n (α) =
n−1−→∏
j=0
(
M−1α/jL
−1
α/j
) n−1∑
j=0
Lα/j
für alle n ∈ Z1,Tκ+1U und im Fall κ ≥ 2
Pα/n(α) =
n−1−→∏
j=0
(
M−1α/jL
−1
α/j
)
M−1α/n
n∑
j=0
Mα/j,
P̂ 〈s〉α/n(α) = −
n−1−→∏
j=0
(
M−1α/jL
−1
α/j
)
M−1α/n
für alle n ∈ Z1,TκU.
Beweis: Sei tj := (−1)jsj für alle j ∈ Z0,κ. Wegen Teil (a) von Bemerkung 1.17 gilt dann
(tj)
κ
j=0 ∈ K>q,κ,−α. Seien [(Pn,t)Tκ+1Un=0 ,(P 〈t〉n,t)Tκ+1Un=0 ,(P−α.n,t)TκUn=0,(P̂ 〈t〉−α.n,t)TκUn=0] das rechtsseiti-
ge −α-Stieltjes-Quadrupel bezüglich (tj)κj=0 und [(L〈t〉−α.n)Tκ−1Un=0 ,(M〈t〉−α.n)TκUn=0] die rechts-
seitige −α-Dyukarev-Stieltjes-Parametrisierung von (tj)κj=0.
Zu (a): Wegen Teil (a) von Satz 7.8 sind
(
Pn,t(−α)
)Tκ+1U
n=0
,
(
P 〈t〉n,t(−α)
)Tκ+1U
n=1
,(
P−α.n,t(−α)
)TκU
n=0
und
(
P̂ 〈t〉−α.n,t(−α)
)TκU
n=0
Folgen von regulären Matrizen aus Cq×q. Hier-
aus folgt wegen Lemma 7.18 dann die Behauptung.
Zu (b): Wegen Lemma 7.18, Teil (b) von Satz 7.8 und Teil (c) von Lemma 3.14 gelten
Pn,s(α) = (−1)nPn,t(−α) =
n−1−→∏
j=0
[(
M
〈t〉
−α.j
)−1(
L
〈t〉
−α.j
)−1]
=
n−1−→∏
j=0
[(
M〈s〉α/j
)−1(
L〈s〉α/j
)−1]
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und
P 〈s〉n,s(α) = (−1)n+1P 〈t〉n,t(−α)
=
n−1−→∏
j=0
[(
M
〈t〉
−α.j
)−1(
L
〈t〉
−α.j
)−1] n−1∑
j=0
L
〈t〉
−α.j
=
n−1−→∏
j=0
[(
M〈s〉α/j
)−1(
L〈s〉α/j
)−1] n−1∑
j=0
L〈s〉α/j
für alle n ∈ Z1,Tκ+1U sowie im Fall κ ≥ 2
Pα/n,s(α) = (−1)nP−α.n,t(−α)
=
n−1−→∏
j=0
[(
M
〈t〉
−α.j
)−1(
L
〈t〉
−α.j
)−1] (
M
〈t〉
−α.n
)−1 n∑
j=0
M
〈t〉
−α.j
=
n−1−→∏
j=0
[(
M〈s〉α/j
)−1(
L〈s〉α/j
)−1] (
M〈s〉α/n
)−1 n∑
j=0
M〈s〉α/j
und
P̂ 〈s〉α/n,s(α) = (−1)n+1P̂ 〈t〉−α.n,t(−α)
= −
n−1−→∏
j=0
[(
M
〈t〉
−α.j
)−1(
L
〈t〉
−α.j
)−1] (
M
〈t〉
−α.n
)−1
= −
n−1−→∏
j=0
[(
M〈s〉α/j
)−1(
L〈s〉α/j
)−1] (
M〈s〉α/n
)−1
für alle n ∈ Z1,TκU. 
Wir können nun die linksseitigen 2q×2q-α-Dyukarev-Matrixpolynome bezüglich ei-
ner linksseitig α-Stieltjes-positiv definiten Folge mithilfe des linksseitigen α-Stieltjes-
Quadrupels bezüglich jener Folge darstellen.
Satz 7.21 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ L>q,κ,α und [(Pn)Tκ+1Un=0 ,(P 〈s〉n )Tκ+1Un=0 ,(Pα/n)TκUn=0,
(P̂ 〈s〉α/n)
TκU
n=0] das linksseitige α-Stieltjes-Quadrupel bezüglich (sj)
κ
j=0. Dann gelten folgende
Aussagen:
(a) Sei [(Aα/n)
TκU
n=0,(Bα/n)
Tκ+1U
n=0 ,(Cα/n)
TκU
n=0,(Dα/n)
Tκ+1U
n=0 ] das linksseitige α-Dyukarev-
Quadrupel bezüglich (sj)κj=0. Dann sind Pn(α) für alle n ∈ Z0,Tκ+1U sowie P̂ 〈s〉α/n(α)
für alle n ∈ Z0,TκU reguläre Matrizen und es gelten
Aα/n(z) =
[
P̂ 〈s〉α/n(z)
]∗[
P̂ 〈s〉α/n(α)
]−∗
,
Cα/n(z) = −(α− z)
[
Pα/n(z)
]∗[
P̂ 〈s〉α/n(α)
]−∗
für alle z ∈ C und n ∈ Z0,TκU sowie
Bα/n(z) = −
[
P 〈s〉n (z)
]∗[
Pn(α)
]−∗
,
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Dα/n(z) =
[
Pn(z)
]∗[
Pn(α)
]−∗
für alle z ∈ C und n ∈ Z0,Tκ+1U.
(b) Sei (Uα/m)κm=0 die Folge von linksseitigen 2q×2q-α-Dyukarev-Matrixpolynomen
bezüglich (sj)κj=0. Weiterhin seien z ∈ C und m ∈ Z0,κ. Dann gilt
Uα/m(z) =
( [
P̂ 〈s〉α/TmU(z)
]∗[
P̂ 〈s〉α/TmU(α)
]−∗ −[P 〈s〉Tm+1U(z)]∗[PTm+1U(α)]−∗
−(α− z)[Pα/TmU(z)]∗[P̂ 〈s〉α/TmU(α)]−∗ [PTm+1U(z)]∗[PTm+1U(α)]−∗
)
.
(7.22)
Außerdem ist Uα/m(z) eine reguläre Matrix und es gilt
U−1α/m(z) =
( [
PTm+1U(α)
]−1
PTm+1U(z)
[
PTm+1U(α)
]−1
P 〈s〉Tm+1U(z)
(α− z)[P̂ 〈s〉α/TmU(α)]−1Pα/TmU(z) [P̂ 〈s〉α/TmU(α)]−1P̂ 〈s〉α/TmU(z)
)
.
(c) Seien m ∈ Z1,κ und S(α/m)min bzw. S(α/m)max das untere bzw. obere Extremalelement
von S0,q,(−∞,α][(sj)mj=0,≤]. Dann gelten
S
(α/m)
min (z) = −
1
α− z
[
P̂ 〈s〉α/TmU(z)
]∗[
Pα/TmU(z)
]−∗
,
S(α/m)max (z) = −
[
P 〈s〉Tm+1U(z)
]∗[
PTm+1U(z)
]−∗
für alle z ∈ C \ (−∞, α].
Beweis: Seien tj = (−1)jsj für alle j ∈ Z0,κ. Wegen Teil (a) von Bemerkung 1.17 gilt
dann (tj)κj=0 ∈ K>q,κ,−α. Sei [(Pn,t)Tκ+1Un=0 ,(P 〈t〉n,t)Tκ+1Un=0 ,(P−α.n,t)TκUn=0,(P̂ 〈t〉−α.n,t)TκUn=0] das rechts-
seitige −α-Stieltjes-Quadrupel bezüglich (tj)κj=0.
Zu (a): Wegen Teil (a) von Satz 7.20 sind Pn(α) für alle n ∈ Z0,Tκ+1U sowie P̂ 〈s〉α/n(α) für al-
le n ∈ Z0,TκU reguläre Matrizen. Sei [(A〈t〉−α.n)TκUn=0,(B〈t〉−α.n)Tκ+1Un=0 ,(C〈t〉−α.n)TκUn=0,(D〈t〉−α.n)Tκ+1Un=0 ]
das rechtsseitige −α-Dyukarev-Quadrupel bezüglich (tj)κj=0. Wegen Lemma 4.40, Teil
(a) von Satz 7.9 und Lemma 7.18 gelten
A〈s〉α/n(z) = A
〈t〉
−α.n(−z) =
[
P̂
〈t〉
−α.n,t(−z)
]∗[
P̂
〈t〉
−α.n,t(−α)
]−∗
=
[
P̂ 〈s〉α/n,s(z)
]∗[
P̂ 〈s〉α/n,s(α)
]−∗
und
C〈s〉α/n(z) = −C〈t〉−α.n(−z)
= (−z − (−α))[P−α.n,t(−z)]∗[P̂ 〈t〉−α.n,t(−α)]−∗
= −(α− z)[Pα/n,s(z)]∗[P̂ 〈s〉α/n,s(α)]−∗
für alle z ∈ C und n ∈ Z0,TκU sowie
B〈s〉α/n(z) = −B〈t〉−α.n(−z) =
[
P
〈t〉
n,t(−z)
]∗[
Pn,t(−α)
]−∗
= −[P 〈s〉n,s(z)]∗[Pn,s(α)]−∗
und
D〈s〉α/n(z) = D
〈t〉
−α.n(−z) =
[
Pn,t(−z)
]∗[
Pn,t(−α)
]−∗
=
[
Pn,s(z)
]∗[
Pn,s(α)
]−∗
für alle z ∈ C und n ∈ Z0,Tκ+1U.
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Zu (b): (7.22) folgt wegen (a) aus Definition 4.37. Wegen Beispiel D.4, Teil (c) von
Satz 4.38, Teil (a) von Lemma E.2 und (7.22) ist Uα/m(z) eine reguläre Matrix und es
gilt
U−1α/m(z) = J˜q
[
Uα/m(z)
]∗
J˜q
=
(
0q×q −iIq
iIq 0q×q
)( [
P̂ 〈s〉α/TmU(α)
]−1
P̂ 〈s〉α/TmU(z) −(α− z)
[
P̂ 〈s〉α/TmU(α)
]−1
Pα/TmU(z)
−[PTm+1U(α)]−1P 〈s〉Tm+1U(z) [PTm+1U(α)]−1PTm+1U(z)
)
·
(
0q×q −iIq
iIq 0q×q
)
=
(
i
[
PTm+1U(α)
]−1
P 〈s〉Tm+1U(z) −i
[
PTm+1U(α)
]−1
PTm+1U(z)
i
[
P̂ 〈s〉α/TmU(α)
]−1
P̂ 〈s〉α/TmU(z) −i(α− z)
[
P̂ 〈s〉α/TmU(α)
]−1
Pα/TmU(z)
)(
0q×q −iIq
iIq 0q×q
)
=
( [
PTm+1U(α)
]−1
PTm+1U(z)
[
PTm+1U(α)
]−1
P 〈s〉Tm+1U(z)
(α− z)[P̂ 〈s〉α/TmU(α)]−1Pα/TmU(z) [P̂ 〈s〉α/TmU(α)]−1P̂ 〈s〉α/TmU(z)
)
.
Zu (c): Wegen Definition 4.45 und (a) gelten
S
(α/m)
min (z) = Aα/TmU(z)C−1α/TmU(z)
=
[
P̂ 〈s〉α/TmU(z)
]∗[
P̂ 〈s〉α/TmU(α)
]−∗ −1
α− z
[
P̂ 〈s〉α/TmU(α)
]∗[
Pα/TmU(z)
]−∗
= − 1
α− z
[
P̂ 〈s〉α/TmU(z)
]∗[
Pα/TmU(z)
]−∗
und
S(α/m)max (z) = Bα/Tm+1U(z)D−1α/Tm+1U(z)
= −[P 〈s〉Tm+1U(z)]∗[PTm+1U(α)]−∗[PTm+1U(α)]∗[PTm+1U(z)]−∗
= −[P 〈s〉Tm+1U(z)]∗[PTm+1U(z)]−∗
für alle z ∈ C \ (−∞, α]. 
Im folgenden Satz betrachten wir die Lokalisierung der Nullstellen der Determinanten
der einzelnen q×q-Matrixpolynome des linksseitigen α-Stieltjes-Quadrupels bezüglich
einer linksseitig α-Stieltjes-positiv definiten Folge.
Satz 7.22 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ L>q,κ,α. Weiterhin seien [(Pn)Tκ+1Un=0 ,
(P 〈s〉n )
Tκ+1U
n=0 ,(Pα/n)
TκU
n=0,(P̂
〈s〉
α/n)
TκU
n=0] das linksseitige α-Stieltjes-Quadrupel bezüglich (sj)
κ
j=0
und z ∈ C \ (−∞, α). Dann gelten detPn(z) 6= 0 für alle n ∈ Z0,Tκ+1U, detP 〈s〉n (z) 6= 0
für alle n ∈ Z1,Tκ+1U, detPα/n(z) 6= 0 für alle n ∈ Z0,TκU und det P̂ 〈s〉α/n(z) 6= 0 für alle
n ∈ Z0,TκU.
Beweis: Dies folgt aus Lemma 7.18 und Satz 7.10. 
Wir wollen nun die linksseitige α-Stieltjes-Parametrisierung einer linksseitig α-Stieltjes-
positiv definiten Folge mithilfe des linksseitigen α-Stieltjes-Quadrupels bezüglich jener
Folge darstellen.
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Satz 7.23 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ L>q,κ,α. Weiterhin seien [(Pn)Tκ+1Un=0 ,
(P 〈s〉n )
Tκ+1U
n=0 ,(Pα/n)
TκU
n=0,(P̂
〈s〉
α/n)
TκU
n=0] das linksseitige α-Stieltjes-Quadrupel bezüglich (sj)
κ
j=0
und (Qα/j)κj=0 die linksseitige α-Stieltjes-Parametrisierung von (sj)
κ
j=0. Dann gelten
folgende Aussagen:
(a) Es gelten
Qα/2n = −Pn(α)
[
P̂ 〈s〉α/n(α)
]∗
für alle n ∈ Z0,TκU und
Qα/2n+1 = P̂
〈s〉
α/n(α)
[
Pn+1(α)
]∗
für alle n ∈ Z0,Tκ−1U.
(b) Es gelten
Pn(α) =
n−1←−∏
j=0
(
Qα/2j+1Q
−1
α/2j
)
für alle n ∈ Z1,Tκ+1U und im Fall κ ≥ 2
P̂ 〈s〉α/n(α) = −Qα/2n
n−1←−∏
j=0
(
Q−1α/2j+1Qα/2j
)
für alle n ∈ Z1,TκU.
Beweis: Seien tj = (−1)jsj für alle j ∈ Z0,κ. Wegen Teil (a) von Bemerkung 1.17
gilt dann (tj)κj=0 ∈ K>q,κ,−α. Seien [(Pn,t)Tκ+1Un=0 ,(P 〈t〉n,t)Tκ+1Un=0 ,(P−α.n,t)TκUn=0,(P̂ 〈t〉−α.n,t)TκUn=0] das
rechtsseitige −α-Stieltjes-Quadrupel bezüglich (tj)κj=0 und (Q〈t〉−α.j)κj=0 die rechtsseitige
−α-Stieltjes-Parametrisierung von (tj)κj=0.
Zu (a): Wegen Bemerkung 2.6, Teil (a) von Satz 7.11 und Lemma 7.18 gelten
Q〈s〉α/2n = Q
〈t〉
−α.2n = Pn,t(−α)
[
P̂
〈t〉
−α.n,t(−α)
]∗
= −Pn,s(α)
[
P̂ 〈s〉α/n,s(α)
]∗
für alle n ∈ Z0,TκU und
Q〈s〉α/2n+1 = Q
〈t〉
−α.2n+1 = −P̂ 〈t〉−α.n,t(−α)
[
Pn+1,t(−α)
]∗
= P̂ 〈s〉α/n,s(α)
[
Pn+1,s(α)
]∗
für alle n ∈ Z0,Tκ−1U.
Zu (b): Wegen Lemma 7.18, Teil (b) von Satz 7.11 und Bemerkung 2.6 gelten
Pn,s(α) = (−1)nPn,t(−α) =
n−1←−∏
j=0
[
Q
〈t〉
−α.2j+1
(
Q
〈t〉
−α.2j
)−1]
=
n−1←−∏
j=0
[
Q〈s〉α/2j+1
(
Q〈s〉α/2j
)−1]
für alle n ∈ Z1,Tκ+1U und
P̂ 〈s〉α/n,s(α) = (−1)n+1P̂ 〈t〉−α.n,t(−α)
= −Q〈t〉−α.2n
n−1←−∏
j=0
[(
Q
〈t〉
−α.2j+1
)−1
Q
〈t〉
−α.2j
]
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= −Q〈s〉α/2n
n−1←−∏
j=0
[(
Q〈s〉α/2j+1
)−1
Q〈s〉α/2j
]
für alle n ∈ Z1,TκU. 
Abschließend zeigen wir noch einen Zusammenhang zwischen linksseitigem α-Stieltjes-
Quadrupel bezüglich einer linksseitig α-Stieltjes-positiv definiten Folge und den Favard-
Paaren bezüglich jener Folge und derer durch linksseitige α-Verschiebung generierten
Folge.
Satz 7.24 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ L>q,κ,α. Weiterhin seien [(Pn)Tκ+1Un=0 ,
(P 〈s〉n )
Tκ+1U
n=0 ,(Pα/n)
TκU
n=0,(P̂
〈s〉
α/n)
TκU
n=0] das linksseitige α-Stieltjes-Quadrupel bezüglich (sj)
κ
j=0,
[(An)
Tκ−1U
n=0 ,(Bn)
TκU
n=0] das Favard-Paar bezüglich (sj)
κ
j=0 und (Bα/j)
0
j=0 bzw. im Fall
κ ≥ 2 [(Aα/n)Tκ−2Un=0 ,(Bα/n)Tκ−1Un=0 ] das Favard-Paar bezüglich (sα/j)κ−1j=0 . Dann gelten fol-
gende Aussagen:
(a) Es gelten P0 ≡ Iq,
P1(z) = (zIq − A0)P0(z)
für alle z ∈ C und im Fall κ ≥ 3
Pn(z) = (zIq − An−1)Pn−1(z)−B∗n−1Pn−2(z)
für alle z ∈ C und n ∈ Z2,Tκ+1U.
(b) Es gelten P 〈s〉0 ≡ 0q×q, P 〈s〉1 ≡ B0 und im Fall κ ≥ 3
P 〈s〉n (z) = (zIq − An−1)P 〈s〉n−1(z)−B∗n−1P 〈s〉n−2(z)
für alle z ∈ C und n ∈ Z2,Tκ+1U.
(c) Es gelten Pα/0 ≡ Iq, im Fall κ ≥ 2
Pα/1(z) = (zIq − Aα/0)Pα/0(z)
für alle z ∈ C und im Fall κ ≥ 4
Pα/n(z) = (zIq − Aα/n−1)Pα/n−1(z)−B∗α/n−1Pα/n−2(z)
für alle z ∈ C und n ∈ Z2,TκU.
(d) Es gelten P̂ 〈s〉α/0 ≡ −B0, im Fall κ ≥ 2
P̂ 〈s〉α/1(z) = Bα/0 + (zIq − Aα/0)P̂ 〈s〉α/0(z)
für alle z ∈ C und im Fall κ ≥ 4
P̂ 〈s〉α/n(z) = (zIq − Aα/n−1)P̂ 〈s〉α/n−1(z)−B∗α/n−1P̂ 〈s〉α/n−2(z)
für alle z ∈ C und n ∈ Z2,TκU.
Beweis: Wegen Teil (b) von Definition 1.13 und Bemerkung 1.3 gelten
(sj)
2Tκ−1U
j=0 ∈ H>q,2Tκ−1U und (sα/j)2Tκ−2Uj=0 ∈ H>q,2Tκ−2U, falls κ ≥ 2.
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Zu (a) und (c): Dies folgt aus Definition 7.15 und Folgerung 2.27.
Zu (b): Dies folgt aus Definition 7.15 und Folgerung 2.33.
Zu (d): Sei (P 〈α/s〉α/n )
TκU
n=0 das linke System von Matrixpolynomen zweiter Art bezüglich
(sα/j)
κ−1
j=0 . Wegen Teil (e) von Satz 7.14 und Definition 2.17 gilt dann
P̂ 〈s〉α/n(z) = P
〈α/s〉
α/n (z)− Pα/n(z)B0 (7.23)
für alle z ∈ C und n ∈ Z0,TκU. Wegen Folgerung 2.33 gelten weiterhin P 〈α/s〉α/0 ≡ 0q×q, im
Fall κ ≥ 2 P 〈α/s〉α/1 ≡ Bα/0 und im Fall κ ≥ 4
P 〈α/s〉α/n (z) = (zIq − Aα/n−1)P 〈α/s〉α/n−1(z)−B∗α/n−1P 〈α/s〉α/n−2(z)
für alle z ∈ C und n ∈ Z2,TκU. Hieraus folgt wegen (7.23) und (c) dann die Behauptung.

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8 Weitere Zusammenhänge zwischen einigen Parame-
trisierungen α-Stieltjes-positiv definiter Folgen
Nach der Einführung aller Parametrisierungen und ersten Zusammenhängen zwischen
ihnen, können wir nun in diesem Kapitel durch Verknüpfen jener Ergebnisse neue Zu-
sammenhänge schaffen. Insbesondere werden wir die Favard-Paare der beiden einer
α-Stieltjes-positiv definiten Folge zugrundeliegenden Hankel-positiv definiten Folgen
sowohl mit der α-Dyukarev-Stieltjes-Parametrisierung als auch mit der α-Stieltjes-
Parametrisierung jener Folge in Verbindung bringen.
Hierbei verfolgen wir im rechtsseitigen Fall die gleiche Vorgehensweise wie in [15, Chap-
ter 9], wo von einer gegebenen Folge aus K>q,∞,0 ausgegangen wurde. Im linksseitigen
Fall werden wir wieder auf die Resultate für den rechtsseitigen Fall zurückgreifen.
8.1 Der rechtsseitige Fall
Bevor wir uns einem Zusammehang zwischen der rechtsseitgen α-Dyukarev-Stieltjes-
Paremetrisierung einer rechtsseitig α-Stieltjes-positiv definiten Folge und den Favard-
Paaren bezüglich jener Folge und deren durch rechtsseitige α-Verschiebung generierten
Folge widmen (vergleiche [15, Theorem 9.3] für den Fall α = 0 und κ = ∞), benö-
tigen wir ein Hilfsresultat, das zusätzlich noch das rechtsseitige α-Stieltjes-Quadrupel
bezüglich jener Folge umfasst (vergleiche [15, Lemma 9.2] für den Fall α = 0 und
κ =∞).
Lemma 8.1 Seien κ ∈ N, α ∈ R und (sj)κj=0 ∈ K>q,κ,α. Weiterhin seien [(Pn)Tκ+1Un=0 ,
(P 〈s〉n )
Tκ+1U
n=0 ,(Pα.n)
TκU
n=0,(P̂
〈s〉
α.n)
TκU
n=0] das rechtsseitige α-Stieltjes-Quadrupel bezüglich (sj)
κ
j=0
und [(Lα.n)
Tκ−1U
n=0 ,(Mα.n)
TκU
n=0] die rechtsseitige α-Dyukarev-Stieltjes-Parametrisierung
von (sj)κj=0. Dann gelten folgende Aussagen:
(a) Sei [(An)
Tκ−1U
n=0 ,(Bn)
TκU
n=0] das Favard-Paar bezüglich (sj)
κ
j=0. Dann gelten B0 = s0,
A0 − αIq = −P1(α) und im Fall κ ≥ 3
Bn =
[
Pn−1(α)
]−∗
L−1α.n−1Lα.n
[
Pn+1(α)
]∗
,
An − αIq = −Pn+1(α) (Lα.n−1 + Lα.n)L−1α.n−1
[
Pn(α)
]−1
für alle n ∈ Z1,Tκ−1U.
(b) Sei (Bα.n)0n=0 bzw. im Fall κ ≥ 2 [(Aα.n)Tκ−2Un=0 ,(Bα.n)Tκ−1Un=0 ] das Favard-Paar be-
züglich (sα.j)κ−1j=0 . Dann gelten Bα.0 = sα.0, im Fall κ ≥ 2
Aα.n − αIq = −P̂ 〈s〉α.n+1(α) (Mα.n +Mα.n+1)M−1α.n
[
P̂ 〈s〉α.n(α)
]−1
für alle n ∈ Z0,Tκ−2U und im Fall κ ≥ 4
Bα.n =
[
P̂ 〈s〉α.n−1(α)
]−∗
M−1α.nMα.n+1
[
P̂ 〈s〉α.n+1(α)
]∗
für alle n ∈ Z1,Tκ−2U.
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Beweis: Zu (a): Aus Definition 2.17 folgt B0 = s0. Wegen Teil (a) von Satz 7.12 gilt
A0 − αIq = −(αIq − A0)P0(α) = −P1(α).
Wegen Teil (b) von Satz 7.8 gilt
P 〈s〉n (α) = −Pn(α)
n−1∑
j=0
Lα.j (8.1)
für alle n ∈ Z1,Tκ+1U.
Sei nun κ ≥ 3. Wegen Teil (b) von Satz 7.12 und (8.1) gilt dann
0q×q = P
〈s〉
2 (α)− (αIq − A1)P 〈s〉1 (α) +B∗1P 〈s〉0 (α)
= −P2(α)(Lα.0 + Lα.1) + (αIq − A1)P1(α)Lα.0
und somit unter Beachtung von Teil (a) von Satz 7.8 und Bemerkung 3.7 dann
A1 − αIq = −P2(α)(Lα.0 + Lα.1)L−1α.0
[
P1(α)
]−1
. (8.2)
Wegen Teil (a) von Satz 7.12 gilt
0q×q = Pn+1(α)− (αIq − An)Pn(α) +B∗nPn−1(α) (8.3)
für alle n ∈ Z1,Tκ−1U. Hieraus folgt
0q×q = Pn+1(α)
n−2∑
j=0
Lα.j − (αIq − An)Pn(α)
n−2∑
j=0
Lα.j +B
∗
nPn−1(α)
n−2∑
j=0
Lα.j (8.4)
für alle n ∈ Z2,Tκ−1U. Wegen Teil (b) von Satz 7.12 und (8.1) gilt weiterhin
0q×q = P
〈s〉
n+1(α)− (αIq − An)P 〈s〉n (α) +B∗nP 〈s〉n−1(α)
= −Pn+1(α)
n∑
j=0
Lα.j + (αIq − An)Pn(α)
n−1∑
j=0
Lα.j −B∗nPn−1(α)
n−2∑
j=0
Lα.j
für alle n ∈ Z2,Tκ−1U. Hieraus folgt wegen (8.4) nun
0q×q = −Pn+1(α)(Lα.n−1 + Lα.n) + (αIq − An)Pn(α)Lα.n−1
für alle n ∈ Z2,Tκ−1U und somit unter Beachtung von Teil (a) von Satz 7.8 und Bemer-
kung 3.7 dann
An − αIq = −Pn+1(α)(Lα.n−1 + Lα.n)L−1α.n−1
[
Pn(α)
]−1
für alle n ∈ Z2,Tκ−1U. Hieraus folgt wegen (8.3) und (8.2) weiterhin
0q×q = Pn+1(α)− Pn+1(α)(Lα.n−1 + Lα.n)L−1α.n−1 +B∗nPn−1(α)
= −Pn+1(α)Lα.nL−1α.n−1 +B∗nPn−1(α)
für alle n ∈ Z1,Tκ−1U und somit unter Beachtung von Teil (a) von Satz 7.8 und Bemer-
kung 3.7 dann
Bn =
[
Pn−1(α)
]−∗
L−1α.n−1Lα.n
[
Pn+1(α)
]∗
für alle n ∈ Z1,Tκ−1U.
Zu (b): Aus Definition 2.17 folgt Bα.0 = sα.0.
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Sei nun κ ≥ 2. Wegen Teil (b) von Satz 7.8 gilt dann
Pα.n(α) = P̂
〈s〉
α.n
n∑
j=0
Mα.j (8.5)
für alle n ∈ Z1,TκU. Hieraus folgt wegen Definition 3.4, Bemerkung 7.5 und Teil (c) von
Satz 7.12 dann
− P̂ 〈s〉α.1(α)(Mα.0 +Mα.1)M−1α.0
[
P̂ 〈s〉α.0(α)
]−1
= −Pα.1(α)s0s−10 = −(αIq − Aα.0)Pα.0(α)
= Aα.0 − αIq.
Sei nun κ ≥ 4. Wegen Teil (d) von Satz 7.12 gilt dann
0q×q = P̂
〈s〉
α.n+1(α)− (αIq − Aα.n)P̂ 〈s〉α.n(α) +B∗α.nP̂ 〈s〉α.n−1(α) (8.6)
für alle n ∈ Z1,Tκ−2U. Hieraus folgt
0q×q = P̂
〈s〉
α.n+1(α)
n−1∑
j=0
Mα.j − (αIq − Aα.n)P̂ 〈s〉α.n(α)
n−1∑
j=0
Mα.j +B
∗
α.nP̂
〈s〉
α.n−1(α)
n−1∑
j=0
Mα.j
(8.7)
für alle n ∈ Z1,Tκ−2U. Wegen Teil (c) von Satz 7.12 und (8.5) gilt weiterhin
0q×q = Pα.n+1(α)− (αIq − Aα.n)Pα.n(α) +B∗α.nPα.n−1(α)
= P̂ 〈s〉α.n+1(α)
n+1∑
j=0
Mα.j − (αIq − Aα.n)P̂ 〈s〉α.n(α)
n∑
j=0
Mα.j +B
∗
α.nP̂
〈s〉
α.n−1(α)
n−1∑
j=0
Mα.j
für alle n ∈ Z1,Tκ−2U. Hieraus folgt wegen (8.7) nun
0q×q = P̂
〈s〉
α.n+1(α)(Mα.n +Mα.n+1)− (αIq − Aα.n)P̂ 〈s〉α.n(α)Mα.n
für alle n ∈ Z1,Tκ−2U und somit unter Beachtung von Teil (a) von Satz 7.8 und Bemer-
kung 3.7 dann
Aα.n − αIq = −P̂ 〈s〉α.n+1(α)(Mα.n +Mα.n+1)M−1α.n
[
P̂ 〈s〉α.n(α)
]−1
für alle n ∈ Z1,Tκ−2U. Hieraus folgt wegen (8.6) weiterhin
0q×q = P̂
〈s〉
α.n+1(α)− P̂ 〈s〉α.n+1(α)(Mα.n +Mα.n+1)M−1α.n +B∗α.nP̂ 〈s〉α.n−1(α)
= −P̂ 〈s〉α.n+1(α)Mα.n+1M−1α.n +B∗α.nP̂ 〈s〉α.n−1(α)
für alle n ∈ Z1,Tκ−2U und somit unter Beachtung von Teil (a) von Satz 7.8 und Bemer-
kung 3.7 dann
Bα.n =
[
P̂ 〈s〉α.n−1(α)
]−∗
M−1α.nMα.n+1
[
P̂ 〈s〉α.n+1(α)
]∗
für alle n ∈ Z1,Tκ−2U. 
Satz 8.2 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ K>q,κ,α und [(Lα.n)Tκ−1Un=0 ,(Mα.n)TκUn=0] die rechts-
seitige α-Dyukarev-Stieltjes-Parametrisierung von (sj)κj=0. Dann gelten folgende Aus-
sagen:
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(a) Sei [(An)
Tκ−1U
n=0 ,(Bn)
TκU
n=0] das Favard-Paar bezüglich (sj)
κ
j=0. Dann gelten
B0 = M
−1
α.0, A0 − αIq = M−1α.0L−1α.0, im Fall κ ≥ 2
B1 = L
−1
α.0M
−1
α.1L
−1
α.0M
−1
α.0,
im Fall κ ≥ 3
A1 − αIq = M−1α.0L−1α.0M−1α.1L−1α.1(Lα.0 + Lα.1)Mα.0,
im Fall κ ≥ 4
Bn =
n−2−→∏
j=0
(Mα.jLα.j)L
−1
α.n−1M
−1
α.n
n−1←−∏
j=0
(
L−1α.jM
−1
α.j
)
für alle n ∈ Z2,TκU und im Fall κ ≥ 5
An − αIq =
n−→∏
j=0
(
M−1α.jL
−1
α.j
)
(Lα.n−1 + Lα.n)Mα.n−1
n−2←−∏
j=0
(Lα.jMα.j)
für alle n ∈ Z2,Tκ−1U.
(b) Sei (Bα.n)0n=0 bzw. im Fall κ ≥ 2 [(Aα.n)Tκ−2Un=0 ,(Bα.n)Tκ−1Un=0 ] das Favard-Paar be-
züglich (sα.j)κ−1j=0 . Dann gelten Bα.0 = M
−1
α.0L
−1
α.0M
−1
α.0, im Fall κ ≥ 2
Aα.0 − αIq = M−1α.0L−1α.0M−1α.1(Mα.0 +Mα.1),
im Fall κ ≥ 3
Bα.1 = Mα.0M
−1
α.1L
−1
α.1M
−1
α.1L
−1
α.0M
−1
α.0,
im Fall κ ≥ 4
Aα.n − αIq =
n−→∏
j=0
(
M−1α.jL
−1
α.j
)
M−1α.n+1(Mα.n +Mα.n+1)
n−1←−∏
j=0
(Lα.jMα.j)
für alle n ∈ Z1,Tκ−2U und im Fall κ ≥ 5
Bα.n =
n−2−→∏
j=0
(Mα.jLα.j)Mα.n−1M−1α.n
n←−∏
j=0
(
L−1α.jM
−1
α.j
)
für alle n ∈ Z2,Tκ−1U.
Beweis: Sei [(Pn)
Tκ+1U
n=0 ,(P
〈s〉
n )
Tκ+1U
n=0 ,(Pα.n)
TκU
n=0,(P̂
〈s〉
α.n)
TκU
n=0] das rechtsseitige α-Stieltjes-Qua-
drupel bezüglich (sj)κj=0.
Zu (a): Wegen Definition 3.4 und Definition 2.17 gelten
M−1α.0 = s0 = B0
und
M−1α.0L
−1
α.0 = s0(s0s
−1
α.0s0)
−1 = sα.0s−10 = (−αs0 + s1)s−10 = −αIq + A0.
Sei nun κ ≥ 2. Unter Beachtung von Bemerkung 3.7 gilt wegen Teil (a) von Lemma 8.1,
Bemerkung 7.5 und Teil (b) von Satz 7.8 dann
B1 =
[
P0(α)
]−∗
L−1α.0Lα.1
[
P2(α)
]∗
= L−1α.0Lα.1
(
M−1α.0L
−1
α.0M
−1
α.1L
−1
α.1
)∗
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= L−1α.0M
−1
α.1L
−1
α.0M
−1
α.0
(im Fall κ = 2 existiert wegen Teil (c) von Satz 1.10 ein s3 ∈ Cq×q mit (sj)3j=0 ∈ K>q,3,α,
so dass die Formel für B1 in Teil (a) von Lemma 8.1 bzw. für P2(α) in Teil (b) von
Satz 7.8 benutzt werden kann; am Ende der Rechnung spielt durch das Wegfallen von
Lα.1 dann die Matrix s3 keine Rolle mehr).
Sei nun κ ≥ 3. Wegen Teil (a) von Lemma 8.1 und Teil (b) von Satz 7.8 gilt dann
A1 − αIq = −P2(α)(Lα.0 + Lα.1)L−1α.0
[
P1(α)
]−1
= −M−1α.0L−1α.0M−1α.1L−1α.1(Lα.0 + Lα.1)L−1α.0
(−M−1α.0L−1α.0)−1
= M−1α.0L
−1
α.0M
−1
α.1L
−1
α.1(Lα.0 + Lα.1)Mα.0.
Sei nun κ ≥ 4. Unter Beachtung von Bemerkung 3.7 gilt wegen Teil (a) von Lemma 8.1
und Teil (b) von Satz 7.8 dann
Bn =
[
Pn−1(α)
]−∗
L−1α.n−1Lα.n
[
Pn+1(α)
]∗
=
(−1)n−1 n−2−→∏
j=0
(
M−1α.jL
−1
α.j
)−∗ L−1α.n−1Lα.n
(−1)n+1 n−→∏
j=0
(
M−1α.jL
−1
α.j
)∗
=
n−2−→∏
j=0
(Mα.jLα.j)L
−1
α.n−1M
−1
α.n
n−1←−∏
j=0
(
L−1α.jM
−1
α.j
)
für alle n ∈ Z2,TκU (im Fall 2n = κ existiert wegen Teil (c) von Satz 1.10 ein s2n+1 ∈ Cq×q
mit (sj)2n+1j=0 ∈ K>q,2n+1,α, so dass die Formel für Bn in Teil (a) von Lemma 8.1 bzw. für
Pn+1(α) in Teil (b) von Satz 7.8 benutzt werden kann; am Ende der Rechnung spielt
durch das Wegfallen von Lα.n dann die Matrix s2n+1 keine Rolle mehr).
Sei nun κ ≥ 5. Wegen Teil (a) von Lemma 8.1 und Teil (b) von Satz 7.8 gilt dann
An − αIq = −Pn+1(α)(Lα.n−1 + Lα.n)L−1α.n−1
[
Pn(α)
]−1
= (−1)n+2
n−→∏
j=0
(
M−1α.jL
−1
α.j
)
(Lα.n−1 + Lα.n)L−1α.n−1
(−1)n n−1−→∏
j=0
(
M−1α.jL
−1
α.j
)−1
=
n−→∏
j=0
(
M−1α.jL
−1
α.j
)
(Lα.n−1 + Lα.n)Mα.n−1
n−2←−∏
j=0
(Lα.jMα.j)
für alle n ∈ Z2,Tκ−1U.
Zu (b): Wegen Definition 3.4 und Definition 2.17 gilt
M−1α.0L
−1
α.0M
−1
α.0 = s0(s0s
−1
α.0s0)
−1s0 = sα.0 = Bα.0.
Sei nun κ ≥ 2. Wegen Teil (b) von Lemma 8.1, Teil (b) von Satz 7.8, Definition 3.4
und Bemerkung 7.5 gilt dann
Aα.0 − αIq = −P̂ 〈s〉α.1(α)(Mα.0 +Mα.1)M−1α.0
[
P̂ 〈s〉α.0(α)
]−1
= M−1α.0L
−1
α.0M
−1
α.1(Mα.0 +Mα.1)s0s
−1
0
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= M−1α.0L
−1
α.0M
−1
α.1(Mα.0 +Mα.1).
Sei nun κ ≥ 3. Unter Beachtung von Bemerkung 3.7 gilt wegen Teil (b) von Lemma 8.1,
Bemerkung 7.5, Definition 3.4 und Teil (b) von Satz 7.8 dann
Bα.1 =
[
P̂ 〈s〉α.0(α)
]−∗
M−1α.1Mα.2
[
P̂ 〈s〉α.2(α)
]∗
= s−∗0 M
−1
α.1Mα.2
(
M−1α.0L
−1
α.0M
−1
α.1L
−1
α.1M
−1
α.2
)∗
= Mα.0M
−1
α.1L
−1
α.1M
−1
α.1L
−1
α.0M
−1
α.0
(im Fall κ = 3 existiert wegen Teil (c) von Satz 1.10 ein s4 ∈ Cq×q mit (sj)4j=0 ∈ K>q,4,α,
so dass die Formel für Bα.1 in Teil (b) von Lemma 8.1 bzw. für P̂ 〈s〉α.2(α) in Teil (b) von
Satz 7.8 benutzt werden kann; am Ende der Rechnung spielt durch das Wegfallen von
Mα.2 dann die Matrix s4 keine Rolle mehr).
Sei nun κ ≥ 4. Wegen Teil (b) von Lemma 8.1 und Teil (b) von Satz 7.8 gilt dann
Aα.n − αIq = −P̂ 〈s〉α.n+1(α)(Mα.n +Mα.n+1)M−1α.n
[
P̂ 〈s〉α.n(α)
]−1
= (−1)n+2
n−→∏
j=0
(
M−1α.jL
−1
α.j
)
M−1α.n+1(Mα.n +Mα.n+1)M
−1
α.n
·
(−1)n n−1−→∏
j=0
(
M−1α.jL
−1
α.j
)
M−1α.n
−1
=
n−→∏
j=0
(
M−1α.jL
−1
α.j
)
M−1α.n+1(Mα.n +Mα.n+1)
n−1←−∏
j=0
(Lα.jMα.j)
für alle n ∈ Z1,Tκ−2U.
Sei nun κ ≥ 5. Unter Beachtung von Bemerkung 3.7 gilt wegen Teil (b) von Lemma 8.1
und Teil (b) von Satz 7.8 dann
Bα.n =
[
P̂ 〈s〉α.n−1(α)
]−∗
M−1α.nMα.n+1
[
P̂ 〈s〉α.n+1(α)
]∗
=
(−1)n−1 n−2−→∏
j=0
(
M−1α.jL
−1
α.j
)
M−1α.n−1
−∗M−1α.nMα.n+1
·
(−1)n+1 n−→∏
j=0
(
M−1α.jL
−1
α.j
)
M−1α.n+1
∗
=
n−2−→∏
j=0
(Mα.jLα.j)Mα.n−1M−1α.n
n←−∏
j=0
(
L−1α.jM
−1
α.j
)
für alle n ∈ Z2,Tκ−1U (im Fall 2n + 1 = κ existiert wegen Teil (c) von Satz 1.10 ein
s2n+2 ∈ Cq×q mit (sj)2n+2j=0 ∈ K>q,2n+2,α, so dass die Formel für Bα.n in Teil (b) von
Lemma 8.1 bzw. für P̂ 〈s〉α.n+1(α) in Teil (b) von Satz 7.8 benutzt werden kann; am Ende
der Rechnung spielt durch das Wegfallen vonMα.n+1 dann die Matrix s2n+2 keine Rolle
mehr). 
Nun zeigen wir einen Zusammenhang zwischen der rechtsseitigen α-Stieltjes-Parame-
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trisierung einer rechtsseitig α-Stieltjes-positiv definiten Folge und den Favard-Paaren
bezüglich jener Folge und deren durch rechtsseitige α-Verschiebung generierten Folge
(vergleiche Teil (a) mit [15, Proposition 9.4] für den Fall α = 0 und κ =∞).
Satz 8.3 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ K>q,κ,α und (Qα.j)κj=0 die rechtsseitige α-
Stieltjes-Parametrisierung von (sj)κj=0. Dann gelten folgende Aussagen:
(a) Sei [(An)
Tκ−1U
n=0 ,(Bn)
TκU
n=0] das Favard-Paar bezüglich (sj)
κ
j=0. Dann gelten
B0 = Qα.0, A0 − αIq = Qα.1Q−1α.0, im Fall κ ≥ 2
Bn = Q
−1
α.2n−2Qα.2n
für alle n ∈ Z1,TκU und im Fall κ ≥ 3
An − αIq = Qα.2n+1Q−1α.2n +Qα.2nQ−1α.2n−1
für alle n ∈ Z1,Tκ−1U.
(b) Sei (Bα.n)0n=0 bzw. im Fall κ ≥ 2 [(Aα.n)Tκ−2Un=0 ,(Bα.n)Tκ−1Un=0 ] das Favard-Paar be-
züglich (sα.j)κ−1j=0 . Dann gelten Bα.0 = Qα.1, im Fall κ ≥ 2
Aα.n − αIq = Qα.2n+2Q−1α.2n+1 +Qα.2n+1Q−1α.2n
für alle n ∈ Z0,Tκ−2U und im Fall κ ≥ 3
Bα.n = Q
−1
α.2n−1Qα.2n+1
für alle n ∈ Z1,Tκ−1U.
Beweis: Seien [(Pn)
Tκ+1U
n=0 ,(P
〈s〉
n )
Tκ+1U
n=0 ,(Pα.n)
TκU
n=0,(P̂
〈s〉
α.n)
TκU
n=0] das rechtsseitige α-Stieltjes-
Quadrupel bezüglich (sj)κj=0 und [(Lα.n)
Tκ−1U
n=0 ,(Mα.n)
TκU
n=0] die rechtsseitige α-Dyukarev-
Stieltjes-Parametrisierung von (sj)κj=0.
Zu (a): Wegen Definition 2.17 und Teil (a) von Definition 2.2 gelten
B0 = s0 = Ĥ0 = Qα.0
und
A0 − αIq = s1s−10 − αs0s−10 = sα.0s−10 = Ĥα.0Ĥ−10 = Qα.1Q−1α.0.
Sei nun κ ≥ 2. Wegen Definition 2.17 und Teil (a) von Definition 2.2 gilt dann
Bn = Ĥ
−1
n−1Ĥn = Q
−1
α.2n−2Qα.2n
für alle n ∈ Z1,TκU.
Sei nun κ ≥ 3. Wegen Bemerkung 7.5, Definition 3.4 und Teil (b) von Satz 7.8 gelten
P̂ 〈s〉α.0(α) = s0 = M
−1
α.0 = −P1(α)Lα.0
und
P̂ 〈s〉α.n(α) = −Pn+1(α)Lα.n
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für alle n ∈ Z1,Tκ−1U. Hieraus folgt wegen Teil (a) von Lemma 8.1 und Teil (b) von
Satz 7.11 nun
An − αIq = −Pn+1(α)(Lα.n−1 + Lα.n)L−1α.n−1
[
Pn(α)
]−1
= −Pn+1(α)
[
Pn(α)
]−1 − Pn+1(α)Lα.nL−1α.n−1[Pn(α)]−1
= −Pn+1(α)
[
Pn(α)
]−1 − P̂ 〈s〉α.n(α)[P̂ 〈s〉α.n−1(α)]−1
=
n←−∏
j=0
(
Qα.2j+1Q
−1
α.2j
) n−1−→∏
j=0
(
Qα.2jQ
−1
α.2j+1
)
+Qα.2n
n−1←−∏
j=0
(
Q−1α.2j+1Qα.2j
) n−2−→∏
j=0
(
Q−1α.2jQα.2j+1
)
Q−1α.2n−2
= Qα.2n+1Q
−1
α.2n +Qα.2nQ
−1
α.2n−1
für alle n ∈ Z1,Tκ−1U.
Zu (b): Wegen Definition 2.17 und Teil (a) von Definition 2.2 gilt
Bα.0 = sα.0 = Ĥα.0 = Qα.1.
Sei nun κ ≥ 2. Wegen Bemerkung 7.5 und Definition 3.4 gilt dann
P0(α) = Iq = s0s
−1
0 = P̂
〈s〉
α.0(α)Mα.0
und wegen Teil (b) von Satz 7.8 gilt weiterhin
Pn(α) = P̂
〈s〉
α.nMα.n
für alle n ∈ Z1,TκU. Hieraus folgt wegen Teil (b) von Lemma 8.1 und Teil (b) von
Satz 7.11 nun
Aα.n − αIq = −P̂ 〈s〉α.n+1(α)(Mα.n +Mα.n+1)M−1α.n
[
P̂ 〈s〉α.n(α)
]−1
= −P̂ 〈s〉α.n+1(α)
[
P̂ 〈s〉α.n(α)
]−1 − P̂ 〈s〉α.n+1(α)Mα.n+1M−1α.n[P̂ 〈s〉α.n(α)]−1
= −P̂ 〈s〉α.n+1(α)
[
P̂ 〈s〉α.n(α)
]−1 − Pn+1(α)[Pn(α)]−1
= Qα.2n+2
n←−∏
j=0
(
Q−1α.2j+1Qα.2j
) n−1−→∏
j=0
(
Q−1α.2jQα.2j+1
)
Q−1α.2n
+
n←−∏
j=0
(
Qα.2j+1Q
−1
α.2j
) n−1−→∏
j=0
(
Qα.2jQ
−1
α.2j+1
)
= Qα.2n+2Q
−1
α.2n+1 +Qα.2n+1Q
−1
α.2n
für alle n ∈ Z0,Tκ−2U.
Sei nun κ ≥ 3. Wegen Definition 2.17 und Teil (a) von Definition 2.2 gilt dann
Bα.n = Ĥ
−1
α.n−1Ĥα.n = Q
−1
α.2n−1Qα.2n+1
für alle n ∈ Z1,Tκ−1U. 
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8.2 Der linksseitige Fall
Für unser weiteres Vorgehen benötigen wir folgendes Lemma, das die Favard-Paare für
den linksseitigen und rechtsseitigen Fall verbindet. Somit können wir im linksseitigen
Fall auf entsprechende Resultate für den rechtsseitgen Fall zurückgreifen.
Lemma 8.4 Seien κ ∈ N0, (sj)κj=0 eine Folge aus Cq×q und tj := (−1)jsj für alle
j ∈ Z0,κ. Dann gelten folgende Aussagen:
(a) Sei im Fall κ ≥ 1 (sj)2Tκ−1Uj=0 ∈ H>q,2Tκ−1U oder (tj)2Tκ−1Uj=0 ∈ H>q,2Tκ−1U erfüllt. Dann
gilt (tj)2
Tκ−1U
j=0 ∈ H>q,2Tκ−1U bzw. (sj)2Tκ−1Uj=0 ∈ H>q,2Tκ−1U, falls κ ≥ 1. Weiterhin seien
(B〈s〉n )
0
n=0 bzw. im Fall κ ≥ 1 [(A〈s〉n )Tκ−1Un=0 ,(B〈s〉n )TκUn=0] das Favard-Paar bezüglich
(sj)
κ
j=0 und (B
〈t〉
n )
0
n=0 bzw. im Fall κ ≥ 1 [(A〈t〉n )Tκ−1Un=0 ,(B〈t〉n )TκUn=0] das Favard-Paar
bezüglich (tj)κj=0. Dann gelten
B
〈t〉
n = B
〈s〉
n
für alle n ∈ Z0,TκU und im Fall κ ≥ 1
A
〈t〉
n = −A〈s〉n
für alle n ∈ Z0,Tκ−1U.
(b) Seien nun κ ≥ 1, α ∈ C und im Fall κ ≥ 2 (sα.j)2Tκ−2Uj=0 ∈ H>q,2Tκ−2U oder
(t−α/j)2
Tκ−2U
j=0 ∈ H>q,2Tκ−2U erfüllt. Dann gilt (t−α/j)2Tκ−2Uj=0 ∈ H>q,2Tκ−2U bzw.
(sα.j)
2Tκ−2U
j=0 ∈ H>q,2Tκ−2U, falls κ ≥ 2. Weiterhin seien (B〈s〉α.n)0n=0 bzw. im Fall κ ≥ 2
[(A〈s〉α.n)
Tκ−2U
n=0 ,(B
〈s〉
α.n)
Tκ−1U
n=0 ] das Favard-Paar bezüglich (sα.j)
κ−1
j=0 und (B
〈t〉
−α/n)
0
n=0 bzw.
im Fall κ ≥ 2 [(A〈t〉−α/n)Tκ−2Un=0 ,(B〈t〉−α/n)Tκ−1Un=0 ] das Favard-Paar bezüglich (t−α/j)κ−1j=0 .
Dann gelten
B
〈t〉
−α/n = B
〈s〉
α.n
für alle n ∈ Z0,Tκ−1U und im Fall κ ≥ 2
A
〈t〉
−α/n = −A〈s〉α.n
für alle n ∈ Z0,Tκ−2U.
Beweis: Zu (a): Wegen Teil (a) von Definition 1.2 und der Teile (a) und (b) von Lem-
ma 1.16 gelten im Fall κ ≥ 1 (tj)2Tκ−1Uj=0 ∈ H>q,2Tκ−1U und (sj)2Tκ−1Uj=0 ∈ H>q,2Tκ−1U. Wegen
Definition 2.17 gelten weiterhin
B
〈t〉
0 = t0 = s0 = B
〈s〉
0
und im Fall κ ≥ 1
A
〈t〉
0 = t1t
−1
0 = −s1s−10 = −A〈s〉0 .
Sei nun κ ≥ 2. Wegen Definition 2.17 und Teil (e) von Lemma 1.16 gilt dann
B
〈t〉
n =
(
Ĥ
〈t〉
n−1
)−1
Ĥ
〈t〉
n =
(
Ĥ〈s〉n−1
)−1
Ĥ〈s〉n = B
〈s〉
n
für alle n ∈ Z1,TκU.
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Sei nun κ ≥ 3. Wegen Definition 2.17 und Lemma 1.16 gilt dann
A
〈t〉
n =
(
−z〈t〉n,2n−1
(
H〈t〉n−1
)−1
Iq
)
K
〈t〉
n
(
−(H〈t〉n−1)−1y〈t〉n,2n−1
Iq
)(
Ĥ
〈t〉
n
)−1
=
(
−(−1)nz〈s〉n,2n−1V ∗n−1Vn−1
(
H〈s〉n−1
)−1
V ∗n−1 Iq
) (− VnK〈s〉n V ∗n )
·
(
−Vn−1
(
H〈s〉n−1
)−1
V ∗n−1(−1)nVn−1y〈s〉n,2n−1
Iq
)(
Ĥ〈s〉n
)−1
= (−1)2n+1
(
−z〈s〉n,2n−1V ∗n−1Vn−1
(
H〈s〉n−1
)−1
Iq
)
V ∗n VnK
〈s〉
n V
∗
n Vn
·
(
−(H〈s〉n−1)−1V ∗n−1Vn−1y〈s〉n,2n−1
Iq
)(
Ĥ〈s〉n
)−1
= −
(
−z〈s〉n,2n−1
(
H〈s〉n−1
)−1
Iq
)
K〈s〉n
(
−(H〈s〉n−1)−1y〈s〉n,2n−1
Iq
)(
Ĥ〈s〉n
)−1
= −A〈s〉n
für alle n ∈ Z1,Tκ−1U.
Zu (b): Dies folgt wegen Teil (a) von Lemma 2.5 aus (a). 
Wir behandeln zuerst einen Zusammenhang zwischen der linksseitigen α-Dyukarev-
Stieltjes-Paremetrisierung einer linksseitig α-Stieltjes-positiv definiten Folge und den
Favard-Paaren bezüglich jener Folge und deren durch linksseitige α-Verschiebung ge-
nerierten Folge.
Satz 8.5 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ L>q,κ,α und [(Lα/n)Tκ−1Un=0 ,(Mα/n)TκUn=0] die links-
seitige α-Dyukarev-Stieltjes-Parametrisierung von (sj)κj=0. Dann gelten folgende Aus-
sagen:
(a) Sei [(An)
Tκ−1U
n=0 ,(Bn)
TκU
n=0] das Favard-Paar bezüglich (sj)
κ
j=0. Dann gelten
B0 = M
−1
α/0, A0 − αIq = −M−1α/0L−1α/0, im Fall κ ≥ 2
B1 = L
−1
α/0M
−1
α/1L
−1
α/0M
−1
α/0,
im Fall κ ≥ 3
A1 − αIq = −M−1α/0L−1α/0M−1α/1L−1α/1(Lα/0 + Lα/1)Mα/0,
im Fall κ ≥ 4
Bn =
n−2−→∏
j=0
(Mα/jLα/j)L
−1
α/n−1M
−1
α/n
n−1←−∏
j=0
(
L−1α/jM
−1
α/j
)
für alle n ∈ Z2,TκU und im Fall κ ≥ 5
An − αIq = −
n−→∏
j=0
(
M−1α/jL
−1
α/j
)
(Lα/n−1 + Lα/n)Mα/n−1
n−2←−∏
j=0
(Lα/jMα/j)
für alle n ∈ Z2,Tκ−1U.
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(b) Sei (Bα/n)0n=0 bzw. im Fall κ ≥ 2 [(Aα/n)Tκ−2Un=0 ,(Bα/n)Tκ−1Un=0 ] das Favard-Paar be-
züglich (sα/j)κ−1j=0 . Dann gelten Bα/0 = M
−1
α/0L
−1
α/0M
−1
α/0, im Fall κ ≥ 2
Aα/0 − αIq = −M−1α/0L−1α/0M−1α/1(Mα/0 +Mα/1),
im Fall κ ≥ 3
Bα/1 = Mα/0M
−1
α/1L
−1
α/1M
−1
α/1L
−1
α/0M
−1
α/0,
im Fall κ ≥ 4
Aα/n − αIq = −
n−→∏
j=0
(
M−1α/jL
−1
α/j
)
M−1α/n+1(Mα/n +Mα/n+1)
n−1←−∏
j=0
(Lα/jMα/j)
für alle n ∈ Z1,Tκ−2U und im Fall κ ≥ 5
Bα/n =
n−2−→∏
j=0
(Mα/jLα/j)Mα/n−1M−1α/n
n←−∏
j=0
(
L−1α/jM
−1
α/j
)
für alle n ∈ Z2,Tκ−1U.
Beweis: Sei tj := (−1)jsj für alle j ∈ Z0,κ. Wegen Teil (a) von Bemerkung 1.17 gilt
dann (tj)κj=0 ∈ K>q,κ,−α. Weiterhin sei [(L〈t〉−α.n)Tκ−1Un=0 ,(M〈t〉−α.n)TκUn=0] die rechtsseitige −α-
Dyukarev-Stieltjes-Parametrisierung von (tj)κj=0.
Zu (a): Sei [(A〈t〉n )
Tκ−1U
n=0 ,(B
〈t〉
n )
TκU
n=0] das Favard-Paar von (tj)
κ
j=0. Wegen Teil (a) von Lem-
ma 8.4, Teil (a) von Satz 8.2 und Teil (c) von Lemma 3.14 gelten dann
B〈s〉0 = B
〈t〉
0 =
(
M
〈t〉
−α.0
)−1
=
(
M〈s〉α/0
)−1
,
A〈s〉0 − αIq = −
[
A
〈t〉
0 − (−α)Iq
]
= −(M〈t〉−α.0)−1(L〈t〉−α.0)−1 = −(M〈s〉α/0)−1(L〈s〉α/0)−1,
im Fall κ ≥ 2
B〈s〉1 = B
〈t〉
1 =
(
L
〈t〉
−α.0
)−1(
M
〈t〉
−α.1
)−1(
L
〈t〉
−α.0
)−1(
M
〈t〉
−α.0
)−1
=
(
L〈s〉α/0
)−1(
M〈s〉α/1
)−1(
L〈s〉α/0
)−1(
M〈s〉α/0
)−1
,
im Fall κ ≥ 3
A〈s〉1 − αIq = −
[
A
〈t〉
1 − (−α)Iq
]
= −(M〈t〉−α.0)−1(L〈t〉−α.0)−1(M〈t〉−α.1)−1(L〈t〉−α.1)−1(L〈t〉−α.0 + L〈t〉−α.1)M〈t〉−α.0
= −(M〈s〉α/0)−1(L〈s〉α/0)−1(M〈s〉α/1)−1(L〈s〉α/1)−1(L〈s〉α/0 + L〈s〉α/1)M〈s〉α/0,
im Fall κ ≥ 4
B〈s〉n = B
〈t〉
n =
n−2−→∏
j=0
[
M
〈t〉
−α.jL
〈t〉
−α.j
](
L
〈t〉
−α.n−1
)−1(
M
〈t〉
−α.n
)−1 n−1←−∏
j=0
[(
L
〈t〉
−α.j
)−1(
M
〈t〉
−α.j
)−1]
=
n−2−→∏
j=0
[
M〈s〉α/jL
〈s〉
α/j
](
L〈s〉α/n−1
)−1(
M〈s〉α/n
)−1 n−1←−∏
j=0
[
(L〈s〉α/j)
−1(M〈s〉α/j)−1]
für alle n ∈ Z2,TκU und im Fall κ ≥ 5
A〈s〉n − αIq = −
[
A
〈t〉
n − (−α)Iq
]
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= −
n−→∏
j=0
[(
M
〈t〉
−α.j
)−1(
L
〈t〉
−α.j
)−1] (
L
〈t〉
−α.n−1 + L
〈t〉
−α.n
)
M
〈t〉
−α.n−1
n−2←−∏
j=0
[
L
〈t〉
−α.jM
〈t〉
−α.j
]
= −
n−→∏
j=0
[(
M〈s〉α/j
)−1(
L〈s〉α/j
)−1] (
L〈s〉α/n−1 + L
〈s〉
α/n
)
M〈s〉α/n−1
n−2←−∏
j=0
[
L〈s〉α/jM
〈s〉
α/j
]
für alle n ∈ Z2,Tκ−1U.
Zu (b): Sei (B〈t〉−α.j)
0
j=0 bzw. im Fall κ ≥ 2 [(A〈t〉−α.n)Tκ−2Un=0 ,(B〈t〉−α.n)Tκ−1Un=0 ] das Favard-Paar
bezüglich (t−α.j)κ−1j=0 . Wegen Teil (b) von Lemma 8.4, Teil (b) von Satz 8.2 und Teil (c)
von Lemma 3.14 gelten dann
B〈s〉α/0 = B
〈t〉
−α.0 =
(
M
〈t〉
−α.0
)−1(
L
〈t〉
−α.0
)−1(
M
〈t〉
−α.0
)−1
=
(
M〈s〉α/0
)−1(
L〈s〉α/0
)−1(
M〈s〉α/0
)−1
,
im Fall κ ≥ 2
A〈s〉α/0 − αIq = −
[
A
〈t〉
α/0 − (−α)Iq
]
= −(M〈t〉−α.0)−1(L〈t〉−α.0)−1(M〈t〉−α.1)−1(M〈t〉−α.0 +M〈t〉−α.1)
= −(M〈s〉α/0)−1(L〈s〉α/0)−1(M〈s〉α/1)−1(M〈s〉α/0 +M〈s〉α/1),
im Fall κ ≥ 3
B〈s〉α/1 = B
〈t〉
−α.1 = M
〈t〉
−α.0
(
M
〈t〉
−α.1
)−1(
L
〈t〉
−α.1
)−1(
M
〈t〉
−α.1
)−1(
L
〈t〉
−α.0
)−1(
M
〈t〉
−α.0
)−1
= M〈s〉α/0
(
M〈s〉α/1
)−1(
L〈s〉α/1
)−1(
M〈s〉α/1
)−1(
L〈s〉α/0
)−1(
M〈s〉α/0
)−1
,
im Fall κ ≥ 4
A〈s〉α/n − αIq = −
[
A
〈t〉
α/n − (−α)Iq
]
= −
n−→∏
j=0
[(
M
〈t〉
−α.j
)−1(
L
〈t〉
−α.j
)−1] (
M
〈t〉
−α.n+1
)−1(
M
〈t〉
−α.n +M
〈t〉
−α.n+1
) n−1←−∏
j=0
[
L
〈t〉
−α.jM
〈t〉
−α.j
]
= −
n−→∏
j=0
[(
M〈s〉α/j
)−1(
L〈s〉α/j
)−1] (
M〈s〉α/n+1
)−1(
M〈s〉α/n +M
〈s〉
α/n+1
) n−1←−∏
j=0
[
L〈s〉α/jM
〈s〉
α/j
]
für alle n ∈ Z1,Tκ−2U und im Fall κ ≥ 5
B〈s〉α/n = B
〈t〉
−α.n =
n−2−→∏
j=0
[
M
〈t〉
−α.jL
〈t〉
−α.j
]
M
〈t〉
−α.n−1
(
M
〈t〉
−α.n
)−1 n←−∏
j=0
[(
L
〈t〉
−α.j
)−1(
M
〈t〉
−α.j
)−1]
=
n−2−→∏
j=0
[
M〈s〉α/jL
〈s〉
α/j
]
M〈s〉α/n−1
(
M〈s〉α/n
)−1 n←−∏
j=0
[(
L〈s〉α/j
)−1(
M〈s〉α/j
)−1]
für alle n ∈ Z2,Tκ−1U. 
Nun zeigen wir einen Zusammenhang zwischen der linksseitigen α-Stieltjes-Parame-
trisierung einer linksseitig α-Stieltjes-positiv definiten Folge und den Favard-Paaren
bezüglich jener Folge und deren durch linksseitige α-Verschiebung generierten Folge.
Satz 8.6 Seien κ ∈ N, α ∈ R, (sj)κj=0 ∈ L>q,κ,α und (Qα/j)κj=0 die linksseitige α-
Stieltjes-Parametrisierung von (sj)κj=0. Dann gelten folgende Aussagen:
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(a) Sei [(An)
Tκ−1U
n=0 ,(Bn)
TκU
n=0] das Favard-Paar bezüglich (sj)
κ
j=0. Dann gelten
B0 = Qα/0, A0 − αIq = −Qα/1Q−1α/0, im Fall κ ≥ 2
Bn = Q
−1
α/2n−2Qα/2n
für alle n ∈ Z1,TκU und im Fall κ ≥ 3
An − αIq = −Qα/2n+1Q−1α/2n −Qα/2nQ−1α/2n−1
für alle n ∈ Z1,Tκ−1U.
(b) Sei (Bα/n)0n=0 bzw. im Fall κ ≥ 2 [(Aα/n)Tκ−2Un=0 ,(Bα/n)Tκ−1Un=0 ] das Favard-Paar be-
züglich (sα/j)κ−1j=0 . Dann gelten Bα/0 = Qα/1, im Fall κ ≥ 2
Aα/n − αIq = −Qα/2n+2Q−1α/2n+1 −Qα/2n+1Q−1α/2n
für alle n ∈ Z0,Tκ−2U und im Fall κ ≥ 3
Bα/n = Q
−1
α/2n−1Qα/2n+1
für alle n ∈ Z1,Tκ−1U.
Beweis: Sei tj := (−1)jsj für alle j ∈ Z0,κ. Wegen Teil (a) von Bemerkung 1.17
gilt dann (tj)κj=0 ∈ K>q,κ,−α. Weiterhin sei (Q〈t〉−α.j)κj=0 die rechtsseitige −α-Stieltjes-
Parametrisierung von (tj)κj=0.
Zu (a): Sei [(A〈t〉n )
Tκ−1U
n=0 ,(B
〈t〉
n )
TκU
n=0] das Favard-Paar von (tj)
κ
j=0. Wegen Teil (a) von Lem-
ma 8.4, Teil (a) von Satz 8.3 und Bemerkung 2.6 gelten dann
B〈s〉0 = B
〈t〉
0 = Q
〈t〉
−α.0 = Q
〈s〉
α/0,
A〈s〉0 − αIq = −
[
A
〈t〉
0 − (−α)Iq
]
= −Q〈t〉−α.1
(
Q
〈t〉
−α.0
)−1
= −Q〈s〉α/1
(
Q〈s〉α/0
)−1
,
im Fall κ ≥ 2
B〈s〉n = B
〈t〉
n =
(
Q
〈t〉
−α.2n−2
)−1
Q
〈t〉
−α.2n =
(
Q〈s〉α/2n−2
)−1
Q〈s〉α/2n
für alle n ∈ Z1,TκU und im Fall κ ≥ 3
A〈s〉n − αIq = −
[
A
〈t〉
n − (−α)Iq
]
= −Q〈t〉−α.2n+1
(
Q
〈t〉
−α.2n
)−1 −Q〈t〉−α.2n(Q〈t〉−α.2n−1)−1
= −Q〈s〉α/2n+1
(
Q〈s〉α/2n
)−1 −Q〈s〉α/2n(Q〈s〉α/2n−1)−1
für alle n ∈ Z1,Tκ−1U.
Zu (b): Sei (B〈t〉−α.n)
0
n=0 bzw. im Fall κ ≥ 2 [(A〈t〉−α.n)Tκ−2Un=0 ,(B〈t〉−α.n)Tκ−1Un=0 ] das Favard-
Paar bezüglich (t−α.j)κ−1j=0 . Wegen Teil (b) von Lemma 8.4, Teil (b) von Satz 8.3 und
Bemerkung 2.6 gelten dann
B〈s〉α/0 = B
〈t〉
−α.0 = Q
〈t〉
−α.1 = Q
〈s〉
α/1,
im Fall κ ≥ 2
A〈s〉α/n − αIq = −
[
A
〈t〉
−α.n − (−α)Iq
]
= −Q〈t〉−α.2n+2
(
Q
〈t〉
−α.2n+1
)−1 −Q〈t〉−α.2n+1(Q〈t〉−α.2n)−1
= −Q〈s〉α/2n+2
(
Q〈s〉α/2n+1
)−1 −Q〈s〉α/2n+1(Q〈s〉α/2n)−1
für alle n ∈ Z0,Tκ−2U und im Fall κ ≥ 3
B〈s〉α/n = B
〈t〉
−α.n =
(
Q
〈t〉
−α.2n−1
)−1
Q
〈t〉
−α.2n+1 =
(
Q〈s〉α/2n−1
)−1
Q〈s〉α/2n+1
für alle n ∈ Z1,Tκ−1U. 
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9 Einige Zusammenhänge zum matriziellen
Hausdorffschen Momentenproblem
Seienm ∈ N0, (sj)κj=0 eine Folge aus Cq×q und α, β ∈ Rmit α < β. Dann betrachten wir
in diesem Abschnitt das Momentenproblem M
[
[α, β], (sj)
κ
j=0,=
]
, auch Hausdorffsches
Momentenproblem genannt. Der Fall κ = 2n+ 1 mit n ∈ N0 wurde in [16] und der Fall
κ = 2n mit n ∈ N0 wurde in [17] behandelt. Wir wollen hier einige Zusammenhänge
zu unseren bisherigen Ergebnissen für das rechtsseitige bzw. linksseitige α-Stieltjes
Momentenproblem finden, wobei wir im linksseitgen Fall hierfür β statt α verwenden.
Mithilfe der [α, β]-Stieltjes-Transformation (vergleiche Satz B.11 und Definition B.12)
können wir nun das matrizielle Hausdorffsche Momentenproblem wie folgt umformu-
lieren:
• S [[α, β], (sj)κj=0,=]: Seien α, β ∈ R, κ ∈ N0 und (sj)κj=0 eine Folge aus Cq×q.
Beschreibe die Menge Rq
[
[α, β], (sj)
κ
j=0
]
aller S ∈ Rq[α, β], deren zugehöriges
Stieltjes-Maß zuMq≥
[
[α, β], (sj)
κ
j=0,=
]
gehört.
Die Ansätze von Bemerkung B.14 bringen uns auf folgendes Resultat, wo wir speziell
das Hausdorffsche Momentenproblem auf dem Intervall [α, β] sowie das rechtsseitige
α-Stieltjes Momentenproblem und das linksseitige β-Stieltjes Momentenproblem be-
trachten. Eine allgemeinere Form dieser Aussage findet man z. B. in [28, Remark 2.25].
Satz 9.1 Seien κ ∈ N0, α, β ∈ R mit α < β, (sj)κj=0 eine Folge aus Cq×q und
Mq≥
[
[α, β], (sj)
κ
j=0,=
]
nichtleer. Weiterhin seien µ ∈ Mq≥
[
[α, β], (sj)
κ
j=0,=
]
sowie
µ[α,∞) : B[α,∞) → Cq×q und µ(−∞,β] : B(−∞,β] → Cq×q definiert gemäß
µ[α,∞)(A) := µ(A ∩ [α, β])
und
µ(−∞,β](A) := µ(A ∩ [α, β]).
Dann gelten µ[α,∞) ∈Mq≥
[
[α,∞), (sj)κj=0,=
]
und µ(−∞,β] ∈Mq≥
[
(−∞, β], (sj)κj=0,=
]
.
Insbesondere sind jeweilsMq≥
[
[α,∞), (sj)κj=0,=
]
undMq≥
[
(−∞, β], (sj)κj=0,=
]
nicht-
leer.
Beweis: Unter Beachtung von µ ∈Mq≥([α, β]) gelten wegen Teil (a) von Bemerkung A.4
dann µ[α,∞) ∈ Mq≥([α,∞)) und µ(−∞,β] ∈ Mq≥((−∞, β]). Wegen Teil (b) von Bemer-
kung A.4 gelten weiterhin
s
[µ[α,∞)]
j =
∫
[α,∞)
tj µ[α,∞)(dt) =
∫
[α,β]
tj µ(dt) = s
[µ]
j
und
s
[µ(−∞,β]]
j =
∫
(−∞,β]
tj µ(−∞,β](dt) =
∫
[α,β]
tj µ(dt) = s
[µ]
j
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für alle j ∈ Z0,κ. Hieraus folgen unter Beachtung von s[µ]j = sj für alle j ∈ Z0,κ dann
µ[α,∞) ∈Mq≥
[
[α,∞), (sj)κj=0,=
]
und µ(−∞,β] ∈Mq≥
[
(−∞, β], (sj)κj=0,=
]
. 
Wir kommen nun zu den Lösbarkeitsbedingungen des Hausdorffschen Momentenpro-
blems auf dem Intervall [α, β] und betrachten anschließend einen Zusammenhang zum
rechtsseitigen α-Stieltjes Momentenproblem und linksseitigen β-Stieltjes Momenten-
problem. Hierzu benötigen wir noch folgende Bezeichnung.
Bezeichnung 9.2 Seien κ ∈ N \ {1}. Dann sei für alle n ∈ Z0,Tκ−2U
K˜〈s〉n := (sj+k+2)
n
j,k=0.
Falls klar ist, von welchem (sj)κj=0 die Rede ist, lassen wir das 〈s〉 als oberen Index
weg.
Satz 9.3 Seien α, β ∈ R mit α < β. Dann gelten folgende Aussagen:
(a) Seien n ∈ N0 und (sj)2n+1j=0 eine Folge aus Cq×q. Dann istMq≥
[
[α, β], (sj)
2n+1
j=0 ,=
]
genau dann nichtleer, wenn Hα.n und Hβ/n nichtnegativ hermitesch sind.
(b) Seien n ∈ N0 und (sj)2nj=0 eine Folge aus Cq×q. Dann ist Mq≥
[
[α, β], (sj)
2n
j=0,=
]
genau dann nichtleer, wenn Hn und im Fall n ∈ N auch
−αβHn−1 + (α + β)Kn−1 − K˜n−1
nichtnegativ hermitesch sind.
Beweis: Zu (a): Siehe [16, Theorem 1.3].
Zu (b): Der Fall n ∈ N wurde in [17, Theorem 1.3] behandelt. Im Fall n = 0 ist
Mq≥
[
[α, β], (sj)
2n
j=0,=
]
die Menge aller µ ∈ Mq≥([α, β]) mit µ([α, β]) = s0. Somit ist
Mq≥
[
[α, β], (sj)
0
j=0,=
]
genau dann nichtleer, wenn H0 = s0 nichtnegativ hermitesch
ist. 
Satz 9.4 Seien n ∈ N0, α, β ∈ R mit α < β und (sj)2n+1j=0 eine Folge aus Cq×q. Dann
ist Mq≥
[
[α, β], (sj)
2n+1
j=0 ,=
]
genau dann nichtleer, wenn Mq≥
[
[α,∞), (sj)2n+1j=0 ,≤
]
und
Mq≥
[
(−∞, β], (sj)2n+1j=0 ,≥
]
nichtleer sind.
Beweis: Sei Mq≥
[
[α, β], (sj)
2n+1
j=0 ,=
]
nichtleer. Wegen Teil (a) von Satz 9.3 sind dann
Hα.n und Hβ/n nichtnegativ hermitesch. Es gilt
1
β − α(Hα.n +Hβ/n) =
1
β − α(−αHn +Kn + βHn −Kn) = Hn.
Unter Beachtung von α < β folgt hieraus dann, dass Hn nichtnegativ hermitesch
ist. Wegen Teil (c) von Theorem 1.11 und Teil (b) von Bemerkung 1.9 ist dann
Mq≥
[
[α,∞), (sj)2n+1j=0 ,≤
]
nichtleer. Weiterhin ist wegen Teil (d) von Theorem 1.19 und
Teil (b) von Bemerkung 1.14 auchMq≥
[
(−∞, β], (sj)2n+1j=0 ,≥
]
nichtleer.
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Seien nun Mq≥
[
[α,∞), (sj)2n+1j=0 ,≤
]
und Mq≥
[
(−∞, β], (sj)2n+1j=0 ,≥
]
nichtleer. Wegen
Teil (c) von Theorem 1.11 und Teil (b) von Bemerkung 1.9 ist dann Hα.n nichtnegativ
hermitesch. Weiterhin ist wegen Teil (d) von Theorem 1.19 und Teil (b) von Bemer-
kung 1.14 auch Hβ/n nichtnegativ hermitesch. Hieraus folgt wegen Teil (a) von Satz 9.3
dann, dassMq≥
[
[α, β], (sj)
2n+1
j=0 ,=
]
nichtleer ist. 
Ein zu Satz 9.4 ähnliches Resultat findet man in der zu dieser Dissertation parallel
entstandenen Arbeit [39] unter [39, Proposition 9.3].
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A Einige Aussagen zur Integrationstheorie
nichtnegativ hermitescher Maße
In diesem Abschnitt behandeln wir einige ausgewählte Resultate der Integrationstheorie
nichtnegativ hermitescher Maße. Es sei hier nochmal auf die Einleitung verwiesen, wo
wir den Integrationsbegriff nichtnegativ hermitescher Maße einführen (vergleiche Seite
13). Da wir hier dieses Thema nicht detailliert ausarbeiten werden, kann der Leser in
[62, Anhang M] und [66] eine ausführlichere Beschreibung finden.
Unser erstes Resultat dieses Abschnitts ist von zentraler Bedeutung und ermöglicht
uns das darauffolgende Lemma, das uns dazu dient, die Lösbarkeitsbedingungen für
das linksseitige α-Stieltjes Momentenproblem aus dem rechtsseitigen Fall zu folgern. In
diesem Satz betrachten wir die Integration einer messbaren Abbildung unter beliebiger
Transformation.
Satz A.1 Seien (Ω1,A1) und (Ω2,A2) messbare Räume sowie µ ∈ Mq≥(Ω1,A1). Wei-
terhin sei T : Ω1 → Ω2 eine A1-A2-messbare Abbildung. Dann gelten folgende Aussagen:
(a) Es gilt T (µ) ∈Mq≥(Ω2,A2).
(b) Sei f : Ω2 → C eine A2-BC-messbare Abbildung. Dann sind folgende Aussagen
äquivalent:
(i) Es gilt f ∈ L1 (Ω2,A2, T (µ);C).
(ii) Es gilt f ◦ T ∈ L1 (Ω1,A1, µ;C).
(c) Sei f ∈ L1 (Ω2,A2, T (µ);C). Dann gilt∫
A
f d [T (µ)] =
∫
T−1(A)
(f ◦ T ) dµ
für alle A ∈ A2.
Beweis: Dies ist ein wohlbekanntes Resultat der Maßtheorie. Einen Beweis findet man
z. B. unter [34, Proposition B.1] oder [62, Satz M.47]. 
Wir werden nun die Aussage von Satz A.1 für einen für uns relevanten Spezialfall
betrachten (vergleiche [34, Lemma B.2]). Dafür verwenden wir als zugrundeliegende
Transformation eine Spiegelung und führen zunächst einige Bezeichnungen ein.
Bezeichnung A.2 Sei Ω eine Teilmenge von C. Dann bezeichne qΩ := {−ω | ω ∈ Ω}.
Seien nun Ω eine nichtleere Borel-Teilmenge von R und µ ∈Mq≥(Ω). Für a, b ∈ R sei
weiterhin Ta,b : R→ R definiert gemäß Ta,b(x) := ax+ b. Dann bezeichne qµ := T−1,0(µ)
das nach Teil (a) von Satz A.1 zuMq≥(qΩ) zugehörige Maß.
Lemma A.3 Seien Ω eine nichtleere Borel-Teilmenge von R, µ ∈Mq≥(Ω) und κ ∈ N0.
Dann gelten folgende Aussagen:
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(a) Es sind folgende Aussagen äquivalent:
(i) Es gilt µ ∈Mq≥,κ(Ω).
(ii) Es gilt qµ ∈Mq≥,κ(qΩ).
(b) Sei µ ∈Mq≥,κ(Ω). Dann gilt s(qµ)j = (−1)js(µ)j für alle j ∈ Z0,κ.
Beweis: Offensichtlich ist T−1,0 eine BR-BR-messbare Abbildung und es gilt
T−1−1,0(qΩ) = Ω. Sei j ∈ Z0,κ. Weiterhin sei fj : R → C definiert gemäß fj(x) = xj.
Dann gelten fj ∈ L1 (R,BR, qµ;C) und fj ◦ T−1,0 = (−1)jfj. Hieraus folgt mithilfe von
Teil (c) von Satz A.1 dann ∫
qΩ
fj dqµ = (−1)j
∫
Ω
fj dµ.
Hieraus folgen wiederum dann alle Behauptungen. 
Nun betrachten wir ein nichtnegativ hermitesches Maß, das auf einer nichtleeren Teil-
menge einer Grundmenge definiert ist, und wollen es auf ein nichtnegativ hermitesches
Maß, das auf der ganzen Grundmenge definiert ist, erweitern.
Bemerkung A.4 Seien (Ω,A) ein messbarer Raum, B ∈ A \ {∅} und µ ∈ Mq≥(B,
A ∩ B). Weiterhin sei µB : A → Cq×q definiert gemäß µB := µ(A ∩ B). Dann gelten
folgende Aussagen:
(a) Es gelten µB ∈Mq≥(Ω,A) und Rstr.A∩B µB = µ.
(b) Sei f : Ω → C eine A-BC-messbare Abbildung. Dann gilt f ∈ L1(Ω,A, µB;C)
genau dann, wenn Rstr.B f ∈ L1(B,A ∩ B, µ;C) erfüllt ist. In diesem Fall gilt
weiterhin ∫
Ω
f dµB =
∫
B
f dµ.
Beweis: Dies ist ein wohlbekanntes Resultat und kann mit Standardmethoden der Maß-
und Integrationstheorie gezeigt werden. 
Wir wollen nun eine spezielle Abschätzung der Spektralnorm eines Integrals einer mess-
baren Abbildung mithilfe des Spurmaßes des zugrundeliegenden nichtnegativ hermite-
schen Maßes behandeln.
Bemerkung A.5 Seien (Ω,A) ein messbarer Raum, µ ∈ Mq≥(Ω,A) und τ das Spur-
maß von µ. Weiterhin sei f : Ω → C eine A-BC-messbare Abbildung. Dann gelten
folgende Aussagen:
(a) Es sind folgende Aussagen äquivalent:
(i) Es gilt f ∈ L1(Ω,A, µ;C).
221
B Über die Stieltjes-Transformation von nichtnegativ hermiteschen Maßen
(ii) Es gilt |f | ∈ L1(Ω,A, τ ;C).
(b) Sei f ∈ L1(Ω,A, µ;C). Dann gilt∣∣∣∣∣∣∣∣ ∫
Ω
f dµ
∣∣∣∣∣∣∣∣
S
≤ 4q
∫
Ω
|f | dτ.
Beweis: Einen Beweis findet man unter [62, Lemma M.39], wobei dort die euklidische
Norm || · ||E verwendet wird, d. h. es gilt∣∣∣∣∣∣∣∣ ∫
Ω
f dµ
∣∣∣∣∣∣∣∣
E
≤ 4q
∫
Ω
|f | dτ.
Unter Beachtung von
||A ||S ≤ ||A ||E ≤
√
pq ||A ||S
für alle A ∈ Cp×q folgt dann die Behauptung. 
Unser letztes Resultat für diesen Abschnitt widmet sich der Adjungierten von einem
Integral einer messbaren Abbildung.
Lemma A.6 Seien (Ω,A) ein messbarer Raum, µ ∈Mq≥(Ω,A) und f ∈ L1(Ω,A, µ;C).
Dann gelten f ∈ L1(Ω,A, µ;C) und∫
Ω
f dµ =
(∫
Ω
f dµ
)∗
.
Beweis: Siehe z. B. [66, Lemma 2.23]. 
B Über die Stieltjes-Transformation von nichtnegativ
hermiteschen Maßen
In diesem Abschnitt betrachten wir nichtnegativ hermitesche q×q-Maße auf der Bo-
relschen σ-Algebra eines reellen Intervalls des Typs [α,∞), (−∞, α] oder [α, β] für
beliebige α, β ∈ R mit α < β. Über eine spezielle Integraltransformation ordnen wir
einem solchen nichtnegativ hermiteschen q×q-Maß eine in C\ [α,∞), C\(−∞, α] bzw.
C \ [α, β] holomorphe q×q-Matrixfunktion zu. Hierdurch wird ein bijektiver Zusam-
menhang zwischen der Menge von nichtnegativ hermiteschen q×q-Maßen auf der Bo-
relschen σ-Algebra von [α,∞), (−∞, α] bzw. [α, β] und einer Menge von in C \ [α,∞),
C \ (−∞, α] bzw. C \ [α, β] holomorphen q×q-Matrixfunktionen hergestellt.
Diese Vorgehensweise geht im klassischen Fall q = 1 für das Intervall [0,∞) auf T.-J.
Stieltjes [72] zurück. Man spricht deshalb auch von der Stieltjes-Transformation. Via
Stieltjes-Transformation wird es dann möglich, die ursprünglich für Maße formulier-
te Probleme (wie z. B. Momentenprobleme) in äquivalente Probleme zur Bestimmung
von holomorphen Matrixfunktionen mit gewissen Eigenschaften zu überführen. Hier-
bei sei bemerkt, dass Momentenprobleme vielfach in Probleme der Bestimmung von in
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einer Halbebene holomorphen Matrixfunktionen mit durch die vorgegebenen Momen-
te festgelegten asymptotischen Entwicklungen übergehen. Wir beginnen nun mit den
konkreten Detailbetrachtungen.
Zuerst widmen wir uns Maßen auf dem Intervall [α,∞), die in Verbindung mit dem
rechtsseitigen α-Stieltjes Momentenproblem stehen. Wir stellen zunächst eine für un-
sere weiteren Betrachtungen wichtige Klasse holomorpher Matrixfunktionen bereit.
Bezeichnung B.1 Sei α ∈ R. Dann bezeichne Sq,[α,∞) die Menge aller in C \ [α,∞)
holomorphen q×q-Matrixfunktionen S mit ImS(z) ≥ 0q×q für alle z ∈ Π+ und
S(x) ≥ 0q×q für alle x ∈ (−∞, α). Weiterhin sei
S0,q,[α,∞) := {S ∈ Sq,[α,∞) | sup y∈[1,∞)y ||S(iy) ||S <∞}.
Die Klasse Sq,[α,∞) bzw. S0,q,[α,∞) wurde in [37, Chapter 3 and 4] bzw. [37, Chapter 5]
näher beleuchtet.
Satz B.2 ([α,∞)-Stieltjes-Transformation) Sei α ∈ R. Dann gelten folgende Aus-
sagen:
(a) Sei S ∈ S0,q,[α,∞). Dann existiert genau ein µ ∈Mq≥([α,∞)) mit
S(z) =
∫
[α,∞)
1
t− z µ(dt) (B.1)
für alle z ∈ C \ [α,∞).
(b) Sei µ ∈ Mq≥([α,∞)). Dann definiert S : C \ [α,∞) → Cq×q gemäß (B.1) eine
wohldefinierte Matrixfunktion aus S0,q,[α,∞).
Beweis: Siehe [37, Theorem 5.1] oder [62, Theorem 1.73]. 
Definition B.3 Sei α ∈ R. Weiterhin sei µ ∈ Mq≥([α,∞)). Dann heißt die in Teil
(b) von Satz B.2 definierte Abbildung S Stieltjes-Transformierte von µ. Sei nun
umgekehrt S ∈ S0,q,[α,∞). Dann heißt das in Teil (a) von Satz B.2 definierte Maß µ das
zu S gehörige Stieltjes-Maß.
Das nachfolgende Resultat behandelt die Spalten- und Nullräume für die Funktions-
werte einer Matrixfunktion aus S0,q,[α,∞). Es stellt sich heraus, dass diese Räume sogar
konstant sind und mithilfe des zugehörigen Stieltjes-Maßes angegeben werden können.
Bemerkung B.4 Seien α ∈ R und S ∈ S0,q,[α,∞). Weiterhin bezeichne µ das zu S
gehörige Stieltjes-Maß ausMq≥([α,∞)). Dann gelten
R(S(z)) = R(µ([α,∞))) und N (S(z)) = N (µ([α,∞)))
für alle z ∈ C \ [α,∞).
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Beweis: Siehe [37, Proposition 5.3]. 
Wir wollen nun die Stieltjes-Transformation für Maße auf dem Intervall (−∞, α], die
in Verbindung mit dem linksseitigen α-Stieltjes Momentenproblem stehen, einführen.
Hierbei werden wir die Stieltjes-Transformation mithilfe von Satz A.1 aus Satz B.2
gewinnen.
Bezeichnung B.5 Sei α ∈ R. Dann bezeichne Sq,(−∞,α] die Menge aller in C\(−∞, α]
holomorphen q×q-Matrixfunktionen S mit − ImS(z) ≥ 0q×q für alle z ∈ Π− und
−S(x) ≥ 0q×q für alle x ∈ (α,∞). Weiterhin sei
S0,q,(−∞,α] := {S ∈ Sq,(−∞,α] | sup y∈(−∞,−1] − y ||S(iy) ||S <∞}.
Eine äquivalente Formulierung der Klassen Sq,(−∞,α] bzw. S0,q,(−∞,α] wurde in [37, Chap-
ter 7 and 8] bzw. [37, Chapter 9] näher beleuchtet. Man erhält die dort vorgenomme-
ne Definition durch die für S ∈ Sq,(−∞,α] gültige Beziehung S∗(z) = S(z) für alle
z ∈ C \ (−∞, α]. Diese Eigenschaft geht aus der Nevanlinna-Parametrisierung oder
speziell für S ∈ S0,q,(−∞,α] auch aus der Stieltjes-Transformation hervor (vergleiche
Beweis von Bemerkung B.13).
Bemerkung B.6 Sei S : C \ [α,∞) → Cq×q eine Matrixfunktion. Weiterhin sei qS :
C \ (−∞,−α] → Cq×q definiert gemäß qS(z) := −S(−z). Dann gilt S ∈ Sq,[α,∞) bzw.
S ∈ S0,q,[α,∞) genau dann, wenn qS ∈ Sq,(−∞,−α] bzw. qS ∈ S0,q,(−∞,−α] erfüllt ist.
Beweis: Aus der Definition von qS folgen sogleich
(I) Es ist S holomorph in C\ [α,∞) genau dann, wenn qS in C\(−∞,−α] holomorph
ist.
(II) Es gilt S(x) ≥ 0q×q für alle x ∈ (−∞, α) genau dann, wenn −qS(x) ≥ 0q×q für
alle x ∈ (−α,∞) erfüllt ist.
(III) Es gilt ImS(z) ≥ 0q×q für alle z ∈ Π+ genau dann, wenn − Im qS(z) ≥ 0q×q für
alle z ∈ Π− erfüllt ist.
Es gilt
sup
y∈(−∞,−1]
−y∣∣∣∣ qS(iy) ∣∣∣∣
S
= sup
y∈(−∞,−1]
(−y) |−1| ||S(i(−y)) ||S = sup
y∈[1,∞)
y ||S(iy) ||S .
Hieraus folgt
(IV) Es gilt supy∈[1,∞)y||S(iy)|| <∞ genau dann, wenn supy∈(−∞,−1]−y||qS(iy)|| <∞
erfüllt ist.
Wegen (I)-(IV) folgt dann die Behauptung (vergleiche Bezeichnung B.1 und Bezeich-
nung B.5). 
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Satz B.7 ((−∞, α]-Stieltjes-Transformation) Sei α ∈ R. Dann gelten folgende
Aussagen:
(a) Sei S ∈ S0,q,(−∞,α]. Dann existiert genau ein µ ∈Mq≥((−∞, α]) mit
S(z) =
∫
(−∞,α]
1
t− z µ(dt) (B.2)
für alle z ∈ C \ (−∞, α].
(b) Sei µ ∈Mq≥((−∞, α]). Dann definiert S : C\ (−∞, α]→ Cq×q gemäß (B.2) eine
wohldefinierte Matrixfunktion aus S0,q,(−∞,α].
Beweis: Zu (a): Sei qS : C \ [−α,∞) → Cq×q definiert gemäß qS(z) := −S(−z). Wegen
Bemerkung B.6 ist dann qS ∈ S0,q,[−α,∞). Wegen Teil (a) von Satz B.2 existiert genau
ein τ ∈Mq≥([−α,∞)) mit
qS(z) =
∫
[−α,∞)
1
t− z τ(dt)
für alle z ∈ C \ [−α,∞). Sei µ := qτ . Wegen Teil (a) von Satz A.1 ist dann
µ ∈Mq≥((−∞, α]) und wegen Teil (c) von Satz A.1 gilt∫
(−∞,α]
1
t− z µ(dt) =
∫
[−α,∞)
1
−t− z τ(dt)
= −
∫
[−α,∞)
1
t− (−z) τ(dt)
= −qS(−z) = S(z)
für alle z ∈ C \ (−∞, α].
Bleibt nur noch die Eindeutigkeit von µ zu zeigen. Sei hierfür σ ∈Mq≥((−∞, α]) mit
S(z) =
∫
(−∞,α]
1
t− z σ(dt)
für alle z ∈ C \ (−∞, α]. Hieraus folgt wegen Teil (c) von Satz A.1 dann
qS(z) = −S(−z) = −
∫
(−∞,α]
1
t− (−z) σ(dt)
=
∫
(−∞,α]
1
−t− z σ(dt) =
∫
[−α,∞)
1
t− z qσ(dt)
für alle z ∈ C \ [−α,∞). Hieraus folgt wegen der Eindeutigkeit von τ dann τ = qσ.
Hieraus folgt nun µ = σ.
Zu (b): Wegen Teil (a) von Satz A.1 ist qµ ∈ Mq≥((−∞, α]). Hieraus folgt wegen Teil
(b) von Satz B.2 dann, dass T : C \ [−α,∞)→ Cq×q definiert gemäß
T (z) :=
∫
[−α,∞)
1
t− z qµ(dt)
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eine wohldefinierte Matrixfunktion aus S0,q,[−α,∞) ist. Sei S : C \ (−∞, α] → Cq×q
definiert gemäß S(z) := −T (−z). Wegen Bemerkung B.6 ist dann S ∈ S0,q,(−∞,α] und
wegen Teil (c) von Satz A.1 gilt
S(z) = −T (−z) = −
∫
[−α,∞)
1
t− (−z) qµ(dt)
=
∫
[−α,∞)
1
−t− z qµ(dt) =
∫
(−∞,α]
1
t− z µ(dt)
für alle z ∈ C \ (−∞, α]. 
Definition B.8 Sei α ∈ R. Weiterhin sei µ ∈ Mq≥((−∞, α]). Dann heißt die in Teil
(b) von Satz B.7 definierte Abbildung S Stieltjes-Transformierte von µ. Sei nun
umgekehrt S ∈ S0,q,(−∞,α]. Dann heißt das in Teil (a) von Satz B.7 definierte Maß µ
das zu S gehörige Stieltjes-Maß.
Das nachfolgende Resultat behandelt die Spalten- und Nullräume für die Funktions-
werte einer Matrixfunktion aus S0,q,(−∞,α]. Es stellt sich heraus, dass diese Räume sogar
konstant sind und mithilfe des zugehörigen Stieltjes-Maßes angegeben werden können.
Bemerkung B.9 Seien α ∈ R und S ∈ S0,q,(−∞,α]. Weiterhin bezeichne µ das zu S
gehörige Stieltjes-Maß ausMq≥((−∞, α]). Dann gelten
R(S(z)) = R(µ((−∞, α])) und N (S(z)) = N (µ((−∞, α]))
für alle z ∈ C \ (−∞, α].
Beweis: Sei qS : C \ [−α,∞) → Cq×q definiert gemäß qS(z) := −S(−z). Wegen Be-
merkung B.6 ist dann qS ∈ S0,q,[−α,∞). Sei τ das zu qS gehörige Stieltjes-Maß aus
Mq≥([−α,∞)). Wegen Teil (a) von Satz B.2 und Teil (a) von Satz B.7 gilt dann∫
[−α,∞)
1
t− z τ(dt) =
qS(z) = −S(−z)
= −
∫
(−∞,α]
1
t− (−z) µ(dt)
=
∫
(−∞,α]
1
−t− z µ(dt)
für alle z ∈ C \ [−α,∞). Hieraus folgt wegen Teil (c) von Satz A.1 sowie der Eindeu-
tigkeit von µ und τ dann τ = qµ. Hieraus folgen wegen der Linearität der Spalten- und
Nullräume sowie Bemerkung B.4 nun
R(S(z)) = R(−qS(−z)) = R(qS(−z)) = R(τ([−α,∞))) = R(µ((−∞, α]))
und
N (S(z)) = N (−qS(−z)) = N (qS(−z)) = N (τ([−α,∞))) = N (µ((−∞, α]))
für alle z ∈ C \ (−∞, α]. 
Wir kommen nun zur Stieltjes-Transformation für Maße auf dem Intervall [α, β], die in
Verbindung zum matriziellen Hausdorffschen Momentenproblem stehen.
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Bezeichnung B.10 Seien α, β ∈ R mit α < β. Dann bezeichne Rq[α, β] die Menge
aller in C \ [α, β] holomorphen q×q-Matrixfunktionen S mit
(i) Es gilt ImS(z) ≥ 0q×q für alle z ∈ Π+.
(ii) Es gilt S(x) ≥ 0q×q für alle x ∈ (−∞, α).
(iii) Es gilt −S(x) ≥ 0q×q für alle x ∈ (β,∞).
Satz B.11 ([α, β]-Stieltjes-Transformation) Seien α, β ∈ R mit α < β. Dann gel-
ten folgende Aussagen:
(a) Sei S ∈ Rq[α, β]. Dann existiert genau ein µ ∈Mq≥([α, β]) mit
S(z) =
∫
[α,β]
1
t− z µ(dt) (B.3)
für alle z ∈ C \ [α, β].
(b) Sei µ ∈ Mq≥([α, β]). Dann definiert S : C \ [α, β] → Cq×q gemäß (B.3) eine
wohldefinierte Matrixfunktion aus Rq[α, β].
Beweis: Siehe [16, Theorem 1.1].
Definition B.12 Seien α, β ∈ R mit α < β. Weiterhin sei µ ∈ Mq≥([α, β]). Dann
heißt die in Teil (b) von Satz B.11 definierte Abbildung S Stieltjes-Transformierte
von µ. Sei nun umgekehrt S ∈ Rq[α, β]. Dann heißt das in Teil (a) von Satz B.11
definierte Maß µ das zu S gehörige Stieltjes-Maß.
Durch die Stieltjes-Transformation erhalten wir einen Symmetrie-Effekt zwischen der
oberen und unteren offenen Halbebene von C für die Imaginärteile der für uns relevan-
ten Stieltjes-Transformierten.
Bemerkung B.13 Seien α, β ∈ R mit α < β. Dann gelten folgende Aussagen:
(a) Sei S ∈ S0,q,[α,∞). Dann gilt − ImS(z) ≥ 0q×q für alle z ∈ Π−.
(b) Sei S ∈ S0,q,(−∞,β]. Dann gilt ImS(z) ≥ 0q×q für alle z ∈ Π+.
(c) Sei S ∈ Rq[α, β]. Dann gilt − ImS(z) ≥ 0q×q für alle z ∈ Π−.
Beweis: Zu (a): Wegen Teil (a) von Satz B.2 existiert genau ein µ ∈Mq≥([α,∞)) mit
S(z) =
∫
[α,∞)
1
t− z µ(dt)
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für alle z ∈ C \ [α,∞). Wegen Lemma A.6 folgt hieraus dann
S∗(z) =
∫
[α,∞)
(
1
t− z
)
µ(dt) =
∫
[α,∞)
1
t− z µ(dt) = S(z) (B.4)
für alle z ∈ C \ [α,∞). Sei nun z ∈ Π−. Dann gelten z ∈ Π+ sowie wegen (B.4) und
S ∈ S0,q,[α,∞) (vergleiche Bezeichnung B.1) weiterhin
− ImS(z) = −1
2i
[S(z)− S∗(z)] = ImS∗(z) = ImS(z) ≥ 0q×q.
Zu (b): Wegen Teil (a) von Satz B.7 existiert genau ein µ ∈Mq≥((−∞, β]) mit
S(z) =
∫
(−∞,β]
1
t− z µ(dt)
für alle z ∈ C \ (−∞, β]. Wegen Lemma A.6 folgt hieraus dann
S∗(z) =
∫
(−∞,β]
(
1
t− z
)
µ(dt) =
∫
(−∞,β]
1
t− z µ(dt) = S(z) (B.5)
für alle z ∈ C \ (−∞, β]. Sei nun z ∈ Π+. Dann gelten z ∈ Π− und wegen (B.5) und
S ∈ S0,q,(−∞,β] (vergleiche Bezeichnung B.5) weiterhin
ImS(z) =
1
2i
[S(z)− S∗(z)] = − ImS∗(z) = − ImS(z) ≥ 0q×q.
Zu (c): Wegen Teil (a) von Satz B.11 existiert genau ein µ ∈Mq≥([α, β]) mit
S(z) =
∫
[α,β]
1
t− z µ(dt)
für alle z ∈ C \ [α, β]. Wegen Lemma A.6 folgt hieraus dann
S∗(z) =
∫
[α,β]
(
1
t− z
)
µ(dt) =
∫
[α,β]
1
t− z µ(dt) = S(z) (B.6)
für alle z ∈ C \ [α, β]. Sei nun z ∈ Π−. Dann gelten z ∈ Π+ und wegen (B.6) und
S ∈ Rq[α, β] (vergleiche Bezeichnung B.10) weiterhin
− ImS(z) = −1
2i
[S(z)− S∗(z)] = ImS∗(z) = ImS(z) ≥ 0q×q. 
Abschließend zeigen wir, wie wir für eine Funktion ausRq[α, β] Funktionen aus S0,q,[α,∞)
und S0,q,(−∞,β] gewinnen können und wie die zugehörigen Stieltjes-Maße aussehen.
Bemerkung B.14 Seien α, β ∈ R mit α < β und S : C \ [α, β]. Dann gelten folgende
Aussagen:
(a) Es sind folgende Aussagen äquivalent:
(i) Es gilt S ∈ Rq[α, β].
(ii) Es gelten Rstr.C\[α,∞) S ∈ S0,q,[α,∞) und Rstr.C\(−∞,β] S ∈ S0,q,(−∞,β].
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(a) Sei (i) erfüllt. Weiterhin seien µ ∈ Mq≥([α, β]) das zu S gehörige Stieltjes-Maß
und µ[α,∞) : B[α,∞) → Cq×q bzw. µ(−∞,β] : B(−∞,β] → Cq×q definiert gemäß
µ[α,∞)(A) := µ(A ∩ [α, β])
bzw.
µ(−∞,β](A) := µ(A ∩ [α, β]).
Dann gelten µ[α,∞) ∈Mq≥([α,∞)) sowie µ(−∞,β] ∈Mq≥((−∞, β]) und es ist µ[α,∞)
bzw. µ(−∞,β] das zu Rstr.C\[α,∞) S bzw. Rstr.C\(−∞,β] S gehörige Stieltjes-Maß.
Beweis: Zu (a): Sei zunächst (i) erfüllt. Hieraus (vergleiche Bezeichnung B.10) folgt
dann, dass S eine in C \ [α, β] holomorphe q×q-Matrixfunktion ist. Hieraus folgt nun,
dass Rstr.C\[α,∞) S eine in C \ [α,∞) bzw. Rstr.C\(−∞,β] S eine in C \ (−∞, β] holo-
morphe q×q-Matrixfunktion ist. Aus S ∈ Rq[α, β] (vergleiche Bezeichnung B.10) folgt
weiterhin
Im
[
Rstr.C\[α,∞) S(z)
]
= ImS(z) ≥ 0q×q
für alle z ∈ Π+ und
Rstr.C\[α,∞) S(x) = S(x) ≥ 0q×q
für alle x ∈ (−∞, α). Hieraus folgt nun Rstr.C\[α,∞) S ∈ Sq,[α,∞) (vergleiche Bezeich-
nung B.1). Wegen Teil (a) von Satz B.11 und Teil (b) von Bemerkung A.5 existiert
ein µ ∈Mq≥([α, β]) mit Spurmaß τ und
y
∣∣∣∣Rstr.C\[α,∞) S(iy) ∣∣∣∣S = y ||S(iy) ||S = y ∣∣∣∣∣∣∣∣ ∫
[α,β]
1
t− iy µ(dt)
∣∣∣∣∣∣∣∣
S
≤ 4qy
∫
[α,β]
∣∣∣∣ 1t− iy
∣∣∣∣ τ(dt) = 4qy ∫
[α,β]
1√
t2 + (−y)2 τ(dt)
≤ 4qy
∫
[α,β]
1
|y| τ(dt) = 4qτ([α, β])
für alle y ∈ [1,∞), also unter Beachtung, dass τ ein endliches Maß ist, folgt nun
sup
y∈[1,∞)
y
∣∣∣∣Rstr.C\[α,∞) S(iy) ∣∣∣∣S ≤ 4qτ([α, β]) <∞.
Hieraus folgt dann Rstr.C\[α,∞) S ∈ S0,q,[α,∞) (vergleiche Bezeichnung B.1). Wegen Teil
(c) von Bemerkung B.13 bzw. S ∈ Rq[α, β] (vergleiche Bezeichnung B.10) gilt
− Im [Rstr.C\(−∞,β] S(z)] = − ImS(z) ≥ 0q×q
für alle z ∈ Π− bzw.
−Rstr.C\(−∞,β] S(x) = −S(x) ≥ 0q×q
für alle x ∈ (β,∞). Hieraus folgt dann Rstr.C\(−∞,β] S ∈ Sq,(−∞,β] (vergleiche Bezeich-
nung B.5). Wegen Teil (a) von Satz B.11 und Teil (b) von Bemerkung A.5 existiert
ein µ ∈Mq≥([α, β]) mit Spurmaß τ und
− y ∣∣∣∣Rstr.C\(−∞,β] S(iy) ∣∣∣∣S = −y ||S(iy) ||S = −y ∣∣∣∣∣∣∣∣ ∫
[α,β]
1
t− iy µ(dt)
∣∣∣∣∣∣∣∣
S
229
C Einige Aussagen der Matrizentheorie
≤ −4qy
∫
[α,β]
∣∣∣∣ 1t− iy
∣∣∣∣ τ(dt) = −4qy ∫
[α,β]
1√
t2 + (−y)2 τ(dt)
≤ −4qy
∫
[α,β]
1
|y| τ(dt) = 4qτ([α, β])
für alle y ∈ (−∞,−1], also unter Beachtung, dass τ ein endliches Maß ist, folgt nun
sup
y∈(−∞,−1]
−y ∣∣∣∣Rstr.C\(−∞,β]) S(iy) ∣∣∣∣S ≤ 4qτ([α, β]) <∞.
Hieraus folgt dann Rstr.C\(−∞,β] S ∈ S0,q,(−∞,β] (vergleiche Bezeichnung B.5). Somit
gilt also (ii).
Sei nun umgekehrt (ii) erfüllt. Hieraus (vergleiche Bezeichnungen B.1 und B.5) folgt
dann, dass Rstr.C\[α,∞) S eine in C \ [α,∞) bzw. Rstr.C\(−∞,β] S eine in C \ (−∞, β]
holomorphe q×q-Matrixfunktion ist. Unter Beachtung von
C \ [α, β] = (C \ [α,∞)) ∪ (C \ (−∞, β])
folgt, dass S eine in C \ [α, β] holomorphe q×q-Matrixfunktion ist. Aus
Rstr.C\[α,∞) S ∈ S0,q,[α,∞) (vergleiche Bezeichnung B.1) folgt weiterhin
ImS(z) = Im
[
Rstr.C\[α,∞) S(z)
] ≥ 0q×q (B.7)
für alle z ∈ Π+ und
S(x) = Rstr.C\[α,∞) S(x) ≥ 0q×q (B.8)
für alle x ∈ (−∞, α). Aus Rstr.C\(−∞,β] S ∈ S0,q,(−∞,β] (vergleiche Bezeichnung B.5)
folgt weiterhin
−S(x) = −Rstr.C\(−∞,β] S(x) ≥ 0q×q (B.9)
für alle x ∈ (β,∞). Wegen (B.7), (B.8) und (B.9) folgt dann S ∈ Rq[α, β] (vergleiche
Bezeichnung B.10).
Zu (b): Wegen Teil (a) von Bemerkung A.4 gelten µ[α,∞) ∈ Mq≥([α,∞)) und
µ(−∞,β] ∈ Mq≥((−∞, β]). Wegen Teil (b) von Bemerkung A.4 und Definition B.12
gelten weiterhin∫
[α,∞)
1
t− z µ[α,∞)(dt) =
∫
[α,β]
1
t− z µ(dt) = S(z) = Rstr.C\[α,∞) S(z)
für alle z ∈ C \ [α,∞) und∫
(−∞,β]
1
t− z µ(−∞,β](dt) =
∫
[α,β]
1
t− z µ(dt) = S(z) = Rstr.C\(−∞,β] S(z)
für alle z ∈ C \ (−∞, β]. Hieraus folgt wegen Definition B.12 dann, dass µ[α,∞) bzw.
µ(−∞,β] das zu Rstr.C\[α,∞) S bzw. Rstr.C\(−∞,β] S gehörige Stieltjes-Maß ist. 
C Einige Aussagen der Matrizentheorie
In diesem Abschnitt geben wir einige ausgewählte Resultate der Matrizentheorie an.
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Zunächst betrachten wir zwei bestimmte Produkte von positiv hermiteschen Matrizen-
folgen, die für die in Kapitel 3 behandelten Zusammenhänge zwischen der α-Dyukarev-
Stieltjes-Parametrisierung und der α-Stieltjes-Parametrisierung von Wichtigkeit sind.
Lemma C.1 Seien κ ∈ N0 sowie (Xn)κn=0 bzw. (Xn)κ+1n=0 und (Yn)κn=0 Folgen aus Cq×q> .
Weiterhin seien
An :=
 n−→∏
j=0
XjY
−1
j
Yn
 n−→∏
j=0
XjY
−1
j
∗
für alle n ∈ Z0,κ und
Bn :=
X
−1
0 falls n = 0(−→∏n−1
j=0 X
−1
j Yj
)
X−1n
(−→∏n−1
j=0 X
−1
j Yj
)∗
falls n ≥ 1
für alle n ∈ Z0,κ bzw. n ∈ Z0,κ+1. Dann sind (An)κn=0 sowie (Bn)κn=0 bzw. (Bn)κ+1n=0
Folgen aus Cq×q> und es gelten
Xn =

B−10 falls n = 0(−→∏n−1
j=0 BjAj
)−∗
B−1n
(−→∏n−1
j=0 BjAj
)−1
falls n ≥ 1
für alle n ∈ Z0,κ bzw. n ∈ Z0,κ+1 sowie
Yn =
 n−→∏
j=0
BjAj
−∗An
 n−→∏
j=0
BjAj
−1
für alle n ∈ Z0,κ.
Beweis: Der Fall κ =∞ wurde in [35, Lemma 8.7] behandelt. Der Beweis im endlichen
Fall verläuft analog. 
Lemma C.2 Seien κ ∈ N0 sowie (An)κn=0 und (Bn)κn=0 bzw. (Bn)κ+1n=0 Folgen aus Cq×q> .
Weiterhin seien
Xn :=

B−10 falls n = 0(−→∏n−1
j=0 BjAj
)−∗
B−1n
(−→∏n−1
j=0 BjAj
)−1
falls n ≥ 1
für alle n ∈ Z0,κ bzw. n ∈ Z0,κ+1 und
Yn :=
 n−→∏
j=0
BjAj
−∗An
 n−→∏
j=0
BjAj
−1
für alle n ∈ Z0,κ. Dann sind (Xn)κn=0 bzw. (Xn)κ+1n=0 sowie (Yn)κn=0 Folgen aus Cq×q> und
es gelten
An =
 n−→∏
j=0
XjY
−1
j
Yn
 n−→∏
j=0
XjY
−1
j
∗
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für alle n ∈ Z0,κ sowie
Bn =
X
−1
0 falls n = 0(−→∏n−1
j=0 X
−1
j Yj
)
X−1n
(−→∏n−1
j=0 X
−1
j Yj
)∗
falls n ≥ 1
für alle n ∈ Z0,κ bzw. n ∈ Z0,κ+1.
Beweis: Der Fall κ =∞ wurde in [35, Lemma 8.5] behandelt. Der Beweis im endlichen
Fall verläuft analog. 
Unser nächstes Resultat behandelt Blockmatrizen in Verbindung mit dem Begriff der
nichtnegativen Hermitizität. Hierbei spielt das linke bzw. rechte Schurkomplement eine
tragende Rolle. Diese Aussage geht auf Albert [6] und Efimov/Potapov [30] zurück.
Lemma C.3 Seien A ∈ Cp×p, B ∈ Cp×q, C ∈ Cq×p, D ∈ Cq×q und
E :=
(
A B
C D
)
.
Dann sind folgende Aussagen äquivalent:
(i) Es gilt E ∈ C(p+q)×(p+q)≥ .
(ii) Es gelten A ∈ Cp×p≥ , AA+B = B, C = B∗ und D − CA+B ∈ Cq×q≥ .
(iii) Es gelten D ∈ Cq×q≥ , DD+C = C, B = C∗ und A−BD+C ∈ Cp×p≥ .
Beweis: Siehe [21, Lemma 1.1.9]. 
Aus Lemma C.3 lässt sich ein analoges Resultat für den positiv hermiteschen Fall
herleiten.
Lemma C.4 Seien A ∈ Cp×p, B ∈ Cp×q, C ∈ Cq×p, D ∈ Cq×q und
E :=
(
A B
C D
)
.
Dann sind folgende Aussagen äquivalent:
(i) Es gilt E ∈ C(p+q)×(p+q)> .
(ii) Es gelten A ∈ Cp×p> , C = B∗ und D − CA−1B ∈ Cq×q> .
(iii) Es gelten D ∈ Cq×q> , B = C∗ und A−BD−1C ∈ Cp×p> .
Beweis: Siehe [21, Lemma 1.1.9]. 
Abschließend widmen wir uns den Matrixintervallen bezüglich der Löwner-Halbordnung
und zeigen einen Zusammenhang zu Matrizenkreisen. Ein ähnliches Resultat findet man
in [39, Lemma 10.1].
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Bemerkung C.5 Seien A,B ∈ Cq×qH mit A ≤ B. Dann gelten folgende Aussagen:
(a) Es gilt
[A,B] =
{
A+
√
B − AK√B − A ∣∣ K ∈ [0q×q, Iq]}.
(b) Es gilt
[A,B] =
{
B −√B − AK√B − A ∣∣ K ∈ [0q×q, Iq]}.
Beweis: Zu (a): Seien zunächst K ∈ [0q×q, Iq] und X := A+
√
B − AK√B − A . Dann
gelten X ∈ Cq×qH sowie
X − A = √B − AK√B − A ≥ 0q×q
und
B −X = B − A−√B − AK√B − A = √B − A (Iq −K)
√
B − A ≥ 0q×q,
also X ∈ [A,B].
Seien nun X ∈ [A,B] und K := √B − A +(X − A)√B − A +. Dann gelten K ∈ Cq×qH
und
B − A ≥ X − A ≥ 0q×q, (C.1)
also K ≥ 0q×q. Aus (C.1) folgen weiterhin R(X − A) ⊆ R(B − A) und
N (B − A) ⊆ N (X − A). Hieraus folgt dann√
B − AK√B − A = √B − A√B − A +(X − A)√B − A +√B − A = X − A,
also X = A +
√
B − AK√B − A . Sei PR(√B−A ) die Orthoprojektionsmatrix von Cq
auf R(√B − A ). Dann gelten PR(√B−A ) =
√
B − A√B − A + und PR(√B−A ) ≤ Iq.
Hieraus folgt wegen (C.1) und der Definition der Moore-Penrose-Inverse nun
K ≤ √B − A +(B − A)√B − A + = √B − A√B − A + ≤ Iq,
also K ∈ [0q×q, Iq].
Zu (b): Seien zunächst K ∈ [0q×q, Iq] und X := B −
√
B − AK√B − A . Dann gelten
X ∈ Cq×qH sowie
B −X = √B − AK√B − A ≥ 0q×q
und
X − A = B − A−√B − AK√B − A = √B − A (Iq −K)
√
B − A ≥ 0q×q,
also X ∈ [A,B].
Seien nun X ∈ [A,B] und K := √B − A +(B −X)√B − A +. Dann gelten K ∈ Cq×qH
und
B − A ≥ B −X ≥ 0q×q, (C.2)
also K ≥ 0q×q. Aus (C.2) folgen weiterhin R(B − X) ⊆ R(B − A) und
N (B − A) ⊆ N (B −X). Hieraus folgt dann√
B − AK√B − A = √B − A√B − A +(B −X)√B − A +√B − A = B −X,
233
D Einige Aussagen der J -Theorie
also X = B −√B − AK√B − A . Sei PR(√B−A ) die Orthoprojektionsmatrix von Cq
auf R(√B − A ). Dann gelten PR(√B−A ) =
√
B − A√B − A + und PR(√B−A ) ≤ Iq.
Hieraus folgt wegen (C.2) und der Definition der Moore-Penrose-Inverse nun
K ≤ √B − A +(B − A)√B − A + = √B − A√B − A + ≤ Iq,
also K ∈ [0q×q, Iq]. 
D Einige Aussagen der J -Theorie
In diesem Abschnitt stellen wir einige für unsere Betrachtungen bedeutsame Resultate
der J-Theorie zusammen.
Zuerst führen wir den Begriff der Signaturmatrix ein und wollen dann die Definitionen
von kontraktiven, expansiven und unitären Matrizen mithilfe der Signaturmatrizen
verallgemeinern. Detailliertere Ausführungen hierzu findet man z. B. in [21, Chapter
1.3.].
Definition D.1 Sei J ∈ Cp×p. Dann heißt J p×p-Signaturmatrix, falls J = J∗ und
J2 = Ip erfüllt sind.
Aus Definition D.1 erkennt man sogleich, dass die Einheitsmatrix Ip eine p×p-Signa-
turmatrix ist.
Definition D.2 Seien J eine p×p-Signaturmatrix und A ∈ Cp×p.
(a) A heißt J-kontraktiv bzw. J-expansiv, falls J − A∗JA ≥ 0p×p bzw.
A∗JA− J ≥ 0p×p erfüllt ist.
(b) A heißt J-unitär, falls J − A∗JA = 0p×p erfüllt ist.
Es sei bemerkt, dass man in Definition D.2 mit der Setzung J = Iq die Definitionen
für kontraktive, expansive und unitäre Matrizen erhält. Wir betrachten nun einige
grundlegende Eigenschaften für die so eben eingeführten Begriffe.
Bemerkung D.3 Seien J eine p×p-Signaturmatrix und A,B ∈ Cp×p. Dann gelten
folgende Aussagen:
(a) Es sind folgende Aussagen äquivalent:
(i) A ist J-kontraktiv bzw. J-expansiv.
(ii) A∗ ist J-kontraktiv bzw. J-expansiv.
(b) Sei A regulär. Dann sind folgende Aussagen äquivalent:
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(iii) A ist J-kontraktiv.
(iv) A−1 ist J-expansiv.
(c) Sei A J-unitär. Dann ist A regulär sowie A∗ und A−1 J-unitär.
(d) Seien A und B J-kontraktiv bzw. J-expansiv bzw. J-unitär. Dann ist AB J-
kontraktiv bzw. J-expansiv bzw. J-unitär.
Beweis: Zu (a): Siehe Teile (a) und (c) von [21, Theorem 1.3.3].
Zu (b): Siehe Teil (a) und (b) von [21, Lemma 1.3.15].
Zu (c): Siehe Teil (e) von [21, Theorem 1.3.3] und Teil (c) von [21, Lemma 1.3.15].
Zu (d): Siehe [21, Lemma 1.3.13]. 
In dieser Arbeit verwenden wir oftmals folgende speziell für unser Vorgehen relevante
Signaturmatrix.
Beispiel D.4 Sei
J˜q :=
(
0q×q −iIq
iIq 0q×q
)
.
Dann ist J˜q eine 2q×2q-Signaturmatrix und es gilt(
A
B
)∗ (−J˜q)(AB
)
= 2 Im [B∗A]
für alle A,B ∈ Cq×q.
Beweis: Aus der Definition von J˜q folgen sogleich J˜q = J˜∗q und J˜
2
q = I2q. Somit ist
wegen Definition D.1 dann J˜q eine 2q×2q-Signaturmatrix. Weiterhin gilt(
A
B
)∗ (−J˜q)(AB
)
=
(
A
B
)∗(
iB
−iA
)
= iA∗B − iB∗A = 1
i
[B∗A− A∗B] = 2 Im [B∗A]
für alle A,B ∈ Cq×q. 
Wir betrachten nun gewisse Blockmatrizen von Dreiecksgestalt und deren Verhalten
im Bezug zur so eben eingeführten Signaturmatrix J˜q (vergleiche [16, Remark 6.6]).
Bemerkung D.5 Seien A ∈ Cq×q sowie
M1 :=
(
Iq 0q×q
A Iq
)
und M2 :=
(
Iq A
0q×q Iq
)
.
Dann gelten folgende Aussagen:
(a) Es gilt M∗1 J˜qM1 = J˜q + diag(i(A
∗ − A), 0q×q).
(b) Es gilt M∗2 J˜qM2 = J˜q + diag(0q×q, i(A− A∗)).
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(c) Es sind folgende Aussagen äquivalent:
(i) Es gilt A∗ = A.
(ii) M1 ist J˜q-unitär.
(iii) M2 ist J˜q-unitär.
Beweis: Zu (a): Es gilt
M∗1 J˜qM1 =
(
Iq A
∗
0q×q Iq
)(−iA −iIq
iIq 0q×q
)
=
(
i(A∗ − A) −iIq
iIq 0q×q
)
= J˜q + diag(i(A
∗ − A), 0q×q).
Zu (b): Es gilt
M∗2 J˜qM2 =
(
Iq 0q×q
A∗ Iq
)(
0q×q −iIq
iIq iA
)
=
(
0q×q −iIq
iIq i(A− A∗)
)
= J˜q + diag(0q×q, i(A− A∗)).
Zu (c): Dies folgt wegen Beispiel D.4 und Teil (b) von Definition D.2 sogleich aus (a)
und (b). 
Wir kommen nun auf eine weitere Signaturmatrix zu sprechen, welche in dieser Arbeit
von Bedeutung ist.
Beispiel D.6 Sei
Jq :=
(
0q×q −Iq
−Iq 0q×q
)
.
Dann ist Jq eine 2q×2q-Signaturmatrix und es gilt(
A
B
)∗
(−Jq)
(
A
B
)
= 2 Re [B∗A]
für alle A,B ∈ Cq×q.
Beweis: Aus der Definition von Jq folgen sogleich Jq = J∗q und J
2
q = I2q. Somit ist
wegen Definition D.1 dann Jq eine 2q×2q-Signaturmatrix. Weiterhin gilt(
A
B
)∗
(−Jq)
(
A
B
)
=
(
A
B
)∗(
B
A
)
= A∗B +B∗A = 2 Re [B∗A]
für alle A,B ∈ Cq×q. 
Folgend betrachten wir ein Analogon von Bemerkung D.5 für die so eben eingeführte
Signaturmatrix Jq.
Bemerkung D.7 Seien A ∈ Cq×q sowie
M1 :=
(
Iq 0q×q
A Iq
)
und M2 :=
(
Iq A
0q×q Iq
)
.
Dann gelten folgende Aussagen:
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(a) Es gilt M∗1JqM1 = Jq − diag(A+ A∗, 0q×q).
(b) Es gilt M∗2JqM2 = Jq − diag(0q×q, A+ A∗).
(c) Es sind folgende Aussagen äquivalent:
(i) Es gilt A ∈ Cq×q≥ .
(ii) M1 ist Jq-kontraktiv.
(iii) M2 ist Jq-kontraktiv.
Beweis: Zu (a): Es gilt
M∗1JqM1 =
(
Iq A
∗
0q×q Iq
)(−A −Iq
−Iq 0q×q
)
=
(−A− A∗ −Iq
−Iq 0q×q
)
= Jq − diag(A+ A∗, 0q×q).
Zu (b): Es gilt
M∗2JqM2 =
(
Iq 0q×q
A∗ Iq
)(
0q×q −Iq
−Iq −A
)
=
(
0q×q −Iq
−Iq −A∗ − A
)
= Jq − diag(0q×q, A+ A∗).
Zu (c): Wegen (a) bzw. (b) gilt
Jq −M∗1JqM1 = diag(A+ A∗, 0q×q)
bzw.
Jq −M∗2JqM2 = diag(0q×q, A+ A∗).
Hieraus folgt wegen Beispiel D.6 und Teil (a) von Definition D.2 dann die Behauptung.

Wir kommen nun auf eine letzte Signaturmatrix zu sprechen, die in dieser Arbeit
Verwendung findet.
Beispiel D.8 Sei jqq := diag(Iq,−Iq). Dann ist jqq eine 2q×2q-Signaturmatrix.
Beweis: Aus der Definition von jqq folgen sogleich jqq = j∗qq und j
2
qq = I2q. Somit ist
wegen Definition D.1 dann jqq eine 2q×2q-Signaturmatrix. 
Folgende Definition verallgemeinert den Begriff der J-kontraktiven, J-expansiven und
J-unitären Matrizen unter Verwendung einer zweiten Signaturmatrix.
Definition D.9 Seien J (1) und J (2) jeweils eine p×p-Signaturmatrix sowie A ∈ Cp×p.
(a) A heißt J(2)-J(1)-kontraktiv bzw. J(2)-J(1)-expansiv, falls J (2)−A∗J (1)A ≥ 0p×p
bzw. A∗J (1)A− J (2) ≥ 0p×p erfüllt ist.
(b) A heißt J(2)-J(1)-unitär, falls J (2) − A∗J (1)A = 0p×p erfüllt ist.
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Nimmt man in Definition D.9 die Setzung J (1) = J (2) vor, so erhält man die Begriffsbil-
dungen aus Definition D.2. Wir betrachten nun zwei spezielle Resultate für die so eben
eingeführten Begriffsbildungen, die die in Kapitel 6 vorliegende Situation umfassen.
Bemerkung D.10 Sei
E :=
1√
2
(−iIq iIq
Iq Iq
)
.
Dann gelten folgende Aussagen:
(a) Es ist E unitär.
(b) Es gilt jqq = E∗J˜qE.
(c) Seien A ∈ C2q×2q und B := AE. Dann gelten folgende Aussagen:
(c1) Es gilt
jqq −B∗J˜qB = E∗
(
J˜q − A∗J˜qA
)
E.
(c2) Es ist B genau dann jqq-J˜q-kontraktiv bzw. jqq-J˜q-expansiv, wenn A eine
J˜q-kontraktive bzw. J˜q-expansive Matrix ist.
(c3) Es ist B genau dann jqq-J˜q-unitär, wenn A eine J˜q-unitäre Matrix ist.
Beweis: Zu (a): Es gilt
E∗E =
1√
2
(
iIq Iq
−iIq Iq
)
1√
2
(−iIq iIq
Iq Iq
)
=
1
2
(
2Iq 0q×q
0q×q 2Iq
)
= I2q×2q,
also ist E unitär.
Zu (b): Es gilt
E∗J˜qE =
1√
2
(
iIq Iq
−iIq Iq
)(
0q×q −iIq
iIq 0q×q
)
1√
2
(−iIq iIq
Iq Iq
)
=
1
2
(
iIq Iq
−iIq Iq
)(−iIq −iIq
Iq −Iq
)
=
1
2
(
2Iq 0q×q
0q×q −2Iq
)
= jqq.
Zu (c1): Wegen (b) gilt
E∗
(
J˜q − A∗J˜qA
)
E = E∗J˜qE − (AE)∗J˜qAE = jqq −B∗J˜qB.
Zu (c2): Dies folgt wegen (a) und (c1) aus Beispiel D.4, Beispiel D.8, Teil (a) von
Definition D.2 und Teil (a) von Definition D.9.
Zu (c3): Dies folgt wegen (a) und (c1) aus Beispiel D.4, Beispiel D.8, Teil (b) von
Definition D.2 und Teil (b) von Definition D.9. 
Bemerkung D.11 Sei
E˜ :=
1√
2
(−iIq −iIq
−Iq Iq
)
.
Dann gelten folgende Aussagen:
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(a) Es ist E˜ unitär.
(b) Es gilt jqq = E˜∗J˜qE˜.
(c) Seien A ∈ C2q×2q und B := AE˜. Dann gelten folgende Aussagen:
(c1) Es gilt
jqq −B∗J˜qB = E˜∗
(
J˜q − A∗J˜qA
)
E˜.
(c2) Es ist B genau dann jqq-J˜q-kontraktiv bzw. jqq-J˜q-expansiv, wenn A eine
J˜q-kontraktive bzw. J˜q-expansive Matrix ist.
(c3) Es ist B genau dann jqq-J˜q-unitär, wenn A eine J˜q-unitäre Matrix ist.
Beweis: Zu (a): Es gilt
E˜∗E˜ =
1√
2
(
iIq −Iq
iIq Iq
)
1√
2
(−iIq −iIq
−Iq Iq
)
=
1
2
(
2Iq 0q×q
0q×q 2Iq
)
= I2q×2q,
also ist E unitär.
Zu (b): Es gilt
E˜∗J˜qE˜ =
1√
2
(
iIq −Iq
iIq Iq
)(
0q×q −iIq
iIq 0q×q
)
1√
2
(−iIq −iIq
−Iq Iq
)
=
1
2
(
iIq −Iq
iIq Iq
)(
iIq −iIq
Iq Iq
)
=
1
2
(
2Iq 0q×q
0q×q −2Iq
)
= jqq.
Zu (c1): Wegen (b) gilt
E˜∗
(
J˜q − A∗J˜qA
)
E˜ = E˜∗J˜qE˜ − (AE˜)∗J˜qAE˜ = jqq −B∗J˜qB.
Zu (c2): Dies folgt wegen (a) und (c1) aus Beispiel D.4, Beispiel D.8, Teil (a) von
Definition D.2 und Teil (a) von Definition D.9.
Zu (c3): Dies folgt wegen (a) und (c1) aus Beispiel D.4, Beispiel D.8, Teil (b) von
Definition D.2 und Teil (b) von Definition D.9. 
E Einige Aussagen über ganze Funktionen aus
J -Potapov-Klassen bezüglich Halbebenen
In diesem Anhang betrachten wir ganze Matrixfunktionen, welche in spezieller Weise
mit Signaturmatrizen verknüpft sind. Derartige Matrixfunktionen wurden systematisch
von V.P. Potapov untersucht, welcher in [67] ein tiefliegendes Faktorisierungstheorem
für Funktionen dieser Klasse formulierte.
Wir kommen nun zur Definition der Potapov-Funktion bezüglich der Halbebene Π+
und betrachten anschließend einige grundlegende Eigenschaften.
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Definition E.1 Seien J eine p×p-Signaturmatrix und W eine in C holomorphe p×p-
Matrixfunktion.
(a) Es heißt W J-Potapov-Funktion bezüglich Π+, falls W (z) für alle z ∈ Π+ eine
J-kontraktive Matrix ist. Mit PJ(Π+) bezeichnen wir die Menge aller J-Potapov-
Funktionen bezüglich Π+.
(b) Sei W ∈ PJ(Π+). Dann heißt W J-innere Funktion aus PJ(Π+), falls W (x)
für alle x ∈ R eine J-unitäre Matrix ist. Mit P˜J(Π+) bezeichnen wir die Menge
aller J-inneren Funktionen aus PJ(Π+).
Lemma E.2 Seien J eine p×p-Signaturmatrix und W ∈ P˜J(Π+). Dann gelten fol-
gende Aussagen:
(a) Sei z ∈ C. Dann ist W (z) regulär und es gilt W−1(z) = JW ∗(z)J .
(b) Seien z, ω ∈ C. Dann gilt
J −W−∗(z)JW−1(ω) = J [J −W (z)JW ∗(ω)] J.
(c) Sei z ∈ Π−. Dann ist W (z) eine J-expansive Matrix.
(d) Sei z ∈ C \ R. Dann gilt
W ∗(z)JW (z)− J
i(z − z) ≥ 0p×p.
Beweis: Zu (a): Siehe Teil (a) von [16, Lemma 5.1].
Zu (b): Wegen Definition D.1 und (a) gilt
J [J −W (z)JW ∗(ω)] J = J − JW (z)JW ∗(ω)J
= J − [JW (z)J ] J [JW ∗(ω)J ]
= J −W−∗(z)JW−1(ω).
Zu (c): Dies folgt unter Beachtung von Teil (a) von Definition D.2 aus Teil (b) von [16,
Lemma 5.1].
Zu (d): Siehe Teil (c) von [16, Lemma 5.1]. 
Lemma E.2 erlaubt uns folgende Schlussfolgerung speziell für Matrixpolynome.
Folgerung E.3 Seien J eine p×p-Signaturmatrix und W ∈ P˜J(Π+) ein p×p-Matrix-
polynom. Dann ist detW eine konstante Funktion auf C und deren Wert von Null
verschieden.
Beweis: DaW ein p×p-Matrixpolynom ist, ist detW ein skalares Matrixpolynom. We-
gen Teil (a) von Lemma E.2 verschwindet detW nirgends in C. Der Fundamentalsatz
der Algebra liefert dann, dass detW eine konstante Funktion auf C ist. 
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Folgendes Resultat veranschaulicht die Multiplikativität der in Definition E.1 einge-
führten Klassen von ganzen Matrixfunktionen.
Bemerkung E.4 Seien J eine p×p-Signaturmatrix sowie W1 und W2 Funktionen aus
PJ(Π+) bzw. P˜J(Π+). Dann ist auch W1W2 eine Funktion aus PJ(Π+) bzw. P˜J(Π+).
Beweis: Dies folgt sogleich aus Teil (d) von Bemerkung D.3 und Definition E.1. 
Wir kommen nun zur Definition der Potapov-Funktion bezüglich der Halbebene Cα,−
für beliebige reelle α.
Definition E.5 Seien α ∈ R, J eine p×p-Signaturmatrix und W eine in C holomor-
phe p×p-Matrixfunktion.
(a) Es heißt W J-Potapov-Funktion bezüglich Cα,−, falls W (z) für alle z ∈ Cα,−
eine J-kontraktive Matrix ist. Mit PJ(Cα,−) bezeichnen wir die Menge aller J-
Potapov-Funktionen bezüglich Cα,−.
(b) SeiW ∈ PJ(Cα,−). Dann heißtW J-innere Funktion aus PJ(Cα,−), fallsW (z)
für alle z ∈ C mit Re z = α eine J-unitäre Matrix ist. Mit P˜J(Cα,−) bezeichnen
wir die Menge aller J-inneren Funktionen aus PJ(Cα,−).
Bemerkung E.6 Seien α ∈ R, J eine p×p-Signaturmatrix sowie W1 und W2 Funk-
tionen aus PJ(Cα,−) bzw. P˜J(Cα,−). Dann ist auch W1W2 eine Funktion aus PJ(Cα,−)
bzw. P˜J(Cα,−).
Beweis: Dies folgt sogleich aus Teil (d) von Bemerkung D.3 und Definition E.5. 
Wir wollen nun den Begriff der Potapov-Funktionen bezüglich Π+ aus Definition E.1
erweitern, indem wir statt nur einer Signaturmatrix nun zwei verwenden werden. Diese
Überlegung basiert auf die in Definition D.9 eingeführten Begriffsbildungen.
Definition E.7 Seien J (1) und J (2) jeweils eine p×p-Signaturmatrix sowie W eine in
C holomorphe p×p-Matrixfunktion.
(a) Es heißt W J(2)-J(1)-Potapov-Funktion bezüglich Π+, falls W (z) für alle
z ∈ Π+ eine J (2)-J (1)-kontraktive Matrix ist. Mit PJ(2),J(1)(Π+) bezeichnen wir
die Menge aller J (2)-J (1)-Potapov-Funktionen bezüglich Π+.
(b) Sei W ∈ PJ(2),J(1)(Π+). Dann heißt W J(2)-J(1)-innere Funktion aus
PJ(2),J(1)(Π+), falls W (x) für alle x ∈ R eine J (2)-J (1)-unitäre Matrix ist. Mit
P˜J(2),J(1)(Π+) bezeichnen wir die Menge aller J (2)-J (1)-inneren Funktionen aus
PJ(2),J(1)(Π+).
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Nimmt man in Definition E.7 die Setzung J (1) = J (2) vor, so erhält man die Begriffsbil-
dungen aus Definition E.1. Wir betrachten nun ein spezielles Resultat für die so eben
eingeführten Begriffsbildungen, das die in Kapitel 6 vorliegende Situation umfasst.
Bemerkung E.8 Sei W1 eine in C holomorphe 2q×2q-Matrixfunktion. Dann gelten
folgende Aussagen:
(a) Seien
E :=
1√
2
(−iIq iIq
Iq Iq
)
und W2 := W1E. Dann gelten folgende Aussagen:
(a1) Es ist W1 ∈ PJ˜q(Π+) genau dann, wenn W2 ∈ Pjqq ,J˜q(Π+) erfüllt ist.
(a2) Es ist W1 ∈ P˜J˜q(Π+) genau dann, wenn W2 ∈ P˜jqq ,J˜q(Π+) erfüllt ist.
(b) Seien
E˜ :=
1√
2
(−iIq −iIq
−Iq Iq
)
und W2 := W1E˜. Dann gelten folgende Aussagen:
(b1) Es ist W1 ∈ PJ˜q(Π+) genau dann, wenn W2 ∈ Pjqq ,J˜q(Π+) erfüllt ist.
(b2) Es ist W1 ∈ P˜J˜q(Π+) genau dann, wenn W2 ∈ P˜jqq ,J˜q(Π+) erfüllt ist.
Beweis: Zu (a): Dies folgt unter Beachtung von Definition E.1 und Definition E.7 aus
Beispiel D.4, Beispiel D.8 sowie den Teilen (c2) und (c3) von Bemerkung D.10.
Zu (b): Dies folgt unter Beachtung von Definition E.1 und Definition E.7 aus Bei-
spiel D.4, Beispiel D.8 sowie den Teilen (c2) und (c3) von Bemerkung D.11. 
F Einige Aussagen über Stieltjes-Paare von
meromorphen Matrixfunktionen
ImMittelpunkt dieses Anhangs steht die Diskussion spezieller Klassen geordneter Paare
von meromorphen Matrixfunktionen, welche in dieser Arbeit die Rolle der Parameter-
menge bei der Parametrisierung der Lösungsmenge eines nichtdegenerierten matriziel-
len Momentenproblems vom α-Stieltjes-Typ spielen (vergleiche Kapitel 4).
Zunächst führen wir den Begriff des q×q-Stieltjes-Paares in C\ [α,∞) ein. Eine grund-
legende Beschreibung dieses Themas findet man z. B. in [61, Kapitel 10].
Definition F.1 Sei α ∈ R.
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(a) Seien φ und ψ in C \ [α,∞) meromorphe q×q-Matrixfunktionen. Dann heißt (φ
ψ
)
q×q-Stieltjes-Paar in C\[α,∞), falls eine diskrete Teilmenge D von C\[α,∞)
existiert mit
(i) φ und ψ sind in C \ ([α,∞) ∪ D) holomorph.
(ii) Es gilt rank
(
φ(z)
ψ(z)
)
= q für alle z ∈ C \ ([α,∞) ∪ D).
(iii) Es gelten (
(z − α)φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)
ψ(z)
)
≥ 0q×q
und (
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ C \ (R ∪ D).
Mit P(q,q)−J˜q ,≥(C,[α,∞)) bezeichnen wir die Menge aller q×q-Stieltjes-Paare in
C \ [α,∞). Gelten (i)-(iii) sogar für D = ∅, so schreiben wir (φ
ψ
) ∈ P̂(q,q)−J˜q ,≥(C,
[α,∞)).
(b) Sei
(
φ
ψ
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)). Dann heißt das Paar (φψ) eigentlich, falls detψ
nicht die Nullfunktion ist.
Im Folgenden wollen wir nun eine Äquivalenzrelation auf P(q,q)−J˜q ,≥(C,[α,∞)) einführen.
Hierfür benötigen wir zunächst noch folgendes Lemma (vergleiche [60, Lemma 1.11]).
Lemma F.2 Seien α ∈ R und (φ
ψ
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)). Weiterhin sei g eine in
C \ [α,∞) meromorphe q×q-Matrixfunktion derart, dass det g nicht die Nullfunktion
ist. Dann gilt
(
φg
ψg
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)).
Beweis: Sei D die gemäß Teil (a) von Definition F.1 existierende diskrete Teilmenge von
C\ [α,∞). Da det g nicht die Nullfunktion ist, existiert unter Beachtung des Identitäts-
satzes für meromorphe Funktionen (vergleiche z. B. im skalaren Fall [68, Satz 10.3.2];
im matriziellen Fall betrachtet man die einzelnen Einträge der Matrixfunktion) eine
diskrete Teilmenge D1 von C \ [α,∞) mit det g(z) 6= 0 für alle z ∈ C \ ([α,∞) ∪ D1).
Sei D2 := D∪D1. Dann kann man sich leicht davon überzeugen, dass die Bedingungen
(i)-(iv) von Teil (a) von Definition F.1 für das Paar
(
φg
ψg
)
und der diskreten Teilmenge
D2 erfüllt sind. 
Lemma F.2 bringt uns nun auf folgende Definition.
Definition F.3 Seien α ∈ R und (φ1
ψ1
)
,
(
φ2
ψ2
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)). Dann heißen (φ1ψ1)
und
(
φ2
ψ2
)
äquivalent, falls eine in C \ [α,∞) meromorphe q×q-Matrixfunktion g und
eine diskrete Teilmenge D von C \ [α,∞) existieren mit
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(i) φ1, ψ1, φ2, ψ2 und g sind in C \ ([α,∞) ∪ D) holomorph.
(ii) Es gelten det g(z) 6= 0 und (
φ2(z)
ψ2(z)
)
=
(
φ1(z)
ψ1(z)
)
g(z)
für alle z ∈ C \ ([α,∞) ∪ D).
Man kann sich leicht davon überzeugen, dass folgende Bemerkung richtig ist (vergleiche
auch [61, Bemerkung 10.12]).
Bemerkung F.4 Der gemäß Definition F.3 definierte Äquivalenzbegriff ist eine Äqui-
valenzrelation auf P(q,q)−J˜q ,≥(C,[α,∞)). Mit 〈
(
φ
ψ
)〉 bezeichnen wir die durch (φψ) ∈ P(q,q)−J˜q ,≥(C,
[α,∞)) erzeugte Äquivalenzklasse.
Wir zeigen nun, dass die in Teil (a) von Definition F.1 eingeführte Klasse von q×q-
Stieltjes-Paaren in C \ [α,∞) als eine projektive Erweiterung der Funktionenklasse
Sq,[α,∞) (vergleiche Bezeichnung B.1) aufgefasst werden kann (vergleiche Teil (a) mit
[61, Lemma 10.16]).
Bemerkung F.5 Sei α ∈ R. Dann gelten folgende Aussagen:
(a) Sei S ∈ Sq,[α,∞). Weiterhin bezeichne I die in C\[α,∞) konstante Matrixfunktion
mit dem Wert Iq. Dann ist
(
S
I
)
ein eigentliches Paar aus P̂(q,q)−J˜q ,≥(C,[α,∞)).
(b) Seien S1, S2 ∈ Sq,[α,∞) so beschaffen, dass die Paare
(
S1
I
)
und
(
S2
I
)
äquivalent
sind. Dann gilt S1 = S2.
Beweis: Zu (a): Wegen [37, Proposition 4.4] gelten
(i) Es ist S in C \ [α,∞) holomorph.
(ii) Es gilt ImS(z) ≥ 0q×q für alle z ∈ Π+.
(iii) Es gilt − ImS(z) ≥ 0q×q für alle z ∈ Π−.
Wegen (ii), (iii) und Beispiel D.4 gilt dann(
S(z)
Iq
)∗( −J˜q
2 Im z
)(
S(z)
Iq
)
=
1
Im z
ImS(z) ≥ 0q×q (F.1)
für alle z ∈ C \ R. Wegen Beispiel D.4 und [37, Lemma 4.2] gilt weiterhin(
(z − α)S(z)
Iq
)∗( −J˜q
2 Im z
)(
(z − α)S(z)
Iq
)
=
1
Im z
Im [(z − α)S(z)] ≥ 0q×q (F.2)
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für alle z ∈ C \ R. Offensichtlich ist I in C \ [α,∞) holomorph und rank I(z) = q für
alle z ∈ C \ [α,∞). Hieraus folgt wegen (i), (F.1), (F.2) und Definition F.1 dann, dass(
S
I
)
ein eigentliches Paar aus P̂(q,q)−J˜q ,≥(C,[α,∞)) ist.
Zu (b): Wegen S1, S2 ∈ Sq,[α,∞) (vergleiche Bezeichnung B.1) sind S1 und S2 in
C \ [α,∞) holomorph. Wegen (a) und Definition F.3 existiert eine in C \ [α,∞) mero-
morphe q×q-Matrixfunktion g und eine diskrete Teilmenge D von C \ [α,∞) mit
(iv) g ist in C \ ([α,∞) ∪ D) holomorph.
(v) Es gelten det g(z) 6= 0 und (
S2(z)
Iq
)
=
(
S1(z)
Iq
)
g(z)
für alle z ∈ C \ ([α,∞) ∪ D).
Aus (v) folgt sogleich g(z) = Iq für alle z ∈ C \ ([α,∞) ∪ D) und somit S2(z) = S1(z)
für alle z ∈ C \ ([α,∞) ∪ D). Wegen des Identitätssatzes für meromorphe Funktionen
(vergleiche z. B. im skalaren Fall [68, Satz 10.3.2]; im matriziellen Fall betrachtet man
die einzelnen Einträge der Matrixfunktion) folgt nun S2 = S1. 
Wir betrachten nun den umgekehrten Fall von Bemerkung F.5, indem wir aus einem
gegebenen q×q-Stieltjes-Paar in C \ [α,∞) eine zu Sq,[α,∞) gehörige Matrixfunktion
konstruieren (vergleiche [61, Lemma 10.18]).
Bemerkung F.6 Seien α ∈ R und (φ
ψ
)
ein eigentliches Paar aus P(q,q)−J˜q ,≥(C,[α,∞)).
Dann gelten folgende Aussagen:
(a) Bezeichne I die in C \ [α,∞) konstante Matrixfunktion mit dem Wert Iq. Dann
ist
(
φψ−1
I
)
ein eigentliches Paar aus P(q,q)−J˜q ,≥(C,[α,∞)), welches zu
(
φ
ψ
)
äquivalent
ist.
(b) Es gilt φψ−1 ∈ Sq,[α,∞).
Beweis: Zu (a): Unter Beachtung von
(
φψ−1
I
)
=
(
φ
ψ
)
ψ−1 gilt wegen Lemma F.2, Teil
(b) von Definition F.1 sowie rank I(z) = q für alle z ∈ C \ [α,∞), dass (φψ−1I ) ein
eigentliches Paar aus P(q,q)−J˜q ,≥(C,[α,∞)) ist, und wegen Definition F.3 weiterhin, dass(
φψ−1
I
)
äquivalent ist zu
(
φ
ψ
)
.
Zu (b): Wegen (a) und Teil (a) von Definition F.1 existiert eine diskrete Teilmenge D
von C \ [α,∞) mit
(i) φψ−1 ist in C \ ([α,∞) ∪ D) holomorph.
245
F Einige Aussagen über Stieltjes-Paare von meromorphen Matrixfunktionen
(ii) Es gelten(
(z − α)φ(z)ψ−1(z)
Iq
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)ψ−1(z)
Iq
)
≥ 0q×q
und (
φ(z)ψ−1(z)
Iq
)∗( −J˜q
2 Im z
)(
φ(z)ψ−1(z)
Iq
)
≥ 0q×q
für alle z ∈ C \ (R ∪ D).
Aus Beispiel D.4 und (ii) folgt dann
1
Im z
Im
[
φ(z)ψ−1(z)
] ≥ 0q×q
für alle z ∈ C \ (R ∪ D). Hieraus folgen dann
Im
[
φ(z)ψ−1(z)
] ≥ 0q×q (F.3)
für alle z ∈ Π+ \ D und
− Im [φ(z)ψ−1(z)] ≥ 0q×q (F.4)
für alle z ∈ Π− \ D. Wegen Beispiel D.4 und (ii) gilt weiterhin
α− Re z
Im z
Im
[
φ(z)ψ−1(z)
]
= (α− Re z)
(
φ(z)ψ−1(z)
Iq
)∗( −J˜q
2 Im z
)(
φ(z)ψ−1(z)
Iq
)
≥ 0q×q (F.5)
für alle z ∈ Cα,− \ (R ∪ D). Unter Beachtung von
Im [zA] = Re z ImA+ Im zReA
für beliebige z ∈ C und A ∈ Cq×q (vergleiche z. B. [71, Bemerkung A.23]) gilt wegen
(F.5), Beispiel D.4 und (ii) dann
Re
[
φ(z)ψ−1(z)
]
=
1
Im z
Im
[
zφ(z)ψ−1(z)
]− Re z
Im z
Im
[
φ(z)ψ−1(z)
]
=
1
Im z
Im
[
zφ(z)ψ−1(z)
]
+
α− Re z
Im z
Im
[
φ(z)ψ−1(z)
]− α
Im z
Im
[
φ(z)ψ−1(z)
]
≥ 1
Im z
Im
[
zφ(z)ψ−1(z)
]− 1
Im z
Im
[
αφ(z)ψ−1(z)
]
=
1
Im z
Im
[
(z − α)φ(z)ψ−1(z)]
=
(
(z − α)φ(z)ψ−1(z)
Iq
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)ψ−1(z)
Iq
)
≥ 0q×q
für alle z ∈ Cα,− \ (R ∪ D). Hieraus folgt wegen der Stetigkeit der Funktion φψ−1 in
C \ ([α,∞) ∪ D) nun
Re
[
φ(z)ψ−1(z)
] ≥ 0q×q (F.6)
für alle z ∈ Cα,− \ D. Wegen (F.3), (F.4), (F.6) sowie unter Beachtung von
Re [iA] =
1
2
(
iA+ [iA]∗
)
=
1
2i
(−A− [−A]∗) = Im [−A]
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für alle A ∈ Cq×q und [21, Lemma 2.19] oder [71, Lemma 4.23] ist jedes z ∈ D eine
hebbare Singularität von φψ−1 und φψ−1 lässt sich zu einer auf C\ [α,∞) holomorphen
Matrixfunktion F fortsetzen mit
(iii) Es gilt ImF (z) ≥ 0q×q für alle z ∈ Π+.
(iv) Es gilt − ImF (z) ≥ 0q×q für alle z ∈ Π−.
(v) Es gilt ReF (z) ≥ 0q×q für alle z ∈ Cα,−.
Hieraus folgt wegen [37, Proposition 4.4] dann F ∈ Sq,[α,∞). 
Mithilfe von Bemerkung F.5 und Bemerkung F.6 erkennen wir, dass eine Bijektion
zwischen Sq,[α,∞) und der Menge der Äquivalenzklassen von eigentlichen q×q-Stieltjes-
Paaren in C \ [α,∞) besteht.
Wir geben nun Beispiele zweier bemerkenswerter q×q-Stieltjes-Paare in C \ [α,∞)
an, welche in unseren Überlegungen für Abschnitt 4.2 eine wesentliche Rolle spielen
(vergleiche [15, Example 1.17] für den Fall α = 0).
Beispiel F.7 Sei α ∈ R. Bezeichne I bzw. O die in C \ [α,∞) konstante Matrixfunk-
tion mit dem Wert Iq bzw. 0q×q. Dann gilt
(I
O
)
,
(O
I
) ∈ P̂(q,q)−J˜q ,≥(C,[α,∞)). Insbesondere
ist das Paar
(O
I
)
eigentlich.
Beweis: Offensichtlich sind I und O in C \ [α,∞) holomorph und es gilt rank I(z) = q
für alle z ∈ C \ [α,∞). Hieraus folgt unter Beachtung von Beispiel D.4 und Definiti-
on F.1 dann die Behauptung. 
Wir führen nun den Begriff des q×q-Stieltjes-Paares in C \ (−∞, α] ein.
Definition F.8 Sei α ∈ R.
(a) Seien φ und ψ in C \ (−∞, α] meromorphe q×q-Matrixfunktionen. Dann heißt(
φ
ψ
)
q×q-Stieltjes-Paar in C \ (−∞, α], falls eine diskrete Teilmenge D von
C \ (−∞, α] existiert mit
(i) φ und ψ sind in C \ ((−∞, α] ∪ D) holomorph.
(ii) Es gilt rank
(
φ(z)
ψ(z)
)
= q für alle z ∈ C \ ((−∞, α] ∪ D).
(iii) Es gelten (
(α− z)φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(α− z)φ(z)
ψ(z)
)
≥ 0q×q
und (
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ C \ (R ∪ D).
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Mit P(q,q)−J˜q ,≥(C,(−∞, α]) bezeichnen wir die Menge aller q×q-Stieltjes-Paare in
C \ (−∞, α]. Gelten (i)-(iii) sogar für D = ∅, so schreiben wir (φ
ψ
) ∈ P̂(q,q)−J˜q ,≥(C,
(−∞, α]).
(b) Sei
(
φ
ψ
) ∈ P(q,q)−J˜q ,≥(C,(−∞, α]). Dann heißt das Paar (φψ) eigentlich, falls detψ
nicht die Nullfunktion ist.
Folgende Bemerkung liefert uns einen Zusammenhang zwischen den in Definition F.1
und Definition F.8 eingeführten Klassen.
Bemerkung F.9 Seien α ∈ R, j ∈ {0, 1} sowie φ, ψ : C \ [α,∞) → Cq×q und qφ, qψ :
C\(−∞,−α]→ Cq×q definiert gemäß qφ(z) := (−1)jφ(−z) bzw. qψ(z) := (−1)j+1ψ(−z).
Weiterhin seien φ und ψ in C \ [α,∞) oder qφ und qψ in C \ (−∞,−α] meromorphe
q×q-Matrixfunktionen. Dann sind qφ und qψ in C\ (−∞,−α] bzw. φ und ψ in C\ [α,∞)
meromorphe q×q-Matrixfunktionen und es gelten folgende Aussagen:
(a) Es sind folgende Aussagen äquivalent:
(i) Es gilt
(
φ
ψ
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)).
(ii) Es gilt
(
qφ
qψ
)
∈ P(q,q)−J˜q ,≥(C,(−∞,−α]).
(b) Es sind folgende Aussagen äquivalent:
(iii) Es gilt
(
φ
ψ
) ∈ P̂(q,q)−J˜q ,≥(C,[α,∞)).
(iv) Es gilt
(
qφ
qψ
)
∈ P̂(q,q)−J˜q ,≥(C,(−∞,−α]).
(c) Sei (i) erfüllt. Dann ist
(
φ
ψ
)
ein eigentliches Paar genau dann, wenn
(
qφ
qψ
)
ein
eigentliches Paar ist.
Beweis: Zu (a): Seien D eine diskrete Teilmenge von C\[α,∞) und qD := {−ω | ω ∈ D}.
Offensichtlich gilt dann
(I) Es sind φ und ψ genau dann in C \ ([α,∞) ∪ D) holomorph, wenn qφ und qψ in
C \ ((−∞,−α] ∪ qD) holomorph sind.
Weiterhin gilt
rank
(
φ(z)
ψ(z)
)
= rank
(
qφ(−z)
qψ(−z)
)
(F.7)
für alle z ∈ C \ ([α,∞) ∪ D). Wegen Beispiel D.4 gelten(
(z − α)φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)
ψ(z)
)
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=
1
Im z
Im [(z − α)ψ∗(z)φ(z)]
=
1
Im [−z] Im
[
(−α− (−z)) qψ∗(−z)qφ(−z)]
=
(
(−α− (−z))qφ(−z)
qψ(−z)
)∗( −J˜q
2 Im [−z]
)(
(−α− (−z))qφ(−z)
qψ(−z)
)
und (
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
=
1
Im z
Im [ψ∗(z)φ(z)]
=
1
Im [−z] Im
[
qψ∗(−z)qφ(−z)] = (qφ(−z)
qψ(−z)
)∗( −J˜q
2 Im [−z]
)(
qφ(−z)
qψ(−z)
)
für alle z ∈ C \ (R ∪ D). Unter Beachtung von Teil (a) von Definition F.1 und Teil (a)
von Definition F.8 folgt hieraus wegen (I) und (F.7) dann die Äquivalenz von (i) und
(ii).
Zu (b): Dies folgt unter Beachtung, dass im Fall D = ∅ dann qD = ∅ gilt, aus dem
Beweis von (a) sowie Teil (a) von Definition F.1 und Teil (a) von Definition F.8.
Zu (c): Offensichtlich ist detψ nicht die Nullfunktion genau dann, wenn det qψ nicht
die Nullfunktion ist. Hieraus folgt wegen Teil (b) von Definition F.1 und Teil (b) von
Definition F.8 dann die Behauptung. 
Im Folgenden wollen wir nun eine Äquivalenzrelation auf P(q,q)−J˜q ,≥(C,(−∞, α]) einführen.
Hierzu benötigen wir zunächst noch folgendes Lemma.
Lemma F.10 Seien α ∈ R und (φ
ψ
) ∈ P(q,q)−J˜q ,≥(C,(−∞, α]). Weiterhin sei g eine in
C \ (−∞, α] meromorphe q×q-Matrixfunktion derart, dass det g nicht die Nullfunktion
ist. Dann gilt
(
φg
ψg
) ∈ P(q,q)−J˜q ,≥(C,(−∞, α]).
Beweis: Seien qφ, qψ : C \ [−α,∞) → Cq×q definiert gemäß qφ(z) = −φ(−z) bzw.
qψ(z) = ψ(−z). Wegen Teil (a) von Bemerkung F.9 gilt dann
(
qφ
qψ
)
∈ P(q,q)−J˜q ,≥(C,[−α,∞)).
Weiterhin sei qg(z) = g(−z) für alle z ∈ C \ [−α,∞). Dann ist qg eine in C \ [−α,∞)
meromorphe q×q-Matrixfunktion derart, dass det qg nicht die Nullfunktion ist. Hieraus
folgt wegen Lemma F.2 dann
(
qφqg
qψqg
)
∈ P(q,q)−J˜q ,≥(C,[−α,∞)). Hieraus folgt wegen Teil (a)
von Bemerkung F.9 wiederum
(
φg
ψg
) ∈ P(q,q)−J˜q ,≥(C,(−∞, α]). 
Lemma F.10 bringt uns nun auf folgende Definition.
Definition F.11 Seien α ∈ R und (φ1
ψ1
)
,
(
φ2
ψ2
) ∈ P(q,q)−J˜q ,≥(C,(−∞, α]). Dann heißen (φ1ψ1)
und
(
φ2
ψ2
)
äquivalent, falls eine in C \ (−∞, α] meromorphe q×q-Matrixfunktion g und
eine diskrete Teilmenge D von C \ (−∞, α] existieren mit
249
F Einige Aussagen über Stieltjes-Paare von meromorphen Matrixfunktionen
(i) φ1, ψ1, φ2, ψ2 und g sind in C \ ((−∞, α] ∪ D) holomorph.
(ii) Es gelten det g(z) 6= 0 und (
φ2(z)
ψ2(z)
)
=
(
φ1(z)
ψ1(z)
)
g(z)
für alle z ∈ C \ ((−∞, α] ∪ D).
Bemerkung F.12 Man kann sich leicht davon überzeugen, dass der gemäß Definiti-
on F.11 definierte Äquivalenzbegriff eine Äquivalenzrelation auf P(q,q)−J˜q ,≥(C,(−∞, α]) ist.
Mit 〈(φψ)〉 bezeichnen wir die durch (φψ) ∈ P(q,q)−J˜q ,≥(C,(−∞, α]) erzeugte Äquivalenzklasse.
Wir zeigen nun, dass die in Teil (a) von Definition F.8 eingeführte Klasse von q×q-
Stieltjes-Paaren in C \ (−∞, α] als eine projektive Erweiterung der Funktionenklasse
Sq,(−∞,α] (vergleiche Bezeichnung B.5) aufgefasst werden kann.
Bemerkung F.13 Sei α ∈ R. Dann gelten folgende Aussagen:
(a) Sei S ∈ Sq,(−∞,α]. Weiterhin bezeichne I die in C \ (−∞, α] konstante Matrix-
funktion mit dem Wert Iq. Dann ist
(
S
I
)
ein eigentliches Paar aus P̂(q,q)−J˜q ,≥(C,
(−∞, α]).
(b) Seien S1, S2 ∈ Sq,(−∞,α] so beschaffen, dass die Paare
(
S1
I
)
und
(
S2
I
)
äquivalent
sind. Dann gilt S1 = S2.
Beweis: Bezeichne qI die in C \ [−α,∞) konstante Matrixfunktion mit dem Wert Iq.
Zu (a): Sei qS : C \ [−α,∞) → Cq×q definiert gemäß qS(z) := −S(−z). Wegen Be-
merkung B.6 gilt dann qS ∈ Sq,[−α,∞). Wegen Teil (a) von Bemerkung F.5 ist dann(
qS
qI
)
ein eigentliches Paar aus P̂(q,q)−J˜q ,≥(C,[−α,∞)). Wegen der Teile (b) und (c) von
Bemerkung F.9 gilt nun, dass
(
S
I
)
ein eigentliches Paar aus P̂(q,q)−J˜q ,≥(C,(−∞, α]) ist.
Zu (b): Seien qS1, qS2 : C \ [−α,∞) → Cq×q definiert gemäß qS1(z) := −S1(−z) bzw.
qS2(z) := −S2(−z). Wegen Bemerkung B.6 gelten dann qS1, qS2 ∈ Sq,[−α,∞). Wegen Defi-
nition F.11 existieren eine in C\ (−∞, α] meromorphe q×q-Matrixfunktion g und eine
diskrete Teilmenge D von C \ (−∞, α] mit
(i) g ist in z ∈ C \ ((−∞, α] ∪ D) holomorph.
(ii) Es gelten det g(z) 6= 0 und(−qS2(−z)
Iq
)
=
(
S2(z)
Iq
)
=
(
S1(z)
Iq
)
g(z) =
(−qS1(−z)
Iq
)
g(z)
für alle z ∈ C \ ((−∞, α] ∪ D).
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Hieraus folgt wegen Definition F.3 dann, dass
(
−qS1
qI
)
und
(
−qS2
qI
)
äquivalent sind. Hieraus
folgt wegen Teil (b) von Bemerkung F.5 nun −qS1 = −qS2, also sogar S1 = S2. 
Wir betrachten nun den umgekehrten Fall von Bemerkung F.13, indem wir aus einem
gegebenen q×q-Stieltjes-Paar in C \ (−∞, α] eine zu Sq,(−∞,α] gehörige Matrixfunktion
konstruieren.
Bemerkung F.14 Seien α ∈ R und (φ
ψ
)
ein eigentliches Paar aus P(q,q)−J˜q ,≥(C,(−∞, α]).
Dann gelten folgende Aussagen:
(a) Bezeichne I die in C\(−∞, α] konstante Matrixfunktion mit dem Wert Iq. Dann
ist
(
φψ−1
I
)
ein eigentliches Paar aus P(q,q)−J˜q ,≥(C,(−∞, α]), welches zu
(
φ
ψ
)
äquivalent
ist.
(b) Es gilt φψ−1 ∈ Sq,(−∞,α].
Beweis: Zu (a): Unter Beachtung von
(
φψ−1
I
)
=
(
φ
ψ
)
ψ−1 gilt wegen Lemma F.10, Teil
(b) von Definition F.8 sowie rank I(z) = q für alle z ∈ C \ (−∞, α], dass (φψ−1I ) ein
eigentliches Paar aus P(q,q)−J˜q ,≥(C,(−∞, α]) ist, und wegen Definition F.11 weiterhin, dass(
φψ−1
I
)
äquivalent ist zu
(
φ
ψ
)
.
Zu (b): Seien qφ, qψ : C \ [−α,∞) → Cq×q definiert gemäß qφ(z) = −φ(−z) bzw.
qψ(z) = ψ(−z). Wegen der Teile (a) und (c) von Bemerkung F.9 ist dann
(
qφ
qψ
)
ein eigent-
liches Paar aus P(q,q)−J˜q ,≥(C,[−α,∞)). Hieraus folgt wegen Teil (b) von Bemerkung F.6
dann qφ qψ−1 ∈ Sq,[−α,∞). Hieraus folgt wegen Bemerkung B.6 nun φψ−1 ∈ Sq,(−∞,α]. 
Mithilfe von Bemerkung F.13 und Bemerkung F.14 erkennen wir, dass eine Bijektion
zwischen Sq,(−∞,α] und der Menge der Äquivalenzklassen von eigentlichen q×q-Stieltjes-
Paaren in C \ (−∞, α] besteht.
Wir geben nun Beispiele zweier bemerkenswerter q×q-Stieltjes-Paare in C \ (−∞, α]
an, welche in unseren Überlegungen für Abschnitt 4.4 eine wesentliche Rolle spielen.
Beispiel F.15 Sei α ∈ R. Bezeichne I bzw. O die in C \ (−∞, α] konstante Matrix-
funktion mit dem Wert Iq bzw. 0q×q. Dann gilt
(I
O
)
,
(O
I
) ∈ P̂(q,q)−J˜q ,≥(C,(−∞, α]). Insbe-
sondere ist das Paar
(O
I
)
eigentlich.
Beweis: Dies folgt sogleich aus Beispiel F.7 und den Teilen (b) und (c) von Bemer-
kung F.9. 
Unsere folgenden Untersuchungen sind einer alternativen Beschreibung der Menge
P(q,q)−J˜q ,≥(C,[α,∞)) gewidmet. Statt der ersten Bedingung von Teil (iii) von Definiti-
on F.1 wollen wir eine äquivalente Ungleichung mithilfe der Löwner-Halbordnung be-
züglich der Signaturmatrix Jq (vergleiche Beispiel D.6) auf der Halbebene Cα,− finden.
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Wir verwenden die gleiche Vorgehensweise wie in [73, Abschnitt 8.4]. Hierfür benötigen
wir zunächst noch folgende Lemmas (vergleiche Lemma F.16 mit [61, Lemma 10.15]
oder [73, Lemma 8.16], Lemma F.17 mit [73, Lemma 8.38] und Lemma F.18 mit [73,
Lemma 8.35]).
Lemma F.16 Seien α ∈ R und (φ
ψ
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)). Weiterhin sei D die gemäß
Teil (a) von Definition F.1 existierende diskrete Teilmenge von C \ [α,∞). Dann gilt(
φ(z)
ψ(z)
)∗
(−Jq)
(
φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ Cα,− \ D.
Beweis: Wegen Teil (a) von Definition F.1 gelten(
(z − α)φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)
ψ(z)
)
≥ 0q×q (F.8)
und (
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
≥ 0q×q (F.9)
für alle z ∈ C \ (R ∪ D). Wegen Beispiel D.4 und (F.9) gilt dann
α− Re z
Im z
Im [ψ∗(z)φ(z)] = (α− Re z)
(
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
≥ 0q×q (F.10)
für alle z ∈ Cα,− \ (R ∪ D). Unter Beachtung von
Im [zA] = Re z ImA+ Im zReA
für beliebige z ∈ C und A ∈ Cq×q (vergleiche z. B. [71, Bemerkung A.23]) gilt wegen
(F.10), Beispiel D.4 und (F.8) dann
Re [ψ∗(z)φ(z)] =
1
Im z
Im [zψ∗(z)φ(z)]− Re z
Im z
Im [ψ∗(z)φ(z)]
=
1
Im z
Im [zψ∗(z)φ(z)] +
α− Re z
Im z
Im [ψ∗(z)φ(z)]− α
Im z
Im [ψ∗(z)φ(z)]
≥ 1
Im z
Im [zψ∗(z)φ(z)]− 1
Im z
Im [αψ∗(z)φ(z)]
=
1
Im z
Im [(z − α)ψ∗(z)φ(z)]
=
(
(z − α)φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ Cα,− \ (R∪D). Hieraus folgt wegen der Stetigkeit der Funktionen φ und ψ
in C \ ([α,∞) ∪ D) nun
Re [ψ∗(z)φ(z)] ≥ 0q×q
für alle z ∈ Cα,− \ D. Hieraus folgt wegen Beispiel D.6 dann die Behauptung. 
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Lemma F.17 Seien α ∈ R sowie φ und ψ in C \ [α,∞) meromorphe Matrixfunktio-
nen derart, dass detψ nicht die Nullfunktion ist und eine diskrete Teilmenge D von
C \ [α,∞) mit folgenden Eigenschaften existiert:
(i) φ und ψ sind in C \ ([α,∞) ∪ D) holomorph.
(ii) Es gilt rank
(
φ(z)
ψ(z)
)
= q für alle z ∈ C \ ([α,∞) ∪ D).
(iii) Es gilt (
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ C \ (R ∪ D).
(iv) Es gilt (
φ(z)
ψ(z)
)∗
(−Jq)
(
φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ Cα,− \ D.
Dann gilt (
(z − α)φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ C \ (R ∪ D).
Beweis: Da detψ nicht die Nullfunktion ist, existiert unter Beachtung des Identitäts-
satzes für meromorphe Funktionen (vergleiche z. B. im skalaren Fall [68, Satz 10.3.2];
im matriziellen Fall betrachtet man die einzelnen Einträge der Matrixfunktion) eine
diskrete Teilmenge D1 von C \ [α,∞) mit
detψ(z) 6= 0 (F.11)
für alle z ∈ C \ ([α,∞) ∪ D1). Sei nun D2 = D ∪ D1. Wegen (i) und (F.11) ist dann
φψ−1 in C \ ([α,∞) ∪ D2) holomorph. Unter Beachtung von
Im [B∗AB] =
1
2i
(B∗AB −B∗A∗B) = B∗ 1
2i
(A− A∗)B = B∗(ImA)B
und
Re [B∗AB] =
1
2
(B∗AB +B∗A∗B) = B∗
1
2
(A+ A∗)B = B∗(ReA)B
für beliebige A,B ∈ Cq×q gelten
Im [ψ∗(z)φ(z)] = Im
[
ψ∗(z)φ(z)ψ−1(z)ψ(z)
]
= ψ∗(z) Im
[
φ(z)ψ−1(z)
]
ψ(z) (F.12)
und
Re [ψ∗(z)φ(z)] = Re
[
ψ∗(z)φ(z)ψ−1(z)ψ(z)
]
= ψ∗(z) Re
[
φ(z)ψ−1(z)
]
ψ(z) (F.13)
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für alle z ∈ C \ ([α,∞) ∪ D1). Wegen (iii) und Beispiel D.4 gilt
1
Im z
Im [ψ∗(z)φ(z)] =
(
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ C \ (R ∪ D). Hieraus folgt wegen (F.12) und (F.11) dann
1
Im z
Im
[
φ(z)ψ−1(z)
] ≥ 0q×q
für alle z ∈ C \ (R ∪ D2). Hieraus folgen nun
Im
[
φ(z)ψ−1(z)
] ≥ 0q×q (F.14)
für alle z ∈ Π+ \ D2 und
− Im [φ(z)ψ−1(z)] ≥ 0q×q (F.15)
für alle z ∈ Π− \ D2. Wegen (iv) und Beispiel D.6 gilt
Re [ψ∗(z)φ(z)] ≥ 0q×q
für alle z ∈ Cα,− \ D. Hieraus folgt wegen (F.13) und (F.11) dann
Re
[
φ(z)ψ−1(z)
] ≥ 0q×q (F.16)
für alle z ∈ Cα,− \ D2. Wegen (F.14), (F.15), (F.16) sowie unter Beachtung von
Re [iA] =
1
2
(
iA+ [iA]∗
)
=
1
2i
(−A− [−A]∗) = Im [−A]
für alle A ∈ Cq×q und [21, Lemma 2.19] oder [71, Lemma 4.23] ist jedes z ∈ D2 eine
hebbare Singularität von φψ−1 und φψ−1 lässt sich zu einer auf C\ [α,∞) holomorphen
Matrixfunktion F fortsetzen mit
(v) Es gilt ImF (z) ≥ 0q×q für alle z ∈ Π+.
(vi) Es gilt − ImF (z) ≥ 0q×q für alle z ∈ Π−.
(iv) Es gilt ReF (z) ≥ 0q×q für alle z ∈ Cα,−.
Hieraus folgt wegen [37, Proposition 4.4] dann F ∈ Sq,[α,∞). Hieraus folgt wegen [37,
Lemma 4.2] nun
1
Im z
Im [(z − α)F (z)] ≥ 0q×q
für alle z ∈ C \ R. Hieraus folgt wegen (F.11) dann
1
Im z
Im [(z − α)ψ∗(z)φ(z)] = 1
Im z
Im
[
(z − α)ψ∗(z)φ(z)ψ−1(z)ψ(z)]
=
1
Im z
ψ∗(z) Im [(z − α)F (z)]ψ(z) ≥ 0q×q
für alle z ∈ C \ (R ∪ D2). Hieraus folgt wegen der Stetigkeit von φ und ψ in
C \ ([α,∞) ∪ D) nun(
(z − α)φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)
ψ(z)
)
=
1
Im z
Im [(z − α)ψ∗(z)φ(z)] ≥ 0q×q
für alle z ∈ C \ (R ∪ D). 
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Lemma F.18 Seien α ∈ R sowie φ und ψ in C\[α,∞) meromorphe Matrixfunktionen
derart, dass eine diskrete Teilmenge D von C \ [α,∞) mit folgenden Eigenschaften
existiert:
(i) φ und ψ sind in C \ ([α,∞) ∪ D) holomorph.
(ii) Es gilt rank
(
φ(z)
ψ(z)
)
= q für alle z ∈ C \ ([α,∞) ∪ D).
(iii) Es gilt (
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ C \ (R ∪ D).
(iv) Es gilt (
φ(z)
ψ(z)
)∗
(−Jq)
(
φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ Cα,− \ D.
Dann gelten folgende Aussagen:
(a) Sei ε ∈ (0,∞). Dann gelten folgende Aussagen:
(v) φ und εφ+ ψ sind in C \ ([α,∞) ∪ D) holomorph.
(vi) Es gilt rank
(
φ(z)
εφ(z)+ψ(z)
)
= q für alle z ∈ C \ ([α,∞) ∪ D).
(vii) Es gilt (
φ(z)
εφ(z) + ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
εφ(z) + ψ(z)
)
≥ 0q×q
für alle z ∈ C \ (R ∪ D).
(viii) Es gilt (
φ(z)
εφ(z) + ψ(z)
)∗
(−Jq)
(
φ(z)
εφ(z) + ψ(z)
)
≥ 0q×q
für alle z ∈ Cα,− \ D.
(ix) Es gilt det[εφ(z) + ψ(z)] 6= 0 für alle z ∈ Cα,− \ ([α,∞) ∪ D).
(b) Es gilt (
(z − α)φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ C \ (R ∪ D).
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Beweis: Zu (a): Aus (i) folgt unmittelbar (v). Unter Beachtung von(
φ(z)
εφ(z) + ψ(z)
)
=
(
Iq 0q×q
εIq Iq
)(
φ(z)
ψ(z)
)
(F.17)
für alle z ∈ C \ ([α,∞) ∪ D) und
det
(
Iq 0q×q
εIq Iq
)
= 1 6= 0
folgt aus (ii) dann (vi). Unter Beachtung von (F.17) und(
Iq 0q×q
εIq Iq
)∗ (−J˜q)( Iq 0q×qεIq Iq
)
=
(
Iq εIq
0q×q Iq
)(
iεIq iIq
−iIq 0q×q
)
= −J˜q
folgt aus (iii) dann (vii). Wegen (iv) und Beispiel D.6 gilt
ψ∗(z)φ(z) + φ∗(z)ψ(z) = 2 Re [ψ∗(z)φ(z)] =
(
φ(z)
ψ(z)
)∗
(−Jq)
(
φ(z)
ψ(z)
)
≥ 0q×q (F.18)
für alle z ∈ Cα,− \ D. Hieraus folgt unter Beachtung von εφ∗(z)φ(z) ≥ 0q×q für alle
z ∈ C \ ([α,∞) ∪ D) und Beispiel D.6 dann(
φ(z)
εφ(z) + ψ(z)
)∗
(−Jq)
(
φ(z)
εφ(z) + ψ(z)
)
= 2 Re
(
[εφ(z) + ψ(z)]∗φ(z)
)
=
(
[εφ(z) + ψ(z)]∗φ(z) + φ∗(z)[εφ(z) + ψ(z)]
)
= 2εφ∗(z)φ(z) +
(
ψ∗(z)φ(z) + φ∗(z)ψ(z)
)
≥ 0q×q
für alle z ∈ Cα,− \ D. Wegen (ii) gilt
φ∗(z)φ(z) + ψ∗(z)ψ(z) =
(
φ(z)
ψ(z)
)∗(
φ(z)
ψ(z)
)
> 0q×q
für alle z ∈ C \ ([α,∞) ∪ D). Hieraus folgt wegen (F.18) nun
[εφ(z) + ψ(z)]∗ [φ(z) + εψ(z)] + [φ(z) + εψ(z)]∗ [εφ(z) + ψ(z)]
= 2ε [φ∗(z)φ(z) + ψ∗(z)ψ(z)] + (1 + ε) [φ∗(z)ψ(z) + ψ∗(z)φ(z)] > 0q×q (F.19)
für alle z ∈ Cα,− \ ([α,∞) ∪ D). Seien nun z ∈ Cα,− \ ([α,∞) ∪ D) und
u ∈ N (εφ(z) + ψ(z)). Dann gilt
u∗
(
[εφ(z) + ψ(z)]∗ [φ(z) + εψ(z)] + [φ(z) + εψ(z)]∗ [εφ(z) + ψ(z)]
)
u
= 0∗q×1 [φ(z) + εψ(z)]u+ u
∗ [φ(z) + εψ(z)]∗ 0q×1 = 0.
Hieraus folgt wegen (F.19) dann u = 0q×1 und somit det[εφ(z) + ψ(z)] 6= 0.
Zu (b): Wegen (a) und Lemma F.17 gilt(
(z − α)φ(z)
εφ(z) + ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)
εφ(z) + ψ(z)
)
≥ 0q×q
für alle z ∈ C \ (R ∪ D) und ε ∈ (0,∞). Mit der Grenzwertbetrachtung ε → 0 folgt
dann die Behauptung. 
Es folgt nun das Hauptresultat dieses Abschnitts (vergleiche [73, Satz 8.39]).
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Satz F.19 Seien α ∈ R sowie φ und ψ in C \ [α,∞) meromorphe Matrixfunktionen.
Dann gilt
(
φ
ψ
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)) genau dann, wenn eine diskrete Teilmenge D von
C \ [α,∞) mit folgenden Eigenschaften existiert:
(i) φ und ψ sind in C \ ([α,∞) ∪ D) holomorph.
(ii) Es gilt rank
(
φ(z)
ψ(z)
)
= q für alle z ∈ C \ ([α,∞) ∪ D).
(iii) Es gilt (
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ C \ (R ∪ D).
(iv) Es gilt (
φ(z)
ψ(z)
)∗
(−Jq)
(
φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ Cα,− \ D.
Insbesondere gilt
(
φ
ψ
) ∈ P̂(q,q)−J˜q ,≥(C,[α,∞)) genau dann, wenn (i)-(iv) mit D = ∅ erfüllt
sind.
Beweis: Sei zunächst
(
φ
ψ
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)). Dann sind wegen Teil (a) von Definiti-
on F.1 die Aussagen (i)-(iii) erfüllt. Wegen Lemma F.16 gilt dann auch (iv).
Sei nun umgekehrt (i)-(iv) erfüllt. Wegen Teil (b) von Lemma F.18 gilt dann(
(z − α)φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
(z − α)φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ C \ (R ∪ D). Unter Beachtung von Teil (a) von Definition F.1 folgt hieraus
wegen (i)-(iii) dann
(
φ
ψ
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)).
Da die gewählte diskrete Teilmenge D mit derjenigen aus Teil (a) von Definition F.1
übereinstimmt, gilt
(
φ
ψ
) ∈ P̂(q,q)−J˜q ,≥(C,[α,∞)) genau dann, wenn (i)-(iv) mit D = ∅ erfüllt
sind. 
G Einige Aussagen über Teilklassen von Schur-
Funktionen auf Halbebenen
In diesem Abschnitt behandeln wir zwei spezielle Teilklassen von Schur-Funktion auf
der oberen bzw. unteren offenen Halbebene von C, die in Kapitel 6 für eine weite-
re Beschreibung der Lösungsmenge des vollständig nichtdegenerierten matriziellen α-
Stieltjes-Momentenproblems als Parametermenge Verwendung finden. Hierbei legen wir
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besonderen Augenmerk auf eine Verbindung zu den q×q-Stieltjes-Paaren aus Kapitel
F. Wir beginnen nun mit den zentralen Begriffsbildungen für diesen Abschnitt.
Definition G.1 Sei G ein Gebiet von C.
(a) Es heißt S : G → Cp×q p×q-Schur-Funktion auf G, falls S in G holomorph und
Iq − S∗(z)S(z) ≥ 0q×q für alle z ∈ G erfüllt ist. Mit Sp×q(G) bezeichnen wir die
Menge aller p×q-Schur-Funktionen auf G.
(b) Sei α ∈ R. Dann bezeichne Dq,α die Menge aller S ∈ Sq×q(Π+) mit
(i) Es gilt ImS(z) ≥ 0q×q für alle z ∈ Π+ mit Re z ∈ (−∞, α).
(ii) Für alle x ∈ (−∞, α) existiert Ux := limz→x S(z) und es ist Ux unitär.
(c) Sei α ∈ R. Dann bezeichne Eq,α die Menge aller S ∈ Sq×q(Π−) mit
(iii) Es gilt − ImS(z) ≥ 0q×q für alle z ∈ Π− mit Re z ∈ (α,∞).
(iv) Für alle x ∈ (α,∞) existiert Ux := limz→x S(z) und es ist Ux unitär.
Folgendes Resultat findet man in ähnlicher Form auch unter [71, Lemma 4.21] oder
[61, Lemma 1.4].
Lemma G.2 Seien G ein Gebiet von C und D eine nichtleere diskrete Teilmenge von
G. Weiterhin sei S : G \ D → Cp×q eine holomorphe Matrixfunktion derart, dass
Iq − S∗(z)S(z) ≥ 0q×q
für alle z ∈ G\D erfüllt ist. Dann lässt sich S zu einer Funktion aus Sp×q(G) fortsetzen.
Beweis: Es gilt S∗(z)S(z) ≤ Iq für alle z ∈ G \ D. Unter Beachtung von
||A ||2E = tr(A∗A) für alle A ∈ Cp×q folgt dann
||S(z) ||E ≤ || Iq ||E =
√
q
für alle z ∈ G\D. Sei nun S := (Sij)i∈Z1,p,j∈Z1,q . Dann gilt |Sij(z)| ≤ √q für alle i ∈ Z1,p,
j ∈ Z1,q und z ∈ G \ D. Wegen des Riemannschen Fortsetzungssatzes (vergleiche z. B.
[68, Satz 7.3.3]) lässt sich dann Sij für alle i ∈ Z1,p und j ∈ Z1,q auf eine in G holomor-
phe Funktion fortsetzen. Somit lässt sich auch S auf eine in G holomorphe Funktion
fortsetzen. Aus der Stetigkeit jener Fortsetzung und Teil (a) von Definition G.1 folgt
dann die Behauptung. 
Das folgende Resultat schafft eine Verbindung zwischen den in den Teilen (b) und
(c) von Definition G.1 definierten speziellen Teilklassen von Schur-Funktionen auf der
oberen und unteren offenen Halbebene von C.
Bemerkung G.3 Es gelten folgende Aussagen:
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(a) Seien G ein Gebiet von C und qG := {−ω | ω ∈ G}. Weiterhin seien S :
G → Cp×q und qS : qG → Cp×q definiert gemäß qS(z) := −S(−z). Dann sind
folgende Aussagen äquivalent:
(i) Es gilt S ∈ Sp×q(G).
(ii) Es gilt qS ∈ Sp×q(qG).
(b) Seien α ∈ R, S : Π+ → Cq×q und qS : Π− → Cq×q definiert gemäß
qS(z) := −S(−z). Dann sind folgende Aussagen äquivalent:
(iii) Es gilt S ∈ Dq,α.
(iv) Es gilt qS ∈ Eq,−α.
Beweis: Zu (a): Offensichtlich ist S genau dann in G holomorph, wenn qS in qG holomorph
ist. Weiterhin gilt
Iq − S∗(z)S(z) = Iq − qS∗(−z)qS(−z)
für alle z ∈ G. Hieraus folgt wegen Teil (a) von Definition G.1 dann die Behauptung.
Zu (b): Es gilt
qΠ+ = {−ω | ω ∈ Π+} = {ω ∈ C | − Imω > 0} = {ω ∈ C | Imω < 0} = Π−. (G.1)
Weiterhin gelten
ImS(z) = − Im qS(−z)
für alle z ∈ Π+ und
lim
z→x
S(z) = − lim
z→x
qS(−z) = − lim
ω→−x
qS(ω)
für alle x ∈ (∞, α). Hieraus folgt unter Beachtung von (G.1) und (a) wegen Definiti-
on G.1 dann die Behauptung. 
Eine ausführlichere Version des nächsten Satzes, der eine Verbindung zwischen der
Menge von q×q-Stieltjes-Paaren in C \ [α,∞) und der in Teil (b) von Definition G.1
definierten speziellen Teilmenge Dq,α der Menge von Schur-Funktionen auf der obe-
ren offenen Halbebene von C schafft, findet man unter [73, Satz 8.41] in Verbindung
mit [73, Satz 8.39]. Für unsere Zwecke reicht die einfachere Version aus. Zur besseren
Anschauung geben wir einen detaillierten Beweis an. Hierfür wird uns die alternative
Definition der q×q-Stieltjes-Paare in C \ [α,∞) von Satz F.19 und folgendes Lemma
besondere Dienste erweisen (vergleiche [73, Lemma 8.40]).
Lemma G.4 Seien G ein Gebiet von C, D eine diskrete Teilmenge von G mit
(G ∩ R) \ D 6= ∅ und f : G \ D → Cq×q stetig mit
1
Im z
f(z) ≥ 0q×q
für alle z ∈ G \ (R ∪ D). Dann gilt f(x) = 0q×q für alle x ∈ (G ∩ R) \ D.
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Beweis: Seien x ∈ (G ∩R) \ D und (yn)∞n=0 bzw. (zn)∞n=0 Folgen aus (Π+ ∩ G) \ D bzw.
(Π− ∩ G) \ D mit
lim
n→∞
yn = x = lim
n→∞
zn. (G.2)
Wegen
1
Im yn
f(yn) ≥ 0q×q und Im yn > 0
für alle n ∈ N0 gilt f(yn) ≥ 0q×q für alle n ∈ N0, also wegen (G.2) und der Stetigkeit
von f in G \ D dann f(x) ≥ 0q×q. Wegen
1
Im zn
f(zn) ≥ 0q×q und − Im zn > 0
für alle n ∈ N0 gilt −f(zn) ≥ 0q×q für alle n ∈ N0, also wegen (G.2) und der Stetigkeit
von f in G \ D dann −f(x) ≥ 0q×q. Somit folgt f(x) = 0q×q. 
Satz G.5 Sei α ∈ R. Dann gelten folgende Aussagen:
(a) Sei
(
φ
ψ
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)). Dann ist det(ψ− iφ) nicht die Nullfunktion. Weiter-
hin sei F˜ := (ψ + iφ)(ψ − iφ)−1. Dann gelten Rstr.Π+ F˜ ∈ Dq,α sowie
φ =
i
2
(
Iq − F˜
)
(ψ − iφ) und ψ = 1
2
(
Iq + F˜
)
(ψ − iφ) .
(b) Sei F ∈ Dq,α. Weiterhin seien
MF := {z ∈ Π− | detF (z) = 0} ,
F˜ : Π+ ∪ (−∞, α) ∪ (Π− \MF )→ Cq×q definiert gemäß
F˜ (z) :=

F (z) falls z ∈ Π+
limω→z F (ω) falls z ∈ (−∞, α)
F−∗(z) falls z ∈ Π− \MF
sowie φ := i
(
Iq − F˜
)
und ψ := Iq + F˜ . Dann gelten
(i) Es ist F˜ eine in C \ [α,∞) meromorphe q×q-Matrixfunktion und es gilt(
φ
ψ
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)).
(ii) Es ist det(ψ − iφ) nicht die Nullfunktion und es gilt
F˜ = (ψ + iφ)(ψ − iφ)−1.
(c) Seien
(
φ1
ψ1
)
,
(
φ2
ψ2
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)). Dann ist det(ψj − iφj) für alle j ∈ {1, 2}
nicht die Nullfunktion. Weiterhin sei F˜j := (ψj + iφj)(ψj − iφj)−1 für alle
j ∈ {1, 2}. Dann sind folgende Aussagen äquivalent:
(iii) Es gilt Rstr.Π+ F˜1 = Rstr.Π+ F˜2.
(iv) Die Paare
(
φ1
ψ1
)
und
(
φ2
ψ2
)
sind äquivalent.
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Beweis: Zu (a): Wegen Satz F.19 existiert eine diskrete Teilmenge D von C \ [α,∞)
mit
(v) φ und ψ sind in C \ ([α,∞) ∪ D) holomorph.
(vi) Es gilt rank
(
φ(z)
ψ(z)
)
= q für alle z ∈ C \ ([α,∞) ∪ D).
(vii) Es gilt (
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ C \ (R ∪ D).
(viii) Es gilt (
φ(z)
ψ(z)
)∗
(−Jq)
(
φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ Cα,− \ D.
Wegen (vi) gilt (
φ(z)
ψ(z)
)∗(
φ(z)
ψ(z)
)
> 0q×q (G.3)
für alle z ∈ C \ ([α,∞) ∪ D). Wegen (vii) gilt weiterhin(
φ(z)
ψ(z)
)∗(−J˜q)(φ(z)
ψ(z)
)
≥ 0q×q (G.4)
für alle z ∈ Π+ \ D. Wegen Beispiel D.4 gilt nun
[ψ(z)− iφ(z)]∗[ψ(z)− iφ(z)] = φ∗(z)φ(z) + ψ∗(z)ψ(z) + i [φ∗(z)ψ(z)− ψ∗(z)φ(z)]
=
(
φ(z)
ψ(z)
)∗(
φ(z)
ψ(z)
)
+ 2 Im [ψ∗(z)φ(z)]
=
(
φ(z)
ψ(z)
)∗(
φ(z)
ψ(z)
)
+
(
φ(z)
ψ(z)
)∗(−J˜q)(φ(z)
ψ(z)
)
(G.5)
für alle z ∈ C \ ([α,∞) ∪ D). Hieraus folgt wegen (G.4) und (G.3) nun
[ψ(z)− iφ(z)]∗[ψ(z)− iφ(z)] ≥
(
φ(z)
ψ(z)
)∗(
φ(z)
ψ(z)
)
> 0q×q
für alle z ∈ Π+ \D. Somit gilt det(ψ(z)− iφ(z)) 6= 0 für alle z ∈ Π+ \D. Hieraus folgt
dann, dass det(ψ − iφ) nicht die Nullfunktion ist, und wegen (v) gilt weiterhin, dass
F := Rstr.Π+ F˜ in Π+ \ D holomorph ist. Insbesondere ist wegen der Wahl von φ und
ψ die Matrixfunktion F˜ meromorph in C \ [α,∞). Wegen Beispiel D.4 gilt
[ψ(z) + iφ(z)]∗[ψ(z) + iφ(z)] = φ∗(z)φ(z) + ψ∗(z)ψ(z)− i [φ∗(z)ψ(z)− ψ∗(z)φ(z)]
=
(
φ(z)
ψ(z)
)∗(
φ(z)
ψ(z)
)
− 2 Im [ψ∗(z)φ(z)]
=
(
φ(z)
ψ(z)
)∗(
φ(z)
ψ(z)
)
−
(
φ(z)
ψ(z)
)∗(−J˜q)(φ(z)
ψ(z)
)
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für alle z ∈ C \ ([α,∞) ∪ D). Hieraus folgt wegen det(ψ(z) − iφ(z)) 6= 0 für alle
z ∈ Π+ \ D, (G.5) und (G.4) dann
Iq − F ∗(z)F (z) = Iq − [ψ(z)− iφ(z)]−∗ [ψ(z) + iφ(z)]∗ [ψ(z) + iφ(z)] [ψ(z)− iφ(z)]−1
= [ψ(z)− iφ(z)]−∗ ( [ψ(z)− iφ(z)]∗ [ψ(z)− iφ(z)]
− [ψ(z) + iφ(z)]∗ [ψ(z) + iφ(z)] ) [ψ(z)− iφ(z)]−1
= 2 [ψ(z)− iφ(z)]−∗
(
φ(z)
ψ(z)
)∗(−J˜q)(φ(z)
ψ(z)
)
[ψ(z)− iφ(z)]−1 ≥ 0q×q
(G.6)
für alle z ∈ Π+ \ D. Hieraus folgt wegen Teil (a) von Definition G.1 im Fall D = ∅
sogleich F ∈ Sq×q(Π+). Andererseits lässt sich F wegen Lemma G.2 im Fall D 6= ∅ auf
eine Funktion aus Sq×q(Π+) fortsetzen. Wegen (viii) und Beispiel D.6 gilt
Re [ψ∗(z)φ(z)] ≥ 0q×q (G.7)
für alle z ∈ Cα,− \ D. Weiterhin gilt
Im
(
[ψ(z)− iφ(z)]∗ [ψ(z) + iφ(z)] )
= Im
(
ψ∗(z)ψ(z)− φ∗(z)φ(z) + i [ψ∗(z)φ(z) + φ∗(z)ψ(z)] )
=
1
2i
(
2i [ψ∗(z)φ(z) + φ∗(z)ψ(z)]
)
= 2 Re [ψ∗(z)φ(z)] (G.8)
für alle z ∈ C \ ([α,∞) ∪ D). Unter Beachtung von
ImB∗AB =
1
2i
(B∗AB −B∗A∗B) = B∗ 1
2i
(A− A∗)B = B∗(ImA)B
für beliebige A,B ∈ Cq×q folgt wegen det(ψ(z)− iφ(z)) 6= 0 für alle z ∈ Π+ \ D, (G.8)
und (G.7) nun
ImF (z) = Im
(
[ψ(z) + iφ(z)] [ψ(z)− iφ(z)]−1 )
= Im
(
[ψ(z)− iφ(z)]−∗ [ψ(z)− iφ(z)]∗ [ψ(z) + iφ(z)] [ψ(z)− iφ(z)]−1 )
= [ψ(z)− iφ(z)]−∗ [Im ( [ψ(z)− iφ(z)]∗ [ψ(z) + iφ(z)] )] [ψ(z)− iφ(z)]−1
= 2 [ψ(z)− iφ(z)]−∗ (Re [ψ∗(z)φ(z)] ) [ψ(z)− iφ(z)]−1 ≥ 0q×q (G.9)
für alle z ∈ Π+ \ D mit Re z ∈ (−∞, α). Unter Beachtung von
Re [iA] =
1
2
(iA+ [iA]∗) =
1
2i
(−A− [−A]∗) = Im [−A]
für alle A ∈ Cq×q ist wegen (G.9) und [21, Lemma 2.19] oder [71, Lemma 4.23] jedes
z ∈ Π+∩D mit Re z ∈ (−∞, α) eine hebbare Singularität von F und für die Fortsetzung
von F aus Sq×q(Π+) gilt
ImF (z) ≥ 0q×q (G.10)
für alle z ∈ Π+ \ D mit Re z ∈ (−∞, α). Wegen (v), (vii) und Lemma G.4 gilt(
φ(x)
ψ(x)
)∗(−J˜q)(φ(x)
ψ(x)
)
= 0q×q (G.11)
für alle x ∈ (−∞, α) \ D. Hieraus folgt wegen (G.3) und (G.5) dann
[ψ(x)− iφ(x)]∗[ψ(x)− iφ(x)] ≥
(
φ(x)
ψ(x)
)∗(
φ(x)
ψ(x)
)
> 0q×q
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für alle x ∈ (−∞, α) \ D. Somit gilt det(ψ(x) − iφ(x)) 6= 0 für alle x ∈ (−∞, α) \ D.
Hieraus folgt wegen (v) dann, dass F˜ in (−∞, α) \ D holomorph ist. Wir zeigen nun
im Fall (−∞, α)∩D 6= ∅ indirekt, dass F˜ in jedem Punkt x ∈ (−∞, α)∩D hebbar ist.
Angenommen, x ist eine Polstelle der in C \ [α,∞) meromorphen Matrixfunktion F˜ .
Sei F˜ :=
(
F˜ij
)
i,j∈Z1,q . Dann ist x eine Polstelle von F˜ij für alle i, j ∈ Z1,q. Wegen [68,
Korollar 10.1.1] ist dann limz→x
∣∣F˜ij(z)∣∣ = ∞ für alle i, j ∈ Z1,q, d. h. für eine Folge
(yn)
∞
n=0 aus Π+ \ D existiert ein N ∈ N0 mit∣∣F˜ij(yN)∣∣ > √q (G.12)
für alle i, j ∈ Z1,q. Wegen (G.6) gilt F˜ ∗(z)F˜ (z) ≤ Iq für alle z ∈ Π+ \ D. Unter
Beachtung von ||A ||2E = tr(A∗A) für alle A ∈ Cp×q folgt dann∣∣∣∣ F˜ (z) ∣∣∣∣
E
≤ || Iq ||E =
√
q
für alle z ∈ Π+ \ D. Somit gilt
∣∣F˜ij(z)∣∣ ≤ √q für alle i, j ∈ Z1,q und z ∈ Π+ \ D, im
Widerspruch zu (G.12). Somit ist x keine Polstelle, sondern eine hebbare Singularität,
d. h. F˜ ist auf (−∞, α) fortsetzbar. Es existiert nun
Ux := lim
z→x
F (x) (G.13)
für alle x ∈ (−∞, α). Wegen (G.6), (G.13) und (G.11) gilt
Iq − U∗xUx = 2 [ψ(x)− iφ(x)]−∗
(
φ(x)
ψ(x)
)∗(−J˜q)(φ(x)
ψ(x)
)
[ψ(x)− iφ(x)]−1 = 0q×q
für alle x ∈ (−∞, α)\D und. Hieraus folgt wegen der Stetigkeit der Fortsetzung von F˜
in (−∞, α) sogar U∗xUx = Iq für alle x ∈ (−∞, α), also ist Ux für alle
x ∈ (−∞, α) eine unitäre Matrix. Hieraus folgt wegen F ∈ Sq×q(Π+), (G.10), (G.13)
und Teil (b) von Definition G.1 dann F ∈ Dq,α. Weiterhin gelten
i
2
(
Iq − F˜
)
(ψ − iφ) = i
2
[
Iq − (ψ + iφ)(ψ − iφ)−1
]
(ψ − iφ)
=
i
2
[(ψ − iφ)− (ψ + iφ)] = φ
und
1
2
(
Iq + F˜
)
(ψ − iφ) = 1
2
[
Iq + (ψ + iφ)(ψ − iφ)−1
]
(ψ − iφ)
=
1
2
[(ψ − iφ) + (ψ + iφ)] = ψ.
Zu (b): Wir zeigen zunächst (i). Wegen der Teile (a) und (b) von Definition G.1 ist F
in Π+ holomorph und es gilt
(ix) Für alle x ∈ (−∞, α) existiert Ux := limz→x F (z) und es ist Ux unitär.
Angenommen, detF ist die Nullfunktion auf Π+. Wegen der Stetigkeit von F in Π+
und (ix) gilt dann
detUx = det
[
lim
z→x
F (z)
]
= lim
z→x
[detF (z)] = 0
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für alle x ∈ (−∞, α), im Widerspruch zu (ix), dass Ux für alle x ∈ (−∞, α) unitär
ist. Somit ist detF nicht die Nullfunktion sowie unter Beachtung des Identitätssatzes
für meromorphe Funktionen (vergleiche z. B. im skalaren Fall [68, Satz 10.3.2]; im ma-
triziellen Fall betrachtet man die einzelnen Einträge der Matrixfunktion) istMF eine
diskrete Teilmenge von Π−. Unter Beachtung von Π− = {z | z ∈ Π+} ist Rstr.Π−\MF F˜
wohldefiniert und in Π− \MF holomorph. Sei
|MF := {z | z ∈MF} = {z ∈ Π+ | detF (z) = 0}
Wegen (ix) gilt dann
Ux = U
−∗
x =
[
lim
z→x
z∈Π+\|MF
F (z)
]−∗
= lim
z→x
z∈Π+\|MF
F−∗(z) = lim
z→x
z∈Π−\MF
F−∗(z) = lim
z→x
z∈Π−\MF
F˜ (z)
für alle x ∈ (−∞, α). Hieraus folgt wegen (ix) und der Tatsache, dass F = Rstr.Π+ F˜
bzw. Rstr.Π−\MF F˜ in Π+ bzw. Π− \MF holomorph ist, dann, dass F˜ in
Π+ ∪ (−∞, α) ∪ (Π− \MF ) = C \ ([α,∞) ∪MF )
holomorph und somit in C \ [α,∞) meromorph ist. Hieraus folgt dann, dass φ und ψ
in C \ ([α,∞)∪MF ) holomorph sind. Unter Beachtung von F˜ ∗(z)F˜ (z) ≥ 0q×q für alle
z ∈ C \ ([α,∞) ∪MF ) gilt(
φ(z)
ψ(z)
)∗(
φ(z)
ψ(z)
)
= φ∗(z)φ(z) + ψ∗(z)ψ(z)
=
(
i
[
Iq − F˜ (z)
])∗(
i
[
Iq − F˜ (z)
])
+
[
Iq + F˜ (z)
]∗[
Iq + F˜ (z)
]
= 2
[
Iq + F˜
∗(z)F˜ (z)
] ≥ 2Iq > 0q×q
für alle z ∈ C \ ([α,∞) ∪MF ). Hieraus folgt dann
rank
(
φ(z)
ψ(z)
)
= q (G.14)
für alle z ∈ C \ ([α,∞) ∪MF ). Wegen Beispiel D.4 gilt(
φ(z)
ψ(z)
)∗(−J˜q)(φ(z)
ψ(z)
)
= 2 Im [ψ∗(z)φ(z)] =
1
i
[ψ∗(z)φ(z)− φ∗(z)ψ(z)]
=
1
i
[(
Iq + F˜ (z)
)∗(
i
[
Iq − F˜ (z)
])− (i[Iq − F˜ (z)])∗(Iq + F˜ (z))]
= 2
[
Iq − F˜ ∗(z)F˜ (z)
]
(G.15)
für alle z ∈ C \ ([α,∞) ∪ MF ). Hieraus folgt wegen F = Rstr.Π+ F˜ ∈ Sq×q(Π+)
(vergleiche Teil (a) von Definition G.1) nun(
φ(z)
ψ(z)
)∗(−J˜q)(φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ Π+. Hieraus folgt dann(
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
≥ 0q×q (G.16)
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für alle z ∈ Π+. Wegen F ∈ Sq×q(Π+) (vergleiche Teil (a) von Definition G.1) gilt
weiterhin
F ∗(z)F (z) ≤ Iq
für alle z ∈ Π−. Hieraus folgt dann
F˜ ∗(z)F˜ (z) = F−1(z)F−∗(z) =
[
F ∗(z)F (z)
]−1 ≥ I−1q = Iq
für alle z ∈ Π− \MF . Hieraus folgt wegen (G.15) nun
−
(
φ(z)
ψ(z)
)∗(−J˜q)(φ(z)
ψ(z)
)
≥ 0q×q
für alle z ∈ Π− \MF . Hieraus folgt dann(
φ(z)
ψ(z)
)∗( −J˜q
2 Im z
)(
φ(z)
ψ(z)
)
≥ 0q×q (G.17)
für alle z ∈ Π− \MF , also wegen (G.16) sogar für alle z ∈ C \ (R ∪MF ). Es gilt
Re [ψ∗(z)φ(z)] =
1
2
[ψ∗(z)φ(z) + φ∗(z)ψ(z)]
=
1
2
[(
Iq + F˜ (z)
)∗(
i
[
Iq − F˜ (z)
])
+
(
i
[
Iq − F˜ (z)
])∗(
Iq + F˜ (z)
)]
= i
[
F˜ ∗(z)− F˜ (z)] = 2 Im F˜ (z) (G.18)
für alle z ∈ C \ ([α,∞)∪MF ). Hieraus folgen wegen F = Rstr.Π+ F˜ ∈ Dq,α (vergleiche
Teil (b) von Definition G.1) dann
Re [ψ∗(z)φ(z)] = 2 ImF (z) ≥ 0q×q (G.19)
für alle z ∈ Π+ mit Re z ∈ (−∞, α) und unter Beachtung von
ImA−∗ =
1
2i
(
A−∗ − A−1) = 1
2i
(
A−∗AA−1 − A−∗A∗A−1)
= A−∗
1
2i
(A− A∗)A−1 = A−∗(ImA)A−1
für alle reguläre A ∈ Cq×q weiterhin
Re [ψ∗(z)φ(z)] = 2F−∗(z) [ImF (z)]F−1(z) ≥ 0q×q (G.20)
für alle z ∈ Π− \MF mit Re z ∈ (−∞, α). Wegen der Stetigkeit von F in Π+, (G.18)
und (G.19) gilt
Re [ψ∗(x)φ(x)] = 2 Im
[
lim
z→x
F (z)
]
≥ 0q×q
für alle x ∈ (−∞, α). Hieraus folgt wegen Beispiel D.6, (G.19) und (G.20) dann(
φ(z)
ψ(z)
)∗
(−Jq)
(
φ(z)
ψ(z)
)
= 2 Re [ψ∗(z)φ(z)] ≥ 0q×q
für alle z ∈ Cα,−\MF . Hieraus folgt unter Beachtung, dass φ und ψ in C\([α,∞)∪MF )
holomorph sind, (G.14) und (G.17) wegen Satz F.19 dann
(
φ
ψ
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)).
Es bleibt noch (ii) zu zeigen. Es gelten
ψ − iφ = Iq + F˜ − i
[
i
(
Iq − F˜
)]
= 2Iq (G.21)
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und
ψ + iφ = Iq + F˜ + i
[
i
(
Iq − F˜
)]
= 2F˜ . (G.22)
Wegen (G.21) ist det(ψ − iφ) nicht die Nullfunktion. Hieraus folgt wegen (G.21) und
(G.22) weiterhin
(ψ + iφ)(ψ − iφ)−1 = (2F˜)(2Iq)−1 = F˜ .
Zu (c): Wegen (a) ist det(ψj − iφj) für alle j ∈ {1, 2} nicht die Nullfunktion.
Sei zunächst (iii) erfüllt. Wegen des Identitätssatzes für meromorphe Funktionen (ver-
gleiche z. B. im skalaren Fall [68, Satz 10.3.2]; im matriziellen Fall betrachtet man die
einzelnen Einträge der Matrixfunktion) gilt dann F˜1 = F˜2. Hieraus folgt wegen (a)
dann
φj =
i
2
(
Iq − F˜1
)
(ψj − iφj) und ψj = 1
2
(
Iq + F˜1
)
(ψj − iφj)
für alle j ∈ {1, 2}. Hieraus folgt nun(
φ2
ψ2
)
=
(
i
2
(
Iq − F˜1
)
1
2
(
Iq + F˜1
)) (ψ2 − iφ2)
=
(
i
2
(
Iq − F˜1
)
1
2
(
Iq + F˜1
)) (ψ1 − iφ1) (ψ1 − iφ1)−1 (ψ2 − iφ2)
=
(
φ1
ψ1
)
(ψ1 − iφ1)−1 (ψ2 − iφ2) .
Sei g := (ψ1 − iφ1)−1 (ψ2 − iφ2). Dann existiert eine Teilmenge D von C \ [α,∞) (als
Vereinigung endlich vieler diskreter Teilmengen von C \ [α,∞)), so dass φ1, ψ1, φ2, ψ2
und g in C \ ([α,∞) ∪ D holomorph sind und det g(z) 6= 0 sowie(
φ2(z)
ψ2(z)
)
=
(
φ1(z)
ψ1(z)
)
g(z)
für alle z ∈ C\ ([α,∞)∪D erfüllt sind. Wegen Definition F.3 gilt dann 〈(φ1ψ1)〉 = 〈(φ2ψ2)〉.
Sei nun (iv) erfüllt. Wegen Definition F.3 existieren eine in C\[α,∞) meromorphe q×q-
Matrixfunktion g und eine diskrete Teilmenge D von C \ [α,∞), so dass φ1, ψ1, φ2, ψ2
und g in C \ ([α,∞) ∪ D) holomorph sind sowie det g(z) 6= 0 und(
φ2(z)
ψ2(z)
)
=
(
φ1(z)
ψ1(z)
)
g(z)
für alle z ∈ C \ ([α,∞) ∪ D) erfüllt sind. Hieraus folgt dann
F˜2 = (ψ2 + iφ2)(ψ2 − iφ2)−1
= (ψ1g + iφ1g)(ψ1g − iφ1g)−1
= (ψ1 + iφ1)gg
−1(ψ1 − iφ1)−1
= (ψ1 + iφ1)(ψ1 − iφ1)−1 = F˜1,
also insbesondere Rstr.Π+ F˜2 = Rstr.Π+ F˜1. 
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Mithilfe von Satz G.5 erkennen wir, dass eine Bijektion zwischen der Teilklasse Dq,α
von q×q-Schur-Funktionen auf Π+ und der Menge der Äquivalenzklassen von q×q-
Stieltjes-Paaren in C \ [α,∞) besteht. Mithilfe von Teil (a) von Bemerkung F.9 und
Teil (b) von Bemerkung G.3 lässt sich weiterhin zeigen, dass eine Bijektion zwischen der
Teilklasse Eq,α von q×q-Schur-Funktionen auf Π− und der Menge der Äquivalenzklassen
von q×q-Stieltjes-Paaren in C \ (−∞, α] besteht.
Die Ausführungen von Satz G.5 bringen uns auf folgende Bemerkung.
Bemerkung G.6 Sei α ∈ R. Bezeichne I die auf C\ [α,∞) konstante Matrixfunktion
mit dem Wert Iq. Dann gelten folgende Aussagen:
(a) Sei
(
φ
ψ
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)). Dann existiert ein zu (φψ) äquivalentes Paar(
φ˜
ψ˜
)
∈ P(q,q)−J˜q ,≥(C,[α,∞)) mit ψ˜ − iφ˜ = 2I.
(b) Sei
(
φ
ψ
) ∈ P(q,q)−J˜q ,≥(C,[α,∞)) derart, dass ψ − iφ = 2I erfüllt ist. Dann existiert
eine diskrete Teilmenge D von C \ [α,∞) mit∣∣∣∣∣∣∣∣ (φ(x)ψ(x)
) ∣∣∣∣∣∣∣∣
E
= 2
√
q
für alle x ∈ (−∞, α) \ D.
Beweis: Zu (a): Dies folgt sogleich aus Satz G.5 (vergleiche hierzu insbesondere Formel
(G.21) im zugehörigen Beweis).
Zu (b): Sei F˜ := (ψ + iφ)(ψ − iφ)−1. Wegen Teil (a) von Satz G.5 gilt dann
Rstr.Π+ F˜ ∈ Dq,α. Wegen Teil (a) von Definition F.1 existiert eine diskrete Teilmenge
D von C \ [α,∞), so dass φ und ψ in C \ ([α,∞) ∪D) holomorph sind. Somit ist F˜ in
C \ ([α,∞) ∪ D) stetig und wegen Teil (b) von Definition G.1 ist dann F˜ (x) für alle
x ∈ (−∞, α) \ D unitär. Hieraus folgt wegen Teil (a) von Satz G.5 dann(
φ(x)
ψ(x)
)∗(
φ(x)
ψ(x)
)
=
(
i
[
Iq − F˜ (x)
]
Iq + F˜ (x)
)∗(
i
[
Iq − F˜ (x)
]
Iq + F˜ (x)
)
= 2
[
Iq + F˜
∗(x)F˜ (x)
]
= 4Iq
für alle x ∈ (−∞, α) \D. Hieraus folgt unter Beachtung von ||A ||2E = tr(A∗A) für alle
A ∈ Cp×q nun ∣∣∣∣∣∣∣∣ (φ(x)ψ(x)
) ∣∣∣∣∣∣∣∣
E
= || 2Iq ||E = 2
√
q
für alle x ∈ (−∞, α) \ D. 
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Ŝα/n Bezeichnung 7.13
Sp×q(G) Definition G.1
Sq,[α,∞) Bezeichnung B.1
Sq,(−∞,α] Bezeichnung B.5
S0,q,[α,∞) Bezeichnung B.1
S0,q,[α,∞)[(sj)κj=0,=] Seite 23
S0,q,[α,∞)[(sj)mj=0,≤] Seite 23
S0,q,(−∞,α] Bezeichnung B.5
S0,q,(−∞,α][(sj)κj=0,=] Seite 28
S0,q,(−∞,α][(sj)mj=0,≤] Seite 28
Σα.m Theorem 6.2
Σα/m Theorem 6.4
Ta,b Bezeichnung A.2
Tn Bezeichnung 1.22
Θ〈s〉α.n Bezeichnung 4.11
Θ〈s〉α/n Bezeichnung 4.32
Θ˜〈s〉α.n Bezeichnung 4.11
Θ˜〈s〉α/n Bezeichnung 4.32
u〈s〉n Bezeichnung 1.23
u〈s〉α.n Bezeichnung 1.23
271
Symbolverzeichnis
u〈s〉α/n Bezeichnung 1.28
U 〈s〉α.m Definition 4.16
U 〈s〉α/m Definition 4.37
U˜α.m Satz 4.17
U˜α/m Satz 4.38
vn Bezeichnung 1.22
Vn Bezeichnung 1.15
V〈s〉α.m Bezeichnung 4.7
V〈s〉α/m Bezeichnung 4.32
y〈s〉j,k Bezeichnung 1.1
y〈s〉α.j,k Definition 2.1
y〈s〉α/j,k Definition 2.1
Z Seite 11
Za,b Seite 11
z〈s〉j,k Bezeichnung 1.1
z〈s〉α.j,k Definition 2.1
z〈s〉α/j,k Definition 2.1
272
Literaturverzeichnis
Literaturverzeichnis
[1] Adamyan, V.M.; Tkachenko, I.M.: Truncated Hamburger moment problems with
constraints. In: Recent progress in functional analysis (Valencia, 2000), North-
Holland Math. Stud., 189, North-Holland, Amsterdam (2001), S. 321-333
[2] Adamyan, V.M.; Tkachenko, I.M.: Solution of the Stieltjes truncated matrix mo-
ment problem. In: Opuscula Math., 25 (2005), Nr. 1, S. 5-24
[3] Adamyan, V.M.; Tkachenko, I.M.: General solution of the Stieltjes truncated
matrix moment problem. In: Operator theory and indefinite inner product spaces,
Oper. Theory: Adv. and Appl., vol. 163, Birkhäuser, Basel (2006), S. 1-22
[4] Adamyan, V.M.; Tkachenko, I.M.; Urrea, M.: Solution of the Stieltjes truncated
moment problem. In: J. Appl. Anal., 9 (2003), Nr. 1, S. 57-74
[5] Akhiezer, N. I.; Krein, M.G.: Some Questions in Theory of Moments, (Russ.)
Gos. Nauchn.-Tehn. Izd-vo. Ukr., Kharkov (1983); Englische Übersetzung in:
Translations of Mathematical Monographs, Vol. 2, Amer. Math. Soc., Providence,
R. I. (1962)
[6] Albert, A.: Conditions for positive and nonnegative definiteness in terms of pseu-
doinverses, SIAM J. Appl. Math. 17 (1969), S. 434-440
[7] Banachiewicz, T.: Zur Berechnung der Determinanten, wie auch der Inversen
und zur darauf basierten Auflösung der Systeme linearer Gleichungen In: Acta
Astronom., Ser. C, 3 (1937), S. 41-67
[8] Bolotnikov, V.A.: Descriptions of solutions of a degenerate moment problem on
the axis and the halfaxis. In: (Russ.) Teor. Funktsii, Funktsional. Anal. i Priloz-
hen., 50 (1988), S. 25-31; Englische Übersetzung in: J. Soviet Math., 49 (1990),
Nr. 6, S. 1253-1258
[9] Bolotnikov, V.A.: Degenerate Stieltjes moment problem and associated J-inner
polynomials. In: Z. Anal. Anwendungen, 14 (1995), Nr. 3, S. 441-468
[10] Chen, G.-N.; Hu, Y.-J.: The truncated Hamburger matrix moment problems in the
nondegenerate and degenerate cases, and matrix continued fractions. In: Linear
Algebra Appl., 277 (1998), S. 199-236
[11] Chen, G.-N.; Hu, Y.-J.: A unified treatment for the matrix Stieltjes moment pro-
blem in both nondegenerate and degenerate cases. In: J. Math. Anal. Appl., 254
(2001), S. 23-34
[12] Chen, G.-N.; Hu, Y.-J.: Unified treatment for the matrix Stieltjes moment pro-
blem. In: Linear Algebra Appl., 380 (2004), S. 227-239
[13] Chihara, T. S.: An Introduction to Orthogonal Polynomials, Gordon and Breach,
New York (1978)
273
Literaturverzeichnis
[14] Choque Rivero, A. E.: Ein finites Matrixmomentenproblem auf einem endlichen
Intervall, Dissertation, Universität Leipzig, Leipzig (2001)
[15] Choque Rivero, A. E.: On Dyukarev's resolvent matrix for a truncated Stieltjes
matrix moment problem under the view of orthogonal matrix polynomials. In:
Linear Algebra Appl., 474 (2015), S. 44-109
[16] Choque Rivero, A. E.; Dyukarev, Y.; Fritzsche, B.; Kirstein, B.: A Truncated
Matricial Moment Problem on a Finite Interval. In: Interpolation, Schur Functi-
ons and Moment Problems, Oper. Theory: Adv. and Appl., vol. 165, Birkhäuser,
Basel (2006), S. 121-173
[17] Choque Rivero, A. E.; Dyukarev, Y.; Fritzsche, B.; Kirstein, B.: A Truncated
Matricial Moment Problem on a Finite Interval. The Case of an Odd Number
of Prescribed Moments. In: System Theory, the Schur Algorithm and Multidi-
mensional Analysis, Oper. Theory: Adv. and Appl., vol. 176, Birkhäuser, Basel
(2007), S. 99-164
[18] Choque Rivero, A. E.; Mädler, C.: On Hankel Positive Definite Pertubations of
Hankel Positive Definite Sequences and Interrelations of Orthogonal Matrix Po-
lynomials. In: Complex Anal. Oper. Theory, 8 (2014), S. 1645-1698
[19] Dubovoj, V.K: Indefinite metric in the interpolation problem of Schur for analytic
matrix functions. In: (Russ.) Theor. Funkcii, Funkcional. Anal. i Prilozen, Part
I: 37 (1982), S. 14-26; Part II: 38 (1982), S. 32-39; Part III: 41 (1984), S. 55-64;
Part IV: 42 (1984), S. 46-57; Part V: 45 (1986), S. 16-21; Part VI: 47 (1987), S.
112-119
[20] Dubovoj, V.K: Parametrization of multiple elementary factor of nonfull rank.
In: (Russ.) Analysis in Infinite Dimensional Spaces and Operator Theory (Ed.:
V.A. Marcenko), Naukova Dumka, Kiev (1983), S. 54-68
[21] Dubovoj, V.K.; Fritzsche, B.; Kirstein, B.: Matricial version of the classical
Schur Problem. In: Teubner-Texte zur Mathematik, Band 129, B. G. Teubner,
Stuttgart-Leipzig (1992)
[22] Dyukarev, Yu.M.: The Stieltjes matrix moment problem, Manuskript, deponiert
in VINITI (Moskau) am 22.3.1981, Nr. 2628-81 (1981)
[23] Dyukarev, Yu.M.: Interpolation problems in the Stieltjes class, Dissertation, Uni-
versität im. A.M. Gorkogo, Kharkov (1982)
[24] Dyukarev, Yu.M.: A general scheme for solving interpolation problems in the
Stieltjes class that is based on consistant integral representations of pairs of non-
negativ operators, Mat. Fiz. Anal. Geom. 6, Nr. 1-2 (1999), S. 30-54
[25] Dyukarev, Yu.M.: Indeterminacy criteria for the Stieltjes matrix moment pro-
blem. In: (Russ.) Mat. Zametki, 75 (2004), S. 71-88; Englische Übersetzung in:
Math. Notes, 75 (2004), S. 66-82
274
Literaturverzeichnis
[26] Dyukarev, Yu.M.: Theory of interpolation problems in the Stieltjes class and
some related questions in analysis, Habilitation, Universität Charkiw, Charkiw
(2006)
[27] Dyukarev, Yu.M.; Fritzsche, B.; Kirstein, B.; Mädler, C.; Thiele, H.C.: On distin-
guished solutions of truncated matricial Hamburger moment problems. In: Com-
plex Anal. Oper. Theory, 3 (2009), Nr. 4, S. 759-834
[28] Dyukarev, Yu.M.; Fritzsche, B.; Kirstein, B.; Mädler, C.: On truncated matricial
Stieltjes type moment problems. In: Complex Anal. Oper. Theory, 4 (2010), Nr.
4, S. 905-951
[29] Dyukarev, Yu.M.; Katsnelson, V. E.: Multiplicative and additive classes of analy-
tic matrix functions of Stieljes type and associated interpolation problems connec-
ted with them. In: (Russ.) Teor. Funktsii, Funktsional. Anal. i Prilozhen., Teil I:
36, (1981), S. 13-27; Teil II: 38 (1982), S. 40-48; Teil III: 41 (1984), S. 64-70
[30] Efimov, A.V.; Potapov, V. P.: J-expansive matrix-valued functions and their role
in the analytic theory of electrical circuits. In: (Russ.) Uspekhi Mat. Nauk, 28
(1973), Nr. 1 (169), S. 65-130; Englische Übersetzung in: Russ. Math. Surv., 28
(1973), Nr. 1, S. 69-140
[31] Friese, N.; Reichel, M.:Matrixgleichungen im Zusammenhang mit Potenzmomen-
tenproblemen vom Stieltjes und Hausdorff-Typ, Diplomarbeit, Universität Leip-
zig, Leipzig (2015)
[32] Fritzsche, B.; Kirstein, B.: Schwache Konvergenz nichtnegativ hermitescher Bo-
relmaße, Wiss. Z. Karl-Marx-Univ. Leipzig Math.-Natur., 37 (1988), Nr. 4, S.
375-398
[33] Fritzsche, B.; Kirstein, B.; Mädler, C.: On Hankel nonnegative definite sequences,
the canonical Hankel parametrization, and orthogonal matrix polynomials. In:
Complex Anal. Oper. Theory, 5 (2011), Nr. 2, S. 447-511
[34] Fritzsche, B.; Kirstein, B.; Mädler, C.: On a Special Parametrization of Matricial
α-Stieltjes One-sided Non-negative Definite Sequences In: Interpolation, Schur
Functions and Moment Problems II, Oper. Theory: Adv. and Appl., vol. 226,
Birkhäuser/Springer Basel AG, Basel (2012), S. 211-250
[35] Fritzsche, B.; Kirstein, B.; Mädler, C.: Transformations of matricial α-Stieltjes
non-negative definite sequences. In: Linear Algebra and its Applications, 439
(2013), S. 3893-3933
[36] Fritzsche, B.; Kirstein, B.; Mädler, C.: On a simultaneous approach to the even
and odd truncated matricial Hamburger moment problems. In: Recent Advances in
Inverse Scattering, Schur Analysis and Stochastic Processes, Oper. Theory: Adv.
and Appl., vol. 244, Birkhäuser/Springer Basel AG, Basel (2015), S. 181-285
275
Literaturverzeichnis
[37] Fritzsche, B.; Kirstein, B.; Mädler, C.: On matrix-valued Stieltjes functions with
an emphasis on particular subclasses. In: arXiv:1506.01600v1 [math.CV] (2015);
Erscheint in: Large Truncated Toeplitz Matrices, Toeplitz Operators, and Related
Topics, Oper. Theory: Adv. and Appl., vol. 259, Birkhäuser/Springer Basel AG,
Basel (2017)
[38] Fritzsche, B.; Kirstein, B.; Mädler, C.: On a Simultaneous Approach to the
Even and Odd Truncated Matricial Stieltjes Moment Problem. In: Part I, ar-
Xiv:1604.07240v1 [math.CV] (2016); Part II, arXiv:1604.07629v1 [math.CV]
(2016); Eingereicht in: Linear Algebra and its Applications
[39] Fritzsche, B.; Kirstein, B.; Mädler, C.: On the structure of Hausdorff moment
sequences of complex matrices. In: arXiv:1701.04246v1 [math.CV] (2017)
[40] Gerecke, U.; Lorenz, J.: Grundlegende Aussagen über nichtnegativ hermitesche
Maße, Maße mit orthogonalen Werten sowie projektorwertige Maße, Diplomar-
beit, Universität Leipzig, Leipzig (1996)
[41] Gantmacher, F.R.; Krein, M.G.: Oszillationsmatrizen, Oszillationskerne und
kleine Schwingungen mechanischer Systeme, Wisssenschaftliche Bearbeitung der
deutschen Ausgabe: Alfred Stöhr, Math. Lehrbüch. Monogr. Abt. 1, Band V,
Akademie-Verlag, Berlin (1960); Englische Version: Oscillation Matrices and Ker-
nels and Small Vibrations of Mechanical Systems, revised ed., AMS Chelsea Pu-
blishing, Providence, RI (2002), Übersetzung basiert auf dem 1941 erschienenen
Original in Russisch, bearbeitet von Alex Eremenko
[42] Hamburger, H. L.: Über eine Erweiterung des Stieltjesschen Momentenproblems.
In: Math. Ann., Teil I: 81 (1920), S. 235-319; Teil II: 82 (1921), S. 120-164; Teil
III: 82 (1921), S. 168-187
[43] Horn, R.A.; Johnson, C.R.: Matrix analysis, second edition, Cambridge Univer-
sity Press, Cambridge (2013)
[44] Junghanns, P.: EAGLE-GUIDE Orthogonale Polynome, Edition am Gutenberg-
platz, Leipzig (2009)
[45] Karlin, S.; Studden, W. J.: Tchebycheff systems: with applications in analysis and
statistics, Interscience Publishers, New-London-Sydney (1966)
[46] Kats, I. S.: On Hilbert spaces generated by Hermitian monotone matrix functions.
In: (Russ.) Zap. Mat. Otd. Fiz.-Mat. Fak. i Kharkov. Mat. Obsh., 22 (1950), S.
95-113
[47] Katsnelson, V. E.: Continual analogues of the Hamburger-Nevanlinna theorem
and fundamental matrix inequalities of classical problems. In: (Russ.) Teor. Funk-
cii, Funkcional. Anal. i Prilozen, Part I: 36 (1981), S. 31-48; Part II: 37 (1982),
S. 31-48; Part III: 39 (1983), S. 61-73; Part IV: 40 (1983), S. 79-90
276
Literaturverzeichnis
[48] Katsnelson, V. E.: Methods of J-theory in continuous interpolation problems of
analysis, (Russ.) hinterlegt in VINITI (1983). Englische Übersetzung des Part I
von T. Ando, Hokkaido University, Sapporo (1985)
[49] Katsnelson, V. E.: Integral representation of Hemitian positive kernels of mixed
type and the generalized Nehari problem. In: (Russ.) Teor. Funkcii, Funkcional.
Anal. i Prilozen, 43 (1985), S. 54-70
[50] Katsnelson, V. E.: Extremal and factorization properties of the radii in the pro-
blem of representations of positive Hermitian matrix functions. In: (Russ.) Ma-
thematical Physics and Functional Analysis (Ed.: V. A. Marcenko), Naukova
Dumka, Kiev (1986), S. 80-94
[51] Katsnelson, V. E.: On transformations of Potapov's fundamental matrix inequa-
lity. In: Topics in interpolation theory, Oper. Theory: Adv. and Appl., vol. 95,
Birkhäuser, Basel (1997), S. 253-281
[52] Kovalishina, I. V.: J-expansive matrix-valued functions and the classical moment
problem. In: (Russ.) Akad. Nauk Armjan. SSR Dokl., 60 (1975), Nr. 1, S. 3-10
[53] Kovalishina, I. V.: Analytic theory of a class of interpolation problems. In: (Russ.)
Izv. Akad. Nauk SSSR Ser. Mat., 47 (1983), Nr. 3, S. 455-497
[54] Krein, M.G.: On a generalized problem of moments. In: (Russ.) Dokl. Akad. Nauk
SSSR (N.S.), 44 (1944), S. 219-222
[55] Krein, M.G.: Infinite J-matrices and a matrix-moment problem. In: (Russ.) Dokl.
Akad. Nauk SSSR (N.S.), 69 (1949), S. 125-128
[56] Krein, M.G.: The fundamental propositions of the theory of representations of
Hermitian operators with deficiency index (m,m). In: (Russ.) Ukrain. Mat. Zur-
nal, 1 (1949), no. 2, S. 3-66
[57] Krein, M.G.: The ideas of P. L. eby²ev and A. A. Markov in the theory of limited
values of integrals and their further development. In: (Russ.) Usp. Mat. Nauk 6
(1951), no. 4, S. 3-66 (with the redactional participation of P. G. Rekhtman);
Englische Übersetzung: Amer. Math. Soc. Transl., Series 2, 12 (1959), S. 1-121
[58] Krein, M.G.; Krasnoselskii, M.A.: Fundamental theorems on the extension of
Hermitian operators and certain of their applications to the theory of orthogonal
polynomials and the problem of moments. In: (Russ.) Uspekhi Mat. Nauk (N.S.),
2 (1947), Nr. 3 (19), S. 60-106
[59] Krein, M.G.; Nudelman, A.A.: The Markov Moment Problem and Extremal Pro-
blems, (Russ.) Nauka, Moscow (1973); Englische Übersetzung in: Translations of
Mathematical Monographs, Vol. 50, Amer. Math. Soc., Providence, R. I. (1977)
[60] Makarevich, T.: Darstellungen der Lösungsmengen finiter matrizieller Hambur-
gerscher Potenzmomentenprobleme, Diplomarbeit, Universität Leipzig, Leipzig
(2009)
277
Literaturverzeichnis
[61] Makarevich, T.: Ein matrizielles finites Momentenproblem vom Stieltjes-Typ, Dis-
sertation, Universität Leipzig, Leipzig (2014)
[62] Mühling, Ch.; Pfeffing, C.: Über ein matrizielles Potenzmomentenproblem vom
Stieltjes-Typ, Diplomarbeit, Universität Leipzig, Leipzig (2011)
[63] Nevanlinna, R.: Asymptotische Entwicklungen beschränkter Funktionen und das
Stieltjessche Momentenproblem. In: Ann. Acad. Sci. Fenn., A 18 (1922), 5, S. 1-53
[64] Nudelman, A.A.: The work of M. G. Krein on the moment problem. In: (Russ.)
Ukrain. Mat. Zh., 46 (1994), Nr. 1-2, S. 62-74
[65] Nudelman, A.A.: On M. G. Krein's contribution to the moment problem. In:
Operator theory and related topics II (Odessa, 1997), Oper. Theory Adv. Appl.,
118, Birkhäuser, Basel (2000), S. 17-32
[66] Petzel, O.: Beiträge zur Integrationstheorie nichtnegativ hermitescher Maße mit
Anwendungen zu matriziellen Momentenproblemen, Diplomarbeit, Universität
Leipzig, Leipzig (2008)
[67] Potapov, V. P.: The multiplicative structure of J-contractive matrix functions. In:
(Russ.) Tr. Mosk. Mat. Obs., 1955, Volume 4, S. 125-236
[68] Remmert, R.; Schumacher, G.: Funktionentheorie 1, fünfte Auflage, Springer Ver-
lag, Berlin (2002)
[69] Rosenberg, M.: The square integrability of matrix-valued functions with respect
to a non-negative Hermitian measure. In: Duke Math. J., 31 (1964), Nr. 2, S.
291-298
[70] Scheithauer, P.: Über ein matrizielles Potenzmomentenproblem vom Stieltjes-Typ,
Diplomarbeit, Universität Leipzig, Leipzig (2011)
[71] Schröder, T.: Beweise für notwendige und hinreichende Lösbarkeitsbedingungen fi-
niter matrizieller Hamburgerscher Potenzmomentenprobleme, Diplomarbeit, Uni-
versität Leipzig, Leipzig (2013)
[72] Stieltjes, T.-J.: Recherches sur les fractions continues, (Franz.) Annales de la
Faculté des sciences de Toulouse: Mathématiques, vol. 8 iss. 4 (1894), vol. 9 iss.
1 (1895)
[73] Wöhlbier, P.-E.: Einige Beiträge zu einem matriziellen Momentenproblem vom
Stieltjes-Typ, Diplomarbeit, Universität Leipzig, Leipzig (2015)
278
