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La teoría de Diferenciación de Integrales tiene su origen en el
teorema de Lebesgue de diferenciación, y constituye una materia con pro-
blemática propia y fuertemente ligada a otras ramas del Análisis.
El clásico teorema de Vitalí de cubrimiento para intervalos cúbí—
rl
cos de ~ permite probar que los promedios integrales de una función f lo-
calmente integrable para una sucesión de intervalos cúbicos O que se con—
1<
traen a x convergen a f(x). En cambio, si en lugar de intervalos cúbicos
tomamos otra sucesión de medibles acotados Rk~ el problema es muy diferen-
te y la posibilidad de convergencia radica fundamentalmente en la geome-
tría de los conjuntos R, de forma que se precisan unas propiedades míni-
mas de cubrimiento, que en algún sentido se parezcan a las de Vitalí, para
que el resultado de Lebesgue siga siendo válido al menos en un espacio ra-
zonable de funciones.
Junto a los intervalos cúbicos, la familia de los intervalos, con
lados paralelos a los ejes, por una parte, y la familia de los rectángulos
o paralelepípedos, por otra, constituyen las bases clásicas o modelos de
referencia con singulares características, sobre los que la teoría de dife-
renciación de integrales ha elaborado a lo largo de este siglo un cúmulo
de resultados positivos, no exento de numerosos problemas abiertos, fruto
del trabajo de matemáticos de reconocido prestigio y donde la contribución
de matemáticos españoles ha sido notable.
Cabe señalar, precisamente, que a partir de los años setenta y gra-
cias a la aportación de matemáticos españoles entre los que figuran M. de
Guzmán, B. Rubio, 1. Peral, Á. Córdoba, R. Moriyón, E. Soria, y otros, la
diferenciación de integrales toma nuevo impulso, tal vez al observar la
estrecha relación entre la propiedad de Lebesgue de diferenciación y cier-
tas estimaciones del operador maximal de Hardy—Líttlewood, y alguna de sus
variantes.
Mediante este operador se controla el supremo de los promedios in-
tegrales de una función localmente integrable f sobre los medibles de una
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determinada familia que contengan a un punto x. Propiedades de continuidad
del operador maximal, cuando opera en un espacio de funciones, se corres-
ponden con propiedades en diferenciación.
En particular, la caracterización de Busemann y Feller [1934] para
las bases de densidad invariantes por homotecias se puede interpretar co-
no una acotación de tipo débil del correspondiente operador maximal, cuan-
do se restringe a funciones características de medibles acotados. La acota-
ción anterior tiene una versión geométrica sugestiva y permite asociar a
cada medible E de medida finita su A—halo, formado por la unión de los ele-
mentos de la base que con respecto a E tengan una densidad media mayor que
A. La máxima desproporción entre el A—halo de E con respecto a E determina
la llamada función de halo i>, que en términos precisos para una base ~ vie-
ne así definida
ii(1/A) = sup { Iu{R E E: ¡El El >AIR¡}¡ }
donde el supremo está tomado sobre los medibles E que tengan medida Lebes—
gue ¡El finita.
En el caso de bases como los intervalos cúbicos o los intervalos
en R~ hay una coincidencia entre la función de halo 1) y el espacio de de-
rivación 11(L), y el problema conocido como la conjetura de la función de
halo propone que, para las bases invariantes por homotecias, la función de
halo determine el mayor espacio de derivación. Esta cuestión constituye el
punto más atractivo en la teoría de diferenciación de integrales. Por el
momento, y salvo el caso en que la función de halo se comporte como la fun—
cion identidad (R. Moriyón [1978]) el problema del halo permanece abierto.
No obstante, se considera de interés cualquier procedimiento que permita
deducir espacios amplios de derivación de una base si se conoce su función
de halo. Desde otro punto de vista el problema equivale a obtener la mejor
acotación del operadr maximal, o de operadores subaditivos en general, a
partir de acotaciones de tipo débil restringido.
Son muy numerosos los trabajos que en relación con el tema de di-
ferenciación de integrales se han publicado en los últimos años, algunos de
ellos se exponen en la bibliografía que se indica al final de esta memoria.
En particular, es de destacar la monografía de M. Guzmán [1975], donde se
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recogen la mayor parte de los resultados relacionados con esta teoría y su
evolución histórica, así como numerosas sugerencias y cuestiones abiertas.
Igualmente en la obra del mismo autor M. Guzmán (1981], se presentan diver-
sas técnicas que pueden utilizarse en el tratamiento de operadores tanto en
teoría de diferenciación como en otros campos del Ánálisis de Fourier.
De la lectura de estas obras y después de seguir el desarrollo de
un curso de doctorado, impartido por los profesores M. Guzmán y E. Rubio en
la Facultad de Matemáticas de la Universidad Complutense de Madrid, surgió
la idea, animado por el profesor E. Rubio que dirige este trabajo, de inten-
tar resolver alguna de las cuestiones abiertas que se indicaban en los ci-
tados textos. En particular, parecía oportuno analizar el problema de la
diferenciación de integrales en el marco de los espacios de Orlicz, genera-
lizar a estos espacios los resultados ya conocidos en relación con la dua-
lidad entre propiedades de cubrimiento y derivación, hacer uso del método
de linealización del operador maximal para obtener propiedades de cubrimien-
to en espacios mas generales que los L~. En relación con el problema del
halo, buscar caracterizaciones de una base en términos de cubrimiento a
partir de su función de halo y utilizarlas al objeto de acceder a espacios
amplios de derivación.
Con el programa previo se lleva a cabo el trabajo que aquí presen-
tamos distribuido en cinco capítulos que a su vez están organizados por
secciones.
Iniciamos esta Memoria dando en el capitulo 1 un criterio de de-
rivación, teorema 1. 1. , para medidas no negativas, localmente finitas y ab-
solutamente continuas respecto de la de Lebesgue. Mediante el criterio an-
terior la derivabilidad de una medida ~ respecto de una base de diferen-
ciación E queda condicionada a la siguiente propiedad: siempre que para ca-
da punto x de un medible acotado A exista una sucesión R en E que se con—
k
centre en x y respecto a la cual ji tenga una densidad media uniformemente
acotada por A, entonces la densidad media de ji sobre A esta también acota-
da por A.
La propiedad anterior permite reconocer de una forma natural y di-
recta si una base deriva la integral de una función o un espacio de funcio-
nes, evitando el argumento usual relativo a la proximidad respecto a fun-
ciones continuas. Cuando el criterio que venimos comentando se aplica a una
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base regular respecto a intervalos cúbicos se obtienen dos resultados bási-
cos del Análisis real: el teorema de Radon—Nikodym y el teorema de Lebesgue
de diferenciación.
Los espacios o clases de funciones cuyas integrales pueden tener
propiedades de diferenciación en el sentido de Lebesgue respecto de una ba-
se, han de estar contenidos en el espacio de las funciones localmente inte-
grables L(ht). De éstos posiblemente los espacios de Orlicz w(L) junto con
los espacios de Lorentz L(p,q) resultan los más apropiados. En la sección
1.3. del capitulo 1 se describen las propiedades especificas de lo que en
esta Memoria se ha de entender por función de Orlicz y por espacio de Or—
licz. Igualmente se señala el significado concreto que se da a una función
de Young y a la relación de conjugación entre funciones de Young.
El capítulo II se dedica al estudio de las propiedades de deriva-
ción de una base de densidad, es decir, de aquellas bases que, al menos, de-
rivan las integrales de las funciones características de los conjuntos me—
dibles. En el teorema 2.1. se ofrece una prueba directa de que el espacio
de derivación de una base de densidad contiene a L
En el teorema 2.2. se dan diversos criterios que permiten recono-
cer si una base de densidad deriva la integral de una función localmente
integrable. Se destaca entre éstos una propiedad de cubrimiento que contie-
ne como caso particular la propiedad de cubrimiento de De Possel [1936].
No menos interesante resulta también la propiedad que permite asegurar la
derivabilidad de la integral de una función localmente integrable, siempre
que la derivada superior sea esencialmente nula en los conjuntos donde di-
cha función se anule. En la sección tercera de este capítulo se extiende a
espacios de Orlicz la dualidad, observada por Hayes [1976], entre propieda-
des de cubrimiento de tipo Vitalí de una base y el espacio de derivación
asociado.
En el capitulo III se introduce una extensión del operador maxi—
mal de Hardy—Littlewood, es decir, respecto a una familia de abiertos aco-
tados. La estrecha relación entre propiedades de diferenciación de una ba-
se y propiedades de acotación débil del correspondiente operador maximal
ya fueron observadas en los trabajos de B.Rubio [1971] y I.Peral [1974],
que aquí se recogen en los teoremas 3.1 y 3.4. El resto de este capitulo
se orienta al análisis de la interacción que existe entre propiedades de
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cubrimiento de los elementos de una familia de abiertos acotados y propie-
dades de acotación de tipo débil del operador maximal asociado. El método
inductivo de Hayes por una parte (teorema 3.6.), y el método de linealiza-
ción de A. Córdoba, por otra, (teorema 3.9.) sirven de referencia para ob-
tener resultados de gran alcance en el marco de los espacios de Orlicz.
En el capitulo IV se analizan las propiedades del operador maximal
asociado al producto cartesiano de familias de medibles, al menos, si una
de ellas se comporta como los intervalos cúbicos. Utilizando como recurso
el procedimiento natural por el cual el operador maximal definido en
y asociado a una familia 1 admite una extensión al espacio L(IRnfm), se con-
sigue un resultado, teorema 4.2, que contiene como caso particular al co-
nocido strong maximal theorem de Jessen-Marcinkiewicz-Zygmund, relativo a
la acotación del operador maximal para intervalos en 10’.
Merece especial interés la propiedad de cubrimiento que se deduce
para una familia de medibles que tengan alguna componente de naturaleza diá-
dica (teorema 4.4.) de la que resulta, en particular, el resultado de A.Cór—
doba referente a la propiedad de cubrimiento exponencial para intervalos
diádicos en R~. La propiedad de cubrimiento obtenida para los intervalos
con proyección diádica permite obtener una prueba alternativa del strong ma—
ximal theorem.
En el capitulo V se exponen varias cuestiones en relación con el
problema de la función de halo. Salvando el resultado de R. Moriyón [1978]
recogido en el teorema 5.1., donde la invarianza por homotecias de la base
juega un papel decisivo en la verificación de la conjetura de la función
de halo, cuando ésta se comporta como la función identidad, el objeto de
este capitulo se centra en la búsqueda de la mejor y más amplia acotación
de tipo débil que puede deducirse para un operador que sea de tipo débil
restringido y se comporte como el operador maximal.
La observación que queremos hacer aquí es que para obtener que
una base deriva el espacio v(L) es suficiente observar si el operador maxi—
mal correspondiente M se comporta localmente de forma continua en ~(L), por
ejemplo, si
fÁMfk ~




En la sección 2 de este capitulo se indican caracterizaciones de
la propiedad de acotación débil restringida de un operador en términos de
integrabilidad local (teoremas 5.2. y 5.3.) que en ocasiones resultan de fá-
cil manejo y permiten, como en el caso de bases cuya función de halo tiene
una convexidad parcial de grado mayor que uno, propiedades de cubrimiento
interesantes (teoremas 5.6. y 5.8.) De igual modo, y haciendo uso de las
caracterizaciones anteriores, el teorema 5.11. garantiza a un operador que
sea de tipo débil restringido ~ para ~ (u) = u (1 + lg+u)S, s ~ O, la aco—
1
tación débil en el espacio ~ (L ). El resultado anterior se mejora en el
1teorema 5. 12. , donde la acotación débil se amplia al espacio ~ (L ) para
t mayor que 0. En el primer caso la lectura de cara al problema de la fun-
ción de halo coincide con la obtenida por M. Guzmán [1975] mediante el mé-
todo de extrapolación de Vano.
Merece destacar de manera especial, en el estudio sobre medias de
operadores que se hace en la sección 5 de este capitulo, el refinamiento y
ampliación a espacios de Orlicz (teorema 5.14.) que seda al lema de E.M.
Stein y N.J. Weiss [1969], relativo a medias discretas de funciones unifor-
memente acotadas en L(1,w). La nueva versión permite de forma simple (teo-
rema 5. 18. ) probar que, si un operador con las propiedades del operador
maximal es de tipo débil restringido (1,1), entonces es de tipo débil •~
siendo 0(u) = u [1 + 1g(lgu)]. En consecuencia, si la función de halo de
una base se comporta como la función identidad, el espacio de derivación
es, al menos, L[1 + 1g(lgLfl. Resultado éste obtenido por R. Moriyón
[1978] tras observar que el anterior lema de Stein y Weiss permitía dedu-
cir ciertas propiedades de continuidad al operador maximal de tipo débil
restringido (1,1) en el espacio L[1 + lg~ (lg~L)]
En la última sección del capitulo ‘1 se presentan los espacios que
hemos llamado LLOs] y L[Os], definidos mediante quasinormas asociadas a la
función de distribución y que vienen sugeridos por la modificación que se
ha hecho al lema de Stein y Weiss. El interés de estos espacios, que son
del tipo de los espacios de Lorentz, queda reflejado en el teorema 5.20.,
donde se expone que si un operador T con las propiedades del operador ma—
ximal es de tipo débil restringido ~ , entonces verifica la siguiente aco-
tación
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La acotación anterior trae como consecuencia que, si la función de halo de
una base no supera a q’ , entonces el espacio de derivación es mayor que el
espacio L(1 + lgL)0[1 + lg¾lgi)], tal como se expone en el trabajo de F.
Soria [1985], después de obtener acotaciones locales del operador maximal.
Quiero expresar aquí mi más sincero agradecimiento al profesor
Baldomero Rubio, de quien he recibido la máxima colaboración y ayuda, que
ha hecho posible la realización de este trabajo.
Igualmente hago constar mi gratitud al profesor Miguel de Guzmán
y a los profesores del Departamento de Análisis Matemático de la Facultad





1.1. Derivada de una medida
El punto de partida para todos los resultados que aparecen en es-
ta Memoria es el teorema clásico de Vitalí [1908], cuya demostración puede
verse en De Guzmán [1975]. Nos referiremos a 10’, y la medida de Lebesgue
de E se designa ¡E~. En 10’ vamos a considerar también otras medidas, y su-
ponemos que son reales aunque muchos resultados tienen validez asimismo
para medidas complejas. Si no se indica otra cosa, las expresiones medibie
y casi todo punto se refieren a la medida de Lebesgue.
Una base de diferenciación queda determinada cuando a cada x de
10’ se asigna una colección C(x) de conjuntos acotados de medida positiva a
los que x pertenece, y tal que para cada p > O existe algún elemento en
B(x) que tiene diámetro menor que p. La clase formada por las colecciones
5(x) cuando x recorre 10’, así como la unión de todas ellas, se designan S.
Por ejemplo, E(x) puede ser la colección de todos los intervalos cúbicos
de centro x. Si ~(x) es la colección de todos los intervalos cúbicos a los
que x pertenece, sea o no su centro, estamos considerando otra base de di-
ferenciación.
Llamaremos base de diferenciación de Busseman—Feller la que está
constituida por abiertos acotados de medida positiva, siendo ~(x) la colec-
ción de todos aquellos a los que x pertenece. En general, en esta Memoria
nos vamos a referir a bases de Busseman—Feller. Si no se dice otra cosa,
así lo supondremos aunque no se indique explícitamente.
Cuando una sucesión R de elementos de B(x) es tal que sus diáme-
k
tros convergen a cero, se dice que R se contrae a x.
k
Si A es un conjunto arbitrario y S(A) es una subcolección de E
que contiene al menos una sucesión que se contrae a cada punto de A, se
dice que E(A) es un cubrimiento de Vitalí (o una clase de Vitalí) para A
de elementos de E.
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El teorema de Vitalí establece lo siguiente:
Si a(A) es una clase de Vitalí para un conjunto A constituida por
intervalos cúbicos, entonces existe una sucesión disjunta Q de elementos
k
de a(A) tal que
¡A - = O.
Además, fijado c > O, la sucesión Q puede elegirse para que la medida ex-
k
tenor del conjunto uQ — A sea menor que e.
k
La colección ~2de todos los intervalos cúbicos de IRrl es la base
de diferenciación fundamental, y a ella nos vamos a referir principalmente
en este capítulo. El teorema de Vitali es igualmente válido para otras ba-
ses 8 que denominaremos regulares respecto de O o, simplemente, regulares.
Esto significa que existe un número positivo a tal que para cada R de E hay
algún intervalo cúbico Q que contiene a R y verifica Ql ~ajR¡.
Suponemos ahora que ji es una medida localmente finita cuya ff—ál—
gebra contiene a la de Lebesgue, y que E es una base de diferenciación.
Para cada sucesión R de elementos de E que se contrae a x podemos consí—
k
derar la sucesión de cocientes
k
Si esta sucesión tiene límite, y es el mismo para cualquier sucesión E
k
que se contrae a x, éste se denomina derivada de ji en x respecto de E y
se designa DE(wx)~ o simplemente D(p,x) si no hay peligro de confusión.
Suponiendo que ji es real, esta derivada puede ser finita o no, y es cla-
ro, además, que ji es derivable si lo son sus partes positiva y negativa,
por lo cual será suficiente analizar la derivabilidad de medidas no ne-
gativas.
Un caso especialmente sencillo es que ji sea la integral Indefi-
nida de una función continua g. Si R -* x, puesto que
k




[íRkr’ f ~(Y)dY] — g(x) 5 IRkl’ f g(y)—g(x)¡dy,
y lo último es menor que e si el diámetro de E es suficientemente peque—
1<
ño. Esto prueba que la derivada es en este caso la función g. Si ¡1 es la
integral de una función localmente integrable, el problema es muy dife-
rente.
En cualquier caso, siempre podemos definir las derivadas superior
e inferior de ji respecto de E, de la forma siguiente:
¡i(R ) ‘1
D(g,x) = sup sup k{lím r
D(p.x) = mf {lím mf ji(R) }¡ R
en donde el supremo y el ínfimo están tomados sobre todas las sucesiones
R que se contraen a x. Naturalmente, D(ji,x) 5 D(ji,x) y, si se verifica
k
la igualdad, el valor común es la derivada.
Suponiendo que ji tiene derivada finita respecto de una base E pa-
ra casi todo x de 10’. ésta es una función f, y la pregunta natural es si ji
es la integral indefinida de f, es decir, si
p(E) = f f
E
para cada medible E. Cuando así sucede, decimos que E deriva ji. Debemos
destacar, pues, que con la expresión “E deriva ji” indicamos no solamente
que existe derivada finita para casi todo punto, sino también que la in-
tegral indefinida de ésta es ji.
El siguiente teorema ofrece una caracterización de la propiedad
anterior para medidas ji que sean absolutamente continuas respecto de la
de Lebesgue. Este teorema lo usaremos después en muchas ocasiones, y nos
parece un criterio muy útil de diferenciabilidad. Una construcción con al-
gunas analogías, pero realizada en un contexto diferente, puede encontrar—
se en Mattila [1986].
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1.1. Teorema
Sea E una base de diferenciación y ji una medida no ne-
gativa, localmente finita y absolutamente continua respecto de la de
Lebesgue. Las siguientes condiciones son equivalentes:
a> E deriva ji.
b) Si A y E son medibles acotados tales que A c {x: D(g,x> ~ A}
y E c {x: D(g,x) S A}, (A > O), entonces
IAl 5{ji(A) El ~~ji(B).
Demostración.
Es inmediato ver que a) implica b), puesto que salvo conjuntos de
medida nula se tiene que A c <x: D(ji,x) ~ A} y 2 c <x: D(p,x) 5 A>. Así
ji(A) = f D(ji,.) ~ MAl, ji(B) = f D(w.) 5 AIBI.
A 2
Suponemos ahora que b) es cierto, y hay que probar, en primer lu-
gar, que ji tiene derivada finita para casi todo punto. Para ello conside-
ramos los conjuntos
<x: D(ji,x) < U(p,x) < c~}, <x: D(ji,x) =
y será suficiente demostrar que es O la medida de Lebesgue de cada subcon—
junto acotado M del primero, y de cada subconjunto acotado t’i del segundo.
A su vez, M es unión numerable de los conjuntos
M ={xeM: D(p,x)Sr<s5D(wx) <cd
I%S
en donde r y s son racionales positivos. Por la condición b) resulta
(s—r)IM lsji(M )—p(M )0
r,5 r,5
y, por ser s > r, ha de ser IM l = O y también IMI = 0.
r,5
En cuanto a N, está contenido en
{x: D(ji,x) ~ k}
siendo k cualquier número natural, por lo que se verifica
INI .< ! ji(N) <k
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u
u para cada k, y esto prueba que N¡ = 0.
Así pues, D(p,x) existe y es finita para casi todo x.zu Veremos ahora que para cada medible E se verifica
mu ji(E) =
mu y podemos suponer que E es acotado.Fijado p > 1, consideramos los conjuntos
k k.1mu E = <x e E p 5 D(ji,x) < p }
mu en donde k recorre los números enteros, y también
E0 = {x E E : D(ji,x) = 0>, E = 6< e E D(g,x) = cd.mu Salvo un conjunto de medida de Lebesgue O, la unión de todos ellos es E.
respecto Por lo que ya hemos probado, y por ser ji absolutamente continua
de la medida de Lebesgue, será
¡u jiCE) = ¡E[ =
• u y, puesto que E0 está contenido en ‘6<: D(p,x) < 1/k> para todo k, resulta
mu y así g(E0) = O. Por estas ji(E0) 5 ~ ¡E01razones,
mu ji(E) = E
Teniendo b) otra vez en cuenta, resulta también¡u pkIE 15 ~ k•1 IEk II
y
mu J’D(wx)dx = E 1E E PklJEkl E ~(E~) =






Si p + 1, de estas dos desigualdades resulta finalmente 
p(E) = J‘ED(p, x)dx. 
Esto completa la demostración. 
Si f es una función no negativa y localmente integrable, su inte- 
gral indefinida Jf es una medida no negativa, localmente finita y absolu- 
tamente continua respecto de la medida de Lebesgue. Para Sf se puede “tili- 
zar el teorema anterior, y la condición b) es en este caso la siguiente: 
Si A y B son medibles acotados tales que A c {x: D(Sf,x) 2 Al y 
B c tx: D(Sf,x) 5 Al, (h > 01, entonces - 
El teorema expresa que esta condición es equivalente a que la ba- 
se 8 deriva a Jf, es decir, que existe y es finita para casi todo x la de- 
derivada D(Jf,x) y la integral indefinida de ésta es f. Nótese que ello 
significa que D(Jf,x) = f(x) para casi todo x, pues vamos a probar a con- 
tinuación que dos funciones no negativas f y g que tienen la misma inte- 
gral indefinida coinciden en casi todo punto. Es suficiente comprobar que 
tienen medida de Lebesgue 0 los medibles acotados E contenidos en los con- 
juntos 
tx: g(x) 5 r < s 5 f(x)}, {x: g(x) z s > r z f(x)>, 
en donde se supone que r y s son positivos. Si E está contenido en el pri- 
mero, resulta 
0 5 sIEl 5 Ji = J; = rlE[ < m. 
y si E está contenido en el segundo, 
m > rlEl 2 J‘,f = J$ 2 sIEI t 0. 
En ambos casos. por ser s > r, todos los términos de las desigualdades de- 
ben ser ceros, y también IEl = 0. 
La condición % deriva Jf significa, pues, que para casi todo x 
existe la derivada y D(Sf,x) = f(x). 
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Del análisis del teorema 1.1. se deducen las observaciones si—
guientes:
1. Si lo que se pretende es probar solamente que Sf tiene deriva-
da respecto de una base E pero no que la derivada coincida con f, basta
encontrar una función g no negativa y localmente integrable tal que, si A
y E son acotados medibles que verifican
A c 0<: D(ff,x) > A>, E c <x: D(Sf.x) < A>,
resulte
<Ir g, Ej ~
A ~A E
En tal caso la derivada de Sf coincide con g en casi todo punto.
2. Si de una base 8 conocemos alguna propiedad, por ejemplo, que
deriva las integrales de funciones acotadas, entonces el criterio estable-
cido en el teorema 1.1. para asegurar que E deriva a la integral de una
función £ no negativa y localmente integrable puede simplificarse un po-
co. En esta situación, puesto que f puede aproximarse mediante una suce-
sión no decreciente f de funciones acotadas, resulta que f 5 D(Xf) para
k k —
cada k, por lo cual también es f 5 D(Xf) y de aquí se obtiene fácilmente
que se verifica el citado criterio por lo que respecta a la derivada in-
ferior. Sólo resta, pues, probar lo relativo a la derivada superior.
3. Si suponemos ahora que la base E contiene una subbase que de-
riva 51, entonces resultará que D(ff) s 1 s fl(J’f) en casi todo punto, por
lo que la derivada será f si es que existe. En casos como éste es aplica-
ble la observación efectuada en 1. Para una base invariante por homotecias
se puede utilizar lo anterior, ya que contiene a la subbase de los homoté—
ticos de un conjunto fijado y ésta es regular respecto de los intervalos
cúbicos.
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1.2. Derivación respecto de intervalos cúbicos.
Los teoremas de Lebesgue y de Radon-Nikodym
Nos referiremos ahora a la base D de los intervalos cúbicos, o
a cualquier otra 5 que sea regular respecto de ella. Como hemos indicado
antes, estas bases verifican el teorema de Vitalí, y en ello nos vamos a
apoyar para obtener un resultado de diferenciación del mayor alcance po-
sible. Consideramos de nuevo una medida no negativa ji localmente finita y
absolutamente continua respecto de la de Lebesgue. Si 5(E) es una clase
de Vitalí para E, podemos extraer de ella una sucesión disjunta R tal que
k
¡ E — URkI = 0. Vamos a ver ahora que cuando E es un medible acotado se
puede conseguir además, fijado c > O, que sea p(uR — E) < e, es decir,
k
la sucesión R cubre a casi todo E y lo que excede tiene ji—medida arbi—
k
trariamente pequeña. En términos precisos el resultado es el siguiente:
1.2. Teorema
Sea 5 una base de diferenciación regular respecto de
la base de los intervalos cúbicos, y sea ji una medida no negativa, lo-
calmente finita y absolutamente continua respecto de la medida de Le—
besgue. Entonces, fijados e > O y un medible acotado E, de cada clase
de Vitalí para E contenida en 5 se puede extraer una sucesión disjun—
ta R tal que
k
E—URJ =0, ¡iCuR -E) <e.
k
Demostración.
Consideramos un intervalo abierto acotado 1 que contenga a E. Pa-
ra la restricción de la medida ji a 1 la continuidad absoluta significa que
existe algún 8 > O tal que ji(P) < e si P está contenido en 1 y PI < 8. Se
toma entonces un abierto G tal que E c G c 1 y ¡G — El < 6, y restringimos
la clase de Vitali de E que estamos considerando para que todos sus miem-
bros estén contenidos en G. La aplicación del teorema de Vitalí nos propor-
ciona entonces una sucesión disjunta R tal que ¡E — uR¡ = O y el conjun-
to uR —E está contenido en G—E, por lo cual
k
ji(uR -E) 5 ji(G-E) < e.
k
Esto completa la demostracion.
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Los dos teoremas anteriores los vamos a utilizar para obtener de
forma muy directa el siguiente resultado, que expresa la propiedad de di-
ferenciación que tienen las bases regulares respecto de intervalos cúbi-
cos.
1.3. Teorema
Si E es una base regular respecto de intervalos cúbicos
y ji es una medida localmente finita y absolutamente continua respecto
de la de Lebesgue, entonces E deriva ji.
Demostración.
De acuerdo con la observación que hicimos antes, podemos suponer
que ji es no negativa, y utilizaremos el criterio establecido en el teore-
ma 1.1.
Sea A > 0, y A un medible acotado contenido en <x: D(ji,x) ~ A>.
Siendo 8 cualquier número positivo menor que A, la familia
E(A) = <R ~ E: p(R) > (A—8)¡Rj}
es una clase de Vitali para A. Fijado e > 0, existe una sucesión disjunta
R de miembros de E(A) tal que
1<
lA—vR 1 = 0; ji(vR — A) < e; p(R ) > (A—8) IR 1 para cada k
k k k k
Por tanto,
1 1
1< = E IRkl 5 ~ ~ ji(R ) = s—slÁIslual k
1 1
A-8 ¡1(uRk~ A) + r~ ji(UR rl A)
A-8 jiOJR— A) + ~ ¡dA) - ji(A-uR)
+ —3-.— ji(A).
A—6 A—8
Puesto que e y a son arbitrarios, resulta
IAl 5 ji(A).
Sea ahora B un medible acotado contenido en Oc: D(ji,x) s A>. Si
a es un número positivo arbitrario, la familia
E(B) = {R E E: ji(R) < (A+a)IRI}
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es una clase de Vitali para E. Fijado e > 0, existe en E(E) una sucesión
disjunta R tal que
k
lB~uRk 1 = 0, luRk~ El < e, ¡dR) < (A+8)IRI para cada k
y al ser ji absolutamente continua respecto de la medida de Lebesgue, tam-
bién es ji(B-uR ) = 0. Por tanto,
k
ji(S) s ji(tiR) = ~
5 (A+8) E R¡ = (A+8)luRkl
= (A+6)IuR —Hl + (A.*a)IBI — (A+6)IB—uR 1
k k
s (A+8)c + (A+8)IBI
Puesto que e y 5 son arbitrarios, resulta
ji(B) s AIBI.
Esto completa la demostración.
Del teorema anterior se obtienen dos consecuencias. Por una
parte, si ji es una medida localmente finita y absolutamente continua res-
pecto de la de Lebesgue, existe su derivada D(p,x) respecto de intervalos
cúbicos para casi todo x, y esta derivada es una función f tal que
ji(E) = f
E
para cada medible E. Este es el teorema de Radon-Nikodym
Por otra parte, si f es localmente integrable, la integral inde-
finida de f, es decir, la medida ff tal que (Sf)(E) = ¡ f para cada medi—
E
ble E, es localmente finita y absolutamente continua respecto de la de Le—
besgue. Existe por tanto la derivada D(ff,x) respecto de intervalos cúbi-
cos para casi todo x, y
(j’f)(E) = ‘E = ‘E
para cada medible E. En consecuencia, es D(ff,x) = f(x) para casi todo x.
Este es el teorema de Lebesgue de diferenciación.
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1.3. Espacios de Orlicz
En esta Memoria vamos a considerar distintos espacios de funcio-
nes localmente integrables y. en particular, pondremos especial énfasis en
espacios de Orlicz, de los que vamos a describir ahora las propiedades que
usaremos.
+
Llamaremos función de Orlicz a una función ~ definida en ~ y con
+
valores en ~ tal que para cada a del intervalo [0,1] y cada u ~ O verifi—
ca
q(au) s a ~du) (1)
De la condición anterior resulta
a) e(O) = 0.
b) ~ es no decreciente, puesto que si u 5 y, entonces
q~(u) = q’ [~y ] s E s
c) La función ~ definida por ~(0) = O y ~(u) = w(u)/u para
u > O es también no decreciente ya que, si O < u 5 y, entonces
w(u) — ~(u) — ~[(u/v)v] _ (u/v)~(v) = ~(v) = —~u u u y
La propiedad c) caracteriza a las funciones de Orlicz puesto que.
+ +
si ~, definida en IR y con valores en IR , es no decreciente y no nula, en-
tonces la función
~(u) = u ~(u) (1’)
verifica claramente la condición (1). Esto permite manejar las funciones
de Orlicz de la forma que se indica en (1’). En un sentido más amplio, si
~ es no decreciente y no nula, la función ~ definida por
~(u) = tz~ g(u). (2)
siendo p ~ 1, la llamaremos también función de Orlicz, y para cada a del
intervalo [0.1] y cada u ~ O se verifica ahora
~dau) 5 a~ ~du).
Y recíprocamente, si ~ es una función que verifica esta última propiedad,
entonces admite una expresión de la forma indicada en (2).
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Son ejemplos de funciones de Orlicz
q(u) = ¿(1 + lgu)5, q~(u) = u~1 exp (uS)
donde es p ~ 1 y s ~ 0.
En cambio, funciones no decrecientes como, por ejemplo,
1/2
~(u) = u ~(u) = exp(—1/u)
no serán consideradas en esta Memoria funciones de Orlicz.
Como es habitual, designaremos L(IRrl), o bien L, el espacio de las
rl 1 rl 1funciones definidas en IR que son localmente integrables, y L (IR ) o L
designa al espacio de las que tienen integral finita en 10’.
Dada una función de Orlicz q, el espacio de las funciones f de-
finidas en 10’ tales que w(¡f¡) es localmente integrables se designa ~dL).
Es decir,
~(L) = {f: ~(¡f¡) e
y nos referiremos a él como la clase o el espacio de Orlicz asociado a ~.
1Análogamente, ~(L ) designará al espacio de funciones f tales que qdjf~)
tiene integral finita en 10’.
El comportamiento en el infinito de dos funciones de Orlicz de-
cide la posible inclusión de los correspondientes espacios.
1.4. Teorema
Sean Q«L) y @(L) los espacios de Orlicz asociados a las
funciones q y «i. Son equivalentes
i) existen c > O y u tales que ««u) 5 c ~(u) si u ~ u
o o
u) ««L) c @(L).
Demostración
Para probar que i) implica u) elegimos f en ~(L) y E de medida




5 ««u) lE—Al + c fÁ««ífli < ~
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lo que prueba u).





Podemos elegir en la bola unidad E una sucesión disjunta de medibles E
k
tales que




Si ahora tomamos f = ~ uxE resulta
k
‘E = E ~(u ) lB l — E ~(1) 5 ~(1)kk k 2
0(f) = 0(u) lE 1 ~ E 2k ~(u ) lEí =
‘E
S
k k k k
y u) es falso.
Como consecuencia inmediata del teorema precedente resulta que
~(L) c L
para cualquier función de Orlicz ~, puesto que si c = ««u ) * O, resulta
o
o
Es deseable en muchas ocasiones que el espacio de Orlicz g(L) sea
un espacio vectorial, y así sucede si ~ verifica la propiedad del doble, es
decir, existen c > O y u tales que
o
««2u) 5 c ««u); u ~ u -
o
Se dice entonces que ~ verifica la condición A, o que ~ es A
2
1.5. Teorema
Sea ~ una función de Orlicz. Son equivalentes
U ~ es A
2
u) ««L) es un espacio vectorial.
Demostración
Supongamos que ~ es A2, y fijemos E de medida finita y funciones
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u
u f y g en qdL). Consideramos el conjunto
A = 0< e E: If(x)I 5 Ig(x)I}.
Resulta
II ‘E + Igl) ~ f««2Igu + 1E:(2ífí)
¡u _ cj’««IgI) + cJ’««lfI) <
k
• Por otra parte, si A > Oy tomamos un entero k tal que A 5 21. k kresulta qdAu) 5 ««2 u) S c ««u), lo cual permite probar que, si f e
entonces Af e ««L). Así se obtiene que ««L) es un espacio vectorial.
Recíprocamente, si f e ««L), entonces 2f e ««L); esto significa
que, si tomamos (u) = ««2u). resulta ««L) c (U y por el teorema 1.4.
existen c > O y u tales queII ~ (u) = ««2u) 5 cq(u); u u
0,
‘u













1.4. Funciones de Young.
Dos funciones de Orlicz distintas pueden dar lugar al mismo espa-
cio de Orlicz. Las funciones q(u) = u y ~(u) = u exp(—1/u) definen ambas
el mismo espacio L, puesto que son asintóticamente iguales. Una función de
Orlicz ~ diremos que es una función de Young si la función no decreciente
es además no acotada, por lo que
u J.ím ««u) =u
Por tanto, una función de Young puede expresarse bajo la forma
««u) = u ««u)
donde j es no decreciente y no acotada.
Por aplicación del teorema 1.4. es claro que, si ~ es una función
de Young, entonces ««L) c L. Este contenido es además estricto, puesto que
si L = ««L) existirían c > O y u tales que ««u) 5 c u; u ~ u0, lo cual
o
contradice la condición exigida a q~.
El comentario anterior no se opone al siguiente resultado.
1.6. Teorema
Si f e L’, existe una función de Young ~ tal que
1 1 1f e q4L ). Es decir, L = u{ ««L ): ~ función de Young}
Demostración
Sean A = 0<: lf(x)l < 1>; E = 0<: If(x)I ~ 1>. Para k = 1, 2,
consideramos los conjuntos
k—1 k
B = <x e E: 2 5 ¡f(x)¡ < 2 >.
k
Puesto que £ e L’, la serie E 2kís 1 converge, ya que
k
E 2kIBkj = 2 E zkíísk¡ 5 2 j’ ¡f¡ <
B
Existe una sucesión no decreciente y no acotada u de números rea—
k




2k u lB 1 < w.
k k
Si consideramos ahora la función ««u) = u ««u). siendo{ 1 si Osusí
««u) = u si 2k-1 < u <
resulta
J q’(Ifl) = ‘A +
+ E (2k) IBk ¡
‘A + E 2k u Hl w
Así f e ««L ) y el teorema es cierto.
1
Con el mismo razonamiento que en el teorema precedente se prueba
1
que L~, p ~ 1, se puede considerar como la unión de los espacios ««L
cuando ~ recorre las funciones de Young de la forma
««u) = u~ ;(u),
siendo q, no decreciente y no acotada.
Diremos que dos funciones de Young ~, ~ son complementarias si
verifican la desigualdad
uvsq(u) +««v) ; u~u v~v0
llamada desigualdad de Young.
A una función de Young @. podemos asociar su conjugada Young ~ que
viene definida por
««u) = sup <u y - «dv)>.
v~0
Es fácil ver que q es tambien función de Young y tiene por conjuga-
da a la propia 0. En consecuencia, dos funciones son complementarias si una
de ellas mayora la conjugada Young de la otra.
Los siguientes ejemplos son pares de funciones conjugadas Young
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i) ««u) = u~/p, p > 1
0(v) = ~ p+q = pq
+u) ««u) = u log u
si y >1
0(v) = exp(v-1) siOsvsl
En general no resulta fácil determinar la conjugada Young de una
función, salvo en ejemplos como los anteriores. En cambio, no resulta di-
fícil reconocer si dos funciones son complementarias. A continuación se
expone una condición necesaria para que dos funciones sean conjugadas, y
una condición suficiente para que dos funciones sean complementarias.
1.7. Teorema
Si dos funciones Young ~, 0 continuas por la izquierda
son conjugadas, entonces verifican la siguiente relación
Demostración
Se observa, en primer lugar, que la relación establecida en el
teorema es equivalente a la siguiente
«‘ [w(u)] 5 u; u 0,
donde O , ~ son las funciones no decrecientes y no acotadas asociadas a
O y a ~ de la forma
0(u) = u ««u); ««u) = u ««u)
y que ahora suponemos además continuas por la izquierda.
Fijado u ~ 0, el conjunto A = <y: 0(v) > uy> no es vacío por ser
no acotada. Si y es el ínfimo de A, dada la continuidad de «‘ por la iz-
quierda, ha de ser 0(v) s u y. Resulta
««u) = sup [uy — 0(v)]
v~O
~ sup_ [uy — 0(v)] + sup [uy — 0(v)]
vsv v>v
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S sup - [uy - 0(v)] 5 uy
vsv
De lo anterior se obtiene que ««u) s y, y de ser no decreciente
resulta que «¡ [««u)] s «dv) 5 u. Esto completa la demostración.
1.8. Teorema
Si dos funciones de Young ~‘ y t4 verifican la relación
u~u,
o
entonces son complementarias y cumplen la desigualdad de Young, siendo
en este caso uy 5 ««u) + 0(v) para u ~ u y y ~ O.
o
Demostración
La relación expresada en el teorema equivale a la siguiente
«i [««u)] u, u u
o
Sean u ~ u y y ~ 0. Si y 5 ««u), es claro que uy s u ««u). Si y > ««u).o
entonces «dv) ~ O [««u)] ~ u, por lo cual es y 0(v) ~ vu. En cualquier
caso se verifica para u ~ u y y ~ O
o
uy 5 ««u) + 0(v)
y el teorema es cierto.
Como aplicación de lo anterior resulta que, si ~ es no decrecien-
te y no acotada, podemos definir su inversa generalizada 0 de la siguiente
forma
«dv) ínf{u>0: ««u) >v> v~O.
Resulta que ~v es también no decreciente y no acotada y se tiene que
@ [««u)] ~ u.
En consecuencia, las funciones
««u) = u ««u) 0(u) = u 0(u)
son complementarias.
En particular, si s > O, las funciones de la forma
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1/s
0(v) = y expCvw(u) = u (lg~u)5
verifican la desigualdad de Young.
1.9 Teorema
Sean ~ una función de Young continua y O su conjugada.









Por el teorema 1.8. es claro que 01 y y son complementarias. Por
tanto O mayora a 0. Por otra parte, a cada y ~ O podemos asociar el nú—
1
mero u definido por
u = ínf<u: ««u) > 0(2v)>.
Por la continuidad ha de ser ««u) = 0(2v). Además
u 2v 5 ««u) + 0(2v) = 2 ««u).
es decir
5
Si consideramos los valores de y para los que u es mayor que u0, se tiene
~ 0~ [q,(u)/u] = ««u) = 0(2v).
Esto completa la demostración
De lo anterior se deduce que a una función de Young y continua po-
demos asociar su conjugada Young O y la conjugada Young trivializada 01
que viene dada por
o — ] = ««u).[~~)
Las funciones O y O son asintóticamente iguales si O es A . En cualquier
1 2
caso se relacionan de la forma
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5 01(v) 5 0(2v)
tal como se indica en el teorema, lo que permite sustituir en la mayoría
de los casos una función por otra.
Para la función ««u) = u log u, su conjugada Young es
0(v) = exp(v—1) , y > 1,
y la conjugada Young trivializada es














PROPIEDADES DE DERIVACION Y DE CUBRIMIENTO
DE LAS BASES DE DENSIDAD
Una mínima condición que se debe pedir a una base de diferencia-
ción es que derive a las integrales de las funciones características de
los conjuntos medibles. Si así sucede, se dice que es una base de densi-
dad.
Es decir, si S es base de densidad, E es medible, y R es una su—
k
cesión de elementos de ~ que se contrae a x, resulta para casi todo x
IR n El
hm k = hm = XE()T~V XE
k
Es claro que la base O de los intervalos cúbicos en 10’, así como
cualquier base regular respecto de O, es de densidad. Para otras familias
de conjuntos, aunque tengan propiedades geométricas simples, no resulta
en general fácil ver si tienen la propiedad de densidad.
Desde que Banach [1924] y casi al mismo tiempo Eohr prueban que
la base de intervalos de IR2 no verifica la propiedad de Vitalí de cubri-
miento, la teoria de diferenciación de integrales inicia la búsqueda de
técnicas nuevas que permitan deducir las posibilidades de diferenciación
rlde una base tomando como referencia la de los intervalos de IR . El primer
resultado positivo fue obtenido por Saks [1933], que confirma la propiedad
de densidad para los intervalos (strong density theorem) y establece. dos
años más tarde, una limitación a la capacidad de derivación de esta base
probando que para casi toda (en el sentido de las categorías de Baire)
función de L’ la derivada superior es infinita (Saks rarity theorem).
2Sin embargo, la familia de los rectángulos en IR no es base de
densidad, resultado que aparece relacionado con la construcción de ciertos
conjuntos medibles de original geometría (árbol de Perron y conjunto de
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Nikodym). No trataremos en esta Memoria los interesantes problemas que se
plantean en relación con la base de los rectángulos de 10’.
Las bases de densidad fueron caracterizadas por De Poselí [1936]
mediante una propiedad de cubrimiento análoga a la de Vitalí. Este resul-
tado hizo pensar en la existencia de cierta relación de dualidad entre las
propiedades de diferenciación y las de cubrimiento de una base. Trataremos
en este capítulo estas cuestiones, presentadas en un marco de relativa ge-
neral idad.
En primer lugar, se ofrece una caracterización de las bases de
densidad que afecta a las derivadas superior e inferior de la función ca-
racterística de un conjunto medible, y se da una prueba muy sencilla de
que una base de densidad deriva las integrales de funciones de L
En segundo lugar, se analizan las condiciones precisas para que
una base de densidad derive a una medida localmente finita y absolutamen-
te continua respecto de la medida de Lebesgue (o bien, a la integral de
una función localmente integrable). Se va a obtener como consecuencia la
propiedad de De Possel de cubrimiento, así como un criterio de derivación
que impone una acotación local de tipo débil (1,1) a la derivada superior.
Por último, se generaliza a funciones de Young la estrecha rela-
ción que existe entre las propiedades de derivación de una base y las pro-
piedades de cubrimiento de sus elementos.
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11.1. Bases de densidad. Caracterización
En el teorema que sigue se exponen distintos criterios que permi-
ten reconocer si una base es de densidad.
2.1. Teorema
rlSea B una base de diferenciacion en . Son equivalen-
tes:
a) S es base de densidad
b) ~ deriva las integrales de las funciones de L
c) Si E es medible, entonces D(fx ,x) = O ctx e Rrl~E
E
d) Si E es medible, entonces D(fx ,x) = 1 ctx e E.E
Demostración
Sea S base de densidad, y f e L . Sin pérdida de generalidad, po-
demos suponer que 0 5 f < 1. Existe una sucesión no decreciente {s > de
k
funciones simples no negativas (combinaciones lineales finitas de conjun-
tos no necesariamente de medida finita) que converge uniformemente a f.
por tanto, para e > 0, existe 1< tal que s 5 f < s + e, y puesto que S
k k
deriva también a las integrales de funciones simples, resulta para casi
todo x
D(Sf,x) 5 D(JMs +c).x)
k
=
5k (x) + e
5 f(x) + e.
Asimismo
k
= (x) > f(x) — e.
Se concluye de lo anterior que D(Jf,x) = f(x) para casi todo x, por lo que
b) es cierto.
Que b) implica c) es inmediato, porque XE es acotada y evidente-
mente resulta para casi todo x de 10’— E




Para probar que c) implica d) basta observar que
+ lRn(IRrl~E)I = 1.
por lo cual se obtiene
DUx ,x) + ~(Sx ,x) = 1u. — E
u u y teniendo en cuenta c) DUx ,x) = 1 - B(Sx,x) = 1
u u para casi todo x de E.
Por último, si c) es cierto y E es medible, resulta para casi to—
uu
do x de E
1 = D(Sx ,x) 5 ~(Sx,x) 5 1.mu
— E E
Así D(fx .x) = 1, y por paso al complementario se tiene también para casi







11.2. Bases de densidad. Derivada de una medida






Si es a = 0, entonces la sucesión R es disjunta. Cuando a e L , cada ele-
It o,
mento de 10’ está a lo más en un número finito y fijo de términos de la su-
cesión. La propiedad de cubrimiento de Vitalí para una base E regular res-
pecto a intervalos cúbicos puede formularse así
“Dados A medible acotado, E(A) clase de Vitalí para A contenida en
E, y e > O, existe una sucesión R en E(A) tal que, si o’ es la función de
k
solapamiento, se verifica
lA — uR 1 = 0, luR —Al < e, laus £
La propiedad de cubrimiento de De Possel anteriormente citada, que
caracteriza las bases de densidad, es del mismo tipo que la de Vitali, con
la diferencia que ahora la función a’ tiene norma en L’ acotada por e. El
práximo teorema ofrece varios criterios para reconocer si la integral de
una función localmente integrable tiene derivada respecto de una base que,
al menos, sea de densidad. Entre estos criterios figura una propiedad de
cubrimiento del que se obtiene como consecuencia el resultado de De Possel.
2.2. Teorema
Sea E una base de densidad en Rrl y £ no negativa y lo-
calmente integrable. Son equivalentes:
a) E deriva •ff
b) Si E es medible, entonces D(ffx ,x) = O para casi todo x
E
rlde O~ -E
e> Dados A de medida finita, E(A) clase de Vitalí para A conteni-
da en E, y e > O, existe en E(A) una sucesión R tal que, si a’
k
es la función de solapamiento, se verifica
i) ¡A — tAj 1 = O, u) ltJRk~Al < e, iii) {(fo’) < e






Supongamos que a) es cierto. Para obtener b) consideramos para
cada número natural k el conjunto E = 6<: f(x) < k> y descomponemos f de
k
la forma £ = f + donde f es la restricción de f a E . Puesto que f
k k k k
es acotada y E deriva la integral de f, resulta que E deriva también la
integral de g. Fijados E medible y A > O, consideramos el conjunto
A = 0< E 10’-E : D(X(fx ),x) > A>.
E
Probaremos que A tiene medida cero, y podemos suponer que A es acotado.
Al ser f una sucesión no decreciente que converge puntualmente a 1, re—
It
sulta que, dado £ > 0, existe k tal que
f ~ = f ~ .c £A A
y, puesto que ~x = f x + £ X , es claro que A está contenido en la unión
E ItE ItE
de los conjuntos
rlA = <xeIR-E: ~(S(fx),x)>A/2 }
1
y
A = 0< E IRrlE : U(f(£kx ),x) > A/2 >.
2
A tiene medida nula, ya que E deriva a la integral de f x y esta función
1 kE
se anula en 10’—E. Por ser g~ ~ ~‘ se obtiene, salvo un conjunto de me-
dida nula,
A c Oc: D(j’g ,x) > A/2 >
2 k
y, puesto que E deriva la integral de g, ha de ser
IAl —
~k < 22~ A A
2
Así b) es cierto.
Supongamos ahora b) y sean A, E(A) y £ los elementos que se fijan
en c). Elegimos un abierto que contenga a A tal que ¡G—A¡ < e, y suponemos
que los elementos de E(A) están contenidos en O. Así la condición u) se
verifica para cualquier sucesión elegida en E(A).
Sea a tal que 2aIGI < e. Pretendemos elegir en E(A) una sucesión
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<R } tal que, si a’ es la función de solapamiento de la colección finita
It It
<R, R2 R>1 It
y H es la unión de los miembros de ésta, se verifique
It
(fo’ ) 5 2«IB I, 1< = 1, 2,
It It
Además, en cada etapa se elegirá R de manera que su medida esté en un sec—
It
tor más alto de las medidas de los que se consideran elegibles.
A tal efecto, sea
a = sup <IRI: R E E(A)>.
o
Elegimos R en E(A) tal que IR I ~ a . Es claro entonces que
1 1 40
frfa’) < 2alR
por lo cual, si IA—R I = 0, el proceso de selección termina.
1
Supongamos elegidos R,. . ,R de manera que
h
s 2a~B~
y que lA~HhI > O. La familia
1 1’Eh = <RE E(A): IR n hí < ~IR 1 y jR% <
no es vacía, debido a que E es base de densidad, a la hipótesis b), y a que
lA~Hh 1 > 0. Sea R E Eh. y designamos la función característica de R, y





y f (fa’,) = {f(x1+ ... + xl, + —
+ f f(x1+ ... + Xl,) =
h




5 2aIBj + 2«lR~Bl,I
— 2«¡Hu Rl
aAhora elegimos R en E tal que IR ¡ — a, siendo a el supremo de
h+1 1~ Iv.1 4
<IRI: R E E >. De lo anterior se obtiene1~
Siguiendo este proceso resulta que, si existe un k para el cual
lA—E 1 = O, entonces i), u) y iii) de c) se verifican para la sucesión
finita <R, R,.. ,R } al ser 2a1H 1 5 2~lGl < c
It It
Supongamos que el proceso es infinito, y por tanto para cada k es
jA—E 1 > 0. Sea E la unión de todos los R , y vamos a probar que lA-El = 0.
It It
De no ser así, consideramos la familia no vacía:
1E = <R E E: IRnEI < —IRI y
«¡Rl>.2
Es claro que E cE para todo k, y si Re E , entonces ha de serW It w
4
Rl — IR 13 k+1
para cada k, lo que supone que Rl = O y que E es vacía, puesto queo,E S 2 [lR11+ E 11k — El] = 21H1 5 2101
k>1
y como consecuencia 11kI converge a 0.
Por otra parte, si o’ es la función de solapamiento de la sucesión
infinita R, se tiene también
Jfo’ = hm J~a’It 5 hm 2xlHIt I ~ 2alGI
y así queda probado c).
Supongamos que c) es cierto, y sea A > O y A acotado medible con-
tenido en {x: D(ff,x) > A>. Probaremos que MAl S 5 f. Para ello elegimos
A
un abierto acotado O que contenga a A y consideramos la familia
E(A) = {R e E: J f > AIRI y E c 0>,
E
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que es una clase de Vitali para A. Dado e > 0, existe .3 > O tal que, si
F c G y FI < a, entonces 5£ < c. Tomemos a’= mm <.3,c> y apliquemos a
(A,E(A),8’ ) la hipótesis c); se obtiene así una sucesión R que verifica
It
i) IA—uRIt 1 = 0, u) VR—Al < a,, iii) f(fa’ < .3’; iv) ,ff > AIRItI.
It
Resulta entonces
IAl 5 VR l ~Z IRItI ~f£~>k





en donde se ha tenido en cuenta que por i) y u) es
luRk~Al = ¡UR¡—¡A¡ < 6’.
Puesto que e es arbitrario, se obtiene d).
Por último, si d) es cierto, para obtener a) bastará, de acuerdo
con el teorema 1.2., probar que, para A > OyE acotado medible contenido
en <x: D(J’f,x) 5 A>, se tiene AIBI ~ 5£, y esto se verifica para cada £E
no negativa localmente integrable por ser E base de densidad. En efecto,
sea f una sucesión no decreciente de funciones acotadas que converge pun—
k
tualmente a f. Dado e > 0, existe k tal que 5¿It > 5 f — e, y se tieneE
H c <x: D(5f,x) 5 A} c <x: D(5f ,x) 5 A>.
— It
Puesto que E deriva 5£, ha de ser
AIEI {BIt > ff —
El teorema queda así probado.
2.3. Corolario
Si una base de densidad deriva Sf, y 0 5 g s f, enton-
ces deriva tambien Sg.
Hasta observar el apartado b) ó el c) del teorema anterior.
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2.4. Corolario (Teorema de De Possel)
La propiedad de densidad para una base E es equivalente
a la siguiente propiedad de cubrimiento:
Dados A de medida finita, una clase de Vitalí E(A) para
A contenida en E, y e > O, existe en E(A) una sucesión R tal que, si
It
a’ es su función de solapamiento, se verifica
lA — vE 1 = O, luRk~ Al < e, fa’ < e.
Demostración
Supuesto que E es base de densidad, la propiedad de cubrimiento
a la que nos referimos la establece el apartado c) del teorema anterior
cuando f es la función característica de IR”.
Para la prueba recíproca bastará probar, teniendo en cuenta el
teorema 2.1, que si E es medible, A > O y A acotado medible contenido en
<x E IR~—E: D(5x .x) > A>. entonces IAl = 0. Para ello consideramos en E la
E
familia
1/ = <R: ~fX~ > A IRI>
R
que es una clase de Vitali para A . Fijado £ > 0, por hipótesis, existe en
1/ una sucesión R que verifica
It
lA — uRk 1 = 0; lvRIt~ Al < e; fa’ < e.
donde a’ es la función de solapamiento de R . En consecuencia, si llamamos
It
XIt a la función característica de R, se tiene
IAl 5 IURIt 1 5 SIRIt1 ksfx={fxzx
Fi
It
= k [fXE o’ + f X~ (x~,~- XÁ) + fx xj
2c5—
A
donde se ha tenido en cuenta que A rl E = 0 y que luR 1 — IAl = luR —Al.
It It
Puesto que e es arbitrario, el corolario queda probado.
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2.5. Corolario
Sean E una base de diferenciación y ~ una clase de
funciones que contiene a las funciones características de los con-
juntos medibles. Entonces, E deriva las integrales de las funcio-
nes de ~ si y sólo si para cada f de ~ y cada medible E se verifica
que D(j’fx,x) = O para casi todo xde 10’— E.
E
En efecto, si E deriva las integrales de las funciones de ~,
entonces es base de densidad y basta con observar los apartados a) y b)
del teorema 2.2. En el sentido inverso, si la condición expresada en el
corolario se cumple, resulta que tomando en particular como f la función
característica de 10’, y teniendo en cuenta ahora el teorema 2.1., se ob-
tiene que E es base de densidad. De nuevo la equivalencia entre los apar-
tados a) y b) del teorema 2.2. permite concluir que E deriva las integra-
les de las funciones de ~.
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11.3. Propiedades de cubrimiento de las bases de densidad
La propiedad de Vitali, que permite la diferenciación de las in-
tegrales de las funciones localmente integrables, y la de De Possel, que
caracteriza las bases de densidad, admiten un tratamiento más general.
Denominamos propiedad V de cubrimiento, 1 ~ q 5 ~, para una base
cl
la análoga a la de Vitali, pero la desigualdad relativa a la función de
solapamiento se refiere a la norma en ¡3.
Es fácil probar que de la propiedad Y se deduce la diferencia—q
ción de las integrales de funciones de L~, siendo 1/p + 1/q = 1. La desi-
gualdad de Hdlder es el principal recurso que permite la prueba.
El problema inverso, que es cierto para p = w, (bases de densi-
dad), quedó abierto durante algún tiempo, y una primera aproximación al
mismo fue obtenida por Hayes y Pauc [1955], y tratada también por de Guz-
mán [1972] con el siguiente resultado:
“Si una base deriva las integrales de las funciones de L~, 1 < p
< o,, entonces verifica la propiedad Y , para cada q’ menor que q.”
cl
Más tarde, un nuevo refinamiento permitió al propio Hayes [1976]
completar la demostración del teorema para 1 < p < w. Simultáneamente A.
Córdoba [1976], utilizando el operador maximal de Hardy—Littlewood y me-
diante una técnica de linealización realmente novedosa, consiguió el mismo
resultado. El caso p = 1, fue resuelto magistralmente por R.Moriyón 119781
para bases invariantes por homotecias.
En los próximos teoremas se da un tratamiento general, usando la
conjugación de Young. a la dualidad entre las propiedades de diferenciación
de una base y las propiedades de cubrimiento de sus elementos. En el teore-
ma 2.6, en donde a partir de una propiedad de derivación se obtiene una de
cubrimiento, se sigue la idea de Hayes. En los capítulos siguientes se ana-
lizan las propiedades del operador maximal en relación con la teoria de di-
ferenciación, y se utilizará con frecuencia la técnica de A. Córdoba.
Si O es una función de Orlicz, diremos que una base tiene la pro-
piedad de cubrimiento V si se verifica una propiedad como la de Vitali,
O
pero la acotación de la función a’ de solapamiento se refiere a la norma en
de 0(o’). Puesto que O es esencialmente mayor que la identidad, se conclu—
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Sean y, 0 dos funciones Young complementarias. Si una
base E verifica la propiedad de cubrimiento V , entonces deriva las
0
integrales de las funciones de y(L).
Demostración
Por lo que antes se ha comentado resulta que E es base de densi-
dad. No es una restrición suponer tambien que 0(1) = ««1) = 1. De acuerdo
con el teorema 2.2., será suficiente probar que, si f es una función no ne-
gativa de y(L) y A es un medible acotado contenido en <x: D(Sf,x) > A > 0>,
entonces A¡A¡ 5 5 f.
A
Para ello tomamos un abierto acotado G que contenga a A y consi-
deramos la familia
E(A) = <R e E: f f > AIRI, R c G>
R
que es una clase de Vitalí para A. Fijado e > 0, existe .3 > O tal que, si
Fc G y FI < 8, entonces 5y(f) < e. Elegimos 6’= mm {d,c> y aplicamos
F
la hipótesis a la terna (A,E(A),5’). Se consigue así una sucesión R con—
It
tenida en O tal que, si a’ es la función de solapamiento, se verifica
i) lA~uRIt 1 = 0, u) VR—Al < ~‘‘ iii) fOco’) < 8’, iv) f > AIRI.
R
It
Deiii)ydeser l<o’~1>l Sfa’5f0(o’)<8’ se tiene
iii)’ f(fo’) = f (fo’) 5 f ««e) + fO(o’) 5 £ + 5, 5 2c.
{a’~:1>
donde se ha tenido en cuenta que y y O son complementarias.
De i) y u) se obtiene también
u)’ ff(x~~ — ¾> = ffxuR A ~f ~:~‘<
It
Por tanto,
IAl 5 luR l 5 ~ IR It S~ffSXk
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1
— ~ [f(fa) + ff(xUn~ Z4
E _ + JA~ 1.
Puesto que e es arbitrario, resulta que IAl 5 { f,~f> lo que completa la
demostración.
Es un problema abierto demostrar si el reciproco del resultado
anterior es cierto. Es muy posible que para bases generales solamente pue-
da afirmarse lo que se indica en el siguiente teorema, donde la idea de Ma-
yes se apiica a dos funciones de Orlicz que no verifican necesariamente la
desigualdad de Young.
Para una función de Orlicz 0 la variación de 0 es la función A@
definida mediante
A0(u) = ««un) —0(u).
2.7. Teorema
Sean y y «‘ funciones de Orlicz. Admitamos que A~¿ es no
decreciente y que existe c > O tal que para u ~ 1 se verifica
y(A0(u)I S c 0(u)
Resulta que, si E es una base que deriva las integrales de las funcio-
nes de g~(L), entonces E tiene la propiedad de cubrimiento de tipo Y0.
Demostración
Supongamos dados un conjunto medible A de medida finita, una cla-
se de Vitalí E(A) para A contenida en B, y e > 0. Probaremos que existe en
E(A) una sucesión IR tal que, si o’ es la función de solapamiento correspon—
It
diente, resulta
i) LA—uR 1 = 0, u) luRk~Al < e, iii) J«’(o’) < e.
Para ello elegimos un abierto O que contenga a A y verifique lo-Al < e.
Suponemos que los elementos de E(A) están contenidos en G; así u) se cum-
ple para cualquier sucesión elegida en E(A). Tomemos a tal que O < a < 1
y 2alGl < e. Se pretende construir una sucesión iR > elegida en E(A) cuyos
It
elementos tengan la mayor medida posible y que para cada k = 1, 2, . . . se
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verifique siempre la acotación
«do’ ) 5 2MBIt It
donde o’ es la función de solapamiento de la colección finita {R1,. . ,R >,
It
y E representa su unión.
It
A tal efecto, sea a = sup<IRI:R c E(A)>. Elegimos R en E(A) tal
0 1
que ¡Rl > (3/4)a0. Aquí es claro que ¡«¡(o’1) < 2a Rl. Si jA—R¡ = 0,
el proceso de elección se termina. En otro caso continuamos como se indica
a continuación.
Supongamos elegidos R, R, .., R de manera que 50(a’ ) 52MB 1
h h h
y que ¡A—E 1 > 0. Entonces consideramos la familiati
E < R E E: IR n Hl ~ Rl y fA[oa’n < «IRI >,
ti ti 2
que no es vacía por ser E base de densidad y lA-E ¡ > O. Además, la función
ti
A[«¡(a’ )] = 0(a’ +~ ) -
ti ti H ti
ti
se anula en A—E y pertenece a ««L) puesto que
ti
= y[«d1)] XB + w [A(«¡(a’)]
<a’ti=o> ti <o’ ~i>ti
5 c1¡E~i + c fo(a’~j s (c1+ 2ac)¡B~¡.
Para cada R de El,~ si a” es la función de solamiento de <R R, R},
resulta
R—E > (1/2)¡R¡.
y si x1 es la función característica de R se tiene
1
fo(o”) =J0(x1 + ... X ~
1 ti
li-Fi
+ f[««x, + ... + Xl,) - «¡(o’)]
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= folia’) + fA[0(o’)]
5 2a¡BJ +
5 2MB 1 + 2«IR-H 1 = 2MB u Rl.
ti ti ti
Nos interesa elegir R en E de manera que IR ¡ > (3/4)a
ti+1 ti lv..1 ti
siendo a = sup <IRI: R e E >. De lo anterior se obtiene
ti ti
s 2«lB~1l.
Siguiendo el proceso anteriormente descrito resulta que, si exis-
te un k para el que IA—H 1 = 0, entonces existe una sucesión finita que
It
verifica i) u) y iii), al ser 2a1E 1 5 2alGl < e.
It
Supongamos que para cada 1< es ¡A-E ¡ > O. Veamos que para la su-
It
cesión, ahora infinita, R se verifica también i) y iii). Sea a’ la función
It
de solapamiento de esta sucesión, y E la unión de sus elementos. Por la mo-
notonía de la sucesión a’ y la función 0~ resulta
It
f««o’ = hm foCo’) 2«IURk 1 5 2a101 <
Así iii) es cierto.
Si fuera lA — El > 0, podemos considerar la familia no vacia
1
E = {R E E: IR rl Hl < — Rl y < «¡Rl>.
o, 2
Puesto que A@ es no decreciente, es claro que E c E para cada k, y si R
w It
pertenece a E , entonces Rl s a s (4/3)IR 1 para cada k, lo que suponeW It
que IRI = O y que E es vacía, ya que limíR 1 0 al ser
o, It
ZIRItI 2 [IR
1 + ItÑ IRIt — El] = 2luRl 21G1.
Esta contradicción prueba que i) es también cierto, y así queda
probado el teorema.
2.8. Corolario
Sean y y O funciones conjugadas Young continuas por la
izquierda tales que y es A y O verifica para algún c > O
2
- 0(u) 5 c 0(u)/u, u ~ 1.
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Entonces, una base E deriva las integrales de las funciones de qdL)
si y sólo si E tiene la propiedad de cubrimiento V«,.
En efecto, si tenemos en cuenta el teorema 1.7., resulta que las
funciones y y «¡ verifican la condición exigida en el teorema anterior. Por
otra parte, dado que y y O son complementarias, es de aplicación el teore-
ma 2.6.
En particular, tomando «¡(u) = u’ , q > 1, resulta
A«du) = (u+l)’1 - u’1 5 q (u+l)’11 s q 2’11 u’~1 = cq
lo cual justifica el siguiente resultado
2.9. Corolario
La condición necesaria y suficiente para que una base
E derive las integrales de las funciones de L~, p > 1, es que E veri-
fique la propiedad de cubrimiento Y , l/p + 1/q = 1.
cl
La relación exigida a las funciones y y O en el teorema 2.7. no
supone, en general, que éstas cumplan la desigualdad de Young. En estos
casos la propiedad de cubrimiento que se obtiene sólo es necesaria. En
particular, si tomamos para s ~ O las funciones
y(u) = u (1 + log~u)~
1/(s+1)]
0(u) = exp [u
la relación del teorema 2.7. se verifica, y esto justifica el siguiente
resultado
2.10. Corolario
Si una base E deriva las integrales de las funciones
+
de L(1 + log L) , s ~ 0, entonces verifica la propiedad de cubrimien-
to V para
O
0(u) = ezp [u1’(8+1)]
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CAPITULO III
EL OPERADOR MAXINAL DE HARDY-LIflLEIJOOD
A una familia 3t de medibles acotados de 10’ podemos asociar el
operador M (operador maximal de Hardy—Littlewood) definido en el espacio
de las funciones localmente integrables mediante
Mf(x) = sup ~ f fI
R
si x pertenece a algún miembro de la familia !R, y Mf(x) = O en otro caso.
El supremo se refiere a todos los miembros de ~ a los que x pertenece.
Es claro que M verifica las propiedades
Mf ~ O, M(f+g) s Mf + Mg, M(Af) = IAIMf,
es decir, M es positivo, subaditivo, y positivamente homogéneo. Además, si
¡fI 5 Igl, entonces Mf 5 Mg.
El conjunto <x: Mf(x) > A> es la unión de todos los miembros R de
~ tales que 5R~~’ > AjR¡, por lo que, si 5t es una colección de abiertos,
también <x: Mf(x) > A> lo es, y así Mf es medible.
En general, un operador T definido en L~, 1 s p 5 w, se dice de
tipo fuerte (p,q) (o bien, acotado de L~ en ¡3), 1 s q s w, si Tf pertene-
ce a ¡3 cuando f E L~, y existe c > O tal que, para cada f e
IITfII 5 c Ilfil
q
En particular, el operador >1 es de tipo ~
Cuando q es finito, de la acotación anterior resulta, siendo
A = <x~ lTf(x)l > A>,
A
lTfl r lTfl’1 r cilfil¡AA ¡ J A 5 c’~A«~ IIfII’1 = [~A’
A A” -~
desigualdad que puede escribirse también de la forma
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sup {AI<x: lTf(x)l > A>l 1/~ > s c Ilfil
p
y, cuando así sucede, se dice que T es de tipo débil (p,q), o acotado de
en el espacio de Lorentz L(q,w).
La acotación de tipo débil para un operador T puede ampliarse a
espacios de Orlicz. Si y es una función de Orlicz, de acuerdo con lo esta-
blecido en el capítulo 1, ««L) representa el conjunto de funciones f local-
mente integrables tales que ««¡f¡) también lo es. Reservaremos, en cambio,
la notación ««L’) para las funciones f tales que ««¡íj) sea de L’. Es claro
1que, si f E y(L) y A es acotado medible, entonces 1x ~ y(L ).A
1Un operador T se dice de tipo débil—y si está definido en y(L ) y
1
existe c >0 tal que, para A >0 y fe y(L ) se verifica
l<x: lTf(x)I > A>l S cf y [Ifí/A].
En particular, para y(u) = u~, 1 Sp <os, ser de tipo débil—y significa ser
de tipo débil (p,p).
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111.1. Derivación y acotación débil del operador maximal
Los teoremas que siguen ponen de manifiesto la estrecha relación
que existe entre propiedades de acotación de tipo débil del operador maxi—
mal y propiedades de diferenciación de la base.
3.1. Teorema
Sea E una base de diferenciación en 10’ y y una función
de Orlicz y A . Si el operador maximal asociado a E es de tipo débil
2
y, entonces E deriva y(L).
Demostración
Será suficiente probar, de acuerdo con el Corolario 2.5. que, si
E es medible y f ~ ««L), f ~ 0, entonces ~(5fxE.x) = O para casi todo x de
rlIR -E.
Para ello sean A acotado medible y A > O tales que
A c <x E 10’—E: ~(Sfx,x) > A>.
E
Elegimos una sucesión decreciente de abiertos acotados 6 que contengan a
1
A y lO —Al —.* O. Para cada j, si x e A, existe en la base un elemento R
1
que contiene a x, está contenido en O y verifica
1
, fxExí = ffxE > AIRI.
donde representa la función característica de O . Por tanto,
1
IAl 5 I<x: M(fxx )(x) > A}l
EJ
s c J4[(fxx )/A]
= c f ««f/A) —*0,
OrlE j-*w
1
donde se ha tenido en cuenta que lO nEl s lO -Al —* O . Así el teorema es
1 1
cierto.
Conviene observar que en el teorema anterior la acotación débil—y
del operador maximal puede ser sustituida por la condición siguiente: Si
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f E y(L), A > 0, y A es una sucesión de medibles tales que lA l —* 0, en-
1 .1
tonces
l<x: Mfx (x) > A>l —4 0.
Por otra parte, si la base E deriva q(L), es claro que se verifica
I<x: D(5(fx ),x) > A>l —~ O
y esto es equivalente a decir que
l<x: M (fx )(x) > A>l —*0,
.2 .2
donde M representa el operador maximal asociado a los elementos de la base
.2
cuyos diámetros son menores que 1/j.
El razonamiento anterior nos lleva al siguiente resultado obteni-
do por 1. Peral [1974]
3.2 Teorema
Una base de diferenciación deriva ««U si y sólo si el
operador maximal asociado verifica la siguiente condición de convergen-
cia: si £ e y(L), A > O y A es una sucesión de medibles, tales que
.2
¡A l .—* O, entonces
.2
lix: ¡4 (fx )(x) > A}l —* O.
.2 .2
Para bases invariantes por homotecias que derivan y(L) la acota-
ción débil-y del operador maximal resulta también una condición necesaria.
En 1934 Husemann y Feller publican un resultado válido para bases
de abiertos y acotados invariantes por homotecias por el cual la propiedad
de densidad resulta equivalente a una propiedad de tipo débil del operador
maximal restringido a funciones características de medibles acotados. A es-
tas bases queda asociada una función (función de halo) que mide, para cada
A e ( 0,1), la máxima desproporción que con respecto a un medible E tiene
el ‘A—halo” fl(E,A) de E, siendo
fl(E,A) = u{R: IR n El > AIRI>.
En el capitulo V se analizarán las propiedades de diferenciación
de una base en relación con su función de halo. El teorema de Euseman y Fe—





Sean E una base de diferenciación en IR invariante por
homotecias y ¡4 el operador maximal. Son equivalentes
a) E es base de densidad
b) Dado A E (0,1) existe c(A) > O tal que para cada E
medible de medida finita se verifica
l<x: NXE(x) > AH 5 c(A) lEí.
Buseman y Feller hacen uso en la prueba de la propiedad de cubri-
miento que permite, salvo conjuntos de medida nula, cubrir un abierto aco-
tado por una sucesión disjunta y uniformemente acotada de homotéticos de
un compacto.
H.Rubio [1971] probó que para las bases invariantes por homotecias
la diferenciación del espacio y(L) es equivalente a la propiedad de tipo
débil—y de su operador maximal. La versión que se da a continuación difie-
re poco de la anteriormante citada.
3.4 Teorema
Sean E una base de diferenciación invariante por homote—
cias, M el operador maximal y y una función de Orlicz con la condición
A . Son equivalentes
2
a) E deriva y(L)
U ¡4 es de tipo débil-y.
Demostración
El teorema 3.1 prueba que b) implica a). En el sentido inverso
podemos suponer que ««1) = 1, y bastará comprobar que existe c>0 tal que,
si f c y(L’), se verifica
l<x: Mf(x) > 1>1 5 cfyf).
Si la acotación anterior es falsa, entonces para cada k = 1,2,... existe
f en y(L’) tal que
It
lOe: Mfk (x) > 1>1 > 2kífy(f~)
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Elegimos un compacto C que verifique
It
C c <x: Mf (x) > 1> ; ICIt 1 >
2It+1J(f)
Puesto que los elementos de la base son abiertos, asociado al compacto C
It
existe una familia finita ~ formada por los elementos R de la base que
It
recubren £2 y verifican 5 f > IRI. Sea r el máximo de los diámetros de
It R It It
los miembros de ~
It
Podemos recubrir el intervalo cúbico unidad O mediante una suce-
sión disjunta C de homotéticos de C , cuyas razones de homotecia cx ve—
It ItJ
rifiquen la siguiente acotación: « r < 1/k. Para cada k y j definimos
ItJ It
las funciones f de la forma
f f 0711
ItJ It
donde ir representa la homotecia que transforma C en £2 . Se tiene
ItJ It ItJ
TUT J~<£~J) = ~I+~~T{««£J ~ 1
Por tanto, It 2It+1
E f~(f~) 1 1 _ 1
It,] s E E E IC 1 = ____ _
It .1 2It+1 It] It 2It.1
Si tomamos h = sup f , se tiene que h ~ y(L), puesto que
It,] It]
1 [1]J’««h) ~E {««k.2) 2
It, 1
Por otra parte, para casi todo x e Q, y fijado k, existe j tal que
x e £2 y, si z = ¿
1(x), entonces z e £2 y existe en un elemento R
It] It] It It
tal que z e R y 8(R) s r y que verifica
It
4r {¿k 1
Siendo R’ el homotético de R en la homotecia ‘TIt.2’ resulta que
x e R’, 8(R’ ) < 1/k, y se tiene
1 r r
__ ht— If —~ ¡f >1.
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De lo anterior se deduce que, salvo conjuntos de medida nula, Q está con-
tenido en el conjunto <x: U(5h,x) > 1> y, si E deriva y(L), entonces Q es-
tá contenido también en el conjunto <x: y(h)(x) > 1>, de lo que resulta
1 = IQI f y(h),
















111.2. Cubrimientos y acotación débil del operador maximal
De los teoremas anteriores se desprende que el problema de la di-
ferenciación de integrales queda reducido al análisis de las propiedades
de acotación débil del operador maximal.
Como es sabido, el teorema de Besicovitch (1945] de cubrimiento
permite probar que el operador maximal para intervalos cúbicos es de tipo
débil (1,1). En general, si una familia de medibles verifica una propiedad
de cubrimiento de tipo Besicovitch, cuya función de solapamiento está aco-
tada en ¡3, 1 < q 5 w, entonces el operador maximal asociado es de tipo dé-
bil (p,p), siendo 1/p + 1/q = 1. Ver De Guzmán [1981]
Se analizará a continuación, para los espacios de Orlicz, la dua-
lidad que parece existir entre las propiedades de cubrimiento de una fami-
lía de medibles acotados y propiedades de acotación débil del operador ma—
ximal asociado. La propiedad de cubrimiento de tipo Eesicovitch que antes
se ha comentado puede expresarse con mayor generalidad de la forma que si-
gue. en donde O es una función de Orlicz.
Una familia K de abiertos acotados verifica la propiedad B de
O
cubrimiento significa que existen constantes positivas c y c tales que pa-
ra cualquier familia finita IR,.. ,R } en es posible elegir una subfaxni-
It
ha IS ,..,S } que verifica
1 ti
U ¡RU ... u R¡ s c¡Su ... u
u) F.Lr + x ] 5 cJY>LX
1+ ... US¡,
donde x~ representa la función característica de 5
.2
3.5 Teorema
Sean It una familia de abiertos acotados en 10’ y ¡4 el
operador maximal asociado. Sean y y «¡ funciones Young complementarias.
Si la familia It verifica la propiedad B0, entonces existe c > O tal
que, si f es una función positiva localmente integrable, se tiene
Ix: Nf<x) > 1}l 5 fy(cf)
En consecuencia, si y es A2, ¡4 es de tipo débil-y
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Demostración
Si Mf(x) > 1, existe R en E tal que x E R y ~ff > Rl. Tomemos una
E
familia finita {R,.. ,R > que verifique
It
f > IR.l; i = 1 k
Rí 1
Por hipótesis existe una subfamilia <5,.. ,S } tal que
ti
i) ¡RU ... u 5 c¡Su ... u
u) fox1+ . . . + xi,] 5 c¡Su . . . u
donde x representa la función caratterística de 5 . Designamos por ¿ la
.2 .2
suma x + .. . + xi,, y elegimos cx 5 1 tal que cxc 5 1/2. Resulta
Ru ... u Rl s cIS u.. .u Sj 5 c FI’ ~ + . . . + 1 f]
It 1 ti U5 J5 J
1 ti
= cf(fC) = Ji¿PÁi cxc) 5 f1o(cf/cx) + f«j(cxC)
+ aclSu ... uS¡
5 J««~ ~) + ~ lR1u ... u R~.
De aquí se obtiene
lR1u... uRkIS 2fy(E f) 5
por lo cual
¡Ix: Mf(x) > 1>1 5
y es claro que si y es A entonces M es de tipo débil—y, puesto que
2
¡Ix: Mf(x) > A>l 5 J««Cf/A) 5 cJ4(f/A)
y el teorema es cierto.
A continuación se analiza la posibilidad de obtener para una fa-
milia de abiertos acotados propiedades de cubrimiento de tipo E0 a partir
de propiedades de acotación débil—y de su operador maximal.
En el teorema 3.6. se sigue la técnica usada por Hayes [1976]
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que se caracteriza por la construción por vía inductiva de una sucesión de
solapamiento óptimo. La relación entre las funciones y y «1 no es necesa-
riamente la conjugación de Young en todos los casos.
En el teorema 3.9. se hace uso del método de linealización del
operador maximal, utilizado por A. Córdoba (1976], consiguiendo una situa-
ción donde la relación entre las funciones y. O es la conjugación de Young.
3.6. Teorema
Sean It una familia de abiertos acotados y ¡4 el operador
maximal asociado. Sean y, O funciones de Orliaz, tales que y es A y
2
verifican la relación
5 c «¡<u); u ~ 1.
Entonces, si ¡4 es de tipo débil y, It verifica una propiedad de cubri-
miento de tipo B«,.
Demostración
Se probará que existen constantes c ~ 1 y c ~ 1 tales que, cual-
quiera que sea la familia finita ~ = ,.. ,R > en It, se puede elegir una
It
subfamilia de ésta <5 5 > de forma que, si E es la unión de sus ele—
ti
mentos y es la función característica de 5, se verifica
i) ¡Ru . . u Rl S dEl, u) fO(x~ .. x) s EIEI.1 It Ji ti
Podemos suponer que 0(1) = 1. De ser «¡ función de Orlicz se obtie-
ne entonces que [«¡(u+1) — 0(u)] ~ «¡(u)/u ~ 1 ; u ~ 1.
El proceso de selección de la familia <S~ 5 > es como sigue:ti
Tomamos 5 = R . Es claro que SO(x ) = 15 ¡ < 21S 1. Admitamos que
1 1 1 1 1
hemos elegido <5 5 > que verifican
r
O(¿ ) 5 2¡E 1,
E’
donde E designa a 5 u .. . u 5 , y ¿ a x¿ . . . + x . Consideramos entonces
E’ 1 r E’ E’
la familia
E’ J r 2 jR
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donde
A«¡(Cr) = O(¿~ XB ) — 0(C).
E’
Si ~ no es vacía, tomamos como 5
E’ r+1
mos que, si R e ~ , entonces
E’




IR - E ¡ ¾Rí.
~ 2
Además,
fO(¿~+ XR) = ~ 0(C) +
E -R
r
OCE’ XQ + ~ 0(C~)
BnR R-H
E’ E’
5 f0(¿) + fRLO(¿E’+ XB) - + IR — E ¡E’
~< ~ ¡ + 1
—IRI + IR—B ¡r 2 E’
~< 21E 1 + ZIR—B ¡
E’ E’
— ZIE u Rl.
E’
De lo anterior resulta
5 215í+ .. .+ r
y el proceso sigue.





y en consecuencia con la hipótesis ha de ser
¡Ru ...uRl 5 ¡Ix:
1 It r 2
5 cJ~[2A0(C)] s cf«¡(¿)
un elemento cualquiera R e Observe—
E’
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5 2c¡E ¡ = cIS u . . . u 5 ¡
r 1 r
y el teorema se verifica para la familia <5,. .,S >. En cualquier caso el
r
proceso termina al cabo de un número finito de pasos, y el teorema es cier-
to.
3.7. Corolario
Sean y, O funciones conjugadas Young continuas por la
izquierda tales que y es A y «¡ verifica para un e > O que
2
O(u+1) - 0(u) 5 c 0(u)/u ; u ~ 1.
Entonces, el operador maximal asociado a una familia K de abiertos aco-
tados es de tipo débil-y, si y sólo si la familia It verifica la propie-
dad de cubrimiento B«,.
En efecto, si tenemos en cuenta el teorema 1.7., resulta que las
funciones y. O verifican la condición exigida en el teorema anterior. Por
otra parte es de aplicación también el teorema 3.5.
En particular, si 0(u) = u’1, q > 1, se tiene para u ~
O(u+1) — 0(u) = <u + 1)’1 —
5 q (u +
5 q 2’1íu’11
= O
lo cual justifica el siguiente resultado.
3.8. Corolario
La condición necesaria y suficiente para que el operador
maximal asociado a una familia It de abiertos acotados sea de tipa dé-
bil (p,p), p > 1, es que la familia ~ verifique una propiedad de cubri-
miento de tipo B , siendo 0(u) = u’1 y 1/p + 1/q = 1.
O
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111.3. Operador lineal asociado a familias separadas
En lo que queda de este capitulo haremos uso del método de línea—
lización utilizado por A.Córdoba [1976],por el cual se obtienen también
propiedades de cubrimiento a partir de propiedades de acotación débil del
operador maximal, tomando como punto de partida una sucesión de medibles
cuya función de solapamiento pertenece, al menos, a L’. Esta técnica per-
mitió a A. Córdoba probar que las bases que derivan L~, p > 1, son aquellas
que verifican la propiedad de cubrimiento tipo Vitalí Y ; 1/p + 1/q = 1.
cl
Las ideas fundamentales del método de A. Córdoba son las siguien-
tes. Si el operador maximal M asociado a una familia It es de tipo débil—y
restringido (limitado a funciones características de medibles acotados) po-
demos siempre elegir en una familia {R1 R > de It una subfamiliaIt
{S1 5 > que verifiqueti
i) ¡Ru ... u R 1 s c ¡5 u ... u 5 ¡
1 1 ti
y que esté “1/2—separada”, es decir,
1
u) 15 - (Su ...u 5 )¡ ~ ¡Sl~ j = 2,..,h.
.2 1 ]—1 .2’
La construcción se realiza de la siguiente forma:
Tomamos 5 = R . Supongamos elegidos 5,. .,S verificando la con—
1 1 E’
dición u) para j = 2,.. ,r, y sea B su unión. Consideramos la familia
E’
<R: IR rl H ¡ S 1/2 ¡Rl >.
Si ~ es vacía, entonces
E’
¡Ru ...u RIt ¡ 5 l<x: MXB lix) > 1/2>11
E’
s c f ««2xE ) = C lH~ ¡
E’
y el resultado es cierto para <5 ,..,S }. Si ~ no es vacía, tomamos 51 E’ E’ t+1
en ~ y es claro que para j = r+1 se verifica u). El proceso termina en
un número finito de pasos. De la condición Ii) se obtiene
Si + .. .+ ~ 5 2 15
1u . . .u S~
1.
A una familia 1/2—separada como la anterior podemos asociar el o—
60
perador lineal T definido en el espacio L de las funciones localmente inte—
grables de la forma siguiente, donde hemos designado por 5 la diferencia
.2
5 -(Su...uS ).] 1 J—1
= ~ 1 1IT ~‘1
Es claro que Tf 5 Mf. Además
ti 1 f~~EffTf=E -1+1- 1½ iS
.3 .2
donde llamamos ¿ a la suma de las funciones características de los 5 . Con
.2
estos recursos podemos abordar el siguiente resultado
3.9. Teorema
rlSean It una familia de abiertos acotados en O~ y ¡4 el
operador maximal asociado. Sean y y «¡ funciones conjugadas Young conti-
nuas, al menos por la izquierda. Suponemos que y es A y verifica para
2
algún p > 1 la condición
y(au) 5 a~y<u); O 5 a s 1
Son equivalentes
a) ¡4 es de tipo débil—y
U La familia It verifica la propiedad de cubrimiento B0.
Demostración
Que b) implica a) es claro por el teorema 3.5. Para probar que a)
implica bE haremos uso del siguiente lema
Lema. Sea ¡4 un operador positivo y positivamente homogé-
neo, y y una función con las condiciones exigidas en el teorema. Son
equivalentes
1) ¡4 es de tipo débil-y
1
2) Existe c > O tal que, si fE y(L ) yA es acotado medible
contenido en el conjunto 0<: l4f(x) > 1}, entonces
1 ~ 5 c IIyCf)II




Para probar que 1) implica 2) basta observar que para cualquier
N ~ 1 se tiene
¡<xEA: Mf(x) > a’>¡ da’
JÁM£ = fo
< N ¡Al +
‘ N ¡Al +
o,
‘ ¡0<: Mf(x) > o’}¡ da’
14
cf [j’ y[f(x)/a’] dx 1 da’
s 14 ¡Al + r y[f(x)]dx f li1/o’)~ da’cj~ 14
— 14 IAl + N’~ ,j’««n.
Puesto que A
14 ~ 1 tal que N~¡A¡ =
c {x:
c Ilylif
Mf(x) >1>, ha de ser ¡Al
)II . Para este 14 se tiene
1
5 c Ilylif)II, y existe
f Mf s c11~ I¡y(f)IIí”~ ¡Al 1/q + ~ c11’ IIy(f)II”~ ¡Al””
A 1 ¡,—1 1
lo cual prueba 2).
1
Recíprocamente, sean f e y<L ) y A acotado medible contenido en
el conjunto {x: Mf(x) > 1>. Se tiene
¡Al 5 f Mf 5 c 1 (f)¡¡1/P ¡Al’1”
A 1
Por tanto, IAl 5 c IIy(f)II y en consecuencia
1
De aquí resulta, por ser M positivamente homogéneo, que M es de tipo dé-
bil y.
Podemos ahora seguir con la prueba del teorema, en cuanto a que
a) implica b). Consideramos en It una familia finita ~ = <R,. . ,R>. Puesto
que M es, en particular, de tipo débil restringido, podemos seleccionar de
la familia ~ una subfamilia <~í 5 > separada, es decir, que verificati
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i) IR u ... u R ¡ 5 c ¡5 u ... u 5 ¡
1 It 1 1 ti
1i’) ¡5 — (5 u . . . u 5 ) ¡ ¡5 1; j = 2 h
.2 1 1-1 .2
(La diferencia 5 - (5 u . . . u 5 ) se designa 5 ). Sólo queda probar que,
J 1 J—1 J
si 5 es la unión de todos los 5 y ¿ es suma de la funciones caracteris—
.2
ticas de los conjuntos <S~ 5 >, se tiene
ti
u) {«¡(¿) 5 c ¡Sí.
Para ello consideramos el operador T asociado a la familia <5,.. ,S > que,
ti
como antes se ha dicho, verifica las propiedades -
T(f) S M(f); ff.¿ 5 2f Tf
5
Se deduce de lo anterior que
fO(C) = J’ 0~C) ~
5 2]’ T[«¡(¿)/¿] s 2 fM[O(C)/¿].
5
Utilizamos ahora el lema, que puede aplicarse ya que podemos suponer que
0(1) = 1 y en 5 se verifica
por lo que resulta
1
donde se ha tenido en cuenta, de acuerdo con el teorema 1.7., que y yO
verifican la desigualdad
««0(u)/u] 5 «¡liu).
Se concluye de lo anterior que
5 JI
y así u) es cierto y el teorema queda probado.
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CAPITULO IV
EL OPERADOR NAXINAL PARA INTERVALOS
IV.1.- Extensión del operador de L(10’) a L(IR~t
El objetivo que se persigue en este capitulo es establecer las
propiedades de acotación débil que corresponden al operador maximal asocia-
do al producto cartesiano de dos familias de medibles si una de ellas se
comporta como los intervalos cúbicos. Los resultados serán de aplicación a
la familia de los intervalos en 10’ como producto que son de intervalos de
IR. Los recursos que frecuentemente se van a utilizar son el teorema de Fu—
biní y un procedimiento natural para extender a L(10’’~) la actuación de un
rl
operador maximal definido en L(IR ), que se describe a continuación.
Si M es el operador maximal definido en el espacio L(IRrl), asocia—
rl
do a una familia Y de medibles acotados de 10’. podemos definir en el espa—
n+m rl+m
cío L(IR ) un operador M , de la siguiente forma:
rl
ano a m
Si f E L(IR ) y (s,t) e IR x IR
Mrlfllf(s,t) =sup.4~.{ lflix,t)¡ dx; Se?.
SES 5
Vamos a probar que cuando M es de tipo débil—y en Lli10’) resulta
rl
¡1+10 rl~rrLque M también es de tipo débil—y en LuIR ). Para ello consideramos el
a
conjunto <lis,t): M~’0f(s,t) > A>. Si fijamos t en Em y tomamos el conjun—¡1
to P = <5: (s.t) E P>. puesto que M coincide con la restricción de
t ¡1 rl
al espacio Lli10’~<t>), resulta
Mflis,t) > A>j Sc r r¡flix,tUl
= l<s: rl J rlLJ dx.
IR
Por tanto,
¡Pl s c yli ¡fI/A).
IRrl• KO
Un primer resultado que podemos obtener de la idea anterior, y que
contiene ya los elementos técnicos que se pondrán en juego en el resto del
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capítulo, es el que se expone a continuación, donde se establece que el
operador maximal asociado a la familia de los intervalos de 10’ es de tipo
debil restringido. A su vez, y teniendo en cuenta el teorema 3.3, queda ga-
rantizada la propiedad de densidad para esta familia.
4.1. Teorema
El operador maximal ¡4 asociado a los intervalos de IRn
n
es de tipo débil restringido (n,n). Es decir, existe c > O tal que,
n
n
si E es medible de medida finita en IR y O < A < 1, entonces
c
nl(x: ¡4 x Cx) > A}¡ ¡El.
nE nA
Demostración
El teorema es cierto para n = 1, ya que, por la propiedad de cu-
brimiento de Besicovitch, el operador maximal asociado a los intervalos de
IR es de tipo débil (1,1).
Supongamos que para n = h el enunciado del teorema es cierto, y
ti
expresamos cada intervalo R de IR como producto de un intervalo 1 de IR
y uno U de IR. Consideramos las extensiones Ms” y Mti+í, que son de tipo
1 ti
débil restringido (1,1) y (h,h), respectivamente. Si E es de medida fini-
ta y A E (0,1), tratamos de acotar la medida del conjunto
ti
Para ello consideramos los conjuntos
H = {(s,t): Mti+íx lis,t) > A/2>
í E











ti+1¡Cl s ‘~ ¡El = ¡El
Atií Ah+í
Veamos que A c £2, lo que concluye la prueba del teorema.
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u
3 Si (s,t) ~ £2 y R = IxJ es un intervalo con s e 1 y t E J, se
tiene
3 ~ = 1~}¡~ { ~T {XE(x.Y) dy ] dx
u ~ J’ tt’x~lix,t) dx
— h+1u i-h ~ M1 XE](x.t) dx +
+ Tr ]‘ [xi, Mti+lx ] lix, t) dx
1 -E’ Eu
rl h+1Teniendo en cuenta que en O~ —E M es menor que A/2 y, en cualquier1
caso, es siempre menor o igual que 1, resultaE
v ]‘RXE ~¡~lT]‘xEx.t dx +
s S?’x~(s,t) + A/2 5 A/2 + A/2 = A.













IV.2. Operador maximal asociado al producto de
familias de anedibles
Se analizarán a continuación las propiedades de acotación del ope-
rador maximal asociado al producto de familias de medibles. El resultado de
Jessen—Marcinkiewicz—Zygmund [1935] relativo al operador maximal de los in-
tervalos en IR” se obtendrá como consecuencia.
4.2. Teorema
Sea Y una familia de abiertos acotados en IR” cuyo ope-
rador maximal es de tipo débil (1,1), y sea ~ una familia de abiertos
o’
acotados en D~ cuyo operador maximal es de tipo débil—y, siendo y una
función de Orlicz y A . En 10’’» se considera el producto ~ = Y x ~ de
2
los elementos de .5’ y los elementos de ?/. Se verifica
i) El operador maximal ¡4 asociado a la familia 7? es de tipo débil
4, siendo 0(u) = y(u)(1 * l¿u).
u) Si la función y verifica la siguiente propiedad:
“existe p > 1 tal que y(au) s a~y<u) para cada a e (0,1)”,
entonces ¡4 es también de tipo débil y.
Demostración
La prueba consiste en estimar para f e L(10’~o’) y A > O la medida
del conjunto
¡1 En
A = <lis,t) e IR xIR : Mf(s,t) > A>.
Podemos suponer f ~ 0, y consideramos las extensiones a L(10’~o’) de los ope-
radores maximales definidos en L(IR”) y L(UC) asociados a las familias Y y
¡1+01 ¡1+10
es decir, los operadores ti y M definidos por
rl KO
M”~mf(s,t) = sup -~{~- ff(x.t) dx; Se Y
seS
M~~”’flis,t) = sup -~4~- ]‘us.y dy; T e Y
que son de tipo débil (1,1) y de tipo débil y respectivamente. Los opera-
dores anteriores permiten definir los conjuntos
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E = <(s,t): M”~o’f<s,t) > A/2>
o’
£2 = {(s,t): M~”[xE M”~”fI lis, t) > A/2>
El operador M puede obtenerse mediante una cierta relación de composición
entre los operadores M”~o’, Mao’ y se concreta en que A está contenido en C,
a m
que a continuación vamos a probar.




fl+ID rl•ID ).lI[uflo’f](xt) dx
— -~-3-—,- [M”~~»f<x,t) dx — -,-3—r I[x M”o’f](x,t) dx¡S¡ j
5m ~ ~s~”- H o’
Teniendo en cuenta que en 10’— E M”
4””f es menor que A/2, se obtiene
En
n,m ¡1+01
~ ~ ]‘ [~4~-]‘flix.y dY] dx - A/2
— ~ ‘R — A/2 > A - A/2 = A/2.
Así (s.t) pertenece a £2, y el problema queda reducido a estimar ¡Cl, para
lo cual haremos uso de los siguientes lemas.
Lema 1
Sea T un operador definido en L<IR”), positivo, subaditi-
yo, positivamente homogéneo y de tipo (oo,~o) de constante 1. Sea y una
+función de Orlicz A y 0(u) = y(u)<1 + lg u). Si T es de tipo débil y
2
existe c > O tal que, si f e 0(L’), A > O y E acotado medible conte-
nido en 6<: Tf(x) > A>, resulta
‘E 5 cA J0(lf/AI)
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Lema 2
Sea T un operador positivo y positivamnte homogéneo de-
finido en L(IR”) y sea y una función de Orlicz A con la siguiente pro-
2
p
piedad~ Existe p > 1 tal que y(au) S a y(u) para cada a 6 (0,1).
Son equivalentes:
i) T es de tipo débil-y
1u) Existe c > O tal que, si f e y<L ), A > O y E es acotado
medible contenido en 6<: Tf<x) > A}, entonces
‘E 5 cA ]‘~c¡f/xí)
Supongamos de momento ciertos estos lemas y sigamos con la prueba
del teorema y la estimación de ¡Cl. Por ser M10~10 de tipo débil lil,1) ha de¡1
ser
¡Cl s £ í; fl+rlf = £ I’A jE M~ A ~>E
y, puesto que M”~10 es de tipo débil—y, teniendo en cuenta el lema 1 ó el
01
¡1+01lema 2, dado que B = <(s,t): M f(s,t) > A/2}, resulta una de estas dos
01
alternativas
i) ¡Cl 5 c{$(f/X) = E{ylif/A) (1 + lg~(f/A))
u) ¡Cl s c{~lif/A)
y el teorema queda probado.
Demostración del lema 1
Podemos suponer f ~ 0. Será suficiente probar que, si pertenece a
la función ylif)lil + lg~f) y E es medible acotado contenido en el conjun-
to {x :Tf(x) > 1>, resulta
{Tf s c]’ ylif)(1 + lg~f).
Haciendo uso de la fórmula de integración mediante la función de distribu-
ción se tiene
‘E = ]‘:l<xEE: Tf(x) > oil da’ 5 ¡El Tf(x) > a’>¡ do’.
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E
• Para cada o’ ~ 1 consideramos el conjunto Aa’ = <x: f(x) > o’/2> y descom-
ponemos f de la forma f = f <a’~ g , siendo
(a’
f =
Por ser T subaditivo y de tipo (w,co), resulta
(o’
l<x: Tf(x) > oil 5 ¡<x: Tf Cx) > o’/2>¡
y se obtiene
S Tf s ¡El + Jí <x: Tf <o’ Cx) > cr/2}¡ da’ 5E 1
¡El + o f’7 [{ y[2f(x)/o’I dx ] da’
r r ~,2f(x)
5 ¡El + o J ~Jy[2f(x)/o’] da’ J dx.
Puesto que o’ ~ 1 y y es función de Orlicz podemos escribir
y[2f(x)/o’] 5 1/o’ y[2f(x)]
Por tanto
fT£ 5 ¡El + C ‘10’ ~ ~2fix) ‘ da’ J dx =
= ¡El + C
IR10 y[f(x)] lg~f(x) dx
y teniendo en cuenta que lEí s c Jy(f), se tiene finalmente que
fETf 5 o Jy(f) + C {ylif) lg~f = c ]‘««nliu + lg~f)
Así queda probado el lema 1.
Demostración del lema 2
1Para probar que i) implica u) tomemos f e y(L ) y sea E acotado
medible contenido en <x: Tf(x) > 1>. Se tiene
‘E = f l<xeE: Tf(x) > olIda’ 5
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¡El + ]‘~ux: Tf(x) > o’>¡ do’
1





que por la condición exigida a y y por ser a’ ~ 1
y[lflix)l/a’] s (1/o’? y[lf(x)l]. Por tanto
f Tf s lEí + c]’yC¡f(x)l [{o’” do’] dx
E
— ¡El + ~ETJhifu.
y, dado que además es lEí 5 o ]‘««lfl)~ se tiene finalmente
‘E ~
En el caso en que E c 0<: Tf(x)
anterior cambiar f por f/A y, puesto que
obtiene
> A>, bastará en la desigualdad
T es positivamente homogéneo, se
, Tf 5 cA ~y(¡f/Al).
E
Que u) implica i) es inmediato ya que,
contenido en Cx: Tflix) > A>, entonces
si E es acotado medible
¡El k {Tf 5 cjy(lf/AI).
Así queda probado el lema 2.
4. 3-Corolario (Jessen-Harcinkiewicz—Zygmund)
El operador maximal asociado a los intervalos de ~a es
de tipo débil-y para ««u) = u(l+lg~u)
El resultado es cierto prara n = 1 por la propiedad de cubrimiento
de Eesicovitch, y el teorema previo permite pasar del caso n—1 al caso n.
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IV.3. Propiedades de cubrimiento mediante medibles
con componente diádica.
Existe una vía alternativa de obtener el resultado del corolario
anterior listrong maximal theorem) mediante una propiedad de cubrimiento
que afecta a los intervalos de 10’ o, al menos, a los intervalos de IR” que
tienen alguna componente de naturaleza diádica.
Mediante un método geométrico A. Córdoba y R. Feferman [1975] de-
muestran que la familia de los intervalos diádicos en IR2 verifica una pro-
piedad de cubrimiento de tipo exponencial. Esta propiedad permite afirmar
(teorema 3.5) que el operador maximal correspondiente es de tipo débil—y
para y(u) = ulil + lg+u) y de esto se deduce que la familia de los interva—
valos de IR2 deriva el espacio Lli1+lg~L)
A continuación, y mediante un procedimiento algo diferente al uti-
lizado por Córdoba y Fefferman, se ofrece un resultado donde se analizan
las condiciones que permiten concluir propiedades de cubrimiento que afec-
tan al producto de dos familias de medibles.
4.4. Teorema
Consideremos en IR” una familia 2) de intervalos cúbicos
diádicos y en IRo’ una familia 7 de abiertos acotados cuyo operador maxi-
mal es de tipo débil—y, donde y es una función de Orlicz A . Si «¡ es
2
una función de Orlicz cuya variación AO es no decreciente y para una
constante positiva c se verifica
y[A~(u)] y[~(u+ 1) -0(u)] scO<u); u~ 1
entonces la familia 7? = 2) x 7 en IR”~o’ verifica la propiedad de cubri-
miento
Demostración
Se probará que existen constantes positivas c y c
2 tales que de
cada familia finita ~ = <R R } en 7? es posible obtener una subfami—
It
ha <5, . . . , 5 > que verifica
ti
i) ¡Ru... uRí Sc ¡Su... uSI
1 It 1 1 ti
72
u) j’ «¡lix1+ . .. + x~) s c¡Su . .. u
donde x es la función característica de %, 1 s j s h.
1
Para ello supongamos que los elementos de la familia 9 han sido
ordenados de mayor a menor según su componente diádica. Procedemos de igual
forma que en el teorema 3.6. y selecionamos la familia <S~ 5 > así:
ti
5 = R . Admitamos que hemos elegido <5,.. ,S > que verifican la condición
1 1 E’
u) para h = r y c = 2. Tomamos entonces para 5 el primer elemento de
2 r+1
la familia
= {R E ~#: A«¡(x+ + X) ~~}R
donde
AO(x +. .. ~ ) = @[x +. . . +~ + x ] — 0(x +. . . +~ ),
1 E’ 1 r Su...uS 1 r
1 1’
y se consigue u) para h = r+1. El proceso finaliza si ~ es vacía.
E’
La familia <5,.. .S > finalmente obtenida por el proceso anterior
ti
verifica la condición u), está ordenada según la componente diádica, y pa-
ra cada R e S se tiene
A«lix+...+x) 1
~
Veamos que también en este caso se verifica 1).
Fijado R = DxT en 9 y (s,t) e R. sea r s h el primer índice tal
que
1
+ X2+~ . ~+ X) > ¡Rl.1
Por el criterio seguido en la selección resulta que R ha sido elegible en
las etapas 1, 2 r—1. Por tanto ha de ser ID ¡ ~ ID ¡ . ~ ¡Dl ~ ¡Dj,
1 2
donde D y D representan las componentes diádicas de 5 y R respectivamen-
.2 .2
te. Además, si llamamos ¿ = x1 +. . . +~, en los puntos (x,y) E DxT = R se
E’
verifica
¿ (x.y) = ¿(s.y)
E’
puesto que si existiera (x,y) en DxT tal que ¿ (x,y) > ¿ lis,y), existiría
E’
1 s j 5 r, tal que
73
(x,y) e 5 ; (s,y) E 51 .2
que significa, por una parte que los intervalos cúbicos diádicos D y D se
.2
cortan y, por otra, que D no está contenido en 1%. y esto es contradicto-
rio, al ser ¡Dl s ID 1. El mismo razonamiento sirve para negar que ¿ lix,y)] E’
es menor que ¿ lis,y). De lo anterior se concluye que si (x,y) e R se tiene
A@li¿ )lix,y) = A@li¿ )lis.y)
E’ E’
En consecuencia, si Mr’’» es la ampliación a L(IR””) del operador asociado
10
a la familia ?T y definido en L(~”’), resulta
¡1+10 1 ~ dy
En E’ ~ ~TE’
— ‘D [iTT{T«IE’ dy dx1k1- ‘RE’ >
lo que significa que R está contenido en el conjunto
En E’
Cambiando en el conjunto anterior r por h, y puesto que A«¡ es no
decreciente, se obtiene que tanto R como R u . . .u R están contenidos en
1 It
y. puesto que M”~
01 es de tipo débil—y, se concluye finalmente que
10
¡Ru...u Rl s c]’~(2A0li¿)] 5 cj4liC) 5 c¡Su .. .u Sl, 1.
Así se verifica i) y el teorema es cierto.
4.5—Corolario
2
La familia de los intervalos en E tales que una de sus
proyeccciones es diádica verifica una propiedad de cubrimiento de tipo
exponencial. El operador maximal asociado a la familia de los interva—
2los (diádicos ó no) de E es de tipo débil-y, para ««u) = u (1+lg’u).
2
En efecto. Los intervalos en E con una proyección diádica resul-
tan del producto cartesiano de intervalos de IR por intervalos diádicos de
IR. Por tanto podemos aplicar el teorema para y(u) = u, y la función 0 debe
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u
• verificar la condición
«¡(u+1) - 0(u) 5 c 0(u).
~1
En particular podemos tomar 0(u) = u e , y en consecuencia con el
1’! asociado a los intervalos de 9Teorema 3.5. el operador maximal con una
+
proyección diádica es de tipo débil—y para yliu) = u(1+lg u).
Consideremos ahora la familia de los intervalos (diádicos ó no) de
2IR • y sea M el operador maximal asociado. Probaremos que existen constan-
tes c y c tales que
1 2
l<x: Mf(x) > A>l 5 c l<x: Mflix) > A/c>¡.
Para justificar esto, sea 1 un intervalo en IR2 que verifica
> Allí.
Podemos encontrar dos intervalos D y D con proyección diádica y consecuti—
1 2
vos tales que
1 1IcDuD; IDI ¡Dl 5111
1 2 í 2 2
y para alguno de ellos, que llamamos D, se ha de verificar que
‘ > A
f IDI.
Por otra parte, es claro que
1 c D u D c fl(D; 1/3)
1 2
donde fl(D; 1/3) representa el halo—1/3 de D respecto a la familia 3 de los
intervalos de 9, es decir,
R(D; 1/3) = u.U e 3: ¡Irl Dl > (1/3)lI¡}.
Por el teorema 4.1. se tiene que ¡R(D; 1/3)¡ Sc ¡Dl. Además. si <E > es
1 cx
una familia arbitraria de medibles, es siempre cierto que
u<fl(E; A)> c 1< [(u E ); A].
cx
De todo lo anterior resulta
l<x: Mf(x) > A}l = ¡ u{I: f > A¡Il}¡ 5
1




u s¡fl [u{D:‘D > ¡Dl>; l/3]l
u ~ ~ ~
D
5 c l{x: 14 f(x) > A1 ~>1.u


















LA FUNCION DE HALO
V.1. Acotación de tipo débil restringido del operador maximal.
La función de halo.
Si una base de diferenciación formada por abiertos acotados e in-
variante por homotecias deriva y(L), entonces el operador maximal es de ti-
po débil—y liteorema 3.4). En particular dicho operador es de tipo débil—y
restringido a funciones características de conjuntos medibles de medida fi-
nita. Es decir, si E es medible de medida finita y A e (0,1), entonces
l<x: MX (x) > A>l s c y(1/A) ¡El.
E
Recíprocamente, si el operador maximal asociado a una base verifi—
ca una acotación de tipo débil—y restringido, como la anterior, ¿se puede
afirmar que la base deriva y(L)?. ¿Cuál es la mejor acotación que puede ob-
tenerse para un operador maximal que sea de tipo débil—y restringido?
El resultado de Buseman—Feller liteorema 3.3) nos garantiza que el
operador maximal asociado a una base invariante por homotecias es de tipo
débil restringido. Esto justifica la siguiente definición
Sea E una base cuyo operador maximal ¡4 es de tipo débil
restringido. Llamamos función de balo de E a la función i~ definida así
¡E: NxE(x) >
= sup { ¡El ; O<¡EI<o~ ). ; u > 1
Si 0 5 u 5 1, podemos tomar 11(u) = u.
Para la base formada por los intervalos cúbicos es fácil obser-
var que la función de halo ~ verifica la acotación
u s ~(u) s cu ; u ~ 1
A su vez, la función de halo correspondiente a la base de los intervalos en
IR2 verifica la acotación
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ulil + lgu) 5 nliu) 5 culil + lg~u); u ~ 1
De hecho, las bases anteriores derivan los espacios L y Llil + igl) respec-
tivamente. Podría pensarse, entonces, que para una base con función de ha-
lo ~ el espacio máximo de derivación debe ser 11(L). Esta cuestión es cono-
cida como la conjetura de la función de halo. Desde otro punto de vista, el
el problema consiste en determinar las condiciones por las cuales la aco-
tación débil—y restringida para el operador maximal supone la acotación
débil-y.
R.Moriyón [1978] probó la validez de esta conjetura para el su-
puesto de una base invariante por homotecias cuya función de halo i> veri-
fique la acotación n(u) 5 cu. El resultado es el siguiente:
5.1. Teorema
Sea E una base de abiertos acotados en 10’ invariante por
homotecias y ¡4 el operador maximal correspondiente. Son equivalentes:
i> ¡4 es de tipo débil <1,1) restringido
u) ¡4 es de tipo débil (1,1).
La idea fundamental de la prueba consiste en observar que, como
consecuencia de la acotación débil restringida de M y la invarianza por ho—
motecias, el conjunto 1< formado por la unión de los elementos de la base
que contienen a un punto y tienen medida 1 es un conjunto acotado en 10’.
De esta forma, la base resulta ser regular respecto a los homotéticos de K
y se comporta como la base de los intervalos cúbicos.
En este capitulo se exponen algunos resultados en relación con la
acotación de tipo débil restringido del operador maximal, así como propie-
dades de cubrimiento que vienen asociadas a aquélla. Como ya se indicó en
111.1, si el operador maximal M asociado a una familia It de abiertos acota-
dos es de tipo débil restringido, y <R,.. ,R > es una familia finita en It,
It
es posible obtener una subfamilia <5 ,..,S > que verifica
1 ti
i) IR u R u... u R ¡ 5 c ¡5 u 5 u.. .u 5 1
1 2 It 1 2 ti
1
u) isí ~ ¡5 ¡ , j =
.2 .2
siendoS S yS =S - liSu...uS )paracadajmayorquel. Por la
1 1 ] .2 1
condición u) decimos que la familia <51 5 } es 1/2— separada.
ti
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Para la suma ¿ = x1 + x2 + . . + x~ de las funciones características de los




5 ¡5 ¡ + 2151 + ... + 2151
1 2 ti
5 2¡Su .. .u Sj.
Por tanto, si el operador maximal M asociado a una familia It es de tipo dé-
bil restringido, la familia It verifica una propiedad de cubrimiento en la
1que la función de solapamiento ¿ pertenece, al menos, a L . Una información
más valiosa seria conocer el comportamiento local de la función ¿ que, como
a continuación se indica, está relacionado con el comportamiento local del
operador M.
A una familia <5 ... .5 > 1/2-separada, como la anterior, podemos
1 ti
n
asociar el operador lineal T definido en L(~ ) de la forma
ti
Tf = E [-~—[Jf 1
~1
n
Es claro que T está mayorado por M y si f E L(R ) se tiene
= f 52 E ~ ff —2 fTf
] 5 J ] 5
1 1
En particular si E es medible de medida finita y llamamos 5 a la unión de
los 5, resulta
‘E s2 ]‘TXE s 2]’MXE
Las consideraciones anteriores se tendrán en cuenta con bastante
frecuencia en los resultados que se exponen en el presente capitulo.
79
V.2. Acotación de tipo débil restringido e integrabilidad local.
La acotación de tipo débil restringido de un operador puede ser
sustituida en algunos casos por una condición de integrabilidad local que
resulta más manejable.
5.2. Teorema
Sea T un operador positivo y de tipo (co,o4, definido en
L(IR”). Son equivalentes
i) T es de tipo débil restringido (p,p); p > 1.
u) existe c > 1 tal que, si A y E son medibles de medi-
da finita, se verifica
f Tx~ Sc ¡El 1/p
A
siendo 1/p + 1/q = 1.
Demostración
Probemos que i) implica u). En principio la desigualdad de u) es
cierta para c = 1 si ¡Al 5 ¡El, puesto que
Tx~ 5 ¡Al = ¡A¡”~ ¡Al11” s IEl”~ ¡Al””.
A
En otro caso, y para cualquier a 6 (0,1) se tiene
]‘AE = LI0< E A: TXE(x) > o’}¡ da’
5 a ¡Al + ]“¡<x: TxElix) > oil do-
a
s a ¡Al + c ¡El ]‘(1/a’)” da’
a
S a ¡Al + —Ej ¡El
Podemos ahora elegir a que verifique ¿¡Al = ¡El y de lo anterior resulta
SAE 5 ¡E¡”~ ¡Al 11cl + ~ ¡El”” ¡Al”” = c ¡E~”” A¡””.
Así u) es cierto.
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Recíprocamente. Sea E de medida finita A e (0,1) y A acotado medi-
ble tales que
A c {x: TXE(x) > A>
Teniendo en cuenta u), se tiene




lo cual supone i) y completa la demostración.
La idea anterior puede utilizarse para obtener un resultado más
amplio, válido para funciones de Orlicz que tengan una propiedad de con-
vexidad parcial de tipo p, p > 1.
5.3. Teorema
Sea T un operador positivo y de tipo (oo,co) definido en
L<IR~). Sea y una función de Orlicz A que verifica:
2
pExiste p > 1 tal que y(au) 5 a y(u) para cada a E <0,1).
Son equivalentes
i) T es de tipo débil-y restringido
u) Existe c > O tal que, si A y E son medibles de medi-
da finita y a E (0,1), entonces
SAE s alAl + dEl a y(1/a).
Demostración
Observamos en primer lugar que la condición exigida a y permite
escribir ésta de la forma
y(u) = u~ ««u)
donde ~ es no decreciente.
Supongamos 1) y sean A y E medibles de medida finita y a E (0.1).
Resulta
5 TXE = 5’ítx e A: TXE(x) > a’>¡ da’
A
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1< a ¡A! + c ¡El 5 ««1/a’) da’
a
5 a ¡AI + c IEI ««1/a) 5(1/a’)” da’
a
c 1-p
5 a ¡A¡ + — ¡El ««1/a) a
= a ¡A! + c ¡E! a ««1/a),
y se obtiene u).
Recíprocamente, si la desigualdad expresada en u) es cierta, toma-
mos E medible de medida finita y A E (0,1). Sea A acotado medible tal que
A c <x: TXE(x) > A>.
Se tiene
IAl 5 ~ SATXE 5 [alAl + dEl ««1/a) a]
Si tomamos a = A/2, resulta
1 1IAl 5 ¡Al + c ¡El ««2/A)
Por tanto
¡Al 5 o y(1/A) ¡El
que completa la demostración.
Para funciones de Orlicz que no verifiquen la condición de conve—
xidad—p, p > 1, la integrabilidad local de TXE puede expresarse en la forma
SAE s alA! + c ¡El ««1/a) a 1gB/a); a E (0,1)
condición que no asegura, ahora, la acotación débil—y para T. Aún en estos
casos puede ser útil el siguiente criterio
5.4. Teorema
Sea T un operador positivo y de tipo (w,co) definido en
L(IR”). Si T es de tipo débil-y restringido, donde y es una función de
Orlicz A, entonces para cada p > 1 existe c > O tal que, si A y E son
medibles de medida finita y a E (0,1), se verifica
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SAE 5 alAl + dEl y(l/a~) a
Recíprocamente, si la desigualdad anterior se verifica para algún p > 1
entonces T es de tipo débil—y restringido.
Demostración
Elegidos p > 1, A y E medibles de medida finita y a E (0,1), se
tiene
1
SAE = 5¡xeA: Tx (x) > ¿1 da’ 5
5 a ¡Al + c lEí 5’y(íi’o”’) do’ _
a
c
5 a IAl + ¡El ««1/a”) a1~ —
= alAl + E ¡El y(l/a”) a
donde se ha tenido en cuenta que ««u) = u ««u), y ~ es no decreciente.
Reciprocamente. Supongamos que la desigualdad anterior se verifí-
para un p > 1. Dados E medible de medida finita y A e (0,1), consideramos
un acotado medible A tal que
A c <x: TXE(x) > A> = 0<: [Tx ]““(x) > A ~ }E
y se tiene
¡Al 1 1 [¶j~] ~ _ 1 [a ¡Al + c ¡El y(1/a”) a]
Si tomamos a = A””/2, resulta
1 1¡Al ¡Al + — c ¡El yliz”/A)
2
es decir
¡Al 5 o ylil/A) ¡El
lo cual indica que T es de tipo débil restringido y así el teorema queda
probado.




u Si T es de tipo débil <1,1) restringido, entonces parap > 1 existe c > O tal que, si A y E son medibles de medida finita se
u verifica c ¡El””’ 1~111~; l/p + 1/q = 1
SAEu Reciprocamente. Si esta desigualdad se verifica para algún p > 1, en-













111.-Acotación de tipo débil restringido y propiedades de cubrí-
miento.
Los criterios de integrabilidad local, obtenidos en la sección an-
terior, aplicados al operador maximal asociado a una familia de abiertos a—
cotados, permiten obtener interesantes propiedades de cubrimiento.
5.6. Teorema
Sea It una familia de abiertos acotados, ¡4 el operador
maximal y p > 1. Son equivalentes:
a) ¡4 es de tipo débil (p,p) restringido
b) It verifica una propiedad de cubrimiento de tipo débil B . Es
q
decir, una propiedad de cubrimiento de tipo Besicovitch, en la
que la función de solapamiento está acotada en L(q,w), siendo
hp + 1/q = 1.
c) ¡4 es acotado de L(p,1) en L(p,~)
Demostración
Para probar que a) implica b), supongamos dada en It la familia fi-
nita <R1,. . ,R >. Por ser M de tipo débil restringido, tal como se ha comen—It
tado en la sección 1 de este capítulo, podemos seleccionar de ella una sub—
familia <5,.. ,S > 1/2—separada, es decir, que verifique:
ti
i) IR u R u... u R j s c ¡5 u 5 u.. .u 5 ¡
1 2 It 1 2 ti
1
u) ¡SI = ¡5 —uS ¡ — ¡SI , j =] .j icj¡ 2 j
Consideramos el operador T asociado a <5 > que, como es sabido, verifica
.2
las propiedades:
i) Tlif) S Mlif); u) 5£.¿ s 2 5Tf
5
donde f es localmente integrable y hemos llamado 5 a la unión de los 5 y
.2
¿ a la suma de las funciones características de los 5
1
Sea E acotado medible, A > 0, tal que
E c <x: ¿lix) > A>
Teniendo en cuenta el teorema 5. 2. , se tiene
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lEí s k 5 ¿ s ~1 Tx~ ~ 5 M(xQ
E ~>5 5
2—
De lo anterior resulta que
£¡Ej ~ A
y así se obtiene que
lx: ¿(x)>A ¡ sli2)” lSu...uSlA ti
por tanto
II¿II = sup Aix: ¿(x) > Al1”’ 5 cIS u.. .S
1 tiA>0
que prueba b).
Para probar que b) implica c), tomamos f e L(p,1), f ~ O y consi-
deramos para A > O el conjunto
<x: Mf(x) > A> = u<R: ]‘f > A ¡Rl>
Sea <R
1,.. ,R > una familia finita en It del conjunto anterior. Por b) pode—
It
mos disponer de una subfamilia <5 ,..,S > tal que, si ¿ es la suma de las
1 ti
funciones características de los Si, entonces
1) IR u R u.. u R ¡ 5 CIS u 5 u. .u 5 ¡
1 2 It 1 2 ti
5clSuSu..uS~ 1””q,w 1 2





IR u R u. .u R ¡ s £2 E ¡5 ¡ —
1 2 It 1 ASJ5£
.2
= — 5 — Ilfil II¿II
A J~” A p,1 q,~
£ 11£ II is u s u. .u ~
11cl
A p,1 1 2 ti
Así obtenemos que
IR u R u.. u R ¡ s (c/A)” IIf¡¡”
1 2 It p,1
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lo que significa que
lx: Mf(x) > Al 5 lic/A)” Ilfil”
En consecuencia
IIMfI¡ = sup Aix: Mflix) > Al”” 5 c Ilfil
p,w p,1A>0
y queda probado c).
Por último, es claro que c) implica a), puesto que para f = XE se
tiene:
¡Mx II 5 c IIx II = dEl””
E j,,o, E p,1
Así:
lx: MX Cx) > Al li £ ~“ ¡ElA
y queda probado el teorema.
Se deduce del teorema anterior que si la función de halo ~ de una
base verifica la acotación
11(u) c u’ u ~ 1
entonces deriva el espacio de funciones que están localmente en L(p,1). Bas-
ta observar que si f e L(p,1) y A es una sucesión de medibles tales que
.2
¡A ¡ —* 0, entonces
.2
¡x: Mfx lix) >AI s lic/A)” IIfx II —* Oj .2 p,1
y el resultado es consecuencia del teorema 3.2
El corolario que sigue, muestra un espacio de Orlicz como espacio
de derivación para una base con función de halo del tipo anterior.
5.7. Corolario
Si E es una base cuya función de halo r~ verifica la aco-
tación 11(u) 5 c u~, p > 1, entonces deriva el espacio L~<1 + l¿ L)5
para cualquier s > p—1
Demostración
+ 5
Bastará comprobar que si s > p—1 y y(u) = u”(1 + lg u) el espa-
cio y(L) está contenido en el espacio de funciones que están localmente en
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Llip,1). Sea f e y(L) y E acotado medible. Consideramos los conjuntos disjun—
tos
k-1 ItE = <x E E: f(x) < 1>; E <x e E: 2 5 f(x) <2>, k = 1,2,..
O It
Se tiene
Ep,1 hp + s
2It ¡E ~ —II 5 lE ¡ It
It
= ¡E ¡ hp + 2 E 2k—1 ka”’ ¡E l~’~ ks/P
O It
It
y aplicando la desigualdad de Hblder a la suma anterior, resulta
5 ¡E 1”” + 2 r E 2(It—1)p ks lE ¡ ~““ r kÉ’1/Pl1k It ~ í.
De ser sq/p > 1, para una constante c que solo depende de s y p, se tiene
5 lE i””+c[f f”li1+lg~f0 1
que prueba que ~xpertenece a L(p,1) y el teorema es cierto.
E
El teorema 5.6 admite una tratamiento más general, al menos en lo
que se refiere a la propiedad de cubrimiento de tipo débil, que aparece re-
lacionada con la acotación de tipo débil del operador maximal. Recordamos
que a una función de Young continua y podemos asociar su conjugada Voung
trivializada O (Teorema 1.9.) tal que son complementarias y se relacionan
de forma que las funciones ~ y «‘ son inversas.
5.8. Teorema
Sea It una familia de abiertos acotados en IR” y ¡4 el ope-
rador maximal asociado. Sean y función de Young continua y A que para
2
un p > 1 verifica:
“y(au) 5 a~y(u); 0 s a s 1”
Son equivalentes:
i) ¡4 es de tipo débil-y restringido
u) Existen constantes C > O, c > O tal que, si <R,,. . Ii } es una
It
familia finita en It, es posible elegir una subfamilia <S,. .S }
ti
de forma que, llamando 5 a la unión de sus elementos y ¿ a la
suma de las funciones características de los 5, se tiene
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1) IR u R u.. .u R ¡ 5 £2151
1 2 It
2) Si E es medible de medida finita y a e (0,1), entonces
SE S 2[alSl + cjE! ««1/a) a]
3) Si «¡ es la conjugada Young trivializada de y, entonces
¡SI
lx: ¿Cx) > Al ~ «¡<A/2c)
En particular It verifica una propiedad de cubrimiento de tipo débil E0
Demostración
Supongamos i) y sea en It la familia <R ,..,R >. Podemos elegir de
1 It
ésta una subfamilia 1/2—separada <5,.. ,S >, de forma que si 5 es su unión
ti
se verifica la condición 1). Consideremos el operador lineal T asociado a
<S > de la misma forma que en el teorema 5.6. Si E es medible de medida fi—
.2
nita entonces, teniendo en cuenta el teorema 5.3, para cualquier a e liO,1)
se tiene
‘E ~ 25T(xE) = 2]’ MlixE) ~
5 2[alSl + dEl y(1/a) a]
y resulta 2). Por otra parte, si E es medible acotado y A > 1 tal que
E c <x: ¿(x) > A>
ha de ser
it 2
¡El x J ¿ ~ [alSI + dEl y(1/a) a]
E









OliA/2c) s O[~li1/a)] = ylil/a) —
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de donde se obtiene
‘SI
lEí 5 oAi’2c
lo que permite concluir que
0(A/2c)
y se obtiene 3)
Probemos ahora que u) implica i). Sea E medible de medida finita
y consideramos para A e (0,1) el conjunto
<x: MxElix) > A> = u<R: IR n El > MRI>
Tomamos una familia finita <R,. .,R > que verifique
It
IR rl El > AIR ¡ ; i = 1,. .,k
1
Por u) existe una subfamilia <5 ,..,S > que verifica la condiciónes 1) y
1 ti
2). Se tiene
¡Ru...uR¡ 5 CL¡SI +. .. +¡s¡] s
Ch
S x ~ ¡5 rl El
E
2C
—x [alSí+ dEl ylil/a) a]
Si tomamos a = A/4c, resulta
1 1
IR u.. .u R ¡ 5 — ¡Sí + — c ¡El yli4c/A)
1 It 2 2
es decir
IR u.. .u R ¡ 5 o y(1/A) ¡El
1 It
que termina la prueba del teorema.
Si el operador maximal es de tipo débil—y restringido, donde y es
una función de Orlioz que no tiene la condición de p—convexidad, p > 1, co-
mo en el teorema precedente, entonces también puede obtenerse una propiedad
de integrabilidad local y una propiedad de cubrimiento de tipo débil, salvo
que ahora estas propiedades no aseguran la acotación débil-y de partida.




Sea It una familia de abiertos acotados y ¡4 el operador
maicimal. Supongamos que ¡4 es de tipo débil-y restringido, donde y es una
función de Orlicz continua y A . Se verifica
2
i) Existe c ~ O tal que, si A y E son medibles de medida finita y
a 6 (0,1] entonces
S NXE 5 a ¡Al + c ¡El y(1/a) a lg<1/a)A
u) si <5,,.. ,S } es una familia 1/2—separada en It y llamamos 5 a
ti
la unión y C a la suma de las funciones características de los
<5 1¼ se tiene
.2
¡Si
lx: ¿(E) > Al 5 0(A/2c)
donde «¡ es la conjugada Young trivializada de 0(u) = y(u)lg u.
En particular It verifica una propiedad de cubrimiento de tipo débil E0.
Si el operador maximal es de tipo débil (1.1) se obtiene el resul-
tado siguiente
5.10. Corolario
Si el operador maximal ¡4 asociado a una familia It es de
tipo débil (1,1) restringido, entonces It verifica una propiedad de cu-
brimiento de tipo exponencial y en consecuencia ¡4 es, al menos, de ti-
po débil-y, para y<u) = u<1+lg~u). En particular, si la función de
halo ~ de una base E verifica la acotación 11(u) 5 c u, u ~ 1; entonces
E deriva, al menos, el espacio L(1 + lgL).
Demostración
Bastará aplicar el teorema 5.9 para y(u) = u. La conjugada Young
lg+u 0(v) = y evtrivializada de Oliu) = u es , para valores de u y y mayo-
res que 1.




u Ix: ¿lix) > Al s
exp(A/2c)
Veamos que la desigualdad anterior permite probar que la integral
de la función expli¿/4c) es finita. En efecto.
5 exp(¿/4c) ¡sí + ftx: expli¿/4c) > a’¡ da’
1
S jS¡ + f¡x: ¿ > 4c lg o’ ¡ da’ 5
1
1 2
S ¡5¡ + ¡Sí J(l/a’) da’ =
1
u = cíSí
Así obtenemos que It verifica una propiedad de cubrimiento exponen—
u cial y los teoremas 3.5. y 3.1. justifican el resto del Corolario.
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V.4. Aproximaciones al problema del halo
En la sección anterior se han obtenido, mediante propiedades de
cubrimiento, algunos resultados que permiten deducir espacios amplios de
derivación de una base si se conoce su función de halo. La técnica que se
ha seguido, siguiendo a A. Córdoba [1976], no es otra que el uso sistemá-
tico del operador lineal asociado a una familia separada de medibles, jun-
to con la acotación local del operador maximal.
En la teoría de Diferenciación de Integrales han sido siempre de
sumo interés cada uno de los métodos que han proporcionado una respuesta,
aunque fuera parcial, a la conjetura de la función de halo. En rigor, sal-
vando el trabajo de R. Moriyón recogido en el teorema 5.1., que utiliza de
manera efectiva la invarianza por homotecias de la base, todos ellos están
orientados a conseguir la mejor acotación de un operador, con las propieda-
des del operador maximal, que sea de tipo débil restringido. En particular,
se considera interesante el caso en que el operador maximal sea de tipo dé-
bil restringido y , siendo y (u) = u (1 + lg~u)0; s ~ 0.01 0
El primer resultado que en esta línea constituye una aproximación
a la conjetura de la función de halo fué obtenido por Hayes [1955]. Concre-
tamente Hayes consigue probar que, si la función de halo ~>de una base ve—
rífica la acotación i~(u) s c y (u), entonces la base deriva, al menos, el
o
espacio
liL) = L (1 + lg~L) o+t t > ~
>1. Guzmán [1975] mejora lo obtenido por Hayes, y utilizando el mé-
todo de extrapolación de Yano [1951], prueba que en las condiciones anterio-
res el espacio de derivación alcanza L(1 + lgL)~~1.
Más tarde R. Moriyón [1978], utilizando un conocido lema de E. >4.
Stein y N. J. Weiss [1969], sobre medias discretas de funciones de L(1,w),
prueba que el espacio de derivación para una base, no necesariamente inva-
riante por homotecias, cuya función de halo verifique la acotación ~liu)5
c.u, puede ampliarse hasta LII + lg(lg~L)], y F. Soria (1985], mediante
el mismo lema de Stein y Weiss, generaliza el resultado de Moriyón y prue-
ba que si la función de halo de una base no supera a y el espacio de den—
o
vación correspondiente contiene a Llil + lg~L)8 [1 + lg¾lgL)].
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En esta sección y en la siguiente se analiza el problema del ha-
lo en el caso en que la función de halo esté acotada por la función y , y
8
se exponen algunos métodos que permiten obtener alternativamente los resul-
tados que antes se han mencionado. En el teorema 5.11. se utiliza la aco—
tacion local del operador maximal y se consigue obtener el mismo resulta-
do que por el método de extrapolación de Yano. En el teorema 5. 12. se con-
sigue un notable refinamiento del teorema anterior, al hacer uso de una
propiedad de acotación local del operador maximal equivalente a la acota-
ción débil restringida. En la siguiente sección una nueva versión del lema
de Stein y Weiss nos va a permitir obtener de forma simple los resultados
de R. Moriyón y F. Soria.
5.11. Teorema
Si la función de halo ~ de una base de diferenciación E
verifica para un s ~ O la acotación
i)(u) 5 c u (1 + lg u)9
entonces E deriva el espacio L(1 + lgL) ~
Demostración
Sea >4 el operador maximal asociado a E. Se probará que >4 es de ti-
po débil-y, para ««u) = ulil + lg~u) a,’.
En principio, si A y E tienen medida finita y a E (0,1], se tiene
1
fAMXE = f l<xeA: MxElix) > o’>I do’
5 alAl + dEl f’ ~ rí + íg!]9 da’
a Lr i1~ r1
5 alAl + clEI¡ 1 + lg ¡ ¡ da’
1 ~
5 a¡A¡ + dEl [í + íg ~
1Sea ahora f E yliL ), f ~ 0. Consideramos los conjuntos




2It1 ~ flix) < 2 >; k = 1, 2,
It
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que permiten acotar f en la forma
E2’<’xESfsxE +E2ItxE.
It O It
Puesto que M es subaditivo, positivamente homogéneo y de tipo (w,co), para
un medible acotado A y para a e liO,1], se tiene
It
~ ]‘A~o + x
2It ÍAE¡
5 IAl + E It11 + clEkl(jl + lg a)]
-It
Tomamos ahora a = 3 . Resulta
It
5 Mf 5 c,IAI + c E




5 c1 ¡Al + e J’f(1 +
y puesto que para un N > O arbitrario se tiene que
f>r~ =
podemos escribir
SAMf 5 N clAl + e ff(1 + lgf/N) ~‘.
Finalmente, si fijado A > O tomamos A acotado medible tal que
A c <x: Mf(x) > A>,
entonces
~k 5 Mf s ~ c,IAI + c 5£ (í + lg½/N3
y tomando ¡4 tal que liN c )/A = 1/2. resulta para una nueva constante c
1
1
¡Al —¡Al +2 cJ~~l+l~~J
lo que significa que
l<x: Mf<x) > A>l s c fylif/A)
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y se concluye que >4 es de tipo débil y para y(u) = u (1 + lg~u)~~’. Por
tanto la base deriva el espacio Llil + lg~L)’ y el teorema queda proba-
do.
Del teorema anterior se desprende, en particular. que si la fun-
ción de halo i> de una base E verifica la acotación idu) s cu, entonces la
base deriva, al menos, LII + igl).
En el teorema que sigue se mejora notablemente el resultado del
teorema 5.11.
5.12. Teorema
Si la función de halo i> de una base de diferenciación E
verifica para un s a O la acotación
i>(u) 5 c u (1 + lg u)9
entonces la base deriva, para cada t > O, el espacio L(l +
Demostración
La prueba utiliza el criterio equivalente a la acotación de tipo
débil restringido de un operador, que se expone en el Corolario 5.4.
Se probará que, si t > 0, entonces M es de tipo débil ~ siendo
Fijemost>Oyseap=1+t/2. Sifey liL’), faQ, conside—
s•t
ramos los conjuntos
k—1 ItE = {x: 0 5 flix) < 1>; E = <x: 2 s f(x) < 2 >, k = 1,2,..
O It
que nos permiten acotar f de la forma
E 2’<’xE 5 f 5 XE + E
2k XE
It O It
Puesto que >4 es subaditivo, positivamente homogéneo y de tipo liw,w) y la
1 ~pfunción u es también subaditiva, elegido un acotado medible A se tiene
para cualquier sucesión a en (0,1] lo siguiente
It
f (Mf]”” 5 frnxE]”” + E 2k/p 5 [MXE]““
A ~A0 A It
5 ¡Al + ~ 2It~¡’ [aIt IAl + c idi/a”) a ¡El]
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Tomamos ahora a tal que













Puesto que 2lip—l) = t, se tiene para una constante c que depende de s y p
hp k—1[Mf] 5 clAl + c ~ 2 k k9 lE 1
SA 1 It
5c
1¡A ¡ + c fflil + lg~f) s+t
=c,¡A ¡+cf~ ~uí~
Para cualquier r > O se verifica que
[M f]”” — r”~ [ Mlirf)]””
tomando en particular r = li2 c )P, se consigue para una nueva constante £2
1
~ 5 IAl + £2
Sea ahora A un acotado medible tal que
A c <x: Mf(x) > 1> c <x: [Mflix)]””> 1>.
Resulta
¡Al ~ [Mf]”” 5 FA ¡ + £2
de donde fácilmente se obtiene para una nueva constante £2 que
IAl 5 £2
es decir que
¡<x: Mf(x) > 1>1 s £2
y basta ahora cambiar f por f/A en la desigualdad anterior para que el teo-
rema quede probado.
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V.5. Medias de operadores
Si <f > es una sucesión de funciones uniformemente acotadas en el
It
espacio de Hanach L(p.w) con p > 1, entonces Za f pertenece también a di—
ItIt
cho espacio, siempre que la serie numérica Za sea absolutamente conver—
It
gente.
Lo anterior es aplicable a una sucesión de operadores T de tipo
It
débil (p,p), p > 1, uniformemente en k, respecto de un operador de la for-
ma Za T . Los teoremas que siguen tienen por objeto obtener la acotación
ItIt
de tipo débil que corresponde a un operador que se obtenga como media de
una familia de operadores de tipo débil- y, donde y es una función de Or—
licz. Los resultados son diferentes, al igual que ocurre en otras situacio-
nes, según que y sea, o no, p—convexa para p > 1, es decir, que exista p
mayor que uno tal que, si a e liO.1) entonces yliau) 5 a~ y(u).
5.13. Teorema
Sea (~?,!I) un espacio medible y <f : cx e una familia
cx
de funciones reales, medibles, no negativas, definidas en 10’, que ven.—
can para cada A > O la siguiente acotación
l<x: f Cx) > A}I s c(cx) ««1/A)
cx
donde c(cx) > O y y es una función de Orlicz A y p—convexa, p > 1. Si
2
la función f dada por
f(x) = f “dcx) f(x) dgo
está bien definida para i.da) > O, y las integrales
fwccx> dp , fw<cx> c(cx) dp
son finitas, entonces existe a > O tal que
¡{x: f(x) > A}l s a y(1/A).
Demostración
En principio, fijado cx y elegidos A acotado medible y 14 > O, si
tenemos en cuenta que por ser y p—convexa podemos escribir y(u) = u” ««u)
y y es no decreciente, se tiene
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SAcx 5 NIAl + fi{x: f lix) > a’>¡ da’
N
5 NIAl + c(cx) (««1/a’) do’
o,
5 NIAl + c(cx) ««1/N) ]‘N Vi da’
= NiAl + c(cx) N ylil/N).
p-1
Sea ahora A acotado medible contenido en <x: flix) > A>. Por aplicación del
teorema de Fubiní, resulta
¡Al 5 { ff(x) dx = { 5 [5 wlicx) fcxliX) dp 1 dx
= k fwccx) [5£lix) dx]d~
1
x [c,NIAI + c N ylil/N)].2
Si tomamos N = A/(2c ) de lo anterior se obtiene
1
IAl 5 ~lA¡ + o y(1/A)
y para una constante c resulta finalmente
l<x: flix) > A>I 5 c ylil/A),
que completa la prueba del teorema.
Del teorema anterior se tiene, en particular, que si <T : « e £2>
cx
es una familia de operadores positivos de tipo débil—y y constante c(cx)
positiva, donde y es p—convexa, p > 1, entonces el operador T definido por
Tf(x) = 5 wlicx) Tf lix) dp
£2
es de tipo débil—y, siempre que se verifiquen las condiciones exigidas en
el teorema anterior para las funciones w(cx), clicx).
Asimismo, y para el caso discreto, resulta que, si {T > es una su—
It
cesión de operadores positivos de tipo débil—y y constante c > 0, donde y
It
es p—convexa, p > 1, entonces el operador T = Zw T es de tipo débil—y, si
kIt
las series ZWItY Zw c son convergentes.
ItIt
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El resultado anterior puede utilizarse, como prueba alternativa al
teorema 5.6, y obtener que si un operador, con las propiedades del operador
maximal, es de tipo débil restringido (p,p), p > 1, entonces es acotado de
L(p,1) en Llip,w).
Para funciones de Orlicz que no sean p—convexas, p > 1, el teore-
ma 5. 13. no es válido. La referencia obligada para el caso p = 1 es un le-
ma de E.M. Stein. y N.J. Weiss [1969] que indica en qué condiciones una
media de funciones de L(1,~) pertenece a este espacio y dice lo siguiente.
Si {f } es una sucesión de funciones no negativas en IR” que
It
verifican para cada k = 1,2,..
It A
y <a } es una sucesión de números positivos de suma menor o igual que
It
1 y tal que la serie E = E a lg 1/a es finita, entonces
It It
I{x: E a £ (x) > A>! 5 [1 + E].
Haciendo uso del lema anterior R. Moriyón [1978] consigue demos-
trar, aún salvando algunas dificultades técnicas, que si la función de ha-
lo ~ de una base de diferenciación E verifica la acotación 11(u) s c u, en—
entonces E deriva el espacio L [1 + lg(lg~L)], resultado que supera con-
siderablemente los obtenidos por otros métodos.
Del mismo modo F. Soria [1985] utiliza el lema para obtener aco-
taciones locales del operador maximal cuando éste es de tipo débil restrin-
gido y donde y (u) = ulil + lg~u)9, s ~ 0, y consigue también buenas apro—9
ximaciones en el problema del halo.
En el teorema que sigue se va a obtener una generalización y un
refinamiento al lema de Stein y Weiss que antes se ha mencionado y puede
ser aplicado a medias discretas de operadores de tipo débil y cuando y es
una función de Orlicz. En particular, permite obtener, como se verá en la
próxima sección, acotaciones en espacios del tipo de los espacios de Lo—
rentz para el operador maximal si éste es de tipo débil restringido y
9
Como consecuencia de ello se obtendrá, que si la función de halo se com—
porta como y • entonces el espacio de derivación supera al espacio
9
L (1 + lgL) [1 + 1g(lgL)]
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5.14. Teorema
Sea <f } una sucesión de funciones en 10’ no negativas
It
que verifican para cada k y cada A > O la siguiente acotación
lOe: f (x) > A}l 5 c y(1/A)
It
donde y es una función de Orlicz y c es independiente de k. Sean <a >,It
<b } sucesiones numéricas positivas, de suma menor o igual que 1 y tal
It
que la cantidad E definida por la serie
E a lg 1/b
It It
es finita. Se verifica
lOe: Za f(x)>A}l s2cy(2/A) [1+E].
It It
Demostración
Para cada k consideramos los conjuntos
A = <x: f lix) 5 A/2>
It It
E = <x: A/2 < f lix) 5 A/li2b )>
It It It
£2 = <x: f lix) > A/(2b )>
It It It
y escribimos f en la forma
It
f u +v +w
It It It It
donde u , y , w representan la restricción de f a los conjuntos A , E
It It It It It It
£2It. respectivamente. Si ahora tomamos las funciones f, u, y, i.¡ de la forma
f=Za f ; u=Za u ; v=Eav ; w=Za w
It It It It ItIt It It
es claro que f = u + y + w, y resulta
l<x: f(x) > A>l _
l<x: u(x) > A/2>l + ¡<x: v(x) > A/2>l + l<x: w(x) > 0>1.
Analicemos cada uno de los sumandos del segundo miembro.
En primer lugar, puesto que
u = E a u 5 (A/2) E a 5 A/2,
It It It
se tiene que
¡{x: ulix) > A/2>¡ = 0. [1]
Por otra parte es claro que
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l<x: wlix) > 0>1 sZ l<x: wlix) > 0>1
— Z I<x: f lix) > A/li2b )>l
It - It
‘ E c
< c yli2/A) E b
It
c yliz/A) [2]
donde hemos tenido en cuenta que por ser y función de Orlicz verifica la
propiedad de convexidad parcial: ««a u) 5 a y(u) , a e [0,1].
Finalmente, se tiene que
5v = E 5v = E ]‘B
It
A/li2b
5 E [(A/2)¡E¡ + f It ~Itlix) a’>! da’]
A/2
A/(2b
sE a ~/2) c y(2/A) +5 c ~(í/o’) do’ ]
A/2
sE a [c ~ li2/A) + c ~ (2/A) lg 1/b
It It
s c ~ li2/A) + c ~ (2/A) £ a lg 1/b
It It
= c ~ (2/A) [1 + E],
donde y es la función asociada a la función de Orlicz y que, como es sabi-
do, es no decreciente y yliu) = u ~ (u).
Del cálculo anterior se deduce que si H = 0<: vlix) > A/2>, enton-
ces
¡Hl 5 ~ 5v
2 -
x c y (2/A) [1 + E]
= c yli2/A) [1 + E] [3]
De [1], [2] y [3] se obtiene finalmente
I{x: flix) > A>l 5 c y(2/A) [2 + E]
y el teorema queda probado.
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Si en el teorema anterior tomamos yliu) = u y b = aIt. se obtiene
It
el lema ya citado de Stein y Weiss. Podemos elegir también para la sucesión
b los términos normalizados de la serie convergente E k2. Así resulta que,It
salvo constante, E viene determinado por la serie
E a lg k.
It
Obtenemos, en particular, los resultados siguientes
5.15. Corolario
n
Si {f } es una sucesión de funciones en O~ no negativas
It
que verifican k = 1,2,.. la acotación
lOe: f Cx) > A}l 5 c y(1/A)
para una función de Orlicz y, y <a } es una sucesión numérica positiva
It
de suma menor ó igual que 1, entonces existe una constante positiva c
tal que
¡Cx: E a f (x) > AH 5 c c ««2/A) [1 + E a lg k].
ItIt It
5.16. Corolario
Si T es una sucesión de operadores positivos de tipo
It
débil—y con cota c uniformemente en k, y a una sucesión numérica po—
It
sitiva, tal que E a 5 1 y la cantidad E = E a lg k es finita, en-
It It
tonces el operador T = E a T es de tipo débil y y la cota es del or—
Itk
den de (1 1 E)
5.17. Corolario
Sea T un operador positivo, subaditivo y positivamente
homogéneo y f una sucesión de funciones no negativas tales que para
It
k = 1,2,.. se tiene
¡Cx: Tf Cx) > A}¡ 5 c y(1/A)
It
Entonces si f = E aItfIt. donde a es una sucesión numérica positiva de
It
suma menor ó igual que 1, existe c > O tal que
¡Cx: Tf(x) >A>I Sccy(2/A) [1 +Ea lgk].
It
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Aplicaremos ahora la nueva versión del lema de Stein y Weiss para
obtener algunos resultados en relación con el problema del halo.
5.18. Teorema
Sea T un operador definido en LCR”), positivo, subaditi-
yo, positivamente homogéneo y de tipo (o,,o,). Admitamos también que si
0 5 f 5 g entonces Tf 5 Tg. Si T es de tipo débil restringido (1,1),
entonces es de tipo débil •. donde •(u) = u [1 + 1g(lgu)]
Demostración
En principio elegimos h ~ O en •(L’) con la condición
l<x: O < hlix) 5 2>1 = O
It—1 Ity consideramos para k = 2, 3,.. los conjuntos E = {x: 2 < hlix) s 2 >
It
que nos permiten acotar h de la forma
shs E2Itx
donde x es la función característica de E . Tomamos la sucesión numérica
It It
2”’ lE ; k = 2,3,..
a —It7S[ It
cuya suma es menor o igual que 1, y consideramos las funciones
Ith = (2/a)x
It It It
Por la hipótesis sobre T resulta
—It¡<x: Th lix) > A>¡ = l<x: Tx (x) > Aa 2 >1
It It It
c It -1
15—2a ¡El =A It It
De las propiedades del operador T se tiene
ST(2ax)EaTh
y por el corolario anterior resulta
l<x: Thlix) > 2>1 5 c BhB,[1 + ~ a~ lg lik—l)]
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u
u = e ¡¡h¡¡1 + e 2”’ lg (k—1) lE~
u sc ¡jh¡¡1 + E fh [lg hg h)]u = E fh [i + lg~lilg~h)]
= E f«dht
1Tomamos ahora f ~ O en •(L ) y A > 0. Si f es la restricción
1
de f al conjunto <x: f(x) > A/2> se tiene, por ser T de tipo ~ y por
la subaditividad que
¡<x: Tf(x) > A>¡ s ¡<x: Tf lix) > A/2>¡.
Si h = 4f ¡A, resulta que
1
I<x: O < hlix) 5 2>1 = l<x: O < f lix) 5 A/2>i = 0.
Por tanto
l<x: Tf (x) > A/2>I = ¡<x: ThCx) > 2>1
1
sE f.(h) 5 £2 j4(f/A) s £2 5.cívA)
que demuestra el teorema.
u 5.19. Corolario
Si la función de halo i~ de una base de diferenciación E





V.G. Los espacios L[Os], L[Os]
En relación con el problema de la función de halo es de destacar
aquí el trabajo de F. Soria [1985], en el que se analiza la extensión de
la acotación débil restringida del operador maximal en el marco de unos es-
pacios funcionales que son del tipo de los espacios de Lorentz y que pare-
cen ser los más apropiados cuando la función de halo se comporta como la
función
y(u) S c ulil + lgu)9 s ~ O
Los resultados que se exponen a continuación siguen esencialmen-
te las ideas de F. Soria, aunque la modificación que hemos dado al lema de
E.M. Stein y N.Y Weiss, teorema 5.14, y su versión para medias de operado-
res, Corolario 5. 17, nos van a permitir utilizar unos espacios de fácil ma-
nejo y obtener con ellos acotaciones globales de tipo débil para el opera-
dor maximal.
Asociada a la función y consideramos la función
Osliv) = y lii + lg~1/v)9; s ~ O
Es claro que Os es no decreciente, subaditiva, mayor o igual que la iden-
tidad y verifica
1





Definimos los espacios L[Os] y LLOs] de la forma siguiente
L[0
9] = {f E L
1: ¡¡f¡¡
0 ,íosry<tn dt < o, }
L[Os] = {f E L
1: ll~h~
9 f~O[ lit)] [i + lglilg~t)] dt < }
o
donde ylit) es la función de distribución de f. Es fácil ver que y
¡j. ¡~ son quasinormas que coinciden para funciones f tales que [¡f¡~5 e.
Mediante un proceso habitual de discretización las quasinormas anteriores
pueden ser estimadas, respectivamente, por las siguientes sumas
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o, o,
Z 2” ús[y (2”)] ; E 2” [1 + lg~(lg~2”)] Os[y li2”)]£
It=—w
Una función f de soporte compacto pertenece a los espacios L[09], L[&s] si.
y solo si, las sumas anteriores respectivas son finitas para k ~ 1. o bién
si las integrales que definen las quasinormas son finitas en el intervalo
(1,w)
Los espacios L(Os] y LEUs] contienen localmente a los espacios de
Orlicz y liL) = Llil + lgi)~, • liL) = L(1 + lg~L)
9 [1 + lg~lilg~L)] respec—
9 9
t ivamente.




Observamos en primer lugar que puesto que f e ««L ) entonces
9
fyf(t) (1 + lgt)9 dt <1
—2Sean los conjuntos A = {t > 1: yf(t) 5 t >; E = <t > 1: t ~ A>. Resulta
5~Os[yflit)] dt 5 ¡El + f Oo[yf(t)] dt
0 1
= ¡El +J Os(y~(t)) dt + f Oo[y~(t)] dt
A H
5 ¡El + f lii + 21g t)9dt + yfli) lii + 2 lg t)5dt
A t E
De las dos últimas integrales, la primera es convergente en (i,~) y la se-
gunda es finita por hipótesis. De lo anterior se deduce que ~ pertenece




Sea T un operador definido en L<IR~), positivo, subadi—
yo, positivamente homogeneo, de tipo (w,w) y tal que Tf 5 Tg cuando
O 5 f 5 g. Si T es de tipo débil restringido y entonces existe C > O
a
tal que, si f e L[Os] y A > O se verifica
lx: Nf<x) > Al 5 C
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Demostración
Observamos en primer lugar que para s = O y y Os coinciden con
e
la identidad y los espacios Lleo] y Lii + lg~Clg~L)] tienen normas equi-
valentes. por lo que el teorema 5. 18 es un caso particular de éste.
Tomamos en principio h en LEUs], h ~ 0, con la condición
lx: O < hlix) 5 21 = O
It—1 ItConsideramos para k = 2,3,... los conjuntos E = {x: 2 < hlix) ~2 >, que
It
nos permiten acotar h de la forma
shs ~ 2” XIt k = 2,3,..




5E2 09(¡EI) ; a—
It It
Puesto que 5 s Bh¡¡ ~ lIi’ ¡¡— < w , se tiene que E a 5 1. Tomamos las fun—
Os Os It
It
ciones h = li2 /a )x . Por la hipótesis sobre T resulta
It It It
lx: Th lix) > Al = lx: Tx lix) > Aa
It It It




donde hemos tenido en cuenta que y liu.v) 5 y (u) y liv) y que y[1/Os(v)]
9 9 9
1/y. De las propiedades del operador T se tiene
Tli2” ) = E a 2”Th ~E X~< T(— x ) = E a Th
a It It It
It
y por el lema de Stein y Weiss en la versión del corolario 5. 17 resulta
lx: Thlix) > 21 5 c y (5) [1 + E a lg (k—1)]
9 It
= c y9(S) ~ [E 2”’[1 + lg (k—1)] O lilE~¡)]
5 c ~‘ ¡¡h¡¡~ 5 c yjljh[¡¡9]
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Tomamos ahora f ~ O en LEUs] y A > O y sea f la restricción de f al con—
1
junto <x: f(x) > A/2>. Si h 4f /A, resulta
1
ix: O < hlix) s 21 = lx: O < f (x) 5 A/2¡ = O
1
y de ser T subaditivo y de tipo (w,w) se obtiene finalmente
lx: Mflix) > Al 5 Ix: Mf (x) > A/21
1
= lx: Mhlix) > 21
5 £2 y[¡¡f/A~]
que demuestra el teorema.
De lo anterior se obtiene, en particular, que si la función de ha-
lo ~ de una base E es como y , entonces E deriva las funciones que están
9
localmente en LEUs], y por tanto deriva el espacio • CL). Así queda justifi—
8
cado el siguiente resultado.
5.21. Corolario
Si la función de halo i> de una base E verifica la acota-
ción
n(u) s c u (1 + 1gu0; s ~ O
entonces E deriva el espacio L<1 + ~ [1 + lg~(lgLYI.
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