ogy to construct models of memory based on the types 1970; Standing, 1973; Simons, 1996), but forgetting of dynamic biochemical cascades that are ubiquitous does occur and appears to follow power-law rather in biological systems and, in particular, are associated than exponential dynamics (Wixted and Ebbesen, 1991, with synaptic plasticity. Cascades provide a mecha-1997). How can these features be explained within the nism for getting around the limited capacity of switchcontext of our understanding of mechanisms of activbased models of memory. Furthermore, cascade ity-dependent plasticity? models provide a framework for understanding and deThe idea that synaptic plasticity is the basic mechascribing the enormous complexity of synaptic plasticity nism of memory is as old as our knowledge of synand its molecular underpinnings (Bredt and Nicoll, apses, and it has dominated neuroscience research for 2003; Sanes and Lichtman, 1999). Indeed, an important decades. The standard metaphor for memory storage feature of the proposed model is that memory perforin neuroscience is that of a synaptic switch; a permamance relies on the complexity of the cascade. Finally, and perhaps most importantly, cascade models introduce rich temporal dynamics, including power-law
ence. The value of r is not known, so we leave it as 1 at a time t max w ln(q√N syn ) / (qr). This is an extremely disconcerting result (Amit and Fusi, 1992, 1994; Fusi, a free parameter in our formulae and results. We can, 2002). One of the main attractions of using synapses however, provide a rough estimate of its value. Modifias the repositories of memory is that there are so many cation of synapses due to spike timing-dependent of them. The fact that memory lifetimes only grow logaplasticity can occur whenever pre-and postsynaptic rithmically as a function of the number of synapses neurons fire within about 50 ms of each other (see, for used to store the memory eliminates this advantage beexample, Bi and Poo, 1998). Taking background firing cause the logarithm is such a slowly increasing funcrates of 2 Hz and assuming pre-and postsynaptic firing tion. If the ongoing plasticity rate is 5 s and q = 1, memis random and uncorrelated, such coincidences would ories stored using a million synapses will only last occur at a rate of about r = 0.2 Hz, or once every 5 s.
about 30 s, and memories stored using a billion synIn summary, our general approach is to compute sigapses about a minute. nal-to-noise ratios of memory traces stored in synaptic
The short lifetime for memories stored by binary synmodifications. We use two quantities to characterize apses with q = 1 is due to the deleterious effects of the quality of memory performance. The first is the sigongoing plasticity, not to any intrinsic decay mechanal-to-noise ratio immediately after memory storage nism at the synapse. One remedy that has been pro-(called the initial signal-to-noise ratio and denoted by posed is to reduce the rate at which synapses change S 0 /N 0 ), which is a measure of the flexibility of the systheir strength by reducing q (Amit and Fusi, 1992 Fusi, , 1994 ; tem for storing new memories. The second is the memFusi, 2002; Tsodyks, 1990 ). If q is severely reduced, the ory lifetime (denoted by t max ), which is the time followmemory lifetime can be increased significantly until a ing storage when the signal corresponding to a maximum value of t max w √N syn / (er) is reached when particular memory trace becomes equal to the noise q = e / √N syn [where e = exp(1)]. Thus, allowing the trandue to ongoing synaptic modification arising from sition probability to vary as a function of the number of spontaneous activity and the storage of other memosynapses being used to store the memory, rather than ries. We first provide calculations of these quantities being fixed, would, at first sight, appear to solve the based on general considerations. In this initial discusproblem of the logarithmic dependence of memory lifesion, we will not be concerned with numerical coeffitime on synapse number. However, there are several cients, rather we concentrate on how the initial signalproblems associated with this solution. First, it requires to-noise ratio and memory lifetime depend on critical the probability of synaptic modification to be very low, factors such as the number of synapses being used to and this causes the size of the memory signal (which is store the memory. We then analyze a specific model in proportional to q) to be extremely small even immedimore detail on the basis of computer simulations.
ately after a memory is stored. Indeed, for the value q = e / √N syn given above, which maximizes the memory Memory Lifetimes lifetime, the initial signal-to-noise ratio is only S 0 /N 0 = We begin our analysis of memory lifetimes by assuming e. This is not much larger than 1, which disagrees with a binary model in which synapses have only two levels our experience that memories are quite vivid immediof efficacy: weak and strong. The probability that a synately after storage and then tend to fade away, and it is apse makes a transition between its two levels of effiindependent of the number of synapses being used. cacy when a candidate plasticity event occurs is given Thus, in this scheme, allowing the memory lifetime to by the transition probability q discussed above. There take advantage of the large number of synapses is some experimental evidence for binary synapses through the square-root dependence in the maximal (Petersen et al., 1998) , but the problems we discuss value t max w √N syn / (er) has the unfortunate side effect and solutions we propose using binary models generalof keeping the initial signal-to-noise ratio from taking a ize to the nonbinary case as well. similar advantage. When a memory is stored through the systematic The blue curve in Figure 1 indicates the relationship modification of a population of N syn binary synapses, between the initial signal-to-noise ratio of the memory the initial memory trace that results, which we call the trace and the memory lifetime (in units of 1/r) for the "signal," is proportional to the number of synapses that binary model. The initial signal-to-noise ratio decreases have been modified, Signal w qN syn . Further plasticity roughly inversely in relation to the memory lifetime and due to ongoing activity and the storage of additional is quite small near the point where the memory lifetime memories will modify some of the synapses that are reaches its maximum. Thus, it is impossible to achieve maintaining this trace, thereby degrading it. If the rate both long memory lifetimes and strong initial memory of ongoing plasticity events is r and the probability that traces in this type of model. In addition, achieving long these produce a change in the synapse is q, the probmemory lifetimes requires that the transition probability ability that a particular synapse is not modified over a be quite accurately adjusted as a function of the time interval t is exp(−qrt). Thus, a memory trace estabnumber of synapses used to store the memory, somelished at time zero will be represented by a degraded thing that may be difficult to achieve biophysically. signal at time t, Signal w qN syn exp(−qrt). A second The discussion above applies to binary models in effect of ongoing plasticity is to introduce continuous which synaptic strengths take two values. It is possible fluctuations in synaptic strength, producing "noise" to improve memory performance by introducing mulwith an amplitude proportional to the square root of the tiple levels of synaptic strength if the processes of synnumber of synapses, Noise w √N syn (assuming indeaptic potentiation and depression are accurately balpendent fluctuations). With this level of noise and Siganced against each other (Amit and Fusi, 1994; Fusi, 2002). However, as we will show in Figure 6 , even small nal w qN syn exp(−qrt), the signal-to-noise ratio goes to new memories quickly and faithfully requires a high degree of plasticity, but the best way to lock in those memories is to eliminate plasticity. In defining optimality for a memory system, we face a related dilemma, deciding how to balance the conflicting requirements of a large initial signal-to-noise ratio for the memory trace and a long memory lifetime. We see this clearly in the binary model. The initial signal-to-noise ratio in the binary model is maximized when the transition probability is set to 1. This makes the initial signal-to-noise ratio proportional to the square root of the number of synapses being used, S 0 / N 0 ∝ √N syn , but at the expense of a memory lifetime that only grows logarithmically with the number of synapses, t max ∝ ln(√N syn ). An alternative strategy is to maximize the memory lifetime by choosing a small transition probability. This makes the memory lifetime pro- factor) of achieving this goal.
Power-Law Forgetting imbalances between the effects of synaptic strengthen-
The solution we propose for improving memory perforing and weakening spoil this result. Thus, the improvemance is to modify the logarithmic dependence of the ment relies on fine-tuning. Furthermore, this solution inmemory lifetime on the number of synapses. Recall from creases the numerical coefficient that relates t max to the derivation that this logarithm arose from the exponenln(√N syn ), but it does not address the fundamental probtial decay of the memory trace. The situation could be lem that the memory lifetime only increases as a logaimproved significantly if the memory trace had a powerrithmic function of the number of synapse. law rather than exponential decay (as experiments sugDepending on the value of q, memory lifetimes in the gest it should, see Wixted and Ebbesen, 1991, 1997 number of synapses, which is much faster than logaimposed on synaptic strengths after all the memories rithmically. Assume, for example, that k = 3/4 (the value are loaded into the network, which is equivalent to imthat we obtain in the model discussed below), so that posing biophysical reality only at the end of an animal's 1/(2k) = 2/3. Then, for an ongoing plasticity rate of 5 s, lifetime.) A consequence of this unphysical assumption memories stored using a million synapses will last for is that there is no equilibrium distribution for the about 14 hr, and memories stored using a billion synstrengths of the synapses in these models. In any bioapses for almost 60 days. These are reasonable lifephysically plausible model, an equilibrium distribution times for the types of everyday, unremarkable memoof synaptic strengths must exist, and the limits on ries that we are studying. Thus, power-law forgetting memory lifetime that we are discussing apply to such provides a mechanism for solving the dilemma of memmodels (Amit and Fusi, 1992 Fusi, , 1994 Fusi, 2002) . Other ory lifetimes that do not take advantage of the large mechanisms for prolonging memory lifetimes, such as number of available synapses. The rest of this paper halting memory storage at a certain memory capacity will describe how a model with power-law forgetting (Willshaw, 1969) or using knowledge of stored memocan be constructed and explore its consequences. ries to protect them (Grossberg, 1982) are not applicable to the case of ongoing memory storage that we are considering.
The Cascade Model It is well known that power-law dynamics can be generIn summary, memory storage and memory retention impose conflicting requirements on a neural system. Storing ated by the interactions of multiple exponential pro-1, 2, ..., n − 1. To compensate for the boundary effects that occur for the last state in the cascade, we set q n = x n − 1 /(1 − x), although this adjustment is convenient rather than essential (see Experimental Procedures). The value of x is taken to be 1/2 for reasons explained below.
The transitions described in the previous paragraph correspond to synaptic plasticity that changes the strength of a synapse from weak to strong (LTP-type events) or strong to weak (LTD-type events). In addition, there are metaplastic transitions in the model between the states in a given cascade. These do not change the strength of the synapse but, instead, push it to lower cascade levels (higher i values). Specifically, whenever the conditions for synaptic strengthening are met, a synapse in state i of the strong cascade makes ties is equally available. When potentiation and depresweak does not imply a zero strength synapse, but sion are balanced (f + = f − ), the choice of the metaplastic rather one that is weaker than what we call a strong transition probabilities p i ± = x i /(1 − x) assures that, at synapse.) The model could be extended to multiple equilibrium, the different cascade states are equally ocstrength levels, but we consider the simplest form becupied (see Experimental Procedures). We discuss cause it corresponds to the binary case considered what happens in the unbalanced state (f + s f − ) in a later above and because it represents a worst-case scesection. With equal occupancy, however, the amplitude nario. Each of the synaptic strengths is associated with of the initial memory signal, which relies primarily on a a cascade of n states. The purpose of these cascades few of the most labile states at the top of the cascade, is to introduce a range of probabilities for transitions is proportional to 1/n, the inverse of the number of between the weak and strong states. This is analogous states in the cascade. This makes it important to keep to the factor q introduced previously, except that, in the cascade as small as possible, and having plasticity this case, a sequence of n different transition probabilitransition probabilities q i that grow exponentially is a ties, q i for i = 1, 2, ..., n, is included. Specifically, whenway of obtaining a large range of transition rates withever the conditions for synaptic strengthening are met, out introducing too many states. In a later section, we which occurs at a rate f + r, a synapse in state i of the will discuss the optimality of this choice. Furthermore, weak cascade makes a transition to state 1 of the the value of 1/2 for x is the largest value consistent with strong cascade with probability q i (green arrows pointmaintaining p 1 ± %1, so choosing this value gives the ing up and to the right in Figure 2) . Similarly, whenever maximum range of transition probabilities with the the conditions for synaptic weakening are met, which smallest number of cascade states. Finally, it is imporoccurs at a rate f − r, a synapse in state i of the strong tant to "reset" the cascade so that synapses do not cascade makes a transition to state 1 of the weak caskeep progressing to lower levels (large i values) and cade with the same probability q i (red arrows pointing becoming highly resistant to further plasticity. This reup and to the left in Figure 2 ). To achieve a wide range set is provided by terminating all the plasticity transiof transition rates, we arrange these different probabilities in a geometric sequence, so that q i = x i − 1 for i = tions at the top (i = 1) level of the target cascade. this changes to an exponential decay at a time determined by the smallest transition probability q n in the model. Increasing n, and hence decreasing q n = 2 −n + 1 , expands the range over which the power-law applies. The binary models shown have transition probThe black line in Figure 3 shows a sample run involvabilities set to the minimum transition probability in the n = 5, 10, ing 10,000 synapses, each described by a cascade and 15 cascade models (red, green, and blue curves, respectively). model with n = 10 states. The synapses were initialized All these curves correspond to memory storage with 10 5 synapses.
in a random configuration drawn from the equilibrium distribution. This means that each synapse was randomly assigned to be either strong or weak and then numbers of synapses are being considered. Fortuplaced randomly (with equal probability) into one of the nately, a statistical "mean-field" analysis of the dyn = 10 states in the appropriate cascade. At time 0, half namics of plasticity in the cascade model can reprothe synapses were subject to a candidate potentiation duce the results of the multisynapse simulation quite event and half to a candidate depression. For the synaccurately in a fraction of the time. The equations of apses subject to candidate potentiations, this means the mean-field approach are given in the Experimental that synapses in weak state i made transitions to strong Procedures section. The red line in Figure 3 shows the state 1 with probability q i , and synapses in strong state memory signal predicted by the mean-field equations, i made transitions to strong state i + 1 with probability and the blue lines indicate plus and minus one standard p i + . The corresponding transitions were also made for deviation from this. The mean-field results describe the synapses subject to candidate depression events. After mean and standard deviation of the black curve for that, the synapses were subject to random candidate 10,000 synapses quite well, and the accuracy increases potentiation and depression events at rates f + r and f − r as more synapses are considered. For this reason, all with f + = f − = 1/2 (the rate r does not need to be specithe results we report below come from analysis and fied because it sets the unit of time in all our simulasimulation of the mean-field equations. tions). The signal being plotted is determined by dividing the synapses into two groups, those potentiated by memory storage and those depressed by memory
Model Results
As stated previously, a major point in constructing a storage. For the first group, we compute the number of synapses that are in the strong state minus the number cascade model of synaptic plasticity is to obtain a power-law decay of the memory trace over time. To that were in the strong state prior to memory storage. For the second group, we compute the number of syntrack the memory trace, we plot its signal-to-noise ratio over time in Figure 4 . The initial segments of all three apses that are in the weak state minus the number that were in the weak state prior to memory storage. Becurves in Figure 4 show a decay proportional to t −3/4 . Eventually, these curves make a transition to an expocause the difference in strength between the weak and strong states in these simulations is defined to be 1 nential decay. This occurs when q n rt is of order 1. In other words, the power-law decay is limited by the size and f + = f − , the memory signal is simply the sum of these two terms. The memory signal following a memof the smallest plasticity transition probability in the cascade. As the number of elements in the cascade ory storage at time 0 is indicated by the black line in Figure 3 . The jagged wiggles in this curve arise from increases, the power-law behavior extends over a larger time interval, as seen by comparing the different the random nature of the ongoing plasticity. The trend of the curve is a decrease toward baseline that is of a solid curves in Figure 4 . The extension of the range of the power-law behavior is accompanied by a reduction power-law rather than exponential form. In particular, note that long tail at small values that are nevertheless in the initial signal-to-noise ratio. The initial signal-tonoise ratio is proportional to 1/n, but note that a small significantly different from zero.
Simulations like that used to generate the black increase in n results in a large increase in the range over which a power-law decay applies. This is because curve in Figure 3 are time consuming, especially if large q n = 2 −n + 1 , so the minimum transition probability decreases exponentially with increasing n. Equivalently, the cascade size n and the initial memory signal amplitude, which is proportional to 1/n, both vary only logarithmically as a function of q n or, equivalently, as a function of the maximum memory lifetime (see Figure 1) .
The dashed curves in Figure 4 show a comparison of the performance of the cascade model with the noncascade binary model discussed earlier (equivalent to an n = 1 cascade model with q 1 = q). To make the comparison as fair as possible, we show signal-to-noise ratio curves for noncascade binary models with transition probabilities that match the minimum transition probability in each of the cascade models shown in Figure  4 . In other words, we set q = q n = 2 −n + 1 for n = 5, 10, than 1. We define the memory lifetime as the point on the curves of Figure 4 when the signal-to-noise ratio of the The relationship between memory lifetime and the memory trace goes to 1. The key to getting improved number of synapses used to store the memory is elabomemory lifetimes from the cascade model is to assure rated further in Figure 5 . For 1000 synapses, the optithat the "break" in the curves where power-law behamal model has n = 5, while for 10 6 synapses the optimal vior gives way to exponential decay occurs later in time model has n = 15. The key point, however, is that over than the point at which the signal-to-noise ratio goes wide ranges in the number of synapses, these models to 1. In the example of Figure 4 , the n = 5 cascade does show a power-law relationship between the memory not satisfy this condition, while the n = 10 and n = 15 lifetime and the number of synapses used in storage. cascades do. This means that for memories stored As stated above, the relationship is t max w N syn 2/3 (see using 10 5 synapses, n = 5 is too small, n = 10 is optimal, Equation 2 above). and n = 15 is too large because over the relevant range Up to now, we have considered a balanced situation, where the signal-to-noise ratio is larger than 1, it has a in which the rates of synaptic potentiation and depreslower signal-to-noise value than the n = 10 model. sion are equal, f + = f − = 1/2. We noted above that in this We can determine the optimal size of the cascade for balanced situation, it is possible to increase memory a particular memory application by using an analytic fit lifetimes quite dramatically (by a factor of m 2 for m to the signal-to-noise curves in Figure 3 . Over the states) by increasing the number of allowed levels of power-law portion, before the exponential fall-off ocsynaptic strength, even in a noncascade configuration. curs, these curves are well fit by the formula The problem is that this improvement is greatly diminished if the effects of synaptic potentiation and depression are not balanced. This is shown in Figure 6A . In S N = 12√N syn 5n(1 + (rt) 3/4 ) . the power-law increase of the memory lifetime as a function of the number of synapses is not destroyed by Although the optimal value of n depends on the number of synapses used to store the memory, this depenan unbalanced situation. The cascade model is thus robust, but not unaffected, by an imbalance in the reladence is weak (only logarithmic), so no precise tuning of the cascade is required to achieve near-optimal pertive amounts of potentiation and depression. The model shown in Figure 6B has the metaplasticity formance.
this the equation for the optimally adjusted metaplastic transition probabilities, p i ± = f ϯ x i /(f ± (1 − x)), we find that these rates are given by f ϯ rx i /(1 − x). This is equivalent to what we would obtain from noncompensated transition probabilities p i ± = x i /(1 − x) if metaplastic transitions in the + and − cascades were triggered by candidate depression and potentiation events, respectively, rather than the other way around. In other words, in this alternative scheme candidate potentiation events drive transitions down the weak cascade of states and candidate depression events drive transitions down the strong cascade. As seen in Figure 6D , this scheme allows memory lifetimes to be almost totally independent of the state of balance between potentiation and depression events without parameter tuning, but at the expense of a somewhat smaller memory signal. The reduction in the size of the memory signal is due to the fact that the "backward" metaplastic transitions in the alternative model have a negative impact on the initial storage of the tracked memory. In addition, this form of metaplasticity does not allow the synapse to react optimally to correlated sequences of plasticity events. For these reasons, we do not favor this scheme, but we the cascade transition probabilities so that the different states would be equally occupied at equilibrium. In this section, we make two statements about these choices. probabilities set to p i ± = x i / (1 − x), which is the optimal First, we show that they produce near-optimal perforrelationship for the balanced case when f + − f − = 0. The mance. Second we show that similar performance can primary reason that the unbalanced curves in Figure 6B be obtained for a wide range of related models, indicatshow poorer performance is that the different cascade ing that the cascade scheme is robust and does not states are not equally occupied when this choice of require fine-tuning. metaplasticity transition probabilities is used and f + − We mentioned previously that a binary model can f − s 0. For the unbalanced case, the formula for these either achieve an initial signal-to-noise ratio or a maxiprobabilities that leads to uniform occupancies of the mum lifetime proportional to the square root of the cascades states is p i ± = f ∓ x i / (f ± (1 − x)) (see Experimennumber of synapses (S 0 / N 0 ∝ √N syn or t max ∝ √N syn ), tal Procedures). It is reasonable to assume that casbut not both. We now show that the cascade model cade transition probabilities would be optimized for the comes very close (to within a logarithmic factor) of prevailing level of imbalance in the relative amounts of achieving the goal of making both quantities proporpotentiation and depression. In Figure 6C , we show tional to the square root of the number
of synapses. what happens if this adjustment is made [in other
The signal-to-noise ratio in the cascade model starts words, for this panel, we set p i ± = f ∓ x i / (f ± (1 − x)) rather to fall off exponentially with time, rather than as a than p i ± = x i / (1 − x) as in panel B]. There is virtually no power, at a time proportional to 1/q n , the inverse of the effect of unbalancing potentiation and depression if minimal transition probability in the model. Requiring this adjustment is made.
the signal-to-noise ratio to be greater than 1 at this The fact that the optimal formula of the metaplastic point, introduces the requirement that q n ∝ 1 / √N syn . transition probabilities is given by p i ± = f ∓ x i / (f ± (1 − x)) This means that the maximum memory lifetime in the can be interpreted in an interesting way that would alcascade model has the same dependence as in the bilow the synapse to make the adjustment to the prenary model with small q, that is, t max ∝ √N syn . The sigvailing level of plasticity imbalance automatically. Up to nal-to-noise ratio, however, is almost as large in the now, we have assumed that the metaplastic transitions cascade model as it is in the q = 1 version of the binary that move a synapse down the "+" cascade from state model. The initial signal-to-noise ratio in the cascade i, occurring with probability p i + , are the result of candimodel satisfies S 0 / N 0 ∝ √N syn / ln(1 / q n ), which means date potentiation events, which take place at a rate f + r.
that S 0 / N 0 ∝ √N syn / ln(√N syn ). Thus, the initial signalSimilarly, transitions down the "−" cascade take place to-noise ratio is only a logarithmic factor smaller than with probability p i − and arise from candidate depresit is in the q = 1 model, meaning that the cascade model sion events occurring at the rate f − r. The rates for these comes close to matching the best features of both extreme versions of the binary model. two types of transitions are thus p i ± f ± r. We propose that memories are retained through the modification of synaptic strength in a more complex up to a memory lifetime of rt max = 2 9 = 512 and up to roughly 3 × 10 5 synapses. When the memory lifetime is manner than the simple switch-like picture that has dominated thinking about the synaptic basis of memmaximized for one particular number of synapses N syn and a given size of the cascade, the memory lifetime of ory. Synapses that are modified by activity in a switchlike manner are not capable of supporting ongoing the Monte Carlo solution is slightly better than the model solution, but only over a small interval around storage and retention of memory at anywhere near the capacities seen in animals and humans. The demands N syn in the number of synapses and at the expense of a smaller initial signal-to-noise ratio. Outside this reof ongoing memory storage require synapses that show a wide range of degrees of plasticity linked by metagion, the Monte Carlo solution performs poorly. We next modified the Monte Carlo procedure so that it acplastic transitions. We have constructed one such model and shown that it significantly out-performs the cepted only those changes that improve the memory lifetime over a given range of N syn . As this range is exstandard alternatives. In building the model, we made some parameter choices that we have argued optimize tended, the performance of the Monte Carlo-optimized model approaches that of the cascade model, as memory performance. As results from the Monte Carlo procedure demonstrate (Figure 7) , memory perforshown in Figure 7 .
The performance curve in Figure 7A showing the mance is robust to changes in these parameters, and it degrades gracefully as they are varied. Thus, the model memory lifetime versus the number of synapses of the cascade model with n = 8 states is well approximated does not require fine-tuning to work well. The key element in the cascade models we have by the optimal solution found by the Monte Carlo pro-Part of the difference in performance seen in Figure  8 is due to the size of the initial signal-to-noise ratio in the two models. As stated previously, the initial signalto-noise ratio in the cascade model is proportional to 1 over the number of cascade states or, equivalently, to 1 over the logarithm of the minimum transition probability, q n . For the heterogeneous binary model, the initial signal-to-noise ratio for the distribution we have used is proportional to q n 1/4 . This is better than the q n dependence of the ordinary binary model, but not as good as the weak logarithmic dependence of the cascade model.
The cascade model makes some direct and testable predictions about the nature of synaptic plasticity and its relationship to memory storage. First, the model predicts that when a synapse is repeatedly subject to longterm potentiation or depression, it should not keep changing its strength, but rather should become more ity. In this way, a long-lasting memory trace that would In the heterogeneous binary model, each synapse is normally be formed in a small number of synapses over stuck with a fixed transition probability that is unaffected by its history of modification.
an extended period of time due to rare metaplastic transition could be formed virtually instantaneously in structure. We feel that, for describing memory promany synapses.
cesses, it is more important to capture this range of The cascade model could also provide interesting forms and timescales in a model than it is to capture dynamics for reward-based learning. A problem with reany single form in detail. We propose that the numerous ward-based schemes of synaptic modification is that biochemical reactions and pathways underlying synapthe reward often arrives a considerable time after the tic plasticity are there to support multiple-timescale, activity that produced the rewarded behavior. Synaptic power-law plasticity. We suggest that this is a way for changes induced by the initial activity must therefore a system that must retain memories in the face of ongobe retained temporarily and then either removed or eleing plasticity to take advantage of the large number of vated to longer-lasting forms, depending on whether synapses in neural circuitry. This suggests that the a punishment or a reward results. The cascade model abundance of molecular players underlying long-term provides exactly such an arrangement because its plasticity is not merely a result of the vagaries of evolumore labile states provide temporal storage, and retion. Rather, there has been evolutionary pressure to ward-based modulation could gate more permanent add additional elements to these biochemical casstorage for rewarded actions by increasing the transicades because their complexity is an essential feature tion probability to less plastic states. required to make memory work. Because of its rich dynamics, the cascade model 
sistant to further plasticity. We treated the metaplastic transitions within each cascade as instantaneous, but
it is likely, given that they are low-probability events, that a considerable time may be required to complete for 1 < i < n, and some of these transitions. If so, it would be important to delay further attempts at inducing metaplastic transi-
tions until a previous transition is completed if the synapse is to be driven through a number of such transiThese equations reflect the fact that the rate of change in the tions sequentially. In this way, the advantage of spaced occupancy of a particular state is given by adding up the rates at over massed training arises quite naturally in these which that state is entered from other states and subtracting the rate at which transitions occur out of the state.
models.
In addition, at the time of storage of the tracked memory, we Cascade models could potentially exhibit an interestmake the discrete transformations ing aging phenomenon. In the examples shown, the population of synapses was loaded initially into cas-
cade states in a random manner with an equal distribution across states. This is the equilibrium configuration for a "mature" population of synapses. If, however, as well as early in development, synapses started in states at the top of the cascade and then migrated to lower states
during the aging process, we would expect to see a high degree of plasticity with few long-lasting memory for 1 < i < n, and traces early on and then less labile plasticity and more long-lasting traces later. The developmental trend is F n + → F n + + p n−1
logarithmic in time, meaning that changes occur at a for synapses being potentiated, and rate inversely proportional to age. Although the molecular pathways relevant to synap-
tic plasticity have been studied intensely, little theoretical work has been done to illuminate our understanding as well as of the collective role of these multiple pathways in
memory storage. Genetic and pharmacological manipulations have induced a variety of plasticity and memfor 1 < i < n, and ory deficits characterized by complex temporal dy- ity is precisely what we are modeling using a cascade by setting the right sides of these equations to 0, which gives After having perturbed the transition probabilities, the new configuration is evaluated by computing the memory lifetime with a meanfield approach: a set of different values of N syn is prepared by start-
ing from a minimal value and by multiplying this value progressively by a constant factor until it reaches a maximum value. For example, for 1 < i < n, and the Monte Carlo procedure used in Figure 7 maximized the memory lifetime at 20 points equally spaced on a logarithmic scale over the F n−1 1 − x) ) the memory lifetime is evaluated and compared to the memory lifethen assure that all the occupancies F i ± take equal values at equilibtime of the previous configuration. The new configuration is always rium. For many of the cases, we considered, f + = f − so the last accepted if all the memory lifetimes have been improved, and it is formula reduces to p i ± = x i /(1 − x) immediately discarded if there is no improvement. In the interThe level of noise in the memory signal due to ongoing synaptic mediate cases, the new configuration is accepted with a probability modifications is equal to the standard deviation of the fluctuations 1/(1 + exp(−2c)), where c is the average (across the different N syn in the memory signal at equilibrium in the absence of an imposed values) percentage change of the memory lifetime. After 500 conmemory. Therefore, to compute the noise for the signal-to-noise secutive iterations for which there is no acceptance, the run is tercomputation, we allow the state occupancies to equilibrate in the minated. This usually happens after thousands of iterations. The absence of the tracked memory and define whole procedure is repeated 100 times, and averages of the resulting solutions have been plotted in Figure 7 .
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