ABSTRACT Maximum likelihood (ML) method for direction of arrival (DOA) estimation achieves an excellent performance in array signal processing, but the complexity and computational load of searching the multidimensional nonlinear function prevented it from practical application. Based on squirrel search algorithm (SSA), an improved SSA (ISSA) for ML DOA estimation is proposed in this paper, which can reduces the computational complexity. The idea of spatial variation and diffuse inspired by the invasive weed optimization(IWO) algorithm is applied to ISSA. The simulation experiments compared ISSA with SSA, IWO, seeker optimization algorithm(SOA), sine cosine algorithm (SCA), genetic algorithm (GA), particle swarm optimization (PSO) and differential evolution (DE) method for ML DOA estimator show that the proposed algorithm has faster convergence speed, fewer iterations and lower root mean square error(RMSE) under different number of signal sources, different signal to noise ratio(SNR) and different population size. Therefor the proposed algorithm does not only ensure the estimation accuracy, but also greatly reduce the computation complexity of multidimensional nonlinear optimization for the ML method. Finally, the test experiment using Micro Electronic Mechanical Systems(MEMS) vector hydrophone array in Fenhe lake show the engineering practicability of proposed ML DOA estimator with ISSA.The results obtained will be valuable in the application of engineering.
I. INTRODUCTION
Acoustic vector sensor(AVS) is a new type of underwater acoustic equipment, which is one of the research focuses of the underwater sound circle in the past two decades. With the rapid development of AVS, the signal processing methods of AVS array are also changing with each passing day, and many new methods have emerged in the field of direction of arrival (DOA) estimation. At the end of the 20th century, Nehorai etc. first proposed the measurement model of AVS array for dealing with narrowband signals, and pointed out that the AVS The associate editor coordinating the review of this article and approving it for publication was Chaitanya U. Kshirsagar.
provides more abundant sound field information than the traditional acoustic pressure sensor array [1] . Subsequently, Wong and Zoltowski conducted systematic research in the high resolution algorithm of AVS array, mainly including the multiple signal classification (MUSIC) methods and estimation of signal parameters via rotational invariance Technique (ESPRIT) in the case of white noise background and plane wave signals [2] - [5] . In 1988, Ziskind and Max applied the maximum likelihood (ML) estimation algorithm to the DOA estimation, and obtained a lot of research results [6] .
The ML method is an excellent, statistically efficient and powerful estimation technique whose performance is better than subspace decomposition class methods such as VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ MUSIC and ESPRIT, especially for lower signal to noise ratio (SNR) or smaller number of snapshot. However, it is difficult to implement an ML estimator that needs to maximize the nonlinear multidimensional cost function with the critical conditions of SNR [7] , [8] . Therefore, many multidimensional search methods have been put forward to reduce the computation complexity in the last decades, such as expectation maximization (EM) [9] , [10] , alternating projection (AP) [6] , space alternating generalized expectation (SAGE) maximization method [11] , DOA estimation with extra-roots [12] . Nevertheless, these methods still have some weaknesses which limit their practical application. An EM ML algorithm of DOA estimation for bistatic Multiple-Input Multiple-Output (MIMO) radar is present in [13] , where it is shown that the DOA estimation problem can be described as a special case of ML estimation with incomplete data. Simulation results demonstrate the potential and asymptotic efficiency of this approach for MIMO radar systems. The EM method can only get local extremum points, but can not get global extremum ones. AP search method could convert multi-dimension to one-dimension searching, but the convergence speed tends to be a very slow speed with the increase of the number of signals. The computational complexity of SAGE method may be high due to iterative process. Most DOA estimation methods need eigen-decomposition of data covariance matrix and there is a threshold restricting all methods. When the SNR or number of snapshots is below the threshold, the performance of these methods will be greatly reduced.
In recent years, some new bionic intelligent optimization algorithms have been proposed, such as genetic algorithm (GA) [14] , particle swarm optimization (PSO) [15] , differential evolution (DE) method [16] , seeker optimization algorithm (SOA) [17] , sine cosine algorithm (SCA) [18] , invasive weed optimization (IWO) [19] , squirrel search algorithm (SSA) [20] , etc.. Some scholars have applied some of intelligent algorithms to ML DOA estimation and achieved better performance.
In [14] , a GA for computing exact solutions to the likelihood function with almost guarantee of global convergence is proposed. The performance of GA ML and MUSIC algorithm have been compared for a variety of scenarios of SNR, DOA separation, number of snapshots, and computational cost. A modified and refined GA to find the exact solutions to the complex, multi-modal, multivariate and highly nonlinear likelihood function is present in [21] . In [15] , a PSO ML estimator with optimizing complex nonlinear multimode functions on high dimensional spaces is presented for linear arrays. The simulation results show that PSO ML estimator has excellent statistical performance compared with the traditional DOA estimation technique in some related and coherent channel environments. In [22] , an improved PSO method for calculating the ML and weighted subspace fitting functions is proposed to identify the optimal solution for each function, which do not require calibrated source signals and can estimate the sensor perturbations and DOAs of incident signals. In [23] , A study of population metaphors belonging to the field of natural computing is applied to the DOA estimation problem, which seeks the global optimality of the ML function in a framework characterized by an elegant balance between global exploration and local improvement. Based on the ant colony optimization(ACO), a novel MIMO ML DOA estimator with even lower computational complexity is proposed in [24] , by extending the pheromone remaining process to the pheromone Gaussian kernel probability distribution function in the continuous space, which achieves the global optimum value of the MIMO ML DOA estimator. In [25] , a method combining artificial bee colony (ABC) algorithm with ML DOA estimation is presented, simulation results show the proposed method is more efficient in computation and statistical performance. In [26] , an improved bee evolutionary GA is applied to ML DOA estimation, which can reduce the computational complexity of ML DOA estimation significantly without sacrificing the estimation accuracy. In [27] , a structural method using the spatial aliasing generated by a nested array structure with a doubly scaled aperture is proposed to dramatically reduce the computational complexity of the ML DOA estimation. In [28] , an efficient alternating minimization (AM) algorithm by dividing the stochastic maximum likelihood (SML) criterion into two components is proposed using transformation of matrix and properties of spatial projection, which can reduce the computational complexity of SML estimation greatly and avoid the numerical instability problem. In [29] , a ML for two-dimensional DOA estimation based on a uniform rectangular array (URA) is present, which iteratively estimates the parameters in a rough to fine manner, intervened with filtering processes to separate the signals into appropriate groups. To facilitate implementations of the ML estimation, the theorem of Pincus and a Monte Carlo method known as importance sampling are employed to determine the global optimum ML solution.
Squirrel search algorithms (SSA) is a simple and effective novel numerical optimization algorithm, which is proposed in 2019 [20] . SSA optimizer imitates the dynamic foraging behaviour of southern flying squirrels and their efficient way of locomotion known as gliding. Gliding is an effective mechanism used by small mammals for travelling long distances. The present work mathematically models this behaviour to realize the process of optimization. These features may be helpful to improve convergence and reduce the number of iterations of SSA algorithm to determine the ML DOA estimate.
In this paper, a new ML DOA estimator based on the improved SSA(ISSA) is proposed, which has more advantages than other evolutionary methods in the aspect of lower SNR, computational complexity and convergence speed. The organization of this paper is as follows: Section II presents the signal model and ML estimator for AVS array. Section III provides the description of ISSA algorithm and ML estimator with ISSA. Section IVgives the simulation results to demonstrate convergence property and statistical performance of ML estimator with ISSA, and compares with the ML estimator with SSA, SOA, SCA, IWO, GA, PSO and DE. Section V show the test results of according to the experimental data of MEMS vector hydrophone array in lake trials. Section VI summarizes the paper.
II. SIGNAL MODEL AND ML ESTIMATION FOR ACOUSTIC VECTOR SENSOR ARRAY A. SIGNAL MODEL
Suppose N far-field narrowband signals from directions = [ 1 , 2 , · · · , N ] T , incident on an uniform line array of M acoustic vector sensors along the y-axis in space, where n = (θ n , α n ) T is the azimuth and elevation of the n th signal source, respectively( Fig. 1) , then the received signal vector of the array can be expressed as
where Z(t) ∈ C 4M ×1 represents the snapshot data vector of the array, S(t) ∈ C N ×1 represents the vector of the signal, and N(t) ∈ C 4M ×1 represents the Gaussian noise data vector. The noise and the signal are independent. A( ) is the steering vector matrix of the acoustic vector hydrophone array
where a n ( n ) = [1, e −jβ n , e −j2β n , · · · , e −j(M −1)β n ] T is acoustic pressure corresponding to the n th signal. β n = 2π λ d cos θ n sin α n , and d is the inter-element spacing. λ is the wavelength corresponding to the maximum frequency of signals. u n = [1, cos θ n sin α n , sin θ n sin α n , cos α n ] T is the direction vector of the n th signal, and the notation ⊗ denotes the Kronecker product. Then the covariance matrix for the array of received signal is given by
where R S is the signal covariance matrix, σ 2 is the energy of Gaussian white noise, I is the normalized noise covariance matrix, and (·) H stands for complex conjugate transpose. In practical calculation, considering the received data is finite, the covariance matrix R can be estimated aŝ
where K is the number of snapshots.
B. ML ESTIMATION
Considering the hypothesis presented in the previous section and the deterministic ML, we make homogeneous sampling of the array as the spatial N signal sources in K uniformlyspaced snapshots. Since the sampling is independent, the joint probability density function of sample data is given as Eq. (5),
where det(·) is the determinant and · is the Euclidean norm of matrix (·),˜ is unknown signal azimuth to be estimated, P(·) is a multidimensional nonlinear function of the unknown parameters˜ , σ 2 and S. The negative logarithm of Eq. (5) is
the deterministic ML DOA estimation of the unknown parameters σ 2 and S from Eq.(6) is
in which tr{·} is the trace of a matrix, P A ⊥ is the orthogonal projection matrix of the matrix of the matrix A, and A
H is the pseudoinverse of the matrix A. Substituting Eq. (7) and (8) into Eq. (6), then the ML estimator of the parameter˜ can be written as Eq. (9),
where g(˜ ) is the likelihood function which can be expressed as
The basic idea of ML DOA estimation is to find the maximum value of likelihood function g(˜ ), but the maximum value of g(˜ ) are not same in different conditions. In order to maintain consistency under different conditions and compare the convergence performance of different methods, we defined the function as Eq. (11),
where is known direction of signals in (1), and
then the optimization problem of Eq. (9) is further expressed asˆ
in which the minimum value of f (˜ ) is close to 0 infinitely. From above, the locationˆ of the maximum value of the likelihood function g(˜ ) or minmum value of f (˜ ) are the DOA estimation of signals.
It is well known that AVS can obtain additional velocity information in sound field than scalar sensor, which makes the DOA estimation performance of AVS array (whether 1D or 2D) higher than that of scalar array( [1] ). In order to show the better performance of the proposed algorithm more intuitively, without losing generality, we assume that the signal and the array are in the same plane in this paper, that is to say α n = π 2 . When the SNR is higher, the maximum of the likelihood function in Fig.2 can be easily found and the corresponding location is the azimuth of the original signal. But when the SNR is lower, the likelihood function in Fig.3 is a multi-peak function affected by noise seriously, this leads to the difficulty of DOA estimation and a large computation load.
Grid search is one of the most accurate methods in finding optimal solution of likelihood function, whose computational complexity depends not only on the grid size and search range, but also on the number of signals. The computational load C gs for calculating the likelihood functioin over grid search can be experessed as Eq.(14)
where (θ min , θ max ) is the searching range, is the number of single DOA calculations, r is the distance between each grid point, and N is the number of signals. Obviously, with the increase of the number of signals, the computational complexity will increase exponentially, which limits the application of this method.
III. ML DOA ESTIMATOR WITH IMPROVED SQUIRREL SEARCH ALGORITHM
The squirrel is a diverse arboreal and nocturnal rodent that are especially suitable for gliding. The flying squirrel has a parachute-like membrane that helps squirrel glide from one tree to another and allows them to change lift and resistance [20] . The squirrel's ''gliding" is not a real flight which is considered to save energy and be energetically cheap, allowing small mammals to cover long distances quickly and efficiently [30] . The literature indicates that predator avoidance, optimal foraging and foraging costs are the main reasons for gliding evolution [31] . Squirrels can optimize the use of food resources by demonstrating dynamic foraging behavior [32] . The search process begins when the flying squirrel start forageing. In warm weather (autumn), squirrels glides from one tree to another to find food resources. In order to meet the nutritional needs of autumn, they prefer to eat acorns because they can be obtained in large quantities, so when they find acorns, they will be consumed immediately. After fulfilling their daily energy requirements, they began to look for optimal food source (hickory nuts) for winter. In winter, the fall of leaves in the forest increases the risk of predation, so they become inactive but do not hibernate. Due to lower temperatures which lead to higher nutritional needs, the storage of hickory nuts will help them maintain energy requirements in extreme weather conditions, reduce expensive foraging trips, and therefore increase the probability of survival. Therefore, according to nutritional needs, some nuts are selectively eaten and other nuts are stored, which makes the optimum utilization of both types of available nuts [32] . At the end of winter season, flying squirrels again become active. This is a repetitive process that continues to the life of a flying squirrel. In this process, they explore different forest areas by changing their location. This intelligent dynamic forageing behavior of flying squirrels is the main motivation of SSA.
SSA inevitably falls into local optimal solution and converges slowly in the process of optimization. Therefore, inspired by IWO algorithm [19] , an improved squirrel search algorithm (ISSA) is proposed by combining spatial variation and diffusion behavior into SSA.
To simplify the mathematical model, the following assumptions are considered:
(1) There are n flying squirrels in the forest and suppose there is only one flying squirrel in a tree.
(2) Each squirrel searches for food independently and optimizes the use of existing food resources by exhibiting dynamic foraging behavior.
(3) In forests, there are only three types of trees to choose from, such as normal tree, oaks tree (source of acorn nuts) and hickory tree (source of hickory nuts).
(4) The forest region is assumed to consist of k oaks trees and one hickory tree.
The implementation of ISSA are as follows.
A. RANDOM INITIALIZATION
For the d-dimensional optimization problem, the position of each flying squirrel can be represented by a d-dimensional vector
where
in which x min and x max is the lower and upper bounds of a flying squirrel's position, respectively, and U (0, 1) is a uniformly distributed random number in the range [0, 1].
B. FITNESS EVALUATION
The fitness values f (X i ) of location for each flying squirrel is calculated according to the user defined fitness function, and the corresponding values describes the quality of the food source for searching, i.e. the optimal food source (hickory tree), normal food source (acorn tree) and no food source (normal tree).
In the present work, the fitness function is defined as Eq. (11).
C. SPATIAL VARIATION AND DIFFUSION
By comparing with N i trees lied on a certain range around it, the i th flying squirrel chooses to land on a tree to ensure that the optimal food source is found in that range. This process is named as spatial variation. The number of N i is determined by the growth and reproduction idea in the IWO algorithm [19] ,
where s max and s min is maximum and minimum number of spatial variation, respectively. f (·) is the fitness function, and f max , f min is the maximum and minimum value of f (·), respectively (Fig.4) . Then, N i random position is produced by spatial diffusion in a normal distribution, which the mean value is the current location of the i th flying squirrel, and the standard deviation is σ t , where the value of σ t is determined according to the number of iterations as
in which σ initial is initial standard deviation, σ final is final standard deviation, t is current iteration number, t m is maximum iteration number, n is nonlinear harmonic index which be often considerd to 3 in most literature. From above, the new N i position produced by spatial diffusion can be expressed as
in which the element x
where N (0, 1) is a standard normal distributed random number. N i fitness function values for location generated randomly are sorted to select the location of the minimum fitness function value as the current new location of the i th flying squirrel. The σ t is decremented for t, so the formular describes the basic characteristics of ISSA, which emphasizes global search in the early stage and local search in the later stage.
D. SORTING, DECLARATION AND RANDOM SELECTION
The fitness values of position for each flying squirrel are sorted in ascending order. The flying squirrel on the hickory tree declared that it had the smallest fitness. The next k best flying squirrels were considered to be on the acorn nut tree, and they were thought to be moving towards the hickory tree. The remaining flying squirrels should be in the normal trees, some of which are considered to move toward the hickory tree by random selection after meeting their daily energy needs, and the remaining squirrels will move toward the acorn nut tree to meet their daily energy needs.
E. GENERATE NEW LOCATION
The foraging behavior of the flying squirrel is affected by the predator, and this natural behavior can be modelled by using the position update mechanism of the predator presence probability(P d ). In the present work, P d is considered to be 0.1.
Three situations may occur during the dynamic foraging of the flying squirrel. In each case, it is assumed that in the absence of predators, flying squirrels glide and search in the forest to find their favorite food, while the presence of predators makes them cautious and forced to use small random walks to search for hidden locations nearby. The dynamic foraging behavior can be described as follows.
Case 1: The squirrel on the acorn nut trees (X at ) may move to the hickory tree (X ht ), and their new position can be obtained as follows
at is the location of the flying squirrels reaching the hickory tree and t is the current iteration, R 1 is a random number in the range of [0, 1], d g is random gliding distance, which is related to the dip angle and height of gliding according to the principle of aerodynamics, G c is a sliding constant, which can keep the balance between exploration and exploitation. In the present work, d g , G c are considered to be 0.75 and 1.9, respectively.
Case 2: Some squirrel on the normal trees (X nt ) may move to the acorn nut tree (X at ), and their new position can be obtained as follows
where R 2 is a random number in the range of [0, 1]. Case 3: Some squirrels on normal trees that have met their daily energy needs may move to hickory trees to store hickory nuts that can be eaten in times of food shortages. Their new locations can be obtained as follows
where R 3 is a random number in the range of [0, 1].
F. SEASONAL MONITORING
The foraging activity of the flying squirrel will be significantly affected by the seasonal variations [33] , Therefore, seasonal surveillance conditions are introduced in ISSA, which prevents ISSA from being trapped in the local optimal solution. The behavior can be modelled as follows: (a) Firstly, the seasonal constant (S c ) is calculated by formula (23)
at,j represents the location of the j th flying squirrel on the acorn tree in the i th iteration.
(b) Seasonal monitoring is checked by condition S (t) c < S min in which S min is the minimum value of seasonal constant computed as
in which t and t m are the current and maximum iteration number respectively. If seasonal monitoring conditions are found to be true, winter season is end. The value of S min affects the exploration and development capabilities of ISSA. A larger value of S min facilitates exploration, while a smaller value of S min enhances the development capability of the algorithm.
G. RANDOM RELOCATION AT THE END OF WINTER SEASON
Flying squirrels that are unable to explore forests in winter are active at the end of winter, and may be looking for food in a new direction, then these squirrels should be randomly relocated to obtain the best winter food source. The relocation of these flying squirrels can be indicated by lévy flights as
where Lévy distribution encourages better and efficient search space exploration [34] , [35] , which is stated mathematically as follows
where µ, γ > 0. γ is scale parameter and µ is shift parameter. The Lévy flight is calculated as follows:
where β is a constant considered to be 1.5 in the present work, and r a and r b are drawn from normally distributions, that is
where (·) is standard Gamma function. Combining this behavior in the model can enhance the exploratory ability of the proposed algorithm.
H. STOPPING CRITERION
Maximum number of iterations, convergence normalization, maximum running time and the accuracy of fitness function values are commonly used as convergence criteria. In this study, the maximum number of iterations and convergence normalization are used as the criteria for stopping iterations. The maximum number of iterations is 200, and the convergence normalization is as follows
where f i is the fitness value of i th squirrel andf is the average fitness value of the population, the accuracy ε is often taken as 1E − 6. Thus, through several iterations of the operations above, we can finally find the maximization of the likelihood function and the DOAs concerned accurately, the main steps of the ISSA algorithm are presented in Fig.5 .
The pseudocode of ISSA is present in Algorithm 1.
IV. SIMULATION EXPERIMENTS AND DISCUSSION
In this section, we demonstrate the simulation results of the iteration process and convergence performance of the proposed ISSA method. Then, we compare the statistical performance of ML-DOA estimation for AVS array between the proposed IISA and SSA, IWO, SOA, SCA,GA, PSO and DE method. In the experiments, the receiver array is supposed to the uniform linear array composed of 10 acoustic vector sensors, and the number of snapshots is 300, the adding noise is Gaussian white noise.
A. ITERATION PROCESS
Assuming that two independent signal sources from 30 and 60 degrees with SNR being 0dB incidence on the ULA, the contour plot of likelihood function and the location distribution with the iteration number being 0 (initial population), 5, 10 and 25 in ISSA are shown in Fig.6 , in which, the notation ''*'' represents the location of hickory nut tree in each generation, i.e. the optimal position (food source) in that generation, the notation ''o'' represents the location of acorn nut tree and '' '' represents the location of the normal tree in each generation. It can be seen that with the increase of iteration times, the distribution of population in each generation is closer to the position of [30, 60] , and most of the population are concentrated near [30, 60] after 25 iterations, which fully illustrates the efficiency of ISSA algorithm.
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Algorithm 1 Pseudocode of ISSA Begin: Define input parameters. Generate random locations for n flying squirrels using Eq. (15) .
Evaluate fitness of each flying squirrel's location. Relocation by spatial variation and diffusion using Eq. (18) . Sort the locations of flying squirrels in ascending order depending upon their fitness value.
Declare the flying squirrels on hickory nut tree, acorn nuts trees and normal trees. Randomly select some flying squirrels which are on normal trees to move towards hickory nut tree and the remaining will move towards acorn nuts trees.
While (the stopping criterion is not satisfied) For t = 1 to n 1 (n 1 = total flying squirrels which are on acorn trees and moving towards hickory nut tree)
if
= Random location end end For t = 1 to n 2 (n 2 = total flying squirrels which are on normal trees and moving towards acorn trees)
= Random location end end For t = 1 to n 3 (n 3 = total flying squirrels which are on normal trees and moving towards hickory nut tree)
= Random location end end Calculate seasonal constant Sc using Eq. (23) if (Seasonal monitoring condition is satisfied)
Randomly relocate flying squirrels using Eq. (25) end Update the minimum value of seasonal constant S min using Eq. (24) Relocation by spatial variation and diffusion using Eq. (18) . end
The location of squirrel on hickory nut tree is the final optimal solution end B. CONVERGENCE PERFORMANCE Convergence rate and speed are important factors to evaluate the efficiency of an algorithm. In order to demonstrate The convergence curves of different ISSA, SSA, SCA, IWO, GA, PSO, DE methods for ML estimator are shown in Fig.7 when the number of signal sources is 2, 3, 4, respectively, in which the population sizes of these algorithms are all 30, and the maximum number of iterations is 200, the other parameters of the algorithms are taken in Tab.1. As we can observe, the convergence speed of ISSA for ML estimator is fastest than the others no matter the number of signal sources, next is IWO and DE method, and the convergence speed of SCA, GA, and PSO is so slowly that their fitness function cannot converge to 0 after 200 iterations. Although the convergence speed of SSA algorithm is slower, the fitness function can also converge to a smaller value near to 0 when the number of signal sources is 2, but the fitness function converge to a larger value when the number of signal sources is 3 and 4.
In the case of 3 signal sources, the fitness function values of 100 Monto Carlo trails, including best, worst, average, standard deviation(SD) and the average number of iterations of the algorithm are shown in Tab.2, and the box statistical plot of the fitness function values are shown if Fig.8 when SNR is −10dB, 0dB and 10dB, respectively. As we can observe, the best value of fitness function with ISSA can be obtained as 0 at different SNR, even the worst value is very small and very close to 0, so the average and SD of ISSA are the smallest among these methods when SNR is −10dB, 0dB and 10dB, respectively. It can be seen that the convergence speed of ISSA is very fast, but other methods always have some shortcomings either in terms of convergence stability or convergence speed. For example, the best value of fitness function with SSA can be 0 in each case, but it will be very large such as 9.07 in a few experiments, this lead to the convergence speed of SSA is slower, and its average iteration number is more than 110. The IWO, DE and SOA methods are relatively stable, their fitness function values are close to 0, but the convergence speed are slower. The fitness function of SCA algorithm is not stable enough which the box plot is higher and the convergence speed is slower. The performance of GA and PSO methods are poor, the fitness function value of PSO can be 0 in few experiments, while the fitness function value of GA can hardly be 0, and their convergence speed is slowest. Therefore, the advantage of ISSA lies not only in the stability of the algorithm, but also in the convergence speed.
C. STATISTICAL PERFORMANCE
For statistical performance comparison, we carry out 100 Monte Carlo experiments, and take Root Mean Square Error (RMSE) as the standard to estimate the performances of the algorithms. The population sizes are 30 and the maximum iteration numbers are 200. The RMSE is calculated as Eq. (30),
where L is the number of experiments, N is the number of signals, θ i is the DOA of the i th signal,θ i (j) denotes the estimate of the i th DOA achieved in the j th experiment.
FIGURE 9. DOA estimation RMSEs versus SNR.
The RMSE curves of ML DOA estimator with different algorithms when SNR change from −20dB to 20dB are shown in Fig.9 in case of 2, 3, 4 signal sources. As we can observe, the RMSE of ML DOA estimator with ISSA is lowest regardless of the number of signal sources, which shows that ML DOA estimation performance with ISSA is more stable, followed by DE and IWO algorithm. The ML DOA estimation performance with SOA is better in the case of low SNR and not enough better in the case of higher SNR. The ML DOA estimation performance with SCA, SSA, PSO and GE algorithms are poor especially in the case of 4 signal sources, and their fitness function can hardly converge to the global optimal solution after 200 iterations, which leads to larger RMSE.
The RMSE results are basically consistent with the analysis of convergence performance of these methods in last section. 
D. POPULATION SIZE
Population size is the most important parameter of biological evolutionary algorithm. Generally speaking, the estimation accuracy of intelligent algorithm increases with the increase of population size, but when the population size increases, the calculation amount of the algorithm increases sharply. For the ML DOA problem, the population size determines the number of likelihood function calculated in each iteration. Therefore, an algorithm with smaller population size and higher estimation accuracy should be needed.
The RMSE curves of ML DOA estimator with different algorithms when initial population number change from 10 to 100 are shown in Fig.10 in case of 2, 3, 4 signal sources, in which SNR is 10dB. It can be seen that the performance of ML DOA estimation with ISSA and IWO algorithms is insensitive to the population size, even when the population is only 10, these two algorithm can maintain a lower RMSE and a higher estimation accuracy, followed by DE, SOA, SSA and SCA algorithms, GA and PSO algorithms maintain a large RMSE even the population size is 100 when the number of signal sources is 4, that is to say, GA and PSO algorithms require a large population size, and they also require a large number of iterations combined with their convergence performance. Therefore, for ML DOA estimation, ISSA algorithm can maintain a high estimation accuracy when the population size is smaller.
E. NUMBER OF SIGNAL SOURCES
The optimization performance of an intelligent algorithm is related to the dimension of fitness function. In ML DOA estimation, the dimension of maximum likelihood function is the number of signal sources. Therefore, the simulation experiment of RMSE of DOA estimation versus the number of signal sources is made. The RMSE curves estimated by each algorithm are shown in Fig. 11 , in which the SNR is 10dB, the initial population is 30, and the number of signal sources with different directions change from 1 to 10. It can be seen that only ML DOA estimator with ISSA and IWO can maintain a lower RMSE under different number of signal sources, that is, they have a higher estimation accuracy, followed by SOA and DE methods, while the performance of ML DOA estimator with SSA, SCA, GA and PSO methods are only better and close to the one with other methods when the number of signal source is l. This shows that ML DOA estimator with IISSA and IWO methods have obvious advantages in solving multi-dimensional functions, that is, when the number of signal sources is large. using the grid search method. The maximum computational load of the ML DOA estimator with ISSA can be expressed as Eq.(31),
where l is the number of population size. From (31), we can find that the computational load of the ML DOA estimator with ISSA algorithm is independent of the number of signals that need to be estimated. It is only dependent on the maximum population size, the maximum iteration number and maximum number of spatial variation.
In the case of 3 signal sources, the average iteration number calculated by stopping criterion ε = 1E − 6 of Eq. (29) with different algorithms over 100 independent Monte Carlo trials is shown in Fig.12 , when SNR changes from −20dB to 20dB and the populatin size changes form 10 to 100, respectively. It's obviously that the iteration number of ISSA algorithm is much lower than others. Certainly, some algorithm such as GA, PSO can not converge after the maximum iterations number(200) in some trials.
In above simulation experiments, we compared the performance of ML DOA estimator with ISSA, SSA, SCA, SOA, IWO, GA, PSO and DE methods under various indicators. In different SNR, the RMSE of ML DOA estimator with ISSA, SOA, IWO and DE methods is lower and closer to each other (Fig. 9) . In terms of stability of algorithm, the performance of ML DOA estimator with ISSA, SOA, IWO and DE methods are better than others (Fig. 8) . In different population size (Fig. 10) and number of signal sources and (Fig. 11) , the RMSE of ML DOA estimator with ISSA is lowest and close to the one with IWO method. In terms of convergence speed and average iteration number (Fig. 7, Fig. 12 ), ML DOA estimator with ISSA has obvious advantages over other methods, which shows that the computational load of the one with ISSA is lowest. In conclusion, ML DOA estimator with ISSA is the excellent method with best estimation accuracy, fastest convergence speed and better robustness.
V. LAKE TEST
The MEMS vector hydrophone in Fig.13 has been developed for acoustic detection application [36] , [37] , [38] , [39] , which is based on the meso-piezoresistive effect and the acoustics theory of cylinder. Through the experiment tests, the sensitivity of MEMS vector hydrophone can reach up to −191.9 dB and −188.1 dB(0dB = 1V/µPa) , which conform to the sensitivity increments of 6 dB per octave in the working bandwidth ranging from 20 Hz to 1 KHz, and the directivity curve follows ''8'' cosine orientability, which conform to avoid the left-right ambiguity. As the sense of the microstructure can get batch fabrication and one-time integration, FIGURE 15. Time-bearing display of motor boat using ML DOA estimator with different methods after t iterations. so the MEMS vector hydrophone has many good features such as the small size and good consistency, which is more suitable to group array.
The test experiment has been made in the Fenhe lake. The line array has been composed of 2 MEMS vector hydrophone with inter-element spacing being 0.5 meter, and it has been fixed underwater 10 meter at the side of the ship. The array's compass could take real-time measurement for its pose to keep the array's horizontality. A motor boat is used as the signal source for moving target, which run from about 10 • to about 170 • position within 86s, and the real-time orientation data of motorboat is recorded through GPS device. Broadband noise which motor boat radiate has been narrowband filtered as 800Hz for the center frequency. The signal of acoustic pressure p and vibration velocity v x , v y received by 2 MEMS vector hydrophones are shown in Fig.14 .
The direction of motorboat is estimated by using ML DOA estimation with ISSA, SSA, SCA, SOA, IWO, GA, PSO and DE method, which the initial population size are all 10 and the maximum iteration number are all 30. The real-time GPS records and time-bearing display of different methods are shown in Fig.15 under 20, 30 , 50, 100 iterations, respectively, once per second. The average estimation error and RMSE of different methods compared with GPS data are shown in Tab. 3.
Overall, the performance of these methods is comparatively close as the number of iterations increases. It shows that the ML algorithm only needs to solve the optimization problem of one-dimensional function when the number of signal sources is 1. But it can still be found that ML DOA estimation with ISSA can maintain lower iteration number and accurate estimation performance, which the advantage is obvious especially when the number of iterations is small, followed by SSA, IWO, DE, SOA, SCA method, the worst is GA and PSO which requires more population size or more iterations. Therefore, from this point of view, ML DOA estimation with ISSA can still maintain faster convergence speed and is more suitable for engineering applications.
VI. CONCLUSION
DOA estimation is a basic problem in the underwater acoustic signal processing. Although many effective methods have been put forward for DOA estimation, they are seldom used in practice because of various shortcomings. Among these methods, ML DOA estimation is a high-resolution optimization method in theory, but the huge computational burden hinders its practical application. In this paper, an improved SSA is proposed to reduce the computational complexity of ML DOA estimation. Simulation experiments on ML DOA estimation performance and lake test of MEMS vector hydrophone array show that ML DOA estimator with ISSA can reflect faster convergence speed, lower RMSE and less computation complexity compared the one with SSA, IWO, SOA, SCA, GA, PSO and DE method. Therefore, the application of ISSA for ML DOA estimation is an accurate, effective and suitable method for engineering application, and the better ML DOA estimator based on new intelligent algorithms with high-resolution and less computation complexity is worth further studying in the future. 
