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Abstract
The fuzzy supersphere S
(2,2)
F is a finite-dimensional matrix approximation to the super-
sphere S(2,2) incorporating supersymmetry exactly. Here the ⋆-product of functions on S
(2,2)
F
is obtained by utilizing the OSp(2, 1) coherent states. We check its graded commutative limit
to S(2,2) and extend it to fuzzy versions of sections of bundles using the methods of [1]. A
brief discussion of the geometric structure of our ⋆-product completes our work.
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1
1 Introduction
Studies of field theories on non-commutative (fuzzy) manifolds have started to produce many
novel and encouraging results in the last few years. In these models one takes compact manifolds
which are usually co-adjoint orbits of Lie groups and discretises them by quantization [2].
Upon quantization the discretized manifold exhibits a cell-like structure with the number of
cells being finite. In this new non-commutative geometry without points, all symmetries of a field
theory are generally preserved. With these properties, this recently divised technique could serve
as a non-perturbative regulator for field theories [3, 4].
Among these manifolds, the fuzzy 2-sphere S2F has been extensively studied. It has become
evident that field theories on S2F avoid fermion doubling as well as permit reformulation of sigma
models and extended objects such as monopoles, instantons, etc [5, 6, 7].
An important ingredient in understanding the geometrical structure underlying these fuzzy
models and their continuum limit is the associative ⋆-product of functions. Recently, explicit
expressions for ⋆-product of functions on S2F , CP
N
F (the fuzzy CPN ) and the fuzzy complex
Grassmannian spaces have appeared in the literature [8, 9, 10]. One way that has been followed
in these studies was first to introduce generalized Perelomov-like coherent states [11] and map an
operator to a function on a fuzzy manifold by identifying its diagonal matrix elements with values
of the function on the fuzzy manifold. It is a theorem that diagonal coherent state elements of
operators completely determine that operator. An associative ⋆-product of two such functions is
therefrom introduced straightforwardly and their properties are studied in detail. A finite series
expansion of this product is obtained by the authors in terms of the derivatives of the functions
involved and a projection operator enclosing the differential geometric structure of the manifold.
In this article we investigate the construction of an associative ⋆-product of functions on the
fuzzy supersphere S
(2,2)
F . The latter have been studied in the articles by Grosse et al. [12, 14].
Our formulation of the problem will be based on [12] for the properties of the fuzzy S
(2,2)
F and
the work [9] for the introduction of the ⋆-product. Our construction of the coherent states on
the supergroup OSp(2, 1) will rely on the use of annihilation-creation operators, however their
equivalence to the OSp(2, 1) supergroup-induced coherent states will be explicitly shown. We
also extend our results to obtain ⋆-products on “sections of bundles” on S
(2,2)
F using the methods
of [1].
Our text is organized as follows. In Section 2, to fix notation and conventions and to be self
contained we briefly review the representation theory and basic properties of Lie superalgebras
osp(2, 1) and osp(2, 2) and the corresponding supergroupsOSp(2, 1) andOSp(2, 2), which underlie
the constrution of S
(2,2)
F . In Section 3, we take on the task of constructing the supercoherent states
which will be used to induce the definition of the ⋆-product in a later section. Section 4 briefly
summarizes the definition and properties of the usual and fuzzy superspheres S(2,2) and S
(2,2)
F
respectively from a group theoretic point of view. In Section 5, we introduce the ⋆-product on
S
(2,2)
F and compute it by utilizing the properties of supercoherent states of Section 3. The product
and its properties are discussed in detail. This is followed by a discussion of (fuzzy) sections of
bundles and the form of the ⋆-product for their elements. Section 6 includes remarks on the
differential geometric structure underlying the ⋆-product. Some observations and discussion of
further directions we are planning to explore in forthcoming studies conclude our work.
2
2 osp(2, 1) and osp(2, 2) Superalgebras and their Associated Su-
pergroups
Here we review some of the basic facts regarding the Lie superalgebras osp(2, 1) and osp(2, 2)
and their associated supergroups OSp(2, 1) and OSp(2, 2). For detailed discussions, the reader is
refered to the references [15, 16, 17, 18, 19].
2.1 osp(2, 1) and osp(2, 2) Superalgebras and their Representations
Representations and properties of the Lie superalgebras have well-but not widely known features
that we would like to briefly review for our purposes. As for any graded Lie algebra, osp(2, 1)
and osp(2, 2) have even and odd parts. The even part of osp(2, 1) is the Lie algebra su(2) with its
usual generators Λi (i, j = 1, 2, 3). Its odd part is built up of su(2) spinors Λα (α, β = 4, 5). They
fulfill further properties to be explained below. The graded commutation relations are [17, 19]
[Λi,Λj ] = iǫijkΛk , (1)
[Λi,Λα] =
1
2
(σi)βαΛβ , (2)
{Λα,Λβ} = 1
2
(Cσi)αβΛi , (3)
where σi are the Pauli matrices and Cαβ = −Cβα is the Levi-Civita symbol with C45 = 1. (We
use the indices 4,5 for their rows and columns.)
In the graded Lie algebras of our interest, the usual adjoint (or star) operation † on Lie
algebras is replaced by the grade adjoint (or grade star) operation ‡ [18]. First, we note that
the grade adjoint of an even (odd) element is even (odd). Next, one has A‡‡ = (−1)|A|A for
an even or odd (that is homogeneous) element A of degree |A| (mod 2), or equally well, integer
(mod 2). (So, depending on |A|, |A| itself can be taken 0 or 1.) Thus, it is the usual † on the
even part, while on odd elements A, it squares to −1. Furthermore, [A,B}‡ = (−1)|A||B|[B‡, A‡}
for homogeneous elements A,B, [A,B} denoting the graded Lie bracket.
Henceforth we will denote the degree of a (which may be a super Lie algebra element, a linear
operator or an index) by |a|(mod 2), |a| denoting any integer in its equivalance class < |a|+ 2n :
n ∈ Z >.
Following [18, 19] we remark that any element of the osp(2, 1) (and osp(2, 2)) graded Lie
algebras has to fulfill certain “reality” properties implemented by ‡. For the generators of osp(2, 1)
these are given by
Λ‡i = Λ
†
i = Λi, Λ
‡
α =
∑
β=4,5
CαβΛβ α = 4, 5 . (4)
In a (grade star) representation of a graded Lie algebra on a graded vector space V , let
V = V0⊕V1 where V0 and V1 are even and odd subspaces [16]. V0 and V1 are invariant under the
even elements of the graded Lie algebra while its odd elements map one to the other. Let us also
assume that V is endowed with the inner product < u|v > for all u, v ∈ V . Now if L is a linear
operator acting on V then the grade adjoint of L is defined by
< L‡ u|v >= (−1)|u| |L| < u|Lv > . (5)
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In a basis adapted to the above decomposition of V , L has the matrix representation
ML =
(
α1 α2
α3 α4
)
=M0 +M1 M0 =
(
α1 0
0 α4
)
, M1 =
(
0 α2
α3 0
)
(6)
where M0 and M1 are the even and odd parts of ML. The formula for ‡ is then
M ‡L =
(
α†1 α
†
3
−α†2 α†4
)
, (7)
α†i being matrix adjoint of αi. We note that the supertrace str of ML is:
strML = Trα1 − Trα4 . (8)
The irreducible representations of osp(2, 1) [12, 17, 19, 20] are characterized by an integer or
half-integer non-negative quantum number Josp(2,1) called superspin. From the point of view of the
irreducible representations of su(2), the superspin Josp(2,1) representation has the decomposition
Josp(2,1) = Jsu(2) ⊕
(
J − 1
2
)
su(2)
, (9)
where Jsu(2) is the su(2) representation for angular momentum Jsu(2). In particular the funda-
mental and adjoint representations of osp(2, 1) correspond to Josp(2,1) = 1/2 and Josp(2,1) = 1
respectively, being 3 and 5 dimensional. The quadratic Casimir operator is given by
K2 = ΛiΛi + CαβΛαΛβ . (10)
It has the eigenvalues J(J + 1/2).
The osp(2, 2) superalgebra [12, 19, 20] can be defined by introducing an even generator Λ8
commuting with the Λi and odd generators Λα with α = 6, 7 in addition to the already existing
ones for osp(2, 1). The graded commutation relations for osp(2, 2) are then
[Λi,Λj ] = iǫijkΛk (11)
[Λi,Λα] =
1
2
(σ˜i)βαΛβ (12)
[Λi,Λ8] = 0 (13)
[Λ8,Λα] = ε˜αβΛβ (14)
{Λα,Λβ} = 1
2
(C˜σ˜i)αβΛi +
1
4
(ε˜C˜)αβΛ8 (15)
where i, j = 1, 2, 3 and α, β = 4, 5, 6, 7. In above we have used the matrices
σ˜i =
(
σi 0
0 σi
)
C˜ =
(
C 0
0 −C
)
ε˜ =
(
0 I2×2
I2×2 0
)
. (16)
Their matrix elements are indexed by 4, . . . , 7.
In addition to (4), the new generators satisfy the “reality” conditions
Λ‡α = −
∑
β=6,7
C˜αβΛβ , α = 6, 7 , Λ
‡
8 = Λ
†
8 = Λ8 . (17)
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So we can write the osp(2, 2) reality conditions for all α as Λ‡α = C˜αβΛβ.
Irreducible representations of osp(2, 2) fall into two categories, namely the typical and non-
typical ones [12, 20]. Typical ones are reducible with respect to the osp(2, 1) superalgebra (except
for the trivial representation) whereas non-typical ones are irreducible. Typical representations
are labeled by an integer or half integer non-negative number Josp(2,2), called osp(2, 2) superspin.
These have the osp(2, 1) content Josp(2,2) = Josp(2,1) ⊕ (J − 1/2)osp(2,1) for Josp(2,2) ≥ 1/2 while
(0)osp(2,2) = (0)osp(2,1). Hence
Josp(2,2) =
{
Jsu(2) ⊕
(
J − 12
)
su(2)
⊕ (J − 12)su(2) ⊕ (J − 1)su(2) , Josp(2,2) ≥ 1 ;
(12)su(2) + (0)su(2) + (0)su(2) , Josp(2,2) =
1
2 .
(18)
osp(2, 2) has the quadratic Casimir operator
K ′2 = ΛiΛi + C˜αβΛαΛβ −
1
4
Λ28
= K2 − (
∑
α,β=6,7
−C˜αβΛαΛβ + 1
4
Λ28) . (19)
Note that since all the generators of osp(2, 1) commute with K ′2 and K2, they also commute with
V := −
∑
α,β=6,7
C˜αβΛαΛβ +
1
4
Λ28 . (20)
As regards the non-typical representations of osp(2, 2) associated with Josp(2,1), we note that
the substitutions
Λi → Λi, Λα → Λα, α = 4, 5; Λα → −Λα, α = 6, 7; Λ8 → −Λ8 (21)
define an automorphism of osp(2, 2). This automorphism changes a non-typical irreducible rep-
resentation into an inequivalent one (except for the trivial representation with J = 0), while
preserving the reality conditions given in (4) and (17) [19]. We discriminate between these two
representations associated with Josp(2,1) as follows: For J > 0, Jˆosp(2,2)+ will denote the represen-
tation in which the eigenvalue of the representative of Λ8 on vectors with angular momentum J is
positive and Jˆosp(2,2)− will denote its partner where this eigenvalue is negative. (This eigenvalue
is zero only in the trivial representation with J = 0.) In this paper we concentrate on Jˆosp(2,2)+.
The results for Jˆosp(2,2)− are similar and will be occasionally indicated.
Below we list some of the well-known results and standard notations that are used throughout
the text [17, 19, 21]. The fundamental representation of osp(2, 2) is non-typical and we concentrate
on the one given by Jˆosp(2,2)+ =
ˆ(12 )osp(2,2)+. It is generated by the(3× 3) supertraceless matrices
Λ
( 1
2
)
a satisfying the “reality” conditions of (4) and (17):
Λ
( 1
2
)
i =
1
2
(
σi 0
0 0
)
Λ
( 1
2
)
4 =
1
2
(
0 ξ
ηT 0
)
Λ
( 1
2
)
5 =
1
2
(
0 η
−ξT 0
)
Λ
( 1
2
)
6 =
1
2
(
0 −ξ
ηT 0
)
Λ
( 1
2
)
7 =
1
2
(
0 −η
−ξT 0
)
Λ
( 1
2
)
8 =
(
I2×2 0
0 2
)
(22)
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where
ξ =
( −1
0
)
and η =
(
0
−1
)
. (23)
These generators satisfy
Λ
( 1
2
)
a Λ
( 1
2
)
b = Sab1+
1
2
(dabc + ifabc)Λ
( 1
2
)
c (a, b, c = 1, 2, . . . 8) (24)
with
Sab = str(Λ
( 1
2
)
a Λ
( 1
2
)
b ) ,
fabc = str(−i[Λ(
1
2
)
a ,Λ
( 1
2
)
b }Λ
( 1
2
)
c ) , (25)
dabc = str({Λ(
1
2
)
a ,Λ
( 1
2
)
b ]Λ
( 1
2
)
c ) .
Here a = i = 1, 2, 3, and a = 8 label the even generators and a = α = 4, 5, 6, 7 label the odd gener-
ators. Also here and what follows, [A,B}, {A,B] denote the graded commutator and anticommu-
tator respectively: If A and B are homogeneous elements, [A,B} = AB− (−1)|A||B|BA, {A,B] =
AB + (−1)|A||B|BA.
Sab defines the invariant metric of the super Lie algebra osp(2, 2). In their block diagonal
form, S and its inverse read
S =

 12 I −12 C˜
−2


8×8
S−1 =

 2 I 2 C˜
−12


8×8
. (26)
The explicit values of the structure constants fabc can be read from (16), since [Λa,Λb} = ifabcΛc.
Those of dabc are as follows
1:
dij8 = −1
2
δij , dαβ8 =
3
4
C˜αβ , dα8β = 3δαβ , di8j = 2δij ,
dαβi = −1
2
(ε˜C˜σ˜i)αβ , diαβ = −1
2
(ε˜σ˜i)βα , d888 = 6 . (27)
We close this subsection with a final remark. Discussion in the subsequent sections will involve
the use of linear operators acting on the adjoint representation of osp(2, 2). These are linear
operators Qˆ acting on Λa according to QˆΛa = ΛbQba, Q being the matrix representation of Qˆ.
They are graded because Λa’s are, and hence the linear operators on the adjoint representation
are graded. The degree (or grade) of a matrix Q with only the nonzero entry Qab is (|Λa| +
|Λb|) (mod 2) ≡ (|a|+|b|) (mod 2). The grade star operation on Qˆ now follows from the sesquilinear
form
(α = αaΛA, β = βbΛb) = α¯aSabβb, αa, βb ∈ C (28)
and is given by
(Qˆ‡α, β) = (−1)|α| |Qˆ|(α, Qˆβ) . (29)
1The tensor dabc given explicitly in (27) for Jˆosp(2,2)+ becomes −dabc for Jˆosp(2,2)−.
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2.2 Passage to Supergroups
We recollect here the passage from these superalgebras to the corresponding supergroups [16, 21].
Let ξa,(a = 1, . . . , 8) be the super coordinates. Here a = i = 1, 2, 3 and a = 8 label the even and
a = α = 4, 5, 6, 7 label the odd coordinates. ξa satisfy the graded commutation relations mutually
and with the algebra elements:
[ξa, ξb} = 0 , [ξa,Λb} = 0 . (30)
We assume that ξ‡i = ξi, ξ
‡
8 = ξ8 and ξ
‡
α = C˜αβξβ. Then ξaΛa is grade star even:
(ξaΛa)
‡ = ξaΛa. (31)
(31) corresponds to the usual hermiticity property of Lie algebras which yields unitary represen-
tations of the group. The supergroup elements g are eiξaΛa and products of such elements. Note
that g‡ = g−1.
3 Coherent States
In this section we construct the supercoherent states (SCS) that are appropriate for our purposes.
Alternative approaches for constructing OSp(2, 1) coherent states are given in the literature
[21, 22]. The SCS constructed here will be used heavily in the following sections.
We start our discussion by introducing the coherent state including the bosonic and fermionic
degrees of freedom [11, 23]:
|ψ >≡ |z, θ >= e
−1/2 |ψ|2
|ψ| e
a†αzα+b
†θ |0 > , (32)
|ψ|2 ≡ |z1|2 + |z2|2 + θ¯θ . (33)
Here aα, a
†
α (α = 1, 2), b, b† are bosonic and fermionic annihilation and creation operators with
the usual commutation and anticommutation relations
[aα, a
†
β ] = δαβ , {b, b†} = 1 , [aα, b] = 0 (34)
etc. θ is a Grassmann number such that {θ, θ¯} = 0 and θθ = θ¯θ¯ = 0. We have also fixed the
normalization of |ψ >’s:
< ψ|ψ >= 1|ψ|2 . (35)
In order to define our supercoherent states we require a finite-dimensional setting. For this
purpose we will project the state in (32) to the N -dimensional Fock space. The projection
operator is given by
PN =
∑
N=n1+n2+n3
1
n1!n2!
(a†1)
n1(a†2)
n2(b†)n3 |0 >< 0|(b)n3(a2)n2(a1)n1 . (36)
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Note that n3 = 0or 1 and that P
2
N = PN , P
†
N = PN .
Projecting |ψ > with PN to the N -dimensional Fock space and renormalizing the result by
the factor (< ψ|PN |ψ >)1/2, we get
|ψ,N >= 1√
N !
(a†αzα + b†θ)N
(|ψ|)N |0 > . (37)
This is exactly the supercoherent state we are looking for. It can be derived in another way.
Consider the following highest weight state in the Josp(2,1) = 1/2 representation of osp(2, 1) for
which N = 1:
|J, J3 >= |1/2, 1/2 > . (38)
This is also the highest weight state in the associated non-typical representation Jˆosp(2,2)+ =
( 1ˆ2 )osp(2,2)+ of osp(2, 2). Consider now the action of the OSp(2, 1) group on (38). This can be
realized by taking g ∈ OSp(2, 1) and U(g) as the corresponding element in the 3× 3 fundamental
representation. Thus let
|g >= U(g)|1/2, 1/2 > , (39)
where |g > is the super analogue of the Perelomov coherent state [21]. Write
|1/2, 1/2 >= Ψ†1|0 > (40)
where
Ψ† =
(
Ψ†1 , Ψ
†
2 , Ψ
†
0
)
≡
(
a†1 , a
†
2 , b
†
)
. (41)
Let also [21]
D(g) =

 z′1 −z¯′2 −χz′2 z¯′1 −χ¯
θ′ −θ¯′ λ

 , ∑
i
|z′i|2 + θ¯′θ′ = 1 (42)
be the form of the matrix of U(g) in the basis {Ψ†µ|0 >} (µ = 1, 2, 0). Then
|g > = Ψ†µ (D(g))µ1|0 >
= (a†αz
′
α + b
†θ′)|0 >= Ψ†µ ψ′µ|0 > , (43)
with
ψ′ =

 ψ′1ψ′2
ψ′0

 ≡

 z′1z′2
θ′

 . (44)
(43) is exactly equal to |ψ, 1 > in (37) if we make the identification
ψ′µ =
ψµ
|ψ| . (45)
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For the case of general N we start from the highest weight state |N/2, N/2 > in the N -fold
graded symmetric tensor product ⊗NG of the Josp(2,1) = 1/2 representation and the corresponding
representative U⊗NG (g) of g:
|N/2, N/2 > := |1/2, 1/2 > ⊗G · · · · · · ⊗G |1/2, 1/2 > ,
U⊗NG (g) := U (g)⊗G · · · · · · ⊗G U (g) . (46)
Note that, since U (g) is an element of OSp(2, 1), it is even. The corresponding coherent state is
|g;N/2 >= U⊗NG |N/2, N/2 >= U (g) |1/2, 1/2 > ⊗G · · · · · · ⊗G U (g) |1/2, 1/2 > . (47)
Upon using (43) and (45), this becomes equivalent to (37).
4 On the Superspheres
4.1 The Commutative Supersphere S(2,2)
There exists an important map from the supercoherent states to orbits in the adjoint representa-
tion of OSp(2, 1) and OSp(2, 2). The former is the supersphere [24, 25, 26]
S(2,2) = OSp(2, 1)/U(1) (48)
while the latter is a closely related orbit.
We first observe that the osp(2, 1) generators Λa (a ≤ 5) in the super Fock space are repre-
sented by
λa = Ψ
†
µ(Λ
( 1
2
)
a )µνΨν . (49)
The supergroup action preserves |ψ|2. So consider the following map π from the (3, 2)-
dimensional supersphere S(3,2) =< ψ : |ψ|2 = constant 6= 0 > to functions on S(2,2):
π : ψ −→< ψ, 1|λa|ψ, 1 > := φa(ψ, ψ¯) , (50)
φa(ψ, ψ¯) =
1
|ψ|2 ψ¯Λ
( 1
2
)
a ψ . (51)
The overall phase of ψ cancels out while no other degree of freedom is lost on R.H.S. For this
reason, this is a map from S(3,2) to the (2, 2) dimensional space 2
S(2,2) := S(3,2)/U(1) = {φ(ψ) = (φ1(ψ), · · · , φ5(ψ))} . (52)
π is thus the “super Hopf Fibration” over S(2,2) [24, 25], the “super” generalization of the Hopf
fibration U(1) → S3 → S2. S(2,2) can be thought as the supersphere generalizing S2.
We now characterize S(2,2) as an adjoint orbit of OSp(2, 1). First observe that φ(ψ) is a
(super)vector in the adjoint representation of OSp(2, 1). Under the action
φ → gφ, (gφ)(ψ) = φ(g−1ψ), g ∈ OSp(2, 1) , (53)
2In what follows we do not show the ψ¯ depedence of φa to abbreviate the notation a little bit.
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it transforms by the adjoint representation g → Adg:
φa(g
−1ψ) = φb (ψ) (Adg)ba . (54)
The generators of osp(2, 1) in the adjoint representation are adΛa where
(adΛa)cb = ifabc . (55)
From this and the infinitesimal variations δφ(ψ) = εa adΛa φ(ψ) of φ(ψ) under the adjoint action
with εi even and εα odd Grassmann variables, we can verify that
δ(φi(ψ)
2 +Cαβφα(ψ)φβ(ψ)) = 0 . (56)
Hence, S(2,2) is an OSp(2, 1) orbit with the invariant
φi(ψ)
2 + Cαβφα(ψ)φβ(ψ) . (57)
The value of the invariant can of course be changed by scaling. Now the even components of
φa(ψ) are real while its odd entries depend on both θ and θ¯:
φi(ψ) =
1
2
1
|ψ|2 z¯σiz , φ4(ψ) = −
1
2
1
|ψ|2 (z¯1θ + z2θ¯) , φ5(ψ) =
1
2
1
|ψ|2 (−z¯2θ + z1θ¯) . (58)
Let us define ‡ to be the usual adjoint operation † on Ψµ and Ψ†µ. Then by the requirements
that
< ψ, 1|λa|ψ, 1 >‡ = < ψ, 1|λ‡a|ψ, 1 > ,
λ‡i = λi , λ
‡
α = Cαβλβ , (59)
one deduces that
φi(ψ)
‡ = φi(ψ) φα(ψ)‡ = Cαβ φβ(ψ) , (60)
and that
z‡i = z¯i , z¯
‡
i = zi , θ
‡ = − θ¯ , θ¯‡ = θ . (61)
(61) preserves the condition |ψ|2 = constant and the OSp(2, 1) orbit. The reality condition (60)
reduces the degrees of freedom in φα(ψ) to two. The (3, 2) variables φa(ψ) are further reduced to
(2, 2) on fixing the value of the invariant (57). As (2, 2) is the dimension of S(2,2), there remains
no further invariant in this orbit. Thus
S(2,2) =< η(+) ∈ C(3,2) : (η(+)i )2 + Cαβ η(+)α η(+)β =
1
4
, (η
(+)
i )
‡ = η(+)i , (η
(+)
α )
‡ = Cαβη
(+)
β > (62)
where we chose 14 for the value of the invariant.
As OSp(2, 2) acts on ψ , that is on S(3,2), preserving the U(1) fibres in the map S(3,2) → S(2,2),
it has an action on the latter. It is not the adjoint action, but closely related to it, as we now
explain.
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The nature of the OSp(2, 2) action on S(2,2) has elements of subtlety. If g ∈ OSp(2, 2) and
ψ ∈ S(3,2) then g ψ ∈ S(3,2) and hence φ(g ψ) ∈ S(2,2) :
φi(g ψ)
2 + Cαβ φα(g ψ)φβ(g ψ) =
1
4
, (63)
φ‡α(g ψ) = Cαβ φβ(g ψ) . (64)
But the expansion of φα(g ψ) for infinitesimal g contains not only the even Majorana spinors
η
(+)
α , but also the odd ones η
(−)
α , where (η
(−)
α )‡ =
∑
β=6,7 C˜αβ η
(−)
β (α = 6, 7). We cannot thus
think of the OSp(2, 2) action as an adjoint action on the adjoint space of OSp(2, 1). The reason
of course is that the super Lie algebra osp(2, 1) is not invariant under graded commutation with
the generators Λ6,7,8 of osp(2, 2).
Now consider the generalization of the map (50) to the osp(2, 2) Lie algebra,
ψ →< ψ, 1|λa|ψ, 1 > := Φa(ψ) , a = 1, . . . , 8 (65)
where λa is given by the formula (49) for all a and the ψ¯ dependence of Φa has not been shown.
Just as for OSp(2, 1), we find,
Φa(g
−1ψ) = Φb(ψ)(Adg)ba , a, b = 1, . . . , 8 , g ∈ OSp(2, 2) . (66)
Thus this extended vector Φ(ψ) = (Φ1(ψ) ,Φ2(ψ), . . . ,Φ8(ψ)) transforms as an adjoint (su-
per)vector of osp(2, 2) under OSp(2, 2) action. The formula given in (51) extends to this case
where index a there also takes the values (6, 7, 8). Note that with
Φ6(ψ) =
1
2
1
|ψ|2 (z¯1θ − z2θ¯) , Φ7(ψ) =
1
2
1
|ψ|2 (z¯2θ + z1θ¯) ,
Φ8(ψ) =
1
|ψ|2 (z¯izi + 2θ¯θ) = (2−
1
|ψ|2 z¯izi) , (67)
we have
Φ8(ψ)
‡ = Φ8(ψ) Φα(ψ)‡ =
∑
β=6,7
C˜αβ Φβ(ψ) , α = 6, 7 (68)
showing that the new spinor Φα(ψ), (α = 6, 7) is an odd Majorana spinor as previous remarks
suggested.
As Φ(ψ) transforms as an adjoint vector under OSp(2, 2), the OSp(2, 2) Casimir function
evaluated at Φ(ψ) is a constant on this orbit:
Φ2i (ψ) + C˜αβ Φα(ψ)Φβ(ψ)−
1
4
Φ28(ψ) = constant . (69)
But we saw that the sum of the first term, and the second term with α , β = 4, 5 only, is invariant
under OSp(2, 2). Hence so are the remaining terms:∑
α,β=6,7
C˜αβΦα(ψ)Φβ(ψ)− 1
4
Φ8(ψ)
2 = constant . (70)
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Its value is −14 as can be calculated by setting ψ = (1, 0, 0).
In fact since the OSp(2, 1) orbit has the dimension of S(3,2)/U(1) and Φa(ψ) = Φa(ψ e
iγ) are
functions of this orbit, we can completely express the latter in terms of φ(ψ). We find3
Φ6(ψ) = −2(φ3(ψ)φ4(ψ) + (φ1(ψ) + iφ2(ψ))φ5(ψ)) ,
Φ7(ψ) = 2(φ3(ψ)φ5(ψ)− (φ1(ψ)− iφ2(ψ))φ4(ψ)) ,
Φ8(ψ) = 2(1−
√
φi(ψ)2) . (71)
The generalization of the above arguments will consider the N -particle sector and the map
ψ →< ψ,N |λa |ψ,N > , (72)
but that brings in nothing new, R.H.S. being NΦa(ψ).
4.2 The Noncommutative (Fuzzy) Supersphere S
(2,2)
F
The fuzzy supersphere S
(2,2)
F is obtained by replacing Λa with the scaled osp(2, 1) generators
Λa(J) =
Λa√
2
√
J(J+ 1
2
)
(a ≤ 5). The relations that describe S(2,2)F are then
Λi(J)Λi(J) +Cαβ Λα(J)Λβ(J) =
1
2
, (73)
[Λa(J),Λb(J)} = 1√
2
√
J(J + 12)
ifabcΛc(J) , (74)
the left-hand side of (73) being proportional to the Casimir operator K2. The first of these two
equations describes a supersphere of radius 1√
2
, parametrized by the matrices Λa(J) whereas the
second one measures the amount of noncommutativity between any two Λa(J).
The graded commutative limit is recovered when J →∞, [Λa(∞),Λb(∞)} → 0. The graded
commutator in (74) naturally extends to the osp(2, 2) algebra (a ≤ 8), making the supersymmetry
richer and allowing us to compute ⋆-products on S
(2,2)
F as we now show.
5 The ⋆-Products
5.1 ⋆-Product on S
(2,2)
F
First we remark that an operator (under suitable conditions) is completely determined by its
diagonal matrix elements between standard coherent states [23]. This is also true for diagonal
matrix elements between the supercoherent states (37). The diagonal elements of an operator for
the supercoherent states (37) defines a function on S
(2,2)
F . We can define a ⋆-product on functions
using this map from operators to functions as we shall see below.
We first determine the above map from operators to functions. It is sufficient to compute the
matrix elements of the coordinate operators λa, the generalization to arbitrary operators can then
3Φ6,7,8 become −Φ6,7,8 for Jˆosp(2,2)−.
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be made easily. One can write λa as in (49). Proceding straightforwardly, the diagonal coherent
state matrix element for λa,
Wa (ψ, ψ¯,N) = Wa(z1, z2, z¯1, z¯2, θ, θ¯)
= < ψ,N |λa|ψ,N > (75)
can be calculated to be
Wa (ψ, ψ¯,N) =
1
|ψ|2 Nψ¯Λ
( 1
2
)
a ψ . (76)
To remove the N dependence in (76), we let
Wa (ψ′, ψ¯′) = 1
N
Wa (ψ
′, ψ¯′, N) = ψ¯′ Λ
( 1
2
)
a ψ
′ (77)
where ψ′ = ψ|ψ| and Wa is a superfunction of ψ′, ψ¯′.
We are now ready to define and compute the star product of two functions of the form Wa
and Wb. It depends on N , so we denote it by ⋆N . It is given by [8, 9]
Wa ⋆N Wb (ψ′, ψ¯′, N) = 1
N2
< ψ′, N |λa λb|ψ′, N > (78)
which becomes, after a little manipulation
Wa ⋆N Wb (ψ′, ψ¯′, N) = 1
N
ψ¯′ (Λ
( 1
2
)
a Λ
( 1
2
)
b )ψ
′ +
N − 1
N
(ψ¯′ Λ
( 1
2
)
a ψ
′)(ψ¯′ Λ
( 1
2
)
b ψ
′) . (79)
Furthermore, since ψ′ΛaΛbψ′ is Wa ⋆1Wb, this can be rewritten as
Wa ⋆N Wb (ψ′, ψ¯′, N) = 1
N
Wa ⋆1Wb (ψ′, ψ¯′, 1) + N − 1
N
Wa (ψ′, ψ¯′)Wb (ψ′, ψ¯′) . (80)
Introducing the matrix K with
Kab :=Wa ⋆1Wb −WaWb , (81)
we can express (80) as
Wa ⋆N Wb = 1
N
Kab +WaWb . (82)
In this form it is apparent that in the graded commutative limit N →∞, we recover the graded
commutative product of functions Wa and Wb.
To construct the ⋆-product of arbitrary functions on S
(2,2)
F we proceed as follows [9]. Consider
first generic operators F and G in the representation ˆ(N2 )osp(2,2)+. We expand them in the form
F = F a1a2···aN λa1 ⊗G · · · ⊗G λaN ,
G = Gb1b2···bN λb1 ⊗G · · · ⊗G λbN (83)
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where F a1···aiaj ···aN = (−1)|ai||aj |F a1···ajai···aN , |ai| (mod 2) being the degree of the index ai. The
corresponding functions on S
(2,2)
F can be read from
< ψ ′, 1| ⊗G · · · ⊗G < ψ ′, 1|
{
F a1a2···aN λa1 ⊗G · · · ⊗G λaN
Gb1b2···bN λb1 ⊗G · · · ⊗G λbN
|ψ ′, 1 > ⊗G · · · ⊗G |ψ ′, 1 > (84)
to be
FN (W) = F a1a2···aN Wa1 · · ·WaN ,
GN (W) = Gb1b2···bN Wb1 · · ·WbN . (85)
In passing from(84) to (85), we have used the fact that |ψ ′, 1 > is even.
The ⋆-product of these functions becomes
FN ⋆N GN (W) = (−1)
∑
j>i |aj ||bi| F a1a2···aN (Wa1 ⋆1Wb1) · · · (WaN ⋆1 WbN )Gb1b2···bN
= (−1)
∑
j>i |aj ||bi| F a1a2···aN (Wa1Wb1 +Ka1b1) · · · (WaNWbN +KaN bN )Gb1b2···bN . (86)
where we have used the formula degree of Wa ≡ degWa = |a| (mod 2).
In order to give the ⋆-product in (86) its final form, we proceed as follows. First notice the
identity
WaWb +Kab = Wa(1 + ∂←WcKcd ∂
→
Wd)Wb
≡ Wa(1 + ∂←K∂→)Wb . (87)
Inserting this, R.H.S. of (86) becomes
(−1)
∑
j>i |aj ||bi| F a1a2···aN (Wa1(1 + ∂
←
K∂
→
)Wb1) · · · (WaN (1 + ∂
←
K ∂
→
)WbN )Gb1b2···bN
≡ FN (W)(1 + ∂←K∂→)11 · · · (1 + ∂←K∂→)ii · · · (1 + ∂←K∂→)NN GN (W) , (88)
where in the second line of (88) we have introduced an auxilary notation whose meaning will
now be explained. First we note that we have written (1 + ∂
←
K∂
→
)ii for 1 + (∂
←
K∂
→
)ii, purely for
notational convenience. Now the meaning of the subscripts in (∂
←
K∂
→
)ii is as follows: Consider
the expansion of FN and GN given in (85). There are N slots in both FN and GN each occupied
by some Wa and Wb respectively. The first subscript i means that ∂← in (∂←K∂→)ii acts only on
the Wa in the ith slot (counting from left) in the expansion of FN in (85), whereas the second
subscript i means that ∂
→
in (∂
←
K∂
→
)ii acts only on the Wb in the ith slot(counting from left) in
the expansion of GN in (85). We also note the following:
i) FN (W) (∂←K∂→)ii GN (W) = FN (W) (∂←K∂→)jj GN (W) ,
ii) FN (W)(∂←Waj )i (∂
←
Wak )i = (∂
→
Wbj )i (∂
→
Wbk )i GN (W) = 0 . (89)
Here FN (W)(∂←Wam )i ((∂
→
Wbm )i GN (W)) means that we apply the derivative ∂
←
Wam (∂
→
Wbm ) only on
the ith slot in the expansion of FN (W)(GN (W)) in the sense explained above. It takes a simple
relabeling of the indices and the use of symmetries of FN (W) and GN (W) to prove i) while ii) is
obvious by inspection.
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We can write (88) as
FN ⋆N GN (W) = FN GN (W)
+
N∑
m=1
N !
(N −m)!m! FN (W) ((∂
←
K ∂
→
)11 · · · (∂← K ∂→)ii · · · (∂← K ∂→)mm)GN (W) . (90)
Now observe the following identities:
FN (W) (∂←Wa1 )1 · · · (∂
←
Wa1 )i · · · (∂
←
Wam )m =
(N −m)!
N !
FN (W) ∂←Wa1 · · · ∂
←
Wai · · · ∂
←
Wam ,
(∂
→
Wb1 )1 · · · (∂
→
Wbm )i · · · (∂
→
Wbm )m GN (W) =
(N −m)!
N !
∂
→
Wb1 · · · ∂
→
Wbi · · · ∂
→
WbmGN (W) . (91)
To facilitate the use of (91) in (90) we define the ordering
... · · · ... in which ∂←Wai (∂
→
Wbi ) are
moved to the left (right) extreme and they act on everything to their left (right) :
... (1 + ∂
←
K ∂
→
)N
... = 1 +
N∑
m=1
N !
(N −m)!m!
... (∂
←
K ∂
→
) · · · (∂← K ∂→)︸ ︷︷ ︸
mfactors
...
≡ 1 +
N∑
m=1
N !
(N −m)!m! (−1)
∆ ∂
←
Wa1 · · · ∂
←
Wam Ka1b1 · · ·Kambm ∂
→
Wb1 · · · ∂
→
Wbm . (92)
where ∆ =
∑m
j>i(|aj ||ai| + |aj ||bi| + |bj ||bi|) (mod 2) is the overall degree due to moving the
derivatives to their positions in (92). Using (91) and (92) in (90) we write our ⋆-product in its
final form
FN ⋆N GN (W) = FN GN (W) +
N∑
m=1
(N −m)!
N !m!
FN (W)
... (∂
←
K ∂
→
) · · · (∂← K ∂→)︸ ︷︷ ︸
mfactors
...GN (W) . (93)
It depends on the ordering introduced in (92) and not on the auxilary notation of (88) and (91).
From this formula it is apparent that, in the graded commutative limit (N → ∞), we get back
the ordinary pointwise multiplication FN GN (W).
5.2 ⋆-Product on Fuzzy “Sections of Bundles”
In this subsection we extend the ⋆-product found above to functions obtained from matrix el-
ements of annihilation-creation operators between vectors of different N , using the ideas of [1].
Linear operators between vector spaces of different N correspond to sections of bundles [13, 8, 5]
so that in this manner, we extend our supersymmetric ⋆-product to sections of bundles. The
results below also provide an alternative way to compute the ⋆-products in (80) and (93).
First note that with [Ψµ,Ψ
†
ν} = δµν , we have
Ψµ|ψ,N > =
√
N
ψµ
|ψ| |ψ,N − 1 > , (94)
< ψ,N |Ψ†µ = < ψ,N − 1|
√
N
ψ¯µ
|ψ| . (95)
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We now let ψ′ = ψ/|ψ| as before and define
Sµ := Ψµ
1√
N
=
1√
N + 1
Ψµ , (96)
S†µ :=
1√
N
Ψ†µ = Ψ
†
µ
1√
N + 1
(97)
where N = Ψ†µΨµ is the number operator. Then
Sµ|ψ′, N > = ψ′µ|ψ′, N − 1 > , (98)
< ψ′, N |S†µ = < ψ′, N − 1|ψ¯µ′ . (99)
Furthermore, we have that [Sµ, Sν} = [S†µ, S†ν} = 0 while after a small calculation we get
[Sµ, S
†
ν} =
1
N + 1
(
δµν − (−1)|Sµ||Sν | S†νSµ
)
(100)
where |Sµ| denotes the degree of Sµ. Using (99), we also get
< ψ′, N − 1|Sµ|ψ′, N > = ψ′µ (101)
< ψ′, N |S†µ|ψ′, N − 1 > = ψ¯′µ . (102)
Thus, the ⋆-product of ψ′ with ψ¯′ is given by
ψ′µ ⋆ ψ¯
′
ν = < ψ
′, N |SµS†ν |ψ′, N >
= < ψ′, N |(−1)|Sµ||Sν | N
N + 1
S†νSµ +
1
N + 1
δµν |ψ′, N >
=
N
N + 1
ψ′µψ¯
′
ν +
1
N + 1
δµν . (103)
Here we have used (100) and the fact that ψ′µψ¯′ν = (−1)|Sµ||Sν | ψ¯′ν ψ′µ to get rid of (−1)|Sµ||Sν |.
Rearreaging the last result we can write
ψ′µ ⋆ ψ¯
′
ν =
1
N + 1
Ωµν + ψ
′
µψ¯
′
ν ,
Ωµν ≡ δµν − ψ′µ ψ¯′ν . (104)
As an easy check of our results, we can compute Wa ⋆N Wb, using the method above. First note
that
Wa = ψ¯′ Λa ψ′ =< ψ′, N |S† Λa S|ψ′, N > . (105)
Hence
Wa ⋆N Wb = < ψ′, N |S†µ (Λa)µν SνS†α (Λb)αβ Sβ|ψ′, N >
= ψ¯′µ (Λa)µν
(
1
N
Ωνα + ψ
′
ν ψ¯
′
α
)
(Λb)αβ ψ
′
β
= ψ¯′µ (Λa)µν
(
1
N
δνα +
N − 1
N
ψ′νψ¯
′
α
)
(Λb)αβ ψ
′
β
=
1
N
Wa ⋆1Wb + N − 1
N
WaWb (106)
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which is (80).
Comparing the second line of the last equation with (82) we get the important result4
Kab = (Wa ∂←µ)Ωµν (~¯∂νWb)
≡ Wa ∂← Ω ~¯∂Wb , (107)
where ∂
←
Ω ~¯∂ ≡ ∂←µΩµν ~¯∂ and ∂µ = ∂∂ ψ′µ .
We would like to note that this result can be used to write (93) in terms of ∂
←
Ω ~¯∂. To this
end we write (86) as
(−1)
∑
j>i |aj ||bi| F a1a2···aN (Wa1(1 + ∂
←
Ω ~¯∂)Wb1) · · · (WaN (1 + ∂
←
Ω ~¯∂)WbN )Gb1b2···bN . (108)
Carrying out a calculation similar to the one given in (88) through (93), one finally finds
FN ⋆N GN (W) = FN GN (W) +
N∑
m=1
(N −m)!
N !m!
FN (W)
... (∂
←
Ω ~¯∂) · · · (∂← Ω ~¯∂)︸ ︷︷ ︸
mfactors
...GN (W) , (109)
where now
... · · · ... takes ∂← and ~¯∂ to the left and right extreme respectively. (When ∂← ’s and ~¯∂’s are
moved in this fashion, the phases coming from the graded commutators should be included just
as for (93)).
It can be explicitly shown that Ω = (Ωµν) is a projector, i.e.,
Ω2 = Ω and Ω‡ = Ω . (110)
Due to (107), the last equation implies similar properties for 5
Kab ≡ (K S−1)ab . (111)
which we discuss next.
6 More on the Properties of Kab
A closer look at the properties of Kab ≡ (K S−1)ab, where
Kab(ψ) = Wa ⋆1Wb(ψ)−Wa(ψ)Wb(ψ)
= < ψ, 1|λaλb|ψ, 1 > − < ψ, 1|λa|ψ, 1 >< ψ, 1|λb|ψ, 1 > , (112)
will give us more insight on the structure of the ⋆-product found in the previous section. First
note that Kab depends on both ψ and ψ¯. We denote this dependence by Kab(ψ) for short, omitting
to write the ψ¯ dependence. Now we would like to show that the matrix K(ψ) = (Kab(ψ)) is a
projector.
4We thank Peter Presˇnajder for a discussion leading to (107)
5Following the conventions of [12], we consider all the indices down through out this paper. In what follows the
relevant object under investigation is Kab corresponding to Ka
b in a notation where indices are raised and lowered
by the metric. To stick with the conventions of [12], we write (111) and proceed accordingly.
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We first recall that in ( 1ˆ2 )osp(2,2)+, representation of osp(2, 2) the highest and lowest weight
states are given by
|J, J3 >=
{ |1/2, 1/2 > = highest weight state,
|1/2,−1/2 > = lowest weight state (113)
We note that, starting from the lowest weight state |1/2,−1/2 >= Ψ†2|0 >, one could con-
struct another supercoherent state, expressed by a formula similar to (43). Now consider the
following fiducial points for W(ψ) at ψ = ψ0 = (1, 0, 0) obtained from computing Wa(ψ0) in the
supercoherent states induced from the states given in (113):
W±(ψ0) = (W1(ψ0) · · ·W8(ψ0)) = (0, 0,±1/2, 0, 0, 0, 0, 1) . (114)
In (114) +(−) correponds to upper(lower) entries in (113) and the calculation is done using (76).
Although not essential in what follows, we remark thatW−(ψ = (1, 0, 0)) =W+(ψ = (0, 1, 0)),
that is,
W−a (ψ0) =W+b (ψ0) (AdeiπΛ
( 12 )
2 )ba . (115)
Note that all other points in S
(2,2)
F can be obtained from W±(ψ0) by the adjoint action of the
group, i.e.,
W±a (ψ) =W±b (ψ0)(Adg−1)ba (116)
where ψ = gψ0.
We define K±(ψ0) using W±(ψ0) for W, (111) and (112). The matrices K±(ψ0) when com-
puted at the fiducial points (using for instance (22,79,81)) have the block diagonal forms
K± (ψ0) = (K±ab (ψ0)) =


(
1
2 δij ± i2 ǫij3 − 2W±i (ψ0) (W±j (ψ0))
)
3×3 (
Σ±αβ
)
4×4
0


8×8
(117)
with
Σ± = (Σ±αβ) =
1
4
(
1± σ3 −(1± σ3)
−(1± σ3) 1± σ3
)
(118)
where the upper (lower) sign stands for the upper (lower) sign inW± (ψ0). The matrices K± (ψ0)
have only even components and do not mix the 1, 2, 3, 8 and 4, 5, 6, 7 entries of a vector. So its
grade adjoint is its ordinary adjoint †. Now from (117) it is straightforward to check the relations
(K± (ψ0))2 = K± (ψ0) ,
(K± (ψ0))‡ = K± (ψ0) ,
K+ (ψ0)K− (ψ0) = 0
(119)
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which show that K± (ψ0) are orthogonal projectors. By the adjoint action of the group, we have
K±ab (ψ) = ((Adg)T )−1ad K±de (ψ0) (Adg)Teb , (120)
with T denoting transpose, implying that K± (ψ) are projectors for all g ∈ OSp(2, 2).
We further observe that a super-analogue J of the complex structure can be defined over the
supersphere. To show this, following [9], we first observe that the projective module for “sections
of the supertangent bundle” over S(2,2) is PA8, where A is the algebra of superfunctions over
S(2,2), A8 = A ⊗C C8 and P(ψ) = K+ (ψ) + K− (ψ) is a projector. (For details, see [9].) The
super-complex structure then is given by the matrix J with elements
Jab(ψ) = i (K+ −K−)ab(ψ) . (121)
It acts on PA8. Since
J 2 (ψ)
∣∣∣
PA8
= −P(ψ)
∣∣∣
PA8
= −1
∣∣∣
PA8
(122)
(δ
∣∣∣
ε
denoting the restriction of δ to ε), it defines a super complex structure. Furthermore, due to
the relation
J
∣∣∣
K±A8
= ±i
∣∣∣
K±A8
, (123)
K±A8 give the “holomorphic” and “anti-holomorphic” parts of PA8.
Finally we also have
K± (ψ) = 1
2
(−J 2 ∓ iJ )(ψ) . (124)
7 Discussion and Conclusions
In this article we have constructed the ⋆-product of functions on S
(2,2)
F . Our central result is given
in (93). A consequence of (80) is the graded commutator of the ⋆-product
[Wa,Wb}⋆N =
i
N
fabcWc (125)
which generalizes a familiar result for the usual ⋆-products. A special case of our result for the
⋆-product follows if we restrict ourselves to the even subspace S2F of S
(2,2)
F , namely the fuzzy
sphere. In this case, we get from (80) and (93),
FN ⋆N GN (W) = FN GN (W) +
N∑
m=1
(N −m)!
N !m!
(∂a1 · · · ∂amFN (W)) Ka1b1 · · ·Kambm (∂b1 · · · ∂bmGN (W)) , (126)
∂ai ≡ ∂Wai , ∂bj ≡ ∂Wbj ,
which is the formula given in [8, 9].
19
There have been developments in writing sigma models in S2F using Bott projectors [7]. It
appears that the projector Ω introduced in (107) is the supersymmetric version of Bott projector
(for Chern class 1) and can be the starting point for constructing sigma models on S
(2,2)
F . We
will develop this idea in another article.
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