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The Ramsey–Schur number RS(s,m) is the smallest n such that
every 2-coloring (green/red) of the edges of complete graph Kn
with vertices 1,2, . . . ,n contains a green complete subgraph Ks or
there are vertices x0, x1, x2, . . . , xm fulﬁlling the equation x1 + x2 +
· · · + xm = x0 and all edges (xi, x j) are red. In this paper we prove
RS(3,m) =m2 + 2m − 2 for m 3, which conﬁrms a conjecture of
J. Bode, H.O.F. Gronau and H. Harborth.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Ramsey theory states that any large enough structure will necessarily contain an orderly substruc-
ture. Let s,m ∈ Z+ . The Ramsey number R(s,m) is the minimum number n of vertices such that every
2-coloring (green/red) of the edges of complete graph Kn contain a green Ks or a red Km . Ramsey’s
theorem states that such a number exists for all s and m.
Let k ∈ Z+ . The Schur number S(k) is the smallest integer n for which the set {1,2, . . . ,n} cannot
be partitioned into k sum-free sets. In 1916, I. Schur [7] proved that if n ∈ Z+ is suﬃciently large
then for every k-coloring of the set {1,2, . . . ,n}, there exists a monochromatic solution to
x1 + x2 = x0 (1.1)
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within a0,a1, . . . ,am nonzero integers. Rado [6] obtained the following two results: (i) The equation
admits a monochromatic solution in Z+ under any r-coloring of Z+ if and only if
∑
i∈I ai = 0 for
some nonempty subset I in {0, . . . ,m}. (This includes Schur’s theorem as a particular case.) (ii) If
m  2 and a0, . . . ,am contain both positive and negative integers, then any 2-coloring of Z+ admits
a monochromatic solution. In 1982, Beutelspacher and Brestovansky [1] proved that the 2-color Rado
number Ra(1, . . . ,1) for the equation
x1 + · · · + xm = x0 (m 2) (1.2)
is m2 + m − 1. Recently S. Guo and Z.-W. Sun [3] showed that the precise value of 2-color Rado
number Ra(a1, . . . ,am) for the equation
a1x1 + · · · + amxm = x0, (1.3)
is av2 + v − a, where a = min{a1,a2, . . . ,am} and v =∑mi=1 ai . This result was conjectured by B. Hop-
kins and D. Schaal [5].
In October 1995, P. Erdo˝s posed a mixed question which can be interpreted as a combination of
Ramsey numbers and generalized Schur numbers: does there exist a complete graph Kn with the
numbers 1,2, . . . ,n as vertices such that every 2-coloring of the edges of Kn contains a given green
subgraph or there are some vertices fulﬁlling a given equation with all edges between them red?
For a given positive integer m. The so-called Ramsey–Schur number RS(3,m) is deﬁned to be the
smallest positive integer n such that if each edge of the complete graph Kn with vertices 1, . . . ,n is
either red or green then Kn contains a green K3 or there are vertices x0, x1, . . . , xm fulﬁlling Eq. (1.2)
such that all edges between them are red. In [2], J. Bode, H.O.F. Gronau and H. Harborth gave a lower
bound for RS(3,m) and some exact values.
Theorem 1.1. RS(3,m)  m2 + 2m − 2 for m  2 and the equality holds when m ≡ 0 (mod 6) or m =
3,4,5,7,8,9,10, and 14.
They also conjectured that the equality holds for all m 3. Note that RS(3,2) = 11 which is deter-
mined in [4]. In this paper we will conﬁrm this conjecture.
Theorem 1.2. RS(3,m) =m2 + 2m − 2 for m 3.
2. Proof of the theorem
By Theorem 1.1, it suﬃces to show that RS(3,m) m2 + 2m − 2 with m  6. Let n be an integer
and let  be a 2-coloring of Kn such that there is no green K3 and there is no solution of (1.2) with
all edges in red. In this section we denote the green edge (xi, x j) by (xi, x j) = g and (xi, x j) = r if
(xi, x j) in red. For the presentation of the proof we use some lemmas and the ﬁrst two lemmas are
obvious.
Lemma 2.1. In a 2-coloring of Kn, three vertices a,b, c with (a,b) = (b, c) = g force (a, c) = r if there
is no green K3 .
Lemma 2.2. In a 2-coloring of Kn, three vertices a,b, c with (a,b) = (b, c) = r force (a, c) = g if
1. there is a solution of (1.2) with {x1, . . . , xm; x0} = {a,b, c};
2. there is no solution of (1.2) with all (xi, x j) = r.
The following two lemmas are Lemma 3.1 and Lemma 3.2 of [2].
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1. there is a solution of (1.2) with {x1, . . . , xm; x0} = {b, c,d};
2. there is no green K3; and
3. there is no solution of (1.2) with all (xi, x j) = r.
Lemma 2.4. In a 2-coloring of Kn, four vertices a,b, c,d with (a,b) = (a, c) = r and (b, c) = g force
(a,d) = g if
1. there are two solutions of (1.2) with {x1, . . . , xm; x0} = {a,b,d} and {x1, . . . , xm; x0} = {a, c,d};
2. there is no green K3; and
3. there is no solution of (1.2) with all (xi, x j) = r.
In the next paragraph we will give some simple assertions which will be used in the entire proof.
Since m · i = i + i + · · · + i =mi for any 1 i m + 1, we have
(i,mi) = g, i = 1,2, . . . ,m + 1. (2.1)
By Lemma 2.1 with a = 1, b =m, c =m2, we have

(
1,m2
)= r. (2.2)
As 1+ (m − 1) · (m + 1) =m2, we must have
(m,m + 1) = r (2.3)
by Lemma 2.3 with a =m, b = 1, c =m2 and d =m+ 1. Similarly, as (m− 1) · 1+ 1 ·m2 =m2 +m− 1,
we also have

(
m,m2 +m − 1)= r (2.4)
by Lemma 2.3 with a = m, b = 1, c = m2 and d = m2 + m − 1. Finally, applying Lemma 2.2 with
a =m + 1, b =m, c =m2 +m − 1 and (m − 1) · (m + 1) + 1 ·m =m2 +m − 1, we obtain that

(
m + 1,m2 +m − 1)= g. (2.5)
Lemma 2.5. In a 2-coloring  of Kn with n m2 +m, there is no green K3 and there is no solution of (1.2)
with all (xi, x j) = r, then we have (1,2) = g or (1,m + 1) = g.
Proof. Assume that
(1,2) = (1,m + 1) = r. (2.6)
Since (m − 1) · 1+ 1 · 2 =m + 1, we have
(2,m + 1) = g (2.7)
by Lemma 2.2 with a = 2, b = 1 and c =m + 1. Then we must have
(2m,m + 1) = r (2.8)
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(1,2m) = g (2.9)
by (m − 1) · 1 + 1 · (m + 1) = 2m and Lemma 2.2 with a = 1, b = m + 1 and c = 2m. Combining
(1,m) = (1,2m) = g with (m − 1) ·m + 1 · 2m =m2 +m, we conclude that

(
1,m2 +m)= r (2.10)
by Lemma 2.3 with a = 1, b =m, c = 2m and d =m2 +m.
Recall (2.2) and (2.6), we can ﬁnd that

(
m + 1,m2)= g (2.11)
by 1+ (m − 1) · (m + 1) =m2 and Lemma 2.1 with a =m + 1, b = 1 and c =m2. Thus we have

(
2,m2
)= r (2.12)
by (m + 1,2) = g from (2.7) and Lemma 2.1. Similarly, as (m + 1,m2 +m) = g by (2.1) and above
two assertions by (2.7) and (2.11), we obtain that

(
2,m2 +m)= (m2,m2 +m)= r. (2.13)
Combining (2.2), (2.6), (2.10), (2.12), (2.13) with (m − 2) · 1 + 2 +m2 = m2 +m, we ﬁnd that the
vertices 1,2,m2,m2 +m generate a solution of (1.2) and all edges in this K4 are red, which is a con-
tradiction. So the lemma is proved. 
We will prove Theorem 1.2 in the cases m odd and m even respectively. The key steps of these
proofs are to determine colors of the edges (1,2m − 1) and (1,3m − 2).
Theorem 2.1. RS(3,m) =m2 + 2m − 2 for m odd and m 7.
Proof. To prove RS(3,m)m2 + 2m − 2 we assume the existence of a coloring of Km2+2m−2 without
a green K3 and without a solution of (1.2) with all (xi, x j) = r.
Claim. (1,2m − 1) = (1,3m − 2) = r.
In view of Lemma 2.5 we distinguish two cases to prove this claim.
Case 2.1.
(1,m + 1) = g. (2.14)
By (2.5) and Lemma 2.1 with a = 1, b =m + 1, c =m2 +m − 1, we have

(
1,m2 +m − 1)= r. (2.15)
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m + 1
2
· (2m − 1) + m − 1
2
· 1 =m2 +m − 1
and
1 · (2m − 1) + (m − 1) ·m =m2 +m − 1,
then we have

(
2m − 1,m2 +m − 1)= g (2.16)
by (2.1), (2.4), (2.15), and Lemma 2.4 with a =m2 +m−1, b = 1, c =m and d = 2m−1. Thus we have
(m + 1,2m − 1) = r (2.17)
by (2.5) and Lemma 2.1 with a = m + 1, b = m2 +m − 1 and c = 2m − 1. Recur to (2.5), (2.14), and
the equation
(m − 1) · 1+ 1 · (m2 +m − 1)=m2 + 2m − 2,
we can ﬁnd that

(
m + 1,m2 + 2m − 2)= r (2.18)
by Lemma 2.3 with a =m + 1, b = 1, c =m2 +m − 1 and d =m2 + 2m − 2. Combining (2.17), (2.18)
with
(m − 1) · (m + 1) + 1 · (2m − 1) =m2 + 2m − 2,
we have

(
2m − 1,m2 + 2m − 2)= g (2.19)
with the help of Lemma 2.2. Thus we have

(
m2 +m − 1,m2 + 2m − 2)= r (2.20)
by (2.16) and Lemma 2.1. Recur to (2.15), Lemma 2.2 and the equation
(m − 1) · 1+ 1 · (m2 +m − 1)=m2 + 2m − 2,
we obtain that

(
1,m2 + 2m − 2)= g (2.21)
and
(1,2m − 1) = r
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(m − 1) ·m + 1 · (3m − 2) =m2 + 2m − 2,
we have
(1,3m − 2) = r
by (2.1), (2.21), and Lemma 2.3 with a = 1, b = m, c = m2 + 2m − 2, d = 3m − 2. Now we prove the
claim in this case.
Case 2.2.
(1,2) = g and (1,m + 1) = r. (2.22)
As (1,2) = (1,m) = g and (m − 1) · 2+ 1 ·m = 3m − 2, we have
(1,3m − 2) = r
by Lemma 2.3 with a = 1, b = 2, c =m and d = 3m − 2.
Recall (1,m2) = r from (2.2). Observe that 1 · 1+ (m − 1) · (m + 1) =m2, we have

(
m + 1,m2)= g (2.23)
with the help of Lemma 2.2. Then we must have

(
m2,m2 +m − 1)= r (2.24)
by (2.5) and Lemma 2.1. Therefore, we can obtain that

(
1,m2 +m − 1)= g (2.25)
due to Lemma 2.2 and (m − 1) · 1 + 1 ·m2 =m2 +m − 1. As (m − 1) ·m + 1 · (2m − 1) =m2 +m − 1,
we conclude that
(1,2m − 1) = r
by (2.1) and Lemma 2.3 with a = 1, b =m, c =m2 +m − 1, d = 2m − 1. Thus the claim is proved.
By the claim, Lemma 2.2 and
(m − 1) · 1+ 1 · (2m − 1) = 3m − 2,
we can obtain that
(2m − 1,3m − 2) = g. (2.26)
Assume that m ≡ δ (mod 6) with δ = 1,3,5. Observe the equations
m + δ · 1+ m − δ · (2m − 1) =m2 − δm + δ
2 2
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2m + δ
3
· 1+ m − δ
3
· (3m − 2) =m2 − δm + δ,
we conclude that

(
1,m2 − δm + δ)= g (2.27)
by Lemma 2.4 with a = 1, b = 2m − 1, c = 3m − 2 and d =m2 − δm + δ. On the other hand, recur to
the equations
(m − 2) · 1+ 2 · m + 1
2
= 2m − 1
and
(m − 4) · 1+ 4 · m + 1
2
= 3m − 2,
we can obtain that

(
1,
m + 1
2
)
= g (2.28)
by Lemma 2.4 with a = 1, b = 2m − 1, c = 3m − 2 and d = m+12 . Recall (1,m) = g , we can establish
that all the edges of the triple (m, m+12 ,m
2 − δm+ δ) are in red and the triple give a solution of (1.2)
from (m − 2δ) ·m + 2δ · m+12 =m2 − δm + δ. So we give a contradiction and prove this theorem. 
Theorem 2.2. RS(3,m) =m2 + 2m − 2 for m even and m 6.
Proof. To prove RS(3,m)m2 +2m−2 we assume the existence of a coloring of Km2+2m−2 without a
green K3 and without a solution of (1.2) with all (xi, x j) = r. Recall (1,m) = (m,m2) = g by (2.1).
Clearly,
m
2
· 1+ m
2
· (2m − 1) =m2, (2.29)
so we have
(m,2m − 1) = r (2.30)
by Lemma 2.3 with a =m, b = 1, c =m2 and d = 2m− 1. Recur to Lemma 2.2, (2.4), and (m− 1) ·m+
1 · (2m − 1) =m2 +m − 1, we have

(
2m − 1,m2 +m − 1)= g. (2.31)
As (m − 1) · (m + 1) + 1 · (2m − 1) =m2 + 2m − 2, we conclude that

(
m2 +m − 1,m2 + 2m − 2)= r (2.32)
by (2.5) and Lemma 2.3 with a =m2 +m − 1, b =m + 1, c = 2m − 1, d =m2 + 2m − 2.
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Case 2.3.
(1,m + 1) = g. (2.33)
Immediately we have

(
1,m2 +m − 1)= r (2.34)
by (2.5). Recur to (2.32) and (m − 1) · 1+ 1 · (m2 +m − 1) =m2 + 2m − 2, we have

(
1,m2 + 2m − 2)= g (2.35)
by Lemma 2.2 and consequently,

(
m,m2 + 2m − 2)= r (2.36)
by Lemma 2.1. As (2.30) and
(m − 2) ·m + 2 · (2m − 1) =m2 + 2m − 2,
we obtain that

(
2m − 1,m2 + 2m − 2)= g (2.37)
by Lemma 2.2. Then we have
(1,2m − 1) = r (2.38)
by (2.35) and Lemma 2.1. Recall (2.29), we must have

(
2m − 1,m2)= g (2.39)
with the help of Lemma 2.2.
Case 2.3.1. m ≡ 0,2 (mod 6).
Assume that m ≡ 2δ (mod 6) with δ = 0 or 1. Since
(m − 1) · 1+ 1 · (2m − 1) = 3m − 2
and
2m − δ
3
· 1+ m + δ
3
· (3m − 2) =m2 + δm − δ,
we conclude that
(1,3m − 2) = g (2.40)
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3m − 2. Consequently, by (2.1), (2.35), and (2.36), we have
(m,3m − 2) = (m,m2 + 2m − 2)= (3m − 2,m2 + 2m − 2)= r. (2.41)
As (m − 1) ·m + 1 · (3m − 2) =m2 + 2m − 2, we give a solution (m,3m − 2,m2 + 2m − 2) to (1.2) of
which edges are red. This is a contradiction.
Case 2.3.2. m ≡ 4 (mod 6).
Similar as above, if (1,3m − 2) = g , we can give a red triple (m,3m − 2,m2 + 2m − 2) such that
(m − 1) ·m + 1 · (3m − 2) =m2 + 2m − 2. Thus we assume that
(1,3m − 2) = r. (2.42)
By (m − 1) · 1+ 1 · (2m − 1) = 3m − 2, we must have
(2m − 1,3m − 2) = g (2.43)
due to (2.38) and Lemma 2.2. Since
(m − 3) · 1+ 3 · m + 2
3
= 2m − 1
and
(m − 6) · 1+ 6 · m + 2
3
= 3m − 2,
we can conclude that

(
1,
m + 2
3
)
= g (2.44)
by Lemma 2.4 with a = 1, b = 2m − 1, c = 3m − 2 and d = m+23 . Recur to
(m − 6) ·m + 6 · m + 2
3
=m2 − 4m + 4,
we have

(
1,m2 − 4m + 4)= r (2.45)
by Lemma 2.3 with a = 1, b =m, c = m+23 and d =m2 − 4m + 4. As
m − 4
2
· (2m − 1) + m + 4
2
· 1 =m2 − 4m + 4,
we obtain that

(
2m − 1,m2 − 4m + 4)= g (2.46)
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
(
3m − 2,m2 − 4m + 4)= r. (2.47)
But one can check that
2m + 4
3
· 1+ m − 4
3
· (3m − 2) =m2 − 4m + 4,
which gives a solution of (1.2) such that all the edges (1,3m − 2), (3m − 2,m2 − 4m + 4), (1,m2 −
4m + 4) are red. So we prove this theorem in Case 2.3.
Case 2.4.
(1,2) = g and (1,m + 1) = r. (2.48)
In this case we have
(1,3m − 2) = r (2.49)
by (m − 1) · 2 + 1 ·m = 3m − 2 and Lemma 2.3 with a = 1, b = 2, c = m, d = 3m − 2. Clearly, 1 · 1 +
(m − 1) · (m + 1) =m2, we can obtain that

(
m + 1,m2)= g (2.50)
with the help of (2.2) and Lemma 2.2. Then we must have

(
m2,m2 +m − 1)= r (2.51)
by (2.5). Therefore, recall (2.2), we have

(
1,m2 +m − 1)= g (2.52)
by (m− 1) · 1+ 1 ·m2 =m2 +m− 1 and Lemma 2.2 with a = 1, b =m2, c =m2 +m− 1. Thus we have
(1,2m − 1) = r (2.53)
by Lemma 2.1 and (2.31).
Case 2.4.1. m ≡ 0 (mod 6).
Recall (2.29), by (2.2), (2.53), and Lemma 2.2, we have

(
2m − 1,m2)= g. (2.54)
Since
(m − 1) · 1+ 1 · (2m − 1) = 3m − 2
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3
· 1+ m
3
· (3m − 2) =m2,
we conclude that
(1,3m − 2) = g (2.55)
by Lemma 2.4 with a = 1, b = 2m−1, c =m2 and d = 3m−2. Comparing (2.55) with (2.49) we obtain
a contradiction.
Case 2.4.2. m ≡ 2,4 (mod 6).
As (1,2) = g and (2,2m) = g , we have
(1,2m) = r. (2.56)
By (m − 1) · 1+ 1 · 2m = 3m − 1, we must have
(2,3m − 1) = r (2.57)
due to Lemma 2.3 with a = 2, b = 1, c =m and d = 3m − 1. Observe that (1,m + 1) = (1,2m) = r
and (m − 1) · 1+ 1 · (m + 1) = 2m, we obtain that
(m + 1,2m) = g, (2.58)
and consequently,
(2,m + 1) = r. (2.59)
Since (m − 1) · 2+ 1 · (m + 1) = 3m − 1 and (2.57), we can obtain that
(m + 1,3m − 1) = g. (2.60)
Therefore, we have
(2m,3m − 1) = r (2.61)
by (2.58) and Lemma 2.1. Recall (m − 1) · 1+ 1 · 2m = 3m − 1, we conclude that
(1,3m − 1) = g (2.62)
with the help of (2.56), (2.61), and Lemma 2.2.
Assume that m ≡ δ (mod 6) with δ ∈ {2,4}. Observe following two equations:
(m − δ) · (m + 1) + δ · 2 =m2 − (δ − 1)m + δ,
2m + δ · 2+ m − δ · (3m − 1) =m2 − (δ − 1)m + δ.3 3
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
(
2,m2 − (δ − 1)m + δ)= g (2.63)
by Lemma 2.4 with a = 2, b =m + 1, c = 3m − 1 and d =m2 − (δ − 1)m + δ. Since
(m − 1) · 1+ 1 · (m2 − δm + δ + 1)=m2 − (δ − 1)m + δ
and
(m − 1) · 1+ 1 · (m2 − (δ − 1)m + δ)=m2 − (δ − 2)m + δ − 1,
we must have

(
2,m2 − δm + δ + 1)= (2,m2 − (δ − 2)m + δ − 1)= r (2.64)
by Lemma 2.3 with a = 2, b = 1, c = m2 − (δ − 1)m + δ and d = c ± (m − 1). Therefore, by (2.59),
(2.64), Lemma 2.2 and the equations
(m − δ − 1) · (m + 1) + (δ + 1) · 2 =m2 − δm + δ + 1
and
(m − δ + 1) · (m + 1) + (δ − 1) · 2 =m2 − (δ − 2)m + δ − 1,
we must have

(
m + 1,m2 − δm + δ + 1)= (m + 1,m2 − (δ − 2)m + δ − 1)= g, (2.65)
and consequently,

(
m2 − δm + δ + 1,m2 − (δ − 2)m + δ − 1)= r. (2.66)
Thus we obtain a contradiction by (2.64), (2.66), and the equation
(m − 1) · 2+ 1 · (m2 − δm + δ + 1)=m2 − (δ − 2)m + δ − 1,
completing the proof. 
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