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1. Introduction
In this paper we will study records, also known in the literature as left to right maxima, outstanding
elements or strong records. By deﬁnition, a record of a permutation σ = a1 . . .an ∈Sn is a number a j
such that ai < a j for all i < j. The study of the records has been initiated by Rényi who proved that
the number of elements of Sn with exactly m cycles in their cycle decomposition is equal to the
number of elements of Sn having exactly m records, the latter being given by c(n,m), the unsigned
Stirling number of the ﬁrst kind [1]. The asymptotic behavior of these numbers has ﬁrst been studied
by Jordan [2] who showed that for ﬁxed m and large n, c(n,m)/(n − 1)! ∼ (lnn + γ )m−1/(m − 1)!,
with γ being the Euler constant. Moser and Wyman [3] considered three overlapping regions of the
(n,m)−plane (for n  m) and obtained asymptotic formulae in each case. Wilf [4] gave an explicit
asymptotic expansion of c(n,m) with m ﬁxed in terms of powers of n and lnn. Finally, Temme [5]
obtained an asymptotic formula for c(n,m) in the limit n → ∞, uniformly for 1m n (including the
case m ∼ n). Hwang [6] established an explicit asymptotic expansion of c(n,m) valid for m = O(lnn).
Later, Chelluri, Richmond and Temme [7] introduced the generalized Stirling numbers of the ﬁrst kind
and studied their asymptotic behavior. In particular, they re-derived Temme’s previous result and
showed that their results agree with those of Moser and Wyman.
Asymptotic properties of record statistics have been studied by Wilf who obtained the following
results [8]:
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is asymptotic to (lnn)r−1/(r − 1)! when n → +∞,
(ii) the average value of a permutation σ at its rth record, among all permutations that have that
many, is asymptotic to (1− 1/2r)n when n → +∞,
(iii) Let 1 < j1 < j2 < · · · < jm be ﬁxed integers, and suppose that we attach a symbol s( j) = ‘Y’ or
‘N’ to each of these j’s. Then the probability P that a permutation of Sn does have a record at
each of the jv that is marked ‘Y’, and does not have a record at any of those that are marked ‘N’,
is:
P =
∏
s( jv )=‘N’
(
1− 1
jv
) ∏
s( jv )=‘Y’
1
jv
. (1)
Myers and Wilf generalized the notion of records [13]. They studied strong and weak records
deﬁned on multiset permutations and words (a weak record of a word w1, . . . ,wn is a term w j such
that wi  w j for all i < j [10]). For multiset permutations, they derived the generating function
for the number of permutations of a ﬁxed multiset M which contain exactly r strong (respectively
weak) records. They also obtained the generating function of the probability that a randomly selected
permutation of M has exactly r strong records. This gives the average number of strong (respectively
weak) records among all permutations of M .
The notion of records has been extended to random variables (for a survey of some results
see [14]). The asymptotic behavior of the two statistics, ‘position’ and ‘value’ of the rth record, have
been studied in [9–11] for a sequence of i.i.d random variables which follow the geometric law of
parameter p, which approach the model of random permutations in the limit p → 0. For other inter-
esting results concerning record statistics see [13].
In this article, we re-derive Wilf’s result (1) by using of a probabilistic argument. This will allow us
to perform a study of the asymptotic behavior of another statistic of records: the number of permu-
tations of length n having k records in the limit n → +∞ with the ratio k/n ﬁxed. In this limit the
re-scaled number of records k/n takes values on the interval [0,1]. We also introduce the new statistic
for a permutation called ‘sum of the positions of its records’. We ﬁnd the asymptotic behavior of the
number of permutations of length n for which the sum of the positions of their records is k in the
limit n → +∞ with the ratio k/(n(n+1)2 ) ﬁxed. More precisely, we show the following results:
(I) Let c(n,k) be the number of permutations of length n having k records. Its generating function
is given by q(q + 1) · · · (q + n − 1), so that c(n,k) is the coeﬃcient of qk in the power expansion. For
n 1 and x ∈ [0,1] deﬁne the function fn by:
fn(x) =
{
c(n, [nx]) if x 1n ,
c(n,1) otherwise,
(2)
where [x] stands for the integer part of x. Then, when n tends to inﬁnity, the sequence of functions
{ ln( fn)n ln(n) ;n ∈N+} converges uniformly with respect to x on the interval [0,1] to the function x → 1− x
with an accuracy O( 1lnn ). In other words, there exists a constant C such that for all integer n 2:
sup
x∈[0,1]
∣∣∣∣ ln( fn(x))n lnn − (1− x)
∣∣∣∣ Clnn .
(II) Let C(n,k) be the number of permutations of length n for which the sum of the positions of
their records is k. Its generating function is given by q(q2 + 1)(q3 + 2) · · · (qn + n − 1), so that C(n,k)
is the coeﬃcient of qk in the power expansion. For n 1 and x ∈ [0,1] deﬁne the function φn by1:
φn(x) =
⎧⎪⎪⎨
⎪⎪⎩
C(n,1) = (n − 1)! if x < 6n(n+1) ,
C(n, n(n+1)2 ) = 1 if x 1− 2n(n+1) ,
C(n, [n(n+1)2 x]) otherwise.
(3)
1 This deﬁnition is motivated by the fact that C(n,k) = 0 if and only if k = 2 or k = n(n+1)2 − 1.
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respect to x on the interval [0,1] to the function x → √1− x with an accuracy O( 1lnn ). In other words,
there exists a constant C˜ such that for all integer n:
sup
x∈[0,1]
∣∣∣∣ ln(φn(x))n lnn −
√
1− x
∣∣∣∣ C˜lnn .
It is important to note that the functions fn and φn are deﬁned on the same interval [0,1].
The paper is organized as follows. In Section 2 we derive some results concerning records which
will be used in the rest of the paper. In Section 3 we prove assertion (I) and in Section 4 we show
assertion (II). In Appendix A we prove that (I) is consistent with Temme’s result [5] previously men-
tioned.
2. Notations and preliminary results
We endow the symmetric group Sn on a set of n elements with the uniform law. We begin with
some useful deﬁnitions.
Deﬁnition 2.1. Let σ = a1 . . .an ∈Sn . Recall that a record of σ is a number a j such that ai < a j for all
i < j. We deﬁne rec(σ ) as the number of records of σ . The generating function of this statistic is:
Tn(q) =
∑
σ∈Sn
qrec(σ ).
Likewise we deﬁne srec(σ ) as the sum of the positions of all records of σ . The generating function of
this statistic:
Pn(q) =
∑
σ∈Sn
qsrec(σ ).
Let Xk(σ ) be the random variable which equals 1 if k is a position of a record of σ and 0 otherwise.
Example 2.2. The permutation of length 8, σ = 4,7,5,1,6,8,2,3 (i.e. σ sends 1 to 4, 2 to 7, etc.) has
3 records: 4, 7 and 8 so that rec(σ ) = 3 and srec(σ ) = 1+ 2+ 6 = 9.
Our work relies on the following proposition, ﬁrst proved by Rényi [1].
Proposition 2.3. The random variables X1, X2, . . . , Xn are independent. Moreover, P(Xk = 1) = 1k .
Proof. This proposition is a consequence of Proposition 1.3.9 and Corollary 1.3.10 of [15,16]. It comes
from the following remark. For a permutation σ = a1 . . .an and an integer n such that 1  i  n,
deﬁne:
ri(σ ) = Card{ j: j < i, a j > ai}.
Then the mapping which sends a permutation σ = a1 . . .an on the n-tuple (r1(σ ), . . . , rn(σ )) is as
a bijection between Sn and the n-tuples (r1, . . . , rn) such that 0  ri  i − 1 for all i. Furthermore,
ri(σ ) = 0 if, and only if, a j is a record of σ . 
Example 2.4. By this bijection, the image of 4,7,5,1,6,8,2,3 is {0,0,1,3,1,0,5,5}.
Deﬁnition 2.5. Deﬁne C(n,k) as the number of elements of Sn for which the sum of the positions of
their records is k.
Using Proposition 2.3 one can show the following results.
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Tn(q) =
∑
σ∈Sn
qrec(σ ) = q(q + 1) · · · (q + n − 1) =
n∑
k=0
c(n,k)qk, (4)
Pn(q) =
∑
σ∈Sn
qsrec(σ ) = q(q2 + 1)(q3 + 2) · · · (qn + n − 1)=
n(n+1)
2∑
k=1
C(n,k)qk. (5)
The generating function (4) is well known [16].
3. Asymptotic behavior of the coeﬃcients c(n,k)
Let us ﬁrst examine the asymptotic behavior of c(n,k) when n tends to inﬁnity and k/n is ﬁxed.
In this limit, it is not obvious that the coeﬃcients c(n,k) have a well deﬁned asymptotic behavior. It
is convenient to introduce the new scaling variable x = k/n which takes values in the interval [0,1].
We introduce a new function fn as:
fn(x) = c(n,nx). (6)
Note that when x is of the form k/n the two relations (2) and (6) coincide. For a ﬁxed integer n,
the variable x takes rational values. Moreover, in the limit n → ∞ they run through a dense subset
of [0,1]. One may wonder whether the function fn(x) is well deﬁned in this limit. And if so, what is
the limit function?
For this purpose we extend the function fn to the whole interval [0,1] as in Eq. (2). We now state
the theorem which describes the asymptotic behavior of c(n,k).
Theorem 3.1. The sequence of functions { ln( fn)n ln(n) ;n ∈ N+} converges uniformly when n tends to inﬁnity with
respect to x on the interval [0,1] to the function x → 1 − x with an accuracy O( 1lnn ). In other words, there
exists a constant C such that for all integer n:
sup
x∈[0,1]
∣∣∣∣ ln( fn(x))n ln(n) − (1− x)
∣∣∣∣ Clnn . (7)
The proof relies on a combinatorial and probabilistic interpretation of the coeﬃcients c(n,k). In
the rest of this section we consider n to be an integer.
Lemma 3.2. Let P(rec = k) = c(n,k)n! . Then:
P(rec = k) =
∑
v1<v2<···<vkn
v1=1
1
v1v2 · · · vk
(
1− 1
vk+1
)
· · ·
(
1− 1
vn
)
(8)
under the additional conditions vk+1 < · · · < vn  n and vi = v j for i = j.
Proof. Choosing a permutation with k records is equivalent to choosing the positions of its k records
as 1 = v1 < v2 < · · · < vk  n. By Proposition 2.3, a position vi is chosen as a record position with
probability 1vi and is not chosen as a record position with probability 1− 1vi . Furthermore this choice
is independent for each position. This yields the result of the lemma. 
This gives a probabilistic proof of Wilf’s result (1) mentioned in the Introduction.
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(n − [nx])!
n(n!)  P(rec = k) 2
n 1
[nx]! .
Proof. This is a consequence of Lemma 3.2 after taking into account the properties:
(i) the number of k-tuples (v1, . . . , vk) such that v1 < v2 < · · · < vk  n, v1 = 1, vi = v j for i = j
and vk+1 < · · · < vn  n is less than 2n ,
(ii) we have:
1
n
=
(
1− 1
2
)
· · ·
(
1− 1
n
)

(
1− 1
vk+1
)
· · ·
(
1− 1
vn
)
 1,
(iii) and for integers 1 = v1 < v2 < · · · < vk  n:
k! v1v2 · · · vk  n!
(n − k)! . 
All the essential ingredients have now been gathered, and we turn to the proof of Theorem 3.1.
Proof of Theorem 3.1. Using the same variables as in Lemma 3.3 and the function fn deﬁned in (2),
one obtains:
ln((n − [nx])!)
n lnn
− 1
n
 ln( fn(x))
n ln(n)
 ln 2
lnn
+ lnn!
n lnn
− ln([nx]!)
n lnn
. (9)
Deﬁne Mn(x) = lnn| ln( fn(x))n ln(n) − (1− x)|. Then:
sup
x∈[0,1]
Mn(x) sup
x∈[0, 1n ]
Mn(x) + sup
x∈[ 1n ,1]
Mn(x).
Using c(n,1) = (n − 1)! (see Eq. (4)) and Lemma 3.3 one obtains:
sup
x∈[0,1]
Mn(x) sup
x∈[0, 1n ]
lnn
∣∣∣∣ ln(n − 1)!n lnn − (1− x)
∣∣∣∣+ sup
x∈[ 1n ,1]
lnn
∣∣∣∣ ln( fn(x))n ln(n) − (1− x)
∣∣∣∣.
Stirling’s formula (lnn! = n lnn + O(n)) shows that the ﬁrst term is bounded when n tends to
inﬁnity. Now denote Bn the second term of the right-hand side of the above inequality. By Eq. (9)
there exist constants C1 and C2 such that:
Bn  C1 + sup
x∈[ 1n ,1]
∣∣∣∣ lnn!n − ln([nx]!)n − (1− x) lnn
∣∣∣∣+ sup
x∈[ 1n ,1]
∣∣∣∣ ln((n − [nx])!)n − (1− x) lnn
∣∣∣∣ C2,
where in the second inequality we used Stirling’s formula. This concludes the proof. 
4. Asymptotics of the coeﬃcients C(n,k)
We now investigate the asymptotic behavior of the coeﬃcients C(n,k) (see Deﬁnition 2.5) for
large n. When n is a ﬁxed integer, the coeﬃcients C(n,k) (with 1 k n(n+1)2 ) are positive integers. As
before, we are interested in their asymptotic behavior in the limit n → +∞ with the ratio k/(n(n+1)2 )
ﬁxed. To this end we introduce the scaling variable x = 2k/(n(n+1)) which takes values in the interval
[0,1] as well as the function φn:
φn(x) = C
(
n,
n(n + 1)
2
x
)
. (10)
Then, the problem reduces to ﬁnding the asymptotic behavior of φn(x) in the limit n → ∞. For this
purpose we extend the function φn to the whole interval [0,1] as in Eq. (3). We now state the main
theorem which describes the asymptotic behavior of the coeﬃcients C(n,k).
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√
1− x. Fig. 2. Graph of ψ150 and
√
1− x.
Fig. 3. Graph of the function τ for n = 2, . . . ,50.
Theorem 4.1. The sequence of functions { ln(φn)n ln(n) ;n ∈ N+} converges uniformly when n tends to inﬁnity with
respect to x on the interval [0,1] to the function x → √1− x with an accuracy O( 1lnn ). In other words, there
exists a constant C˜ such that for all integer n:
sup
x∈[0,1]
∣∣∣∣ ln(φn(x))n ln(n) −
√
1− x
∣∣∣∣ C˜lnn .
To illustrate this theorem we plot the two functions x → √1− x and ψn = ln(φn)n ln(n) for different
values of n (for n = 50 in Fig. 1 and for n = 150 in Fig. 2) obtained with Mathematica. In agreement
with Theorem 4.1, ψn converges to the function
√
1− x. We also plot the function:
τ : n −→ lnn · sup
x∈[0,1]
∣∣∣∣ ln(φn(x))n ln(n) −
√
1− x
∣∣∣∣
in Fig. 3 for n = 2,3, . . . ,50. In agreement with Theorem 4.1, this function is bounded by a con-
stant C˜ .
The proof of this theorem is based on a combinatorial and probabilistic interpretation of the coef-
ﬁcients C(n,k) which gives us Lemma 4.2.
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P(srec = k) =
∑
v1+v2+···+vr=k
v1=1, rn
1
v1v2 · · · vr
(
1− 1
vr+1
)
· · ·
(
1− 1
vn
)
(11)
under the additional conditions v1 < v2 < · · · < vr  n, vr+1 < · · · < vn  n and vi = v j for i = j.
Proof. The proof is similar to the one of Lemma 3.2. Choosing an element of Sn for which the sum
of the positions of its records is k, is choosing the position of its records 1 = v1 < v2 < · · · < vr  n
such that v1 + v2 + · · · + vr = k. By Proposition 2.3, a position vi is chosen as a record position with
probability 1vi and is not chosen as a record position with probability 1− 1vi . Furthermore this choice
is independent for each position. This yields the result of the lemma. 
Deﬁnition 4.3. We say that the r-tuple (v1, . . . , vr) satisﬁes the conditions (Ck,n) if:
(Ck,n): v1 = 1, r  n, v1 < v2 < · · · < vr  n and v1 + v2 + · · · + vr = k. (12)
Note that there exists an r-tuple (v1, . . . , vr) satisfying the conditions (Ck,n) if and only if
C(n,k) > 0, that is k = 2 and k = n(n+1)2 − 1. We now isolate the greatest term in the sum of for-
mula (11). This motivates the following deﬁnition.
Deﬁnition 4.4. Let k,n be integers such that 1 k n(n+1)2 , k = 2 and k = n(n+1)2 − 1. Deﬁne:
m(n,k) = min
rn, (v1,...,vr )
satisﬁes (Ck,n)
v1v2 · · · vr . (13)
This minimum gives us an inequality satisﬁed by the coeﬃcients:
Proposition 4.5.We have:
1
nm(n,k)
 P(srec = k) 2
n
m(n,k)
. (14)
Proof. Note that the total number of r-tuples (1  r  n) satisfying the conditions (Ck,n) is less
then 2n , so that:
1
nm(n,k)
= 1
m(n,k)
(
1− 1
2
)
· · ·
(
1− 1
n
)
 P(srec = k) 2
n
m(n,k)
.
This concludes the proof. 
We will have to study three cases: 3  k  n, n  k < n(n−1)2 and
n(n−1)
2  k 
n(n+1)
2 . For each
case, we will ﬁnd either the expression for the minimum m(n,k) deﬁned in (13) or a lower and
upper bound for m(n,k). These expressions will be useful in ﬁnding the asymptotic behavior. In the
following, n will be considered as an integer greater than 3 and k as an integer.
4.1. Case 3 k n
This case is the easiest one as shows the following lemma.
Proposition 4.6. Let 3 k n. Then:
n!
(k − 1)n  C(n,k)
2nn!
k − 1 . (15)
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for r = 2, when v1 = 1 and v2 = k − 1. In this case, m(n,k) = k − 1, and Proposition 4.5 yields the
result. 
It is important to note that when n + 1 k this argument cannot be applied anymore. We would
like to take v2 = k − 1, this is impossible since the conditions (12) require v2  n.
4.2. Case n + 1 k < n(n−1)2
Let k be an integer such that n + 1 k < n(n−1)2 . In this case, one expects the minimum m(n,k) to
be realized when most of the records are at the last positions:
Lemma 4.7. Let (v1, . . . , vr) be an r-tuple which realizes the minimumm(n,k). Let i0 = i0(n,k) be the great-
est integer such that:
k − 1 n + (n − 1) + · · · + (n − i0). (16)
Then for 0 i  i0(n,k), n − i is equal to one of the v j .
Proof. For the sake of contradiction assume that i is the smallest integer such that n − i does not
appear in v1, . . . , vr . Then either 1< v2 < n − i, or
v1 + v2 + · · · + vr = 1+ (n − i + 1) + · · · + (n − 1) + n 1+ (k − 1) − (n − i) < k,
which contradicts the conditions (12). So let j  2 be the greatest integer such that v j < n − i. The
desired contradiction will arise if we ﬁnd an r-tuple such that the product of its elements will be less
than m(n,k), therefore contradicting the minimality of m(n,k). A few cases have to be studied. It is
important to remember that the vi have to be all different.
Case 1: v j = n − i − 1. If there exists l > 1 such that 1< vl  (n− i)− v j , we delete vl and v j from
our r-tuple and replace them by vl + v j . This contradicts the minimality of m(n,k) since vl v j>vl+v j .
Moreover, if j = 2 then:
1+ v j + (n − i + 1) + · · · + n < 1+ (n − i) + (n − i + 1) + · · · + n k,
which contradicts (12). Hence 1 < v2 < v j and v2 > (n − i) − v j  2, implying v2 − 1 2. Replace v2
by v2 − 1 and v j by v j + 1. This contradicts the minimality of m(n,k) since v2v j > (v2 − 1)(v j + 1).
Case 2: v j = n − i − 1. If j = 2, as before:
1+ (n − i − 1) + (n − i + 1) + · · · + n (n − i − 1) + k − (n − i) − (n − i − 1) − · · · − (n − i0)
< k,
which contradicts (12). Thus 1 < v2 < v j .
Subcase 2.1: v2 > 2. Remplace v2 by v2 − 1 and v j by v j + 1 to get a contradiction since v2v j >
(v2 − 1)(v j + 1).
Subcase 2.2: v2 = 2. Since k < n(n−1)2 (this inequality is crucial here), there exists an integer 1< u <
v j such that u is not one of the vi . Consider the greatest integer l such that vl < u. The minimality of
m(n,k) is ﬁnally contradicted by replacing in the r-tuple {2, vl, v j} by {vl + 1, v j + 1} since 2vl v j >
(vl + 1)(v j + 1). 
Lemma 4.8. Following the notations of Lemma 4.7, we have:
(n + 1)
(n − i0) m(n,k)
(n + 1)
(n − i0) e
n, (17)
where (n) is Euler’s Gamma function.
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(n−i0) m(n,k). For the second inequality, let j be the greatest
integer such that v j < n − i0. By deﬁnition of i0:
k − 1< n + (n − 1) + · · · + (n − i0) + (n − i0 − 1).
Since (v1, . . . , vr) satisﬁes (12):
1+
j∑
i=2
vi + (n − i0) + (n − i0 + 1) + · · · + (n − 1) + n = k.
Hence:
j∑
i=2
vi < n − i0 − 1 n.
The arithmetic–geometric mean inequality and a brief study of the function x → (nx )x yield:
j∏
i=2
vi 
(
n
j − 1
) j−1
 en, (18)
implying the result of the lemma. 
Proposition 4.9. For n + 1 k < n(n−1)2 we have:
1
nen
(n − i0) C(n,k) 2n(n − i0). (19)
Proof. Combine Proposition 4.5 and Lemma 4.8, and use the fact that C(n,k) = P(srec = k)/n!. 
4.3. Case n(n−1)2  k
n(n+1)
2
Let k be an integer such that n(n−1)2  k 
n(n+1)
2 and k = n(n+1)2 − 1. Let us prove that the result
of Proposition 4.9 holds in this case too (note that we will not use Lemma 4.7).
Lemma 4.10. Let (v1, . . . , vr) be an r-tuple which realizes the minimum m(n,k) deﬁned in (13). Let i0 =
i0(n,k) be the greatest integer such that:
k − 1 n + (n − 1) + · · · + (n − i0).
Then:
(n + 1)
(n − i0) m(n,k)
(n + 1)
(n − i0) e
n, (20)
where  is Euler’s Gamma function.
Proof. It goes along the same lines as the proof of Lemma 4.7. If, for 0  i  i0, n − i is equal to
one of the v j , then we continue as in the previous subsection. If not, let i be the smallest integer
such that n − i does not appear in v1, . . . , vr . We can also assume that we are in Subcase 2.2 of the
proof of Lemma 4.7 (if not, we obtain a contradiction as in the proof of Lemma 4.7). Consequently,
v2 = 2, there exists an integer j such that v j < n − i and if 1 < u < v j then u is one of the vi . In
other words, all positions but n − i are records. For convenience, we introduce u = n(n+1)2 − k, where
k = v1 + v2 + · · · + vr , so that 3 u  n. Thus:
u = n(n + 1) − k = n − i and m(n,k) = n! = n! .
2 n − i u
I. Kortchemski / Journal of Combinatorial Theory, Series A 116 (2009) 1154–1166 1163By deﬁnition of i0, Eq. (16), one gets:
i0(n,k) =
[
2n − 1− √4n2 + 4n − 8k + 9
2
]
=
[
n − 1
2
−
√
2u + 9
4
]
. (21)
Let us prove the ﬁrst inequality in (20). First note that it is equivalent to u  (n − i0). For x > 0
deﬁne E(x) to be x if x ∈ N and [x] + 1 otherwise, so that n − [n − x] = E(x). In virtue of (21), the
inequality u  (n − i0) is equivalent to:
u  
(
E
(
1
2
+
√
2u + 9
4
))
.
This inequality is veriﬁed for u = 3 and for all integers u  4 one has:
u  
(
1
2
+
√
2u + 9
4
)
,
so that the ﬁrst inequality is proved.
Let us now prove the second inequality in (20). For all integer u such that 3 u  n, we have:
(n − i0) 
([
1
2
+
√
2u + 9
4
]
+ 1
)
 ueu  uen,
where the ﬁrst inequality follows from the properties of the  function and the second one from the
fact that u  n. 
Using Proposition 4.5 and Lemma 4.10 we ﬁnally extend Proposition 4.9 to:
Proposition 4.11. For an integer k such that n + 1 k n(n+1)2 and k = n(n+1)2 − 1 we have:
1
nen
(n − i0) C(n,k) 2n(n − i0). (22)
4.4. Proof of the main theorem
Let n be an integer such that n 4 and x ∈ [0,1]. Deﬁne k = k(n, x) = [xn(n+1)2 ]. Note that 3 k n
if and only if 6n(n+1)  x<
2
n . When x
2
n , deﬁne i0(n, x) := i0(n,k(n, x)) as in Eq. (16).
Lemma 4.12. The following inequality holds:
∀n ∈N, n 4, ∀x ∈
[
2
n
,1− 2
n(n + 1)
]
,
∣∣n − i0(n, x) − n√1− x∣∣ 3.
Proof. It can be deduced from Eq. (21) by using the fact that k = [xn(n+1)2 ]. 
Proof of Theorem 4.1. Deﬁne Kn(x) = lnn| ln(φn(x))n ln(n) −
√
1− x| (see Eq. (3) for the deﬁnition of φn).
Then:
sup
x∈[0,1]
Kn(x) sup
x∈[0, 6n(n+1) ]
Kn(x) + sup
x∈[ 6n(n+1) , 2n )
Kn(x) + sup
x∈[ 2n ,1]
Kn(x).
Denote the ﬁrst term on the right-hand side of this inequality as An , the second one as Bn and the
third one as Cn . We prove that they are all bounded by a constant independent of n.
(i) We have:
An = sup
x∈[0, 6n(n+1) ]
lnn
∣∣∣∣ ln(n − 1)!n lnn −
√
1− x
∣∣∣∣ C˜1
by Stirling’s formula.
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Bn  sup
x∈[ 6n(n+1) , 2n )
∣∣∣∣ ln(n!) − ln([x
n(n+1)
2 ] − 1) − lnn
n
− √1− x lnn
∣∣∣∣
+ sup
x∈[ 6n(n+1) , 2n )
∣∣∣∣n ln(2) + ln(n!) − ln([x
n(n+1)
2 ] − 1)
n
− √1− x ln(n)
∣∣∣∣
 C˜2 + 2 sup
x∈[ 6n(n+1) , 2n )
∣∣∣∣ ln(n!)n −
√
1− x ln(n)
∣∣∣∣
 C˜3.
(iii) By Lemma 4.12 for 2n  x 1− ( 5n )2, one has n
√
1− x 5 so that n − i0(n, x) n
√
1− x− 3 and
n
√
1− x− 3 2. For 1− ( 5n )2  x < 1− 2n(n+1) one has n − i0(n, x) 2. Note that for x such that
x 1− 2n(n+1) one has φn(x) = 1. Hence by Proposition 4.11:
Cn  sup
x∈[ 2n ,1]
∣∣∣∣ln 2+ ln((n
√
1− x+ 3))
n
− √1− x lnn
∣∣∣∣
+ sup
x∈[ 2n ,1−( 5n )2]
∣∣∣∣− lnnn − 1+ ln((n
√
1− x− 3))
n
− √1− x lnn
∣∣∣∣
+ sup
x∈[1−( 5n )2,1− 2n(n+1) )
∣∣∣∣− lnnn − 1−
√
1− x lnn
∣∣∣∣+ sup
x∈[1− 2n(n+1) ,1]
|√1− x lnn|
 C˜4,
and this concludes the proof. 
5. Conclusion
We have studied the asymptotic behavior of the integers c(n,k) (respectively C(n,k)) equal to
the number of elements of Sn having k records (respectively for which the sum of the positions
of their records are k) by using a probabilistic argument. One can note that these integers can be
deﬁned outside of any combinatorial background since c(n,k) appears as the coeﬃcient of qk in the
polynomial q(q + 1) · · · (q + n − 1) and C(n,k) appears as the coeﬃcient of qk in the polynomial
q(q2 + 1)(q3 + 2) · · · (qn + n − 1). Thus studying the asymptotic behavior of these numbers seems
delicate, but the probabilistic interpretation gave us a convenient formula deﬁning these integers.
Surprisingly, the scaled asymptotic behavior of these rather complicated numbers can be described
by a remarkably simple function.
Note added
Recently, based on the result obtained in the present paper, the statistic ‘sum of the position of
records’ has also been considered in the case of the geometric law in [12].
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In this appendix we show that our Theorem 3.1 is consistent with Temme’s result [5] (see also [7]).
Let m,n be positive integers such that m n. Deﬁne:
φ(u) = ln((u + 1)(u + 2) · · · (u + n))−m lnu. (23)
Let u1 be the unique positive solution of the equation φ′(u) = 0 (see [5] for the proof that
u1 is unique). Let t1 = m/(n − m) and B = φ(u1) − n ln(1 + t1) + m ln t1. Finally let g(t1) =
u−11 [m(n −m)/(nφ′′(u1))]1/2.
Theorem A.1 (Temme). The relation
c(n,m) ∼ eB g(t1)
(
n
m
)
(24)
holds uniformly for 1m n in the limit n → ∞.
We show that our Theorem 3.1 is a consequence of Theorem A.1. In other words, we deduce from
Temme’s formula the fact that the coeﬃcients c(n,m) have a scaled asymptotic behavior in the limit
n → ∞ with the ratio m/n ﬁxed, which is not clear a priori.
Proposition A.2. Let x be a real number such that 0< x< 1. Using the previous deﬁnitions with m = [nx], the
following relation holds:
lim
n→∞
ln(eB g(t1)
( n
[nx]
)
)
n lnn
= 1− x. (25)
To prove this, the following lemma will be useful. It shows that u1/n has a nice behavior for
large n.
Lemma A.3. For n suﬃciently large we have:
x2
6(4/3− x) 
u1
n
 x
1− x +
1
n
. (26)
Proof. Let f (u) = 1/(u + 1) + 1/(u + 2) + · · · + 1/(u + n). Recall that u1 satisﬁes the relation
φ′(u1) = f (u1) − [nx]
u1
= 0. (27)
For the second inequality in (26), note that:
n
u1 + n 
1
u1 + 1 +
1
u1 + 2 + · · · +
1
u1 + n =
[nx]
u1
 nx+ 1
u1
,
so that u1  (n(x + 1/n))/(1 − (x + 1/n))  nx/(1 − x) + 1, where the last inequality holds for n
suﬃciently large.
For the ﬁrst inequality in (26), let α = x2/(6(4/3 − x)) so that x/2 + (1 − x/2)α/(α + x/2) = 3x/4
and p = [xn/2]. Since the function u → u f (u) is increasing for positive u, it is suﬃcient to show that
f (αn) (nx− 1)/(αn). Then:
f (αn) = 1
αn + 1 +
1
αn + 2 + · · · +
1
αn + n
 p
αn
+ n − p
αn + p
 xn/2 + n − (xn/2− 1)αn αn + xn/2− 1
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2α
+ 1− x/2− 1/n
α + x/2− 1/n =
3x
4α
− 1− x/2
α + x/2 +
1− x/2− 1/n
α + x/2− 1/n
 x
α
− 1
nα
, (28)
where the last inequality holds for n suﬃciently large. 
Proof of Proposition 5.2. Let us show that only the term φ(u1) entering the expression for B provides
the dominant contribution on the right-hand side of Eq. (25). More precisely:
– Using Stirling’s formula, it is easy to see that limn→∞
ln( n[nx])
n lnn = 0.
– To show that limn→∞ ln g(t1)n lnn = 0, it is suﬃcient to show that limn→∞ lnφ
′′(u1)
n lnn = 0. It is convenient
to write φ′′(u1) as φ′′(u1) = ψ ′(u1 + n + 1) − ψ ′(u1 + 1) + [nx]/u21, where ψ is the psi function.
Lemma A.3 and the fact that ψ ′(x) ∼ 1/x for large x (see e.g. [17]) give the result.
– It is clear that limn→∞ ln |−n ln(1+t1)+[nx] ln t1|n lnn = 0.
– Finally, observe that φ(u1) = ln(u1 +n+ 1)− ln(u1 + 1)− [nx] lnu1. Stirling’s formula and the
fact that ln(u1 + n + 1) = ln(u1 + 1) + o(lnn) (which is a consequence of Lemma A.3) show that
limn→∞ φ(u1)n lnn = 1− x. This concludes the proof. 
Thus we have reproduced the scaled asymptotic behavior of c(n, [nx]) using Temme’s result. How-
ever, it seems diﬃcult to also reproduce by this means the error estimate stated in Theorem 3.1. To
this end, it would be necessary to give a more precise asymptotic behavior of u1.
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