Abstract This paper presents a Bayesian diagnostic procedure for examining change-point assumption in the competing risks model framework. It considers the family of distributions arising from the cause-specific model as reported by Chiang (Introduction to stochastic processes in biostatistics. Wiley, New York, 1968) upon which change-points are added to accommodate possible distributional heterogeneity. Model departure, due to misspecification of change-points associated with either the overall survival distribution or cause-specific probabilities, is quantified in terms of a sequence of cumulative-sum statistics between each pair of adjacent change-points assumed. When assessing the asymptotic behavior of each sequence of cumulative-sum statistics using its posterior predictive p-values, see Rubin (Ann Stat 12:1151-1172, 1984 and partial posterior predictive p-values as reported by Bayarri and Berger (J Am Stat Assoc 95:1127-1142, 2000, we show that both types of p-values attain their greatest departure from 0.5 at the change-point that is missed in the assumed model, from which a diagnostic procedure is formalized. Statistical power of these two types of p-values is discussed.
Introduction
In statistical modeling, change-points are used to mark the time points at which the parameters of the population distribution undergo sharp change. Change-point problems have been addressed in the framework of hypothesis testing (Hinkley 1971; Hinkley and Hinkley 1970; Pettitt 1980; James et al. 1987; Raftery and Akman 1986) and model estimation (Smith 1975; Raftery and Akman 1986; Barry and Hartigan 1993; Stephens 1994) . Particularly, in the Bayesian paradigm, change-points are regarded as either model parameters that are subject to posterior sampling (Smith 1975; Raftery and Akman 1986; Barry and Hartigan 1993; Stephens 1994) , or a model's special characteristics to be sought via model selection procedures (e.g., Raftery and Akman 1986; Denison et al. 2002) . Due to computational or analytical complexity, these formal procedures however can be hard tailored to suit situations that involve multiple (nested) processes, each having a distinct set of multiple change-points. One such situation, the subject matter of this paper, is the analysis of competing risks models where the underlying distributions are governed by multiple change-points. Specifically, we consider Chiang's (1968) cause-specific models where both the underlying survival distribution and the cause-specific failure probabilities are subject to multiple change-points. The main objective of the present paper is to identify the most likely change-points of these competing risks models using the Bayesian posterior predictive check approach.
Following Guttman (1967) and Rubin (1984) , a series of studies on posterior predictive p-values (PPP) and their applications to model validation have been proposed (Meng 1994; Gelman et al. 1996a Gelman et al. , 1996b Glickman and Stern 1998) . In essence, PPP of a statistic T is the tail area of the expected posterior predictive distribution of T with respect to its realization. PPP has been praised for its ease of implementation (see Chen et al. 2000; Robert 1994 ) as well as possible accommodation of improper objective priors when the posterior is proper.
However, PPP generally is less variable than uniform (0, 1), the conventional reference distribution for gauging p-values under the null (Meng 1994). Specifically, when used as a formal test for evaluating the fit of the null model to a univariate T , PPP can be conservative (less likely to reject the null than it should) due to the socalled "double use of the data." This is because T is first included in part for computing the posterior distribution of the parameters needed for generating the posterior predictive samples and is subsequently used in evaluating the tail area of the target posterior predictive distribution (see Bayarri and Berger 2000) . Thus, it is useful to consider adjusted PPP that conforms more closely to uniform (0, 1). This has been made possible by Bayarri and Berger (2000) , known as the partial posterior predictive p-value (PPPP) or the conditional posterior predictive p-value (CPPP). As in the spirit of PPP, both PPPP and CPPP involve calculating the posterior predictive distribution of some statistic T . However, while CPPP is based on the posterior of the model parameters ψ given some statistics U, typically being the conditional MLE of ψ given T , PPPP is based on the posterior after removing the information about ψ contained in the observed T .
The present work is primarily a comparison of PPPP with PPP in identifying change-points in the cause-specific competing risks model considered in Sect. 2. We note that if the assumed model is correct, then both the means of PPP and PPPP
