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a b s t r a c t
We provide convergence results for very general majorizing sequences of iterative
methods. Using our new concept of recurrent functions, we unify the semilocal
convergence analysis of Newton-type methods (NTM) under more general Lipschitz-
type conditions. We present two very general majorizing sequences and we extend
the applicability of (NTM) using the same information before Chen and Yamamoto
(1989) [13], Deuflhard (2004) [16], Kantorovich and Akilov (1982) [19], Miel (1979) [20],
Miel (1980) [21] and Rheinboldt (1968) [30]. Applications, special cases and examples are
also provided in this study to justify the theoretical results of our new approach.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this study we are concerned with the problem of approximating a locally unique solution x⋆ of equation
F(x)+ G(x) = 0, (1.1)
where, F is a Fréchet-differentiable operator defined on a open subset D of a Banach space X with values in X and
G : D −→ X is a continuous operator.
A large number of problems in appliedmathematics and also in engineering are solved by finding the solutions of certain
equations. For example, dynamic systems are mathematically modeled by difference or differential equations and their
solutions usually represent the states of the systems. For the sake of simplicity, assume that a time-invariant system is driven
by the equation x˙ = T (x), for some suitable operator T , where x is the state. Then the equilibrium states are determined
by solving Eq. (1.1). Similar equations are used in the case of discrete systems. The unknowns of engineering equations can
be functions (difference, differential and integral equations), vectors (systems of linear or nonlinear algebraic equations), or
real or complex numbers (single algebraic equations with single unknowns). Except in special cases, the most commonly
used solution methods are iterative—when starting from one or several initial approximations a sequence is constructed
that converges to a solution of the equation. Iteration methods are also applied for solving optimization problems. In such
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cases, the iteration sequences converge to an optimal solution of the problem at hand. Since all of these methods have the
same recursive structure, they can be introduced and discussed in a general framework.
Newton-type methods (NTM)
xn+1 = xn − A−1n (F(xn)+ G(xn)) (n ≥ 0), (x0 ∈ D), (1.2)
are used to generate a sequence {xn} approximating x⋆ [1–33]. Here, A(x) ∈ L(X,Y) the space of bounded linear operators
fromX intoY is an approximation to Fréchet-derivative F [5]. Themost popular choice for operators A and G is A(x) = F ′(x)
and G(x) = 0, (x ∈ D). Then, we obtain the Newton method (NM)
xn+1 = xn − F ′(xn)−1F(xn), (x0 ∈ D), (n ≥ 0). (1.3)
Another interesting choice of operator A is
A(x) = I− 1
2
F ′(x)−1F ′′(x)F ′(x)−1F(x),
then, if G(x) = 0 (x ∈ D), (1.2) becomes Halley’s method
xn+1 = xn −

I− 1
2
F ′(xn)−1F ′′(xn)F ′(xn)−1F(xn)
−1
F(xn), (x0 ∈ D), (n ≥ 0). (1.4)
Many other choices for A and G are possible [1,5,8,12]. A local as well as a semilocal convergence analysis for (NTM) have
been given by many authors under various Lipschitz-type conditions [1–4,6,11–33]. A survey of recent such results can be
found in [4,8] (see also the references there).
Here, we unify the semilocal study of iterative methods under more general Lipschitz-type conditions and majorizing
sequences than before [13,16,19–21,30]. In particular, we show that it is possible to expand the applicability of iterative
methods and improve the error bound involved using the same information as before.
Majorizing sequences play important role in the study of iterative methods. We define a very general majorizing
sequence. Let η ≥ 0 and αn ≥ 0 be given. Define scalar sequence {tn} (n ≥ 0) by
t0 = 0, t1 = η, tn+2 = tn+1 + αn(tn+1 − tn). (1.5)
If there exists α such that
αn ≤ α < 1 (n ≥ 1), (1.6)
then, sequence {tn} (n ≥ 0), is well defined, non-decreasing, bounded above by:
t⋆⋆ = η
1− α (1.7)
and converges to its unique least upper bound t⋆ satisfying
0 ≤ t⋆ ≤ t⋆⋆. (1.8)
Moreover the following estimates hold for all n ≥ 1:
0 ≤ tn+2 − tn+1 ≤ α(tn+1 − tn) ≤ αn+1η (1.9)
and
t⋆ − tn ≤ η1− αα
n ≤ t⋆⋆. (1.10)
For example, many majorizing sequences of (NTM) (1.2) are special cases of (1.5) [5]. Therefore, choosing sequence {αn}
and also verifying (1.6) is very important.
In this study, we provide conditions implying (1.6), when for βn ≥ 0, γn ≥ 0 (n ≥ 0):
αn = βn1− γntn+1 . (1.11)
Note that (1.6) is obviously such a condition.
Sequence (1.5) for αn given by (1.11) becomes
t0 = 0, t1 = η, tn+2 = tn+1 + βn(tn+1 − tn)1− γntn+1 . (1.12)
We also examine the special case of (1.11), when for δn ≥ 0:
βn = δn(tn+1 − tn). (1.13)
In this case (1.12) can be written as
t0 = 0, t1 = η, tn+2 = tn+1 + δn(tn+1 − tn)
2
1− γntn+1 . (1.14)
The paper in organized as follows: Sections 2 and 3 contain convergence results ofmajorizing sequences (1.12) and (1.14),
respectively. The semilocal convergence result for (NTM) is given in Section 4. Finally, applications, numerical examples and
special cases are provided in the concluding Section 5.
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2. Convergence of majorizing sequence (1.12)
We can show the following convergence result for (1.12).
Lemma 2.1. Let η > 0, γ > 0, {βn} > 0 and γn > 0. Assume that together with
γ0η < 1 (2.1)
and
γn ≤ γ , (2.2)
one of the set of hypotheses holds
(I) There exists parameter α such that
lim
n−→∞βn = 0, (2.3)
gn(α) = βn+1 − βn + α

γn+1
1− αn+2
1− α − γn
1− αn+1
1− α

η ≥ 0 (2.4)
and
β0
1− γ0η ≤ α ≤ 1− γ η. (2.5)
(II) There exists parameter α such that
gn(α) ≤ 0, (2.6)
f1(α) ≤ 0 (2.7)
and
β0
1− γ0η ≤ α ≤ 1− γ η,
where,
f1(s) = β1 + sγ1(1+ s)η − s. (2.8)
Then scalar sequence defined by (1.5) satisfies (1.7)–(1.10).
Proof.
Case (I). We shall use induction to show (1.9). We must have
0 ≤ βn
1− γntn+1 ≤ α. (2.9)
Estimate (2.9) holds for n = 0 by (2.5). Then, we have by (1.12) (for n = 0) that
t2 − t1 ≤ α(t1 − t0) = αη and t2 ≤ η + αη = 1− α
2
1− α η.
Assume (2.9) holds for all k ≤ n. Then, we have again by (1.12) that
tk+1 − tk ≤ α(tk − tk−1) ≤ αkη
and
tk+1 ≤ tk + αkη ≤ tk−1 + (αk−1 + αk)η ≤ t1 + (α + · · · + αk−1 + αk)η = 1− α
k+1
1− α η.
Using this expression for tk+1, we can show instead of (2.9) that
βn + αγn 1− α
n+1
1− α η − α ≤ 0. (2.10)
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Estimate (2.10) motivates us to introduce recurrent functions fn on [0,∞) by
fn(s) = βn + sγn(1+ s+ · · · + sn)η − s ≤ 0. (2.11)
We need a relationship between two consecutive recurrent functions fn:
fn+1(s) = βn+1 + sγn+1(1+ s+ · · · + sn+1)η − s− βn − sγn(1+ s+ · · · + sn)η + s+ fn(s),
so,
fn+1(s) = fn(s)+ βn+1 − βn + s(γn+1(1+ s+ · · · + sn+1)− γn(1+ s+ · · · + sn))η. (2.12)
Estimate (2.10) certainly holds, if
fn(α) ≤ 0. (2.13)
Using hypotheses (2.4) and (2.12) we have:
fn(α) ≤ fn+1(α). (2.14)
Define function f∞ on [0, 1) by
f∞(s) = lim
n−→∞ fn(s). (2.15)
In view of (2.2), (2.11) and (2.15), we get
f∞(α) ≤

γ η
1− α − 1

α (2.16)
and
fn(α) ≤ f∞(α). (2.17)
Hence, (2.13) is satisfied, if
γ η
1− α − 1 ≤ 0, (2.18)
which is true by (2.5).
The induction for (1.9) is completed.
Case (II). We must again show (2.13). This time by (2.6), (2.7) and (2.12), we have
f2(α) = f1(α)+ g1(α) ≤ 0. (2.19)
Assume fk(α) ≤ 0 for all k ≤ n. Then, again by (2.6) and (2.12), we get
fn+1(α) = fn(α)+ gn(α) ≤ 0. (2.20)
We also have by (2.13) and (2.15)
f∞(α) = lim
n−→∞ fn(α) ≤ 0.
That completes the induction.
Therefore, sequence {tn} is non-decreasing, bounded above by t⋆⋆ and as such it converges to its unique least bound t⋆
satisfying (1.8).
Finally, estimate (1.10) follows from (1.9) by using standard majorization techniques [5,8,19].
That completes the proof of Lemma 2.1. 
3. Convergence of majorizing sequence (1.14)
Lemma 3.1. Let γn > 0, δn > 0 and η > 0 be given parameters. Define functions {fn} (n ≥ 1), {gn} (n ≥ 0) on [0,∞) by
fn(s) = δnsn−1η + γn(1+ s+ · · · + sn)η − 1 (3.1)
and
gn(s) = γn+1sn+1 + (δn+1 + γn+1 − γn)sn + (γn+1 − γn − δn)sn−1 + (γn+1 − γn)sn−2 + · · · + (γn+1 − γn). (3.2)
Assume there exist parameters α, γ such that
γ0η < 1, γn ≤ γ (3.3)
and
δ0
1− γ0η ≤ α ≤ 1− γ η. (3.4)
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We also suppose that the following assumptions (I) or (II) hold:
(I) There exists parameter α such that
gn(α) ≥ 0 (3.5)
and
f∞(α) ≤ 0, (3.6)
where,
f∞(s) = lim
n−→∞ fn(s), (3.7)
(II)
f1(α) ≤ 0 (3.8)
and
gn(α) ≤ 0. (3.9)
Then scalar sequence defined by (1.14) is well defined, non-decreasing, bounded from above by:
t⋆⋆ = η
1− α (3.10)
and converges to its unique least upper bound t⋆ satisfying
0 ≤ t⋆ ≤ t⋆⋆. (3.11)
Moreover, the following estimates hold for all n ≥ 1:
0 ≤ tn+2 − tn+1 ≤ α(tn+1 − tn) ≤ αn+1η (3.12)
and
0 ≤ t⋆ − tn ≤ η1− αα
n ≤ t⋆⋆. (3.13)
Proof. We shall show using induction that
0 <
δn(tn+1 − tn)
1− γntn+1 ≤ α (n ≥ 0). (3.14)
Estimate (3.12) will then follow from (1.14) and (3.14). Inequality (3.14) holds for n = 0 by (3.4) and (1.14). That is (3.12)
holds for n = 0. Assume (3.14) holds for all k ≤ n.
Replacing the expression of tk in (2.9), we obtain that estimate (3.14) certainly holds if
δnα
kη + αγk 1− α
k+1
1− α η − α ≤ 0, (3.15)
or
δnα
k−1η + γk(1+ α + · · · + αk)η − 1 ≤ 0 ≤ 0. (3.16)
Estimate (3.16) motivates us to define recurrent functions fk (k ≥ 0) given by (3.1). Estimate (3.14) is true, if
fk(α) ≤ 0 (k ≥ 1). (3.17)
We need a relationship between two consecutive functions fk:
fk+1(s) = δk+1skη + γk+1(1+ s+ · · · + sk+1)η − 1− δksk−1η − γk(1+ s+ · · · + sk)η + 1+ fk(s)
so,
fk+1(s) = fk(s)+ gk(s)η, (3.18)
where, gk is given by (3.2).
Case of (I). It then follows from (3.5), (3.7) and (3.18) that
f∞(s) ≥ fk+1(α) ≥ fk(α) for all k. (3.19)
Hence, (3.17) holds by (3.6) and (3.19).
Case of (II). Using (3.8), (3.9) and (3.18), we get
f2(α) = f1(α)+ g1(α)η ≤ 0. (3.20)
That is (3.17) holds for k = 1.
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Assume fk(α) ≤ 0 for all k ≤ n, then again by (3.9) and (3.18)
fk+1(α) = fk(α)+ gk(α)η ≤ 0,
which shows (3.18) for all k.
Note that
f∞(α) = lim
n−→∞ fn(α) ≤ 0.
The induction for (3.18) is completed.
Hence, sequence {tn} is non-decreasing, bounded above by t⋆⋆ and as such it converges to t⋆ satisfying (3.9). Finally,
estimate (3.13) follows from (2.13) by using standard majorization techniques [5,19].
That completes the proof of Lemma 3.1. 
We need the following assumptions:
(C1) There exist a, b, α and unique positive zero denoted by sn for each function gn such that
γn ≤ a,
δn ≤ b
and
max

δ0η
1− γ0η , s
⋆

≤ α ≤ 1− aη,
where, s⋆ = supn≥0 sn.
(C2) There exist a, b, α such that
γn+1 < γn ≤ a,
δn ≤ b
and
max

δ0η
1− γ0η , s
⋆

≤ α ≤ 1− aη.
Note that by (3.2) and γn+1 < γn, we have gn(0) = γn+1 − γn < 0. Moreover lims−→∞ gn(s) = ∞. It follows by the
intermediate value theorem that each function gn has at least one positive zero sn. By Descarte’s rule of signs, sn is the
unique positive zero of gn.
(C3) There exist a, b, α such that
γn ≤ γn+1 ≤ a,
δn ≤ b
and
max

δ0η
1− γ0η , r
⋆

≤ α ≤ 1− aη,
where,
rn = 2δn
δn+1 +

δ2n+1 + 4γn+1δn
and r⋆ = sup rn.
(C11) Each function gn has a minimal zero sn in (0, 1) and there exists α such that
δ0η
1− γ0η ≤ α ≤ min{s
⋆, s0} < 1,
where,
s⋆ = inf sn and s0 = 1− (γ1 + δ1)η
γ1η
.
Note that f1(s0) = 0.
(C22) γn+1 < γn and there exists α such that
δ0η
1− γ0η ≤ α ≤ min{s
⋆, s0} < 1.
See (C2) for the existence and uniqueness of zeros sn.
(C33) γn+1 ≤ γn and there exists α such that
δ0η
1− γ0η ≤ α ≤ min{r
⋆, s0} < 1,
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where,
r⋆ = inf rn.
With the notation of Lemma 3.1, we have the following result.
Corollary 3.2. Assume together with (3.3) that any of conditions (Ci), (Cii) (i = 1, 2, 3) hold. Then, the conclusions
of Lemma 3.1 hold.
Proof. We note that
gn(s) = gn(s)+ (γn+1 − γn)(1+ s+ · · · + sn) (3.21)
and rn are the unique positive roots of polynomials gn.
Case (C1). We have gn(α) ≥ 0 since α ≥ s⋆ and for s ∈ (0, 1)
f∞(s) = lim
n−→∞(δns
n−1η + γn(1+ s+ · · · + sn)η − 1)
≤ b lim
n−→∞ s
n−1η + a lim
n−→∞
1− sn+1
1− s η − 1
= aη
1− s − 1.
In particular, f∞(1− aη) = 0, so by the choice of α, we conclude f∞(α) ≤ 0.
Case (C2). This part follows from (C1) and the remark after (C1).
Case (C3). It follows from (3.21), γn+1 ≤ γn and the choice of α that (3.5) holds. Inequality (3.8) holds in all case (Cii) (i =
1, 2, 3), since α ≤ s0. Moreover, (3.9) holds by α ≤ s⋆.
That completes the proof of Corollary 3.2. 
The following is a special case of (C3).
Corollary 3.3 ([7]). Assume there exist constants L0 ≥ 0, L ≥ 0 and η ≥ 0, with L0 ≤ L, such that:
hAH = Lη

≤1
2
if L0 ≠ 0
<
1
2
if L0 = 0,
(3.22)
where,
L = 1
8

L+ 4L0 +

L2 + 8L0L

.
Then, sequence {tk} (k ≥ 0) given by
t0 = 0, t1 = η, tk+1 = tk + L(tk − tk−1)
2
2(1− L0tk) (k ≥ 1),
is nondecreasing, bounded above by t⋆⋆ and converges to its unique least upper bound t⋆ ∈ [0, t⋆⋆], where
t⋆⋆ = 2η
2− δ ,
δ = 4L
L+L2 + 8L0L < 2 for L0 ≠ 0.
Moreover the following estimates hold:
L0t⋆ ≤ 1,
0 ≤ tk+1 − tk ≤ δ2 (tk − tk−1) ≤ · · · ≤

δ
2
k
η, (k ≥ 1),
tk+1 − tk ≤

δ
2
k
(2hAH)2
k−1η, (k ≥ 0),
0 ≤ t⋆ − tk ≤

δ
2
k
(2hAH)2
k−1η
1− (2hAH)2k
, (2hAH < 1), (k ≥ 0).
Proof. Set γn = a and δn = b in (C3). The proof for the error bounds can be found in [7]. That completes the proof of
Corollary 3.3. 
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Remark 3.4. (1) If a = b, we obtain the famous for its simplicity and clarity Newton–Kantorovich hypothesis for solving
nonlinear equations
hK = aη ≤ 12 . (3.23)
As already noted in [7,9,10]
hK ≤ 12 H⇒ hAH ≤
1
2
but not necessarily vice versa unless if a = b.
We also have a ≤ b holds in general and ab can be arbitrarily small. We also get
hAH
hK
−→ 1
4
as
a
b
−→ 0.
That is our approach at most quadruples the application of Newton’s method. Concerning the error bound, ours are
tighter for a < b, since 2hAH < 2hK . Numerical examples where a < b can be found in [5–10] and in Section 5.
(2) Scalar sequences {βn}, {γn} and {δn} are functions of tn (see Section 5, Application 5.1). Then, in the case of r⋆, we shall
choose an upper bound r⋆ (or a lower bound s⋆ in case of s⋆) independent of n to replace tn with such as η or
η
1−α .
4. Semilocal convergence analysis
We provide the main semilocal convergence result of (NTM).
Theorem 4.1. Let F :D ⊆ X −→ Y be a Fréchet-differentiable operator. Let G : D −→ Y be a continuous operator and let
A(x) ∈ L(X,Y) be an approximation of F ′(x) (x ∈ D). Assume that there exist x0 ∈ D, η > 0, a bounded inverse A(x0)−1
of A(x0), functionals v : D2 −→ [0,∞), w : D −→ [0, 1), z : D −→ [0,∞) and p : D2 −→ [0,∞) such that for all
x, y ∈ D:
‖A(x0)−1(F(y)− F(x)− F ′(x)(y− x))‖ ≤ v(x, y)‖y− x‖, (4.1)
‖A(x0)−1(A(x)− A(x0))‖ ≤ w(x), (4.2)
‖A(x0)−1(F ′(x)− A(x))‖ ≤ z(x), (4.3)
‖A(x0)−1(G(x)− G(y))‖ ≤ p(x, y)‖x− y‖, (4.4)
η ≥ ‖A(x0)−1(F(x0)+ G(x0))‖; (4.5)
there exists α such that
0 < αn = βn1− λn ≤ α < 1 (n ≥ 0) (4.6)
and
U(x0, t⋆) = {x ∈ X : ‖x− x0‖ ≤ t⋆} ⊆ D, (4.7)
where,
λn = w(xn+1) and βn = v(xn, xn+1)+ p(xn, xn+1)+ z(xn).
Then
(a) Scalar sequence {tn} generated by (1.5) is non-decreasing and convergent to t⋆, so that estimates (1.7)–(1.10) hold.
(b) Sequence {xn} (n ≥ 0) generated by (NTM) is well defined, remains in U(x0, t⋆) for all n ≥ 0 and converges to a zero
x⋆ ∈ U (x0, t⋆) of Eq. (1.1).
Moreover, the following estimates bounds hold for all n ≥ 1:
‖xn+1 − xn‖ ≤ tn+1 − tn ≤ αnη (4.8)
and
‖xn − x⋆‖ ≤ t⋆ − tn ≤ α
nη
1− α . (4.9)
Furthermore, if there exists α⋆ such that
0 < α⋆n =
β⋆n
1− λn ≤ α
⋆ < 1 (n ≥ 0), (4.10)
then, the limit point x⋆ is unique zero of (1.1) in U(x0, t⋆), where
β⋆n = v(xn, x⋆)+ p(xn, x⋆)+ z(xn).
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Proof.
(a) This part can be found in the introduction of this study.
(b) We shall show using induction that sequence {xk} is well defined,
‖xk+1 − xk‖ ≤ tk+1 − tk (4.11)
and
U(xk+1, t⋆ − tk+1) ⊆ U(xk, t⋆ − tk). (4.12)
Let q ∈ U(x1, t⋆ − t1). Then, estimate
‖q− x0‖ ≤ ‖q− x1‖ + ‖x1 − x0‖
≤ t⋆ − t1 + t1 − t0 = t⋆ − t0, (4.13)
implies q ∈ U(x0, t⋆ − t0). We also have
‖x1 − x0‖ = ‖A−10 (F(x0)+ G(x0))‖ ≤ η = t1 − t0, (4.14)
which together with (4.13) show (4.11) and (4.12) for k = 0.
Let us assume {xk} is well defined for all k ≤ n. Using the induction hypotheses we get
‖xk − x0‖ ≤
k−
i=1
‖xi − xi−1‖ ≤
k−
i=1
(ti − ti−1) = tk − t0 = tk < t⋆.
That is xk ∈ U(x0, t⋆).
Using (1.2), we obtain the approximation
F(xk+1)+ G(xk+1) = F(xk+1)+ G(xk+1)− F(xk)− G(xk)− A(xk)(xk+1 − xk)
= (F(xk+1)− F(xk)− F ′(xk)(xk+1 − xk))+ (F ′(xk)− A(xk))(xk+1 − xk)
+ (G(xk+1)− G(xk)). (4.15)
It then follows from (4.1), (4.3), (4.4) and (4.15), the definition of βk and the induction hypotheses that
‖A(x0)−1(F(xk+1)+ G(xk+1))‖ ≤ (v(xk, xk+1)+ p(xk, xk+1)+ z(xk+1))‖xk+1 − xk‖
≤ βk(tk+1 − tk). (4.16)
Using (4.2) for x = xk+1 and the Banach lemma on invertible operators [5,19], we have A(xk+1)−1 ∈ L (Y,X) so that
‖A(xk+1)−1A(x0)‖ ≤ 11− w(xk+1) =
1
1− λk . (4.17)
Then, by (1.2), (1.5), (4.16) and (4.17), we get
‖xk+2 − xk+1‖ ≤ ‖A(xk+1)−1A(x0)‖‖A(x0)−1(F(xk+1)+ G(xk+1))‖
≤ βk(tk+1 − tk)
1− λk = αk(tk+1 − tk) = tk+2 − tk+1, (4.18)
which completes the induction for (4.11).
Let q0 ∈ U(xk+1, t⋆ − tk+1), then we get
‖q0 − xk‖ ≤ ‖q0 − xk+1‖ + ‖xk+1 − xk‖
≤ t⋆ − tk+1 + tk+1 − tk = t⋆ − tk, (4.19)
which shows (4.12) for all k.
The induction for (4.11) and (4.12) is completed. In view of (4.11) and (4.12), sequence {xk} (k ≥ 0) is Cauchy (since {tn}
is Cauchy) in a Banach spaceX and as such it converges to some x⋆ ∈ U(x0, t⋆) (since U(x0, t⋆) is a closed set). By letting
k −→ ∞ in (4.16), we get F(x⋆) + G(x⋆) = 0 (since A(x0)−1, βk are bounded and {tk} is a Cauchy sequence). Estimate
(4.9) follows from (4.11) by using standard majorization techniques [5,19].
Finally to show the uniqueness part, let y⋆ be a zero of F + G in U(x0, t⋆). Using (1.2), we get the approximation
xk+1 − y⋆ = A(x0)−1(F(y⋆)− F(xk)− F ′(xk)(y⋆ − xk))+ A(x0)−1(F ′(xk)− A(xk))(y⋆ − xk)
+ A(x0)−1(G(y⋆)− G(xk)). (4.20)
Using (1.4), (4.1)–(4.4), (4.17) and (4.20), we get
‖xk+1 − y⋆‖ ≤ β
⋆
n
1− λn ‖xk − y
⋆‖
= α⋆n‖xk − y⋆‖ ≤ α⋆‖xk − y⋆‖ < ‖xk − y⋆‖, (4.21)
from which we deduce x⋆ = y⋆.
That completes the proof of Theorem 4.1. 
Note that t⋆⋆ given in closed form by (1.7) can replace t⋆ in Theorem 4.1.
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5. Special cases and applications
In this section we show how to choose sequences and functions introduced in the previous sections for some interesting
cases.
Application 5.1. Newton’s method (1.3). Let G(x) = 0 and A(x) = F ′(x) (x ∈ D).
(i) Assume the Lipschitz conditions [5,8]
‖F ′(x0)−1(F ′(x)− F ′(y))‖ ≤ b‖x− y‖,
‖F ′(x0)−1(F ′(x)− F ′(x0))‖ ≤ a‖x− x0‖ for all x, y ∈ U(x0, t⋆) ⊆ D.
Choose:
βn = b, γn = a (n ≥ 0),
v(x, y) =
∫ 1
0
(F ′(x+ t(y− x))− F ′(x)) dt
 , z(x) = 0,
w(x) = a‖x− x0‖, p(x, y) = 0,
for all x, y ∈ D .
Then delicate conditions (4.6) and (4.10) reduce to (3.22) and at⋆ ≤ 1 (or (a+ b)t⋆ < 1), respectively.
The advantages of this approach over the one given in the Newton–Kantorovich theorem for solving nonlinear equations
[5,8] have already been given in Corollary 3.2 with (C3), Corollary 3.3 and Remark 3.4.
According to Corollary 3.2 with (C3) and Remark 3.4, our condition (3.22) can be weakened if we can find upper bounds on
γn and δn tighter than a and b, respectively. Below we present such cases.
(ii) Assume [1,5,8]
‖F ′(x0)−1F(x0)‖ ≤ η,
‖F ′(x0)−1F ′′(x0)‖ ≤ b0,
‖F ′(x0)−1(F ′′(x)− F ′′(x0))‖ ≤ b1‖x− x0‖
and
‖F ′(x0)−1(F ′(x)− F ′(x0))‖ ≤ a‖x− x0‖ for all x ∈ U(x0, r) ⊆ D.
Define polynomial p on [0,∞) by
p(s) = b1
6
s3 + b0
2
s2 − s+ η.
Note that we must have p(r) = 0.
In view of the estimate
F(y)− F(x)− F ′(x)(y− x) =
∫ 1
0
F ′′(x+ t(y− x))(1− t)(y− x)2 dt,
we can choose
v(x, y) =
∫ 1
0
F ′′(x+ t(y− x))(1− t)(y− x) dt
 , w(x) = a‖x− x0‖,
z(x) = 0, p(x, y) = 0, γn = a, δn = 12

b1
3
(tn+1 − tn)+ b0

,
b2 = 12

b1η
3(1− α) + b0

, b2 = 12

b1η
3
+ b0

and
r⋆ ≥ r⋆ = 2b2
b2 +

b
2
2 + 4ab2
,
for all x, y ∈ D .
If b2 < b (used in (i) above), then hypothesis (3.22) with b2 replacing b is weaker than in case (i).
The sufficient convergence condition already in the literature [1,5,8] is
η ≤ (b
2
0 + 2b1)3/2 − 3b0b1 − b30
3b21
,
which is different from (3.22) with b being b2 or not.
I.K. Argyros, S. Hilout / Journal of Computational and Applied Mathematics 236 (2012) 1947–1960 1957
(iii) Assume [1,5,8]
‖F ′(x0)−1F(x0)‖ ≤ η,
‖F ′(x0)−1F ′′(x)‖ ≤ p′′1(‖x− x0‖) =
2γ
(1− γ ‖x− x0‖)3
and
‖F ′(x0)−1(F ′(x)− F ′(x0))‖ ≤ a‖x− x0‖ for all x ∈ U

x0,
1
γ

1− 1√
2

⊆ D,
where,
p1(s) = γ s
2
1− γ s − s+ η.
We can choose
v(x, y) =
∫ 1
0
F ′′(x+ t(y− x))(1− t)(y− x) dt
 , w(x) = a‖x− x0‖,
z(x) = 0, p(x, y) = 0, γn = a, δn =
∫ 1
0
p′′1(tn + t(tn+1 − tn))(1− t)(tn+1 − tn) dt
and
b3 = 12p
′′
1

η
1− α

.
If b3 < b (b as used in (i) above), then hypothesis (3.22) with b3 replacing b in weaker than in case (i).
The sufficient convergence condition [1,5,8] is
η ≤ 1
γ
(3− 2√2).
The three cases in Application 5.1 constitute an incomplete list of possibilities. Note that in practice, we will test these
conditions to see which one is verified (if any). If more than one set of conditions is verified, then wewill use the one providing
the tighter error bounds on the distances ‖xn+1 − xn‖, ‖xn − x⋆‖ and the more precise information on the location of the
solution x⋆.
Application 5.2. Newton-type method (1.2).
Assume the following conditions [5,8]
‖A(x0)−1(F(x0)+ G(x0))‖ ≤ η,
‖A′(x0)−1(F ′(x)− F ′(y))‖ ≤ c1‖x− y‖,
‖A′(x0)−1(F ′(x)− A(x))‖ ≤ c2‖x− x0‖ + c3,
‖A′(x0)−1(A(x)− A(x0))‖ ≤ c4‖x− x0‖ + c5,
‖A′(x0)−1(G(x)− G(y))‖ ≤ c6‖x− y‖,
for all x, y ∈ U(x0, r) ⊆ D , where,
p2(s) = σ2 s
2 − (1− σ0)s+ η, σ0 = c3 + c5,
σ = max{c1, c2 + c4} and p2(r) = 0.
We can choose for x, y ∈ D:
v(x, y) =
∫ 1
0
(F ′(x+ t(y− x))− F ′(x)) dt(x− y)
 ,
w(x) = c4‖x− x0‖ + c5, p(x, y) = c6, z(x) = c2‖x− x0‖ + c3,
constant α (used in (4.6)) by
α = c7
c8
,
where,
c7 = c4η1− α and c8 = 1−

1
2
c1η
1− α +
c2η
1− α + c3 + c6

.
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The hypothesis in [5,8]
η ≤ 1
2σ
(1− σ0)2.
More general than the above choices of functions v,w and z can be found in [2].
We present now some numerical examples. Other applications and examples are also found in [2–8].
Example 5.3 ([5,8]). Let X = Y = R2, be equipped with the max-norm, x0 = (1, 1)T ,U0 = {x : ‖x − x0‖ ≤ 1 − ϱ},
ϱ ∈ 0, 12  and define function F on U0 by
F(x) = (ξ 31 − ϱ, ξ 32 − ϱ)T , x = (ξ1, ξ2)T . (5.1)
The Fréchet-derivative of operator F is given by
F ′(x) =
[
3ξ 21 0
0 3ξ 22
]
.
Using Application 5.1 and hypotheses of Theorem 4.1, we get:
η = 1
3
(1− ϱ), a = 3− ϱ and b = 2 (2− ϱ).
The Kantorovich condition (3.23) is violated, since
2hK = 43 (1− ϱ)(2− ϱ) > 1 for all ϱ ∈
[
0,
1
2

.
Hence, there is no guarantee that Newton’s method (1.3) converges to x⋆ = ( 3√ϱ, 3√ϱ)T , starting at x0.
However, our condition (3.22) is true for all ϱ ∈ I = 0.450339002, 12 . Hence, the conclusions of our Theorem 4.1 can
apply to solve Eq. (5.1) for all ϱ ∈ I .
Example 5.4. Define the scalar function F by F(x) = d0x + d1 + d2 sin ed3x, x0 = 0, where di, i = 0, 1, 2, 3 are given
parameters. Then it can easily be seen that for d3 large and d2 sufficiently small, ab can be arbitrarily large.
Example 5.5 ([5,8]). LetX = Y = C[0, 1] be the space of real-valued continuous functions defined on the interval [0, 1]
with norm
‖x‖ = max
0≤s≤1
|x(s)|.
Let θ ∈ [0, 1] be a given parameter. Consider the ‘‘Cubic’’ integral equation
u(s) = u3(s)+ λu(s)
∫ 1
0
q(s, t)u(t) dt + y(s)− θ. (5.2)
Here the kernel q(s, t) is a continuous function of two variables defined on [0, 1] × [0, 1]; the parameter λ is a real
number called the ‘‘albedo’’ for scattering; y(s) is a given continuous function defined on [0, 1] and x(s) is the unknown
function sought in C[0, 1]. Equations of the form (5.2) arise in the kinetic theory of gasses [5]. For simplicity, we choose
u0(s) = y(s) = 1 and q(s, t) = ss+t , for all s ∈ [0, 1] and t ∈ [0, 1], with s + t ≠ 0. If we letD = U(u0, 1 − θ) and define
the operator F onD by
F(x)(s) = x3(s)− x(s)+ λx(s)
∫ 1
0
q(s, t)x(t) dt + y(s)− θ, (5.3)
for all s ∈ [0, 1], then every zero of F satisfies Eq. (5.2).
We have the estimates
max
0≤s≤1
∫ 1
0
s
s+ t dt
 = ln 2.
Therefore, if we set ξ = ‖F ′(u0)−1‖, then it follows from Application 5.1 and Theorem 4.1 that
η = ξ(|λ| ln 2+ 1− θ),
b = 2ξ(|λ| ln 2+ 3(2− θ)) and a = ξ(2|λ| ln 2+ 3(3− θ)).
It follows fromApplication 5.1 and Theorem4.1 that if our condition (3.22) holds, thenproblem (5.2) has a unique solution
near u0. This assumption is weaker than the one given before using the Newton–Kantorovich hypothesis (3.23).
Note also that a < b for all θ ∈ [0, 1].
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Example 5.6. Let X = Y = C[0, 1], equipped with the max-norm. Consider the following nonlinear boundary value
problem [5]
u′′ = −u3 − γ u2
u(0) = 0, u(1) = 1.
It is well known that this problem can be formulated as the integral equation
u(s) = s+
∫ 1
0
Q(s, t)(u3(t)+ γ u2(t)) dt (5.4)
whereQ is the Green function:
Q(s, t) =

t(1− s), t ≤ s
s(1− t), s < t.
We observe that
max
0≤s≤1
∫ 1
0
|Q(s, t)| dt = 1
8
.
Then problem (5.4) is in the form (1.1), where, F : D −→ Y is defined as
[F(x)](s) = x(s)− s−
∫ 1
0
Q(s, t)(x3(t)+ γ x2(t)) dt.
If we set u0(s) = s andD = U(u0, R), then since ‖u0‖ = 1, it is easy to verify that U(u0, R) ⊂ U(0, R + 1). If 2γ < 5,
then, the operator F ′ satisfies conditions of Application 5.1, with
η = 1+ γ
5− 2γ , b =
γ + 6R+ 3
4
, a = 2γ + 3R+ 6
8
.
Note that a < b.
6. Conclusion
In order to approximate a locally unique solution of nonlinear equation in a Banach spaces, we provided two very general
majorizing sequences using our new concept of recurrent functions. Combiningmore general Lipschitz and center-Lipschitz
conditions on the Fréchet-derivative of the involved operator, we obtained new semilocal convergence analysis of (NTM).
Our results extend the applicability of (NTM) studied in [13,16,19–21,30]. Applications and numerical examples are also
provided in this study.
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