The human brain is an immense biological neural network characterized by high degrees of connectivity among neurons. Any system designed to simulate biologically-plausible spiking neuronal networks needs to support such connectivity and the associated communication traffic in the form of spike events. This paper demonstrates the adequacy of multicast communications to achieve such a demanding goal and introduces a collection of algorithms to generate multicast routes. These algorithms target the SpiNNaker interconnect; a two dimensional triangular toroidal mesh with support for selective multicast. As generating multicast routes is a NP-complete problem, these algorithms are an essential ingredient for an efficient operation of SpiNNaker. Although multicast networks have been studied in the literature, existing algorithms cannot be applied efficiently to SpiNNaker. A comprehensive evaluation analyzing the largest configuration of the SpiNNaker system (over 1 million ARM cores) shows that each algorithm provides diverse. benefits and drawbacks which can be exploited to avoid possible bottlenecks. Results show that the communication infrastructure of SpiNNaker will be able to support the high communication pressure exerted by simulating in realtime biologically plausible spiking neural applications
INTRODUCTION
The SpiNNaker neuromimetic architecture system is a biologically-inspired massively-parallel architecture based on a custommade multicore System-on-Chip (SoC). SpiNNaker targets the simulation, in biological real-time, of very large-scale spiking neural networks, with more than 10 9 neurons. To put this number in context, it roughly represents 1% of the neurons in the human brain, or the number of neurons in the brain of a small primate [23] . Spiking neural networks communicate by means of spike events which occur when a neuron is stimulated beyond a given threshold and discharges an electrical impulse. These spikes are communicated to all connected neurons, with typical fan-outs of the order of 10 3 [16] . At a realistic biological firing rate of 10Hz, there could be more than 10 10 neuron firings per second, which can replicate up to 10 13 communication events per second in the largest SpiNNaker configuration. Thus, an essential problem inherent to the simulation of spiking neural networks is how to distribute large numbers of small packets very widely amongst up to the million processors featured by SpiNNaker in an efficient way and with minimal latency. This paper demonstrates the benefits of using a multicast architecture, rather than a more conventional unicast or point-to-point one, for this kind of application. Furthermore, given that constructing multicast routes from a source to a set of destinations is known to be an NP-complete problem [30] , appropriate route generation is a crucial component of any multicast architecture. For this reason we provide a collection of algorithms to generate multicast routes for SpiNNaker which exploit the regularity of the topology. Two of the presented algorithms are based upon wellknown, oblivious routing algorithms used in point-to-point communications and have the advantage of producing multicast routes very quickly. The other two novel algorithms present an intelligent behavior as they use exploration to substantially reduce the number of network resources employed to perform the multicast communication. In the evaluations that follow, we focus on the scalability of the different algorithms and, when possible, we compare them with a unicast approach to show the benefits of multicast when handling the high-connectivity traffic generated by spiking neural networks. Finally, we show that the interconnection network of the largest SpiNNaker system can sustain neurallike traffic even in configurations that are more demanding than those anticipated.
SpiNNaker Machines
The construction of large-scale versions of SpiNNaker is ongoing and is expected to culminate with a 1-million core system by the end of 2014. We have already developed and fabricated some prototypes. Back in 2010 a first batch of test chips (two cores and a fully functional router) were produced and successfully demonstrated running spiking neural nets. This was followed in 2011 by the production of small quantities of full-fledged SpiNNaker chips with 18 ARM cores and the development of small boards, able to house 4 SpiNNaker chips and to support inter-board communications (see Fig. 1 ). These boards, due to their low-power design, have been used as control devices for robotic systems [14] , providing them with real-time stimulus-response behavior [18] . The next step towards the full-fledged SpiNNaker was the production of 48-chip boards (also shown in Fig. 1 ) which are interconnected to form increasingly large implementations of SpiNNaker -one board forms a 10 3 -core machine, one 24-board card frame (right, in Fig. 1 ) for the 10 4 one, one 5-frame cabinet (120 boards) will be the 10 5 machine and, finally, 10 cabinets for the full-fledged, million core machine. As we approach the largest configurations of the system, the route generation is becoming an increasingly important aspect of the machine's operation Aside from the hardware, a large collection of system software and application libraries is already offered to operate SpiNNaker, and new features are developed and released frequently. Among all the software involved in SpiNNaker it is specially important the PyNN [15] frontend which is used to define spiking neural networks and drive simulations. The PyNN/SpiNNaker combination exploits the flexibility of the SpiNNaker architecture and decouples neural applications from the actual hardware, allowing users to rapidly develop and simulate spiking neural networks without any knowledge about the intricacies of the underlying system.
RELATED WORK 2.1 Large-scale neural systems and multicast
The development of artificial neural network-based computing systems has remained a topic of interest for decades as it is believed they could help to understand how the brain operates -still a mystery for science. Here we review the most notable projects in this area and highlight the absence of related systems considering the use of multicast communications even when it seems to be a natural candidate due to the high connectivity shown by biological neural networks. In the eighties and nineties the Connectionist Machine family of supercomputers came out from the MIT. Although they were designed as general purpose parallel machines, simulating neural models was one of the target applications [24] . Connectionist Machines featured specialized interconnection networks for data and control communications but did not include multicast; only a broadcast mechanism for system-level synchronization. Later on, in the early nineties a team at U.C. Berkeley worked in the Connectionist Network Supercomputer, a system specifically tailored for neural computation [5] . The system had a target size of 128 nodes (scalable to 512) arranged as a 2D mesh. Nodes included a router to communicate but multicast was not supported, based on the expectation that the system would rely on spatial locality to improve performance. To our knowledge, a prototype of the node was built (under the codename T0), but the system never operated as a network. Experiments using up to five nodes in a bus configuration were discussed in [37] . The Blue Brain project [32] and the early stages of SyNAPSE [4] have somewhat similar applications to SpiNNaker and target similar application scales. However they do not contemplate the development of a custom-made architecture, but rather rely on a general-purpose massively-parallel system: IBM Blue Gene systems [21] . This family of supercomputers is composed of tens of thousands of compute nodes, each having several PowerPC processors. Blue Gene's main interconnect is point-to-point which, as we show in this paper, might not be the most efficient way of dealing with the high connectivity of neural models. The SyNAPSE project [17] follows a broad approach to neural modeling and is not restricted to using Blue Gene supercomputers -their stated aim is to 'develop electronic neuromorphic machine technology that scales to biological levels'. The project also involves creating custom hardware and even research into less conventional technologies such as memristors [33] . No indication has been made, however, towards investigating ways to handle the high connectivity inherent to spiking neural networks, not to mention in using multicast-based communication architectures. Finally, the FACETS project [19] is creating a faster-than-realtime custom hardware system for simulations of large (but unspecified) size networks of biologically-inspired neurons. Its distinctive characteristic is that it relies on analogue circuits to implement neural dynamics. Communications are based on digital logic, circuit-switched synchronous communications with no support for multicast communications. Again, the high connectivity of the neural models is not addressed at hardware-level which could end up limiting the scalability of the system.
Multicast in other areas
Outside of the field of neural networks simulation, there is plenty of research on multicast communication strategies. However, most of those strategies were not able to be employed in SpiNNaker because they are devised with rather different purposes. To our knowledge, the most prolific areas in which research related to multicast route generation is carried out are the fields of communication networks (Internet Protocol networks, or simply IP networks) and multistage networks for high performance computing systems. In the field of IP networks, network topologies are mostly irregular and hence the multicast algorithms are not devised to exploit network regularity, as those proposed in this paper do. In fact, in that kind of networks, topology discovery and exploration are the most significant parts of the research [8, 41] . In multistage networks for high performance computing systems the construction of multicast routes focuses on minimizing the interactions between concurrent multicast communications in order to increase network throughput [6, 11] . Reducing network utilization, however, is not considered in these areas of research.
Neither is it reducing the utilization of the routing tables.
Research on multicast for mesh-like topologies as the one in SpiNNaker was quite common in the nineties [30, 36, 42] but had several limitations that discourage their use for SpiNNaker. Firstly, only wormhole switching was considered whereas SpiNNaker uses store and forward. Secondly, most proposals were based on the use of virtual channels, a facility that is not implemented in SpiNNaker due to its area constraints. Finally, the main concern of those studies was deadlock avoidance; reducing network utilization was merely a secondary issue, at best. Given that SpiNNaker already has a built-in deadlock avoidance scheme and the scarcity in terms of network resources (both routing tables and bandwidth) a different approach is desirable.
More recently, the interest on multicast communications has emerged again with the generalization of the use of Networks-onChip in MPSoCs and manycore systems [26, 43] . Some of the limitations of previous work still apply but, in addition, they require adding specific microarchitectural router features so that they are not directly applicable to SpiNNaker which, as will be discussed next, has its own architecture whose design is adjusted to very tight power and area constraints.
OVERVIEW OF SPINNAKER
The main foundations of SpiNNaker's design philosophy were to reduce power consumption, to improve reliability by means of high redundancy and to provide a flexible architecture, general enough to run a wide range of applications [38] : from the simulation of neural non-spiking neural models-e.g. Multilayer Perceptrons [39] -to a wide variety of applications completely unrelated to neural networks: discrete simulation, many-body interaction. Each SpiNNaker SoC (depicted in Fig. 2 ) contains 18 low-power general-purpose ARM968 cores running an independent eventdriven neural process, which responds to events generated by different on-chip modules: timer, communications controller and DMA controller, among others. The chip is packaged together with a 128 MB SDRAM, whose primary function is to store synaptic information. Detailed simulations of the chip confirmed that each core can support up to around 1000 neurons in biological real-time [27] ; we will use this figure later in our analysis.
Communications
Although the SpiNNaker architecture could be scaled up to 65,536 nodes, the largest SpiNNaker under construction will house 57,600 -creating a system with over a million computing cores. The nodes are interconnected using a two-dimensional triangular torus as depicted in Fig. 3 . Neurons are modeled in software and their spikes generate packets that propagate through the on-and inter-chip communication fabric relying on custom-made on-chip multicast routers [20, 44] . The primary role of this router is to direct neural event packets to those chips and cores containing destination neurons. One remarkable characteristic of the router is that it is used to perform both inter-and intra-chip communications. It has 18 ports for the cores plus six external ports to communicate with adjacent chips. To avoid the high complexity intrinsic to crossbar-based designs, SpiNNaker router uses a simpler architecture in which only one packet can use the routing engine at once (see Fig. 2 again). Hence the ports are hierarchically merged into a single pipelined queue. The routing engine is not expected to become a bottleneck as it has much higher bandwidth than the transmission ports (8 Gbps vs. 250 Mbps). In other words, the average load of the router will be very low so router delay will barely affect the pace at which packets are processed. The router supports point-to-point and multicast communications using small packets of 40 bits. As will be shown, the multicast engine reduces the pressure at the injection ports and the number of packets traversing the network, when compared to a point-topoint alternative.
Following the Address Event Representation [31] , packets do not contain any information about their destination(s), only an identifier of the neuron that has fired. The information necessary to deliver a neural packet to all the relevant cores and chips is compressed and distributed across the 1024-word routing table within each router. To allow further compression, routing tables offer a masked associative route look-up and routers are designed to perform a default routing -which requires no entry in the routing table -by sending the packet to the port opposite to the one the packet comes from, i.e. if a packet comes from the North it will be Note that the routing tables need to be filled before starting the neural simulation and, for this reason, fast multicast routing algorithms would be preferred to reduce set-up time as long as they are able to keep network resources below the limits of SpiNNaker. Routing tables are not intended to remain static during long simulations. They can be modified dynamically in real-time to accommodate scenarios of congestion or even failures in the interconnection network. For the sake of simplicity this scenario has not been considered in the evaluations that follow. Network flow-control is very simple. When a packet arrives at the router, one or more output ports are selected according to the information stored in the routing table and the packet is transmitted through all of them. Deadlock-and livelock-avoidance are based on packet dropping mechanisms which were studied in [35] . The design of the network fabric was scaled assuming some degree of locality of spike traffic -most destination neurons are proximate to the transmitting neuron -as is typically seen in the brain [7, 22] . The inter-node connections were designed to support sustained bandwidths of 1Gbps. However their self-timed nature made them more sensitive to latency than was, in principle, anticipated. This reason, together with the decision of using lowpower chip technologies has affected negatively the communications of SpiNNaker. The actual maximum link bandwidth attained by the real chip has been measured to be drastically reduced to roughly 250 Mbps. We will use this figure later on to derive the number of neurons that a system can support during our experimental work.
Dissipated Power
One of the main design principles which drove the development of SpiNNaker was to produce a low-power massively parallel architecture as can be seen by the nature of its components. Keeping power consumption low eases the deployment of a large system, simplifying supply and cooling requirements. It also reduces running costs which for a high-performance computer form a significant proportion of the total cost of ownership. Each SpiNNaker chip, while the cores are quiescent, draws 360 mW. Each processor running at 150MHz adds 18 mW, therefore, with all 18 processors running, a SpiNNaker chip will consume 680mW (or close to 900mW at the expected 200 MHz). In a fullsize system this is roughly 60 kW of peak core power. However in neural applications it is anticipated that the processors will be asleep for a significant proportion of the time, so the actual consumption will be significantly lower. At full speed the cost of running an inter-chip link is 6.3 mW. Therefore the consumption per bit is 2.5 × 10-11J, or possibly more clearly: ~40 Gb/J. With six outputs per chip and an assumed 40% utilization this adds 15mW to each chip's consumption, or around 1 kW to the total for a full-fledged system. When the SDRAM is continuously exercised (at 130 MHz clock) the node power is increased by 170 mW which represents a further 11 kW in a fully expanded system, proportionally less if the SDRAM duty cycle is lower than 100%, as it is expected to be. The only other components of the system are a few active Ethernet ports (roughly 40 mW each), and ancillary devices such as LEDs, which will consume a very low amount of power relative to the rest of the system. It is safe to say therefore, that the overall peak system power should be in the range 30-75 kW, depending on activity for a full-fledged SpiNNaker system, which means that the average consumption per chip will be in the range 0.45-1.15 W, much lower than any current HPC technology. For instance the ASICs of Blue Gene/L and Blue Gene/P supercomputers are reported to draw 13W and 30W respectively [3, 9] . This represents an order of magnitude in terms of power dissipation but their estimated performance is in par with SpiNNaker's (see Table I ).
Modeled application
SpiNNaker is designed to simulate spiking neural networks using simple spiking neural models widely accepted by the neuroscientist community. The classic Leaky Integrate and Fire (LIF) model [28] and the more complex Izhikevich model [25] are fully supported by SpiNNaker. Neurophysiology has provided a deep and clear understanding of the physical operation of biological spiking neurons [16] . Neurons have a membrane potential which fluctuates over time and which is affected by each received signal. Whenever an excitatory signal is received the membrane potential is increased; in contrast, if the signal is inhibitory the membrane potential is reduced. When the membrane potential exceeds a given threshold, the neuron discharges and fires a spike which affects similarly to all neurons sharing a synaptic connection, typically in the order of the thousands. The high connectivity of the neurons exacerbates the spike distribution problem. In biological neural networks, connectivity is split into two different categories (see Fig. 4 ): short-range and long-range projections. Short-range projections include the connections to closely located neurons. Long-range projections connect neurons with remote areas of the brain. In general a long-range projection is connected to several neurons in the same distant area. In the experiments that follow we will use a destination distribution which is consistent with this behavior-a collection of centroids which model longrange projections located in remote areas of the network.
MULTICAST ROUTE GENERATION
In this section we describe the four algorithms to generate multicast routes considered in this research work. As explained in Section 2, we did not find any previous algorithm in the literature that can be applied directly to SpiNNaker because multicast routes are Figure 4 . Example of neural communications depicting short-range (blue) and long-range (green) projections. generated often with rather different objectives and restrictions. For this reason our starting point was to consider and to adapt oblivious routing algorithms typically used in unicast interconnects [12] . Dimension order routing (DOR) which is typically the baseline multicast routing in cube-like topologies [29] was our first approach. Further we implemented longest dimension first routing (LDFR) another well-known algorithm and a good candidate because it favors route overlapping. Also, we devised two novel, more sophisticated algorithms which make intelligent decisions by exploring how to connect different branches of the multicast tree to avoid inefficient parallel branches. Note that the algorithms presented here are focused on the triangular torus topology used by SpiNNaker (see Fig. 2 again) , but are not restricted to it.
The proposed algorithms are general enough to be applied in any mesh-like topology; e.g. the 3D torus topologies implemented in IBM's BlueGene/L [1] and BlueGene/P [21] and Cray's XT supercomputers [40] , the 5D topology in IBM's BlueGene/Q [34] or the 6D tofu interconnect in the K computer [2] . In the algorithmic definitions below, all the functions have comprehensible names and will not be discussed unless required for a proper explanation of the algorithm. In all cases, 'source' represents the node for which the multicast route is being generated, 'destinations' contains the destination set and 'route' stores the multicast route under construction. The operation of all the proposed algorithms is similar; they start with an empty route and build the multicast route by adding links in a destination-bydestination basis as determined by the algorithm. Exemplar multicast routes are shown in Fig. 5 . Dimension Order Routing (DOR) is, by far, the most common routing strategy used in mesh-like interconnection networks. For this reason it was the first algorithm implemented in SpiNNaker and the one that has been used in the small-scale simulations run up to date (using a few 4-chip boards). However, as we will see later, this algorithm may not be adequate because of the high number of parallel branches (see Fig. 5 ). For this reason we aim to replace it with a better suited routing generation algorithm for scaled up versions of SpiNNaker. DOR description is very simple: follow a path from the source to each destination travelling dimensions in order (first advance through X, then through Y and then through the Diagonal). Note that only shortest paths are considered and that most communications will share the hops in dimension X or Y. The algorithmic definition of this strategy is shown in Algorithm 1. Function 'dor' returns the collection of links traversed from 'source' to 'd' using dimension order. Longest Dimension First Routing (LDFR) is the first replacement for DOR implemented in SpiNNaker [13] . It uses another classic algorithm which also ensures shortest paths. In LDFR, routes are generated travelling first in the dimensions with more hops. Note that if two dimensions have the same number of hops, one of them will be chosen at random. The definition of this strategy (see Algorithm 2) is similar to DOR's, but using a different routing function, 'ldfr' which returns the links traversed using longest first routing from 'source' to 'd'. Enhanced Shortest Path Routing (ESPR) is a more complex strategy which uses shortest path routes only. Each destination 'd' looks for the closest node 'c' reachable using a shortest path towards the source and adds the route from 'c' to 'd' (using longest first routing) to the solution. If there is no intermediate node, then 'c' will be the source. ESPR creates similar multicast routes to those produced by the LDFR strategy but reduces the number of inefficient parallel branches when several nodes are close from each other as can be seen clearly in the bottom branches of Fig. 5b and 5c (marked in red). Algorithm 3 shows ESPR's pseudo-code. The last strategy, called Neighbor Exploring Routing (NER), is the most complex of the presented algorithms. The destinations are sorted from the closest to the furthest. Then each destination 'd' looks for the closest route point 's' (the source, an already considered destination or a bypassed node) in its surroundings and adds the route between 's' and 'd' to the solution. This way, as each node is connected to its closest route point, the requirements in terms of network resources should be reduced drastically. Algorithm 4 shows the pseudo-code definition of this strategy. Function 'surroundings' performs the search for the closest route point. It explores around a destination (first at distance 1, then 2, and so on) in the already generated part of the multicast route to try to find a connecting point. We have implemented a threshold distance M which will connect the point to the source if no other point is found at that distance. In the following experiments we used an M of 10.
EXPERIMENTAL WORK
From the example multicast trees shown in Fig. 5 it is already apparent the differences in terms of number of network resources employed by each of the algorithms. We will proceed now to evaluate how they will behave when generating routes for the largest SpiNNaker configuration (256×256 nodes) and workloads covering far beyond the most extreme scenarios expected. As discussed in Section 3, there are several important figures of merit: (i) compute time required to construct the multicast routes, (ii) use of network resources, (iii) balanced use of these resources, (iv) number of entries in the routing tables, and (v) number of neurons that can be supported by the interconnection network.
In the analyses that follow we show average values obtained from executing the algorithms for 200,000 different configurations for each centroid/destination tuple. The experimental platform was an Intel® Core™ i7 M 640 with 8 GB of RAM.
Traffic Model
Using traffic from actual neural applications would be our preferred way to perform this evaluation. However neural applications of such magnitude (10 9 neurons) are not readily available. For this reason, we have devised a centroid-based traffic model which resembles neural communications (as explained in Section 3.3) and, in addition, provides a flexible workload which allows varying the degree of locality of communications -the more centroids we use the less local the traffic is. Each centroid defines the centre of a long-range projection and has a 5% of probability of being chosen by destinations. We studied models having from 0 to 10 centroids, which in turn allows from 100% to 50% probability of destinations being short-range projections. Once a destination is assigned to a centroid or to the area around the source it selects randomly a node using an exponential distribution of the distance, so that closer nodes are more likely to be selected. Selecting the same node more than once is not permitted, so if a node has been selected before, a new destination will be chosen. The location of the centroids is distributed uniformly around the system with only one restriction: they have to be located at a distance of, at least, 32 hops from the source node. This way we ensure that the centroids are actually in a remote area of the network. We will study configurations having within 1 and 1024 different destination nodes. Given the high number of neurons we can multiplex within a chip, the high locality nature of the traffic and the neural network generation procedure implemented in SpiNNaker [13] the number of destination nodes should not exceed the tens very often. The cases with above one hundred destination nodes should be considered worst-case. Figure 6 shows a simple example with 4 centroids. As each of these have a 5% probability of being selected, the big area around the source (in the centre of the figure) will attract an 80% of the destination nodes.
Generation time
One of the most important characteristics we consider in this evaluation is the time required to generate a multicast route because it has a great influence on the time an application requires to start being executed on top of SpiNNaker. We have studied how the execution time required by each of the algorithms scales with respect to the number of destinations and the number of centroids. Fig. 7 shows the average time required to compute a multicast route as we increase the number of destination nodes and the number of centroids of our model. For the sake of simplicity, we show only the specific cases of the evolution of the execution time for the 10-centroid collections of destinations and the evolution of the number of centroids for the 128-node collection of destinations. The results obtained in the rest of scenarios are consistent with those displayed here and are not shown for the sake of simplicity. The results show how the time required to compute a multicast route is greatly affected by the number of destination nodes independently of the algorithm. In all cases the execution time increases super linearly, which may render configurations in which destination neurons are placed in lots of different chips intractable. Regarding the number of centroids, they affect the time needed to generate the multicast routes but sub linearly, so this figure does not affect the execution time to the same extent that the number of destinations. Analyzing the different algorithms we can see how in general the DOR and LDFR are executed faster than the more complex ESPR and NER, up to an order of magni- Figure 6 . Example of a distribution with 4 centroids. Darker means higher probability of selecting a destinati tude. Furthermore they have better scalability as the differences are more noticeable for larger number of destinations.
Utilization of network resources
Other important characteristic to evaluate is how the different algorithms make use of the network resources of SpiNNaker. As explained before, the low-power design of SpiNNaker limited the performance of the communications. For this reason, reducing the use of network resources is a priority to avoid the network from becoming congested, which would lead to packet dropping levels far beyond those acceptable for the execution of the target application [35] . Fig. 8 shows the link traversals employed by each algorithm to communicate a spike to all connected destinations. Again we show how this figure increases with the number of destination nodes and the number of centroids. For the sake of completeness, we show also the link traversals that would be employed by a unicast alternative. In the figure, the benefit of using a multicast communication scheme is readily evident because the amount of resources required by unicast communications can be more than one order of magnitude larger than those employed by the worst multicast alternative. In a unicast scheme, the network resources increase linearly with the number of nodes whereas with the multicast schemes they increase less than linearly. Regarding the number of centroids, it is clear that it affects sub linearly both the multicast and the unicast schemes. If we compare the different algorithms, we can see that DOR is the one requiring more network resources, then LDFR and ESPR and finally, with a significant difference, NER. However, apart from the total amount of resources employed it is also important that the multicast trees use the network in a balanced way because an unbalanced use of one of the dimensions may lead to this dimension becoming a bottleneck; in other words, an algorithm with a lower overall use of resources but a less balanced use of them may perform worse than a algorithm using more resources in a more balanced way. For this reason Fig. 9 shows the network resources per dimension employed by each algorithm. In the plot we can see how all algorithms except DOR provide a reasonably balanced use of the dimensions. The extreme differences in the utilization of the dimensions by DOR-generated routes will translate into the diagonal becoming a bottleneck which in turn will lead to the interconnection network operating suboptimally. Finally, it is worth noticing that LDFR is the one providing the most balanced utilization of the dimensions.
Utilization of the routing tables
As discussed before, the routing tables have a very limited number of entries and therefore they are an important resource of SpiNNaker. Keeping the number of routing entries low is essential for the operation of SpiNNaker. Fig. 10 show how the number of routing entries employed by each algorithm scales with the number of destinations and the number of centroids. As in the preceding subsections, the results of non-plotted experiments are consistent with the ones displayed in the plots. The results show how all the algorithms seem to scale roughly linearly with the two parameters, being DOR the one with worse scalability as, in both cases, it is the one requiring the least entries when the number of destinations or centroids are low, but is the one requiring the most entries with the largest values of these parameters. In general we can see how ESPR is the algorithm using the lowest number of routing entries in most of the cases. For this reason, it will be the preferred algorithm in those cases in which reducing the utilization of this resource becomes essential to accommodate the workload.
Simulable neurons
To conclude our experimental work we will compare the number of neurons the system can support with each algorithm. This is an important figure of merit because if the network becomes the limiting factor for simulation, SpiNNaker will not be able to operate efficiently or to scale up to the expected neural network sizes. We derive the number of neurons per node supported by the network (n n ) as the per-node bandwidth (the number of links, L, multiplied by the link bandwidth, B L ) divided by the bandwidth used by each neuron (the number of link traversals per spike, N, multiplied by the firing rate, f s , and by the packet size in bits, p s ):
So that, considering the maximum firing rate expected in biological systems (10Hz), the number of links (6) and the link traversals as shown before we can infer an upper limit for the number of neurons supported by the network. To see when the network becomes a limiting factor we consider the limit imposed by the cores (typically 16 application cores simulating 1K neurons each) as an upper bound for the amount of neurons that can be simulated. Fig.  11 shows the minimum between these two limits (16K and n n ). For the sake of completeness we will also consider the use of unicast to distribute the spike events. The considered unicast systems include the SpiNNaker router using point-to-point packets only and a few high-performance point-to-point architectures: the router in the Blue Gene/L (1.4 Gbps, 64-bit packets) [1] , the router in the Blue Gene/P (3.2 Gbps, 64-bit packets) [3] , the SeaStar router (2.2 Gbps, 64-bit packets) [10] and the SeaStar2+ router (6 Gbps, 64-bit packets) [40] . Note that all of these are general purpose routers whose design did not consider the high connectivity of neural applications and that they would not be able to be implemented in SpiNNaker due to area and power restrictions. In the plots we can see how the use of multicast noticeably increases the number of simulable neurons in SpiNNaker as a unicast approach with the specifications of the on-chip router would reduce the number of neurons that can be simulated as we increase the fan-out. Furthermore, we can see how the multicast algorithm shows reasonable performance levels when compared with high performance point-to-point routers. Only the SeaStar2+ router outperforms clearly the multicast SpiNNaker router and this is at a cost of having 24 times faster connections (250 Mbps versus 6 Gbps). Notice how the network will only become a bottleneck in extreme scenarios in which the number of destination nodes exceeds the hundreds which, as discussed, is quite unlikely.
DISCUSSION OF RESULTS
From the previous results we can observe that DOR allows constructing multicast routes very quickly but, in turn, employs a large number of network resources and may require an excessive number of routing table entries. A particularly negative aspect of DOR is that the utilization of the different dimensions of the topology is very unbalanced so that the diagonal (the one suffering the most traffic pressure) may become a communication bottleneck. These negative characteristics motivate the rejection of DOR as other algorithms outperform it in all aspects. LDFR can generate multicast trees as fast as DOR, but drastically reduces the requirement in terms of network resources and number of entries in the routing tables. However the main advantage of LDFR is that it produces the most balanced utilization of the dimensions so none of them will become a bottleneck. In general, we can state that this is a well-rounded alternative for generating multicast routes, which motivated its implementation [13] . ESPR reduces the network resource requirements when compared with DOR and LDFR and keeps balanced the per-dimension utili- zation. Furthermore it is the algorithm requiring the least entries in the routing tables so it is possible to use this algorithm when reducing the number of routing entries is essential for an adequate operation of SpiNNaker. The cost to pay is increasing the time required to produce the multicast routes. Finally, NER produces the multicast routes using the lowest number of network resources. Its main disadvantages are that the multicast trees are produced very slowly and that it may require a larger number of entries in the routing tables than LDFR and ESPR. For this reason NER can be employed to generate multicast routes in those cases in which reducing network utilization is critical and the number of entries in the tables is not.
In general, we can state that we have provided a flexible collection of multicast route generation algorithms which can be employed in different situations depending on which kind of network element bounding the simulation. The recommended doctrine would be to use LDFR as to generate routes quickly and swap to ESPR or NER if either the number of entries in the routing tables or the network capacity becomes the limiting factor. To conclude, we have shown how the use of multicast reduces considerably the utilization of the network when compared with unicast. For this reason, the modest-specification multicast router in SpiNNaker is able to support the communication phases of neural communications and thrown performance levels comparable to much more powerful unicast routers with connections more than one order of magnitude faster than SpiNNaker's. This is because the high fan-out nature of synaptic connectivity can be efficiently handled by a multicast communications architecture as the one implemented in the system.
CONCLUSIONS AND FUTURE WORK
In this paper we have highlighted the importance of multicast routing for the spiking neural networks executed on SpiNNaker in which each neuron must communicate its activation to thousands of other neurons. In the largest SpiNNaker configurations this generates a demand of more than 10 13 communication events per second. Our analysis shows that the low-spec, custom-made multicast interconnection network will be able to sustain this demand in most foreseeable situations. Only in unlikely scenarios, with extremely low locality and pathological allocation of neurons, will the network become a bottleneck. A multicast approach requires noticeably less network bandwidth than a unicast approach and therefore it is able to support the simulation of a significantly larger amount of neurons. More specifically, we have shown how the multicast router implemented in SpiNNaker can achieve better performance than more complex and high-spec point-to-point router designs such as IBM BlueGene/L's router or Cray SeaStar router, even though they provide much higher link bandwidth. The main contribution of this paper is the description of four routing algorithms to construct multicast trees for mesh-like topologies as the one in SpiNNaker and evaluated them in a comprehensive number of performance metrics related to the most sensitive resources of SpiNNaker's communications infrastructure. Our results show that generating multicast routes using DOR, one of the most frequently used algorithms for mesh-like topologies, and the first one implemented on SpiNNaker, is counterproductive because it demands the highest network resources both in terms of bandwidth and routing entries. This discovery led to substitute this algorithm, in SpiNNaker, by LDFR, which proved to be a well-rounded solution as the multicast routes can be generated very quickly while keeping resource requirements low and balanced. More sophisticated strategies, which look for routes in their surroundings, have been also considered. ESPR searches for connections using always shortest paths; in contrast NER searches in all the surroundings even if no shortest path is used. These two strategies further reduce the network requirements but, as they generate multicast routes noticeably slower than the oblivious strategies, they will be used only in those cases in which any of the scarce resources of the network (either bandwidth or routing tables) limits system scalability. Furthermore, as they feature more intelligent behavior, it is possible to make them aware of network failures to adapt routes in order to avoid using faulty areas of the network. This will be an essential characteristic of multicast route generation algorithms once large-scale versions of the system are constructed as they are likely to suffer from failures and being able to adjust to these failures and tolerate them is key for proper operation. In this paper these four mechanisms have been described and implemented in the context of the SpiNNaker topology, but they are general enough to be employed in other mesh-like topologies. For example we could adapt the presented algorithms to the 3D tori implemented in state-of-the-art massively parallel processors such as the IBM's BlueGene or the Cray's XT families. This adaptation is straightforward simply by using 3D torus routing functions while keeping the strategy formulations, as they can use the diagonal as the Z dimension of a 3D topology. Furthermore, the obtained results do not depend heavily on the topology and for this reason they can be extrapolated to other mesh-like network configurations safely. As a future line of research we plan to explore new methodologies to generate multicast routes for SpiNNaker. These methodologies will include the utilization of optimization and clustering techniques in order to generate the multicast routes for SpiNNaker and also to allocate the neurons into SpiNNaker in such a way that distances among communicating neurons are as short as possible and the number of destination nodes is reduced to improve the efficiency of the multicast route generation. However the application of such techniques will be conditioned to the availability of fast algorithms capable of generating optimized multicast routes within reasonable times. They will be of special importance once large-scale SpiNNaker systems are constructed.
