Digital encoding of black and white facsimile signals by Muhammad G. bin Ismail (7202480)
';...i. -
' LOUGHBOROUGH 
UNIVERSITY OF TECHNOLOGY 
LIBRARY 
AUTHOR/FILING TITLE 
-- _tj..fu."l;.:t!'!-~-- _0}~~!..~-- -~~--'~~ ~..!. ~~- ----- --
·--------------------------- ------- ---------------..-
ACCESSION/COPY NO. ' 
~--------- ------- -'-~-~-~!:?l~J.:. ____ --------------
VOL. NO. CLASS MARK 
.. · .-'\ 
-.C: I, '" "-:---::-.~: .. ""· ,~ . 
0[9 2577 02 . 
lllllll~lllll~lll~rl~l~lll!llllllllllllllll~ 
1 
DIGITAL ENCODING OF BLACK AND 
WHITE FACSIMILE SIGNALS 
by 
M, G, B. ISMAIL 
A Doctoral Thesis 
Submitted in partial fulfilment of the requirements for the 
award of 
Doctor of Philosophy 
of the Loughborough University of Technology 
@) by M, G, B., IS MAIL, March 1982 

SYNOPSIS 
As the costs of digitaZ signal processing and memory hardware are 
decreasing each year compared to those of transmission, it is 
increasingly economical to appZy sophisticated source encoding 
techniques to reduce the transmission time for facsimile documents. 
With this intent, information Lossy encoding schemes have been 
investigated in which the encoder is divided into two stages. 
Firstly, preprocessing, which removes redundant information from 
the original documents, and secondly, actual encoding of the pre-
processed documents. 
Initially, a psychovisual coding scheme called Adaptive Pel 
Location Coding (APLC) is described where preprocessing is incor-
porated within the algorithm itself. TWo further preprocessing 
schemes are later proposed. The first, a simple but effective 
scheme, employs a set of masks to remove notches, pinholes and 
isolated picture elements in the original image. At the receiver, 
the application of another set of masks restores the image as 
accurately as possible. The second, a more involved method, uses 
subsampling and interpolation for.pre- and post-pr9cessing 
respectively. Here, a 4:1 sample rate reduction is· achieved 
resulting in very high overall compression efficiency. At the 
receiver, 'cosmetic' restoration is applied to the interpolated 
image to give a visually pleasing result. 
The above schemes are preludes to two different source enaoding 
techniques - Classified Adaptive Block/Run-Length Coding (CABC), 
and Adaptive Bl-ock/Location Coding ( ABLC). CABC is a Une-by-Une 
sequential predictive coding scheme which divides eaah scan-line 
adaptively into smaller blocks using the probability of prediction 
errors as the criterion. ABLC, on the other hand, is an area coding 
algorithm which takes m x m elements at a time and uses a numerical 
'complexity' measure as a coding criterion. Theoretical aspeats of 
ABLC are discussed and expressions showing the dependenae of bit- . 
rate on image complexity are established. For alZ sahemes desaribed, 
substantial values of compression are achieved, the highest reduaing 
the transmission time of a typical A4 doaument to about 20 seaonds 
(transmitted at 4800 bits per seaond). 
As a further deveZopment, coding of speech using 'one of the 
described techniques is aonsidered. The aim is to transmit both 
speeah and text using the same encoder •. Delta Modulation (DM) 
is used as the preliminary stage since its binary output is very 
simiZar to a facsimil-e signal and is therefore amenable to further 
coding. Results obtained show that a remarkable reduction in bit-
rate aan be achieved. 
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CHAPTER I 
THESIS INTRODUCTION 
1,1. INTRODUCTION 
Processing and communication of graphics which are predominantly 
black and white has attracted considerable interest in the last 
decade or so, It is not difficult to find such images in practice, 
Graphics processing and communication is both useful in the business 
world as well as in the home environment, and examples include 
business letters, documents, weather maps, geographic maps, finger-
print cards and newspapers. Teleconferencing ( audio-graphics ), 
document transmission ( conventional facsimile ), electronic 
mail ( word processors ), graphics for computer-aided design and 
picture data bases are further examples of its use in the business 
world, In the home, the efficient use of the public switched tele-
phone network and the television set has given birth to systems 
such as videotex (eg, British PREST8L, French ANTIOIE, Canadian 
T8LIDON and Japanese CAPTAIN ) and other home information systems, 
Although the input signal, i.e., the light intensity reflected 
from a graphical document, is an analogue quantity, there are 
advantages in digitising it to allow the best use of integrated 
circuit technology, Integrated circuits for processing and memory 
are becoming less expensive each year, whilst very large-scale 
integration ( VLSI ) promises to provide denser digital circuits 
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which are easier to test and maintain compared with equivalent 
analogue circuits. Also, source encoding of the signals becomes 
easier in the digital domain. Furthermore, digital transmission 
has advantages in that signals of several types representing 
different sources can be multiplexed easily and periodic re-
generation is possible when the signals become weakened and 
distorted, Digital signals also lend themselves to the technology 
of encryption and, of course, in-service performance monitoring, 
protection switching and off-line fault isolation are easily 
implemented, 
Most graphics are black and white ( two-level ), although with 
time, there will be ·an increasing tendency to use graphics with 
gray-scale ( multilevel ) and colour. In this thesis, greater 
emphasis is put on two-level documents than on multilevel images. 
A typical A4 size document ( 210mm x 297mm ) sampled at a·density 
of 8 elements per millimetre generates about 4 million bits. The 
easiest and probably the most reliable way of conveying this 
information would be to transmit these 4 million bits unchanged 
through the transmission channel to the receiver, since in this 
case no special coding is required and disturbances on the tele-
phone lines will perhaps only affect a few samples, However, the 
transmission of such documents through the telephone network at 
a data rate of 4800 bits per second would take nearly a quarter 
of an hour; too long under normal circumstances. Clearly, such 
a high volume of data per document is often uneconomical to store 
or transmit directly so techniques of data compression are of 
great interest. This thesis is concerned mainly with efficient 
representation of graphics and documents by employing source 
encoding techniques, either information lossless or information 
lossy, so that the transmission time and memory requirement for 
storage is as low as possible. 
1,2. BACKGROUND TO THE RESEARCH 
Although digital image processing, especially in areas of digital 
television and Transform Coding for viewphone and viewdata 
applications, is a well established field of research, it has 
only been pursued for about six years in the Department of 
Electronic and Electrical Engineering, University of Technology, 
Loughborough. Research in facsimile coding has been recently 
introduced with the aim of expanding into another area of image 
processing. Its application is somewhat different from the above 
two areas of research, and is focussed mainly on the efficient 
transmission of documents over telephone lines with the receiver 
producing a replica of the original document in hard copy. 
The research work initially used the facilities provided by the 
University's Computer Centre, on an International Computers 
Limited, ICL 1904A mainframe computer, and the departmental 
Hewlett Packard HP2100A mini:computer, Research began in autumn 
1978 and work .was made possible, thanks to the British Post 
Office ( now British Telecom ), for providing the standard 
CCITT documents (See Chapter Ili). During early 1979, a new 
PRIME400 mainframe computer was added to the existing facilities 
of the Computer Centre, offering greater computer power for research, 
However, that computer was mainly used for development of programs 
due to the limited storage space on discs allocated to each user, 
compared with that required to store the CCITT documents, Anyway, 
being interactive, its fast response time was an advantage for 
development work, At the same time, <the Visual Acquisition and 
Display System ( VADS )+had been completed and interfaced with 
the HP2100A, hence providing a video display capability to the 
existing research facilities, Basically, VADS offers visual 
display of processed data stored on magnetic tapes transferred 
from the ICL1904A computer or the PRIME400 computer and it also 
has the capability of digitising analogue inputs generated by 
a camera, Although the latter function is inadequate for use 
with two-level graphics, due to the poor resolution of the camera, 
the use of VADS as a display unit for visual assessment of processed 
data was found to be satisfactory for the present research, Ideally, 
a facsimile printer or recorder interfaced with either the HP2100A or 
the recently acquired PDP 11/34 mini-computer is required which 
would provide a true representation and enable a better visual 
assessment of the processed data on A4 size paper, The basic 
research facilities with which much of the work was carried out are 
shown diagrammatically in Fig, 1.1. 
+ Built by W,C. Wong, now at Bell Laboratories, Crawford Hill. 
Holmdel, New Jersey, U.S.A. 
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1.3. ORGANISATION OF THE THESIS 
The research programme is purely software oriented with consideration 
given to hardware aspects when designing a particular system. The 
research can be categorised loosely into two main divisions, that 
is, investigating information preserving and non-information 
preserving schemes for facsimile coding, with both schemes coupled 
in the later chapters to form a basic system. As a slight digression, 
the application of facsimile techniques to speech, in which a simple, 
inexpensive coder ( such as a delta modulator ) is used as a pre-
liminary stage, is briefly explored, with the intention of marrying 
the transmission of speech and documents using a single coder. The 
overall lay-out of the thesis is illustrated in Fig. 1.2. 
Chapter II is of an introductory nature reviewing the 'state of 
the art' in facsimile coding. It begins with the historical back-
ground of facsimile, and gradually introduces some of the known 
techniques of digital facsimile coding. These are divided into 
two categories: information preserving and non-information pre-
serving schemes. The effects of transmission errors and methods 
for combating them are also mentioned in this chapter. 
The one- and two-dimensional coding standards, which have been 
ratified by the CCITT, are described in Chapter III, and some 
of the factors leading to their choice are discussed. 
In Chapter IV, a relatively simple method of facsimile coding 
called Adaptive Pel Location Coding ( APLC ) is described. It 
' 
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is an information lossy scheme and operates in either one or 
two dimensions. In a manner similar to block coding, each block 
is inspected to see whether it contains all black or all white 
pels, when appropriate prefix bits are assigned to it. If the 
block contains one white or one black pel, the scheme ignores 
them and assumes that the block is completely black or white 
respectively. Computer simulations show that improvements in 
compression ratios can be obtained in this way. 
Chapter V describes two pre- and post-processing schemes; the 
first uses a set of masks, whilst the second employs, respect-
ively, subsampling and interpolation. These schemes are later 
employed in two data compression schemes explained in Chapter VI 
and Chapter VII. In the first scheme, a set of masks with pre-
determined patterns is applied sequentially against the source 
~image to remove redundant information, like notches and pinholes, 
that is present •. Another set of masks at the receiver restores 
the image as closely to the original as possible. The second 
scheme is more involved, and various subsampling schemes are 
considered. The simplest technique, producing by far the most 
acceptable quality, is subsampling by taking alternate picture 
elements both horizontally and vertically. The overall 4:1 
sample rate reduction results in high compression ratios being 
obtained. Three interpolation schemes with appropriate restoration, 
for the enlargement of the subsampled image, are investigated. 
A subjective experiment to assess the order of preference of 
the restored images is also conducted. 
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Whilst Chapter IV and Chapter V concentrate on non-information 
preserving schemes, Chapter VI and Chapter VII deal with data 
compression schemes which are, in essence, information preserving. 
Data compression scheme I, as described in Chapter VI, uses a set 
of masks as its preprocessing stage. Called Classified Adaptive 
Block/Run-Length Coding ( CABC ), it is a two-dimensional line-
by-line sequential coding scheme where each scan line is effective-
ly processed by making use of the vertical correlation between the 
current line and the preceding line. Assuming that the source image 
is an output of a Markov source, redundancy is reduced by employ-
ing a 7th order Markov model predictor in which the present pel 
is predicted on the basis of seven previous pels. The prediction 
errors are assumed to result from a memoryless source, and each 
scan-line containing those prediction errors is adaptively divided 
into smaller blocks using the probability of correct prediction 
as a criterion. The choice of block size is shown to be nearly 
optimum. The effect of transmission errors on the system is also 
considered. 
Chapter VII discusses another data compression scheme, in which 
the input image is subsampled prior to coding. Called Adaptive 
Block/Location Coding ( ABLC ), it is essentially an area coding 
algorithm which takes, at a time, a square block of m x m pels. 
A detailed mathematical analysis of block coding and location 
coding based on complexity of an image is presented. Four different 
configurations of ABLC are examined and the effect of transmission 
errors on one of the systemsis investigated. The results of using 
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the CCITT coding standards on the subsampled documents are also 
reported. 
In Chapter VIII, as a further development, coding of speech using 
the technique described in Chapter VI is considered, The aim is 
to transmit both speech and text using the same encoder. Delta 
modulation is used as a preliminary preprocessing step since its 
binary output is very similar to a facsimile signal and the two 
signals are therefore amenable to further similar coding. Different 
delta modulation systems are used and their performance evaluated 
using the previously described coding scheme, By exploiting the 
quasi-periodic nature of speech, a two-dimensional picture of 
the delta modulation bitstream ( voiced region only ) is formed 
in the hope of reducing the average transmission rate further, 
Simulation results show that a remarkable reduction in bit-rate 
can be achieved whilst still maintaining the quality 'of 
speech. of the original delta modulation systems. 
Finally, in Chapter IX the main results are discussed and 
suggestions for further research are made, The thesis is then 
concluded with a brief review of what has been achieved in the 
research, together with closing comments. 
11 
CHAPTER II 
DIGITAL FACSIMILE CODING TECHNIQUES 
-A REVIEW 
2 .1. INTRODUCTION 
Two significant events in the field of telecommunication took 
place early in 1926. One was the first public demonstration, in 
January, by John Baird, of television, in a little laboratory in 
London's Soho district. The other was the inauguration, three 
months later, of commercial transatlantic radio facsimile service 
(for the transmission of news photo~ by the Radio Corporation of 
America(l)• While television remained confined to the laboratory 
bench, its static (in the sense that it was concerned with still, 
as opposed to moving, images) counterpart, already had several 
decades of practical application behind it, in the course of 
which it had steadily progressed towards a high state of refinement. 
Although television was to enjoy a somewhat more rapid technological 
growth than facsimile in the ensuing years, it was not until two 
decades later that it finally caught up as a fully fledged commer-
cial reality, and it was not until the advent of communication 
satellites in the 1960's that it was able to expand on a limited 
commercial basis. At the same time, facsimile has established, 
and even gradually reinforced, its position as an indispensable 
1 . t" d" ,, ) te ecommun~ca ~ons me ~um, 
Facsimile, broadly defined, is the process of transmitting and 
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reproducing printed matter, still pictures, etc., from one place 
to another by electrical means, in which a reasonably faithful 
copy is permanently recorded at the receiving end in any one of 
several forms - either hard copy (printers) or soft copy (displays). 
Although facsimile includes techni~ues for transmitting colour 
pictures, monochrome images and the like, two-tone images, i.e. 
black and white documents, assumed to be digital, static and 
having two-levels rather than multilevel picture elements, have 
dominated and stimulated digital facsimile in the last fifteen 
years or so. In the early years, facsimile was confined to spec-
ialised users like newspaper agencies and huge multinational 
companies, but now the list of facsimile users is more broadbased, 
ranging from domestic users to big financial institutions. 
Early machines were mainly of the analogue type. . The output of 
a facsimile scanner, resulting from a succession of apparently 
random light reflectance variations, varies in both amplitude 
and fre~uency and consists primarily of an irregular chain of 
transitions as shown in Fig. 2.1. Furthermore, the fre~uencies 
vary from several thousand hertz right down to zero. It is this 
characteristic that necessitates modification of the facsimile · 
signal in order for it to be suitable for transmission over voice 
grade telephone lines. The problem is easily overcome by modulating 
on to a carrier 
the baseband facsimile signalAeither by amplitude (AM) or fre~uency 
(FM) modulation techni~ues prior to transmission. The chief 
advantage of FM over AM is its relative immunity to the effects 
of electrical noise, unfortunately at the expense of additional 
bandwidth. 
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(a) 
5V D .a-. 
(b) 
- WHITE 
Fig. 2.1 - Analogue facsimile baseband signal (b) resulting 
from random light variations within a scanned· 
segment (a) of a subject copy, (From Ref. (1)) 
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As a by-product of modulation,sidebands are produced; double 
sidebands (DSB) in the case of AM and an infinite number of 
side-frequencies in the case of FM, though there are commer-
cially available FM machines whose bandwidth requirements are 
similar to that of DSB-AM. The suppression of the upper .sidebancl 
and the carrier of a DSB-AM ··signal ' results in a more 
efficient use of the transmission channel without (theoretically) 
affecting the information being transmitted, However, in practice 
such suppression is difficult to realise without sacrificing a 
portion of the lower sideband. A good compromise, and one that 
has been resorted to in a number of commercial facsimile systems, 
is vestigial sideband transmission (VSB). In VSB-AM, the entire 
lower sideband, the carrier and only a small portion of the upper 
sideband are transmitted, therefore still allowing a saving in 
bandwidth. 
DSB-AM and FM systems are the basis of CCITT Group l machines 
which require a transmission time of six minutes for an A4 size 
~ page at a resolution of 3.85 pels/mm in the horizontal and vertical 
directions, whilst VSB-AM is used in Group 2 machines whose trans-
mission time is half that the machines of Group l. 
Analogue transmission, however, suffers from a number of problems, 
particularly impairments caused by the transmission medium, External 
interference like lightning, power line induction and crosstalk are 
amongst the principal causes which can degrade a facsimile recording, 
Lightning and power line induction which occur spasmodically can 
obliterate essential details of the transmitted copy, but generally 
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diagonal stripe(l) patterns are observed over the entire facsimile 
recording, Crosstalk, despite elaborate measures taken to minimise 
it, also occurs causing damage to the received image, Internal 
noise within the transmission path itself, for example contact 
noise in~the switching system and transistor noise within terminal 
amplifiers and repeater stations, also have the potential to 
degrade the resulting recording. Level fluctuations, which are 
associated with the intrinsic characteristics of long telephone 
channels are beyond human control (specifically the fading encountered 
in long range radio reception), and tend to cause different grey 
levels to appear in the resulting copy, Echoes and delay distortion 
are transmission impairments which can visibly affect the quality 
of the received copy in the form of 'ghost• and 'smear' respectively, 
Other impairments include phase jitter, i,e, the accidental shifting 
of transmitted frequencies at some fixed rate, and harmonic distortion. 
One way of overcoming the problems of analogue systems mentioned 
above is to convert the analogue signal to a digital code stream 
which can be regenerated periodically as it becomes weakened and 
distorted, This will permit the faithful reconstruction of the 
transmitted picture • Furthermore , the techniques of encryption · 
and forward error correction can be applied to digital systems 
without much difficulty. 
The chief disadvantage of analogue systems is their relatively 
slow transmission time, It takes about six minutes using DSB-AM 
and FM and about three minutes for VSB-AM to transmit an A4 size 
page at normal resolution. Faster transmission cannot be readily 
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obtained using these analogue technig_ues because of the restricted 
bandwidth of the voice grade telephone network. In digital facsimile 
systems, however, data compression schemes can be readily applied 
to reduce the redundancy present in the digitised input image. 
Source encoding technig_ues in which efficient algorithms performing 
a completely reversible one-to-one transformation can be devised, 
and typically reduce the transmission time to about one minute, 
i.e., well below the three minute level offered by their analogue 
the performance of 
counterparts. An example ofAsuch a lossless transformation is 
illustrated in Fig, 2,2(2). Fig. 2.2(a) shows a two-level image 
of a business document and Fig. 2.2(b) illustrates the binary 
pseudoimage representing the transformed data. The left justified 
black pels indicate the number of bits needed to describe each 
horizontal scan-line while the white pels represent the savings 
due to compression, i.e. the redundancy present. Note the corre-
lation between Figs. 2.2(a) and 2.2(b), especially evident in the 
large number of bits reg_uired to encode scan-lines containing 
text and the small number of bits needed to represent empty scan-
lines, The digital image of Fig, 2.2(a) can be reconstructed 
identically, given only the g_uantity of coded bits indicated by 
Fig. 2.2(b) for each scan-line. 
Section 2,2 below discusses the evolution of digital facsimile 
coding schemes, while Section 2.3 describes the current state-
of-the-art, in which techniques are classified as either non-
information or information preserving. One- and two-dimensional 
information preserving schemes will be outlined in this section, 
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Fig. 2.2- Example of binary image compression. [from ref ( 2 )] 
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and other related coding techniques summarised in Section 2,4, 
The sensitivity of the compressed data to channel errors after 
the application of source encoding techniques is often an important 
consideration. Section 2.5 discusses the problem of the effects of 
errors on the decoded image and suggests ways of minimising these 
effects. Section 2,6 concludes this review chapter, 
2.2. EVOLUTION OF DIGITAL FACSIMilE CODING SCHEMES 
Activity in the field of facsimile image compression dates back 
at least to the formalising of information theory by Shannon(3) 
in 1948. Soon after, Laemmel(4) (1951) published an extensive 
report on binary image compression including many of the basic 
concepts used today. Because Laemmel's work was not published in 
a major journal, many of his algorithms were reinvestigated by 
others, Another significant contribution was the paper by Elias(5), 
who laid the foundation for predictive coding, 
The first publication about measurements on binary image data and 
on compression hardware occurred in the late 1950s and early 1960s, 
Deutsch(6) made the first attempt to measure the statistical 
properties of a small sample of typewritten or printed material, 
which was later extended by Michel(?) to a full size page of text 
and line drawings, Michel concluded that theoretically a saving 
of approximately ten is possible with run-length coding systems 
which employ an optimum code, In 1957, Michel et, al,(S) described 
a complete , system design with binary image compression, followed 
some time later by Wyle et, al. (9), Both systems were based on 
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run-length coding, In 1959, Capon(lO)described a probabilistic 
model for run-length coding of pictures based on the first-
order Markov process, Further developments in compression 
algorithms were made in the 1960s, including the work of Wholey(ll) 
who designed a general method of coding two-level pictorial data 
using two-dimensional predictive coding. Papers reporting statis-
tical measurements on facsimile images be.came commonplace and 
actual implementation became a reality, Facsimile was always 
seen as a major application for binary image compression, 
The emergence of low-cost integrated circuits stimulated further 
research, The 1970s saw the appearance of new improved compression 
algorithms(lZ-l3) which steadily reduced the time needed to 
transmit an image, The introduction of large number of digital 
facsimile machines into national networks generated international 
efforts to standardise them, This in turn further stimulated and 
accelerated more efficient algorithm development, At present, the 
subject of binary image compression has reached such a high state 
of development and refinement that even higher performance algor-
ithms are beginning to appear offering even greater compression, 
2,3, CLASSIFICATION OF DIGITAL FACSIMilE CODING 'IECHNIQUES 
A digital facsimile transmission system is a particular type of 
communication system - particular in the sense that a knowledge 
of physical characteristics of the image source and image destination 
are vital in its system design, Image source characteristics include 
the way in which the input source is sampled, quantised and thresholded 
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to generate a binary picture, Models (2) describing the source 
need to be formulated in order to represent the input image as 
efficiently as possible in its coded form. Proper modelling of 
the destination or receiver of images also is vital to the effective 
design of a complete system, Cognizance of the human observer is 
important in the sense that image distortion should be controlled 
such that 'it cannot be seen' even though it is actually present(l4 ), 
In practice, the coding system design is optimised to present 
minimal visible distortion by exploiting the c,limitations of 
human vision, for example, in facsimile the application of certain 
which 
kinds of masks~will •cosmetically' improve the final copy is 
possible, In general. , efficient digital facsimile transmission 
systems cannot be realised by a 'black box • design approach based 
on communication theory alone, 
The fundamental structure of a digital facsimile transmission 
system is shown in Fig, 2,J, The input document is first scanned 
using, for example, a charged coupled device (CCD), after which 
each picture element is thresholded to generate one of two values, 
black or white, A preprocessing step may be incorporated to remove 
redundant information that is present after the thresholding process, 
Redundant information includes random isolated pels or notches and 
pinholes caused due to indecision in the thresholding process, 
Next, the source encoder transforms the source image into a form 
with minimal transmission requirements, which is then converted to 
a format suitable for transmission, This step involves modulation 
of the transmission carrier and, often, error correction coding 
for channel errors, At the receiver, the signal transmitted is 
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demodulated and channel decoded, after which the source decoder 
inverts the coding process to reproduce the reconstructed document, 
If a preprocessing stage was included prior to transmission, then 
may be 
naturally some form of post-processing -'~" required, Finally, the 
reconstructed document is printed by a facsimile recorder or 
stored for later use, 
With reference to the fundamental structure of Fig, 2.3, facsimile 
data compression schemes can be classified into two main divisions: 
non-information preserving, and information preserving, coding, as 
shown in Fig, 2,4, Non-information preserving coding uses an 
irreversible preprocessing operation which has no corresponding 
post-processing operation which would completely restore the original 
image, On ''the other hand, in. information preserving coding, there 
exists a reversible one-to-one transformation in which the original 
input image is recovered without any loss of information, 
Information preserving coding can be divided into two categories: 
one-dimensional and two-dimensional coding, In the former category, 
coding is carried out only within each scan-line, whilst in the 
latter category, coding is performed over two or more scan-lines, 
Since two-dimensional coding schemes make use of vertical and 
horizontal correlation, they are able to achieve higher compression 
factors than one-dimensional coding schemes but become more 
vulnerable to transmission errors, Two-dimensional coding schemes 
can be further divided into simultaneous coding of N lines, line-
by-line sequential coding and area coding algorithms, In simultaneous 
coding of N lines, N consecutive scan-lines are taken and processed 
23 
DIGITAL FACSIMilE CODING 
NON-INFORMATION PRESERVING INFORMATION PRESERVING 
/ 
preprocess~ng 
only 
~ 
pre- and post-
processing 
ONE-DIMENSIONAL TWO-DIMENSIONAL 
simultaneous coding area 
of N lines coding 
line-by-line sequential 
coding 
Fig. 2.4 - Classification of Digital Facsimile 
Coding Techniques 
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independently, whilst in line-by-line sequential coding, the 
vertical correlation that exists in facsimile images is exploited, 
and each scan-line is successively processed by reference to one 
or two preceding lines, Area coding algorithms, on the other 
hand, do not make use of previous lines as a reference for coding 
but rather take successive areas of the source image to be coded 
independently. In other words, the vertical correlation that exists 
between successive scan-lines is not fully utilised, 
2.3.1 Non-Information Preserving Schemes - Pre- and Post-processing 
Non-information preserving schemes, in most cases, are irreversible 
preprocessing techniques which are employed prior to actual coding. 
Since they are information lossy, degradations are inevitably 
introduced into the reproduced image in the sense that the original 
image cannot be recovered fully. In most cases, there exists a 
corresponding post-processing technique which will try to restore 
the image as best as possible. However, the word degradation is 
sometimes misleading because in digital facsimile systems, the 
original analogue input goes through the process of sampling and 
thresholding which in itself is accompanied by some kind of distortion. 
The distortion appears in the fbrm of jagged edges along the characters, 
or random isolated dots resulting from impulse noise introduced 
during the scanning process, There are preprocessing techniques(l5-l7) 
available which have been developed to handle this kind of situation. 
It cannot, therefore, be said that the use· of irreversible pre-
processing always causes more degradation than reversible processing 
from the viewpoint of overall image quality. Besides, higher data 
25 
compression efficiency can always be obtained if preprocessing 
is incorporated, 
It is observed from Fig, 2,4 that non-information preserving 
schemes can be categorised in two ways, The first category is 
where only the transmitter employs a preprocessing stage -
corresponding to no post-processing at the receiving end, The 
second category incorporates both preprocessing and post-proc-
essing stages at the transmitter and receiver respectively, In 
terms of compression efficiency, the latter category is more 
efficient because more drastic signal modification can be employed, 
However, because machines of this category need a corresponding 
post-processor at the receiver, they cannot communicate with 
other machines without the same facility, ···The inclusion of 
·techniques in the former category, on the contrary, overcome 
this disadvantage but offer smaller improvements in compression 
efficiency than those of the latter category, 
Amongst the more simple preprocessing techniques are those described 
by Netravali(lS) and Margner and Zamperoni(l9), In both cases, 
single element runs are discarded without causing serious degra-
dation to the resulting copy, A reduction in entropy by about 
10 percent is reported, Other simple techniques, such as isolated 
black point removal, and bridging(ZO-Zl), were proposed in the mid-
70s, Kunt and Johnsen(ZZ) proposed what is known as psychovisual 
coding in their block coding strategies with the aim of increasing 
the compression ratio by distorting the image in an unnoticeable 
or at least tolerable way, This is done by considering all blocks 
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having not more than B ones (black pels), as completely white 
blocks. The parameter B is called the distortion factor, and 
for the information lossless case, B is equal to zero. An 
increase in compression ratio by about 8 percent and 17 percent, 
for B equal to one and two respectively, has been reported(Zz). 
The notchless bilevel quantiser described by Fukinuki(Z3) is 
one of the more complex techniques for preprocessing. Most practical 
facsimile scanners contain a two-level quantiser whose threshold 
level is normally constant. Since the conditions for scanning 
a document are variable, the analogue:. signal level may go up 
and down around the threshold level. The output of the 
analogue 
qLBntiser is, therefore, dependent on how close the, signal is to the 
threshold. This inevitably causes notches along the horizontal 
and vertical lines of the digitised document. These notches not 
only degrade picture quality but also reduce coding efficiency 
because long runs are broken down into shorter runs and line-to-
line correlation is reduced. The solution to the drawback of 
constant threshold level is the application of the notchless 
bilevel quantiser, introduced by Fukinuki, in which the threshold 
level is varied according to the logical state of the preceding 
pels. An improvement in picture quality is observed, and an 
increase of more than 20 percent in coding efficiency is achieved 
using this method. Sometimes, digital facsimile machines are 
called upon to handle noisy originals such as those from an 
electrostatic copier. Electrostatically reproduced images are 
characterised by the presence of impulse noise, which decreases 
the efficiency of the coder and also affects : the final copy. 
27 
In other cases, a badly-adjusted type head and worn-type ribbon 
may cause tiny perforations in the input copy. The application 
of the notchless bilevel quantiser with logical feedback for 
these types of input documents will not be effective enough to 
remove the noise. Ting and Prasada(l5-l6) provided the solution, 
with the aim of cleaning up noise already inherent in the input 
document. Known as Majority Logic Smoothing, it uses a 3 ~ 3 
mask in which the central element is changed depending on the 
value of the majority of the pels in the neighbourhood around it. 
This method has the slight drawback in that 'connectivity is 
sometimes lost and smaller characters tend to be filled in or 
fragmented. Majority Logic Smoothing with Contour Checks, in 
which the central pel is determined by majority logic except 
for those circumstances when a contour is detected, avoids 
this difficulty. Simulations in which clean originals are sub-
jected to noise show an increase in compression ratio of the 
order of 30 percent for one-dimensional run-length coding and 
about 74 percent for two-dimensional coding(l6 ). Other related 
schemes include that described by Billings(24). The use of 
preprocessing partly to solve buffer problems in order to achieve 
a more constant rate output has been described by Margner and 
Zamperoni(ZS). 
Some of the more important non-information preserving techniques 
in the second category, in which a corresponding post-processing 
step is required, include those described by Takagi et. al.(Z6), 
Usubuchi et. al.(Z7) and Judd(ZB). Takagi's method takes 
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advantage of the inherent redundancy present in sufficiently high 
resolution documents and intentionally modifies the facsimile signal 
to aid bandwidth compression. Used together with two-dimensional 
predictive coding, some of the local patterns in the digital 
image are modified so as to reduce the prediction error probability, 
hence improving coding efficiency. It has been shown(26 ) that this 
technique reduces the bit rate by an amount ranging from 18 to 57 
percent. Being information lossy, the degradation caused by the 
preprocessing technique is mitigated by the inclusion of a post-
processing technique at the receiver in order to restore the 
naturalness of the resulting image. On the other hand, the use 
of parallel thinning algorithms for digital piotures(29) is the 
basis of Usubuchi et. al's(27) method. Here, preprocessing is 
achieved by first smoothing and then thinning the width of lines 
or characters to a single picture element. In other words, the 
'skeleton' of the characters is extracted for further coding. At 
the receiving end, post-processing is carried out by thickening 
the 
was 
thinned lines to improve picttire quality. A similar scheme 
later proposed by Judd(Z8). Entropy measurement(27) for this 
technique shows that there is a reduction in average entropy of 
about 60 percent compared with that of the original picture. 
Other non-information preserving schemes which do not specifically 
fall into the category employing pre- and post-processing include 
the Combined Symbol Matching (CSM)(J0-32) facsimile system proposed 
by Chen, Pratt and others and vector coding(33) described by 
Ramachandran. CSM is a new concept of hybrid symbol matching/ 
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run-length coding in which a document is dynamically segmented 
into symbol and graphic regions. Alphanumeric characters are 
efficiently coded by symbol recognition techni~ues using a pro-
totype library code(3l-32) whilst graphics are represented by 
two-dimensional run-length codes. Vector coding, on the other 
hand, extracts vector information from raster scanned data and 
is mainly aimed at computer-aided design and draughting applications. 
Two further information lossy schemes will be described in full 
in ChaPter V. 
2.3.2 Information Preserving Schemes 
(A) One-Dimensional Coding Schemes 
There are many variations of one-dimensional coding of black and 
white facsimile signals, most of which, however, are based on the 
concept of run-length coding. Nevertheless, there are other one-
dimensional codes available in the literature which can be regarded 
as alternatives to run-length coding. Amongst the_ more important 
schemes are one-dimensional white block skipping (WBS)(68) and 
autoadaptive block coding(34-35). This subsection will be devoted 
to various one-dimensional run-length coding schemes. 
The se~uence of pels produced by a scanner on a line-to-line 
forming 
basis can be viewed as a succession of pel A segments of the S~J.me 
colour, _with altern~J.ting colour from one segment to the next. 
In this model, the information source produces segments of different 
lengths that are usually called runs. Codes based on these run-lengths 
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are called run-length codes, In run-length coding, it is assumed 
that the lengths of black and white element runs are statistically 
independent. 
The probabilistic model for run-length coding of black and white 
images was first proposed by Capon(lO), Based on the first-order 
Markov model, each pel Xi is dependent on the previous pel X. 1 , ~-
and the entropy is given by:-
z ~ 
X. ·1 X. ~- ~ 
P(X. l' X.) log2 P(X./X. 1) ~- ~ ~ ~- (2,1) 
This led to the development of a run-length source model in which 
the probability of a white run of length r can be expressed as 
r-1 transitions from white pel to white pel followed by the trans-
ition from white pel to black pel, Under the assumption of infinite 
length, the white run-length distribution is therefore:-
P (r) = P(w/w)r-l P(b/w) 
w (2,2) 
where P(w/w) is the probability of a white pel given that a white 
pel has occurred and P(b/w) is similarly defined, Similarly, the 
black run-length distribution is:-
(2,J) 
where and 
The average white and blac~ run-lengths are given respectively by:-
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r 
w 
g 
r 
r • Pw(r) 
(2.4) 
rb ~ ;£ r • Pb(r) 
r 
The entropies of the white and black runs are given by:-
Hw ~ - 2 P (r) log2 P (r) w w 
r 
(2.5) 
Hb ~ - z 
r 
Pb(r) log2 Pb(r) 
Therefore, the entropy per pel, Hpel, and the maximum theoretical 
compression factor, Qmax• for a given set of run-length values 
are given by the expression:-
1 
(2.6) 
H 1 in Eqn. (2.6) is usually higher than H 1 for Capon model pe pe 
given in Eqn. (2.1) and indicates that the latter 
model includes some of the higher order dependencies between 
successive pels~f the same colour. 
Many different codes have been designed for use in run-length 
coding. However, the problem ·of assigning codewords to the run-
lengths in an optimal way can be solved by using Huffman's 
procedure(36), which minimises the average codeword length for 
a given probability distribution of the run lengths. Since the 
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probability distribution is different for white and black runs, 
individual codeword sets must be provided for coding the white 
and the black runs. The distinguishing feature of the Huffman 
code is that the codeword lengths are related to the fre~uencies 
of the source runs, the more fre~uent runs being assigned the 
shorter codewords. The size of the source alphabet (all possible 
run-lengths) rules out the use of FUre Huffman code for run-length 
coding. Fortunately, it turns out that there exist other variable 
length codes which perform nearly as well and which are easily 
implemented in hardware, for example, the A-codes and the B-codes(J7). 
The A-codes are a class of codes for which each run-length is 
assigned a binary codeword consisting of one or more fixed length 
blocks. For~· the blocks have N bits and the possible codeword 
lengths are multiples of this number. The A-codes are nearly 
optimal for exponentially distributed run-lengths, and can be 
made adaptive on a line-to-line basis, where each scan line is 
prescanned to determine the mean lengths of the white and black 
runs separately, and then coded using the corresponding optimal 
block length. The B-codes, on the other hand, are a class of codes 
for which the codeword length increases roughly as the logarithm 
of the run-length. They have been claimed(J7) to be very' nearly 
optimal for the run-length distribution occuring.in practice. As in 
the case of A-codes, the codewords for the B-codes consist of one 
or more fixed length blocks. The ·block length for BN is N + 1 bits. 
The first bit of each block, which indicates the colour of the run, 
is a 'continuation bit' and the following N bits are the'information 
bits'. The code is uni~uely decodable, though not instantaneous. 
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It has been reported that the redundancy (defined as the ratio 
of redundant to totalc information) for optimal block length 
A-codes is about 50 percent while the B-code with the block length 
of 2, i.e. the B1 code, has a redundancy of 30 percent. Both codes 
are easily implementable since the rules for constructing the code-
words are simple. 
Another ~based 
code (ITC)(3S-39). 
on run-length coding is the intermediate ternary 
The main idea behind this code is the use of a 
ternary representation of both black and white runs as an intermediate 
step. In the ITC scheme, the binary numbers representing the values 
of the run-lengths are converted to a ternary state which distin-
guishes between black and white runs. Ternary pentades are then 
converted into binary octades which form the coded data. In its 
basic form, this code does not require a code table and therefore 
its implementation is simple. Also, since the codewords are all 
eight bits long, there can be no loss of codeword synchronisation. 
The performance of ITC has been evaluated and on average, it is 
better than either the B-codes or the A-codes. 
The remaining run-length codes are mainly based on the use of some 
form of dictionary look-up table. Amongst the more prominent ones 
are the Easily Decodable Run-length code (EDC)(40), the Truncated 
Huffman code (THC)(4l), the Reduced Huffman code (RHC)(42 ) and 
the Modified Huffman code (MHC)(4Z-43). The design of these codes 
makes use of the statistical probability distribution in an optimum 
manner and yet keeps the complexity of implementation to a minimum. 
In other words, the memory requirement for the codeword table is 
J 
considerably less than that of Huffman coding(J6) without losing 
much of the compression gain of the latter. Comparisons have been 
made between these codes(4l-42) with the result that the Modified 
Huffman code performs better, on average, than the others except 
for EDC. EDC seems to be marginally superior but because the 
Modified Huffman code has been extensively studied, performs well 
generally and has been implemented in some commercial machines, 
it has been adopted as the one-dimensional facsimile coding 
standard. A detailed description of MHC will be given in Chapter III. 
(B) Two-Dimensional Coding Schemes 
The main advantage of two-dimensional coding schemes over their 
one-dimensional counterparts is that they offer higher data comp-
ression factors, especially when the documents are scanned at high 
resolution, without significantly increasing system cost. Although, 
the system becomes more vulnerable to transmission errors the 
decrease in ~uality is not large enough to discourage their use. 
It has been mentioned earlier in the chapter that two-dimensional 
coding schemes can be classified into three sub-divisions. The 
first is simultaneous coding of N lines, in which two or more 
scan-lines are taken and coded together. Coding schemes belonging 
to this group include Mode Run-length Coding(44-45), Zig~zag 
Scanning(46 ) and Cascade Division Coding(47). In Mode Run-length 
Coding, two scan-lines are simultaneously examined. When black 
and white documents are considered, there are four possible 
patterns or 'modes• present. The run-lengths of each mode are 
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encoded using efficient run-length codes matched to the distribution 
of the 'modes'. This method of coding has been adopted as a standard 
for the Japanese administrative digital facsimile communication 
system (ADMIX)(48 ) and is reported to have as good a compression 
,._ 
as line-by-line coding schemes where the K factor eq_uals two. The 
Kalle-Infotec Code(49), which assigns codewords having lengths 
between two and eight bits according to the local statistics of 
the facsimile picture and adaptive vector coding(50), in which 
more than two scan-lines are taken to form vectors, are some of 
the variations of Mode Run-length Coding. Coding by zig-zag 
scanning either in a sawtooth-like or wave-like manner(5l) is 
another way of processing two-scan-lines simultaneously. Here, 
an ordinary binary image with 1 lines and M pels/line can be 
regarded as a binary image with 1/2 lines and 2M pels/line. In 
other words, zig-zag scanning effectively transforms the original 
image into a version which is elongated sideways. One dimensional 
run-length coding schemes can then be applied to these elongated 
sc.an-lines. In Cascade Division Coding(47), two successive scan-
lines are stored in a buffer and then adaptively coded block by 
block. Blocks which do not contain black pels are assigned the 
prefix code '0', whilst blocks containing black pels are further 
sub-divided and assigned a prefix '1'. The process continues until 
blocks of four pels are reached where, if the block contains black 
pels, the binary pattern of the block together with a prefix is 
transmitted. Although, the scheme has been independently proposed 
by Usubuchi et.al.(47), the method is similar to the block coding 
techniq_ues of Kunt, Johnsen and deCoulon(34-35). 
<!< defined on page 36 
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Line-by-line sequential coding schemes belong to the second category 
of two-dimensional coding techniques, which generally produce higher 
compression ratios than simultaneous coding of N lines. However, 
since each coded line is reconstructed at the receiver utilising 
the already regenerated preceding lines, error propagation in the 
vertical direction is inevitable in the event of channel errors. 
This can be overcome by inserting a one-dimensionally coded line 
every K lines, thereby limiting vertical error propagation. Line-
by-line sequential coding is currently recognised to be the most 
favourable approach to two-dimensional coding. 
The earliest line-by-line coding algorithm was a line-difference 
code proposed by Laemmel(4 ). Here, two preceding lines of image 
data are used to predict the location of both ends of a run on 
the basis of preceding runs of the same colour. Deviations from 
these prediction are expressed in terms of the number of pels 
needed to locate the run ends correctly. Huang proposed another 
line-difference algorithm called predictive differential quantizing 
(PDQ)(5Z-5J) in which the differences between corresponding run-
lengths of successive scan-lines are transmitted. Basically, 
in PDQ, the changes in white to black transition locations ( ~·) 
and the changes in black run-lengths ( ~··) together with messages 
(New start and Merge) indicating the start and the end of a black 
area are coded and transmitted. Later, Yamazaki et. al. proposed 
a modified version of PDQ called Relative Address Coding (RAC)(54). 
In RAC; transition elements, i.e. those pels at a transition from 
black to white or vice-versa in the horizontal. direction, are first 
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defined. RAC is best described with the aid of a diagram as shown 
in Fig. 2.5 in which two-scan-lines and the six transition elements 
P, P', Q, Q', Rand R' are depicted, 
preceding 
line P' 
L-
~~~~ur-r-r-r-r~~ 
coding line 
Fig. 2.5 - Principle of Relative Address Coding 
Referring to Fig. 2.5, suppose transition element Q is to be coded, 
The encoder selects two reference transition elements which have 
already been encoded, ·They are transition elements P and Q' which 
~e ~ 
are~preceding transition element on the same line andAtransition 
element on the reference line that has the same colour as that of 
transition element Q respectively. The coding procedure of trans-
mitting the shorter of two distances, either that between ~and P 
or that between Q and Q', If both distances are equal to one, then 
the distances QQ' is transmitted. However, if both distances are 
equal to M where M>l, then the distance PQ is transmitted. If QQ' 
is selected for transmission, then a sign is included to indicate 
that Q is to the left or right of Q'. In order to encode this 
distance, variable length coding is used, 
As a further development of RAC and PDQ, another line-by-line coding 
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scheme called Edge-Difference Coding (EDIC)(55) has been proposed. 
Offering greater coding efficiency than RAC and P.DQ, EDIC makes 
use of pairs of transition elements which are classified into 
three different states. In state s1 , one of the transition elements 
of the pair occurs on the preceding line and the other on the 
current line. In state s2 , both of the transition elements of the 
pair occur on the preceding line and state s3, both the transition 
elements of the pair occur on the current line. The states of 
transition element pair are coded to some coding rule. Further 
detail~ of EDIC can be obtained in (56). 
A 'marriage' between RAC and EDIC has given birth to the Relative 
Element Address Designate (READ)(57) coding algorithm. A feature 
of RAC, in which the reference pels for encoding the transition 
elements are adaptively selected, and a feature of EDIC, in which 
coding is performed by classifying a pair of transition elements 
into three states, are both employed in READ. The READ coding 
algorithm was the Japanese contribution to the CCITT SG XIV as 
a two-dimensional coding standards. However, the CCITT modified 
. the original READ algorithm (called the Modified READ code)(4J) 
in order to simplify its implementation without significantly 
changing its compression efficiency. A detailed description of 
the Modified READ code is given in the next Chapter. 
Other variations of line-difference coding are those described 
by Woods(5B) and Mitchell and Goertzel(59). Woods's technique 
called Two-dimensional Delta-Mod Facsimile coding(5B), is 
information lossy. If the run-length difference between two 
I 
I 
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successive scan-lin~is less than or equal to a threshold, the 
difference is quantised to a value of -1, 0, or +1 and coded 
as '00', '01' and '10' respectively, If not, run-length coding 
is used with a prefix '11'. Mitchell and Goertzel's technique is 
very similar to the RAC scheme and is the basis for IBM's proposal 
to the CCITT as a two-dimensional standard • 
During the period when Laemmel(4 ) was reporting line-difference 
coding, Elias(5) was working on a generalised predictive coding 
scheme for information sources, Elias described the use of previous 
data samples to predict the coming data samples and then encoding 
only the prediction errors, Thereafter, Wholey(ll) explored the 
application of predictive coding to binary image data in which 
the value of the current pel is predicted based on previous pels 
on the same line and on the previous lines, hence generating a 
prediction error domain. Preuss(60) later described what can be 
regarded as one of the most significant investigations on predictive 
coding of facsimile signals. His scheme is motivated by the idea 
of extending Capon's first order Markov model to a two-dimensional 
·Nth order Markov model, In this model, the present pel is assumed 
to be statistically dependent on N previously transmitted pels, 
Data compression does not directly result from the prediction itself 
but rather when the resultant error signal is encoded using a suitable 
code, Run-length coding matched to the 
errors 
statistics of the prediction 
is normally employed (Z6). 
However, Preuss(60) also suggested that if the prediction errors 
are separated according to each of their source states and then 
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run-length coding matched to each source state is used, higher 
compression can be readily obtained, He also proposed a simplified 
model in which only two source states are generated in order to 
simplify implementation, As a result of this, other schemes based 
on Preuss's work were proposed, Amongst the more important ones 
are the Ordering schemes(6l-64), and the Classified Pel Pattern 
method(65-66), In the basic ordering scheme, prediction of the 
present element is made using the surrounding previously transmitted 
picture elements and then the states used for prediction are class-
ified into two categories, 'good' or 'bad', 'Good' states are 
those for which the probability of the prediction being in error, 
conditional on that state, is less than or e~ual to a given thres-
hold, All other states are 'bad'. The values of the prediction 
errors corresponding to the 'good' state are placed towards the 
left hand side of a memory e~ual to the size of a scan-line while 
'bad' states are placed towards the right hand side of the memory. 
The reordered prediction errors are then coded using run-length 
coding, Results reported by Netravali et, al. (64) show that, on 
average, ordering techni~ues reduce the number of bits re~uired 
for transmission by about 41 percent when compared with the one-
dimensional Modified Huffman code, 
The basic idea of the Classified Pel Pattern method (CLAP) is 
similar to Preuss's techni~ue, The prediction errors are classified 
into two modes: the Strong and the Weak mode, where the probability 
of correct prediction is larger in the Strong, and smaller in the 
Weak, mode, The prediction errors in these two modes are then 
regarded as produced by a memoryless binary information source, 
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after which an efficient coding scheme is employed. The CLAP 
technique has been reported to be even more efficient than RAC 
and EDIC(5l, 66) and equipment based on this scheme has been 
on the market since 1977. 
The third category of two-dimensional coding schemes is area 
coding algorithms, In contrast to simultaneous coding of N lines 
and line-by-line sequential coding, area coding algorithms are 
truly two-dimensional and assume the existence of all (or, at 
least, a meaningful part) of the image in a random-access memory 
which can be coded independently of other areas, One of the more 
well-known techniques is block codingC34 ) in which picture elements 
are grouped into blocks of size n x m, where n and m are the number 
of pels in the horizontal and vertical directions, respectively. 
These blocks are then coded according to their probabilities of 
occurrence, using short codewords for the most likely, and longer 
codewords for the less likely, block configuration, so that on 
average compression is obtained, Huang and Hussain(6B) later 
explored the optimal block size for one-dimensional block coding, 
A tutorial review of block coding has recently been published 
by Kunt and Johnsen(ZZ)• Contour coding is another technique 
which· can be regarded as a truly two-dimensional approach to 
binary image compression. Schreiber et. al. (70) pointed out that 
for binary images, all of the information is contained in the outlines 
of objects. Given these outlines or 'contours', filling in the spaces 
that they enclose regenerates the original image, The implementation 
of this idea is somewhat involved, especially as a one-to-one 
transformation is desired between any possible image and its 
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contours, Morrin(?l) developed such an algorithm, based on coding 
the outer edges of all objects and holes in an image, Pattern 
recognition, in particular optical character recognition (OCR), 
can sometimes be viewed as a powerful form of data compression, 
However, such a system is non-information preserving, in which 
a completely one-to-one transformation does not exist, Although 
this section deals with only information preserving schemes, 
pattern recognition belongs to a class of area coding algorithms 
and its impact on facsimile coding has recently been acknowledged 
by Pratt et. al.C32 ~ Ascher and Nagy(?Z) were amongst the first 
to recognise the potential of OCR for printed text, They proposed 
a hybrid compression and cognition scheme in which characters 
are saved (i,e, become prototypes) if they are not highly correlated 
with any of the previous saved characters, Characters which are 
highly correlated are transmitted using only the identification 
code for the saved prototype, Pratt et, al.~6 ) made measurements 
on the application of such system to typewritten data, They used 
a segmentation algorithm for their OCR scheme that enclosed all 
objects within a minimum size rectangular block, When objects 
are assumed to be unrecognisable, they are coded accordingly, 
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whilst recognised characters are assigned address bits to locate 
their position, Based on this scheme, a Combined Symbol Matching 
(CSM)(30-3Z) technique was later proposeq which is a refined version 
of Ascher's and Nagy's scheme, The CSM technique possesses the 
advantage of both symbol recognition and run-length coding, 
In operation, a symbol blocking operator isolates valid alphanumeric 
characters and document symbols, The first symbol encountered is 
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placed in a library, and as each new symbol is detected, it is 
compared with each entry of the library. If the comparison is 
satisfied to within a given tolerance, the library identification 
code is transmitted along with the symbol location coordinates. 
Otherwise, the new symbol is placed in the library and its binary 
pattern is transmitted. Non-isolated symbols are left behind as a 
residue, and are coded by run-length coding. OCR systems are 
generally difficult to realise practically but the advantage in 
performance is significant. It is in this area that significant 
compression performance improvements will probably be made in 
future. 
2.4. OTHER RELA'lED CODING TECHNIQUES 
In this section, some of the coding techniques closely related to, 
but not directly connected with, ordinary facsimile coding are 
discussed. Some of the problems involve the coding of dithered 
binary pictures and also the coding of newspaper pages, which are 
normally scanned at very high resolution. 
Dithering is an image processing technique which creates a two-
level picture that gives the illusion of a multilevel picture by 
appropriately arranging the spatial density of the two levels 
(usually black and white) on the picture(?J-74). The dithering 
technique consists of comparing a multilevel image with a position 
dependent threshold and setting pels to white when the input signal 
exceeds the threshold. Other pels are set to black. The matrix of 
threshold values (called the dither matrix) is repeated over the 
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entire picture to provide the threshold pattern for the whole image. 
Various techniques have been developed for the purpose of displaying 
continuous-tone images on a bilevel display(75). Netravali et. al.(76) 
studied the use of the ordering techniques to dithered pictures. By 
predicting the present picture element based on four previous 
elements and rearranging the relative order of the picture elements 
in such a way as to increase the average white and black 
dithered ( 6 ) bit rates were decreased to about 0.20 bits per,_pel 7 • 
run-lengths, 
Johnsen (77), 
later proposed a new predictor for coding dithered pictures which 
gives a performance, on average, 20 percent better than that of 
Netravali et. al (76 ). The use of the CCITT one- and two-dimensional 
coding standards on dithered images in conjunction with ordering 
techniques has been studied by Johnsen and Netravali(78). Results 
obtained(7B) show that a compression of about 3.5 is possible. 
The transmission of a newspaper page using analogue facsimile 
can take as long as about five minutes via a 48 Khz channel and 
the need for digital data compression techniques in that application 
is apparent. Furthermore, since the newspaper industry is becoming 
more automated (binary pattern processing by computer), it is even 
more desirable to transmit newspaper pages via digital channels. 
The use of ordinary facsimile coding techniques has been shown(79) 
to give poor performance on newspaper pages due to their very 
different statistical properties when compared with printed text. 
Newspaper pictures are normally composed of a periodic dot structure 
which is not found in ordinary facsimile documents. Using this 
property, Usubuchi et. al.(79) proposed a new technique for the 
compression of newspaper pages by developing a predictor using the 
Dth previous pel and its neighbouring elements as well as those pels 
close to the picture element to be predicted, where the distance D 
represents the period of the dot structure, Using this technique, 
it has been shown that the transmission time can be reduced from 
five to about 1,8 minutes(79), 
2,5, THE EFFECTS OF ERRORS AND METHOrB FOR THEIR MINTIIISATION 
Efficient source coding of any data stream inevitably increases the 
sensitivity of the compressed data to channel errors, In facsimile, 
channel error effects become worse as higher data compression is 
achieved, The effect of errors is different for different coding 
schemes., being more drastic for area coding algorithms like. CSM 
and more manageable for one-dimensional run-length coding. The 
increased sensitivity to channel errors is partially compensated 
for by the fact that after compression, fewer bits represent an 
image and hence there are fewer chances of the signal being corrupted 
by noise, Although this is so,. the occurrence of a single error will 
still have quite a devastating effect on the resulting copy, 
The effect of channel noise on one-dimensional run-length coding 
scheme is normally characterised by a spatial shift of the sub-
sequent picture information due to loss of synchronisation, 
However, the damage caused by an error can be confined to the 
scan-line in which the error occurs by transmitting a special 
synchronising sequence called the end-of-line (EOL) codeword at 
the end of each coded line. This codeword is unique since it 
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consists of a sequence of digits which cannot occur naturally 
anywhere in a scan-line of coded data, It can therefore be easily 
recognised and although a coded line may be damaged by transmission 
disturbances, all the subsequent lines can be correctly received 
and decoded, There is an additional advantage in that the receiver 
can sum the decoded run-lengths between two EOLs and if the value 
is different from the nominal scan-line length, an error can 
safely be assumed to have occurred. The receiver can than employ 
an error concealment technique to reduce the subjective effect 
of the damage to the document. 
Although the inclusion of EOL codewords prevents propagation from 
one line to another in a one-dimensional run-length coding scheme, 
by forcing resynchronisation at the end of each coded line, there 
are problems associated with channel errors occurring in EOLs, 
Three events are often considered, They are lost EOL, premature 
EOL and false EOL, Lost EOL occurs when an error corrupts the EOL 
codeword in such a way that it cannot be recognised, The effect 
is loss of a· scan-line, and this .can be reduced by applying error 
concealment techniques, Premature EOL occurs when an error happens 
to occur in the FILL bits (See Chapter III and ref. (43)). It 
creates a spurious or false EOL and can be easily recognised since 
coded lines with fewer bits than specified by the minimum scan-
line time (MSLT)(43) are produced, In the case of false EOL, the 
decoder recognises two lines instead of one, both showing the 
wrong number of pels per line, As a result, an extra line is added 
to the document. 
The introduction of an EOL codeword is the first measure for limiting 
the effects of an error to only one scan-line, However, visually to 
improve the quality of the resultant document, error concealment 
techniques may be applied to the erroneous lines, For example:-
{a) replacing the damaged line by an all white line 
(b) repeating the previous line 
(c) printing the damaged line 
(d) using a line-to-line processing or correlation technique 
to construct as much of the line as possible. 
a The effect of errors sometimes appears in the form of,long streak 
of black runs which is very noticeable and disturbing. In cases 
like this, it is preferable to adopt methods (a) and (b) to improve 
visual quality. Sometimes only:small displacement in the characters 
occurs and for those case, method (c) is used, i.e. the errors are 
left alone. Usually only a few of the codewords of a scan-line are 
disturbed, and, instead of replacing the complete erroneous line 
either by a white line or the previous line, much of the scan-line 
can be retained if the erroneous zones can be located. Since there 
is high line-to-line correlation between scan-lines, this property 
can be used to localise the erroneous area, Rothgordt(BO) employed 
this technique by measuring the correlation between groups of pels 
on the damaged line and corresponding groups on the adjacent lines 
above and below. Poncin and Botrel(Bl) also used a similar scheme, 
Once the erroneous areas have been localised, methods (a) and (b) 
can then be employed on those areas only, Eto et, al. (BZ) developed 
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a different strategy in localising the erroneous zones by using the 
instantaneous change in the received carrier, in their case, 4-~ase 
differential PSK. Subjective results(BZ) show that there is a further 
improvement in quality compared with the case when methods (a) and (b) 
are employed outright, 
In the case of two-dimensional line-by-line sequential coding schemes, 
the resulting effect of transmission error is error propagation both 
in the horizontal and vertical directions, Vertical error propagation 
can be limited to only a few scan-lines by transmitting, every K lines, 
a one-dimensional run-length coded line, For normal and high resolut-
ion, respectively, the CCITT has standardised the values of K as two 
and four, to prevent further obliteration of the received document. 
For example, if K is four, the occurrence of an error in the coded 
data just after a one-dimensionally coded line would cause vertical 
error propagation throughout the next K-1 (in this case, three lines). 
The usual way of handling this kind of error. propagation is to 
replace the erroneous lines with the last correctly decoded line, 
but this will create annoying 'elongated •, characters in the vertical 
direction, One way of overcoming this is to replace the first two 
erroneous lines with the previous correctly decoded line and the 
third line is then replaced with the next one-dimensionally coded 
line. In other words, up to five lines need to be stored, Another 
way is to localise the erroneous areas and only replace the affected 
areas using the corresponding areas of the previously decoded line. 
This will improve the resulting copy dramatically, The overall 
results of error concealment techniques will be less drastic if 
channel errors happen to occur on the second or third scan-lines 
after a one-dimensionally coded line. 
The effect of channel errors on area coding algorithms such as 
block coding, contour coding ·: etc • is more catastrophic for the 
resultant document than in the case of one-dimensional and line-
by-line sequential coding, for the occurrence of an error will 
completely destroy the total document content. (See Chapter VII, 
for some pictorial illustrations for the ABLC scheme). Chen(B3) 
studied the effect of transmission errors on the Combined Symbol 
Matching facsimile coding scheme and found that a single error 
degrades the quality beyond recognition. Simple error concealment 
techniques will not be effective and a different error protection 
strategy is required for such a system. He proposed a tailored 
error protection scheme in which the most sensitive code elements 
of the source codes are isolated in order to minimise a catastrophic 
loss of codeword synchronisation. This is done at the expense of 
additional overhead bits which effectively increase transmission 
time. 
In addition to error concealment techniques and error correction 
schemes operating at the receiver, detection of errors and re-
transmission of blocks of data in error using an automatic repeat 
request (ARQ) system and/ or correction using a forward-acting 
error correction code (FEC) can be incorporated. Such schemes are 
suitable for systems operating in error-prone environments and are 
also applicable to systems which, by their nature; are extremely 
sensitive to channel noise, CSM for example. 
50 
ARQ error protection schemes basically operate by detecting errors 
in the data and then requesting retransmission. The transmitted 
data is grouped into 'blocks', and for each block, a 'checkword' 
is calculated. The checkword algorithm is designed such that the 
checkword's exact value is a very sensitive function of the bit 
pattern of the block to be transmitted, When the block is received, 
an identical algorithm re-calculates the checkword using the 
possibly corrupted data block, and compares it with the transmitted 
checkword. If the checkwords are identical, it is assumed that no 
errors have occurred, otherwise retransmission is requested. ARQ 
systems have the advantage of being very reliable and insensitive 
to changes in the channel error rate but, however, their inclusion 
leads to a reduction in the effective transmission rate. 
FEC codes, on the other hand, have higher effective transmission rates 
but must be specifically designed depending on the type of errors 
likely to be encountered in the channel. There are several efficient 
schemes available for forward error correction purposes(84). One of 
the more familiar schemes used to correct random errors is the use 
of a convolutional coder together with aViterbi decoder, The error 
correction capability of this system is dependent upon the complexity 
of the decoder and the quantity of overhead bits one is willing to 
allow. One of the most common schemes used to correct burst errors 
is the Reed-Solomon coder/decoder, Recently, an implementation of the 
Reed-Solomon code using a microprocessor has been demonstrated(S5) 
which has the capability of correcting a single burst error spread 
over up to 17 bits in a block of 255 bytes. 
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Although ARQ and FEC methods are effective in protecting the data 
from channel errors, they do add extra cost to the equipment, and 
increase the overall transmission time. 
2.6. CONClUSION 
In this chapter, the subject of facsimile has been introduced 
from the historical point of view, leading up to sophisticated 
present day digital facsimile systems. At the beginning of the 
chapter, the advantages of digital facsimile systems over their 
analogue counterparts are emphasised, and problems related to 
transmission impairment, and the ability to transmit faster 
using digital techniques, are discussed. The chapter also surveys 
the current 'state of the art• in facsimile coding methods, for 
both non-information, and information, preserving schemes. The 
survey is by no means exhaustive but gives an adequate indication 
of the techniques available. Areas which have not been dealt with 
in a detailed way are those pertaining to optical character 
recognition and the coding of newspaper and dithered images. 
A digital facsimile system is not fully characterised unless its 
response to channel errors is documented, and. some of the common 
error protection schemes currently used in conjunction with digital 
facsimile are discussed here. Finally, the change over to digital 
data networks from the present use of voice grade telephone 
networks, makes digital facsimile more convenient, and can be 
expected to stimulate further development in equipment, systems 
and applications. 
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CHAPTER Ill 
DIGITAL FACSIMILE CODING STANDARDS 
3.1. INTRODUCTION 
Although the concept of facsimile has been in existence for more 
than a century, it is only in the last decade that much success 
has been achieved in standardising its operation. For many years, 
facsimile communications was utilised by huge multinational comp-
anies like Western Electric, United Press International (UPI) and 
Nippon Telegraph and Telephone Public Corporation (NTT), Most of 
their special purpose,facsimile equipment, used on leased lin~ 
was of the analogue type, corresponding to Group 1 (Gl) machines 
(Recommendation T.2) of the CCITT standard, which require six 
minutes to send an A4 size page over the voice-grade channel, 
In the early seventies, there was a sudden revival of facsimile 
communication, particularly in Japan, where there was a growing 
need for efficient transmission of Kanji characters, A new era 
of facsimile communications had emerged, and in 1972 NTT opened 
its Public Switched Telephone Network (BSTN) for data and ~acsimile 
communications. The growth of facsimile comunication was rapid and 
over these years, a new type of analogue equipment, standardised 
by the CCITT under the category of so-called Group 2 (G2) machines 
(Recommendation T.3), appeared, which was capable of sending an 
A4 size page in three minutes over the voice-grade channel, These 
added a new dimension to facsimile applications and resulted in 
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widespread use of facsimile equipment in such areas as government 
agencies, financial businesses and manufacturing industry, There 
was now much interest in facsimile communications, especially by 
business concerns, and this led to the need for further reduction 
in transmission time and cost, and the ability to communicate 
between companies with equipment having an improved resolution. 
However, faster transmission could not readily be realised using 
analogue techniques because of the restricted bandwidth of voice 
band telephone circuits, These requirements prompted the develop-
ment of a new type of facsimile machine, capable of sending an 
A4 size page within a minute using digital processing and redundancy 
reduction techniques, 
By 1974, CCITT Study Group XIV was laying the foundation for the 
establishment of a new international Recommendation for digital 
facsimile, In general, equipment of the type considered here is 
classified as Group 3 apparatus and is defined within the CCITT as:-
"Group 3 : Apparatus which incorporates means for 
reducing the redundant information in the document · 
signal prior to the modulation process and which 
can achieve a transmission time of about l minute 
for a typical document of ISO A4 size via a telephone 
type circuit, The apparatus may incorporate bandwidth 
compression of the line signal," (l04 ) 
At the same time, several digital facsimile coding techniques 
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were proposed but the specifications applied by manufacturers 
making commercially marketed facsimile terminal units still remain 
mutually incompatible. In fact, the question of 'interbrand' comp-
tibility had taken a decided step backwards. Cl) Hence, there was 
an urgent need to establish an international standardisation for 
digital facsimile equipment. 
In 1976, T.3, the Group 2 Recommendation and T.30(l05), the Protocol 
Recommendation, were agreed by the Sixth Plenary Assembly of the 
CCITT. With T.3 and T.30 settled, greater emphasis was now directed 
toward digital facsimile so that by the end of 1977, T.X (a temporary 
title for the Group 3 Recommendation) was provisionally agreed. 
Towards the end of 1979, a new Recommendation (T.4) was drafted 
for Group 3 type apparatus with the aim of achieving compatibility 
between digital facsimile machines connected to the PSTN. It was 
only through widespread collaboration and agreement between many 
companies and national telecommunication administrations, under 
the auspices of the CCITT, that made it possible to draft a 
satisfactory Recommendation (T.4). The CCITT also provided eight 
reference documents, as shown in Fig. 3.1, for assessing the computer 
simulatio~ results required to arrive at a satisfactory recommendation. 
By now, the draft Recommendation T.4 should have been ratified by the 
CCITT. 
In order to achieve the sub-minute transmission time, source 
encoding methods are employed to reduce the amount of redundant 
information required to represent an image. Included in the draft 
Recommendation T.4 is a one-dimensional run-length source encoding 
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scheme using the Modified Huffman code. This code was agreed by 
CCITT Study Group XIV as a viable compromise between high values 
of compression (with great susceptibility to transmission errors), 
and low implementation costs. Later in 1979, an optional two-
dimensional coding scheme was appended to the Recommendation 
as an extension to the one-dimensional coding scheme, The two-
dimensional code allows greater compression efficiency to be 
achieved for many documents, particularly when they are scanned 
at twice the normal resolution. 
Section 3.2 describes the standard parameters required for Group 
3·apparatus while Section 3.3 summarises the Group 3 one-dimen-
sional coding standard. Section 3.4 outlines the criteria used 
for the choice of the two-dimensional coding scheme and also 
discusses the scheme in detail. 
3.2. STANDARD PARAME1ERS FOR GROUP 3 APPARATUS 
To achieve international compatibility and to provide interworking 
between any Group 3 machines over the ffiTN,, various specifications 
are required and are given in CCITT Recommendation T.4 and T.30. 
Recomendation T.4 contains the standard parameters required for 
Group 3 apparatus, for example, document size, resolution, scanning 
rate, modulation and source encoding methods. Basically, Recommendation 
T.30 is not a digital facsimile coding standard. It 
specifies the 'handshaking' or protocol requirements for 
Group l, 2 and 3 apparatus, and defines the possible inter-
actions between these groups. The portion of T.30 which is of 
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most interest to digital facsimile manufacturers and users is 
the one describing the orderly exchange of data between a calling 
and called station. Some of the elements covered are, for example, 
call setup, premessage procedures for identifying and selecting 
the required facilities, message transmission, post-message 
procedure and call release. Further information regarding T .30 
can be obtained from Ref, (105). 
3.2.1 Specifications defined in T.4 
(A) Dimension of Apparatus 
(i) Input document size:- The equipment should be able 
to accept ISO A'+ (210 x 297 mm) size documents. As 
an option, documents up to A3 in size may also be 
transmitted with the same resolution. 
(ii) Optical characteristics:- Two level (black and white) 
images are to be recognised and reproduced. 
Multiple shades of grey are not required by the standard, therefore, 
only one bit per picture element (pel) is needed. 
(iii) Resolution:- The standard vertical resolution is 
3.85 lines/mm with an optional higher resolution 
of 7.7 lines/mm. 
The primary reason for the choice of 3.85 lines/mm was to allow the 
Group 3 equipment to be compatible with Group l or Group 2 apparatus, 
as T.2 and T.3 specify the same value. A higher resolution is 
included to allow higher quality copies to be obtained. 
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(iv) Sampling density:- Each scan-line on an A4 document 
is divided into 1728 black and white pels correspond-
ing to a length of 215 mm. The number of pels may be 
optionally increased to about 2600 to allow documents 
up to A3 size to be transmitted at the same resolution. 
It is observed that the horizontal resolution is nearly twice that 
of the standard vertical resolution. This is to ensure that no 
staircase appearances are seen on vertical black and white edges 
due to the sampling and ~uantising processes. 
(B) Minimum Scan Line Times and Message Format 
(i) Time per scan-line:- The recommended standard minimum 
scan-line times (MSLT) is 20 milliseconds ( e~uivalent 
to a minimum of 96 coded bits at a transmission rate 
of 4800 bits/sec). Optional MSLTs of 10 ms, 5 ms and 
0 ms are also recognised. 
The MSLT specifications allow for mechanical limitations of both 
the transmitter and receiver sections of some machines. Most 
printers re~uire a minimum grace period to print the necessary 
information on a scan-line. 
(ii) Error control:- Transmission error control is provided 
for the Group 3 standard with the addition of a uni~ue 
End-of-Line (EOL) code at the end of each line of 
information. The EOL is made up of eleven 'Os' followed 
by a '1'. 
The basic premise for having the EOL code is to prevent errors 
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propagating from one scan-line to another if a one-dimensional 
coding scheme is used. It also allows the decoder to resynchronise 
and start afresh on a new line. 
(iii) Fill bits:- In the event of a scan-line being coded 
using fewer bits than the specified number, FILL bits 
are added to extend the time. FILL bits are defined as 
'Os' which are inserted between DATA and EOL. 
Fig. 3.2 shows the inclusion of FILL bits in order to achieve the 
required MSLT. The end of document transmission is indicated by 
six consecutive EOLs which form the return-to-control (RTC) signal. 
I EOL DATA EOL DATA FILL I EOL 
' start of message 
MSLT I 
end of message 
I 
--------..... 
I DATA EOL EOL EOL EOL EOL EOL 
Return to Control I 
Fig. 3.2 - Message Format 
(c) Modulation and Demodulation 
It is recommended that Group 3 equipment should use data rates 
of 4800 bits/sec and 2400 bits/sec when operating on the JSTN. 
The modulation·and demodulation characteristics of·a Group 3 
device are identical to the characteristics, including scrambling, 
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equalising and timing, of CCITT Recommendation V27 ter. V27 ter. 
is the standard used to,define data transmission on the PSTN at 
4800 bits/sec. The use of Group J equipment at higher speeds is 
also recognised. It may operate optionally at 9600 bits/sec if 
'good' lines are available using the modulation method defined 
by CCITT Recommendation V29· 
(D) Coding 
A statistically derived one-dimensional encoding approach using 
the Modified Huffman code has been agreed as the Group J basic 
standard. As a further development, a two-dimensional standard, 
using the Modified READ code, was later included in order to 
achieve greater compression when documents are scanned at higher 
resolution. Details of the Modified Huffman code and the Modified 
READ code will presented in the following sections. 
J.J ONE-DIMENSIONAL CODING STANDARD 
It is well-known that Huffman coding(4Z), which is based on the 
statistical probability distribution of run-lengths gives optimum 
results for a one-dimensional coding scheme. However, if the source 
message has a large range in its probability distribution with some 
of the messages highly improbable, then the required codebook size 
becomes unmanageable. A modified Huffman procedure with reduced 
memory requirement is therefore required. 
The Modified Huffman code was first suggested by the Plessey 
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Company but was later revised by the BFICC (British Facsimile 
Industry Compatible Committee) and the EIA (Electronic Industries 
Association) for proposal to the CCITT. The revised version was 
later accepted by CCITT SG. XIV and is now a basic Group 3 standard. 
To conform with the CCITT standards whereby A) size paper can be 
optionally used, British Telecom extended the code table further 
to meet this re~uirement. 
Some of the important factors which led to the acceptance of the 
code by the CCITT were compression efficiency, error susceptibility 
and complexity of implementation. Since the code design was based 
on run-length statistics averaged over many typical documents, it 
is reasonably insensitive to significant changes in the source 
statistics, and most documents can be transmitted with high 
efficiency. Furthermore, being a comma free code, in the event 
of an error disturbing the data bit stream, the code has the 
capability of self resynchronisation. Thus, the effect of a channel 
error would be spatially to shift the coded line. By having a 
unique end-of-line (EOL) code, the disturbance is confined to 
only one scan-line. Thus, line-to-line error propagation is 
not possible. Since the code is a modified version of the Huffman 
code, it re~uires less memory than the original Huffman code and 
thus simplifies the problem of implementation. 
3.3.1 The One-Dimensional Coding Scheme 
In this scheme, each scan-line is regarded as a se~uence of 
alternating black and white lines. All lines are assumed to 
begin with a white run to ensure that the receiver maintains 
colour synchronisation, If the first actual run on a line is 
black, then a white run of zero length is transmitted at the 
beginning of the line 
To represent the black and white runs, se~arate code tables are 
used and these are given in Table J,l, Each code table can rep-
resent a value of run-length u~ to a maximum of one scan-line 
(1728 ~ls), and contains two types of codewords: terminating 
codewords (TC) and make-u~ codewords (MUC), Runs between 0 and 
63 ~els in length are transmitted using a single· terminating 
codeword, Run with lengths between 64 and 1728 elements are 
transmitted by a MUC followed by a TC, The MUC re~sents a run-
length value of 64 x N (where N is an integer between 1 and 27) 
which is e~ual to, or shorter than, the value of the run to be 
transmitted, The following TC s~cifies the difference between 
the MUC and the actual value of the run to be transmitted, 
The coding of each scan-line continues until all runs on the 
line (i,e, a total of 1728 ~ls) have been transmitted, Each 
coded line is followed by the EOL codeword, which is a uni~ue 
se~uence of bits consisting of eleven 'Os' followed by a '1', 
Thus, even if a transmission error corru~ts some of the coded 
scan-line data, the error cannot ~revent the EOL from being 
detected and the error is therefore confined within a scan-line, 
If the number of coded bits in a scan-line is fewer than a certain 
agreed minimum, then FILL bits consisting of varying length 
se~uences of 'Os' are inserted between the line of coded data 
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From ref.-. (43) 
and the EOL codeword. 
To cater for the transmission of an optional larger document up 
to A3 (about 2600 pels/line) in size using Group 3 machines, an 
extended code table, as shown in Table 3.2, was constructed by 
adding 13 extra MUC to the basic code table of Table 3,1, Coding 
a scan-line of 2600 pels is carried out in the similar manner to 
that explained above, The use of the extended code table is signal-
led as per the Recommendation T,30 control procedures, 
3.3.2 Construction of the Modified Huffman Code Tables 
The properties of the EOL codeword can be further understood by 
considering the construction of the Modified Huffman code tables, 
Each code table was initially designed according to Huffman's 
procedure and to contain the code word '0000000' (seven 'Os ' ) 
which was designated to signal the end of a scan-line, Redundant 
bits were then added to the codeword of seven ~Os' to form a 
codeword of ten 'Os' followed by a '1', From Table 3.1, it can be 
seen that no codeword ends in a sequence of more than three 'Os', 
or begins with a sequence of 'Os' larger than six, therefore the 
EOL , of ten 'Os' followed by a '1', forms a unique sequence which 
cannot be produced by concatenation of codewords, The final '1' 
of the EOL is included to indicate the start of the next coded 
line, since FILL bits may extend the sequence beyond ten 'Os'. 
The extended black and white code tables were formed using seven 
'Os' as the prefix for the 13 extra MUC, The seven 'Os' codeword, 
originally designated to signal the end-of-line, now needs to be 
I ~ 
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increased to eight 'Os'. Redundant bits are then added to this 
codeword to form the EOL consisting of eleven 'Os' followed by 
a '1'. This EOL codeword is unique for both the basic and extended 
code tables. This process can be carried out without altering any 
of the oth~ codewords of Table 3.1. The same 13 extra codewords 
can be added to each code table without loss in efficiency since 
long runs occur very infrequently. 
The performance of the Modified Huffman code, pertaining to its 
compression efficiency and error sensitivity, is well-documented 
in Ref. (~3) and Ref. (106) and has also been briefly mentioned 
in the review chapter (section 2.3.2 (A)), in which the code 
compares favourably with the best one-dimensional coding scheme. 
Further description of its performance will not be made in this \ 
chapter. 
3.~. TWO-DIMENSIONAL CODING STANDARD 
One of the main advantages of the two-dimensional coding schemes 
is that they provide greater redundancy reduction compared to their 
one-dimensional counterparts by exploiting the line-to-line corr-
elation that exists in most facsimile images. However, the two-
dimensional schemes are more vulnerable to transmission errors 
which now tend to propagate down the page as well as horizontally. 
Error propagation can, however, be limited to only a few lines 
and it is felt that the degradation is not large enough, in general, 
to prevent their use. 
_, 
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1 
In December 1978, Japan(57) contributed a two-dimensional coding 
scheme called the Relative Element Address Designate (READ) code 
to the CCITT SG, XIV. This scheme combines the features of two 
earliercoding techniques, one called Relative Address Coding (RAC)(54) 
and the other Edge Difference C6ding (EDIC)(56) to improve overall 
coding performance. Japan proposed that the READ code should be 
considered for inclusion as an additional option in the T,4 Recom-
mendation for Group 3 equipment, and that the code should be incor-
porated as an extension to the Group 3 one-dimensional coding 
scheme. 
After the Japanese proposal, CCITT SG, XIV subsequently received 
further contributions regarding two-dimensional coding schemes 
from IBM Europe(l07), the 3M Company(lOS), AT&r(l09), the British 
Post Office, now British Telecom(llO) (all of whose codes are 
direct extensions of the basic one-dimensional code), the Federal 
(lll) ' (ll2) Republic of Germany and the Xerox Corporation (schemes 
using predictive coding). All these codes were extensively tested 
by CCITT SG, XIV delegates in terms of their coding efficiency 
and error susceptibility. Their relative performances were then 
assessed in Kyoto, Japan, in December 1979. Comparatively,' there 
was little difference between these proposals, but the READ code 
was strongly recommended purely because it has been realised in 
a large number of commercial machines. However, modifications to 
the READ coding procedure were suggested to simplify its implem-
entation without seriously changing its compression efficiency. 
The modifications to the original READ code, proposed by Japan, 
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were as follows:-
(i) Vertical Mode coding (explained later) should be 
(ii) 
restricted so that the examination of the reference 
line (i.e. the preceding line) does not extend beyond 
= 3 pels. The statistics for the coding elements 
obtained for the READ code show that the Horizontal 
Mode coding (also explained later) was nearly always 
more efficient than Vertical Mode coding when the 
examination of reference line is extended beyond 
3 pels. This restriction simplifies implementation 
since it is not necessary to code every changing 
element (See next section) by both Horizontal and 
Vertical Mode coding. 
of 
The necessityAinserting bits (bit stuffing) into the 
coded data should be avoided. It was generally agreed 
that.the use of insertion bits in the READ code to 
ensure a unique line synchronisation sequence would 
add extra cost and implementation complexity. 
(iii) The EOL codeword should be made the same as that used 
in the one-dimensional coding procedure. This ensures 
that the code retains its synchronisation properties 
and avoids the need for bit stuffing. 
(iv) The code should cater for future extensions, in parti-
cular provision for an uncompressed mode. Later it may 
also be desirable to include more sophisticated coding 
procedures, such as feature extraction or pattern reco-
gnition techniques, or the coding of gray or coloured 
areas. 
A suitable compromise was finally reached. Called the Modified 
READ code and proposed by the Japanese delegation, it was readily 
supported by CCITT SG. XIV. 
3.4.1 The Two-Dimensional Coding Scheme 
The Modified READ code is a line-by-line sequential coding scheme 
in which the position of each changing element on the scan-line 
is coded with respect either to the position of a corres pending 
changing element on the reference line, which lies immediately 
above the line being coded, or the preceding changing element on 
the line. One-dimensional coding using the ModifJed Huffman code 
is applied to the first line of every successive K lines, where 
K equals two at normal resolution and K equals four at high reso-
lution, in order to localise the disturbed area in the event of . 
transmission errors. Prior·to describing the coding procedure, some 
preliminary definitions regarding the changing pels and the modes 
of coding are necessary. 
·(A) Definition of Changing Picture Elements 
Definition: A changing picture element is an element whose colour 
(black or white) is different from that of the previous element on 
the same line. The coding algorithm makes use of 5 changing elements 
I 
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situated on the coding and reference lines, These are defined below 
for the example given in Fig, J,J, 
a0 The reference or starting changing element on the coding 
line, At the start of the coding line, a0 is set to an 
imaginary white changing element 'situated just before 
the first actual element on the coding line, 
a1 The next changing element to the right of a0 on the coding 
line, This has the opposite colour to a0 and is the next 
changing element to be coded 
a2 The next changing element to the right of a1 on the coding 
line. 
b1 The next changing element on the reference line to the 
right of a0 and having the same colour as a1 , 
b2 The next ch~ging element on the reference line to the 
right of b1 , 
If any of the coding elements a1 , a2 , b1 , b2 are not detected at 
any time during the coding of the line, then they are set on an 
imaginary element positioned just after the last actual element 
on the respective scan-line, 
(B) Definition of Coding Modes 
Three coding modes are defined and are selectively used according 
to the coding procedure described subse~uently, 
(i) Bass Mode : As shown in Fig. J,J(a), the state where 
the changing pels b1 and b2 on the reference line are 
detected between the starting pel a0 and the changing 
~reference L: line 
lcoding 
line 
Fig. 3.3 - (a) Pass Mode 
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(a) 
(b) 
(b) Horizontal and Vertical Mode 
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pel a1 is defined to be the Pass Mode. The state where 
b2 occurs at the same point horizontally as a1 is not 
regarded as a Pass Mode. The purpose of the Pass Mode 
is to identify white or black runs on the reference 
line which are not adjacent to corresponding white or 
black runs on the coding line. The Pass Mode is repre-
sented by a single codeword as shown in Table 3.3. 
(ii) Vertical Mode : As shown in Fig. 3.3(b), the coding 
of the distance a1b1 , where the position of a1 is coded 
relative to the position of b1 , is defined as the Vertical 
Mode. The relative distance a1b1 can take on one of seven 
values V(O), VR(l), V~(2), VR(3), V1 (1), V1 (2), V1(3), 
each of which is represented by a separate codeword. 
The subscripts R and 1 indicate that a1 is to the right 
or left of b1 respectively, and the number in brackets 
indicates the value of the distance a1b1 • 
(iii) Horizontal Mode : The coding of distance a0a1 and the 
distance a1a2 on the coding line is defined as the 
Horizontal Mode. The distances are coded using the 
codeword H + M(a0a1) + M(a1a2). His a flag codeword 
'0001' (See Table 3.3) and M(a0a1) and M(a1a2) are 
Modified Huffman codes representing the colours and 
values of the run-lengths a0a1 and a1a 2• 
(c) The Coding Procedure 
The coding procedure can be best explained with the aid of the 
flow-chart of Fig. 3.4. Having determined the next changing elements 
73 
MOlE EIEMENTS NOTATION CODE WORD TO BE CODED 
PASS bl,b2 p 0001 
HORIZONTAL aOal' ala2 H 00l+M(a0a1 )+M(a1a2) 
a1 JUST a1b1=o V(O) 1 UNDER b1 
a1 TO THE ~bl=l VR(l) on 
RIGHT 
VR(2) a1 b1=2 000011 OF b1 
VERTICAL albl=3 VR(3) 0000011 
a1 TO THE 
a1b1=1 V1(1) 010 
IEFT 
V1(2) a1b1=2 000010 OF b1 
albl =3 VL(3) 0000010 
2-D EXTENSIONS OOOOOOlXXX 
1-D EXTENSIONS OOOOOOOOlXXX 
END-OF-LINE CODEWORD (EOL) 000000000001 
1-D CODING OF NEXT LINE EOL + '1. 
2-D CODING OF NEXT LINE EOL + '0' 
M(a0~) and M(a1a2) are codewords taken from the Modified Huffman 
code tables given in Table 3,1 and Table 3.2. The bit assignment 
for the XXX bits is 111 for the uncompressed mode, 
Table 3.3 - The two-dimensional code table 
DETECT a1 
y 
PASS MODE 
CODING 
N 
N 
N 
ONE-DIMENSIONAL 
CODING 
N 
y 
VERTICAL MODE 
CODING 
N 
K = K FACTOR 
HORIZONTAL MODE 
CODING 
Fig, J,4 - Flow-Chart for two-dimensional code 
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a1 , a2, b1 , b2 , the coding procedure identifies the next coding 
mode, selects the appropriate codeword and resets the reference 
element a0 • The procedure is as follows: 
(i) If b2 is detected before a1 , then a Pass Mode has been 
detected and the codeword '0001' is sent, The reference 
element a0 is set according to the element below b2 in 
preparation for the next coding, 
(ii) If the Pass Mode is not detected, the number of elements 
which separate a1 and b1 is determined, If I a1b1 j ~ 3, 
then the relative distance a1b1 is coded by Vertical 
Mode coding, Element a0 is set according to the position 
of a1 to be the new reference element, If I a1 b1 1 > 3, 
then the positions of a1 and a2 are coded using Horizontal 
Mode coding, The codeword H + M(a0a1 ) + M(a1a2) is 
therefore transmitted, and a2 is then regarded as the 
new position of the reference element a0, 
(D) Coding the First and Last Elements on a Line 
The first starting pel a0 on each coding line is imagined to be set 
at a position just before the first picture element, and is regarded 
as a white picture element, In this case, if the Horizontal Mode 
coding is used to code the first element on the coding line, then 
the value a0a1 is replaced by a0a1 - 1, to ensure that the correct 
run-length value is transmitted, Therefore, if the first element 
on a line is black, then the first codeword M(a0a1) will be that 
which represents a white run of zero length. 
1\ 
Coding of each scan-line is ended after coding the changing pel 
a1 or a2 imagined to be positioned next to the last pel, If 
b1 or b2 is not detected on the reference line, an imaginary pel 
just after the last pel is assumed to be present, 
(E) EOL Codeword, Tag Bits, FILL Bits, and Return to Control 
The EOL codeword is uniquely constructed consisting of eleven 
'Os' and a.'l', Each EOL codeword is followed by a single tag bit, 
a '1' or a '0', which indicates that the next line is one- or two-
dimensionally coded, respectively. FILL bits consisting of variable 
length strings of 'Os' are inserted, when required, at the end of 
a coded line and before the EOL and the tag bit. The return to 
control (RTC) signal consists of six consecutive EOL codewords, 
each of which is followed by a '1' tag bit, 
(F) Uncompressed Mode 
To preve~t any cases of data expansion, in which the number of 
bits assigned to a coding line exceeds the number of pels, IBM(ll3) 
proposed the uncompressed mode as an option to the two-dimensional 
coding scheme, Entry to the uncompressed mode on a one- and two-
dimensionally coded line is achieved by using the one and two-
dimensional extension codewords, respectively, given in Table 3.3, 
with the bits XXX set to 111. The other combinations of XXX are 
reserved for other as yet unspecified extensions, In the uncom-
pressed mode, a group of five successive 'Os' must be followed by 
an insertion of bit '1' to allow controlled exft from the uncompressed mode. The 
uncompressed mode is still under review by SG. XIV and has not 
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yet been fully tested (late 1981), 
As stated earlier, in terms of compression efficiency, there was 
little difference in performance between the Modified READ code 
and the other proposed coding schemes, Compared with the one-
dimensional Modified Huffman code, at high resolution, K equals 
infinity and MSLT equal 0 ms, the Modified READ code is about 
45 percent more efficient than that of the former, This represents 
a substantial improvement in transmission times and it is due to 
this fact that the CCITT has decided to accept a two-dimensional 
coding scheme for consideration as an international standard, 
The performance of the Modified READ code is described extensively 
in Refs, (43), (106) and (51) and will not be discussed further in 
this chapter, 
).5. CONCLUSION 
In this chapter, a brief description of the international facsimile 
coding standards has been given, The one-dimensional Modified 
Huffman code and the tlw-dimensional READ code are the basis 
of the CCITT standard (Recommendation T.4) which will allow the 
interworking of digital facsimile equipment both on the national 
and international FSTN, The performance of these codes is well-
them 
documented and no attempt has been made to describe r. in full, 
though mentioned briefly, but rather to describe the coding pro-
cedure itself, 
The establishment of the Group 3 standards has increased the degree 
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of compatibility between facsimile machines (including Groups l 
and 2) and, it is to be hoped, will stimulate the growth of fac-
simile communications as well. 
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CHAPTER IV 
ADAPTIVE PEL LOCATION CODING 
This chapter describes a relatively simple method of facsimile 
coding called Adaptive Pel Location Coding (APLC), Operating 
in one and two dimensions, the scheme is a deviation from 
conventional run-length coding methods and uses a block coding 
technique similar to .that of deCoulon and Kunt(35~ Being an 
information lossy coding scheme, it preserves image intelligibility 
and achieves high compression ratios at the expense of slight 
image degradation, Comparison with other coding schemes is, also 
made here, 
4,1, INTRODUCTION 
Facsimile document coding, as the name implies, involves the 
coding of documents which will enable the receiver to reproduce 
exact replicas, Generally however, some degradation is acceptable, 
the amount depending on the system's requirements to achieve 
higher compression, Practically, the presence of a small amount 
of distortion is inevitable in a real system, and the requirement 
that the receiver produce exact replicas is artificial, Thus, in 
selecting the encoding algorithm, there is a trade-off between 
accuracy of reproduction and the number of bits transmitted, 
Described here is a scheme called Adaptive Pel Location Coding 
(APLC), that achieves significant compression of the number of 
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pels required for transmission, and provides good but not perfect 
replication of the original document. APLC is an adaptive scheme 
in that the number of bits transmitted varies as a function of 
the local distribution of black and white pels in the document 
being coded, It also takes advantage of the fact that most documents 
are inherently predominantly white and exploits the two-dimensional 
correlation that exists in most facsimile images, 
This simple method operates on a block of data containing N pels, 
where N is even, and determines if it is completely white or 
completely black, If the condition is satisfied, a two bit prefiX 
code is assigned to the block to ensure proper decoding at the 
receiver. To achieve higher compression with only a slight loss 
of fidelity, some preprocessing is incorporated within the algorithm 
itself, If one odd pel were present in a block, be it white or 
black, then the odd pel is considered as random noise and thus coded 
as if it were a block containing wholly black pels or white pels 
respectively, If the above condition are not satisfied, the block 
is further subdivided and this information is transmitted as a 
one bit prefix code, The scheme operates in both one and two 
dimensions, It is made adaptive by initially determining the 
prefix bits as before for the block of N pels, then dividing the 
block equally and assigning the prefix bits to each sub~block, 
These sub-blocks are repeatedly divided until a basic picture 
block containing A elements, typically 4, when pel location 
coding is introduced, For the basic picture block of 4 pels, if 
the number of white pels_ is equal to the number of black pels, 
then the location of the black pels is transmitted to the 
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receiver together with a one bit prefix code. There are one of 
( ~) possibilities for coding the location of the black pels 
within the block of A. pels, where ot is the number of black 
pels. For each possibility, there are log2 ( ~) bits per address 
location. An isolated pel within a block is considered as noise 
and the block is therefore coded as if it were completely homo-
geneous. 
Section 4.2 describes one-dimensional APLC while two-dimensional 
APLC is explained in Section 4.3. The results, including sub-
jective results, are summarised in Section 4.4 and finally, 
conclusions are drawn in Section 4.5. 
4.2. ONE-DIMENSIONAL APLC 
In one-dimensional APLC, blocks of pels are processed sequentially~ 
along the scan-lines. Consider an initial block of N pels { ~} = 
x1 ,x2, •••••• ~, where each pel is either white or black, represented 
by a logical 0 or 1, respectively, and N is an even number. To 
reduce the number of bits from N, we form a new codeword whose 
prefix is:-
N 
Pl,l = 10, if :2. X. = 0 or 1 (4.1) 
i=l ~ 
N 
z. x. = N or N-1 (4.2) 
i=l ~ 
Pl,l = 11, if 
Thus, if Pl,l = 10, {xk} consists of all white pels, or has one 
black pel. Pl,l = 11 means all black pels, or one white pel 
among the black pels. The N pels are therefore transmitted with 
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only two bits, and one pel inN may be in error on decoding. 
If Eqns. (4.1) and (4.2) are not satisfied, then Pl,l ~ 0 after 
which the blocks of N pels is divided into two blocks of N/2 
pels and the process is repeated where the prefix bits are:-
if 
P2,1 ~ 11, if 
N/2 
-:2, xi ~ 0 or 1 
i~l 
N/2 
2. 
i~l 
x. ~ N/2 or N/2-1 
J. 
otherwise P2,1 ~ 0, and 
p2 2 ~ 10, 
, 
if 
P2,2 ~ 11, if 
N 
i~N/2+1 
N 
x. ~ 0 or 1 
J. 
~ xi ~ N/2 or N/2-1 
i~N/2+1 
otherwise P2,2 = 0. 
The generalised equations are as follows:-
jN/2m-l 
p 
m, j ~ 10, if ~ xi= 0 or 1 i~(j-l)(N/2m-l)+l 
or 
jN/2m-l 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
(4. 7) 
p ~ 11, 
m,j if ~ xi = (N/2m-l) or (N/2m-l)-l (4.8) 
i=(j-l)(N/2m-l)+l 
or 
p 
m, j = 0 
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The subscript m=l refers to one block of size N; m=2 refers to 
two blocks of size N/2, and m=M refers to 2M-l blocks of 
size N/2M-l, Subscript j=l identifies the block of size N, 
while subscripts 2 ~ j < 2m-l apply to sub-blocks of size ..;; N/2. 
When m=l,j=l, Eq_ns. (4.7) and (4,8) are identical to Eq_ns, (4.1) 
and (4,2), Observe that when m=Z, there are two values of j 
(i,e, j=l and j=2), For this situation, Eq_ns. (4.3),(4.4),(4.5) 
and (4.6) are identical to Eq_ns, (4.?)and (4.8). Suppose for 
m=Z, P2,1 and P2 , 2 are both zero, then the blocks of N/2 are 
sub-divided, where m now eq_uals 3 and j=l,2,3,4 (j=l,2; .... 2m-l) 
corresponding to four seq_uential blocks each containing N/4 pels, 
If P3,1 , P3 , 2, P3 ,3 , and P3 ,4 are all zero, the process of sub-
dividing the blocks by two continues until m=M, when the basic 
block size of A pels is reached, 
4 . 
In the results to be presented, A =4 and there are ( 2) possibilities 
which define the location of the black pels, The locations of the 
two black pels in the basic pictuxe block are given by . three 
bit codes as shown in Fig. 4,l(a). The decoder reverses the coding . 
procedure, but decodes 10 and 11 as blocks of all whites and all 
blacks, respectively, 
An example of one dimensional APLC is shown in Fig, 4,2 where N 
is taken to be 16, Comparison is also made with the auto-adaptive 
block coding (ABC) scheme of deCoulon (35) and Johnsen • For APLC, 
the blocks with prefix beginning with a '1' req_uire no further 
sub-division, 
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~ ~ ~ 
000 001 010 
~ ~ ~ ~ ~ ~ 
011 100 101 
(a) One-dimensional APLC 
000 001 010 011 100 101 
(b) Two-dimensional APLC 
Fig. 4.1 - Location of black pels in basic picture block 
r=,,, N/4 Nt4 N/4 
Nf2 Nt2 
N 
APLC: 0 0 0 10 0100 10 11 
I I I I l I I 
prefix- N Nt2 Nt2 N/4 N/4 N/4 N/4 
I I I I I I I 
ABC: 1 1 1 0 11010 10010 11111 
Fig. 4,2 - One-dimensional APLC 
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4,3. TWO-DIMENSIONAL APLC 
In the two-dimensional case, two dimensional correlation plays 
an important role in achieving higher compression ratios, The 
algorithm adapts to the local activity of the image and operates 
on the same basis of sub-dividing the blocks as the one-dimensional 
version. If a two dimensional block of N columns and N rows with 
2 N pels is considered, then the prefix bit is:-
where 
pl 1 = 10, 
, 
x. . = 0 
~.J 
N N 
if :Z. 2. 
i=l j=l 
N N 
if :£. ~ 
i=l j=l 
for white pels 
= 1 for black pels. 
X. ~.j = 0 or 1 (4.10) 
X. ~.j 
2 2 
= N or N -1 (4.11) 
Otherwise Pl,l = 0, and further sub-division is required, 
Rather than by reproducing the detailed equations, the operation 
of two-dimensional APLC can be illustrated by the example shown 
in Fig, 4,3(a). For a large block A having N x N pels, the prefix 
bit (See Fig. 4,3(b) ) is 0 as there are more than two black pels 
and two white pels. The block is sub-divided into four blocks, 
D, C, D, and E, each containing N2/4 pels, B contains all white 
pels and is coded as 10, Since C does not satisfy the condition 
of the algorithm, it is represented by a prefix bit 0 and its 
sub-blocks c1 , c2, c3, and c4 are coded as 11, 10, 0 001, 10, 
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(a) Arbitrary example 
b1 bz c1 cz 
B c 
b3 b4 
A 
c3 (4 
d1 dz e1 e2 
0 E 
d3 d4 e3 e4 
(b) Designation of blocks 
Fig. 4.3 - Two-dimensional APLC 
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where c3 , having two black pels is found using the location 
code shown in Fig. 4.l(b). Notice that sub-blocks c1 and o4 
contain one white and one black pel and are therefore coded 
with the prefix bit 11 and 10 respectively. The prefix bit for 
D is 0 and its sub-blocks are d1 , d2 , d3, d4 , coded as 10,11,10,11. 
Lastly, the prefix bit forE is 0 and e1 , e2 , e3, and e4 are 
coded as 10, 10, 0 000 ( see location code of Fig. 4.l(b)), and 
10. As N=B, the original 64 pels have been compressed to 34 bits 
and because the receiver decodes 10 and 11 as meaning all white 
and all black pels respectively, 5 pels are decoded in error. In 
general, the error rate is P/4, where P(~0.3) is the probability 
of one pel being different from the other three in the basic 
picture block. It must be emphasised that Fig. 4.3(a) is an 
example to aid exposition and does not represent a typical 
facsimile image, for the probability of a typewritten letter 
being one element thick is very remote. 
4.4. RESULTS 
CCITT documents No, 1, 2, 4, and 5, digitised with 1728 pels per 
line, and 2376 lines, corresponding to a resolution of 8 pels/mm 
both horizontallly and vertically were used, although for con-
venience only 1024 pels of each line were processed (as shown in 
Fig. 4,4 for document No. 1), Compression ratios for ABLC were 
compared with those for the auto-adaptive block coding scheme(35) 
(ABC), run-length coding using the B1 code(37)and the Modified 
Huffman code( 42 : The B1 code is a class of code whose word length 
increases logarithmically with the run-length. The compression 
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Document 1 
Fig. 4.4 - Part of the document processed 
ratio (CR) is defined as the total number of pels in the original 
image divided by the number of bits transmitted. The CR values, 
which do not take into consideration 'house-keeping' bits like 
EOL and channel coding bits, are shown in Table 4.1 and Table 4.2 
for the one-dimensional and two-dimensional coding schemes respectively. 
Looking at the results of Table 4.1 and Table 4.2, it can be seen 
that APLC is as efficient as the Modified Huffman code for the 
.one-dimensional case and is superior by quite a significant amount 
for the two-dimensional case. Its superior performance is mainly 
due to the inherent two-dimensional correlation that exists in 
most facsimile documents. Although the Modified Huffman code is 
only slightly better in performance than one-dimensional APLC, 
in terms of implementation the latter method would prove to be 
easier. In the two-dimensional case, results obtained are for 
initial block size of 128 x 128. It is envisaged that the 
CR values will differ by a marginal amount if different block 
sizes are considered. APLC does cause some degradation to the 
document and for an initial block of size 1024 for the one-
dimensional case, using document No. 1, it is observed that the 
CR of 9.29 for the ABC scheme increases to 10.52 if ABC is 
arranged to reject the isolated odd pel using the strategy 
adopted by APLC. This is inferior to 11.98 achieved by APLC. 
However, it is with the two-dimensional APLC system that large 
values of CR are achieved when compared to the other encoding 
methods that were examined. 
Fig 4.5 demonstrates the quality of the APLC system both in one 
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DOCUMENT 1 DOCUMENT 2 DOCUMENT 4 DOCUMENT 5 
BLOCK SIZE APLC ABC APLC ABC APLC ABC APLC ABC 
1 X 1024 11.98 9.287 13.82 9.264 3.992 2,984 7.696 5.856 
1 X 512 11.94 8. 712 13.97 8,832 4,149 2,813 7.725 5.544 
1 X 256 11,83 8.653 14,o4 8,856 4.154 2,816 7.780 5.574 
1 X 128 11.53 8.491 13.95 8,825 4,157 2,817 7.807 5.588 
1 X 64 10,91 8,149 13.34 8.610 4,151 2,814 7. 711 5.539 
M.H. Code 11.69 14.34 4,316 7.872 
Bl Code 10,21 1J,37 3.686 6,8o4 
Table 4,1 - C.R. values for one-dimensional coding 
DOCUMENT 1 DOCUMENT 2 DOCUMENT 4 DOCUMENT 5 
BLOCK SIZE APLC ABC APLC ABC APLC ABC APLC ABC 
128 X 128 15.86 11.36 26.80 12,49 4,861 3.533 9· 732 7.413 
Table 4,2- C,R, values for two-dimensional coding 
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(c) Recovered image - 2-D APLC 
Fig, 4.5 - APLC Performance 
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and two dimensions. The picture size is 256 x 256 pels, Fig, 4.5(a) 
shows the original image. Notice that there are jagged edges 
present on the letters, probably caused by imperfections in the 
decision process of the scanner. These jagged edges not only 
degrade picture quality but also reduce coding efficiency, Fig, 
4.5(b) shows the recovered image when one-dimensional APLC is 
applied, The initial block size used is 1 x 256 pels. The jagged 
edges are now more pronounced but the essential details are still 
preserved without any loss of intelligibility. Although the algo-
rithm sometimes destroys the connectivity of the picture ( esp-
cially in the one-dimensional case ), the overall effect is not 
too objectionable to the eye, However, the slight degradation in 
picture quality can be traded-off against the increase in coding 
efficiency, When two-dimensional APLC is applied, the resulting 
image is as shown in Fig, 4.5(c), The initial block size used is 
64 x 64. It not only improves the coding efficiency ( since two-
dimensional correlation is taken into account ) but also, to a 
certain extent, the picture quality, All the jagged edges have been 
removed, resulting in an image which is well-defined but slightly 
'blocklike • in structure, This, however, can be improved by 
employing some form of post-processing at the receiver, 
4.5, CONCLUSION 
In this chapter, the APLC algorithm has been described and it 
can be seen that its performance is superior to that of its 
counterparts especially in the two-dimensional case, It is an 
information lossy scheme which involves discarding isolated 
l 
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black or white pels to increase coding efficiency. Although some 
degradation can be observed, intelligibility is maintained, This 
is because the algorithm takes into consideration the fact that 
the probability of a typewritten letter one element thick vertically 
and horizontally is remote and exploits this property, In the two-
dimensional case, two-dimensional correlation plays an important 
role in achieving even higher compression ratios, Finally, the 
adaptation of the algorithm to the local activity content of the 
image is a major factor contributing to its increase in coding 
efficiency, 
4. 6, NOTE ON PUBLICATION 
The APDC scheme described in this chapter has appeared as a 
paper in IEE Electronics Letters, 9th May 1980, Vol. 16, No, 10, 
The paper is entitled "Adaptive Pel Location Coding for Bilevel 
Facsimile Signals" and was jointly authored by M. G, B. Ismail 
and R. Steele, 
CHAPTER V 
PRE- AND POST -PROCESSING 
5.1. INTRODUCTION 
Coding of two-tone facsimile images has gained considerable 
interest in recent years due to an increasing need for quick 
transmission of black and white documents, However, most of 
the results that have been reported have already shown a fairly 
high level of compression and any further substantial improve-
ment in compression is thus likely to prove difficult, Pre-
processing prior to actual encoding provides the solution by 
which the compression ratios of existing coding methods can 
be dramatically enhanced, The potential of this information 
lossy approach 1<as quickly realised and in recent years nume-
reus preprocessing techniques have emerged, Amongst the more 
important techniques are signal modification(26 ), a thinning 
process(Z?-ZB), and the notchless bilevel quantiser with logical 
feedback(Z])• The techniques of Netravali et, al,(lB), Margner 
and Zamperoni(l9 ), and Billings(24 ) are also worth mentioning. 
The coding scheme that was described in Chapter IV is another 
information lossy approach where psychovisual coding is used, 
In this approach, preprocessing is incorporated in the coding 
algorithm itself, where an isolated black or white pel within 
a basic picture block is discarded in order to increase coding 
efficiency, Another preprocessing technique, mainly aimed at 
' 
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cleaning up noisy originals, to ensure that the compression ratios 
remain high, has been extensively studied by Ting and Prasada~5 -l6 ). 
The underlying notion which leads to the use of preprocessing 
prior to coding is not difficult to appreciate. Facsimile images 
sampled at sufficiently high density have an inherent redundancy 
and, even if the signal is locally changed from white to black 
or vice-versa, the amount of degradation which might cause an 
objectionable image is minimal. It therefore poses few problems 
for practical use. The inherent redundancy is mainly generated 
during the thresholding of a digital scanning process. Most 
modern facsimile machines employ solid state scanners, charged-
coupleddevices ( CCDs ) for example, which quantise the image 
into two discrete levels. A bilevel quantisation of the signal 
ensures the representation of a document at a rate of 1 bit/pel 
prior to digital coding. The usual 
representation is to use a certain 
method for obtaining 
threshold(6?) and to 
a bilevel 
classify 
the signal as black ( level 1 ) when it is greater than or equal 
to the threshold and white ( level 0 ) when it is less than the 
threshold. It performs fairly well for some documents but problems 
arise when there are variations in paper illumination or reflectance 
across the page. This results in a wrong decision by the scanner, 
which often introduces notches along the horizontal and vertical 
borders of the image detail. These notches not only degrade the 
image quality but also decrease coding efficiency since horizontal 
notches divide continuous horizontal runs into several smaller runs, 
and vertical notches reduce line-to-line correlation. Sometimes 
facsimile machines are called upon to handle noisy originals such 
as those produced by an electrostatic copier or those produced 
by a poor quality typewriter, which are characterised, respectively, 
by the presence of impulse noise or by tiny perforations visually 
observed on the characters. For these forms of input the efficiency 
of the coder generally decreases and the quality of the output 
copy is also affected. It is only through preprocessing that the 
effects can be minimised and coding efficiency considerably improved. 
In this chapter, two preprocessing schemes, resulting in more 
efficient coding, are described. In Section 5.2, a simple pre-·. 
processing strategy using a set of 3 x 3 masks is presented. The 
value of the central picture element is altered from black to 
white or vice-versa, if the surrounding elements correspond to 
a predetermined pattern. A comparison is made with the Majority 
Logic Smoothing with Contour Preservation technique of Ting and 
Prasada~5). A simple post-processing technique is also described. 
In Section 5.3, a more involved method of preprocessing using 
subsampling is studied. Notches and pinholes in the original 
image are first removed using a set of masks, as described in 
Section 5.2, after which single element runs are doubled to 
preserve connectivity. The definition of connectivity will be 
explained later in Section 5.2.2. The image is then subsampled 
with different techniques being examined, including subsampling 
by the use of the Hadamard and Cosine Transforms. Enlargement of 
thee subsampled image is carried out at the receiver where 
replication, bilinear and Cubic B-spline interpolation techniques 
are investigated. The edges of the interpolated images are then 
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'smoothed out' by a set of restoration masks, producing a visually 
acceptable image. A formal subjective experiment is also conducted 
to determine the order of subjective preference of the resulting 
restored images. 
For both preprocessing schemes to be described, subjective results 
are presented. These schemes are prerequisites for two different 
coding strategies, which will be described in Chapters VI and VII. 
5.2. PRE- AND POST-PROCESSING USING MASKS 
5.2.1 Preprocessing 
Any preprocessing of a facsimile image prior to coding must 
satisfy the following requirements:-
(i) It must preserve the order of connectivity of the image. 
(ii) It must not severely degrade the quality of the image. 
(iii) It must improve the coding efficiency. 
Based primarily on the thinning algorithm of Arcelli et. al.(B?), 
the new preprocessing technique uses a set of masks whereby ,the 
central picture element is changed from black to white, or vice-
versa, provided the surrounding elements correspond to a certain 
predetermined pattern. The set of masks used, shown in Fig. 5.1, 
satisfies the three requirements above. Each mask is tested 
against the source image within a 3 x 3 window and if the pre-
determined pattern is satisfied, the value of the central element 
is changed. For those elements shown in Fig. 5.l(a), the central 
element is changed from black to white, for those in Fig. 5.l(b), 
(a) Central element changed from black to white 
(b) Central element changed from white to black 
'D' ~Don't care situation 
Fig, 5.1 - Masks employed in proposed preprocessing 
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from white to black, D is considered as a 'don't care' element 
·where either one of the two values is acceptable, Figs, 5.l(a) 
and 5.l(b) are complementary and since there are only two levels 
to consider, implementation using logic gates is straightforward. 
The first four masks of Figs, 5.l(a) and 5.l(b) remove any 
rounded edges of the document text and at the same time preserve 
the contour direction, The next four masks remove unwanted 
notches in both horizontal and vertical directions, The last 
mask removes random noise either generated by the scanner or 
that already inherent in the original image, 
5.2.2 Theoretical Analysis 
The analysis begins with some definitions of connectivity(88), 
Let (i,j) be a point of a given picture, Then (i,j) has four 
horizontal and vertical neighbours, namely the points, 
(i-l,j), (i,j-1), (i,j+l), (i+l,j). 
These points are called the 4-neighbours of (i,j) and are said 
to be 4-adjacent to (i,j). In addition, (i,j) has four diagonal 
neighbours namely, 
(i-l,j-1), (i-l,j+l), (i+l,j-1), (i+l,j+l). 
Both these and the 4-neighbours are called 8-neighbours of (i,j), 
A path from (i,j) to (h,k) is a sequence of distinct points 
joining (i,j) to (h,k). For example, if we denote the 
1 1 1 
of the path by l's, then l is a 4-path while 1 
points 
1 1 
is 
an 8-path. If p=(i,j) and q=(h,k) are points of a picture subset 
S, p is said to be connected to q ( inS ) if there is a path 
from p to q consisting entirely of points inS, The concept of 
lOO 
4-connectivity and a-connectivity are illustrated in Figs, 5,2(a) 
and 5.2(b), respectively, 
xxxxxxxx X X X X 
X X X X X X 
X X 
xxxxxxxx 
(a) (b) 
4-connectivity a-connectivity 
Fig. 5.2 - FigUres showing the concept of connectivity 
Consider a 3 x 3 mask as shown in Fig. 5.3 where x0 , x1 , x2, ••• 
•••• ,,_ xa have digital values of either 1 or 0, 
\ x3 xz 
xs xo x1 
x6 x7 X a 
Fig. 5.3 - a 3 x 3 mask 
Now consider the first mask of Fig, 5.1(a) to be represented as 
a logical .OR. of two sub-masks as shown in Fig. 5.4. Sub-mask (a) 
is characterised by having the property of 4-connectivity while 
sub-mask (b), has the property of a-connectivity. Pels labelled 
Ware considered as permanently white in both sub-masks to preserve 
their connectivity properties. 
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.OR. 
sub-mask (a) sub-mask (b) 
Fig. 5.4 - Logical .OR. representation of masks 
Referring to Fig. 5.3 and Fig. 5.4, when x 0 = 1, the connected 
number (N
0
) of x0 for sub-mask (a) is defined as 
(5.1) 
and the connected number of x0 for sub-mask (b), as 
N:8>= <: (5.2) 
ke:S 1 
where S 1 = [ 1, 3, 5, 7] 
The subscript of x is a modulo-8 sum. If the subscript of x is 
equal to or greater than 9, then 8 is subtracted from the value to 
give values less than 9. x means (1-x) and the right shoulder 
superscripts < 4> and < 8> mean 4-connecti vi ty and 8-connecti vi ty 
as characterised by sub-mask (a) and sub-mask (b) respectively. It 
must be emphasised that Eqns. (5.1) and (5.2) strictly apply only 
for sub-mask (a) and sub-mask (b) respectively in which the pels 
marked Ware regarded as permanently white, 
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. <4> <8> . Comput~ng the values of N and N determ~nes the topological 
c c 
properties of the central element x0 • Table 5.1 summarises these 
properties. 
The values of 
N<4> N<8> 0 
1 . 2 3 4 
c or c 
Properly of internal 
or end connect branch cross 
xo isolate 
Table 5.1 - Topological properties of x0 
For sub-mask (a) of Fig. 5.4, Nc<4>= 2, while for sub-mask (b), 
N<8>= ), representing the topological properties of 'connect' 
c 
and 'branch' respectively, With W's considered as pels whose 
colours remains white at all times, only the state of elements 
x1 , x3, x5 and x7 for sub-mask (a) and elements x2, x4 , x6 and x8 
for sub-mask (b) can be changed. Table 5.2 gives all the possible 
topological properties of x0 for both sub-masks where the states 
of the elements mentioned above are altered. 
<4> <8> However, the connected numbers N
0 
·and N
0 
for sub-masks (a) 
and (b) do not uni~uely define the set of masks of Fig. 5.1 used 
in the preprocessing scheme. This difficulty can be overcome by 
weighting the state of elements x1 , x3, x5 and x7 (for sub-mask (a)) 
and x2 , x4 , x6 and x8 (for sub-mask (b)). The weighting process 
Considers elements x1 , XJ, x5 and x7 for SUb-mask (b) and x2 , X4, 
x6 and x8 for sub-mask (b) to be adjacent to one another. In other 
words, if sub-mask (a) is considered, x1 is adjacent to x3, x3 is 
adjacent to x5 , •.....•....• ,and x7 is adjacent to x1 • 
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;4> <4> N<B> rfB> 
x1 XJ x5 X7 N x2 x4 x6 XB c w c w 
0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 1 1 1 0 0 0 1 1 
0 1 0 0 1 1 0 1 0 0 1 1 
1 1 0 0 2 J 1 1 0 0 2 J 
0 0 1 0 1 1 0 0 1 0 1 1 
1 0 1 0 2 2 1 0 1 0 2 2 
0 1 1 0 2 J 0 1 1 0 2 J 
1 1 1 0 J 6 1 1 1 0 J 6 
0 0 0 1 1 1 0 0 0 1 ·1 1 
1 0 0 1 2 J 1 0 0 1 2 J 
0 1 0 1 2 2 0 1 0 1 2 2 
1 1 0 1 J 6 1 1 0 1 J 6 
0 0 1 1 2 J 0 0 1 1 2 J 
1 0 1 1 J 6 1 0 1 1 J 6 
0 1 1 1 J 6 0 1 1 1 J 6 
1 1 1 1 4 10 1 1 1 1 4 10 
Table 5.2 - All possible topological properties 
of x0 for sub-mask(a) and sub-mask(b) 
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(Adjacency in this context is similar to the 'wrapround' concept 
in the Karnaugh map). Looking at Table 5.2, if a '1' is preceded 
by a '0', then the first '1' is weighted with a value 1, If a '1' 
is preceded by a '1', then the former is weighted with a value 2 
and if a '1' is preceded by two adjacent 'l's', then it is weighted 
with a value 3 and so on. This is best illustrated with an example:-
<Lj> <4> 
xl x3 x5 X? Ne NW 
1 0 1 1 3 
3 ' ./1 ..-2 6 
" 
. ..---we1ghts 
Notice that x7 is taken to 
. <4> <8> be adJacent to x1 , N and N w w 
are the weighted values of <4> <8> . N and N respect1vely and 
c c 
the weighted topological properties of central element x0 are 
shown in Table 5,2, 
N< 4>and < 8> ( ) The weighted connected numbers w Nw for sub-mask a 
and sub-mask (b) now uniquely define the set of masks of Fig, 5.1. 
Therefore, for the set of masks of Fig. 5.l(a), if the following 
unique conditions are satisfied, the central element is changed 
from black to white:-
<4> <8> (a) N "' 0 and N = 0 w w isolated pel 
(b) <4> N< 8>=r6 N =3and 
w w 
1st 4 masks 
(c) <4> N< 8> = .1 Nw = 1 and w 2nd 4 masks with D = white 
(d) <4> N<8> = 3 N = 1 and 
w w 
2nd 4 masks with D = black 
D is considered as the 'don't care' situation. Similar arguments 
hold for the set of masks shown in Fig. 5.l(b), 
105 
5.2.3 Results 
Simulations were carried out on a 256 x 256 element area of CCITT 
document No, l, where the resolution is 8 pels/mm both horizontally 
and vertically, The masks are sequentially employed in a sliding 
manner, whereby the central element of the present mask is depend-
ent on the previously changed elements. This has the advantage of 
not requiring any extra memory capacity, 
The result of using the proposed preprocessing technique is shown 
in Fig, 5.5, and comparison is made with the method of Ting et, al(l5), 
The original image with jagged edges and notches is shown in Fig. 
5.5(a). By employing the masks of Fig, 5.1, the quality of the 
image is considerably improved, as shown in Fig. 5.5(b), All the 
jagged edges have been removed and the rounded corners sharpened, 
At the same time both the connectivity and the essential detail 
of the image are also preserved, The application of the Majority 
Logic Smoothing with Contour Preservation technique(l5) using a 
sliding window dependent on the previously changed elements results 
in the image shown in Fig. 5.5(c). The effect is one of 'filling 
up' the holes present in the text, However, if the central element 
does not depend on the previously changed elements, i,e, only on 
the original arrangement of elements, the image of Fig, 5.5(d) 
is obtained. This has the effect of thickening the image detail 
and not compensating for the unwanted notches, For implementation, 
extra memory capacity is required to store the preprocessed image, 
As a measure of performance, the two-dimensional 7th order Markov 
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model predictor( 60 ) shown in Fig. 5.6 is used to determine the 
improvement in coding efficiency which results when the input 
signal has been preprocessed using the described technique. 
x7 x6 x5 x4 x3 
x2 xl xo 
Fig. 5.6 - 7th order Markov model predictor 
The predictor predicts the present element x0 using the previous 
seven elements, x1 ,x2 , •.•••.•.• x7, and the prediction errors 
generated are assumed to form a memoryless binary information 
source where the entropy is:-
H = - q log2 q - ( 1-q ) log2 ( 1-q ) (5.3) 
bits/pel and q is the probability of correct prediction. 
From Table 5.3, it can be seen that the proposed method of pre-
processing yields the lowest entropy, there being an improvement 
of about 24 percent compared with that of the original, unprocessed 
image. 
IMAGE 
ENTROPY 
Original 
0.255 
Majority Lcgic 
Smoothing 
(Fig. 5 . .5d) 
0.226 
Table 5.3 - Entropy comparison 
Proposed 
preprocessing 
0.194 
lOO 
5.2.4 Post-processing 
The pre-processing technique employed at the transmitter has 
the effect of squaring off the corners of the letters which 
makes the text look, slightly unnatural, This can be remedied 
at the receiver by employing restoration masks as shown in Fig. 5,7, 
Again these masks are applied sequentially to the preprocessed 
image with the central element changed from white to black or 
vice-versa if the predetermined pattern is satisfied, For Fig, 
5.?(a),the central element is changed from white to black and 
~or Fig. 5.?(b), from black to white, The result of applying 
the masks of Fig. 5.?(a) and Fig. 5.7(b) is shown in Fig. 5.8(a). 
All the sharp corners have been rounded off, but, at the same 
time, one or two unwanted notches have been recreated, which 
is undesirable, By employing the masks of Fig. 5.7(b) only, the 
image of Fig. 5.8(b) results. Informal subjective tests favour 
this image rather than.the previous one, Clearly, this image is 
more pleasing to the eye and its naturalness is greatly enhanced. 
Since the preprocessing technique employed is irreversible, the 
original image cannot be restored completely and, in any case, 
it is undesirable to reintroduce the original notches. 
5.3. PRE- AND POST-PROCESSING BY SUBSAMPLING AND INTERPOLATION 
5.3.1 Preprocessing 
The basic stages of preprocessing by subsampling are shown in 
Fig. 5.9, In order to improve coding efficiency, notches and 
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(a) Central element changed from white to black 
(b) Central element changed from black to white 
Fig. 5.7- Masks used for post-processing 
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(a) Application of masks of 
Fig. 5.7(a) and 5.7(b) 
(b) Application of masks of 
Fig. 5.7(a) only 
Fig. _5,8 - Restored images 
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pinholes in the original scanned image, as seen in Figs. 5.10(a) 
and 5.10(b) ( which are parts of CCITT documents No. 1 and No. 2 
respectively ), are first removed by the notch/pinhole remover. 
Single element runs are then doubled in both the horizontal and 
vertical directions to preserve connectivity, after which sub-
sampling is carried out. 
Scanner 
--
Notch I Pinhole 
--
Single Element 
--Remover Run Doubler Subsompler 
_., 
Fig. 5.9 - Preprocessing stages 
(A) Notch/Pinhole Remover 
Basically, this is the set of masks previously described in 
Section 5.2.1, which removes notches and pinholes resulting 
from imperfections in the scanning process. It is observed 
from Section 5.2.3 that the removal of these notches not only 
improves coding efficiency but, to a certain extent, image 
quality as well. Figs. 5.10(c) and 5.10(d) show the resulting 
images. 
(B) Single Element Run Doubler 
Since the subsampling process involves either taking alternate 
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pels both horizontally and vertically ( or in a zig-zag fashion ), 
or the use of Hadamard ·or Cosine Transforms, it is necessary to 
double every single element black line or character. Although 
the probability of single element runs is low, the doubling 
process ensures that connectivity is preserved in the subsampled 
image, The preservation of connectivity is important because when 
the subsampled image is enlarged at the receiver, any 'disconnectivity' 
becomes more pronounced, thus lowering the image quality, Two 
doubling procedures were tried; placing a black pel before, and 
placing a black pel after, a one pel thick black line, in both 
the horizontal and vertical directions. The justification of 
doubling only black lines one pel thick instead of both black 
and white lines is due to the fact that most documents typically 
handled in an office environment have a white background with 
black printed or written characters. In any case, the volume of 
documents handled with a black background is normally small. 
Figs, 5.10(e) and 5.10(f) show the images which result when a 
black pel is placed before a one pel thick black line while Figs, 
5,10(g) and 5.10(h) show the images for the case where a black 
pel is placed after a one pel thick black line. From informal 
observation, the former doubling process is preferred and is 
thus used in subsequent experiments. 
(c) Subsampler 
Different methods of subsampling have been investigated and their 
subjective results evaluated, Amongst these is subsampling by 
taking pels according to the configuration as shown in Fig. 5.11, 
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• 
• 
• 
• 
• • • (~) • • • GJ • • 
/ ~ / ~ 0···0·•. ·0 • 
Fig. 5.11 - One of the subsanrpling configurations 
This configuration was principally chosen with the intention of 
taking into account the skewness of the characters in order to 
preserve contour direction, The resulting image, as seen in Fig. 
5.12(a), turned out to be very displeasing to the eye with some 
characters disconnected. It is observed that notches and pinholes 
are created, which will definitely reduce the coding efficiency. 
The impairment caused by this subsampling configuration is so 
severe that it can hardly be considered acceptable. 
The application of Hadamard and Cosine Transforms as a means of 
subsampling multilevel monochrome pictures has been demonstrated 
by Ngan and Clarke ( 90 ). Furthermore, the theory and application 
of Hadamard and Cosine Transforms are well-documented in, for 
example, Pratt ( 9l), Wintz ( 9Z) and Kak ( 93). Basica:j.ly, in transform 
coding, a unitary mathematical transform is performed on the image 
data to produce a set of, at most, weakly correlated transform 
coefficients. These coefficients have an energy distribution 
r;:>ri.n.t: 
::l n •.'1 n--::'1 J_ o g o 
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Fig. 5.1Z(a) - Zig-zag subsampling 
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more suitable for coding than the original spatial domain rep-
resentation. The energy in the transform domain tends to be 
concentrated into a relatively small number of transform 
coefficients and, by discarding those of low magnitude, sub-
stantial bandwidth reductions can be achieved without introducing 
serious image degradation. 
Since these transforms have been successfully applied to subsample 
multilevel monochrome images, their application to binary images 
was considered to be an interesting proposition. The basic premise 
of subsampling stems from the fact that most of the energies in 
the transform domain appears in a certain prespecified zone, 
generally, m the upper left hand corner of the block adjacent 
to the D.C. coefficient. By discarding the less important 
coefficients in a predetermined fashion and inverse transform-
ing the remaining coefficients using a smaller block size, the 
desired subsampling can be achieved. The subsampling which results 
from this operation is dependent upon the high energy compaction 
property of. the transforms used. 
Diagramatically, the subsampling operation using transform 
techniques is shown in Fig. 5.13. The binary image, after the 
doubling process, is divided into sub-blocks of size 32 x 32, 
after which the Hadamard or Cosine Transform is applied to 
each sub-block, resulting in blocks of 32 x 32 transform coeff-
icients. Since most of the dominant coefficients are packed into 
the upper left hand corner, the first 16 x 16 transform coeff-
icients ( including the D.C. coefficients ) are retained, as 
Forward transform Inverse transform Threshold 
32 16 
32 
16 16 16 
-160 016 
subsampled subsampled 
image binary· 
image Transform image 
coefficients 
Fig. 5.1J - Subsampling using Transform techniques 
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shown in Fig, 5.13, while the rest ( shown as the shaded area ) 
are discarded, in the hope that their ommission will 
cause insignificant visual distortion. A 16 X 16 
- - ----------
Hadamard or Cosine Inverse Transform is then applied to the 
16 x 16 retained coefficients, and results in the subsampled 
image. This is then suitably thresholded to give a two level 
black and white output. The threshold was taken to be 140, i,e,, 
values greater than or equal to 140 are taken to be black and 
those less than 14o are taken to be white, 
The Hadamard and Cosine Transform subsampled images before and 
after thresholding are shown in Figs. 5.12(b) and (c) and Figs, 
5.12(d) and (e) respectively. The subsampled images before thres-
holding looked promising at first although some ringing is 
apparent on the Cosine Transform subsampled image, After thres-
holding, notches and pinholes become more pronounced, making 
the results less desirable, Some of the characters are joined 
together while in others, 'disconnectivity' are observed, Another 
undesirable effect of subsampling by the use of transformation of 
black and white images is that the thickness of the characters 
becomes uneven, leading to the image showing significant distortion. 
Hence, it is concluded that, although a high degree of success is 
achieved using transform techniques for subsampling monochrome 
images, their application to binary images for the same purpose 
is not appropriate, Furthermore, the use of transforms would be 
complex to implement making the scheme less attractive still, 
The simplest technique, giving by far the most acceptable quality, 
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is subsampling by taking alternate pels horizontally and vertically 
as shown in Fig, 5.14. 
• • • • • • • • • 
• 0 • 0 • 0 • 0 • 
• • • • • • • • • 
• 0 • 0 • 0 • G • 
• • • • • • • • • 
• 0 • 0 • 0 • 0 • 
Fig. 5.14 - Subsampling by taking alternate pels 
The 4:1 sample rate reduction results in the achievement of high 
compression and, with all the single element runs doubled, the 
loss of information is kept to a minimum, Figs, 5.15(a) and 5.15(b) 
show the effect of subsampling with doubling for parts of documents 
Nos. l and 2 respectively, Comparing them with Figs. 5.15(c) and 
5.15(d) which show the results without doubling, it is noticed that 
the doubling process preserves connectivity whereas without 
doubling some discontinuities are apparent. Such discontinuities 
are more noticeable in document No, 1 than document No, 2, It 
is also observed that notches and pinholes are not recreated. 
Due to its simplicity and its effectiveness, subsampling by 
taking alternate pels horizontally and vertically has been adopted 
as the subsampling technique used in further simulations. 
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Fig, 5.15 - Subsa.mpling by taking alternate pels 
horizontally and vertically 
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5.3.2 Post-processing 
It is evident from the previous sub-section (5.3.1) that sub-
sampling reduces the data rate by a factor of 4:1 and inevitably 
causes some loss of information in the original image, Since 
preprocessing by subsampling is irreversible, it is impossible 
to restore fully the subsampled image to its original form, In 
any case, it is not desirable to reintroduce notches and pinholes, 
which were previously removed, into the image, A visually pleasing 
effect which represents the original as closely as possible can 
be obtained by employing post-processing at the receiver, In 
this sub-section, the investigations carried out to achieve that 
effect are described, The various stages of post-processing are 
shown in Fig. 5.16, 
received 
sub l d samp e 
image Restoration Interpolator Masks Display 
Fig. 5.16 - Post-processing stages 
The subsampled image is first enlarged to its original size using 
three mathematical interpolation functions namely replication, 
bilinear, and Cubic B-spline interpolation. The interpolation 
functions are mainly used to create an artificial (not actual) 
improvement in resolution and comparisons between these three 
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schemes have been made. Naturally, since two level images are 
considered, some form of thresholding is required. The application 
of restoration masks to 'cosmetically' improve the resulting image 
is also described. In all case, pictorial illustrations are presented 
for viewer interpretation. To confirm informal preferences between 
the restored images, a subjective experiment was also conducted. 
(A) Interpolator 
For interpolation, the use of spline functions of degree lower 
than four is of :particular interest. S:pline functions are a 
class of piecewise polynomial functions satisfying continuity 
slightly 
properties only~less stringent than those of polynomials. Poly-
nomials have long been the functions most widely used to approximate 
other functions, mainly because they have simple mathematical 
properties. However, polynomials of moderately high degree fitted 
to a fairly large number of given data points tend to exhibit 
more numerous and more severe undulations than a curve drawn 
using~spline function(94). Since the work of Schoenberg(95) in 
the mid 1940's, the use of spline functions especially for inter-
polation, has gained widespread attention in various branches of 
electrical engineering(96-lOO). In the field of image processing, 
Andrews and Peterson(lOl) and Hou and Andrews(lOZ-l03) have adopted 
spline interpolation in their contributions to image processing. 
The choice of spline functions rather than of the sine function 
or other classical polynomial approaches is motivated by the 
advantages that the former possess. Firstly, unlike the latter, 
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the spline function spans a finite set of data points, i.e. its 
support is local. The behaviour of polynomials, on the other 
hand, is totally determined by the behaviour of samples over 
other intervals, Thus, polynomial interpolation is in no sense 
a local procedure. That is, if the function to be interpolated 
varies rapidly in some part of the region of interest, the effect 
of this on interpolation is apparent everywhere, The sine function, 
for example, spans an infinite number of data points and if trun-
cated, oscillations( Gibb's phenomenon ) will show up in the 
resultant image, Secondly, the spline function is relatively 
easy to implement and in both hardware and software form has been 
employed by Hou and Andrews(l03). Lastly, the spline function is 
non-negative and is thus obviously attractive for image pro~essing 
applications. The non-negative property is a practical consideration, 
as interpolating picture elements, and therefore energy ( intensity ) 
values, must result in non-negative images, This precludes, in a 
practical way, the use of the sine function which has negative lobes, 
as an interpolant, 
Mathematically, the interpolated continuous function in one 
dimension is :-
K 
f(9) z (5.4) 
k=l 
where Ck are the coefficients to be determined from the input 
data, Sk(9) are the chosen basis functions and K is the number of 
data points. Assuming separability, the one dimensional case can 
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be extended to two dimensions as follows:-
(5.5) 
on a real axis. The basis function for a one-dimensional B-spline 
of degree n can be written as:-
n+l 
Bn( 9o• 91' .. " 9n+l) ~ (n+l) z 
k=O 
n+l 
where w( ek) = n cek-ej) j=O 
jfk 
" [ (9- ek)o for uce-ek) 0 for 
i,e, a unit step function 
and n :::::: 0, 1, 2, ••••• 
( e- 9k)n u(e- ekJ 
U) c ek) 
e>ek ] e ::s: ek 
Fig 5.17 shows the first four loner order spline functions for 
uniformly spaced data points (knots) where b.= ek - ek-1 
Notice that Bn is shift invariant, strictly positive and spans 
a finite interval on the real axis, i.e. B has the property of 
n 
local support. It can be seen that, for a uniformly spaced data 
]JOint B1 = B0l¥ B0, B2 = Bo* B0l!< B0 and BJ = Bo* Bo* Bo* B0 
where * denotes convolution. 
(5.6) 
The simplest interpolation waveform is the sample and hold function, 
(' 
1 
~ 
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Fig. 5.17 - B-sp1ine functions 
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B0 (zero-order interpolator) which will perform replication. 
Convolution of the sample and hold function with itself yi.e.lds 
the triangular function, B1 , which will perform first order 
linear interpolation. The convolution of the triangular function 
with the sample and hold function produces the quadratic function, 
B2 , and lastly, convolving B2 and B0 results in the Cubic B-spline 
function, B3. The interpolated result, using the basis function, 
B3, is composed of a sequence of third degree polynomials which joins 
continuously at the knots in amplitude and slope. Here, replication, 
linear (bilinear in two dimensions) and Cubic. B-spline interpolation 
functions are of interest for the reconstruction of subsampled 
binary images. 
From Eqn. (5.6), the Cubic B-spline basis function for uniformly 
spaced knots is given by:-
1 
664 (5. 7) 
Substitution of the basis function of Eqn.(5.7) into Eqn. (5.4) 
and Eqn. (.5) will determine the interpolated values between 
knots. Consider f( 8) (one-dimensional case) at:-
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0.,; X.;; l (5.8) 
From the definition of the Cubic B-spline basis function of Eqn, 
~ (5.7), f(8) in Eqn, (5.*) becomes:-
(5.9) 
Substituting Eqn, (5.8) into the above, we have:-
(5 ,10) 
Eqn. (5.8) and Eqn. (5.9) determine the interpolation at any point 
between knots, In particular for 8 ~ 8 k, i ,e, x ~ 0, Eqn, (5 ,10) 
gives 
(5.11) 
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In vector form, for f(9) at the node points, we have, from E~n. 
(5,10) and E~n. (5.11), 
h 
f ~ E C (5.12) 
where 
4 l 
l 4 l 0 
l l 4 l E ~ 
66 l 4 l (5.13) 
l l 
0 4 l 
l 4 
and f [:fc 91), f( 92), ...... f(9 k)] t 
c ~ [cl' c2' ........ ck ]t 
f and C denote the vector representation of f and C and [ ]t 
denotes the transpose of a matrix, 
Similar derivations can be applied to the two-dimensional case, 
Consider f( 9 •YJ_) at the point:-
and 
where 0" x..: 1 and Q.,; y.,;; 1 
for 
Using the same argument asAthe one-dimensional case, the interpolated 
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value at the node point cek'l)_l.)' i.e, X= 0 and y = 0 is:-
[( c +4C +C n) k-1, l-1 k, ~-1 k+l, x.-1 
(5,14) 
for all k = 1, 2, ,,,,.,K and !~1,2, ••••••• L 
Written in matrix form, Eqn. (5.14) becomes:-
F = E C E (5.15) 
where F is a matrix composed of input samples at the knots, 
C is a matrix with elements ck,t and E is given by Eqn, (5,13) 
Two-dimensional Cubic B-spline interpolation is carried out by 
determining the C coefficient matrix first from an inverse 
interpolation operation on the input data F, viz:-
Having found the coefficients C from the input data F, the 
one-dimensional interpolation formula in Eqn, .(5.4) is applied 
first to every row, and then to every column, of C (assuming 
separability), 
Experimental results for facsimile image reconstruction and 
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enlargement are now presented and comparisons between the different 
interpolation schemes made. Replication is carried out by repeating 
each pel inside an m x m square where m is a linear magnification 
factor. In other words, the interpolation basis function is the 
sample and hold function, B0• For bilinear interpolation, the 
process is carried out on every row of data and then on every 
column of data using the following interpolation formula:-
" " " ; f(k+r) ~ r f(k+l) + (l-r) f(k) (5.17) 
where 0.; r.;: l, The interpolation basis function is therefore 
the triangular function, B1 • In the case of the Cubic B-spline, 
a subroutine was developed to perform the basis function, B3• 
Fig 5.18 shows the results of enlarging the subsampled image to 
its full size using the three interpolation schemes described. 
Figs. 5.18(a) and 5.18(b) are the images obtained from replication, 
Figs. 5,18(c) and 5,18(d), from bilinear interpolation and Figs. 
5.18(e) and 5.18(f) are the images resulting from Cubic B-spline 
interpolation, These images have not been thresholded, and it 
is clear that the nearest neighbour replication produces an image 
with a very 'blocklike' structure which is rather displeasing but 
however, not too objectionable, Notice that the connectedness of 
the image, and its intelligibility, are still preserved. The 
higher order interpolation schemes provide psychovisually more 
acceptable results which are 'soft' in nature. These methods 
produce about the same visual reaction with little to choose 
between them. Since bilinear and Cubic B-spline interpolation 
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schemes create intermediate levels between black and white, 
thresholding is necessary if these methods are to be applied 
in a two-level facsimile transmission system, Fig, 5.19 shows 
the images for bilinear and Cubic B-spline interpolation after 
being suitably thresholded to give a satisfactory output. Compared 
to replication, bilinear interpolation, as seen in Figs, 5,19(a) 
and 5.19(b), has effectively produced an image which has smoother 
corners but is very •triangular' in form, In some parts of the 
pictures, adjacent characters are connected and there is a notice-
able thickening of the letters, Since in this case, there are no 
jagged edges, further post-processing will be ineffective, The 
Cubic B-spline interpolation, as shown in Figs. 5,19(c) and 5.19(d), 
on the other hand, is more 'rounded' but has distinct notches 
along the edges of some of the characters, These notches are 
particularly pronounced in Fig, 5.19(d), In order to improve 
image quality further, restoration is necessary and is carried out 
on the Cubic B-spline and replication interpolated images only. 
(B) Restoration Masks 
Figs, 5,20 and 5,21, respectively, show the restoration masks 
for the replication and the Cubic B-spline interpolated images, 
Fig. 5,20 differs from Fig. 5,21 in that the former requires 
4 x 4 masks whereas the latter only uses 3 x 3 masks, The differ-
ence is due to the nature of the image to be restored, Basically, 
the restoration masks for the replication interpolated image have 
the functions of smoothing the sharp corners and reducing. the 
'blocklike' structure of the characters, whilst the restoration 
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Fig, 5.20 - Restoration masks for replication 
interpolation 
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(b) Element X changed from black to white 
Fig. 5.21 - Restoration masks for Cubic B-spline 
interpolation 
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masks of the Cubic B-spline interpolated image remove notches and 
pinholes. 
In Fig. 5.20(a) and Fig, 5.21(a), all the elements marked X are 
changed from white to black and in Fig, 5.20(b) and Fig, 5.2l(b), 
a 
from black to white, D is considered as, 'don't care' situation , 
in which either value is acceptable, Each mask is tested sequent-
ially against the interpolated image within a specified window 
and, if the predetermined pattern is satisfied, element X is 
changed, 
On the one hand, Figs, 5.22(a) and 5,22(b) show that the application 
of the restoration masks of Fig. 5.20 to the replication interpolated 
image has reduced the 'blocklike' structure drastically, The 
characters are clearly legible, more rounded and visually very 
pleasing. On the other hand, when the restoration masks of Fig, 
5,21 are applied to the thresholded Cubic B-spline interpolated 
image, the effect is to eliminate, as shown in Figs, 5,22(c) and 
5,22(d), the notches and pinholes which resulted from the thres-
holding, Again it produces an image which is 'cosmetically' 
pleasing but whose characters are slightly thickened, In order 
to assess the subjective quality and the order of preference of 
the three interpolation schemes after restoration, a formal 
subjective test was conducted, as described in the next section, 
5.3.3 Subjective Testing 
This section examines the subjective quality of the three interpolation 
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schemes after restoration. The purposes of the test were to determine 
how subsampling and interpolation affects the quality of the documents 
and to assess which of the three schemes is preferable, It is also 
intended to find out what trade-off, if any, exists between the 
resulting gains in compression ratios and the subjective quality. 
(A) Test Procedure 
Parts of documents No, 1 and No, 2 (Figs. 5,10(a) and 5,10(b) 
respectively) were used as the original test data, The images 
used in:,the experiment after restoration following replication 
and Cubic B-spline interpolation are those shown in Figs. 5.22(a) 
and 5.22(b) and Figs, 5.22(c) and 5.22(d) respectively, whereas 
Figs, 5.19(a) and 5.19(b) represent the bilinear interpolated, 
images. 
The original and the processed images for document No, 1 and 
document No, 2 were shown independently to 15 subjects of whom 
4 were female. The images were arranged in a random fashion to 
minimise the effects of learning and influences due to the order 
of the images, The subjects were then instructed to assign a value 
between 0 and 100 to each test image to denote its subjective 
quality, The quality ratings for each subject were normalised 
such that the original had a score of lOO to provide a point 
of reference, The normalised results for the 15 subjects were 
then averaged, thereby giving only one quality rating for each 
test condition, 
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(B) Test Results 
The subjective quality for the processed documents No. 1 and No, 2 
11; plotted on the graphs shown in Figs. 5.23(a) and 5.23(b) 
respectively, The ordinate represents the quality scale while 
the abscissa represents the images generated using the the three 
interpolation schemes, AS it turns out, the subjective quality 
and the order of preference for text predominant documents are 
different from those containing mostly graphics, All the subjects 
agreed, without doubt, that the processed documents were all highly 
intelligible. This may be due to the doubling process which ensures 
that connectivity is preserved and that loss of information is 
kept to a minimum. For parts of documents No, 1 (see Fig. 5.23(a)), 
the bilinear interpolated image has the highest score next to the 
original, then comes Cubic B-spline interpolation followed closely 
by replication, ,,Most subjects favoured the bilinear interpolated 
image mainly due to the thickness of the characters being more 
even than in the case of its counterparts. For the Cubic B-spline 
interpolated image, although the thickness of the characters is 
more or less uniform, it somewhat lacks the appeal of the bilinear 
interpolated image, perhaps due to the application of the restor-
ation masks, which causes the characters to be more 'blocklike', 
The subjects found that it was more difficult to assess the 
subjective quality of the processed images for document No. 2. 
The choice was between replication and bilinear interpolated 
images (see Fig, 5.23(b)). Most subjects preferred replication 
to bilinear interpolation by only a small margin, purely because 
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the former is more pleasing to the eye than the latter, As for 
the Cubic B-spline interpolated image, most subjects concluded 
that it is not appealing enough to be regarded as favourable, 
Fer both documents, the subjective test revealed that there is 
a decrease in quality of about 20 percent between the most pre-
ferred image and the original, Due to subsampling, however, there 
is a 4:1 sample rate reduction and the drop in quality will be 
compensated by the improvement in compression ratios achieved, 
(see Chapter VII). 
5.4. CONCLUSION 
In this chapter, two pre- and post-processing techniques, which 
are prerequisites to two coding schemes to be explained in Chapter 
VI and Chapter VII, have been described, The first technique, pre-
and post-processing using a set of masks, not only greatly reduces 
the amount of redundant information in the original picture but,to 
a certain extent, improves the image quality by removing jagged 
edges, The coding efficiency of the preprocessed picture has also 
been improved by about 24 percent compared with the original, 
However, as a result of applying the preprocessing technique, 
there is a slight 'blocking' effect on the characters, but this 
can be easily remedied at the receiver by the application of 
restoration masks, which will then preserve the naturalness of 
the image, Pre- and post-processing by, respectively, sub-
sampling and interpolation is the second technique, Here, straight-
forward subsampling by taking alternate pels horizontally and 
14o 
vertically has been shown to be most suitable for facsimile images, 
A 4:1 sample rate reduction results in the achievement of high 
compression ratios, Reconstruction of the subsampled image at the 
receiver using three different interpolation schemes was investigated, 
and they were all found to give visually pleasing results, However, 
the application of restoration masks to the interpolated images 
improved the subjective quality even further. Formal subjective 
tests revealed that the order of preference for text predominant 
documents is different from that for those containing mainly graphics, 
For text predominant documents, enlargement of the subsampled image 
using bilinear interpolation is most favoured, while for graphics-
type documents, replication with proper restoration produces the 
most 'cosmetically' pleasing effect. 
5.5, NOTE ON PUBLICATIONS 
A paper entitled "New Preprocessing Technique for Digital Facsimile 
Transmission", by M.G.B. Ismail, in eo-authorship with R,.J. Clarke 
has been published in IEE Electronics Letters, 9th May 1980, Vol. 16, 
No. 10, pp. 355-356. This paper is an abridged version of Section 
5.2. 
A brief version of Section 5.3 has been presented as part of a paper 
entitled "Adaptive Block/Location Coding of Facsimile Signal using 
Subsampling and Interpolation for Pre- and Post-processing" at the 
Conference of Digital Processing of Signals in Communications held 
at Loughborough University, Leicestershire, 7-10 April 1981. 
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A full paper describing Section 5.J has appeared as part of a paper 
with the same title in the IEEE Transaction on Communications 
(Special Issue on Picture Communications System), Vol. COM-29, 
No. 12, December 1981, pp. 1925-1934. The papers were jointly 
authored by M.G.B. Ismail and R.J. Clarke. 
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CHAPTER VI 
DATA COMPRESSION I 
6,1. INTRODUCTION 
The transmission and storage of two-tone (black and white) pictures, 
such as weather maps, circuit diagrams, printed texts, etc, has 
received much attention in recent years, and its practical importance 
is evident from the number of facsimile communication systems that 
are now readily available,(l,ll4) As the cost of electronic hardware 
decreases more rapidly than that of transmission, it is becoming 
advantageous to use sophisticated terminals to reduce transmission 
costs and time, Indeed, many of the recently developed facsimile 
communication systems have resorted to various source encoding 
techniques which utilise the statistical spatial redundancy between 
picture elements to reduce the bit rates required for transmission. 
A scan-line of facsimile image consists of runs of white elements 
separated by runs of black elements, and picture elements close 
together are significantly correlated, Source encoding techniques 
which utilise statistical redundancy along a single scan-line are 
known as one-dimensional coding schemes while those using many scan-
lines are considered as two-dimensional coding schemes. Research 
into two-dimensional coding schemes, which exploits the line-to-line 
correlation, together with performance comparisons of many different 
schemes have been the subject of numerous papers,(J4,54,55, 6J) 
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In this cha~ter, a two-dimensional line-by-line sequential coding 
scheme, where each scan-line can be effectively ~ocessed using 
the vertical correlation between the current and the ~ceding 
line, is described. From the results of Cha~er V, ~re~rocessing 
~ior to actual coding has the effect of im~roving the efficiency 
of facsimile coders. It is therefore natural to use a ~e~rocessor 
as a ~requisite before the actual coding is carried out. The 
scheme to be described is called Classified Ada~tive Block/Run-
Length Coding, and the ~eprocessor used is the one already outlined 
in Section 5,2, in which a set of masks is employed. Classified 
Adaptive Block/Run-Length Coding is based on the observation that 
a facsimile signal can be regarded as the output of an Nth order 
Markov source, and that the statistics of the run-lengths conditioned 
on each of the states of the Markov source are quite different. By 
assigning different sets of codes which are matched to the run-
length distributions corresponding to each state (or group of states), 
higher compression efficiency can be achieved. 
The block diagram of the system to be described is shown in Fig, 6.1. 
At the transmitter, the original scanned image is first pre~ocessed 
to remove unwanted notches, basically caused by uncertainty in the 
decision process of ~sent day electronic scanners. Based on its 
statistical ~roperties, the pre~ocessed image is then coded and 
transmitted, At the receiver, the received signal is first decoded 
and a post-processing technique applied to restore the quality of 
the received image prior to ~inting, 
The pre- and post-processing techniques have been described(ll5) 
~~~----~-----:------------,---------------------
SCANNER PREPROCESSOR STATISTICAL 
ENCODER 
TRANSMITTER 
CHANNEL 
PRINTER POST- PROCESSOR STATISTICAL 
DECODER 
RECEIVER 
Fig. 6.1 - Block diagram of the CABC system 
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in Section 5.2 and it has been shown that the technique improves 
both image quality and coding efficiency, The subject of this 
chapter is the coding strategy, which forms a logical extension 
of the preprocessing technique, 
The preprocessed image still contains a significant amount of 
redundancy and, assuming that the image is the output of a Markov 
source, it may be reduced by employing the 7th-order Markov model 
predictor,(60) This uses seven previous pels, both in the same 
and previous lines, to predict the value of the present pel, which 
is assumed to be statistically dependent on the values of those 
seven pels, The coding strategy, called Classified Adaptive Block/ 
Run-Length Coding (CABC), assumes the prediction errors generated 
by the model to be memoryless, i.e. that they are statistically 
independent. Basically this scheme classifies each scan-line con-
taining prediction errors into two states called the Greater Error 
State and the Lesser Error State, These states are then divided 
adaptively into smaller blocks of size M, where M is found using, 
as a criterion, the probability of correct prediction, The location 
of the prediction errors within the blocks are coded and later 
transmitted, CABC can be regarded as an improvement of the Classified 
Pel Pattern Method,C65-66 •ll5) 
In Section 6,2, the theory of Markov information sources will be 
described briefly with the intention of providing some background 
knowledge on information theory applicable to this chapter, Further 
details are to be found in Abramson (ll6), Thomas (ll7), Gallager (llS) 
and Hamming(ll9), The data compression technique employed and the 
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entropy measurements used are explained in Section 6,3, The coding 
strategy and the determination of an optimal block size are both 
outlined in Section 6.4. The CABC scheme has been evaluated by means 
of computer simulations using five CCITT SG, XIV test documents, 
Entropies were calculated for both original and preprocessed images 
to estimate the minimum theoretical bit-rates, The actual bit-rates 
using the coding scheme were measured and compared with those for 
run-length coding using the Modified Huffman Code(42 ) and the Classified 
Pel Pattern Method(65), These results are shown in Section 6.5. In 
Section 6,6, the effects of introducing channel errors into the 
system is studied, The inclusion of pictorial illustrations provides 
an indication of the system susceptibility to channel errors. 
Conclusions are appended in Section 6,7. 
6.2, THEORY OF MARKOV INFORMATION SOURCES 
The principal problem in many communication systems is the transmission 
of information in the form of messages or data from some originating 
information source S to some destination D via a communication 
channel c. Let us assume that the source is emitting a sequence of 
symbols from the source alphabet denoted by the set {x} with symbols 
x1 , x2 , ,,,,, xq where q is the size of the alphabet, The notation 
p(xi)' i~l, 2, ,,,, q, will be used for the probability of occurrence 
of the ith symbol xi. In general, the set of numbers {p(xi)} may 
be arbitrarily assigned as long as 
p(x);:;; 0 i 1, 2, ••••• q (6.1) 
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and 
q 
~ p(x) = l (6,2) 
i=l 
The simplest kind of source is the one where symbols successively 
emitted are statistically independent. Such an information source 
is termed a zero memory source completely defined by the source 
alphabet {x} and the probabilities p(xi) with which the symbols 
occur. If the successive symbols obey the same fixed probability 
law so that the one distribution p(xi) determines the appearance 
of each symbol, then the source is called stationary. 
If the ith symbol x. occurs, the amount of information for this ]. 
particular symbol is equal to:-
l' 
I (x) = log2 -p-(,C:x'-. ).,--
J. 
bits 
is defined as the self-information of x., 
]. 
(6.3) 
The average amount of information obtained per symbol from the 
source is given by:-
q 
H(X) = ~ p(x.) I(x.) bits ]. ]. 
i=l 
q 
=- :£. p(xi) log2 p(xi) bits (6.4) 
i=l 
148 
The quantity denoted by H(X) is called the entropy of the zero 
memory source. If a zero memory binary source is considered, where 
the source alphabet is just {0,1} , then the entropy is given by:-
H(X) =- p log2 p - (1-p) log2 (1-p) (6.5) 
where pis the probability of a •o•. 
The zero memory source considered so far is too restrictive for 
many applications. A constructive way to generalise this model 
is to assume that the occurrence of a given symbol depends on a 
finite number m of immediately preceding symbols. Such an information 
source is called an mth order Markov source. 
For such a source, the m symbols preceding a given symbol xi will 
be denoted as 
X. X. X. X. 
~1 ~2 ~3 ~4 • •••• (6.6) 
At a given time, the source will be in a given state. If there are 
q possible symbols xi' then there are qm possible states. For each 
state there exists a set of conditional probabilities p(x./x. , x. , ••• 
~ ~1 ~2 
that x. will occur given that the letters x. , x. , ••••• x. have 
~ ~1 ~2 ~m 
occurred. For most purposes, only Markov sources which are ergo.dic_ 
are of interest. An ergodic : source is a source which, if observed 
for a very long period of time, will emit a sequence of symbols 
which is 'typical •. In other words, if we select ar} initial state 
of a Markov source (according to some set of initial probabilities 
over the state) and wait a large number of state transitions, the 
states will settle to some definite probability, independent of 
the initial state. 
The self-information of x. given that x. , ]. J.l X. ' ].2 ....... 
have occurred is given as:-
I(x./x. , 
J: J.l x .• ].2 • • • • • =- log2 [ p(x./x. , J: J.l x. , ••• ].2 
The conditional entropy over the alphabet X of symbols xi is 
naturally given by the expression:-
H(Xjx. , xi , 
J.l 2 • • • • xi ) m 
= - < p(x./x. , x. , •••• x. ) 
"i' J: J.l J.2 J.m 
log2 [ p(x./x. , x. , J: J.l .J-2 
This is the conditional probability of the source alphabet X 
given that we have the se~uence of symbols x. , x. ' J.l ].2 ••• 
We next consider the larger system and allow for the individual 
probabilities of the states of the Markov process. Let 
p(x. , x. , •••• x. ) be the probability of being in state 
J.l J.2 J.m 
X. 1 X. 1 • • • • X. J.l l.z J.m Then it is natural to define the entropy 
of the Markov system as the probabilities of being in a given state 
times the conditional entropies of the state by the expression:-
H(X) = p(x. ; J.l x. , ••• x. ) H (X/x. , l.z J.m J.l X. ' ].2 (6.9) 
(6. 7) 
(6.8) 
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From Eqn. (6.8), we get:-
• 
H(X) = -z 
xm 
But since 
2, p(x. ,x. , •••• 
~1 ~2 
X 
x. ) p(x./x. ,x. , •••• x. ) 
~m J: ~1 ~2 ~m 
log2 [ p(x./x. ,x. , •••• xi ) ] (6.10) J: ~1 ~2 m 
p(x. ,x. , ••• ,x. ) p(x.jx. ,x. , •••• xim) = p(x. ,x. , ••• x,m) (6.11) ~1 ~2 ~m J: ~1 ~2 ~ ~1 • 
then the entropy of a Markov source is:-
H(X) p(x. ,x. ,x. , ••• x. ) log2 p(x./x. ,x. , ~ ~1 ~2 ~m ~ ~1 ~2 ••• 
6.]. DATA COMPRESSION AND ENTROPY MEASUREMENTS 
The preprocessing technique described in Section 5.2 basically removes 
redundant information such as notches, pinholes, and random isolated 
black or white pels present in the original image. To supplement 
the preprocessing technique, a 7th-order Markov model predictor(60) 
is used as a means of further redundancy reduction by exploiting 
the fact that most facsimile-images exhibit high line-to-line 
correlation. The use of the 7th-order Markov model predictor is 
clearly based on the assumption that facsimile signals can be regarded 
as the output of a 7th-order Markov source. The arrangement of the 
reference pels is shown in Fig. 6.2. 
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x7 x6 ~5 x4 XJ 
xz xl xo 
Fig. 6.2 - Reference pels for the 7th-order Markov model 
predictor. 
The transmitter stores these reference pels and from them predicts 
the value of the present pel x0 (X0 being assumed statistically 
dependent on the previously scanned pels). Denoting the predicted 
value as x0 , the present pel is then replaced by the prediction 
error E0 = x0 Et! x0 , where the symbol Et! means modulo-2 addition. 
This conversion is ca=ied out on a pel-to-pel and line-by-line 
basis. Thus, the original sequence {x0} is converted into an 
error sequence {E0) • In other words, the resulting picture of 
the prediction errors is a one-to-one transformation of the cri-
ginal. The prediction errors generated are then coded and later 
transmitted. 
deriving from 
Since the facsimile signal is regarded asAa 7th-order Markov 
source, it can be expressed by the conditional probability given 
by:-
(6.1)) 
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and the ••••• entropy of the Markov source is then given by:-
Based on the conditional probabilities P(X0=0/Sj) and P(X0=1/Sj)' 
where Sj represents all the 27 possible states of the reference 
pels, a maximum likelihood prediction function can be derived. 
The optimum prediction function is one which minimises the prob-
ability of making an error, given that a particular state has 
occurred, The explicit expression for the optimum prediction 
function can be easily derived with the aid of a Karnaugh map, 
if the conditional probabilities expressed by Eg_n. (6.13) are 
known. The conditional probabilities P(X0=ojsj) and P(X0=1/Sj) 
and the. predicted values x0 , which were obtained based on the 
maximum likelihood condition for each source state, for the original 
and preprocessed CCITT document No. 1 are shown in Table 6.l(a) 
and Table 6.l(b) respectively. Since there are seven reference 
pels, a seven-variable Karnaugh map is constructed as shown in 
Fig. 6,J(a) and Fig. 6.J(b) for the original and preprocessed 
documents. For each source state, the Karnaugh map is filled with 
the corresponding predicted values, x0 • The dash is considered 
as a 'don't care' state, and, by combining the 'ls', a Boolean 
logical expression indicating the optimum prediction function 
is obtained. The prediction function obtained from the map will 
satisfy all the different possible states present. Since we are 
only concerned with binary images, the derivation of the prediction 
function using the Karnaugh map method not only economises on the 
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amount of memory needed to store all the 128 possible states but 
also reduces the complexity of implementation. 
Due to the different statistical properties of the original and 
preprocessed CCITT documents (digitised with 1728 pels by 2376 
lines, corresponding to a resolution of 8 pels/mm horizontally 
and vertically), the prediction function is optimised for each 
document as shown in Table 6.2. These prediction functions are 
easily implementable using simple logic gates. (The use of a 
common prediction function for all the documents is estimated 
to increase the entropy per pel by a factor of about four per-
cent(66).) 
Fig. 6.4(a) and Fig. 6.4(b) show, respectively, parts of documents 
Nos. 1 and 2 with their corresponding prediction errors in Figs. 
6.4(c) and 6.4(d). Notice there is aone:-to:-one transformation 
and that the prediction errors appear to be. less correlated. From 
this lack of correlation, it is justifiable to assume that the 
prediction errors generated by the 7th-order Markov model predictor 
could approximate a memoryless binary information source (zero-
memory binary source) and this property will be used later in the 
coding strategy. The entropy of such a source, given by:-
H p log2 p - (1-p) log2 (1-p) (6 .15) 
is used as a measure of performance, where pis the probability 
of correct prediction. 
Since the statistics of each source state of the Markov source are 
DOCUMENT 
NO. l 
DOCUMENT 
NO. 2 
DOCUMENT 
NO. 4 
DOCUMENT 
NO. 5 
DOCUMENT 
NO. 7 
ORIGINAL PREPROCESSED 
xo = xl (x5+X4+X7+x3)+X{Xzx6+ xo = xl (x5+Xz+x6)+X5X6 (XzX4+x2x3)+ 
X~6xlK3(X4+xz)+X5x6(K~3+XzX4X3) x;x7(x4x+x6x3)+x1x4x3 
XO = XlX5+XlX2(K7+X3+X4)+XlX7(X3+X6)+ XO = XlX5+XlX6(Xz+X7)+XzX4X7(X6+XJK3)+ 
XzXf3 (X6X7 +X6X4)+X4x7 (K2x ~3 +Xf6 )+ XJK6(X7+X2X4X3)+XlX2X?X3+ 
x1x2x6x.f1 xlx'ix6x4x7 
io = xl (xz+X5+X4+X7+x3)+x4x.f3 (XzX5+XzX5)+ 
Xo = Xl(Xz+X5)+X6(Xl+X5) 
Xf/X6X4+X6X4X3) 
xo = xl (Xz+X5+X4+X7)+X{X6x3+Xf~3 0Cz+x4)+ x0 = x1x5+x1x2(x6+x4+x7+x3)+x1x6(x3+x7+x3)+ 
x}6(Xzx4x?+Xzx?X3) XzXf6 (K3+x4)+(Xf6X?) 
XO = XlX5(Xz+X4+X3)+XlX4(K2+X6)+X{X6(X~/ XO = XlX5(X6+X7+X3)+XlX6X4+XlX~6+XlX4(K~J+ 
x~7)+X?X3Cxlx4+X2x5)+xlx2x6(x3+x7)+ x2x7)+x6x7cx ;x3 +x1 x2 )+x ;x6x7(x{x2 + 
x;x6x4x~3+xlxzx;x6x4x~3 X4X3 )+Xl X rf6X1 Ofl7 +X2X4X7) 
Table 6,2- Prediction functions for original and 
preprocessed CCITT documents 
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different, higher compression efficiency can be achieved by coding 
the run-lengths corresponding to each state or groups of states 
independently using a different code set, Preuss(60) developed 
this techni~ue by exploiting the two-dimensional redundancy in 
the signal to the fullest extent, Netravali et, al,C63) who 
also used the mth-order Markov model predictor, classified the 
prediction errors into two states called the "good" and "bad" 
state according to some "goodness" threshold in order to increase 
the average run-lengths of black and white pels, An ordering 
techni~ue is then implemented by reordering elements in a line 
based on previously transmitted surrounding elements, The run-
lengths of such reordered lines were then coded using one or more 
code sets, as desired, 
Ideally, each state should be coded differently as in Preuss's 
scheme but the choice adopted here is a simpler version similar to 
that proposed by Ueno et, al,C65), where the prediction domain is 
categorised into two states, The predicted values generated by 
the predictor are classified into two general states called the 
Lesser Error State (IES) and the Greater Error State (GES), The 
IES and GES so obtained produce good results if the logical 
expression given by:-
are satisfied, 
IEs = xlxLl5 + xlx4x5 
GES = IES 
(6,16) 
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An example to illustrate how the prediction domain is classified 
into IES and GES is shown in Fig. 6.5. Consider two adjacent lines, 
1 and 1-1, of a typical facsimile image as shown in Fig. 6.5(a). 
Using the prediction function for the preprocessed document No. 1 
listed in Table 6.2, the predicted values of the present pel x0 
for line 1 is shown in Fig. 6.5(b). The predicted values x0 , 
are then compared with the real values x0 , and if they d.o not -
correspond, an .error, denoted by a '1', is inserted for x0 as 
·seen in Fig. 6.5(c). To categorise the prediction domain into 
the Lesser Error State and the Greater Error State, Eqns. (6.16) 
are applied. If elements x1x4x5 are all black OR all white, 
the corresponding value of the prediction domain goes into the 
IES, if NOT, they go into the GES. This is clearly shown in Fig. 
6.5(d) and Fig. 6.5(e). Notice that in the example used, IES 
has fewer prediction errors than GES. This is generally true 
for all scan-lines. 
As a measure of performance, entropy is again used and this time 
is given by:-
H ~- P(IffiS) [PIES log2 PIES+ (1-piES) log2 (1-plES)] 
- P(GES) [PGES log2 PGES + (l-pGES) log2 (l-pGES)] (6.17) 
where P(IffiS) is the probability of the prediction domain being 
in the Lesser Error State and piES is the probability of pred-
iction errors in the Lesser Error State. P(GES) and pGES are 
similarly defined. (See Appendix A for the derivation of Eqn. (6.17)) 
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6,4, CODTI!G STRATEGY 
The Classified Adaptive Block/Run-Length Coding (CABC) scheme for 
coding the position of prediction errors in the two general states 
is now described, Taking each scan-line independently, the sequence 
of errors generated by the 7th-order Markov model predictor is 
assumed to constitute a memoryless binary information source, 
According to Shannon's Noiseless Coding Theorem (J), such a source 
can be encoded using on average H1 (x) bits per source digit, where 
H1 (x) is the entropy per scan-line given by:-
(6.18) 
and p1 is the probability of correct: prediction on a scan-line, 
Consider first the case before classification into the two states 
where each scan-line is made up of N pels, The measured probability 
distribution of the number of prediction errors per scan-line is 
shown in Fig. 6.6. It can be approximated by a decaying exponential 
characteristic, for which the occurrence of a scan-line with few 
or no prediction errors is most probable, 
Optimal coding of scan-lines containing prediction errors, 
knowing their probabilities, into a sequence of bits, can be 
obtained using the Huffman procedure,(J6) In Huffman coding, 
the longest sequence of bits is assigned to the least probable 
message while shorter sequences ars used for more probable messages, 
thus minimising the average number of bits per source symbol, If 
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the probabilities of the source messages are known, the Huffman 
algorithm gives the code best 'matched' to the source in the sense 
of minimising code redundancy, But if the actual statistics differ 
from those used to design the Huffman code, then there will be a 
degradation in performance due to 'mismatch' between the code and 
the source, Another problem with Huffman coding is that although 
it is optimum for a particular distribution, it requires a relatively 
large amount of computation and memory to store all the possible 
codewords, For a typical facsimile document having 1728 pels per 
line, the number of possible messages is 21728 -- certainly an 
excessive requirement. It is therefore desirable to produce a 
code which is 'matched', in a certain way, to the probability 
distribution of Fig, 6,6 but which does not use a large codebook 
memory, 'Matching' to this probability distribution is achieved 
by adaptive division of the scan-line of N pels into smaller blocks 
of size M pels based on a certain probability criterion, Having 
done so, the blocks are then coded such that the bit-rate is as 
close to the entropy as possible. 
The criterion is taken to be the probability of correct prediction 
p1 , and the adaptivity of block size M corresponds to the approximate 
version of the distribution of prediction errors per scan-line shown 
in Fig, 6.6, The justification for determining M by 'matching' it 
to the probability distribution of errors per scan-line is that 
shorter codewords for the more probable, and larger codewords for 
the less probable, events are required, 
For most scan-lines, the probability of correct prediction p1 in a 
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scan-line is always very much greater than the probability of 
prediction error (1-p1). In other words, PI is very nearly unity, 
and so any decrease in p1 will cause an increase in entropy. (See 
Eqn. (6,18)), The higher the entropy, i.e. the greater the number 
of prediction errors, the more blocks of size M pels are required 
to code the source, It is assumed that if p1--1, i,e, when there 
are no prediction errors on a scan-line, then M~N where N is the 
number of pels per scan-line, 
One equation which 'matches' the approximation of Fig, 6,6 and 
satisfies the above assumption is:-
(6,19) 
where Z is an arbitrary adaptation constant. 
Eqn, (6,19) shows how each scan-line of N pels may be sub-divided 
into smaller blocks of M pels based on the probability criterion 
mentioned above, ·It can be simplified to:-
M-- (6,20) 
From Eqn, (6,20), if the magnitude of then 
M==- z (6,21) 
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As p1 decreases, M becomes smaller. The scan-line of length N 
is therefore divided into ~ blocks each of si~e M pels. The 
greater the number of prediction errors in a scan-line, (i.e. the 
smaller the value of p1), the more blocks are required to code the 
source efficiently. 
By taking the natural logarithm Eqn. (6.21) may alternatively be 
written as:-
M="= - z ln 2 ln p1 
(6.22) 
Since p = £ where c is the number of correct predictions per 1 N 
scan-line, we obtain:-
z ln 2 
N ln (0 ) 
(6.23) 
Letting N = w + c where w is the number of prediction errors 
per scan-line, then 
Let X = .!! 
c 
N ln (0) ln (1 + .!!) c 
and using the Maclaurin Series Expansion we can 
further simplify Eqn. (6.24). The Maclaurin Series.Expansion 
is given by:-
(6 .24) 
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f(X) ~ f(O) + Xf' (0) x
2 f"(O) 
+ 2! + ... 
where f'(O), f''(O) and f'''(O) are first, second and third 
derivatives respectively. 
Let f(X) = ln (1 +X), then 
f(X) =X 
therefore, 
ln (1 +.:!:!: ) 
c 
w 
c 
and if c ~ w, then 
•••• 
w 
"""'" c 
c.:!:!:P 
c 
3 ....... 
Substituting Egn, (6.2_5) into Eqn. (6,23), we obtain:-
M ""'= c Z ln 2 
w 
(6.25) 
(6.26) 
Eqn. (6.19) has now been simplified to Eqn. (6.26) which demonstrates 
that the block size M is dependent on the number of correct pred-
ictions in a scan-line. If p1-1 (w- 0, Le. when there are no 
prediction errors), then from Eqn ( 6.26), M- ..., • Since it is 
not possible to have blocks of infinite size, if this condition 
occurs, M is taken to equal N , satisfying the assumptions 
made earlier. 
The adaptation of block size M with respect to the number of 
prediction errors per scan-line, obtained from Eqn. (6.26) for 
N ~ 1728 pels, is shown in Fig. 6.7 where it can be seen that 
the distribution of M approximates to the probability distri-
bution of the number of prediction errors per scan-line of Fig. 6.6. 
Z , for simplicity, is taken to be 1. As can be seen from Fig. 6.7, 
the most probable event is assigned the biggest block size, thereby 
requiring fewer bits, while the less probable events use smaller 
block sizes, needing a greater number of bits for coding. 
Since the values of M obtained from Eqn. (6.26) are not normally 
multiples of powers of 2, the following relationships are introduced:-
If j M - 2m I > I M - 2m+l I 
then the value of M is taken to be 2m+l (6.27) 
If I M - 2m I < I M - 2m+l I 
then the value of M is taken to be 2m, where m= 1,2, ••• 11. 
Having divided the scan-lines, according tc Eqn. (6.26) and Eqn. (6.27), 
into blocks of maximum size M pels, bit assignment now takes place 
as follows:-
(a) The coder examines the first block of M pels 
in a scan-line. If it contains no prediction errors, 
a one bit prefix code '0' is assigned. 
(b) If a prediction error is encountered, its location 
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to number of prediction errors. 
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is registered by coding its distance from the 
beginning of the block. This information is 
then transmitted with a prefix '1'. 
(c) The block terminates at that point. The next 
block starts from the last coded prediction 
error. The procedure is then repeated. 
This bit assignment procedure gives rise to the name Adaptive 
Block/Run-Length Coding, and since the predicted values are classified 
into the Lesser Error State and the Greater Error State, the name 
Classified Adaptive Block/Run-Length Coding is appropriate, abbre-
viated to CABC. CABC is illustrated in Fig. 6.8, where Fig. 6.8(a) 
shows the location of the prediction errors and the corresponding 
codewords, and Fig. 6.8(b) exemplifies the coding technique where 
M = 8. 
6.4.1 Optimality of Block Size M 
In this sub-section, the optimality of Eqn. (6.26) is demonstrated 
and the validity of the earlier analysis tested under the assumptions 
made. 
Consider once again the case before classification into the two 
general states, where each scan-line containing the prediction 
errors is made up of N pels. If we divide each scan-line into 
smaller blocks, where the maximum block size is M pels, accord-
ing to the coding strategy and the bit assignment procedure described 
earlier, and let PM be the probability that the maximum block size 
~ 
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I I I I 1 
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11111111111~ Ill~ 11 
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(b) 
Fig, 6,8 - Adaptive . Block/Run-Length Coding 
(a) Bit Assignment 
(b) Example of coding technique where M = 8 
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M contains all white pels, then the generalised equation for the 
average number of bits per pel can be written as:-
1 
M 
(6.28) 
l + log2 M represents the prefix bit, and the number of bits req-
uired to code the positions of prediction errors, respectively,, 
M is the average block size, defined as the total number of pels 
divided by the number of blocks in a scan-line, and Kc represents 
flag bits indicating the maximum block size M to the receiver, 
Eqn, (6,28) can be further simplified to:-
1 
M 
(6,29) 
To demonstrate the optimality of Eqn. (6,26), the "ideal" case is 
first considered in which the prediction errors are situated in 
the last locations of the blocks as shown in Fig, 6.9(a), Assuming 
that the relationship between M and w is not known, the average 
number of bits per pel, can be given by inspection as:-
1 
N (6.30) 
where N is the number of pels per scan-line and w is the number 
of prediction errors, The term w log2 M denotes the number of 
bits required to code the position of prediction errors ( in Fig, 
6,9(a), for example, w = 2 and M = 8; the number of bits required 
N is therefore 6 ), and M represents the total number of prefix 
bits required, Simplifying Eqn, (6.30) gives:-
l w 
M + N log2 M 
K 
+ _..£ 
N (6 .31) 
If Eqn, (6,29) is applied to the "ideal" case condition where the 
average block size ( M ) is equal to M , then 
l + (1-PM) log2 M 
M M 
K 
+ _..£ 
N (6.32) 
Comparing Eqn. (6,31) with Eqn, (6,32) (the generalised equation), 
we obtain:-
M 
w 
N (6.3J) 
This relationship of Eqn, (6,JJ) will be required when considering 
the "arbitrary" case , 
In order to find the maximum block size M which minimises BI , 
dBI 
we need to equate the partial derivative aM to zero, given 
that w is fixed for a given scan-line, 
From Eqn, (6,Jl) , 
and so M = 
l + w ln M Kc 
M Nln2+N 
w 
MN ln 2 
N ln 2 
w 
= 0 
(Note the similarity between Eqn, (6,34) and Eqn, (6.26) ) 
(6,J4) 
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Consider now an "arbitrary" case in which the prediction errors 
are situated anywhere on a scan-line as shown in Fig. 6.9(b). 
The average number of bits per pel can be represented by 
Eqn. (6.29) viz:-
= .l 
M M 
From Eqn, (6.33), and by inspection, it was found that:-
= 
w 
N 
The relationship of Eqn. (6.36) is true for all cases. 
Eqn. (6.35) therefore becomes:-
1 
M 
+ 
(6.35) 
(6.36) 
(6.3?) 
In order to find the optimum block size M which minimises BN , 
d BN 
we have to solve cM = 0, but we need to know the dependence 
of M on M • Instead of solving Eqn. (6.37) numerically for the 
optimum M ,.we choose to evaluate, using computer simulation, the 
bit-rate BN using typical facsimile data where each scan-line 
contains different numbers of prediction errors. By doing so, a 
better idea of how BN depends on w and M can be obtained, 
Fig. 6.10 shows BN plotted as a function of block size M for 
N = 256 and w = 3,6,9,16,21,25, and 30, The values of M are 
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chosen to be powers of two, consistent with the earlier analysis. 
From Fig. 6.10, as w increases, BN also increases. However, 
one major conclusion that can be drawn from the graph is that 
near the minima (circled on graph), BN is relatively insensitive 
to slight variation in M If the next higher value of M from 
the minimum is taken, BN only changes by a maximum of about 
six percent. If E~n. (6.34) and E~n. (6.27) are used to determine 
the optimum M for an "arbitrary" case using different values of 
w (as shown on Fig. 6.10), it is found that the minimum BN 
obtained are the same as those circled. From this evidence, it 
can be concluded that the value of M (the average block size) 
for typical facsimile data is nearly unity and that the optimum 
M can be safely calculated for all cases using E~n. (6.34). 
Using the above theoretical analysis, the optimality of E~n. (6.26) 
has been demonstrated. The difference between E~n. (6.34) and 
E~n. (6.26) is only marginal if the adaptation constant Z (see 
E~n. (6.26) ) is taken to be l and Z can, of course be changed 
to account for this difference. It is shown that adaptive division 
of the scan-line according to E~n. (6.34) agrees very well with the 
earlier analysis where M was obtained from the probability 
distribution of prediction errors per scan-line. It can be seen, 
therefore, that the value of M obtained from E~n. (6.26) is 
nearly optimum. 
Fig. 6.11 shows the variation of bit-rates with Z for CCITT document 
Nos. l and 7. It can be clearly seen that the minimum bit-rate is 
obtained when the value of Z is approximately l. For the sake of 
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Fig. 6.11 - Variation of bit-rate with Z 
180 
simplicity, the results of Section 6.5 are computed with Z ~ 1. 
6.4.2 Coding Strategy Using A Huffman Code 
the (J6) The use ofAHuffman algorithm to represent the location of 
prediction e=ors is now examined. The usual Huffman procedure 
for source encoding requires. a codebook memory for translation 
of the source messages into variable length codewords. When 
some of the messages are highly improbable, the size of the code-
book becomes very large. To avoid this, the combination of the 
bit assignment procedure of Fig. 6.8 and the Huffman procedure is 
employed to define the location of the prediction e=ors. For 
block sizes of M ~ 8,16,32, and 64, the Huffman code is used. 
to define the location of prediction errors within the block, 
where the codewords are as shown in Fig. 6.12. These codewords 
were constructed using probabilities averaged over five CCITT 
documents. P(r) is defined as the probability· of a prediction 
error located at distance r from the beginning of the block. 
For other block sizes, the bit assignment of Fig. 6.8 is used. 
6.5. SIMULATION RESULTS 
In order to evaluate the performance of the CABC algorithm, it 
was compared, in terms of entropy, with the Classified Pel Pattern 
Method (CLAP)(66). Five CCITT SG.XIV test documents digitised at 
8 pels/mm horizontally and vertically were used, and the prediction 
function for the unprocessed and preprocessed images were optimised 
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Block Size M = 8 (23) 
Location R..CEl Code word 
l 0,2199 01 
2 0,1781 lll 
3 0,1256 lOO 
4 0,1266 101 
5 0.0790 1100 
6 0,1024 001 
7 0,0812 1101 
8 0,0872 000 
Block Size M = 16 (24) 
Location R..CEl Code word 
l 0,119 Oll 
2 0.0975 001 
3 0,0837 000 
4 0.0807 1110 
5 0,0753 1100 
6 0,0832 1111 
7 0,0660 1000 
8 0,0696 1001 
9 0.0739 lOll 
10 0.0518 0100 
ll 0.0359 10101 
12 0.0383 11011 
13 0.0317 01011 
14 0.0383 11010 
15 0,0274 01010 
16 0,0348 10100 
Fig, 6,12 - CABC using a Huffman Code 
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· Block Size M = 32 (25) 
Location KW Code word 
l 0.0101 lllllOO 
2 0.0724- lOll 
3 0.0629 0111 
4- 0.0751 lllO 
5 0,0730 1100 
6 0,0681 1010 
7 0.0675 "1001 
8 0.0582 0101 
9 0.04-91 0010 
lO 0.0376 non 
ll 0.0336 10001 
12 0.0294- 01100 
13 0.0276 01001 
14- 0.0255 OOlll 
15 0.0216 00000 
16 0,0235 00011 
17 0.0235 00010 
18 0.0239 00110 
19 0.0189 llllOO 
20 0.0186 110101 
21 0,0206 llllll 
22 0,0193 llllOl 
23 0,0179 110100 
24- 0,0164- 100001 
25 0,0153 011011 
26 0,0152 011010 
27 0.0121 000011 
28 0.0155 100000 
29 0,0136 010001 
30 0,0124 010000 
31 0,0105 lllllOl 
32 O.Olll 000010 
Fig. 6,12 - (cont'd) 
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Block Size M ~ 64 (262 
Location 11cl Code word 
1 0.0117 001100 
2 0.0503 0100 
3 o.o489 0010 
4 o.o481 0000 
5 0.0462 11111 
6 o.o489 0001 
7 0.0454 11110 
8 0.0422 11100 
9 0.0371 11001 
10 0.0308 10001 
11 0.0269 01100 
12 0.0251 00111 
13 0.0257 01010 
14 o.ol83 110000 
15 0.0192 110101 
16 0.0177 101101 
17 0.0191 110100 
18 0.0145 011110 
19 0.0149 100000 
20 0.0166 101001 
21 0.0160 101000 
22 0.0158 100111 
23 0.0178 101110 
24 0.0157 100101 
25 0.0143 011100 
26 0.0185 110001 
27 0.0155 100100 
28 0.0128 010110 
29 0.0106 1110101 
30 0.0152 100001 
31 0.0108 1110110 
32 0.0075 0111111 
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Location &l Code word 
33 0.0114 1110111 
34 0.0086 1011000 
35 0.0098 1101101 
36 0.0092 1011111 
37 0.0103 1101111 
38 0.0089 1011110 
39 0.0095 1101100 
4o 0.0071 0111010 
41 o.ooso 1001101 
42 0.0085 1010110 
43 0.0085 1010101 
44 0.0086 1010111 
45 o.oo66 0101111 
46 0.0074 0111110 
47 o.oo6s 0110101 
48 0.0074 0111011 
49 0.0078 1001100 
50 o.oo6o 0011010 
51 0.0071 0110111 
52 o.oo54 11101001 
53 0.0065 0101110 
54 o.oo69 0111010 
55 o.oo65 0011011 
56 0.0029 01101000 
57 o.oo43 10110010 
58 o.oo48 11011100 
59 o.oo46 10110011 
6o 0.0052 11101000 
61 0.0052 11011101 
62 o.oo4o 10101000 
63 o.oo4J 10101001 
64 0.0038 01101001 
Fig. 6.12 - (cont'd) 
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for each document. 
In CABC, since the prediction errors in the two states are coded on 
an error by error basis, reducing the number of prediction errors 
is of prime importance, and this has been achieved by preprocessing 
the original image prior to coding, The numbers of prediction errors 
in the original and preprocessed images for the five CCITT documents 
used are shown in Table 6,3, 
CCITT TEST DOCUMENT NO, 
l 2 4 5 
ORIGINAL 32475 19175 131419 56801 
PREPROCESSED 20026 13085 78933 33587 
Table 6.3 - Reduction in the number of prediction 
errors by preprocessing, 
7 
115575 
81656 
The table shows that with the introduction of preprocessing using 
masks, there is a substantial reduction in the number of prediction 
errors, ranging from about 29 to 41 percent, With this degree of 
reduction, a considerable improvement in coding efficiency can be 
expected, 
To calculate the entropies before and after classification, E~n. (6,15) 
and E~n. (6,17) respectively were used, The entropies obtained, as 
shown in Table 6,4, represent the minimum theoretical bit-rates for 
the different coding schemes, It can be seen that the preprocessed 
documents, after classification for the proposed CABC scheme, have 
---------------------------------------~ 
CCITT TEST DOCUMENT NUMBER 
CODING SCHEME 
l 2 4 5 
CLAP 0.070 0.044 0.211 0.109 (Before classification) 
CLAP 0.035 0,021 0,128 0.060 (After classification) 
CABC (original) 
(Before classification) 0.067 0,042 0.2o4 0,105 
CABC (original) 
(After classification) 0,034 0,020 0,126 0,059 
CABC (preprocessed) o.o44 0,031 0.137 0.068 (Before classification) 
CABC _(preprocessed{ 
(After classification) 0,029 0,017 0,101 0.048 
Table 6.4 - Theoretical entropy measurements for different coding 
schemes 
7 
0.199 
0.120 
0,186 
o.u6 
0,141 
0.102 
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entropies ranging from 0,017 to 0,102 bits per pel, This rep-
resents possible compression factors of 58.82:1 and 9.8:1 res-
pectively. When compared with CLAP, CABC reduces the entropy 
by 13 to 21 percent, This indicates that the maximum achievable 
compression of CABC is on average 1.2 times greater than that of 
CLAP, When the preprocessed documents are compared with the 
original, unprocessed documents after classification, for the 
CABC scheme, an improvement between 12 and 19 percent is observed, 
The reduction in entropy indicates that preprocessing prior to 
coding has the effect of improving the coding efficiency subs-
tantially. Categorising the prediction errors into Lesser and 
Greater Error States also improves the coding efficiency by an 
amount ranging from 3~ to ~9 percent for the processed documents. 
The reduction in entropy here may be due to the fact that the 
numbers of prediction errors in the two states are different, 
most of the prediction errors being packed in the GES leaving 
few prediction errors in the IES. 
Although entropy evaluation represents the theoretical lower 
bound, the performance of CABC using the bit assignment technique 
of Fig, 6,8 and the Huffman code were also investigated. The 
results, shown in Table 6,5, for CABC and CLAP schemes represent 
the bit rates, after classification only, for both the original 
and preprocessed documents. The flag bit is taken tc be ~for each 
general state (IES and GES) to inform what the maximum block 
size !1 is to the receiver, Hence, if M = 16, the flag bit 
is 0100, i,e,decimal ~ (if = 16), However, the results of Table 
CCITT TEST DOCUMENT NUMBER 
CODING SCHEME 
1 2 4 
CLAP 0,0370 0,0234 0.1313 
CABC (original) 0.0357 0.0232 0,1293 
CABC (preprocessed) 0.0299 0,0202 0,1067 
CABC (original) 
(Huffman Code Used) 0,0350 0,0229 0,1290 
CABC (preprocessed) 
(Huffman Code Used) 0.0295 0,0200 0,1061 
Table 6,5 - Comparison of bit-rates after classification 
5 
0,0614 
o.o6o4 
o,o485 
0,0603 
0.0481 
7 
0.1225 
0,1183 
0.1041 
0.1175 
0,1033 
I-' ' 
CO' CO' 
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6,5 do not include end-of-line codes, etc, and the parameter K 
(See Chapter III) is taken to be infinity, 
The performance of the CABC scheme was compared with conventional 
run-length coding using the Modified Huffman code(42 •43) and also 
with the CLAPC66) method, It is apparent that CABC performs 
better than its counterparts for both the original and preprocessed 
documents, There is an improvement of about 41 to 61 percent, for 
the preprocessed documents, when the CABC scheme is compared with 
run-length coding using the Modified Huffman code, The reduction 
in bit-rate is particularly high when simple, uncomplicated 
documents are used, for example, document No, 2, When the pre-
processed documents are compared with the originals, for the CABC 
scheme, there is a reduction in average bit-rate of about 13 to 
20 percent, There is a further, though marginal, reduction in 
bit-rate when the combination of the Huffman code and the bit 
assignment procedure of Fig. 6,8 is employed, Comparison of 
theoretical entropies of Table 6.4 with the practical bit-rates 
of Table 6,5 demonstrates that the coding strategy for CABC, 
.especially with regard to the determination of block size M 
is nearly optimum, 
6,6. EFFECTS OF, AND SENSITIVITY TO, TRANSMISSION ERRORS 
One penalty for efficient source coding is the increased sensitivity 
to channel errors. One single bit error can ruin the rest of a scan-
line due to loss of synchronisation between codewords, As with most 
two-dimensional coding algorithms, the effect of transmission errors 
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on the CABC scheme is to cause error propagation in the decoded 
image, Unlike in the one-dimensional case, where error propa-
gation is limited to a single scan-line due to the unique EOL 
codeword, in the CABC scheme, errors tend to propagate vertically 
from one scan-line to the next, The effect is quite intolerable 
in most cases, but such propagation can be limited by transmitting 
one line every Kth line using a one-dimensional coding scheme, 
Values of the K-factor are typically 2 for documents scanned at 
normal resolution, and 4 for those scanned at high resolution, 
The effects of increasing numbers of channel errors on the CABC 
scheme were studied and in each case, the Error Sensitivity Factor 
(ESF)(l06 ) calculated, ESF is defined as the number of incorrect 
pels in the received image divided by the number of transmitted 
bits in error, Transmission errors were introduced randomly and 
simulation was carried out using bit by bit inversion of the 
transmitted bitstream, To simulate short burst errors, double 
errors are introduced, where two consecutive bits are inverted, 
These simulations are by no means typical of a "real-life" telephone 
channel but they do give an indication of the effect of channel 
errors on the coded image. The introduction of these errors 
causes a spatial shift in the received picture, Furthermore, if 
the decoded run-length between two consecutive EOLs is not equal 
to the nominal scan-line length, transmission errors can be safely 
assumed to have occurred, 
6,6,1 Experimental Procedures 
The basic configuration illustrating the overall simulation process 
l~ 
for the study of channel error effects on the CABC scheme is 
shown in Fig. 6.13. 
The input test image, stored on magnetic tape, is part of pre~ 
processed CCITT document No, 1, whose resolution is 8 pels/mm 
horizontally and vertically, The CABC encoder compresses 'and 
transforms the input image into a digital bitstream, after which 
random errors are introduced. The corrupted bit stream is then 
decoded producing images as shown in Fig, 6.14, The difference 
between the output and input images, on a pel-by-pel basis, is 
also computed in order to calculate the ESF. 
The source of transmission errors is a Random Error Generator 
subroutine which introduces errors into the channel in a random 
fashion. Two kinds of error configuration were simulated -- random 
single errors and random double errors, which simulate, respectively, 
the occurrence of isolated spikes and short spurious bursts. In 
both cases, the corrupted bits in question are inverted. 
The introduction of channel errors using the CABC algorithm both 
before and after classification was studied, The effect of in-
creasing the bit error rate (BER) on the received picture was 
observed and the sensitivity of the system to channel errors 
measured. These measurements were taken ignoring such factors 
such as FILL bits, where a certain minimum scan-line time,(MSLT) 
is required. To limit vertical propagation, the K-factor is taken 
to be four., It was decided not to transmit every Kth line by the 
one-dimensional Modified Huffman code in order to ensure that the 
effect of channel errors are not felt on these scan-lines, In 
INPUT TEST CABC CHANNEL CABC OUTPUT 
IMAGE ENCODER DECODER IMAGE 
~ 
' 
RANDOM DIFFERENCE 
ERROR 
GENERATOR IMAGE 
Fig, 6,13 - Block diagram of simulation process 
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other words, these scan-lines are left uncoded. This is done to 
limit vertical propagation to within K-1 lines. Furthermore, 
only the effects of channel errors on the two-dimensional CABC 
scheme are of interest. For all cases, the EOL codewords are 
included in the simulation process. 
6.6.2 Test Results 
Eight test runs were :performed using the CABC algorithm, with 
and without classification, for both single and double errors. 
The bit error-rate (BER) is increased for each run where BER 
is defined as the ratio of the number of bits transmitted in error 
to.the total number of coded bits. Since every Kth line is tran-
smitted uncoded, the total number of bits is taken as that gene-
rated by the CABC encoder and the EOL codewords only. FILL bits 
are not included, 
Table 6.6(a) and Table 6.6(b) show the results obtained for single 
errors before and after classification, whilst Table 6.6(c) and 
Table 6.6(d) show the results obtained for double errors, again 
before and after classification, respectively. Notice that the 
number of coded bits for CABC after classification is less than 
that for the case before classification. For each BER, the corr-
esponding ESF is measured, and it can be observed that there is 
no drastic fluctuation in this quantity. The average ESF of the 
CABC system before and after classification for single and double 
errors is listed in Table 6.7. It is observed that for the introduction 
of double errors, the CABC system after classification has a superior 
19'+ 
No, of bits No. of BER No. of 
in error coded bits 10-3 incorrect 
transmitted pels 
10 13124 o. 76 734 
13 13124 0.99 963 
20 13124 1.52 1480 
37 13124 2.82 3095 
47 13124 3.58 3203 
55 13124 4.19 4681 
124 13124 9.45 7039 
159 13124 12.ll 9490 
Table 6.6(a) - Before Classification 
(Single Errors) 
No. of bits No. of BER No. of 
in error coded bits 10-3 incorrect 
transmitted pels 
10 12651 o. 79 880 
13 12651 1.03 796 
20 12.651 1.58 1745 
37 12651 2.92 2774 
47 12651 3. 71 4570 
55 12651 4.35 3803 
124 12651 9.80 6669 
159 12651 12.56 8354 
Table 6.6(b) - After Classification 
(Single Errors) 
ESF 
73.4o 
74.07 
74.00 
83.65 
68.15 
85.ll 
56.77 
59.68 
ESF 
88.00 
61.23 
87.25 
74.97 
97.23 
69.14 
53.78 
52.54 
195 
No. of bits No. of BER No. of 
in error coded bits 10-3 incorrect 
transmitted pels 
20 13124 1.52 621 
26 13124 1.98 910 
40 13124 3.05 1150 
74 13124 5.64 2131 
94 13124 7.16 3126 
110 13124 8.38 3485 
248 13124 18.89 6947 
318 13124 24.23 8461 
Table 6.6(c) -Before Classification 
(Double Errors) 
No. of bits No. of BER No, of 
in error coded bits l0-3 incorrect 
transmitted pels 
20 12651 1.58 678 
26 12651 2,06 351 
40 12651 3.16 1360 
74 12651 5.85 2497 
94 12651 7.43 3242 
110 12651 8.69 3038 
248 12651 19.60 6707 
318 12651 25.14 11004 
Table 6.6(d) - After Classification 
(Double Errors) 
ESF 
31.05 
35.00 
28.75 
28.79 
33.26 
31.68 
28.01 
26.61 
ESF 
33.90 
13.50 
34.oo 
33.74 
34.49 
27.62 
27.04 
34.6o 
-------~-------------------------------------------------------------------------------------------------
CODING SCHEME ESFAVG FOR EIGHT RUNS 
BEFORE CLASSIFICATION - SINGlE ERRORS 71.85 
AFTER CLASSIFICATION - SINGlE ERRORS 73.02 
BEFORE CLASSIFICATION - DOUBlE ERRORS -, 30.39 
AFTER CLASSIFICATION - DOUBlE ERRORS 29.86 
Table 6.7- Average ESF 
197 
ESF, indicating that it is less vulnerable to transmission errors 
when compared with its counterparts. With regard to single errors, 
the CABC system after classification is the most susceptible to 
errors. From these results, it is obvious that the CABC system 
is more resilient to double errors and that double errors (burst 
errors) are easier to deal with than single errors. In a real 
life situation, for a given EER, burst errors would pose fewer 
problems than single errors because errors coming in bursts will 
obliterate a single or up to K-1 lines only, whereas single errors 
occurring at random would cause greater degradation. Fig. 6.14 
contains pictures of part of CCITT document No. 1 which have been 
subjected to single and double errors before and after classification 
using the CABC scheme. The degradation becomes increasingly worse as 
EER is increased. At higher EER, the destruction of characters 
results in totally unacceptable pictures. At lower rates, however, 
the errors can be tolerated, and characters are still legible. The 
extent of picture degradation depends very much on where the errors 
occur. If on a white background, the reduction in overall quality 
will be less than if they occurred on the characters themselves. 
6. 7. CONCLUSION 
This chapter has been devoted to the description of the CABC al-
gorithm for efficient coding of black and white facsimile pictures. 
The scheme employs a preprocessing technique which reduces the 
amount of redundant information in the original image. The coding 
strategy, which uses a 7th-order Markov model predictor and divides 
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the lesser and Greater Error States adaptively into smaller blocks, 
is nearly optimum. Developed by obtaining an equation matched to 
the probability distribution of the number of prediction errors 
per scan-line, its optimality is later confirmed. The scheme 
reduces bit-rates by 13 to 20 percent when compared with the CLAP 
method and by 41 to 61 percent when compared with run-length coding 
using the Modified Huffman code, Further reduction in bit-rates is 
achieved when a Huffman code is used to represent the location of 
prediction errors in the block, 
In addition, the sensitivity of the system to channel errors is 
also studied, The performance of the system in the presence of 
double errors is as good, if not better, than when single errors 
are introduced. Finally, compression ratios ranging from 9,4 to 
49.4 were obtained for preprocessed pictures corresponding to bit 
rates ranging from O,lo4 to 0,0202 bits per pel. 
6,8, NOTE ON PUBLICATION 
A paper entitled 'Facsimile Compression Using a Classified Adaptive 
Block/Run-length Coding Scheme' was presented at the 1980 National 
Telecommunication Conference held in Houston, Texas, U,S,A, in 
December 1980, This paper, in eo-authorship with R,J, Clarke, 
was an abridged description of the CABC scheme described in this 
chapter. 
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CHAPTER VII 
DATA COMPRESSION II 
7.1. INTRODUCTION 
The growing need to transmit black and white documents ~uickly 
has prompted researchers to resort to an information lossy app-
roach to facsimile coding. Preprocessing(l?,lZo), prior to 
coding, is one such approach which enables the compression ratios 
(CRs) of existing coding methods to be significantly enhanced. 
Signal modification(26 ), a thinning process(Z7) and the notchless 
bilevel ~uantizer with logical feedback(Z3 ) are some of the more 
important techni~ues. Preprocessing to clean up noisy originals, 
to ensure that the CRs remain high, has been extensively studied 
by Ting and Prasada(l6). The Combined Symbol Matching (CSM) 
techni~ue(3Z) is another approach where extremely high CRs are 
obtained for alphanumeric documents which are efficiently coded by 
symbol recognition techniques. However, CSM has the disadvantage 
of not maintaining its superior performance for graphics-type 
documents and it is relatively complex to implement. 
This chapter describes another information lossy approach to fac-
simile coding using the subsampling technique, outlined in Section 
5.3, as the preprocessor. The coding scheme, known as Adaptive 
Block/Location Coding (ABLC) is an area coding algorithm which 
takes a square block of picture elements at a time and uses some 
'complexity' measure as a coding criterion. It is relatively easy 
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to im~lement and when used with subsam~ling as a ~re-~rocessing step, 
overcomes the disadvantage of CSM by performing extremely well for 
gra~hic-type documents whilst still maintaining significantly high 
CRs for al~hanumeric type documents. Subsampling is carried out 
by taking alternate pels horizontally and vertically, ~rior to which 
notches and ~inhales are removed using the set of masks described in 
Section 5.2. Single element runs are then doubled both horizontally 
and vertically to ~reserve connectivity, Since A4 size documents 
digitised at' a resolution of 8x8 pels per mm are dealt with here, 
the doubling ~recess ensures that the resultant loss of information 
is minimal and that subsampling , ~oses little difficulty. It was 
found in Chapter V that the interpolation techni~ue with proper 
restoration is feasible for binary images and this would therefore 
be a natural choice for a post-processor for the com~lete ABLC 
system. The basic stages of the system are shown in Fig. ?.1. 
Adaptive Block/Location Coding (ABLC) with a numerical measure of 
complexity(69) as a coding criterion is em~loyed to code the sub-
+ sampled image. ABLC is compared ~uantitatively with the D.F. 
coding algorithm of Kawaguchi and Endo(69), (which can be regarded 
as the generalised version of two-dimensional adaptive block 
coding(ZZ,35)), and the former is shown to be more efficient. 
Computer simulations carried out on different variations of the 
ABLC system with the pre- and post-processors included give maximum 
CRs ranging from 13.35:1 for document No, 4 to 64,06:1 for document 
+ D,F. stands for 'Depth-First' as described in (69) 
ABLC 
SCANNER SUBSAMPLER 
ENCODER 
CHANNEL 
1 N TERPOLATI ON ABLC D !SPLAY AND 
RESTORATION DECODER 
Fig. 7.1 -Block diagram of ABLC system 
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No. 2. 
The description of ABLC begins with preliminary definitions, 
summarised in Section 7.2, required for the development of the 
coding algorithm. ABLC is described in Section 7.3 where a quan-
titative analysis of block and location coding is made. The de-
pendence of bit-rate on image complexity is also examined. Section 
7.4 outlines the simulation results obtained for four different 
configurations of ABLC. The effects of transmission errors on 
one of the ABLC systems is studied (including pictorial illustra-
tions) in Section 7.5. The possible application of the CCITT 
coding standards to the subsampled documents is summarised in 
Section 7.6. The chapter is concluded in Section 7.7 with com-
parisons between ABLC and the one- and two-dimensional coding 
standards. 
7.2. PRELIMINARY DEFINITIONS 
The coding technique to be described makes use of square blocks 
of size MxM where M = 2R. Every picture block thus consists of 
2R x 2R = 4R pels, and R is the number of address bits required in 
the vertical and horizontal directions for each pel. Fig. 7.2 shows 
a typical picture block where M = 8. 
7.2.1 Block Hierarchy 
An initial picture block (IPB) is ·defined as the initial square 
area within which all pels in question exist (see Fig. 7.2). A 
M 
---------------------------------------------------------, 
SPB quartic divisions 
--t--EPB 
BPB 
Fig, 7.2 -An Initial Picture Block 
I 
• I 
N 
0 
-..) 
I 
--------~ 
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subpicture block (SPB) is a subset of IPB which is generated only 
by quartic divisions of the IPB and the subsequent SPEs until an 
elementary picture block (EPB) is reached. An EP.B is a subpicture 
block containing one pel. Prior to reaching this state, a basic 
picture block (BPB) is encountered, which is a SPB containing 4 
pels. The quartic division of a BPB results in 4 EPBs. 
7.2.2 Picture Primitives 
A picture primitive, as defined by Kawaguchi and Endo(69), is a 
wholly black or wholly white subpicture block which has no lower 
homogen~s subpictures within it. Fig. 7,2, therefore, contains 
37 primitives. 
Picture Complexity 
Picture Complexity, C , is defined as the ratio of the total p 
number of primitives in a picture block to the total number of 
pels in the same picture block. If we define m0 as the number 
of white primitives and n• as the number of black primitives, 
then, 
and O<C""l p • 
The complexity of Fig. 7.2 is 37/64. 
(7 .1) 
209 
7.2.4 Relationship between Quartic Division and Complexity 
It has been shown(69) that if ~+ is the number of ~uartic divisions 
in any picture block, then the total number of primitives (black and 
white) is e~ual to 3~+ + 1. 
From E~n. (7.1), 
cP 
3!+ + 1 
~ 
4R 
~c - 1 
therefore !+ ~ 
p 
3 
7,3, ADAPTIVE BLOCK/LOCATION CODING (ABLC) 
(7.2) 
In ABLC, provided an IP.B of size M2 contains lower homogeneous 
subpictures, it is subdivided into four SP.Bs (by ~uartic division) 
of size M2/4. Each SP.B is tested for lower order homogeneous 
subpictures and if these are present, further ~uartic divisions 
are carried out until the BP.Bs are reached, i,e. successive sub-
divisions are made on SPBs which are not completely white or cam-
pletely black. When the BP.Bs are reached, no further ~uartic 
divisions are re~uired and location coding becomes operational. 
The BPBs of size 2 x 2 pels are coded according to the 14 possible 
locations of black pels within them (see Fig, 7.3). Bits are then 
assigned to each ~uartic division, white primitive greater than 22 , 
2 black primitive greater than 2 and the 14 possible locations. 
the 
ABLC differs from,D,F, coding algorithm in that the former codes 
the BP.Bs according to the ·location of the black pels whereas the 
latter assigns bits to the black and white primitives in the BPBs. 
Fig, 7.3- Possible locations of black pels in BPBs 
NI 
f--' I 
0 
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Quantitative analysis of both schemes, as seen in the next two 
subsections, reveals that the former is the more efficient scheme. 
7.3.1 Quantitative Analysis of Block Coding 
Let:- + represent quartic divisions 
o represent white primitives 
• represent black primitives 
The number of bits required to code an initial picture block is:-
B = x.2.+ + Y·"\J + z.~ (7 .3) 
where x, y, and z are the codewords assigned to quartic division, 
white primitives and black primitives respectively, 
Since three symbols are considered, namely quartic divisions, 
amount of 
white primitives and black primitives, the average.information 
.... assigned to each x, y, and z respectively is log2 3 bits. 
Hence:-
H = ( t+ + "b + n• ) log2 3 bits (7 .4) 
But 4R C p =~+u. (from Eqn. (7.1)) 
and J = 4R C - 1 (from Eqn. (7.2)) + 3 
Therefore, 
H 
bits (7 .5) 
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Eqn. (7.5) is the minimum number of bits required to code any 
particular IEB (assuming equal probabilities) using the D.F. 
coding algorithm(69). It is found that if the complexity of 
an IPB is less than approximately 0.47, data compression can be 
achieved using the above scheme. 
Bits are now assigned to the 3 symbols where:-
(a) + = '10' 0 = '00' • = 'll' 
(b) + = '0' 0 = '10' • '11' 
(c) + = '10' [J = '0. • = 'll' 
Notice that the above codes are comma-free codes. 
Code (a) is the simplest with constant length having no problem 
of synchronisation but obviously inherently redundant. The number 
of bits required to code an IEB will be:-
u+ +m + n ) • 2 0 • bits 
Substituting Eqn. (7.1) and Eqn. (7.2), we get:-
bits 
(7.6) 
(7.7) 
Code (b) is used when the probability of quartic division is greater 
than the probability of white primitives. (For the test documents 
used, the probability of black primitives is normally small.) 
Hence, the number of bits required to code an IEB is:-
bits (7.8) 
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Substituting Eqn. (7.1) and Eqn. (7.2), we get:-
B = [ 1 4R C - 1:. J b 3 • p 3 bits (7.9) 
Code (c) is used when the probability of white primitives exceeds 
that of quartic divisions. The number of bits required to code 
an IPB using this assignment procedure is:-
bits 
2 1 + m + n + n bits + 0 • • 
Substituting Eqn. (7.1) and Eqn. (7.2):-
Bc = 2 [ 4R C 3 - 1 J + 4R Cp + n• 
but from Eqn. (7.1), 
mo n 
c = + • p 4R 4R 
c cpo + c • • p P• 
(7.10) 
(7.11) 
(7.12) 
where Cpo and CP• are complexities due to the white and black 
primitives respectively. 
From Eqn. (7.12), (7 .13) 
Therefore, substituting Eqn. (7.13) into Eqn. (7.11), we get:-
Hence, B 
c 
[ 
4R cP - 1 J 
2. 3 + 
[ ~ . bits (7 .14) 
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?.3.2 Quantitative Analysis of Location Coding 
In location coding, after successive ~uartic divisions, basic 
picture blocks (BPBs) of size 2 x 2 pels are reached and are coded 
according to the distribution of black pels within them. There are 
14 possible locations as shown in Fig. ?.3. 
amount of 
Since ABLC uses three symbols, the,information ..._is log2 3 
bits/symbol. Hence, the number of bits re~uired to code SPEs 
greater than 22 is:-
(7 .15) 
where the subscript > 22 denotes SPEs greater than 22 and t+ 
is defined as the number of quartic divisions. 
The minimum number of bits required to code the BPBs using location 
coding (assuming each location is e~ually probable) is:-
(7 .16) 
where the subscript =22 denotes SPEs e~ual to 22 and L+ =22 • log2 3 
is the number of prefix bits. 
Hence, the total minimum number of bits required to code an IP.B of 
o 4R o SlZe lS:-
(7.17) 
bits 
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where !+ ~22 is the number of quartic divisions for subpicture 
blocks equal to 22 (i.e. the number of BPBs), 
. . 
Substituting Eqn, (7.1) and Eqn. (7.2) into Eqn, (7.18), we get:-
- 1 
+ 4-R cp,. 22) 1og2 3 + .t+ =22 • 1og2 14-
where Cp,. 22 is the complexity due to primitives in subpicture 
blocks greater than 22• 
The number of primitives in subpicture blocks equal to 22 is:-
(7.20) 
The complexity due to primitives in subpicture blocks equal to 
22 0 ~s:-
l+=22 • 4-
4-R 
R 
4- cP ~22 
lj. 
Substituting Eqn, (7.21) into Eqn. (7.19), we get:-
(7.21) 
(7.18) 
(7.19) 
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• . 
cp> 22 cP - cP =22 (7 .22) 
Hence, 
4R C 
- l 
+ 4R cl?) log2 3 + 4R cp=22 ( 
log2 14 
HT ( J? - log2 3) 3 
4 R l R ( 3 . 4 cl? - 3 ) log2 3 + 4 cP =22 ( - o .633 ) 
Since 4 R l ( 3 . 4 cp - 3 ) log2 3 H (see Eqn. (7.5)) 
it follows that • 
bits (7 .23) 
where CP =22 is the complexity due to primitives in the BPBs and 
H = ( * . 4R CP - ~ ) log2 3 bits is the minimum number of bits 
required to code an IPB using the D.F. coding algorithm, It is 
thus shown, from Eqn, (7.23), that the bit-rate for ABLC is less 
R than for D,F. coding by an amount equal to 0.633 • 4 Cp =22 , i,e. the 
former is the more efficient scheme. 
Fig, 7.4 shows the variation of the number of bits with complexity 
for the two coding algorithms. An IPB of size 8 x 8 is used and 
Cp =Z2 is the third variable shown in the shaded area, Although 
the complexities of some blocks are the same, the number of bits 
required to code an IPB need not necessarily be the same, due to 
variations in Cp =22 • Clearly, ABLC has a superior performance. 
----------------------------------------------------------------------------------------------------------------
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Let us now consider that the symbols ( +, o, • ) and the location 
of black pels in the basic picture block have unequal probabilities, 
Huffman coding can then be used to code the location of black pels 
in the BPBs. 
Let A be a discrete source comprising the Q independent possible 
locations of the black pels, and let Pk denote the probability 
of the kth location of the black pel, ~· The average word length 
required to code the location of black pels in the BPBs will be:-
c = (7 .24) 
where rk is the length of binary word that encodes ~· 
The entropy of the Q possible locations of the black pels is:-
Q 
£ (7.25) 
k=l 
If probabilities are assigned to the 3 symbols where 
xl = probability of quartic division 
x2 = probability of white primitives 
x3 = probability of black primitives 
then the entropy of the symbol is:-
(7.26) 
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Therefore, the entropy of an IPB from Eqn. (7.19) is:-
(7 .27) 
Let us now assign bits to the three symbols and use the Huffman 
code to code the locations of the black pels in the BPBs:-
(a) + ~ '10' 0 2 ~ '00' 
>2 '11' location= Huffman 
code 
From Eq_n. (7.24) and Eqn. (7.27), the number of bits req_uired to 
code an IPB using this coding procedure is:-
Q 
z (7 .28) 
k=l 
Substituting Eg_n. (7.21) and Eg_n. (7.22) into Eg_n. (7.28), it can 
be shown that:-
where 4 R l B a = ( J . 4 cp - J ) .2 
(b) + = '0' 0 2 = '10' 
>2 
(7 .29) 
(see Eg_n. (7.7)) 
location= Huffman 
code 
From Eg_n. (7.24) and Eg_n. (7.27), the number of bits req_uired to 
code an IPB is:-
(7.30) 
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Substitution of Eq_n, (7.21) and Eq_n, (7.22) into Eq_n. (7.30) leads 
to:-
where 7 R 1 B=(- 40--) b 3 . p 3 
(c) + = '10' '0. 
Q 
:£ 
k=l (7.31) 
(see Eq_n, (7.9)) 
location= Huffman 
code 
The number of bits req_uired to code an IPB using this procedure is:-
(7 .32) 
Substituting Eq_n, (7.2), Eq_n, (7.12) and Eq_n, (7.21), we get:-
B = 2 He 
where 
4R C -1 
( p 
3 
2 is the complexity due to primitives greater than 2 
is the complexity due to black primitives 
2 greater than 2 • 
(7.33) 
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But 
4R C -1 
' B = 2 ( _,..P:..__ ) + 4R (C - C 2 ) + 4R (C - C 2) ' . He 3 p P =2 P• P• =2 
Simplifying Eqn.(7.35) further leads to:-
,,R-B-'i'C 2 
c p=2 
(7.34) 
(7.35) 
(7.36) 
where (see Eqn. (7.14)) 
and CP• =22 is the complexity due to black primitives in the BPBs. 
Using the bit assignment procedures (a), (b) and (c) to code 
2 quartic divisions, white and black primitives greater than 2 
and employing the Huffman code to code the location of black pels 
in the BPBs, the variation of the number of bits assigned to an 
IPB of size 8 x 8 (from Eqn. (7.29), Eqn. (7.31) and Eqn. (7.36)) 
can be plotted as shown in Fig. 7.5(a), 7.5(b) and 7.5(c) respectively. 
The average codeword length ( c = 3.474 bits) is obtained for an 
ensemble of 7 CCITT documents and their prediction error domains 
(see next Section, Table 7.1). It is obvious from these graphs that 
ABLC is more efficient then D.F. coding for all cases. 
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7.4. RESULTS OF COMRJTER SIMULATIONS 
In this section, the results obtained from computer simulations 
are summarised. Four variations of ABLC are examined, and in 
each case the documents are subsampled to half their resolution 
in both directions prior to coding. The original CCITT documents 
were scanned at a resolution of 8 pels/mm both horizontally and 
vertically corresponding to 1728 pels/line and 2376 lines. We 
define:-
Bit-rate 1 CR 
No. of bits transmitted 
Total no. of pels in original document 
Since ABLC uses three symbols, namely white primitives greater than 
22 , black primitives greater than 22 and quartic divisions, two bit 
assignment procedures were employed. They are:-
(7 .37) 
• 2 ~ '11. 
>2 
+ = '10. location=Huffman code 
+ = •o• location=Huffman code 
The codes used for both bit assignment procedures are comma free codes. 
Bit assignment ~ results from the fact that the frequency of white 
primitives greater than 22 is highest, whereas in bit assignment ~. 
the probability of quartic division is greatest. To code the location 
of the black pels in the BP.Bs, Huffman coding is used, where the 
probabilities of such locations are obtained from measurements on 
an ensemble of 7 subsampled CCITT documents. The Huffman codes 
constructed are shown in Table 7.1. For all the systems simulated, 
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error domain 
1001 11 
0101 010 
1000 001 
0100 000 
011 1001 
001 1000 
101 1011 
000 1010 
110010 01111 
110011 01101 
1101 011101 
1110 011000 
1111 011100 
11000 011 001 
Table 7,1 - Huffman code for ABLC 
227 
three IPBs were used, 8 x 8, 16 x 16 and 32 x 32. Block sizes 
of higher degree were not used and it is envisaged that no further 
substantial bit-rate reduction can be achieved in this way, 
7.4.1 System A 
The basic configuration of System A is shown in Fig, 7,6, 
4 Subsampler ABLC ~ f-----1 Encoder. 1----i Buffer 
,_______, '--------' 
Fig, 7,6 - System A 
The subsampled image is directly coded using the ABLC algorithm 
with the location of black pels in the BPBs coded using the Huffman 
code of Table 7.1. The compression ratios for bit assignment 
procedures ~ and ~. are shown in Table 7.2(a) and 7.2(b) 
respectively. It can be seen from the Tables that as the block 
size increases, the compression ratios also increase Bit assign-
ment ~ performs better than bit assignment ~ for block 
size 8 x 8 but the converse is true for block sizes 16 x 16 and 
32 x 32. For bigger block sizes, the probability of quartic 
divisions is higher than that of white primitives greater than 22 , 
resulting in higher CRs for block sizes 16 x 16 and 32 x 32. 
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Doe, No. 8 X 8 16 X 16 32 X 32 
1 40,27 43.76 44.54 
2 50.12 55.83 57.06 
3 23.30 23.86 23.87 . 
4 n.61 11.59 ll.57 . 
5 23.31 23.91 23.97 
6 34.68 36.66 36.93 
7 14.47 14.45 14.42 
(a) Bit assignment @ 
Doe, No, 8 X 8 16 X 16 32 X 32 
1 36.97 44.38 46,03 
2 44.59 56.12 59.39 
3 23.09 24.90 25.20 
4 12,12 12.34 12.37 
5 23.07 24.95 25.31 
6 32.69 37.50 38.53 
7 14.70 15.05 15.ll 
(b) Bit assignment ~ 
Table 7.2 - Compression ratios for System A 
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7.4.2 System B 
The block diagram of System B is shown in Fig, 7,7, 
o-- Subsampler Predictor ABLC Buffer f-o Encoder 
Fig. 7.7- System B 
In System B, the 7th-order Markov model predictor(60) (similar 
to the one used in Chapter VI) is employed on the subsampled image, 
hence generating a prediction error domain, The predictor is 
optimised over an ensemble of 7 CCITT documents and the Huffman 
code constructed to code the location of the black pels in the 
BPBs based on these documents are shown in Table 7.1. The predictor 
is included with the aim of reducing the complexity of the documents, 
thereby increasing the compression ratios (see Fig, 7.4). As can 
be seen in Tables 7.3(a) and 7.3(b), the performance of ABLC is 
improved by the inclusion of the 7th-order Markov model predictor. 
Again, bigger block sizes provide higher compression ratios, 
7.4.3 System C 
The development of Syst~m C is based on System A and System B where 
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Doe. No, 8 X 8 16 X 16 J2 X J2 
1 42.43 46.29 4?.15 
2 53.70 60.36 61.88 
3 31.33 32.70 32.82 
4 12.71 12.70 12.68 
5 28.38 29.47 29.61 
6 53.21 59.43 60.54 
7 14.36 14.33 14.30 
(a) Bit assignment ~ 
Doe. No. 8 X 8 16 X 16 J2 X J2 
1 37.91 45.70 4?.87 
2 45.94 58.35 61.89 
3 29.37 32.86 33.52 
4 12.95 13.24 13.29 
. 
5 26.88 29.76 30.35 
6 45.85 57.79 6o.86 
7 14.52 14.86 14.91 
(b) Bit assignment ~ 
Table 7.3 - Compression ratios for System B 
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it is observed that higher comFression ratios can be obtained by 
the inclusion of the 7th-order Markov model Fredictor. Also, as 
can be seen in Fig. 7.4, the bit-rate is dependent on the complexity 
of the picture block. The aFplication of the 7th-order Markov model 
Fredictor, in which the Fresent FBl is predicted. based on seven 
Frevious Fels, reduces the comFlexity of most picture blocks but 
does increase the comFlexity of certain Ficture blocks. Thus, the 
comFlexity of the Frediction error domain is computed and then 
compared with the complexity of the subsampled image without pre-
diction. The picture block with the lower comFlexity is coded 
using ABLC and then transmitted together with the necessary info-
mation bits. Fig. 7.8 shows the basic arrangement of System C. 
Fig. 7.9(a) and Fig. 7.9(b) resFectively show the comFlexity maps 
of the subsamFled image and of the prediction error domain for 64 
blocks of the same Ficture. An IPB of 8 x 8 is used. Notice that 
the complexity of Ficture blocks in the prediction error domain is 
generally lower, and such blocks therefore require fewer bits for 
coding. However, their complexity is sometimes higher than that 
of the subsampled image, and in such a case the latter is transmitted 
instead. Fig. 7.9(c) shows the resulting complexity map in which the 
IPB (either the subsampled image or its prediction error domain) with 
the lower complexity is chosen and coded using ABLC. Figs. 7.10(a) 
and ?.lO(b), resFectively, illustrate the bit allocation maps for 
bit assignment Frocedures ~ and ~ of the resulting complexity 
map of Fig. 7.9(c). Notice that the number of bits assigned to an 
IPB depends very much on its complexity, confirming the mathematical 
relationships of Eqn. (7.31) and Eqn. (7.36). 
Predictor Complexity 
Measurement 
Comparator ABLC 
Encoder 
Complexity 
Measurement 
Fig. 7.8 -System C (ABLC encoder with complexity as a criterion) 
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Fig. 7,9(a) - Complexity map of subsampled data 
(b) - Complexity map of its prediction error domain 
(c) - Resulting complexity map in which IPB of 
lower complexity is taken 
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Tables 7.4(a) and 7.4(b) contain the compression ratios of System C 
for bit assignment procedures ~ and ~ It is observed that 
for an IPB of size 8 x 8, the performance of System C is generally 
poorer than that of System A and of System B. This is due to the 
extra overhead information required to inform the receiver whether 
the subsampled data or its corresponding prediction error domain 
is being transmitted, For an IPB of size 16 x 16, compression 
ratios for System C are better than for System A but worse than 
for System B (except for document No, 7). Again, the transmission 
of extra side information is responsible for this slightly lower 
performance. For an IPB of size 32 x )2, System C outperforms 
both System A and System B, since the number of bits assigned 
to the IPBs using numerical complexity as the criterion is low 
enough to compensate for the extra overhead information and still 
allow superior performance for the same block size, As can be seen 
from Tables 7.4(a) and 7.4(b), bit assignment procedure ~ gene-
rally performs better than bit assignment procedure ~ , purely 
because the number of quartic divisions is highest compared with 
the number of white and black primitives greater than 22 • 
7.4.4 System D 
For System D, shown in Fig. 7.11, ABLC is applied to an IPB of 
both the subsampled image and of its prediction error domain, 
The block which is assigned the lower number of bits is then 
transmitted, together with the necessary information side info-
mation. 
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Doe, No, 8 X 8. 16 X 16 32 X 32 
1 38.o4 45.54 47.19 
2 47.13 60,02 62.77 
3 30.05 32.95 33.48 
4 12.69 12.78 12,68 
5 26,86 29.42 29.65 
6 46.32 58.31 60,49 
7 14.73 14.93 14.72 
(a) Bit assignment ~ 
Doe, No. 8 X 8 16 X 16 32 X 32 
1 34.12 44.92 48,08 
2 41,03 58.48 63.77 
3 28,03 33.10 34.28 
4 12.77 13.85 13.31 
5 25.27 29.64 30.46 
6 40.36 56.59 60,75 
7 14,64 15.34 15.30 
(b) Bit assignment ~ 
Table 7.4 - Compression ratios for System C 
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Fig. 7,11 - System D 
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As can be seen from Tables 7.5(a) and 7.5(b), the performance of 
System D is only marginally better than that of System c. This 
is to be expected because in System C, although the bit-rate is 
dependent on complexity, sometimes lower complexity does not 
necessarily mean that the number of bits assigned to an IPB is 
also lower. In some cases, fewer bits are assigned to IPBs with 
higher complexities, and this is due to variation in parameters 
such as CP =22 and CP• =22 of Eq_n. (7 .31) and Eq_n. (7 .)6) 
( i. e • complexity due to primitives in the BPBs) • These are shown 
graphically as shaded areas in Fig. 7.5(b) and Fig. 7.5(c) respectively, 
7.4.5 Discussion of Results 
Comparing all the different configurations of ABLC, it is generally 
observed that it performs extremely well for graphics-type documents 
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Doe. No, 8 X 8 16 X 16 32 X 32 
1 38,13 45.64 47.36 
2 4?.41 60.43 63.53 
3 30,12 33.06 33.56 
4 12.74 12,81 12.72 
5 26.96 29.48 29.73 
6 46.41 58.42 6o,6o 
7 14.79 14.95 14.74 
(a) Bit assignment ~ 
Doe, No. 8 X 8 16 X 16 J2 X 32 
1 34.28 45.09 48,19 
2 41.25 58.73 64,06 
3 28.16 33.29 34.40 
4 12.86 13.35 13.35 
5 25.43 29.75 30.53 
6 40.49 56.73 60,86 
7 14.75 15.41 15.34 
(b) Bit assignment ® 
Table 7,5- Compression ratios for System D 
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(e.g. document Nos. 2 and 6) and still maintains significantly 
high CRs for alphanumeric type documents. The high CRs are to 
be expected, and this can be attributed to preprocessing by 
subsampling, where a 4:1 sample rate reduction is initially 
achieved. Notice that, for an IPB of size 32 x 32, System D 
gives the best performance, though only marginally compared with 
System c. System D is superior because it only transmits IPBs 
(either of the subsampled image or of its prediction error domain) 
which are assigned fewer bits. When an IPB of size 8 x 8 is used, 
System A and System B give higher CRs as compared with System C 
and System D. This is due to the one bit overhead information 
reg_uired in·! the latter case to inform the receiver whether the 
subsampled data or its prediction error domain is being transmitted. 
The introduction of the 7th-order Markov model predictor reduces 
the complexity of most blocks, and it is apparent from System B 
that its inclusion increases the CRs dramatically. System C takes 
complexity into account by transmitting IPBs with lower complexity, 
thereby improving the performance when compared with System A and 
System B for a block size of 32 x 32. It is expected that the use 
of block sizes larger than 32 x 32 will only improve the CR values 
marginally. 
7.5. THE EFFECTS OF TRANSMISSION ERRORS ON ABLC (SYSTEM C) 
In this section, efforts are concentrated on the study of the 
effects of single transmission errors on the ABLC system, in 
particular on System C, in which the encoder selects either 
2~ 
the subsam~led data or its prediction error domain de~ndent u~n 
the com~lexity measure, System C is chosen instead of the other 
systems because it was develo~ed from the combination of System A 
and System B in which com~lexity is used as a criterion, and it is 
therefore envisaged that the effects of transmission errors on the 
latter system would be the same. System D is not investigated, 
because, in essence, it is similar to System C and the effects of 
errors are ex~ected to be identical to those occurring with the 
latter system, 
It has been mentioned in Section 6,6 that the ~enalty for high 
com~ression is greater susce~tibility of the system to transmission 
errors. In ABLC, since IPBs of size m x m are used, the errors 
tend to cause ~ro~agation in the vertical and horizontal directions 
within the block. The severity of the effect is dependent on 
where the error actually occurs. If an error ha~~ens to occur 
in the bits that are assigned to ~uartic divisions and ~rimitives 
2 greater than 2 , then it can be assumed that the effect will be 
catastro~hic but, on the other hand, if errors are confined within 
the BPBs, then only a small ~art of the block will be affected, 
Furthermore, being a variable rate system, loss of synchronisation 
is inevitable, and in the event of an error occurring, if the 
system has not achieved resynchronisation, the effect will ~ro~gate 
from one IPB to another, This can be ~revented by sending a unique 
'end of IPB' codeword, after each coded IPB, thus limiting the 
effects to a single IPB only. 
Unlike the situation for the CABC system described in Chapter VI, 
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the Error Sensitivity Factor (ESF) is not measured for ABLC, It 
is only intended to observe the effects of single transmission 
errors occurring at random on the decoded image, and to see the 
extent of the damage caused due to loss of synchronisation. It 
is also intended to prevent further obliteration and to observe 
the resulting effect on the decoded image by the inclusion of a 
unique 'end of IPB' codeword after every coded IPB. No attempt 
will be made to apply any error correction or error concealment 
techniques to the received image, 
?.5.1 Experimental Procedures 
The basic configuration illustrating the experimental procedures 
for the observation of the effects of channel errors on ABLC 
System C is depicted in Fig. 7.12. 
The input test images, stored on magnetic tapes, are parts of 
CCITT document Nos. 1 and 2, as shown in Figs. ?.13(a) and ?.13(b) 
respectively. The images used were not subsampled, (unlike the 
case with System C previously described), to give a clearer view 
of the effects of transmission errors on the decoded picture, 
Throughout the simulation, an IPB of 16 x 16 is used.. IPBs 
containing the input test data generate their corresponding 
prediction error domain using the 7th-order Markov model predictor, 
after which their complexities are computed, Whichever is the 
lower is then coded using ABLC. Figs. ?.13(c) and ?.13(d) illus-
trate which section of the. image corresponds to the lower value 
of complexity for parts of document No. 1 and No. 2 respectively. 
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Random Error 
Generator 
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Fig. 7.12- Block diagram of experimental procedure 
• :~ons 
lte an 
of print 
analogou 
• 11-te a carr:~.er, 
11io or cable eo 
demodulation r 
l1late the dens i 
(a) 
.· .. · .;'-:. 
·c,,. 
(c) 
Input test data 
. .. 
~"·:·. -·~·: .. · · .... ; . .;:. ' 
~·:· ...... , .... -·' ._. 
Section of image having 
the lower complexity 
Fig, 7.13 
........ 
(b) 
·.;; 
·. ·· .. \N 
·,,. 
- .... 
·. ti{l . 
" 
(d) 
Notice that, in the first case, the prediction error domain contains 
most of IPBs of lower complexity. The output bitstream of the ABLC 
encoder is then subjected to single transmission errors simulated 
using a Random Error Generator. The bit in question is inverted, 
after which the corrupted bitstream is decoded, The application 
of the receiver predictor restores the decoded image fully, 
7,5,2 Test Results 
The result of the simulation are shown in Fig. 7.14, for document 
No, '1 and Fig. 7,15, for document No. 2. The number of single 
transmission errors introduced at random into the channel are, 
successively, 1, 2, 5, 10 and 20. Thus in Figs, 7.14 and 7,15, 
pictures (a) and (b) contain 1 transmission error, picture (c) 
and (d) contains 2 errors, pictures 
(g) and (h), 10 errors and pictures 
0) 
(i) 
and (f), 5 errors, pictures 
and (j) contain 20 single 
transmission errors. Images in Figs, 7.14 and 7.15 which are on 
the left hand side of the page are those without a unique 'end of 
IPB' codeword, while those on the right hand side have such a code-
word, 
From these test results, it is observed that even a few single 
transmission errors have a devastating effect on the resulting 
decoded image, As the error rate increases, the effect becomes 
more catastrophic, Being an area coding algorithm, the catas-
trophic error effect on the ABLC scheme is as expected, in which 
errors tend to propagate from one IPB to another, One way of 
limiting the error propagation is to transmit an 'end of IPB' 
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codeword after each coded IPB, and as can be seen from Figs, 7.14 
and 7,15, the resulting image is more acceptable, The inclusion 
of this unique codeword, however, will increase the transmission 
time slightly, With data networks becoming more common place 
however, the problem of transmission errors will (hopefully) be 
reduced since special error control mesagges will be an integral 
part of the network, and so an 'end of IPB' codeword will not be 
needed, 
7.6. SUBSAMPLING AND THE CCITT CODING STANDARD 
This section discusses the use of the CCITT one- and two-dimen-
sional coding standards for digital facsimile transmission of 
the subsampled documents, The Modi£ied Huffman code which is 
used to represent black and white run-lengths is the one-dimensional 
standard whilst the Modified Relative Element Address Designate 
(READ) code (a line-by-line scheme in which the position of each 
changing element on the coding line is coded with respect to either 
the position of the corresponding changing element on the reference 
line, or with respect to the preceding changing element on the 
coding line), is the two-dimensional standard. Details of the 
above schemes are given in Chapter III and in (43). 
It has already been shown in Chapter V that preprocessing by sub-
sampling and post-processing by interpolation with proper resto-
ration, is feasible for binary images and that the loss in quality 
is compensated by the high gains in compression ratios obtained, 
Since the Modified Huffman code and the Modified READ code have 
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been widely accepted as the international standards, the inclusion 
of a preprocessor and a post-processor using subsampling and inter-
polation, by utilising the yet unspecified one- and two-dimensional 
extension codewords (see Table J,J), would still allow inter-
machine compatibility and would therefore pose little difficulty, 
It is therefore important to note what gain in compression ratios 
can be achieved if subsampling and interpolation are incorporated 
into the CCITT one-. and two-dimensional coding standards, 
7.6.1 Modified Huffman Code and the Subsampled Documents 
The performance of the Modified Huffman code on the subsampled 
CCITT documents was assessed by computer simulation, Each document, 
after subsampling, is represented by a total of 864 pels per, line 
and 1187 lines, The average run-lengths, entropies and the maximum 
theoretical compression factor (~ax) for the subsampled documents, 
as determined by Eqns. (2.4), (2.5) and (2,6) respectively, are listed 
in Table 7,6. ~ax in Table 7.6 is calculated based on the statistics 
of the subsampled documents, but since a 4:1 sample rate reduction is 
initially achieved, the value of ~ax must be multiplied by 4 in order 
to give a true indication as to how much compression can be theoretic-
ally obtained, Included in Table 7.6-are the actual compression 
ratios obtained (calculated from Eqn, (7.37)) when Modified Huffman 
coding, including an EOL codeword, is applied to the subsampled 
documents, ¥or the sake of comparison, the compression ratios of 
the original, unprocessed, documents, using the Modified Huffman 
code, are also shown in Table 7.6. From Table 7.6; it is observed 
Document 
Number 
1. 
2 
3 
4 
5 
6 
7 
SUBSAMPIED CCITT DOCUMENTS 
-r rb Hw 1\ Q,.ax CR w 
82.)9 2.:25 . 4.61 2,18 12.46 )4.52 
131.61 6,08 7.29 3.28 13.02 39.13 
45.)3 3.03 4.79 2.3:3 6. 79 19.54 
21.17 2.09 3.82 2,00 3.99 ll. 75 
42.67 2,12 4,90 1.83 6.65 19.37 
70.17 2.56 5.43 2,ll 9.65 24,69 
24,82 1.59 4.99 1.46 4.09 ll.49 
Average 22.93 
Table 7.6 -Entropy, Q,.ax values and compression ratios 
for the Modified Huffman code 
CR of 
Original 
Documents 
15.59 
17,08 
9.02 
5.35 
8.89 
ll.l5 
5.29 
10.34 
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that the average compression ratio of the seven subsampled CCITT 
documents is 22.93, corresponding to an average transmission time, 
at a data rate of 4800 bits per second, of 45.2 seconds, for a 
minimum scan-line time (MSLT) of 0 ms. This represents an average 
improvement of about a factor of two when the Modified Huffman code 
is applied to the unprocessed documents,(121) 
7.6.2 Modified READ Code and the Subsampled Documents 
The READ code, a line-by-line se~uential coding scheme, was pro-
posed to the CCITT SG, XIV Study Group by Japan, as an optional 
extension to the one-dimensional coding scheme for Group 3 appa-
ratus. The two-dimensional scheme provides greater compression 
efficiency when compared with its one-dimensional counterpart, 
particularly when documents are scanned at high resolution, by 
exploiting the high line-to-line correlation that exists in most 
facsimile documents, 
Again, the performance of the Modified READ code using the sub-
sampled CCITT documents was evaluated by means of computer sim-
ulation. Table 7.7 lists the fre~uency of occurrence of the 
various coding modes defined by the Modified READ code where 
P represents the Pass Mode, H, the Horizontal Mode and V, the 
Vertical Mode. The subscripts Land R indicate whether the position 
of element a1 is to the left or the right of element b1 respectively, 
and the number in brackets represents the value of the distance a1b1 • 
(see Chapter III). It is observed that the probability of V(O) is 
greatest and this has therefore been assigned the shortest codeword. 
Doe. 
No. 
l 
2 
3 
4 
5 
6 
7 
SUBSAMPIED CCITT DCCUMEN'IS 
p H V(O) VL(l) VL(2) VL(J) VR(l) VR(2) VR(J) CR 
1797 2468 12316 2148 724 555 1735 389 242 48.34 
578 911 8026 1254 244 123 1582 563 156 76.93 
2821 3394 29293 2490 739 1277 2146 555 256 32.66 
8190 1-'-0355 45281 9829 2648 1607 6506 1346 492 14,14 
3521 4197 27048 3520 1066 903 2927 526 283 29.42 
1207 1508 19190 987 336 374 2237 726 182 53.75 
7810 9520 33669 5723 3792 2799 8883 1919 582 14.04 
Average 38.47 
Table 7,7 -Compression ratios and frequency of occurrence of 
the Pass, Horizontal and Vertical Modes for the 
Modified READ code 
CR of 
Original 
Documents 
24.32 
35.39 
15.92 
w• 
?.10 '?! 
14,84 
24.58 
?.58 
18.53 
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The compression ratios of the Modified READ code for the subsampled 
and the original CCITT documents are also shown in Table 7.7. The 
values obtained are with EOL included, the K factor taken to be in-
finity and MSLT set to 0 ms. Notice the very high compression ratios 
obtained for the subsampled documents, especially for document No. 2 
and No. 6, (subsampling plays an important role in achieving these 
high values). On average, the compression ratio of the subsampled 
documents is more than twice that of the original documents, The 
average transmission time for the seven subsampled CCITT documents 
used, at a data rate of 4800 bits per second, is 2),8 seconds, 
which is 59 percent below the transmission time for the application 
of the one-dimensional Modified Huffman code to the subsampled 
documents. 
7,7, CONCLUSION 
In this chapter, the Adaptive Block/Location Coding (ABLC) scheme 
has been described, and mathematical analysis included, which 
demonstrates that ABLC is more efficient than D.F. coding by a 
substantial margin. Four different configurations of ABLC have 
been employed, in conjunction with subsampling as a means of pre-
processing. The most efficient scheme is System D (see Section 
7.4.4), in which an average compression ratio of 38.10 is achieved 
for the 7 subsampled CCITT documents. The high compression ratios 
obtained are attributed in ~~rt to subsampling prior to coding, 
where a 4:1 sample rate reduction is initially achieved, It is 
observed that ABLC performs extremely well for graphics-type 
documents whilst still maintaining high compression for alpha-
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numeric documents, The effects of a single transmission error 
are ~lso studied and ~ictorial illustrations indicate, as with 
variable-rate systems, in general, tha,t errors tend to pro~gate, 
and the inclusion of a unique 'end of IPB' codeword is successful 
in limiting error extension effects to within one IPB only, The 
international CCITT one- and two-dimensional coding standards 
have also been applied to the subsampled documents, to indicate 
how efficient these schemes are, should preprocessing by subsampling 
be incorporated, Coding the subsampled documents using the Modified 
Huffman code and the Modified READ code, gives average compression 
ratios of 22.93 and 38.47 res~ectively for the 7 CCITT documents. 
Com~aring these values with those of ABLC, it is clear that ABLC 
is about 40 ~rcent more efficient than the Modified Huffman code 
and is comparable in performance to the Modified READ code, 
7.8. NOTE ON PUBLICATIONS 
A preliminary paper entitled 'Adaptive Block/Location Coding of 
Facsimile Signals Using Subsam~ling and Interpolation for Pre-
and Post-processing' has been ~resented at the International 
Conference of Digital Processing of Signals in Communications 
held ~t Loughborough University on 7-10 April 1981. 
A full ~~er of the same title has appeared on the S~cial Issue 
of the IEEE Transactions on Communications, Vol. COM-29, No, 12, 
December 1981, ~p. 1925-34, devoted to Picture Communication 
Systems. Both pa~ers described System C (see Section ?.4.3) 
and were jointly authored with R.J. Clarke, 
Another paper entitled 'Subsampling and the CCITT Coding Standards' 
is due for presentation at the International Conference on Electronic 
Im~ge Processing, University of York, England, on 26-28 July 1982. 
This paper, authored by M.G.B. Ismail and R,J. Clarke, describes 
Section ?.6 of this chapter. 
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CHAPTER VIII 
SPEECH CODING USING A 
FACSIMILE TECHNIQUE 
8,1. INTROIXJCTION 
In this chapter, the possibility of transmission rate reduction 
of speech signals through the use of entropy or noiseless coding 
is considered, The noiseless coding strategy of Chapter VI is 
employed, with the aim of transmitting both speech and text using 
the same encoder, As a preliminary preprocessing step, delta 
modulation (DM) systems (very cheap to produce and now available 
in integrated circuit form) are used since their binary output 
is very similar to a facsimile signal and is therefore amenable 
to coding in a similar way, 
Delta modulation (DM) systems offer an attractive method of digi-
tizing speech and video signals, Their use as source encoders 
has been investigated in recent times and the search for tech-
ni~ues which will lower the bit rate and hence increase efficiency 
without significant loss of ~uality has yielded several adaptive 
. )(122) delta modulators (ADM , ADM can produce, at a transmission 
rate of )2 kbits/s, excellent ~uality speech that is nearly as 
good as pulse code modulation (PCM) coded speech at a rate of 
56 kbits/s. The transmission rate of ADM can be as low as 8 kbits/s, 
whilst still producing reasonably good ~uality speech. ADM is very 
simple, in terms of hardware realisation, and has many advantages 
(for example, less stringent filtering requirements and slow 
quality degradation with a noisy channel)(lZJ) when compared 
with PCM or adaptive differential PCM (ADPCM). For this reason, 
ADM is becoming popular, and is replacing PCM in some parts of 
telephone communications where PCM has been exclusively used. 
The output of a delta modulator, which is essentially a digital 
bitstream of l's and O's (similar to facsimile signals), presents 
the possibility of transmission rate reduction through entropy 
coding. If all the DM bits are totally independent and equally 
likely, then each DM bit would contain one bit of information. 
Generally, there is some dependence between the DM bits and the 
bitstream therefore contains,- on average, less than one bit of 
information. If the average entropy is less than unity, then the 
informatipn contained within the DM bitstream can be transmitted 
at a lower rate using suitable noiseless coding schemes (such as 
the coding algorithm of Chapter VI) whilst still maintaining the 
original DM quality of speech. 
The work described in this chapter is exploratory and investigative 
in nature. It is carried out with the intention of marrying the 
transmission of speech and documents using the same encoder, thus 
saving system costs. The principal aim of this chapter is to 
investigate the maximum possible transmission rate reduction by 
measuring the average entropy of the bitstream generated when speech 
signal is applied to three DM systems, namely Linear Delta Modulation 
(LDM), Constant Factor Delta Modulation (CFDM) and Continuous Variable 
Slope Delta Modulation (CVSD). The detailed description of these 
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three DM coders is contained in Section 8,2, Further search for 
a possible reduction in average entropy of the DM bitstream is 
carried out by the application of one bit and two bit prediction 
(similar to the Markov model predictor of Chapter VI). After the 
maximum possible reduction in average entropy is achieved using 
these predictors, the effect of applying a practical noiseless 
coding scheme (i.e. the coding strategy of Chapter VI) is studied, 
in order to reduce the transmission rate, and comparison is made 
with the theoretical entropy lower bound, The noiseless coding 
algorithm of Chapter VI, with some modifications, is explained 
in Section 8.3. Since speech is, by its very nature, quasiperiodic, 
the effects of exploiting this property by forming a two-dimensional 
image of the DM bitstream (like an ordinary facsimile image) over 
the voiced region only is studied, By the application of appropriate 
two-dimensional prediction and the practical noiseless coding scheme, 
it is hoped that further reduction in average transmission rate may 
be achieved, The one and two-dimensional cases are explained in 
detail in Section 8.4 and 8.5 respectively. Results of computer 
simulations are also given in these sections, 
Since the study is preliminary in nature, various aspects of the 
system necessary for its successful implementation have not been 
carefully considered, One such aspect is buffer control and 
management, which is essential for the variable rate noiseless 
coding scheme used. The other aspect which has not been inves-
tigated is the effect of channel errors on the quality of speech· 
at the receiver. Since the coding scheme is variable rate, error 
propagation due to loss of codeword synchronisation caused by 
channel errors is inevitable and this should be appreciated, 
The transmission of one PCM coded sample every few speech samples 
may be a solution to error propagation. These problems are, 
however, beyond the scope of this chapter, 
8.2. rESCRIPTION OF COrERS USED 
The delta modulator has been chosen as a preprocessing stage, 
transforming the analogue input speech signal into a stream of 
binary pulses, prior to actual noiseless coding, because of its 
relative simplicity in basic operation and its extremely inexpen-
sive implementation. Furthermore, the resulting bitstream generated 
by the delta modulator (either '1' or '0'), being very similar to 
a facsimile signal, makes it suitable for further coding, Three 
delta modulators have been employed, namely the non-adaptive 
Linear Delta Modulator (LDM), and two adaptive delta modulators, 
i.e., Constant Factor Delta Modulator (CFDM) and Continuous Variable 
Slope Delta Modulator (CVSD). LDM, which works with a fixed step 
size for the 'staircase' approximation to an input signal, has 
various basic limitations. Small values of the step size introduce 
slope overload distortion·during bursts of large signal slope; large 
values of step size accentuate the granular noise during periods of 
small signal slope; and, even when the step size is optimised, the 
performance of these modulators will be satisfactory only at sam-
pling frequencies that may be undesirably high. For these reasons, 
the sampling rate for LDM .in this chapter is chosen to be 64 kbits/s. 
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Lower rates for LDM are expecteQ to give poorer quality output 
speech, To overcome the major limitations of LDM, and to employ 
DMs at relatively low operating sampling frequencies, several 
types of ADM have been proposed(122 •124-126). In these schemes, 
the step size is changed in accordance with the time varying slope 
characteristics of the input signal, following a predetermined 
adaptation strategy. ADM systems can generally be classified 
as instantaneously (short-term) or syllabically (long-term) adaptive 
or 'companded' systems, In instantaneously companded ADM, the step 
size changes discretely at every sampling instant, based on the 
present and previous sign bits, and normally varies considerably 
from one sampling instant to the next, Systems described in refs, 
(124-126) belong to this scheme, In syllabically companded ADM, 
on the other hand, the step size varies in accordance with the 
input signal at a syllabic rate, i,e, the variation of step size 
is relatively slow compared with the sampling frequency. Such 
systems, like CVSD, are mainly used with speech or speech-like 
signals, Because of their ability to adapt more successfully to 
the input speech signal, the sampling frequencies for these coders, 
can be much lower than for LDM without causing severe degradation 
to the input signal and in the present simulations, sampling 
frequencies of 16 and 32 kbits/s are chosen, 
A comprehensive survey of instantaneously and syllabically companded 
ADMs has been presented by Steele(lZZ) and the following subsections 
only attempt to give a brief summary of the three DM systems used, 
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8.2.1 Linear Delta Modulator 
The schematic diagram of a basic LDM is shown in Fig. 8.1. In 
such an encoder, the analogue input signal x(t), bandlimited to 
3.4 kHz, is approximated by the tracking feedback signal y(t). 
This signal is constructed by locally decoding the sampled output 
of the quantizer using an integrator in the feedback loop and then 
subtracting the decoded signal from the input signal to form an 
error signal which is quantised to one of two possible levels 
depending on its polarity. The output of the quantizer is sampled 
periodically to produce the binary output pulses. To simplify 
the description, the sampled output is assumed to be constituted 
of impulses of unit amplitude and sign given by:-
(8.1) 
and 
where n is an integer and is the sampling period. 
If the integrator is ideal, with gain 0 , the feedback signal 
y(t) will be constructed by adding or subtracting a constant step 
size of amplitude 0 at each consecutive sampling instant. Fig. 8.l(b) 
illustrates the waveforms that occur in an LDM system with ideal inte-
gration. 
Decoding the binary pulses is carried out at the receiver through 
the local decoder, an integrator, to produce a waveform which differs 
from the original signal by the error signal in the encoder. The 
final decoded signal is obtained by low-pass filtering the waveform 
X (t) 
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Fig 8.1 (a) - Linear delta modulation principle 
(b) - Arbitrary waveform 
x(t) 
granular noise 
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at the output of the local decoder to remove any noise due to 
quantization effects. 
8.2.2 Constant Factor Delta Modulator 
The CFDM used in this chapter is similar to Jayant's Adaptive 
Delta Modulator with one bit memory(lZ5), which uses instantaneous, 
exponential adaptation in the sense that the step size is changed 
at every sampling instant by one of two specific factors. Further-
more, the adaptation logic incorporates a one bit memory in which 
the immediately preceding CFDM bit Lr-l is stored. It is then 
compared with the .incoming bit, Lr' for a decision on the new 
step size 0 , where the subscript r denotes the rth sampling 
r . 
instant. Specifically, if the previous step size is denoted by 
l( r-l, then the new step size is:-
if Lr ~ L r-1 
(8.2) 
where P and Q are time invariant adaptation constants. It can be 
seen that the step size Y is dependent on the values of the 
r 
previous and present bits and on P and Q which in turn results 
in the waveform y(t). containing steps of varying heights. In 
particular, if yr is the value of y(t) at the rth sampling instant, 
then the output of the integrator is:-
(8.3) 
and 
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Fig, 8.2- Block diagram of Jayant's CFDM 
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The decoder has the usual arrangement of a local decoder in the 
feedback loop followed by a low-pass filter to remove unwanted 
noise, The block diagram of Jayant•s CFDM is shown in Fig. 8,2, 
The adaptation constants P and Q are important parameters in 
this system, In order to adapt to the signal during slope overload, 
it is necessary to have P > 1. Also, in order to converge to a 
constant input signal, it is reg_uired to have Q<l. In addition, 
to ensure stability of the decoded signal, it is necessary that 
P,Q.;;l, Notice that when P = Q = 1, linear delta modulation is 
obtained, In the simulation carried out, ideal integration was 
used and the values of P and Q were optimised (in the sense of 
maximising signal to noise ratio) to 1.1 and 0.9 respectively, 
8.2.3 Continuous Variable Slope Delta Modulator 
In this scheme, the coder step size 't varies at a much slower 
rate than the instantaneous variations in the speech signal. 
The typical adaptation constant is of the order of 10 ms, and 
conseg_uently 't approximately follows the variation of the speech 
envelope. The main advantage of such long term average adaptation 
technig_ue is its robustness to channel errors. The coder maintains 
good performance at a channel error rate of 10-3 and the performance 
is fair even at 10-2, whereas CFDM produces noticeably degraded 
-4 
speech g_uality around 10 , which become unacceptable at values 
of 10-3 and above. 
Fig. 8.3 shows the block diagram of the CVSD. The CVSD algorithm 
used is as follows:-
and 
where 
Lr = sgn (x - y ) r r 
ct y l + '( .L 
r- r r 
0 = J'. '{ l. + DLTA,IDr + DNULL r r-
xr = the input sample at the rth sampling instant. 
yr = the estimate of the incoming input sample 
(i,e, the integrator output). 
yr-l = the previous estimate of the input sample. 
)ir = the new step size. 
t 1 =the previous step size, r-
(8.4) 
~ , the. new step size, is controlled by the step size generator 
r 
which adds a constant DLTA to the previous step size when four 
consecutive CVSD outputs are identical, viz:-
ID = 1 
r 
if L =L L =L 
r r-1 r-2 r-3 
= 0 otherwise, 
(8 .5) 
DNULL, usually small compared with DLTA, is a constant added to 
V when ID = 0 to .ensure that the minimum step size is 0r-l' r ' 
non-zero. DLTA and DNULL are given by:-
DLTA = (1- f'> )(1- ol )V 
DNULL = (1- ~ )(l-cL)V1 
(8.6) 
where v1 and V are constants taken to be 5 and 1000 respectively, 
f 
s 
X e 
+ 
L 
r r r 
\.,/ 
Yr 
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ID ~1 if L ~1 ~L =L 
r r r-1 r-2 r-J 
=O otherwise 
t DLTA L r ~t '6r·lr ~><' yr DNULL + ocyr-1 'r'~ .B.¥r-l 
o< f) 
---
unit I unit t delay delay I' r-1 
Fig. 8.) - Block diagram of CVSD 
ot and~ are leakage factors associated with the estimating integrator 
and the step size integrator given by:-
eX.= exp [ (- l/fs) /'lz) 
~ = exp [ (- l/fs) /t'l] 
(8.7) 
where fs is the sampling fre~uency. The time constant for the 
step size generator 'L1 and the time constant for the estimating 
integrator 1:2 are chosen with reference to the actual waveform 
of the voice signal. A typical voice signal has most energy in 
the fre~uency range between 700 Hz and 1000 Hz and the envelope 
varies at a rate between 60 and lOO Hz. Therefore, 1:1 is adjusted 
to 5.69 ms, corresponding to approximately lOO Hz, and 1(2 is 
adjusted to 1 ms corresponding to 1000 Hz. It is of interest to 
note that the coefficients ol. and ~ can be adjusted differently 
for different CVSD processor. 
Table 8.1 gives the values of o(. and ?> at different f , in 
s 
particular, at 16 kHz and 32 kHz. 
f kHz ex ?> DLTA s 
16 0.94 0.99 o.6 
32 0.96 0.99 0.4 
Table 8.1 - Values of o(. and f' at different fs. 
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8.2.4 Optimisation of Coders 
Before any possible bit rate reduction is examined, the three 
coders need to be optimised to achieve an operating region of 
maximum signal-to-quantization noise ratio (SQNR). This is 
carried out by using an input speech signal bandlimited to 3.4 
kHz with a sampling rate of 8kHz. The input speech signal, 
spoken by a male, is " Sister, Father, S .K. Harvey, ....... ", 
corresponding to a duration of about 4 seconds, 
Since the delta modulation systems used operate at higher freq-
uencies than the sampling rate of speech (i.e. LDM at 64kHz, 
CFDM and CVSD at 16 and 32kHz), the input speech signal (at 
8 kHz) is interpolated to obtain the sampling frequencies required 
by the respective coders. Interpolation is carried out using the 
Cubic B-spline algorithm described in Chapter V. For instance, 
if the DM system is required to operate at a sampling frequency 
of 32kHz, the input speech signal is first interpolated to 16 
kHz and then 32 kHz. This is achieved by constructing the sample 
between two consecutive samples at 8 kHz, and then constructing 
the sample between two consecutive samples at 16kHz. Similar 
operations apply for the DM system running at 64 kHz. 
Once the coders are set to the desired operating sampling freq-
uencies, they are optimised by observing the peak signal-to-
quantization noise ratio (SQNR) which is determined by:-
NS 
z (8.8) S~R r=l NS 2 ~~~) 
r=l r r 
where NS is the total number of input samples, 
The S~R performance curves as a function of input signal power 
for LDM, CFDM, and CVSD whose sampling fre~uencies are 64 kHz, 
32kHz and 16kHz are depicted in Fig, 8,4, 
As can be seen from Fig, 8,4, LDM, with a sampling fre~uency of 
64kHz, operates in an optimum condition (i,e, maximum S~R), 
when the input signal power is increased by a factor of 7.94 
relative to the input signal power of the original speech 
sequence, In other words, the input speech signal is amplified 
by 9 dB to achieve optimum condition. It is also observed that 
although LDM has a sampling frequency of 64 kHz, its performance 
is only as good, if not worse, than that of CFDM and CVSD oper-
ating at 32kHz. It is therefore obvious that LDM has various 
limitations, such as small dynamic range, inability to •track' 
the input signal well (slope overload) and problems of granular 
noise for signals with low input power, In order to obtain even 
moderately satisfactory performance, the sampling rate for LDM 
must be undesirably high. 
On the other hand, CFDM (operating at 16 and 32 kHz) has a large 
dynamic range and operates in an optimum condition when the input 
signal power is a factor of 19,95 lower than the original input. 
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Optimisation is carried under the condition that P.q is always 
equal to 0.99, and the value of P (the step size multiplier) 
obtained is 1.1. CVSD (also operating at 16 and 32kHz), with 
a smaller dynamic range, achieves its maximum SQNR when the input 
signal power is reduced by a factor of 316.2 (25dB attenuation). Para-
meters cJ.., ?> , V and v1 have been specified earlier in Section 
8.2.3. 
Having optimised the coders, entropy measurements can be made and 
the application of a practical noiseless coder, in order to reduce 
the number of bits required for transmission, can be examined. 
8 ,J. NOISElESS CODING ALGORITHM 
Delta Modulators are basically waveform~oders with a two-level 
quantizer and as such they only produce a binary sequence of l's 
and O's. Generally, some form of entropy coding can be applied 
to this sequence of l's and O's further to reduce the transmission 
rate. Entropy coding is a technique whereby a string of digits is 
rearranged into a set of, on average, shorter sequences which carries 
the' exact information of the original sequence. Specifically, the 
average entropy of the DM binary sequence is given by:-
1 H =- B (8.9) 
where B is the block size taken and pk is the probability of 
occurrence of a particular state (2B possible states), To encode 
2~ 
optimally the DM binary sequence, the Huffman code(36) can be used, 
where the most probable B bit sequence is assigned the shortest 
codeword, whilst larger codewords are used for the less probable 
sequences, The problem with the Huffman code is that it requires 
a large codebook and is difficult to realise practically. Further-
more, such a code is only optimum for one particular probability 
distribution and a mismatch in the distribution would render the 
code inefficient. However, to consider a set of Huffman code for 
a set of different probability distributions would be rather im-
practical, 
Coding schemes such as Huffman codes or run-length codes depend 
parametrically on the statistics of the source, It is well-
khown that discrete data sources arising in practical systems 
are generally characterised by only partially known and varying 
statistics(lZ7), Ideally, a class of universal codes(lZS,lZ9) 
which are totally independent of the source statistics is required 
to code the source efficiently. In this section, the use of the 
coding strategy of Section 6,4 (Adaptive Block/Run-Length coding) 
for efficient coding of discrete data sources with partially 
known probability ordering but unknown values is described, 
The application of this coding strategy can be generalised to 
other data sources by transforming them using suitable preprocessing 
(as in the case of facsimile images employing the 7th order Markov 
model predictor to generate a prediction error domain). 
We begin by asserting that the binary output of the DM coders is 
+ 
made up of a series of concatenated fundamental sequences • An 
+The definition is similar to that used by R.F. Rice(lZ?,lJO) 
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example of a fundamental sequence is given below:-
0000010000000100100001000000001010010010001 
where w is the number of l's in the fundamental sequence (in 
this case w = 9). Note that a fundamental sequence always has 
exactly w l's and will always end with a 1. For a fixed w, 
the length N of a fundamental sequence is a random variable. 
As in the case of facsimile using Adaptive Block/Run-Length Coding, 
in order to code the fundamental sequence, it is divided adaptively 
into smaller blocks where the maximum block size is M and M is 
given by Eqn. (6.34) as M = N ln 2 The determination of an w • 
optimum M has been described in Section 6,4.1. Coding of the 
fundamental sequence is carried out in exactly the same manner 
as was donefor facsimile images explained in Chapter VI and as 
illustrated in Fig. 6.8. 
However, as a further development, in order to ensure that no 
data expansion occurs, another relationship is introduced:-
(a) if w~O.J4N 
(b) if 0.34N<w~0.70N 
(c) if 0. ?ON< w.;l.ON 
then the data is coded using the coding 
procedure explained earlier (i.e. Adaptive 
Block/Run-Length Coding) together with an 
identification code '0'. 
then the data is transmitted uncoded 
with an identification code '10'. 
then the bit sequence N is complemented 
(bit by bit complement) and an imaginary 
one is inserted at the end of the se~uence, 
The complemented data is coded using Adaptive 
Block/Run-Length Coding and transmitted tog-
ether with an identification code '11'. 
N is defined as the length of the fundamental sequence and w is the 
number of l's present. These relationships are such that, when tested 
using real data, good results are obtained. 
An example of condition (c) in which O.?ON<w.,;l.ON is illustrated 
in Fig. 8.5. 
1---- N I 
11111101111101111 
(a) fundamental se~uence 
1-.tL.! . . 
00000010000010000 1-----~~g~nary one 
I I I 11 I I 
code words - 0 110 0 101 0 100 
(b) bit by bit complement of (a) 
Fig, 8.5- Example of condition (c) (O.?ON<w.,;l.ON) 
If the fundamental se~uence of Fig. 8.5(a) is considered, it would 
be uneconomical to code it directly using Adaptive Block/Run-Length 
Coding. Instead, the bit sequence is complemented bit by bit and 
an imaginary one inserted at the end of the se~uence as shown in 
Fig, 8.5(b). Coding is then carried out, and by so doing, fewer 
bits are required to represent the fundamental sequence. 
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To verify that the coding strategy requires only partial knowledge 
of the probability ordering and not the unknown values, let us 
define P = [ pJ as the probability distribution of the locations 
of l's in the block. For example, p0 is the probability of a 
block of size M containing all zeros, p1 is the probability of 
a one located at position 1, p2 is the probability of a one 
located at position 2 and so on, viz:-
p0 representing 
p1 representing 
Pz representing 
~ representing 
0000 . .•...•. • oo 
1 
01 
0000 ......••• 01 
-M---
Adaptive Block/Run-Length Coding assumes that Po ~p1 , Po ~ P2 , 
• • • • • • p0 ~pM • In other words, p0 is always greater than any 
of the other probabilities. The probability ordering of p1 , p2 , 
• •. • • PM is immaterial. The coding algorithm, therefore, requires 
a partial knowledge of the probability ordering but not the actual 
values. Note that because of the assumed probability ordering, the 
shortest codeword is assigned to the most probable event while equal 
length codewords are assigned to other events (See Fig. 6.8). 
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8.4. ONE DIMENSIONAL CASE 
The one-dimensional DM system using entropy coding is shown in 
Fig. 8.6, The input speech signal enters the delta modulation 
system whose sampling frequency is f kHz. 
s 
The output DM 
bitstream is then stored for further noiseless coding to reduce 
the transmission rate, Since the codes generated by the noiseless 
coder (Adaptive Block/Run-Length Coding) are variable in length, 
a buffer is required for a constant rate transmission. 
The input speech signal spoken by a male ("Sister, Father, S,K. 
H ") arvey, ..•..•. is bandlimited to ;.4 kHz and for the simulation, 
four seconds of it is used. The entropies of the stored DM bitstream 
for LDM, CFDM and CVSD are measured using Eqn. (8,9) for values of 
B = 1,2,4,5,8,10. The application of both a one bit and a two bit 
predictor, in which the present DM bit is predicted based on the 
previous one and two bits, respectively, generates a prediction 
error domain for the DM bitstream and reduces the entropy values 
still further, The further application of the one bit and two bit 
predictors to the prediction error domain of the DM bitstream 
already generated, produces another prediction error domain which 
in turn allows further reduction in entropy, 
The entropy measurements for the three DM systems used are shown 
in Fig, 8,7 for LDM operating at a sampling frequency of 64kHz, 
Figs. 8.8(a) and 8.8(b) for CFDM operating at 16kHz and 32kHz, 
respectively, and Figs, 8,9(a) and 8.9(b), respectively, for CVSD 
at 16kHz and 32kHz. The entropy measurements, shown as continuous 
ut inp 
spee eh 
f 
s 
store DM Noiseless 
DM bitstream Coder 
Fig, 8,6 - Block Diagram of One-Dimensional DM System 
Buffer 
NI 
--.:1 
--.:11 
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curves on the graphs, are for the cases where no prediction is 
applied and also where the one bit and two bit predictors are 
applied twice. It can be seen from all the graphs that the app-
lication of a two bit predictor twice yields the lowest entropy 
for various values of block size (B) used. There is a reduction 
from 1 bit per DM sample to 0.277 bits per DM sample for LDM (at 
64kHz), to 0.825 and 0.720 bits per DM sample for CFDM (at 16 
and 32kHz respectively), and to 0.414 and 0.399 bits per DM sample 
for CVSD (at 16 and 32kHz respectively). In other words, there is 
a maximum possible reduction in transmission bit rate from 8 bits 
per Nyquist sample to 2.22 bits per Nyquist sample for LDM, from 
4 bits per Nyquist sample for CFDM and CVSD (at 32 kHz) to 2.88 
and 1.59 bits per Nyquist sample respectively, and from 2 bits 
per Nyquist sample to 1.65 and 0.828 bits per Nyquist sample for 
CFDM and CVSD (at 16kHz) respectively. (All figures quoted above 
are taken at value of B = 10). This represents a substantial 
possible transmission rate reduction for all cases. 
Using Adaptive Block/Run-Length Coding to code the prediction 
error domains of the DM bitstream, the average number of bits per 
DM sample for each case were computed and are shown as broken lines 
on the graphs of Figs. 8. 7, 8.8, and 8. 9. The points are plotted as 
functions of w (the number of l's in a fundamental sequence) where 
the length N is a random variable. 
It is observed that by suitable reversible preprocessing (pre-
diction in this case), the average bit rate obtained is close 
to the theoretical entropy bound, particularly for the case where 
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Av. Entropy Average entropy 
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No prediction 
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Two bit predictor twice 
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B, block size 
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w, no. of ones in the fundamental sequence 
Fig, 8.7- Performance of LDM (64kHz) 
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Fig, 8.8(a) - Performance of CFDM (16kHz) 
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Fig. 8.8(b) - Performance of CFDM (32kHz) 
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two bit prediction is used. It can be seen therefore that the 
code is highly efficient if proper preprocessing is applied, 
i.e. the code will perform well if the probability ordering 
relationship described earlier is satisfied, The measured aver-
age bit rate when two bit prediction is applied twice falls to as 
low a value as 0.275 bits per DM sample for LDM (64kHz), 0,827 
and 0. ?82 bits per DM sample for CFDM (at 16 and 32 kHz ,respec-
tively), and 0.4o5 and 0.385 bits per DM sample for CVSD (at 16 
and 32kHz respectively). (Notice that some of these figures 
are slightly lower than the entropy measurements when B = 10. 
This is due to the adaptivity of block size M of the coding 
strategy, where in certain cases M exceeds 10). In other words, 
the transmission rate for LDM can be reduced from 64 kbits/s to 
approximately 17.6 kbits/s, from 32 kbits/s to 25.03 kbits/s and 
12.42 kbits/s for CFDM and CVSD, respectively, and from 16 kbits/s 
to 13,23 kbits/s and 6.48 kbits/s, respectively, for CFDM and CVSD, 
These represent substantial transmission rate reductions, and the 
advantage of employing such a scheme (entropy coding) is that the 
quality of the received speech signal (provided the channel is 
ideal) will be the same as if'the DM systems were operating at 
their original sampling frequencies, 
8. 5, TWO-DIMENSIONAL CASE 
The notion of a two-dimensional DM system stems from the fact 
that speech by its very nature is quasiperiodic, and possesses 
the property of having good correlation between samples of one 
285 
pitch period and corresponding samples in the following pitch 
period, Fig. 8.10 shows a segment of voiced speech demonstrating 
its quasiperiodici ty. Exploitation of this property provides an 
opportunity for further transmission rate reduction, Since the 
output of a DM system consists of binary bitstream of l's and O's, 
the generated bit sequence over each pitch period can be formed 
into a two-dimensional binary array (similar to a facsimile image), 
where there is a tendency for these bit sequencesto have good corr-
elation as well between pitch periods. It is hoped therefore, that, 
after the formation of the 'bit sequence image', the application of 
a two-dimensional predictor will further reduce the average number 
of bits required per DM sample, 
The block diagram of the two-dimensional DM system using entropy 
coding is shown in Fig. 8,11. The system is more comp1icated.than 
its one-dimensional counterpart. The input speech signal, bandlimited 
to 3.4 kHz, has a duration ·of 4 seconds. It is segmented into 250 ms 
sections and then fed to a pitch detector(l3l) where the number of 
pitch periods is computed, If the number of pitch periods is less 
than two (i.e. a 'bit sequence image' cannot be formed), the whole 
speech segment is delta modulated (switch SW position A). As is 
the case of one-dimensional DM, the application of a two bit 
predictor twice to the stored DM bitstream generates a prediction 
error domain where Adaptive Block/Run-Length Coding is subsequently 
employed. On the other hand, if the number of pitch periods is 
greater than or equal to two, a 'bit sequence image' can be formed 
(switch SW position B). At the same time, the location of the first 
·~~~~--~~-~~~-
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L.. 
L.. 
I 
is pitch compute location I y I 
pitch detector period ~ 2? of first and the max.pitchperiod 
N l 
. 
•,.LA SW 
fs 
•.J 
8 location of 
- ..l_ y- first pitch 
store OM is pitch N DM bitstream period ;;.2? 
voiced TY unvoiced 
and silence 
two bit 
predictor 
no. of pitch periods twice 
max. pitch period 
... 7 
form 2-D 2-D form 1-D block 
block prediction containing all pitch periods 
This operation is performed on the voiced region to form 
a speech signal with a constant pitch period. The block 
size used in the JDCT is equal to the max. pitch period. 
DCT coefficien!s 
DC T padded with IDCT 
zeros 
I 
I 
I 
speech with ~ 
constant pitch period 
side information 
' 
!;.-
two bit noiseless 
-
predictor buffer 
twice coder 
insert 2-D 
predictionerrms 
in their locaticr1s 
Fig. 8,11 -Block Diagram of Two-Dimensional DM System 
288 ~ 
·-/ 
and the maximum pitch period are computed. A check is also made 
to ensure that the pitch period has duration between 4 ms and 16 ms. 
Four milliseconds is used to limit the detection of pitch fre~uencies 
to those below 250 Hz(lJl) and a pitch period within a continuously 
voiced interval cannot be separated by more than 16 ms. Pitch periods 
having a duration of greater than 16 ms indicate a voicing discontinuity. 
In order to form the two-dimensional 'bit sequence image', each pitch 
period has to be of equal size and this is carried out with the aid 
of the Discrete Cosine Transform (DCT)(9l-9J). Having obtained the 
maximum pitch period for a particular speech segment, the DCT is 
applied to the speech samples contained within each pitch period. 
The block size used for the forward transformation is equal to the 
individual pitch period itself. As a result, a set of DCT coefficients 
is generated which is then padded with zeros to form a block size 
equal to that of the maximum pitch period, (The number of zeros 
added is transmitted as side information), The inverse DCT operation 
is then performed, in which the block size is equal to the maximum 
pitch period, resulting in speech segments of equal pitch period, 
These are then fed to the DM systems, whose sampling frequency is 
f kHz, with the output DM bitstream stored for further reversible 
s 
processing, 
Knowing the location of the first pitch period, the number of 
pitch periods, the maximum pitch period and having made all pitch 
periods of equal size in a particular speech segment, the two-
dimensional 'bit se~uence image' (similar to a facsimile image) 
can now be formed as shown in Fig. 8,12. 
I 
no.of pitch 
periods 
l 
- max. p1 c peno •t h . d 
OOOOOOllllOOOlllOlOOlllllOOO 
OOOOllllOOOOllllllOOOllllOOO 
0011110001101011100011100000 
OOOlllOOOlllllOOOOllllOOOllO 
0000111000110011000111000111 
OOlllOOllOOlllOOlOllllOOllOC 
Fig. 8.12 - 'Bit sequence image' 
With the formation of the 'bit sequence image', a two-dimensional 
predictor can be applied where the reference elements are as shown 
in Fig. 8.13. 
x4 x3 x2 
xl xo 
Fig. 8.13 - Reference elements for 2-D prediction 
The present bit x0 is predicted based on the previous four bits 
of the same pitch period (X1) and the previous pitch period (X2 , 
x3, x4). The prediction function for each DM coder used is optimised 
and the application of the 2-D predictor generates a 'prediction 
error image' of the DM bitstream after which a 1-D block, con-
taining the 'predicted bits' from all the pitch periods, is formed. 
The remaining DM bitstream is one-dimensionally processed using a 
two bit predictor twice. The 'predicted bits• for the one and two-
dimensional situations are then located in their ap~priate places. 
2~ 
Conceptually, 2-D processing is applied to the voiced region of 
the speech segment whilst 1-D processing is applied to silence 
and unvoiced regions as shown in Fig 8.14. 
The location of the first pitch period, the duration of the maximum 
pitch period, the number of pitch periods and the number of zeros 
padded during the DCT operation for each pitch period are transmitted 
as side information in order for the receiver faithfully to recon-
struct the speech signal. All this side information, together with 
the prediction errors generated during the one and two-dimensional 
processing, are coded using the noiseless coding algorithm described 
earlier. A buffer is required to ensure that constant rate trans-
mission is maintained. 
The results of applying Adaptive Block/Run-Length Coding to the 
two-dimensional DM system are shown in Fig. 8.7 for LDM (64kHz), 
Figs. 8.8(a) and 8.8(b) for CFDM (16 and 32kHz), and Figs. 8.9(a) 
and 8.9(b) for CVSD (16 and 32kHz). From the graphs, it is ob-
served that only the two-dimensional DM system employing CFDM 
performs better than its one-dimensional counterparts. There is 
an improvement of about 4 and 5 percent respectively, for CFDM 
operating at 16 and 32 kHz compared with the one-dimensional case. 
When LDM and CVSD were used in the two-dimensional DM system, there 
is a decrease in performance compared with the one-dimensional case. 
The decrease is about 21 percent for LDM and for CVSD, about 0.7 
and 12 percent at sampling frequencies of 16 and 32 kHz respectively. 
This may be due to the fact that both these coders were optimised 
in the voiced regions and as such slope overload in these regions 
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Fig, 8,14 - One and two-dimensional processing situations 
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is not pronounced, The occurrence of slope overload means that 
the DM bitstream generated consists primarily of long sequences 
of l's and O's which are correlated between one pitch period and 
another, and this condition is especially advantageous when 2-D 
prediction is applied. Such is not the case for LDM and CVSD. 
As for CFDM, optimisation of the coder might have occurred in the 
unvoiced region and this will create slope overload in the voiced 
region, producing long sequence of l's and O's, The high amount 
of side information transmitted may be another contributory factor 
to the poor all round performance of the two-dimensional DM system, 
particularly in the case of LDM and CVSD 
8.6, CONCLUSION 
The possibility of reducing the average transmission bit rate for 
Delta Modulators through the use of entropy coding has been inves-
tigated in this chapter, Theoretical entropy measurements obtained 
reveal that substantial transmission rate reductions can be achieved, 
Adaptive Block/Run-Length Coding, a noiseless coding algorithm, for 
efficiently coding discrete data sources with partially known prob-
ability ordering, but unknown values, has also been described, 
Using this algorithm and applying a two bit predictor twice for 
the one-dimensional DM system results in a dramatic reduction 
in average transmission bit rate from 64 kbits/s to 17,6 kbits/s 
for LDM, from 32 kbits/s to 25,03 kbits/s and 12,42 kbits/s for 
CFDM and CVSD and from 16 kbits/s to 13.23 kbits/s and 6.48 kbits/s 
for CFDM and CVSD respectively, whilst still maintaining the 
2~ 
quality of speech of the DMs operating at the original sampling 
frequencies, The more complicated two-dimensional DM system using 
this technique is also described, and gives further transmission 
rate reduction in the case of CFDM but not with LDM and CVSD. 
294 
CHAPTER IX 
RECAPITULATION AND CLOSING COMMENTS 
9.1. INTRODUCTION 
The objective of the research reported here is to digitally encode 
black and white facsimile signals with the aim of achieving as low 
a transmission time as possible for an A4 size document conveyed 
over the public switched telephone network, In pursuing the desi-
red aim, in order to reduce the high volume of data required to 
represent an A4 size document, two possible avenues, which can be 
broadly categorised as preprocessing and data compression techniques, 
have been cons1dered, On the one hand, preprocessing is basically 
a non-information preserving approach to facsimile coding in which 
a proper post-processing technique is subsequently required to res-
tore the received document as closely to the original as possible, 
whilst on the other hand, the remaining techniques described in 
this thesis are in essence information preserving, in which documents 
are transformed into a coded form suitable for transmission. 
Initially, a simple strategy was employed to reduce the number of 
bits necessary for the transmission of black and white documents, 
An area coding algorithm (non-information preserving), it incorporates 
both preprocessing and data compression within one algorithm. Its 
success was possible due to the inherent redundancy and high two-
dimensional correlation that exist in high resolution documents. 
This simple work was principally undertaken in order to become 
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familiar with the statistics and properties of black and white 
images, and to understand the principles of some of the coding 
algorithms already available, Nevertheless, the performance of 
the scheme can be considered as highly satisfactory. 
With this knowledge gained, greater emphasis was then placed on 
developing schemes which are highly efficient in reducing redun-
dant information present in a document, Two pre- and post-pro-
cessing techniques were investigated; the first scheme using a 
set of masks and the second employing, respectively, subsampling 
and interpolation. The latter scheme is more complicated, and 
introduces greater degradation but results in higher compression 
ratios being obtained, Formal visual assessment of the restored 
documents confirmed that the schemes are suitable for use prior 
to the actual coding process, The potential of preprocessing was 
soon realised and pre- and post-processing with masks was used in 
conjunction with Classified Adaptive Block/Run-Length Coding, whilst 
subsampling and interpolation, respectively, were coupled with 
Adaptive Block/Location Coding to form a basic system, The Group 
J facsimile coding standards require that the transmission of A4 
documents over the telephone network (at a rate of 48oo bits per 
second) take less than one minute, and the two coding schemes 
described in this thesis were successful in achieving the desired 
target. 
The binary output bitstream resulting from the encoding of speech 
using delta modulation resembles that of a facsimile signal and 
thus offers an opportunity for transmission rate reduction using 
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facsimile techniques, Preliminary research that has been carried 
out, (though more work is required), using Adaptive Block/Run-
Length Coding, indicates that a possible transmission rate 
reduction can be achieved provided that suitable preprocessing 
is employed, 
In the following sections, a recapitulation of the main results 
obtained during the course of the research is made, 
9.2. RECAPITULATION 
9.2.1 Adaptive Fel Location Coding 
Adaptive Pel Location Coding (APLC) is a simple technique for 
encoding black and white images where the number of bits transmitted 
v~ries as a function of the local distribution of the black and 
white pels in the document, Operating in one- and two-dimensions, 
isolated black or white pels are discarded to increase coding 
efficiency, This is made possible by the fact that most documents 
are inherently predominantly white, At the same time, the high 
two-dimensional correlation that exists is exploited, 
The scheme is information lossy and as expected, degradations are 
observed in the decoded image though intelligibility is maintained, 
The degree of degradation is greater in the one-dimensional case 
than in its two-dimensional counterpart, but suitable post-proce-
ssing schemes can be applied to improve image quality. It has been 
shown that one-dimensional·APLC is as efficient as the Modified 
Huffman Code, However, it is with the use of two-dimensional APLC 
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that significant improvements in compression ratios were achieved 
compared with the other encoding methods that were examined, par-
ticularly when documents with low complexity were used. No corn-
parison with the current two-dimensional CCITT coding standard 
(Modified READ code) was made mainly because, at the time the 
work was carried out, the scheme was still under review, 
9.2.2 Pre- and Post-Processing 
In Chapter V, two preprocessing schemes, resulting in more efficient 
coding, were described, Greater efficiency is achieved by removing 
redundant information like notches and pinholes or random isolated 
pels, caused by improper decision during the scanning process. The 
first strategy employed, a simple one, uses a set of JxJ masks which 
is sequentially applied to the source image. The value of the central 
picture element is altered from black to white or vice versa provided 
the surrounding elements correspond to a certain predetermined pattern, 
The process carried out preserves connectivity and contour direction, 
and at the same time, introduces minimal degradation to the original 
document and does not impair intelligibility. At the receiver, ano-
ther set of JxJ restoration masks is employed in order to restore 
the 'naturalness' of the received documents, A theoretical analysis 
of the preprocessing scheme, beginning with the concept of connec-
tivity and connected numbers, was followed by entropy measurements 
indicating the efficiency of such a scheme, The results obtained 
showed an improvement of about 24 percent compared with the original 
and about 14 percent compared with Majority Logic Smoothing with 
Contour Preservation(l5). By observing displayed, processed, images, 
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it is evident that the proposed scheme is highly successful in 
removing redundant information without disturbing the connectivity 
and the essential details of the image. 
Subsampling and interpolation as a means of pre- and post-processing 
respectively, is the second scheme studied. In this method of pre-
processing, severe degradations were introduced with efforts di-
rected towards maintaining features which preserve the intelligibility 
of the resulting image, and yet produce high compression ratios. 
These objectives were achieved by first removing notches and pinholes 
in the original image using the set of masks described in Section 5.2. 
Single element runs were then doubled to preserve connectivity, after 
which subsampling was carried out. Different methods of subsampling 
were investigated including subsampling by the use of the Hadamard 
and Cosine Transforms but the simplest, and the most effective 
method was subsampling by taking alternate picture elements. Obser-
vation of the subsampled images revealed that connectivity is pre-
served and that the loss of information is minimal. 
Since subsampling is an information lossy approach to preprocessing 
in which the area of the original document is reduced by a factor 
of four, enlargement and restoration of the subsampled documents are 
required at the receiver. Three schemes, namely replication, bilinear 
and Cubic B-spline interpolation with suitable thresholding, were 
examined in order to overcome the loss of resolution which occurred 
during subsampling. The edges of the interpolated images were then 
'smoothed out' by a set of restoration masks producing visually 
acceptable results. In order to assess the degree of degradation 
2~ 
introduced by subsampling in the restored documents using the 
three interpolation schemes, a formal subjective test was carried 
out. The test revealed, however, that the order of preference for 
text predominant documents was different from that for documents 
containing mainly graphics. For test predominant documents, en-
largement of the subsampled image using bilinear interpolation 
was the one most favoured, while for graphics-type documents, 
replic~tion with proper restoration produced the most 'cosmetically' 
pleasing effect, The subjective test also revealed a decrease in 
quality of about 20 percent when the most preferred image was com-
pared with the original. This relatively small reduction in qua-
lity is the price to be paid for the high compression ratios ach-
ieved, The main drawback of subsampling and interpolation as 
pre- and post-processing steps, respectively, is the relatively 
large amount of memory required to store the documents while pro-
cessing is taking place, However, with the costs of memory at 
present decreasing faster than that of transmission, the problem 
is not expected to be a major one. 
9.2.3 Data Compression 
Two approaches to data compression are employed in this work, both 
of which are adaptive in their own way. The first, a line-by-line 
sequential coding scheme called Classified Adaptive Block/Run-
Length Coding (CABC), uses preprocessing by masks as a prerequisite 
to coding, whilst the second, called Adaptive Block/Location 
Coding (ABLC), an area coding algorithm, is employed in conjunction 
with subsampling. 
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CABC is based on the observation that a facsimile signal can be 
regarded as the output of an Nth order Markov source and that 
the statistics of the run-lengths conditioned on each of the 
states of the Markov source are ~uite different. Exploiting the 
vertical correlation between the current and the preceding line, 
the approach taken to reduce redundancy effectively is to apply 
a 7th order Markov model predictor, in which the prediction errors 
generated are assumed to emanate from a memoryless binary source. 
Entropy measurements were made and, further to improve the per-
formance of CABC, the scan-lines containing prediction errors are 
classified into two states called the Greater Error State and the 
Lesser Error State. These states are adaptively divided into 
smaller blocks of which the maximum block size is M, where M 
is obtained using the probability of correct prediction as a 
criterion. Initially, the coding strategy and the value of M 
determined, was decided by developing an e~uation matched to the 
probability distribution of the number of prediction errors per 
scan-line, Its optimality was later confirmed using computer 
simulation. The compression ratios obtained when CABC is applied 
to the documents following preprocessing by the set of masks range 
from 9.4 to 49.4. This represents an improvement of about 1) to 
20 ]€rcent when compared with the original and about 41 to 61 
percent when compared with run-length coding using the Modified 
Huffman Code. A further improvement in compression ratios, though· 
marginal, was observed when a combination of Huffman code and CABC 
was employed. 
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No investigation of facsimile compression would be complete without 
a study of the effect of transmission errors on the decoded image. 
As with most two-dimensional coding schemes, the effect of trans-
mission errors on CABC is to cause error propagation. In order to 
simulate random and short burst errors, single and double errors 
were introduced, respectively, and the Error Sensitivity Factor 
(ESF) measured. From the numerical results and visual illustrations 
obtained, it is obvious that CABC is more resilient to double errors 
than single errors, and that the former are easier to deal with than 
the latter. 
The second approach to data compression, ABLC, made use of a numerical 
measure of complexity as a criterion for the coding of subsampled 
documents. Complexity is chosen as a criterion because it has 
been mathematically shown (see· Chapter VII) to be related to the 
number of bits necessary for transmission; the lower the complexity, 
the smaller is the number of bits re~uired. A theoretical analysis 
of block and location coding based on complexity has been given in 
this thesis. In order to reduce complexity, the 7th order Markov 
model predictor was found to be effective for this purpose. Four 
variations of ABLC were examined and the application of the one 
giving the best performance (System D, see Section ?.4.4) to seven 
subsampled CCITT documents using bit assignment ~ yielded 
compression ratios ranging from 13.35 to 64.06. 
The effect of transmission errors on ABLC, in particular on System 
C (see Section 7.4.3) was also investigated. No attempt was made 
to measure the Error Sensitivity Factor, rather the effects of 
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single transmission errors occurring at random on the decoded 
image, and-the extent of damage caused due to loss of synchro-
nisation were observed, From visual observations, the effect 
of errors is quite devastating, and as the error rate is increased, 
the degradation becomes catastrophic. To limit this catastrophic 
effect, a unique 'end of IP.B' codeword is included, and this improves 
the decoded image considerably. 
The use of subsampling, as a preprocessing step, on CCITT one-
and two-dimensional coding standards has also been investigated 
in this thesis, to see what gain in compression ratio or reduction 
in transmission time could be achieved if ever subsampling were 
incorporated into the standards. Results obtained show a remark-
able improvement in compression ratio, ranging from 11,49 to 39.13 
for Modified Huffman Code (MHC) and from 14.04 to 76,93 for Modified 
READ Code (MRC). The average transmission times for the seven sub-
sampled CCITT documents are 45.2 seconds for MHC and 23.8 seconds 
for MRC. This, on average, corresponds to an increase in efficiency 
of more than 50 percent compared with the original documents. 
9.2,4 Speech Coding Using a Facsimile Technique 
This work is a slight departure from the main theme of the thesis. 
Its intention is to assess the efficiency of Adaptive Block/Run-
Length Coding when applied to other data sources, As it turns out, 
the output of a delta modulator is particularly amenable to further 
coding and, with suitable preprocessing, the application of Adaptive 
Block/Run-Length Coding can reduce the transmission rate further, 
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LDM, CFDM and CVSD were the three coding methods studied, and 
substantial transmission rate reduction were achieved. The two-
dimensional DM system, making use of the quasiperiodic nature of 
speech, was also examined, with somewhat disappointing results. 
Nevertheless, the idea was novel. The research is still in its 
preliminary stages, requiring further investigations on buffer 
problems and the effects of transmission errors. 
9.3. CLOSING COMMENTS 
The basic objective of the research reported in this thesis, viz. 
digital encoding of black and white facsimile signals, has been 
fulfilled. Successful practical implementation of the schemes 
described might make the research more complete, but this has 
purposely been omitted due to lack of both finance and time. 
The work described in this thesis can also be applied to other 
areas, for example, coding dithered images and colour facsimile. 
Although the demand for colour facsimile is not great at the 
present moment, it will, in the author's, opinion, increase rapidly 
in the not too distant future and become a commercial reality. 
With the coming of public data network, employing packet switching, 
another area of research worth considering is the effect of packet 
losses on the decoded images using the current CCITT coding standards. 
Finally, it is of interest to compare the data compression schemes 
studied with the CCITT coding standards. Using the subsampled 
CCITT documents instead of the originals, the compression ratios 
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of the various schemes (for MHC, MRC, and CABC, a 12 bit EOL code-
word is used, K factor taken to be infinity and MSLT set to 0 ms), 
are shown in Table 9.1. The values speak for themselves, 
It is hoped that the contribution made by this thesis to the current 
state-of-the-art may have laid a foundation for fruitful research 
in the future, 
DOC. 
NO. 
1 
2 
3 
4 
5 
6 
7 
I ABLC - SYSTEM D (32 x 32) MHC MRC CABC Bit Bit 
Assignment 0 Assignment@ 
34.52 48.34 48.54 47.36 48,19 
39.13 ?6.93 64.98 63.53 64,06 
19.54 32.66 35.20 33.56 34.46 
11.75 14,14 17,11 12.72 13.35 
19.37 29.42 32.41 29.73 30.53 
24,69 53.75 52.66 6o.6o 60,86 
11.49 14,04 16,68 14.74 15.34 
Table 9.1 - Comparison between the performance of data 
compression methods studied and the CCITT 
coding standards. 
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APPENDIX A 
Eqn. (6.17) is obtained as follows:-
The derivation of Eqn. (6.17) uses Figs. 6.5(d) and 6.5(e) as an 
example, in which the prediction error domain is categorised into 
the Lesser Error State (lES) and the Greater Error State (GES). 
Let p1 and p2 be the probabilities of prediction errors which have 
been classified into the Lesser Error State and the Greater Error 
State, and p3 and p4 are the probabilities of correct prediction 
in the lES and GES respectively. In the example of Figs. 6.5(d) 
1 4 13 14 
and 6.5 (e)' Pl = 32 ' P2 = 32 ' . P3 ~ 32 , and P4 = 32 
This situation can be represented in a.form of a tree as shown 
in Fig. A1 below. 
Fig. Al 
The entropy is therefore:-
4 
£ (A1) 
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The tree can be represented in another form as shown in Fig, A2:-
Fig. A2 
The entropy now becomes:-
where H(piES'1-piES) and H(pGES'l-pGES) are the entropies of the 
Lesser Error State and the Greater Error State respectively, The 
weighting factors, P(IES) and P(GES) ~ 1-P(IES), are introduced 
because the IES and GES only occur for, respectively, P(IES) and 
P(GES) of the time. 
Expanding Eqn. (A2):-
H(pl,p2,p3,p4) ~ -P(IES) [PIES 1og2 PIES + (1-piES) 1og2 (1-piEs)] 
-P(GES) [PGES 1og2 PGES + (1-pGES) 1og2 (1-pGES)] (A3) 
where P(IES) is defined as the probability of the prediction domain 
being in the Lesser Error State and piES is the probability of 
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prediction e=ors in the Lesser E=or State. P ( GES ) and pGES are 
similarly defined. 
1 4 From the example of Figs. 6.5(d) and 6.5(e), PIES = N ' PGES = 18 ' 
P(IES) = ~~ and P(GES) = ~~ • Fig. Al is equivalent to Fig. A2 
arid hence the entropy of Eqn. (Al) is also equivalent to the entropy 
of Eqn. (AJ), where it is the weighted sum of the individual entropies 
of the Lesser E=or State and the Greater E=or State. 
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