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Abstract. Numerous dimensionality reduction problems in data analysis involve the recovery of low-
dimensional models or the learning of manifolds underlying sets of data. Many manifold learning methods
require the estimation of the tangent space of the manifold at a point from locally available data samples.
Local sampling conditions such as (i) the size of the neighborhood (sampling width) and (ii) the number
of samples in the neighborhood (sampling density) affect the performance of learning algorithms. In this
work, we propose a theoretical analysis of local sampling conditions for the estimation of the tangent space
at a point P lying on a m-dimensional Riemannian manifold S in Rn. Assuming a smooth embedding of
S in Rn, we estimate the tangent space TPS by performing a Principal Component Analysis (PCA) on
points sampled from the neighborhood of P on S. Our analysis explicitly takes into account the second
order properties of the manifold at P , namely the principal curvatures as well as the higher order terms.
We consider a random sampling framework and leverage recent results from random matrix theory to de-
rive conditions on the sampling width and the local sampling density for an accurate estimation of tangent
subspaces. We measure the estimation accuracy by the angle between the estimated tangent space T̂PS and
the true tangent space TPS and we give conditions for this angle to be bounded with high probability. In
particular, we observe that the local sampling conditions are highly dependent on the correlation between
the components in the second-order local approximation of the manifold. We finally provide numerical
simulations to validate our theoretical findings.
1. Introduction
A data set that resides in a high-dimensional ambient space and that is locally homeomorphic to a lower-
dimensional Euclidean space constitutes a manifold. For example, a set of signals that is representable by a
parametric model, such as parametrizable visual signals or acoustic signals form a manifold. Data manifolds
are however rarely given in an explicit form. The recovery of low-dimensional structures underlying a set of
data, also known as manifold learning, has thus been a popular research problem in the recent years. This
is typically achieved by constructing a mapping from the original data in the high-dimensional space to a
space of much lower dimension. Importantly, most manifold learning methods rely on the assumption that
the data has a locally linear structure. Of course, for such an assumption to be valid at some reference point
on the manifold, one has to take into account (i) the size of the neighborhood from which the samples are
chosen and also, (ii) the number of neighborhood points. For instance, if the manifold is a linear subspace,
then the neighborhood can be chosen to be arbitrarily large and the number of samples needs to be simply
greater than the dimension of the manifold. However, most manifolds are typically nonlinear, which prevents
the selection of an arbitrarily large neighborhood size. Hence, one might expect the existence of an upper
bound on the neighborhood size. Furthermore, the number of necessary samples is likely to vary according
to the local characteristics of the manifold.
The purpose of this work is to analyze the relation between the sampling conditions of a manifold and
the validity of the local linearity assumption of the data sampled from the manifold. We characterize the
local linearity of the data with the accuracy of the tangent space estimation. We do a local analysis around
a point P on a manifold S. We examine the deviation between the tangent space T̂PS estimated using
manifold samples in a neighborhood of P , and the true tangent space TPS at P . This deviation is related to
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the local geometric properties of the manifold around P and the local sampling conditions. In this paper, S
is assumed to be an m-dimensional Riemannian manifold in Rn that can be locally represented with smooth
(Cr, r > 2) mappings, where m < n. We consider a random sampling where the orthogonal projections of the
samples to TPS in a neighborhood of P is uniform. We derive bounds on the size of the neighborhood and
on the number of samples such that the deviation (i.e., the angle) between T̂PS and TPS is upper bounded
with high probability. In particular, our analysis captures the dependency of the sampling conditions on
the second-order properties of the manifold, namely the local curvature of S at P , and on the higher-order
terms. Thus, broadly speaking, this work consists of a theoretical analysis of the manifold sampling problem
that relates the local sampling conditions to the accuracy of the local linearity assumption. This paper
builds on our preliminary work [1], where the sampling of manifolds represented with quadratic embeddings
is examined, and extends the analysis to arbitrary smooth embeddings. We envisage two main applications
where our study can prove to be useful. Firstly, our results can be used for deducing performance guarantees
or for determining a good local subset of data samples that gives an accurate estimation of the tangent space
in manifold learning applications. Secondly, our analysis can also be used in manifold sampling applications,
i.e., for choosing samples from a manifold with a known parametric model. The discretization of a manifold
can be achieved in various ways depending on the target application (see for example [2]); however, in certain
cases one may want to sample the manifold in such a way that the local linearity of the data is preserved
and the tangent space can be correctly recovered from data samples.
The manifold learning problem has been largely studied and we provide now a brief overview of the lit-
erature, with a special focus on locally linear approximation methods. The manifold structure of data can
be retrieved in various ways, from a global parameterization based on geodesic distances as in ISOMAP [3],
or via locally linear representations as in LLE [4] and Hessian Eigenmaps [5]. The LLE algorithm considers
the locally linear structure of the manifold, where each data sample is approximated by a weighted linear
combination of its nearest neighbors. Then, the key idea in computing a mapping of the data is the preser-
vation of these weights in the embedded low-dimensional space. Moreover, there are other algorithms such
as [6] which employ the locally linearity of the data by expressing the tangent plane as a linear combination
of the manifold samples in a local neighborhood. The Hessian Eigenmaps algorithm is similar to LLE in
the sense that it is based on locally linear approximations of the manifold. However, it has been seen to be
more robust than LLE as it also takes more detailed geometric characteristics of the manifold into account.
With similar ideas, an adaptive manifold learning algorithm is presented in [7], where the authors propose
an adaptive local neighborhood size selection strategy. Finally, the work in [8] examines the conditions
under which manifold learning algorithms are able to recover true global parameters from local structures
computed with data samples. In particular, the authors show that the error in the global parameterization
depends on the local approximation errors, as well as the null space and eigenvalue separation properties of
the global parameterization.
Among the dimensionality reduction methods, one can find many examples of algorithms such as [5], [9],
[10], [11], which apply a local Principal Component Analysis (PCA) for the computation of the tangent
space of the manifold like we do in this work. In other words, the tangent space is estimated by computing
the eigenvectors of the covariance of the data matrix, where the data samples come from a set of neighbor
points on the manifold. This step can be seen as an analysis of PCA under data perturbations, where the
perturbation of the data is caused by the nonlinear geometry of the embedding, i.e., the deviation of the
manifold samples from the tangent space as a result of nonzero curvature. The performance of Singular Value
Decomposition (SVD) or PCA in case of stochastic perturbations is a well-studied topic. There are many
results in the literature that examine the perturbation on the singular vectors of a data matrix in the presence
of noise. The Davis-Kahan theorem [12] is a classical result that examines how much the subspace spanned by
the eigenvectors of a Hermitian matrix is rotated upon the perturbation of the matrix. The Wedin theorem
[13] generalizes the analysis to non-Hermitian operators by bounding the angle between the estimated and
true singular vectors in terms of the separation between the eigenvalues of the data matrix. A recent result
in [14] addresses the singular vector estimation problem under assumptions of random perturbation noise
and low-rank matrix. Finally, the work in [15] examines the bias of random measurement error on PCA
and relates the bias to the SNR of the observed data. However, above studies do not involve the geometric
structure of the data. There are also many studies that analyze the performance of PCA for a set of data
generated by a specific model. For instance, the works such as [16], [17], [18] address the analysis of the
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eigenvalues and eigenvectors of the covariance matrix of some data conforming to a multivariate normal
distribution. These works however do not specifically consider any manifold data model either.
Only a few recent works have studied the relation between the PCA performance and the data geometry.
The work in [19] presents an interesting study that generalizes the idea of diffusion maps in dimensionality
reduction [20] to vector diffusion maps, where the new vector diffusion distance involves the similarity between
the tangent spaces on different manifold points. In their analysis, the authors also provide a soft bound for
the deviation of the locally estimated tangent space at a reference point (using local PCA) from the true
tangent space, for a probabilistic sampling of the manifold. In particular, it shows that, when the size ε of the
local area for tangent estimation is set to ε = O(K−
1
m+2 ) with K being the number of samples on the whole
manifold, the deviation between the estimated and the true tangent space is typically of O(ε3/2). This work
however considers a global sampling from a compact manifold while we focus on the local manifold geometry.
Finally, the accuracy of tangent space estimation from noisy manifold samples is analyzed in a work parallel
to ours [21]. The manifold is assumed to be embedded with exactly quadratic forms (similarly to [1]) and
the data consists of manifold samples corrupted with Gaussian noise. The work optimizes the number of
samples (from a fixed sets of candidates) that is used for estimating the tangent space by considering the
effect of noise and curvature on the accuracy of estimation. In particular, the optimal number of samples is
selected as a trade-off between the error due to noise and the error caused by the curvature that respectively
decreases and increases as the number of samples grows. This study however focuses on manifolds that are
embedded with exactly quadratic forms and characterized with a subset of noisy samples given a priori. On
the contrary, we are interested in more generic embeddings with arbitrary smooth functions and we aim at
characterizing a sampling strategy in terms of the sampling width and density for noiseless manifold samples.
In our paper, we propose to characterize the local linearity of a manifold by studying the accuracy of the
tangent space estimation from a local set of randomly selected manifold samples. We propose the following
contributions. First, we determine a suitable upper bound on the neighborhood size within which random
manifold sampling can be done. In the derivation of this bound, we consider the asymptotic case K →∞ so
that the neighborhood size purely depends on the manifold geometry. In particular, our analysis depends on
(i) the maximum principal curvature of the manifold and (ii) the deviation of the manifold from its second-
order approximation. Our main results are stated precisely in Lemma 2 for the quadratic embedding case and
in Lemma 4 for the more general smooth embedding case. They show the dependency of the neighborhood
size on the correlation between the components in the second-order local approximation of the manifold.
Second, we compute a bound on the minimum number of samples for accurate tangent space estimation,
given that the sampling is performed randomly in a neighborhood whose size conforms with Lemmas 2 and
4. We utilize recent results from random matrix theory [22], [23] in our analysis. We state the precise
expression for this bound on the number of samples in Lemma 3. Combining the two above results, we give
a complete characterization of the local sampling conditions in the form of main theorems, namely Theorem
1 for the quadratic embedding case and Theorem 2 for the more general smooth embedding case. We finally
discuss potential applications of the new theoretical results proposed in this paper, in respectively manifold
learning and manifold sampling problems.
The rest of the paper is organized as follows. In Section 2, we first define the notations used in the paper
and then give a formal statement of the problem along with the assumptions made. For ease of readability,
the main results of the paper are presented in Section 3. We then present in Section 4 a detailed analysis
of the local sampling conditions for tangent space estimation at a reference point P on S. In particular,
Sections 4.2 and 4.3 contain the sampling analysis for the case when the embedding is assumed to be exactly
quadratic at P . In Sections 4.4 and 4.5, we analyze the more general scenario of m-dimensional smooth
embeddings in Rn. Section 5 presents simulation results on synthetically generated smooth manifolds. In
Section 6, we provide a discussion regarding the usage of our theoretical results in practical applications.
Finally, in Section 7, we provide concluding remarks along with possible directions for future work.
2. Problem Formulation
In this section we first define the notations used in the paper. We then define the our manifold approximation
framework. We finally state formally the problem of tangent space estimation that is studied in this paper.
2.1. Notations. Let S ⊂ Rn be a manifold and P ∈ S be a reference point on the manifold where the local
sampling analysis is performed. We denote the dimension of the manifold S by m. The tangent space at
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Figure 1. The manifold S and the ε-neighborhood of a manifold point P ∈ S.
P ∈ S is represented by TPS and TPS⊥ is used to denote the orthogonal complement of TPS in Rn. The
notation Cr is used for denoting r times continuous differentiability.
We denote the `p-norm of a vector x¯ ∈ Rn, 1 ≤ p ≤ ∞, by ‖ x¯ ‖p:= (
∑n
i=1 |xi|p)1/p and its `∞-norm by
‖ x¯ ‖∞:= maxi |xi|. The inner product between x¯, y¯ ∈ Rn is denoted by 〈x¯, y¯〉 := x¯T y¯. Furthermore, we
represent a canonical vector in Rn by e¯j for j = 1, . . . , n, where e¯j has a 1 at the jth position and 0 at all
other positions.
Given a matrix X ∈ Rp×q, we have by its (reduced) singular value decomposition (SVD) [24] the factoriza-
tion X = UΣV T where U ∈ Rp×s and V ∈ Rq×s are the singular vector matrices with orthonormal columns.
The dimension s ≤ min(p, q) corresponds to the rank of X. The matrix Σ = diag(σ1(X), . . . , σs(X)) is a
diagonal matrix where σ1(X) ≥ · · · ≥ σs(X) > 0 are the singular values of X. We denote the Frobenius
norm of X (the `2-norm of its vector of singular values) by ‖ X ‖F := (Tr(XTX))1/2 and its operator norm
(the largest singular value) by ‖ X ‖. For any square matrix X ∈ Rp×p, we denote the trace by Tr(X) and
the determinant by det(X).
For a symmetric matrix X ∈ Rp×p, X = XT we have the eigenvalue decomposition X = UΛUT . Here
Λ = diag(λ1(X), . . . , λp(X)) denotes the eigenvalue matrix with λ1(X) ≥ · · · ≥ λp(X) and U ∈ Rp×p is a
unitary matrix so that UUT = UTU = I. If X is symmetric and positive semidefinite we then have λi(X) ≥ 0
for i = 1, . . . , p. We denote the spectral radius of a symmetric matrix X by ρ(X) = maxi(|λi(X)|).
Throughout the paper, E[·] is used for denoting the expectation and P(·) for denoting the probability.
2.2. Framework. We consider an m-dimensional submanifold S of Rn with a smooth embedding in Rn,
n ≥ m+ 1. Let Nε(P ) denote a ε-neighbourhood of P for some ε > 0, where
Nε(P ) = {M ∈ S : ‖M − P ‖2 ≤ ε} .
The neighborhood of P on S is illustrated in Fig. 1. In this work, as we represent points in Nε(P ) via
tangent space parameterization using local functions fl : TPS → R, we are interested in the mapping that
orthogonally projects the manifold points in a neighborhood of P to TPS. In [25], Niyogi et al. provide a
characterization of the neighborhood of P within which this mapping is one-to-one, through the condition
number of the manifold. Therefore, there exists an ε such that all points M ∈ Nε(P ) can be uniquely
represented in the form
[x¯T f1(x¯) . . . fn−m(x¯)]T . (2.1)
Here x¯ = [x1 . . . xm]
T denotes the coordinates of the orthogonal projection of a point on TPS. Note that,
in (2.1), the coordinates are with respect to the point P that is the reference point, i.e., the local origin.
Furthermore, the tangent space TPS at P can be represented as
TPS = span {e¯1, . . . , e¯m} ,
where e¯j ∈ Rn denote the canonical vectors.
Now, we further assume the smoothness of the embedding to be Cr, r > 2, implying that each
fl : TPS → R, l = 1, . . . , n−m,
is a Cr-smooth function in the variables (x1, . . . , xm). Since ∇fl(0¯) = 0¯ we have by the Taylor expansion of
fl around the origin (i.e., P ) the following identity:
fl(x¯) = fq,l(x¯) +O(‖ x¯ ‖32); l = 1, . . . , n−m (2.2)
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Figure 2. The true tangent space TPS and the estimated tangent space T̂PS at point P .
where fq,l is a quadratic form. As a special case, we have a quadratic embedding at P when each fl is an
exact quadratic form, i.e.,
fl(·) = fq,l(·); l = 1, . . . , n−m.
Consider the Hessian of fl at the local origin P , which is given as
∇2fl(0¯) = VlΛlV Tl ,
where Λl = diag(Kl,1,Kl,2, . . . ,Kl,m). Here Kl,1,Kl,2, . . . ,Kl,m are the principal curvatures of the hypersur-
face
Sl =
{
[x1 . . . xm fl(x1, . . . , xm)] : [x1 . . . xm]
T ∈ TPS
} ⊂ Rm+1
defined by fl. We then define the maximum principal curvature at P as
Kmax := Kl′,j′ where (l′, j′) = argmax
l,j
|Kl,j |.
We consider that the tangent space can be estimated from sample points in Nε(P ) through a PCA
decomposition. More precisely, let us consider K points {Pi}Ki=1 sampled from Nε(P ). Let M (K) denote the
local covariance matrix where
M (K) =
K∑
i=1
1
K
PiP
T
i = UΛU
T .
It is a common preprocessing step to subtract the empirical mean of the data from data samples in usual
PCA. However, in our application, the linear subspace computed with PCA is an estimation of the tangent
space, which is restricted to pass from the local origin P . Therefore, we omit the mean subtraction step in
our analysis and assume that the principal components are computed with respect to the reference point P .
The matrices U and Λ ∈ Rn represent the eigenvector and eigenvalue matrices respectively of M (K) where
U = [u¯1 . . . u¯m . . . u¯n]; Λ = diag(λ1, . . . λm, . . . λn),
with the ordering λ1 ≥ · · · ≥ λm ≥ · · · ≥ λn. The optimal m-dimensional linear subspace at P in the least
squares sense is then given by the span of the m largest eigenvectors of M (K), i.e.,
T̂PS := span {u¯1, . . . , u¯m} .
The tangent space TPS and its estimation T̂PS are illustrated in Fig. 2. Finally, we characterize the accuracy
of our estimation with the angle between the estimated and the true tangent spaces. The notion of ‘angle’
between two linear subspaces as defined in [26] is given in Definition 1.
Definition 1. The angle ∠A,B between two subspaces A = span{a¯1, . . . , a¯p} and B = span{b¯1, . . . , b¯q}
of a Euclidean space Rn, where a¯i’s and b¯i’s are orthonormal vectors, is defined as
cos2∠A,B := det(WTW ),
where [WT ]i,k :=< a¯i, b¯k > is a p × q matrix, with 1 ≤ p ≤ q <∞.
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Observe that the definition can be applied to subspaces that are not necessarily of the same dimension.
Geometrically speaking,
cos∠A,B := V1
V2
where V1 is the volume of the p-dimensional parallelepiped spanned by the projection of {a¯1, . . . , a¯p} on
B and V2 is the volume of the p-dimensional parallelepiped spanned by {a¯1, . . . , a¯p}. Therefore, in order
to compare TPS and T̂PS, one could also consider the distance between the respective projection matrices
EET and U (m)U (m)
T
through
‖ EET − U (m)U (m)T ‖2F , (2.3)
where E = [e¯1 . . . e¯m] and U
(m) = [u¯1 . . . u¯m]. Note that an upper bound on |∠T̂PS, TPS| implies a corre-
sponding upper bound on ‖ EET − U (m)U (m)T ‖2F . Finally, our choice of using Definition 1 for estimating
angles is motivated by the measure of the geometric deviation of T̂PS from TPS. However, one could also
work with the error criteria of Eq. (2.3) with no change in the analysis and sampling conditions.1
2.3. Problem statement. Given the above settings, we want to describe the conditions on the manifold
samples {Pi}Ki=1 such that for a given error bound φ ∈ (0, pi2 ) on the tangent space estimation,
|∠T̂PS, TPS| < φ < pi
2
is ensured. In particular, for a given error bound φ, we would like to answer the following questions:
• Question 1: What would be a suitable upper bound on the sampling distance; i.e., the distance of Pi from
P? In particular, for large embeddding dimensions n, what is the nature of the dependency of this bound
on n,m and Kmax?
• Question 2: Given that the points {Pi}Ki=1 are sampled such that the sampling distance satisfies the
sampling distance bound, what would be a suitable lower bound on the sampling density K? In particular,
for large embeddding dimensions n, what is the nature of the dependency of this bound on n,m and Kmax?
In order to answer the above questions, we consider a random sampling framework where we assume
that the coordinates of the orthogonal projections of manifold samples on TPS are distributed uniformly
in the region [−ν, ν]m ∈ TPS. In other words, denoting the coordinates of the projection of Pi on TPS by
x¯i = [x
(i)
1 . . . x
(i)
m ], we assume that
x
(i)
j ∼ U [−ν, ν] i.i.d. i = 1, . . . ,K; j = 1, . . . ,m
where U denotes the uniform distribution. Therefore, we characterize the sampling distance in Question 1
by the parameter ν, which we shall refer to as the sampling width in our analysis.2
3. Main results
We summarize in this section the main results of the paper. We provide sampling conditions for tangent
space estimation in two different cases; namely, quadratic embeddings and generic smooth embeddings.
3.1. Quadratic embedding at P . We first consider as a special case the scenario where the manifold S
has a quadratic embedding at P in Rn. We present the main sampling theorem in the form of Theorem 1
below. The main purpose of this result is to gain some intuition about the sampling conditions when the
local functions fl’s involved in the tangent space parametrization have a purely quadratic form and they are
not ‘perturbed’ by higher-order terms. We refer the reader to Section 4.2 for details regarding the proof and
for a more rigorous analysis.
Theorem 1 (Quadratic manifold sampling). Consider {Pi}Ki=1 to be formed by sampling uniformly at random
from the region [−ν, ν]m around P in TPS, i.e.,
x
(i)
j ∼ U [−ν, ν] i.i.d., i = 1, . . . ,K, j = 1, . . . ,m.
1This is explained in more detail in Lemma 1 and Remark 2.
2See Section 6 for a discussion on how the bound on ν relates to the distance in the ambient space.
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Let D ∈ Rn−m×n−m denote the local correlation matrix for the mappings {fq,l}n−ml=1 such that
[D]l,k = E[fq,l(x¯)fq,k(x¯)]; l, k = 1, . . . , n−m.
We then have the following sufficient sampling conditions that guarantee a bound on |∠T̂PS, TPS|. For any
τ ∈ (0, 1), the choices
ν = O(n−1/2m−1|Kmax|−1) and K = O(τ−2m2 log n), as n→∞
ensure that |∠T̂PS, TPS| < cos−1
√
(1− τ2)m holds w.h.p.
Interpretation of Theorem 1. We see that the bound on ν behaves as O(n−1/2m−1|Kmax|−1), indicating
that the sampling region needs to shrink with the increase in ambient space dimension. Furthermore, we
observe that the bound on the sampling width depends linearly on the reciprocal |Kmax|−1 of the maximum
curvature. The decrease in ν with respect to the increase in n and Kmax can be explained as follows.
Assuming that m is fixed, as n increases, the number (n − m) of normal components that increase the
nonlinearity of the manifold increases, which causes the deviation of S from the tangent space. Furthermore,
the magnitude of each normal component increases with the increase in the curvatures associated with
that normal direction. The sampling width ν must be selected sufficiently small such that the tangential
components of the data have larger magnitudes than the normal components in PCA, in order to ensure
the correct identification of the tangent space. Hence, the largest admissible value of the sampling width
ν depends on the overall magnitude of the normal components. This is affected by both the codimension
(n − m) of S and the curvature parameter Kmax, which is used as a uniform bound on the individual
curvatures in this work. In the derivation of these main results, the magnitude of the normal components
is captured by the spectral norm of the (n−m)× (n−m) correlation matrix D, which increases with both
the dimension of the ambient space, and the curvature.
Lastly, we remark that the approximation error term τ2 arises on account of finite sampling and can be
interpreted as the variance error. In particular, provided that the sampling width ν is chosen to satisfy the
appropriate bound, then we have that |∠T̂PS, TPS| → 0 in the limit where K →∞.
3.2. Smooth embedding of S in Rn. We now present our main sampling theorem for the general case of
smooth embeddings of S in Rn in the form of Theorem 2. For details regarding the proof and for a rigorous
analysis we refer the reader to Section 4.4.
Theorem 2 (Smooth manifold sampling). Consider {Pi}Ki=1 to be formed by sampling uniformly at random
from the region [−ν, ν]m in TPS, i.e.,
x
(i)
j ∼ U [−ν, ν] i.i.d., i = 1, . . . ,K, j = 1, . . . ,m.
Let D ∈ Rn−m×n−m denote the local correlation matrix for the mappings {fq,l}n−ml=1 , such that
[D]l,k = E[fq,l(x¯)fq,k(x¯)], l, k = 1, . . . , n−m.
We then have the following sufficient sampling conditions that guarantee a bound on |∠T̂PS, TPS|. For any
τ ∈ (0, 1), the choices
ν = O(n−1/2m−1|Kmax|−1) and K = O(τ−2m2 log n), as n→∞
ensure that |∠T̂PS, TPS| < cos−1
√
(1− τ2 −O(n−1m|Kmax|−4))m holds w.h.p.
Interpretation of Theorem 2. As the manifold S is now smoothly embedded in Rn, the local functions
fl’s involved in the tangent space parametrization are arbitrary smooth functions of the form (2.2). Hence,
in this case, the deviation of the manifold from the tangent space is due to both the second-order terms
{fq,l}n−ml=1 and the higher-order terms in the Taylor series of fl (which are O(‖ x¯ ‖32)). Observe that the
bound on the sampling density K has a similar order of dependence on n, m, and |Kmax| as in Theorem 1.
In the bounds on |∠T̂PS, TPS|, the error term represented by τ2 corresponds to the variance due to finite
sampling as in the quadratic embedding case. On the other hand, we see that there is an additional error
term of O(n−1m|Kmax|−4) for smooth embeddings, which does not exist in the quadratic embeddings. This
term arises on account of the higher-order terms in the Taylor expansion of fl, and can be interpreted as a
bias term due to a nonzero sampling width ν. This bias goes to zero as ν → 0. For smooth embeddings, in
particular, for a fixed ν that is chosen to satisfy the appropriate bound, |∠T̂PS, TPS| approaches a constant
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bias error term as the variance error vanishes in the limit where K → ∞. The reason why the tangent
space estimation is non-biased for quadratic embeddings and biased for arbitrary smooth embeddings can
be explained as follows. The normal components fq,l in quadratic embeddings have a symmetry around the
origin; i.e., fq,l(x¯) = fq,l(−x¯). However, for smooth embeddings we have fl(x¯) 6= fl(−x¯) in general because
of the higher-order terms, which create an asymmetry in the orientation of the manifold points around the
origin. This leads to a perturbation in the estimation of the tangent space with PCA and thus constitutes
a bias.
Remark 1. In the above results, we have considered the general case where the functions {fq,l(x¯)}n−ml=1
are all correlated; i.e., D is a dense matrix with all nonzero entries. However, in a practical application,
one can possibly encounter a setting where some of the
(
fq,l(x¯), fq,k(x¯)
)
pairs are uncorrelated, or weakly
correlated. Therefore, D may typically be a sparse matrix or most of its entries may be close to zero in
certain applications. In this case, some of the restrictions on the sampling conditions can be loosened. In
order to demonstrate to what extent the sampling conditions may change with respect to the correlation of
the normal components of the data, we focus throughout the analysis on the two extreme cases where the
random variables {fq,l(x¯)}n−ml=1 are all correlated (D is a dense matrix) and where {fq,l(x¯)}n−ml=1 are mutually
uncorrelated (D is a diagonal matrix)3. We now give an overview of how the above sampling conditions
change when D is diagonal. In this case, for quadratic embeddings, the sufficient sampling conditions that
guarantee the angle bound given in Theorem 1 can be replaced by
ν = O(m−1|Kmax|−1) and K = O(mnτ−2 log n).
Similarly, for a smooth embedding, the sampling conditions become
ν = O(n−1/3m−5/6|Kmax|−1/3) and K = O(n log n),
which ensure that |∠T̂PS, TPS| < cos−1
√
(1−O(n−1/3m5/3|Kmax|−4/3))m w.h.p. as n→∞.
Correlation of {fq,l}n−ml=1 Smooth embedding Quadratic embedding
Correlated ν = O(n−1/2m−1|Kmax|−1) ν = O(n−1/2m−1|Kmax|−1)
K = O(τ−2m2 logn) K = O(τ−2m2 logn)
Uncorrelated ν = O(n−1/3m−5/6|Kmax|−1/3) ν = O(m−1|Kmax|−1)
K = O(n logn) K = O(mnτ−2 logn)
Table 1. Summary of the sampling conditions at a point P on an m-dimensional manifold S in
Rn (m < n) such that |∠T̂PS, TPS| < cos−1
√
(1− τ2)m for some τ ∈ (0, 1). The two following
cases are compared: (i) S has a smooth embedding in Rn, (ii) S has a quadratic form in Rn w.r.t.
the point P .
These dependences are summarized in Table 1 in comparison with the results obtained for the general case
where the normal components are correlated. One can observe the following. For both quadratic and smooth
embeddings, the admissible sampling width can be chosen larger if the functions {fq,l(x¯)}n−ml=1 are uncorrelated;
i.e., the dependence of ν on n, m and Kmax is loosened if D is diagonal. This can be intuitively explained as
follows. If D is dense and there is a high correlation between two functions fq,l(x¯) and fq,k(x¯), the projection
[0 . . . 0 fq,l(x¯) 0 . . . fq,k(x¯) . . . 0] ⊂ TPS⊥ of S onto the normal plane generated by the normal directions l and
k has a strong orientation along a certain direction on this normal plane. This creates a dominant normal
direction along which the data is concentrated. Therefore, when the mutual correlations of the functions
{fq,l(x¯)}n−ml=1 are high, more dominant normal directions are generated. This creates a bigger challenge for
the recovery of the tangent directions with PCA and necessitates the selection of a smaller sampling width.
However, if {fq,l(x¯)}n−ml=1 are uncorrelated or weakly correlated, there are less dominant normal directions.
This results in looser constraints on the sampling width. This phenomenon reveals itself in the derivations
through the spectral norm of the D matrix. When the nonzero entries of the D matrix are restricted to the
diagonals, the spectral norm of the matrix grows at a slower rate with respect to the increase in n and Kmax,
in comparison with the case where D is dense.
3More details about the feasibility of D being diagonal are given in Section 4.2, Remark 3.
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Meanwhile, sampling from a wider region requires the selection of more samples; i.e., since ν is greater
for the uncorrelated case, the required sampling density K is higher when D is diagonal. The bound on K
is logarithmic in n for D dense, and loglinear in n for D diagonal. This makes sense, since reducing the
sampling width ν causes Nε(P ) to be more linear and hence loosens the restrictions on the number of samples
required to achieve a given approximation bound on |∠T̂PS, TPS|. Of course, the case where D is dense is
general and hence the corresponding bounds for ν and K can be used even if D is in fact diagonal. If D is
diagonal, one can however afford to sample the manifold from a larger neighborhood.
4. Analysis
We now present a detailed analysis of our local sampling results for smooth m-dimensional Riemannian
manifolds in Rn. To begin with, we first define the framework for our analysis by introducing the tangent
space parameterization for points in Nε(P ).
4.1. Framework for tangent space estimation. We discuss first the parametrization that we use in our
analysis. Let [x1 . . . xm f1(x¯) . . . fn−m(x¯)]T be a point in Nε(P ) and let x¯ = [x1 . . . xm]T denote its
orthogonal projection on TPS. The region Nε(P ) can be represented in terms of (n −m) hypersurfaces of
dimension m in Rm+1, where the lth hypersurface is given by
Sl =
{
[x1 . . . xm fl(x1, . . . , xm)] : [x1 . . . xm]
T ∈ TPS
} ⊂ Rm+1.
Due to the assumption that the embedding is Cr, where r > 2, the functions fl have the following form
∀l = 1, . . . , n−m
fl(x¯) = fl(0¯) +∇fl(0¯)T x¯+ 1
2
x¯T∇2fl(0¯)x¯+Rl(ξ¯l),
= 0¯ + 0¯T x¯+
1
2
x¯TVlΛlV
T
l x¯+Rl(ξ¯l),
=
1
2
m∑
j=1
(
< x¯, v¯l,j >
2 Kl,j
)
+Rl(ξ¯l),
=
1
2
‖ x¯ ‖22 Kl(x¯) +Rl(ξ¯l) = fq,l(x¯) +Rl(ξ¯l),
where ξ¯l ∈ (0¯, x¯) depends on x¯. Here, fq,l denotes the quadratic approximation of fl, and Rl(ξ¯l) = O(‖ x¯ ‖32)
represents the higher-order remainder terms in its Taylor series. The Hessian of fl at the origin is represented
by ∇2fl(0¯), and
Vl =
[
v¯l,1 v¯l,2 · · · v¯l,m
]
m×m , Λl = diag(Kl,1,Kl,2, . . . ,Kl,m)
denote respectively the eigenvector and eigenvalue matrices of ∇2fl(0¯). Geometrically, Kl(x¯) represents the
curvature at point P of the geodesic curve on Sl from P to [x¯T f1(x¯) . . . fn−m(x¯)]T , where
Kl(x¯) =
m∑
j=1
(
< x¯, v¯l,j >
2
‖ x¯ ‖22
Kl,j
)
.
Given the above setting, recall from Section 2.3 that
Kmax = Kl′,j′ where (l′, j′) := argmax
l,j
|Kl,j |.
Here, |Kmax| is the largest absolute value of the principal curvatures among the hypersurfaces Sl, for l =
1, . . . , n−m. We remark that the sampling conditions derived throughout our analysis capture the second-
order properties of the manifold at P in terms of the maximum curvature Kmax. Equipped with the above
parametrization, we can now describe the estimation of the tangent space. Let us consider K points,
{Pi}Ki=1 =
{
[x
(i)
1 x
(i)
2 . . . x
(i)
m f1(x¯i) . . . fn−m(x¯i)]
T
}K
i=1
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in Nε(P ). Denoting the coordinates of the orthogonal projection of Pi on TPS as x¯i = [x(i)1 x(i)2 . . . x(i)m ]T ,
for i = 1, . . . ,K, we represent the points by the matrix X(K) as follows.
X(K) =

x
(1)
1 · · · x(K)1
...
...
x
(1)
m · · · x(K)m
f1(x¯1) · · · f1(x¯K)
...
...
fn−m(x¯1) · · · fn−m(x¯K)

where each fl has the following form:
fl(x¯) =
1
2
m∑
j=1
< x¯, v¯l,j >
2 Kl,j +O(‖ x¯ ‖32) ; l = 1, . . . , n−m. (4.1)
The optimal m-dimensional linear subspace, in the least squares sense, passing through P will be the one
spanned by the eigenvectors corresponding to the m largest eigenvalues of
M (K) =
1
K
XXT
(K)
=
[
A(K) B(K)
B(K)
T
D(K)
]
= UΛUT ,
where the individual submatrices have the following form.
A(K) =

1
K
∑
i(x
(i)
1 )
2 · · · 1K
∑
i x
(i)
1 x
(i)
m
...
...
1
K
∑
i x
(i)
m x
(i)
1 · · · 1K
∑
i(x
(i)
m )2
 , B(K) =

1
K
∑
i x
(i)
1 f1(x¯i) · · · 1K
∑
i x
(i)
1 fn−m(x¯i)
...
...
1
K
∑
i x
(i)
m f1(x¯i) · · · 1K
∑
i x
(i)
m fn−m(x¯i)

and
D(K) =

1
K
∑
i f
2
1 (x¯i) · · · 1K
∑
i f1(x¯i)fn−m(x¯i)
...
...
1
K
∑
i fn−m(x¯i)f1(x¯i) · · · 1K
∑
i f
2
n−m(x¯i)
 .
Furthermore,
U =
[
u¯1 · · · u¯m u¯m+1 · · · u¯n
]
and Λ = diag(λ1, λ2, . . . , λn)
are respectively the eigenvector and eigenvalue matrices of 1KXX
T (K) with UTU = UUT = In. Assume the
ordering λ1 ≥ · · · ≥ λm ≥ · · · ≥ λn. We then have
T̂PS = span{u¯1, . . . , u¯m} and TPS = span{e¯1, . . . , e¯m},
where {e¯j}mj=1 denote the first m of the n canonical basis vectors in Rn. Now the angle between T̂PS and
TPS as per Definition 1 is given by
cos2(∠T̂PS, TPS) := det(WTW ),
where [WT ]i,j =< u¯i, e¯j > for 1 ≤ i, j ≤ m. Let us denote the first m columns of U by U (m) where
U (m) =
[
U1
U2
]
; U1 ∈ Rm×m, U2 ∈ R(n−m)×m.
Lemma 1 states the condition on ‖ U2 ‖F that guarantees a bound on |∠T̂PS, TPS|.
Lemma 1. Consider K ≥ m points in Nε(P ) sampled such that ‖ U2 ‖F< τ < 1 for some 0 < τ < 1. Then,
|∠T̂PS, TPS| < cos−1
√
(1− τ2)m.
Proof. Clearly UT1 U1 + U
T
2 U2 = Im×m. Let E = [e¯1 . . . e¯m]. We have
WTW = (U (m)
T
E)(ETU (m)) = UT1 U1 = Im×m − UT2 U2.
Denoting the eigenvalues of UT2 U2 as µ1, . . . , µm, we observe that
Tr(UT2 U2) = ‖ U2 ‖2F ≥ µmax,
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where µmax = maxi=1...m µi. Using this result in conjunction with Definition 1, we arrive at the following
inequality.
cos2(∠T̂PS, TPS) := det (Im×m − UT2 U2) =
m∏
i=1
(1− µi) ≥ (1− µmax)m.
Hence, the following bound on |∠T̂PS, TPS| clearly holds if ‖ U2 ‖F< τ < 1.
cos2(∠T̂PS, TPS) > (1− τ2)m ⇔ |∠T̂PS, TPS| < cos−1
√
(1− τ2)m.

Remark 2. We remark here that one can compare the column spaces of E and U (m) by also computing the
difference between their projection matrices, i.e., ‖ EET − U (m)U (m)T ‖2F . It is easily verifiable that
‖ EET − U (m)U (m)T ‖2F= 2 ‖ U2 ‖2F . (4.2)
Hence when ‖ U2 ‖F< τ < 1, we have ‖ EET − U (m)U (m)T ‖F<
√
2τ . The core of our analysis involves
deriving sampling conditions which guarantee that ‖ U2 ‖F is suitably upper bounded. Hence one can inter-
changeably use Eq. (4.2) or the notion of angle in Definition 1 to compare TPS and T̂PS with no change in
the analysis and the sampling conditions derived later on. The only change would be in the expression for
the error bound where instead of cos−1
√
(1− τ2)m one would have the error term √2τ . Our choice of using
Definition 1 is purely motivated by our objective of measuring the deviation of T̂PS from TPS in a geometric
way.
Finally, we note that, if the manifold S is a linear subspace of Rn, then we have B(K) = 0 and D(K) = 0
implying U2 to be trivially equal to zero. In other words, we have ∠T̂PS, TPS = 0 for any K ≥ m. However,
when S is a more general manifold, then its nonlinearity manifests itself in the form of error arising due
to the local mappings {fl}n−ml=1 . Hence, in order to obtain a good locally linear approximation of TPS, one
intuitively expects that the points in Nε(P ) are sampled sufficiently close to P . In particular, one might
wonder how far from P points can be sampled and also how many points need to be sampled in order to
achieve a good approximation guarantee on |∠T̂PS, TPS|. We now proceed to rigorously analyze these two
questions in the following sections.
4.2. Accuracy of tangent space estimation for quadratic embeddings. We assume first that Nε(P )
is representable in terms of quadratic forms at the reference point P . In other words, for any point
[x1 . . . xm f1(x¯) . . . fn−m(x¯)] in Nε(P ), we have
fl(x¯) = fq,l(x¯), l = 1, . . . , n−m,
where fq,l(·) denotes the second order approximation of fl(·).
We consider the points {Pi}Ki=1 to be formed by sampling independently and uniformly at random in TPS
such that
x
(i)
j ∼ U [−ν, ν] i.i.d., ∀i = 1, . . . ,K and j = 1, . . . ,m.
To begin with, Lemma 2 states precisely the condition on ν which guarantees that T̂PS = TPS in the limit
where K →∞.
Lemma 2. As K →∞, [M (K)]i,j → [M ]i,j a.s. for every 1 ≤ i, j ≤ n, where
M =
[
ν2
3 Im×m 0m×(n−m)
0(n−m)×m D(n−m)×(n−m)
]
, [D]l,k = E[fl(x¯)fk(x¯)] = E[fq,l(x¯)fq,k(x¯)],
and l, k = 1, . . . , n−m. Furthermore, the following holds.
(1) Let D be dense, i.e., let {fq,l}n−ml=1 be correlated. Then, if the sampling width satisfies
ν <
√
60
m(n−m)(5m+ 4)|Kmax|2
,
it holds that P(|∠T̂PS, TPS| > 0)→ 0 as K → ∞.
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(2) Let D be diagonal, i.e., let {fq,l}n−ml=1 be uncorrelated. Then, if the sampling width satisfies
ν <
√
60
m(5m+ 4)|Kmax|2
,
it holds that P(|∠T̂PS, TPS| > 0)→ 0 as K → ∞.
The proof of Lemma 2 is presented in Appendix A.1. The main idea here is to observe that the eigenspace
corresponding to the eigenvalue ν
2
3 is equal to the span of {e¯1, . . . , e¯m}, which is the same as TPS. Hence,
the condition on the sampling width follows from the requirement that the noiseless spectra associated with
ν2
3 Im is separated from the noisy spectra associated with D arising on account of the manifold’s curvature
at P . In other words,
ν2
3
> ρ(D)
where ρ(D) denotes the spectral radius of D. For the sake of brevity, let us denote the bound on ν by
νbound,quad = 1/
√
3RL
where
L =
m(5m+ 4)|Kmax|2
180
and R =
{
(n−m), if D is dense
1, if D is diagonal.
Therefore, νbound,quad depends on the structure of D.
Remark 3. The case where D is dense is general. Therefore, the derived condition on ν can be used even if
D is actually diagonal. Moreover, if D is diagonal, then we see that the condition on ν is considerably less
restrictive. We note here that {fq,l}n−ml=1 will typically be correlated if m is fixed and n is allowed to increase
to a large value. This arises due to the requirement
E[fq,l(x¯)fq,k(x¯)] = 0,with l, k = 1, . . . , n−m, l 6= k,
where a large value of n and a small value of m result in more equations than degrees of freedom. Hence,
in order to have D diagonal, the manifold dimension m needs to be sufficiently large. In the case that the
correlation matrix D is sparse, the sufficient condition on ν lies in between the two bounds stated in Lemma
2.
We want now to find a lower bound on the number of samples K which guarantees that the deviation
|∠T̂PS, TPS| is suitably upper bounded with high probability. Hence, we first derive a bound on K that
guarantees some tail bounds on the eigenvalues of the submatrices of M (K). This bound is precisely stated
in the following Lemma.
Lemma 3. Let the sampling width be chosen such that ν < νbound,quad = 1/
√
3RL. Let s1 ∈ (0, 1), s2 > e,
s3 > 0 and 0 < p1, p2, p3 < 1 denote fixed constants. We define
K
(1)
bound =
6RM
(1− s1)2 log ((n−m+ 1)/p1) ,
K
(2)
bound =
RD
s2RL
log((n−m)/p2)
log(s2/e)
,
K
(3)
bound =
ν6Rσ +
RBν
3s3
3
s23/2
log(n/p3),
where
RM = m+
1
4
(n−m)m2ν2|Kmax|2, RD = 1
4
(n−m)m2|Kmax|2,
Rσ =
m2|Kmax|2
12
max
{
(n−m), R(5m+ 4)
15
}
, and RB =
1
2
m3/2
√
n−m|Kmax|.
Then, let Kbound = max{K(1)bound, K(2)bound, K(3)bound}. If the number of samples K satisfies K > Kbound, then
the following bounds hold true with probability at least 1− p1 − p2 − p3:
• (i) λm(M (K)) > s1 ν23 ,
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• (ii) ρ(D(K)) < s2ρ(D),
• (iii) ‖ B(K) ‖< s3.
The proof of Lemma 3 is presented in Appendix A.2. The lemma defines a sufficient bound on the
sampling density, which in turn guarantees probabilistic bounds on the spectral norms of the perturbation
matrices B(K) and D(K). Our proof builds on the recent results [22], [23], which give tail bounds on the
eigenvalues of sums of independent random matrices.
We have seen earlier that, if ν is chosen to satisfy the appropriate bound on the sampling width, then
P(|∠T̂PS, TPS| > 0) → 0 as K → ∞. We now employ Lemma 3 to show that, if ν < c νbound,quad for
some c < e−1/2, and if s3 > 0 is suitably upper bounded, then for K > Kbound, we have that |∠T̂PS, TPS|
is bounded from above with high probability. This is stated precisely in Theorem 3.
Theorem 3. Consider K points randomly sampled in Nε(P ) such that their projections to TPS are inde-
pendent and uniform in the region [−ν, ν]m, i.e.,
x
(i)
j ∼ U [−ν, ν] i.i.d., i = 1, . . . ,K, j = 1, . . . ,m.
Under the notation defined earlier, assume that, for some fixed s1 ∈ (0, 1) and s2 > e,
ν <
√
s1
s2
νbound,quad =
√
s1
3s2RL
.
Then, consider that, for some τ ∈ (0, 1),
0 < s3 <
(s1
ν2
3 − s2RLν4)τ√
m
= s3bound,quad. (4.3)
Finally, let 0 < p1, p2, p3 < 1. Then, if K > Kbound, we have that
P(|∠T̂PS, TPS| < cos−1
√
(1− τ2)m) > 1− p1 − p2 − p3.
The proof is presented in Appendix A.3. In the proof, we use the conditions derived in Lemma 3 in order
to obtain eigenvalue separation conditions for the correlation matrix constructed with a finite sampling,
which are then used to derive a bound on ‖U2‖F . Note that the error term τ is the variance error arising
due to finite sampling; it goes to zero as K →∞.
4.3. Analysis of the bounds for quadratic embedding. We now proceed to analyze the dependence of
the sampling parameters ν and K on the manifold dimension m, the maximum curvature |Kmax| and the
ambient space dimension n, where we assume that n is high (i.e., n→∞). We analyze this by considering
two separate cases based on the structure of the matrix D.
(1) D is dense. When no assumption is made on the structure ofD, we have νbound,quad = O(n
−1/2m−1|Kmax|−1)
as n→∞. Using this, one obtains from the corresponding expression of s3 that
s3 = O
(
n−1m−5/2|Kmax|−2τ
)
.
For a given probability of success, we derive the sampling bound complexity as follows.
K
(1)
bound = O(RM log n) = O(m log n),
K
(2)
bound = O
(
RD
RL
log n
)
= O(log n),
K
(3)
bound = O
ν6bound,quadRσ + RBν
3
bound,quads3
3
s23
log n
 = O(τ−2m2 log n).
Thus Kbound = O(τ
−2m2 log n) as n→∞. Here, the number of samples is seen to depend quadratically
on the manifold dimension and logarithmically on the ambient space dimension. Note that the depen-
dency on n is milder in this case in comparison to the case where D is diagonal, which is due to the fact
that the condition on the sampling width ν is stricter when D is dense.
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(2) D is diagonal. We first observe that νbound,quad is independent of the dimension n. In particular, we
have νbound,quad = O
(
m−1|Kmax|−1
)
. Using this, one obtains from the corresponding expression of s3
that
s3 = O
(
m−5/2|Kmax|−2τ
)
.
For a given probability of success, we derive the sampling bound complexity as follows.
K
(1)
bound = O(RM log n) = O(n log n),
K
(2)
bound = O
(
RD
RL
log n
)
= O(n log n),
K
(3)
bound = O
ν6bound,quadRσ + RBν3bound,quads33
s23/2
log n
 = O(mnτ−2 log n).
Thus Kbound = O(mnτ
−2 log n) as n → ∞. Hence, the number of samples has a linear dependence on
the intrinsic dimension of the manifold and a loglinear dependence on the ambient space dimension.
4.4. Accuracy of tangent space estimation for smooth embeddings. In the previous section, we have
assumed that Nε(P ) can be represented with quadratic forms. We now consider the more general scenario
where the manifold is smoothly embedded in Rn. In particular, we assume the smoothness class Cr, where
r > 2, in order to be able to study the influence of the local curvature of the manifold. Under this assumption
we have that fl(·) = fq,l(·) +Rl(·) for l = 1, . . . n−m, where fq,l(·) denotes the second order approximation
of fl(·) and Rl(·) denotes the higher-order terms. As each fl(·) is defined over a compact domain, Rl(·) is
bounded, i.e., |Rl(·)| = O ‖ · ‖32 for all l = 1, . . . , n−m. Hence,
|Rl(·)| < Cs,l ‖ · ‖32 l = 1, . . . , n−m,
where the constant Cs,l > 0 depends on the magnitude of the third order derivatives of fl in Nε(P ). We
denote
Cs = max
l
Cs,l, l = 1, . . . , n−m.
Let us again consider the points {Pi}Ki=1 to be formed by sampling independently and uniformly at random
in TPS such that
x
(i)
j ∼ U [−ν, ν] i.i.d. ∀i = 1, . . . ,K and j = 1, . . . ,m.
Using the same notation as before, when fl(·) = fq,l(·) + Rl(·), l = 1, . . . n −m, we arrive at the following
form for the local covariance matrix M (K).
M (K) = M (K)q + ∆
(K)
where
M (K)q =
[
A(K) B(K)
B(K)
T
D(K)
]
is the covariance matrix considered in the previous section, with the submatrices B(K) and D(K) representing
the error on account of the manifold’s curvature at P . Furthermore,
∆(K) =
[
0 B
(K)
1
B
(K)T
1 D
(K)
1
]
is an additional error term arising on account of the higher-order Taylor series terms of the mappings {fl}n−ml=1
with
B
(K)
1 =

1
K
∑
i x
(i)
1 R1(ξ¯1,i) . . .
1
K
∑
i x
(i)
1 Rn−m(ξ¯n−m,i)
...
...
1
K
∑
i x
(i)
m R1(ξ¯1,i) . . .
1
K
∑
i x
(i)
m Rn−m(ξ¯n−m,i)

and
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[D1]
(K)
l,k =
{
1
K
∑
i(Rl(ξ¯l,i)Rk(ξ¯k,i) +Rl(ξ¯l,i)fq,k(x¯i) +Rk(ξ¯k,i)fq,l(x¯i)) if l 6= k
1
K
∑
i(Rl(ξ¯l,i)
2 + 2fq,l(x¯i)Rl(ξ¯l,i)) if l = k.
To begin with, let us define
δ(ν) = Csm
3/2ν3
where the factor m3/2 appears since ‖ x¯i ‖32< m3/2ν3 for i = 1, . . . ,K. We then observe that each entry of
∆(K) can be bounded as
(1) |[B(K)1 ]j,l| < νδ(ν) for j = 1, . . .m; l = 1, . . . , n−m
(2) |[D(K)1 ]l,k| < δ(ν)2 + δ(ν)mν2|Kmax| for l, k = 1, . . . , n−m
where we used the fact that |x(i)j | < ν and |Rl(·)| < δ(ν) for obtaining (1); and |fq,l(·)| < 12mν2|Kmax| for
obtaining (2). Using the bounds on the entries, we obtain the following bounds on ‖ B(K)1 ‖F and ‖ D(K)1 ‖F
respectively:
‖ B(K)1 ‖F <
√
m(n−m)νδ(ν) =
√
m(n−m)Csm3/2ν4 =‖ B1 ‖F,bound,
‖ D(K)1 ‖F < (n−m)(δ(ν)2 + δ(ν)mν2|Kmax|)
= (n−m)Csm5/2ν5(Csm1/2ν + |Kmax|) =‖ D1 ‖F,bound .
Now let us denote
B1 = E[B(K)1 ], D1 = E[D
(K)
1 ], and ∆ = E[∆
(K)].
Due to the ergodicity of the sampling process, we have B1 = limK→∞B
(K)
1 , D1 = limK→∞D
(K)
1 , and
∆ = limK→∞∆(K). Since the bounds on the entries of the perturbation submatrices B
(K)
1 and D
(K)
1 hold
for all K, they are also valid for the entries of B1 and D1. Therefore, we get ‖ B1 ‖F<‖ B1 ‖F,bound and
‖ D1 ‖F <‖ D1 ‖F,bound.
We first consider the case K = ∞, where we obtain M = limK→∞M (K) = Mq + ∆. It was shown in
Lemma 2 that
Mq =
[
ν2
3 Im×m 0m×(n−m)
0(n−m)×m D(n−m)×(n−m)
]
,
where [D]l,k = E[fq,l(x¯)fq,k(x¯)], for l, k = 1, . . . , n −m. Given that Mq is now ‘perturbed’ by ∆, Lemma 4
states the conditions on the sampling width ν that guarantee an upper bound on the angle between T̂PS
and TPS.
Lemma 4. Let the sampling width satisfy
ν <
1
[3((β2 +RL) + β3α+ β4α2)]1/2
where β2 = 4Csm
2(n−m)1/2, β3 = 2(n−m)Csm5/2|Kmax|, β4 = 2(n−m)m3C2s and
α = min
{
(3(β2 +RL))
−1/2, (3β3)−1/3, (3β4)−1/4
}
.
Then, as K →∞,
P
(
|∠T̂PS, TPS| > cos−1
√
(1−mσ2∞)m
)
→ 0
where
σ∞ =
‖ B1 ‖F,bound
ν2
3 −RLν4 − 2(‖ B1 ‖F,bound + ‖ D1 ‖F,bound)
.
The proof is presented in Appendix A.4. The main idea here is to ensure that the spectrum associated
with ν
2
3 Im is separated from the spectrum of the error arising due to the following factors:
(1) The curvature components {fq,l}n−ml=1 which give rise to the correlation matrix D.
(2) The higher-order Taylor series terms of the smooth mappings {fl}n−ml=1 giving rise to the perturbation
matrix ∆.
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Observe that, unlike in the case where fl’s are quadratic forms, the deviation |∠T̂PS, TPS| now does not
converge to zero but to a residual bound cos−1
√
(1−mσ2∞)m. This is on account of the additional error
associated with the matrix ∆, which now perturbs the covariance matrix Mq. The error term mσ
2
∞ can be
interpreted as the bias error arising due to the nonzero sampling width. In particular, it is easily verifiable
that
σ∞ → 0 as ν → 0.
Also note that, had the fl’s been quadratic forms, we would have Cs = 0 resulting in σ∞ = 0. This gives
us the result obtained in Lemma 2.
Remark 4. We remark here that the choice of the sampling width ν satisfying the condition in Lemma 4
actually ensures the following bound:
ν2
3
−RLν4 > 4 ‖ B1 ‖F,bound +2 ‖ D1 ‖F,bound .
Using this implication in the expression for σ∞, we obtain the trivial bound σ∞ < 1/2. Furthermore, the
residual angle bound term σ∞ can be made arbitrarily small by choosing a sufficiently small ν.
We now proceed to the case K < ∞. Theorem 4, which is the main sampling theorem of this section,
states the sufficient conditions on the sampling width ν and the number of samples K, such that the deviation
|∠T̂PS, TPS| is suitably upper bounded with high probability.
Theorem 4. Consider K points randomly sampled in Nε(P ) such that their projections to TPS are inde-
pendent and uniform in the region [−ν, ν]m, i.e.,
x
(i)
j ∼ U [−ν, ν] i.i.d., i = 1, . . . ,K, and j = 1, . . . ,m.
Under the notation defined earlier, assume that for some fixed s1 ∈ (0, 1) and s2 > e, the following holds:
ν <
(
s1
3[(β2 + s2RL) + β3α+ β4α2]
)1/2
= νbound,smooth.
Then, for some τ ∈ (0, 1), let s3 > 0 be chosen such that
s3 < [(s1
ν2
3
− s2RLν4)− 2(‖ B1 ‖F,bound + ‖ D1 ‖F,bound)]
(
τ2
m
+ σ2f
)1/2
− ‖ B1 ‖F,bound = s3bound,smooth
(4.4)
where
σf =
‖ B1 ‖F,bound
(s1
ν2
3 − s2RLν4)− 2(‖ B1 ‖F,bound + ‖ D1 ‖F,bound)
.
Finally, let 0 < p1, p2, p3 < 1. Then, if the number of samples satisfies K > Kbound, where Kbound is as
derived in Lemma 3, the following holds true
P(|∠T̂PS, TPS| < cos−1
√
(1− τ2 −mσ2f )m) > 1− p1 − p2 − p3.
The proof is presented in Appendix A.5 and is built on the results of Lemma 4. It uses similar ideas to those
in the proof of Theorem 3; however, the additional perturbation matrix ∆ also plays a role in the derived
bounds. Note that the approximation error consists of two terms - the variance term τ due to finite sampling
and the bias term σf arising due to the nonzero sampling width ν.
Remark 5. We again remark here that the choice of the sampling width ν in Theorem 4 ensures the following
bound
(s1
ν2
3
− s2RLν4) > 4 ‖ B1 ‖F,bound +2 ‖ D1 ‖F,bound .
Hence, it follows trivially that σf < 1/2. Furthermore, σf can be reduced appropriately by choosing a suitably
downscaled sampling width. In particular, as shown in Section 4.5, in the worst case σf is O(n
−1/6) for
large n. This implies that the effect of the bias error mσ2f on the overall performance is typically mild.
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4.5. Analysis of the bounds for smooth embedding. We now analyze the complexity of the parameters
involved in the sampling analysis for large n (i.e., n→∞). We first observe the following for the perturbation
terms β2, β3 and β4 in Lemma 4:
β2 = O(n
1/2m2), β3 = O(nm
5/2|Kmax|), β4 = O(nm3). (4.5)
We now proceed by analyzing two different scenarios depending on the structure of the matrix D.
(1) D is dense. When the positive semidefinite matrix D is dense, the sampling width has complexity
νbound,smooth = O(n
−1/2m−1|Kmax|−1).
This is similar to the bound in the quadratic embedding case. Next, we have the following complexities
for the perturbation bounds ‖ B1 ‖F,bound and ‖ D1 ‖F,bound.
‖ B1 ‖F,bound = O(n1/2m2ν4bound,smooth) = O(n−3/2m−2|Kmax|−4)
‖ D1 ‖F,bound = O(nm5/2ν5bound,smooth|Kmax|) = O(n−3/2m−5/2|Kmax|−4)
Finally, we obtain the following complexity for the ‘residual’ angle bound term σf .
σf = O
(
‖ B1 ‖F,bound
ν2bound,smooth
)
= O(n1/2m2ν2bound,smooth) = O(n
−1/2|Kmax|−2).
We observe that σf decays at a faster rate compared to the case where D is diagonal. The order of the
dependency of the sampling width bound on n is higher in this case, which in turn implies a stricter
bound on the high-order terms in the Taylor expansion. Finally, since the dependency of νbound,smooth
on n, m, and |Kmax| is the same as that of νbound,quad, we obtain the same sampling complexity as in
the quadratic embedding case:
Kbound = O(τ
−2m2 log n) as n→∞.
Therefore, the number of samples has a quadratic dependence on the manifold dimension and a loga-
rithmic dependence on the ambient space dimension.
(2) D is diagonal. It can be verified that the bound on the sampling width has the complexity
νbound,smooth = O((β3α)
−1/2) = O(n−1/3m−5/6|Kmax|−1/3).
This is in contrast to the quadratic embedding case, where we have seen that νbound,quad is independent
of n. Moving on, we have the following complexities for the perturbation bounds ‖ B1 ‖F,bound and
‖ D1 ‖F,bound:
‖ B1 ‖F,bound = O(n1/2m2ν4bound,smooth) = O(n−5/6m−4/3|Kmax|−4/3),
‖ D1 ‖F,bound = O(nm5/2ν5bound,smooth|Kmax|) = O(n−2/3m−5/3|Kmax|−2/3).
From these orders of dependency, we arrive at the following complexity for the ‘residual’ angle bound
term σf .
σf = O
(
‖ B1 ‖F,bound
ν2bound,smooth
)
= O(n1/2m2ν2bound,smooth) = O(n
−1/6m1/3|Kmax|−2/3).
Observe that σf decays with the increase in n, which is due to the decrease in νbound,smooth. Notice also
that σf gets smaller when the maximum curvature |Kmax| increases. This can be intuitively explained as
follows. It has been discussed in Section 3 that, as fq,l(x¯) = fq,l(−x¯), the normal components fq,l of the
second-order terms constitute a symmetry around the origin. Meanwhile, the higher-order terms do not
have such a symmetry in general, causing a bias on the tangent space estimation with PCA. The residual
angle bound σf is associated with this bias resulting from the asymmetry of the normal components.
As |Kmax| increases, the second-order terms get more significant compared to the higher-order terms,
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which strengthens the symmetry of the manifold and reduces the bias term. We now study the sampling
complexity by analyzing K
(1)
bound,K
(2)
bound and K
(3)
bound separately. It can be easily verified that
K
(1)
bound = O(RM log n) = O(n
1/3m1/3|Kmax|4/3 log n),
and K
(2)
bound = O
(
RD
RL
log n
)
= O(n log n).
Furthermore, by observing that
s3 = O(ν
2
bound,smoothm
−1/2τ) = O(n−2/3m−13/6|Kmax|−2/3τ), (4.6)
we have
K
(3)
bound = O
ν
6
bound,smoothRσ +
RBν
3
bound,smooths3
3
s23
log n

= O(n1/3m4/3|Kmax|4/3 log n).
Since Kbound = max
{
K
(1)
bound,K
(2)
bound,K
(3)
bound
}
, we have
Kbound = O(K
(2)
bound) = O(n log n) as n→∞.
Hence, the number of samples has a loglinear dependence on the ambient space dimension. In fact,
although Kbound is chosen according to K
(2)
bound, this choice of Kbound implies that s3 can be chosen up
to the order s3 = O(n
−1m−3/2) by retaining the value of Kbound. Comparing this with the expression
in (4.6), we see that the variance term is τ2 = O(n−2/3m4/3). Meanwhile, the bias term is mσ2f =
O(n−1/3m5/3|Kmax|−4/3), which shows that the decay of the variance term with the increase in n is
faster than the decay of the bias term. As we consider that n is large, we can neglect the variance term
in comparison with the bias term. This gives
τ2 +mσ2f = O(mσ
2
f ) = O(n
−1/3m5/3|Kmax|−4/3).
The fact that the error resulting from finite sampling is negligible compared to the error due to the high-
order Taylor terms when D is diagonal can be interpreted as follows. When D is diagonal, the samples
can be chosen from a relatively wide region. Then, since the sampling width is large, the error in the
estimation of the tangent space caused by the asymmetry in the geometric structure of the manifold
dominates the error caused by finite sampling.
5. Experimental Results
In this section we present experimental results for the empirical validation of the sampling conditions derived
in the preceding sections. For the sake of brevity, we use the notation θ = ∠T̂PS, TPS to describe the angle
between TPS and T̂PS. Recall from Section 4 that, for any point P lying on a smooth m-dimensional
manifold S in Rn, the points lying in the neighborhood Nε(P ) of P have the following representation:
[x¯T f1(x¯) . . . fn−m(x¯)]; fl : TPS → R.
In the experiments, we study different manifold embeddings, where the functions fl have the following
form:
(1) Quadratic form: fl =
1
2
∑m
j=1Kl,jx2j
(2) Smooth mapping 1: fl = 1− exp
(
1
2
∑m
j=1Kl,jx2j
)
(3) Smooth mapping 2: fl = sin
(
1
2
∑m
j=1Kl,jx2j
)
(4) Smooth mapping 3: fl =
∑m
j=1
(
1
2Kl,jx2j + al,jx3j + bl,jx4j + cl,jx5j
)
In particular, we consider the mappings {fl}n−ml=1 to be all of the same form. Furthermore, we focus
on the general case where {fq,l}n−ml=1 are correlated, or equivalently D is dense, which is the most generic
scenario. Then, for a given value of Kmax, we select the principal curvatures (Kl,1, . . . ,Kl,m) randomly from
the interval [0, |Kmax|]m and then randomly assign the same sign (+ or −) to the elements of {Kl,j}mj=1.
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Furthermore for Smooth mapping 3, we select the coefficients al,j , bl,j and cl,j randomly from the interval
[0, 10] for l = 1, . . . , n−m and j = 1, . . . ,m.
We sample the points as explained in Section 4. We compute the tangent space with these samples points
and compare the resulting estimation with the true tangent space by measuring the angle between both
subspaces. Then we analyze the results from the perspective of the theoretical bounds on the width of the
sampling regions and on the number of samples, which have been derived earlier in the paper. In particular,
we consider the sampling width to have the value ν = γ νbound,quad, where
νbound,quad :=
√
60
m(n−m)(5m+ 4)|Kmax|2 .
The choice νbound,quad for the reference sampling width is due to the fact that it can be easily computed
and it also provides a basis for comparing smooth embeddings with quadratic embeddings, made possible by
varying the scale parameter γ.
In the first set of experiments, we examine the relation between the estimation error, i.e., the deviation
|θ|, and the sampling density K. We fix m = 5, Kmax = 10 and consider different values for the dimension
of the ambient space, namely n = 100, 500, 1000. For each value of (m,n,Kmax), we choose the sampling
width as a scaled version of theoretical bound, i.e., ν = γνbound,quad. We estimate the tangent space with
K samples and compute the approximation error with respect to the true tangent subspace. The results,
shown in Fig. 3 have been averaged over 25 random trials for each value of K, where K is varied from 100
to 2000 in steps of 100.
We first show in Figures 3a-3c the results obtained for a quadratic embedding. We observe that for
the choice ν ≈ 1.2 νbound,quad, |θ| decreases sharply towards 0◦ with the increasing values of K. On the
other hand, the choice ν ≈ 4 νbound,quad causes |θ| to increase towards 90◦. The results are similar across
different values of n. Furthermore, since D is dense and m = 5 in this experiment, Theorem 1 states that
K = O(τ−2) and |θ| = O(cos−1(1− τ2)5/2). Therefore, the order of the dependence of |θ| on K is expected
as |θ| = O(cos−1(1 −K−1)5/2). We can see that the plotted curves are in accordance with this theoretical
result. We remark that, in these experiments, the true upper bound on ν appears to be within a factor γ of
νbound,quad, where γ takes a value between 1.2 and 4.
Figures 3d-3f, 3g-3i and 3j-3l then show the experimental results for non-quadratic embeddings, in par-
ticular, for Smooth mappings 1, 2 and 3 respectively. Interestingly, the variation of |θ| with respect to K for
non-quadratic mappings is almost identical to those for quadratic forms.
The theoretical bounds stated in Theorems 3 and 4 are directly implementable for this experiment where
the variation of |θ| with K is examined. Therefore, we now provide a comparison of the theoretical bounds
and the empirical results for this setup. We obtain the theoretical variation of |θ| with K as follows. We
first choose s1 = 0.5 (as 0 < s1 < 1) and s2 = 2e (as s2 > e). Then, in the quadratic embedding, we
compute ν = γ νbound,quad, where γ = c
√
s1/s2. Here, c < 1 is a scale parameter guaranteeing that ν
is strictly less than
√
s1/s2 νbound,quad. In the smooth embedding, we compute ν = γ νbound,quad where
γ = c νbound,smooth/νbound,quad with c < 1 so that ν is strictly less than νbound,smooth. In both quadratic
and smooth embeddings, we fix the values of the parameters p1, p2, p3 to 0.01 and vary τ from 0.01 to
0.2 in steps of 0.01. For each value of τ , we compute s3 such that it is slightly smaller than s3bound,quad
in the quadratic embedding and s3bound,smooth in the smooth embeddings, which are respectively given in
(4.3) and (4.4). This gives a value of K
(3)
bound and hence Kbound. The angle bound |θ| = cos−1
√
(1− τ2)m
for the quadratic embedding is computed using Theorem 3 , and the angle bound cos−1
√
(1− τ2 −mσ2f )m
for the smooth embeddings is given by Theorem 4. Evaluating the bounds at four different values of the c
parameter (0.2, 0.4, 0.6, 0.8 for the quadratic embedding, and 0.1, 0.2, 0.3, 0.4 for the smooth embeddings),
we obtain four subplots showing the variation of Kbound with |θ|, each for a different value of ν. The results
are given in Fig. 4 for the quadratic embedding and Figures 5, 6 and 7 for the smooth embeddings. The
theoretical plots obtained for n = 100, 500, 1000 are displayed respectively in (a)-(c) in these figures. The
experimental curves corresponding to these theoretical plots are then obtained by sampling the manifolds in
the region ν = γ νbound,quad for the same value of γ as in the theoretical plots, which are shown in the plots
(d)-(f) of Figures 4-7.
The comparison of the theoretical bounds and the experimental plots given in Figures 4-7 shows the
following. While the numerical values of the theoretical bounds obtained for the angle error are pessimistic
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in comparison with the experimental values, we see that the theoretical variation of |θ| with K matches well
the experimental one in both quadratic and smooth embeddings. Therefore, the theoretical results provide
a good prediction of the dependence of the angle error on the number of samples.
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(d) Smooth mapping 1
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(e) Smooth mapping 1
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(f) Smooth mapping 1
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(g) Smooth mapping 2
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(h) Smooth mapping 2
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(i) Smooth mapping 2
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(j) Smooth mapping 3
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(k) Smooth mapping 3
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(l) Smooth mapping 3
Figure 3. Variation of the deviation |θ| with respect to K for different sampling widths ν. For
each type of mapping, ν = γνbound,quad.
In the second set of experiments, we study the scaling of the true bound on the sampling width ν with the
ambient space dimension n. To this end, we fix m = 5, Kmax = 10 and the number of samples is fixed at a
sufficiently large value, i.e., K = 2000. Then, we vary n from 100 to 1000 in steps of 50. For each value of n,
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(b) m=5,n=500
104 105 106 107 108
0
5
10
15
20
25
30
m = 5, n = 1000
K
|θ|
 (D
eg
ree
s)
 
 
γ = 0.243
γ = 0.227
γ = 0.212
γ = 0.197
(c) m=5,n=1000
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(f) m=5,n=1000
Figure 4. Variation of the deviation |θ| with respect to K for different sampling widths ν =
γνbound,quad for quadratic embedding. Figures 4a-4c show theoretical plots while Figures 4d-4f
show empirical plots.
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(b) m=5,n=500
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(c) m=5,n=1000
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(e) m=5,n=500
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(f) m=5,n=1000
Figure 5. Variation of the deviation |θ| with respect to K for different sampling widths ν =
γνbound,quad for smooth mapping 1. Figures 5a-5c show theoretical plots while Figures 5d-5f show
empirical plots.
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(b) m=5,n=500
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(c) m=5,n=1000
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(e) m=5,n=500
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(f) m=5,n=1000
Figure 6. Variation of the deviation |θ| with respect to K for different sampling widths ν =
γνbound,quad for smooth mapping 2. Figures 6a-6c show theoretical plots while Figures 6d-6f show
empirical plots.
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Figure 7. Variation of the deviation |θ| with respect to K for different sampling widths ν =
γνbound,quad for smooth mapping 3. Figures 7a-7c show theoretical plots while Figures 7d-7f show
empirical plots.
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we first initialize ν = 3 νbound,quad and then compute the bound on the sampling width by gradually reducing
ν until |θ| < θbound. The value of |θ| is averaged over 25 random trials. We obtain four plots corresponding
to the angle bounds θbound = 5
◦, 10◦, 15◦ and 20◦, for the quadratic form and smooth mappings 1 and 2.
Fig. 8 shows the variation of ν with n. Importantly, we have observed that, for quadratic forms (Fig. 8a),
the true bound ν on the sampling width is in line with its theoretical estimation νbound,quad as ν =
γ νbound,quad, where γ lies approximately between 1.38 and 1.46. This is also true for smooth mappings
(Figures 8b, 8c) indicating that the true bound on ν is approximately O(n−1/2). It can also be observed
that, at a fixed value of n, the bound on ν is larger when the angle bound θbound is greater, as expected.
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Figure 8. Maximum sampling width ν for which the deviation |θ| < θbound is achieved for different
values of n. Plots are shown for θbound = 5
◦, 10◦, 15◦, 20◦.
In the next experiment, we are interested in observing the dependency of the true sampling width bound ν
on the maximum local curvature Kmax. We fix m = 5, set K = 2000 and choose a fixed n ∈ {100, 500, 1000}.
We vary Kmax from 0.5 to 10 in steps of 0.5. For each value of Kmax, we first initialize ν = 3 νbound,quad and
then compute the bound on ν by gradually reducing ν until |θ| < |θbound| = 5◦. The value of |θ| is averaged
over 25 random trials.
Fig. 9 shows the dependency of ν on Kmax for different values of n. Similarly to the previous experiments,
we observe that for quadratic forms, ν = γ νbound,quad, where γ is approximately between 1.32 and 1.46
(see Fig. 9a). We note the same behavior for the case of smooth mappings shown in Figures 9b and 9c.
The results indicate that for fixed values of m and n, the true bound on ν matches the theoretical result
ν ≈ O(|Kmax|−1) derived in Section 4.5.
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Figure 9. Maximum sampling width ν for which |θ| < |θbound| = 5◦ is achieved for different
values of Kmax. The results are given for different dimensions of the ambient space n.
Then, we investigate the relation between the sampling density K and the embedding dimension n for a
fixed sampling width ν. We choose Kmax = 10 and select several values for the dimension of the manifold
m ∈ {5, 10, 15}. We vary n from 100 to 2000 in steps of 100. We set ν = νbound,quad, where νbound,quad is
evaluated at the largest value of n such that the fixed sampling width ν is sufficiently small for the range
of n under consideration. We denote the largest value of n by nlarge in this experiment. For each value of
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(m,n,Kmax), we compute the minimum number of samples needed in order to have |θ| < |θbound| = 5◦. The
value of |θ| is the average of 25 random trials.
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Figure 10. Minimum number of samples K for which |θ| < |θbound| = 5◦ is achieved as n is
varied. The results obtained for different dimensions of the manifold m.
Fig. 10 shows the variation of K with respect to n for the different mappings. We see that K increases
with the ambient dimension n as expected. Furthermore, for a given n, we observe that increasing the
dimension of the manifold increases K. We now show that this behaviour is well explained by our theoretical
results in Section 4. In order to see this, we first note that ν = O(n
−1/2
largem
−1K−1max), which is due to the
relation ν = O(n−1/2m−1K−1max) derived in Section 4.3 and the fact that we evaluate ν at n = nlarge. Using
this value of ν in the bounds on the sampling density stated in Lemma 3, one can easily verify that
K
(1)
bound = O
((
m+
n
nlarge
)
log n
)
, K
(2)
bound = O(log n) and
K
(3)
bound = O
((
nm
nlarge
+
√
nm
nlarge
)
log n
)
≈ O
(
m
√
n/nlarge log n
)
.
Since n < nlarge, we obtain Kbound = O
((
m+ nnlarge
)
log n
)
. This closely matches the behavior shown in
Figures 10a-10c.
Finally, in the last experiment, we would like to look into the dependency of the sampling density K
on the curvature term Kmax for a fixed sampling width ν. We set m = 5 and pick several values of the
ambient space dimension, i.e., n ∈ {100, 500, 1000}. We vary Kmax from 0.5 to 10 in steps of 0.5. We fix
the value of the sampling width as ν = νbound,quad, where νbound,quad is evaluated at the largest value of
Kmax (denoted as Kmax,large in this experiment). For each value of (m,n,Kmax), we compute the minimum
number of samples required in order to have |θ| < |θbound| = 5◦. The value of |θ| is averaged over 25 random
trials.
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Figure 11. Minimum number of samples K for which |θ| < |θbound| = 5◦ is achieved as Kmax is
varied. The results are given for different values of n.
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Fig. 11 shows the relation between K and |Kmax| for the different mappings. We see that K increases
with |Kmax| as expected. Interestingly, we see that, for a fixed value of Kmax, a change in the embedding
dimension n does not significantly affect K . We now show that such a variation of K with |Kmax| for a fixed
sampling width is explained by the theoretical results in Section 4. We first note that the sampling width
is ν = O(n−1/2m−1|Kmax,large|−1), which can be obtained from the results of Section 4.3 by evaluating the
bounds on the sampling density at Kmax = Kmax,large. From Lemma 3, one can then easily verify that
K
(1)
bound = O
((
m+
K2max
K2max,large
)
log n
)
, K
(2)
bound = O(log n) and
K
(3)
bound = O
(
(mK2maxK−2max,large +m1/2|Kmax||Kmax,large|−1) log n
)
≈ O (m|Kmax|/|Kmax,large| log n) .
As |Kmax| < |Kmax,large|, we have Kbound = O
((
m+
K2max
K2max,large
)
log n
)
. Thus, for a fixed n, the bound on
K increases quadratically with |Kmax|, which is consistent with the curves presented in Figures 11a-11c.
Furthermore, Kbound depends only logarithmically on n, suggesting that a change in n would affect the
sampling density only mildly : this also matches the experimental results.
6. Discussion
In this section, we first discuss our results in view of the recent works from the literature. Then we show
how our results could be used in practical applications.
We first position our study relatively to the works presented in [19] and [21], which are, to the best of
our knowledge, the closest to our paper. In [19] the authors consider a global sampling from a compact
manifold and relate the size of the neighborhood ε to the number of samples K through the condition
ε = O(K−
1
m+2 ). From this aspect, our approach is significantly different. Our bound on ε is derived in the
asymptotic limit where K →∞, so that it depends completely on the local manifold geometry. Furthermore,
the analysis in [19] gives soft bounds that do not reflect the effect of the curvature, nor of the ambient space
and manifold dimensions on the sampling conditions. Meanwhile, we derive worst-case bounds on both ε
and K by explicitly taking into account the effect of curvature and dimensions.
The work in [21] is parallel to ours and addresses a similar problem. The analysis is however clearly
different in two main aspects. Firstly, the analysis in [21] assumes that the manifold is embedded with
exactly quadratic forms and that the data consists of samples from the quadratic manifold corrupted with
Gaussian noise. On the contrary, the type of the manifolds that we consider is more generic as we assume
an embedding of the manifold with arbitrary smooth functions. In particular, we explicitly examine the
effect of the deviation of the manifold from its second-order approximation on the accuracy of the tangent
space estimation. Secondly, an important difference between both studies is that the data is already sampled
in [21], where the problem consists of choosing the size of the subset of samples used in the tangent space
estimation, while we assume that we have a rather direct control on the parameters of the local random
sampling (sampling width and number of samples). Therefore, in [21], the number of samples N (which is K
in our notation) and the sampling radius r (which is comparable to the sampling width ν in our notation) are
directly dependent on each other. As the sampling is formulated as a subset selection problem, increasing the
number of samples necessarily leads to choosing samples from a larger radius. The analysis is based on the
assumption r = cN1/d, where c is a constant and d is the dimension of the manifold (m with our notation);
therefore, r and N can be represented in terms of a single parameter. Meanwhile, in our analysis, we consider
a setting where we treat the sampling width ν and number of samples K as two different parameters.
Even if the frameworks in [21] and in this paper are quite different, we can try to compare results. It is
assumed in [21] that the subset of samples selected for tangent space estimation corresponds to a sampling
radius smaller than a threshold rmax, where rmax is the largest radius within which the manifold can be
accurately represented with quadratic forms. We give a characterization of such a bound on the sampling
width in Lemma 4 for arbitrary smooth manifolds, which is very relevant to the parameter rmax in their work.
In [21], the parameter rmax is used as a predetermined constant and the study does not go into the analysis
of rmax for non-quadratic manifolds. A direct comparison of the main results in both papers is difficult.
However, we can compare the noiseless version of the Interpretable Main Result 1 in [21] and our results on
quadratic manifolds in the following way. The denominator of the angle bound in Interpretable Main Result
1 quantifies the separation between the tangential and normal components of the computed eigenspace.
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Furthermore, the sampling radius must be small enough to guarantee that the eigenvalues corresponding to
the tangential components must be larger than those corresponding to the normal components. Then, an
admissible sampling radius must be below the value of r that equates the denominator of the expression
in Interpretable Main Result 1 to zero. Taking the noise variance as zero and observing the relation K =
O(n1/2m|Kmax|), where K is the curvature parameter in [21], their result translates into the fact that the
admissible sampling radius must be smaller than O(n−1/2m−1/2|Kmax|−1) with our notation, where m, n
and |Kmax| are the parameters corresponding respectively to the intrinsic manifold dimension, the ambient
space dimension and the curvature. This is in agreement with our result for quadratic embeddings (see Table
1), where we have calculated the admissible sampling width as O(n−1/2m−1|Kmax|−1).
Now that our work has been properly positioned with respect to the related work, we discuss the usage
of our results in practical applications. We can interpret our results in two important application areas,
namely (i) the discretization of a manifold with a known parametric model - manifold sampling and (ii) the
recovery of the tangent space of a manifold from a given set of data samples - manifold learning.
First, in order to use our results in a real application, the intrinsic dimension m of the manifold, the
curvature parameter Kmax, and the higher-order deviation term Cs have to be known or estimated. In a
manifold sampling application, m is already known and it is possible to estimate Kmax in the following
ways. If the manifold conforms to a known analytic model, it is easy to compute the values of the principal
curvatures and the higher-order terms from the Taylor expansion of the model. If an analytic model is
not known for the manifold, the curvature of a manifold of known parameterization can be estimated using
results from Riemannian geometry such as [27] (Section V) and [28] (Proposition 2). The results in Section
V of [27] are especially compatible with our definition of curvature, where we define Kmax as the largest of
the maximum principal curvatures of the hypersurfaces Sl, l = 1, . . . , n − m, each of which have a single
normal direction. Although the work in [27] addresses an image registration problem, the analysis in Section
V of [27] is generic and it describes a procedure to compute the maximum principal curvature of a manifold
corresponding to a single normal direction, which is equal to the norm of the second fundamental form
corresponding to the normal direction. Applying this procedure for all n−m normal directions and taking
the largest one of the maximum principal curvatures, one can compute the exact value of Kmax. Then, the
deviation term Cs is the maximum of the constants Cs,l. Once the maximum principal curvature of Sl is
computed as above, one can find a suitable bound for Cs,l by looking at the deviation of Sl from its second
order approximation.
Second, in a manifold learning application where only data samples are available, m, Kmax and Cs are
unknown and need to be estimated. The estimation of the intrinsic dimension of a data set has been studied
in several works such as [29], [30] and [31]. It is also possible to obtain an estimate of the curvature from
data samples using results such as in [32]. In [32], a method is proposed to estimate the intrinsic dimension
of the manifold by examining the variation of the singular values of the data covariance matrix with respect
to the radius of the neighborhood of samples used. It is observed that the singular values corresponding to
the curvatures can be distinguished from the singular values corresponding to the tangential components by
using the fact that the tangential and curvature singular values conform respectively to linear and quadratic
fits as a function of the radius. In such a setting, the deviation of the curvature singular values from their
quadratic fits for large values of the radius can possibly be related to the deviation term Cs.
Finally, in our results, we characterize the admissible sampling width for accurate tangent space estimation
in terms of the tangent space distances, i.e., the distances between the projections of points on the tangent
space and P . In a manifold sampling application, our analysis can be easily adapted to the parametric data
model at hand since it assumes that the true tangent space of the manifold is aligned with the subspace
generated by the first m canonical basis vectors. This can be achieved by applying a Gram-Schmidt orthonor-
malization to the tangent vectors of the data manifold and then performing a change of coordinates in Rn
such that the subspace spanned by the original tangent vectors is mapped to the subspace generated by the
first m canonical basis vectors. Meanwhile, in a manifold learning application where only data samples are
available, one needs to adapt the bounds on the tangent space distance to bounds on the distance between
actual data samples in the ambient space. This can be done in different ways. Based on our results, one can
easily obtain some worst-case bounds on the ambient space distance by making use of the fact that the tan-
gent space distance is upper bounded by the ambient space distance. This approach is expected to be effective
if the ambient space dimension n is comparable to the intrinsic dimension m, or if the manifold has small
curvature. Alternatively, if n m and the manifold has significant nonlinearity, the current results involving
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the tangent space distance can be translated into approximate conditions on the ambient space distance with
the help of the estimation ‖.‖ambient space ≈ O(‖.‖tangent space
√
n/m). Note that, using this estimation, the
decay of the sampling width ν in the tangent space at the rate O(n−1/2m−1|Kmax|−1) implies that the same
width measured in the ambient space must change at the rate O(ν
√
n/m) = O(m−3/2|Kmax|−1). Therefore,
the sampling width in the ambient space does not decrease with the ambient space dimension. It is of O(1)
with respect to n; meanwhile, it decreases with m and |Kmax|. This means that, when applying PCA, the
size of the neighborhood around a reference point in the ambient space must get smaller as the intrinsic
dimension or the curvature of the manifold increases.
In this work, we have focused on a noiseless data model that is perfectly representable with smooth
functions. However, in real applications, one may need to work with noisy data samples that exhibit a
deviation from the manifold. One can possibly extend the study presented here to include the effect of noise
in the analysis. This can be achieved by first identifying the sampling region for an accurate estimation
of the tangent space and then determining a sufficient sampling density in that region. The admissible
sampling region highly depends on the type of noise. One would expect to have no bias in the estimation for
a random noise model with spherical symmetry, while a structured noise model may bias the estimation and
necessitate stricter constraints on the sampling width. Then, the sampling density is expected to be affected
by the variance of the noise. These effects can be characterized by studying the additional perturbation on
the correlation matrices due to the noise.
7. Concluding Remarks
We have presented a theoretical analysis of the tangent space estimation at a point on a submanifold from
a set of manifold samples that are selected locally at random. We have considered a setting where the
manifold is embedded smoothly in Rn and the tangent space is estimated with local PCA. We have derived
relations between the accuracy of the tangent space estimation and the sampling conditions. In particular,
we have examined the effect of the local curvature of the manifold in tangent space estimation and shown that
the size of the sampling neighborhood shall be inversely proportional to the manifold curvature. We have
also seen that sampling conditions are affected by the correlation between the components of the second-
order approximation of the embedding. The sampling width can be chosen larger when the components
of the manifold in different dimensions are less correlated. The presented study can be used for obtaining
performance guarantees in the discretization of parametrizable data and in manifold learning applications.
Finally, our analysis assumes that the data samples are noiseless, i.e., the data lies exactly on the manifold.
A future research direction resides therefore in the extension of the current results to a scenario where data
samples are corrupted with noise.
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Appendix A. m-dimensional smooth manifolds in Rn
A.1. Proof of Lemma 2.
Proof. Observe that each entry of M (K) is the sum of K i.i.d. random variables. Therefore, by the Strong
Law of Large Numbers as K →∞, [M (K)]i,j converges a.s. to [M ]i,j for all 1 ≤ i, j ≤ n, where each entry
of M is the expected value of the random variable involved in the summation of the corresponding entry of
M (K). Let
M =
[
A B
BT D
]
.
Consider the entries of A. We have for j, k = 1, . . . ,m,
[A]j,k = E[xjxk] =
{
0 if j 6= k
ν2
3 if j = k
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Consider the entries of B. We have for j = 1, . . . ,m and l = 1, . . . , n−m,
[B]j,l = E[xjfl(x¯)] = E[xj
1
2
m∑
k=1
< x¯, v¯l,k >
2 Kl,k]
=
1
2
E[xj
m∑
k=1
(x1vl,k,1 + · · ·+ x1vl,k,m)2Kl,k] = 0.
The above result follows as each term in the expansion of xjfl(x¯) has at least one odd power of xj , and the
expected value of each term is thus 0. Now, consider the diagonal entries of D. We have
[D]l,l = E[f2l (x¯)] =
1
4
E

 m∑
j=1
< x¯, v¯l,j >
2 Kl,j
2
 ≤ 1
4
|Kmax|2(E[‖ x¯ ‖42]).
Furthermore,
E[‖ x¯ ‖42] = E[
m∑
j=1
x4j + 2
∑
k<j
x2kx
2
j ] =
mν4
5
+ 2
m(m− 1)
2
(
ν2
3
)2
=
m(5m+ 4)ν4
45
.
Hence
0 ≤ [D]l,l ≤ m(5m+ 4)ν
4
180
|Kmax|2 (l = 1, . . . , n−m).
We have the following bounds for l, k = 1, . . . , n−m, l 6= k on the off-diagonal entries of D
[D]l,k = E[fl(x¯)fk(x¯)]
=
1
4
E[(
m∑
j=1
< x¯, v¯l,j >
2 Kl,j)(
m∑
j=1
< x¯, v¯k,j >
2 Kk,j)]
≤ 1
4
|Kmax|2E[‖ x¯ ‖42] =
m(5m+ 4)ν4
180
|Kmax|2.
Similarly, it holds that
[D]l,k ≥ −m(5m+ 4)ν
4
180
|Kmax|2.
Hence, M has the form
M =
[
ν2
3 Im×m 0m×(n−m)
0(n−m)×m D(n−m)×(n−m)
]
,
where
0 ≤ [D]l,l ≤ m(5m+ 4)ν
4
180
|Kmax|2,
−m(5m+ 4)ν
4
180
|Kmax|2 ≤ [D]l,k ≤ m(5m+ 4)ν
4
180
|Kmax|2 (l 6= k).
Therefore, for l, k = 1, . . . , n−m,
|[D]l,k| < m(5m+ 4)ν
4
180
|Kmax|2 = [D]bound.
Observe that the eigenspace of M corresponding to the eigenvalue ν
2
3 is equal to the span of {e¯1, . . . , e¯m},
which is the same as TPS. Hence, as K →∞, we obtain the implication
ν2
3
> ρ(D) ⇒ |∠T̂PS, TPS| → 0,
where ρ(D) denotes the spectral radius of D, which is positive definite. In the case where D is diagonal, we
have
ρ(D) < [D]bound =
m(5m+ 4)ν4
180
|Kmax|2.
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Therefore, for this case, any value of ν satisfying
ν2
3
>
m(5m+ 4)ν4
180
|Kmax|2 or equivalently ν <
√
60
m(5m+ 4)|Kmax|2
ensures that |∠T̂PS, TPS| → 0 as K →∞. In the scenario where D is dense, we have the stricter condition
ρ(D) <‖ D ‖F≤ (n−m)ν
4(5m+ 4)m
180
|Kmax|2.
Thus, for this case, any value of ν satisfying
ν2
3
> (n−m)m(5m+ 4)ν
4
180
|Kmax|2 or equivalently ν <
√
60
m(n−m)(5m+ 4)|Kmax|2
ensures that |∠T̂PS, TPS| → 0 as K →∞. 
A.2. Proof of Lemma 3. We first recall two recent results on the tail bounds for the eigenvalues of sums
of independent random matrices. The first result concerns upper and lower tail bounds on all eigenvalues of
a sum of independent positive semidefinite matrices as stated in Theorem 4.1 in [22].
Theorem 5 (Eigenvalue Chernoff Bounds). Consider a finite sequence {Xi} of independent random positive
semidefinite matrices where Xi ∈ Rn×n with ‖ Xi ‖≤ R a.s. Given an integer k ≤ n define
µk = λk(
∑
j
E[Xj ])
Then
P(λk(
∑
j
Xj) ≥ tµk) ≤ (n− k + 1)
[e
t
]tµk/R
where t > e and
P(λk(
∑
j
Xj) ≤ sµk) ≤ ke
−(1−s)2µk
2R , s ∈ (0, 1).
The second result concerns an upper tail bound on the operator norm of a sum of zero-mean independent
random matrices which can moreover be rectangular. This result is stated in the form of Theorem 1.3 in
[23].
Theorem 6 (Matrix Bernstein: Rectangular Case). Consider a finite sequence {Zj} of independent random
matrices, Zj ∈ Rd1×d2 . Assume that each random matrix satisfies
E[Zj ] = 0 and ‖ Zj ‖≤ R a.s.
Define
σ2 := max
{
‖
∑
k
E[ZkZ∗k ] ‖, ‖
∑
k
E[Z∗kZk] ‖
}
.
Then for all t ≥ 0,
P(‖
∑
k
Zk ‖≥ t) ≤ (d1 + d2) exp
( −t2/2
σ2 +Rt/3
)
.
We now proceed to prove the Lemma A.2.
Proof. We have M (K) = 1K
∑K
i=1 p¯ip¯
T
i , where p¯i = [x¯
T
i f1(x¯i) . . . fn−m(x¯i)]
T ∈ Rn. Now,
‖ 1
K
p¯ip¯
T
i ‖≤
1
K
‖ p¯i ‖22 ≤
1
K
(mν2 +
1
4
(n−m)m2ν4|Kmax|2)
=
1
K
ν2RM a.s.,
where RM = m+
1
4 (n−m)m2ν2|Kmax|2. Here we used the fact that
|fl(x¯)| ≤ 1
2
mν2|Kmax| for x¯ ∈ [−ν, ν]mand l = 1, . . . , n−m.
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Furthermore, since ν < νbound,quad,
µj = λj
(
E
[
1
K
K∑
i=1
p¯ip¯
T
i
])
=
ν2
3
, j = 1, . . .m.
Hence, by applying Theorem 5, we have the following for s1 ∈ (0, 1):
P(λm(M (K)) ≤ s1ν2/3) ≤ (n−m+ 1) exp
(
−(1− s1)2 ν23
2ν2RM/K
)
= (n−m+ 1) exp
(−(1− s1)2K
6RM
)
. (A.1)
Then, we have, D(K) = 1K
∑K
i=1 q¯iq¯
T
i where q¯i = [f1(x¯i) . . . fn−m(x¯i)]
T ∈ Rn−m. Furthermore,
‖ 1
K
q¯iq¯
T
i ‖≤
1
K
‖ q¯i ‖22≤
RDν
4
K
,
where RD =
1
4 (n−m)m2|Kmax|2. Applying Theorem 5 for ρ(D(K)) = λ1(D(K)), we can write
P(ρ(D(K)) ≥ s2ρ(D)) ≤ (n−m)
[
e
s2
] s2ρ(D)K
RDν
4
, s2 > e.
We have seen in Section A.1 that ρ(D) < RLν4. Using this, we obtain the following tail bound:
P(ρ(D(K)) ≥ s2RLν4) ≤ (n−m)
[
e
s2
] s2RLK
RD
, s2 > e. (A.2)
We proceed now to derive an upper bound on ‖ B(K) ‖ by applying Theorem 6. First, observe that
B(K) =
1
K
K∑
i=1
x¯iq¯
T
i .
By using the bounds
‖ x¯i ‖2≤ ν
√
m and ‖ q¯i ‖2≤ 1
2
mν2
√
n−m|Kmax|,
we obtain
‖ 1
K
x¯iq¯
T
i ‖≤
1
K
‖ x¯i ‖2‖ q¯i ‖2≤ RBν
3
K
,
where RB =
1
2m
3/2(n−m)1/2|Kmax|. The parameter σ2 defined in Theorem A.2 has the following form
σ2 = max
{
1
K2
‖
K∑
i=1
E[x¯iq¯Ti q¯ix¯Ti ]‖,
1
K2
‖
K∑
i=1
E[q¯ix¯Ti x¯iq¯Ti ]‖
}
≤ max{ 1
K2
K∑
i=1
∥∥E [ ‖q¯i‖22x¯ix¯Ti ]∥∥ , 1K2
K∑
i=1
∥∥E [ ‖x¯i‖22‖q¯iq¯Ti ]∥∥}.
Now the terms
∥∥E [ ‖q¯i‖22x¯ix¯Ti ]∥∥ and ∥∥E [ ‖x¯i‖22‖q¯iq¯Ti ]∥∥ can be bounded from above as follows.∥∥E [ ‖q¯i‖22x¯ix¯Ti ]∥∥ = sup‖y¯‖2=1y¯TE [ ‖q¯i‖22x¯ix¯Ti ] y¯ ≤ (‖q¯i‖22)max ∥∥E [ x¯ix¯Ti ]∥∥ ,∥∥E [ ‖x¯i‖22‖q¯iq¯Ti ]∥∥ = sup‖y¯‖2=1y¯TE [ ‖x¯i‖22q¯iq¯Ti ] y¯ ≤ (‖x¯i‖22)max ∥∥E [ q¯iq¯Ti ]∥∥ .
Observe that, for i = 1, . . . ,K, we have
‖ E[x¯ix¯Ti ] ‖=‖
ν2
3
Im ‖= ν
2
3
and ‖ E[q¯iq¯Ti ] ‖= ρ(D) < RLν4.
Furthermore, using the aforementioned upper bounds on ‖ q¯i ‖2 and ‖ x¯i ‖2, we arrive at the following:
σ2 ≤ max
{
(n−m)m2ν6|Kmax|2
12K
,
mν2
K
ρ(D)
}
≤ max
{
(n−m)m2ν6|Kmax|2
12K
,
mRLν6
K
}
=
ν6Rσ
K
,
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where
Rσ :=
m2|Kmax|2
12
max
{
n−m, R(5m+ 4)
15
}
.
Employing the bounds on ‖ 1K x¯iq¯Ti ‖ and σ2 in Theorem 6, we obtain the following tail bound.
P(‖ B(K) ‖> s3) ≤ n exp
(
−(s23/2)K
ν6Rσ +
RBν3s3
3
)
, s3 > 0 (A.3)
Lastly, let 0 < p1, p2, p3 < 1 denote the upper bounds on the probabilities of the events{
λm(M
(K)) ≤ s1ν2/3
}
,
{
ρ(D(K)) ≥ s2RLν4
}
,
{
‖ B(K) ‖> s3
}
,
respectively. This is clearly achieved by choosing
K > max
{
K
(1)
bound,K
(2)
bound,K
(3)
bound
}
= Kbound,
where K
(1)
bound,K
(2)
bound,K
(3)
bound are as defined in the statement of Lemma 3. Applying the union bound, we
arrive at the stated result. 
A.3. Proof of Theorem 3.
Proof. We start with the following identity for i = 1, . . . ,m
M (K)u¯i = λi(M
(K))u¯i, (A.4)
where
M (K) =
[
A(K) B(K)
B(K)
T
D(K)
]
.
Here λ1(M
(K)) ≥ λ2(M (K)) ≥ · · · ≥ λn(M (K)) denote the eigenvalues of M (K) and u¯i = [u¯Ti,1 u¯Ti,2]T denote
its corresponding eigenvectors. Using Eq. (A.4), we obtain the following inequality.
B(K)
T
u¯i,1 +D
(K)u¯i,2 = λi(M
(K))u¯i,2
⇒ (λm(M (K))− ρ(D(K))) ‖ u¯i,2 ‖2<‖ B(K) ‖ . (A.5)
Now, provided that K is chosen such that K > Kbound, the following events hold with high probability.{
λm(M
(K)) > s1
ν2
3
}
,
{
ρ(D(K)) < s2RLν
4
}
,
{
‖ B(K) ‖< s3
}
, (A.6)
where s1 ∈ (0, 1), s2 > e and s3 > 0. From (A.6) and (A.5), we conclude that the following inequality holds
with high probability.
(s1
ν2
3
− s2RLν4) ‖ u¯i,2 ‖2< s3.
The L.H.S. of the above inequality is positive if ν <
√
s1/(3s2RL). Assuming that this is satisfied, we obtain
‖ u¯i,2 ‖ < s3
s1
ν2
3 − s2RLν4
= σs
⇒ ‖ U2 ‖F <
√
mσs.
Furthermore, we have from Lemma 1 that
‖ U2 ‖F< τ < 1⇒ |∠T̂PS, TPS| < cos−1(
√
(1− τ2)m). (A.7)
Lastly, we see that Eq. (A.7) is ensured if the following holds
√
mσs < τ ⇔
√
ms3
s1
ν2
3 − s2RLν4
< τ ⇔ s3 <
(s1
ν2
3 − s2RLν4)τ√
m
.
Therefore, for these choices of ν and the constants s1, s2, s3, we get the bound on |∠T̂PS, TPS| stated in
the theorem.

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A.4. Proof of Lemma 4.
Proof. For K =∞, we have M = Mq + ∆, where
Mq =
[
ν2
3 Im 0
0 D
]
and
‖ ∆ ‖F < 2 ‖ B1 ‖F + ‖ D1 ‖F ,
< 2
√
m(n−m)νδ(ν) + (n−m)(δ(ν)2 + δ(ν)mν2|Kmax|),
= 2Csm
3/2
√
m(n−m)ν4 + (n−m)(C2sm3ν6 + Csm5/2ν5|Kmax|), (A.8)
= 2 ‖ B1 ‖F,bound + ‖ D1 ‖F,bound=‖ ∆ ‖F,bound .
Now, if there is no perturbation on Mq, the eigenvectors {e¯1, . . . , e¯m} corresponding to ν23 span TPS. As Mq
is actually perturbed by ∆, we analyze the perturbation of the space formed by the span of {e¯1, . . . , e¯m}.
We first observe from Weyl’s inequality [33] the following bounds on the eigenvalues {λi(M)}ni=1 of M :
λi(M) ∈ [λi(Mq)− ‖ ∆ ‖F,bound, λi(Mq)+ ‖ ∆ ‖F,bound] , i = 1, . . . , n.
Here, λi(Mq) =
ν2
3 , for i = 1, . . . ,m. Furthermore, {λi(Mq)}ni=m+1 are the eigenvalues of D. In order to
analyze the perturbation on span{e¯1, . . . , e¯m}, we would like to guarantee the ‘separation’ of {λi(M)}mi=1
from {λi(M)}ni=m+1. Denoting ρ(D) to be the spectral radius of D, we have the following sufficient condition
to guarantee this separation.
ν2
3
− ‖ ∆ ‖F,bound > ρ(D)+ ‖ ∆ ‖F,bound,
⇔ ν
2
3
− ρ(D) > 2 ‖ ∆ ‖F,bound . (A.9)
Now, as shown in Section A.1, ρ(D) < RLν4, where L = m(5m+4)|Kmax|
2
180 , and
R =
{
1 ; if D is diagonal
(n−m) ; if D is dense.
Using this fact along with Eq. (A.8) in Eq. (A.9), we arrive at the following sufficient condition that
guarantees the separation of eigenvalues:
ν2
3
−RLν4 > β2ν4 + β3ν5 + β4ν6, (A.10)
⇔ (β2 +RL)ν2 + β3ν3 + β4ν4 < 1
3
(A.11)
where β2 = 4Csm
3/2
√
m(n−m), β3 = 2(n −m)Csm5/2|Kmax| and β4 = 2(n −m)C2sm3. Now, clearly the
solution to Eq. (A.10) needs to satisfy the following conditions.
(β2 +RL)ν
2 < 1/3⇔ ν < (3(β2 +RL))−1/2,
β3ν
3 < 1/3⇔ ν < (3β3)−1/3,
β4ν
4 <
1
3
⇔ ν < (3β4)−1/4.
Equivalently, the solution to Eq. (A.10) satisfies ν < α, where
α = min
{
(3(β2 +RL))
−1/2, (3β3)−1/3, (3β4)−1/4
}
.
We thus arrive at the following sufficient condition on ν in order to guarantee Eq. (A.11) and consequently
Eq. (A.9):
ν2((β2 +RL) + β3α+ β4α
2) <
1
3
,
⇔ ν2 < 1
3[(β2 +RL) + β3α+ β4α2]
. (A.12)
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We now proceed to bound the angle between TPS and T̂PS by using the identity Mu¯i = λi(M)u¯i, ∀i =
1, . . . ,m. We obtain
BT1 u¯i,1 + (D +D1)u¯i,2 = λi(M)u¯i,2.
By taking the l2-norm of both sides and using the fact that ‖ Du¯i,2 ‖2≤ ρ(D) ‖ u¯i,2 ‖2, we obtain
(λi(M)− ρ(D)− ‖ D1 ‖F ) ‖ u¯i,2 ‖2<‖ B1 ‖F .
Now, λi(M) >
ν2
3 − ‖ ∆ ‖F for i = 1, . . . ,m. Therefore, if ν is chosen to satisfy Eq. (A.12), then the
following holds true.
λi(M)− ρ(D)− ‖ D1 ‖F > ν
2
3
− ‖ ∆ ‖F −ρ(D)− ‖ D1 ‖F ,
>
ν2
3
−RLν4 − 2(‖ B1 ‖F,bound + ‖ D1 ‖F,bound),
> 0.
Using the above facts, we obtain the following upper bound on ‖ u¯i,2 ‖2.
‖ u¯i,2 ‖2< ‖ B1 ‖F,boundν2
3 −RLν4 − 2(‖ B1 ‖F,bound + ‖ D1 ‖F,bound)
= σ∞. (A.13)
Finally, to conclude the proof, we obtain the bound on |∠T̂PS, TPS| by using Lemma 1.
‖ U2 ‖2F =
m∑
i=1
‖ u¯i,2 ‖22 < mσ2∞,
⇒ cos2(∠T̂PS, TPS) > (1− ‖ U2 ‖2F )m > (1−mσ2∞)m.

A.5. Proof of Theorem 4.
Proof. The proof follows along the lines of the proof of Theorem 3. We start with the following identity for
i = 1, . . . ,m:
M (K)u¯i = λi(M
(K))u¯i. (A.14)
We have, M (K) = M
(K)
q + ∆(K) where
M (K)q =
[
A(K) B(K)
B(K)
T
D(K)
]
and ∆(K) =
[
0 B
(K)
1
B
(K)T
1 D
(K)
1
]
.
Let λ1(M
(K)) ≥ λ2(M (K)) · · · ≥ λn(M (K)) denote the eigenvalues of M (K) and u¯i = [u¯Ti,1 u¯Ti,2]T denote its
corresponding eigenvectors. Using Eq. (A.14), we obtain the following:
(B(K)
T
+B
(K)T
1 )u¯i,1 + (D
(K) +D
(K)
1 )u¯i,2 = λi(M
(K))u¯i,2
⇒ (λm(M (K))− ρ(D(K))− ‖ D1 ‖F,bound) ‖ u¯i,2 ‖2 (A.15)
< ‖ B(K) ‖ + ‖ B1 ‖F,bound .
We observe by Weyl’s inequality [33] that the following holds true:
λm(M
(K)) ≥ λm(M (K)q )− ‖ ∆ ‖F,bound= λm(M (K)q )− 2 ‖ B1 ‖F,bound − ‖ D1 ‖F,bound . (A.16)
If K is chosen such that K > Kbound, the following events hold with high probability:{
λm(M
(K)
q ) > s1
ν2
3
}
,
{
ρ(D(K)) < s2RLν
4
}
,
{
‖ B(K) ‖< s3
}
, (A.17)
where s1 ∈ (0, 1), s2 > e and s3 > 0. Thus, using Eq. (A.16) and Eq. (A.17) in Eq. (A.15), we obtain the
following:
(s1
ν2
3
− s2RLν4 − 2(‖ B1 ‖F,bound + ‖ D1 ‖F,bound)) ‖ u¯i,2 ‖2< s3+ ‖ B1 ‖F,bound .
TANGENT SPACE ESTIMATION FOR SMOOTH MANIFOLDS 35
Similarly to the proof of Lemma 4, one can show that the following condition is sufficient to ensure that the
L.H.S. of the above inequality is strictly positive
ν2 <
s1
3[(β2 + s2RL) + β3α+ β4α2]
. (A.18)
In particular, the above condition ensures the following:
s1
ν2
3
− s2RLν4 > 2 ‖ ∆ ‖F,bound= 4 ‖ B1 ‖F,bound +2 ‖ D1 ‖F,bound .
Now, assuming that ν satisfies Eq. (A.18), we arrive at the following bound on ‖ u¯i,2 ‖2 for i = 1, . . . ,m:
‖ u¯i,2 ‖2 < s3+ ‖ B1 ‖F,bound
(s1
ν2
3 − s2RLν4)− 2(‖ B1 ‖F,bound + ‖ D1 ‖F,bound)
= σs.
The above bound on ‖ u¯i,2 ‖2 implies that ‖ U2 ‖2F< mσ2s . Let
σf :=
‖ B1 ‖F,bound
(s1
ν2
3 − s2RLν4)− 2(‖ B1 ‖F,bound + ‖ D1 ‖F,bound)
.
If for some τ ∈ (0, 1)
mσ2s < τ
2 +mσ2f ⇔ σs < (τ2/m+ σ2f )1/2, (A.19)
then from Lemma 1 we obtain
cos2(∠T̂PS, TPS) > 1− τ2 −mσ2f .
Finally, we see that Eq. (A.19) is ensured if the following holds.
s3+ ‖ B1 ‖F,bound
(s1
ν2
3 − s2RLν4)− 2(‖ B1 ‖F,bound + ‖ D1 ‖F,bound)
<
(
τ2
m
+ σ2f
)1/2
⇔ s3 < [(s1 ν
2
3
− s2RLν4)− 2(‖ B1 ‖F,bound+ ‖ D1 ‖F,bound)]
(
τ2
m
+ σ2f
)1/2
− ‖ B1 ‖F,bound .
This completes the proof. 
