In this paper, we consider the Gauss quadrature formulae corresponding to some modifications of anyone of the four Chebyshev weights, considered by Gautschi and Li in [4] . As it is well known, in the case of analytic integrands, the error of these quadrature formulas can be represented as a contour integral with a complex kernel. We study the kernel, as it is often considered, on elliptic contours with foci at the points ∓1 and such that the sum of semi-axes is ρ > 1, of the mentioned quadrature formulas, and derive some error bounds for them. In addition, we obtain, for the first time as far as we know, a result about the behavior of the modulus of the corresponding kernels on those ellipses in some cases. Numerical examples checking the accuracy of such error bounds are included.
Introduction
In [4] , the authors studied orthogonal polynomials with respect to some particular polynomial modifications of a given measure. Namely, given a positive measure dσ on the real axis, with {π n } being its corresponding sequence of orthogonal polynomials, they considered the modified measure d σ n = π 2 n dσ , n being an arbitrarily fixed nonnegative integer, referring to the related orthogonal polynomials { π m,n } as "induced" orthogonal polynomials. As pointed out by the authors in [4] , this kind of modifications of measures take place, for instance, when dealing with constrained polynomial least squares approximation (see e.g. [3] ), or in terms of providing additional interpolation points (the zeros of the induced polynomial { π n+1,n }) in the process of extending Lagrange interpolation at the zeros of π n (see [1] ).
Taking into account these and other applications, it seems natural to consider the numerical computation of integrals of the form
by means of quadrature formulae; in particular, Gauss quadratures are our main subject of interest. It is well known that the zeros and nodes of the Gauss rule can be efficiently computed by means of the eigenvalues and eigenvectors of the related tridiagonal Jacobi matrix. In general, it is not feasible to get closed analytic expressions of the entries of the Jacobi matrix for the induced measure d σ n in terms of the corresponding for dσ; in this sense, in [4] a stable numerical algorithm is given. But in the particular case of the well-known four Chebyshev weights dσ [i] , i = 1, 2, 3, 4 , the related induced orthogonal polynomials { π [i] m,n } are easily expressible as combinations of Chebyshev polynomials of the first kind T k (i.e., orthogonal polynomials with respect to the Chebyshev weight dσ [1] (see [4, §3] ). These last results will be very useful for our analysis of the error of the related quadrature formulas.
Our analysis of the error is based on its well known representation in terms of an integral contour of an appropriate kernel. Namely, if we use a Gaussian rule I m (f ) , with m nodes, to approximate the value of the integral I w (f ), for a certain positive weight function on a compact real interval, say [−1, 1] , and an analytic integrand f in a neighborhood Ω of this interval, the error of quadrature admits the following integral representation
where the kernel K m is given by
with π m denoting, as usual, the m-th orthogonal polynomial with respect to w and Γ ⊂ Ω being any closed smooth contour surrounding the real interval [−1, 1]. Since they are the level curves for the conformal function which maps the exterior of [−1, 1] onto the exterior of the unit circle, elliptic contours E ρ with foci at points ±1 and semi-axes given by 1 2 (ρ + ρ −1 ) and 1 2 (ρ − ρ −1 ) , with ρ > 1, are often considered to get suitable estimations of the error of quadrature. Namely, these elliptic level curves are given by the expression
where ρ > 1 and the branch of √ z 2 − 1 is taken so that |φ(z)| > 1 for |z| > 1. The outline of the paper is as follows. In Section 2, explicit expressions for the kernel (1.2) for the four induced Chebyshev weights d σ [i] n , i = 1, 2, 3, 4 , are provided, in such a way that they are useful to get appropriate bounds for the corresponding errors of quadrature in Section 3, which represent the main contribution of the paper. The accuracy of these bounds is checked in the fourth section by means of some illustrative numerical examples. Finally, Section 5 is devoted to the proof of the main results.
The problem of estimating the quadrature error for Gauss-type rules has been thoroughly studied in the literature; to only cite a few, see the references [5] , [8] - [9] , [10] - [11] , and [13] - [17] .
Explicit expressions of the kernel for the four Chebyshev weights
The aim of this section is getting explicit expressions of the kernel K m in (1.2) corresponding to the induced measures d σ n = π 2 n dσ , in the particular case of the four Chebyshev weights, namely
These explicit expressions will be used to compute different bounds for the error of quadrature, which are our main results and will be displayed in the next section.
To do it, we make use of the results in [4, §3] about the explicit representations of the corresponding induced orthogonal polynomials { π
m,n }. Due to these results, the expression for the case of the Chebyshev weight of the first kind will be exhibited separately for n > 1 and n = 1; in order to distinguish both cases, hereafter K [1] m will denote the corresponding kernel for n > 1, while the other one will be referred to as K [I] m . While in the case where i = 1 and n = 1, we compute the corresponding kernel for arbitrary m ∈ N, for the rest of the cases only the "diagonal" case, i.e. m = n, is considered for the sake of simplicity; indeed, it is also possible to deal with the general "non-diagonal" case m = n, but the computations are more involved and we prefer to leave it for a forthcoming paper. Therefore, specifically, the problems handled throughout this paper are the following:
• Computation of integrals of the form I
[I] A m,j f (t m,j ) , m = 1, 2, . . . , where t m,j are the zeros of the corresponding induced orthogonal polynomials π [1] m,1 .
• The same for integrals of the form I
[i]
use of Gauss rules with n nodes taken as the zeros of the induced orthogonal polynomials π
n,n , i = 1, 2, 3, 4 .
Finally, bearing in mind the well-known Joukowsky transform, the notation z = 1 2 ζ + 1 ζ , |ζ| > 1, will be used.
Next, our conclusions are gathered in the following Lemma 2.1. The explicit expression of the kernel K
m for the four Chebyshev weights is given as follows.
(1) For i = 1 and n = 1,
if m is even, while
(2) For i = 1 and n > 1,
Proof For the proof of this lemma, the explicit expressions for the corresponding orthogonal polynomials found in [4, §3] will be very useful. On the sequel, the orthogonal polynomials will be always monic.
(1) First, in the case where i = 1 and n = 1, we have that dσ
, and the kernel is given by K
. Now, making the change t = cos θ and using [4, 3.6] , we have
if m is even, and
if m is odd. Further, using cos kθ cos 2 θ = 1 2 cos kθ (1 + cos 2θ) = 1 4 (2 cos kθ + cos (k − 2)θ + cos (k + 2)θ) ,
we get
if m is even and
if m is odd. Now, using the substitutions
and [4, 3.6 ] again, we get
if m is even and (2.1) is established. In the same way,
when m is odd and (2.2) holds. The last sum also can be explicitly calculated, but it is not simple expresion as in the case of even number m.
(2) In this case (see [4, 3.4] 
and the kernel is given by K
T n (t) = 1 2 n−1 T n (t) (that is, the monic Chebyshev polynomial of the first kind), which means
after we put t = cos θ. Further, using cos 3 nθ = 3 cos nθ + cos 3nθ 4 , and (2.6), we get
and using again (2.7), the proof of (2.3) is fulfilled. [4, Theorem 3.4] ), whereŮ n denotes the monic Chebyshev polynomial of the second kind, and the kernel is given by K [2] n (z) = ̺ [2] n (z) π [2] n (z)
Further, using the identity
and (2.6), we get
and after using (2.7) again, we have that (2.4) holds.
(4) In this case, dσ [4, Theorem 3.6] ), whereV n denotes the monic Chebyshev polynomial of the third kind, and the kernel is given by
Then, proceeding analogously as above and using the identity cos nθ cos 2 (n + 1/2)θ = 1 2 cos nθ (1 + cos (2n + 1)θ) = 1 4 (2 cos nθ + cos (n + 1)θ + cos (3n + 1)θ) , and (2.6), we get
and after making use of (2.7), (2.5) is easily proven.
Remark 2.2. We have not shown the results for i = 4 in Lemma 2.1, since the orthogonal polynomials π [4] k,n and π [3] k,n are easily related to each other. Indeed (see e.g. [4, (3.15) ],
and thus, it is enough to consider the case for i = 3.
Main results
Next, using the results in previous Lemma 2.1, different bounds of the error of quadrature for the four induced quadrature weights are derived. They are presented in the following subsections.
L ∞ -bounds
Hereafter, for a function g and a compact subset E of the complex plane, the L ∞ -norm of g on E will be denoted by
Now, from (1.1), taking Γ = E ρ , we easily get that if f is analytic on E ρ and its interior, for certain ρ > 1, then,
On the sequel, if we denote by D ρ the closed interior of E ρ , define
Next, we are concerned with the maximum modulus of the kernel corresponding to each of the cases considered in Lemma 2.1 on the level curves E ρ defined in (1.3). The results are shown in the following theorem.
Theorem 3.1. The maximum modulus of the kernel for the four Chebyshev weights is given as follows.
(1) For each m ∈ N there exists ρ * = ρ * (m) > 1 such that for each ρ > ρ * the modulus of the kernels (2.1) and (2.2) attain their maximum value on the real axis, i.e.
(2) Let i = 1 and n > 1. Then, for each n ∈ N there exists ρ * = ρ * (n) > 1 such that for each ρ > ρ * the modulus of the kernel (2.3) attains its maximum value on the real axis, i.e.
* the modulus of the kernel (2.4) attains its maximum value on the real axis, while for n = 1 there exists ρ * = ρ * (n) > 1 such that for each ρ > ρ * the modulus of the kernel (2.4) attains its maximum value on the imaginary axis, i.e.
for n > 1 and
the modulus of the kernel (2.5) attains its maximum value on the real axis, i.e.
We empirically found that the values ρ * in the previous theorem are relatively closed to 1 in all the cases, which gives us an opportunity to successfully apply the estimate based on the maximum modulus of the kernel. Anyway, hereafter we assume that for the integrand f , it holds ρ * ≤ ρ f . Indeed, since the length of the ellipse can be estimated by
,
, by (3.1) and the results in Theorem 3.1, the L ∞ -bounds for the error of quadrature may be written as follows.
3) if m is odd. In the same way,
1 (f ) = inf
where ρ * is the value defined above, which has been obtained empirically.
Error bounds based on the expansion of the remainder
If f is an analytic function in a neighborhood of the real interval [−1, 1], there exists ρ > 1 such that f is analytic in the interior of E ρ and, so, it admits the expansion
where α k are given by
The series (3.7) converges for each z in the interior of E ρ . The "prim" symbol in the corresponding sum denotes that the first term is taken with the factor 1/2. In general, the Chebyshev-Fourier coefficients α k in (3.7) are unknown. However, Elliott [2] described a number of ways of estimating or bounding them. In particular, for our purpose it is useful the upper bound
Next, the bounds for the error of quadrature obtained by expanding the remainder terms (3.1) are listed. The case corresponding to i = 1 and n = 1 is omitted since the computations are too complicated. (1) For i = 1 and n > 1,
In this subsection, our goal consists in bounding the integrals 12) in the case of the four Chebyshev weights considered. In the case of i = 1 and n = 1, the computations with the kernel K
m (z) are again quite involved and so, we prefer to omit the results. Otherwise, we have the following upper bounds for (3.12). Theorem 3.3. We have the following L 1 -error bounds.
(1) For i = 1 and n > 1, 
It is noteworthy that in general the estimates of the error are quite sharp, as well as the accuracy of the respective quadrature rules. n, ω r
ω (f 0 ) 6, 0. 
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Proof For each X ∈ R we have
so we have to prove that for large enough ρ it holds
for each θ ∈ [0, 2π) if A < B and
but it is obvious since the last two expressions are of the form
respectively. Proof of Theorem 3.1.
(1) Since for m > 2, m even, from (2.1) we get
, ρ → +∞, the statement directly follow from Lemma 5.1, since only the modulus of
depends on the argument of ζ in the complex plane. For m = 2 we have
, ρ → +∞, and the statement again follows in the same way. For odd m, from (2.2) it holds
, ρ → +∞ and the proof again readily follows from Lemma 5.1.
(2) From (2.3), we get that for n > 1,
, ρ → +∞ and
1 (z) = 3π
, ρ → +∞, so the proof directly follows again from Lemma 5.1.
so a straightforward application of Lemma 5.1 renders the proof. (4) In this case we can not directly use the results of Lemma 5.1, because there are two consecutive natural powers of ρ in the numerator. Anyway, the modulus of the kernel (2.5) admits the asymptotic expression (ζ = ρe iθ )
so, we have to prove
or, what is the same,
for ρ large enough and whatever θ = 0, which is obvious since the expression above is asymptotically of the form 2ρ 2n+2 (cos θ − 1) + o ρ 2n+2 , ρ → +∞.
Proof of Theorem 3.2.
(1) This is the case where i = 1 and n > 1. This kernel is very similar to the kernel which appears in [12] , so we will expand it following the analogous steps. First, we need to state a few technical lemmas.
, then holds the following expansion
where
Proof We know that if x ∈ C, |x| < 1, then
Using this fact and (2.7), we get
which completes the proof.
The following lemma was proved in the paper [12] .
n can be expanded as
Then, substituting (5.1) and (5.5) in (2.3), we obtain
Now, we are in a position to state the following result about the expansion of the remainder term R [1] n (f ), which leads to the proof of Theorem 3.2, part (1). Theorem 5.4. The remainder term R [1] n (f ) can be represented in the form
where the coefficients ǫ [1] n,k are independent on f . Furthermore, if f is an even function, then ǫ [1] n,2j+1 = 0 (j = 0, 1, ...). Proof Now, using (3.7) and (5.7) in (5.9) we obtain
n,k .
Applying [7, Lemma 5] , this reduces to (5.9) with
n,0 , ǫ
n,1 , ǫ
When k is odd, since ω(t) = ω(−t) it follows from (5.8) and Lemmas 5.2 and 5.3 that ω [1] n,k = 0, and hence ǫ [1] n,k = 0. Now, by using (5.3), (5.6), (5.8), we have that, if and only if k = 2jn, j ∈ N 0 , ω [1] n,2jn = β [1] n,0 γ [1] n,2jn + β [1] 2n γ [1] n,(2j−2)n + ... + β [1] n,(2j−2)n γ [1] n,2n + β [1] n,2jn γ [1] n,0 , ω [1] n,2jn−2 = β [1] n,0 γ [1] n,2jn−2 + β [1] n,2n γ [1] (2j−2)n−2 + ... + β [1] n,(2j−2)n γ [1] n,2n−2 , which implies ω [1] n,2jn − ω [1] n,2jn−2 = β [1] n,(2j−2)n (γ [1] n,2n − γ [1] n,2n−2 ) + β [1] n,2jn γ [1] n,0
Otherwise, ǫ [1] n,k = 0 for k = 2jn. Using previously obtained results, we get
and the error bound (3.9) easily follows.
(2) Using the standard expansion for 1 1−ζ −2 , (2.9) can be written as
and further using (2.4), we get
Hence, here we also have the expansion
otherwise.
(5.12)
Here "otherwise" obviously means that k is odd. Now, based on the same principle as in (5.10), we get
n,2 − ω [2] n,0 = −
Analogously to (5.9), we get
n,k , 13) and then, using (3.8),
which yields the bound (3.10). 
thus, using (2.5),
In the product of the sums Hence, we have again the expansion
(5.15) Now, inspired, as above, by the same arguments as in (5.10), we get
n,2 − ω [3] n,0 = 0,
Analogously to (5.13), we get 16) and then, (3.8) yields
which provides the bound (3.11).
Proof of Theorem 3.3.
(1) We need to estimate the quantity
where from (2.3) we obtain
n (z) = π ρ −4n + 9 + 6ρ −2n cos 2nθ
and a m is standardly given by 17) since |dz| = (1/ √ 2) · √ a 2 − cos 2θ dθ (see [7] ). Thus, we have
dθ.
(5.18)
Applying the Cauchy inequality to the last expression, we obtain and finally, the upper bound (3.13) is obtained.
(2) Analogously, we have that the quantity
where from (2.4) we obtain which together with (5.24) directly implies J 1 = 0 (the "the double prim" in the sum denotes that the last summand has to be halved if k is even). The same happens with J n+1 , and it is obvious that the fact n > 1 is important because it guarantees that the argument of the cosine function in the last integrals can not be equal to zero, since 2n can not be a divisor of 2. Hence, we get
and, as a consequence, the upper bound (3.14) is reached. (3) Now, the quantity L [3] (E ρ ) = 1 2π Eρ K [3] (z) |dz|, where (2.5) yields K [3] n (z) = π ρ −2 + 4 + ρ −(4n+2) + 4ρ −1 cos θ + 2ρ −(2n+2) cos 2nθ + 4ρ −(2n+1) cos (2n + 1)θ 2 2n+1 ρ n (a 2 − cos 2θ) (a 2n + cos 2nθ) , reduces to L [3] (E ρ ) = 1 ρ n · 2 2n+2 √ 2 × (5.27) Applying, as above, the Cauchy inequality to the last expression, we obtain 
